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WEAKLY ASSOCIATIVE ALGEBRAS, POISSON ALGEBRAS AND
QUANTIZATION
ELISABETH REMM, KEVIN MORAND
INTRODUCTION
Given a commutative associative algebra (A, µ) on a field K of characteristic 0, any associative
formal deformation (A[[t]], µt) with µt = µ +
∑
k t
kϕk of this algebra determines a Poisson
lgebra (A, µ, ψ) and (A[[t]], µt) is a deformation by quantification of this Poisson algebra.
Recall that the formal deformation µt is associative if the following identity is formally satisfied
µt(X, µt(Y, Z))− µt(µt(X, Y ), Z) = 0.
Developing this identity, we obtain
(1) Order 0 : µ is associative, this is given in the hypothesis,
(2) Order 1 :
µ(X,ϕ1(Y, Z))− ϕ1(X, µ(Y, Z))− µ(ϕ1(X, Y ), Z)− ϕ1(µ(X, Y ), Z) = δ
2
H,µϕ1(X, Y, Z) = 0
where δ2H,µ is the coboundary operator associated with the Hochschild cohomology of
(A, µ),
(3) Order 2 : ϕ1(X,ϕ1(Y, Z))− ϕ1(X,ϕ1(Y, Z)) + δ
2
H,µϕ2(X, Y, Z) = 0
One of the fundamental problems is to know, given a Poisson algebra (A, µ, ψ), if there is a for-
mal deformation of the associative commutative algebra (A, µ) which is a deformation by quan-
tification of the Poisson algebra (A, µ, ψ). Let us take, for example, the algebra C∞(M) of C∞-
functions on a differential manifoldM , with the associative commutative product µ(f, g) = fg.
Let us assume that we have also a Poisson structure (A, µ, ψ) on this associative commutative
algebra, that is a Lie bracket ψ which satisfies
ψ(f, gh) = gψ(f, h) + ψ(f, h)g.
In this case, Maxim Kontsevich has proved ([4]) that there exists a formal associative defor-
mation µt of µ which is the deformation quantization of (A, µ, ψ).
Now, still within the framework of the quantization and deformation of associative commu-
tative algebras, we can consider the problem of whether Poisson algebras can be obtained by
more general deformations, that is to say in deforming associative algebra in a class of pro-
perly chosen class of nonassociative algebras. In this work we show that such a class exists, the
algebras of this class are called weakly associative. More generally, we study deformations of
weakly associative algebras and we define a generalization of Poisson algebras by considering
the nonassociative case. We study the algebraic structure of this algebra class. Recall also that
an algebra (A, µ) is a nonassociative algebra if it is a vector space over K and is equipped with
a bilinear binary multiplication operation µ : A×A→ A which may or may not be associative.
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1. Weakly associative algebras
Let K be a field of characteristic 0 and (A, µ) be a K-nonassociative algebra. To make the
writing of this multiplication µ more natural , we will write in this paragraph and the following,
µ(X, Y ) = X∗Y and the algebra (A, ∗). Thus the associator of the algebra (A, ∗) is the trilinear
map A∗ defining by
A∗(X, Y, Z) = X ∗ (Y ∗ Z)− (X ∗ Y ) ∗ Z
for any X, Y, Z ∈ A.
1.1. Definition and Examples.
Définition 1. The K-algebra (A, ∗) is called weakly associative if its associator A∗ satisfies
A∗(X, Y, Z) +A∗(Y, Z,X)−A∗(Y,X, Z) = 0
for any X, Y, Z ∈ A.
To simplify, we shall denote by WA∗(X, Y, Z) the trilinear map
WA∗(X, Y, Z) = A∗(X, Y, Z) +A∗(Y, Z,X)−A∗(Y,X, Z)
and a K-algebra (A, ∗) is weakly associative if and only if
WA∗(X, Y, Z) = 0
for any X, Y, Z ∈ A.
Examples.
(1) Any associative algebra is weakly associative.
(2) Any abelian (i.e. commutative) algebra is weakly associative.
(3) Any Lie algebra is weakly associative. In fact, let (g, {, }) be a K-Lie algebra. The
associator of the Lie bracket satisfies
A{,}(X, Y, Z) = {X, {Y, Z}} − {{X, Y }, Z}
and from the Jacobi identity
A{,}(X, Y, Z) = {{Z,X}, Y }.
Then
WA{,}(X, Y, Z) = {{(Z,X}, Y }+ {{X, Y }, Z}+ {{Y, Z}, X}
and, from the Jacobi identity
WA{,}(X, Y, Z) = 0
(4) Let E be a set and F(E,R) be the vector space of applications f : E → R. Consider
a, b ∈ R with a 6= b and the noncommutative multiplication on E :
f ⋆ g = af + bg.
Then A⋆(f, g, h) = (a
2− a)f + (b− b2)g. If we assume that a, b 6= 0 then this operation
is not associative. But
WA⋆(f, g, h) = (a
2 − b2 − a+ b)f.
Then it is not commutative as soon as b 6= a and weakly associative as soon as b = 1−a.
However, we have no distributivity.
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(5) In a same way, for any a 6= 0, the binary operation f ∗ g = faga is not associative and
weakly associative.
(6) Let K̂[X, Y ] be the graded vector space of polynomials with two noncommutative in-
determinates X and Y and let I the ideal generated by

(XX)X −X(XX), (Y Y )Y − Y (Y Y ),
(XY )X −X(Y X), (Y X)Y − Y (XY ),
(Y X)X −X(XY ) + (XX)Y − Y (XX), (XY )Y − Y (Y X) + (Y Y )X −X(Y Y ).
The algebra K̂[X, Y ]/I is weakly associative.
(7) An example in dimension 2. Let us consider on K2 = K{e1, e2} the multiplication
corresponding to 

e1e1 =
a
2
e1,
e1e2 =
a+2
4
e2,
‘e2e1 =
a−2
4
e2,
e2e2 = 0.
Since A(e1, e1, e2) =
a2−4
16
e2,A(e2, e1, e1) = −
a2−4
16
e2 and A(ei, ej, ek) = 0 for all the
other cases, this product is weakly associative. It is associative if and only if a = 2 or
a = −2. For example,
(x1, y1)(x2, y2) = (3x1x2, 2x1y2 + y1x2)
is weakly-associative.
1.2. Free weakly associative algebras. Let us denote by (FWA(X), ∗) the free
weakly associative algebra with 1-generators. It is a graded algebra
FWA(X) = ⊕k≥0FWA(X)(k)
where FWA(X)(k) consists of the vector space of elements of degree k. We put
FWA(X)(0) = K.
Let us determine each of these components. For this, we use the relations
(1) WA∗(a, a, a) = A∗(a, a, a),WA∗(a, a, b) =WA∗(a, b, a) = A∗(a, b, a).
(a) Degree 2 : We put X ∗X = X2. Thus FWA(X)(2) = K{X
2}.
(b) Degree 3 : We haveWA∗(X,X,X) = X ∗X
2−X2∗X = 0.We put X3 = X2∗X =
X ∗X2 and FWA(X)(3) = K{X
3}.
(c) Degree 4 :{
WA∗(X,X,X
2) =WA∗(X,X
2, X) = X ∗X3 −X3 ∗X
WA∗(X
2, X,X) = 0.
Then we put
X3 ∗X = X ∗X3 = X41 , X
2 ∗X2 = X42 ,
and FWA(X)(4) = K{X
4
1 , X
4
2}.
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(d) Degree 5 : WA∗(X,X,X
3) = X ∗ X41 − X
4
1 ∗ X, WA∗(X
3, X,X) = X3 ∗ X2 −
X2 ∗X3. Likewise WA∗(X
2, X2, X) =WA∗(X
2, X,X2) = X2 ∗X3−X3 ∗X2 and
WA∗(X,X
2, X2) = −X42 ∗X +X ∗X
4
2 . We put

X3 ∗X2 = X2 ∗X3 = X51 ,
X41 ∗X = X ∗X
4
1 = X
5
2 ,
X42 ∗X = X ∗X
4
2 = X
5
3
and FWA(X)(5) = K{X
5
1 , X
5
2 , X
5
3}.
Assume by induction, that for a given degree n, we have u ∗ v = v ∗ u for any u ∈
FWA(X)(p) and v ∈ FWA(X)(q), p + q ≤ n. The relations (1) imply that (a ∗ b) ∗ a =
a∗(b∗a) and u∗v = v∗u for any u ∈ FWA(X)(p) and v ∈ FWA(X)(q), with p+q ≤ n+1.
Then
FWA(X)(n) = ⊕p+q=n ˜FWA(X)(p)⊗ FWA(X)(q)
where˜denotes the symmetric quotient. In particular
d2p+1 = dimFWA(X)(2p+ 1) =
p∑
k=1
dkd2p+1−k
and
d2p = dimFWA(X)(2p) =
p−1∑
k=1
dkd2p−k +
dp(dp + 1)
2
with d1 = d2 = 1.
1.3. Some properties of weakly associative algebras.
Proposition 1. Let (A, ∗) be a nonassociative K-algebra. Then for any X ∈ A, the endomor-
phism LX −RX defined by
(LX − RX)(Y ) = X ∗ Y − Y ∗X
is a derivation of (A, ∗) if and only if (A, ∗) is weakly associative.
Proof. Recall that a derivation f of (A, ∗) is a linear endomorphism which satisfies
f(X) ∗ Y +X ∗ f(Y ) = f(X ∗ Y )
for any X, Y ∈ A. Then
(LX − RX)(Y ) ∗ Z + Y ∗ (LX −RX)(Z)− (LX − RX)(Y ∗ Z)
= (X ∗ Y ) ∗ Z + Y ∗ (X ∗ Z)−X ∗ (Y ∗ Z)− (Y ∗X) ∗ Z − Y ∗ (Z ∗X) + (Y ∗ Z) ∗X
= −A∗(X, Y, Z)−A∗(Y, Z,X) +A∗(Y,X, Z)
= −WA∗(X, Y, Z).
and LX −RX is a derivation of (A, ∗) if and only if WA∗ = 0.
For example, if (A, ∗) is a Lie algebra, then LX − RX = 2adX and we find again that adX
is a derivation.
Proposition 2. Any weakly associative algebra is a Lie admissible algebra and also a flexible
algebra.
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Proof. Recall that (A, ∗) is Lie admissible if the multiplication ψ(X, Y ) = X ∗ Y − Y ∗X is a
Lie bracket. This is equivalent to the identity ([3])
A∗(X, Y, Z)−A∗(Y,X, Z)−A∗(Z, Y,X)−A∗(X,Z, Y ) +A∗(Y, Z,X) +A∗(Z,X, Y ) = 0.
This identity is equivalent to
WA∗(X, Y, Z)−WA∗(X,Z, Y ) = 0
implying that any weakly associative algebra is Lie admissible. The algebra (A, ∗) is flexible if
A∗(X, Y,X) = 0.
This is equivalent to
A∗(X, Y, Z) +A∗(Z, Y,X) = 0.
But
WA∗(Z,X, Y ) +WA∗(Y,X, Z) = A∗(X, Y, Z) +A∗(Z, Y,X)
then the weakly associativity implies the flexibility. The converse is not true. Note however
that free weakly associative algebra with one generator coincides with the free flexible algebra
with one generator. But this is no longer true for 2 or more generators.
Remark. Let LIE be the category of Lie algebras. The objects are the Lie algebras, and
the morphisms the Lie algebra homomorphisms. We can also consider the category WASS of
weakly associative algebra. We define the functor T from LIE to WASS which consists to
associate to a Lie algebra (A, µ) the weakly associative algebra (A, µ). If f : (A, µ)→ (B, µ′) is
a morphism of Lie algebra, that is f(µ(X, Y )) = µ′(f(X), f(Y )), we have the same identity for
T (f) considering µ as a weakly associative multiplication. Then this functor T is well defined.
Conversely, if (A, ∗) is a weakly associative algebra, since it is Lie admissible, the product
µ∗(X, Y ) = (X ∗ Y − Y ∗X) is a Lie bracket on A and (A, µ) is a Lie algebra. The application
T2 which associate to a weakly associative algebra (A, ∗) the Lie algebra (A, µ∗) is a functor
between the categoriesWASS. and LIE. But we have not an equivalence of categories because
T1 ◦ T2(A, ∗) = (A, µ∗). Let us remark also that LIE, ASS and WASS are subcategories of
the category ALG whose objects are the K-algebras whose multiplication is given by a bilinear
map satisfying a quadratic relation. We have noticed that LIE and ASS are subcategories of
WASS. In this context, WASS occurs as the smallest subcategory of ALG containing LIE
and ASS.
1.4. Σ3-associative algebras, v-algebras. In [2] we introduce a class of nonassociative alge-
bras whose associator satisfies some symmetric relations. We shall see that weakly associative
algebras also belong to this class. Let Σ3 = {Id, τ12, τ13, τ23, c, c
2} be the symmetric group of
degree 3 where τij is the transposition between i and j and c the cycle (231). We denote by
K[Σ3] the algebra group of Σ3. It is provided with an associative algebra structure and with a
Σ3-module structure. The (left) action of Σ3 on K[Σ3] is given by
(σ ∈ Σ3, v =
∑
aiσi ∈ K[Σ3])→
∑
aiσi ◦ σ.
For any v ∈ K[Σ3], O(v) is the corresponding orbit and K[O(v)] the K-linear space of K[Σ3]
generated by O(v). It is also a Σ3-submodule. For example, let us consider the vector of K[Σ3],
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vWA = Id+ c1 − τ12. Its orbit contains the vectors

vWA ◦ Id = Id+ c− τ12
vWA ◦ τ12 = τ12 + τ23 − Id
vWA ◦ τ13 = τ13 + τ12 − c
vWA ◦ τ23 = τ23 + τ13 − c
2
vWA ◦ c = c + c
2 − τ13
vWA ◦ c
2 = c2 + Id− τ23
The Σ3-invariant subspace K[O(vWA)] of K[Σ3] is of dimension 4 admitting {Id+ c− τ12, τ12+
τ23 − Id, τ13 + τ1 − c, τ23 + τ13 − c
2} as a linear basis.
Notation Let A be a K-vector space. We consider, for any σ ∈ Σ3 the linear map Φ
A
σ or Φσ if
there is no ambiguity on A :
ΦAσ : A
⊗3 → A⊗
3
given by ΦAσ (X1 ⊗ X2 ⊗ X3) = Xσ(1) ⊗ Xσ(2) ⊗ Xσ(3). For any v =
∑
aiσi ∈ K[Σ3], we put
ΦAv =
∑
aiΦ
A
σi
.
Definition 3. [2] An algebra (A, ∗) is called K[Σ3] − associative if there is v ∈ K[Σ3] such
that the quadratic relation of definition of A is A∗ ◦ Φ
A
v = 0. We shall say also that (A, ∗) is a
v-algebra.
Proposition 4. Any weakly associative algebras satisfies
A∗ ◦ Φ
A
vWA
= 0
with vWA = Id+ c− τ12. It is a K[Σ3]-associative algebra.
Of course the relation of definition A∗◦Φ
A
v = 0 is not unique. For example a weakly associative
algebra is a vWA-algebra. But it is also a (τ12−Id+τ23)-algebra. We shall say that two quadratic
relations A∗ ◦ Φ
A
v = 0 and A∗ ◦ Φ
A
v′ = 0 are equivalent if K[O(v)] = K[O(v
′)]. In [2], we have
classified all the relations of type A∗◦Φ
A
v = 0. In particular weakly associative algebra coincides
with the type IV (1) ([2], Theorem1) which writes
C∗(α)(x, y, z) = 2A∗(x, y, z)+(1+α)A∗(y, x, z)+A∗(z, y, x)+A∗(y, z, x)+(1−α)A∗(z, x, y) = 0
with α = −1/2.
Remark. Assume that the multiplication ∗ is skew-symmetric and satisfies C∗(α)(x, y, z) = 0.
This identity is equivalent to
(1− 2α)(x ∗ y) ∗ z + 2(y ∗ z) ∗ x− 2α(z ∗ x) ∗ y = 0.
We find again that ∗ is a Lie bracket if and only if α = −1/2. In all the other cases this
multiplication is of Lie type in the sense of [5].
2. Nonassociative Poisson algebras
2.1. Definition.
Definition 5. Let (P, •, {, }) be a triple where P is a K-vector space and •, {, } two multipli-
cations on P . We say that (P, •, {, }) is a nonassociative Poisson if
(1) (P, •) is a nonassociative commutative algebra,
(2) (P, {, }) is a Lie algebra,
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(3) the Leibniz identity between {, } and • is satisfied, that is
{X • Y, Z} = X • {Y, Z}+ {X,Z} • Y
fo all X, Y, Z ∈ P.
Remark. As the terminology suggests, nonassociative Poisson algebras generalize Poisson
algebras by relaxing the associative condition on the underlying commutative algebra.
2.2. Polarization of K-algebras. The polarization technique, introduced in [6], consists in
representing a given one-operation K-algebra (A, ∗) without particular symmetry as an alge-
bra with two operations, one commutative and the other anticommutative. Explicitly, in the
following, we will decompose the K-algebra (A, ∗) using :
(1) X • Y = X ∗ Y + Y ∗X its symmetric part,
(2) {X, Y } = X ∗ Y − Y ∗X its skewsymmetric part,
for X, Y ∈ A. The triplet (A, •, {., .}) will be referred to as the polarization of (A, ∗). The
polarization technique of [6] allows to make a link between weakly associative algebras and the
notion of nonassociative Poisson algebra.
Theorem 6. Let (P, •, {, }) be a nonassociative Poisson algebra. Let us consider on P the
third multiplication
X ∗ Y = X • Y + {X, Y }.
Then the algebra (P, ∗) is weakly associative.
Proof. We have to prove that A∗ ◦Φ
A
vWA
= 0 with vWA = Id+ c1− τ12. Since the multiplication
∗ is Lie admissible, we have A∗ ◦Φ
A
W = 0 with W = Id− τ12 − τ13 − τ23 + c1 + c2. The Leibniz
identity writes A∗ ◦Φ
A
w = 0 with w = Id+ τ12 + τ13 − τ23 − c1 + c2. Then W +w ∈ K[O(vWA)]
this implies A∗ ◦ Φ
P
vWA
= 0 and ∗ is weakly associative.
Theorem 7. Let (P, ∗) be a weakly associative algebra. Then its polarization P (•, {, }) is a
nonassociative Poisson algebra. We shall say also that (P, ∗) is an admissible nonassociative
Poisson algebra.
Proof. Since a weakly associative algebra is Lie admissible, the bracket {X, Y } = X ∗Y −Y ∗X
is a Lie bracket. The multiplication X •Y = X ∗Y +Y ∗X is commutative. We have to show the
Leibniz identity which is also written A∗◦Φ
P
w = 0. But this is a consequence of w ∈ K[O(vWA)].
Lemma 8. Let (A, ∗) a Lie admissible algebra and (A, •, {., .}) its polarization. Then the
following relations are equivalent
(1) (Leibniz({, }, ·) : {X ∗ Y, Z} −X ∗ {Y, Z} − {X,Z} ∗ Y = 0,
(2) (Leibniz({, }, •) : {X • Y, Z} −X • {Y, Z} − {X,Z} • Y = 0,
for any X, Y, Z ∈ A.
Proof. Assume that
{X ∗ Y, Z} −X ∗ {Y, Z} − {X,Z} ∗ Y = 0
Since 2X ∗ Y = {X, Y }+X • Y , we have
{X • Y, Z} −X • {Y, Z} − {X,Z} • Y + {{X, Y }, Z} − {X, {Y, Z}} − {{X,Z}, Y } = 0.
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But (A, ∗) is Lie admissible. Then {., .} is a Lie bracket and
{{X, Y }, Z}+ {{Y, Z}, X}+ {{Z,X}, Y } = 0.
Then
{X • Y, Z} −X • {Y, Z} − {X,Z} • Y.
The converse is similar.
Let (A, ∗) be a weakly associative algebra and (A, •, {., .}) its polarization. We have seen
that any weakly associative algebra is Lie admissible. As consequence, the polarized bracket
{., } is a Lie bracket. But we have no similar property for the commutative multiplication •.
Recall that, if (A, ∗) is an associative algebra, then the algebra (A, •) is a Jordan algebra, that
is an abelian algebra such that
(X • Y ) •X2 = X • (Y •X2)
for any X, Y ∈ P . In the weakly associative case, we have
A•(X, Y, Z) = (X ∗ Y + Y ∗X) ∗ Z + Z ∗ (X ∗ Y + Y ∗X)−X ∗ (Y ∗ Z + Z ∗ Y )
−(Y ∗ Z + Z ∗ Y ) ∗X
= A∗(X, Y, Z)−A∗(Z, Y,X)− (Y ∗ Z) ∗X −X ∗ (Z ∗ Y ) + Z ∗ (X ∗ Y )
+(Y ∗X) ∗ Z.
This implies
A•(X, Y, Z) +A•(Z, Y,X) = 0
and (A, •) is a flexible algebra. Remember that this property is always true for commutative
algebra. When Z = X2, the previous equation becomes
A•(X, Y,X
2) = A∗(X, Y,X
2)−A∗(X
2, Y,X)− (Y ∗X2) ∗X −X ∗ (X2 ∗ Y )
+X2 ∗ (X ∗ Y ) + (Y ∗X) ∗X2.
Since A∗(X,X,X) = X ∗X
2 −X2 ∗X = 0, then
A•(X, Y,X
2) = A∗(X, Y,X
2)−A∗(X
2, Y,X) = A∗ ◦ ΦId−τ13(X, Y,X
2).
But Id + τ13 = (Id+ τ13) ◦ vWA.Thus Id+ τ13 ∈ O(vWA). Since τ13 = (Id+ τ13)vWA − Id, we
have
A•(X, Y,X
2) = 2A∗(X, Y,X
2).
We deduce
Proposition 9. Let (A, ∗) be a weakly associative algebra and (A, •, {., .}) its polarization.
Then (A, •) is a commutative Jordan algebra if and only if (A, ∗) is a Jordan algebra.
3. On the cohomology of weakly associative algebras
3.1. The Lichnerowicz cohomology of a nonassociative Poisson algebra. A Poisson
algebra is defined by two multiplications, a commutative associative algebra, a Lie bracket and
these multiplications are linked by the Leibniz identity. The notion of deformation of Poisson
algebra is connected directly to the notion of deformation quantization. Classically, one deforms
the Lie bracket on a Poisson algebra considering that the associative product is preserved. We
will recall in the next section the notion of formal deformation and we shall see that these
deformations are parametrized by some cohomological complex. The complex associated with
the Poisson bracket deformation is the Lichnerowicz cohomology. In this section we generalize
the notion of this complex to the weakly associative case.
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Let k be a non null integer. A k-cochain of the Lichnerowicz complex of a nonassociative
Poisson algebra (A, •, {., .}, ) is a skew-symmetric k-linear map
Φk : A
k → A
which is a derivation on each arguments. Let us denote by Ck(A) the vector space of k-cochains
and C0(A) = A. The coboundary operator δk is the linear map
δk : Ck(A)→ Ck+1(A)
defined by
δkL(Φk)(X0, X1, · · · , Xk) =
∑
i≥0(−1)
i{Xi,Φk(X0, · · · , X̂i, Xi+1, · · · , Xk)}
+
∑
0≤i<j≤k(−1)
i+jΦk({Xi, Xj}, X0, · · · , X̂i, · · · , X̂j, · · · , Xk).
The symbol X̂ means that the term is forgotten For example
δ0L(X)(X0) = {X0, X}
δ1L(Φ1)(X0, X1) = {X0,Φ1(X1)} − {X1,Φ1(X0)} − Φ1({X0, X1})
and
δ2L(Φ2)(X0, X1, X2) = {X0,Φ2(X1, X2)} − {X1,Φ2(X0, X2)}+ {X2,Φ2(X0, X1)}
−Φ2({X0, X1}, X2) + Φ2({X0, X2}, X1)− Φ2({X1, X2}, X0).
Since
δk+1L ◦ δ
k
L
we have a cohomological complex.
3.2. The weakly associative cohomology. In this section we look how we can generalize
the Hochschild cohomology concerning associative algebra to the weakly associative algebras.
Let us begin to recall the expression of the Hochschild operator. Let φ be a k-linear map on
the vector space A. The expression of this operator is
δkHφ(X1, · · · , Xk+1) = X1φ(X2, · · · , Xk+1) +
∑k+1
i=1 (−1)
iφ(X1, · · · , XiXi+1, · · · , Xk+1
+(−1)kφ(X1, · · · , Xk)Xk+1.
whereXY denotes the product on the algebraA. If this algebra is associative, then δk+1H ◦δ
k
H = 0.
Let us assume now that (A, ∗) is a weakly associative K-algebra. To simplify notations, we
write XY in place of X ∗ Y . For any k ∈ N∗ let us consider the vector spaces
CkWA(A) = {φk : A
⊗k → A}
whose elements are the k-linear maps on A with values in A. For k = 0, we put C0WA(A) = A.
We shall define the first coboundary operators δkWA : C
k
WA(A)→ C
k+1
WA(A). We put
δ0WA(X) = LX − RX
where LX(Y ) = XY and RX(Y ) = Y X for any X, Y ∈ A
δ1WAφ1(X, Y ) = φ1(X)Y +Xφ1(Y )− φ1(XY ).
We verify that
δ1WA ◦ δ
0
WA = 0.
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For the degree 2 we put
(2) δ2WAφ2(X1, X2, Z) = δ
2
Hφ2(X1, X2, Z) + δ
2
Hφ2(X2, Z,X1)− δ
2
Hφ2(X2, X1, Z)
or
δ2WAφ2 = δ
2
Hφ2 ◦ Φ
A
vWA
with vWA = Id+ c1 − τ12. We verify easily the relation
δ2WA ◦ δ
1
WA = 0.
The determination of the coboundary operators of greater degree is much more delicate.
Focus on degree 3. For this let us put
δ3WAϕ3(X1, X2, X3, X4) =
∑
ai,jklXiϕ3(Xj, Xk, Xl) +
∑
bijk,lϕ3(Xi, Xj, Xk)Xl
+
∑
cij,k,lϕ3(XiXj , Xk, Xl) +
∑
di,jk,lϕ3(Xi, XjXk, Xl) +
∑
ei,j,klϕ3(Xi, Xj, XkXl).
the sums being on all permutations of (1, 2, 3, 4). This expression has to satisfy δ3WA ◦ δ
2
WA = 0.
But the reduction of this relation can be do using only the weakly associativity identity. But
developing this identity, it appears three types of terms
(1) terms of degree 3 : Xi(Xjϕ2(Xk, Xl), (XiXj)ϕ2(Xk, Xl), Xi(ϕ2(Xj , Xk)Xk),
(Xiϕ2(Xj, Xk))Xl and the symmetric terms,
(2) terms of degree 2 Xiϕ2(XjXk, Xl), Xiϕ2(Xj , XkXl) and the symmetrics terms,
(3) terms of degree 1 ϕ2((XiXj)Xk, Xl), ϕ2(Xi(XjXk), Xl), ϕ2(Xi, (XjXk)Xl),
ϕ2(Xi, Xj(XkXl)
(4) terms of degree 0 ϕ2(XiXj , XkXl).
Trems of degree 3 will be reduced using the weakly associativity identity. Similarly, we must
reduce the terms of degree 1 between them by using the same identity. However, no identity
can reduce the terms of degree 2 and degree 0. They must therefore be eliminated algebraically.
Let us consider the following vectors of K[Σ3] :
u1 = Id+ c+ c
2, u2 = τ12 + c
2, u3 = τ13 − c− c
2, u4 = τ23 + c.
Thus, if M = {Id, (2134), (3124), (4123)} ⊂ K[Σ4] and if Θ(X1, X2, X3, X4) refers δ
3
WA ◦
δ2WAϕ2(X1, X2, X3, X4), we have
Θ(X1, X2, X3, X4) =
∑
σ∈M
Xσ(1)δ
2
Hϕ2 ◦ (aσ,1u1 + aσ,2u2 + aσ,3u3 + aσ,4u4)(Xσ(2), Xσ(3), Xσ(4))
+
∑
σ∈M
(δ2Hϕ2 ◦ (bσ,1u1 + bσ,2u2 + bσ,3u3 + bσ,4u4)(Xσ(2), Xσ(3), Xσ(4))Xσ(1)
+
∑
σ∈K[Σ4]
δ2Hϕ2 ◦ (cσ,1u1 + cσ,2u2 + cσ,3u3 + cσ,4u4)(Xσ(1)Xσ(2), Xσ(3), Xσ(4)).
This linear system, δ3WA ◦ δ
2
WAϕ2 = 0 is a system wth 120 variables and 360 linear equations.
Let us note also that if (S) is a solution of this system, then (S) ◦Φv is also a solution for any
v ∈ Σ4. The vectors u1, u2, u3, u4 that appear in this linear system verify u1, u3 ∈ O(vWA) and
u2, u4 ∈ K[O(vWA)]. Moreover we have u1, u2, u4 ∈ K[O(u3)]. This leads us to the identity
δ3WAϕ3(X1, X2, X3, X4) =
∑
σ∈M
Xσ(1)ϕ3 ◦ (aσ,3u3)(Xσ(2), Xσ(3), Xσ(4))
+
∑
σ∈M
(ϕ3 ◦ bσ,3u3)(Xσ(2), Xσ(3), Xσ(4))Xσ(1) +
∑
σ∈K[Σ4]
ϕ3 ◦ (cσ,3u3)(Xσ(1)Xσ(2), Xσ(3), Xσ(4)).
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3.3. The quadratic operad Wass. We recall briefly some facts about operads. An operad P
is a sequence of vector spaces P(n), for n ≥ 1, such that P(n) is a module over the symmetric
group Σn, together with composition maps
◦i : P(n)× P(m)→ P(n+m− 1)
satisfying associativity-like conditions :
(f ◦i g) ◦j h = f ◦j (g ◦i−j+1 h)
An algebra over an operad P is a vector space A together with maps P(n)⊗A⊗
n
→ A satisfying
some relations of associativity, unitarity and equivariance.
The operad for weakly-associative algebras will be denoted byWass. It is a binary quadratic
operad, that is, operad of the form P = Γ(E)/(R), where Γ(E) denotes the free operad
generated by a Σ2-module E placed in arity 2 and (R) is the operadic ideal generated by a Σ3-
invariant subspace R of Γ(E)(3). To define Wass, we consider the operatic ideal R ⊂ Γ(E)(3)
generated by the vector
(3) (x1x2)x3 − x1(x2x3) + (x2x3)x1 − x2(x3x1)− (x2x1)x3 + x2(x1x3).
From the study, in the previous sections of the orbit of the vector Id + c1 − τ12 ∈ K[Σ3], we
deduce that the K-vector space R is of dimension 4, generated by the vectors of Γ(E)(3) :

(x1x2)x3 − x1(x2x3) + (x2x3)x1 − x2(x3x1)− (x2x1)x3 + x2(x1x3)
(x2x1)x3 − x2(x1x3) + (x1x3)x2 − x1(x3x2)− (x1x2)x3 + x1(x3x3)
(x3x2)x1 − x3(x2x1) + (x2x1)x3 − x2(x1x3)− (x2x3)x1 + x2(x3x1)
(x1x3)x2 − x1(x3x2) + (x3x2)x1 − x3(x2x1)− (x3x1)x2 + x3(x1x2)
Then the first terms of Wass = ⊕n≥1Wass(n) are
Wass(1) = K,Wass(2) = Γ(E)(2) = K{x1x2, x2x1},Wass(3) = Γ(E)(3)/R
and dimWass(3) = 8.
Recall the definition of the quadratic dual operad P ! of an operad P. If P = Γ(E)/(R), then
there is a scalar product on Γ(E)(3) defined by

< (xi · xj) · xk, (xi′ · xj′) · xk′ >= 0, if {i, j, k} 6= {i
′, j′, k′},
< (xi · xj) · xk, (xi · xj) · xk >= (−1)
ε(σ),
with σ =
(
i j k
i′ j′ k′
)
if {i, j, k} = {i′, j′, k′},
< xi · (xj · xk), xi′ · (xj′ · xk′) >= 0, if {i, j, k} 6= {i
′, j′, k′},
< xi · (xj · xk), xi · (xj · xk) >= −(−1)
ε(σ),
with σ =
(
i j k
i′ j′ k′
)
if (i, j, k) 6= (i′, j′, k′),
< (xi · xj) · xk, xi′ · (xj′ · xk′) >= 0,
(4)
Let R⊥ be the annihilator of R with respect to this scalar product. If R is the operatic ideal
generated by (3), then R⊥ is generated by the relations{
(x1x2)x3 − x1(x2x3),
(x1x2)x3 + (x3x2)x1 − (x1x3)x2 − (x2x3)x1
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In fact, it is clear that (x1x2)x3− x1(x2x3) ∈ R
⊥. Thus, it is sufficient to consider only vectors
of type (xy)z. Let be
u = a(x1x2)x3 + b(x2x1)x3 + c(x3x2)x1 + d(x1x3)x2 + e(x2x3)x1 + f(x3x1)x2.
If we write that u ∈ R⊥, we obtain 

a + b+ e = 0
−b− d− a = 0
−c− b− e = 0
−d − c− f = 0.
that is
e = d = −a− b, c = a, f = b
and
u = a((x1x2)x3+(x3x2)x1−(x1x3)x2−(x2x3)x1)+b((x2x1)x3−(x1x3)x2−(x2x3)x1+(x3x1)x2).
This gives the generator of the operatic ideal R⊥. Since the dual operad Wass! is defined by
the operatic ideal R⊥, then
dimWass!(3) = 4.
Proposition 1. A Wass!-algebra is an associative algebra satisfying the relation
abc + cba− acb− bca.
Let us consider now Wass!(4). It can be considered as a linear subspace of K[Σ4] defined by
relations coming from R(3) and concerning the vectors of type
(••) • •, •(••)•, • • (••), (• • •)•, •(• • •).
Let us denote by R3(a, b, c) the relation abc+ cba− acb− bca. We have

R3(a, b, c) +R3(a, c, b) = 0,
R3(a, b, c) +R3(c, a, b)−R3(b, a, c) = 0.
R3(a, bc, d) +R3(a, db, c)−R3(a, cd, b) = 0,
R3(a, b, c)d−R3(d, bc, a) +R3(d, cb, a)− dR3(a, b, c) = 0.
We deduce that the relations R3(ab, c, d) = 0 are consequences of the relations R3(d, ab, c) =
R3(c, ab, d) = 0 We have also seen that the vector
v = x1x2x3 + x3x2x1 − x1x3x2 − x2x3x1
satisfies τ23(v) = −v. This implies that the relations concerning •(••)•) and • • (••) are iden-
tical. The second relation shows that any relation of type R3(••, •, •) is a linear combination
of relations of type R3(•, ••, •). The third relation shows that any relation of type R3(•, ••, •)
is a linear combination of the 16 relations

R3(1, 23, 4) R3(2, 13, 4) R3(3, 21, 4) R3(4, 23, 1)
R3(1, 32, 4) R3(1, 43, 2) R3(2, 31, 4) R3(2, 43, 1)
R3(3, 12, 4) R3(3, 24, 1) R3(4, 13, 2) R3(4, 21, 3)
R3(1, 34, 2) R3(2, 34, 1) R3(3, 42, 1) R3(4, 31, 2)
The fourth relation shows that R3(•, •, •)• is a linear combination of relations of type
R3(•, ••, •) and •R3(•, •, •). We deduce that we have only to consider relations of type
R3(•, ••, •) and •R3(•, •, •).
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Lemma 10. We have the relation
R3(1, 43, 2)−R3(1, 34, 2) +R3(2, 34, 1)−R3(2, 43, 1) +R3(3, 21, 4)−R3(3, 12, 4)
+R3(4, 12, 3)−R3(4, 21, 3) = 0
We deduce
Proposition 2.
dimWass!(4) = 6.
Proof. In fact, if we consider the matrix correspond to the relations R3(•, ••, •) = 0 and
•R3(•, •, •) = 0, it is a square matrix and, from the previous remark of rank equal to 18. Its
kernel is of dimension 6. The relations of definition of Wass!(4) are
(5)
{
x1x2x3x4 + x4x2x3x1 − x1x4x2x3 − x2x3x4x1 = 0
x1x2x3x4 + x1x4x3x2 − x1x2x4x3 − x1x3x4x2 = 0
Remark. Recall that the generating function of a quadratic operad P = ⊕P(n) is the formal
serie
fP(t) =
+∞∑
i=1
(−1)n dimP(n)
xn
n!
.
Then
fWass! = −x+ 2
x2
2
− 4
x3
6
+ 6
x4
24
− · · · = −x+ x2 −
2x3
3
+
x4
4
− · · ·
and
fWass = −x+ 2
x2
2
− 8
x3
6
+ · · · = −x + x2 −
4x3
3
+ · · · .
The operadic cohomology. Let P = ⊕P(n) be a quadratic operad and assume A is a
P-algebra. An operadic cochain complex is defined by :
Ck(A,A) = Hom((P !)∨(k)⊗Σn A
⊗k , A)
where (P !)∨ = Hom((P !),K)⊗ Sgnn. In particular
C2(A,A) = Hom(A⊗
2
, A).
Definition 11. A 3-cochain for the operadic complex is a trilinear map Ψ on A which satisfies
Ψ(x1, x2, x3) + Ψ(x2, x1, x3)−Ψ(x1, x3, x2)−Ψ(x2, x3, x1) = 0.
In fact Wass!(3) is generated by the relation
x1x2x3 + x3x2x1 − x1x3x2 − x2x3x1 = 0
which corresponds to the vector Id + τ13 − τ23 − c1. Let w ∈ K[Σ3] and let us consider the
equation (Id− τ12 + c) ◦ w = 0. Then w is a linear combination of the vectors
w1 = Id+ τ12 − τ23 − c, w2 = τ12 − τ13 − c + c
2.
We verify that
δ2WAϕ ◦ Φ
A
w1
= 0
this justifies the previous definition.
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Concerning degree 4, we have seen that the relation of definition ofWass!(4) given in (5) are{
x1x2x3x4 + x4x2x3x1 − x1x4x2x3 − x2x3x4x1 = 0
x1x2x3x4 + x1x4x3x2 − x1x2x4x3 − x1x3x4x2 = 0
and correspond to the vectors{
Id+ (14)− (243)− (1234) = 0
Id+ (24)− (34)− (234) = 0
where (i1i2, · · · , in)(j) = j if j 6= ik, k+1, · · · , n and (i1i2, · · · , in)(j) = ik+1 (mod n) if j = ik.
The action of K[Σ4] on Wass
!(4) corresponds to the vectors{
Id+ (14)− (234)− (1432) = 0
Id+ (24)− (34)− (243) = 0
Proposition 12. A 4-cochain for the operadic complex is a 4-linear map Θ on A which satisfies{
Θ(x1, x2, x3, x4) + Θ(x4, x2, x3, x1)−Θ(x1, x3, x4, x2)−Θ(x4, x1, x2, x3) = 0
Θ(x1, x2, x3, x4) + Θ(x1, x4, x3, x2)−Θ(x1, x2, x4, x3)−Θ(x,x4, x3, x2) = 0.
We deduce that, if Ψ ∈ C3(A,A), then
δ3WAΨ(x1, x2, x3, x4) + δ
3
WAΨ(x4, x2, x3, x1)− δ
3
WAΨ(x1, x3, x4, x2)− δ
3
WAΨ(x4, x1, x2, x3) = 0
δ3WAΨ(x1, x2, x3, x4) + δ
3
WAΨ(x1, x4, x3, x2)− δ
3
WAΨ(x1, x2, x4, x3)− δ
3
WAΨ(x1, x4, x3, x2) = 0.
Consequence. Let be ϕ ∈ C2(A,A). Then δ2WAϕ ∈ C
3(A,A) and if v4 = Id + (14)− (234)−
(1432) = 0, v′4 = Id+ (24)− (34)− (243) = 0, then{
δ3WA(δ
2
WAϕ) ◦ Φ
A
v4
= 0,
δ3WA(δ
2
WAϕ) ◦ Φ
A
v′
4
= 0.
4. quantization of non-associative Poisson algebras
4.1. Recall : associative case. Let (A, µ) be an associative algebra. A formal deformation
of (A, µ) is given by a family
{ϕi : A⊗A→ A, i ∈ N}
with µ0 = µ and satisfying
(6)
∑
i+j=k,i,j≥0
ϕi(ϕj(X, Y ), Z) =
∑
i+j=k,i,j≥0
ϕi(X,ϕj(Y, Z))
for any X, Y, Z ∈ A and k ≥ 1. If we denote by K[[t]] the algebra of formal series with one
indeterminate t, this definition is equivalent to consider on the space A[[t]] of formal series
with coefficients in A a structure µt of K[[t]]-associative algebra such that the canonical map
A[[t]]/K[[t]]→ A is an isomorphism of algebras. It is practical to write
µt = µ+ tϕ1 + t
2ϕ2 + · · ·
Equation (6) implies at the order k = 0 that µ is associative, at the order k = 1 that ϕ1 is a
2-cocycle for the Hochschild cohomology of (A, µ), that is
δ2Hϕ1(X, Y, Z) = Xϕ1(X, Y )− ϕ(XY,Z) + ϕ1(X, Y Z)− ϕ1(X, Y )Z
where, to simplify the notations, XY means µ(X, Y ).
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Lemma 13. Let ψ be a skew-symmetric bilinear map on A. Then the Leibniz identity
ψ(XY,Z)−Xψ(Y, Z)− ψ(X,Z)Y = 0
is equivalent to
δ2Hψ = 0.
Proof. In a first step, let us show that the Leibniz identity is equivalent to
ψ(XX, Y ) = 2Xψ(X, Y )
for any X, Y ∈ A. In fact, assume that ψ(XY,Z) − Xψ(Y, Z) − ψ(X,Z)Y = 0. Then, for
Y = X we obtain
ψ(XX,Z) = Xψ(X,Z) + ψ(X,Z)X
and since µ(X, Y ) = XY is commutative,
ψ(XX,Z) = 2Xψ(X,Z)
Conversely, if for any X,Z ∈ A we have ψ(XX,Z) = 2Xψ(X,Z) , then by linearization, we
obtain
2ψ(XY,Z) = 2Y ψ(X,Z) + 2Xψ(Y, Z)
that is the Leibniz identity. Let us come back to the proof of the lemma. Assume that ψ satisfies
the Leibniz identity on A :
ψ(XY,Z) = Xψ(Y, Z) + ψ(X,Z)Y.
This gives
δ2Hψ(X, Y, Z) = Xψ(Y, Z)− ψ(XY,Z) + ψ(X, Y Z)− ψ(X, Y )Z
= Xψ(Y, Z)−Xψ(Y, Z)− ψ(X,Z)Y + Y ψ(X,Z) + ψ(X, Y )Z − ψ(X, Y )Z
= 0.
Conversely, if ψ is a skew-symmetric 2-cocycle of (A, µ), then
Xψ(Y, Z)− ψ(XY,Z) + ψ(X, Y Z)− ψ(X, Y )Z = 0.
In particular, for Y = X,
Xψ(X,Z)− ψ(XX,Z) + ψ(X,XZ)− ψ(X,X)Z = Xψ(X,Z)− ψ(XX,Z) + ψ(X,XZ) = 0
and if Z = X :
Xψ(Y,X)− ψ(XY,X) + ψ(X, Y X)− ψ(X, Y )X = 2Xψ(Y,X) + 2ψ(X,XY ) = 0.
We deduce
ψ(XX,Z) = Xψ(X,Z) + ψ(X,XZ) = 2ψ(X,XZ)
and ψ satisfies the Leibniz identity.
Lemma 14. Let ϕ1 be the term of degree 1 of a formal deformation of the associative commu-
tative product µ. Then ϕ1 is Lie admissible.
Proof. Equation (6) at the order 2 gives
ϕ1(ϕ1(X, Y ), Z)− ϕ1(X,ϕ1(Y, Z) = δ
2
Hϕ2(X, Y, Z).
But
δ2Hϕ2 ◦ Φ
A
Id−τ12−τ13−τ23+c+c2
= 0
this implying
A(ϕ1) ◦ Φ
A
Id−τ12−τ13−τ23+c+c2
= 0
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this means that ϕ1 is Lie admissible. Since δϕ1 = 0 implies, because µ is commutative, that
δ2Hψϕ1 = 0, we have :
Proposition 15. The skew-symmetric part ψϕ1 of ϕ1 is a Lie bracket on A and (A, µ, ψϕ1) is
a Poisson algebra. The formal deformation (A[[t]], µt) is a quantization of the Poisson algebra
(A, µ, ψϕ1).
Now, the problem is to know if any Poisson algebra (A, µ, ψ) come from a formal deformation
of (A, µ)
Case of finite dimension.We assume that K is algebraically close. Let Assn be the algebraic
variety whose elements are the n-dimensional associative multiplication on Kn. This variety
is fibered by the orbits of the natural action of the algebraic group GL(n,K), the orbit of µ
being the set of isomorphic multiplication to µ. A multiplication µ ∈ Assn is called rigid if its
orbit is Zariski open in Assn. For exemple, if the second group of the Hochschild cohomology
of µ is equal to {0}, then µ is rigid. But there exists also rigid multiplication with a non trivial
cohomology group. In this case, if A∫∫n denotes the associated affine schema, this schema is
not reduced. In particular, for a rigid multiplication, there exists a 2-cocycle ϕ which is not
integrable, that is it is not the first term of a formal deformation of µ. If its skew-symmetric
part is a Lie bracket, then we obtain in this way a Poisson structure on (Kn, µ) not associated
with a deformation. For exemple, let us consider the associative commutative multiplication
with an idempotent e such that
e.ei = ei, i = 1, · · · , p, efj = 0, j = 1, · · · , q
with p + q + 1 = n and {e, ei, fj} a basis of K
n. Since e2 = e, the associativity conditions
imply that we have the direct decomposition Kn = A⊕ B with A = K{e, ei}, B = K{fj} and
AB = {0}. The subspace A is an unitary commutative subalgebra of Kn and B a commutative
subalgebra. If {, } is a Poisson bracket on (Kn, µ), then
{e2, ei} = {e, ei} = 2e{e, ei} = 0
because 1/2 is not an eigenvalue of the linear map Le : x → ex. Likewise {e, fj} = 0. The
computations of {ei, efj} and {fj, eei} imply that {ei, fj} = 0.We deduce that for any 2-cocycle
ϕ, its skew-symmetric part satisfies
ψϕ(e, A⊕ B) = 0, ψϕ(A,B) = 0.
If A is a rigid unitary commutative associative algebra with H2H(A,A) 6= 0, then a non sym-
metric non integrable cocycle determines a Poisson algebra which is not associated with a
quantization.
Skew-symmetric multi-derivations. A skew-symmetric map on (A, µ) is a biderivation if it
is a derivation on each argument, that is if it satisfies the Leibniz identity. A skew-symmetric
n-linear map is a n-derivation (or multi-derivation in general) if it is a derivation on each
argument. Lemma 8 can be interpreted saying that the skew-symmetric map ψ is a biderivation
if and only if it is a skew-symmetric 2-cocycle. This result can be generalized. For exemple, if
ψ is a skew-symmetric 3-linear map. Then if it is a 3-cocycle, we have
Xψ(Y, Z, T )− ψ(XY,Z, T ) + ψ(X, Y Z, T )− ψ(X, Y, ZT )− ψ(X, Y, Z)T = 0.
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In particular, we have 

ψ(X2, Y, Z) = 2Xψ(X, Y, Z),
ψ(X, Y,XZ) = Xψ(X, Y, Z),
ψ(X, Y,XZ) = ψ(X,XY, Z).
If we linearize these identities, we obtain

ψ(XT, Y, Z) = Tψ(X, Y, Z) +Xψ(T, Y, Z),
ψ(X, Y, ZT ) = Xψ(T, Y, Z) + Tψ(X, Y, Z),
ψ(X, Y, TZ) + ψ(T, Y,XZ) = ψ(T,XY, Z) + ψ(X, TY, Z).
This shows that ψ is a 3-derivation. Conversely, if ψ is a 3-linear skew-symmetric 3-derivation,
that is
ψ(XT, Y, Z) = Tψ(X, Y, Z) +Xψ(T, Y, Z)
for any X, Y, Z, T ∈ A. A direct computation shows that this identity implies that the Leibniz
identity is satisfied. Then for any skew-symmetric 3-ary applications ψ, the Leibniz identity
on (A, µ) is equivalent to δ3H(ψ) = 0. And this is true for the greater order.
4.2. Deformation of weakly associative algebras.
Definition 16. ( Deformation of weakly associative algebras.) Let (A, µ) be a weakly associative
K-algebra. A deformation µt of µ is a bilinear map µt : A⊗A→ A[[t]] of the form :
µt = µ+ t ϕ1 + t
2 ϕ2 + . . .
which is weakly associative where each ϕi is a bilinear map ϕi : A⊗A→ A.
The map µt can be straightforwardly extended linearly to a map µt : A[[t]] ⊗ A[[t]] → A[[t]],
thus endowing the vector space A[[t]] with a structure of weakly associative K[[t]]-algebra.
Definition 17. (Equivalence of deformations of weakly associative algebras). Let (A, µ) be a
weakly associative K-algebra. Two deformations µt, µ
′
t will be said equivalent if there exists an
isomorphism of K[[t]]-algebras :
φ : (A[[t]], µt)
∼
→ (A[[t]], µ′t)
such that φ(X) = X +O(t) for all X ∈ A.
The previous condition is an equivalence relation and thus allows to define equivalence classes
of deformations (denoted [µ]). Two equivalent deformations will sometimes be said gauge equi-
valent and acting on a deformation with a morphism ft will be referred to as a gauge transfor-
mation. We will call trivial a deformation gauge-equivalent to the zero algebra (A[[t]], 0).
Explicitly, the above map φ must satisfy the two following conditions :
(1) ft is an automorphism of the K[[t]]-vector space A[[t]] whose zeroth order coincides with
the identity.
(2) ft is a homomorphism of K[[t]]-algebras.
The first condition ensures that ft can be expanded as :
ft := Id+
∞∑
n=1
tn hn
where Id is the identity isomorphism on A and hn are linear endomorphisms of A.
The second condition reads explicitly as ft(µt(X, Y )) = µ
′
t(ft(X), ft(Y )). It is clear that µ
′
t
is weakly associative if and only if µt is.
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4.3. Deformation and polarization. Let (A, µ) be a weakly associative K-algebra and µt =
µ+
∑
tiϕi a weakly associative formal deformation of µ. We denote by
{X, Y } = µ(X, Y )− µ(Y,X), X • Y = µ(X, Y ) + µ(Y,X)
the polarized multiplications associated with µ and
{X, Y }t = µt(X, Y )− µt(Y,X), X •t Y = µt(X, Y ) + µt(Y,X)
the polarized multiplications associated with µt. We have seen that {., .} and {., .}t are Lie
brackets respectively on A and A[[t]], .• . and .•t . are commutative multiplications on these al-
gebras and (A, •, {., .}) and (A[[t]], •t, {., .}t) are respectively nonassociative Poisson K-algebra
and nonassociative Poisson K[[t]]-algebra. Moreover {., .}t is a Lie deformation of {., .} and •t
a commutative deformation of •. Let us put
{., .}t = {., .}+ tB1 + t
2B2 + · · ·
with Bi(X, Y ) = ϕi(X, Y )− ϕi(Y,X) and
•t = •+ tρ1 + t
2ρ2 + · · ·
with ρi(X, Y ) = ϕi(X, Y ) + ϕi(Y,X) for any X, Y ∈ A. Since {., .}t is a Lie deformation
of the Lie bracket {., .}, then the bilinear map B1 is a 2-cocycle for the Chevalley-Eilenberg
cohomology of the Lie algebra (A, {., .}) whose Jacobi expression J(B1) is a 2-coboundary for
this cohomology. In this case we shall say that B1 is a Lie bracket modulo a coboundary. In
a same way, •t is a commutative deformation of the commutative multiplication • and each
bilinear map ρi is symmetric. Let us consider now the t-expansion of the Leibniz identity
{X, Y •t Z}t − Y •t {X,Z}t − {X, Y }t •t Z = 0.
We obtain
(a) ordre 0 :
{X, Y • Z} − Y • {X,Z} − {X, Y } • Z = 0
and we find again that (A, •, {., .}) is a nonassociative Poisson algebra,
(b) ordre 1 :
{X, ρ1(Y, Z)}−ρ1(Y, {X,Z})−ρ1({X, Y }, Z) = −B1(X, Y •Z)+Y •B1(X,Z)+B1(X, Y )•Z.
4.4. quantization by deformation. Let (A, µ) be a commutative weakly associative K-
algebra. As previously, we write XY in place of µ(X, Y ). Let µt = µ + tϕ1 + t
2ϕ2 + · · · be a
weakly associative deformation of µ. Writing that µt is a weakly associative multiplication, the
development at the order 1 gives δ2WAϕ1 = 0 and at the order 2 the condition
ϕ1 ◦ (ϕ1 ⊗ Id)− Id⊗ ϕ1) ◦ Φ
A
Id+c1−τ12
=WA(ϕ1) = δ
2
WAϕ2.
But for any linear map ϕ, we have
δ2WAϕ ◦ Φ
1
Id−τ23 = 0.
This implies
WA(ϕ1) ◦ Φ
1
Id−τ23
= A(ϕ1) ◦ Φ
1
vLAd
= δ2WAϕ2 ◦ Φ
1
Id−τ23
= 0
and ϕ1 is a Lie admissible multiplication.
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Proposition 18. Let µt = µ + tϕ1 + t
2ϕ2 + · · · be a weakly associative deformation of the
commutative weakly associative multiplication µ. Then the bilinear map ϕ1 is a 2-cocycle for
the WA-cohomology of µ, that is
δ2WAϕ1 = 0
and it is Lie admissible, that is its skew-symmetric part ψϕ1 is a Lie bracket.
Lemma 19. Let ϕ1 be a 2-cocycle for the WA-cohomology of the weakly associative commuta-
tive algebra (A, µ). Then its skew-symmetric part ψϕ1 satisfies the Leibniz identity with respect
the weakly associative product :
ψϕ1(XY,Z)−Xψϕ1(Y, Z)− ψϕ1(X,Z)Y = 0
for any X, Y, Z ∈ A where XY = µ(X, Y ) is the weakly associative multiplication.
Proof. In fact, since µ is commutative, we have
δ2WAϕ(X, Y, Z) = ψϕ(X, Y Z)− Y ψϕ(X,Z)− ψϕ(X, Y )Z.
If δ2WAϕ = 0, then ψϕ satisfies the Leibniz identity.
We can summarize the previous result :
Proposition 20. Let (A, µ) be a commutative weakly associative K-algebra. Any weakly asso-
ciative deformation
µt = µ+ tϕ1 + t
2ϕ2 + · · ·
of µ as a weakly associative algebra determines ainduces a nonassociative Poisson algebra
(A, µ, ψϕ1) The formal deformation (A[[t]], µt) is called a quantization of the nonassociative
Poisson algebra (A, µ, ψϕ1).
Remark. Let µ(X, Y ) = XY be a commutative multiplication, without other hypothesis. For
any skew- symmetric bilinear map ψ, we can consider the operators
δ2Hψ(X, Y, Z) = Xψ(Y, Z)− ψ(XY,Z) + ψ(X, Y Z)− ψ(X, Y )Z
and
δ2WAψ = δ
2
Hψ ◦ Φ
A
Id+c1−τ12
.
If L(ψ) denotes the Leibniz identity with respect to µ :
L(ψ)(X, Y, Z) = ψ(XY,Z)−Xψ(Y, Z)− ψ(X,Z)Y
then we have seen that the commutativity of µ and the skew-symmetry property of ψ imply
δ2WAψ(X, Y, Z) = −2L(ψ(Y, Z,X)
and
2δ2Hψ(X, Y, Z) = −L(ψ)(X, Y, Z)− L(ψ)(Y, Z,X).
Since δ2H(ψ) = 0 implies δ
2
WAψ = 0, we deduce
(7) L(ψ) = 0⇔ δ2WAψ = 0⇔ δ
2
Hψ = 0.
Let us remark also that if ρ is a symmetric bilinear map, then δ2WAρ = 0 and δ
2
Hρ◦Φ
A
Id+τ13
= 0.
In particular, if (A, µ) is a commutative weakly associative algebra, then δ2WAϕ = 0 if and only
if δ2WAψϕ = 0.
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Applications : quantization of associative commutative algebras Considering a com-
mutative associative algebra (A, µ), we have recalled in the first part how any 2-cocycle of
the Hochschild cohomology of A which is the first term of a formal deformation of µ permits
to construct on A a Poisson structure and this deformation is a quantization of this Poisson
algebra. The previous result extends this result considering deformation of µ in the class of
weakly associative algebra.
Proposition 21. Let (A, µ) is an associative commutative algebra. Then any weakly associa-
tive formal deformation µt of µ define a classical Poisson algebra (A, µ, ψϕ1) and the alge-
bra (A[[t]], µt) is a quantization of the Poisson algebra (A, µ, ψϕ1). The Poisson structure so
constructed on the algebra A only depends of the equivalence class of formal deformations of
µ.
A special class of weakly associative formal deformation is given by the linear deformation :
µt = µ+ tψ1 with ψ1 is a skew symmetric bilinear map such that δ
2
WAψ1 = 0 andWA(ψ1) = 0.
Since ψ1 is skew symmetric, the condition WA(ψ1) = 0 is equivalent to say that ψ1 is a Lie
bracket. Then ψ1 defines a Poisson structure on the associative commutative algebra (A, µ)
associated with the linear qualification (A[[t]], µt = µ+ ǫψ1).
4.5. Non commutative case. Assume that (A, µ) is an associative algebra without commu-
tativity conditions. Let µt = µ+ tϕ1 + t
2ϕ2 + · · · be a weakly associative formal deformation
of µ. As above we put{
{X, Y } = µ(X, Y )− µ(Y,X), X • Y = µ(X, Y ) + µ(Y,X),
{X, Y }µt = µt(X, Y )− µt(Y,X), X •µt Y = µt(X, Y ) + µt(Y,X).
Since (A, µ) and (A[[t]], µt) are weakly associative, the brackets {X, Y } and {X, Y }µt are Lie
brackets and (A, •, {., .}), (A[[t]], •µt , {., .}µt) are nonassociative Poisson algebras. Since µ is
associative, the algebra (A, •) is a commutative Jordan algebra that is
(X • Y ) •X2 = X • (Y •X2)
and (A[[t]], •t) is a formal deformation of this Jordan algebra. We have
(a) order 0 : {X, Y •Z}−{X, Y } •Z−Y • {X,Z} = 0 and we find again that (A, •, {., .}) is a
Jordan-Poisson algebra that is the commutative multiplication • is a Jordan multiplication.
This shows that for any associative algebra (A, µ), we can associate a Jordan-Poisson
algebra (A, •, {., .}) corresponding to the polarized operations.
(b) order 1 : B1(X, Y • Z) + {X, ρ1(Y, Z)} − ρ1({X, Y }, Z)−B1(X, Y ) • Z − Y •B1(X,Z)−
ρ1(Y, {X,Z}) = 0.
This implies that we can formulate a notion of non commutative Poisson algebra as follows :
Definition 22. Let (A, µ) a non commutative associative algebra and let (A, •, {., .}) its polari-
zed Jordan-Poisson algebra. A non commutative Poisson structure on A is given by (A, ρ1, B1)
where B1 is a Lie bracket modulo B
2
CE(A, {., .}) and ρ1 a Jordan product modulo B
2
J(A, . • .)
such that the non commutative Leibniz identity holds :
(8)
B1(X, Y •Z)−B1(X, Y )•Z−Y •B1(X,Z)+{X, ρ1(Y, Z)}−ρ1({X, Y }, Z)−ρ1(Y, {X,Z}) = 0.
In particular, any formal deformation (A[[t]], µt) of the associative algebra (A, µ) determines
a non commutative Poisson structure on A and this deformation could be call a deformation
quantization of the non commutative associative algebra (A, µ).
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4.6. Deformations of the Lie bracket in a weakly associative algebra. Let (A, µ) a
weakly associative algebra and let us consider a formal deformation µt = µ+tϕ1+· · · of µ. The
following notations are those of the previous section and for simplify we write µ(X, Y ) = XY .
We assume in this section that the deformation µt remains invariant the commutative product
X•Y , that isX•tY = X•Y for anyX, Y . In this case the bilinear maps ϕi are skew-symmetric.
The t-expansion of the relation WAµt = 0 gives :
(a) Order 0 : WA(µ) = 0,
(b) Order 1 :
ϕ1(X, Y )Z + ϕ1(XY,Z)− ϕ1(X, Y Z)−Xϕ1(Y, Z) + ϕ1(Y, Z)X + ϕ1(Y Z,X)
−ϕ1(Y, ZX)− Y ϕ1(Z,X)− ϕ1(Y,X)Z − ϕ1(Y X,Z) + ϕ1(Y,XZ) + Y ϕ1(X,Z) = 0
Since ϕ1 is skew-symmetric
ϕ1({X, Y }, Z) + ϕ1({Z,X}, Y ) + {ϕ1(Y, Z), X}+ 2ϕ1(X, Y )Z − 2Y ϕ1(Z,X)
−2ϕ1(X, Y Z)} = 0
which is equivalent to
δ2L(ϕ1)(X, Y, Z) + ϕ1(Y • Z,X)− Y • ϕ1(Z,X)− Z • ϕ1(Y,X) = 0.
From (8), since ρ1 = 0 and B1 = 2ϕ1, we have
ϕ1(Y • Z,X)− Y • ϕ1(Z,X)− Z • ϕ1(Y,X) = 0
that implies
δ2L(ϕ1) = 0.
Proposition 23. Let (A, •, {., .}) be the nonassociative Poisson algebra which is the polarized
of a weakly associative algebra (A, µ). Let µt = µ + tϕ1 + · · · be a formal deformation of µ
such that •t = •. Then ϕ1 is a 2-cocycle of the Lichnerowicz cohomology of the Poisson algebra
(A, •, {., .}).
5. Homology of Free weakly associative algebras
In the fist section, we have described the free weakly associative algebra with one generators
FWA(X). we have seen also that any weakly associative algebra is flexible, that is the associator
satisfies the identity
A(X, Y,X) = 0.
We deduce
Proposition 24. The free weakly associative algebra with one generators FWA(X) coincides
with the free flexible algebra with one generator.
This is not true for free weakly associative algebras with n generators, n > 1. Since these
algebras are flexible, there are isomorphic to a quotient of the correspondant free flexible
algebras. Recall also that the operad of flexible algebras is not Koszul. In particular, free
flexible algebras are not Koszul algebras. This remark conduces to study free weakly associateve
algebras with the homological point of view.
Concerning the associative case, the free algebra of one generator FA(X} is isomorphic to the
abelian algebra K[X ] of polynomials of one indeterminate with coefficients in K. Its homology
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is trivial except in degree 0. The Hochschild homology for associaitve algebra correponds to
the complex (Cn(A,A) = A⊗ A
⊗n, bn) where
bn(m, a1, · · · , an) = (ma1, a2, · · · , an) +
∑
(−1)i(m, a1, · · ·aiai+1, · · · , an)
+(−1)n(anm, a1, · · · , an−1).
Let us note that b1b2(a, b, c) = A(a, b, c) + A(b, c, a) + A(c, a, b) and the associativity implies
that b1b2 = 0. But we have also
b1b2(a, b, c) =WA(a, b, c) +WA(b, a, c) +WA(c, a, b).
Then the weak associativity implies also b1b2 = 0.
To define an homology for weakly associative algebra, we consider also the complex
(Cn(A,A) = A⊗ A
⊗n, bWAn )
with
bWA1 = b1
and
bWA2 (a1, a2, a3) = b2(a1, a2, a3) + b2(a2, a3, a1)− b2(a2, a1, a3).
It is clear that bWA1 b
WA
2 = 0. But, since the free algebra FWA(X) is commutative, we deduce
that b2 and b
WA
2 coincides on this algebra.
Proposition 25. The first homological space H0(FWA(X)) is isomorphic to FWA(X).
Proof. In fact, this algebra is commutative.
Let us compute H1(FWA(X)) = ker b1/Im b2 = C1(A,A)/Im b2 with A = FWA(X). But
C1(A,A) = A⊗A = ⊕k≥1C
k
1 (A,A), this grading being defined by the degree of the chains. We
have in particular
dimC2k+11 (A,A) = 4d2k+1, dimC
2k
1 (A,A) = 4d2k − dk.
Likewise C2(A,A) = ⊕k≥0C
k
2 (A,A) and if b
k
2 denotes the restriction of b2 to C
k
2 (A,A) then
bk2(C
k
2 (A,A)) ⊂ C
k
1 (A,A). Let H
k
1 (A,A) = C
k
1 (A,A)/Imb
k
2 be the homogeneous component
correspond to the grading of C1(A,A). We have
(1) dimH01 (A,A) = 0. In fact b2(1, 1, 1) = (1, 1) and Imb
0
2 = C
0
2(A,A) = ker b
0
1.
(2) dimH11 (A,A) = 1. In fact Imb
1
2 = K{(X, 1)} and ker b
1
1 = C
1
1(A,A) = K{(X, 1), (1, X)}.
(3) Likewise, dimH21 (A,A) = dimH
3
1 (A,A) = dimH
4
1 (A,A) = 1
(4) dimH51 (A,A) = 2,
(5) dimH61 (A,A) = 5
For k = 6m, we have
dimH6m1 (A,A) = 2dkd
2
0 + 2dk−2d
2
1 + 3d1(d2dk−3 + · · ·+ d3m−1d3m)
+2dk−4d
2
2 + 3d2(d3dk−5 + · · ·+ d3m−2d3m) + d2dm−1(dm−1 + 1) + d2d
2
m−1
+ · · ·
+2d2m−1dm+2 + 3dm−1dmdm+1 + d
2
m(dm + 1).
To define other spaces of homology, we shall remark that FWA(X) is also the free flexible
algebra with one generators. To begin, we remark that
b2b3(a1, a2, a3, a4) = b2((a1a2, a3, a4)− (a1, a2a3, a4) + (a1, a2, a3a4)− (a4a1, a2, a3)
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implying
b2b3(a1, a2, a3, a4) = (A(a1, a2, a3), a4)− (A(a4, a1, a2), a3) + (A(a3, a4, a1), a2)
+(a1,A(a2, a3, a4)).
Let us put
bWA3 (a1, a2, a3, a4) = b3(a1, a2, a3, a4) + b3(a1, a4, a3, a2).
Then
b2b
WA
3 = b2b3 ◦ Φ
A
Id+τ13
.
But the flexibility implies that A ◦ ΦAId+τ13 = 0 giving
b2b
WA
3 = b
WA
2 b
WA
3 = 0.
Let us compute H2(FWA(X)) = ker b2/Im b
WA
3 with A = FWA(X). We consider the natural
grading of C3(A,A) = ⊕k≥0C
k
3 (A,A) and the restriction (b
WA
3 )
k to C3k(A,A). We have
(1) Im(bWA3 )
0 = ker b02 = {0, 0, 0}
(2) dimH12 (A,A) = 1. In fact, for any U ∈ FWA(X), we have
bWA3 (U, 1, 1, 1) = b
WA
3 (1, 1, U, 1) = 0,
bWA3 (1, U, 1, 1) = b
WA
3 (1, 1, 1, U) = (1, 1, U)− (1, U, 1).
This implies that dim(bWA3 )
1 = 1. But ker(b2)
1 = K{(X, 1, 1) − (1, X, 1), (1, 1, X) −
(1, X, 1)} and dimker b2 = 2. Then
dimH2(FWA(X))
1 = 1.
(3) dimH22 (A,A) = 2. In fact Im(b
WA
3 )
2 = is generated by (1, 1, X2)−(1, X2, 1), (X,X, 1)−
(X, 1, X). But
dim ker(b22) = dim C
2
2(A)− dimℑb
2
2 = 6− 2 = 4.
Then
dimH2(FWA(X))
2 = 2.
From these results, we deduce
Proposition 26. The free weakly associative algebra with one generator is not a Koszul
algebra.
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