Phenological studies are rarely reported from arctic and subarctic regions, but are essential to evaluate species' response to climate change in these rapidly warming ecosystems. Here, we present a phylogenetic analysis of flowering phenology across an elevational gradient in the Canadian subarctic. We found that the timing of first flower was best explained by a combination of snowmelt, elevation and growing degree days.
Introduction
Plants have responded to the harsh arctic and alpine environment with a high degree of specialization in structure and function (Körner 2003) . In the short growing season in these ecosystems, plant species display a variety of flowering patterns related to the onset and duration of flowering (Arroyo et al. 1981; Molau 1993; Jia et al. 2011) . Because of strong constraints on the timing of development due to a cold climate and a short growing season, flowering phenological strategies have evolved to cope with and track these climatic factors (Hülber et al. 2010; Cornelius et al. 2012) . In arctic and alpine landscapes, snow depth and duration are thought to be the most important determinants for differentiation of tundra plant communities (Molau 1993; Kudo and Suzuki 1999) .
Snowfall during winter varies from year to year, but the snow distribution pattern, with snowbeds and snow-free ridges, is relatively constant over years at the landscape level, determining the timing of plant phenology (Molau et al. 2005) . Snow distribution also determines water availability during summer, thus playing an important role in shaping plant communities (Kudo 1991) .
The flowering phenology of subarctic plants is thus predominantly determined by the timing of snowmelt and subsequent temperature sums (Inouye and Wielgolaski 2003;  variability (Molau et al. 2005) , even when cuing to similar environmental factors.
Variability in flowering time may confer a strong advantage in the highly seasonal subarctic (Molau 1993) . For early flowering species, high variability in day of year of flowering might allow species to track the variable onset of spring among years, whereas late flowering species might be less constrained in their flowering times, and thus demonstrate less variability between years. In addition species with high inter-annual variability in flowering dates may be better able to track the advancement of warm temperature in spring with climate change (Arft et al. 1999; Fitter and Fitter 2002; Dunne et al. 2003) . Several studies have explored inter-annual variability in flowering phenology at temperate latitudes (e.g. Menzel 2003; Studer et al. 2003; Van Wijk and Williams 2003; Miller-Rushing and Inouye 2009 ), but it has been less well studied in arctic and subarctic ecosystems.
Traditionally, phenological variability (among individuals or between years) is quantified using the standard deviation (SD) of flowering times (e.g. Molau et al. 2005; Hülber et al. 2010) . However, this approach does not consider variability in environmental cues experienced by individuals across space within a single growing season. Here, we quantify variability in flowering time while controlling for variance in environmental factors. Our study, designed across an elevational gradient, provides the opportunity to characterise intraspecific variability using data collected in a single year, as opposed to inter-annual variability. Elevational gradients naturally provide variation in temperature scenarios and other abiotic factors. Importantly, patterns of variability in flowering dates between years and variability in flowering dates across space within a single growing season might show different trends but reflect similar adaptive responses.
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A short vegetative and reproductive season, common in high altitude and latitude ecosystems, may also constrain the evolution of flowering via selection on other plant traits (Debussche et al. 2004; Bolmgren and Lönnberg 2005; Oberrath and Böhning-Gaese 2002) . As tundra species have adopted different strategies to survive in the harsh, resource limited environment of the North (Jónsdóttir 2011), a comprehensive understanding of arctic and subarctic flowering phenology must therefore consider plant traits as well as environment. In this study, we explore key traits related to life form and fruit development. Life form may influence the phenology of species if, for example, different forms have different frost tolerance, nutrient storage capacity and reproductive strategies in subarctic-alpine ecosystems (Billings and Mooney 1968; Kudo 1991; Chapin et al. 1996) . The type of fruit may impose a constraint on flowering time and duration depending on its size, maturation time and nutrient content (Eriksson and Ehrlén 1991; Bolmgren and Lönnberg 2005) .
Here, we address three specific goals: (1) we describe the phenological strategy of a subarctic plant community according to their life form and fruit type, (2) we relate the first flowering day (FFD) to climatic factors and key traits to develop a single predictive model of flowering phenology at the community level for herbs and dwarf shrub species in a subarctic ecosystem, using a phylogenetic comparative approach to account for nonindependence among species, and (3) we explore intraspecific variability in flowering phenology after accounting for variation in environment. The subarctic elevational gradient studied here captures more than just temperature differences. On the higher part of the elevational gradient, snow cover is thin during winter due to strong winds, thus the soil surface is exposed early in the season and the bare soil warms up quickly under the sun, although air temperatures are cooler over summer. On the lower part of the gradient, snow cover is thick due to substantial accumulation during the winter, a function of local topography. Further, at low elevations, snowmelt occurs later because of increased shading under forest canopy. In addition, the soil remains cool throughout the season because of the thick layer of moss in the boreal forest.
Material and Methods

Plant community data
We recorded phenology data on the south west slope of Mount Irony during the summer Species were classified according to life form (herbaceous and shrub), using Chapin et al.'s (1996) classification of functional types for arctic plant species, and fruit type (fleshy or dry) following Bolmgren and Lönnberg (2005) .
Environmental data
Temperature data were obtained from HOBO Pendant Temperature and Light Data
Loggers. These recording devices were buried in the summer of 2011 to a depth of 5cm
and placed one meter east of the edge of every plot to avoid community and soil disturbance within the plots. The HOBOs recorded hourly temperature data through the year.
Snowmelt date (SMD)
Because snow cover has strong insulating properties, sites under snow are characterised by low, stable temperatures all winter regardless of the air temperature For personal use only. This Just-IN manuscript is the accepted manuscript prior to copy editing and page composition. It may differ from the final official version of record.
fluctuations. The soil temperature remains stable until snow cover becomes thin in the spring and rises abruptly by three to four degrees once snow has melted. Following this sudden rise in soil temperature, there is a more gradual increase as the growing season advances, and increased daily fluctuation due to the removal of the insulating snow layer.
The abrupt increase in temperature is a reliable cue to estimate snowmelt date (SMD), matching light records when those are available (D. Inouye, personal communication).
SMD was therefore estimated at each site as the date of the first abrupt rise in temperature (>4°Celcius) from the start of the calendar year ( Fig. 1 ).
Temperature sums measurements
We adapted the temperature sum method to subarctic ecosystems following Molau and Mølgaard (1996) . We use 0°Celsius as the threshold base temperature, soil thawing date as starting date, and soil temperature instead of air temperature. Base temperature is the threshold necessary for plant growth and varies according to the ecosystem. In arctic and subarctic environments, a base temperature of 0°Celsius is the most relevant (Molau and Mølgaard 1996) . Thawing degree days (TDD) represent the accumulation of the daily temperature sum from the thawing date. The daily temperature was calculated as the mean over 24 hours. TDD captures heat accumulation even under snow pack as long as temperatures are above 0°Celsius. Growing degree days (GDD) were calculated as the summation of daily mean temperature when daily temperatures were above 0°Celsius, starting from snow melt. Finally, thawing degree hours (TDH) were obtained by summing the total number of hours for which the temperature recordings were above 0°Celsius from the initial thawing date.
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Statistical analyses
To identify predictors of FFD at the community level, we included data from all individuals across species. We used phylogenetic generalized least square (PGLS) with the maximum likelihood value of λ, as implemented in the caper R-package (Orme 2012) using R 2.15.2 (http://cran.r-project.org/), to evaluate alternative models including abiotic and biotic variables as predictors of FFD. PGLS includes the phylogenetic structure of the data as a covariance matrix in a linear model, and thereby controls for phylogenetic non-independence among species (for details on phylogeny reconstruction, see LessardTherrien et al. 2013) .To account for within-species variation, we included individuals in our phylogeny as a terminal polytomy. However, because the PGLS model fails with zero branch lengths, we randomly resolved polytomies by adding arbitrarily small branch lengths of 0.001, repeating each of the starting models using 1000 random resolutions to assess sensitivity of the model to alternative resolutions. Start models were constructed including either all biotic (life form and fruit type) or all abiotic (SMD, GDD, TDH, TDD, and elevation band as a continuous variable) predictors. Because we were able to show that parameter estimates were stable between models using different phylogenetic resolutions, we selected one random tree for further analysis.
Model selection was based on the lowest value of the Akaike Information Criterion (AIC) (Akaike 1974) , a measure of the inverse of the model's log-likelihood (Burnham and Anderson 2002) . AIC is a tool for model selection as it provides a measure of the relative quality of a statistical model specific to a given set of data. Because explanatory variables derived from temperature (i.e. thawing degree hours (TDH), growing degree days (GDD) and thawing degree days (TDD)) measured the same variable in different ways, we tested for co-linearity between them using the variance inflation factor (VIF) function in the HH R-package (Heiberger 2009 ). Highly co-linear variables were not included in the same model.
We analysed intra-specific variability in FFD using a subset of species with five or more records during the growing season in 2012. We estimated variability in two ways. First, we used standard deviation (SD) of FFD, as conventionally used in the literature. The SD computes the variance per species, accounting for differences in the number of individuals among species. Second, we estimated the SD from the residuals (SD res ) of the best model explaining FFD. We used this latter approach to quantify variability after correcting for variation in environmental conditions that cue FFD.
Last, we tested for phylogenetic conservatism in species flowering variability using Blomberg's K (Blomberg et al. 2003) and evaluated the relationship between mean elevation, life form, fruit type, mean FFD and variability in FFD using PGLS. Here, model selection was based on the lowest second-order Akaike Information Criterion (AICc), a measure corrected for small sample size (Burnham and Anderson 2002) , with the AICcmodavg R-package (Mazerolle 2012) .
Results
General description of climate and flowering patterns on Mount Irony
We found a significant negative correlation between snowmelt date (SMD) and elevation.
However, the variance explained in the model was low (R 2 =0.05, p<0.001) (Fig. 1) , indicating that other factors not included in our model are also important in determining SMD. There was no correlation between temperature and elevation.
Species differed in flowering strategy according to their traits. Dwarf shrubs tended to flower on average 10 days earlier than herbs (ANOVA df=1, F value=109.8, p<0.001) (Fig. 2 a) ). The mean FFD for shrubs was DOY 168 (June 16) and DOY 178 (June 26) for herbaceous species. Species with fleshy fruits flowered on average four days earlier than species with dry fruits (ANOVA df=1, F value=13.13, p<0.001) (Fig. 2   b) ). The mean FFD for fleshy fruit species was DOY 171 (June 19) and DOY 175 (June 23) for dry fruit species. Accordingly, to reach first bloom, shrubs tended to have lower GDD requirements than herbs (160 vs 258 mean GDD respectively) (ANOVA df=1, F value=73.7, p<0.001), and fleshy fruit species tended to have lower GDD requirements than dry fruit species (178 vs 231 mean GDD respectively) (ANOVA df=1, F value=18.91, p<0.001). The correlation between life form and fruit type was quite high (polychoric correlation ρ=0.596) meaning that most shrubs are fleshy fruit species and most herbs are dry fruit species. Life form was also strongly correlated with elevation ( Fig. 2 c) (ANOVA F value=13.03, df=1, p<0.001).
Phylogenetic resolution
We incorporated intraspecific variation by adding tips to the phylogenetic tree as a terminal polytomy, we therefore first analyzed how randomly resolving these polytomies affected the model estimates with PGLS. The results from the 1000 PGLS replicates, randomly resolving polytomies using short branch lengths, for the models with abiotic and biotic explanatory variables were largely consistent across alternative resolutions For personal use only. This Just-IN manuscript is the accepted manuscript prior to copy editing and page composition. It may differ from the final official version of record.
with small variation for the estimated model statistics (Table S1 ). Therefore, we arbitrarily chose a single resolved tree topology for subsequent analyses.
Models of flowering phenology
There was strong co-linearity between growing degree days (GDD) and thawing degree days (TDD) (Variance Inflation Factor of 1189.16 and 1269.76 respectively). In addition, thawing degree hours (TDH) provides another measure of heat sums. We therefore compared models including each derived temperature index (TDH, GDD, TDD) in turn along with snowmelt date (SMD), elevation and key traits (see Table 1 ).
Model selection by AIC identified four equally supported models explaining variation in FFD, based on delta AIC <3 (Burnham and Anderson 2002) (Table 1 ). All four models included GDD, SMD and elevation. In addition to these abiotic variables, one model included fruit type, another included its interaction with GDD and the most complex included all traits: fruit type and life form (Table 1 ). All abiotic variables were highly significant (p<0.001), but traits were not significant within the model (all p>0.05).
The best model was able to explain 64% of the variation in FFD ( Table 2) Fig. 3 ), which controls for covariance between FFD and environmental cues. An ML value of λ=0 in both analyses indicates that the evolutionary relationship among species did not add information to the explained phenological variability.
Phenological variability
Discussion
We showed that first flowering day (FFD) in a subarctic plant community is best explained by snowmelt date (SMD), elevation and growing degree days (GDD), confirming the findings of Molau (1993) , Kudo and Suzuki (1999) , Molau et al. (2005) , Inouye and Wielgolaski (2003) and Hülber et al. (2010) .. Day of first flower is earlier at higher elevations, and delayed with later SMD. The positive correlation between elevation and FFD might seem surprising, but can be explained by a thinner snowpack towards the summit. The single best predictor of FFD is GDD, indicating that most species cue flowering to temperature sums. There was no phylogenetic signal in phenological variability; however, earlier flowering species showed significantly less intraspecific variability in their flowering times. We observed significant interspecific differences in flowering phenology. Dwarf shrubs tended to bloom earlier than herbaceous plants, and have lower GDD requirements. Our result is comparable to the findings of Molau et al. (2005) , who recorded TDD requirements as a temperature sum measure in northern Sweden, another subarctic- Across all individuals in the community, we found that FFD was best explained by a combination of SMD, elevation and GDD. SMD initiates the growing season, determining the moment when plants can begin receiving the light energy which they need to trigger growth, leaf out and flowering phenology (Inouye 2008) . The gradient in elevation determines a wide range of environmental conditions that regulates community assembly (Cornelius et al. 2013) . For example, the distribution of shrubs is highly GDD, is the most biologically relevant cue for plants, and seems to be the main driver of the onset of flowering in high altitude/latitude environments (Molau et al. 2005; Hülber et al. 2010) . Furthermore, GDD (measured from SMD) is a better predictor than TDD (measured from ground temperature rising above 0° Celsius). Following Molau and Mølgaard (1996) , we assumed 0° Celsius as the most relevant base temperature for arctic and subarctic plant species. Life processes in plants begin at temperatures as low as 0°
Predicting first flowering dates of plant communities on Mont Irony
Celsius in the arctic and subarctic as a result of evolutionary adaptations to survive in environments with a short growing season. However, the heat sum relevant to flowering seems to matter only once the snow has melted. It is also noticeable that when included in the model, the effect of fruit type or its interaction with GDD was not significant, emphasising the overarching importance of temperature sums in cuing phenology.
Variability in first flowering dates
Our study design allowed us to characterize intraspecific variability in phenology by using information on flowering times of individuals within a species growing in different microhabitats and across the elevational gradient. The absence of phylogenetic signal for phenological variability indicated that there was little evolutionary conservatism for this trait. Similar variability was found in flowering times among both closely and less closely related species.
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Our data were collected over a single growing season, but individuals experience different temperature regimes both among microhabitats and across the elevational gradient. It is therefore possible that individual flowering times may have varied while GDD requirements remained constant. We found that FFD itself is a significant predictor of variation in FFD, with later flowering species demonstrating more variability, but such a relationship might also arise if species with later FFD occurred in more variable environments. To standardise for environment, we therefore re-estimated variability in flowering times using the standard deviation of the residuals (SD res ) of the best model explaining FFD (described above). Here, residuals represent individual differences after controlling for variation in environmental cues. For example, species comprised of individuals that all flowered earlier than predicted from our model for FFD would have low variance in residuals, whereas species comprised of individuals that flower both earlier and later than predicted from our model would have high variance in residuals.
This measure of variability within species allowed us to better explore intrinsic variability in flowering time. Our results using SD res matched closely the results using SD of FFD:
species that flower later in the season were more variable in timing of flowering and GDD requirements.
In contrast to our study, most previous work on phenological variability has focused on inter-annual variation, finding that early flowering species are the most responsive to variation in temperature (Wolkovich et al. 2012; Bolmgren et al. 2013 ) and, hence, show higher variability in flowering dates between years (Fitter et al. 1995; Fitter and Fitter 2002; Menzel et al. 2006; Mazer et al. 2013 annual and intra-specific phenological variation can be understood if we assume that early flowering species cue more closely to climatic factors, such as temperature (see Bolmgren et al. 2013 In contrast with early flowering species, phenological variability in late flowering species may have less significant impact on their fitness if they have a longer flowering duration (see Lessard-Therrien et al. 2013) . If so, late flowering species would have experienced less evolutionary pressure to decrease variability in FFD because their flowering duration is longer than early flowering species, reducing their risk of phenological mismatches and helping avoid potential competition for pollinators (Mosquin 1971; Heinrich 1976) . However, initial attempts to analyse phenological change and demographic or fitness effects have found that the better a species tracks climate change phenologically, the better it fares from a demographic or fitness perspective (Willis et al. 2008; Cleland et al. 2012) . For personal use only. This Just-IN manuscript is the accepted manuscript prior to copy editing and page composition. It may differ from the final official version of record.
Methodological considerations
Our method provides a useful approach for exploring FFD at the community level, correcting for shared evolutionary history among species to ensure independence in the data. Indeed, shared evolutionary history has been proven to affect phylogenetic patterns of flowering time (Willis et al. 2008; Davis et al. 2010; LessardTherrien et al. 2013; Mazer et al. 2013) , and therefore we included phylogenetic relationships within our analysis of flowering phenology. Here, we added individuals as terminal taxa in order to consider within-species variation. Standard phylogenetic comparative methods assume a single species value, although new methods where measurement error can be incorporated, for example as variance for species' mean values, have been developed recently (e.g. Ives et al. 2007; Felsenstein 2008 ). However, methods that explicitly include intraspecific variation in models within a phylogenetic framework are still lacking. Our method treats individuals as species separated by short phylogenetic branch lengths. This may not be the best representation of evolutionary relationships among individuals, which might be better depicted as a reticulate network. Nonetheless, we believe our approach is conservative and is superior to considering individuals and species as independent.
Conclusion
We show that dwarf shrubs and fleshy fruited species flower earlier than herbaceous and dry fruited species, and have lower heat sum requirements. However, our results suggest that after accounting for environment, biological traits do not significantly predict flowering phenology. First flowering day (FFD) of plants along the gradient is Tables captions Table 1 . Alternative PGLS models with biotic and abiotic variables explaining first flower day (FFD) (n=39 species, 396 observations) using a single phylogeny with intraspecific polytomies randomly resolved Table 2 . Coefficients from the models of first flowering day (FFD), from Table 1   Table 3 . Selection of models with biotic and abiotic variables to explain variability in first flower day (FFD) (n=25 species with five or more observations) 
