We investigate how a different calibration of the Cepheid Period-Luminosity (PL) relation taking into account the metallicity corrections, affects the absolute magnitude calibration of Supernovae (SNe) Ia and, in turn, the determination of the Hubble constant H 0 . We exploit SN Ia light curves from literature and previously unpublished data, to build the M B -∆m 15 (B) relation and we calibrate the zero point by means of 9 type Ia SNe with Cepheid measured distances. This relation was then used to build the Hubble diagram and in turn to derive H 0 . In the attempt to correct for the host galaxy extinction, we found that the data seems to suggest a value for the total to selective absorption ratio, R B = 3.5, which is smaller than the standard value for our own Galaxy R B = 4.315.
INTRODUCTION
Type Ia supernovae are probably the most accurate distance indicators on cosmological scales. An important limitation is that, since SNe are relatively rare events, they cannot be used to measure the distance of pre-selected individual galaxies. On the other side they are invaluable tools to measure global properties of our Universe, like the Hubble constant H0 (e.g. Rust 1974; Hamuy et al. 1996a; Tripp & Branch 1999; Freedman et al. 2001) , the cosmological parameters q0, Ωm, ΩΛ (e.g. Schmidt et al. 1998; Perlmutter et al. 1999 ; Riess et al. 1998) , and also the pecu-⋆ E-mail: altavilla@pd.astro.it liar velocity field . This explains the continuous efforts spent to refine the absolute calibration of SNe Ia.
Three main issues need to be addressed for a proper calibration of SNe Ia, namely the direct calibration of individual events through primary distance indicators, the determination of the relation between light curve shape and absolute magnitude and the extinction estimate, in particular that due to the host galaxy dust. This process is complicated by the fact that these three items have a deep interplay. This means that it is not easy to predict how the effect of a new finding on one ingredient propagates to the final result. Indeed, different assumptions in the calibration chain may explain why different authors, using the same data, obtain different results (Leibundgut 2000) .
The purpose of this work is to investigate how new calibrations of the Cepheids absolute magnitude, discussed in §2.4, propagate through the calibration of SNe Ia on the determination of H0. In this work we do not rely on published values of SN light curve parameters (in particular maximum magnitudes and decline rates), but we made our own independent estimates. To this aim we exploited the archive of SN Ia light curves which has been collected at the Padova Observatory. Besides all relevant data published in the literature (with a major contribution given by Hamuy et al. 1996b and Riess et al. 1999) , the archive includes also the results of a long standing effort for supernova monitoring at ESO and Asiago Observatories (Turatto 2000) . The unpublished data are reported in Appendix A. After rejecting objects with incomplete photometric coverage we retained a sample of 78 SNe Ia (see Appendix B). The plan of the paper is the following: in §2 we discuss the SNe Ia inhomogeneity, the properties of their light curves and the calibration of the absolute magnitude at maximum. In particular we address the problem of the host galaxy absorption and the effect of the metal content on the Cepheid distance scale. In §3 we show how different assumptions on the peak magnitude calibration and different metallicity corrections on the Cepheid PL relation affect the Hubble constant. Conclusions are drawn in §4.
SNe Ia CALIBRATION
Contrary to early claims, the absolute magnitude of SNe Ia at maximum (Mmax) is not constant but it ranges over 2-2.5 mag. However a correlation between Mmax and the shape of the light curve has been suggested which allows to recover SNe Ia as accurate distance indicators. This was first proposed almost thirty years ago (Barbon, Ciatti & Rosino 1973; Rust 1974; Pskovskii 1977) but, because of the large photometric errors of photographic photometry and the contamination of the early sample from other SN types (SNe Ib/c in particular), remained debated until a few years ago (Sandage & Tammann 1993) . Eventually, the improved accuracy obtained with CCD photometry definitively proved that Mmax is brighter in SNe Ia with a slower luminosity decline (Phillips 1993) . It is still debated what may be the most convenient parameter(s) to describe the light curve shape and discriminate between intrinsically brighter and fainter SNe and, more important, what is the correct absolute calibration.
Theoretical calculations have shown that the absolute magnitude at maximum is proportional to the amount of 56 Ni (Arnett 1982; Höflich et al. 1996; Cappellaro et al. 1997 ). However it is not yet clear how this relates with the progenitor scenarios and explosion mechanism. In particular, a growing number of "outliers" seems to indicate that a one-parameter description of SNe Ia is not sufficient to parameterize the light curve of SNe Ia (for an analysis of the type Ia luminosity dependence on second parameters see Parodi et al. 2000) . In addition, recent observations show an increasing number of "disturbing" objects which merge properties of normal, sub-luminous and super-luminous SNe, like SN 2000cx or SN 2002cx. The first one is characterized by a slow decline but a relatively fast pre-maximum brightening, similar to that of the normal SN 1994D (Li et al. 2001) . Nevertheless the absolute magnitude at maximum is consistent with a sub-luminous SN (Candia et al. 2002) and, in addition, the B − V colour shows an unusual evolution, becoming at late time significantly bluer than the average of unreddened normal SNe Ia (Candia et al. 2002) . The second one is characterized by a 1991T-like pre-maximum spectrum and a 1991bg-like luminosity, a normal B − V colour evolution, very low expansion velocities and many other peculiarities (Li et al. 2003) .
Therefore, even if we will exploit the fact that in general the light curve shape correlates with the absolute magnitude at maximum, it should be kept in mind that this is not a universal law. Not only it has an intrinsic dispersion but in addition there are really "anomalous" SNe.
Light curve shape
A few different approaches are currently in use to characterize the luminosity evolution of different SNe Ia. In principle the Multi-colour Light Curve Shape (MLCS) method of Riess et al. (1996a) , which makes use of the entire early light curve (from discovery to 80-100 days) in different colours, is expected to be the most robust from a statistically point of view. This method has also the great advantage of giving at the same time the absolute calibration and the extinction. However the MLCS method heavily relies on the accurate calibration of a few template light curves, especially for what concerns the extinction correction, which explains the difference in the template colour curves in Riess et al. 1996a and Riess et al. 1998 (see also .
Two more straightforward measurements of the luminosity evolution are the ∆m15 (the magnitude decline between the maximum and fifteen days later) (Phillips 1993), and the "stretch factor" s (Perlmutter et al. 1997 ), a coefficient used to expand or contract linearly the time-scale of a particular light curve in order to match a template 1 . In this work we choose to compare these last two methods.
To measure ∆m15(B) and s for the SNe of our sample we proceeded as follows:
(i) B and V light curves of all SNe were corrected for the effect of red-shift on the time scale of evolution (time dilatation) and on the photometry (K-correction). For the latter we use the K corrections given by Hamuy et al. (1993) ;
(ii) among the SNe of our sample we selected 28 events for which the most complete temporal coverage was available. For each individual object we have measured the epoch and magnitude of maximum and the ∆m15(B). The SN light curves were then grouped in seven bins of similar ∆m15(B) (in order to have a good ∆m15(B) sampling and enough statistics per bin). The individual observations were merged together to derive seven template light curves characterized by the average ∆m15(B) (see Appendix C). Due to the paucity of light curves with coverage during the rise phase, the light curve trend before maximum is quite uncertain. The template light curves are shown in Fig. 1 where it can be seen that with the increasing of ∆m15(B) the light curve shape varies with continuity. That is, the magnitude differences which originates from the different early decline rates 1 Recently Wang et al. (2003) introduced a new method called the Colour-Magnitude Intercept Calibration (CMAGIC) which makes use of multi-colour post-maximum light curves. It is based on the empirical relation found between the B magnitude and the B − V (or B − R or B − I) colour during the first month past maximum. A complete analysis of this method, discussing also the B-R and B-I colours will be presented by the same authors in a later paper.
are more or less maintained after the inflection point when the light curve turn on a more gentle decline. The exception are the SNe with the highest early decline (∆m15(B) = 1.94) that, because of an earlier occurrence of the inflection point, 1-2 months after maximum appear brighter (relatively to maximum) than other SNe Ia.
(iii) for SNe with incomplete temporal coverage we have selected, by means of a χ 2 test, the best matching template and attributed to the object the corresponding ∆m15(B). For practical reasons, the section of the light curve which goes from maximum to the inflection point is that for which detailed monitoring for the largest sample of events is available. Therefore, in the light curve fit, we gave more weight to the points in this phase range. Eventually, the shifts in phase and magnitude adopted to get the best match were used to refine the initial guess for the epoch and magnitude at maximum.
Instead, to measure the stretch factor s, we have adopted as reference the template light curve with ∆m15(B) = 1.11, i.e. our template closer to the "standard light curve", arbitrary chosen to be characterized by ∆m15(B) = 1.1 (Perlmutter et al. 1997) . In practice, for each SN the time scale of the light curve was compressed by a factor s chosen to get the best χ 2 fit with the reference template light curve. Due to the uncertainties on the rising branch of the light curve templates and on the paucity of observations before maximum, the comparison has been performed mainly taking into account the light curve evolution from maximum to 80 days at most.
Following this procedure, we could measure both ∆m15(B) and s for 58 SNe Ia (columns 3 and 4 in Table B1). Fig. 2 shows that ∆m15(B) and s −1 are indeed well correlated. We notice that, as expected from Fig. 1 , the stretched template light curve gives a very poor fit of the observed light curve for fast declining objects (like SN 1991bg), which can not be well fitted simultaneously in the early and late phases. This is the reason of the large error-bars for such objects. In any case, a leastsquares fit considering the errors on both variables gives ∆m15(B) = (1.98 ± 0.16)(s −1 − 1) + (1.13 ± 0.02) which is very close to the relation obtained by Perlmutter et al. (1997) (∆m15(B) = (1.96 ± 0.17)(s −1 − 1) + 1.07) from 18 low red-shift SNe.
We also note that the dispersion along the fitting line is consistent with the error estimates and, even in this enlarged sample, there are no obvious outliers. Hence, the systematic differences in the SN magnitudes calibrated using either ∆m15 or the stretch factor (Drell, Loredo & Wasserman 2000; Leibundgut 2000) are not due to a misalignment of the different methods of measuring the light curve shapes and instead must originate in some other steps of the calibration chain. As we will see the reddening correction is a most critical issue.
Because of the good correlation between ∆m15 and stretch factor and because ∆m15 is available for a larger number of objects, for the SNe Ia calibration hereafter we will use the ∆m15 light curve parameterization. 
Reddening correction
The SN light is extinguished by the dust in our own Galaxy and in the host galaxy. For the Galactic extinction we have independent estimates either from HI maps and galaxy counts (Burstein & Heiles 1982) or from the COBE/DIRBE and IRAS/ISSA maps (Schlegel, Finkbeiner & Davis 1998) . The latter has been adopted in the present work.
Instead, to estimate the extinction in the host galaxy, following the usual approach we make use of the observed SN colour. In practice, we derive two different estimates as follows:
(i) a plot of the B − V colour at maximum (corrected for galactic extinction) versus the light curve decline rate ∆m15(B) is shown in Fig. 3 . The B − V colour at maximum has been measured on the B − V colour curve by a polynomial fit of the points around the maximum or by a template colour curve when the sampling was poor. We used different templates corresponding to SNe Ia with different ∆m15.
Most of the observed dispersion is due to host galaxy extinction, but there are also intrinsic differences. In particular it is now known that SN Ia with ∆m15(B) > 1.8 are intrinsically red at maximum, with (B − V )0 ≃ 0.7. For all other SNe Ia and assuming that the lower rim of the distribution corresponds to SNe with negligible extinction, the differences in the intrinsic colours are certainly smaller but still there is an indication that in the intrinsic colour correlates with the luminosity decline rate: SNe with a faster decline rate are redder Phillips et al. 1999; Nobili et al. 2003) . This is shown in Fig. 3 by fitting the data of 5 SNe (SN 1999bc, 1992al, 1994D, 1992A, 1992bo ) spanning a wide range of decline A Kolmogorof-Smirnov test shows that the probability that the two distributions derive from the same population is very small (P = 0.003%).
rates and for which there are indications that the host galaxy reddening was very low (Phillips et al. 1999) . We found (B − V )max = 0.09(±0.08) × (∆m15 − 1.1) − 0.08(±0.03) and this relation was adopted to derive the colour excess for all type Ia SNe but the very fast declining objects (∆m15(B) > 1.8). For the latter we assumed that they have all the same intrinsic colour (B − V )0 = 0.70. E(B − V )max, corrected for the galactic component, are reported in column 6 of Table B1 .
(ii) As shown by Lira (1995) , the colour evolution of SN Ia between 30 and 90 days can be well approximated by the following linear relation: (B − V )0 = 0.725 − 0.0118 × (tV − 60), where tV is the time (in days) from the V maximum. This is independent on the SN decline rates, including extreme objects like SN 1991bg. There is however at least one important exception, SN 2000cx (Candia et al. 2002) which should not be overlooked.
The shift of observed colour of SN Ia required to fit this relation gives an alternative estimate of the host galaxy extinction E(B − V ) tail reported in column 7 of Table B1 .
Finally, as estimate of the host galaxy extinction, E(B− V ) host , was adopted the weighted mean of E(B −V )max and E(B −V ) tail (cf. Phillips et al. 1999) . In the few cases, when the formal mean turns out to be negative, the E(B − V ) host were set equal to zero. This is equivalent to adopt a Bayesian filter with a flat a priori distribution for positive E(B − V ) and zero for E(B − V ) < 0. Our adopted E(B − V ) host are reported in column 8 of Table B1 .
Some authors applied a different Bayesian filter to the measured values of E(B − V ). In particular, Phillips et al.
(1999) assumed a one-sided Gaussian "a priori distribution" (Riess et al. 1996a) . It turns out that their choice of a relatively small value of σ corresponds to an arbitrary reduction of E(B − V ) host , especially for objects with high colour excess. In turn, this results in smaller absorption corrections for the SN magnitudes. This choice, while not well justified, has the positive effect to reduce the dispersion of the corrected SN absolute magnitudes. We will come back to this point in the next section. Phillips et al. (1999) have shown that, because of the rapid spectral evolution of SN Ia and of the (small) dependence of the reddening on the colour of the source the observed ∆m15(B) must be corrected as follows: ∆m15(B) ≃ ∆m15(B) obs + 0.1 × E(B − V ). The ∆m15(B) reported in column 4 of the Table B1 are the observed values.
A comparison of our estimates of ∆m15(B) and colour excess with those reported by Phillips et al. (1999) for the objects in common shows that, except for a few cases, the values agree within the errors. The differences are due to slightly different choices for the epoch and magnitude at maximum.
Absolute magnitude vs. ∆m15(B)
In order to use SNe Ia as distance indicators, their absolute magnitude MB needs to be calibrated. This requires that at least for a sub-sample of objects, the distance modulus of the host galaxies is measured by means of some independent distance indicators. As we will argue in the next section, this is best done with Cepheids.
If SNe Ia were true standard candles, the calibrated absolute magnitude could be directly used to measure the distance of all other SN host galaxies. As we mentioned before, this is not the case but, thanks to the relation between absolute magnitude at maximum and luminosity decline (Phillips 1993) , the role of SNe Ia as distance indicators can be recovered. Therefore is this relation which needs to be calibrated.
Unfortunately this cannot be done using the Cepheid calibrated SNe Ia alone for two reasons:
(i) the number of SN Ia host galaxies with Cepheid measured distances is too small (only 9 objects, as shown in Table 2 );
(ii) as shown in Fig. 4 , SNe Ia with different absolute magnitudes are not uniformly distributed versus galaxy types. In particular faint, rapidly declining SNe Ia occur preferentially in early type galaxies (see also Filippenko 1989 . As discussed by Ivanov, Hamuy & Pinto (2000) this effect may be due to the age of the progenitors (the older the progenitor system, the fainter the corresponding SN), but also to metallicity (lower metallicity systems produce fainter SNe, Umeda et al. 1999) .
Since Cepheids are found in spirals only, it is not possible to properly sample the MB -∆m15(B) relation by means of Cepheid calibrated SNe Ia.
To overcome these difficulties we adopted a two-step procedure. We first determine the slope of the relation using some widely available, though less accurate, distance indicators (Fig. 5) ; then, since the linear fit depends on the assumed value of H0 (75 km s −1 Mpc −1 ), we determine the zero point by minimizing the deviation of the Cepheids calibrated SNe Ia on this fixed slope (see next section). For the first step, absolute magnitudes have been calculated using distances obtained from two different sources. Distance moduli for 24 host galaxies were retrieved from the "Nearby Galaxies Catalog" (Tully 1988 ). For the galaxies not listed there and with recession velocity larger than 3000 km s −1 (49 objects), we have determined the distance from the recession velocity, adopting H0 = 75 km s
to be consistent with the Tully's catalogue scale. In order to avoid contamination from peculiar motions, we rejected 5 of the 78 SNe of the sample which are not listed in Tully's catalogue and have low recession velocity. Recession velocities in the reference frame of the 3K background microwave radiation were retrieved from the NASA/IPAC Extragalactic Database 2 . To show the importance of the host galaxy extinction correction, in Fig. 5a we have plotted the data of 73 SNe, corrected for Galactic extinction only. As it can be seen, the the points show a large dispersion and the correlation between MB and ∆m15(B) remains hidden.
The scatter appears greatly reduced in Fig. 5b where the SN magnitudes have been corrected for extinction in the host galaxy. The latter has been derived from the colour excess estimated in §2.2 and assuming a standard reddening law, that is AB = 4.315 × E(B − V ) (Schlegel et al. 1998 , see also Cardelli, Clayton & Mathis 1989) . The only evident outliers are now four fast declining SNe (the sub-luminous SNe 1992K, 1999da, 1998de, 1991bg) , SN 1996ai, whose colour excess is very high but not well defined (Phillips et al. 1999) , and 1986G, another highly reddened SN.
Actually, we found that the dispersion in the MB∆m15(B) relation can be further reduced assuming a different value for RB. As shown in Fig. 6 , a minimum dispersion (Press 1992) . a: Only galactic reddening correction applied. Number of objects used for the linear fit n=73, dispersion σ = 0.83. b: Both Galactic and host galaxy reddening corrections applied. The outliers, marked with a cross, are (from left to right, from top to bottom): SN 1996ai, which is characterized by high and not well known reddening; SN 1986G, another highly reddened event; SN 1992K, 1999da, 1998de, 1991bg , which are peculiar sub-luminous events. The latters seem to form a separate class and do not fit the linear relation defined by all others. n=67, σ = 0.31. c: as the previous case but selecting only SNe with E(B − V ) < 0.1 and small errors (< 0.2) in ∆m 15 (B). n=26, σ = 0.20, R B = 3.5. is obtained for RB = 3.5, somewhat smaller than the canonical values RB = 4.315.
A qualitatively similar result was obtained, again using SN Ia, by Capaccioli et al. (1990) , who favoured RB = 1.7. However, previous measurements of low values for RB from SNe were plagued by an inadequate understanding of the relation between intrinsic color and luminosity at maximum (Riess et al. 1996b ). Other measurements of absorption in nearby galaxies provided values for RB ranging from the canonical value (RB ∼ 4.3) to much smaller values (RB ∼ 3.6: Bouchet et al. 1985 , Brosch, N. 1988 , Brosch, N. & Loinger, F. 1991 RB ∼ 2.4: Rifatto 1990 ). However a lower estimate for the host galaxy reddening correction RB has been suggested also by more recent studies (RB ∼ 3.5 Phillips et al. 1999; Knop et al. 2003) . Actually, even in our own Galaxy the ratio of the total to selective absorption has been found to vary significantly from place to place (e.g. RV varies from 2.6 to 5.5 in the measurements of Clayton & Cardelli 1988) . Therefore, in principle, it would be interesting to study the dependence of RB on other observables, such as the distance from the host galaxy centre or the integrated galaxy properties. This would require the possibility to derive estimate of RB for individual objects which, unfortunately, cannot be done with the present data.
We note that, from a practical point of view, reducing RB has the same effect of the adoption of a relatively narrow apriori distribution of the reddening for a Bayesan estimate of the individual SN extinction (cf. §2.2). In §3 we will check what is the effect on the Hubble diagram of this different choice for RB.
The issue is important (see also Fischer 2003) because it turns out that, on average, the more distant SNe of our sample are less affected by the extinction than nearby ones. This is shown in Fig. 7 : it turns out that for SNe in galaxies with recession velocity smaller than 3000 km s −1 the average colour excess is ∼ 0.27, whereas the same number for more distant galaxies is ∼ 0.13. This is likely due to selection effects, since distant obscured objects are more difficult to detect and SNe are likely to be discovered far from their host nucleus in distant galaxies.
As a final test we plot the MB -∆m15(B) for the subsample of 26 SNe with E(B − V ) < 0.1 and well measured ∆m15 (∆m15 uncertainties < 0.2) (see also Phillips et al. 1999 , Freedman et al. 2001 ). This has two advantages, it gives a more homogeneous sample and the uncertainties related to the host galaxy extinction correction are reduced. The result, shown in Fig.5c , is a very tight relation with dispersion σ = 0.20. (1) SN name; (2) host galaxy; (3) apparent B magnitude at maximum; (4) B − V colour at maximum; (5) ∆m 15 (B) obs (not corrected for colour excess); (6) E(B − V ) gal from Schlegel et al. 1998 ; (7) E(B − V ) host : weighted mean between E(B − V )max and E(B − V ) tail ; (8) µ 0 (KP), (9) µ 0 (∆Y /∆Z) = 2.5, (10) µ 0 (∆Y /∆Z) = 3.5 are the distance moduli given by the HST Key Project (Freedman et al. 2001 ) and the distance moduli obtained for two different metallicity (see §2.4). The comparison of our results, reported in Table 1 , with those obtained from 26 SNe of the Calán/Tololo survey , indicates that we find a slightly steeper slope, in the range 1.061 ± 0.154 to 1.102 ± 0.147 depending on the sample vs 0.784 ± 0.182 of Hamuy et al. (1996c) . It is interesting to note that the difference disappear if, as in Hamuy et al. (1996c) , we neglect the host galaxy extinction correction (a = 0.855 ± 0.182).
The next step is determine the zero point of the MB∆m15(B) relation by means of Cepheids calibrated SNe.
Effect of the metal content on the
Cepheids-distance scale
Classical Cepheids are fundamental primary distance indicators thanks to their characteristic Period-Luminosity (PL) In the recent years, one of the most debated issues concerning the extragalactic distance scale is the possible dependence of Cepheid properties on the chemical composition of the host stellar population. Indeed, Cepheid PL relations are traditionally considered to be "universal" (Iben & Renzini 1984; Freedman & Madore 1990) , with the slope derived from Cepheids in the Large Magellanic Cloud (LMC), (Madore & Freedman 1991; Udalski 2000) and the zero point corresponding to some assumption on the LMC distance modulus or on Galactic Cepheids with independent distance estimates. Empirical tests of the metallicity effect on the Cepheid distance scale suggest that either the effect is very small (Freedman & Madore 1990) or it goes in the direction of predicting brighter Cepheids for higher metallicities (Kennicutt et al. 1998 ).
On the basis of the latter test, the HST Key Project (KP) distance moduli are corrected for the metallicity effect by adopting the correction ∆µ0/∆[O/H] = 0.2 ± 0.2 (Freedman et al. 2001) .
From the theoretical point of view, nonlinear convective pulsation models (Bono, Marconi & Stellingwerf 1999a), which are able to predict all the relevant pulsation observables, suggest that in the range 0.004 < Z < 0.02 metal poor Cepheids are brighter than the metalrich ones at fixed pulsation period (Bono et al. 1999b; Caputo, Marconi & Musella 2000a) . As a consequence, at least in this range of Z, the adoption of "universal" LMC-based PL relations provides distances that are systematically overestimated (underestimated) for galaxies more metal-rich (metal-poor) than the LMC (Caputo et al. 2000b ). On the other hand, when the pulsation analysis is extended to metallicities higher than the solar value (up to Z=0.04) in order to cover the whole range of metal abundances of the HST Key Project galaxies (Ferrarese et al. 2000) , and the simultaneous effect of the increase in the helium abundance is taken into account, the predicted metallicity correction changes sign around the solar value and depends significantly on the adopted helium to metallicity enrichment ratio ∆Y /∆Z (see Fiorentino et al. 2002 for details). In particular Fiorentino et al. (2002) find that for ∆Y /∆Z=3.5, the theoretical metallicity correction is in agreement with the result of the empirical test by Kennicutt et al. (1998) .
In order to calibrate the MB-∆m15(B) relation, we have considered three different estimates for the Cepheid distance to the SN host galaxies: µ0(KP), computed without metallicity correction, and µ0(∆Y /∆Z = 2.5), µ0(∆Y /∆Z = 3.5) with the metallicity corrections for two different choices of the adopted helium to metallicity enrichment ratio ∆Y /∆Z ( Table 2 ). The zero point of the MB -∆m15(B) relation was determined by minimizing the deviation of the linear fit for the Cepheids calibrated SN, maintaining a fixed slope (Fig. 8) . The inferred parameters of the correlation are reported in Table 1 
THE HUBBLE CONSTANT
After completion of the calibration path, we can now use SNe Ia to measure the Hubble constant.
In Fig. 9 we show three examples aimed to show how different corrections and sample selection affect the scatter of the Hubble diagram. For this purpose, we adopted the PL relation corrected for ∆Y /∆Z=2.5 (see Table 1 ) and we excluded from the fit all SNe Ia with recession velocity v < 3000 km s −1 . The latter is intended to avoid contamination by peculiar motions, which, on average, amount to ∼200-300 km s −1 (Tonry et al. 2000 , Giovanelli et al. 1999 . We have also excluded SNe with ∆m15(B) > 1.8 because they do not fit the linear relation MB − ∆m15(B), as seen in Fig. 5b .
In panel a of Fig. 9 is the Hubble diagram obtained using the complete sample and a standard reddening law, in panel b is the plot obtained adopting RB = 3.5 for the ratio of total to selective extinction (cfr. §2.3) and finally, in panel c is shown the Hubble diagram for the sample of SN Ia with the best photometric coverage ∆m15(B) < 0.2 and low reddening E(B − V ) host > 0.1 (RB = 3.5).
The fact that the dispersion of the points in panel b (σ = 0.24) is significantly reduced compared with panel a (σ = 0.29) is consistent with the finding of §2.3. Again, it appears that the host galaxy absorption correction deduced from the measured colour excess and adopting a standard reddening law is an overestimate of the true absorption. On the other side, this turns out to have a small effect on the value of the Hubble constant itself (H0 = 74 +9 −8 in panel b compared with H0 = 74 +11 −9 in panel a) provided that in all steps the calibration of the SN magnitudes is done consistently (see also Table 3 ).
The dispersion of the Hubble diagram is further reduced by selecting the subsample of SN Ia with good photometry and low reddening SNe (σ = 0.20). This time the Hubble constant is slightly reduced H0 = 71 +7 −6 . Although this is our preferred result and that with the smallest statistical uncertainty, we stress that the selection criteria were not applied to the Cepheid calibrated SN of Table 2 which otherwise would be reduced to only two cases. In principle, this asymmetry may introduce some bias.
The different results are summarized in Table 3 where in particular it can be seen the sensitivity of the estimate of the Hubble constant on the different corrections of the PL relation. As it can be seen the effect is, in all cases, quite small.
H0 ranges between 68 and 74 km s −1 Mpc −1 , with uncertainties of the order of ∼ 7 km s
These values are in agreement with the result of the Hubble Space Telescope Key Project (Freedman et al. 2001) which gives H0 = 72 ± 8 km s −1 Mpc −1 . They are also in agreement with the recent results of WMAP, namely H0 = 72 ± 5 km s −1 Mpc −1 (Spergel et al. 2003) , obtained for a spatially flat cosmological model dominated by cold dark matter and non-zero cosmological constant (ΛCDM model). Note that the same WMAP data give smaller value for H0 if fitted by different cosmological models.
CONCLUSIONS
Using a large sample of SNe Ia light curves, both from the literature or unpublished data, we have revisited the different steps required to calibrate the SN absolute magnitude and derive the Hubble constant.
In particular, we have re-calibrated the relation between the SN absolute magnitudes and their rate of decline soon after maximum. The latter can be measured without distinction by the ∆m15(B) or by the "stretch factor" SN Ia with Cepheids calibrated distances are crucial because they are used to calibrate the zero point of the MB vs. ∆m15(B) relation. We have considered the effect of a new metallicity correction of the Cepheids PL relation, how this reflects on the calibration of SN Ia and finally on the estimate of the Hubble constant. Fortunately, the latter turned out to be not very important.
Instead we found that a major uncertainty is related to the correction of the extinction in the host galaxy. In particular, we found that the scatter of the MB -∆m15 relation and of the Hubble diagram itself can be reduced assuming a (slightly) smaller value for the ratio of the total to selective absorption, RB. Indeed, the scatter is minimum for RB = 3.5. The difference with the standard value, RB = 4.315, is well within the variance of the measurements of this parameter even within our own Galaxy. Therefore it does not require different properties for the dust in other galaxies. Still this is an important issue for the use of SN as distance indicators.
The Hubble constant, obtained with different assumptions on the metallicity dependence of the Cepheid PL relation, different cuts in the sample and varying the value of RB, lies in the range 68-74 km s −1 Mpc −1 , with uncertainties of the order of 10%. Table A1 reports the unpublished photometry based on observations collected mainly at ESO -La Silla (Chile) and Asiago (Italy), plus some data from TNG (La Palma, Canary Islands, Spain) and from the HST WFPC2 Archive. Data reduction has been performed using IRAF 4 standard recipes for trimming, bias and overscan correction and flat fielding. SN magnitudes have been measured mainly using a Point Spread Function (PSF) fitting technique, which ensures a good removal of bad pixels and cosmic rays (Turatto et al. 1993) . Photometric calibration was obtained from observation of Landolt standard stars (Landolt 1992) in photometric nights. This was also used to establish a local sequence which was used to calibrate the other observations. In brackets are indicative estimates of the errors, obtained from the values measured on several reference nights through artificial stars experiments, i.e. adding a fake star, as bright as the SN, in several different positions around the SN location, and measuring the spread of the resulting magnitudes with the same procedure used for the SN. The codes for the telescope/instrument used are as follows: 1= Danish 1.54m + DFOSC, 2= MPG/ESO 2.2m + EFOSC2, 3= ESO 3.6m + EFOSC1, 4= NTT + SUSI, 5= Dutch 0.91m, 6= NTT + EMMI, 7= Asiago 1.82m + AFOSC, 8= ESO 3.6m + EFOSC2, 9= TNG + OIG, 10= ESO 1.0m, 11= HST WFPC2 Archive. Table B1 : (1) the SN name; (2) the apparent B magnitude at maximum; (3) the stretch factor (s −1 ) and (4) the ∆m15(B) obs measured as explained in §2.1, not corrected for colour excess; (5) the Galactic colour excess E(B − V ) gal from Schlegel et al. (1998) ; (6) the colour excess at the blue maximum E(B − V )max corrected for galactic extinction; (7) the colour excess measured in the tail: E(B − V ) tail , corrected for galactic extinction; (8) the weighted mean of E(B − V )max and E(B − V ) tail :
is not available; (9) distance modulus µ from the Nearby Galaxy Catalogue (Tully 1988) ; (10) the recession velocity v 3k with respect to the microwave background from NED. The data sources are reported in Table B2 . Table B1 . Table B1 . Table B2 . Table B2 . 
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APPENDIX C: B BAND TEMPLATES
