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SUMMARY
Despite the widely recognized importance of the spatio-temporal clustering of earthquakes,
there are few robust methods for identifying clusters of causally related earthquakes. Recently,
it has been proposed that earthquakes can be linked to their nearest neighbour events using
a rescaled distance that depends on space, time and magnitude. These nearest neighbour
links may correspond either to causally related event pairs within a clustered sequence or
a non-causal relationship between independent events in different sequences. The frequency
distribution of these rescaled nearest neighbour distances is consistent with a two-component
mixture model where one component models random background events and the other models
causally related clusters of events. To distinguish between these populations, a binary threshold
has commonly been used to separate the clustered and background events. This has an obvious
weakness in that it ignores the overlap of the two distributions and therefore all uncertainty
in the event pair classification. It is also restricted so far to treating the two modes as normal
distributions. Here we develop a new probabilistic clustering framework using a Markov
Chain Monte Carlo mixture modelling approach which allows overlap and enables us to
quantify uncertainty in event linkage. We test three hypotheses for the underlying component
distributions. The normal and gamma distributions fail to fit the tails of the observed mixture
distribution in a well-behaved way. In contrast, the Weibull mixture model is well-behaved in
the tail, and provides a better fit to the data. We demonstrate this using catalogues from Southern
California, Japan, Italy and New Zealand. We also demonstrate how this new approach can
be used to create probabilistic cluster networks allowing investigation of cluster structure and
the spatial, temporal and magnitude distributions of different types of clustering and highlight
difficulties in applying simple metrics for cluster discrimination.
Key words: persistence, memory, correlations, clustering; Earthquake interaction, forecast-
ing and prediction; statistical seismology.
1 INTRODUCTION
There is a growing need to be able to quantitatively, robustly and
reproducibly characterize the properties of earthquake clusters. The
motivation has been driven by the growing availability of high reso-
lution earthquake catalogues, the recent focus on operational earth-
quake forecasting (Jordan et al. 2011), including the management
of induced seismicity (Bourne et al. 2014), and the need to distin-
guish between different seismic source regions for seismic hazard
assessment (Meletti et al. 2008; Alvarado et al. 2017). Current
practice often assumes a mean field statistical description of the
clustering properties with a binary separation of dependent and in-
dependent events so that catalogues can be ‘declustered’ to leave
only the background component. This practically motivated, binary
approach has meant the potentially rich behaviour associated with
the overlap of independent and clustered events has remained rel-
atively unexplored. Here we explore how we can relax the binary
assumption and hence characterize the differences in the properties
of earthquake clusters more accurately.
Broadly, earthquake clustering falls into two subjective
categories: mainshock–aftershock and swarm-type sequences.
Mainshock–aftershock clusters consist of a large event that triggers
further events that decay with time according to the modified Omori
law (Utsu et al. 1995). Swarm-type sequences are more poorly de-
fined but generally consist of many similar-magnitude events with
no obvious ‘mainshock’. Recent work (Vidale & Shearer 2006;
Enescu et al. 2009; Zhang & Shearer 2016) relates the physical
properties of the crust in Southern California to the different types
of clustering, with swarm-type clustering often associated with fluid
movements, high heat flow or aseismic slip.
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Recent methods of cluster identification have taken a multidi-
mensional approach to identifying clustering based on empirical
laws for earthquake triggering. Baiesi & Paczuski (2004, 2005) de-
veloped a space–time–magnitude nearest neighbour distance metric
for events, based on (i) the temporal and spatial separation of events,
(ii) the Gutenberg–Richter law and (iii) the earthquake hypocentre
correlation dimension, suggesting that events with smaller nearest
neighbour distances were more likely to be correlated. This in-
volves the product of a rescaled separation distance respecting the
fractal geometry of earthquake hypocentres, the interevent time, and
the fact that large events are more likely to trigger more and later
events. Zaliapin & Ben-Zion (2013a,b, 2016a) developed this idea
further by attempting to separate the bimodal nearest-neighbour
distribution observed by Zaliapin et al. (2008) into two constituent
components: background events with larger rescaled nearest neigh-
bour distance, and clustered events with smaller rescaled nearest
neighbour distance. They applied a binary threshold determined
by the crossover point of two normal distributions, fitted with an
expectation maximization approach to the distribution of rescaled
nearest neighbour distances and constructed deterministic networks
or chains of linked events to identify clusters, and highlight differ-
ences in clustering styles. The binary approach means the links are
identified as independent or dependent with a probability one. They
then proposed a topological approach to separating the identified
clusters into different types, specifically into mainshock–aftershock
and swarm type clusters and related these to underlying physical
properties of the crust.
This nearest neighbour method has subsequently been applied or
modified to investigate induced seismicity (Schoenball et al. 2015;
Zaliapin & Ben-Zion 2016b; Schoenball & Ellsworth 2017), the
background rate of events (Gentili et al. 2017), swarm sequences
(Ruhl et al. 2016; Zhang & Shearer 2016), Italian earthquake clus-
ters (Peresan & Gentili 2018) and as a comparison cluster iden-
tification technique (Moradpour et al. 2014; Reverso et al. 2015;
Maghsoudi et al. 2016). However, the binary threshold approach
ignores the overlap in the two distributions inherent in a mixture
model and therefore ignores uncertainty in the links. This is partic-
ularly problematic for events with nearest neighbour distance close
to the threshold value, which itself will inevitably be in the area
of highest uncertainty of event classification given the nature of
the model. The threshold itself is also highly dependent on the as-
sumptions made in the mixture model fit, for example the choice of
two normal distributions. Any associated bias in the fit would then
propagate through to the threshold selection and thus the constructed
clusters. In addition location errors could lead to a link crossing the
threshold and changing its type from causal to non-causal, or vice
versa (Zaliapin & Ben-Zion 2015).
Here we develop a new probabilistic approach to categorizing
nearest neighbour event pairs in order to construct distinct earth-
quake clusters in the form of a network or chain of links with a
probability of being causal between zero and one. We implement a
Markov Chain Monte Carlo (MCMC) mixture model as an alterna-
tive to the expectation maximization approach employed by Hicks
(2011) and Zaliapin & Ben-Zion (2013a,b, 2016a). This allows us
to sample not one but many mixture fits to the distribution to high-
light the uncertainty in the model fit, and how this propagates into
the categorization process. We test three hypotheses for the under-
lying component distributions—normal distributions assumed by
Zaliapin & Ben-Zion (2013a), gamma distributions and Weibull
distributions as alternates. We apply the three models to earthquake
catalogue data from Southern California. The Weibull model is
clearly preferred as a better fit to the data, with well-behaved tails,
and we demonstrate that it is also a good fit to independent data
sets from Japan, Italy and New Zealand. We then identify clusters
of events where each link has an associated probability of causality,
and examine the nature of the clusters. Finally, we demonstrate how
this link uncertainty can then be propagated to the resulting cluster
statistics.
2 THEORY
2.1 Nearest neighbour distances
Zaliapin & Ben-Zion (2013a) proposed a space–time–magnitude
nearest neighbour distance metric based on earlier work by Baiesi
& Paczuski (2004), where for each event j the rescaled distance to
each previous event i
ηi j = ti j (ri j )d f 10−bmi , (1)
where tij is the interoccurrence time in years between events i and j
and rij is the epicentral distance in kilometres. mi is the magnitude
of the potential parent event, b is the Gutenberg–Richter b-value
and df is the earthquake epicentre correlation dimension (Kagan
2007) describing the spatial distribution of earthquakes. The nearest
neighbour parent is then the event which has the minimum distance
from an event j, such that
η j = min(ηi j ). (2)
The metric ηj can be considered a rescaled nearest-neighbour
distance, and will be referred to as such in this paper to distinguish
from a spatial or hyperspatial distance in the text to follow. For most
of this paper we use the relocated Southern California earthquake
catalogue from Hauksson et al. (2012) (available from http://sced
c.caltech.edu/research-tools/downloads.html) for 1981–2011. This
includes 111 981 events with M ≥ 2.0. Following current practice,
we assume a fixed value of b = 1 in this work (e.g. Zaliapin & Ben-
Zion (2013a)), close to calculated values reported in the literature
for Southern California (e.g. Kamer & Hiemer 2015). This choice
leads to some circularity in the method since fixing b implies that we
do not expect it to vary between clusters of different style. This may
not always be the case, for example in volcano-tectonic settings. A
df value of 1.6 is used throughout this work as suggested by Zaliapin
& Ben-Zion (2013a, 2016a). Zhang & Shearer (2016) tested several
variations of this value in Southern California and found that the
cluster identification was not greatly affected by alternate choices,
though Vasylkivska & Huerta (2017) and Peresan & Gentili (2018)
both found that in some areas this could have a significant impact
on the binary separation threshold for causally related events.
The inclusion of magnitude in such an analysis allows larger
events to be linked with events that occur at greater temporal or
spatial distance than smaller events. This is a big advantage over
purely spatiotemporal clustering methods or analysis, because it
acknowledges the greater effect of larger events.
The frequency distribution for the rescaled nearest neighbour dis-
tance ηj in Southern California is shown in Fig. 1(a). It confirms that
the distribution is bimodal. We can also decompose the distribution
into two dimensions by splitting our ηj into a rescaled time and a
rescaled distance component such that
t j = ti j10−0.5bmi , (3)
r j = (ri j )d f 10−0.5bmi , (4)
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Figure 1. (a) Histogram of rescaled nearest neighbour distances ηj for the Southern California M2+ catalogue 1981–2011 with the binary threshold suggested
by Zaliapin & Ben-Zion (2013a) marked by the vertical red line. (b) Rescaled time (tj) and rescaled distance (rj) components (see eqs 3–5) for the same
catalogue confirming the bimodal distribution of nearest neighbour distances in two dimensions.
η j = t j r j , (5)
where we have already calculated the most likely parent event i
based on the rescaled nearest-neighbour distance ηj. The frequency
distribution for these two components is shown in Fig. 1(b). These
are also bimodal. One mode is at larger rescaled times and dis-
tances, which Zaliapin & Ben-Zion (2013a) demonstrate is equiv-
alent to a Poisson process of independent background events. The
other is at much smaller times and distances, indicating event pairs
that are more clustered than expected for a Poisson process. Hicks
(2011) confirmed this bimodality also exists in catalogues from
New Zealand and Japan, so we have also applied our method to
these areas.
Baiesi & Paczuski (2004, 2005) suggest that events with the
smallest nearest neighbour distance are less likely to have occurred
randomly, and thus are the most highly correlated events. Zaliapin
& Ben-Zion (2013a) extended this by applying a normal mixture
model to the bimodal nearest neighbour distribution and applied a
threshold determined by the crossover point of the two distributions
to split the two components into background and clustered events.
Moradpour et al. (2014) proposes that separating the 2-D rescaled
time-distance distributions (Fig. 1b) is a better approach than sep-
arating the 1-D distribution (Fig. 1a). This is a popular alternative
to the 1-D separation (e.g. Davidsen et al. 2015; Maghsoudi et al.
2016, 2018).
If we assume that the two components of the distribution arise
by different mechanisms then the overlap of the two components
must also be important in describing the combined distribution. The
fixed binary threshold of Zaliapin & Ben-Zion (2013a) neglects this.
Therefore we propose an MCMC approach (e.g. Gallagher et al.
2009) to the mixture modelling as outlined below which will allow
us to investigate this overlap and take a probabilistic approach to
categorizing events as dependent or independent, and hence part of
a causally related cluster or not.
2.2 Mixture modelling
Mixture models are used to model distributions which are composed
of, or can be approximated by, a linear sum of component distri-
butions. Here we explore mixtures of different distribution types to
identify a robust approach to modelling the distribution of nearest
neighbour distances. We require two components in the mixture,
one for the independent or background events and another for the
causally related or triggered events that form clusters.
Normal distributions are most commonly used for the compo-
nents of mixture distributions and there are many standard tools
available to perform this analysis. Mixtures of other types of dis-
tribution are much less commonly employed. We consider three
different distribution types to fit the nearest neighbour distance
distribution: the standard normal mixture applied to the log of
the rescaled nearest neighbour distance distribution making it log-
normal in linear space, a Gamma mixture and a Weibull mixture.
There are theoretical reasons for the choice of the Gamma and
Weibull distributions to the background component of the rescaled
nearest neighbour distance as discussed in the following sections,
and the (log) normal distribution is used for comparison due to its
use in the existing literature. We restrict the analysis in this paper to
pairs of the same component mixture models, given the lack of the-
oretical models describing the rescaled nearest-neighbour distance
behaviour of clustered events.
A mixture model consists of k component distributions, where
the component distributions F(x) are each described by a vector of
parameters a j and the contribution of each component distribution
is described by some weighting parameter w, where the sum of the
elements of w over all components will be equal to unity, such that
P(x | a,w, k) =
k∑
j=1
w j F(x | a j ), (6)
where a is a matrix containing the parameters for each component
a j . Thus, the conditional probability of some value x, given the
parameters of the component distributions and their weighting, is
equal to the sum of the weighted probabilities of the component
distributions.
Here we restrict the analysis to two components (k= 2) defining a
background and clustered distribution of rescaled nearest neighbour
distances ηj. In order to model these components we must choose
a suitable distribution for each component of the mixture. We can
then use MCMC sampling to identify appropriate values for the
distribution parameters a j and for the weighting parameter wj, as
well as for the uncertainties in the underlying parameters and the
resulting frequency distribution.
The MCMC method relies upon a Bayesian hierarchical model to
identify a number of possible model solutions by sampling from the
posterior distributions, which are generated using Bayes theorem.
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An MCMC approach to mixture modelling thus aims to find suit-
able posterior values for all the model parameters. We take a Gibbs
sampling approach to mixture modelling as described by Diebolt &
Robert (1994) which samples each parameter posterior conditional
on the values of the other parameters. We assign to each parameter
of interest a prior distribution which is described by some hyper-
parameters. This method also includes a step which assigns each
data point a variable Zi which describes if the event belongs to one
distribution or the other, which is calculated based on the other
parameter values at the current iteration such that
P(Zi = j | k,w) = w j , (7)
(xi | k, Zi = j) ∼ F(xi | a j ), (8)
where eq. (8) describes how the subset of x assigned variable Zi
= j is described by parameters a j . Our data x in the following
distributions are the rescaled nearest neighbour distances ηj.
Gibbs sampling samples from the conditional posteriors of the
parameters making use of conjugate pairs—if the prior and the
posterior distribution are conjugate and the posterior is of the form
of a known distribution, the posterior can be sampled directly as the
hyperparameters of the prior are related to those of the posterior.
It does this for each parameter in the model, conditional on the
other parameter values. As such, if conjugate priors are available,
an acceptance or rejection step is not required and such a model is
therefore more straightforward to implement than other sampling
methods. For mixtures of data where the posterior is not a known
distribution, an acceptance ratio must be determined so that new
proposed values can be accepted or rejected. For this we use a
Metropolis step which makes a small perturbation to the existing
parameter value drawn from a normal distribution.
2.2.1 Normal mixtures
Normal mixture models have been applied by several authors (e.g.
Zaliapin & Ben-Zion 2013a, 2016a) to analyse the interevent dis-
tance distributions. This is primarily due to the ease of implemen-
tation of a normal mixture and a reasonable first order fit to the
data. There is no underlying theoretical reason to prefer normal
distributions. The normal mixture model was implemented in R
(R Core Team 2018) using OpenBUGS (Lunn et al. 2009) and the
R2OpenBUGS package (Sturtz et al. 2005).
For a mixture of two normal distributions the probability density
function is
p(x | μ, σ,w, k) =
2∑
j=1
w j N (x | μ j , σ 2j ), (9)
where μ is the mean of the distribution and σ 2 is the variance. It is
often more useful in this context to consider the precision τ = 1
σ 2
which allows the use of conjugate priors for μ and τ . For a normal
distribution, choosing a normal prior for the mean will ensure a
normal distribution for the posterior of the mean. Once a prior
distribution has been chosen, hyperparameters for this distribution
are also specified. In the case of a Gaussian conjugate prior, the
hyperparameters would be μ0 and τ 0. A conjugate prior also exists
for the precision parameter of a Gaussian distribution: a gamma
distribution with hyperparameters α and β, which gives a gamma
posterior distribution.
The mixture weighting w is determined through a Dirichlet dis-
tribution. This gives our prior distributions as
μ j | k ∼ Normal(μ0, τ0), (10)
τ j | k ∼ Gamma(α, β), (11)
w | k ∼ Dirichlet(φ1, φ2), (12)
where j = 1, 2 and we can set φ1 = φ2 = 1 to give a uniform
prior on the weights. The posterior densities can be approximated
by combining the likelihood of the mixture distribution with the
selected prior distributions. For a normal distribution this gives
conditional posterior densities of
μ j | x, k, Z, τ ∼ Normal
(μ0τ0 + τ j ∑ni=1 xi
nτ j + τ0 , nτ j + τ0
)
, (13)
τ j | x, k, Z, μ ∼ Gamma
(
α + n
2
, β +
∑n
i=1(xi − μ j )2
2
)
, (14)
w | x, k, Z, μ, τ ∼ Dirichlet(φ1 + n1, φ2 + n2), (15)
where nj in the Dirichlet() is the number of data assigned to com-
ponent j.
For a two component normal mixture, there are five free parame-
ters: two means, two precisions and a weight. The range of support
of the normal distribution allows for the normal mixture to be fitted
to the log of the nearest-neighbour distribution, but the Gamma and
Weibull distributions are strictly limited to positive values and so
are fitted to the original ηj values and then transformed to log space
in Fig. 2 for ease of visualization.
2.2.2 Gamma mixtures
The next most obvious choice is a mixture of gamma distributions.
The motivation of the gamma mixture is derived from Touati et al.
(2009) who demonstrated that the earthquake interevent time dis-
tribution can be modelled using a gamma-exponential mixture. If
we consider the background events to be random in time with a
constant rate, an exponential distribution of interevent times should
be anticipated. The gamma distribution models the triggered events.
This Gamma-Exponential mixture is just a special case of a two
component gamma mixture where the shape parameter of one of the
distributions α = 1, so a mixture of two gamma distributions was
implemented using R code modified from Mohammadi et al. (2013)
for a two component gamma mixture model, which makes use of
functions in the gtools package (Warnes et al. 2015). Restricting the
shape parameter of the background distribution in this way, however,
resulted in a very poor fit to the nearest-neighbour distribution, and
this assumption was relaxed in further modelling and in the results
demonstrated below.
The probability density function for a mixture of two gamma
distributions, each with shape parameter α and rate parameter β is
then
p(x | α, β,w, k) =
2∑
j=1
w j Gamma(x | α j , β j ). (16)
The rate parameter β is sampled from a gamma conjugate prior
Ga(α0, β0). The α parameter is also assigned a gamma prior α ∼
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Figure 2. Two component mixture modelling of the Southern California earthquake catalogue for M > 2 using MCMC. The top row shows the results for the
normal mixture model, the middle row shows the gamma mixture and the bottom row the Weibull mixture. The left hand figures use the posteriors to plot 100
samples of each mixture distribution in grey on top of the rescaled nearest neighbour distribution (shown as a histogram) to illustrate the uncertainty in the fit.
The right figures show the same histograms with the conditional probability that an event with given ηj belongs to the clustered distribution given the mean
parameter posterior values for both component distributions. The colour of the line is also used to highlight this with red events having cluster probability = 1
and blue events with cluster probability = 0.
Ga(μ, ν) but in this case the posterior is not of known form and so a
Metropolis step is required to sample from the posterior by making
slight perturbations to the previous value drawn from N(0, ζ )
The conditional posterior distributions are then:
w | x, k, Z, α, β ∼ Dirichlet(φ1 + n1, φ2 + n2), (17)
β j | x, k, Z, α ∼ Gamma(α0 + n jα j , β0 +
∑
xi ), (18)
f (α j | x, k, Z, β) ∝
( βα jj

(α j )
)n j (∏
xi
)α j
α
μ−1
j e
−να j , (19)
where i = 1...n, where n is the number of data points. With the
acceptance ratio for the new α values calculated using the equation:
Pr (α, α∗) = min(1, r ), (20)
where r is defined as
r =
(

(α)

(α∗)
)n(∏
βx
)α∗−α(α∗
α
)μ−1
eν(α
∗−α) q(α
∗)
q(α)
. (21)
The acceptance ratio is calculated by comparing posterior densi-
ties of the current and updated α distribution and multiplying this
by the ratio of updated to current values of the proposal function.
In this case a Gaussian proposal distribution has been used. The
symmetry of the Gaussian distribution would mean this ratio was 1
and the ratio is simply that of posterior densities of α. However as
the proposals are for a distribution with uneven support (α must be
greater than 0), it is necessary to account for this in the acceptance
ratio. The parameter q() is the ratio of normalizing constants that
are not cancelled here due to their dependence on α and α∗—as
we are using a Gaussian distribution this is simply the Gaussian
CDF at α/ζ and α∗/ζ . This step has been included for mathe-
matical completeness, in practice values less than 0 were never
encountered.
For a two component gamma mixture, there are five free pa-
rameters: two shape parameters, two rate parameters and a weight.
Forcing a gamma-exponential mixture reduces this to four free pa-
rameters since the shape parameter for the exponential component
is identically one.
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2.2.3 Weibull mixtures
The Weibull distribution was suggested by Zaliapin et al. (2008)
as the distribution of nearest neighbours resulting from an n-
dimensional time-stationary space-homogeneous Poisson process.
Hicks (2011) demonstrates that for an n-dimensional sphere the dis-
tribution of nearest neighbours from an n-dimensional Poisson pro-
cess would follow a Weibull distribution, and Zaliapin & Ben-Zion
(2013a) demonstrate that the Weibull CDF is a good approximation
to the cumulative distribution of nearest neighbour distances. How-
ever, they did not formally implement it within a mixture model.
The Weibull distribution is also closely related to the exponential
distribution, with the exponential being a special case of the Weibull
distribution with scale parameter a = 1.
We use the following Weibull probability density:
f (x) = aθxa−1 exp(−θxa), (22)
for a shape parameter a and a scale parameter θ , as in Marı´n et al.
(2005). This gives the probability density function for a mixture of
two Weibull distributions as
p(x | a, θ,w, k) =
2∑
j=1
w j Weibull(x | a j , θ j ). (23)
Choosing this parametrization of the Weibull distribution allows for
the use of a gamma conjugate prior for the scale parameter θ j ∼
Gamma(αθ , βθ ), and we use a gamma prior for a such that a ∼
Ga(αa, βa) which again requires a Metropolis step. The conditional
posteriors are then:
w | x, k, Z, θ, a ∼ Dirichlet(φ1 + n1, φ2 + n2), (24)
θ j |x, k, Z, a ∼ Gamma
(
n j + αθ , βθ +
∑
x
a j
i
)
, (25)
f (a j |k, x, Z, θ ) ∝ an j+αa−1j exp
×
{
−a j
(
βa −
∑
log xi
)
− θ j
∑
x
a j
i
}
, (26)
The acceptance ratio for new a values is then
Pr (a, a∗) = min(1, r ), (27)
where r is now
r =
(a∗
a
)n+αa−1
exp
×
((
βa −
∑
(log(xi ))
)
(a − a∗) + θ
∑
(xai − xa
∗
i )
)q(a∗)
q(a)
,
(28)
and again we include a step to account for the uneven support of the
distribution in the Metropolis step.
For a two component Weibull mixture, there are five free param-
eters: two shape parameters, two scale parameters and a weight.
3 RESULTS
3.1 Three mixture models applied to the Southern
California earthquake catalogue
We have applied the Normal, Gamma and Weibull mixture models
to the nearest neighbour distance distribution derived from the re-
located Southern California earthquake catalogue from Hauksson
et al. (2012) (available from http://scedc.caltech.edu/research-too
ls/downloads.html) for 1981–2011. This includes 111 981 events
with M ≥ 2.0 (Fig. 2).
When judging the quality of the fitting, we are interested in two
factors. The first is how well the mixture model describes the distri-
bution of the rescaled nearest neighbour distance ηj. The second is
whether the tails of the probability distribution of an event pair being
background or clustered are well behaved, i.e. that the probability
of a pair of events being clustered tends to 0 at large ηj and tends
to 1 at short ηj. This second criterion is illustrated in the right hand
column of Fig. 2, which shows the probability of an event belonging
to the clustered distribution. The colour of the curve indicates the
probability of an event being clustered, such that blue events have 0
probability of being clustered and red events have a probability of
being clustered of one.
Visually, the Normal mixture is a reasonable fit to the underlying
rescaled nearest neighbour distribution to first order and results
in small uncertainties in the fit as shown by the narrow range of
possible fits shown in grey (Fig. 2a). Hence it appears to describe
the clustered component very well. However there is a bias. The
normal distribution overestimates the number of events with the
largest ηj, expecting more events at greater ηj than are present in
the catalogue. Our analysis showed that this problem is particularly
troublesome for smaller data sets with a higher minimum magnitude
cut-off. The slow decay of the tails at increasing distance from
the mean of each component is problematic for both background
and clustered components of the distribution, with the tails of the
clustered component decaying at a much slower rate than the tails
of the background component. This causes significant overlap of
the distributions for events with large ηj and suggests significant
uncertainty in links at these distances. This overlap of the tails at
the largest distances causes significant problems. The conditional
probability of an event being clustered increases as a consequence of
the overlapping tail behaviour (Fig. 2b). Due to the shape and slow-
decaying tail of the clustered distribution compared to background,
the probability of events belonging to the clustered distribution does
not tend to 0 with increasing ηj and in fact increases at the largest ηj.
It is unphysical for the largest rescaled nearest neighbour distances
to be associated with the triggered component and unlikely that
events at significant ηj would be the most uncertain. Hence we can
reject the normal mixture model for the distribution of rescaled
nearest neighbour distances ηj.
The Gamma mixture model Fig. 2(c) is a better fit for the largest
ηj events, but this time the fit to the clustered component at low
ηj is poor. Moreover the tail of the Gamma fit to both component
distributions is long and slow to decay, which results in more signif-
icant overlap of the distributions and a greater area of uncertainty
where it is unclear which distribution individual event pairs should
be associated with. This is reflected in the probability graph, as the
probability that an event belongs to the cluster distribution levels
off at around 0.8, and then slightly decreases for the smallest ηj,
again due to the overlapping of the distribution tails. This behaviour
at short interevent distances is also unphysical—we would expect
events with the smallest rescaled nearest neighbour distances to be
almost certain to be causally related, with probability close to or
identical to 1.
The Weibull mixture provides the best fit to the two component
distributions and the distribution as a whole. There is less spread
in the resulting distributions for the Weibull mixture (Fig. 2e) than
that of the Gamma mixture (Fig. 2c), indicating less uncertainty in
the fit. The tails of the Weibull distribution are faster to decay than
the gamma, reducing the area of overlap of the two components for
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Table 1. Log-likelihoods for Weibull and Gaussian mixture fits to Southern
California M2 +, Japan M4.5 + 1976–2016, Italy M2 + 2006–2016 and
New Zealand M2.5 + 2007–2017 rescaled nearest neighbour distances.
Region Weibull Gaussian Gamma
Southern California 1 204 592 1 205 102 1 200 675
Japan 173 826 173 992 –
Italy 245 878 245 683 –
New Zealand 801 123 798 274 –
this catalogue. This area of overlap has now been shifted to more
intermediate distances compared to the normal mixture. The cluster
probabilities are well behaved at both large interevent distances
where it decays to 0 and at short interevent distances where it tends
to 1.
The log-likelihoods for each of the mixture models were calcu-
lated and are shown in Table 1. The gamma mixture performs the
worst in terms of log-likelihood, but the Weibull and normal dis-
tributions perform similarly well. The log-likelihoods relate to the
total mixture fit, and not the performance of the individual compo-
nents. Given the similarity in the resulting likelihoods, we impose
the requirement that the clustering probabilities resulting from the
fits is consistent with expected physical behaviour.
For each of these fits we present the parameter posterior and
prior distributions in Fig. 3. The Gamma mixture priors are clearly
not ideal, and broader priors may have led to faster convergence.
The other prior distributions are intentionally broad so as not to
unnecessarily restrict possible solutions, and the resulting posteriors
show a very limited range in comparison. This low uncertainty in
the fits is achieved by using larger data sets—smaller data sets
will have a larger uncertainty and broader posterior distributions.
This is demonstrated in Fig. 4 which splits the California catalogue
into one year segments and calculates the Weibull mixture fit for
each segment. The posteriors of the individual years are much more
variable than for the full catalogue due to the smaller data set.
Many of the fits in this figure are also clearly biased from the
larger data set results by the distribution of individual years—this
is highlighted particularly in years which have experienced large
earthquakes which leads to an increase in clustered events and a
markedly different total nearest neighbour distribution compared
to years without large event sequences. This is also the cause of
the large variation in the weighting parameter w. This suggests that
there may be considerable differences in linked events if different
subsections of the same catalogue are used. The mean posterior
values for each parameter are used to calculate the probability fits
in Fig. 2, though in practice we use the full parameter posterior
distributions in the construction of the probabilistic networks as
outlined below.
All of these mixture models highlight the potentially significant
overlap between the clustered and background components. This
demonstrates a degree of realistic uncertainty in how event pairs
should be classified. It is very clear from these plots that the practice
of using the minimum between the two distributions to separate
the background and clustered components (as in Zaliapin et al.
(2008)) is a significant oversimplification when characterizing the
background and clustered components. Our method accounts for
the allocation uncertainty arising from the overlap (illustrated in
the right-hand column of Fig. 2). This allows us to develop and
Figure 3. Posterior distributions for the mixture model parameters (coloured
blue for background components and red for the clustered component dis-
tribution) for the normal (top, see eq. 9), gamma(middle, see eq. 16) and
Weibull (see eq. 23) mixtures, with the prior distributions shown in black.
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Figure 4. Posterior distributions for the parameters of the Weibull fit for yearly Southern California catalogues, with the posterior for the total catalogue shown
in grey. Blue represents the parameters of the background component and red the parameters of the clustered component.
apply a new method for probabilistically categorizing event pairs
as causally related or not, as presented in Section 3.3. First, we
demonstrate the suitability of the Weibull mixture on three different
catalogues.
3.2 Application of Weibull mixture modelling to Japanese,
New Zealand and Italian catalogues
We now apply the Weibull mixture model to three further cata-
logues to demonstrate the opportunities and some limitations of the
method. Fig. 5 shows samples taken from the posteriors for the
Japanese, Italian and New Zealand catalogues.
The Japan catalogue consists of 16 744 events of M ≥ 4.5 be-
tween 1976 and 2016 as taken from the USGS catalogue (earth-
quake.usgs.gov/earthquakes for the area covered by latitude 20–
50, longitude 129–150 between 4/10/1976 and 4/10/2016). The
New Zealand data includes 84984 events of magnitude M ≥ 2.5
between 1/1/2007 and 1/1/2017, available from GeoNet (https:
//www.geonet.org.nz/data/types/eq catalogue). The Italian data set
is from INGV (at http://cnt.rm.ingv.it/, ) for M≥ 2.0 events between
12/10/2006 and 12/10/2016.
The Weibull mixture performs well on all three catalogues. In
each case we see that the background peak is more prominent than
the clustered one. This is less obvious in the Southern California
catalogue (Fig. 1a) or shorter data sets which may have a larger com-
ponent of short-term clustering, particularly if windowed around
larger events. This suggests that the choice of catalogue or time
window for analysis will have a significant impact on the resulting
mixture model fits, and therefore on the links themselves. The Ital-
ian catalogue has a much larger cluster component than the New
Zealand or Japanese catalogues, both of which have a significant
proportion of total events in the background distribution. This is fur-
ther confirmed by studying the resulting weights of each component
distribution. While the Southern California and Italian catalogues
have a roughly 50–50 split of clustered and background events, the
Japanese fits suggest 69 per cent of events are in the background
distribution and the New Zealand fits suggest 83 per cent of events
are in the background distribution. In the case of the Japanese cat-
alogue, this may be due in part to the higher magnitude cut-off,
which would exclude many more smaller magnitude aftershocks.
The Japanese earthquake catalogue has the greatest uncertainty in
the Weibull fits, as shown by the wider confidence band from su-
perposing the MCMC fits in Fig. 5(a) compared to Figs 5(b) and
(c). This is a result of the smaller catalogue which leads to greater
uncertainty in the fit.
A log-likelihood comparison for normal and Weibull mixtures for
each of these data sets is shown in Table 1. The table shows that in
the New Zealand and Italian examples, the Weibull model performs
better than the normal, but that the opposite is true in Southern
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Figure 5. Nearest neighbour distance distribution histograms for (a) Japan 1976–2016 M ≥ 4.5, (b) Italy 2006–2016 M ≥ 2.0 and (c) New Zealand 2007–2017
M ≥ 2.5.
California and Japan. In all cases, the log-likelihoods are similar
for either model. The shape of the clustered distribution varies in
different regions and over different time periods, as demonstrated
by the posteriors of the yearly fits in Fig. 4. It is therefore important
to construct a model that fits the background component, which is
demonstrably more similar in different areas, than to attempt to per-
fectly fit the clustered distribution, which varies between different
data sets. Furthermore, as demonstrated in the right hand column
of Fig. 2, the Weibull distribution is the mixture which results in
clustering probabilities that are consistent with current understand-
ing of earthquake clustering behaviour, with events which are closer
together in some space-time sense more likely to be clustered than
events with larger rescaled nearest neighbour distances.
In all three cases the clustered distribution is stretched to the
smallest ηj due to events at very small rescaled nearest neighbour
distances. In the Japanese earthquake catalogue there are only a few
of these events, and these are events that occur very close in time
or space or have a very large magnitude parent. In both the New
Zealand and Italian catalogues these small events cause significant
tails towards the smallest ηj values. In Fig. 6 we examine how this
arises by separately considering the spatial (b, h), temporal (c, i)
and magnitude scaling (d, j) components of the smallest nearest
neighbour distance pairs, those with ηj < 10−9 in the Italian case
(982 of 27 939 events) and ηj < 10−11 in the New Zealand data (1398
of 84 984 events) as shown by the dashed lines in Figs 6(a) and (g).
These thresholds were chosen by examining the rescaled nearest
neighbour distributions to see where the tails might be expected to
decay, as occurs in other mixture fits without the very small rescaled
nearest neighbour distance events. We also show how these event
pairs with small ηj occur within the larger catalogue. The events
at very small rescaled nearest neighbour distances defined by these
thresholds are shown in red in comparison with the full catalogue
in the time–magnitude plots (e, k) and the maps (f, l) to highlight
where these lie within the catalogue.
By examining the individual components of the smallest ηj in
both of these catalogues, we find similarities in the distribution of
parent magnitudes—the events with smallest ηj are most likely to
be linked to small magnitude events, which explains our observa-
tion that the number of events at small nearest neighbour distances
reduces at a higher magnitude cut-off. Though this observation
holds for both catalogues it is also true that the smallest ηj events
are not exclusively linked to small parents. A significant number
of these events, especially in the Italian catalogue, are linked to
larger magnitude parents which would result in smaller ηj due to
the multiplicative nature of the rescaled distance (eq. 1).
The time to parent for small events in Italy (Fig. 6c) has a bi-
modality with a significant number of the events with small ηj
having a small time to parent. The New Zealand small ηj time to
parent distribution (Fig. 6i) does not demonstrate this bimodality
with most of the small ηj events occurring at larger time to parent
and only a few events at the shortest times to parent.
The time–magnitude graphs (Figs 6 e and k) show us that the
events with small ηj occur throughout the catalogue, with more of
these events around the larger events in the sequence. We also see
from the maps (Figs 6 f and l) that such events are not limited
by geographic area and that there are simply more of them within
the large earthquake sequences. In particular, it appears from the
geographical location of these events within the Italian catalogue
that the smallest ηj event pairs may be related to large earthquake
sequences or swarms.
Though both catalogues have some events at larger distance to
parent, there are many small ηj event pairs that have a very small
spatial distance to parent. In this case these events are detected as
occurring at the same location, and a small fixed spatial separation
is then set by the algorithm. These are shown in grey in Figs 6(b)
and (h). Thus we see that many events in the Italian catalogue occur
at the same spatial location as their parents, and these make up more
than half of the events with very small ηj. However there are also
events that occur at spatial distances of 10−2−102 km, which would
not be considered extraordinary. These events have a small total
rescaled distance ηj due to (a) their time to parent, which can be
as small as 10−10 years or (b) to the magnitude rescaling resulting
from a large magnitude parent or (c) some combination of these
factors due to the multiplicative nature of the total ηj.
Similarly in the New Zealand catalogue we see that events with
small ηj most likely arise as a consequence of colocated events
(Fig. 6h). Some of these events can be linked with mining or
quarrying operations and others are related again to large earth-
quake sequences, especially the 2016 Kaikoura earthquake. There
is a marked increase in the number of events with small ηj from
2012 onwards, when GeoNet switched to calculating locations au-
tomatically. This highlights potential issues with artefacts of data
collection propagating into possible contamination of inference in
underlying physical processes.
The New Zealand and Italian catalogues allow us to explore the
consequences of colocated events on the method (e.g from quarry
blasts or repeating events identified and located using template
matching). In such cases the rescaled interevent distance becomes 0
and therefore ηj ≡ 0. This introduces a problem for the (log)normal
mixture, since we cannot take the log of 0, but is also problematic
as events will be linked to this parent due to the very small space
component regardless of the time component. The choices on how
to proceed are (i) to remove all of the colocated events (possibly
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Figure 6. A comparison of the smallest ηj events in the Italy and New Zealand catalogues. The ηj distribution (a, g) for both catalogues includes a significant
number events at very small ηj, those to the left of the dashed line. The smallest ηj can be deconstructed into the individual components—(nonrescaled, spatial)
distance (b, h, with colocated events given a small fixed separation shown in grey), time (c, i) and b-value scaled parent magnitude (d, j) components. These
small ηj events are shown in red in the time-magnitude (e, k) and location (f, l) plots of each catalogue.
retaining the first, but recognizing that there may well be a preced-
ing event beyond the applied temporal window), (ii) not to allow
connections between colocated events or (iii) to set the distance
between colocated events to a small finite value such as the location
uncertainty. All of these choices have problems from a theoretical
perspective, particularly since true repeating events may genuinely
be colocated. We take the pragmatic choice of setting the spatial
distance to some minimum value. The consequence of this is that
we could treat these colocated events as a third component; rather
than doing so here, we leave this as a discussion point to address in
future work.
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3.3 Probabilistic cluster networks
Once the mixture model components have been modelled, these
distributions can be used to identify individual earthquake clusters.
In graph theory, a spanning tree is a graph which links all vertices
of a graph using the smallest number of links between events. In
this case, a spanning network can be generated by linking every
event in the catalogue to its nearest neighbour parent only. In order
to extract families of related events it is then necessary to crop the
links between events believed to be independent, leaving the clus-
tered events linked. Zaliapin & Ben-Zion (2013a,b) used a binary
threshold to deterministically separate the links into two populations
termed ‘background’ and ‘clustered’ events and trimmed the span-
ning network to retain the clustered linkages. They then went on to
analyse the properties of these remaining clustered networks. This
process does not appropriately handle uncertainty resulting from
the overlapping distributions of background and clustered events
illustrated in Sections 3.1 and 3.2.
We improve on this method through the construction of proba-
bilistic cluster networks, which propagate uncertainty in the links
through to the resulting cluster sequences. Once a mixture model has
been fitted to the rescaled nearest neighbour distances, the probabil-
ity that an event with a given ηj belongs to the clustered component
can be calculated as shown by the coloured curves on the right hand
column of Fig. 2. This allows us to assign a probability of linkage for
each event to its nearest neighbour parent, based on the distribution
the ηj most likely belongs to. The links in the network can then be
‘thinned’ in a similar manner to the stochastic declustering method
of Zhuang et al. (2002, 2004), where the clustering probability can
be compared with a random variable to decide if the link should
be retained or not. The use of the MCMC approach for the mixture
modelling allows us to repeatedly resample from the parameter pos-
terior distribution when assessing the uncertainty in a given link.
This stochastic thinning removes links from events which are iden-
tified as background and results in a number of cluster networks
within the catalogue. Each link in the catalogue has some weight or
certainty calculated by how often it is retained over many stochas-
tic realizations, which is determined by the conditional probability
of an event belonging to the clustered component, using different
samples from the MCMC chain for each stochastic realization.
This method makes use of the full distributions identified in the
MCMC mixture model to condition which links should remain and
thus explicitly takes into account the overlap of the two distribu-
tions. The use of the MCMC method also allows us to quantify the
uncertainty in the retained links and reduce the likelihood of mis-
categorizing events. Uncertainly linked events could then be studied
further by incorporating physical information into the analysis or
by making use of reported errors in location which are known to
cause misclassification of events.
In Fig. 7, we show two examples of these probabilistic cluster
networks constructed using our new method. These networks are
included as a demonstration of how the probabilistic approach could
be used to study cluster sequences, using two examples of struc-
turally different sequences to highlight what can be gained from this
approach. We identify which links remain stochastically and then
colour the links based on their certainty, such that black links exist
in 75 per cent or more of realizations and yellow links in less than
25 per cent, with green and blue representing probabilities in the
range 25–50 per cent and 50–75 per cent, respectively. We have also
assigned symbols to illustrate the magnitude of each event within
the cluster and coloured the events by the time at which they occur
relative to the mainshock, defined here as the largest event in the se-
quence. The earliest events, including any foreshocks, are coloured
light pink, then red and grey with events at more than 1 yr after
the mainshock in black. This colouring is consistent across all of
the graphs in the figure. This allows us to examine the structure
of individual clusters and identify where the most uncertain links
exist. Fig. 7 includes examples from two different clusters in the
Southern California catalogue for a minimum magnitude cut-off of
2.6. Zaliapin & Ben-Zion (2013b) suggest that the structure of the
network can be used to classify a cluster as mainshock–aftershock
or swarm type sequence, so we take an example of each as explored
in their paper.
Fig. 7(a) is the probabilistic network for the 1981 Westmorland
sequence in the Salton trough and 7(b) the Landers sequence. The
Landers sequence is more burst-like in nature with one large event
(M7.3) linked to many smaller events in a fairly traditional after-
shock sequence where some of the larger aftershocks have child
events of their own. The probability of an event being linked de-
creases with time from the mainshock, so while events are occasion-
ally linked at more than a year after the mainshock, the probability
that such an event would be linked is low. For the Westmorland
sequence the events are linked more linearly forming a chain rather
than a tree. Though there is one large event (M5.75) with several
aftershocks, most of the events in the sequence are of magnitude
≤4.
Using these networks we plot the time variation of the cumulative
number of events (c, d), the frequency–magnitude distribution (e, f)
and spatial (g, h) distribution of individual clusters to identify fea-
tures of interest. Figs 7(c) and (d) show the development of the clus-
ter in time from 5 days before the mainshock to 10 days after. The
burst-like structure of the Landers sequence and the large magni-
tude results in a smooth increase in the cumulative number of events
with time, while the more ‘swarmy’ Westmorland sequence grows
in a less constant manner with several events preceding the largest
event. We call this a ‘mainshock’ in retrospect, though it may not
have the same significance as it would in a ‘mainshock–aftershock’
sequence. The Westmorland sequence frequency–magnitude distri-
bution (Fig. 7e) contains many small magnitude events and one
large event with few intermediate magnitude aftershocks while the
Landers sequence (Fig. 7f) has a frequency–magnitude distribution
that is more consistent with a Gutenberg–Richter distribution. We
also note that these sequences can be markedly different depending
on the magnitude cut-off chosen. The mainshock magnitude of the
Landers event is large enough that increasing the threshold mag-
nitude does not have a large affect on the cluster structure; simply
removing the smaller events keeps the overall structure intact as it
is focused around the mainshock. For the Westmorland sequence,
removing the smaller events significantly reduces the size of the
cluster as small events are more fundamental to the generation of
the more linear structure. This suggests that a careful choice of mag-
nitude cut-off would be needed to study swarm-type structures in
particular, where the events are often small in magnitude. This also
suggests that missing small events from the catalogue could have
a significant impact on observed clustering. The effect of missing
events on resulting clusters has been studied using the ETAS model
by several authors (Zhuang et al. 2013; Wang et al. 2010; Seif
et al. 2017) and care should be taken with this in future seismicity
analysis.
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Figure 7. Clusters identified from the Southern California catalogue with minimum magnitude 2.6. Probabilistic network for (a) Westmorland sequence with
mainshock magnitude 5.75 and (b) Landers earthquake sequence, mainshock magnitude 7.3. Cumulative events with time (c, d) for each sequence, magnitude
distribution (e, f) of each cluster and spatial location (g, h) of events are also shown with the same colour/shape allocation used throughout. The shape and size
of the marker is determined by the event magnitude (see key). The events are coloured by time relative to the mainshock, with any events before the mainshock
coloured pink and events occurring more than 100 d after the mainshock in black with red events closest to mainshock and grey events between 10 and 100 d
after the mainshock. The links between events are coloured by their certainty with black events ≥ 75 per cent likely to be linked, blue links between 50 and
75 per cent certain, green links 25–50 per cent certain and yellow links ≤ 25 per cent certain.
3.4 Leaf depth uncertainty
Zaliapin & Ben-Zion (2013b) propose a topological average leaf
depth metric to discriminate swarm and mainshock–aftershock se-
quences. The average leaf depth is an average of the depth, or
number of links, from the first event in a sequence to each leaf,
where a leaf is an event with no offspring of its own. The idea is that
swarm type sequences will then have a higher average leaf depth
due to their more linear linkage while mainshock–aftershock type
sequences will have a lower average leaf depth due to the greater
number of first (or second) generation offspring events around a
large mainshock. We investigate the robustness of such a metric by
examining how it changes when considering the link uncertainties.
We have chosen to focus on the average leaf depth as this metric
is quite intuitive to understand and provides valuable information
on the cluster structure which is not so easily achieved from other
clustering metrics. To examine how the link uncertainties affect the
average leaf depth, we take average leaf depths calculated from the
results of 100 stochastic realizations. This involves resampling from
the MCMC posteriors 100 times, calculating the cluster probabil-
ities each time for a slightly different mixture fit and cutting links
based on comparison with a random variable. For each realization
we have automatically calculated the leaf depth, cluster size, the
number of leaves—defined as events with no offspring—and other
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such statistics for each cluster. Using the Southern California cat-
alogue (Hauksson et al. 2012) for events with magnitude ≥2 (a
magnitude cut-off of 2), the number of clusters identified in a real-
ization varies from 7930 clusters to 8159 clusters, where a cluster
is a sequence of at least two linked events. If there were no uncer-
tainty in the method of cluster construction the number of identified
clusters would not change.
To demonstrate how the link uncertainty is reflected in the clus-
ters themselves, in Fig. 8(a) we plot average leaf depth against
the number of leaves (events with no offspring) for five example
sequences over 100 realizations—the Landers and Westmorland se-
quences discussed earlier, the 2005 Obsidian Buttes swarm (main-
shock magnitude 5.1), the 1990 San Gabriel earthquake (mainshock
magnitude 5.51) and a swarm in the Coso region in January 1982
(mainshock magnitude 5.12). Zaliapin & Ben-Zion (2013b) suggest
that considering M2+ clusters with mainshock magnitude >4 and
family size of ≥10, there is a bimodality in the average leaf depth
variation with cluster size and number of leaves. In Fig. 8(a) the
dashed line represents the boundary suggested by Zaliapin & Ben-
Zion (2013b) of average leaf depth =5. We plot the boundary here
to allow comparison between average leaf depths obtained by the
two differing methods. Our chosen examples also fit the criteria of
cluster size and mainshock magnitude.
Fig. 8(a) shows that the more ‘swarmy’ sequences (Coso, West-
morland and Obsidian Buttes) have significant variation in average
leaf depth across this boundary, such that in some realizations they
have leaf depths around 1 and in other realizations calculated leaf
depths of more than 15. The Obsidian Buttes swarm sequence also
demonstrates significant variation in the number of leaves, though
the Westmorland and Coso sequences appear to have a more sta-
ble number of leaves and overlap significantly with each other. We
might expect the swarm-type sequences to have a smaller number
of leaves due to the more linear linkages in the cluster structure,
but as demonstrated in Fig. 7(a), swarm-type sequences at a low-
enough magnitude cut-off can display significant branching. The
San Gabriel sequence is a typical mainshock–aftershock or burst-
like sequence with one mainshock generating many offspring, and
demonstrates less uncertainty in average leaf depth. The Landers
sequence has a very high average leaf depth in many realizations,
though this is not always the case as some realizations return an av-
erage leaf depth similar to that of the smaller San Gabriel sequence.
Zaliapin & Ben-Zion (2013b) report the average leaf depth of the
Landers sequence as 11.6, which is higher than the average leaf
depth we calculate for this sequence in any of 100 realizations, and
again we see variation across this boundary.
In mainshock–aftershock sequences, the average leaf depth can
be increased significantly by events before the mainshock. Linking
even one or two smaller foreshock events will increase the aver-
age leaf depth of the cluster. In Fig. 8(b) we plot the number of
foreshocks against the average leaf depth, where we have defined
foreshocks as any event within the cluster that occurs before the
mainshock in time. At low number of foreshocks, we see that the
leaf depth increases as the number of foreshocks increases. For the
Landers and San Gabriel sequences we can see that the leaf depth
increases almost linearly with the number of foreshocks, with the
solid black line showing a 1:1 increase in leaf depth with increasing
number of foreshocks. For large sequences, the leaf depth can be
increased significantly with a few foreshocks. If there is an event
directly before the mainshock, the leaf depth of all branches in-
creases. This appears to flatten off at high number of foreshocks
in the case of the Landers sequence. There are two realizations in
which the San Gabriel sequence has 29 or 30 foreshocks, which is
significantly higher than the <5 foreshocks identified in most real-
izations. Despite this significant number of foreshocks, the average
leaf depth for these realizations is still <5. In these realizations, as
in the realizations with a large number of foreshocks for the Lan-
ders sequence, the foreshocks occur on alternate branches of the
cluster from the mainshock and are linked to the mainshock via a
branching event. This increases the number of identified foreshocks
and the number of leaves without increasing the average leaf depth
significantly, as the leaf depth of the mainshock itself is not affected.
Though the variation of average leaf depth with foreshock ac-
tivity can also explain some of the variation in the more ‘swarmy’
sequences, there is still significantly more variability than can be
accounted for in an increased number of foreshocks, and the rela-
tionship is less linear as shown in Fig. 8(b). This is related to the
more linear nature of linkages in swarm type cluster sequences,
because cutting one link can drastically reduce the cluster size,
where cutting a link in a mainshock–aftershock sequence will most
likely only reduce the cluster size by a few events. Similarly, due
to the linear nature of these sequences, cutting one link can also
reduce the number of leaves if a cropped branch leads to an event
with many offspring. This explains the variability of the number of
leaves in the Obsidian Buttes sequence. This is less of an issue for
the Westmorland sequence because almost all of the events before
the mainshock are smaller than magnitude 4 and less likely to have
identifiable offspring of their own above the magnitude cut-off. Both
the Westmorland and Coso sequences also contain a more obvious
mainshock event than in the Obsidian Buttes swarm, which may
contribute to their more stable number of leaves.
The average leaf depth is therefore a measure of the linearity
of the sequence before the mainshock. For sequences which are
primarily mainshock–aftershock where there is less branching of
the sequence, this results in an increased average leaf depth where
there are a significant number of foreshocks. For more ‘swarmy’
sequences there is more variability because the number of events
before the mainshock is often large and each of these events will
have the possibility to generate offspring of its own. Swarm-type
sequences demonstrate more variation in leaf depth due to their
more linear nature—foreshocks are more likely to be cropped in
a swarm sequence because there are more of them. This is true in
the examples we have highlighted, but also highlights an issue with
identifying swarm sequences which lack an obvious mainshock. The
above analysis is based on identifying clusters by their mainshock,
though we find this is not ideal for swarm type sequences where
events are of similar magnitude and therefore the mainshock can
change between realizations. The average leaf depth for our example
swarms is high because the mainshock is located at the end of a
linear chain of events and by choosing examples with this feature
we are biasing our interpretation of swarms.
Furthermore, by defining swarms as events with high leaf depths
and thus as long chains of events, any sequence with a significant
number of events before the mainshock could be classed as a swarm.
Instead of defining a bimodal split when considering all cluster se-
quences, we see a continuum, with many sequences having a range
of average leaf depths dictated by the fraction of their population
directly linked to the mainshock and the number of events that oc-
cur before the mainshock. We can also see significant variability in
the average leaf depth as a reflection of link uncertainty. In some
realizations multiple smaller clusters will be linked together, such
as the small burst sequence that is included in two realizations of
the San Gabriel sequence. The average leaf depth is not sensitive
to this, but this highlights the new information that can be identi-
fied by including uncertainty in our analysis. The propagation of
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Figure 8. Variation in average leaf depth over 100 realizations of (a) the Obsidian Buttes, Westmorland, Landers, San Gabriel and Coso sequences against
number of leaves, defined as events with no offspring. The dashed line marks the leaf depth discussed by Zaliapin & Ben-Zion (2013b) at which sequences
can be classed as either mainshock–aftershock or swarm type clusters. Average leaf depth variation with number of foreshocks for each cluster is shown in (b).
The solid line represents how average leaf depth would change with number of foreshocks if the relationship were 1:1.
uncertainty into cluster metrics may provide greater insight into
the behaviour of different types of earthquake sequences and prove
helpful for establishing robust methods of discriminating between
different cluster styles.
From this we conclude that while the average leaf depth metric
is indeed helpful for characterizing the structure of a sequence, the
uncertainty in the average leaf depth and the mechanisms by which
the average leaf depth can be increased make it less useful as a soli-
tary metric of cluster type. The uncertainties in average leaf depth
over many realizations are not unique to this metric, but simply a
consequence of the underlying uncertainty in classifying events as
background or clustered, and we argue that these uncertainties can
provide insight into the clusters themselves, as we have discussed
here for the average leaf depth. The metric is also particularly un-
helpful for identifying swarm sequences, which will often lack the
prominent mainshock that is such a vital component of the average
leaf depth metric.
4 D ISCUSS ION
4.1 The problems with a discrete partitioning of the
clustered and background components
As described in the introduction, it is common practice to select a
binary threshold rescaled distance ηj below which event pairs are
categorized as clustered and above which events are assumed to be
background. The methods used to choose the threshold have been
either a subjective identification of the minimum between the two
peaks (e.g. Zaliapin et al. 2008) or using normal mixture modelling
to identify the intersection point of the two distributions (e.g. Zali-
apin & Ben-Zion 2013a, 2016a). It is important to understand the
consequences of this binary thresholding.
Although this approach is convenient, the overlap between the
clustered and background distributions means that a choice of a
single hard threshold will inevitably mean that some clustered events
pairs will reside in the region classified as background and some
background event pairs will reside in the clustered part. This is
true unless the background and clustered components are entirely
separate, which is not commonly a case of interest.
The impact of an assumption of a binary threshold is illustrated
in Figs 2(e) and (f). Since the Weibull distributions are asymmetric,
there is asymmetry in the misclassification—specifically, the tail
of the background component stretches significantly towards short
distances. Using the mean parameter values the estimated number
of misclassified events resulting from the use of a binary threshold
can be calculated for a synthetic data set derived from the Weibull
fit parameters. Using the threshold proposed by Zaliapin & Ben-
Zion (2013a) of η ≈ 10−5 for the same Southern California data set,
almost 24 per cent of background events are included in the clustered
distribution, while as few as 0.5 per cent of clustered events are
wrongly identified as background. This results in almost 12 per cent
of total events being wrongly classified in the binary threshold
system. This would lead to an underestimation of the background
rate.
We conclude that the use of a binary threshold is a subopti-
mal approach for determining background rates if the clustered
and background event distances overlap significantly. In this case
a significant number of background events would be wrongly re-
moved from the catalogue of independent events. Here we advocate
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a different approach—acknowledging the overlap and assigning a
probability that nearest-neighbour pairs are causally linked. Even
so, some misclassification is possible. For example, in some cases
background rates may be overestimated by a probabilistic approach
due to spatially and temporally overlapping aftershock sequences
masking the true background rate (Touati et al. 2011, 2014).
4.2 Probabilistic approach
We acknowledge that the probabilistic approach outlined here also
has its drawbacks. The MCMC algorithm is more time consuming
than the simpler maximum likelihood approach, but the MCMC ap-
proach allows a quantification of the uncertainty in the fits and the
stochastic step allows some quantification of uncertainty in event
allocation to either the clustered or background component. This al-
location uncertainty will always exist in a mixture model framework
due to the overlap of the two distributions, unless the two compo-
nents are sufficiently separated. This uncertainty in allocation is not
considered in a binary framework. In a comparison of the abili-
ties of different algorithms to identify clustering, Sornette & Utkin
(2009) compared the stochastic algorithms of Zhuang et al. (2002)
and Marsan & Lengline´ (2008) and suggested that a fundamental
problem with the use of stochastic methods was that they resulted
in many different possible models with no indication of which was
the ‘real’ one. In this work, we demonstrate how the ‘inherent un-
certainty’ in the clustering process described by Sornette & Utkin
(2009) can be used to explore the relationship between events by
constructing probabilistic cluster networks where each link reflects
the propagated uncertainty, considering the uncertainty in the fits by
sampling different values from the MCMC chain and the uncertainty
resulting from the overlap of the distributions with the inclusion of
the probabilistic thinning. This uncertainty clearly affects any clus-
ter metrics used to discriminate between mainshock–aftershock and
swarm type clustering (Section 3.4) and should therefore be consid-
ered in any methods for the discrimination of these different types
of sequences.
A full catalogue analysis could make use of these uncertainties to
investigate the underlying physical processes. In this case, clusters
of events will consist of some strongly and some weakly linked
events, and there may be other physical data that could relate to
the link strengths. In examining cluster properties, the distribution
of cluster metrics over many realizations may be helpful for con-
structing a robust method of discriminating between cluster styles.
Current cluster metrics are essentially based on one realization of
a cluster, where a probabilistic result will result in a distribution of
cluster metrics that reflects uncertainty in the links between events.
Given a data set of around 10 000 events, the whole process from
identifying nearest neighbours to sampling many realizations of the
resulting clusters can be run on a standard desktop computer in
under a day. For larger data sets, such as that of the 111 196 M2
+ events in the Southern California catalogue, this would currently
take a few days, but there is room for optimization which could
significantly reduce this time.
4.3 Issues with colocated events and location uncertainty
As discussed in Section 3.2, colocated events occur in several cata-
logues and pose a problem for fitting mixture models. This may be
particularly problematic when using catalogues supplemented with
template-matching (e.g. Shelly et al. 2016) and therefore a serious
consideration for future work as computationally generated cata-
logues become more common. Events at the same location can be
set artificially to a very small spatial separation as in our algorithm,
but this will cause a significant stretching of the clustered ηj mode,
which will then have an affect on the mixture model fit by increasing
the length of the tails of the distribution and/or adding a third mode.
Though the locations are the most uncertain component of the ηj,
Vasylkivska & Huerta (2017) suggest that the rescaled spatial dis-
tance is critically important in some areas, particularly those which
experience induced seismicity. Care should be taken when dealing
with small ηj events in the catalogue by identifying if the events
can reasonably be removed, or if a small perturbation in location
should be applied to reposition all events to account for location
uncertainty.
Zaliapin & Ben-Zion (2015) also investigated the effects of lo-
cation uncertainty in three Southern California catalogues. Though
they did not report any issues with colocated events in these cat-
alogues, they found that uncertainty in event location could have
a significant effect on estimates of background rate, offspring pro-
ductivity and fluctuations in b-value. They also highlighted how
uncertainty in event locations may contribute to increased distance
to parent, as mislocated events may find an alternate parent.
In cases where we are reasonably confident that the events do exist
but are not necessarily actually at the same location, we suggest
a stochastic displacement of such events so that their location is
perturbed by some small amount within the location uncertainty,
as opposed to the fixed approach used Section 3.2. If we then run
several nearest neighbour fits, we can determine if it is likely that
the parent is correct by how often the parent event changes. This
approach can be applied in cases where there is a significant degree
of location uncertainty and may go some way to addressing the
issues discussed in Zaliapin & Ben-Zion (2015).
5 CONCLUS IONS
The bimodal distribution of rescaled nearest neighbour distances ηj
in earthquake catalogues can be modelled with a two component
mixture model that fits the data and identifies the underlying back-
ground and clustered components. The overlapping mixture model
is preferable to a binary threshold which neglects this overlap. The
use of normal mixtures overemphasizes the clustered component at
large distances. The application of a gamma mixture overempha-
sizes the background component at short distances. The Weibull
mixture provides a better fit to both the background and clustered
components, with well-behaved tails. The shape of the distribution
is important because it could significantly impact the assignment of
events to clusters, especially when used with the binary threshold.
The appropriateness of the Weibull mixture has been demonstrated
on several catalogues. A small number of events occur in a possi-
ble third mode at very small rescaled distances, some of which are
colocated and assigned a small separation by the algorithm. These
often occur in extended earthquake sequences associated with large
events.
An MCMC approach to mixture model fitting allows the full
range of possible model fits to be identified and utilized to quantify
uncertainty. A probabilistic approach to cluster identification based
on the resulting distributions allows the assignment of uncertainties
in the linkage between events in a candidate cluster. Our method
can be used to construct probabilistic networks of earthquake se-
quences, where each link can be assigned some probability based
on repeated stochastic thinning of the links in the cluster network.
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These networks allow us to investigate the spatio-temporal evolu-
tion of earthquake clusters while considering our certainty in the
linked events. The cluster metrics described by Zaliapin & Ben-Zion
(2013b) exhibit significant uncertainty in the average leaf depth over
many stochastic realizations, especially for the swarm-type clus-
tering. This may be problematic when attempting to discriminate
between mainshock–aftershock and swarm-type clustering. These
findings may be useful for future study of individual earthquake
clusters, in identifying large-scale patterns of clustering, and for
accounting for clusters in future hazard zoning, hence improving
the assessment of stationary and time-dependent seismic hazard.
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