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We obtain approximations to the distribution of the exponent in the matrix 
Fisher distributions on SO(p) and on O(p) whose density with respect to Haar 
measure is proportional to exp(Tr G&Y). Similar approximations are found for 
the distribution of the exponent in the Bingham distribution, with density propor- 
tional to exp(x’Gx), on the unit sphere S-i in Euclidean p-dimensional space. The 
matrix Fisher distribution arises as the exact conditional distribution of the 
maximum likelihood estmate of the unknown orthogonal matrix in the spherical 
regression model on S*-’ with Fisher distributed errors. It also arises as the exact 
conditional distribution of the maximum likelihood estimate of the unknown 
orthogonal matrix in a model of Procrustes analysis in which location and orienta- 
tion, but not scale, changes are allowed. These methods allow determination of 
a confidence region for the unknown rotation for moderate sample sizes with 
moderate error concentrations when the error concentration parameter is known. 
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INTRODUCTION 
Let O(p) denote the orthogonal group, that is, the collection of p xp 
matrices A which satisfy AA’= A’A= I,. The subgroup SO(p) of special 
orthogonal matrices consists of orthogonal matrices with det(A) = 1. 
Although not widely studied in the statistical literature, problems of 
inference in which the unknown parameter is a matrix A in SO(p) or in 
O(p) arise in several important contexts. 
One context is the estimation of the matrix corresponding to an 
unknown change of coordinates. For p = 3, this problem has arisen in the 
determination of the orientation of crystallographic axes (MacKenzie 
[ 181) or of the orientation of a satellite (Wahba [25]). In these examples, 
the matrix A is [e,, e,, e,], where e,, e2, and e3 constitute the unknown 
orthonormal basis, so that AA’ = Z3. It is usually physically impossible for 
A to change a right-handed coordinate system into a left-handed one, and 
in this case A will also satisfy det(A) = 1. 
A second context involving the estimation of an unknown orthogonal 
matrix is the study of rigid body motion. The motion of a rigid body in 
three dimensions is describable by the combination of a translation and a 
rotation. If the body is restricted to the surface of the sphere, no translation 
is permitted, and the problem reduces to determining a rotation. It is well 
known that every rotation in three dimensions is represented by a unique 
matrix in SO(3). An obvious application is to estimating the movement of 
tectonic plates, popularly known as “continental drift.” 
In both the preceding contexts, the data usually consist of points on the 
sphere S- ’ in RP (with p = 3). A mathematically convenient context which 
might describe data concerning an unknown rotation of Sp- ‘, is the 
“spherical regression” model due to Chang [6]: 
For i= 1, . . . . n, VIE Sp- ’ are random points independently 
distributed with distributions M(v,; Aui, IC), where the points 
ui E SpP i and the concentration parameter K are known, and 
A E SO(p) is unknown. (SRI 
Here M(x; p, rc) = a(rc)’ exp(rcp’x) is the Fisher distribution [26] with 
modal vector p E Sp- ’ and concentration parameter u. Thus, in the spheri- 
cal regression model, v can be considered to be a dependent variable with 
modal location determined by the independent variable u except for Fisher 
distributed “errors.” The maximum likelihood estimate A was calculated by 
Stephens [23], based upon work of MacKenzie [18], and independently 
by Wahba [25]. Large sample asmptotics in the spherical regression model 
were considered by Chang [6]. The asymptotics as IC + co were discussed 
by Rivest [22]. These papers also give asymptotic results which can be 
used when K is unknown. 
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A third context in which estimation of a rotation matrix A is important 
is Procrustes analysis, and more recently in shape analysis, in which the 
data consists of pairs of points (ui, vi) in RP x RP. It is assumed that, except 
for random error, the vi are obtained from the corresponding ui by an 
origin shift and a rotation, possibly combined with a scale change. 
Procrustes analysis is often used in the psychology literature to analyze 
problems in which the ui and vi represent p-dimensional scores given by 
two judges on the same specimen. In this context, inference with p > 3 is 
often required. Our analysis, which does not allow the possibility of a scale 
change, uses the following model: 
For i = 1, . . . . n, V,E RP are random points independently dis- 
tributed with multivariate normal distributions N(Aui + n, a2Z), 
where the points U,E RP and o2 are known, and p E RP and 
A E SO(p) are unknown. (P) 
The maximum likelihood estimators fl and A are given by Gower [9]. 
Goodall [S] provides the asymptotic properties of fi and A and 
an excellent survey of the literature on Procrustes analysis. Our paper 
concerns itself with exact distributional results. Asymptotic results allowing 
for unknown o2 or scale changes are given by Goodall [S]. 
Below we develop methods of inference about A and, in the Procrustes 
model also, about p, which have validity for moderate size samples with 
moderate known IC or a2. Our methods will also allow A to belong to O(p) 
instead of being restricted to SO(p). Both the Procrustes and the spherical 
regression models are statistical group models, and hence the maximal 
invariant is ancillary. Conditional on this ancillary. It is shown that the 
exact distribution of A is matrix Fisher. These results are given in Section 1. 
In Section 2, we discuss approximations to the matrix Fisher distribution 
on SO(p) and on O(p). It is known that SO(3) can be parameterized by 
S3, and when this is done, Prentice [21] has shown that the matrix Fisher 
distribution on SO(3) becomes a Bingham distribution on S3. It follows 
that these approximations can be used to approximate a Bingham distribution 
on S3. In fact the same mathematical techniques can be applied directly to 
approximate the Bingham distributuion on SPA1 for arbitrary p, and we 
will also give these approximations in Section 2. In addition, in some 
respects the complex matrix Fisher and complex Bingham distributions are 
technically simpler than their real counterparts. Section 2 discusses 
approximations to them. The complex Bingham has been proposed by 
Kent [14] as a model for shape theory in two dimensions. 
These tools are used in Section 3 in a pair of numerical examples in 
spherical regression and in judging the quality of beef carcasses. 
It is convenient to introduce the following definitions. The Stiefel 
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manifold O(p, Y) (with r <p) consists of all p x r matrices X which satisfy 
X’X= 1,. Following Khatri and Mardia [ 151 we say that a random matrix 
XE O(p, r) has a matrix Fisher distribution MF,,(X; X,,, G), if it has 
density 
G(G)-‘exp(Tr GX~X), 
relative to invariant probability measure (dX) on O(p, r). Here X0 E O(p, r) 
and G is an r x r symmetric matrix. 
Notice that if r =p, O(p, r) = O(p). When X is restricted to SO(p), and 
this is the usual case in applications, we will also refer to the matrix Fisher 
distributions on SO(p) and denote it by MFzp(X; X0, G). 
Let ll>&a ... > 1, be the eigenvalues of G. In the case of the 
MF,,(X, X0, G) distribution, we will assume that G is positive definite. 
For the MFpt,(X, X0, G) distribution, we will assume X0 to be in SO(p) 
and G to have at most one nonpositive eigenvalue 1,. We further assume 
1 p _ r > -1,. With these assumptions, the following facts may be verified: 
(a) The normalizing constant $(G) for the matrix Fisher distribution 
on O(p, r) is ,F,(p/2; (1/4)G’G), a hypergeometric function of matrix 
argument [20]. It depends only upon the eigenvalues AT, Ai, . . . . Jf of G’G, 
or alternatively, the singular values of X,G. The normalizing constant 
(relative to invariant probability measure on SO(p)) for a matrix Fisher 
distribution on SO(p) cannot be expressed as succinctly, although for ,$ all 
large and positive it will be close to 2 ,F, (p/2; (1/4)G’G). 
(b) Under the stated assumptions for the eigenvalues of G, the 
MF,,(X; X0, G) distribution has a unique mode at X=X, and 
maxXEOo,rj Tr[GXbX] = Tr G. 
(c) Suppose p = r. Under the stated assumptions for the eigenvalues 
of G, the MFpf,(X; X0, G) distribution has a unique mode at X=X, and 
maxXESOo,) Tr[G&X] = Tr G. 
(d) When p > 2, G and X0 are identifiable. A proof appears at the 
end of Section 2a. 
1. THE DISTRIBUTION OF THE MLE FOR THE PROCRUSTES 
AND SPHERICAL REGRESSION MODELS 
Consider the Procrustes model (P). Define 
z, = n - l c (Ui - ii)(v, - v)’ = 2AB’, 
where 2~ SO(p), @ E SO(p), and fi =diag[i,, ..,, fp], i, > i, 2 . . . 2 l&l, 
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i.e., Y&AR’ is a modified singular value decomposition of Z,. We assume 
that n >p so that the singular values are positive and distinct with 
probability 1. The likelihood is proportional to 
exp[(n/202){2 Tr(Z,A) - (Ip- t + Aiill’}], 
and it follows from property (b) above (see also Cower [9] or Goodall 
[S]), that the maximum likelihood estimators of A and p are 
A;i@fief and fi=+-;iii. 
Let S=fXt’=Z,A=n-’ ~i(ui-ii)(A’(vi-V))r. 
Now E[Z,] = SA’, where S = n- ’ xi (ui - ii)(ui - Ii)‘. Consider the 
singular value decomposition 
SA’ = LAR’. 
Then S = LAR’A. This implies that A = RL’ and that the columns of L are 
the eigenvectors of S with eigenvalues the diagonal entries of A. Thus the 
matrices L and A reflect the configuration of the set {Us}. If (and only if) 
the uls are concentrated close to an afline hyperplane of dimension k <p, 
but not close to a hyperplane of dimension k - 1, the last p-k of the 
diagonal entries of A will be small relative to the first k of them. Similarly, 
if the model provides a good fit, A’(vi - i) z ui - Ii and S z $ = eAt* = 
A,,A = n-l Ci (~~--ti)(~‘(v~--V))~. Hence, the pattern of ps should also 
reflect the configuration of {ui>. 
When the response vi is transformed to v:=Hv:-t h, HE SO(p) and 
h E RP, vi has a N(HAu, + (Hp + h), 0~1) distribution. Thus the Procrustes 
model (P) is a group transformation model [ 163 with group 9 = {(H, h)}. 
It can be checked that A and f, are invariant, must therefore be functions 
of the maximal invariant, and hence are ancillary to A and p 
THEOREM 1. In the Procrustes model (P): 
(a) Conditional on the ancillaries i; and h, A is MF,f,(W; A, 
(n/02)fXAr), 
(b) jl + fiii has a N(v + A$ (a2/n)Z) distribution, and 
(c) ;i and fi + Aii are independent. 
Proof. Routine calculations show that & and ji are equivariant. If A = I 
and p = 0, the likelihood is (27rc2)-“ki2 exp[- x J(vi - uilJ2/202]. Now 
+n II~+(A-Z)U~~2. 
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Equation (3.8) of Barndorff-Nielsen et al. [2] implies that for general A 
and p, the joint density of A and fi, conditional on f, and A and relative 
to Haar and Lebesgue measures, is proportional to 
exp[na-2Tr(A’Af;Afr’)].exp[-n IIA’fi-A’p+(A’A-Z)ii/12/202] 
= exp[na-* Tr(A’AtAe’)] .exp[ -n II@ + AU) - (p + Aii)l12/2a2]. 
This demonstrates part (a). 
Since p + Aii = T and since V and vi-V are independent, (b) and (c) 
follow. 1 
For the spherical regression model (SR), we assume n >p and let (see 
MacKenzie Cl83 and Stephens [23]) 
z,=n-‘plivf=@RR’ and A = fw, 
where fi, A, and fi are defined using a modified singular value decomposi- 
tion as before. We again have a statistical group model with invariants f, 
and A. The geometric interpretation of f, and A is the same as for the 
model (P) except that the number of small diagonal entries of A reflects the 
codimension of the largest hyperplane through the origin that contains most 
of the points ui. In a manner similar to Theorem 1, we obtain: 
THEOREM 2. In the spherical regression model (SR), conditional on the 
ancillaries I& and & K is MF,t,(& A, n&AI&‘). 
Remark. Both Theorems 1 and 2 are valid when A and A are not 
required to lie in SO(p) and A and fi are defined using the usual singular 
value decomposition. That is, we write Z, =cAfi’, where f, is in SO(p), 
fi is in O(p), and A = diag[&, . . . . &I, i, 2 f2 > . . . 2 4 2 0. Then the dis- 
tribution of A = fif;’ is MF,,(A; A, (n/a2)tAE’), for model (P), of 
MF,.(A; A, n,c~;i~‘) for model (SR). 
2. APPROXIMATIONS RELATED TO THE MATRIX FISHER 
AND BINGHAM DISTRIBUTIONS 
2a. Approximations Related to the Matrix Fisher Distribution 
Consider the matrix Fisher distribution MF,,,(X; X,,, G) = $(G)-’ 
exp[Tr(G&X)] dX on O(p), where G is symmetric positive definite and 
dX is normalized Haar measure on O(p). If 
Q = 2[Tr(G) - Tr(GXhX)], 
320 BINGHAM, CHANG, AND RICHARDS 
then Q > 0. Letting I,, A,, . . . . ,I, be the eigenvalues of G, it follows from the 
result of Khatri and Mardia [ 151 that Q has a limiting x*(p(p - 1)/2) 
distribution as I,, IV2, . . . . kP -+ co. We are interested in improving this 
approximation. 
The normalizing constant IC/(G) = ,F, (p/2; (l/4) G’G) depends only upon 
/I;, n;, . ..) ij. In particular, without loss of generality, we use the invariance 
of Haar measure to assume X,, = I and that G is diagonal. Anderson [l] 
(see also Muirhead [19]) gives approximations to J/(G) as the li-+ co. We 
use below his Theorems 2 and 3. The cumulant generating function x(t) of 
Q is 
P(P-1) = ---log(l-2t)+log[1+(1-2t)-‘~, 
4 
+(l -2t))*f2+ (1 -2t)-3f3] 
-log[l+j-,+f,+f3]+0(~;3) 
= -p~lo,(l-2r)+~(1-2t)-‘-1,f, 
+ C( 1 - 2f) -* - 1 I(fi -sm 
+ [(1-2t)-3--l(f3-fifi+f:/3)+0(~;3), (2) 
where 
f2 = (9S2 + 6S,, + 2S1 _ ,)/128 
f3 = (75S, + 45S21 + 9S2- 1 + 30S;,, + 30S:,, 
+ 18S:,, + 6S;,, + 2$,,)/1024, 
s,=c (&+$-” p!/(2(p - 2)!) terms 
SI1=C(Izi+Aj)-l (A,+Aj)-’ p!/(2(p - 3)!) terms 
S*1=C(Ai+Aj)-* (A/c+Aj)-l p!/( p - 3)! terms 
S,_,=C(ni+~j)-‘(~k+~I)-l p!/(8(p - 4)!) terms 
p!/(4(p - 4)!) terms 
Si,,=C (Aj+~j)-l(lb~+Lj)-’ (Ai+Ak)-l p!/(6(p - 3)!) terms 
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Sf,,=C (Aj+lbj)-’ (li+;lk)-l (li+I,)-l p!/( 6( p - 4)!) terms 
Si,,=C (lLi+lLj)-l (li+‘;l/J-’ (lj+A/)-’ p!/(2(p - 4)!) terms 
s;,, =I (ni+aj)-l (ai+ak)-l (n,+n,)-’ p!/(4(p - 5)!) terms 
~:,,=~(ni+aj)-‘(a,+n,)-‘(n,+n,)-’ p!/(48)(p - 6)!) terms. 
In each of the above summations, all indices are distinct and all distinct 
terms of the given type are included in the sum. Note that fk is O(A,T~). 
If K, z K,(Q> denotes the sth cumulant of Q, using (2) we can calculate. 
~,~I -S=4”-‘[p(p- l)]‘-” (S- l)! [l +o(n,:‘)] for s>l. 
Thus p(p - l)Q/(2~i) has expectation p(p - 1)/2 = E[x*(p(p - 1)/2)] and, 
for s> 1, 
rc,{p(p- l)Q/(2~~)} =p(p- 1)2”-*(s- l)! + O(n;*) 
= h{XZMP- W)] + OK*). 
Probability points derived from this approximation are 
Qzg P~QVP(P- N~(P(P- 1)/2)> (3) 
where rci {Q} =p(p - 1)/2 + S,/4 + O(&:*). 
Alternatively, if x1 and IC* are expanded through the term containing f3, 
[p(p - 1)/(2rc2)]‘/* (Q - rcl) +p(p - 1)/2 has expectation and variance 
agreeing with x*(p(p - 1)/2) up to and including O(&T~) terms, although 
higher cumulants differ in the O(1;‘) terms. This leads to the approximate 
probability points 
Q,g Al+ C~Z/(P(P- WI”* CX:(P(P- 1)/2)-P(P- lIPI. (4) 
The above approximations of Anderson [ 1 ] are obtained by Laplace’s 
method, that is, by expanding the integrand exp[Tr(GX)] in a 
neighborhood N(Z) of the identity in O(p) and noting that matrices outside 
of this neighborhood contribute negligibly to the integrand. In fact the 
matrices in N(Z) are all in SO(p) and hence the approximations (2)-(4) are 
equally valid for SO(p). The conditions on the eigenvalues of G ensure that 
Tr(GX) has a unique maximum at X=Z. It follows that the above 
approximations remain valid for SO(p) with the weaker condition that G 
be symmetric with all li + Lj --, cc (i #j). In particular, Anderson’s 
approximations remain valid for SO(p) (but not for O(p)) when 1, < 0 as 
long as 1,- 1 + 1, is large. 
683/41/Z-11 
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Thus the approximations of Anderson [ 1 ] are primarily for the 
normalizing constant of the matrix Fisher distribution on SO(p). The 
approximations to the normalizing constant of the matrix Fisher distribu- 
tion on O(p) follow because, in the limit, the integral over the other 
connected component, O(p)\ SO(p), is negligible. Thus the approximations 
(2)-(4) should be more accurate on SO(p) than on O(p). Table I gives 
probabilities of exceeding critical points calculated using (4). From 
examination of Table I we see that (4) indeed works better on SO(p) than 
TABLE I 
Probability of Exceeding Approximate Probability Points Given by (4) 
Note. Matrix Fisher Distribution on SO(p) and on O(p). Probabilities calculated by 
Monte-Carlo integration. The approximations for SO(p) in the lines marked (*) have also 
been calculated using Gaussian quadrature in Table II. 
SO(P) O(P) 
11 3.0% 20% 10% 5% 1% 30% 20% 10% 5% 1% 
1.0 1.0 1.0 
1.0 1.0 2.0 
p-3 
.2654 .1558 .OOOO .OOOO .OOOO 
.2960 .1964 .0914 .0276 .OOOO 
1.0 1.0 5.0 .2980 .1989 .0986 .0427 .0055 
1.0 2.0 2.0 .3027 .2049 .1072 .0562 .0037 
1.0 2.0 5.0 .3002 .2018 .1031 .0533 .0109 
1.0 5.0 5.0 .2996 .2003 .1006 .0502 .0105 
1.25 1.25 1.25 (*) .2972 .1983 .OYSO .0249 .OOOO 
1.25 1.25 3.75 (*) -3017 .2031 .1043 .0539 .0079 
2.0 2.0 2.0 .3016 .2023 .1045 .0553 .0133 
2.0 2.0 5.0 .2992 .1998 .1014 .0515 .0115 
2.0 5.0 5.0 .3010 .1998 .lOOl .0501 .0103 
2.5 2.5 2.5 (*) .3000 .2005 .1013 .0521 .OllY 
5.0 5.0 5.0 (*) .3008 .1996 .0999 .0500 .OlOl 
maximum standard error .0025 .0017 .0009 .0004 .OOOl 
1.0 1.0 1.0 1.0 
1.0 1.0 1.0 2.0 
1.0 1.0 1.0 5.0 
1.0 1.0 2.0 2.0 
1.0 1.0 2.0 5.0 
1.0 1.0 5.0 5.0 
1.0 2.0 2.0 2.0 
1.0 2>0 2.0 5.0 
1.0 2.0 5.0 5.0 
1.0 5.0 5.0 5.0 
2.0 2.0 2.0 2.0 
2.0 2.0 2.0 5.0 
2.0 2.0 5.0 5.0 
2.0 5.0 5.0 5.0 
5.0 5.0 5.0 5.0 
maximum standard error 
1.0 1.0 2.0 2.0 5.0 
1.0 2.0 2.0 2.0 5.0 
1.0 2.0 5.0 5.0 5.0 
2.0 2.0 2.0 2.0 2.0 
2.0 2.0 2.0 2.0 5.0 
2.0 2.0 5.0 5.0 5.0 
5.0 5.0 5.0 5.0 5.0 
maximumstandarderror 
p=4 
.0112 .OOlO .oooo .oooo .oooo 
.1336 .0320 .0018 .OOOl .OOOO 
.2227 .1076 .0306 .0087 .0004 
.2635 .1396 .0228 .0026 .OOOO 
.2901 .1826 .0713 .0246 .0018 
.2980 .1949 .0912 .0418 .0065 
.3052 .2037 .0863 .0199 .0003 
.3080 .2079 .1059 .0475 .0051 
.3031 .2044 .1048 .0535 .0102 
.2979 .1986 .1013 .0509 .Olll 
.3103 .2128 .1122 .0565 .0016 
.3065 .2070 .1081 .0574 .0097 
.3007 .2030 .1028 .0530 .0117 
.2970 .1973 .0995 .0503 .0105 
.2952 .1989 .0981 .0500 .OlOl 
.0085 .0058 .0028 .0014 .0003 
.2146 .1045 .0271 O06p5:50002 
.2919 .1752 .0611 :0186 :0008 
.2988 .1993 .1033 .0517 .0095 
.3024 .1899 .0479 .0092 .OOOl 
.3120 .2113 .0981 .0370 .0026 
.2931 .1970 .1013 .0532 .0113 
.2701 .1778 .0882 .0450 .0093 
.0350 .0230 .0115 .0059 .0012 
.2846 .1322 .0073 .0007 .OOOO 
.4859 .2748 SO967 .0261 .0002 
.5110 .3093 .1356 .0564 .0073 
.5173 .3834 .2004 .0697 .0045 
.4725 .3547 .1961 .0979 .0165 
.4236 .3143 .1700 .0895 .0200 
.5666 .2658 .0881 .0224 .OOOl 
.5033 .4043 .1785 .0807 .0107 
.4431 .3641 .2850 .1241 .0158 
.3810 .2935 .2056 .1431 .0248 
.3324 .2377 .1405 .0925 .0246 
.3765 .2874 .1988 .1543 .0239 
.3021 .2011 .1016 .0519 .0119 
.0036 .0025 .0013 .OOOY .0002 
.0155 .ooos .oooo .oooo .oooo 
.1318 .0359 .0021 .OOOO .OOOO 
.2410 .1172 .0335 .0095 .0004 
.2867 .1397 .0264 .0035 .OOOO 
.3617 .2175 .0820 .0285 .0021 
.3893 .2559 .1198 .0542 .0081 
.4209 .2481 .0900 .0228 .0004 
.4463 .3026 .1410 .0601 .0064 
.4261 .3036 .1614 .0822 .0150 
.3920 .2745 .1518 .0815 .0198 
.5350 .3497 .1498 .0632 .0028 
.4751 .3655 .1899 .0916 .0136 
.4058 .3171 .1872 .1022 .0217 
.3420 .2477 .1469 .0852 .0233 
.2965 .1981 .1007 .0540 .0157 
.0122 .0082 .0042 .0024 .0007 
.2289 .1113 .0292 .0070 .0002 
.3381 .1971 .0681 .0211 .OOlO 
.3869 .2694 .1421 .0711 .0125 
.3508 .2014 .0544 .0117 .OOOl 
.4185 .2732 .1185 .0444 .0032 
.3867 .2833 .1615 .0869 .0177 
.2498 .1675 .0874 .0528 a0171 
.0494 .0331 .0172 .0104 .0034 
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it does on O(p) and that both approximations deteriorate with increasing 
p. We also see that for p = 3 or 4, lj > 2 is sufficient to guarantee good 
approximation on SO(p), but Ji> 5 is needed for O(p). For SO(3), 
Table II gives probabilities of exceeding critical points calculated using 
both Eqs. (3) and (4). We see that for most ;lj, (4) is a slight improvement 
over (3). Both Tables I and II were calculated by evaluating the relevant 
integrals using numerical techniques: Monte Cario integration for Table I 
and adaptive Gaussian quadrature for Table II. An appendix contains 
further details. To check consistency, the values for four sets of lj have 
been calculated using both algorithms. 
Another approximation would be to use rcl and K~ to fit an ax2(b) 
distribution to Q. Computations similar to those used in Table II were 
TABLE II 
Probability of Exceeding Approximate Probability Points 
Note. Matrix Fisher distribution on SO(3) using approximations (3) and (4) or 
equivalent Bingham distribution on S3 using approximations (11) and (12). Probabilities 
calculated using Gaussian quadrature routine. Probability points using Eq. (4) for the lines 
marked (*) have been calculated using Monte-Carlo quadrature in Table I. 
matrlx Fisher Binghsm Probsbilltg points (3611) Probabillty polntr (4612) 
A.. XI. A. Tl.tl. r1 30% 20% 10% 5% 1% 30% 20% 10% 5% 1% 
(=) 1.25 1.25 1.25 5 5 5 
(*) 2.50 2.50 2.50 10 10 10 
(*) 5.00 5.00 5.00 20 20 20 
12.50 12.50 12.50 50 50 so 
0.00 2.50 2.50 5 510 
-2.50 5.00 5.00 5 520 
-10.00 12.50 12.50 5 550 
(*I 1.25 1.25 3.75 5 10 IO 
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made for this approximation and the results are almost identical to those 
using [4]. It appears that the limitations in (4) are due to the limitations 
in the approximation of ICY and x2, and not to the precise form of the 
correction to the basic limiting distribution. We note also that standard 
tables cannot be used with an ax*(b) approximation since the value of b is 
rarely an integer. 
Theorem 4 of Anderson [l] gives approximations (to lower order) 
which can be used to approximate the distribution of (1) if G has rank 
r <p. This yields 
r(2p-r- 1) 
lc(t)= - 4 log(l-2t)+ [(l-2t)-‘- l]fi 
+ [(l - 2t)-* - l)(f* -ST/2) + o(n,2), (5) 
where 
d’= -(p--r)(p-r-2)/8 
f,=S,/8+d’~1;’ 
f2 = (9s2 + 6Sll + 2s1 _ ,)/128 + d’(1 + d’) c A,:‘/2 
+ d’(5 + 8d’) 1 47’438 + d’ 1 A,‘(&+&)-l/8. 
i<j i<j,i,j#k 
In particular, (1) h as a limiting X2(r(2p - r - 1)/2) distribution. 
Approximate probability points are 
or 
Qm~~l(J)+ C~21(r(2p-r- l))l"* Cx%C@-r- 1)/2) 
-r(2p-r- 1)/2]. (7) 
By decomposing the group O(p) into its connected components SO(p) 
and P . SO(p), it follows that if G is singular, 
and hence Eqs. (5)-(7) apply equally well to SO(p). 
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Remark. A referee has noted that on S#(2), 
a ,b TrGX=Tr b c . c I[ 
cos e sin 8 
-sin0 case 1 = (a + c) cos 8. 
Thus only a + c is identifiable. This phenomenon is special to p = 2. Indeed 
we have the following result: 
PROPOSITION. Zf p > 2, then GX; is ident$able. 
Proof: We will first show that GXA is identifiable for the 
MFl,(X; X,,, G) distribution on SO(p). To show this it suffices to show 
that if D is a p xp matrix and Tr(DX) = 0 for all X in SO(p), then D = 0. 
Write D = CE, where C is symmetric and E is in SO(p). Then Tr(CX) = 0 
for all X in SO(p). Let us use a basis in which C is diag[c,, . . . . cP]. Then 
c,+ ..a + cP = 0. Choosing X to have the block diagonal form 
we have c3 + . .. +c,=O. Thus c,+cZ = 0, and by symmetry all ci + Cj = 0 
(i #j). If p > 2 this implies ci = 0 for all i. This implies that C = 0 and hence 
D = 0. 
Since GX; is identifiable for the MFptp(X; X0, G) distribution on SO(p), 
it is a fortiori identifiable for the MF,,(X; X0, G) distribution on O(p). 
Suppose Tr(GXkX)=O for all X in O(p, r). Let D be the pxp matrix 
whose first r rows are GX; and whose last p-r rows are zero. Then 
Tr(DX) = 0 for all X in O(p) and hence D = 0. Thus GX; is identifiable for 
the MF,,,(X; X,,, G) distribution on O(p, r) for p > 2. 1 
If in addition, the eigenvalues of G satisfy the stated assumptions, X,, can 
be recovered as the unique mode of the distribution. Thus in this case G 
and X0 are identifiable. 
2b. Approximations Related to the Bingham Distribution 
Let c(T)-l exp( -x%5) be the density, relative to normalized surface 
measure dx, of a Bingham distribution B(x; T) on SF-l, where T is sym- 
metric p xp. Since ()x1(* = 1 on S-l we assume without loss of generality 
that T is positive semi-definite with the smallest eigenvalue equal to zero; 
that is, the eigenvalues of T are z1 3 ~~ 3 . . . > r,- L , p >r =O. When this 
is done, -2x’Tx has, as ri , . . . . rP-, + 00, a limiting x*(p- 1) distribution 
(see Bingham [3]), and we will improve upon this approximation using 
techniques similar to those used for the matrix Fisher distribution. 
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The normalizing constant is 
c(J’)=[exp(-x’Tx)dx= 1F,(l/2;p/2; -T), (8) 
where i F, is a confluent hypergeometric function of matrix argument (see 
[3, 203). It will be shown in an appendix that as r, , . . . . TV-, + co, for any 
nonnegative integerj, 
~(T)=~(p/2)n-‘~*det(T,,~~~*,F,(1/2, l/2; T,-‘) 
z r(p/2)x-“* det(T,)-“* 1 cu/2M2 qk,w) 
OCkQ-1 k! 
(9) 
where T,=diag[r,, . . . . r p- i], (u)~ = r(a + k)/T(a), and C,,,( .) is the zonal 
polynomial [20] corresponding to the single element partition (k) of k. 
Since j is arbitrary (9) represents a complete asymptotic expansion for c(T). 
This formula also appears in Bingham and Chang [S] and is generalized 
in the Appendix to allow equalities between ri, . . . . rP. 
From (8) and (9) it follows that the cumulant generating function of 
X’TX is 
rc(t) = log E[exp(tx’Tx)] = log[c(( 1 - t)T)] - log[c( T)] 
= -((p-1)/2)1og(l-t)+ c ((l-t)-k-lJPk(To)+O(r-‘), 
l<k<j-1 
(10) 
where P,+(To) is a homogeneous polynomial of degree k in t;‘, 
i=l , . . . . p - 1. Using the tables for Cc,, found in James [ 121, direct calcula- 
tion shows that 
p,(~)=fJ,/4, P*(T) = (uf + 30,)/16, 
P3(z) = (u; + 9U,a, + 150,)/48, 
where ek=zlGiCp-lr;k. 
Again (p - l)(xfTx)/rcl has expectation p - 1 = E[x*(p - 1 )] and 
~,[(p- l)(x’Tx)/~~] =K,[x*(P- I)] +O(r-*) for s> 1. This yields the 
approximate probability points 
(2x’Tx),z {2~,(7)/(~- l)}x:(~-1). (11) 
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Alternatively, we can again expand rcI and ICE through the term containing 
P3, and use the approximate probability points 
(2x’Tx),~22K,(Z)+(2K*/(p-1))1’2(X~(P--)--P+I). (12) 
Numerical algorithms, based on Eq. (9), to estimate c(T) and its 
derivatives, and hence rcl and rc2, are available (see Bingham [4]) and can 
be used in place of Eq. (10). 
Using quaternions, SO(3) can be reparameterized as S3. When this is 
done, Prentice [21 J has shown that the matrix Fisher distribution 
$(G)-’ exp[Tr(GX)] on SO(3) becomes a Bingham distribution 
c(T) -i exp( -x’Tx) on S3. The eigenvalues rl, z2, z3, rq of T are related 
to the eigenvalues I,, i,, A, of G by 
Tl= w2 + n31, 72 = 2(& + 41, T3 = 2(4 + 4), z,=o. (13) 
With these substitutions, approximation (3) becomes (11) and (4) becomes 
(12). From Table II, we see that with p = 4, approximation (11) is adequate 
for most purposes for the upper 5% point with ri 2 5. If all the ri > 10, then 
(11) is adequate for the upper 1% point and excellent for the upper 5% 
point. Equation (12) yields slightly more accurate probability points. We 
have checked that the use of an approximation based on Pearson curves 
generally leads to little or no improvement over (12). 
Kent 1131 has obtained asymptotic approximations for the Bingham 
distribution on S2 in two cases: 
(i) r1 -+ co while z2 remains fixed, and 
(ii) z,, 92+ co. 
Clearly an expansion for case (i) has not been presented here. Kent’s 
expansion in case (ii) is in terms of (r2/2,)‘/2 and powers of r; ‘, whereas 
our expansion is in terms of powers of t;l and r; ‘. 
2c. The Complex Bingham Distribution 
Let T be a p xp complex Hermitian matrix. Then the density of the 
complex Bingham distribution, relative to normalized surface measure 
dx on the complex unit sphere S’-‘(C) = {x = (xi, . . . . x,): xj E C, 
Ix,12+ .** + lx,,’ = 11, is c(T)-’ exp( -x*Tx), where x* =X’. Distribu- 
tions of this form have arisen in statistical shape analysis [14]. 
Similar to the case of the real Bingham distributions, ‘the normalizing 
constant is c(T) = 1 F, (1; p; -T), where ppq is a complex hypergeometric 
function of Hermitian matrix argument [ 12, Section 8-J. 
Unlike the real case, the normalizing constants for the complex distribu- 
tions can be expressed entirely in terms of the classical special functions. 
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Let r, , . . . . rP denote the eigenvalues of T. By using results of Gross and 
Richards [lo], it can be shown that the normalizing constant is 
(P-l)! 
c(T)=Ill<i<j<p (rj-zi) 
(-Q-3 ( -T2)“-3 . . . (-Q-3 
(14) 
-51 -52 ... -=P 
1 1 . . . 1 
P - Tr 
=(p- v, lJj,;(Tjeri). 
(15) 
Formula (15) has also been obtained by Kent [ 141. If equalities exist 
between some zi)s then (14) is to be interpreted using repeated applications 
of L’HBpital’s rule. For example, when all z’s are distinct except rp _ 1 = rP, 
p-2 
i;l n. e;;;-r)+ 
eC7p{ 1 -Ci<p-2 (Ti-Zp)-l} 
J+l J I IIIjGp-2 (Tj-Tp) 1 ’ 
The formulae (14) and (15) allow exact evaluation of the normalizing 
constant c(T), and hence of the cumulant generating function of x*Tx. The 
exact first two moments can be used to derive approximations for proba- 
bility points. If the practitioner requires other approximations, say, when 
some of the ti are close together, then repeated applications of L’Hopital’s 
rule to (14) will produce the desired result. 
There is also a simple relationship between the real and complex 
Bingham distributions. Assume, without loss of generality, that T is 
diagonal, T=diag[rr, z2, . . . . ~~1. Then the complex Bingham distributions 
can be viewed as special instances of their real counterparts. To see this, let 
X= (xl1 + ix12, x21 + ix22, . . . . xpl + ixp2) be the decomposition of the vector 
x into its real and imaginary parts. Then 
x*Gx= f zj(xjl +x,:,. 
j=l 
Therefore the complex Bingham distribution is the same as the real 
Bingham distribution on the Euclidean sphere S2p-’ with parameter 
matrix diag[z,, rI, r2, r2, . . . . zp, zp]. We note that surface measure on 
Szpel, being invariant under the orthogonal group 0(2p), is a fortiori 
invariant under the unitary group U(p). 
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2d. The Complex Matrix Fisher Distribution 
Let U(p) denote the group of p xp unitary matrices. That is, U(p) 
consists of all p xp complex matrices X such that XX* = ZP, the identity 
matrix. Let G be a given p xp Hermitian matrix. Then relative to 
normalized Haar measure dX on the group U(p), the complex matrix 
Fisher distribution has the density $(G)-’ exp(Re Tr(GXhX)). 
Let A,, &, . . . . 1, be the eigenvalues of G. From Gross and Richards [lo] 
and James [12], it follows that the normalizing constant IC/(G) is 
(CI(G) = &(P, G2/4) = 
det(ly-2i oF,(p + 1 -j; Rf/4)) 
rIla<j~p (+q . 
(16) 
As in the case of the complex Bingham distribution, the explicit formula 
(16) permits exact calculation of the normalizing constant. 
To obtain an asymptotic approximation for tj(G), we insert the 
asymptotic approximation for the classical hypergeometric series 
,F,(p + 1 -j; 1?/4) into the determinant [lo]. This leads to the 
asymptotic expansion for $(G), to any desired order. In particular, using 
the approximation given by Luke [17, p. 1991 
oF,(a; t) = (4n)-“2T(a)tf’-2”)‘4 exp(2t-‘/2)C1 + O(t-“2) J, 
as t + co, we obtain the first-order approximation [lo] 
+(G) - cp n (Ai + lLj)-’ fJ lzi12 exp(;l;‘), 
1 <i-cj<p i=l 
where the constant cp depends only on p. Therefore, 
‘((iLS;)G)- (1 - 2t)-p2/2 exp (-2t E 2,:‘). 
i=l 
In particular, 2[Tr(G) - Tr(GX)] is approximately I’. 
Whereas the complex Bingham distribution is a special case of the real 
Bingham distribution, there is no simple relationship between the complex 
matrix Fisher distribution and its real cousin. The (real) dimension of the 
manifold U(p) is p’, whereas the dimensions of SO(p) and O(p) are 
p(p - 1)/2. Thus although SO(p) c O(p) c U(p), by regarding a real matrix 
as a complex matrix, the second inclusion embeds O(p) as a lower dimen- 
sional manifold of U(p). Similarly, U(p) can be embedded in SO(2p) by 
regarding a linear transformation on Cp as a transformation on R2p. This 
inclusion embeds U(p) as a lower dimension submanifold of SO(2p). 
330 BINGHAM, CHANG, ANDRICHARDS 
3. NUMERICAL EXAMPLES 
3a. Spherical Regression Example 
Chang [6] and Rivest [22] have shown that as either K or n + co, 
2nK[Tr(AZ,) - Tr(AZ,)] aproaches a x*(p(p - 1)/2) distribution. Indeed, 
since 
hK[Tr(AZ,) - Tr(AZ,)] = 2nrc[Tr(A) - Tr(A’AeAe’)], (17) 
this also follows from Theorem 2 and Section 2a. We note that Tr(AZ,) is 
the vector correlation defined by Stephens 123-J. Furthermore, we see that 
the quality of this approximation depends upon n, K, and A. 
Consider, for example, the Gulf of Aden data discussed in Chang [6] 
and Rivest [22]. Generally, data of this sort are considered to have an 
error on the order of 20-30 km. This is consistent with a Fisher distributed 
error with K % 1.0 x lo5 and we will assume this value for K. For these data, 
n = 11, p = 3, and the eigenvalues of A are 0.99328, 0.00667, and 0.00005, 
indicating a tendency for the u’s to concentrate on a small portion of a 
great circle. To approximate the conditional matrix Fisher distribution of 
Ai, we calculate 1, = 1.693 x 106, A2 = 7.337 x 103, and 1, = 55. Alternatively, 
for the equivalent Bingham distribution on S3, we find, using (13) 
tL = 1.478 x 104, z2 = 2.185 x 106, and t3 = 2.200 x 106. Both of these sets of 
parameters are large enough so that no adjustment is needed to the sim- 
plest x*(3) approximation to the distribution of (17) conditional on A and 
f;. Thus {A 1 A E X)(3), 2nrc[Tr(AZ,) -Tr(AZ,)] < &,(3)} is a condi- 
tional (and hence a fortiori unconditional) lOO( 1 - a)“h confidence region 
for A. This region for a = 0.05 is pictured in Fig. 1 which was drawn using 
the algorithm due to Hanna [ll]. 
Theorem 2, together with the results of Section 2a, relates the quality of 
the x*(p(p - 1)/2) approximation to the distribution of the statistic Q in 
(1) to the geometry of the points ui. The Gulf of Aden data exhibit highly 
concentrated errors, an extremely small sample, and very badly condi- 
tioned geometry. These factors are generic to tectonic data. The first of 
these factors improves the quality of the asymptotic approximation, 
whereas the latter two degrade it. The techniques of this paper allow one 
to understand the interplay of these factors without trying to simulate a 
representative collection of all possible geometries for the points ui. The 
Gulf of Aden data set is an idealized form of the data that is actually 
collected; Chang [7] provides an introductory discussion of the types of 
data actually collected and the methods of analysis. 
3b. Procrustes Examples 
Gower [9] includes scores of three judges on nine beef carcasses for 
seven characteristics. The scores appear to have been chosen on a scale of 
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FIG. 1. 95% confidence region for rotation matrix A. The figures are contour maps of the 
largest and smallest angle of rotation of A as functions of the axis of rotation of A. 
0 to 100. According to Gower, it is of interest to discern whether or not 
there are differences between the judges arising “from the different orienta- 
tions of the multivariate spaces that might al1o.w all judges to perceive dif- 
ferent scores that nevertheless reflected the same relationships between each 
pair of carcasses.” Mathematically, Gower has formulated this problem as 
follows: given three sets of nine points in R’, can the points be brought into 
coincidence by a Procrustes analysis-that is, using translations, rotations, 
and reflections, and scale changes in R’. 
Gower observes that if the Procrustes model is valid, it apparently does 
not require a scale change. We wish to ask if, assuming scale changes are 
not necessary, do rotational and reflectional differences exist between the 
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judges? We do not consider here the question of translational differences. 
Our analysis requires a known 0, but a reasonable guess for (T can be 
obtained if one has information about the level of professionalism of the 
judges. For example, c = 10, indicating a 95% swing of almost f 20 points 
out of 100, would indicate judging so mercurial as to be almost useless. In 
addition, since in each of our pairwise comparison of judges, we will 
attribute all random variation to one of the judges, we need to replace our 
preconceived values of cr with CJ ,,&‘. Thus we shall perform the analysis 
with CJ = 4.0, 7.0, and 14.0, which we shall label “expert,” “experienced,” 
and “amateur” judging, respectively. The use, in a naive fashion, of the 
error sum squares in Gower’s analysis would indicate 6’ = (0.6571) . 
(7371.6)/(3.9.7-2.7-2.21)=36.42 or B=6.03. 
In two cases, transforming judge 1 to judge 2 and judge 2 to judge 3, A 
is the same for both SO(7) and O(7). It follows that the test statistic Q of 
(1 ), which is given by 
Q=2no -‘[Tr(A) - Tr(A’AeAc’)], 
is the same for both the alternative hypothesis H, : A E SO(7) - (I} and for 
H,: A E O(7) - {I}. In the case of judge 1 to judge 3, the test statistic Q is 
slightly larger for O(7) than it is for SU(7). We recall that O(7) includes 
all rotations and all reflections, but SO(7) includes only rotations. The 
values are given in Table III together with their true p-values. These 
TABLE III 
Values of Test Statistic Q (Eq. (1)) for Data from [9] 
Note. True p-value of e calculated by Monte-Carlo integration; table also gives 
smallest eigenvalue of G = nu-‘A matrix and adjusted X2-value (using Eq. (4)). 
O(7) sot71 
judge u=4.0 6=7.0 a=14.0 6:4.0 u=7.0 a=14.0 
0 
p-val 
eigen. 
%2 
0 
p-val 
eigen. 
1(= 
0 
p-val 
eigen. 
%2 
1 to 2 245.07 60.03 20.006 245.07 60.03 20.006 
0.000 0.000 0.295 0.000 0.000 0.294 
0.4471 0.1460 0.0365 0.4471 0.1460 0.0365 
241.63 73.61 7.079 241.03 73.61 7.079 
1 to 3 391.39 127.60 31.950 391.13 127.72 31.929 
0.000 0.000 0.015 0.000 0.000 0.017 
0.0627 0.0205 0.0051 -0.0627 -0.0205 -0.0051 
365.53 115.00 0.473 365.12 114.41 7.645 
2 to 3 393.54 126.50 32.156 393.54 128.50 32.156 
0.000 0.000 0.020 0.000 0.000 0.022 
0.2276 0.0744 0.0166 0.2276 0.0744 0.0166 
366.10 116.47 9.291 366.10 116.47 9.291 
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p-values were calculated by direct numerical quadrature of the matrix 
Fisher distribution of A given by Theorem 1. All rotational and/or reflec- 
tional differences between the judges are significant except for the difference 
between judge 1 and judge 2 under the assumption of “amateur” judging. 
Table III also gives the value of the smallest eigenvalue of G = na-‘A. 
These values are much too small for the approximations in Eqs. (2) to (4) 
to be applied. Table III also shows the value of x2, given by Eq. (4), for 
each Q, and it is seen that, in fact, the “correction” given by (4) 
deteriorates the basic x2(21) approximation to the distribution of Q. 
The use of the approximations (5) to (7) is hampered somewhat by 
ambiguity in the proper choice of eigenvalues to treat as zero. For example, 
in testing for a significance difference between judge 1 and judge 2 with 
“amateur” judging, the eigenvalues of G are 35.42, 4.75, 3.09, 1.18, 0.75, 
0.30, 0.04. If the approximation (7) is applied with the last three eigen- 
values treated as zero, we get an estimated x2(18) statistic of 22.6165. This 
gives an estimated p-value of 0.206 compared with true p-values of 0.295 
and 0.294 for O(7) and S0(7), respectively. Setting the last eigenvalue, the 
last two eigenvalues, or the last four to zero yield improvements to the 
x2(21) approximation given by (4), but the improvements are not as good. 
APPENDIX 1: NUMERICAL METHODS 
The probabilities in Tables I, II, and III can be expressed in the 
form q=jexp[Tr(GX)] .Z{Tr(GX)>c} (IXISexp[Tr(GX)] dX, where 
each integral is over the group O(p) (or SO(p)), Z is an indicator function, 
and (dX) is Haar measure. 
To calculate Tables I and III, a Monte Carlo algorithm was used. At 
least N= 1, 000,000 matrices were generated from a uniform distribution 
(with respect to Haar measure). The algorithm used is based upon the well- 
known fact that if X is a p xp matrix with p2 independent N(0, 1) entries, 
Z= (XX’)-1’2X will be uniform on O(p). If Y is obtained from Z by multi- 
plying its first row by the determinant of Z, Y will be uniform on SO(p). 
The distributions of Z and Y are still uniform if one discards matrices X 
for which the ratio of the largest to the smallest eigenvalue of XX’ exceeds 
10,000, and this was done to preserve the numerical stability of the 
calculations. 
The standard errors are calculated as follows: Let xi and yi denote the 
values of the numerator and denominator integrands for the ith matrix. 
The estimate 4 = C XiE yi of q has a bias of order N- ’ and it variance is 
to order Np2 given by E(x- qy)2/[N. E(y)‘]. These formulae are com- 
monly used in sample surveys and are based upon linear approximation 
(see [24], pp. 135-1461). In each group the maximum standard error for 
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the computations in the group is given. In general the standard error 
increases with the 2s and is much smaller for the first few entries of the 
group. 
Table II was calculated by change of coordinates to Euclidean space 
using spherical coordinates. The numerator and denominator integrals 
were separately estimated using IMSL routine DMLIN (version dated 
June 1, 1982). DMLIN is an iterative Gaussian quadrature routine and 
terminates when two successive estimates have either an absolute difference 
less than AERR or a relative difference less than RERR. We used 
AERR = 0 and RERR = 10h6. 
APPENDIX 2. ASYMPTOTIC SERIES FOR THE NORMALIZING CONSTANT 
OF THE BINGHAM DISTRIBUTIONS 
h0P0SITI0N. Suppose T,, . . . . zp are equal in sets: t, = . . . = zP, s p, > 
T p,+l = ... = Tp,+pz = P2 > ... > Tp-p,+l = ... = z, - pq, for positive 
integers pl, p2, ..,, p,‘with Cpj=p. Zf fi= [pi], /5iSpi-pq>0, then 
(l-2) 
k 
H!AkP1/2, . ..> Pq- l/2)} 
as pi-, co, i= 1, . . . . q- 1, where 
a homogeneous polynomial of degree k in { p ,: I } and (a)k s f(a + k)/T(a). 
Note that when p1 =p2 = ... =pq= 1, H,+l/2),C,,,/k! (See [12]). 
Indeed this is true assuming only that py = 1. Thus we recover (9). 
When p1 =p2= ... = ps = 2 and p = 2q (arising in the complex Bingham 
distribution), all but the first term vanishes and we obtain 
c(T)~~(q)e-Prn,.i<,P,‘, which is consistent with (15). 
Proof Let SP,-‘= {x=(x1, . . . . x,)ES~-‘IX~>O, i= 1, . . . . p} be the 
positive orthant of the sphere. Then, by symmetry, 
c(T)=~~ lspm, + eXP(-!,Tixf)dx* 
The transformation vi = XT, i = 1, . . . . p, maps ST- ’ to the simplex 
S(p) = (v) vi 2 0, xi ui = 1 }. After this transformation, we obtain 
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where B(ccI , . . . . a,)=nT(ai)/r(Cai). Defining w1=u1+u2+ a*. +uPl, 
wz=~,,+l+ .*. +up,+p2,..‘, wq=vp--p,+l+ ... +u,=I--cl<i<q4 wi, tt 
is easily seen that 
X il;<, wFi2-‘i dw,...dw,-, 
.-. 
= B(p,/2, . . . . p,/2)-’ ePPq 
1‘ ( 
exp - c -) 6, W, s(q) 1 <icq 
As all pi- 00, exp( - CISi,,piwi) becomes highly concentrated in a 
neighborhood of w1 = w2= ... = wqel = 0. Hence, asymptotically, we can 
represent c(T) as 
c(T) z B(pJ2, . . . . p,/2)- 
x{ n wp,=‘)dw, ..*dw,-,. 
I=Gi<q 
Transforming to ui = biwi, i = q - 1, we have 
q-1 
c(T)= B(p,/2, . . . . p,/2)-‘eePq 
1 ui,py)hi2-’ du,+..du,-, 
I<icq 
Using the binomial expansion for (1 - C, Sicq uJP~)~~‘~- I, we have 
q--l 
c(T)rB(p,/2, . . . . pq/2)-‘e--Pq n pzTpJ2 
i= I 
e - auP’/ -  1 
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After using the multinomial theorem to expand the term (CIGiCq ui/pi)‘, 
an elementary calculation yields 
B(p,/2, . . . . p,/2)-’ Jo=- lam { n e-‘+~~~~-‘}( n 
lQi<q I<i-cq 
u;$ du, . ..du._, 
=a rJ (Pi/2),,. 
l<r<q 
The result follows. 1 
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