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Abstract
The dressing method based on the 2×2 matrix ∂¯-problem is generalized
to study the canonical form of AB equations. The soliton solutions for
the AB equations are given by virtue of the properties of Cauchy matrix.
Asymptotic behaviors of the N -soliton solution are discussed.
PACS number: 02.30.IK, 02.30.Jr
1 Introduction
The AB equations have important applications in geophysical fluids and in non-
linear optics [1–5]. The important features are that the AB equations are inte-
grable by the inverse scattering transform and can be reduced to the sine-Gordon
equation[6, 7]. The single-phase periodic solution is studied by the method for
improving the effectiveness of one-phase periodic solutions of integrable equations
in [8], the envelope solitary wave and sine Waves are discussed in [9]. In addition,
Guo et al. [10] investigated the Painleve´ property and conservation laws of one
type of variable-coefficient AB equation, and obtained the soliton solutions by
Darboux transformation.
∗Email: jyzhu@zzu.edu.cn
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The ∂¯-dressing method [11–15] is a powerful tools to construct and solve
integrable nonlinear equations as well as to describe their transformations and
reductions. For a review see [16, 17], and references therein.
To our knowledge, The N -soliton solution of the AB equation has not been
given and ∂¯-dressing method for the AB equation is open. In this paper, we
study the AB equations in semi-characteristic coordinates by extended ∂¯-dressing
method [18] and give their N -soliton solution.
The present paper is organized as follows. In Sec. 2, the semi-characteristic
coordinates ξ and τ are introduced in the spectral transform matrix to derive
the Lax pair of these equations, where the τ -dependent linear spectral problem is
obtained by introducing a special singular dispersion relation. In Sec. 3, suitable
symmetry conditions are applied to derive the AB equations in canonical form.
In Sec. 4, the properties of Cauchy matrix are used to discuss one-soliton, two-
soliton, as well as N-soliton solutions of the equations. In the last section, we
study the asymptotic behaviors of the N -soliton solution.
2 Spectral transform and Lax pair
In this paper, we consider the 2× 2 matrix ∂¯-problem in the complex k-plane,
∂¯ψ(k, k¯) = ψ(k, k¯)R(k, k¯), (2.1)
where ∂¯ ≡ ∂/∂k¯ and R = R(k, k¯) is a spectral transform matrix which will be
associated with a nonlinear equation. It is readily verified that a solution of the
∂¯-problem (2.1) with the canonical normalization can be written as
ψ(k) = I + ψRCk, (2.2)
where Ck denotes the Cauchy-Green integral operator acting on the left
ψRCk =
1
2iπ
∫∫
dz ∧ dz¯
z − k ψ(z)R(z),
and here we have suppressed the variable k¯ dependence in ψ and R. It is readily
verified that, for some matrix functions f(k) and g(k), the operator Ck satisfies
g(k)[f(k)Ck]Ck + [g(k)Ck]f(k)Ck = [g(k)Ck][f(k)Ck], (2.3)
2
The formal solution of ∂¯-problem (2.1) in terms of the matrix R will be given
from (2.2) as
ψ(k) = I · (I − RCk)−1. (2.4)
For the sake of convenience, we define a pairing
〈f, g〉 = 1
2iπ
∫∫
f(k)gT(k)dk ∧ dk¯, 〈f, g〉T = 〈g, f〉,
It is known that the above pairing possesses the following prosperities [13]
〈fR, g〉 = 〈f, gRT〉, 〈fCk, g〉 = −〈f, gCk〉. (2.5)
In addition, we can easily prove the following properties
kf(k)Ck = k[f(k)Ck] + 〈f(k)〉,
1
µ− kf(k)Ck =
1
µ− k{[f(k)Ck]− [f(µ)Cµ]},
(2.6)
where 〈f(k)〉 = 〈f(k), I〉.
The aim of the ∂¯ dressing method is to construct the compatible system of
linear equations for ψ and consequently the nonlinear evolution equations asso-
ciated the ∂¯-problem (2.1). According to the main idea of the inverse scattering
transform method, it is important to introduce the ξ, τ dependence in the spec-
tral transform matrix R(k, k¯). For the AB equations, let the ξ and τ -dependence
be given by the linear and solvable equations
Rξ = ik[σ3, R], σ3 = diag(1,−1), (2.7)
and
Rτ = [Ω, R], (2.8)
where Ω(k) is a singular dispersion relation, that is
Ω(k) = ω(k)Ckσ3, (2.9)
where ω(k) is some scalar function. Differentiating (2.2) with respect to ξ and
τ , and using (2.7),(2.8), as well as the properties of the Cauchy-Green operator
(2.6), we obtain the Zakharov-Shabat spectral problem [18]
ψξ − ik[σ3, ψ] = Qψ,
Q = i[σ3, 〈ψR〉],
(2.10)
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and the τ -dependent linear equation associated with the singular dispersion rela-
tion
ψτ =
(
ωψσ3ψ
−1Ck
)
ψ − ψΩ. (2.11)
3 The AB equations
In this section, we will derive the AB equations equations associated with spectral
problem (2.10). To the end, differentiating the expression of Q in (2.10) with
respect to τ yields
Qτ = i[σ3, 〈ψR〉τ ]. (3.1)
Since ∂¯(f(k)Ck) = f(k), then
(ψR)τ = ∂¯ψτ = ∂¯
{
ψRτCk(I −RCk)−1
}
= ∂¯
{
ψRτ (I −RCk)−1Ck
}
= ψRτ (I − RCk)−1.
Hence, in virtue of the properties (2.4), equation (3.1) can be rewritten as
Qτ = i[σ3, 〈ψRτ (I − RCk)−1, I〉] = i[σ3, 〈ψRτ , I · (I +RTCk)−1〉]. (3.2)
Based on the identity ∂¯(ψ−1)T = −(ψ−1)TRT, the same procedure as (2.2) and
(2.4) products
I · (I +RTCk)−1 = (ψ−1)T.
Therefore, using (2.4) and the definition of pairing 〈f, g〉, equation (3.2) takes the
form
Qτ = i[σ3, 〈ψΩ, (ψ−1RT)〉]− i[σ3, 〈ψRΩ, (ψ−1)T〉]
= −i[σ3, 〈ψΩ, ∂¯(ψ−1)T〉]− i[σ3, 〈(∂¯ψ)Ω, (ψ−1)T〉]
= −i[σ3, 〈ψΩ∂¯ψ−1〉]− i[σ3, 〈(∂¯ψ)Ωψ−1〉].
Taking into account the fact that Ω → 0 as k → ∞, the above equation can be
further reduced to
Qτ = −i[σ3, 〈∂¯(ψΩψ−1)〉 − 〈ψ(∂¯Ω)ψ−1〉]
= i[σ3, 〈ω(k)ψσ3ψ−1〉].
(3.3)
By virtue of the spectral problem (2.10), one can verify that
Uξ = ik[σ3, U ] + [Q,U ], U = ψσ3ψ
−1, (3.4)
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and
Qτ = i[σ3, 〈ω(k)U〉]. (3.5)
In order to derive the τ -dependent linear spectral problem of the AB equations,
we take
ω(k) = −iπδ(k), (3.6)
then
V ≡ i〈ωU〉 = −U |k=0, (3.7)
which implies
Qτ = [σ3, V ], Vξ = [Q, V ]. (3.8)
It is noted that the coupled equations (3.8) can also be derived from the compat-
ibility condition of the linear equations (2.10) and (2.11).
From (3.6), we know that the linear spectral problem (2.11) can be rewritten
as
ψτ +
1
ik
ψσ3 = − 1
ik
V ψ. (3.9)
For the purpose of obtaining the AB equations, we introduce the following
symmetry condition
Q† = −Q, (3.10)
from which we take
Q = 2
(
0 −A¯
A 0
)
. (3.11)
Here, the form of the potential function is chosen to ensure that the normalization
condition |Aτ |2+B2 = 1 can be obtained. In addition, we need another symmetry
condition about ψ(k)
ψ†(k¯) = ψ−1(k). (3.12)
It is noted that this constraint condition can be obtained by using the symmetry
condition (3.10) and the spectral problem (2.10), as well as the linear equation
(2.7).
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From (3.8), we know that
V (o) =
1
2
σ3Qτ ,
Qξτ = [σ3, [Q, V ]] = 2σ3[Q, V
(d)],
V
(d)
ξ = [Q, V
(o)] = −1
2
σ3(Q
2)τ ,
where V (o) and V (d) denote the off-diagonal and diagonal of the matrix V , re-
spectively. Hence V = V (o) + V (d). According to the above equations, we take
V = −
(
B A¯τ
Aτ −B
)
, (3.13)
then we have the AB equations in canonical form
Aξτ − 4AB = 0, Bξ + 2(|A|2)τ = 0. (3.14)
It is remarked that the Lax pair of the AB equations is defined by (2.10) and
(3.9), as well as (3.13).
4 Soliton solutions
In the section, we will derive the explicit solutions of the AB equations (3.14) and
their soliton solutions. To this end, we introduce the spectral transform matrix
R as
R(k) = iπ
N∑
j=1
(
0 c¯je
2ikξδ(k − k¯j)
cje
−2ikξδ(k − kj) 0
)
, (4.1)
where {kj}N1 are complex constants and cj = cj(τ). The evolution of these τ -
dependent functions can be obtained from (2.8) and (3.6)
cj,τ = − 2
ikj
cj, j = 1, 2, · · · , N, (4.2)
Substituting (4.1) into (2.10), in view of (3.12), yields
A = −i〈ψR〉21 = −ψˆ22 · gT , (4.3)
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where
ψˆ22 = (ψ22(k1), · · · , ψ22(kN)) , g = (g1, · · · , gN),
gj = cje
2kjξ = e2zj , zj = θj − iϕj,
θj = Imkjξ +
Imkj
|kj|2 τ + κj ,
ϕj = Rekjξ − Rekj|kj|2 τ + χj,
(4.4)
where {κj, χj} are arbitrary constants. In addition, from (3.7) and (3.4),(3.13),
by virtue of symmetry condition (3.12), we obtain
B = |ψ22(0)|2 − |ψ21(0)|2, (4.5)
in terms of detψ = 1.
In the following, we will give the expression of ψij about the discrete data.
Substitution (4.1) into (2.2) yields
ψ22(k) = 1− i
N∑
j=1
ψ21(k¯j)g¯j
k¯j − k
,
ψ21(k) = −i
N∑
j=1
ψ22(kj)gj
kj − k ,
(4.6)
which imply that
ψˆ22 = E(I +KK¯)
−1, ψ˜21 = −iEK(I + K¯K)−1, (4.7)
where the vectors ψˆ22, g are defined by (4.4) and
ψ˜21 = (ψ21(k¯1), · · · , ψ21(k¯N)), E = (1, · · · , 1),
K = (Knm)N×N , Knm =
gn
kn − k¯m
.
(4.8)
In addition, from (4.6), we have
ψ21(0) = −iψˆ22hT , ψ22(0) = 1− iψ˜21h¯T ,
h = (h1, · · · , hN), hj = gj
kj
.
(4.9)
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Substituting (4.7) into (4.3) and (4.9) one obtains [19]
A =− tr[(I +M)−1gTE]
=− det(I +M + g
TE)− det(I +M)
det(I +M)
,
ψ21(0) =− itr[(I +M)−1hTE]
=− idet(I +M + h
TE)− det(I +M)
det(I +M)
,
ψ22(0) =1− tr[(I + M˜)h¯TEK]
=1− det(I + M˜ + h¯
TEK)− det(I + M˜)
det(I + M˜)
,
(4.10)
where
M = KK¯, M˜ = K¯K. (4.11)
Indeed, for example, it is easy to see that A = −E(I +M)−1gT in view of (4.3)
and (4.7). Then one may find A = −tr[(I + M)−1gTE] by multiplication of
matrices, and A = −[det(I +M + gTE) − det(I +M)]/ det(I +M) by the fact
that det(gTE) = 0.
In the following, we will give the one-soliton and two-soliton solutions. Firstly,
for N = 1,
A =− e−2iϕ 2Imk1
(2Imk1)e−2θ1 + e2θ1(2Imk)−1
,
ψ21(0) =
e−2iϕ
ik1
2Imk1
(2Imk1)e−2θ1 + e2θ1(2Imk)−1
,
ψ22(0) =1− e
2θ1
ik¯1
1
(2Imk1)e−2θ1 + e2θ1(2Imk)−1
, .
Let 2Imk1 = e
2β1 , then the above expressions give rise to one-soliton solution in
semi-characteristic coordinates
A =− 1
2
e2(β1−iϕ1)sech2(θ1 − β1),
B =1 +
e2(θ1+β1)
2|k1|2 [sech
22(θ1 − β1) sinh 2(θ1 − β1)− sech2(θ1 − β1)].
(4.12)
It is readily verified that
∫∞
−∞
|A|2dξ = Imk1/4. One can find that the waveform
of the envelope solitary wave travels to the left, and the carrier wave to right,
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with same velocity 1/|k1|2. The graphic of one-soliton solution is shown in Figure
1.
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Figure 1: k1 = 1.04 + 0.6i, κ1 = 0, ξ1 = 0.
For the case of N = 2, we have
det(I +M) =1 +
|k1 − k2|4
2∏
j,l=1
(kj − k¯l)2
e2(z1+z2+z¯1+z¯2) − e
2(z1+z¯1)
(k1 − k¯1)2
− e
2(z2+z¯2)
(k2 − k¯2)2
− e
2(z1+z¯2)
(k1 − k¯2)2
− e
2(z¯1+z2)
(k2 − k¯1)2
,
det(I +M+gTE)− det(I +M)
=e2z1
[
1− (k1 − k2)
2
(k1 − k¯2)2(k2 − k¯2)2
e2(z2+z¯2)
]
+ e2z2
[
1− (k1 − k2)
2
(k1 − k¯1)2(k2 − k¯1)2
e2(z1+z¯1)
]
,
det(I +M+hTE)− det(I +M)
=
e2z1
k1
[
1− k¯2
k2
(k1 − k2)2
(k1 − k¯2)2(k2 − k¯2)2
e2(z2+z¯2)
]
+
e2z2
k2
[
1− k¯1
k1
(k1 − k2)2
(k1 − k¯1)2(k2 − k¯1)2
e2(z1+z¯1)
]
,
(4.13)
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and
2 det(I + M˜)− det(I + M˜ + h¯TEK)
=1− k1
k¯1
e2(z1+z¯1)
(k1 − k¯1)2
− k2
k¯2
e2(z2+z¯2)
(k2 − k¯2)2
− k2
k¯1
e2(z¯1+z2)
(k2 − k¯1)2
− k1
k¯2
e2(z1+z¯2)
(k1 − k¯2)2
+
k1k2
k¯1k¯2
|k1 − k2|4
2∏
j,l=1
(kj − k¯l)2
e2(z1+z2+z¯1+z¯2).
To obtain the soliton solutions, we introduce new functions ωj
e2ωj =
k1 − k2
(k1 − k¯j)(k2 − k¯j)
, ωj = wj + iφj , j = 1, 2. (4.14)
Under this definition, equations (4.13) can be rewritten as
det(I +M) =4
e2(ϑ1+ϑ2)
|k1 − k2|2 {a cosh 2ϑ1 cosh 2ϑ2 + b sinh 2ϑ1 sinh 2ϑ2
+2Imk1Imk2 cos ρ}
≡∆D2,
(4.15)
det(I +M + gTE)− det(I +M)
=− 4 e
2(ϑ1+ϑ2)
|k1 − k2|2
√
a2 − b2 [Imk1e2i(φ2−ϕ1) sinh 2(ϑ2 + iφ2)
+ Imk2e
2i(φ1−ϕ2) sinh 2(ϑ1 + iφ1)
]
≡ ∆Ω2,
(4.16)
det(I +M + hTE)− det(I +M)
=− 4 e
2(ϑ1+ϑ2)
|k1 − k2|2
√
a2 − b2
[
Imk1
k1
e2i(φ˜2−ϕ1) sinh 2(ϑ2 + iφ˜2)
+
Imk2
k2
e2i(φ˜1−ϕ2) sinh 2(ϑ1 + iφ˜1)
]
≡ ∆Ξ2,
(4.17)
2 det(I + M˜)− det(I + M˜ + h¯TgK)
= 4
e2(ϑ1+ϑ2)
|k1 − k2|2
{
ei(arg k1+arg k2)[a cosh(2ϑ1 + i arg k1) cosh(2ϑ2 + i arg k2)
b sinh(2ϑ1 + i arg k1) sinh(2ϑ2 + i arg k2)] + 2Imk1Imk2 cosh(ε+ i̺)}
≡ ∆Λ2,
(4.18)
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where
ϑj = θj + wj, φ˜j = φj +̟j, ̟j = arg kj , j = 1, 2
|k1 − k2|2 = a+ b, |k1 − k¯2|2 = a− b,
ρ = 2(ϕ1 + φ1 − ϕ2 − φ2),
̺ = 2(ϕ1 − φ1 − ϕ2 + φ2)−̟1 +̟2,
eε =
|k1|
|k2| , ∆ = 4
e2(ϑ1+ϑ2)
|k1 − k2|2 cosh 2ϑ1 cosh 2ϑ2,
and
D2 =a + b tanh 2ϑ1 tanh 2ϑ2 + 2Imk1Imk2 cos ρsech2ϑ1sech2ϑ2,
Ω2 =−
√
a2 − b2[Imk1e2i(φ2−ϕ1)sech2ϑ1(tanh 2ϑ2 cos 2φ2 + i sin 2φ2)
+ Imk2e
2i(φ1−ϕ2)sech2ϑ2(tanh 2ϑ1 cos 2φ1 + i sin 2φ1)],
Ξ2 =−
√
a2 − b2[ Imk1
k1
e2i(φ˜2−ϕ1)sech2ϑ1(tanh 2ϑ2 cos 2φ˜2 + i sin 2φ˜2)
+
Imk2
k2
e2i(φ˜1−ϕ2)sech2ϑ2(tanh 2ϑ1 cos 2φ˜1 + i sin 2φ˜1)],
Λ2 =e
i(̟1+̟2)[a(cos̟1 cos̟2 − tanh 2ϑ1 tanh 2ϑ2 sin̟1 sin̟2)
+ b(tanh 2ϑ1 tanh 2ϑ2 cos̟1 cos̟2 − sin̟1 sin̟2)
+ ia(tanh 2ϑ2 cos̟1 sin̟2 + tanh 2ϑ1 sin̟1 cos̟2)
+ ib(tanh 2ϑ1 cos̟1 sin̟2 + tanh 2ϑ2 sin̟1 cos̟2)]
+ 2Imk1Imk2 cosh(ε+ i̺)sech2ϑ1sech2ϑ2.
(4.19)
Hence, the two-soliton solution in semi-characteristic coordinates of the AB
equations (3.14) takes the form
A =
Ω2
D2
, B =
|Λ2|2 − |Ξ2|2
D22
. (4.20)
The Figure 2 describes two-soliton waves of |A| and B traveling to left, and Figure
3 (from left to right) shows collision of the two-soliton from |A| at τ1 = −3, τ2 =
0, τ3 = 3; Figure 4 (from left to right) shows collision of the two-soliton from B
at τ1 = −4, τ2 = −1, τ3 = 2. (In the figures, for convenience, we take variable ξ
as x, and τ as t.)
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Figure 2: k1 = 1.04 + 0.6i, k2 = 2 + 0.4i, κj = 0, ξj = 0, j = 1, 2.
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Figure 3: k1 = 1.04 + 0.6i, k2 = 2 + 0.4i, κj = 0, ξj = 0, j = 1, 2.
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Figure 4: k1 = 1.04 + 0.6i, k2 = 2 + 0.4i, κj = 0, ξj = 0, j = 1, 2.
Note that the representations (4.15)-(4.18) can be rewritten into another forms
det(I +M) = ∆˜D˜2, det(I +M + g
TE)− det(I +M) = ∆˜Ω˜2
det(I +M + hTE)− det(I +M) = ∆˜Ξ˜2,
2 det(I + M˜)− det(I + M˜ + h¯TgK) = ∆˜Λ˜2,
(4.21)
where
∆˜ = 4
e2(ϑ1+ϑ2)
|k1 − k2|2 sinh 2ϑ1 sinh 2ϑ2,
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and
D˜2 =b+ a coth 2ϑ1 coth 2ϑ2 + 2Imk1Imk2 cos ρcsch2ϑ1csch2ϑ2, ,
Ω˜2 =−
√
a2 − b2[Imk1e2i(φ2−ϕ1)csch2ϑ1(cos 2φ2 + i coth 2ϑ2 sin 2φ2)
+ Imk2e
2i(φ1−ϕ2)csch2ϑ2(cos 2φ1 + i coth 2ϑ1 sin 2φ1)],
Ξ˜2 =−
√
a2 − b2[ Imk1
k1
e2i(φ˜2−ϕ1)csch2ϑ1(cos 2φ˜2 + i coth 2ϑ2 sin 2φ˜2)
+
Imk2
k2
e2i(φ˜1−ϕ2)csch2ϑ2(cos 2φ˜1 + i coth 2ϑ1 sin 2φ˜1)],
Λ˜2 =e
i(̟1+̟2)[a(coth 2ϑ1 coth 2ϑ2 cos̟1 cos̟2 − sin̟1 sin̟2)
+ b(cos̟1 cos̟2 − coth 2ϑ1 coth 2ϑ2 sin̟1 sin̟2)
+ ia(coth 2ϑ1 cos̟1 sin̟2 + coth 2ϑ2 sin̟1 cos̟2)
+ ib(coth 2ϑ2 cos̟1 sin̟2 + coth 2ϑ1 sin̟1 cos̟2)]
+ 2Imk1Imk2 cosh(ε+ i̺)csch2ϑ1csch2ϑ2.
(4.22)
Hence, we have another form of two-soliton solution of the AB equations (3.14)
A =
Ω˜2
D˜2
, B =
|Λ˜2|2 − |Ξ˜2|2
D˜2
2 . (4.23)
It is remarked that the functions ϑj can be rewritten as
ϑj = Imkj(ξ +
τ
|kj|2 + ξj), (4.24)
where ξj is a certain constant. We note that the denominators D2 and D˜2 are
not zero, because they are derived from the determinant of an invertible matrix.
It is remarked that the graphic of solution (4.23) has the same form as in Figure
2.
Now, we will derive the N -soliton solutions of (3.14). By virtue of the method
of linear algebra, we know that
det(I +M) = 1 +
N∑
σ=1
∑
1≤j1≤···≤jσ≤N
M(j1, · · · , jσ), (4.25)
where M(j1, · · · , jσ) denotes the principal minor of N × N matrix M obtained
by taking all the elements of (j1, · · · , jσ)-th columns and rows. By using the
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Cauchy-Binet formula, we can calculate the value of M(j1, · · · , jσ)
M(j1, · · · , jσ) =
∑
1≤r1≤···≤rσ≤N
K
(
j1,j2, · · · ,jσ
r1,r2, · · · ,rσ
)
K¯
(
r1,r2, · · · ,rσ
j1,j2, · · · ,jσ
)
, (4.26)
where K
(
j1,j2, · · · ,jσ
r1,r2, · · · ,rσ
)
denotes the determinant of the submatrix obtained
by preserving the (j1, j2, · · · , jσ)-th rows and (r1, r2, · · · , rσ)-th columns of K;
K¯
(
·
·
)
denotes similarly the determinant of the submatrix for K¯. It is noted
that K is Cauchy type matrices, then
M(j1, · · · , jσ) =
∑
1≤r1≤···≤rσ≤N
(−1)σ
∏
l<l′,m<m′
|kl − kl′|2|k¯m′ − k¯m|2
(kl − k¯m)2
e2(zl+z¯m),
(4.27)
where m ∈ {r1, r2, · · · , rσ}; l, l′ ∈ {j1, j2, · · · , jσ} and σ = 1, · · · , N . Hence, we
obtain the explicit representation of det(I + M) from (4.25) and (4.27). It is
readily verified that det(I + M˜) = det(I +M).
In the following, we will evaluate the numerator of the expressions in (4.10).
To this end, let
C = M + gTE = GH, (4.28)
whereG = (gT , K) = (Gnm) andH =
(
E
K¯
)
= (Hmn), with n ∈ {1, · · · , N}, m ∈
{0, 1, · · · , N}. Hence, det(I + C) takes the same expansion as (4.25), where
C(j1, · · · , jσ) =
∑
0≤r1≤···≤rσ≤N
G
(
j1,j2, · · · ,jσ
r1,r2, · · · ,rσ
)
H
(
r1,r2, · · · ,rσ
j1,j2, · · · ,jσ
)
. (4.29)
Now, we split the summation on the right hand side of the above equation into
two parts, the first one is r1 = 0, and the second one is r1 ≥ 1. It is noted that
the second one is exactly equal to M(j1, · · · , jσ). Thus, the numerator of the
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expression of r in (4.10) takes the value
det(I +M + gTE)− det(I +M)
=
N∑
σ=1
∑
(1≤j1≤···≤jσ≤N)
∑
(1≤r2≤···≤rσ≤N)
G
(
j1,j2, · · · ,jσ
0,r2, · · · ,rσ
)
H
(
0,r2, · · · ,rσ
j1,j2, · · · ,jσ
)
=
N∑
σ=1
∑
(1≤j1≤···≤jσ≤N)
∑
(1≤r2≤···≤rσ≤N)
(−1)σ−1
∏
l<l′,m<m′
|kl − kl′|2|k¯m′ − k¯m|2
(kl − k¯m)2
e2(zl+z¯m),
where m,m′ ∈ {r2, · · · , rσ}; l, l′ ∈ {j1, j2, · · · , jσ}.
Similarly, for ψ21(0) in (4.10), we have
det(I +M + hTE)− det(I +M)
=
N∑
σ=1
∑
(1≤j1≤···≤jσ≤N)
∑
(1≤r2≤···≤rσ≤N)
× (−1)σ−1
∏
l<l′,m<m′
k¯m
kl
|kl − kl′|2|k¯m′ − k¯m|2
(kl − k¯m)2
e2(zl+z¯m),
(4.30)
where (m,m′ ∈ {r2, · · · , rσ}; l, l′ ∈ {j1, j2, · · · , jσ}). While for ψ22(0), let
M˜ + h¯TEK = (h¯T , K¯)
(
EK
K
)
,
then
det(I + M˜ + h¯TgK)− det(I + M˜)
=
N∑
σ=1
∑
(1≤j1≤···≤jσ≤N)
∑
(1≤r2≤···≤rσ≤N)
(−1)σ−1
∑
r0∈σˆ
∏
l,m
kr0 − km
kr0 − k¯l
e2zr0
×
∏
l,m
km
k¯l
e2(z¯m+zl)
(km − k¯l)2
∏
l<l′,m<m′
(k¯l − k¯l′)2(km − km′)2.
(4.31)
wherem,m′ ∈ {r2, · · · , rσ}; l, l′ ∈ {j1, j2, · · · , jσ} and σˆ = {1, 2, · · · , N}\{r2, · · · , rσ}
denotes a subset of the set {1, 2, · · · , N}. It is remarked that the N -soliton solu-
tion of the AB equations can be obtained from (4.5),(4.10) and (4.25)-(4.30).
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5 Asymptotic behaviors of the N-soliton solu-
tion
In this section, we discuss the asymptotic behaviors of the given N -solion solution.
To this end, we assume that
1 < |k1| < |k2| < · · · < |kN |, Imkj > 0.
It is noted that
gj = e
2izj = e2θje−2iϕ, θj = Imkj(ξ − vjτ − ξj), (5.1)
where vj = −|kj |−2 and ξj is a certain real constant. Now the region of the point
ξ = ξj + vjτ is denoted by Σj . Then, as τ → −∞, these regions are disjoint and
distribute from left to right as
ΣN , ΣN−1, · · · , Σ1,
in view of v1 < v2 < · · · < vN . In the region Σj , one may find that
ξ − ξn − vnτ → +∞,
|gn| → +∞, n > j;
(5.2)
and
ξ − ξm − vmτ → −∞,
|gm| → 0, m < j.
(5.3)
Thus, in the region Σj , as τ → −∞, we find
det(I +M) ≈ K
(
j + 1, j + 2, · · · , N
j + 1, j + 2, · · · , N
)
K¯
(
j + 1, j + 2, · · · , N
j + 1, j + 2, · · · , N
)
+K
(
j, j + 1, · · · , N
i, j + 1, · · · , N
)
K¯
(
j, j + 1, · · · , N
j, j + 1, · · · , N
)
=
(
1 +
e4θj
|kj − k¯j |2
N∏
l=j+1
|kj − kl|4
|kj − k¯l|4
) ∏
j+1≤l<l′≤N
e4θl
|kl − k¯l|2
|kl − kl′|4
|kl − k¯l′|4
,
(5.4)
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and
det(I +M + gTE)− det(I +M)
≈ G
(
j, j + 1, · · · , N
0, j + 1, · · · , N
)
H
(
0, j + 1, · · · , N
j, j + 1, · · · , N
)
= e2θje−2iϕj
N∏
l=j+1
(kj − kl)2
(kj − k¯l)2
∏
j+1≤l<l′≤N
e4θl
|kl − k¯l|2
|kl − kl′|4
|kl − k¯l′|4
.
(5.5)
Equations (5.4) and (5.5) imply that the solution A in Σj has the following
asymptotic behavior
A ≈ −iImkje−2i(ϕj+δ
(−)
j )sech2(θj + γ
(−)
j ), τ → −∞, (5.6)
where δ
(−)
j and γ
(−)
j are defined by the following representation
1
k¯j − kj
N∏
l=j+1
(k¯j − k¯l)2
(k¯j − kl)2
= e2(γ
(−)
j +iδ
(−)
j ). (5.7)
Similarly, as τ → +∞, the regions are distributed as Σ1, · · · ,ΣN . In this case,
the leading term of det(I +M) in (5.4) will involve {1, · · · , j− 1; 1, · · · , j− 1, j},
instead of {j + 1, · · · , N ; j, j + 1, · · · , N}. Also, in the leading term of (5.5) is
now {1, 2, · · · , j − 1, j; 0, 1, · · · , j − 1}. Thus in the region Σj , we find
A ≈ −iImkje−2i(ϕj+δ
(+)
j )sech2(θj + γ
(+)
j ), τ → +∞, (5.8)
and
1
k¯j − kj
j−1∏
l=1
(k¯j − k¯l)2
(k¯j − kl)2
= e2(γ
(+)
j +iδ
(+)
j ). (5.9)
From (5.6) to (5.9), one may find that the N -solitons with different velocity
split as τ → −∞, after mutual collisions, split again as τ → +∞. In this solitary
wave collisions, the form and velocity of each solitary wave do not change, only
the center and phase change from δ
(−)
j , γ
(−)
j to δ
(+)
j , γ
(+)
j for the j-th soliton.
Similar considerations apply to ψ21(0) and ψ22(0), we find
ψ21(0) ≈


e−i2(ϕj+̺
(−)
j ) sin̟jsech2(θj + γ
(−)
j ), τ → −∞,
e−i2(ϕj+̺
(+)
j ) sin̟jsech2(θj + γ
(+)
j ), τ → +∞,
(5.10)
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where ̺
(±)
j = δ
(±)
j + ρ
(±)
j +
̟j
2
, ̟j = arg kj, ρ
(−)
j =
N∑
l=j+1
̟l, ρ
(+)
j =
j−1∑
l=1
̟l, and
ψ22(0) ≈


1− e−i2(ϕj+˜̺(−)j )e2(θj+µ(−)j )sech2(θj + γ(−)j ), τ → −∞,
1− e−i2(ϕj+˜̺(+)j )e2(θj+µ(+)j )sech2(θj + γ(+)j ), τ → +∞,
(5.11)
with ̺
(±)
j = δ
(±)
j + ν
(±)
j and µ
(±)
j , ν
(±)
j defined by
1
2k¯j
N∏
l=j+1
k¯j − k¯l
k¯j − kl
N∏
l=j+1
kj(kj − k¯l)(k¯j − k¯l)
k¯j(k¯j − kl)(kj − kl)
= e2(µ
(−)
j +iν
(−)
j ),
1
2k¯j
j−1∏
l=1
k¯j − k¯l
k¯j − kl
j−1∏
l=1
kj(kj − k¯l)(k¯j − k¯l)
k¯j(k¯j − kl)(kj − kl)
= e2(µ
(+)
j +iν
(+)
j ).
Hence, the asymptotic behavior of the solution B can be characterized by (4.5)
and (5.10), (5.11), and the solitary wave collisions can be discussed similarly.
6 Conclusions and remarks
It is remarked that the ∂¯-approach is starting from the dispersion relations of the
AB system, which are introduced in linear equations of the spectral transform
matrix R of the ∂¯-problem. By virtue of the ∂¯-dressing method, we obtain two
linear spectral problems, which reduce to the Lax pair of the AB system by using
of the associated symmetry conditions. We note that these symmetries about
potential Q and eigenfunction ψ play a crucial role in the determination of the
form of spectral transform matrix R. The solutions in closed form, including
soliton solutions, are obtained by virtue of the algebraic approach.
From section 5, we find that the envelope solitary wave is vR ≡ −1/|kj|2, and
the velocity of the carrier wave is vI ≡ 1/|kj|2. Furthermore, the peculiarity of
present solitons is that the center and the phase difference of solitons are depen-
dent on the discrete spectrum, which is determined by the symmetry conditions
of AB system. In addition, the present solitons are stable for |kj| > 1 by the
results in [6, 7, 9], for the reason that the velocity of the envelope solitary wave
vR admits −1 < vR < 0.
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