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Resumo
Propriedades de a´tomos de 4He nas fases l´ıquida e so´lida foram investigadas usando
os me´todos de Monte Carlo Variacional e Multi-pesos de Difusa˜o. Com o intuito de
observar os efeitos da simetria de troca de part´ıculas foram utilizadas duas diferentes
func¸o˜es guia, com e sem simetria de troca de part´ıculas, em duas series diferentes de
ca´lculos. Estimamos as energias total, cine´tica e potencial para as fases l´ıquida e so´lida.
As densidades de solidificac¸a˜o e fusa˜o como a pressa˜o de transic¸a˜o entre as fases l´ıquida e
so´lida tambe´m foram estimadas. Um trabalho criterioso foi feito no controle da populac¸a˜o
de configurac¸o˜es e em poss´ıveis efeitos de tamanho. Nossos resultados sa˜o comparados com
valores experimentais. Fazemos uma discussa˜o sobre porque a amostragem do espac¸o de
configurac¸o˜es usando func¸o˜es guia com e sem simetria de Bose na˜o mostra uma diferenc¸a
considera´vel maior que os erros estat´ısticos.
Abstract
Properties of helium atoms in the solid phase are investigated using the Variational and
Multiweight Diffusion Monte Carlo methods. Two different importance function transfor-
mations are used in two series of independent calculations. The kinetic energy is estimated
for both the solid and liquid phases of 4He. We estimate the melting and freezing densities,
among other properties of interest. Our estimates are compared with experimental values.
We discuss why walkers biased by two distinctly different guiding functions do not lead
to noticeable changes in the reported results. Criticisms concerning the bias introduced
into our estimates by population control and system size effects are considered.
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Cap´ıtulo 1
Introduc¸a˜o
Diversos sistemas quaˆnticos formados por part´ıculas que tem simetria bosoˆnica apresen-
tam comportamentos anoˆmalos a baixas temperaturas. Por exemplo na fase l´ıquida o 4He
apresenta um decre´scimo da energia cine´tica a uma dada temperatura cr´ıtica TC , que e´
considerado como uma evideˆncia de condensac¸a˜o de Bose-Eistein e onde o sistema entra
no estado de super-fluidez. Esta diminuic¸a˜o e´ devida aos a´tomos do condensado ocuparem
o estado de momento zero, diminuindo a energia cine´tica do sistema. Experimentos e es-
tudos teo´ricos sugerem este comportamento no 4He l´ıquido. Para temperaturas menores a
Tc = 2.17 K, ha´ uma poss´ıvel condensac¸a˜o e transic¸a˜o de fluido a super-fluido, observado-
se uma diminuic¸a˜o da energia cine´tica do sistema. Outro comportamento interessante em
sistemas formados por a´tomos de 4He foi reportado em 2004. Kim e Chan mostraram
evideˆncias experimentais de um comportamento anoˆmalo no 4He so´lido [1, 2, 3, 4]. Eles
estudaram a dependeˆncia do per´ıodo de um oscilador de torc¸a˜o, preenchido com 4He
so´lido, em func¸a˜o da temperatura. Observaram um comportamento inusual do per´ıodo
devido a uma diminuic¸a˜o do momento de ine´rcia, o qual na˜o e´ esperado desde o ponto
de vista cla´ssico. Este comportamento do momento de ine´rcia rotacional foi chamado de
momento de ine´rcia rotacional na˜o cla´ssico (com as siglas em ingleˆs NCRI ). Apo´s de
Kim e Chan apresentarem seus resultados, diferentes grupos refizeram os mesmos expe-
rimentos e cada grupo encontro diferentes valores de NCRI. Situac¸a˜o que levou a` ideia
que a NCRI depende da histo´ria ou preparac¸a˜o da amostra. Em outras palavras, dos
defeitos que possam existir no cristal. Apesar das diferenc¸as no valor de NCRI entre os
dados apresentados por diferentes grupos, em todos eles o efeito NCRI se apresentava em
temperaturas menores a` temperatura cr´ıtica Tc ≈ 200 mK e concentrac¸o˜es de impurezas
de 3He diminu´ıam este efeito.
A´tomos de 4He tem massa pequena, o que faz que o comprimento de onda te´rmica
Λ =
√
h2
2pimkT
seja compara´vel a` distancia me´dia entre os a´tomos nas fases l´ıquida e so´lida.
Estes a´tomos tem uma simetria de Bo´son, que aumenta a possibilidade de ter troca entre
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part´ıculas e outros efeitos quaˆnticos tais como super-fluidez. Sistemas formados por a´to-
mos de 4He podem ser obtidos com pequenas concentrac¸o˜es de impurezas, o que permite
a obtenc¸a˜o de amostras ultrapuras de so´lidos compostos de 4He de forma relativamente
fa´cil e que tem facilitado o seu estudo experimental.
Ja´ faz mais de 40 anos que Chester, a partir de uma ana´lise de func¸o˜es de onda capazes
de descreverem um sistema formando por a´tomos de 4He, aponta que pode haver uma
condensac¸a˜o de Bose-Einstein com os a´tomos do cristal [5]. Ele baseou seus argumentos
na poss´ıvel similaridade que existe entre descric¸o˜es das func¸o˜es de onda nas fases l´ıquida
e so´lida. Posteriormente, nos anos 70 e 80 se realizaram diversos estudos tanto teo´ricos
como experimentais deste fenoˆmeno no He so´lido.
Va´rios modelos baseados em func¸o˜es de onda da forma Jastrow-Feenber [6] foram
propostas para descrever e analisar so´lidos de 4He [7, 8, 9]. A func¸a˜o mais simples proposta
e´ a de Nosanow-Jastrow (NJ). Esta e´ definida como o produto de um fator que correlaciona
pares de part´ıculas por um outro fator que“fixa”a posic¸a˜o dos a´tomos ao redor dos pontos
de rede definido para o sistema. Tambe´m foram introduzidos fatores que incluem termos
de treˆs corpos [10] e outros conjuntos de aproximac¸o˜es com o intuito de obter uma melhora
nos resultados [11]. Cabe mencionar tambe´m outros tipos de me´todos alternativos usados
para o estudo deste sistema, tais como o da func¸a˜o de onda fantasma [12] e o de integrais
de trajeto´ria Monte Carlo [13]. No me´todo da func¸a˜o de onda fantasma em vez de usar
termos de um corpo que na˜o satisfaz propriedades fundamentais do sistema, tais como a
simetria sob permutac¸o˜es de part´ıculas e a variaˆncia translacional, e´ usado um conjunto
de varia´veis de auxiliares integradas em todo o espac¸o. Isto gera func¸o˜es de onda que
considera um conjunto completo de correlac¸o˜es entre part´ıculas definidas no sistema. No
me´todo de integrais de trajeto´ria se utiliza a matriz densidade do sistema para estimar as
quantidades de interesse, esta matriz densidade inclui as informac¸o˜es f´ısica do sistema.
Ha´ pouco tempo a func¸a˜o de onda Simetrica-Nosanow-Jastrow (SNJ) foi proposta [7],
a qual e´ uma modificac¸a˜o da func¸a˜o de onda NJ. A func¸a˜o de onda SNJ e´ sime´trica
sob permutac¸o˜es de part´ıculas, o que permite incluir a propriedades de simetria sem a
necessidade de usar um permanente. Ao na˜o precisar usar um permanente, nos ca´lculos
diminui o tempo e trabalho computacional necessa´rio para estimar as quantidades de
interesse. Esta´ func¸a˜o de onda melhora os resultados obtidos com o me´todo variacional
aplicado a sistemas formados por a´tomos de He na transic¸a˜o entre as fases l´ıquido a so´lida
[14]. Alguns resultados obtidos com as func¸o˜es de onda SNJ e NJ podem ser diferentes
[7], por exemplo o “off-diagonal long range“ e´ na˜o nulo em ca´lculos feitos com SNJ e nulo
ao usar NJ.
Atualmente se observa um amplo interesse na construc¸a˜o de func¸o˜es de onda variaci-
onais. Um exemplo disto e´ o de Lutsyshy [14] que generaliza a func¸a˜o de onda SNJ para
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estudar cascas de coordenac¸a˜o na fase l´ıquida de sistemas formados por a´tomos de 4He.
Recentemente [15], se fez uma discussa˜o de como em me´todos variacionais a construc¸a˜o de
fatores de dois corpos com melhor qualidade influeˆncia os resultados [16]. Estes trabalhos
juntamente com o nosso pode dar sugesto˜es na construc¸a˜o de func¸o˜es de onda, onde a
fase so´lida e´ uma consequeˆncia da quebra da simetria devido efeitos de muitos corpos.
Propriedades f´ısicas associadas a`s func¸o˜es de onda sa˜o calculadas de forma eficiente
usando o me´todo variacional de Monte Carlo. Este e´ um dos me´todos mais simples para
tratar problemas de muitos corpos. Os resultados obtidos neste me´todo dependem da
func¸a˜o de onda guia utilizada. Este me´todo permite fazer um bom estudo quantitativo
do sistema considerado.
O me´todo Difusa˜o de Monte Carlo (DMC) e´ um me´todo “exato” em temperatura
zero. A func¸a˜o de onda guia e´ uma parte essencial deste me´todo. Ele parte de um
amostragem inicial da func¸a˜o de onda do sistema, o qual tem componentes de estados
excitados e do estado fundamental. Ao propagar esta amostragem inicial no chamado
“tempo” imagina´rio, os estados excitados sa˜o filtrados, obtendo-se no final a amostragem
do estado fundamental. A func¸a˜o de onda guia e´ utilizada para guiar a evoluc¸a˜o da
amostragem. As regio˜es privilegiadas no espac¸o usadas na amostragem dependeram do
formato da func¸a˜o de onda guia. E´ importante ressaltar que o me´todo DMC e´ insens´ıvel
a uma func¸a˜o guia usada, desde que esta na˜o exclua regio˜es significativas do espac¸o de
configurac¸o˜es. E´ sabido que em certas situac¸o˜es, pequenas mudanc¸as na func¸a˜o guia
pode produzir mudanc¸as significativas nos resultados [17]. Ale´m do mais, se queremos
estudar algum poss´ıvel efeito devido a simetria do sistema e´ necessa´rio que as func¸o˜es
guias satisfac¸am esta simetria.
Neste trabalho temos dois objetivos. Dado que a estat´ıstica obedecida pelo sistema e´
crucial no processo de amostragem de sistemas formadas por a´tomos de 4He, e´ preciso
entender como a implementac¸a˜o da func¸a˜o guia SNJ afetara os resultados no me´todo
DMC, com respeito aos obtidos usando a func¸a˜o guia NJ. O outro objetivo e´ estudar a
precisa˜o na implementac¸a˜o do me´todo DMC, com respeito ao tamanho do sistema e o
nu´mero de walkers usado na simulac¸a˜o.
O potencial de interac¸a˜o entre a´tomos de He foi estudado com grande detalhe, tanto
teo´rico como experimental, sendo uma das interac¸o˜es entre a´tomos melhor conhecida. No´s
empregamos o potencial proposto por Aziz no ano 1995 [18], chamado HFD-B3-FCI1 e
que e´ um dos mais utilizados. Este potencial tem a seguinte forma
V (r = rmx) = 
[
Ae−αx+βx
2 − F (x)
2∑
i=0
C2i+6
x2i+6
]
(1.0.1)
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com
F (x) =
e
−(Dx −1)
2
se x ≤ D,
1 se x > D.
(1.0.2)
Os valores dos paraˆmetros sa˜o mostrados na Tab. 1.0.1 . Utilizando este potencial na
Tabela 1.0.1: Paraˆmetros para o potencial de Aziz HFD-B3-FCI-1 para a interac¸a˜o He-He,
os d´ıgitos extras sa˜o exibidos para evitar erros pelo arredondamento.
A 1.869 244 04× 105
α 10.571 7543
C6 1.351 866 23
C8 0.414 951 43
C10 0.171 511 43
β −2.077 587 79
/kB(K) 10.956 0000
D 1.438 000 00
rm(A˚) 2.968 300 00
hamiltoniana que descreve este sistema que e´ escrita como
Hˆ =
−~2
2m
∑
i
~∇2 +
∑
j>i
V (ri,j) , (1.0.3)
onde ri,j e´ a distaˆncia entre os a´tomos i e j.
Estudamos va´rias propriedades f´ısicas em sistemas formados por a´tomo de 4He nas
fases l´ıquida e so´lida. Para isto utilizamos os me´todos VMC e DMC. Na fase l´ıquida
foi usada a func¸a˜o guia Jastrow e na fase so´lida utilizamos as func¸o˜es guia NJ e SNJ
em ca´lculos independentes. Os resultados foram analisados para avaliar alguma poss´ıvel
mudanc¸a devida as duas func¸o˜es guia usadas na fase so´lida. Calculamos a pressa˜o de
transic¸a˜o entre as fases l´ıquida e so´lida avaliando a energia livre de Gibbs. Esta ana´lise
termodinaˆmica permitiu calcular as densidade de solidificac¸a˜o e fusa˜o do sistema. Os va-
lores das densidades de congelac¸a˜o e fusa˜o sa˜o comparados com os obtidos pelo conhecido
me´todo da construc¸a˜o da dupla tangente. Outra quantidade estimada foi a energia cine´-
tica. Para o ca´lculo desta quantidade no me´todo DMC foi usado me´todo de multi pesos
[19], que calcula esta quantidade praticamente sem custo computacional adicional. Esta
e´ uma quantidade de interesse dado que e´ uma das mais estudadas experimentalmente no
sistema considerado, usando espalhamento de neˆutrons [20].
O controle do nu´mero de walkes e efeitos de tamanho podem influenciar de forma
considera´vel nossos resultados e concluso˜es, por tal motivo tomamos cuidado com estes
fatores em nosso trabalho. Para o estudo de nosso sistema de muitos corpos a transfor-
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mac¸a˜o de amostragem de importaˆncia e´ essencial e na˜o afeta nossos resultados dentro
das incertezas estat´ısticas. Pore´m, e´ sabido [21] que transformac¸o˜es de amostragem de
importaˆncia em me´todos DMC podem influir nos resultados.
A seguir descrevemos a estrutura deste texto. No cap´ıtulo seguinte (cap´ıtulo 2) apre-
sentamos os me´todos utilizados que incluem as sec¸o˜es 2.1, onde explicamos as condic¸o˜es
de contorno usadas na simulac¸a˜o e sua influeˆncia nos resultados, 2.2 que mostra as func¸o˜es
de onda guia usadas neste trabalho. Na sec¸a˜o 2.3 explicamos o me´todo VMC e na sec¸a˜o
2.4 explicamos o me´todo DMC. No cap´ıtulo 3, apresentamos os resultados obtidos. Na
sec¸a˜o 3.1 mostramos a ana´lise dos resultados obtidos com o me´todo VMC e na sec¸a˜o 3.2 a
ana´lise dos resultados obtidos com o me´todo DMC. O u´ltimo cap´ıtulo, 3.3 apresentamos
a ana´lise de tendeˆncia de nossos resultados e a sec¸a˜o 4 e´ dedicado a comenta´rios finais.
Tambe´m e´ incluso alguns apeˆndices, que contem explicac¸o˜es mais detalhadas de alguns
aspectos matema´ticos usados neste trabalho.
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Cap´ıtulo 2
Me´todos
2.1 Condic¸o˜es de Contorno Perio´dicas
Devido a`s limitac¸o˜es computacionais, o nu´mero de part´ıculas N que podemos utilizar para
a simulac¸a˜o e´ limitado, sendo extremamente baixo comparado com um sistema real. Dado
que nosso intuito e´ estudar o interior do sistema com uma densidade dada ρ, desprezamos
os efeitos de borda, que nos da´ uma aproximac¸a˜o de um sistema infinito de part´ıculas. Para
isto, primeiramente definimos uma caixa de simulac¸a˜o, com um volume correspondente a
densidade ρ considerada, e utilizamos as condic¸o˜es de contorno perio´dicas para modelar
um sistema infinito de part´ıculas.
Com condic¸o˜es de contorno perio´dicas o sistema total simulado e´ formado por uma
caixa de dimenso˜es L1, L2 e L3 e por co´pias desta sobre todo o espac¸o. Assim, uma
part´ıcula dada i interage com as N − 1 part´ıculas mais pro´ximas restantes, dentro da
caixa de simulac¸a˜o ou com as imagens perio´dicas destas dentro das re´plicas da caixa de
simulac¸a˜o.
Ao implementar as condic¸o˜es de contorno perio´dicas temos que:
• quando uma componente da nova posic¸a˜o de uma part´ıcula xα (com α = {1, 2, 3})
e´ maior que Lα
2
, esta sera´ transformada por xα → xα − Lα . Se xα e´ menor que
−Lα
2
esta e´ transformada por xα → xα + Lα. Portanto, se uma part´ıcula sai por
uma borda da caixa ±Lα
2
entrara´ pela outra borda ∓Lα
2
. Desta forma a densidade
na caixa e suas co´pias e´ constante no decorrer da simulac¸a˜o.
• Cada func¸a˜o f (ri,j) que depende da distaˆncia entre duas part´ıculas i e j se trans-
forma em uma func¸a˜o perio´dica com per´ıodo igual a Lmin, onde Lmin e´ o mı´nimo
entre L1, L2 e L3. Por este motivo e´ prefer´ıvel usar uma caixa cu´bica ou aproxima-
damente cu´bica para a simulac¸a˜o onde L1 ≈ L2 ≈ L3. E´ desta forma que modela-se
a interac¸a˜o de uma part´ıcula i com as N − 1 part´ıculas mais pro´ximas restantes
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dentro da caixa de simulac¸a˜o ou com as imagens destas.
Ao impor estas condic¸o˜es devemos levar em conta o efeito de tamanho sobre o ca´lculo
de observa´veis que sejam definidos usando func¸o˜es de longo alcance dependentes de dois
corpos. Isto porque estaremos desprezando contribuic¸o˜es destas func¸o˜es para distaˆncias
maiores que
Lmin
2
. Portanto, e´ necessa´rio fazer correc¸o˜es no ca´lculo dos valores espera-
dos destes operadores. Neste trabalho, o valor esperado que precisa desta correc¸a˜o e´ o
associado ao operador energia potencial
U =
∑
i
∑
j>i
V (ri,j) . (2.1.1)
Na u´ltima expressa˜o U e´ a soma do potencial de interac¸a˜o entre pares de part´ıculas
e a soma sera´ sobre todos os pares de part´ıculas. O potencial de interac¸a˜o entre pares
de part´ıculas V e´ uma func¸a˜o dependente da distaˆncia entre part´ıculas. Ao impor as
condic¸o˜es perio´dicas, o potencial V sera´ transformado em uma func¸a˜o perio´dica, com
per´ıodo Lmin, que implicara´ em um corte da mesma para valores de ri,j >
Lmin
2
. Ao
impor as condic¸o˜es perio´dicas o potencial toma a seguinte forma
U =
∑
i
∑
j>i
∑
~n
V
(
~ri,j + ~nLmin
)
, (2.1.2)
onde ~n = (n1, n2, n3), com cada nα inteiro. Para deduzir a correc¸a˜o do valor esperado
da energia potencial por part´ıcula podemos usar a func¸a˜o de distribuic¸a˜o radial de pares
g (r), onde o valor esperado da energia potencial por part´ıcula pode ser expressado da
seguinte forma〈
Uˆ
〉
N
= 2pi
ˆ ∞
0
g (r)V (r) r2dr
= 2piρ
ˆ Lmin
2
0
g (r)V (r) r2dr + 2piρ
ˆ ∞
Lmin
2
g (r)V (r) r2dr, (2.1.3)
o valor da primeira integral correspondera ao valor estimado na simulac¸a˜o, a segunda
integral e´ a correc¸a˜o a ser feita. Na figura 2.1.1 se mostra o gra´fico com exemplo de g(r)
para as fases l´ıquida e so´lida. Para o caso da fase l´ıquida, g (r) pode ser considerado
igual a 1 para distaˆncias maiores ao valor
Lmin
2
; para os tamanhos das caixa de simulac¸a˜o
utilizadas neste trabalho esta aproximac¸a˜o e´ boa. Desta forma, a correc¸a˜o da energia
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Figura 2.1.1: Comportamento caracter´ıstico apresentado pela func¸a˜o de distribuic¸a˜o de
pares radial nas fases l´ıquida (-) e so´lida (-).
potencial por part´ıcula para a fase l´ıquida e´ dada por
〈
Uˆ
〉
N

Correc¸a˜o
= 2piρ
ˆ ∞
Lmin
2
V (r) r2dr, (2.1.4)
Ja´ na fase so´lida, a aproximac¸a˜o g (r) = 1 para valores de r >
Lmin
2
na˜o e´ boa o suficiente
para os tamanhos das caixas usadas na simulac¸a˜o, dado que g (r) apresenta oscilac¸o˜es
de amplitude considera´veis em sua calda. Para estimar o valor da correc¸a˜o da energia
potencial por part´ıcula estimamos esta para diferentes nu´mero de part´ıculas, para assim
ver qual e´ a tendeˆncia de 〈U〉 /N em func¸a˜o de 1/N e estimamos o valor de 〈U〉 /N quando
1/N → 0 (N →∞).
2.2 Func¸o˜es de Onda
Na maioria dos sistemas f´ısicos na˜o existem soluc¸o˜es anal´ıticas da equac¸a˜o de Schro¨dinger,
sendo necessa´rio utilizar aproximac¸o˜es para estudar estes sistemas. Para construir tais
aproximac¸o˜es, levam-se em conta as informac¸o˜es f´ısicas dispon´ıveis do sistema, tais como
suas simetrias, mı´nimos e ma´ximos do potencial, etc. Nestas aproximac¸o˜es sa˜o introdu-
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zidas informac¸o˜es f´ısicas necessa´rias para uma melhor descric¸a˜o de certas propriedades
do sistema que nos permita estimar os valores esperados dos observa´veis desejados. Na
linguagem de um dos me´todos utilizados neste trabalho, o DMC, estas func¸o˜es sa˜o cha-
madas de func¸o˜es de onda guia, dado que elas sa˜o utilizadas para guiar a amostragem das
configurac¸o˜es utilizadas nas estimativas das quantidades desejadas.
Neste trabalho as func¸o˜es de onda guia utilizadas sa˜o constru´ıdas atrave´s do produto
de fatores. Estes fatores dependem dos graus de liberdade do sistema e de um conjunto
de constantes {Ci} conhecidas como paraˆmetros variacionais. Para cada func¸a˜o de onda
ΨT e´ definida uma “pseudo-forc¸a” quaˆntica, como sendo
~FT = 2
~∇ΨT
ΨT
, (2.2.1)
a qual, como mostraremos nas pro´ximas sec¸o˜es, e´ usada para otimizar a amostragem
do espac¸o de configurac¸o˜es nos me´todos utilizados. A seguir apresentaremos as func¸o˜es
utilizadas neste trabalho.
2.2.1 Fator de Jastrow
Este fator e´ constru´ıdo como um produto da func¸a˜o de onda de dois corpos e tenta
carateriza o comportamento da func¸a˜o de onda para pequenas distaˆncias. Para deduzir
este fator basta aplicar o hamiltoniano de um sistema de dois corpos sujeito a um potencial
de Lennard-Jones a uma func¸a˜o de onda da forma f = e−u(ri),
Hˆe−u(r) = e−u(r)
[
~2
2m
~∇2u (r) + 4
((σ
r
)12
−
(σ
r
)6)]
,
⇒ E0e−u(r) = e−u(r)
(
~2
2m
(
u′′ − u′2 − 2u
′
r
)
+ 4
((σ
r
)12
−
(σ
r
)6))
.
Os termos mas relevantes para distaˆncias curtas sa˜o os que tem os fatores com as maiores
potencias de 1/r, neste caso o termo com o fator (1/r)12. Os termos com fatores de
potencias de 1/r menores a 12 fazem um menor aporte para distaˆncias curtas, motivo
pelo qual podemos ignora-os para obter que
~2
2m
u′2 = 4
(σ
r
)12
, → u′ (r) = 2
√
2m
~
(σ
r
)6
,
a soluc¸a˜o desta ultima equac¸a˜o diferencial e´ da seguinte forma:
u (r) ≡ 1
2
(
b
r
)5
, (2.2.2)
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como esta e´ uma aproximac¸a˜o se introduz o paraˆmetro variacional b na definic¸a˜o da func¸a˜o
de u (r). A func¸a˜o u (r) deduzida e´ conhecida como o pseudo-potencial de McMillan. Ao
fazer o produto sobre todos os pares de part´ıculas obtemos o fator de Jastrow
J (R) =
N∏
j>i=1
f (ri,j) , (2.2.3)
com
f (ri,j) = e
− 1
2
(
b
ri,j
)5
. (2.2.4)
Este fator descreve qualitativamente bem o 4He na fase l´ıquida. Dado que na simulac¸a˜o e´
utilizada condic¸o˜es de contorno perio´dicas, precisamos garantir que a func¸a˜o e a primeira
derivada deste fator sejam zero na borda da caixa usada na simulac¸a˜o, transformamos o
pseudo-potencial de McMillan (u (ri,j) =
1
2
(
b
ri,j
)5
) da seguinte forma:
→ u˜ (ri,j) =
u (ri,j) + u
(
Lmin − ri,j
)− 2u(Lmin
2
)
, ri,j ≤
Lmin
2
,
0, ri,j >
Lmin
2
,
(2.2.5)
onde Lmin e´ a menor dimensa˜o da caixa usada na simulac¸a˜o. E´ fa´cil mostrar que a
primeira derivada desta u´ltima relac¸a˜o e´ nula para r =
Lmin
2
. Ao zerar a func¸a˜o e sua
derivada para ri,j ≥
Lmin
2
na˜o e´ preciso fazer correc¸o˜es ao Ca´lculo da energia cine´tica
devidas as condic¸o˜es de contorno perio´dicas.
A pseudo-forc¸a deste fator e´ da forma
~FJ
(
~R
)
= −2
N∑
k=1
∑
l={x,y,z}
∂lk
N∑
j>i=1
u˜ (ri,j) lˆk
= −2
N∑
k=1
∑
l={x,y,z}
N∑
j>i=1
∂ri,j u˜ (ri,j) ∂lkri,j lˆk
= −2
N∑
k=1
∑
l={x,y,z}
N∑
j>i=1
1
ri,j
∂ri,j u˜ (ri,j) (lj − li) (δk,j − δk,i) lˆk, (2.2.6)
com
∂ri,j u˜ (ri,j) = ∂ri,ju (ri,j)− ∂ri,ju (ri,j)
∣∣∣
Lmin−ri,j
e ∂ri,ju (ri,j) = −
5
2b
(
b
ri,j
)6
,
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assim
~FJ
(
~R
)
=
5
b2
N∑
k=1
∑
l={x,y,z}
N∑
j>i=1
b
ri,j
×
((
b
ri,j
)6
−
(
b
Lmin − ri,j
)6)
(lj − li) (δk,j − δk,i) lˆk, (2.2.7)
2.2.2 Fator de Nosanow
Este fator e´ utilizado na fase so´lida, ele modela a oscilac¸a˜o dos a´tomos ao redor dos pontos
da estrutura cristalina. Para isso ele“amarra”cada a´tomo, com coordenadas ~ri, a um dado
s´ıtio da estrutura cristalina ~li
ΦN
(
~R
)
=
N∏
i=1
φi
(
~ri −~li
)
, (2.2.8)
onde
φi
(
~ri −~li
)
= e−
c
2(~ri−~li)
2
. (2.2.9)
Este fator inclui uma etiqueta sobre cada part´ıcula ao “amarrar” este a um ponto de rede,
impossibilitando a livre troca de a´tomos, que pode ocorrer no sistema, o que faz com que
as part´ıculas sejam distingu´ıveis . Ale´m do mais ele na˜o tem uma simetria bosoˆnica, ao
trocar as part´ıculas este fator na˜o fica invariante.
A pseudo-forc¸a deste fator e´ da forma
~FN = −4c
N∑
k=1
(
~rk −~lk
)
, (2.2.10)
e a divergeˆncia da pseudo-forc¸a e´
~∇ · ~FN = −4c
N∑
k′=1
~∇k′ ·
N∑
k=1
(
~rk −~lk
)
= −4c
N∑
k′=1
N∑
k=1
δk,k′3
= −12cN. (2.2.11)
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2.2.3 Func¸a˜o de Onda de Nosanow-Jastrow (NJ)
Esta func¸a˜o e´ constru´ıda ao fazer o produto entre os fatores de Nosanow e Jastrow apre-
sentados nas sec¸o˜es 2.2.1 e 2.2.2
ΨJN
(
~R
)
= J
(
~R
)
ΦN
(
~R
)
. (2.2.12)
Calculando a pseudo-forc¸a obtemos que
~FJN = 2~∇ ln ΨJN = 2
~∇ (ΨJN)
ΨJN
= ~FJ + ~FN . (2.2.13)
e a divergeˆncia da pseudo-forc¸a e´
~∇ · ~FJN = ~∇ · ~FJ + ~∇ · ~FN . (2.2.14)
Vemos que tanto a forc¸a como sua divergeˆncia sa˜o a soma da pseudo-forc¸as e as
divergeˆncias correspondentes a cada um dos fatores. Esta func¸a˜o e´ utilizada para um
sistema na fase so´lida, onde o fator de Jastrow modela o comportamento da func¸a˜o de
onda para pequenas distaˆncias entre as part´ıculas e o fator de Nosanow fixa as part´ıculas
em torno do seu correspondente s´ıtio da rede.
2.2.4 Fator de Nosanow Sime´trico
Como ja´ mencionamos o fator de Nosanow “amarra” cada part´ıcula a um dado s´ıtio de
rede, o que torna as part´ıculas distingu´ıveis, e na˜o apresenta uma simetria sob a troca de
part´ıculas. Com o intuito de construir um fator que tenha uma simetria sob a troca de
part´ıculas, Cazorla et al. [7, 14], propusera´m o seguinte fator
ΦSN
(
~R
)
=
M∏
j=1
N∑
i=1
φN
(
~ri −~lj
)
, (2.2.15)
o qual e´ uma aproximac¸a˜o da func¸a˜o de onda de Nosanow simetrizada
ΦSN
(
~R
)
=
∑
k
Pˆk
pk!
N∑
i=1
φN
(
~ri −~lj
)
, (2.2.16)
onde Pˆk e´ o operador de permutac¸a˜o e pk e´ o nu´mero de part´ıculas permutadas pelo
operador Pˆk, a soma e´ feita sobre todas as poss´ıveis permutac¸o˜es. Este fator ja´ e´ sime´trico
sobre permutac¸o˜es.
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A pseudo-forc¸a deste fator e´ da forma
~FSN
(
~R
)
= 2
M∑
j=1
∑N
i=1
~∇kφN
(
~ri −~lj
)
ΦSN
(
~R
)
= 2
M∑
j=1
~∇kφN
(
~rk −~lj
)
ΦSN
(
~R
)
= −4c
M∑
j=1
(
~rk −~lj
)
φN
(
~rk −~lj
)
ΦSN
(
~R
) , (2.2.17)
e sua divergeˆncia e´
~∇ · ~FSN
(
~R
)
= −4c
M∑
j=1
∑
k
~∇k ·
(
~rk −~lj
)
φN
(
~rk −~lj
)
ΦSN
(
~R
)
= −4c
M∑
j=1
∑
k
[
φN
(
~rk −~lj
)
− 2c
(
~rk −~lj
)2
φN
(
~rk −~lj
)
∑N
i=1 φN
(
~ri −~lj
)
− 4c
 M∑
j=1
(
~rk −~lj
)
φN
(
~rk −~lj
)
ΦSN
(
~R
)
2 ]. (2.2.18)
2.2.5 Func¸a˜o de Onda Sime´trica-Nosanow-Jastrow (SNJ)
Esta e´ constru´ıda pelo produto dos fatores de Jastrow (ver sec¸a˜o 2.2.1) e o Nosanow
sime´trico (ver sec¸a˜o 2.2.4)
ΨSNJ = J
(
~R
)
ΦSN
(
~R
)
=
∏
i
e−u(r)
M∏
j=1
N∑
i=1
φN
(
~ri −~lj
)
, (2.2.19)
como no caso do fator de Nosanow-Jastrow a pseudo-forc¸a quaˆntica e´ igual a soma das
pseudo-forc¸as dos fatores J e ΦSN
~F = ~FJ + ~FSN , (2.2.20)
e
~∇ · ~F = ~∇ · ~FJ + ~∇ · ~FSN . (2.2.21)
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2.3 Me´todo Variacional Monte Carlo
Soluc¸o˜es anal´ıticas da equac¸a˜o de Schro¨dinger somente podem ser determinadas em poucos
casos. Na maioria das vezes se faz necessa´rio utilizar me´todos alternativos que nos per-
mitem obter soluc¸o˜es aproximadas desta equac¸a˜o, ainda mais quando temos um nu´mero
grande de graus de liberdade a serem considerados. Um deles e´ o me´todo Variacional.
Nele o valor esperado de algum observa´vel dado Oˆ, de um sistema formado por N part´ı-
culas e´ obtido com respeito a uma func¸a˜o de onda tentativa ΨT que dependera´ dos graus
de liberdade do sistema e de um conjunto de paraˆmetros variacionais {Cn}
〈
Oˆ
〉
=
´
ΨT OˆΨTd
3NR´
Ψ2Td
3NR
, (2.3.1)
nesta expressa˜o escrevemos ΨT como uma func¸a˜o real. Feynman mostrou que para os
sistemas estudados neste trabalho a func¸a˜o de onda pode ser escrita como uma func¸a˜o
real [22]. A expressa˜o da (2.3.1) pode ainda ser escrita como:
〈
Oˆ
〉
=
´
Ψ2T
OˆΨT
ΨT
d3NR´
Ψ2Td
3NR
, (2.3.2)
Se definirmos
f
(
~R
)
=
Ψ2T´
Ψ2Td
3NR
, (2.3.3)
OL
(
~R
)
=
OˆΨT
ΨT
, (2.3.4)
temos que 〈
Oˆ
〉
=
ˆ
f
(
~R
)
OL
(
~R
)
d3NR, (2.3.5)
onde a func¸a˜o OL
(
~R
)
e´ um estimador associado ao observa´vel Oˆ e f
(
~R
)
e´ uma func¸a˜o
distribuic¸a˜o de probabilidade que pode ser amostrada utilizando o me´todo de Metropolis.
A estimativa do valor esperado de O feita deste modo e´ o chamado me´todo Variacio-
nal de Monte Carlo (VMC). Nele a integral sera´ discretizada, para um conjunto de M
configurac¸o˜es, e a estimativa do valor esperado para o observa´vel Oˆ e´ dada por:
〈
Oˆ
〉
=
1
M
M∑
i=1
OL
(
~Ri
)
, (2.3.6)
A amostragem do conjunto de M configurac¸o˜es obedecem as regras definidas no me´todo
de Metropolis, seguindo os seguintes passos
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1. Partimos da configurac¸a˜o ~ROld , ela sera´ modificada somando o vetor ∆~R = ∆τ~ξ,
onde os valores das componentes do vetor ~ξ sa˜o tomadas de uma distribuic¸a˜o uni-
forme de nu´meros aleato´rios entre -0.5 ate´ 0.5 e ∆τ um paraˆmetro definido dentro
a simulac¸a˜o. Desta forma e´ proposta uma nova configurac¸a˜o de part´ıculas
~RNew = ~ROld + ∆~R. (2.3.7)
2. Se aplica o crite´rio aceitac¸a˜o da nova configurac¸a˜o, se
Ψ2T (~RNew)
Ψ2T (~ROld)
> δ, com δ um
nu´mero de uma distribuic¸a˜o normal aleato´ria entre 0 e 1, a nova configurac¸a˜o e´
aceita e antiga e´ descartada, caso contra´rio a configurac¸a˜o antiga e´ mantida com
uma aceitac¸a˜o do 50%.
3. Usando a configurac¸a˜o do passo anterior, avaliamos os estimadores associados aos
observadores que queremos estimar. Os valores dos estimadores sa˜o armazenados
para calcular os correspondente valores me´dios e erros estat´ısticos associados.
4. Os passos anteriores sa˜o repetidos o nu´mero de vezes necessa´rio para uma boa
estimativa dos observa´veis desejados.
No final, teremos um conjunto de resultados de cada um dos estimadores. A partir deles
podemos determinar quantos passos de Monte Carlo devem ser descartados ate´ que o
sistema esteja em equil´ıbrio. E a seguir podemos estimar o valor me´dio desejado usado
na eq. (2.3.6) as demais configurac¸o˜es.
Temos que levar em conta que os valores estimados para cada um dos observa´veis
dependeram dos paraˆmetros variacionais que definem a func¸a˜o de onda tentativa ΨT . O
crite´rio para a escolha dos paraˆmetros variacionais e´ o da minimizac¸a˜o da energia. Isto
porque a func¸a˜o de onda que da´ o menor valor de energia e´ a func¸a˜o de onda mais parecida
a func¸a˜o de onda do estado fundamental φ0. O mı´nimo de energia de ΨT da´ para esta
func¸a˜o de onda sua melhor aproximac¸a˜o para a func¸a˜o de onda do estado fundamental.
Existe diferentes me´todos para achar os paraˆmetros variacionais o´timos que minimizam
a energia. Mas neste trabalho, devido a simplicidade das func¸o˜es de onda usadas e ao
fato de terem poucos paraˆmetros variacionais, achamos os valores o´timos determinando as
energias para uma grade de valores dos paraˆmetros variacionais, e a partir deles escolhemos
o conjunto de valores que deram o valor mı´nimo da energia.
Uma vantagem deste me´todo e´ sua simplicidade e sua fa´cil implementac¸a˜o, uma des-
vantagem e´ a dependeˆncia da qualidade da func¸a˜o de onda tentativa, onde alguns efeitos
f´ısicos importantes podem ter sido ignorados ao construir esta func¸a˜o.
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2.3.1 Equac¸a˜o de Difusa˜o e Func¸a˜o de Fokker-Planck
O me´todo VMC explicado ate´ aqui e´ o padra˜o, este apresenta uma desvantagem, geral-
mente func¸o˜es de onda tentativas de muitas part´ıculas apresentam valores pequenos em
grandes regio˜es do espac¸o de configurac¸o˜es e tem grandes valores em pequenas regio˜es
do espac¸o de configurac¸o˜es. Isto gera duas dificuldades, a primeira e´ uma dificuldade de
achar as regio˜es onde a func¸a˜o de onda tentativa ao quadrado e´ mais relevante ou ma´xima
e a outra e´ que estando nas regio˜es onde a func¸a˜o de onda quadrada tem valores grandes
a maioria das vezes as novas configurac¸o˜es sera˜o rejeitados. Existe um me´todo de amos-
tragem mais eficiente que e´ feito com uso da equac¸a˜o de Fokker-Planck que permite gerar
configurac¸o˜es de acordo com a expressa˜o
GD
(
~ROld → ~RNew,∆τ
)
=
1
(2pi∆τ)
3
2
N
e−
1
2∆τ (~RNew−~R−∆τ2 ~F(~ROld))
2
, (2.3.8)
onde
~F
(
~R
)
= 2
~∇ΨT
ΨT
, (2.3.9)
e´ a conhecida“pseudo-forc¸a”quaˆntica. A deduc¸a˜o desta fo´rmula e´ apresentada no apeˆndice
A. Com a func¸a˜o de Fokker-Planck a amostragem e´ guiada atrave´s da “pseudo-forc¸a”
quaˆntica, a qual aponta as regio˜es onde a func¸a˜o de onda tentativa adquire valores grandes.
Vemos que usando a func¸a˜o de Fokker-Plank a func¸a˜o de onda tentativa atua como uma
guia na amostragem, motivo pelo qual a func¸a˜o de onda tentativa tambe´m e´ conhecida
como func¸a˜o de onda guia. Para garantir que a amostragem seja ergodinaˆmica o processo
de amostragem deve seguir os seguintes passos
1. Partimos da configurac¸a˜o ~ROld, ela sera´ modificada somando vetor ∆~R =
√
∆τ~ξ +
∆τ
2
~F
(
~ROld
)
, onde ~ξ e´ um vetor com suas componentes tomadas de uma distribui-
c¸a˜o gaussiana e ∆τ e´ um paraˆmetro da simulac¸a˜o. Desta forma se obte´m uma
configurac¸a˜o tentativa das part´ıculas
~RNew = ~ROld +
√
∆τ~ξ +
∆τ
2
~F
(
~ROld
)
. (2.3.10)
2. E´ avaliado o crite´rio de aceitac¸a˜o da configurac¸a˜ergo´dicao. Se
GD(~ROld→~RNew,∆τ)Ψ2T (~RNew)
GD(~RNew→~ROld,∆τ)Ψ2T (~ROld)
>
δ, com δ um nu´mero de uma distribuic¸a˜o uniforme entre 0 e 1, a nova configurac¸a˜o
e´ aceita e antiga e´ descartada, caso contra´rio a configurac¸a˜o tentativa e´ descartada
e ficamos com a configurac¸a˜o antiga. Para garantir que a func¸a˜o GD seja o suficien-
temente boa para pequenos de ∆τ , o valor de ∆τ deve ser tal que a aceitac¸a˜o seja
do 99%.
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Estes passos garantem que o amostragem seja ergodinaˆmica. Cabe notar, que neste novo
crite´rio de avaliac¸a˜o da mudanc¸a da configurac¸a˜o temos que:
• No numerador temos o produto da probabilidades de transic¸a˜o entre ~ROld e ~RNew
(GD) e a probabilidade de estar em ~RNew (Ψ
2
T
(
~RNew
)
).
• No denominador temos o produto entre as probabilidades de transic¸a˜o de ~RNew para
~ROld (GD) e de estar em ~ROld (Ψ
2
T
(
~ROld
)
), que e´ dada pela a func¸a˜o de onda guia
ΨT .
Usando a fo´rmula de Fokker-Planck se consegue uma convergeˆncia mais ra´pida e uma
diminuic¸a˜o nas flutuac¸o˜es das quantidades estimadas na simulac¸a˜o.
2.4 Me´todo de Difusa˜o de Monte Carlo
Este me´todo permite estimar propriedades do estado fundamental da equac¸a˜o de Schro¨-
dinger associada a um dado Hamiltoniano, atrave´s de um processo onde evolu´ımos no
chamado “tempo imagina´rio” τ amostragens da func¸a˜o de onda. Para um τ → ∞ as
amostras convergem para a amostragem da func¸a˜o de onda do estado fundamental do
sistema. Neste me´todo, e´ poss´ıvel obter estimativas dos valores esperados de um forma
relativamente simples e direta para os observa´veis que comutam com o Hamiltoniano.
Para explicar a fundamentac¸a˜o teo´rica deste me´todo partiremos da equac¸a˜o de Schro¨-
dinger para um sistema de part´ıculas com massa m e com um potencial de interac¸a˜o
V
i~∂tΨ =
[
− ~
2
2m
~∇2 + V
]
Ψ, (2.4.1)
As soluc¸o˜es gerais desta equac¸a˜o tem o seguinte formato:
Ψ =
∑
n
AnΦne
− i~ tEn , (2.4.2)
onde An sa˜o constantes e En sa˜o as auto energias de cada um dos auto estados Φn associ-
ados ao Hamiltoniano do sistema. Introduzimos o que e´ chamado de “tempo imagina´rio”
τ = i t~ e fazemos o ajuste das energias, subtraindo a energia do estado fundamental E0
a cada uma das auto energias En (o que e´ equivalente a multiplicar a equac¸a˜o pelo fator
eτE0)
Ψ =
∑
n
AnΦne
−τ(En−E0), (2.4.3)
Desta u´ltima equac¸a˜o deduz-se que, quando τ → ∞ os estados excitados sa˜o filtrados,
ficando so´ o estado fundamental, esta e´ a ideia ba´sica deste me´todo. Podemos partir de
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uma func¸a˜o de onda inicial e evolui-la no “tempo imagina´rio” para obter a func¸a˜o de onda
do estado fundamental.
Inicialmente, o valor de E0 e´ desconhecido, para solucionar isto se introduz um pa-
raˆmetro ET , conhecido na literatura como energia trial ou energia de teste. ET sera´
ajustado no decorrer da simulac¸a˜o, ate´ que o mesmo venha a convergir a E0.
Ao introduzir o“tempo imagina´rio” τ e o ajuste da energias na equac¸a˜o de Schro¨dinger
temos:
∂τΨ = −
(
Hˆ − ET
)
Ψ, (2.4.4)
aqui definimos D = ~
2
2m
. Esta equac¸a˜o tem a forma de uma equac¸a˜o de difusa˜o. Por
associac¸a˜o, temos que D seria uma constante de difusa˜o e −VΨ seria um termo de
fonte/absorc¸a˜o. Neste ponto, agregaremos a func¸a˜o de onda guia, isto com o intuito
guiar o sistema as regio˜es mais importantes do espac¸o de configurac¸o˜es. A func¸a˜o guia
ajudara´ a ter uma melhor amostragem do espac¸o de configurac¸o˜es do sistema, a qual dimi-
nuira´ a flutuac¸a˜o no ca´lculo dos observa´veis desejados e o tempo necessa´rio para equilibrar
a simulac¸a˜o. Para isto, multiplicaremos a equac¸a˜o anterior pela func¸a˜o de onda guia ΨT
ΨT∂τΨ = DΨT ~∇2Ψ−ΨT (V − ET ) Ψ, (2.4.5)
fazendo uma manipulac¸a˜o matema´tica desta u´ltima expressa˜o obtemos uma equac¸a˜o de
difusa˜o para a func¸a˜o f
(
~R, τ
)
= ΨTΨ (Ver apeˆndice B),
f
(
~R, τ
)
= D
(
~∇2f
(
~R, τ
)
− ~∇ ·
(
~Ff
(
~R, τ
)))
−
(
EL
(
~R
)
− ET
)
f
(
~R, τ
)
, (2.4.6)
onde como ja´ definimos:
~F
(
~R
)
= 2
~∇ΨT
ΨT
, (2.4.7)
EL
(
~R
)
=
HˆΨT
ΨT
, (2.4.8)
~F e EL, sa˜o respectivamente a “pseudo-forc¸a“ quaˆntica e a energia local, associadas a
uma configurac¸a˜o ~R. Como descrito anteriormente, a equac¸a˜o resultante e´ uma equac¸a˜o
de difusa˜o associada a func¸a˜o f
(
~R, τ
)
, onde f
(
~R, τ
)
→ ΨTΦ0 quando τ → ∞. Os
termos que incluem as derivadas espaciais sobre f , ou que tem os operadores de momento
atuando sobre f , podem ser considerados como um termo cine´tico
(
ˆ˜Tf
)
; no u´ltimo termo,
a diferenc¸a entre a energia local EL
(
~R
)
e energia de teste ET pode ser considerado como
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um potencial
(
ˆ˜U
)
,
ˆ˜Tf
(
~R, τ
)
= −D
(
~∇2f
(
~R, τ
)
− ~∇ ·
(
~Ff
(
~R, τ
)))
, (2.4.9)
ˆ˜Uf
(
~R, τ
)
=
(
EL
(
~R
)
− ET
)
f
(
~R, τ
)
. (2.4.10)
⇒ ∂τf
(
~R, τ
)
= −
(
ˆ˜T + ˆ˜U
)
f
(
~R, τ
)
,
= − ˆ˜Hf
(
~R, τ
)
. (2.4.11)
No espac¸o de kets a equac¸a˜o de difusa˜o (2.4.11) pode ser escrita como:
∂τ
∣∣∣f (τ)〉 = − ˆ˜H∣∣∣f (τ)〉, (2.4.12)
a qual tem associado um operador de Green da forma
Gˆ = e−
ˆ˜Hτ , (2.4.13)
que e´ um propagador do “tempo imagina´rio”. As soluc¸o˜es da equac¸a˜o (2.4.12) para um
dado “tempo imagina´rio” τ sa˜o da forma∣∣∣f (τ)〉 = e− ˆ˜Hτ ∣∣∣f (0)〉, (2.4.14)
ao aplicar o bra de posic¸a˜o
〈
~R,
∣∣ a ambos lados da equac¸a˜o e usando o fato que os bra-ket
de posic¸a˜o formarem um conjunto completo (
´ ∣∣∣~R 〉〈 ~R∣∣∣d3NR = 1), obtemos que
〈
~R,
∣∣∣∣f (τ)〉 = 〈~R, ∣∣∣exp(− ˆ˜Hτ)∣∣∣ f (0)〉
=
ˆ 〈
~R,
∣∣∣exp(− ˆ˜Hτ)∣∣∣ ~R〉〈~R∣∣∣∣f (0)〉d3NR
=
ˆ 〈
~R,
∣∣∣exp(− ˆ˜Hτ)∣∣∣ ~R〉 f (~R, 0)d3NR
=
ˆ
G
(
~R→ ~R,, τ
)
f
(
~R, 0
)
d3NR. (2.4.15)
Dentro do formalismo dos me´todos de Monte Carlo podemos reconhecerG
(
~R→ ~R,, τ
)
como uma func¸a˜o a ser amostrada e que propaga f
(
~R, 0
)
para f
(
~R, τ
)
. Para solucionar
esta integral, partir´ıamos de um amostragem da func¸a˜o f
(
~R, 0
)
composta por va´rias con-
figurac¸o˜es ~Ri que teriam um peso inicial associado ωi (0), para depois estimar a integral
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por um me´todo de Monte Carlo e obter um amostragem da func¸a˜o f
(
~R,i, τ
)
composta
por novas configurac¸o˜es ~R,i com novos valores de seus pesos associados ωi (τ). Dentro da
linguagem do me´todo DMC, o conjunto de configurac¸o˜es geradas a partir da evoluc¸a˜o
no “tempo imagina´rio” de uma configurac¸a˜o inicial ~Ri e´ chamada de walker. Para poder
fazer o explicado neste paragrafo precisamos primeiro determinar a forma funcional de
G
(
~R→ ~R,, τ
)
.
Na maioria dos casos os operadores cine´tico e potencial na˜o comutam, o que dificulta a
avaliac¸a˜o da forma funcional de G
(
~R→ ~R,, τ
)
. Para superar este inconveniente, usamos
uma aproximac¸a˜o o suficientemente boa para ∆τ pequenos e desta forma propagamos as
configurac¸o˜es e seus pesos no “tempo imagina´rio” em passos de ∆τ pequenos ate´ chegar a
um τ o suficientemente grande que garanta que as configurac¸o˜es e seus pesos sejam uma
amostragem o´tima de f (τ →∞) = Φ0ΨT . Para isto usaremos o teorema de Trotter que
nos permite estimar a func¸a˜o de Green da seguinte forma
G
(
~R→ ~R,,∆τ
)
=
〈
~R,
∣∣∣exp(− ˆ˜H∆τ)∣∣∣ ~R〉
=
〈
~R,
∣∣∣e−∆τ2 ˆ˜Ue−∆τ ˆ˜T e−∆τ2 ˆ˜U ∣∣∣ ~R〉+O(∆τ 2)
≈ e−∆τ2 (EL(~R,)−ET )
〈
~R,
∣∣∣e−∆τ ˆ˜T ∣∣∣ ~R〉 e−∆τ2 (EL(~R)−ET )
= e−
∆τ
2 (EL(~R,)+EL(~R))+∆τET
〈
~R,
∣∣∣e−∆τ ˆ˜T ∣∣∣ ~R〉 . (2.4.16)
desta forma a func¸a˜o de Green se divide em dois fatores
Gb
(
~R→ ~R,,∆τ
)
= e−
∆τ
2 (EL(~R,)+EL(~R))+∆τET , (2.4.17)
Gd
(
~R→ ~R,,∆τ
)
=
〈
~R,
∣∣∣e−∆τ ˆ˜T ∣∣∣ ~R〉 .
Para avaliar Gd usamos o fato dos bra-ket de momento formarem um conjunto completo
(
´ |P 〉〈P |d3NP = 1)
Gd
(
~R→ ~R,,∆τ
)
=
ˆ 〈
~R,
∣∣∣~P , 〉〈~P , ∣∣∣exp(−∆τ ˆ˜T)∣∣∣ ~P〉〈 ~P ∣∣∣ ~R〉d3NP ,d3NP
=
ˆ 〈
~R,
∣∣∣~P , 〉〈~P , ∣∣∣exp [−∆τD~∇ · (−~∇+ (~F))]∣∣∣ ~P〉〈 ~P ∣∣∣ ~R〉d3NP ,d3NP
=
ˆ 〈
~R,
∣∣~P ,〉〈~P ∣∣~R〉〈~P , ∣∣∣∣exp [−∆τDPˆ ( 2~2 Pˆ + i~ (~F)
)]∣∣∣∣ ~P〉d3NP ,d3NP
=
1
2pi~
ˆ
exp
[
i
~
~P ·
(
~R, − ~R
)]
exp
[
−∆τD
(
1
~2
~P 2 +
i
~
~P · ~F
)]
d3NP.
(2.4.18)
A u´ltima integral e´ a transformada de Fourier de uma func¸a˜o gaussiana e tem soluc¸a˜o
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anal´ıtica da forma
Gd
(
~R→ ~R,,∆τ
)
=
(
1
4piD∆τ
) 3N
2
exp

(
~R− ~R, −D∆τ ~F
(
~R
))2
4D∆τ
. (2.4.19)
Gd e´ considerada como uma regra de difusa˜o para as part´ıculas, e sera´ utilizada para
amostrar o espac¸o de configurac¸o˜es. Gb modificara´ os pesos das configurac¸o˜es usadas para
amostrar f para um “tempo imagina´rio” posterior τ + ∆τ
ωi (τ + ∆τ) = Gd
(
~Ri → ~R,i,∆τ
)
ωi (τ) . (2.4.20)
O procedimento do me´todo e´ o seguinte
1. Iniciamos com um conjunto de M configurac¸o˜es, para cada configurac¸a˜o ~Ri se
faz uma difusa˜o, suas coordenadas sera˜o modificadas por um ∆~Ri =
√
∆τ~ξ +
∆τ
2
~F
(
~Ri
)
1.
2. Os valores dos pesos associados as configurac¸o˜es sa˜o atualizados da forma apresen-
tada na eq. (2.4.20).
3. Os ca´lculos correspondentes a cada um dos observa´veis desejados sa˜o realizados.
4. Os passos anteriores sa˜o repetidos o nu´mero de vezes necessa´rios.
2.4.1 Me´todo de Duplicac¸a˜o e Combinac¸a˜o de Walkers
Com o intuito de otimizar o tempo de processamento, e´ inclu´ıdo no me´todo DMC os pro-
cessos de duplicac¸a˜o e combinac¸a˜o de walkers. Estes processos tem o intuito de diminuir
as flutuac¸o˜es das observa´veis estimadas e o tempo necessa´rio para chegar no estado fun-
damental. A ideia principal destes processos e´ dar um maior privile´gio a`s configurac¸o˜es
que tem pesos maiores e um menor a`s que tem menores pesos.
2.4.1.1 Duplicac¸a˜o de Walkers
As configurac¸o˜es que tem um peso ω maior que 2 sa˜o duplicadas, e para a configurac¸a˜o e
sua co´pia se define um peso igual a ω/2.
1Cabe notar que no me´todo geramos uma nova configurac¸a˜o movimentamos n part´ıculas, com n ≤ N .
O valor o´timo de n que garante uma ra´pida convergeˆncia e uma baixa flutuac¸a˜o estat´ıstica dependera de
cada sistema. Nosso caso foi o´timo movimentar todas as part´ıculas de vez.
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2.4.1.2 Combinac¸a˜o de Walkers
Os pares de configurac¸o˜es a e b com pesos ωa e ωb menores que um paraˆmetro ωthr < 1 sa˜o
combinados. Para isto, avaliamos a raza˜o ωa
ωa+ωb
. Se esta raza˜o e´ menor que um nu´mero
aleato´rio η, ficamos com o walker a definindo seu peso como ωa+ωb e eliminamos o walker
b. Em caso contra´rio eliminamos o walker a e ficamos com o walker b definindo seu peso
como ωa + ωb.
2.4.2 Ca´lculo de Observa´veis que Comutam com o Hamiltoni-
ano
Dado que os observa´veis que comutam com o Hamiltoniano comutam com o operador de
propagac¸a˜o temporal, e´ poss´ıvel calcular um estimador de forma direta e simples. O valor
esperado associado a uma quantidade de interesse e´ calculado em um “tempo imagina´rio”
dado atrave´s de uma me´dia ponderada sobre os pesos dos walkers. De forma matema´tica
podemos ver isto para um dado operador Oˆ que comuta com Hˆ〈
Ψ (τ)
∣∣∣Oˆ∣∣∣Ψ (τ)〉 = 〈Ψ (τ) ∣∣∣Oˆe−τHˆ∣∣∣Ψ (0)〉
=
〈
Ψ (τ)
∣∣∣e−τHˆOˆ∣∣∣Ψ (0)〉
=
ˆ 〈
Ψ (τ)
∣∣∣e−τHˆ ∣∣∣~R 〉〈 ~R∣∣∣ Oˆ∣∣∣Ψ (τ)〉 d3NR
=
ˆ 〈
Ψ (τ)
∣∣∣∣∣~R〉〈~R ∣∣∣e−τHˆ∣∣∣ ~R,〉〈 ~R,
∣∣∣∣∣Oˆ
∣∣∣∣∣Ψ (τ)
〉
d3NRd3NR,
=
ˆ
Ψ
(
~R, τ
)
G
(
~R→ ~R,, τ
)
O
(
~R,
)
Ψ
(
~R,, τ
)
d3NRd3NR,. (2.4.21)
Assim utilizando-se Gd para gerar configurac¸o˜es e Gb para atualizar o peso das mesmas,
podemos estimar a grandeza associada a Oˆ pela expressa˜o
〈
Ψ (τ)
∣∣∣Oˆ∣∣∣Ψ (τ)〉 = ∑ω
(
~Ri, τ
)
O
(
~Ri
)
∑
ω
(
~Ri, τ
) . (2.4.22)
2.4.3 Multi-Pesos e Ca´lculo da Energia Cine´tica e Potencial
Como em geral os operadores de energia cine´tica Kˆ e potencial Uˆ na˜o comutam com
o Hamiltoniano Hˆ, na˜o temos uma forma direta de calcular estes estimadores. Para
calcular os valores esperados deste par de operadores utilizaremos o teorema de Hellmann-
Feynman.
Teorema 2.4.1. Hellmann-Feynman
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Seja Hˆ (λ) = Kˆ + λUˆ ,
〈
Uˆ
〉
pode ser calculado como
〈
Uˆ
〉
= ∂λHˆ (λ)
∣∣∣
λ=1
e
〈
Kˆ
〉
=
〈
Hˆ (1)
〉
−
〈
Uˆ
〉
. (2.4.23)
A derivada que e´ necessa´ria para calcular
〈
Uˆ
〉
e´ estimada de forma nume´rica atrave´s
da seguinte expressa˜o
〈
Uˆ
〉
=
〈
Hˆ (1 + δλ)
〉
−
〈
Hˆ (1− δλ)
〉
2δλ
+O
(
(δλ)2
6
)
. (2.4.24)
O ca´lculo individual de
〈
Hˆ (λ)
〉
, para cada um dos treˆs valores de λ necessa´rios para
estimar
〈
Uˆ
〉
, tera´ erros estat´ısticos associados a cada um dos valores estimados. Sendo
que para um valor pequeno de δλ a diferenc¸a
〈
Hˆ (1 + δλ)
〉
−
〈
Hˆ (1− δλ)
〉
na˜o tera´
um valor confia´vel, ja´ que esta sera´ menor que os erros estat´ısticos de
〈
Hˆ (1 + δλ)
〉
e〈
Hˆ (1− δλ)
〉
. Para evitar isto e´ implementado o me´todo de multi-pesos; neste me´todo se
associa a cada configurac¸a˜o treˆs pesos, um associado a cada Hˆ (λ). Desta forma, o ca´lculo
da Eq. (2.4.24) e´ feito em cada passo da simulac¸a˜o e no final da mesma calcularemos o
valor me´dio destes valores.
Sem du´vida temos que garantir que a avaliac¸a˜o de cada um dos
〈
Hˆ (λ)
〉
seja equiva-
lente ao ca´lculo feito com um me´todo de DMC padra˜o. Para isto o processo de combinac¸a˜o
e duplicado dos walkers e´ modificado.
2.4.3.1 Duplicado de Walkers com Multi-Pesos
As configurac¸o˜es que tem todos seus pesos ωλ maiores que 2 sa˜o duplicadas, e para a
configurac¸a˜o e sua co´pia se definira cada um de seus pesos ωλ iguais a ωλ/2.
2.4.3.2 Combinac¸a˜o de Walkers com Multi Pesos
Os pares de configurac¸o˜es a e b com todos seus pesos ωa,λ e ωb,λ menores que um paraˆmetro
ωthr < 1 sa˜o combinadas. Para isto, avaliamos para cada valor de λ a raza˜o
ωa,λ
ωa,λ+ωb,λ
. Se
esta raza˜o e´ menor que um nu´mero aleato´rio η, definimos para o walker a o peso associado
para λ igual a ωa,λ + ωb,λ e zero para o walker b. Em caso contra´rio definimos ωa,λ = 0
para o walker a e ωb,λ = ωa,λ + ωb,λ para o walker b. Os walkers que tenham todos seus
pesos iguais a zero sera˜o descartados.
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2.4.4 Ajuste da Energia Trial
A func¸a˜o de ajuste da energia trial usada neste trabalho e´ da forma
E
(l)
T (τ) =
〈
E(l)
〉
g
− C
g∆τ
ln
(
Ω (τ)
ΩRef
)
, (2.4.25)
onde C, g e ΩRef sa˜o paraˆmetros e Ω (τ) e´ a soma dos pesos no “tempo” τ . ΩRef e´ o
valor no qual tentamos fixar o valor da soma dos pesos, C e´ introduzido com o intuito de
controlar as flutuac¸o˜es da soma dos pesos e g e´ o numero de passos de “tempo” ∆τ nos
quais se manteˆm um valor dado da energia trial. No apeˆndice C mostramos a deduc¸a˜o
desta func¸a˜o de ajuste.
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Cap´ıtulo 3
Resultados
Neste cap´ıtulo apresentaremos os resultados obtidos e que foram publicados no jornal
physics review E [23]. Implementamos os me´todos VMC e DMC usando treˆs func¸o˜es de
onda guia. Para cada me´todo estimamos os valores de energia total, cine´tica e potencial
em func¸a˜o da densidade. Na fase l´ıquida usamos a func¸a˜o de Jastrow e na fase so´lida
estimamos os valores de energia tanto para a func¸a˜o de onda guia NJ como SNJ. Para isto
consideramos dos conjuntos de densidades, um conjunto para a fase l´ıquida e outro para
a fase so´lida. Com os valores da energia total determinamos as equac¸o˜es de estado das
fases l´ıquida e so´lida, a partir das quais caraterizamos a transic¸a˜o de fase e estimamos os
valores das densidades de solidificac¸a˜o (ρs) e fusa˜o (ρm) e a pressa˜o de transic¸a˜o entre as
fases l´ıquida e so´lida para cada par de func¸o˜es de onda guia utilizadas, uma na fase l´ıquida
e outra na so´lida. Tambe´m foi feito um estudo dos efeitos de tamanho e do nu´mero de
walkers utilizados nas estimativas das energias no me´todo DMC.
Para encontrar a equac¸a˜o de estado (EOS) das fases l´ıquida e so´lida, os dados de
energia total em func¸a˜o da densidade em cada fase foram ajustados a func¸a˜o
ET (ρ) = E0 +B
(
ρ− ρ0
ρ0
)2
+ C
(
ρ− ρ0
ρ0
)3
, (3.0.1)
onde E0, B, C e ρ0 sa˜o os paraˆmetros do ajuste. Para calcular as densidades de solidifica-
c¸a˜o (ρs) e fusa˜o (ρm) foi assumindo uma transic¸a˜o de fase de primeira ordem. Utilizamos
dois me´todos, o primeiro e´ o da construc¸a˜o da tangente dupla de Maxwell. Constru´ımos
a linha tangente as equac¸o˜es de estado das fases l´ıquida e do so´lida em um diagrama da
energia livre de Helmholtz F em func¸a˜o do volume V . Esta condic¸a˜o surge, devido ao
fato de que e´ esperado que na transic¸a˜o, o sistema se comporte como uma combinac¸a˜o
linear de ambas fases. A linha tangente as EOS correspondentes a`s fases l´ıquida e so´lida
e´ a trajeto´ria que minimiza a energia livre de Helmholtz. Os dois pontos com a mesma
pressa˜o (na pressa˜o de transic¸a˜o PT ) delimitam o intervalo de densidade no qual temos
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a transic¸a˜o de fase. As condic¸o˜es para determinar as densidade de solidificac¸a˜o e fusa˜o
podem ser escritas como(
− ∂F
∂VLiquid
) ∣∣∣∣∣
T,PT
=
(
− ∂F
∂VSolid
) ∣∣∣∣∣
T,PT
, (3.0.2)
e obtemos que
∂F
∂VLiquid
=
FSolid − FLiquid
VSolid − VLiquid , (3.0.3)
no caso T = 0, podemos escrever as seguintes relac¸o˜es para a densidade e a energia por
part´ıculas
ρ2Liquid
∂E
∂ρLiquid
= ρ2Solid
∂E
∂ρSolid
, (3.0.4)
−ρ2Liquid
∂E
∂ρLiquid
=
ESolid − ELiquid
1/ρSolid − 1/ρLiquid . (3.0.5)
No segundo me´todo, os valores de ρs e ρm sa˜o obtidos fazendo a ana´lise termodinaˆmica
das EOS, como foi proposto na ref. [14]. Neste me´todo se leva em conta que as transic¸o˜es
de primeira ordem sa˜o caraterizadas por uma descontinuidade da energia livre de Gibbs G
na pressa˜o de transic¸a˜o PT . Para calcular a pressa˜o e a energia livre de Gibbs utilizamos
as EOS em ambas fases e as seguintes relac¸o˜es termodinaˆmicas
P (ρ) = ρ2
∂E
∂ρ
, (3.0.6)
G = E +
P
ρ
. (3.0.7)
A pressa˜o de transic¸a˜o PT pode ser estimada das curvas para as fases l´ıquida e so´lida
da energia livre de Gibbs, onde temos a descontinuidade. PT e´ usada para calcular ρs e
ρm usando as curvas de densidade em func¸a˜o da pressa˜o.
A seguir, nas sec¸o˜es seguintes deste cap´ıtulo, apresentamos os resultados obtidos. Nas
sec¸o˜es 3.1 e 3.2 apresentamos os resultados obtidos usando os me´todos VMC e DMC
respectivamente e na sec¸a˜o 3.3 apresentamos os resultados do estudo feito da influeˆncia
do nu´mero de walkers e efeitos de tamanho sobre os resultados obtidos usando o me´todo
DMC.
3.1 Resultados do Me´todo Variacional Monte Carlo
Para cada densidade avaliada se procurou o conjunto de valores dos paraˆmetros que mini-
mizassem a energia total por part´ıcula do sistema. Dado que o nu´mero de paraˆmetros por
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func¸a˜o guia na˜o e´ superior a dois, se usou o me´todo de grade para achar os valores o´timos
dos paraˆmetros. No me´todo de grade, e´ rodado o programa para diferentes valores dos
paraˆmetros e se determina o conjunto de valores que geram um valor mı´nimo da energia.
Na Fig. 3.1.1 apresentamos um gra´fico de exemplo da energia total por part´ıcula em
func¸a˜o dos valores dos paraˆmetros b e c, para a densidade 0.4876 σ−3, usando a func¸a˜o
guia SNJ, onde obtivemos que os valores dos paraˆmetros o´timos sa˜o b = 1.12 σ e c = 3.6
σ−2.
Figura 3.1.1: Energia total por part´ıcula em func¸a˜o dos valores dos paraˆmetros b e c, para
a densidade 0.4876 σ−3, usando a func¸a˜o guia SNJ. Os valores dos paraˆmetros o´timos sa˜o
b = 1.12 σ e c = 3.6 σ−2 com um valor de energia total por part´ıcula de -5.11 ± 0.01 K.
Os valores das energias total, cine´tica e potencial estimadas com este me´todo sa˜o apre-
sentados nas tabelas 3.1.1 e 3.1.2 para as fases l´ıquida e so´lida respectivamente, para cada
uma das densidades consideradas, e para cada uma das func¸o˜es de onda guia utilizadas.
Os ca´lculos foram realizados usando 180 a´tomos para a fase l´ıquida e 256 para a fase
so´lida, e foi definida uma estrutura hcp na fase so´lida.
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Tabela 3.1.1: Energias total, cine´tica e potencial por part´ıcula em unidade de kelvin para
a fase l´ıquida em func¸a˜o da densidade. Os resultados foram obtidos utilizando o me´todo
VMC e a func¸a˜o guia de Jastrow.
ρ (σ−3) ET (K) EK (K) EP (K)
0.25883 -5.770±0.007 8.32±0.02 -14.09±0.02
0.27553 -5.965±0.008 9.22±0.02 -15.19±0.02
0.29941 -6.103±0.009 10.77±0.02 -16.87±0.02
0.31377 -6.12±0.01 11.61±0.02 -17.73±0.02
0.32095 -6.11±0.01 12.25±0.02 -18.36±0.02
0.33798 -6.12±0.01 13.36±0.02 -19.48±0.02
0.35368 -5.92±0.01 14.31±0.02 -20.23±0.02
0.36503 -5.85±0.01 15.09±0.03 -20.95±0.02
0.37622 -5.68±0.01 15.84±0.03 -21.52±0.02
0.38741 -5.39±0.01 16.98±0.03 -22.37±0.02
0.40094 -5.14±0.02 17.81±0.03 -22.95±0.02
0.41463 -4.77±0.02 19.25±0.03 -24.02±0.02
0.42632 -4.46±0.02 20.20±0.03 -24.67±0.02
0.43801 -3.99±0.02 21.33±0.03 -25.32±0.03
Tabela 3.1.2: Energias total, cine´tica e potencial por part´ıcula em unidade de kelvin para
a fase so´lida em func¸a˜o da densidade. Os resultados foram obtidos utilizando as func¸o˜es
guia NJ e SNJ e o me´todo VMC.
ρ (σ−3) ET (K) EK (K) EP (K)
NJ SNJ NJ SNJ NJ SNJ
0.4876 -5.11±0.01 -4.46±0.01 25.47±0.04 27.10±0.03 -30.59±0.02 -31.59±0.02
0.5026 -4.85±0.01 -4.28±0.02 26.70±0.04 27.45±0.04 -31.56±0.03 -31.66±0.03
0.5126 -4.64±0.01 -4.21±0.01 27.75±0.04 28.97±0.04 -32.41±0.03 -33.22±0.03
0.5277 -4.26±0.01 -3.90±0.01 29.16±0.04 29.87±0.04 -33.44±0.03 -33.79±0.03
0.5344 -4.07±0.01 -3.52±0.02 29.61±0.04 32.58±0.06 -33.70±0.03 -35.98±0.04
0.5494 -3.59±0.01 -3.37±0.01 31.47±0.04 32.16±0.04 -35.08±0.03 -35.57±0.03
0.5694 -2.83±0.01 -2.67±0.01 33.30±0.04 33.93±0.04 -36.13±0.03 -36.62±0.03
0.5895 -1.91±0.01 -1.82±0.01 35.61±0.04 35.24±0.04 -37.54±0.03 -37.08±0.03
3.1.1 Fase L´ıquida
Na Tab. 3.1.1 sa˜o apresentados os resultados para as energias total, cine´tica e potencial
obtidas para esta fase. Na Fig. 3.1.2 temos o gra´fico dos valores estimados da energia
total para esta fase como func¸a˜o da densidade. Na Tab. 3.1.3 sa˜o apresentados os valores
dos paraˆmetros obtidos ao fazer o ajuste dos dados a` func¸a˜o da Eq. (3.0.1), com o intuito
de obter a equac¸a˜o de estado do sistema. O valor da densidade de equil´ıbrio ρ0 obtido
0.315 ± 0.001 σ−3 e´ menor que o valor experimental 0.3649σ−3. A discrepaˆncia entre os
valores obtidos e os experimentais se deve principalmente ao fato que o me´todo variacional
e´ aproximado e dependente da func¸a˜o de onda guia utilizada. Na Fig. 3.1.5 apresentamos
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Figura 3.1.2: A equac¸a˜o de estado obtido com o me´todo VMC em func¸a˜o da densidade
para a fase l´ıquida (linha preta). A curva e´ obtida pelo ajuste dos valores de energia em
func¸a˜o da densidade a func¸a˜o da Eq. (3.0.1). Os c´ırculos pretos representam os valores
obtidos com a simulac¸a˜o. Os erros sa˜o menores que o tamanho dos s´ımbolos.
Tabela 3.1.3: Valores dos paraˆmetros de ajuste para a equac¸a˜o de estado do sistema para
as fases l´ıquida e so´lida para cada uma das func¸o˜es guia usadas no me´todo VMC.
Func¸a˜o guia E0 (K) B (K) C (K) ρ0 (σ
−3)
Fase so´lida
SNJ -4.47 ± 0.03 44 ± 12 3 ± 30 0.474 ± 0.007
NJ -5.61 ± 0.03 15 ± 2 17.8 ± 0.9 0.417 ± 0.005
Fase l´ıquida
J -6.14 ± 0.02 12.1 ± 0.8 5 ± 2 0.315 ± 0.001
o gra´fico de uma curva ajustada aos valores obtidos para a energia cine´tica.
3.1.2 Fase So´lida
Na Tab. 3.1.2 apresentamos os resultados das energias obtidas para a fase so´lida, os
quais foram estimados impondo uma estrutura cristalina hcp. Os gra´ficos da energia
total obtidos para a fase so´lida em func¸a˜o da densidade sa˜o apresentados na Fig. 3.1.4.
Para densidades baixas o resultado obtido com a func¸a˜o de onda NJ apresenta valores
menores que os obtidos com SNJ. A medida que a densidade aumenta a diferenc¸a entre
as energias obtidas com NJ e SNJ diminuem apresentando um comportamento similar.
A concordaˆncia nas densidades mais altas pode indicar que nestas densidades a simetria
bosoˆnica e´ mais relevante.
Na Fig. 3.1.5 se mostra os gra´ficos dos resultados de energia cine´tica para a fase so´lida.
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Figura 3.1.3: Energia cine´tica por part´ıcula em func¸a˜o da densidade na fase l´ıquida,
obtida usando o me´todo VMC. A linha preta corresponde ajuste de nossos resultados.
Os valores obtidos com a simulac¸a˜o sa˜o representados pelos c´ırculos pretos. Os erros sa˜o
menores que o tamanho dos s´ımbolos.
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Figura 3.1.4: Energia total por part´ıcula na fase so´lida. Os resultados foram obtidos
usando o me´todo VMC. As linhas correspondem ao ajuste feito aos resultados a func¸a˜o
da Eq. 3.0.1; a linha tracejada verde corresponde aos resultados obtidos usando a func¸a˜o
guia SNJ e a linha so´lida azul a func¸a˜o guia NJ.
As energias cine´ticas obtidas com a func¸a˜o guia SNJ tem valores maiores que os obtidos
usando a NJ para densidades menores a 0.59 σ−3. Isto novamente pode ser devido ao fato
de que em densidades altas a simetria da func¸a˜o guia tem um efeito importante dado que
as trocas entre part´ıculas pode ser mais frequente. Para densidades mais altas a descric¸a˜o
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da func¸a˜o guia SNJ do sistema e´ similar a NJ.
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Figura 3.1.5: Energia cine´tica por a´tomo em func¸a˜o da densidade para a fase so´lida,
usando o me´todo VMC. Os resultados obtidos usando a func¸a˜o guia SNJ sa˜o representados
pela linha tracejada verde e os correspondentes a func¸a˜o guia NJ pela linha so´lida azul.
3.1.3 Transic¸a˜o de fase l´ıquida-So´lida
Na Fig. 3.1.6 apresentamos os gra´ficos da equac¸a˜o de estado para a energia total em
func¸a˜o da densidade nos estados so´lido e l´ıquido, e as correspondentes retas duplamente
tangentes para cada par de func¸o˜es guia utilizadas nas fases l´ıquida e so´lida.
Na Tab. 3.2.4 apresentamos os valores obtidos dos paraˆmetros ao ajustar os dados de
energia em func¸a˜o da energia, usando a expressa˜o apresentada na Eq. 3.0.1 como func¸a˜o
de ajuste, para cada uma das fases e func¸o˜es de onda utilizadas. Usando o procedimento
adotado no inicio deste cap´ıtulo obtemos os resultados de energia livre de Gibbs por
part´ıcula e a pressa˜o. Na Fig. 3.1.7 temos os gra´ficos da energia livre de Gibbs por
part´ıcula em func¸a˜o da densidade. A pressa˜o de transic¸a˜o de fase PT foi estimada nos
pontos de intersec¸a˜o entre a curva da fase l´ıquida e as da fase so´lida, onde temos o ponto
de descontinuidade da derivada da energia livre de Gibbs em func¸a˜o da pressa˜o. Usando
na fase so´lida a func¸a˜o guia SNJ o valor da pressa˜o de transic¸a˜o obtido foi de 16± 4 atm.
Ao usar a func¸a˜o guia NJ obtemos o valor de 6 ± 3 atm. O valor obtido para a pressa˜o
de transic¸a˜o na˜o correspondem ao valor experimental de 25 atm reportado na ref. [24],
sendo o valor obtido com a func¸a˜o guia SNJ o mais pro´ximo. Com os valores de pressa˜o
de transic¸a˜o obtidos, estimamos a densidade solidificac¸a˜o ρs e fusa˜o ρm. Na Fig. 3.1.8
mostramos o gra´fico de densidade em func¸a˜o da pressa˜o, de onde podemos obter os valores
de ρs e ρm, para cada uma das func¸o˜es guia usadas na fase so´lida.
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Figura 3.1.6: Representac¸a˜o do me´todo de dupla tangente. Os resultados foram obtidos
usando o me´todo VMC. A linha preta representa a equac¸a˜o de estado para a fase l´ıquida
usando a func¸a˜o guia de Jastrow. A linha verde tracejada e a azul so´lida correspondem
a fase so´lida para as func¸o˜es guia SNJ e NJ respectivamente. As linhas tracejadas cinza
sa˜o as linhas duplamente tangentes as equac¸o˜es de estado no l´ıquido e so´lido. A reta
duplamente tangente toca a reta de estado no liquido na densidade ρs e a reta de equac¸a˜o
de estado no so´lido na densidade ρm. Na Tab. 3.2.4 se apresentam os valores de ρs e ρm
obtidos por este me´todo para cada uma das func¸o˜es guia usadas na fase so´lida.
Na Tab. 3.2.4 esta˜o os valores obtidos para as densidades ρs e ρm, obtidos com o
me´todo da dupla tangente e com a construc¸a˜o termodinaˆmica, para cada func¸a˜o de onda
guia usada na fase so´lida. Pode-se notar que os valores obtidos tanto com o me´todo de
dupla tangente e a construc¸a˜o termodinaˆmica sa˜o iguais dentro de seus erros estat´ısticos.
Ja´ com respeito ao valor experimental estes valores diferem, sendo o valores obtidos com
a func¸a˜o guia NJ o mais discrepante. Isto e´ esperado dado que o me´todo e´ aproximado,
e as func¸o˜es guia serem aproximac¸o˜es da func¸a˜o de onda do estado fundamental.
Ao observar os resultados de ρs , ρm e PT , os da func¸a˜o guia SNJ sa˜o melhores que
os obtidos usando NJ. Isto pode indicar que a func¸a˜o guia faz uma melhor descric¸a˜o
qualitativa do sistema. Ja´ ao observar os valores de energia em func¸a˜o da densidade
vemos que quantitativamente a func¸a˜o NJ apresenta melhores resultados.
3.2 Resultados do Me´todo Difusa˜o Monte Carlo
Os valores das energias total, cine´tica e potencial estimadas com este me´todo sa˜o apre-
sentados nas tabelas 3.2.1 e 3.2.2 para as fases l´ıquida e so´lida respectivamente, para cada
uma das densidades consideradas, e para cada uma das func¸o˜es de onda guia utilizadas.
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Figura 3.1.7: Energia livre de Gibbs em func¸a˜o da pressa˜o. Os resultados foram obtidos
usando o me´todo VMC. A linha so´lida preta representa os resultados para a fase l´ıquida,
onde foi usada a func¸a˜o de onda guia de Jastrow. Os resultados obtidos para a fase
so´lida sa˜o representados pela linha tracejada verde para os resultados obtidos usando a
func¸a˜o guia SNJ e linha so´lida azul usando a func¸a˜o guia NJ. As linhas verticais tracejadas
indicam os valores da pressa˜o de transic¸a˜o entre as fases l´ıquida e so´lida para cada uma
das func¸o˜es guias usadas na fase so´lida.
Figura 3.1.8: Densidade em func¸a˜o da pressa˜o. Os resultados foram obtidos usando o
me´todo VMC. A linha so´lida preta representa os resultados na fase l´ıquida. Os resultados
na fase so´lida sa˜o representados pela linha tracejada verde e a linha so´lida azul, obtidas
usando as func¸o˜es guia SNJ e NJ, respectivamente. As linhas verticais tracejadas indicam
os valores da pressa˜o de transic¸a˜o entre as fases l´ıquida e so´lida, para cada func¸a˜o guia
usada na fase so´lida.
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Os ca´lculos foram realizados usando 180 a´tomos para a fase l´ıquida e 256 para a fase
so´lida, e foi definida uma estrutura hcp na fase so´lida.
Tabela 3.2.1: Energias total, cine´tica e potencial por part´ıcula em unidade de kelvin para
a fase l´ıquida em func¸a˜o da densidade. Os resultados foram obtidos utilizando a func¸a˜o
guia de Jastrow e o me´todo DMC.
ρ (σ−3) ET (K) EK (K) EP (K)
0.2994 -6.87±0.005 -16.74±0.03 9.87±0.03
0.3137 -7.057±0.006 -17.55±0.03 10.49±0.02
0.3209 -7.129±0.008 -18.03±0.03 10.91±0.03
0.3380 -7.23±0.01 -19.23±0.09 11.99±0.09
0.3536 -7.25±0.01 -19.87±0.03 12.61±0.03
0.3650 -7.239±0.008 -20.56±0.03 13.32±0.03
0.3762 -7.194±0.007 -21.47±0.03 14.27±0.03
0.3874 -7.124±0.008 -21.97±0.09 14.85±0.09
0.4010 -7.00±0.01 -22.81±0.04 15.81±0.04
0.4146 -6.85±0.02 -23.53±0.07 16.68±0.06
0.4263 -6.69±0.02 -24.39±0.07 17.70±0.07
0.4380 -6.57±0.02 -26.08±0.04 19.51±0.05
Tabela 3.2.2: Energias total, cine´tica e potencial por part´ıcula em unidade de kelvin para
a fase so´lida em func¸a˜o da densidade. Os resultados foram obtidos utilizando as func¸o˜es
guia NJ e SNJ e o me´todo DMC.
ρ (σ−3) ET (K) EK (K) EP (K)
NJ SNJ NJ SNJ NJ
0.5026 -5.73±0.01 -5.70±0.01 26.40±0.07 26.61±0.05 -32.13±0.07
0.5126 -5.53±0.01 -5.53±0.02 27.32±0.06 27.40±0.10 -32.85±0.06
0.5277 -5.17±0.01 -5.20±0.01 28.67±0.07 28.73±0.05 -33.84±0.07
0.5344 -4.96±0.01 -4.93±0.01 29.33±0.07 29.85±0.05 -34.29±0.07
0.5494 -4.50±0.01 -4.50±0.02 30.82±0.09 30.99±0.07 -35.32±0.09
0.5694 -3.79±0.01 -3.70±0.01 32.90±0.07 33.15±0.05 -36.69±0.07
0.5895 -2.83±0.01 -2.80±0.01 34.79±0.08 35.10±0.10 -37.62±0.08
3.2.1 Fase L´ıquida
Na Fig. 3.2.1 temos o gra´fico dos valores estimados da energia total para esta fase como
func¸a˜o da densidade. Na Tab. 3.2.3 sa˜o apresentados os valores dos paraˆmetros obtidos
ao fazermos o ajuste dos resultados a` func¸a˜o mostrada na Eq. (3.0.1), com o intuito de
obter a equac¸a˜o de estado do sistema. O valor da densidade de equil´ıbrio ρ0 obtido e´
menor que o valor experimental 0.3649σ−3 [28]. A discrepaˆncia entre os valores obtidos
e os experimentais se deve ao fato que no potencial usado na˜o e´ considerado termos de
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Figura 3.2.1: A equac¸a˜o de estado em func¸a˜o da densidade para a fase l´ıquida (linha
preta). Usando o me´todo DMC. A curva e´ obtida pelo ajuste dos valores de energia
em func¸a˜o da densidade utilizando a Eq. (3.0.1). Os c´ırculos pretos representam os
valores obtidos com a simulac¸a˜o. Os erros sa˜o menores que o tamanho dos s´ımbolos. Os
quadrados e triaˆngulos de cor azul correspondem a resultados experimentais [25, 26, 27].
Os resultados representados por triaˆngulos foram determinados para a temperatura T =
0.05 K.
Tabela 3.2.3: Valores dos paraˆmetros de ajuste para a equac¸a˜o de estado do sistema para
as fases l´ıquida e so´lida, para cada uma das func¸o˜es guia usadas no me´todo DMC.
Func¸a˜o guia E0 (K) B (K) C (K) ρ0 (σ
−3)
Fase so´lida
SNJ 5.91± 0.06 72± 20 70± 27 0.476± 0.005
NJ 6.1± 0.2 51± 27 40± 61 0.46± 0.02
Fase l´ıquida
J 7.260± 0.002 15.3± 0.2 14± 2 0.352± 0.001
interac¸a˜o de treˆs corpos [29]. Em geral a energias totais esta˜o em boa concordaˆncia com
os resultados experimentais obtidos para pequenas temperaturas.
Na Fig. 3.2.2 apresentamos o gra´fico dos resultados para a energia cine´tica ajustados
a uma curva parabo´lica. Embora o comportamento parabo´lico dessa quantidade com
a densidade seja observado experimentalmente acima da transic¸a˜o λ, decidimos ajustar
nossos resultados a mesma forma funcional.
3.2.2 Fase So´lida
Na Tab. 3.2.2 apresentamos os resultados das energias obtidas para a fase so´lida, os
quais foram estimados impondo uma estrutura cristalina hcp. Os gra´ficos da energia total
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Figura 3.2.2: Energia cine´tica por part´ıcula em func¸a˜o da densidade na fase l´ıquida. A
linha preta corresponde ajuste de nossos resultados. Os valores obtidos com a simulac¸a˜o
sa˜o representados pelos c´ırculos pretos. Os erros sa˜o menores que o tamanho dos s´ımbolos.
Os quadrados correspondem a resultados experimentais [27].
obtidos para a fase so´lida em func¸a˜o da densidade sa˜o apresentados na Fig. 3.2.3. Os
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Figura 3.2.3: Energia total por part´ıcula na fase so´lida, usando o me´todo DMC. A linhas
correspondem ao ajuste feito dos resultados a func¸a˜o da Eq. 3.0.1; a linha tracejada verde
corresponde aos resultados obtidos usando a func¸a˜o guia SNJ e a linha so´lida azul a func¸a˜o
guia NJ. Os c´ırculos vermelhos representam os valores experimentais [30, 31].
valores da energia total sa˜o menores que os valores experimentais. Isto pode ser devido
ao fato de que o potencial considerado na simulac¸a˜o na˜o inclui termos de interac¸a˜o de
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treˆs corpos [32, 33], efeito que e´ mais noto´rio quando aumentamos a densidade, estado de
cordo com a ref [34]. Os valores de energia total obtidos usando a func¸a˜o de onda guia
NJ sa˜o iguais aos obtidos com func¸a˜o onda guia SNJ, dentro dos erros estat´ısticos. Sem
du´vida e´ de notar que os resultados obtidos com a func¸a˜o de onda guia SNJ sa˜o levemente
menores aos obtidos com a func¸a˜o guia NJ. Isto pode ser devido ao fato que a func¸a˜o
de onda guia NJ na˜o considera um propriedade fundamental do sistema que e´ a simetria
sobre permutac¸o˜es de part´ıculas. Isto leva a tomar o sistema como se fosse formado por
part´ıculas distingu´ıveis, uma conclusa˜o que tambe´m foi obtida em simulac¸o˜es utilizando
o me´todo de integrais de trajeto´ria Monte Carlo [35].
Na Fig. 3.2.4 se mostra os gra´ficos dos resultados de energia cine´tica para a fase so´lida.
As energias cine´ticas obtidas com a func¸a˜o guia SNJ tem valores maiores que os obtidos
usando a NJ, dentro das incertezas estat´ısticas.
 24
 27
 30
 33
 36
 0.5  0.52  0.54  0.56  0.58
K
in
et
ic
 e
ne
rg
y 
(K
)
Density (σ-3)
Figura 3.2.4: Energia cine´tica por a´tomo em func¸a˜o da densidade para a fase so´lida.
Os resultados obtidos usando a func¸a˜o guia SNJ sa˜o representados pela linha tracejada
verde e os correspondentes a func¸a˜o guia NJ pela linha so´lida azul. Os c´ırculos vermelhos
representa resultados experimentais [31, 35, 36, 37].
3.2.3 Transic¸a˜o de fase l´ıquida-So´lida
Na Fig. 3.2.5 apresentamos os gra´ficos das equac¸o˜es de estado para a energia total em
func¸a˜o da densidade nas fases so´lida e l´ıquida, e a correspondente tangente dupla para
cada uma das func¸o˜es guia utilizadas na fase so´lida.
Na Tab. 3.2.3 apresentamos os valores obtidos ao ajustar os resultados de energia em
func¸a˜o da densidade, usando a expressa˜o apresentada na Eq. 3.0.1, para cada umas das
fases e func¸o˜es de onda guia utilizadas. Usando o procedimento adotado no inicio desta
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Figura 3.2.5: Representac¸a˜o do me´todo de dupla tangente. Os resultados de energia
foram obtidos usando o me´todo DMC. A linha preta representa a equac¸a˜o de estado para
a fase l´ıquida usando a func¸a˜o guia de Jastrow. A linha verde tracejada e a azul so´lida
correspondem a fase so´lida para as func¸o˜es guia SNJ e NJ respectivamente. As linhas
tracejadas cinza sa˜o as linhas duplamente tangente as equac¸o˜es de estado no l´ıquido e
so´lido. A reta duplamente tangente toca a reta de estado no liquido na densidade ρs e
a reta de equac¸a˜o de estado no so´lido na densidade ρm. Na Tab. 3.2.4 se apresentam os
valores de ρs e ρm obtidos por este me´todo para cada uma das func¸o˜es guia usadas na
fase so´lida.
sec¸a˜o obtemos os resultados de energia livre de Gibbs por part´ıcula e pressa˜o. Na Fig.
3.2.6 temos os gra´ficos da energia livre de Gibbs por part´ıcula em func¸a˜o da densidade.
A pressa˜o de transic¸a˜o de fase PT foi estimada nos pontos de intersec¸a˜o entre a curva da
fase l´ıquida e as da fase so´lida, onde temos o ponto de descontinuidade da derivada da
energia livre de Gibbs em func¸a˜o da pressa˜o. Usando na fase so´lida a func¸a˜o guia SNJ o
valor da pressa˜o de transic¸a˜o obtido foi de 24±5 atm. Ao usar a func¸a˜o guia NJ obtemos
o valor de 23± 3 atm. Os dois valores estimados concordam com o valor experimental de
25 atm [24], dentro do erro estat´ıstico. Com os valores de pressa˜o de transic¸a˜o obtidos,
estimamos a densidade solidificac¸a˜o ρs e fusa˜o ρm. Na Fig. 3.2.7 mostramos o gra´fico de
densidade em func¸a˜o da pressa˜o, de onde podemos obter os valores de ρs e ρm , para cada
uma das func¸o˜es guia usadas na fase so´lida.
Na Tab. 3.2.4 esta˜o os valores das densidades ρs e ρm obtidos usando a tangente
dupla e a construc¸a˜o termodinaˆmica, para cada func¸a˜o de onda guia usada na fase so´lida.
Pode-se notar que os valores sa˜o iguais dentro de seus erros estat´ısticos, e que esta˜o de
acordo com os valores experimentais.
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Tabela 3.2.4: Densidade de solidificac¸a˜o ρs e de fusa˜o ρm estimadas para cada uma das
func¸o˜es guia usadas na fase so´lida. Na fase l´ıquida foi usada a func¸a˜o guia de Jastrow.
Os valores destas densidades foram obtidas por dois me´todos, pela construc¸a˜o da dupla
tangente e por ana´lise termodinaˆmica. Os valores dos resultados experimentais sa˜o da ref.
[24].
Me´todo Func¸a˜o guia usada
na fase so´lida
ρs (σ
−3) ρm (σ−3)
Construc¸a˜o da tangente dupla
VMC
NJ 0.335±0.033 0.444±0.044
SNJ 0.357±0.029 0.502±0.047
DMC
NJ 0.417±0.027 0.483±0.051
SNJ 0.424±0.030 0.489±0.095
ana´lise termodinaˆmica
VMC
NJ 0.341±0.038 0.438±0.080
SNJ 0.370±0.089 0.500±0.052
DMC
NJ 0.422±0.044 0.486±0.050
SNJ 0.424±0.096 0.489±0.097
Valores experimentais
— — 0.438 0.484
Figura 3.2.6: Energia livre de Gibbs em func¸a˜o da pressa˜o. A linha so´lida preta representa
os resultados para a fase l´ıquida, onde foi usada a func¸a˜o de onda guia de Jastrow. Os
resultados obtidos para a fase so´lida sa˜o representados pela linha tracejada verde para os
resultados obtidos usando a func¸a˜o guia NJ e linha so´lida azul usando a func¸a˜o guia SNJ.
As linhas verticais tracejadas indicam os valores da pressa˜o de transic¸a˜o entre as fases
l´ıquida e so´lida para cada uma das func¸o˜es guias usadas na fase so´lida.
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Figura 3.2.7: Densidade em func¸a˜o da pressa˜o. A linha so´lida preta representa os resul-
tados na fase l´ıquida. Os resultados na fase so´lida sa˜o representados pela linha tracejada
verde e a linha so´lida azul, obtidas usando as func¸o˜es guia SNJ e NJ, respectivamente.
As linhas verticais tracejadas indicam os valores da pressa˜o de transic¸a˜o entre as fases
l´ıquida e so´lida, para cada func¸a˜o guia usada na fase so´lida.
Apesar de a func¸a˜o guia SNJ incluir a simetria de Bose na descric¸a˜o do sistema,
surpreendentemente os resultados obtidos na fase so´lida obtidos com as func¸o˜es guia NJ
e SNJ sa˜o equivalentes no me´todo DMC. Uma explicac¸a˜o disto pode ser devido que
a taxa de intercaˆmbio entre part´ıculas neste so´lido quaˆntico sa˜o pouco frequentes [13,
38]. Desta forma, podemos concluir que o intercaˆmbio entre part´ıculas e´ negligencia´vel.
Nossos resultados corroboram isto, dado que a func¸a˜o guia NJ impede o intercaˆmbio
entre part´ıculas “amarrando“ cada uma a um dado ponto de rede e a func¸a˜o guia SNJ
permite esse intercaˆmbio dada sua construc¸a˜o. Mesmo assim, os resultado obtidos com
ambas sa˜o iguais dentro dos erros experimentais obtidos e esta˜o de acordo com os valores
experimentais [32].
Ao observar os resultados da energia cine´tica em func¸a˜o da densidade na fase so´lida e os
valores da pressa˜o de transic¸a˜o, notamos que os resultados obtidos com a func¸a˜o guia SNJ
sa˜o levemente melhores que os obtidos usando NJ. Mas dentro dos erros estat´ısticos estes
valores sa˜o similares. Ale´m do mais eles esta˜o de acordo com os resultados experimentais.
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3.3 Ana´lise de Tendeˆncias nos Resultados do Me´todo
de DMC
Atualmente os esforc¸os para aumentar o n´ıvel de precisa˜o dos resultados obtidos com o
me´todo DMC e´ um campo de pesquisa ativo [21, 39]. Em nosso trabalho, aplicamos va´rias
abordagens para minimizar as flutuac¸a˜o no nu´mero de walkers. Como foi mencionado na
subsec¸o˜es 2.4.1.2 e 2.4.3.2, os walkers com pesos estat´ısticos pequenos sa˜o combinados
e walkers com pesos estat´ısticos maiores sa˜o duplicados. Isto com o intuito de otimizar
o amostragem do espac¸o de configurac¸o˜es. Tambe´m empregamos um ajuste dinaˆmico
do valor da energia trial (subsec¸a˜o 2.4.4) e um passo efetivo de tempo da simulac¸a˜o.
Estes procedimentos ajudam a reduzir tendencia em nossos ca´lculos e consequentemente
aumentar o n´ıvel de precisa˜o dos resultados obtidos com o me´todo DMC. Para garantir
isto, verificamos como nosso algoritmo se comporta e depende do nu´mero de walkers e
a´tomos e do tamanho do passo de tempo da simulac¸a˜o. Apesar destas ana´lise terem sido
feitas atrave´s do me´todo de DMC, algumas de suas concluso˜es tambe´m se aplicam ao
me´todo variacional, cf., efeitos de tamanho.
3.3.1 Nu´mero de Walkers
O controle da populac¸a˜o dos walkers e´ uma parte importante, que garante uma conver-
geˆncia e evita ca´lculos que contenham tendeˆncias devido a um controle na˜o efetivo desta
populac¸a˜o. Muitos procedimentos foram propostos para minimizar as flutuac¸o˜es da po-
pulac¸a˜o. O ajuste dinaˆmico da energia trial que usamos, Eq. 2.4.25, e´ um dos me´todos
mais eficientes para o controle da populac¸a˜o [39]. Ao implementar este ajuste de forma
judiciosa, obtemos uma convergeˆncia da simulac¸a˜o e pequenas flutuac¸o˜es no nu´mero de
walkers.
Tambe´m e´ verdade que, a medida que aumenta o nu´mero de walkers utilizados no
me´todo DMC para amostrar a func¸a˜o de onda, os valores das quantidades de interesse
estimados sa˜o mais pro´ximos aos valores exatos, pois as flutuac¸o˜es relativas decrescem.
Neste contexto, e´ necessa´rio verificar como as quantidades de interesse podem variar com o
nu´mero de walkers usados na simulac¸o˜es. No´s conduzimos este estudo e nossos resultados
sa˜o apresentados na Tabela 3.3.1. Embora a maioria de nossas simulac¸o˜es tenha sido
realizada com um nu´mero de walkers NW = O (103), vemos que, mesmo com um nu´mero
modesto (NW = 400), qualquer poss´ıvel mudanc¸a do valores estimados esta dentro das
incertezas estat´ısticas.
Concluso˜es de Cerf e Martin [40] corroboram as nossas concluso˜es de que um nu´mero
de walkers da ordem de 103 e´ suficiente para assegurar que uma poss´ıvel tendeˆncia nos
ca´lculos esteja dentro das incertezas estat´ısticas. De acordo com a Ref. [40], um tamanho
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Tabela 3.3.1: Energias total ET , cine´tica EK e potencial EP por part´ıcula em unidades
de kelvin para o nu´mero me´dio de walkers, NW . A simulac¸a˜o na fase so´lida foi feita
considerando uma estrutura cristalina hcp com 180 a´tomos na densidade ρ = 0.549σ3,
σ = 2.556 A˚. Os resultados foram obtidos usando a func¸a˜o de onda guia NJ.
NW ET (K) EK (K) EP (K)
400 -4.49±0.01 30.79±0.08 -35.28±0.08
1000 -4.49±0.01 30.79±0.07 -35.31±0.07
2000 -4.49±0.01 30.79±0.08 -35.24±0.08
3000 -4.49±0.01 30.79±0.06 -35.27±0.06
finito da populac¸a˜o de walkers aleato´rios e suas consequeˆncias podem ser levados em
considerac¸a˜o usando uma massa efetiva m∗ =
(
1− 1
NW
)m
, em nosso caso, a introduc¸a˜o
desta massa efetiva na˜o produziria resultados pra´ticos porque essa correc¸a˜o NW resultaria
em resultados que ja´ esta˜o dentro de nossas incertezas estat´ısticas.
3.3.2 Nu´mero de A´tomos
Tambe´m realizamos estudos sobre efeitos de tamanho finito em nossos resultados. As
simulac¸o˜es foram feitas na densidade ρ = 0.549σ−3 da fase so´lida a partir de uma estru-
tura hcp. Na Fig. 3.3.1, mostramos os resultados da Tabela 3.3.2 para a energia total
em func¸a˜o do nu´mero de a´tomos nas simulac¸o˜es. Na mesma figura, mostramos o nu´mero
correspondente de a´tomos, a correc¸a˜o da cauda. Os valores das energias cine´ticas e po-
tenciais dessas simulac¸o˜es, tambe´m apresentados na Tabela 3.3.2, esta˜o no gra´fico da Fig.
3.3.2.
Tabela 3.3.2: Resultados das energias total ET , cine´tica EK e potencial EP por part´ıcula
em func¸a˜o do nu´mero de part´ıculas N , para a densidade ρ= 0.549σ−3, estimadas usando
o me´todo DMC, em unidades de kelvin. Os resultados foram obtidos usando o me´todo
DMC usando a func¸a˜o guia NJ com aproximadamente 2000 walkers aleato´rios. O u´ltimo
resultado foi estimado fazendo uma extrapolac¸a˜o linear dos resultados obtidos.
N ET (K) EK (K) EP (K)
144 -4.59±0.01 30.99±0.08 -35.58±0.08
180 -4.49±0.01 30.76±0.09 -35.25±0.09
216 -4.49±0.01 30.81±0.08 -35.30±0.08
240 -4.49±0.01 30.83±0.08 -35.32±0.08
288 -4.50±0.01 30.82±0.09 -35.32±0.09
320 -4.48±0.01 30.74±0.09 -35.22±0.09
384 -4.49±0.01 30.84±0.07 -35.33±0.07
448 -4.46±0.01 30.85±0.06 -35.31±0.06
∞ -4.465±0.013 30.87±0.10 -35.34±0.10
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Figura 3.3.1: Ajuste linear da energia total por a´tomo em func¸a˜o do inverso do nu´mero
de part´ıculas para a densidade ρ = 0.549σ−3 (Escala do lado esquerdo, c´ırculos e linha
tracejada vermelha). Valor da correc¸a˜o de calda para o dado nu´mero de a´tomos (escala
do lado direito, quadrados pretos), a linha so´lida preta corresponde ao ajuste linear.
Figura 3.3.2: Energia cine´tica por part´ıcula em func¸a˜o de 1/N para o me´todo DMC (escala
direita, quadrados pretos) e potencial energia (escala esquerda, c´ırculos vermelhos) por
a´tomo em func¸a˜o do inverso do nu´mero de part´ıculas na densidade ρ = 0.549σ−3. As
linhas correspondem aos ajustes lineares, a tracejada e´ da energia cine´tica e a linha so´lida
a energia potencial.
Como podemos verificar somente no menor nu´mero de a´tomos considerados (N =
144), pode haver alguma tendeˆncia nos resultados, um fato que provavelmente pode ser
atribu´ıdo a´ aproximac¸a˜o da func¸a˜o de distribuic¸a˜o de par radial, que se supo˜e ser igual
a 1, no ca´lculo da correc¸a˜o da cauda. Simulac¸o˜es com 180 ou mais a´tomos mostram que
os resultados para as energias total, cine´tica e potencial praticamente independem do
nu´mero de a´tomos considerados. Por esse motivo, apenas os valores obtidos com 180 ou
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mais a´tomos foram considerados nos ajustes lineares, obtidos pelo me´todo dos mı´nimos
quadrados ponderados de forma padra˜o. Nos ajustes, consideramos como pesos os valores
rec´ıprocos da variaˆncia das quantidades calculadas. A partir da extrapolac¸a˜o, 1/N → 0,
e´ seguro dizer que os efeitos de tamanho esta˜o dentro das incertezas estat´ısticas de nossos
resultados.
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Cap´ıtulo 4
Comenta´rios Finais
Os resultados das energias obtidos para a fase so´lida do sistema formado por a´tomos de
4He usando o me´todo Variacional Monte Carlo apresenta diferenc¸as significativas para
densidades baixas (<0.59 σ−3) entre os valores obtidos usando as func¸o˜es guia NJ e SNJ.
Os valores das energias total e cine´tica obtidos com a func¸a˜o guia NJ sa˜o mais pro´ximos
aos valores experimentais para as densidades inferiores a 0.59 σ−3. Ja´ para densidades
mais elevadas (>0.59 σ−3) os resultados sa˜o similares dentro dos erros estat´ısticos. Isto
pode ser considerado como um indicio de que a simetria bosoˆnica do sistema a partir de
uma certa densidade (≈ 0.59 σ−3) neste me´todo na˜o e´ ta˜o importante. Ja´ que a medida
que a densidade cresce a troca entre part´ıculas e´ menor, sendo cada vez mais irrelevante
ou impercept´ıvel a simetria bosoˆnica do sistema. Pore´m, os valores das densidades de
solidificac¸a˜o ρs e fusa˜o ρm e da pressa˜o de transic¸a˜o PT entre as fases l´ıquida e so´lida
obtidos usando a func¸a˜o guia SNJ sa˜o mais pro´ximos aos valores experimentais que os
obtidos usando a func¸a˜o guia NJ. Isto pode indicar que no me´todo VMC a func¸a˜o guia
SNJ da´ uma melhor descric¸a˜o quantitativa do sistema, que pode ser devido ao fato de
incluir a simetria bosoˆnica.
No me´todo de Difusa˜o Monte Carlo, os resultados obtidos na fase so´lida do sistema, sa˜o
praticamente equivalentes usando as func¸o˜es guia NJ e SNJ, dentro dos erros estat´ısticos.
O que e´ surpreendente, dado que a func¸a˜o SNJ inclui uma carater´ıstica importante do
sistema, a simetria de troca entre entre part´ıculas. Uma explicac¸a˜o disto pode ser que em
T = 0 esta simetria na˜o e´ ta˜o relevante, o que esta´ de acordo com o fato de que a taxa
de troca entre part´ıculas neste solido quaˆntico pode ser pequena [13, 38]. Isto explicaria
porque ao utilizar func¸o˜es guia que na˜o incluem a simetria de troca geram resultados
pro´ximos aos experimentais [32].
No me´todo DMC, os resultados da energia cine´tica em func¸a˜o da densidade na fase
so´lida e os valores de pressa˜o de transic¸a˜o entre so´lido e liquido induz a conclusa˜o que
os resultados obtidos com a func¸a˜o guia SNJ sa˜o levemente melhores que os obtidos
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usando NJ. Pore´m, esta diferenc¸a e´ menor que a incerteza estat´ıstica dos resultados, o
que na˜o permite que o resultado seja conclusivo. Ainda mais, os valores estimados esta˜o
em concordaˆncia com os valores experimentais. Os valores obtidos das equac¸o˜es de estado
na fase so´lida de ambas func¸o˜es guia sa˜o similares, que pode ser devido ao fato que a
energia de troca entre part´ıculas e´ muito pequena.
Resumindo, temos que os resultados obtidos no me´todo VMC usando a func¸a˜o guia
SNJ mostra uma diferenc¸a significativa para densidades menores a 0.59 σ−3 com respeito
aos obtidos usando a func¸a˜o guia NJ. No me´todo DMC na˜o apresenta uma diferenc¸a
noto´ria nas densidades avaliadas. Apesar de um custo computacional relativamente maior
da func¸a˜o SNJ, ela introduz uma propriedade fundamental do sistema, a simetria por troca
de part´ıculas. Por este motivo nos parece mais conveniente a utilizac¸a˜o da func¸a˜o SNJ.
Um aspecto na˜o levado em conta na descric¸a˜o destes sistema e´ que a func¸a˜o de onda
deve ser invariante ante translac¸o˜es, o qual abriria muitas oportunidades de pesquisa em
so´lidos a temperatura zero, por exemplo o estudo de pel´ıculas de 4He em substratos. Es-
peramos que este trabalho leve a esforc¸os para desenvolver uma func¸a˜o de onda invariante
translacional expl´ıcita, onde uma fase so´lida emerge como consequeˆncia de uma quebra
de simetria devido apenas a efeitos de muitos corpos. Acreditamos que esforc¸os adicio-
nais nesta direc¸a˜o trara˜o grande benef´ıcio para a compreensa˜o de so´lidos quaˆnticos e, em
particular, para aqueles formados a partir de a´tomos de he´lio.
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Apeˆndice A
Equac¸a˜o de Difusa˜o e Func¸a˜o de
Fokker-Planck
Apresentamos um me´todo de amostragem que diminui as flutuac¸o˜es no ca´lculo dos obser-
va´veis desejados. Partiremos de ρ
(
~Ri, t
)
a probabilidade de achar a configurac¸a˜o i-e´sima
na posic¸a˜o ~Ri no “tempo t”. Consideramos que ha´ conservac¸a˜o desta probabilidade e que
satisfaz a seguinte equac¸a˜o de difusa˜o
∂tρ = γ~∇2ρ,
onde γ e´ a constante de difusa˜o. Esta equac¸a˜o de difusa˜o tem associada a func¸a˜o de Green
G
(
~Ri → ~R,i, t
)
=
1√
4piγt
exp
−
(
~Ri − ~R,i
)2
4γt
,
a qual pode ser usada para obter a evoluc¸a˜o “temporal” de alguma distribuic¸a˜o inicial
ρ
(
~Ri, 0
)
ρ
(
~R,i, t
)
=
ˆ
G
(
~Ri → ~R,i, t
)
ρ
(
~Ri, 0
)
d3NR.
A func¸a˜o de Green G
(
~Ri → ~R,i, t
)
pode ser interpretada como a probabilidade da
configurac¸a˜o i ir da posic¸a˜o ~Ri ate´ a posic¸a˜o ~R
,
i em um “tempo t”. Com isto podemos
definir um processo de Markov com uma transic¸a˜o de probabilidade dada por
T∆t
(
~Ri → ~R,i
)
= G
(
~Ri → ~R,i,∆t
)
.
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Neste processo de Markov temos que
~R,i =
~Ri + ~ξ
√
∆t, (A.0.1)
onde as componentes do vetor ~ξ sa˜o nu´meros aleato´rios de uma distribuic¸a˜o gaussiana da
forma
1√
4piγ
exp
(
− ξ
4γ
)
. (A.0.2)
Para muitos problemas e´ conveniente construir um processo de difusa˜o de Markoviana
que tem uma distribuic¸a˜o invariante predefinida. Uma construc¸a˜o poss´ıvel e´ a dada pela
chamada equac¸a˜o de Foker-Planck
∂tρ
(
~R, t
)
=
1
2
~∇
(
~∇− ~F
)
ρ
(
~R, t
)
. (A.0.3)
O termo ~F e´ conhecido como pseudo-forc¸a e esta´ relacionado com a distribuic¸a˜o invariante
~F
(
~R, t
)
=
1
ρ
(
~R
) ~∇ρ(~R) . (A.0.4)
Podemos ver que ρ
(
~R
)
satisfaz a equac¸a˜o (A.0.3) quando a derivada “temporal” e´ zero.
A func¸a˜o de Green associada a equac¸a˜o (A.0.3) e´ da forma
G
(
~R→ ~R,,∆t
)
=
〈
~R
∣∣∣∣exp(−Pˆ (Pˆ − i ~F ( ~ˆR)) ∆t2
)∣∣∣∣ ~R,〉 . (A.0.5)
Podemos usar uma aproximac¸a˜o exponencial para separar os termos que incluem Pˆ e
~ˆR
G
(
~R→ ~R,,∆t
)
=
(
1
4piD∆τ
) 3N
2
exp
−
(
~R− ~R, − ~F ∆t
2
)2
2∆t
.
Com esta func¸a˜o de Green tambe´m podemos definir um processo de Markov da forma
~R,i =
~Ri + ~F
∆t
2
+ ~ξ
√
∆t
onde as componentes do vetor ~ξ sa˜o nu´meros aleato´rios de uma distribuic¸a˜o gaussiana da
forma da eq. (A.0.2) .
Podemos considerar que ρ
(
~R
)
=
(
ΨT
(
~R
))2
e utilizar este me´todo de amostragem
no me´todo VMC.
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Apeˆndice B
Deduc¸a˜o da Equac¸a˜o de Difusa˜o com
Amostragem de Importaˆncia
Partimos da equac¸a˜o de difusa˜o
∂τΨ = D~∇2Ψ− (V − ET ) Ψ.
Multiplicamos esta equac¸a˜o pela func¸a˜o de onda guia ΨT
ΨT∂τΨ = DΨT ~∇2Ψ−ΨT (V − ET ) Ψ.
Desta ultima relac¸a˜o deduziremos uma nova equac¸a˜o para uma func¸a˜o f = ΨTΨ,
levando em conta que ΨT na˜o depende de τ e por tanto ∂τΨT = 0,
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→ ΨT∂τΨ = D
(
ΨT ~∇ · ~∇Ψ
)
− VΨTΨ + ETΨTΨ
→ ∂τ (ΨTΨ)−Ψ:0∂τΨT = D
(
~∇ ·
(
ΨT ~∇Ψ
)
− ~∇ΨT · ~∇Ψ
)
− VΨTΨ + ETΨTΨ
→ ∂τ (ΨTΨ) = D
(
~∇2 (ΨTΨ)− ~∇ ·
(
~∇ΨT
ΨT
ΨTΨ
)
−
(
~∇ ·
(
~∇ΨTΨ
)
− ~∇2ΨTΨ
))
− (V − ET ) ΨTΨ
= D
(
~∇2 (ΨTΨ)− 2~∇ ·
(
~∇ΨT
ΨT
ΨTΨ
)
+
~∇2ΨT
ΨT
ΨTΨ
)
− (V − ET ) ΨTΨ
= D
(
~∇2 (ΨTΨ)− 2~∇ ·
(
~∇ΨT
ΨT
ΨTΨ
))
+
(
D
~∇2ΨT
ΨT
ΨTΨ− (V − ET ) ΨTΨ
)
= D
(
~∇2 (ΨTΨ)− 2~∇ ·
(
~∇ΨT
ΨT
ΨTΨ
))
−
(
−D
~∇2ΨT
ΨT
+ V − ET
)
ΨTΨ,
→ f
(
~R, τ
)
= D
(
~∇2f
(
~R, τ
)
− ~∇ ·
(
~Ff
(
~R, τ
)))
−
(
EL
(
~R
)
− ET
)
f
(
~R, τ
)
,
onde ~F
(
~R
)
e´ a pseudo-forc¸a quaˆntica e EL
(
~R
)
e´ a energia local definidas pela configu-
rac¸a˜o ~R e atrave´s de
~F
(
~R
)
= 2
~∇ΨT
Ψ
,
EL
(
~R
)
=
HˆΨT
ΨT
,
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Apeˆndice C
Deduc¸a˜o da Equac¸a˜o de Ajuste da
Energia Trial
Para deduzir a equac¸a˜o de ajuste da energia trial , tomamos a soma dos pesos para um
dado “tempo” τ e conjunto de configurac¸o˜es
{
~Ri
}
Ω(l) (τ + ∆τ) =
∑
i
ω
(l)
i
(
~Ri, τ + ∆τs
)
,
onde o super ı´ndice l corresponde a um dado valor de λ. Temos que para o tempo τ + ∆τ
Ω (τ + ∆τ) =
∑
ω
(l)
i
(
~Ri, τ + ∆τ
)
=
∑
ω
(l)
i
(
~R,i, τ
)
e
−
((
E
(l)
L (~Ri,τ+∆τ)+E
(l)
L (~R
,
i,τ)
)
1
2
−E(l)T
)
∆τ
,
para uma populac¸a˜o o suficientemente grande e um ∆τ o suficientemente pequeno esta
ultima expressa˜o pode ser escrita como
Ω (τ + ∆τ) = e
−
(
1
2(E(l)(τ+∆τ)+E(l)(τ))−E
(l)
T
)
∆τ
∑
ω
(l)
i
(
~R,i, τ
)
,
= e
−
(
1
2(E(l)(τ+∆τ)+E(l)(τ))−E
(l)
T
)
∆τ
Ω (τ) ,
desta forma temos que
E
(l)
T (τ + ∆τ) =
1
2
(
E(l) (τ + ∆τ) + E(l) (τ)
)− 1
∆τ
ln
(
Ω (τ)
Ω (τ + ∆τ)
)
.
Se o sistema esta´ em equil´ıbrio o valor de 1
2
(
E(l) (τ + ∆τ) + E(l) (τ)
) ≈ E(l) (τ). Se
queremos fixar o valor me´dio da soma dos pesos a um valor de referencia ΩRef podemos
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substituir Ω (τ + ∆τ) por o valor de referencia ΩRef , obtendo a expressa˜o de ajuste da
energia trial
E
(l)
T (τ + ∆τ) =
1
2
(
E(l) (τ + ∆τ) + E(l) (τ)
)− 1
∆τ
ln
(
Ω (τ)
ΩRef
)
,
ΩRef fixara os valores da soma dos pesos de forma tal que limτ→∞Ω (τ) = ΩRef . Utilizando
este limite e o fato que limτ→∞
〈
E(l) (τ)
〉
= E0 podemos deduzir que
lim
τ→∞
E
(l)
T (τ) = E
(l)
0 .
Podemos generalizar a func¸a˜o de ajuste da energia trial para um intervalo de tempo maior
g∆τ e obter a expressa˜o
E
(l)
T (τ + g∆τ) =
1
2
(〈
E(l) (τ + g∆τ)
〉
+
〈
E(l) (τ)
〉)− 1
g∆τ
ln
(
Ω (τ)
ΩRef
)
,
Cabe ressaltar que o primeiro termo 1
2
(〈
E(l) (τ + g∆τ)
〉
+
〈
E(l) (τ)
〉)
tem um er-
ror estad´ıstico, para diminuir este podemos fazer 1
2
(〈
E(l) (τ + g∆τ)
〉
+
〈
E(l) (τ)
〉) →〈
E(l) (τ + g∆τ)
〉
g
= 1
g
∑
k E
(l)
T (τ + k∆τ). O segundo termo tambe´m vai ter um error
estad´ıstico, para controlar este introduzimos um paraˆmetro C , com o cual temos a equa-
c¸a˜o resultante
E
(l)
T (τ + g∆τ) =
〈
E(l) (τ + g∆τ)
〉
g
− C
g∆τ
ln
(
Ω (τ)
ΩRef
)
. (C.0.1)
ou
E
(l)
T (τ) =
〈
E(l)
〉
g
− C
g∆τ
ln
(
Ω (τ)
ΩRef
)
