The reference frame used by intraparietal cortex neurons to encode locations is controversial. Many previous studies have suggested eye-centered coding, whereas we have reported that visual and auditory signals employ a hybrid reference frame (i.e., a combination of head-and eye-centered information) (Mullette-Gillman et al. 2005) . One possible explanation for this discrepancy is that sensory-related activity, which we studied previously, is hybrid, whereas motor-related activity might be eye centered. Here, we examined the reference frame of visual and auditory saccaderelated activity in the lateral and medial banks of the intraparietal sulcus (areas lateral intraparietal area [LIP] and medial intraparietal area [MIP]) of 2 rhesus monkeys. We recorded from 275 single neurons as monkeys performed visual and auditory saccades from different initial eye positions. We found that both visual and auditory signals reflected a hybrid of head-and eye-centered coordinates during both target and perisaccadic task periods rather than shifting to an eye-centered format as the saccade approached. This account differs from numerous previous recording studies. We suggest that the geometry of the receptive field sampling in prior studies was biased in favor of an eye-centered reference frame. Consequently, the overall hybrid nature of the reference frame was overlooked because the non--eye-centered response patterns were not fully characterized.
Introduction
The intraparietal cortex is implicated in the processing of spatial information and likely plays a role in guiding attention to, remembering, and responding to the locations of sensory stimuli (for reviews, see Andersen and Gnadt 1989; Colby and Goldberg 1999) . The ''frame of reference'' of signals in the intraparietal cortex is currently a matter of controversy. Here, we define frame of reference operationally to mean the body part relative to which the response fields show the best alignment. For example, in an eye-centered reference frame, the response fields maintain a consistent position with respect to the direction of the eyes as they move with respect to the head, whereas in a head-centered reference frame (In the present study, the head is immobilized with respect to the world. Thus, head-, body-and world-centered reference frames are all stable with respect to each other in our experiments. For convenience, we will refer to this collection of potential reference frames as head centered.), the response fields maintain a consistent position with respect to the head irrespective of eye movements. This definition is agnostic about potential changes in the magnitude of the response at different fixation positions.
Several recording studies have demonstrated that visual signals are heavily influenced by eye position (e.g., Andersen and Mountcastle 1983; Andersen et al. 1985 Andersen et al. , 1990 Batista et al. 1999 ) but have described the reference frame as predominantly eye centered despite this eye position influence-in other words, these studies have suggested that the response fields align in an eye-centered reference frame and that only the response magnitude (i.e., gain) varies at different eye positions. Related studies involving the ''double step'' paradigm have investigated visual and visual memory response patterns before and after the eyes move to a new location. The findings from these studies have been described as being consistent with an eye-centered reference frame that is updated when the eyes move (Duhamel et al. 1992; Colby et al. 1995) . Similarly, microstimulation studies in head-unrestrained animals have found that saccades evoked by electrically activating the intraparietal cortex have a constant direction and amplitude with respect to the eye, regardless of initial eye position, again suggesting an eye-centered reference frame (Constantin et al. 2007 ; see also Thier and Andersen 1998) .
In contrast, we recently obtained results that were inconsistent with a predominantly eye-centered reference frame in the intraparietal cortex. We investigated visual sensory signals by sampling slices of the response fields for multiple fixation positions (Mullette-Gillman et al. 2005 ; see also Snyder 2005) . Our analysis method focused on the alignment of the response fields, setting aside any potential gain modulations. We reported that the reference frames of individual neurons ranged from predominantly eye centered to predominantly head centered, with most neurons reflecting an intermediate, or hybrid, reference frame in which the neural discharge patterns were not uniquely determined by target location in any single, pure reference frame. We observed a similar pattern for auditory signals, consistent with previous results (Stricanne et al. 1996) .
In this study, we explore possible explanations for these conflicting findings. Experimentally, we consider the possibility that we missed eye-centered activity by focusing on sensoryrelated activity in our previous study. Accordingly, in this study, we focus on the motor-related activity in LIP. Motor-related activity might be a better measure of what each individual neuron ''votes'' for during the read out process. We investigated the motor-related representation of visual and auditory targets in lateral and medial intraparietal neurons in monkeys performing a delayed saccade task.
We found that both visual and auditory reference frames continue to be encoded in a hybrid reference frame at the time of the movement, just as they are during the sensory response period. Given our failure to find evidence for a predominantly eye-centered representation in the intraparietal cortex in either the sensory-or motor-related activity periods, we consider other explanations. We reevaluate numerous prior studies and conclude that the geometry of how the response fields were sampled may have biased these studies' results to favor eye-centered coordinates. We concur with previous studies that eye position interacts with visual signals to produce response patterns in the intraparietal cortex that are not dictated strictly by the pattern of illumination on the retina (Andersen et al. 1985 (Andersen et al. , 1990 Batista et al. 1999; Cohen and Andersen 2000 ), but we conclude that the resulting representation includes eye-centered, head-centered, and hybridresponse patterns.
Materials and Methods
The neuronal data set described here has been the subject of a previous study (Mullette-Gillman et al. 2005) . In brief, 275 neurons from the right IPS (the lateral and medial banks of the intraparietal sulcus, areas LIP and MIP) of 2 rhesus monkeys (1 male, 1 female) were recorded while the animals performed a saccade task to either visual or auditory targets from several initial eye positions. We confirmed the locations of these recording sites using magnetic resonance imaging (MRI) as has been presented previously (Mullette-Gillman et al. 2005 ).
Stimuli and Behavioral Task
Targets were presented from a stimulus array of 9 speakers with a light emiting diode (LED) attached to each speaker's face (Fig. 1a) . The speakers were placed from 24°left to 24°right of the monkey in 6°i ncrements, at an elevation of 0°relative to straight ahead. Additional LEDs that served as fixation positions were located 12°right, 0°( center), and 12°left at an elevation of ±18°. Either the upper row (+18°) or the lower row (-18°) of fixation positions was chosen for the use during recording of each individual neuron. After isolating a neuron but before beginning the experiment, we qualitatively tested whether the neural activity was more effectively driven by the targets when the monkey fixated the upper row of fixation lights versus the lower row. To ensure that we obtained adequate numbers of trials per condition, we limited further testing to the row that allowed us to most effectively test the reference frame of the neuron's response field. With this procedure, the mean number of trials per condition was 6.7 (standard deviation [SD] 1.4) for an average of 361.8 trials per neuron; each trial condition was 1 of the 3 eye positions, 1 of the 9 target locations, and 1 of the 2 modalities. We note that prescreening at each fixation row introduced a modest selection bias in favor of detecting eye-centered versus headcentered neurons: We probed 2 sets of eye-centered locations (above and below fixation) but only one fixed set of head-centered locations before continuing the main experiment. Auditory targets were band-pass white noise bursts (500--18 kHz; rise time of 10 ms) at 50 ± 2 dB sound pressure level (''A'' weighting, Bruel and Kjaer, Model 2237 integrating sounds level meter with Model 4137 condenser microphone).
Monkeys performed an overlap-delayed saccade task (Fig. 1b ) to auditory and visual targets (all conditions randomly interleaved). The task began with the onset of an LED which the monkey was required to fixate. After 900--1300 ms, a sensory target (either auditory or visual) was presented. Following a delay of 600--900 ms, the fixation light was extinguished and the monkey had 500 ms to shift its gaze to the location of the still-present target. After successful completion of a trial, the monkey received a juice or water reward. In some sessions, the monkeys also performed a memory-guided saccade task to aid in functionally defining areas LIP/MIP; results from this task were discussed in Mullette-Gillman et al. (2005) and are not considered further here.
Data Analysis
Action potentials were analyzed during several periods of time: prior to the onset of the target stimulus (baseline period), the response to the target stimulus (target period), and the initiation of the saccade (perisaccade period). Saccade onset was detected using a velocitybased algorithm (EyeMove software). The baseline period was defined as the 300-ms period prior to target onset. The target period was the 450-ms period that began 50 ms after target onset. The saccadic period began 150 ms before saccade initiation and ended 100 ms after saccade initiation (250 ms total length). (The ending point of this window was chosen so that it would include the full duration of most saccades without being contaminated by new visual responses after the saccade. The average saccade duration was 58.2 ms for visual saccades and 57.4 ms for auditory saccades. The SDs were 23.9 and 23.0 ms. Therefore, the upper end of the 95% confidence intervals (CIs; mean + 1.96 3 SD) of the saccade durations was 102 and 105 ms, respectively.) We report neural data in terms of firing rate: the number of action potentials divided by the length of the analysis period (i.e., spikes per second).
Responsiveness and Spatial Tuning
Neurons were included for further analysis if their firing rate was modulated by the target location (Table 1) . This modulation was assessed by an analysis of variance (ANOVA) with target location and fixation position as the independent factors. Neurons were defined as being ''modulated'' by the task if the ANOVA revealed a reliable (P < 0.05) main effect for target location or a reliable interaction between target location and fixation position. This test was conducted on the firing rates elicited during the target or perisaccadic periods. For each time period and for each target modality, the ANOVA was conducted twice: 1) when target location was defined with respect to the head and 2) when target location was defined with respect to the eyes. Locations that were not tested in both reference frames were excluded from the analysis.
Quantitative Analyses of Reference Frame
To quantify the reference frame in which neurons code spatial information, we compared the alignment of each neuron's spatial tuning functions when defined in an eye-centered versus headcentered reference frame (see Mullette-Gillman et al. 2005 ). For each neuron and response period, we calculated the average firing rate for Figure 1 . Experimental design. (a) Fixation LEDs were located 12°right, 0°, and 12°l eft at an elevation of ±18°; either the upper set or the lower set were used for the characterization of any given neuron. Saccade targets were either auditory or visual and were presented from a stimulus array of 9 speakers with an LED attached to each speaker's face. The speakers were placed from 24°left to 24°right of the monkey in 6°increments, at an elevation of 0°. (b) The events of the behavioral task and the time periods during which neural activity was evaluated. The baseline period was defined as a 300 ms period prior to target onset, the target period was a 50--500 ms after target onset, and the perisaccadic period began 150 ms before saccade initiation until 100 ms after (250 ms total length). Spike counts during these periods were normalized to spikes per second.
each target location to generate a spatial tuning function for each of the 3 initial eye positions. Next, we tested whether the 3 spatial tuning functions aligned better when target location was defined with respect to the eyes or with respect to the head. (Because we did not vary the monkeys' head position, we cannot disambiguate between head-, body-, and world-centered coordinates, but these reference frames maintained a constant relationship with each other in our experiments.) Specifically, we calculated the correlation coefficient between the spatial tuning functions at the left versus center and right versus center initial fixation positions and then averaged these 2 values. This average correlation coefficient was calculated in 8 different ways for each neuron (2 3 2 3 2 matrix): the 2 response periods (the target and perisaccade periods), by the 2 reference frames (target locations defined with respect to the head and with respect to the eyes), and by each sensory modality. For this analysis, we only included target locations that were present for all 3 fixation positions in both the head-and eyecentered frames of reference (n = 5 locations: -12°, -6°, 0°, 6°, and 12°).
The value of the correlation coefficient can range from -1 to 1. If the correlation coefficient equals -1, it indicates that the response functions were perfectly anticorrelated with one another. If the correlation coefficient equals 0, it indicates that the response functions at the different fixation positions are not related. If the correlation coefficient equals 1, it indicates that the response functions were perfectly aligned in the reference frame used for the calculation (e.g., head-centered reference frame). Figure 2 illustrates schematically how this metric would correspond to different kinds of reference frames. If a neuron's response field aligns well in an eye-centered reference frame (e.g., Fig. 2a,b) , the eyecentered correlation coefficient will be higher than the head-centered correlation coefficient (Fig. 2b) . Conversely, if its response fields align well in a head-centered reference frame (e.g., Fig. 2c ), its head-centered correlation coefficient will be higher than its eye-centered correlation coefficient. Partially shifting response fields and complex interactions in which the neuron simply seems to have a ''new'' response field at each tested eye position, unrelated to its response fields at other eye positions, would produce similar head-and eye-centered correlation coefficients and thus would both be categorized as ''hybrid'' in this analysis. Because this correlation analysis is invariant to changes in gain, such as eye position modulations, our reference frame analyses are not confounded by such eye position modulations.
We calculated the variance of this metric using a bootstrap analysis (100 iterations of 80% of data for each target location/eye position combination). This bootstrap analysis allowed us to estimate the variance of this measure from which we defined a 95% confidence area (±1.96 3 SD) centered on the mean of the bootstrap distribution.
Results

Temporal Response Profile
In general, parietal neurons began responding to the target at the time of target onset. This activity either 1) remained sustained until the time of the saccade or 2) diminished and increased again as the saccade approached. Figure 3 illustrates the temporal profile of the discharge patterns of the population of neurons with elevated activity at the time of the saccade. This figure shows a population perievent time histogram (PETH) that is aligned on target onset and another that is aligned on saccade onset. These PETHs were constructed from the activity of neurons showing statistically significant perisaccadic activity (by ANOVA, see Materials and Methods) to either visual (n = 121; Fig. 3a ) or auditory targets (n = 61; Fig.  3b ). This population response was generated by calculating for each neuron those combinations of target location and eye position that generated the highest firing rate, normalizing each neuron's PETH, and then averaging together all of the individual PETHs.
Two individual example neurons that illustrate these 2 temporal patterns are shown in Figures 4 and 5. The neuron in Figure 4 had a distinct saccade-related burst that began slightly before the movement and reached its peak shortly after saccade onset. This neuron also had a smaller burst time locked to the onset of the visual target (but not the auditory target). The neuron in Figure 5 had a more sustained pattern of activation for visual targets that began with target onset and lasted until the saccade. Unlike the neuron shown in Figure 4 , this neuron did not have a burst of activity associated with the saccade. Also, the neuron shown in Figure 5 was relatively unresponsive during auditory trials. These 2 neurons exemplify 2 different ends of a continuum of temporal response profiles rather than representing 2 discrete categories. We did not find any evidence that neurons with larger perisaccadic bursts were more likely to use one kind of reference frame or another (data not shown). Accordingly, the results presented in the succeeding sections derive from the entire population of all neurons that showed spatial sensitivity (by ANOVA) to visual or auditory target location during the time window 150 ms prior to 100 ms after saccade onset, regardless of the neuron's specific temporal response profile.
Reference Frame
Our chief aim in this study was to test the reference frame of the visual and auditory signals present in intraparietal neurons during a perisaccadic time window as compared with a time window synchronized to the onset of the target. We tested a neuron's reference frame by comparing the correlation between the target or perisaccadic spatial response functions when they were measured at different initial fixation positions with respect to head-centered or eye-centered coordinates. The auditory response functions of this neuron are also predominantly eye centered (Fig. 6b) because the peaks of the responses are better aligned when target location is plotted as a function of eye-centered target location (right-hand graph) than head-centered target location. There is still a considerable difference in the responses across the 3 different initial fixation positions (i.e., the 3 different traces are not superimposed), but because the peaks align in an eye-centered reference frame, the correlation coefficient in eye-centered coordinates is considerably higher than it is in a head-centered reference frame.
An example neuron lacking a clear reference frame is depicted in Figure 6c , which shows the response functions of the neuron illustrated in Figure 5 . As can be seen, the visual response peaks for 2 of the 3 initial fixation positions match slightly better when plotted as a function of the head-centered versus eye-centered location of the target. But, overall, there is no greater consistency in the response functions when plotted in one reference frame versus the other reference frame. (As mentioned previously, this neuron did not respond to auditory stimuli.)
We quantitatively evaluated reference frame by calculating a correlation coefficient between each neuron's response functions for different eye positions when plotted in headversus eye-centered coordinates. If the response functions align better in one reference frame than the other, then the Only neurons with statistically significant ''perisaccadic'' activity (by ANOVA, see Materials and Methods) to either visual (n 5 121) or auditory targets (n 5 61) were included. For the included neurons, the stimulus, and fixation position evoking the most vigorous response during the perisaccadic period were used for constructing the individual PETH, which was then normalized and averaged together to form the population response shown here. The individual PETHs were made with 5-ms bins, then smoothed with a triangular filter [1/9 2/9 1/3 2/9 1/9]. The maximum bin height during the perisaccadic period or sensory period and the average bin height during the baseline period were then determined. The normalized PETH was calculated as follows: (bin height À baseline)/(maximum bin height À baseline).
correlation coefficient for the better reference frame will be higher than the correlation coefficient in the other reference frame, even if there is a difference in the magnitude of the responses at different eye positions as is the case for the neuron in Figure 6b (see also Fig. 2) . We conducted this analysis for only those neurons that had statistically significant spatial sensitivity (see Materials and Methods). The population results for both the target and perisaccadic periods are shown in Figure 7 , and the perisaccadic results for the individual example cells as compared with the population are shown in the insets of Figure 6 . These graphs show the head-centered correlation coefficient (y-axis) versus the eye-centered correlation coefficient (x-axis). Neurons whose response functions align better in head-centered coordinates lie in the upper quadrant, whereas more eye-centered neurons lie in the lower quadrant. The error bars indicate 95% CIs; neurons whose CIs do not include the line of slope = 1 were classified as predominantly head centered (green crosses) or eye centered (red crosses), respectively. The results for the target period were previously presented in Mullette-Gillman et al. (2005) .
The key observation from Figure 7 is that the pattern of target period correlation coefficients and the pattern of perisaccadic correlation coefficients are similar. For both the target period (Fig. 7a,b ) and the perisaccadic period (Fig. 7c,d ), the activity of most intraparietal neurons cannot be classified as being either head centered or eye centered but as hybridresponse patterns reflecting contributions of both reference frames (gray crosses; gray area on pie charts).
Figure 8 quantifies this pattern through a rerepresentation of the data shown in Figure 7 . For each neuron, the head-and eyecentered correlation coefficients from the data shown in Figure  7 were converted to an angle with respect to the origin and Figure 4 . The visual and auditory responses of an example neuron, synchronized on target onset and saccade onset. The neuron presented demonstrates transient responses to visual stimuli during both the sensory and saccadic periods, while only responding robustly to auditory targets during the saccadic period. These data involved trials with the central fixation position. Note the unequal spacing between the sections of the raster plot corresponding to each target location. There were different numbers of trials for each target location because target location was selected randomly with replacement on each trial and because only correctly performed trials are included. These 2 factors introduced variability to the number of trials per target location. rotated 45°. As a result, data points that lie along the line of slope = 1 in Figure 7 have an angle of 0°. Data points that lie above the line of slope = 1 have positive angles and those that lie below it have negative angles. (NB: data beyond ±135°are not shown as these reflect negative correlation coefficients in both head-and eye-centered coordinates-a finding that could be due to the presence of some noise in the response patterns.)
The results for the visual trials are shown in Figure 8a and the results for the auditory trials are shown in Figure 8b . For visual trials, both the target and perisaccadic periods are slightly biased toward an eye-centered reference frame (mean angles of -15.2°and -16.2°, respectively); a t-test indicates that these 2 distributions are not significantly different (P > 0.05). For the auditory trials, the distribution tilts from being slightly biased in favor of a head-centered reference frame during the target period (mean angle of 11.7°) to a bias toward an eyecentered reference frame during the perisaccadic period (mean angle -24.9°). This change is not large: For both distributions, the modes are, in fact, quite close to the middle (0°), but it is significant (P < 0.05). When we compared the visual target and auditory target reference frame ''angles,'' we found a slight but statistically significant (P < 0.05) difference during the target period. There was no significant difference during the perisaccade period (P > 0.05), indicating an improvement in the similarity of visual and auditory coordinates during this period. On the whole, these trends were small (even when significant) and do not overshadow the major point that the reference frame of most cells is squarely between head-and eye-centered coordinates, for both modalities and both response epochs.
Several additional analyses concerning reference frame are presented in the Supplementary Material. 
Location of Recording Sites
Our recording sites included both the lateral and medial banks of the intraparietal sulcus (Fig. 9) . These 2 banks are thought to be functionally distinct areas (e.g., Snyder et al. 1997 Snyder et al. , 2000b Cohen and Andersen 2000) . In experiments involving comparisons between saccade-and reach-related activity, area LIP appears to have somewhat greater saccade-than reach-related activity, whereas the opposite pattern has been observed in MIP (Snyder et al. 1997 (Snyder et al. , 2000b . However, note that both LIP and MIP do contain neurons with saccade-related activity, and microstimulation in both the lateral and a portion of the medial banks of the intraparietal sulcus can elicit saccades Andersen 1996, 1998) . It is mainly in the comparison between saccade-and reach-related activities that a difference has been demonstrated (Snyder et al. 1997) . Indeed, in our experiment that used only a saccade task, we found responsive neurons throughout the range of recording locations spanning both LIP and MIP. Because our monkeys did not perform a reach task, we cannot comment on any dissociation in saccade versus reach activity in LIP and MIP.
In monkey B, a subset of the penetrations were limited to the lateral bank (the 1--2 most lateral locations in the 3 most anterior panels in Fig. 9b ), whereas the remaining penetrations likely included a mixture of neurons from both banks. To test whether there was any systematic relationship between visual and/or auditory spatial sensitivity and recording location, we first divided these penetrations into 2 categories: those that were limited to LIP and those that could have included either LIP or MIP. Table 2 shows the results, for both target and perisaccadic activity. The proportion of neurons showing sensitivity to visual or auditory target location did not differ as a function of recording location for any of these categories (v 2 ; P > 0.05). Indeed, for 3 of the 4 subpopulations (target modality 3 response period), the trend went in the wrong direction if LIP were the only region responsive in our task: The proportion of neurons with significant sensitivity to target location was actually greater in the penetrations that included both LIP and MIP than in the penetrations limited to LIP.
In monkey C, the recording cylinder was located more anteriorly, where the intraparietal sulcus is situated at an angle. Figure 5 . The insets indicate where each individual neuron's response patterns lie with respect to the population analysis of reference frame that is illustrated in Figure 7 . Response functions are smoothed by convolving with a triangular filter [1/9 2/9 1/3 2/9 1/9] for display purposes.
In this monkey, penetration trajectories crossed the intraparietal sulcus from the medial bank to the lateral bank (Fig.  9c) . If neurons responsive in a saccade task tend to be more concentrated in LIP, then the proportion of responsive neurons should have increased with increasing recording depth. Figure  9e shows that this expected pattern was certainly not particularly evident in our data set, for any of the target modalities or response periods.
Consistent with our previous study on the reference frame for the target period (Mullette-Gillman et al. 2005) , we found no evidence that the reference frame during the perisaccadic period varied with recording location in either monkey ( Fig.  9d,f; only visual responses shown) .
On the whole, our criteria for identifying LIP/MIP as well as our anatomical and physiological findings (other than those relating to reference frame) are similar to those of many previous studies (Andersen et al. 1990; Platt and Glimcher 1998; Eskandar and Assad 1999; Grunewald et al. 1999; Linden et al. 1999; Powell and Goldberg 2000; Shadlen and Newsome 2001) .
Discussion
The conventional view holds that the intraparietal cortex represents spatial information in an eye position sensitive but, nevertheless, predominantly eye-centered reference frame. Numerous studies have described the coding of information in these or closely-related terms (e.g., Andersen and Mountcastle 1983; Andersen et al. 1985 Andersen et al. , 1990 Duhamel et al. 1992; Colby et al. 1995; Batista et al. 1999; Constantin et al. 2007 ). It was, therefore, surprising when in our previous recording study involving visual and auditory sensory-related activity, we found a continuum of reference frames ranging from eye to head centered, with most neurons encoding spatial information in an intermediate or hybrid coordinate frame (Mullette-Gillman et al. 2005) . This was the case even though our correlation analysis, which quantified the reference frame of a neuron, was largely invariant to any eye position gain modulation. In this study, we reinvestigated the issue to determine whether perhaps motor-related activity might be more predominantly eye centered. Such activity occurring at the time of the movement might be more reflective of intraparietal cortex's ''true'' coding of information because it might be a more accurate portrait of the activity patterns that are ''read out'' to contribute to the generation of behavior.
We found that, on average, neurons in the banks of the intraparietal sulcus predominantly employ a hybrid reference frame during a period of time around the saccadic eye movement. The only transition in reference frame in comparison to the sensory period was a subtle improvement in the correspondence between visual and auditory signals: Auditory signals shifted their coordinates to become slightly more similar to the coordinates of visual signals during the perisaccadic period (i.e., there was a small increase in the number of cells for which the eye-centered reference frame produced better alignment in the response functions, with a corresponding decrease in head-centered cells). But, during both time periods, both visual and auditory signals were predominantly hybrid. This finding confirms our prior results and would appear to be discrepant from numerous other studies in intraparietal cortex. (Buneo et al. (2008) concur that the reference frame among intraparietal neurons is stable across different epochs of the trial, although their conclusions differ from ours regarding what that reference frame is.).
Could the preponderance of hybrid coding be due to lack of statistical power in our analysis method? There are several reasons why we do not think this is the case. First, although noise or variability in the responses would tend to make responses appear hybrid, we only included cells in the analysis if they met statistical criteria for being sensitive to target location in at least one reference frame. Second, many cells also did meet a statistical test for being eye centered-the bootstrap analysis-but almost as many cells met the same criteria for being head centered. If the representation was truly eye centered but noisy and the hybrid cells were merely due to that noise, then we would have expected to find very few headcentered cells, and this was not the case.
We believe that there are methodological explanations for the differences between our characterization of intraparietal cortex and that of previous recording studies. Two kinds of previous studies are of particular interest: those that have investigated eye position sensitivity (also known as eye position gain fields) (e.g., Andersen and Mountcastle 1983; Andersen et al. 1985 Andersen et al. , 1990 Batista et al. 1999 ) and those that have investigated the response properties to remembered visual stimuli when the eyes move from one location to another (e.g., Duhamel et al. 1992; Colby et al. 1995 Colby et al. , 2005 Heiser et al. 2005; Heiser and Colby 2006; Berman et al. 2007 ). The latter, referred to here as remapping studies, will be considered first.
Remapping studies have tested whether signals encoding the memory of a briefly flashed visual target are updated to reflect the new retinal location of that remembered stimulus when the eyes move. Given that we find that the majority of parietal neurons do not have an eye-centered representation, it does not seem possible that parietal neurons are updating in an eyecentered representation. However, viewed a different way, our findings do support the underlying principle at issue in these studies: namely, the basic thesis that intraparietal neurons have response fields that are not strictly anchored to a single location on the retina but are updated in some fashion as the eyes move. The chief difference is that in our study, we find that a sizeable proportion of neurons appear to use such an updating mechanism in ways not anticipated in these remapping experiments. For the majority of neurons, the updating mechanism ''moves'' the response field to a location that is neither consistently head centered nor consistently eye centered. Whether hybrid or head-centered cells have been included in the samples of previous remapping studies and whether they have met statistical criteria for being categorized as updating or remapping is not certain but will be an interesting subject for future investigation.
For the gain field studies, the most likely explanation rests in how the response fields have been evaluated at different eye positions. These studies have generally sampled the response fields using one or more of several paradigms illustrated in Figure 10 . In one paradigm, the location of the response field is first assessed at one fixation position using a range of stimulus locations (Fig. 10a ) (e.g., Andersen and Mountcastle 1983; Andersen et al. 1990 ). Then, the best location from that set is chosen for further study when the eyes move. Stimuli at that location ''defined with respect to the eyes'' are presented while the animal fixates a novel fixation position (Fig. 10b,c) . Because the eyes have moved, this fixed retinal location is now at a new location with respect to the head. If a neuron has an eyecentered but eye position gain--modulated response field (Fig.  10b) , then the response to that fixed stimulus will be different at the new eye position (Fig. 10d) . However, the same will be true if a neuron has a head-centered response field (Fig. 10c) because the fixed retinal location is now at a new location with respect to the head-centered response field and a different magnitude of response will occur. In short, this method of sampling cannot distinguish between these 2 types of spatial encoding.
The second paradigm is to use a ''slice'' of stimulus locations that cross the response field (Fig. 10e--h) . Ostensibly, this pattern of sampling is more similar to what we have used here, but there is an important difference: In previous studies, the Figure 8 . Comparison of target versus perisaccadic reference frame, for visual (a) and auditory trials (b). Reference frame angle was computed by taking the tan-1(head-centered correlation coefficient/eye-centered correlation coefficient) and subtracting 45°so that an angle of 0 is the dividing line between more head-and more eye-centered coordinates (data beyond ±135 are not shown as these reflect negative correlation coefficients in both head-and eye-centered coordinates). The visual target period and perisaccadic period distributions do not differ from each other, but the auditory perisaccadic period distribution is more eye centered than the target period distribution. The visual and auditory target periods differ from one another, but their perisaccadic periods do not. See text for details.
dimension of the receptive field sampling and the dimension of the change in fixation position have often been orthogonal to each other (Andersen et al. 1985; Batista et al. 1999 ). For example, the schematics in Figure 10e --g show the situation in which the fixation positions vary in the horizontal dimension but the response field sampling is along a vertical slice. At the first fixation position (Fig. 10e) , the target at the center of the vertical slice of locations will elicit the largest response. When the eyes move to a different fixation position (Fig. 10f,g ), the slice of sampled locations is shifted in head-centered space but remains the same in eye-centered space. If the response field is head centered (Fig. 10g,h ), the center target will still elicit the largest response and (in this particular example) that response will be larger than it was for the original fixation position (Fig. 10h) . Again, this pattern is identical to that produced by an eye-centered response field with an eye position gain modulation (Fig. 10f) . Thus, the slice of sampled locations might shift to be better centered within a headcentered response field at one eye position versus another, changing the magnitude of the best response but not Note.-Penetrations were classified as limited to LIP or potentially including either LIP or MIP. Neurons were deemed to have statistically significant target location sensitivity according to the ANOVA criteria described in the Materials and Methods.
changing which (eye centered) target elicits the magnitude of the response. Some studies have employed a circular array of targets as in Figure 10i and shifted the entire circular array so as to maintain the same retinal locations at the new fixation position (Fig.  10j,k) (e.g., Andersen et al. 1990 ). The response field is quantified by the direction of the target evoking the strongest response (Fig. 10l) . It has been assumed that if the neuron's best target direction is unchanged across different fixation positions, then it must have an eye-centered response field. However, a neuron with a head-centered response field might also have a stable best target direction across different fixation positions, depending on the relationship between the headcentered response field and the 2 fixation positions (Fig. 10k) . Figure 10 . Schematic of how different methods of sampling the response fields of intraparietal neurons can impact the results. Each column of plots depicts an experimental paradigm with fixation (þ), target locations (d), and the neuronal response field (shown in orange). The first row depicts the initial stimulus set of each paradigm for an initial fixation position. The second row shows the modulation with eye position given a neuron with an eye-centered reference frame and gain modulation and the third row for a neuron with a head-centered reference frame. Some studies have presented an array of targets at one fixation (a) but only a single target at the second fixation (b, c). This single target is placed at a retinal location that elicited a response for the first fixation position (e.g., the target indicated with an arrow in panel a). If the neuron has an eyecentered response field that is eye position gain modulated (b), then the response to that fixed retinal stimulus will vary (d). However, the same will be true if the neuron has a head-centered response field (c) because the fixed retinal stimulus will have a different position with respect to that response field depending on fixation position. Thus, variation in neural activity at 2 different fixation positions to a given retinal stimulus can indicate that the response pattern is not purely eye centered but cannot distinguish eye-centered with gain modulation from a head-centered reference frame. A similar principle applies to sampling a slice of the response field if the dimension of response field sampling is orthogonal to the dimension in which the eyes move (e--h): Head-centered response fields and eye-centered gain--modulated response fields can produce the same pattern of results. This issue can affect the results even if not all the sampling is orthogonal, as is the case for several studies that have used a rectangular array of targets so that target locations vary both parallel to and orthogonal to the direction of change of the fixation position (Batista et al. 1999; Cohen and Andersen 2000) : If the analysis does not properly exclude the orthogonal dimension, then the results may be dominated by correlations that are not meaningful. Radial sampling (i--l) and quantification of the best target direction can also conflate eye-and head-centered patterns of activity (although a shift in best direction is expected in this paradigm if the center of the head-centered response field is off of the axis connecting the 2 fixation points). In contrast, sampling the response field at a set of locations that overlaps in both head-and eye-centered reference frames (i.e., sampling a slice along the same dimension that the fixation position varies) can produce different patterns of responses for eye-centered gain--modulated versus head-centered response fields (m--o). The activity can be plotted as a function of either reference frame (p) so that the location of the response field can be estimated irrespective of the magnitude of the response. The top 2 graphs in panel (p) indicate the response patterns for the eye-centered gain--modulated response field, whereas the bottom 2 graphs indicate the response patterns for the head-centered response field.
In the example shown here, if the neuron has a head-centered field located to the right, the rightward target in the circular array will elicit the best response at both of the sampled fixation positions (Fig. 10i--l) .
In contrast, in our paradigm, we sampled a slice through the response field and varied fixation position along the same dimension (Fig. 10m--p) . This method of sampling means that an overlapping set of locations in both potential reference frames are tested at all fixation positions, and this method of sampling can distinguish eye-centered from head-centered response fields, as can be seen by the different response patterns predicted for these different spatial representations in Figure 10p . To further eliminate bias, we limited our analyses to the set of target locations that existed in both reference frames.
An additional issue affects 2 other prior studies that purportedly demonstrated an eye-centered code for reachrelated activity in the intraparietal cortex (Batista et al. 1999; Cohen and Andersen 2000) . These 2 studies investigated the reference frame of visual or auditory reach--related activity in a paradigm in which both eye and limb position varied as shown in Figure 11 . Using this design, these studies compared a limb-or-head (or body)--centered reference frame with an eye-or-head--centered reference frame. Both studies reported better response field alignment in the eye-or-head--centered frame of reference than the limb-or-head--centered frame of reference. This analysis shows that eye position is more important than limb position in determining the responses of parietal neurons to a set of target locations that are fixed with respect to the head, but it does not show whether neurons have predominantly eye-centered response fields as opposed to head-centered response fields. Batista et al. (1999) also showed a comparison of limb-orhead--centered coordinates with eye-centered coordinates, but this comparison suffered from the sampling problems described above: the target locations were situated along a rectangular slice that was 2-target wide horizontally but 3-target high vertically, orthogonal to the direction that eye position varied (horizontal). Thus, the analysis would have been at least affected, and potentially dominated, by a nonmeaningful correlation along the orthogonal dimension. In addition, the fact that there were more target locations in head-centered coordinates than in eye-centered coordinates could also have affected the results (see also Pesaran et al. 2006; Buneo et al. 2008) .
Thus, our studies appear to be the first recording experiments in LIP and MIP to provide quantitative evidence and population analyses on reference frame that did not substantially privilege the eye-centered reference frame over a head-centered reference frame in the sampling, data analysis, or interpretation. The only potential source of bias is that we prescreened neural responses using 2 sets of eye-centered locations and only one set of head-centered locations before conducting the main experiment. The effects of this bias would have been to potentially increase the number of eye-centered neurons included in our sample. Because our main finding is that eye-centered neurons constitute only a minority of LIP neurons, this bias works against our overall conclusions. Our results are in fundamental disagreement with the commonly held view that the intraparietal cortex uses an eye-centered frame of reference but in agreement with a study using similar methodology that reported head-centered visual responses in neighboring ventral intraparietal area (VIP) (Duhamel et al. 1997) .
It is important to emphasize what our findings call into question and what they do not. We do not question the actual results reported in previous studies, given that the difference between our results and those of the prior studies can be accounted for by methodological differences. However, we raise concerns about these studies' conclusions, namely, that the findings indicate the presence of an eye-centered eye position gain--modulated representation of space.
Are there any neurons in the intraparietal cortex that do have an eye position gain--modulated but eye-centered response field as has been previously claimed? If they exist, how prevalent are they? At present, we are agnostic on this point because we have not developed a statistical test to identify such neurons.
At first blush, our results would seem to be harder to reconcile with microstimulation experiments that have shown that electrical stimulation in LIP produces a saccade of a consistent eye-centered vector regardless of initial eye position (Constantin et al. 2007 ). (Two other stimulation studies have found evidence for eye position sensitivity in the saccades evoked from some sites in LIP and MIP Andersen 1996, 1998) in head-restrained animals. Eye position sensitivity in head-restrained animals is difficult to interpret as the immobility of the head could contribute to the eye position dependence. Thus, the Constantin et al. (2007) study, in which the heads were free to move, is a more definitive account of the effects of microstimulation in intraparietal cortex.) This apparent discrepancy might shed light on how parietal signals are read out to contribute to saccades. One potential explanation lies in the continuum of responses that we observed: Perhaps, it is primarily the neurons that exhibit more eye-centered response patterns that send axons to oculomotor structures and contribute to the programming of saccades. That a given brain area might have different read outs in different situations (e.g., Groh 1997) is another possibility.
Other possible explanations arise from how microstimulation might interact with the ongoing activity of stimulated neurons. Specifically, microstimulation might tend to reduce or eliminate the eye position effects in LIP. Strong microstimulation (high frequency, high current) might serve to ''clamp'' the firing rate of the activated neurons at a rate dictated solely by the stimulation pattern and not by any of the factors that would otherwise influence the neuron. Thus, microstimulation might effectively ''remove'' the influence of eye position.
The converse pattern might also be able to account for the results. Stimulation pulses might add additional action potentials to those already being fired by the neurons in the vicinity of the electrode. Thus, action potentials related to eye position would be combined with action potentials triggered by electrical stimulation. The read out algorithm might take into account the presence of eye position signals in extracting a signal of target location with respect to the eyes , thus producing eye-centered saccades from an input signal that encodes stimulus location in a hybrid reference frame.
Evidence for neural responses that can be thought of as reflecting a mixture of different reference frames has become increasingly prevalent in recent years. Such signals have been identified in the auditory pathway (Groh et al. 2001; WernerReiss et al. 2003; Fu et al. 2004; Zwiers et al. 2004) , the visual pathway (Lal and Friedlander 1989 , 1990a , 1990b Weyand and Malpeli 1993; Bremmer et al. 1997; Guo and Li 1997; Nakamura et al. 1999; Trotter and Celebrini 1999; Bremmer 2000; Tolias et al. 2001; DeSouza et al. 2002; Sharma et al. 2003; Fetsch et al. 2007) , and the oculomotor pathway Sparks 1984, 1987; Van Opstal et al. 1995; Campos et al. 2006 ) as well as parietal cortex (Andersen and Mountcastle 1983; Andersen et al. 1985 Andersen et al. , 1990 Stricanne et al. 1996; Cohen and Andersen 2000; Schlack et al. 2005; Chang and Snyder 2007 ; see also Batista et al. 1999 ) and cingulate cortex (Dean and Platt 2006) . (The studies cited here either expressly investigated reference frame with at least partially mixed results or provided evidence for interactions between responses to sensory stimuli and eye position.) At present, it is unclear how a hybrid representation might be computationally advantageous. On the face of it, hybrid representations would seem disadvantageous because the activity of any individual neuron employing such a code is ambiguous-the responses depend on both the head-and eyecentered location of a target, and thus, reading out such a signal to determine the spatial location of the target requires more information than the discharge pattern of that individual neuron.
One possible advantage of hybrid reference frames is that they might resemble the motor command. Moving the eyes to the target requires both head-and eye-centered information because the muscle force profile depends on both the headcentered location of the target and the eye-centered location of the target (Robinson 1970; Robinson and Keller 1972; Van Gisbergen et al. 1981; Sylvestre and Cullen 1999) . (Strictly speaking, the pattern of muscle force is related to a combination of eye position and eye velocity. For saccades, the velocity profile depends on the amplitude of the saccade or the eyecentered location of the target. The desired eye-in-head position at the end of the saccade is equivalent to the headcentered location of the target.) It is reasonable to hypothesize that hybrid signals earlier in the pathway such as in intraparietal cortex may relate to the performance of this action, although it is unclear at present precisely how to reconcile the observed eye-centered effects of microstimulation in area LIP with this possibility.
The question of why the brain uses hybrid reference frames is not unique to the oculomotor system but extends to other sensorimotor systems as well. Indeed, arm movements in premotor and primary motor cortices can best be described as being encoded in a hybrid reference frame Hatsopoulos 2006, 2007; Batista et al. 2007 Batista et al. , 2008 ) (see also Pesaran et al. 2006) . Taken together, these studies suggest that neural activity patterns may only rarely, and perhaps never, be defined solely by sensory properties (e.g., the location of sound relative to the head), physics (e.g., gravity), or mechanics (e.g., joint angle) in a single unique reference frame. Further work clarifying the specific details of how visual and auditory signals proceed from LIP/MIP to motor effectors for saccades or other behavioral responses will help shed light on this important question, and further computational work incorporating the read out algorithm will be needed to clarify just how this process unfolds.
Supplementary Material
Supplementary material can be found at: http://www.cercor.oxford journals.org/. Figure 11 . Experimental design for several related studies of reaching-related activity in the parietal cortex (Batista et al. 1999; Cohen and Andersen 2000) . These studies have used a grid of target locations either 4 or 5 targets wide by 3 targets high. Monkeys fixated (dashed circle) and made reaching movements from different starting positions (hand) to different target locations. Correlation coefficients were calculated between the conditions shown in panels (a) and (b), in which target location was fixed with respect to both the eyes and head/body but not the limb, and between panels (c) and (d), in which target location was fixed with respect to the limb and head/body but not the eyes. The correlation coefficients tended to be higher for (a) versus (b) than for (c) versus (d). This suggests that target location is not encoded with respect to the limb, but it does not differentiate between the possibilities that target location is encoded with respect to the eye versus the head. To specifically address eye-versus head-centered coordinates, Batista et al. (1999) compared the correlation coefficient between the responses in panels (c) versus (d) with an eye-centered subset of that data, for example, the correlation coefficient between the responses for the targets in the shaded subregions in panels (c) and (d). This method could have suffered from the ambiguities described in Figure 10e --h because the sampling was predominantly orthogonal to the direction that the fixation position varied. In addition, the number of locations tested in each reference frame differed.
Supplementary Figure 1.
Given that our assessment of reference frame depends on calculating the correlation between the responses across two different sets of conditions, it is worthwhile to assess how variable this measure is expected to be by chance. To determine this, we calculated the correlation coefficient between each (arbitrarily chosen) half of the trials collected under identical conditions. In other words, for each neuron, target modality, and fixation position, we randomly subdivided the trials into two halves, and we calculated a correlation coefficient between the two halves of the data set. We used the same set of target locations used for the reference frame analysis, i.e. only the target locations that were fully sampled in both head-and eye-centered coordinates. This was repeated 100 times for each neuron's fixation position, target modality, and set of target locations combinations. The values for each modality were averaged together and are presented in Supplementary Figure 1 . The distribution is almost exclusively positive, confirming that the neurons in our data set were strongly influenced by target location such that they gave repeatable responses across different target repetitions.
Supplementary Figure 2.
This figure tracks the reference frame of individual neurons during the sensory-vs. motor-periods. Only neurons that were included in both the sensory-and motor-period data sets are included here. Neurons whose reference frame switched from being on one side of the line of slope one to the other side across these two epochs are indicated with a solid line (Panels A, C). Panels B and D illustrate a simulation of the number of neurons that would be expected to have switched reference frame by chance. These distributions were generated by randomly pairing up the sensory-and motor-period reference frames of the different neurons in the data set (number of iterations: 100). For visual responses, the actual number of switched reference frames was less than would be expected by chance. For auditory responses, it was about the same as would be expected by chance. This latter finding is likely due to the close proximity of all the responses to the line dividing head-from eye-centered coordinates: given that most response patterns are hybrid, which side of the line they fall on is not particularly informative and can change during the different response periods without affecting the overall pattern of activity across the neural population. 
