Abstract. In this paper, we present a local T b theorem for the non-homogeneous Littlewood-Paley g * λ -function with non-convolution type kernels and upper power bound measure µ. We show that, under the assumptions supp
f L p (µ) holds if and only if the following testing condition holds : This is the first time to investigate g * λ -function in the simultaneous presence of three attributes : local, non-homogeneous and L p -testing condition. It is important to note that the testing condition here is L p type with p ∈ (1, 2].
Introduction
The first local T b theorem was due to Christ [3] . It was shown that if there exists functions b Q || L ∞ ≤ C, then Calderón-Zygmund operator T is bounded on L 2 (X, µ), where X is a homogeneous space and µ is a doubling measure. Later, Nazarov, Treil and Volberg [16] proved that such accretive system does exist. It is not only in the nonhomogeneous situation, but also allows the operator to map the functions of the accretive system into BMO space instead of L ∞ . It was the first time to discuss the non-homogeneous analysis in local situation. After that, the L 2 type testing conditions were introduced by Auscher, Hofmann, Muscalu, Tao and Thiele [1] . The assumptions are of the form
But it was only proved for Lebesgue measure and perfect dyadic Calderón-Zygmund operator. Hofmann [9] extended it to general Calderón-Zygmund operators. However, he needed a stronger conditions Q |b
Q | 2 ≤ |Q| and Q |T * b Q | 2 ≤ |Q| for some s > 2, which leaves much to be desired.measure and accretive L ∞ systems were assumed. The authors extended and modified the general non-homogeneous technique of Nazarov, Treil and Volberg [16] to their case. After that, a local T b theorem with non-scale-invariant L 2 -testing conditions was proved by Lacey and Martikainen [11] . The combination of non-scale-invariance and general measures is a subtle issue. To handle these obstacles, they made full use of the techniques of non-homogeneous and two-weight dyadic analysis. In the proof, some complicated paraproducts were generated. This problem leaded to obtain critical twisted martingale difference inequalities.
In the square function setting, Martikainen, Mourgoglou and Orponen [14] first obtained a non-homogeneous local T b theorem only with scale invariant L ∞ testing conditions, which corresponds with the most general assumptions in [16] . Moreover, the authors used the averaging identity over good Whitney regions, which makes the proof quite brief. Later, in the non-homogeneous world local T b theorems with L p type testing conditions , which are the non-scale-invariant case, were also established. The L 2 -testing conditions for the Littlewood-Paley g-function were given by Lacey and Martikainen [12] . The L p (1 < p < 2) type testing conditions for g-function were provided in [13] by Martikainen and Mourgoglou. The combination of the general testing functions with upper doubling measures leads some problems to be arisen. To overcome them, the twisted martingale difference operators associated with stopping cubes were introduced. In addition, as for the difficult part p ∈ (1, 2), there is more work to do. It includes an essential p-Carleson estimates, T 1 theorem, the new construction of stopping cubes and square function estimates of martingale difference. Some techniques were learnt from [6] and [11] .
Still more recently, Cao, Li and Xue [2] gave a characterization of two weight norm inequalities for the classical Littlewood-Paley g * λ -function of higher dimension, which was first introduced and studied by Stein [18] in 1961. The key to the proof was based on a new averaging identity over good Whitney regions. The identity is a further development of Hytönen's improvement [5] of the Nazarov-Treil-Volberg method of random dyadic systems [17] . In addition, the martingale difference decomposition was used. The core of the proof is the construction of stopping cubes with respect to a fractional version of Pivotal condition, which is a modern and effective technique to deal with two-weighted problems.
In this article, we continue the research of Littlewood-Paley g * λ -function but in the non-homogeneous situation. We are concerned with the local T b theorem with nonscale-invariant L p -testing conditions for 1 < p ≤ 2. Before we state the main theorem, it is necessary to give some definitions and notations. The generalized Littlewood-Paley g * λ -function is defined by
where θ t f (y) = R n s t (y, z)f (z)dµ(z), and the non-convolution type kernel s t satisfies the following Standard conditions: Standard conditions. The kernel s t : R n × R n → C is assumed to satisfy the following estimates: for some α > 0 (1) Size condition :
Hölder condition :
Moreover, the non-homogeneous measure µ is a Borel measure on R n satisfying the upper power bound: for some m > 0, µ(B(x, r)) r m , x ∈ R n , r > 0.
In this paper, we will use ℓ ∞ metrics on R n . (Actually, our result is still true for the usual Euclidian distance metrics on R n if we slightly modify the Standard conditions.) Here, we formulate the main result of this paper as follows:
Assume that the kernel s t satisfies the Standard conditions, and for any cube Q ⊂ R n there exists a function b Q satisfying that
. Remark 1.1. If we take simply dµ(x) = dx and s t (y, z) = p t (y − z), where p is the classical Poisson kernel, then the above operator coincides with the g * λ -function defined and studied by Stein [18] in 1961 and later studied by Fefferman [4] in 1970, Muckenhoupt and Wheeden [15] in 1974, etc. It should be noted that even for this classical case, the results in this paper are also completely new.
To better understand a pseudo-accretive system satisfying the above conditions (1), (2) and (3), we give some examples.
Examples. Let Q ⊂ R n be a cube, and c Q be the center of Q. When µ is the Lebesgue measure on R n , the following functions b Q satisfy the conditions (1), (2) and (3) in Theorem 1.1.
• Characteristic function:
• Gaussian function:
• Poisson kernel:
• Polish function:
• C ∞ c function:
and ψ Q (t) = exp −
Next let us discuss the general strategy and some new aspects of the proof of the main Theorem. It should be noted that some basic ideas are taken from [2] and [13] . One of the most important steps is the reductions of our main theorem. It is first reduced to a priori assumption, which is always convenient to our analysis. Then we are reduced to proving T 1 theorem (3.2) and Carleson estimate (3.3). Carleson estimate (3.3) is the core of this paper, since the proof of T 1 theorem (3.2) except for a paraproduct estimate is largely contained in Carleson estimate (3.3) . Furthermore, the significant reason why we need Carleson estimate is that the testing condition here is L p type with p ∈ (1, 2), which means that the averaging identity over good Whitney regions we used in the previous articles are not suitable for our setting now. Beyond that, stopping cubes are constructed by means of testing function b Q . Finally, the main technique of our proof is the using of twisted (adapted) martingale differences operators. Though they are more complicated than the classical case, they still have many good properties, for example, they have orthogonality and they are not only supported on dyadic cubes but also are constant on each of their children. The twisted martingale difference operators have been used and discussed by many authors in their proofs of different types of T b theorems, such as Nazarov, Treil and Volberg [17] , Hytönen, Martikainen [8] , Lacey, Martikainen [11] and [12] .
Some Preliminaries
In this section, our goal is to introduce some fundamental tools including the random dyadic grids and the twisted martingale difference operators. Additionally, several key lemmas are needed below.
2.1. Random dyadic grids. Here the random dyadic grids, which essentially go back to [17] , are improved by Hytönen [5, 6] . Let D 0 denote the standard dyadic grid. That is,
For a binary sequence β = {β j } j∈Z , where β j ∈ {0, 1} n , we define
Then we will get the general dyadic systems of the form
To facilitate, we write I + β := I + j:j<k 2 j β j .
According to the canonical product probability measure P β on ({0, 1} n ) Z which makes the coordinates β j independent and identically distributed with P β (β j = η) = 2 −n for all η ∈ {0, 1} n . A cube I ∈ D is said to be bad if there exists a J ∈ D with ℓ(J) ≥ 2 r ℓ(I) such that dist(I, ∂J) ≤ ℓ(I) γ ℓ(J) 1−γ . Otherwise, I is called good. Here r ∈ Z + and γ ∈ (0, 1 2 ) are given parameters. Denote π good = P β (I + β is good) = E β (1 good (I + β)). Then π good is independent of I ∈ D 0 . And the parameter r is a fixed constant so that π good > 0. Moreover, in this article, we fix the constant γ to be so small that
and
where α > 0 appears in the kernel estimates. And the parameter r will be demanded to be sufficiently large as below. It is important to observe that the position and goodness of a cube I ∈ D 0 are independent (see [5] ).
Stopping cubes.
We shall present the construction of stopping cubes. For a small convenience we may assume the normalisation b Q Q = 1. Let D be a dyadic grid in R n and let Q * ∈ D be a fixed dyadic cube with ℓ(
consist of the maximal cubes Q ∈ D, Q ⊂ Q * , for which at least one of the following two conditions holds:
(
Here A is a constant such that ||b R || p L p (µ) ≤ Aµ(R) for every cube R ⊂ R n . Next, we repeat the previous procedure by replacing Q * with a fixed Q ∈ F 1 Q * . The combined collection of stopping cubes resulting from this is called F 2 Q * . This is continued and we set
The notion of stopping cubes and the following basic facts can be found in [13] .
otherwise.
Then {a Q } is a Carleson sequence. That is, for each dyadic cube R, it holds that
loc (µ), we define the twisted martingale difference operators as follows
Moreover, on the largest
The next vector-valued inequality was proved by Stein [19, p. 103 ].
Lemma 2.3. Let (M, ν) be a σ-finite measure space and let M denote the family of measurable subsets of M. Suppose that {F k } k is an infinite increasing sequence of (σ − f inite) σ-subalgebras of M. Let E k = E(·|F k ) denote the conditional expectation operator with respect to F k . Assume that {f k } k is any sequence of functions on (M, ν), where f k is not assumed to be F k -measurable, and let {n k } k be any sequence of positive integers. Then there holds that
where the implied constant defends only on p.
We also need the following martingale estimate, which has been proved in [13] .
3. Reductions of The Proof 3.1. Reduction to a priori assumption.
1 + G, then Theorem 1.1 immediately follows without a priori assumption.
Proof. We write the truncation of the kernel s t (x, y) as s
It is easy to check that {s i t } i>0 satisfy the Standard condition. We write the truncation of Littlewood-Paley g * λ -function as
where the linear form
. We claim that for any x ∈ R n and t > 0 we have the pointwise control
where M µ is the centered maximal function
This implies that
Accordingly, it yields that
It only remains to prove the inequality (3.1). Indeed, using the size condition of the kernel, one can get
Thus, it suffices to bound the following two parts:
, and
For H 1 , it holds that |y − z| ≥ |x − z| − |x − y| |x − z|. Hence, it yields
For H 2 , we have for 0 < α ≤ m(λ − 2)/2 that
Combining with Young's inequality, this gives us that
where
3.2. Reduction to a Carleson estimate. We will further make reductions under the priori assumption ||g *
Once it has been proved
. Thus, we are reduced to proving (3.2) and (3.3). In section 5, we will see that the proof of (3.2) is largely similar to that of (3.3). Hence, we focus on showing (3.3).
3.3.
Reduction to good cubes. In order to obtain (3.3), it suffices to bound
for every given cube Q 0 and for an arbitrary fixed function f satisfying |f | ≤ 1 Q 0 . We define s by 2 s−1 ≤ ℓ(Q 0 ) < 2 s . As a matter of convenience, we write
Similarly, we also define T 
Thus, it is enough to show
Actually, it is easy to observe that
We first estimate E β (F β bad ). Note that E(g ǫ ) ≤ (Eg) ǫ for each 0 < ǫ ≤ 1, and that E(1 bad (R + β)) ≤ c(r) → 0 as r → ∞, see [6, 17] . Another notable fact is that the position and goodness of R + β are independent for any R ∈ D 0 . Making use of these facts, we conclude that
For fixed C 2 , choosing r sufficiently large such that c(r) ≤ (2C 2 ) −2 . Hence, it immediately yields that
Consequently, the inequality (3.4) has benn reduced to proving that there exists a constant C 3 such that for any random variable β, it holds
From now on, β is fixed and simply denote D = D(β), T good = T β good .
3.4. Reduction to martingale difference operators. Since f is supported in Q 0 , we decompose
We define the truncation of operator T good
Therefore, for every x ∈ Q 0 , we have
Notice that g * λ is priori bounded. Then Lebesgue's dominated convergence theorem gives that
This gives us that, in order to obtain (3.5), we only need to prove (3.6)
It is important to note that there are only finitely many Q * belonging to the collection {Q * ∈ D; ℓ(Q * ) = 2 s , Q * ∩ Q 0 = ∅}. And for such Q * , it holds that Q * ⊂ 3Q 0 . Accordingly, to conclude (3.6), we only need to show that for each fixed ζ and for each fixed * λ -FUNCTION 11 Q * , there holds that
Proof of the reduction of Carleson estimate (3.3)
In this section, we undertake to deal with the estimate of the inequality (3.7). In any case, for fixed cube R ∈ D good , we perform the splitting
Thus, the left hand side of (3.7) is dominated by correspondingly four pieces, which are denoted G less ,G sep ,G adj and G nes . We shall discuss the four terms.
Throughout the paper, the inequality 2
⌉, where ⌈a⌉ is the smallest integer bigger than or equal to a. Additionally, we use Q (k) ∈ D to denote the unique cube for which ℓ(
is called as the k generation older dyadic ancestor of Q. The Whitney region W R = R × (ℓ(R)/2, ℓ(R)] for any R ∈ D.
The Case ℓ(Q) < ℓ(R).
Before starting the proof, we first present a key lemma.
, we have the following estimate
Proof. We begin by noting that
In fact, the definition of S gives that
Thus, we by
Let c Q be the center of Q. Since ℓ(Q) < ℓ(R) ≤ 2 s , we get the vanishing property
For x ∈ R and z ∈ Q, |x − z| ≥ d(Q, R). We will consider two subcases. First, we analyze the contribution of the subregion in which y : |y − x| ≤ 1 2 d(Q, R). In this case, t + |y − z| ≥ t + |x − z| − |x − y| ℓ(R) + d(Q, R) ≈ D(Q, R). Thus, we get
and y:|y−x|≤
Secondly, we treat the contribution made by those y :
.
Accordingly, together with Young's inequality, this yields that
where we have used the condition 0 < α ≤ m(λ − 2)/2. The proof of Lemma 4.1 is complete.
Now we begin to bound the first part G less . In this case, the restrictions on Q, R enable us to rewrite the summing index
Moreover, notice that it must have ℓ(Q) < 2 s . Then using the Minkowski's inequality and Lemma 4.1 we gain that
Additionally, combining Hölder's inequality and the fact that (
Then in order to dominate the sum over R, we follow the strategy used in [13] . For the for completeness of this article, we give the proof. For fixed j, k, denote τ j (k) = k + j + θ(j).
From the fact that Q, R ⊂ S (see [6, p. 483]), it follows that
Therefore, by Lemma 2.3 and Lemma 2.4 we have that
Proof. We first prove that there holds that in this case
This will be divided into two steps to show. The first step is to gain
, we obtain
The second step is to observe that
Indeed, using the definition of S 0 , we have
Hence, it follows from
Combining the inequalities (4.2) and (4.3) gives the desired result (4.1).
Next, we continue with the proof. Using the size condition, we get
Applying the similar argument as in Lemma 4.1, we have the following estimate
This shows Lemma 4.2.
Now we turn to the estimate of separated part. We reindex the sum over R.
Proceeding as we did in the previous subsection, we obtain that
In this case, if we define i, j by ℓ(Q) = 2 i ℓ(R) and D(Q, R)/ℓ(Q) ∼ 2 j , then it is trivial that 0 ≤ i ≤ r and 0 ≤ j ≤ 1. Moreover, notice that
This parallels with (4.2). A completely analogous calculation to that of the preceding section yields that
In this case, since R is good, it must actually have R ⊂ Q. That is, Q is the ancestor of R. Then we can write
If we by G ′ nes and G ′′ nes denote the sum with respect to the terms 1
Now we need the following lemma.
Lemma 4.3. Let i ≥ r + 1 and R ∈ D k,good . Then we have for (x, t) ∈ W R that
Using the above result we see that
, where we used
Then discrete Minkowski's inequality yields that
Finally, making using of Lemma 2.3 and Lemma 2.4 again, we get that
So, we are left to prove Lemma 4.3.
Proof of Lemma 4.3. First, we shall prove, for any z ∈ (
On the one hand, making use of the fact i ≥ r + 1 and the goodness of R , we have
On the other hand, since dist(z, R) ≥ dist(z,
The above argument yields (4.5). Secondly, we by L denote the left hand side of the inequality in Lemma 4.3. It follows form the size condition that
Hence, together with (4.5), this leads that
If z ∈ E 2 , the inequality (4.5) and Young's inequality imply that
Consequently, Lemma 4.3 is concluded from the above estimates.
Bound for
If
is not a stopping cube, then there holds that (
Collecting the two aspects, we can make the following decomposition
Thus, if we set G • The paraproduct estimate. By the condition (2) in Theorem 1.1, the stopping time condition (1) and the fact |f | ≤ 1, we have
1.
Then G ′′ nes,par can be controlled by
We are going to continue to reindex the sum above in the following way.
Here we need a fundamental inequality. That is, for any nonnegative function sequence
This gives us that
By testing condition and Lemma 2.1, we obtain
• The non-stopping term. In this case, it is important to gain a geometric decay in i. Moreover, the goodness is of the essence.
. Since i > r, we by the goodness of R have
Thus combining with the stopping conditions we see that
We have used the estimate R (i+j) |b (R (i) ) a |dµ µ(R (i+j) ). Actually, we only need to note that for any j < N 0 , R (i+j) is a non-stopping cube. Thus, the stopping time condition (2) gives the desired result. For j = N 0 , the condition (3) in Theorem 1.1 will be used to get that. Together with the size condition, we split
So, we obtain
As for N 2 (x), by Young's inequality we have the following estimate
Next, we turn our attention to control the non-stopping term. Note that R (i−1) does not satisfy the stopping time condition (1) and (
According to Lemma 4.4, we get
Using the similar method that how we deduce the first inequality in (4.4), we get
Because the rest of steps are still the same, we get G ′′ nes,out
• The stopping bound. Recall the construction of stopping cubes. From Lemma 4.4, it follows that
This indicates that
Furthermore, applying Hölder's inequality and Lemma 2.2, we obtain
So far, we have proved the inequality (3.3) completely.
Proof of T 1 theorem (3.2)
In this section, our goal is to prove the inequality (3.2). That is,
. It is worth mentioning that the proof of T 1 theorem is partly similar to that of (3.3). Moreover, martingale difference operators are much simpler than before. So we only give some points different and key steps. (1 + G glo (9)).
5.2.
Reduction to paraproduct eatimate. We expend the fixed f ∈ L p (µ) as follows
The martingale difference operators ∆ Q f = Q ′ ∈ch(Q) f Q ′ − f Q 1 Q ′ . If ℓ(Q * ) = 2 s , ∆ Q * f = Q ′ ∈ch(Q * ) f Q ′ . Proceeding as we did in the subsection 3.4, we are reduced to proving that the quantity is dominated by 1 + G glo (9) p .
As before, the splitting of the summation leads us to only bound G less , G sep , G adj and G nes . It is worth pointing out that the corresponding martingale estimate becomes
||f || L p (µ) = 1. In order to get G ′′ nes,par G glo (9), we need the following Carleson embedding theorem on L p (µ). The general version Carleson embedding theorem was shown in [13] .
Proposition 5.1. Let D be a dyadic grid in R n and 1 < p ≤ 2 be a fixed number. Suppose that for every S ∈ D we have a function A S satisfying that supp A S ⊂ S and Car := sup Then we have that
Car||f || L p (µ) .
Consequently, it suffices to prove (5.2) Car G glo (9) , where A S is defined by
ℓ(R)/2 R n t t + |x − y| mλ |θ t 1(y)| 2 dµ(y)dt t m+1 .
Notice that R is a good cube and ℓ(Q) > 2 r ℓ(R). Thus we have R ⊂ Q and dist(R, ∂Q) > ℓ(R) γ ℓ(Q) 1−γ .
We set W Q to be the maximal dyadic cubes R ⊂ Q such that 2 r ℓ(R) ≤ ℓ(Q) and dist(R, ∂Q) ≥ ℓ(R) γ ℓ(Q) 1−γ . Hence, we gain the following inequality chain
