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Abstract
The present work focuses on the study of the (Σ) class and consists of two main parts. In the first one, we
extend the notion of semi-martingales of class (Σ) to ca`dla`g semi-martingales whose the finite variational part
is considered ca`dla`g instead of continuous. So, we propose a general framework dealing with such processes
by extending some known results of the previous versions of the class (Σ). The second part is dedicated to the
study of continuous processes of the class (Σ). More precisely, we first derive a series of new characterization
results for such processes. Afterwards, we construct solutions for the skew Brownian motion equations using
stochastic processes of the class (Σ).
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Introduction
This work is devoted to the study of semi-martingales of the class (Σ). They are stochastic processes X of the
form
X = M +A,
whereM is a local martingale and A is a process with finite variations such that dAt is carried by {t ≥ 0 : Xt = 0}.
Such processes are famous in the stochastic Analysis. Some well known examples of such processes are: the ca`dla`g
local martingales, the absolute value of a continuous martingale, the positive and the negative parts of a continuous
martingale, solutions of skew Brownian motion equations starting from zero, the drow-down of a ca`dla`g local martin-
gale with only negative jumps. The use of such processes has played an important role in many probabilistic studies.
For instance: in the study of the zeros of continuous martingales, in the theory of Aze´ma-Yor martingales, in the reso-
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lution of the Skorokhod’s reflection equation, the resolution of the Skorokhod’s embedding problem, and the study of
Brownian local times.
Note that this notion of class (Σ) has been extensively studied (see [4, 9, 16, 17, 18, 19, 20, 21, 26] ) and has yet
known some extensions in the literature. It was first introduced by Yor in [26] for continuous positive submartingales
and extended in [27] for continuous semi-martingales. Nikeghbali in [20] and Cheridito et al. in [4] propose and
study an extension for ca`dla`g semi-martingales. However, we can highlight some shortages that we shall try to fill in
this paper. First, in all versions previously mentioned, the finite variational part of a process of class (Σ) is always
considered continuous. On the another hand, Nikeghbali gave two magnificent characterization results (Theorem 2.1 of
[20] and Proposition 2.4 of [21]). The problem with these results is that they only characterize positive submartingales
of the class (Σ). Our last remark concerns a construction of solutions for the skew Brownian motion equations. That
is, the two following equations:
dXt = dBt + (2α− 1)dL
0
t (X), (1)
and
Xt = x+Bt +
∫ t
0
(2α(s)− 1)dL0s(X), (2)
where B is a standard Brownian motion, x ∈ R and L0t (X) stands for the symmetric local time at 0 of the unknown
process X . Recall that these equations first appeared in the seminal work [12] of Itoˆ and Mckean and have been
extensively studied. For instance, we quote some references as [3, 8, 11, 12, 23, 25]. In this paper, we are interested
in the solution given by Bouhadou and Ouknine in [3]. It is of the form:
Xt = Zγt |Bt|,
where Z is a progressive process that we shall recall later, B is a standard Brownian motion and γt = sup{s ≤
t : Bs = 0}. We can remark that |B| is an element of the class (Σ). Furthermore, many results obtained on the
processes of the class (Σ) are generally extensions of results initially proved for the Brownian motion. Hence, a
natural interrogation is to know if it is possible to construct solutions for the skew brownian motion equations using
other processes of the class (Σ).
The aim of the present paper is to bring contributions in this sense. We present two main sections. In the first one,
we provide a general framework to study a larger class of ca`dla`g stochastic processes. More precisely, we propose to
extend the definition of Cheridito et al. [4] , allowing the finite variational part to be discontinuous.
Definition 0.1. We say that a semi-martingaleX is of the class (Σ) if it decomposes asX = M +A where
1. M is a ca`dla`g local martingale, withM0 = 0;
2. A is an adapted ca`dla`g predictable process with finite variations such that A0 = 0 =: A0− ;
3.
∫ t
0
1{Xs 6=0}dAs = 0, for all t ≥ 0.
Hence, we explore general properties obtained on the previous versions of the class (Σ) in [20, 4, 21]. For instance:
we study the positive part and the negative part of processes of class (Σ). We prove that the product of processes of
class (Σ) with vanishing quadratic covariation is again of class (Σ). We show that every positive process X of class
(Σ) decomposes as
X = CW − 1,
where W is a positive local martingale with W0 = 1 and C is a non decreasing process. This result is an extension
of one that Nikeghbali has obtained for positive and continuous submartingales in [21]. In the end of this part, we
generalize a result of Nikeghbali (Theorem 2.1 of [20]) which gives a martingale characterization for positive processes
of class (Σ).
The last section of the current paper is consecrated to the study of continuous processes of the class (Σ). In a
first time, we give a series of characterizations of continuous processes (not necessarily positive) of the class (Σ).
For instance, we extend the martingale characterization (Theorem 2.1 of [20]) and Proposition 2.4 of [21]. We also
obtain other characterization results using an interesting balayage formula given in Proposition2.2 of [3] and derive
subsequent corollaries.The end of this last section is devoted to the construction of solutions for homogeneous and
inhomogeneous skew Brownian Motion equations using continuous stochastic processes of the class (Σ). More pre-
cisely, we generalize the construction of Bouhadou and Ouknine using any continuous process of the class (Σ).
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1 The new extension of the class (Σ)
In this section, we provide a framework to study stochastic processes satisfying conditions of Definition 0.1.
1.1 Preliminaries
Here, we explore some general properties of processes satisfying Definition 0.1. So, we start by studying positive
and negative parts of processes of class (Σ).
Lemma 1. Let X =M +A be a process of class (Σ). The next hold:
1. If A has no negative jump and
∫ t
0
1{Xs 6=0}dA
c
s = 0, thenX
+ is a local submartingale.
2. If A has no positive jump and
∫ t
0
1{Xs 6=0}dA
c
s = 0, thenX
− is a local submartingale.
3. If X has no positive jump, thenX+ is again in the class (Σ).
4. If X has no negative jump, thenX− is again in the class (Σ).
Proof. 1. From Tanaka’s formula, we have:
X+t =
∫ t
0
1{X
s−
>0}dXs +
∑
0<s≤t
1{X
s−
≤0}X
+
s +
∑
0<s≤t
1{X
s−
>0}X
−
s +
1
2
L0t .
But, ∫ t
0
1{X
s−
>0}dXs =
∫ t
0
1{X
s−
>0}dMs +
∫ t
0
1{X
s−
>0}dAs
=
∫ t
0
1{X
s−
>0}dMs +
∫ t
0
1{X
s−
>0}dA
c
s +
∑
s≤t
1{X
s−
>0}∆As
=
∫ t
0
1{X
s−
>0}dMs +
∫ t
0
1{Xs>0}dA
c
s +
∑
s≤t
1{X
s−
>0}∆As
since Ac is continuous. Then,∫ t
0
1{X
s−
>0}dXs =
∫ t
0
1{X
s−
>0}dMs +
∑
s≤t
1{X
s−
>0}∆As.
because dAc is carried by {t ≥ 0 : Xt = 0}. Hence, we get
X+t =
∫ t
0
1{X
s−
>0}dMs +
∑
s≤t
1{X
s−
>0}∆As +
∑
0<s≤t
1{X
s−
≤0}X
+
s +
∑
0<s≤t
1{X
s−
>0}X
−
s +
1
2
L0t .
We know thatA has no negative jump. Thus, (
∑
s≤t 1{Xs−>0}∆As; t ≥ 0) is an increasing process null at zero.
Moreover,
(∑
0<s≤t 1{Xs−≤0}X
+
s +
∑
0<s≤t 1{Xs−>0}X
−
s +
1
2L
0
t ; t ≥ 0
)
is an increasing process vanishing
at zero. Then,X+ is a submartingale, sinceM and
∫ ·
0
1{X
s−
>0}dMs are local martingales.
2. Now, remark that−X is again an element of the class (Σ) and that its finite variational part,−A has no negative
jump when A has no positive jump. Therefore, it follows thatX− = (−X)+ is a submartingale.
3. We have:
X+t =
∫ t
0
1{X
s−
>0}dXs +
∑
0<s≤t
1{X
s−
>0}X
−
s +
1
2
L0t
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Since X has no positive jump. Moreover,
∫ t
0
1{X
s−
>0}dXs =
∫ t
0
1{X
s−
>0}dMs +
∫ t
0
1{X
s−
>0}dAs.
Hence,
X+t =
∫ t
0
1{X
s−
>0}dMs +
∫ t
0
1{X
s−
>0}dAs +
∑
0<s≤t
1{X
s−
>0}X
−
s +
1
2
L0t . (3)
Now, let us set Zt =
∑
0<s≤t 1{Xs−>0}X
−
s . Since M and
∫ ·
0
1{X
s−
>0}dMs are local martingales and A is
ca`dla`g, there exists a sequence of stopping times (Tn;n ∈ N) increasing to∞ such that
E[(XTn)
+] = E[(MTn +ATn)
+] <∞ and E
[∫ Tn
0
1{X
s−
>0}dMs
]
= 0, n ∈ N.
It follows from Equation (3) that E[ZTn ] ≤ E[(XTn)
+] < ∞ for all n ∈ N. Thus, by Theorem VI.80 of
[5], there exists a right continuous increasing predictable process V Z such that Z − V Z is a local martingale
vanishing at zero. Moreover, there exists a sequence of stopping times (Rn;n ∈ N) increasing to∞ such that
E
[∫ t∧Rn
0
1{X+s 6=0}dV
Z
s
]
= E
[∫ t∧Rn
0
1{X+s 6=0}d(V
Z
s − Zs) +
∫ t∧Rn
0
1{X+s 6=0}dZs
]
= E
[∫ t∧Rn
0
1{X+s 6=0}dZs
]
.
Hence,
E
[∫ t∧Rn
0
1{X+s 6=0}dV
Z
s
]
= E

 ∑
0<s≤t∧Rn
1{X+s 6=0}1{Xs−>0}X
−
s

 = E

 ∑
0<s≤t∧Rn
1{Xs>0}1{Xs−>0}X
−
s

 .
It entails that:
E
[∫ t∧Rn
0
1{X+s 6=0}dV
Z
s
]
= 0,
since 1{Xs>0}X
−
s = 0. This shows that
∫ t
0
1{X+s 6=0}dV
Z
s = 0. Therefore, dV
Z
t is carried by {t ≥ 0;X
+
t = 0}.
Consequently, we obtain that
X+t =
(∫ t
0
1{X
s−
>0}dMs + (Zt − V
Z
t )
)
+
(
V Zt +
∫ t
0
1{X
s−
>0}dAs +
1
2
L0t
)
is a stochastic process of class (Σ).
4. It is obvious to see that (−X) of class (Σ) and it has no positive jump. Then we get from 3) thatX− = (−X)+
is again of class (Σ).
Now, we shall show that the product of processes of class (Σ) with vanishing quadratic covariation is again of
class (Σ).
Lemma 2. Let (X1t )t≥0, · · · , (X
n
t )t≥0 be processes of class (Σ) such that [X
i, Xj] = 0 for i 6= j. Then (Πni=1X
i
t)t≥0
is again of class (Σ).
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Proof. Since [X1, X2] = 0, an integration by parts yields
X1tX
2
t =
∫ t
0
X1s−dX
2
s +
∫ t
0
X2s−dX
1
s .
That is,
X1tX
2
t =
[∫ t
0
X1s−dM
2
s +
∫ t
0
X2s−dM
1
s
]
+
[∫ t
0
X1s−dA
2
s +
∫ t
0
X2s−dA
1
s
]
.
It is easy to see that Mt =
∫ t
0 X
1
s−dM
2
s +
∫ t
0 X
2
s−dM
1
s is a ca`dla`g local martingale. Furthermore, the process
At =
∫ t
0 X
1
s−dA
2
s +
∫ t
0 X
2
s−dA
1
s is of finite variations and
dAt = X
1
t−dA
2
t +X
2
t−dA
1
t
is carried by {t ≥ 0 : X1tX
2
t = 0}. Therefore,X
1X2 is of class (Σ). If n ≥ 3, then [X1X2, X3] = 0, and we obtain
the result by induction.
In the next lemma we derive a new property using the balayage formula for ca`dla`g semi-martingales.
Lemma 3. Let X = M + A be a process of class (Σ) and denote γt = sup{s ≤ t : Xs = 0}. Then for any bounded
predictable processK ,Kγ·X is an element of the class (Σ) and its finite variational part is given by
∫ ·
0
KsdAs.
Proof. We obtain by applying the balayage formula for the ca`dla`g case what follows:
KγtXt = Kγ0X0 +
∫ t
0
KγsdXs =
∫ t
0
KγsdMs +
∫ t
0
KγsdAs.
Since dAt is carried by {t ≥ 0 : Xt = 0}, one has the identityKγsdAs = KsdAs. Therefore,
KγtXt =
∫ t
0
KγsdMs +
∫ t
0
KsdAs.
It is easy to see that
∫ ·
0 KγsdMs is a local martingale and that KtdAt is carried by {t ≥ 0 : KγtXt = 0}. This
completes the proof.
Corollary 1. Let X = M +A be a process of class (Σ) and f be a bounded Borel function. Then, the process
(f(At)Xt − F (At) : t ≥ 0)
is a local martingale, where F (At) =
∫ t
0
f(As)dAs.
Nikeghbali has shown in Proposition 2.1 of [21] that any continuous non-negative local submartingale Y with
Y0 = 0 can decomposes as:
Y = MC − 1
whereM is a continuous non-negative local martingale withM0 = 1 and C is a continuous increasing process, with
C0 = 1. We extend this result for non negative stochastic processes satisfying Definition 0.1 in the following corollary.
Corollary 2. LetX = M+A be non-negative process of class (Σ). Then, there exist a ca`dla`g non-decreasing process
C and a ca`dla`g positive local martingaleW withW0 = 1 such that ∀t ≥ 0,
Xt = CtWt − 1.
Proof. According to Lemma 1,X is a submartingale and A is a non-decreasing process. Since the function f defined
by f(x) = e−x is a bounded Borel function on [0,+∞[, it follows from Corollary 1 that(
e−At(Xt + 1)− 1 : t ≥ 0
)
is a ca`dla`g local martingale null at zero. Then,
W =
(
e−At(Xt + 1) : t ≥ 0
)
is a positive local martingale withW0 = 1. Therefore, taking Ct = e
At , we obtain that ∀t ≥ 0,
Xt = CtWt − 1.
This ends the proof.
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1.2 The martingale characterizations
In this subsection, we generalize some known results subsequent to the martingale characterization of processes
the class (Σ). Let us begin by those of Lemma 2.3 of [4].
Theorem 1. Let X = M + A be a process of class (Σ) and Ac be the continuous part of A. For every C1 function f
and a function F defined by F (x) =
∫ x
0 f(z)dz, the process
F (Act )− f(Act)Xt +∑
s≤t
[f(Acs)− f
′
(Acs)Xs]∆As; t ≥ 0


is a ca`dla`g local martingale.
Proof. We obtain from an integration by parts that
f(Act)Xt =
∫ t
0
f(Acs)dXs +
∫ t
0
f
′
(Acs)Xs−dA
c
s.
But, we have ∫ t
0
f
′
(Acs)Xs−dA
c
s =
∫ t
0
f
′
(Acs)XsdA
c
s
since Ac is a continuous process. Hence,
f(Act)Xt =
∫ t
0
f(Acs)dXs +
∫ t
0
f
′
(Acs)XsdA
c
s.
That is,
f(Act)Xt =
∫ t
0
f(Acs)dXs +
∫ t
0
f
′
(Acs)XsdAs −
∑
s≤t
f
′
(Act)Xs∆As
becauseA = Ac+
∑
s≤t∆As. Furthermore, we have
∫ t
0
f
′
(Acs)XsdAs = 0 since dA is carried by {t ≥ 0 : Xt = 0}.
Therefore, it follows that
f(Act)Xt =
∫ t
0
f(Acs)dXs −
∑
s≤t
f
′
(Act)Xs∆As
=
∫ t
0
f(Acs)dMs +
∫ t
0
f(Acs)dA
c
s +
∑
s≤t
[f(Acs)− f
′
(Acs)Xs]∆As.
Consequently,
f(Act)Xt =
∫ t
0
f(Acs)dMs + F (A
c
t) +
∑
s≤t
[f(Acs)− f
′
(Acs)Xs]∆As.
This implies that
F (Act ) +
∑
s≤t
[f(Acs)− f
′
(Acs)Xs]∆As − f(A
c
t)Xt = −
∫ t
0
f(Acs)dMs.
This completes the proof.
Corollary 3. Let X = M + A be a process of class (Σ) such that the continuous part Ac of the process A satisfies:
∀t ≥ 0,
∫ t
0 1{Xs 6=0}dA
c
s = 0. Then, f(A
c)X is again in the class (Σ). And its finite variational part is given by
Vt = F (A
c
t) +
∑
s≤t
f(Acs)∆As.
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Proof. According to Theorem 1, the processW defined by ∀t ≥ 0,
Wt = F (A
c
t)− f(A
c
t)Xt +
∑
s≤t
[f(Acs)− f
′
(Acs)Xs]∆As
is a ca`dla`g local martingale. Since dA is carried by {t ≥ 0 : Xt = 0}, we get∫ t
0
XsdAs =
∫ t
0
XsdA
c
s +
∑
s≤t
Xs∆As = 0.
That is,
∑
s≤tXs∆As = 0 since
∫ t
0
XsdA
c
s = 0. Which entails that∑
s≤t
f
′
(Acs)Xs∆As = 0.
Therefore,
Wt = F (A
c
t)− f(A
c
t)Xt +
∑
s≤t
f(Acs)∆As.
Consequently,
f(Act)Xt = −Wt + F (A
c
t) +
∑
s≤t
f(Acs)∆As.
This gives the result.
Remark 1.1. Theorem 1 and Corollary 3 are natural extensions of Lemma 2.3 that Cheridito et al. have obtained in
[4] for continuousA.
Now, we shall give an extension of the characterization martingale for non-negative submartingales (Theorem 2.1
of [20]).
Theorem 2. Let X = M +A be a positive semi-martingale. Then, the following are equivalent:
1. X ∈ (Σ);
2. There exists a non-decreasing predictable process V such that for any F ∈ C2, the process
F (V ct )− F ′(V ct )Xt +∑
s≤t
[F
′
(V cs )− F
′′
(V cs )Xs]∆Vs; t ≥ 0


is a ca`dla`g local martingale. And V ≡ A.
Proof. (1)⇒ (2) Let us take V = A. Hence, we obtain from an application of Theorem 1 that
F (Act)− F ′(Act )Xt +∑
s≤t
[F
′
(Acs)− F
′′
(Acs)Xs]∆As; t ≥ 0


is a ca`dla`g local martingale.
(2)⇒ (1) Let us first take F (x) = x. Then, we have that the processW defined by
Wt = V
c
t +
∑
s≤t
∆Vs −Xt = Vt −Xt
is a local martingale. Hence by uniqueness in the Doob-Meyer decomposition, we obtain that V = A. next, we take
F (x) = x2 and we get that the process B defined by
Bt = (V
c
t )
2 − 2V ct Xt + 2
∑
s≤t
V cs ∆Vs − 2
∑
s≤t
Xs∆Vs
7
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is a local martingale. But, it follows from an integration by part that
Bt = 2
∫ t
0
V cs dV
c
s − 2
∫ t
0
V cs dXs − 2
∫ t
0
XsdV
c
s + 2
∑
s≤t
V cs ∆Vs − 2
∑
s≤t
Xs∆Vs
= 2
∫ t
0
V cs d

V cs +∑
u≤s
∆Vu −Xs

− 2 ∫ t
0
Xsd

V cs +∑
u≤s
∆Vu


= 2
∫ t
0
V cs dWs − 2
∫ t
0
XsdVs.
Consequently, we must have ∫ t
0
XsdVs = 0.
That is, dA is carried by the set {t ≥ 0 : Xt = 0}.
2 Some contribution to continuous semi-martingales of class (Σ)
In this part of the paper, we study continuous processes of the class (Σ) in two parts. In the first one, we state
new characterization results. In the second part, we construct solutions for Skew Brownian Motion equations. A well
known continuous process of the class (Σ) is the absolute value of a Brownian motion |B|. Bouhadou and Ouknine in
[3] have constructed a solution for the inhomogeneous skew Brownian motion equation by using the process |B|. Our
contribution on this topic is to extend the construction of Bouhadou and Ouknine to all continuous processes of class
(Σ).
For the reader’s comprehension, we first recall some useful results and terminologies.
2.1 Recall of useful results
We begin with the definition of two stochastic processes which are very important for the present work. We first
remark that for any continuous semi-martingale Y , the set W = {t ≥ 0;Yt = 0} cannot be ordered. However, the
set R+ \ W can be decomposed as a countable union ∪nNJn of intervals Jn. Each interval Jn corresponds to some
excursion of Y . That is if Jn =]gn, dn[, Yt 6= 0 for all t ∈]gn, dn[ and Ygn = Ydn = 0. For any constant α ∈ [0, 1],
we consider a sequence (ξn) of i.i.d. Bernoulli variables such that
P (ζn = 1) = α and P (ζn = −1) = 1− α.
Now, let us define the process Zα as follows.
Zαt =
+∞∑
n=0
ζn1]gn,dn[(t). (4)
If we consider that α is a piecewise constant function associated with a partition (0 = t0 < t1 < · · · < tn−1 < tm),
that is, α is of the form:
α(t) =
m∑
i=0
αi1[ti,ti+1)(t),
where αi ∈ [0, 1] for all i = 0, 1, · · · ,m, then we shall consider the following process
Zαt =
+∞∑
n=0
m∑
i=0
ζin1]gn,dn[∩[t−i,ti+1)(t), (5)
where (ζin)n≥0, i = 1, 2, · · · ,m arem independent sequences of independent variables such that
P(ζin = 1) = αi and P(ζ
i
n = −1) = 1− αi.
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The balayage formula is a very key tool in this work. More precisely, the balayage formula for continuous semi-
martingales in progressive case. We recall it in what follows.
Proposition 1. Let Y be a continuous semi-martingale and γ
′
t = sup{s ≤ t : Ys = 0}. If k is a bounded progressive
process pk· denotes its predictable projection.Then,
k
γ
′
t
Yt = k0Y0 +
∫ t
0
pkγ′
s
dYs +Rt,
where R is a process with bounded variations, adapted, continuous such that dRt is carried by the set {Ys = 0}.
Proposition 1 is a power and interesting tool. However, the fact to know nothing about the form of the process
R can be limiting. The utilisation of processes Zα and Zα in this paper is capital. Bouhadou and Ouknin [3] have
identified the process R of Proposition 1 when the progressive process k is equal to Zα or to Zα. We recall these
results in the following.
Proposition 2 (Ouknine and Bouhadou [3]). Let Y be a continuous semi-martingale and Zα, the process defined in
(4). Then,
Zαt Yt =
∫ t
0
Zαs dYs + (2α− 1)L
0
t (Z
αY ),
where, L0· (Z
αY ) is the local time of the semi-martingale ZαY .
Proposition 3 (Ouknine and Bouhadou [3]). Let Y be a continuous semi-martingale and Zα, the process defined in
(5). Then,
Zαt Yt =
∫ t
0
Zαs dYs +
∫ t
0
(2α(s)− 1)dL0s(Z
αY ),
where, L0· (Z
αY ) is the local time of the semi-martingale ZαY .
We close this subsection by recalling an important theorem of [9]. That is a result which gives a way to characterize
stochastic processes of the class (Σ).
Theorem 3. Let X be a continuous process which vanishes at zero. Then,
X ∈ (Σ)⇔ |X | ∈ (Σ).
2.2 New characterization results for continuous semi-martingales of class (Σ)
Now, we shall state new characterization results for all continuous processes of the class (Σ). We begin by
extending Theorem 2.1 of [20] which characterizes only non-negative submartingales of the class (Σ).
Proposition 4. Let X be a continuous semi-martingale. The following are equivalent:
1. X ∈ (Σ);
2. For every locally bounded Borel function f , the process
(f(Lt)|Xt| − F (Lt); t ≥ 0)
is a local martingale. Where L is the local time ofX at level zero and F (x) =
∫ x
0
f(z)dz.
Proof. According to Theorem 3, one has: X ∈ (Σ) if, and only if, |X | is a non negative submartingale of the class
(Σ). But from the martingale characterization of Nikeghbali,(see [20]), this is equivalent to the fact that the process
(f(Lt)|Xt| − F (Lt); t ≥ 0)
is local martingale. This completes the proof.
9
Fulgence EYI OBIANG et al. (2020)
The proposition that follows, extends an another result characterizing the positive submartingales of the class (Σ)
(see Proposition 2.4 of [21]).
Proposition 5. Let X be a continuous semi-martingale. The following are equivalent:
1. X ∈ (Σ);
2. there exists a unique positive, continuous local martingaleM , withM0 = 1 such that:
|Xt| =
Mt
It
− 1,
where
It = inf
s≤t
Ms.
The local martingaleM is given by:
Mt = (1 + |Xt|) exp (−Lt).
In the following, we give a new way to characterize stochastic processes of the class (Σ) using the progressive
process Zα defined in (4).
Theorem 4. Let X be a continuous semi-martingale. The following are equivalent:
1. X ∈ (Σ).
2. ∀α ∈ [0, 1], ZαX ∈ (Σ).
3. ∃α ∈ [0, 1] such that ZαX ∈ (Σ).
Proof. 1⇒ 2) LetX =M + V be an element of the class (Σ). One has from Proposition 2.2 of [3] what follows
Zαt Xt =
∫ t
0
Zαs dXs + (2α− 1)L
0
t (Z
αX)
=
∫ t
0
Zαs dMs +
∫ t
0
Zαs dVs + (2α− 1)L
0
t (Z
αX).
But, we know that
∫ t
0 Z
α
s dVs = 0 since dVt is carried by {t ≥ 0;Xt = 0} andXt = 0⇔ Z
α
t = 0. Hence,
Zαt Xt =
∫ t
0
Zαs dMs + (2α− 1)L
0
t (Z
αX). (6)
Then, ZαX ∈ (Σ) since (2α − 1)dL0t (Z
αX) is carried by {t ≥ 0;Zαt Xt = 0} and
(∫ t
0 Z
α
s dMs; t ≥ 0
)
is a local
martingale.
2⇒ 3) If we consider that ∀α ∈ [0, 1], ZαX ∈ (Σ). It follows in particular that ∃α ∈ [0, 1] such that ZαX ∈ (Σ).
3 ⇒ 1) Now, assume that ∃α ∈ [0, 1] such that ZαX ∈ (Σ). Then, according to Theorem 3, |ZαX | ∈ (Σ). But
∀t ≥ 0, Zαt ∈ {−1, 0, 1} and Z
α
t = 0⇔ Xt = 0. Therefore,
|ZαX | = |X |.
Consequently,
|X | ∈ (Σ).
This completes the proof.
Remark 2.1. We showed in the proof of last theorem that for any continuous process X = M + A ∈ (Σ), one has
∀α ∈ [0, 1],
Zαt Xt =
∫ t
0
Zαs dMs + (2α− 1)L
0
t (Z
αX).
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Now, as an application of Theorem 4, we have the following corollary. It gives a new characterization martingale
of the class (Σ).
Corollary 4. Let X be a continuous semi-martingale. The following holds:
X ∈ (Σ)⇔ ∃α ∈ [0, 1] such that ZαX is a local martingale.
Proof. ⇒) It follows from Remark 2.1 that ∀α ∈ [0, 1],
Zαt Xt =
∫ t
0
Zαs dMs + (2α− 1)L
0
t (Z
αX).
Hence, we obtain in particular for α = 12 that
Zαt Xt =
∫ t
0
Zαs dMs.
Therefore, ZαX is a local martingale.
⇐) Now, if we assume that ∃α ∈ [0, 1] such that ZαX is a local martingale. It follows that ZαX ∈ (Σ). Then, it
follows from Theorem 4 that X ∈ (Σ).
It is well know that the absolute value |M | of a continuous local martingaleM , is an element of the class (Σ). In
next corollary, we show that for any stochastic process X of the class (Σ), there exists a local martingale M which
has the same absolute value thatX .
Corollary 5. LetX be a continuous semi-martingale. Then,X is an element of the class (Σ) if and only if there exists
a local martingaleM such that
|X | = |M |.
Proof. ⇒) Assume thatX is an element of the class (Σ) and define Zα with α = 12 . Hence, it entails from Corollary
4 thatM = ZαX is a continuous local martingale. Then, |X | = |M | since |ZαX | = |X |.
⇐) Now, assume that there exists a continuous martingale M such that |X | = |M |. We obtain from Tanaka’s
formula what follows
|Xt| = |Mt| =
∫ t
0
sign(Ms)dMs + L
0
t (M).
But, L0t (M) = L
0
t (X) and dL
0
t (X) is carried by {t ≥ 0 : Xt = 0}. Thus, |X | ∈ (Σ). Consequently, it follows from
Theorem 3 thatX ∈ (Σ).
2.3 Construction of solutions for skew Brownian motion equations
This subsection is devoted to the construction of solutions for skew Brownian motion equations. More precisely,
we construct solutions from continuous processes of class (Σ) for both following equations:
Xt = x+Bt + (2α− 1)L
0
t (X) (7)
and
Xt = x+Bt +
∫ t
0
(2α(s)− 1)dL0s(X) (8)
where B is a standard Brownian motion.
2.3.1 Construction of solutions with processes whose the martingale part is a Brownian motion
We first do it by using stochastic processes of class (Σ) whose the martingale part is a Brownian motion. The
literature is full of such processes. For instance, we have: |B|, (sups≤t Bs −Bt)t≥0 or solutions of equations (7) and
(8) which start from zero. Our solutions are constructed as follows. For any process X of class (Σ) with a Brownian
motion as martingale part in its Doob Meyer decomposition, we set Y α = ZαX , |Y α| = Zα|X |, Yα = ZαX and
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|Yα| = Zα|X |, where Zα and Zα are respectively given in (4) and (5) and constructed with respect to X . These
solutions are inspired by the construction of Bouhadou and Ouknine [3]. In fact, their solution is a particular case of
solutions given in the present work.
In the case of constant α, we have the following result.
Proposition 6. Let X = M + A be a process of class (Σ) such that its martingale part is a Brownian motion. Then,
Y α = ZαX and |Y α| = Zα|X | are weak solutions of (7) with parameter α and starting from 0.
Proof. We have from Remark 2.1 that
Y αt =Wt + (2α− 1)L
0
t (Y
α)
with,Wt =
∫ t
0 Z
α
s dMs. Now, let us define a process k by:
kt =
+∞∑
n=0
ζn1[gn,dn[(t). (9)
First remark that for γt = sup{s ≤ t : Xs = 0}, one has
kγtXt = Z
α
t Xt.
On another hand, we obtain from Proposition 1 what follows.
kγtXt =
∫ t
0
pkγsdXs +Rt,
whereR is a process with bounded variations, adapted, continuous such that dRt is carried by the set {t ≥ 0 : Xt = 0}.
Since k is a ca`dla`g process, we obtain
kγtXt =
∫ t
0
ks−dXs +Rt.
Finally, we get from the continuity ofX the following
kγtXt =
∫ t
0
ksdXs +Rt.
But,
〈W,W 〉t = 〈Y
α, Y α〉t = 〈kγ·X·, kγ·X·〉t.
Then,
〈W,W 〉t =
∫ t
0
(ks)
2d〈X,X〉s = 〈X,X〉t = 〈M,M〉t
since ks ∈ {−1, 1}. Which entails that 〈W,W 〉t = t because M is a Brownian motion. Thus, W is a Brownian
motion. Consequently, Y α is a weak solution of (7). On another hand, we have from Theorem 3 that |X | is a
continuous submartingale of class (Σ). Moreover,
|Xt| = |Z
α
t Xt| =
∫ t
0
sgn(Zαs Xs)d(Z
α
s Xs) + L
0
t (Z
αX).
That is,
|Xt| =
∫ t
0
Zαs sgn(Z
α
s Xs)dMs + (2α− 1)
∫ t
0
sgn(Zαs Xs)dL
0
s(Z
αX) + L0t (Z
αX).
So, sgn(Zαs Xs) = Z
α
s sgn(Xs). Hence,
|Xt| =
∫ t
0
(Zαs )
2sgn(Xs)dMs + (2α− 1)
∫ t
0
Zαs sgn(Xs)dL
0
s(Z
αX) + L0t (Z
αX).
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Which gives,
|Xt| =
∫ t
0
sgn(Xs)dMs + L
0
t (Z
αX)
since Zα is defined on the complementary of {t ≥ 0 : Xt = 0} = {t ≥ 0 : Z
α
t Xt = 0} and dL
0
t (Z
αX) is carried by
{t ≥ 0 : Xt = 0} = {t ≥ 0 : Z
α
t Xt = 0}. But, we remark that the martingale partWt =
∫ t
0
sgn(Xs)dMs satisfies
the following: ∀t ≥ 0,
〈W,W 〉t =
∫ t
0
(sgn(Xs))
2d〈M,M〉s = 〈M,M〉t = t.
That is, W is a Brownian motion. Consequently, it comes from what precedes that |Y α| is again a weak solution of
(7).
When α is piecewise constant, we propose the following solutions:
Proposition 7. Let X = M + A be a process of class (Σ) such that M is a standard Brownian motion. Then,
Yα = ZαX and |Yα| = Zα|X | are weak solutions of (8) with parameter α and starting from 0.
Proof. We obtain by applying Proposition 2 that
Yαt =
∫ t
0
Zαs dXs +
∫ t
0
(2α(s)− 1)dL0s(Y
α)
=
∫ t
0
Zαs dMs +
∫ t
0
Zαs dVs +
∫ t
0
(2α(s)− 1)dL0s(Y
α).
Hence, we get:
Yαt =
∫ t
0
Zαs dMs +
∫ t
0
(2α(s) − 1)dL0s(Y
α),
since Zα is defined on the complementary of the zero set of X and dAt is carried by {t ≥ 0 : Xt = 0}. Now, let us
set or define
kt =
+∞∑
n=0
m∑
i=0
ζin1[gn,dn[∩[t−i,ti+1)(t).
We can see that ∀t ≥ 0, Yαt = kγtXt. And we have from Proposition 1 that
kγtXt =
∫ t
0
pkγsdXs +Rt,
whereR is a process with bounded variations, adapted, continuous such that dRt is carried by the set {t ≥ 0 : Xt = 0}.
Hence, we obtain
kγtXt =
∫ t
0
ks−dXs +Rt,
since k is a ca`dla`g process. Finally, we get from the continuity ofX the following
kγtXt =
∫ t
0
ksdXs +Rt.
Therefore, definingWt =
∫ t
0 Z
α
s dMs one has
〈W,W 〉t = 〈Y
α,Yα〉t = 〈kγ·X·, kγ·X·〉t.
That is,
〈W,W 〉t =
∫ t
0
(ks)
2d〈X,X〉s = 〈X,X〉t = 〈M,M〉t
since ks ∈ {−1, 1}. Which entails that 〈W,W 〉t = t because M is a Brownian motion. Thus, W is a Brownian
motion. Consequently, Yα is a weak solution of (8).
On the another hand, we can say from the foregoing that |X | = m + V is a continuous process of class (Σ) and
its martingale part is a Brownian motion. Consequently, as above, |Yα| is again a weak solution of (8).
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Remark 2.2. We recall that the solution of Bouhadou and Ouknine proposed in [3] is: |Yα| = Zα|B| where B is
a standard Brownian motion and Zα is constructed with respect to B. It now clearly appears that this solution is
a particular case of the one we present in Proposition 7 since |B| is a process of class (Σ) and its martingale part(∫ t
0 sgn(Bs)dBs
)
t≥0
, is a Brownian motion.
2.3.2 Construction of general solutions from (Σ) class
Now, we shall construct solutions of (7) and (8) from continuous processes of the class (Σ) whose the martingale part
is not necessarily a Brownian motion. For this, we propose the following constructions: we consider a continuous
process X = M + A of class (Σ). We define τt = inf{s ≥ 0 : 〈M,M〉s > t}, Yt = Xτt and we construct Z
α and
Zα with respect to Y . So, our solutions are constructed as follows:
∀t ≥ 0, Y αt = Z
α
t Yt, |Y
α
t | = Z
α
t |Yt|, Y
α
t = Z
α
t Yt and |Y
α
t | = Z
α
t |Yt|.
We first consider the case of constant α.
Proposition 8. The processes Y α and |Y α| are weak solutions of (7) with parameter α and starting from 0.
Proof. We have from Proposition 4 that:
Y αt =
∫ t
0
Zαs dY
α
s + (2α− 1)L
0
t (Y
α).
That is,
Y αt =
∫ t
0
Zαs dMτs +
∫ t
0
Zαs dAτs + (2α− 1)L
0
t (Y
α).
Hence,
Y αt =
∫ t
0
Zαs dMτs + (2α− 1)L
0
t (Y
α)
since dAτs is carried by {s ≥ 0 : Xτs = 0} = {s ≥ 0 : Z
α
s = 0}. Then,
Y αt =
∫ τt
0
Zα〈M,M〉sdMs + (2α− 1)L
0
t (Y
α).
That is,
Y αt = Wt + (2α− 1)L
0
t (Y
α),
withWt =
∫ τt
0 Z
α
〈M,M〉s
dMs.
Now, we construct the process k with respect to Y . More precisely,
kt =
+∞∑
n=0
ζn1[gn,dn[(t).
We can see that ∀t ≥ 0, Y αt = kγtYt. And we have from an application of Proposition 1 that
kγtYt =
∫ t
0
pkγsdYs +Rt,
whereR is a process with bounded variations, adapted, continuous such that dRt is carried by the set {t ≥ 0 : Yt = 0}.
Hence, we obtain
kγtYt =
∫ t
0
ks−dYs +Rt,
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since k is a ca`dla`g process. It follows from the continuity of Y that
kγtYt =
∫ t
0
ksdYs +Rt.
Therefore, one has
〈W,W 〉t = 〈Y
α, Y α〉t = 〈kγ·Y·, kγ·Y·〉t.
That is,
〈W,W 〉t =
∫ τt
0
(k〈M,M〉s)
2d〈X,X〉s = 〈X,X〉τt = 〈M,M〉τt
since k〈M,M〉s ∈ {−1, 1}. Which entails that 〈W,W 〉t = t. Thus, W is a Brownian motion. Consequently, Y
α is a
weak solution of (7) with parameter α and starting from 0.
On the another hand, we have from Theorem 3 that |X | ∈ (Σ). Then by analogous arguments, |Y α| is again a
weak solution of (7) with parameter α and starting from 0.
Now, we propose solutions for Equation (8) in the next proposition.
Proposition 9. Yαt and |Y
α
t | are weak solutions of (8) with parameter α and starting from 0.
Proof. An application of Proposition 2 gives
Yαt =
∫ t
0
Zαs dYs +
∫ t
0
(2α(s)− 1)dL0s(Y
α)
=
∫ t
0
Zαs dMτs +
∫ t
0
Zαs dVτs +
∫ t
0
(2α(s) − 1)dL0s(Y
α).
Which entails that
Yαt =
∫ t
0
Zαs dMτs +
∫ t
0
(2α(s)− 1)dL0s(Y
α),
since Zα is defined on the complementary of the zero set of Y and dVτt is carried by {t ≥ 0 : Yt = 0}. Now, we
consider the following process k:
kt =
+∞∑
n=0
m∑
i=0
ζin1[gn,dn[∩[t−i,ti+1)(t)
which is defined with respect to Y . We can see that ∀t ≥ 0, Yαt = kγtYt. And we have from an application of
Proposition 1 that
kγtYt =
∫ t
0
pkγsdYs +Rt,
whereR is a process with bounded variations, adapted, continuous such that dRt is carried by the set {t ≥ 0 : Yt = 0}.
Hence, we obtain
kγtYt =
∫ t
0
ks−dYs +Rt,
since k is a ca`dla`g process. It follows from the continuity of Y that
kγtYt =
∫ t
0
ksdYs +Rt.
Therefore, by definingWt =
∫ t
0
Zαs dMτs one has
〈W,W 〉t = 〈Y
α,Yα〉t = 〈kγ·Y·, kγ·Y·〉t.
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That is,
〈W,W 〉t =
∫ τt
0
(k〈M,M〉s)
2d〈X,X〉s = 〈X,X〉τt = 〈M,M〉τt
since k〈M,M〉s ∈ {−1, 1}. Which entails that 〈W,W 〉t = t. Thus, W is a Brownian motion. Consequently, Y
α is a
weak solution of (8).
On the another hand, recall that from Theorem 3, |X | is a continuous semi-martingale of the class (Σ). Therefore,
we can conclude that |Yα| is again a weak solution of (8).
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