Abstract-This paper studies multi-antenna covert communications coexisting with randomly located wardens and interferers. We analyze and optimize the covert throughput under a stochastic geometry framework. We first introduce covert outage probability and connectivity probability to respectively characterize covertness and reliability, and derive analytically tractable expressions for them. We then consider a worstcase covert communication, where the wardens can invariably maximize the covert outage probability by adjusting the detection thresholds of their detectors. Afterwards, we jointly design the optimal transmit power and transmission rate to maximize the covert throughput while satisfying the covertness requirement. Interestingly, it is found that the maximal covert throughput is invariant to either the density of interferers or the interfering power, regardless of the number of transmit antennas.
I. INTRODUCTION
The provisioning of security and privacy has become a critical issue due to a soaring amount of devices communicating confidential and sensitive information over the open wireless media. Various security mechanisms have been developed to prevent the message content from being intercepted by unintended recipients [1] , [2] . Nevertheless, there are many real-life circumstances where safeguarding content secrecy is far from sufficient, and the communicating parties may desire to transfer the message covertly. Against this background, covert communication, which aims to hide the existence of the communication itself from watchful adversaries, has recently drawn considerable research interests [3] - [8] .
A square root law has been presented in [3] for additive white Gaussian noise (AWGN) channels, which states that in n channel uses, at most O( √ n) bits of information can be conveyed to an intended receiver reliably and covertly against a vigilant adversary (warden Willie). In other words, the achievable covert rate would approach zero as n grows to infinity due to lim n→∞ 1 n O( √ n) = 0. Such a pessimistic conclusion has motivated increasing endeavors to be devoted to explore the condition in which a positive covert rate can be promised. Fortunately, researchers have proven that a positive covert rate is still achievable when the warden has various uncertainties in terms of the receiver noise power [4] , the exact timing of the covert communication [5] , the fading channel [6] , and the artificial jamming signal [7] , etc. A recent work [8] has shown that the ambient signals from coexisting interferers also can be exploited to yield a positive covert rate.
The vast majority of existing literature concerning covert communications has focused on a single-antenna transmitter [4] - [8] . Intuitively, a multi-antenna transmitter is capable to use less power to support a reliable transmission by exploiting spatial dimensions, and a lower energy leakage in return can embarrass the undesirable detection. However, how multiantenna techniques can benefit covert communications has not yet been answered explicitly. Moreover, previous research on the design of covert communications has rarely taken into account of multiple wardens as well as the uncertainty of their spatial locations. In practice, there exist situations where wardens desire to hide themselves in order to realize covert detection, and hence their locations become random to the monitored entity. Although the authors in [7] have considered multiple random wardens, they have focused on the singleantenna system for the AWGN channels, and their results are not applicable to multi-antenna systems with fading channels.
In this paper, we aim to explore the multi-antenna-assisted covert communication against randomly distributed wardens and interferers. We will provide a comprehensive analysis and optimization framework to investigate the covert throughput, where the impact of channel fading and path loss is captured using tools from the stochastic geometry theory [9] .
II. SYSTEM MODEL Consider a two-dimensional wireless network comprised of a source Alice, a destination Bob, N wardens Willies, and numerous interferers. Wardens seek to detect any transmission by Alice, and Alice intends to deliver messages to Bob reliably while guaranteeing a low probability of being detected. Alice is equipped with M antennas while all the other nodes including Bob, Willies, and the interferers each are singleantenna devices. Without loss of generality, we place Bob at the origin o of the polar coordinate and denote the location of Alice as L a . We assume that the N Willies are located independently and uniformly inside a disc B(o, D) centered with Bob such that the distribution of their locations {L w } follows a binomial point process (BPP) Φ W within B(o, D), i.e., L w ∈ Φ W . We also suppose that the interferers are scattered randomly in the network and model their locations {L j } as a homogeneous Poisson point process (PPP) Φ J with density λ J on the two-dimensional plane, i.e., L j ∈ Φ J [10] .
All wireless channels are assumed to undergo a standard distance-based path loss along with a frequency flat Rayleigh fading. We express the complex gains of the channels from Alice and from the interferer located at L j to a receiving node at L x by h a,x r −α/2 a,x and h j,x r −α/2 j,x , respectively, where the notations h, r, and α denote the fading coefficient, the distances, and the path-loss exponent, respectively.
Consider a time-slotted system where all the nodes' locations and the fading coefficients remain static in a time slot. We assume that Alice knows perfectly the channel state information of the channel from herself to Bob, i.e., h a,o . Hence, she can adapt the antenna weight coefficients to boost the received signal strength for Bob. Specifically, Alice employs maximal ratio transmitting (MRT) as the transmit strategy, where the weight vector is in the form of g a,o = 
Here,
is the total signal collected from Alice, with P A being Alice's transmit power;
is the aggregate received interference, with v j [k] and P J being the signal radiated from the interferer at L j and its transmit power, respectively; z x [k] is the thermal noise at the receiver with variance σ 
A. Detection of Covert Communications
The wardens Willies attempt to judge whether Alice is transmitting or not by performing an optimal statistical hypothesis test on the observed sequence {y w [k]} K k=1 in a communication slot. To be specific, Willies should distinguish the following two hypotheses, namely, the null hypothesis H 0 which means that Alice is not transmitting and the alternate hypothesis H 1 which declares that Alice is communicating:
Willies' ultimate goal is to detect whether {y w [k]} K k=1 comes from H 0 or H 1 . Obviously, a correct detection corresponds to either the acceptance of H 0 when it is true or the rejection of H 0 when it is false. The probability of a correct detection is termed the detection probability. A radiometer is employed as the detector, with the decision rule described below [6] :
is the average power received by Willie at L w in a time slot and ξ > 0 is a predefined detection threshold for the detector. D 0 and D 1 stand for the binary decisions in favor of H 0 and H 1 , respectively, where decision D 0 is made ifP w ≤ ξ and decision D 1 is made otherwise. Hence, the detection probability for Willie at L w can be defined as
For simplicity, we consider equal a priori probabilities of hypotheses H 0 and
We assume that Willies can exploit an infinite number of signal samples to perform the detection, i.e., K → ∞. In this case, the uncertainties of the transmitted signals and the receiver noise vanish. Accordingly,P w can be rewritten as
where
j,x denote the received signal power from Alice and from the interferers, respectively. Recalling the decision rule in (4), the detection probability p w for given values of S w , I w , and σ 2 w can be calculated as below:
where p w = 1 corresponds to a perfect detection and on the contrary p w = 0.5 is no better than random guessing. If we consider the randomness of S w and I w , p w would become a Bernoulli distributed random variable for a fixed threshold ξ.
B. Performance Metrics
We introduce three metrics to characterize the performance of the considered covert communication system. 1) Covert Outage Probability: The covert communication fails when it is detected by any Willie, and a covert outage event is said to have occurred. The probability of this event is referred to as the covert outage probability [4] , denoted as O, which quantifies the communication covertness. As the detection probability p w in (6) is a Bernoulli random variable, O can be defined as the probability that there is at least one Willie having a detection probability equal to one, i.e.,
Note that the inner probability in (7) is operated over the random variables S w and I w for L w ∈ Φ W and the outer expectation is taken over Willies' random locations {L w }.
2) Connectivity Probability: Recalling the received signal (1), the signal-to-interference-plus-noise ratio (SINR) of the channel from Alice to Bob can be expressed as
denote the power of the desired signal from Alice and the aggregate interference power, respectively. Then, the achievable rate of Bob is given by C o = ln(1 + γ o ) nats/s/Hz. If a target transmission rate R can be supported, i.e., C o ≥ R, Bob can recover the messages delivered from Alice. We use connectivity probability C to measure transmission reliability, which is defined as the probability that the SINR γ o is not below the SINR threshold β e R − 1 and is given below:
3) Covert Throughput: We use covert throughput T to evaluate the efficiency of covert communications, which is defined as the average successfully transmitted amount of information per second per Hertz subject to a covertness requirement O ≤ , where ∈ [0, 1] represents the maximal acceptable covert outage probability. Formally, the covert throughput can be expressed as the product of the connectivity probability C and the rate R, which is given by
If the constraint O ≤ is violated, we set T to zero.
In the following, we will proceed to the covert throughput maximization. Due to uncoordinated concurrent transmissions by the interferers, the aggregate interference power at a receiver typically dominates the noise power. Hence, we focus on an interference-limited network by ignoring the thermal noise such that both σ 2 w in (6) and σ 2 o in (9) can be removed.
III. COVERT THROUGHPUT MAXIMIZATION

A. Covert Outage Probability
Recalling the covert outage probability O defined in (7) and the detection probability p w given in (6), we can rewrite O as the complement of the probability that all the Willies' detection probabilities are less than one, which is given below:
Here,p w P {p w = 1} is the average detection probability for Willie at L w ∈ Φ W , which can be obtained from (6) by averaging over the random variables S w and I w , i.e.,
where f Sw (x) is the probability density function (PDF) of S w and F Iw (x) is the cumulative distribution function (CDF) of I w . It is easy to know that f Sw (x) = r α a,w
, which is independent of M . In other words, there is no difference from the performance of Willie whether Alice uses a single antenna or multiple antennas when MRT is adopted. Hence, adding transmit antennas will exert no impact on the covert outage probability as long as the transmit power is fixed.
As the interferers are distributed according to a homogeneous PPP, the aggregate interference I w is the shot noise [12] . Generally, the PDF of I w only can be expressed in an infinite series [12] , and using it to calculatep w will cause a high computational complexity. Fortunately, for a special case with α = 4, a closed-form expression for the PDF of I w is found in [14] , which is given below:
With (13), the CDF F Iw (x) can be simplified as
where 
where f rw,o,θw,o (r, θ) = r πD 2 is the joint PDF of r w,o and θ w,o , with r a,w = r 2 a,o + r 2 − 2r a,o r cos(θ a,o − θ) inp w .
B. Optimal Detection Threshold from Willie's Viewpoint
From a robust design perspective, we examine the worst case of the covert communication between Alice and Bob. In particular, we design the optimal detection threshold ξ from Willie's point of view which will result in a maximal covert outage probability O. In addition, the worst-case covert communication scenario should consider that each Willie can adjust his detection threshold based on the distance between himself and Alice for improving detection accuracy.
Since O in (16) increases withp w , in order to maximize O, we only need to maximizep w for each realization of Willie's location L w . Theoretically, neither a too small nor a too large detection threshold ξ is beneficial for detection, and there should exist an optimal ξ that can yield a maximalp w . Besides, this property should be irrelevant to the path-loss exponent α. For tractability, we let α = 4, and the following theorem provides the optimal detection threshold ξ maximizingp 
where ξ o is the unique root of ξ > 0 to the following equation, Proof: Rewrite (15) asp w (ξ) = −erf(Aξ −   1 2 ) + e −Bξ Y (ξ). Then, the derivative ofp w (ξ) w.r.t. ξ is given by dp w (ξ) dξ = Aπ With (19), the second derivative ofp w (ξ) can be given by
Next, we prove the uniqueness of ξ o by contradiction. Suppose there are K > 1 zero-crossing points of dpw(ξ) dξ , which are sorted as 0
dξ | ξ=0 > 0, the first (i.e., the minimal) zero-crossing ξ o,1 must satisfy
Otherwise, the zero-crossing ξ o,1 never exists. Evidently, for any k > 1, the inequalities A 2 − 3ξ o,k /2 < 0 and
initially is positive and then becomes negative after ξ exceeds ξ o,1 . In other words, ξ o is unique and is the solution that maximizesp w (ξ).
Let Y 1 (ξ) denote the left-hand side of (18) such that Y 1 (ξ o ) = 0. The proof above shows that Y 1 (ξ) is first positive and then negative as ξ grows from zero to infinity, then ξ o can be efficiently calculated via a bisection search with (18). Resorting to the derivative rule for implicit functions [11] with Y 1 (ξ o ) = 0, we have the derivative , we conclude that ξ o increases with λ J , P J , and P A . This implies that Willie would enlarge the detection threshold ξ to improve detection accuracy when the interferer density λ J , the interfering power P J , or the transmit power P A increases, since only in this way can Willies distinguish Alice's signals from the interference. It can be easily verified that the above properties regarding ξ o are still valid for the general case with α = 4, where the optimal detection threshold can be exhaustively searched.
Although it is troublesome to exhibit the maximalp w,max explicitly with P A due to the implicit form of ξ o , we still can reveal the monotonicity ofp w,max with respect to (w.r.t.) P A .
Corollary 1: The maximal average detection probabilitȳ p w,max for the worst-case covert communication monotonically increases with Alice's transmit power P A .
Proof: Consider Alice's transmit power P A,1 and P A,2 with P A,2 > P A,1 , and let ξ o,1 and ξ o,2 be the corresponding optimal detection thresholds maximizingp w . As P A increases, S w increases and the feasible region [I w , S w + I w ) of ξ is enlarged. Hence, we havep w (P A,2 , ξ o,2 ) ≥p w (P A,2 , ξ o,1 ) > p w (P A,1 , ξ o,1 ) , where the second inequality holds sincep w increases with P A for a fixed ξ as shown in (12). This completes the proof. Fig. 1 illustrates how the average detection probabilityp w is impacted by the interferer density λ J and Alice's transmit power P A . Compared with a constant ξ, the optimal detection threshold ξ o improvesp w significantly. We observe thatp w increases with P A and decreases with λ J when the optimal ξ o is employed for detectors. This demonstrates the harmfulness of high transmit power for covert communications, whereas the covertness indeed can be improved by introducing co-channel interference. The monotonicity of the optimal ξ o w.r.t. λ J or P A is also confirmed in Fig. 1 (see the circle dots in the figure) .
C. Connectivity Probability
In the following theorem, we provide a closed-form expression for the exact connectivity probability C defined in (9) .
Theorem 2: The connectivity probability is given by
with Υ m,n = ψj ∈C( Proof: The connectivity probability C is calculated as:
where s r α a,o β P A , step (a) holds since h a,o 2 is a normalized gamma random variable with the shape parameter M , and step (b) is due to the Laplace transform L Io (s) = E Io e −sIo and The first part e −φβ δ in C arises from a single antenna, and the second part is attributed to multiple antennas. If we add one more antenna, C will increase
δ n Υ M,n , but the increment will become insignificant when M is sufficiently large. This implies, it is unnecessary to employ antennas excessively, and we still can achieve a favorable reliability.
D. Covert Throughput Maximization
This subsection optimizes the covert throughput T = CR subject to a covert outage probability constraint O ≤ . The optimization problem can be formulated as follows,
Since C is a function of both P A and R but O is independent of R, the primary problem (23) can be decomposed into two steps: first fixing R and maximizing C over P A constrained by O ≤ , and then maximizing T = CR over R. In the following, we perform the optimization procedure step by step. 1) Optimal P A : Since both C and O increase with P A , the optimal P * A that maximizes C should be the maximal achievable P A satisfying the requirement O(P A ) ≤ , which is given by P *
Corollary 2: The maximal transmit power P max is independent of the antenna number M , increases with the threshold covert outage probability , decreases with the number of wardens N , and is proportional to λ α/2 J P J , i.e., P max ∝ λ α/2 J P J . Proof: The first three properties follow by noting that O remains constant with M , increases with P A , and decreases with N , respectively. Since O is independent of M , the fourth property can be proved similarly as [8, Theorem 1] for a single-antenna transmitter. Here we simplify the proof by taking the special case α = 4 as an example. Recalling the maximalp w,max in (17) with A ∝ λ J √ P J and
We can further prove the necessity of P A,2 = 2 P 0 for satisfyingp w,max = η when A 2 = A 0 by noting the monotonicity ofp w,max w.r.t. P A shown in Corollary 1. That means
maintains invariant w.r.t. λ J and P J on the premise ofp w,max = η. Since O in (16) increases withp w , the above invariance property is also valid for P A = P max with O(P max ) = , i.e., P max ∝ λ 2 J P J . Corollary 2 suggests that, in order to confront more wardens or to achieve a smaller covert outage probability, we should choose a lower transmit power. However, after introducing multiple antennas or random interference, it is viable to guarantee the same level of covertness with a higher transmit power while reaping a reliability performance gain.
2) Optimal R: Having acquired the optimal transmit power P * A , this step determines the optimal rate R * that maximizes the covert throughput T = C(P * A )R. Generally, the optimal R * can be obtained via an exhaustive search, given below:
In order to facilitate the analysis and reduce the calculation complexity, we focus on a practical requirement of high reliability and provide a computational convenient suboptimal solution to problem (24). In particular, we consider the large connectivity probability regime in which C → 1 and give a compact expression for C in the following lemma.
Lemma 1: In the large connectivity probability regime, the connectivity probability C in (21) can be approximated bỹ
The result follows easily by discarding the high order terms Θ φ 2 from (21) since φ → 0 leads to C → 1. Here φ → 0 reflects all cases of parameters including but not limited to r a,o , λ J , P J , and P A that may produce a sufficiently large C. With (25), problem (24) can be recast as below:
where (26) is a firstincreasing-then-decreasing function of β, and the optimal β o that maximizes T (β) is the unique solution of β > 0 to the equation Q(β) = 0 with Q(β) given below:
Proof: Due to page limitation, we omit the detailed proof. The key is to prove that any zero-crossing β o of the derivate dT (β) dβ will yield the second derivate
The optimal β o increases with K α,M and decreases with φ o .
Proof: The results follow easily by proving dβo dφo < 0 and dβo dK α,M > 0 using the derivative rule for implicit functions with Q(β o ) = 0 [11] .
With the aid of Corollaries 2 and 3, various insights into the behavior of the optimal transmission rate R o = ln(1 + β o ) and the resultant maximal T = C(P * A , β o )R o are developed. Proposition 1: The optimal rate R o and the maximal covert throughput T increase with the number of transmit antennas M and the threshold covert outage probability , decrease with the distance between Alice and Bob r a,o and the number of wardens N , and are invariant to the interferer density λ J and the interfering power P J irrespective of M .
Proof: The results follow by noting that K α,M increases with M and φ o decreases with P max , combined with Corollaries 2 and 3.
Proposition 1 captures an inherent contradiction between throughput and covertness for covert communications. Fortunately, multi-antenna techniques make it possible to achieve high throughput and covertness simultaneously. Moreover, the invariance property w.r.t. λ J and P J implies, even facing ubiquitous interference, we can still balance throughput and covertness well by properly designing the transmit power. Fig. 2 shows that the covert throughput T initially increases and then decreases with the rate R, as proved in Theorem 3. This is because, as R continues to increase, the connectivity probability C drops dramatically, leading to a low T = CR. It is found that the optimal R can yield a peak throughput much higher than the one for a constant R, which highlights the significance of our parameter designs. As stated in Proposition 1, the optimal R increases with and M . The underlying cause is that, C improves as (also the maximal P * A ) or M increases, and as a consequence a larger R can be supported. Fig. 3 depicts the covert throughput T for different antenna numbers M . The covert throughput obtained in [8] is examined as the benchmark performance in which an extra reliability requirement C ≥ ∈ [0, 1] is imposed. By deploying multiple antennas, even adding a single antenna, we can attain a pronounced throughput improvement. It is found that the throughput for the suboptimal rate R o approaches closely to that for the optimal rate R * for comparatively few antennas, and both can achieve a remarkable throughput gain than that from [8] . The fundamental reason is that, by permitting a slight sacrifice of reliability here, a prominent throughput improvement can be gained. From the dashed lines, we observe that T remains unchanged w.r.t. the density of interferers λ J , which validates the invariance property stated in Proposition 1. This can be explained as follows: the concomitant interferers can effectively hinder the detection, thus enabling a higher transmit power without compromising on the covertness; the increase of transmit power in return can neutralize well the adverse impact of the interference on throughput performance.
IV. CONCLUSIONS
A multi-antenna covert communication in random networks is examined. We maximize the covert throughput by successively adjusting the transmit power and the transmission rate. An interesting invariance property is revealed, which states that, whatever the number of transmit antennas is, the maximal covert throughput is not impacted by the density of interferers. Numerical results demonstrate the superiority of the multiantenna technique for the covert communication.
