This review compared the accuracy of various approaches to the prediction of recidivism among sexual offenders. On the basis of a meta-analysis of 536 findings drawn from 118 distinct samples (45,398 sexual offenders, 16 countries), empirically derived actuarial measures were more accurate than unstructured professional judgment for all outcomes (sexual, violent, or any recidivism). The accuracy of structured professional judgment was intermediate between the accuracy found for the actuarial measures and for unstructured professional judgment. The effect sizes for the actuarial measures were moderate to large by conventional standards (average d values of 0.67-0.97); however, the utility of the actuarial measures will vary according to the referral question and samples assessed. Further research should identify the psychologically meaningfully factors that contribute to risk for reoffending.
All societies must respond to individuals who commit serious offenses. One important determinant of these responses (e.g., punishment, detention, supervision) is the perceived risk of recidivism. Sexual offenders, in particular, are often the subject of special policies that are meant to improve community safety by managing sexual offenders' risk of future offending (e.g., postsentence detention, long-term community supervision). The effectiveness of these policies rests on the ability of evaluators to accurately differentiate offenders according to risk level.
The individual characteristics associated with recidivism among sexual offenders have been previously reviewed (Hanson & Bussière, 1998; Hanson & Morton-Bourgon, 2005) . In general, the two broad domains most strongly associated with sexual recidivism are sexual deviancy and lifestyle instability/criminality. The criminal lifestyle characteristics (e.g., history of rule violation, substance abuse) are also those most strongly related to violent and general (any) recidivism among sexual offenders (Hanson & MortonBourgon, 2004) , general offenders (Gendreau, Little, & Goggin, 1996) , and mentally disordered offenders (Bonta, Law, & Hanson, 1998) .
Although a number of recidivism risk factors have been identified, the relationships between any single risk factor and recidivism are small. Consequently, a range of risk factors should be considered in competent evaluations. The question addressed in the current review is the relative accuracy of different methods of combining risk factors into a overall evaluation of risk.
It is widely accepted that evaluations based on unstructured professional judgment are less accurate than structured risk assessments (Andrews, Bonta, & Wormith, 2006; Janus & Prentky, 2003; Monahan, 2007; Quinsey, Harris, Rice, & Cormier, 2006) . The general pattern has been documented for at least 50 years (Meehl, 1954) , but only recently have forensic psychologists in the United States routinely used structured risk tools for evaluations of adult sexual offenders (Archer, Buffington-Vollum, Stredny, & Handel, 2006) . In high-stakes evaluations, such as civil commitment procedures, most evaluators now consider structured risk tools to be essential (Jackson & Hess, 2007) .
Static-99 (Hanson & Thornton, 2000) is by far the most commonly used risk tool with adult sexual offenders (Archer et al., 2006; Interstate Commission for Adult Offender Supervision, 2007; Jackson & Hess, 2007; McGrath, Cumming, & Burchard, 2003) . It contains 10 items covering static, historical factors, such as the number of prior offenses, victim characteristics (unrelated, strangers, males) , and the offender's age. None of the items were intended to measure psychologically meaningful constructs; they were selected purely on the basis of empirical relationships with recidivism and ease of administration. The scores on each of the items are summed to create a total score, and the total score is associated with the observed recidivism rates pooled from three development samples (n ϭ 1,086).
Among forensic psychologists (Archer et al., 2006) , the second most widely used measure is the Sexual Violence Risk-20 (SVR-20; Boer, Hart, Kropp, & Webster, 1997) . The SVR-20 covers 20 features of the offender's criminal history and psychological functioning. The items are meant to assess risk of recidivism and to assist with case management. Example items include past supervision failure, sexual deviation, psychopathy, major mental illness, employment problems, and lack of realistic plans. No explicit procedure is provided for translating the ratings on the items into an overall evaluation of risk. Boer et al. (1997) stated that risk will typically increase monotonically with each additional risk factor, but they recommended against simply adding the items; instead, they directed evaluators to use their own professional judgment to rate the risk as low, moderate, or high. Scores on the are SVR-20 not linked to expected recidivism rates.
How Should Risk Tools Be Classified?
The differences between the above tools illustrate ongoing debates about how risk assessments should be "structured" (Monahan, 2007) . The debate is not only about the relative predictive accuracy of specific tools; it also concerns the purpose of the risk assessment and the role of professional judgment. To appreciate the different positions, one can consider the different ways in which structured risk assessments have been conducted and classified.
Much of the discussion of methods for combining information for applied decision making in psychology has been shaped by Meehl's (1954) review of clinical versus statistical prediction. Meehl defined statistical (or actuarial) predictions as having two features: They use an explicit method of combining the information, and that information is linked to a probability figure on the basis of empirically determined relative frequencies (see also Dawes, Faust, & Meehl, 1989; Hilton & Harris, 2005) . According to Meehl's (1954) description, the clinical approach to prediction was based on "hypotheses about the structure and dynamic of the particular individual" (p. 4). The accumulated research record clearly shows that it is possible for clinicians to predict without understanding a particular individual and that the subjective feeling of "understanding" need not lead to accurate predictions about future behavior (Quinsey et al., 2006) .
The ideal risk assessment procedure, however, would provide more than simply accurate prediction: It would also provide information useful for case management (Douglas, Cox, & Webster, 1999; Grubin & Wingate, 1996; Hart, 1998; Heilburn, 1997) . Bonta (1996) distinguished between three generations of risk assessments for offenders. The first involved unstructured professional opinion. The second generation involved actuarial risk scales composed of static, historical factors (e.g., criminal history). These static risk scales were widely implemented in the United States in the 1970s, and similar scales were subsequently adopted by the correctional systems of Canada and the United Kingdom (Bonta & Wormith, 2007) . The third generation of risk assessment tools involved assessments of "criminogenic needs" or dynamic risk factors. Dynamic risk factors are defined as characteristics that are capable of change, and changes on these factors are associated with increased or decreased recidivism risk (Andrews, Bonta, & Hoge, 1990) . Risk tools with dynamic risk factors are now widely used for general offenders (e.g., Level of Service/Case Management Inventory; Andrews, Bonta, & Wormith, 2004) .
Establishment of a factor as a criminogenic need requires both conceptual and empirical justification. In addition to a plausible theory linking the factor to criminal persistence, there must be evidence that (a) the factor predicts recidivism, (b) the factor is capable of changing, and (c) changes in the factor are related to changes in recidivism risk, preferably through experimental manipulation of the risk factor. The causal role of risk factors becomes increasingly plausible as alternative hypotheses for the dynamic relationship with recidivism are eliminated.
There is strong evidence in support of dynamic risk factors for general offenders. A wide range of theoretically plausible factors predicts criminal recidivism (Gendreau et al., 1996) . Criminogenic factors, such as irresponsibility and low self-control, decline over the lifespan (Roberts, Walton, & Viechtbauer, 2006) . Almost all offenders eventually stop committing crimes (Sampson & Laub, 2003) , and desistance can be predicted by pro-social changes on criminogenic needs (Andrews, 1980; Andrews & Wormith, 1984; Raynor & Vanstone, 2001) . Programs that deliberately target criminogenic needs, such as criminal attitudes (Andrews, 1980) and substance abuse (Gottfredson, Najaka, Kearley, & Rocha, 2006) , reduce general recidivism rates (see meta-analytic review by Andrews & Bonta, 2006, resource note 10.1, pp. 333-336) .
The research base for dynamic (causal) risk factors among sexual offenders is, however, much less developed. A number of potentially dynamic risk factors for sexual offenders have been proposed, and many have been shown to predict sexual recidivism (Hanson & Morton-Bourgon, 2004 . What has yet to be convincingly demonstrated is the extent to which changes on these factors are associated with reductions in recidivism risk. In many cases, changes on factors presumed to be criminogenic needs have not led to improved prediction (Langton, 2003; Quinsey, Khanna, & Malcolm, 1998) . A recent exception is the study by Olver, Wong, Nicholaichuk, and Gordon (2007) , in which treatmentinduced progression through the stages of the transtheoretical model of change (Prochaska, DiClemente, & Norcross, 1992) was associated with decreased sexual recidivism. Although further empirical work is required for identification of the central causal factors in the persistence of sexual offending, there are no conceptual obstacles to creation of empirically grounded actuarial risk tools that are useful to intervention and case management. Bonta's (1996) classification assumes that second-and thirdgeneration measures are actuarial instruments à la Meehl (1954 Thornton, 2002) , specifies the items to consider as well as the method for combining the items into an overall score; however, there are no tables linking the summary scores to recidivism rates. Such assessments do not fit into any of Bonta's "generations" and are perhaps best labeled "mechanical," following the language of Grove, Zald, Lebow, Snitz, and Nelson (2000) . The distinction between an actuarial measure and a mechanical measure is not permanent; additional research can transform mechanical procedures into fully actuarial measures.
Another widely used, nonactuarial approach to violence risk assessment involves structured professional judgment. In this approach, the items to consider are specified in advance, but the overall evaluation of risk is left to the professional judgment of the evaluator (e.g., the SVR-20). Andrews et al. (2006) classified these measures as first generation, but they are substantially different from the typical forms of unstructured professional judgment studied by Meehl (1954) or Grove et al. (2000) . Promoters of structured professional judgment view it as providing clinically meaningful case formulations and as avoiding the dismal predictive accuracy associated with the unstructured clinical approach (Douglas et al., 1999; Hart, 1998) .
Measures such as the SVR-20 are meant to structure professional judgments of risk, but it is not uncommon for researchers to omit the professional judgment and simply add the items from the checklist. In this case, the instrument becomes a mechanical measure. An important research question is the effectiveness of adding the items compared with using professional judgment to form the overall evaluation.
Hanson's (1998) review concluded that there were three plausible approaches to risk assessment with sexual offenders: structured professional judgment, pure actuarial prediction, and clinically adjusted actuarial prediction. The clinically adjusted actuarial approach starts with an established actuarial score and then considers factors external to the actuarial scheme (i.e., the evaluator is allowed to judge the extent to which the predicted recidivism rates are a fair evaluation of the offender's risk). Hanson (1998) noted that research often identifies new risk factors before they are included in actuarial scales. Consequently, evaluators are continually faced with the dilemma of knowing that a factor external to the actuarial scheme incrementally contributes to risk but of lacking an empirically validated method of including that factor in an overall evaluation. Examples of such external factors would be advanced age (60 plus) for the Static-99 (Hanson, 2006) or the interaction of psychopathy and sexual deviance .
Overview of the Current Study
Our purpose in the current review was to summarize the research on the predictive accuracy of various approaches to risk assessment with sexual offenders. We examined the predictive accuracy of specific measures (e.g., as well as the average predictive accuracy for the different approaches to risk assessment. On the basis of the above review, we examined four ways of structuring risk assessments: empirical actuarial, clinically adjusted actuarial, mechanical, and structured professional judgment. All structured approaches to risk assessment were expected to be more accurate than was unstructured professional judgment. Another question addressed was the evidence of predictive accuracy for measures that include a substantial number of factors intended to guide case management or understanding.
We also considered a number of secondary questions concerning factors that influence the predictive accuracy of risk assessments. Empirical actuarial risk tools have been developed with different outcome criteria, and it is important to know how effective they are for assessing related, but not identical, forms of recidivism. For example, how accurate are measures designed to predict violent (including sexual) recidivism (e.g., the Sex Offender Risk Appraisal Guide [SORAG]; Quinsey et al., 2006) for prediction of the more narrow category of sexual recidivism or the broader category of any recidivism? The predictive accuracy also should vary with the amount of random variation introduced by design features . In particular, we expected that the relationships with recidivism would increase, given (a) fixed and equal follow-up times, (b) high levels of rater reliability, and (c) small amounts of missing data.
Method

Sample
Computer searches of PsycINFO, Web of Science, the National Criminal Justice Reference Service (USA), and the library of Public Safety Canada were conducted with the following key terms: child molester, exhibitionism, exhibitionist, failure, frotteur, incest, indecent exposure, paraphilias, paraphiliac, pedophile, pedophilia, predict(ion), rape, rapist, recidivate, recidivism, recidivist, relapse, reoffend, reoffense, sex(ual) Studies were included if they examined the ability of risk assessments to predict sexual, violent (including sexual), or any recidivism among offenders released following an index sexual offense. Risk assessments were defined as global assessments of the risk for recidivism (e.g., dangerousness, likelihood of recidivism) made with or without the aid of guidelines or actuarial tools. Studies that examined only specific attributes related to risk (e.g., psychopathy, benefit from treatment, sexual deviancy) were excluded.
To be included, structured risk procedures must have been developed with different samples than those reported in the study (i.e., all were replications on new samples). All risk assessments were conducted blind to recidivism status. Studies had to include sufficient statistical information for us to calculate d, the effect size, and the recidivism rate (sexual, violent, or any). For dichotomous variables, at least 5 subjects were needed for all marginal totals.
As of June 2008, our search had yielded 147 usable documents (e.g., published articles, books, government reports, conference presentations). In 18 cases, the analyses were based on raw data or analyses provided by the original researchers. When the same data set was reported in several articles, all the results from these articles were considered to come from the same study. Consequently, the 147 documents represented 110 studies with 118 distinct samples (number of studies per country of origin ϭ 41 from the United States, 34 from Canada, 15 from the United Kingdom, 3 from Australia; 2 each from Germany, Sweden, Austria, New Zealand, and Belgium; and 1 each from France, Netherlands, Denmark, Taiwan, Japan, Switzerland, and Spain). Most of the studies identified by our search procedures were studies in English (104 studies; 4 French, 1 Chinese, 1 Spanish). Most were unpublished (62.7%) and were produced between 1972 and 2008, with a median year of 2004. In total, our study included data from 45,398 sexual offenders (average sample size ϭ 417, Mdn ϭ 180, range ϭ 27-10,256).
Most of the studies examined mixed groups of adult sexual offenders (91 mixed offense types, 11 child molesters, 3 rapists, 1 sexual murderers; 91 predominantly adults, 18 adolescents, 1 mixed; all samples were male only). All the offenders had committed offenses that meet contemporary definitions of sexual crimes (i.e., old studies that contained homosexuals were excluded). Most of the offenders had been released from prisons or secure psychiatric institutions (60 prison/secure institutions, 24 community only, 24 prison/secure institutions and community, and 2 unknown). The offenders in 40 studies came from treatment programs. When demographic information was presented, the offenders were predominantly Caucasian (50 of 59 studies).
Effect sizes were recorded for three outcome criteria: (a) any sexual recidivism (vs. no recidivism or only nonsexual recidivism; 253 findings); (b) any sexual or violent recidivism (vs. no recidivism or only nonviolent recidivism; 137 findings); and (c) any recidivism (vs. no recidivism; 146 findings). Sexual recidivism included offenses with a sexual motivation, such as child molestation, sexual assault of adults, and exhibitionism. Offenses against public morals without an identifiable victim (e.g., prostitution) were typically excluded. Precise classification of the recidivism types was not recorded, but similar samples typically find that approximately 40%-70% of both the index and recidivism events involve child molestation, 20%-50% involve sexual assault of adults, and less than 10% involve noncontact sexual offenses (Hanson & Thornton, 2003) .
Our category of sexual or violent recidivism included all sexual offenses as well as all offenses involving direct confrontation with the victim, such as robbery, assault, kidnapping, and murder. If known, violent offenses that had a sexual motivation were counted as sexual offenses (e.g., sexual homicide). The category of any recidivism included sexual and violent recidivism as well as nonviolent offenses, such as theft, fraud, and drug offenses. Technical violations (e.g., breach of curfew) were excluded if possible. Although the above rules were used in classifying the effect sizes, the precise definitions were restricted to the findings that most closely approximated these definitions in the individual studies.
The most common sources of recidivism information were national criminal justice records (58 studies), such as the Canadian Police Information Centre records (Royal Canadian Mounted Police, 2008 ) and the Offender Index in the United Kingdom. These national databases were designed for law enforcement purposes; officially recorded convictions can be extracted from them for research purposes. The second most common source of recidivism information involved state or provincial records (44 studies), such as those held by state police or provincial correctional systems. The source of the recidivism information was unknown for 11 studies. The average follow-up period ranged from 6 months to 276 months, with a mean of 70 months (SD ϭ 46.6).
Coding Procedure
Each study was coded with a standard list of variables and explicit coding rules (available from R. Karl Hanson upon request). The studies were coded by one of two raters (R. Karl Hanson and Kelly E. Morton-Bourgon) , and most were independently coded by both raters. Only one finding per individual variable was coded per sample on the basis of (a) sample size and (b) completeness of information. If the sample sizes and descriptive detail were equivalent, the median value was used.
Classification of Risk Tools
The risk assessment procedures were placed in one of the following five categories.
Empirical actuarial. These tools had explicit items determined in advance and explicit methods for combining the items into total scores. Both the items and the combination rules were selected on the basis of empirical evidence that linked them to recidivism. As well, these measures had tables that linked scores to expected recidivism rates.
Mechanical. These tools had explicit items determined in advance and explicit methods for combining the items into a total score. They did not have a table that linked the total score to recidivism probabilities. The method of selecting and combining the items was based primarily on theory or literature reviews instead of direct analysis of specific data sets.
Adjusted actuarial. These evaluations were based on the total scores of an actuarial or mechanical tool except when the evaluator determined that there were factors external to the actuarial or mechanical scheme that justified overriding the obtained rating. The external factors were not specified in advance, and neither was the method of combining the external factors with the results of the actuarial or mechanical tool.
Structured professional judgment. Evaluators were given a structured list of risk factors determined in advance. The method of combining the factors into a total score was not specified in advance, and the overall evaluation of risk was left to the professional judgment of the evaluator.
Unstructured. Neither the risk factors nor the method of combining the risk factors was specified in advance. Risk assessments were based on individual case analysis, case conferences, or professional experience.
In addition, we classified each measure according to the outcome that it is primarily intended to address. Outcomes included (a) sexual recidivism, for offenses that have a sexual motivation; (b) sexual or violent recidivism, for violent offenses (including sexual offenses) that involve victim confrontation or intent to harm; or (c) any recidivism (for these measures, only whether or not the offender commits any new offense was important and not the type of recidivism).
As well, we made a dichotomous judgment (yes/no) as to whether the risk assessment instrument was intended as a guide to intervention by specifying the factors that could be addressed in order to minimize the risk for recidivism (i.e., dynamic risk factors or needs). This determination was primarily based on the stated intentions of the authors of the instruments; however, we also considered the extent to which the measure included variables that were potentially amenable to intervention. Such variables included those that have been empirically associated with sexual, violent, or general recidivism risk (e.g., sexual preoccupations, impulsivity, intimacy deficits) as well as potentially changeable variables for which the association with recidivism has not been established (e.g., psychosis, low self-esteem, denial). Our classification of a variable as a "treatment target," therefore, did not require that there was convincing evidence that the factor played a causal role in criminal persistence; instead, we used the lower criteria of whether these variables were considered to be worthy of intervention by the developers of the measures. Variables that were defined as unchanging over the life course (e.g., psychopathy) were not included as treatment targets. The most common examples of structured risk tools intended to guide intervention were the SVR-20 (Boer et al., 1997; 11 studies), the Juvenile Sex Offender Assessment Protocol ( J-SOAP; Prentky, Harris, Frizzell, & Righthand, 2000 ; 6 studies), the Level of Service Inventory-Revised (LSI-R; Andrews et al., 2004 ; 6 studies) and variants, the Structured Assessment of Risk and Need/SRA (Thornton, 2002; 3 studies) , and the HCR-20 (Webster, Douglas, Eaves, & Hart, 1997 ; 3 studies).
Rater Reliability
Two tests of rater reliability were conducted. The first entailed independent classifications by two raters (R. Karl Hanson and Kelly E. Morton-Bourgon) of 41 different risk assessment procedures. Overall, agreement was acceptable to high for the type of risk assessment ( ϭ .66, 75.6% agreement), the type of recidivism predicted ( ϭ .76, 87.8% agreement), and whether the measure meaningfully assessed case management variables ( ϭ .83, 90.2% agreement).
The second reliability test involved two independent ratings of the design features and effect sizes for 10 studies. Two of the reliability studies contained overlapping samples (Friendship, Mann, & Beech, 2003; ; one rater combined these studies, whereas the other rater considered them as separate studies. Consequently, the number of studies available for comparison was 9. Agreement for dichotomous and categorical variables was indexed by kappa, and two-way random effects model intraclass correlation coefficients (ICC; type absolute agreement) were used for ordinal and interval variables (Design 2 in Orwin, 1994) . The agreement for the sample characteristics was perfect for seven variables and was good to excellent for eight others ( Ͼ .70, ICC Ͼ .80). Agreement was fair for four variables: published or not ( ϭ .55; disagreed on in press articles); victims ( ϭ .60; disagreed on whether hebephiles were child molesters or rapists); the total, combined sample size (ICC ϭ .72; a result of one rater combining 2 studies and the other rater leaving them separate); and whether national criminal records were used to detect recidivism ( ϭ .59).
In the reliability studies, Rater 1 identified 56 findings and Rater 2 identified 63 findings; there was agreement on 104 of the 119 findings (87.4%). The interrater reliability of the effect sizes calculation was .68. The agreement increased to .79 if one outlier was removed. Most differences involved simple omissions or clerical errors.
Index of Predictive Accuracy
The effect size indicator was the standardized mean difference, d, defined as follows: d ϭ ͑M 1 -M 2 )/S w , where M 1 is the mean of the deviant group, M 2 is the mean of the nondeviant group, and S w is the pooled-within standard deviation (Hasselblad & Hedges, 1995) . In other words, d measures the average difference between the recidivists and the nonrecidivists and compares this difference to how much recidivists differ from each other and how much nonrecidivists differ from each other. Formulas for calculating d were based on those presented by Cohen (1988), Hasselblad and Hedges (1995) , Rosenthal (1991) , and Swets (1986) .
Aggregation of Findings
Two methods were used to summarize the findings: median values (Slavin, 1995) and weighted mean values (Hedges & Olkin, 1985) . The averaged d value, d., was calculated by weighing each d i by the inverse of its variance:
k is the number of findings (w i ϭ 1/v i ) , and v i is the variance of the individual d i (fixed effect model). The variance of the weighted mean was used to calculate 95% confidence intervals:
. Weighting d values by the inverse of their variance means that findings from small samples are given less weight than findings from large samples.
When d i was calculated from 2 ϫ 2 tables, the variance of d i was estimated using Formula 6 from Hasselblad and Hedges (1995) :
When d i was calculated from other statistics (e.g., t, receiver operating characteristic areas, means), the variance of d i was estimated with Formula 3 from Hasselblad and Hedges (1995) :
To test the generalizability of effects across studies, we used Hedges and Olkin's (1985) 
Q statistic is distributed as a chi-square with k-1 degrees of freedom (k is the number of studies). A significant Q statistic indicates that there is more variability across studies than would be expected by chance. Given only random variation across studies, the expected value of Q is similar to the degrees of freedom. Outliers were excluded from each category if the single extreme value accounted for more than 50% of the total variance (Q). The major findings are presented as average d values along with their 95% confidence intervals. The confidence intervals represent the range of plausible values for the population parameters. Substantive interpretations can be based on values anywhere in the interval (Cumming & Finch, 2005) . When the observations are uncorrelated, two values can be considered to differ at the p Ͻ .01 level if their confidence intervals do not overlap (Cumming & Finch) . Given that the different methods of evaluating recidivism risk would be expected to be substantially positively correlated, confidence intervals provide a test of differences with extremely low statistical power. Nevertheless, nonoverlapping confidence intervals were used as the primary indicator of statistically significant differences between findings. This decision was a reasonable compromise, given the large sample sizes (which decrease Type II error) and the large number of possible comparisons (which increases Type I error). The confidence interval "rule of eye" was supplemented by fixed-effects tests for specific hypotheses (Hedges, 1994) . Specifically, the statistical significance of dichotomous or categorical moderator variables was indexed by the reduction in the overall Q statistic (Q ⌬ ) when the variable was included in the analysis. The statistical significance of linear moder-ator variables was indexed by dividing the meta-regression coefficients by their standard errors, yielding Z statistics (Hedges, 1994) .
Results
The observed sexual recidivism rate was 11.5% (n ϭ 28,757, 100 samples), the sexual or violent recidivism rate was 19.5% (n ϭ 17,421, 50 samples), and the general (any) recidivism rate was 33.2% (n ϭ 23,343, 65 samples). Studies that specified in advance the number of recidivists and nonrecidivists were excluded from the rate calculations (e.g., Dempster, 1998 ). The average follow-up time was 70 months. Readers should note that the observed rates should be considered underestimates of the true rates, because not all offenses are detected. Although some of the "recidivists" would have been falsely accused, the proportion of falsely accused individuals would be smaller than the proportion of undetected offenders.
The average predictive accuracies of the various approaches to risk assessment are summarized in Table 1 . For the prediction of sexual recidivism, the approaches with the strongest predictive accuracy were the actuarial measures designed for sexual recidivism (d. ϭ 0.67), the mechanical measures designed for sexual recidivism (d. ϭ 0.66), and the actuarial measures designed for general recidivism (d. ϭ 0.62). Unstructured professional judgment (d. ϭ 0.42) and actuarial measures for violent recidivism (d. ϭ 0.39) were less accurate in the prediction of sexual recidivism than were the actuarial or mechanical measures designed for sexual recidivism. The mechanical methods designed for violent recidivism were less accurate (d. ϭ 0.33) than were the actuarial measures designed for sexual recidivism (d. ϭ 0.67). The findings for structured professional judgment were intermediate between the results for unstructured professional judgment and actuarial measures. For structured professional judgment, however, there was large variability across the results of a small number of studies.
For the prediction of sexual or violent recidivism, the actuarial measures designed for violent recidivism (d. ϭ 0.78) and the actuarial measures designed for any recidivism (d. ϭ 0.79) were superior to any of the other methods. For the prediction of any recidivism, the most accurate approach involved actuarial measures designed for any recidivism (d. ϭ 0.97), followed by actuarial measures designed for violent recidivism (d. ϭ 0.74).
Actuarial measures designed for any recidivism were more accurate at predicting any recidivism (d. ϭ 0.97) than were actuarial measures designed for predicting violent recidivism at predicting violent recidivism (d. ϭ 0.78) or the actuarial measures designed for sexual recidivism at predicting sexual recidivism (d. ϭ 0.67). This does not mean that sexual and violent recidivism is inherently less predictable than general recidivism. Averaged across all findings, the average ability of all risk assessments to predict any recidivism (d. ϭ 0.57, 95% confidence interval ϭ .55-.59, k ϭ 146) was similar to the average ability of all risk assessments to predict sexual recidivism (d. ϭ 0.58, 95% confidence interval ϭ .56 -.60, k ϭ 253). The risk assessments for violent recidivism were, on average, somewhat less accurate (d. ϭ 0.51, 95% confidence interval ϭ .49 -.53, k ϭ 137) than were the risk assessments for sexual or any recidivism.
Unstructured professional judgment showed weak relationships with violent (d. ϭ 0.22) or any (d. ϭ 0.11) recidivism. The unstructured evaluations were conducted between 1970 and 1998 (Mdn ϭ 1993). The accuracy of the unstructured evaluations did not change on the basis of the year in which the risk assessment was conducted (all rs were nonsignificant for the prediction of sexual, violent, or any recidivism).
The Appendix presents further details of the analyses, as well as the findings for individual risk tools. Within each category, the commonly used risk tools all showed moderate-to-large predictive accuracy; with rare exceptions, all their confidence intervals overlapped. Readers interested in specific measures can peruse the tables at their leisure. Measures with strong empirical support would have high mean values based on large sample sizes, narrow confidence intervals, and consistent results across samples (Q Ͻ df, median equal to mean). To further examine the potential contribution of professional judgment, we identified five studies in which the evaluators rated a predetermined set of items and then formed an overall evaluation of risk based on either (a) professional judgment or (b) summing the items. As can be seen from Table 2 , the results of the procedures were similar. Three studies favored professional judgment, and two studies favored the simple sums. In most cases, the differences between the approaches was not large enough to be meaningful.
Three studies examined the difference between actuarial scores and adjusted actuarial risk ratings (Gore, 2007; Vrana, Sroga, & Guzzo, 2008) . In these studies, evaluators were required to complete an actuarial risk tool and then were allowed to adjust the final risk rating on the basis of factors external to the actuarial tool. All three studies were prospective, and evaluators completed the ratings as part of their routine procedures. In two studies, the raters were probation officers Vrana et al., 2008) , and in the other study, the raters were either psychologists or correctional staff (Gore, 2007) . For all three measures, for all types of raters, and for all outcomes, the adjusted scores showed lower predictive accuracy than did the unadjusted actuarial scores (see Table 3 ).
On average, measures that contained factors presumed to be treatment targets were more accurate for the prediction of sexual recidivism than were measures based primarily on static, historical risk factors (.74 vs. .64, Q ⌬ ϭ 5.55, df ϭ 1, p Ͻ .025). The same pattern was not observed, however, for the other outcomes. For the prediction of violent or general recidivism, the measures with only static factors showed a slight (nonsignificant) advantage over measures with potential treatment targets (.55 vs. .53 for violent recidivism, Q ⌬ ϭ 0.13, df ϭ 1, p Ͼ .50; .62 vs. .57 for any recidivism, Q ⌬ ϭ 1.51, df ϭ 1, p Ͼ .25).
The possible effects of design features were examined in two ways. The first approach used the complete set of findings, including all measures and all outcome criteria (536 findings). This approach is comprehensive but involves considerable error, because consistency would not be expected and the lack of independence of findings within samples was ignored. Consequently, the second approach examined the largest category of findings that examined one specific measure and one specific outcome (i.e., Static-99 predicting sexual recidivism; 63 findings from 63 distinct samples). The statistical significance of the continuous moderator variables was tested with the fixed effects weighted least squares formula described by Hedges (1994) .
Across For the overall set of studies, there was no difference in the average effect size for the studies that used fixed follow-up periods (d ϭ 0.56, k ϭ 87) compared with those that used variable follow-up periods (d ϭ 0.55, k ϭ 430). However, Static-99 studies that used fixed follow-up times had larger effects than did studies that used variable follow-up times
The effect of rater reliability was examined for findings from studies that reported the ICC (overall, k ϭ 125, Mdn ϭ .90, range ϭ 0.60 -1.00; for Static-99 findings, k ϭ 12, Mdn ϭ .90, range ϭ 0.63-0.97). In the overall set of findings, assessments with high rater reliability showed stronger effect sizes than did assessments with low rater reliability (r ϭ .214, k ϭ 125, Z ϭ 4.12, p Ͻ .001). For the Static-99 findings, the relationship between rater reliability and effect size was not significant (r ϭ Ϫ.040, k ϭ 12, Z ϭ 0.18, p Ͼ .50).
The amount of missing data was measured as the percentage of the total items that was not rated for the average participant in the (Worling & Curwen, 2000) . study (M ϭ 5.7%, Mdn ϭ 1%, range ϭ 0%-30%). The studies that reported the amount of missing data (k ϭ 149) showed larger effect sizes (d. ϭ 0.60) than did the studies that did not mention the amount of missing data (d. ϭ 0.52, k ϭ 387, Q ⌬ ϭ 26.0, df ϭ 1, p Ͻ .001). Contrary to expectation, larger amounts of missing data were associated with larger effect sizes (r ϭ .11, k ϭ 149, Z ϭ 2.39, p Ͻ .01). The pattern was in the same direction for the Static-99 studies, although the effect was not significant (r ϭ .18, k ϭ 22, Z ϭ 1.32, p Ͼ .10).
The final set of analyses examined the incremental contribution of type of risk assessment after controlling for study features (published/unpublished, country of origin [Canada, United Kingdom, United States, other], fixed/variable follow-up, and whether or not the amount of missing data was reported). These features of the studies were selected because they were statistically significant in at least one analysis and were available for the majority of the findings. The type of risk assessment was indexed by two sets of dummy variables: (a) empirical actuarial, mechanical, or structured judgment (with unstructured judgment as the reference category) and (b) designed for sexual or violent recidivism (with general recidivism as the reference category). The seven findings concerning adjusted actuarial assessments were excluded.
For prediction of sexual recidivism (248 findings), sexual or violent recidivism (133 findings), or any recidivism (141 findings), the type of risk assessment significantly predicted the effect size after we controlled for the study variables (see Table 4 ). Even though the type of risk assessment (two variables) explained more variance than did the study variables (four variables), there was a considerable amount of unexplained variance (Birge ratios ϭ 2.47-3.34) for all three outcome variables.
The multivariate analyses had the same pattern of results as that shown in Table 1 . After we had controlled for the study variables, empirical actuarial and mechanical approaches were more accurate than was unstructured professional judgment for the prediction of sexual recidivism. As well, measures designed for sexual recidivism were more accurate than were the other measures for the prediction of sexual recidivism. For the prediction of violent recidivism, empirical actuarial, mechanical, and structured professional judgment were more accurate than unstructured professional judgment. Measures designed for sexual recidivism were less accurate than were the other measures for the prediction of sexual or violent recidivism. The results for the prediction of any recidivism were the same as those for the prediction of violent recidivism, with the exception that measures designed for general recidivism were more accurate than the measures designed for sexual and violent recidivism.
Discussion
Our purpose in this review was to compare the accuracy of various approaches to the prediction of recidivism among sexual offenders. For all outcome measures, unstructured professional judgment was significantly less accurate than were the empirically derived actuarial measures. For the prediction of any recidivism, the empirical actuarial measures designed for any recidivism were the most accurate and were significantly more accurate than all other approaches. For the prediction of violent (including sexual) recidivism, the most accurate approaches were actuarial measures designed for any recidivism and the actuarial measures designed for violent recidivism. There was no overall difference between these two categories of measures for the prediction of violent recidivism, and both were significantly more accurate than all other approaches. Note. All Q values significant at p Ͻ .001. a Birge ratios are defined as Q error /df and can be interpreted as the ratio of unexplained between-study variability divided by within-study variability (random error). The expected value of the Birge ratio is 1.0 when the effect parameters are determined exactly by the linear model (Hedges, 1994) .
For the prediction of sexual recidivism, the most accurate approaches were actuarial measures designed for sexual recidivism (d. ϭ 0.67), mechanical measures designed for sexual recidivism (d. ϭ 0.66), and actuarial measures designed for any recidivism (d. ϭ 0.62). The accuracy of structured professional judgment was intermediate between the accuracy found for actuarial measures and for unstructured professional judgment. Given the small number of studies and significant variability in the results, further research is needed before strong statements can be made about the relative accuracy of structured professional judgment compared with that of other approaches. We expect, however, that advocates of structured professional judgment will be quick to point out that the measure with the largest average association with sexual recidivism was the SVR-20 professional judgment, even though this finding was based on only three studies (n ϭ 245) and showed significant variability (Q ϭ 7.96, df ϭ 2, p Ͻ .05).
The clinically adjusted actuarial approach has been frequently proposed (Hanson, 1998; Webster, Harris, Rice, Cormier, & Quinsey, 1994 ) but rarely evaluated. There were only three direct tests of clinical adjustments to actuarial measures identified in the current review (Gore, 2007; Vrana et al., 2008) , but the results were clear. In each study, the clinical adjustments decreased the predictive accuracy over that observed for the pure actuarial measures. These studies are important because they were all prospective studies that examined current, applied risk assessment with sexual offenders. Defenders of clinical overrides could argue that the evaluations resulted in interventions that changed the expected recidivism risk of the offenders. Until evidence is collected in support of this assertion, the simplest interpretation is that the overrides simply added noise. In the study, the rater reliability for the override was not above chance levels (intraclass correlation ϭ .14, n ϭ 74).
Currently, the mechanical approaches to the prediction of sexual recidivism do as well as the empirical actuarial approaches. This will change as ongoing research transforms the most promising mechanical scales into fully actuarial measures and as new actuarial scales are created using the best empirical predictors. Comparison of the items of the most popular actuarial scale (Static-99) with the most popular mechanical scale (by adding the items from the indicates that the SVR-20 includes much more complex items (e.g., sexual deviant, psychopathy, major mental illness) than does the Static-99 (e.g., age, number of prior offenses). The future of sexual offender risk assessment lies in the development of fully actuarial measures that contain clinically relevant, causal risk factors (i.e., Bonta's third-generation measures).
Currently, the closest examples of third-generation risk assessments for sexual offenders are Vermont's Sex Offender Treatment Needs and Progress Scale (McGrath, Cumming, & Livingston, 2005 ; d ϭ 0.82, one study) and the Violence Risk Scale-Sex Offender Version (VRS-SO; ; d. ϭ 0.89, based on two studies, one by Olver et al. and one independent replication (Beggs & Grace, in press). Both measures assess theoretically meaningful constructs and present probability tables linking total scores to recidivism rates. As well, both studies of the VRS-SO found that posttreatment scores on VRS-SO Dynamic Variables added incrementally to the prediction provided by pretreatment scores. Further research is required, however, to help us establish the generalizability of these results and understand what is changing during treatment.
Readers should be aware that the methods used in the current review allowed for broad comparisons only. Lack of statistically significant differences between specific measures does not mean that equivalence has been established. Direct comparisons of measures that used the same sample would provide comparisons substantially more precise than those provided in the current review.
The analysis of design features explained only a small percentage of the variability across studies. Studies that used fixed follow-up periods found stronger effects among the Static-99 studies, but the same pattern was not observed for the full set of findings. Among the full set of findings, studies with high rater reliability had larger effects sizes than did studies with low rater reliability; however, the same pattern was not observed for the Static-99 studies. In the complete data set, studies that reported the amount of missing data had stronger effect sizes than did studies that did not report the amount of missing data; perplexingly enough, the amount of missing data was not associated with the accuracy of the Static-99 findings and was positively related to effect sizes in the full data set.
Although the psychometric quality of the assessment data must influence the magnitude of the observed effects, it appears that the design features examined in the current review had relatively little influence compared with the unmeasured features. One interpretation is that the commonly used actuarial instruments are relatively robust, given minor variations in scoring procedures and missing data. Possible design features worth considering in future reviews include (a) variability in the predictor measures (Hanson, 2008) , (b) the quality of the information used in completing the assessment, and (c) whether the assessments were completed by researchers or by applied evaluators as part of their routine duties.
In the current review, published studies yielded stronger results than did unpublished studies. Although this may be another example of publication bias, it is also possible that the published studies had better control over extraneous variables. Publication bias would be expected to have made relatively little contribution to the overall findings of the current review, given that most of the studies (63%) were unpublished.
The observation of relatively high predictive accuracy in the U.K. studies is consistent with the United Kingdom's long-term commitment to maintaining comprehensive national criminal history records. Increased reliability of the criminal history records should translate into larger findings in the validity studies. In comparison with the United Kingdom, Canada and the United States have higher rates of recent immigration, and this fact increases the probability of failing to detect offenses committed in other countries. Långström (2004) found that the Static-99 predicted recidivism among Nordic and non-Nordic Europeans but failed to significantly predict recidivism among the African/Asian offenders in a Swedish national sample. The extent to which the differences in predictive accuracy are due to missing records or to real social-cultural differences remains to be explored. Regardless of the source, the observation of jurisdictional differences in predictive accuracy suggests that all countries should conduct local validity studies prior to routine implementation of measures developed in other jurisdictions (e.g., .
One limitation of the current review is that it examined the accuracy to which the assessments ranked the relative risk of offenders but did not address the ability of the assessments to predict absolute recidivism rates. In many applied contexts, however, it is important to know whether the offenders' probability of recidivism exceeds some preestablished threshold (see Doren, 2004a; Mossman, 2006) . Establishing reliable estimates of the absolute ("real") recidivism rates is difficult because many offenses are undetected, and it is plausible that the recidivism rates will change across cohorts and jurisdictions. It is possible, for example, that the changes in sexual values from the 1970s to 2010 could influence both the probability of recidivism (Minnesota Department of Corrections, 2007) and the likelihood that abusive sexual behavior would be reported as a crime (Todd, 2006) . Given its genesis in data, the empirical actuarial approach will ultimately provide the best estimates of absolute risk. To date, those involved in the development of structured professional guidelines have not even attempted to specify absolute risk levels; instead, they have restricted themselves to relative risk defined in broad categories (e.g., "low," "moderate," "high"; Hart et al., 2003) .
Although the effect sizes for most of the measures were moderate to large by conventional standards (Cohen, 1988; Rice & Harris, 2005) , there are no direct procedures for translating the observed effect sizes into statements concerning the normative value or utility of specific measures (e.g., is a d value of 0.67 for the Static-99 poor, acceptable, good, or excellent?). The utility of a measure with any specific d value would vary depending on the purpose for which it is used. For decisions concerning allocation of scarce resources to priority cases (e.g., duration of treatment, intensity of community supervision), a rational policy would involve use of measures that balance the cost of administration with the measures' ability to discriminate between recidivists and nonrecidivists (i.e., large d values). However, even with a large d value, a measure may have limited utility for decisions concerning whether or not offenders meet some predetermined threshold of absolute risk. When the base rate is substantially different from the decision threshold, it is quite possible for the recidivists to have much higher scores than the nonrecidivists but for none of the offenders with high scores to exceed the decision threshold.
Implications for Applied Assessment
Given the weight of evidence in support of actuarial risk tools, we believe that they should be a major consideration in the evaluation of recidivism risk potential for sexual offenders. At this point, it is hard for evaluators to justify the use of unguided clinical opinion except for cases that fall outside the sampling frame of the existing actuarial measures (e.g., predicting sexual recidivism among adolescent female sexual offenders).
Evaluators have a number of measures to choose from depending on the offender, the goal of the assessments, and the information and resources available. The ideal measure would have the largest relationship to recidivism, the smallest confidence interval (with the low end of the confidence interval higher than all others), and the least variability across samples (smallest Birge ratio; Hedges, 1994) . By these criteria, no single measure has yet to establish itself as clearly more accurate than other, similar measures.
For the prediction of sexual recidivism, the best supported measures were Static-99 (Hanson & Thornton, 2000) , Static-2002 (Hanson & Thornton, 2003 , MnSOST-R (Epperson et al., 2000) , Risk Matrix-2000 Sex , and adding the items from the SVR-20 (Boer et al., 1997) . For the prediction of violent (including sexual) recidivism, the current findings supported the Violence Risk Appraisal Guide (VRAG; Quinsey et al., 2006) , the SORAG (Quinsey et al., 2006) , the Risk MatrixCombined , the Statistical Index of Recidivism (SIR; Bonta, Harman, Hann, & Cormier, 1996) , and the LSI-R and variants (Andrews et al., 2004) . For the prediction of general recidivism, the best measures were the VRAG, the SORAG, the SIR, and the LSI-R.
An important unresolved question is how to interpret divergent findings from different risk tools. The use of multiple risk tools is common; 79.5% of civil commitment evaluators reported using more than one tool for the same case (Jackson & Hess, 2007) . When the results of the different tools converge, evaluators are justified in having increased confidence in their conclusions (Mills & Kroner, 2006) . However, the results of different risk tools often diverge. Barbaree, Langton, and Peacock (2006), for example, found that less than 5% of their sample was consistently identified as high risk or as low risk across five actuarial risk tools for sexual offenders (VRAG, SORAG, RRASOR, Static-99, MnSOST-R). As yet, no empirically justified method has been established for resolving such divergent results.
One proposed approach is to use only the "best" measure (Seto, 2005) . Until a best measure is empirically established, however, this approach is equivalent to choosing a favorite. Another approach to resolving the divergent results of different empirical actuarial scales is to interpret them on the basis of differences in content (e.g., Doren, 2004b) . The problem with this approach is that it assumes construct validity for items that may have been selected on a purely empirical basis.
The need to resolve the results of conflicting actuarial risk tools should motivate the development of new and better actuarial tools. In these new tools, variables associated with recidivism would be incorporated into psychometrically sound measures of psychologically meaningful constructs, and the tools would include a comprehensive set of factors responsible for the persistence of sexual crime. Until such a measure has been established, evaluators will need to rely on their professional judgment when they consider which measures to use and how to interpret the results for a particular case. Unpublished raw data. Bonta, J., Harman, W. G., Hann, R. G., & Cormier, R. B. (1996) . Prediction of recidivism among federally sentenced offenders: A re-validation of the SIR (Statistical Information on Recidivism) Scale. Canadian Journal of Criminology, 38, 61-79. Bonta, J., Law, M., & Hanson, R. K. (1998) SB 890 (Seymour, 1985) . Pinole, CA: Author. *Craig, L. A., Beech, A. R., & Browne, K. D. (2006) Law and Human Behavior, 28, 235-251. *Dix, G. E. (1976) . Differential processing of abnormal sex offenders:
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