Abstract-We have experimentally studied the diffused electron clouds formed by X-ray photons interacting within the undepleted bulk of silicon beneath the depleted region of an X-ray CCD. Usually, such events are spread over multiple pixels and are often rejected in data analysis because of incomplete charge collection in the undepleted bulk. Unusual CCD clocking mode where every 100 sequential rows were summed in the serial register allowed us to reduce the charge distribution to a one-dimensional (1-D) representation without losing any information, resulting in a dramatically simplified analysis and improved signal/noise ratio.
X
-RAY CCDs fabricated on high resistivity substrates have become powerful tools for X-ray imaging and spectroscopy, especially in high-energy astrophysics. X-ray photons interacting with the silicon lattice generate secondary electron clouds with the number of electrons in the cloud being proportional to the photon energy. Once collected into the potential well of the CCD, these electrons are later transferred to the output node and converted into the voltage signal. Since the output signal is proportional to the energy of the X-ray photon, the device is capable of determining the spectral composition of the incident flux on photon-by-photon basis.
Typically, X-ray CCDs have a few tens of microns of depleted layer beneath the buried transfer channel. Below this depletion region lies a layer of undepleted, electrically neutral silicon. The devices we analyze in this paper have an additional depleted layer at the back side of the wafer formed by reverse-biasing a p-n junction formed during the gettering process. This depleted layer acts as a sink for electrons generated in the undepleted bulk and helps to reduce the amount of background charge generated by high energy particles in the space environment for a satellite- borne system. The cross section of our device, fabricated on a bulk high resistivity substrate, is shown schematically in Fig. 1 . In this paper, we do not consider other varieties of X-ray CCDs, such as devices fabricated on the epitaxial wafers.
Only the electron clouds formed inside the depleted silicon beneath the potential wells are fully collected-thus, the choice of a very high resistivity material allows for a deeply depleted region. The electrons in the clouds formed in the undepleted bulk diffuse in all directions with some fraction of them being lost to the absorptive boundary created by the depleted layer on the back side of the wafer. For such events the signal electrons are also spread over many adjacent pixels due to the diffusion process. In X-ray spectroscopic measurements these events are usually considered useless and are discarded during subsequent data analysis, since the incomplete charge collection and spread of the signal over many pixels causes the total noise for such events to be unacceptably large.
To establish a criterion for event acceptance, a complete understanding of the event shape is important. Events from the undepleted bulk occupy a disproportionately large fraction of the surface area of the device. Each such event spreads over many pixels, in contrast to the depletion region events which are generally confined to one or two pixels (a small fraction of them being three and four-pixel events, generated when the photon interacts close to the corner of the pixel). As a result the probability of having a second photon land in the pixel which has already accumulated some signal charge from a previous photon (so-called "pile-up") is many times higher for the events from the undepleted bulk. Hence, detailed study of the pile-up phenomenon requires an accurate model of the events coming from the undepleted bulk. Furthermore, reliably discriminating these events from the ones generated in the depleted region requires a good model. Finally and most importantly, we demonstrate in this paper that with proper analysis such events can in fact be used for spectroscopic purposes.
A number of papers have reported theoretical studies of the charge diffusion process and the manner in which it governs the charge partitioning between CCD pixels for events originating in undepleted bulk silicon [1] - [4] . In [1] , [2] , and [4] , the diffusion equation has been solved analytically; a thorough overview of theoretical results was published recently by Pavlov and Nousek [4] .
By contrast, little work has been done on the experimentally verifying the proposed theoretical solutions. Results from indirectly comparing the diffusion model with experimental data have been published, for instance, in [5] and [6] , where the measured shape of the CCD response to the monochromatic X-ray illumination was compared with a simulation. However, with those approaches, it is extremely difficult to separate diffusion effects from the numerous other mechanisms which determine the X-ray response function of the device.
To our knowledge, no one has yet attempted to directly measure the charge distribution at the end stage of the diffusion process. The likely reason that such work has not previously been attempted is the difficulty of accurately studying charge clouds which are spread over numerous pixels. Because of this spread and the associated charge loss, the signal in any particular pixel is weak (one has to keep in mind that for soft X-rays the total amount of charge generated by one photon is on the order of one thousand electrons). Even for devices with excellent signal/noise output structure the signal is not high enough to reliably analyze the spatial distribution of charge.
In this paper, we describe a new approach where the two-dimensional (2-D) charge distribution is reduced to a one-dimensional (1-D) distribution without any loss of information. Our technique significantly improves the signal/noise ratio and dramatically simplifies the analysis. Such an analysis has allowed us to determine how far from the surface the charge cloud formed, to establish the charge loss due to diffusion and, for the first time, to measure the final shape of the cloud at the time the charge is collected into the CCD potential wells. Furthermore, we have compared the cloud shapes to theoretical model and found them to be in good agreement with it.
II. DEVICE DESCRIPTION, EVENT DETECTION AND PROCESSING
The device used in this study is a 2048 4096 three polysilicon three phase CCID-20 developed at MIT Lincoln Laboratory (see detailed description in [7] ). It is a frame transfer device fabricated on a high-resistivity p-type substrate (approximately 5000 cm). The pixel size is 15 15 m and the devices are manufactured on 675 m thick silicon wafers. A p-n junction on the back side of the wafer formed during the gettering process was reverse biased, depleting approximately 100 m of silicon at the back side (see Fig. 1 ). The depleted layer acts as a sink for electrons entering the region from the undepleted bulk, an important consideration in establishing a totally absorptive boundary condition for solving the diffusion equation (discussed in Section IV-B).
In the experiments described below the device was illuminated by an radioactive source emitting characteristic X-ray lines corresponding to Manganese and lines. The CCD was clocked in an unusual manner. Both image and frame store sections were run continuously without stopping, transferring charge down into the horizontal shift register. Instead of the usual read out after each parallel shift, the horizontal shift register was emptied only once per 100 parallel transfers. In this mode the signal charge in each column from the 100 sequential rows is summed into one pixel of the serial register. At the operating temperature of 120 C, the dark current is extremely low and does not contribute to the signal.
The depletion depth of the device is about 30 m (measured by the technique described in [8] ). Numerical simulations of the device structure suggest that for CCDs with the depletion depth exceeding the pixel size a depleted-undepleted boundary is a flat surface; the gate voltage variations do not propagate through the depleted layer. Thus, the diffusion of charge in the undepleted bulk is a process with cylindrical symmetry and the distribution of electrons reaching the plane separating the depleted and undepleted bulk is circular. The characteristic diameter of such a circle can vary depending on the depth of the photon interaction and on the energy of the photon (or, rather, the number of electron-hole pairs created) from tenths of a micron to hundreds of microns. With a pixel size of 15 m, the signal can be spread over tens of pixels. Since readout noise is present in every pixel, the total noise is so large that it renders such events useless in most X-ray applications. With the 100-row-sum clocking mode described above, the 2-D circle is squeezed vertically into a 1-D line of pixels, thus reducing the number of pixels with signal charge by approximately a factor of , where is the number of pixels containing signal charge in a standard 2-D readout mode. The total readout noise (proportional to the , where is the number of pixels with signal charge) is reduced accordingly because this transformation occurs before the readout noise is added. No information about the charge distribution is lost because the original 2-D distribution has radial symmetry. An event-finding algorithm (we define an "event" to be a group of adjacent pixels with signal above some predefined threshold) was implemented as follows: In each frame the median value of each column is subtracted from each pixel in that column, thereby bias-correcting the column (calculating the median eliminates the bias error due to the relatively small number of pixels containing signal charge). Then the local maxima in each row are found for the groups of pixels exceeding threshold, which is set to a level that equals three times the readout noise value.
In addition we established a set of rules to determine which events can be meaningfully analyzed: Events falling close to the edge of the detector are rejected; If there is an overlap between two events, indicating pile-up, both events are rejected; Vertically split events which have signal in two adjacent rows are also rejected, such events can be produced either by two different photons (pile-up) or by a charge cloud formed close to the boundary of two 100 row pixels.
For every event a Gaussian is fit to the distribution of charge along the row. The full width at half maximum (FWHM, denoted hereafter as ) of the Gaussian and the total charge in all the pixels related to the event can characterize both the depth in the neutral bulk at which an event happened and the total charge in the original electron cloud. This relation becomes especially clear when one looks at the scatter plot shown on Fig. 2 . In this plot, each dot represents an event, with the -axis being the event's width and the -axis being the total signal in all the pixels of the event. Two reliably resolved emission lines of the illuminating X-ray source ( and at 5.89 and 6.4 keV) can be seen in the data. Broad events come from the deeper regions of the undepleted bulk of the CCD; such events lose more charge to the back side junction as well as to side pixels when the signal falls below the threshold and cannot be detected. Thus, the total signal decreases for greater widths in Fig. 2 . The events at the very left of the plot, clumped together into the dense spots, correspond to the electron clouds formed in the depleted region of the CCD, where the entire electron packet is collected with no loss. Such events are very narrow, being just one or two pixels wide. In fact, Gaussian fitting can be problematic for them, but their widths are not used in the subsequent analysis and therefore the quality of the Gaussian fit is not critical for such events. The total amount of charge can be easily calculated for these events using well-established conversion coefficient for X-rays in silicon of 3.65 eV/electron. Therefore, the narrow width events serve as reference points which allow us to accurately determine the device output gain.
All the events were sorted and binned based on the value of their widths. The bin size was set to pixels. For each of the bins a histogram of the total signal was produced. A typical example of such a histogram is shown in Fig. 3 . It has two peaks which correspond to the two emission lines of the source. A double Gaussian was fit to the histograms for each bin, with each Gaussian representing one of the two emission lines. For the bins corresponding to events with larger widths the peaks in the histogram become broader and the peak centers are shifted to lower energy (smaller signal level). Our analysis was limited to pixels because the number of events becomes too small for larger widths.
For a given photon energy, a wider cloud means that the interaction occurred deeper in the bulk and fewer electrons were collected into the potential wells of the CCD. Because of this effect, the Gaussian centroid (which measures how many electrons were collected) can characterize the depth of the interaction site. A plot of the Gaussian centroids for each of the two emission lines as a function of the event width is shown on Fig. 4 . In a sense, Fig. 4 is a cleaned version of Fig. 2 , reflecting the removal of the noise of individual events by means of statistical analysis of a large number of samples. The error in the centroid determination increases with increasing width, as the number of photon interactions declines with the interaction depth in the bulk silicon. The signal noise also becomes larger for the broader events, making it more difficult to separate the two peaks in the histogram. The clear separation of the characteristic X-ray lines for the events in the undepleted silicon shown in Fig. 2 has an important consequence: it means that it is possible to use such events for spectroscopic analysis. Qualitatively, every energy of an X-ray photon corresponds to a certain curve on the FWHM-versus-signal plane (these are the coordinates of the plots on Figs. 2 and 4) . Once the width of the charge cloud and the total signal in all the event-related pixels are measured, the coordinates on this plane are determined, thus defining a single curve corresponding to the X-ray photon energy that produced the event. The calculations of the energy of the event require a model of the charge cloud parameters after completion of the diffusion process. Such a model is discussed below in the Section IV-B. Of course, the accuracy of the energy determination degrades for deeper events, for which the signal charge is spread over many pixels, leading to a lower signal/noise ratio for such events. Inclusion of the events from the undepleted bulk can significantly increase the quantum efficiency of a CCD in X-ray spectroscopy applications. It is demonstrated in the next section that we have been able to analyze events formed as deep as 90 m away from the surface, while conventional analysis discards events formed below the depletion region (30 m). Even larger interaction depths (and correspondingly larger quantum efficiencies) can be achieved for photons of higher energy.
III. CONVERSION TO DEPTH IN SILICON AND DEPLETION DEPTH DETERMINATION
Using the signal histograms calculated in the last section, we can determine the total number of events for each width range for both the and the characteristic line energies (Fig. 5,  left) . Combining this result with the absorption law (i.e., the number of photons interacting with the material decays exponentially with the depth in the silicon), it is possible to convert the width scale into the depth in silicon.
If is a characteristic absorption length at a given energy ( is a function of energy), one can write (1) where is the depth into the silicon, is the number of events which originated at depth and is a normalization factor. Values of the characteristic absorption length in silicon for both lines are known; we used m and m, calculated based on the data from Henke [9] . The ordinate in the left plot on Fig. 5 , is the number of events occurring in a given width range, in other words it can be used as an approximation for . We find by integrating this up to a given and calculating (2) where and is the total number of events for the given emission line. The result of this conversion to depth for the event width is shown in Fig. 5 , right. The corresponding plot for the total signal is shown in Fig. 6 . For photons the interaction depth of the analyzed events reaches 90 m; the depth of the analyzed events is even greater for higher energy photons. In Fig. 4 , one can see a clear transition at pixels from the depleted region (where the amplitude of the signal remains constant) to the neutral bulk (where absence of electric field leads to charge losses). In the region between the shaded area and the dotted line (see Figs. 4 and 6 ) the signal amplitude drops much more rapidly than in the rest of the plot. The plot of the slope of the signal amplitude as a function of event width shown at the bottom of Fig. 4 clearly demonstrates that electric field behavior here is different from the rest of the depleted bulk. We believe that this region, which is approximately 5 m wide, corresponds to the transitional area from the depleted region to the totally field free area of the electrically neutral silicon. A very weak electric field is present there, but some fraction of the electron cloud diffuses into the field free region and never reaches the potential wells near the surface. This fraction grows rapidly as the initial cloud center is shifted closer to the neutral bulk.
Equation (2) for the line can be used to calculate the depletion depth of the device. As mentioned above, the leftmost flat part of the curve corresponding to the data in Fig. 4 arises from events formed in the depleted region (shaded part of Fig. 4) . The total signal for such events is constant because no charge is lost. The total number of events on the left side of the boundary can be easily counted, thus indicating how many photons interacted inside the depleted region. Since we know the total number of events corresponding to the line, the depletion depth can be expressed using (2) as follows:
Our technique yielded a value of m. The result is close to the one obtained by applying the technique described in [8] . The method described here is intrinsically more accurate since it relies only on the events originating from the line photons. Even in the undepleted bulk they can be reliably separated from the line events, which is not the case with other methods. 
IV. ELECTRON CLOUD SHAPE

A. Experimental Data
The availability of numerous events with similar widths presents a unique opportunity to study the details of the shape of the electron cloud after the completion of the diffusion process. The idea is to average the signal distribution over many events along the coordinate, thus reducing the signal/noise ratio of the individual distributions. A center of a distribution for every event in the ensemble is shifted randomly from the center of a pixel. As a result, statistical averaging allows us to determine a distribution function on a much finer grid then the original pixel-size bins on which the individual distributions are based.
To implement this approach, the following algorithm was applied. All the events were binned into small intervals according to their widths. Further selection was based on the amplitude of the total signal in order to separate events corresponding to different energies. As described in the Section II, each of the two peaks in the signal histogram was fitted with a Gaussian. Only events with signal close to the center of the peak (falling within 30 ADU) were chosen. Thus, two groups of events were formed for each width bin, corresponding to two photon energies. For all the events in each group (at each width), we aligned the centroids of the signal-versus-coordinate distributions and then co-added all the distributions. After normalization to the number of events counted, this produced the cloud shape at each width. As the distribution centroid can be determined with much better accuracy than the pixel size, the averaged distribution is a smooth function with a small sampling step (we use 0.1 pixel steps), while every individual distribution is sampled only once per pixel.
As we have shown in the Section III, the width can be translated into the depth . The resultant curves describing the cloud shape at different depths into device are shown in Fig. 7 for the line.
B. Comparison to Model Predictions
Our theoretical analysis of the electron cloud shape is based on the methodology described by Pavlov and Nousek [4] . We had to modify their solution in order to apply it to our case of the entire charge cloud being squeezed into a single row of pixels. The migration of electrons in the neutral bulk is described by the diffusion equation. The solution which describes the 2-D distribution of charge collected at the depletion layer boundary at the end of the diffusion process is given by [4, Eq. (62) ] (3) Here, is the diffusivity of electrons, is the diffusion length and is the thickness of the field-free region. For the device used in the experiment, m. The coefficients depend on the properties of boundary underneath the field-free region. For the device used in this study, the depleted layer on the back surface of the wafer acts as a sink for electrons. For a totally absorptive boundary like this, each coefficient is unity.
Some additional diffusion will occur as an electron cloud travels through the depleted region into the potential wells in the buried layer near the surface of the device. This is accounted for by folding the formula in (3) with a Gaussian (4) Here, is a mean square radius describing the charge spreading in the depleted layer, is the initial radius of the electron cloud. This integrates to 
The readout mode used in the experiment led to summing of the signal charge along the column direction. In order to reflect this in the analysis we have to integrate charge in the direction: . Inserting , we find
This is a theoretical model with three parameters: , and . It describes the electron cloud shape as a function of the coordinate along the row , at a given depth into the device . Integrating once more over the coordinate one can find the total signal of the event (the measured quantity in the Sections II and III) (8) (9) Fits to the experimental data suggest that the parameter is small (relative to ) and we obtain excellent model fits neglecting . This means that there is not much distortion of the event shape as the charge propagates through the depleted region. In the limit , formula (7) can be simplified to (10) where is a modified Bessel function of the second kind. This expression is calculated much more quickly than (7) . It was used to perform a simultaneous fit to all of the cloud profiles extracted from the experimental data. The results of the fit for the line are shown in Fig. 8 . Only events with pixels were considered. These are the events occurring at depths deeper than the break discussed in Section III (dotted line in Fig. 4) , the truly field free region where the (3)-(10) are applicable. Fig. 8 shows the experimental data at different widths (i.e., different depths into the device), with the best fit Pavlov & Nousek model over-plotted. We use the results of Section III to translate into for the model. Also over-plotted (dash-dotted lines) are the best fit Gaussians. Unlike the Pavlov and Nousek model which was fit simultaneously to all the data corresponding to different depths , the Gaussians were fit individually for every value of . In principle, this could result in better quality fits for the Gaussian model.
Confirming Pavlov and Nousek's conclusion we find that their model tends to be more centrally condensed, has wider wings than Gaussians and is in much better agreement with the experimental data. Their model can effectively reproduce the large non-Gaussian wings we observe. An important result that comes out of fitting the model to the data is the value of the diffusion length for electrons in silicon. Our best fit model has , corresponding to m. It is tempting to interpret this result as a measurement of the physical diffusion length for the electrons. This number is low relative to the value predicted by wafer level photo-voltage measurements and we see two distinct reasons for the discrepancy. Quite likely, there is a reduction of the electron diffusivity due to an interaction with holes. A similar phenomenon is described in [10] . When an X-ray photon generates free carriers, the number of electrons created is equal to the number of holes. Electron and hole clouds are aligned initially, but electron clouds tend to spread faster since the mobility of the electrons is higher. The spatial separation of electrons and holes builds up an electric field between the opposite charges, which slows down the electrons. As a result, the electrons and holes diffuse at the same speed, meaning that the effective diffusivity of the electrons is significantly lower than the diffusivity for electrons alone. This would not be true for the clouds inside the depleted region where electron and hole clouds are immediately separated by the electric field in the region.
The second reason for the discrepancy lies in the details of fitting the model to the data. Though we feel we have obtained a robust estimate of the cloud profiles at each depth into the device, our determination of the normalization of these profiles is not completely accurate. The normalization depends upon the total number of events at each . To associate an event with a , we need to precisely determine the total signal contained within the event. This is an increasingly difficult task at larger , because more signal is being lost as the cloud profile wings fall below threshold.
Thus, our best fit value for the diffusion length is likely to be a lower limit on the actual value. To get an idea for the upper limit, we can fit (9) , which includes the full effect of the wings of the cloud profile, to our data for the total signal versus depth (Fig. 6 ). This yields a value for of 0.85 ( m). In addition, to measure the physical as precisely as possible, we would need to address the degeneracy between the and In Fig. 9 , we display the goodness of fit statistics for the two models discussed above. Both the and models yield fits significantly better than Gaussians for a broad range of FWHMs.
V. CONCLUSIONS
An unusual readout mode whereby every 100 rows are summed in the serial register of the CCD allows us to reduce a 2-D distribution of charge to a 1-D distribution without any loss of information, gaining significantly in signal/noise ratio. As a result it becomes possible to retrieve information about the original photon energy for the electron clouds formed in the neutral bulk underneath the depleted layer. Such an analysis can be used to increase the sensitivity of currently available devices at higher X-ray energies. It also yields an accurate measurement of the depletion depth which is an important parameter for an X-ray CCD.
For the first time the spatial distribution of charge for events formed in the neutral bulk has been measured experimentally and found to be in good agreement with theoretical predictions. The wings of the spatial charge distribution are significantly underestimated if a simple Gaussian model is used.
