Abstract. A crystal growth process involving diffusion in a half-space is studied. Both the diffusion coefficient and the interface reaction term are assumed to depend on a control parameter that is (e.g.) a function of temperature. The thickness of the deposited film after a given time or the time to reach a certain thickness is to be optimized. The full Stefan problem is not considered and the diffusion coefficient is assumed to vary slowly with the parameter.
then C(i0, a) d= Jo" D(tx(x))d(t>(x, x)/8x |x=0 dx is as large as possible for a given t0 or t0 is as small as possible and C(x0, a) > p0 where p0 is a given positive number. The equation (1.1) can be thought of as modeling the growth of a crystal from a solution where <t> is the concentration of growth units, D is the diffusion coefficient and the term A describes the interface kinetics (see e.g. [1] and [8] ). The parameter appearing in D and A can be a function of temperature and the reason for not always using the absolute temperature as a parameter in the formulation of the problem is that we assume that the functions D and A satisfy certain convexity properties that are unreasonable if the parameter used is directly proportional to the temperature. One could for example take A(p, y) = p($ -kp") where p = ky exp( -6 is the absolute temperature, and p represents the reaction constant and kp" the equilibrium concentration. The term C(x0, a) is proportional to the thickness of the deposited film which is assumed to have such a large density, compared to the concentration in the solution, that the full Stefan problem can be neglected.
It is not essential that the diffusion take place on the whole half-line 0 < x < oo. One could just as well consider the interval 0 < x < L or the region outside a cylinder or a sphere (with appropriate symmetry assumptions) because the Green's functions for the boundary-value problems for the diffusion equation in these regions have exactly the same properties as the function (7ir)"1/2 that is used here (i.e. they are completely monotone and behave like ct~112 as t-»0+).
The main difficulties in the argument below are due to the fact that one allows the diffusion coefficient D to depend on the control parameter, but it will be crucial for parts of the proofs that one assume that the derivative of D with respect to the parameter is sufficiently small. There will be no restrictions on the control function a other than that it take values in the interval [a,, a2] , and this may of course also be somewhat unrealistic.
We first consider the problem of maximizing the thickness of the deposited film because the minimum-time problem can then be solved by almost the same argument. . Moreover, the function^ is continuous and can be constructed through an iteration procedure.
The next result involves the problem of finding a function a such thatC(i0, a) > p0 and t0 is as small as possible. Theorem 2. Let p0 > 0, a( < a2, cp0 > 0 and assume that (1.2)-(1.6) hold. If 5 > 0 is sufficiently small, then there exists a unique number r* and measurable function a*: [0, t*] -> [aj, a2] such that C(t$ , a*) > p0 and < t0 for each number r0 and measurable function a: [0, t0]-> [at, a2] satisfying C(t0, a) > p0. Moreover, the function a* is continuous and can be found through an iteration procedure.
The proof of Theorem 2 relies on the fact that the optimal control function a* of Theorem 2 is also the optimal control a,, for the problem in Theorem 1 whent0 is taken to be ij$. To establish Theorems 1 and 2 one reduces the equation (1.1) to an integral equation using the appropriate Green's function. Then one uses some basic ideas from the theory of optimization of integral equations, and not the more specific results that can be found in the literature (see e.g. [6] ).
For other (mainly asymptotic) results on solutions of diffusion equations with emphasis on the boundary terms, see e.g. [5] and [9] where the same approach of studying an integral equation is used. where z(t, x) = <j>(il/(t), x) -cf>0 and fi(t) = a(i//(t)). If we take u(t) = dz(t, x)/dx |x = 0 and
. The quantity C(t0, a) that is to be maximized becomes J J"" u{t) dt where T(/?) is the unique number satisfying
Once one has found the optimal function /?" for this reformulated problem, one obtains the solution of the original one by taking a^(i) = /?",(<?(t)) and J §(t) D^i^t))'1 dt = t. The main difficulties are now of course due to the fact that the upper time limit T(p) depends on p. Before we prove that there exists an optimal control function , we must derive some properties of the function v(t) = 0o ~~ J a(t -s)u(s) ds, t > 0. (2.6) In view of (2.4) and (2.6) we conclude that the function v satisfies the equation
Below we denote the partial derivatives of e.g. A and B with respect to their first and second variables by the subindices 1 and 2 respectively. 
then the solution v of (2.7) can be written in the form 'r(t, s)y(Ms)) ds, t e [0, tj (2.9)
Since a is completely monotone and h is nonnegative, it follows that r(t, s) > 0 and Jo r(t, s) ds < By (2.11), (2.12) and (2.13) we know that
Since vn(t) < y(a2) and j3"(f) < oc2 it follows that B{i2 , vn(t)) < B((in(t), v"(t)) = u"(t) because B(a2, y"(f)) < 0 and if B(j8"(f), u"(f)) < 0, then (1.4) and (1. It is straightforward to check that u(e, t) is differentiable with respect to e and that the derivative at £ = 0, which we denote by w(t), satisfies the equation
Using the fact that is the solution of (2.19), we easily check that We must show that p, = p0. If £>' s 0, then the value of pt is of no consequence and therefore we can assume that D' is strictly positive. If has a Lebesgue point t0 in (0, TJ such that /?"(t0) e int(/), then we can find a nonnegative function tj0 not equal to 0 a.e. and such that we can take the function r\ above to be both +ri0 and -1]0. Hence it follows from (2.25) and (2.26) that p0 = Pi as the maximum of the function A( ■ , VJ is achieved only at the point p0 (see (1.5) ). If such a Lebesgue point does not exist, then fijf) e {au a2} for a.e. We proceed to show how one can find the optimal function ^ by solving Eqs. (2.18) and (2.19). Since we will use the Banach fixed-point theorem we get uniqueness as a side result, but we must assume that D' is sufficiently small and this hypothesis has not been used so far. First we establish some auxiliary results. The fact that a is locally integrable, positive and nonincreasing with log(a) convex implies that R is nonincreasing and positive on [0, oo) (see [2] ). We are going to show that we can take Q = R(TM) or equivalently that w(t) =f z(£) -R(T -t) is nonnegative. By (2.29) and (2.31) we know that w satisfies the equation
w{s)h(s)a{s -t) ds = R(T -s)(c -h(s))a(s -t) ds, t e [0, T], (2.32)
Let p{t, s) denote the solution of the equation
To show that such a solution exists one can use the argument in [4] . Proof. Let P0 be the function defined in exactly the same manner as P, except that we do not make the restriction that the supremum be taken over the interval I. We may extend A and D in a suitable manner so that we always have a unique maximum and the concavity assumptions in (1.2) and (1.5) hold on the interval where the maximum will be found. It is clear that we must have P(y, z, to) = max{a1; min{a2, P0(y, z, co)}}.
Therefore it is sufficient to show that P0 is continuously differentiable with respect to all of its three variables and that the absolute value of the derivative with respect to the last two variables are bounded by suppe/ D'(p) in the case when P0(z, y, co) e I. It is an obvious consequence of (1.3) and (1. To simplify the notation we choose the constant c5 to be such that (2.37), and (2.44) hold and the first one of these relations is If we know that q is absolutely continuous when we solve HT(v) =f w from (2.35), then we deduce that w is absolutely continuous too and we have w'(r) + B(P(co(0), tiT), q(0)), w(0))a(t) If we assume that (2.42) holds, then it is a consequence of this inequality and (2.40) that there exists a constant c10 such that I vv'(f) | ^ c10(l + <5(cg + l)c9)(rl'2 + (T -ty1'2), a.e. t e (0, t). (2.45)
Since the fixed point vT is found by iteration, we conclude from (2.41) and (2.45) that if Sc9c10 < 1, then every function in the iteration sequence is absolutely continuous and satisfies an inequality of the form (2.41) with c8 = (c10 + 1X1 -<5c9c10)_1), and therefore the same is true for the limit function vT. The second part of the claim (2.36) follows from (2.42 ). This completes the proof of Lemma 6.
Next we consider the following mapping: given T e [Tm, TM], we can by Lemma 6 find the unique solution vT and qT of the system (2.34), (2.35) and extend these functions as Vj{t) = vt(T), qT(t) = q-AT), t > T. We take (iT(t) = Piv^t), v-^T), q-^t)) and then we determine K(T) from the condition Jo<r) D(Pi{t))~ldt = t0 . Thus K(T) is a well-defined number in the interval [Tm, TM], If we can show that K is a contraction, then by the Banach fixed-point theorem it has a unique fixed point T0 and one deduces from Lemmas 2, 3, 5 and 6 and (2.33H2.35) that T0 = T(^^), /}To = /?", vTo = vt, qTo = qM and that the optimal function is unique and continuous. where T(/?r) is defined in (2.5) (with t0 replaced by t) and ux = G(/?r 
Jo
Since /?r2 is optimal we get a contradiction by taking ^(t) = /ST1(t), t e [0, T(f}xJ] and /?(t) = a,, t > T{/?tl) so that if u = G(/?), then u(t) = uT1(t), t e [0, T()3ri)] and u(t) > 0 otherwise. The continuity of the function appearing in (3.1) is established by a similar argument that uses the fact that the functions u = G(p) are bounded independently of /?. Since (3.1) holds we can find the smallest number t* e [tm, tm] such that fo(P'*>uT*(0 dt = p0. We define fi* = and we claim that /?* is the desired optimal control. Suppose that this is not the case, but that there exists another measurable function fi taking its values in the interval I such that for some number T > 0 r u(r) dt > p0 and r D{P(t))~l dt< t* o where u = G(/?). If we define fi(t) = cty, t > T, then u(t) >0, t > T and we see that the function /} gives the optimal solution for the problem in Theorem 1 when t0 = t* because T(p) > T. Since we established the uniqueness of the solution in Theorem 1 we have P = (3*. This completes the proof of Theorem 2.
