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The aim of this article is to introduce and study the notion of lacunary ideal convergence
in intuitionistic fuzzy normed linear spaces as a variant of the notion of ideal convergence.
Also, a new concept, called lacunary convergence, is introduced. Using these two notions,
lacunary I-limit points and lacunary I-cluster points have been defined and the relation
between them has been established. Characterization for lacunary ideal convergence
preserving linear operators has been given. Furthermore, the notions of lacunary Cauchy
and lacunary I-Cauchy sequences are introduced and studied.
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1. Introduction
Since the introduction of the notion of statistical convergence for sequences of real numbers by Steinhaus [1] and
Fast [2] independently, the theory has been investigated and developed by several authors [3–5]. Applications of statistical
convergence in the study of number theory and mathematical analysis can be found in [6,7]. There has been an effort
to introduce several generalizations and variants of statistical convergence in different spaces. One such very important
generalization of this notionwas introduced by Kostyrko et al. [8] by using an ideal I of subsets of the set of natural numbers,
which they called I-convergence. Another important variant of statistical convergence is the notion of lacunary statistical
convergence introduced by Fridy and Orhan [9].
Following the introduction of fuzzy set theory by Zadeh [10], there has been extensive research to find applications
and fuzzy analogues of the classical theories. Fuzzy logic has become an important area of research in various branches of
mathematics such as metric and topological spaces [11–13], theory of functions [14,15], and approximation theory [16].
Fuzzy set theory has also found applications for modeling uncertainty and vagueness in various fields of science and
engineering, such as computer programming [17], nonlinear dynamical systems [18], population dynamics [19], control
of chaos [20], and quantum physics [21]. The theory of intuitionistic fuzzy sets was introduced by Atanassov [22]; it has
been extensively used in decision-making problems [23] and in E-infinity theory of high-energy physics [24]. The concept
of an intuitionistic fuzzy metric space was introduced by Park [25]. Furthermore, Saadati and Park [26] gave the notion of
an intuitionistic fuzzy normed space. Some works related to the convergence of sequences in several normed linear spaces
in a fuzzy setting can be found in [27–29].
The notion of lacunary ideal convergence has not been studied previously in the setting of fuzzy normed linear spaces.
Motivated by this fact, in this paper, as a variant of I-convergence, the notions of lacunary ideal convergence and lacunary
convergence are introduced in an intuitionistic fuzzy normed linear space and some important results are established.
Lacunary I-limit points and lacunary I-cluster points have been defined and the relation between them has been found.
Finally, the notions of lacunary Cauchy and lacunary I-Cauchy sequences are introduced and studied.
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Throughout the paper, N will denote the set of all natural numbers. First we collect some basic definitions used in the
paper.
Definition 1.1 ([26]). The 5-tuple (X, µ, ν, ∗, ◦) is said to be an intuitionistic fuzzy normed linear space (in short, IFNLS) if
X is a linear space, ∗ is a continuous t-norm, ◦ is a continuous t-conorm, andµ and ν are fuzzy sets on X× (0,∞) satisfying
the following conditions for every x, y ∈ X and s, t > 0:
(a) µ(x, t)+ ν(x, t) ≤ 1,
(b) µ(x, t) > 0,
(c) µ(x, t) = 1 if and only if x = 0,
(d) µ(αx, t) = µ(x, t|α| ) for each α ≠ 0,
(e) µ(x, t) ∗ µ(y, s) ≤ µ(x+ y, t + s),
(f) µ(x, t) : (0,∞)→ [0, 1] is continuous in t ,
(g) limt→∞ µ(x, t) = 1 and limt→0 µ(x, t) = 0,
(h) ν(x, t) < 1,
(i) ν(x, t) = 0 if and only if x = 0,
(j) ν(αx, t) = ν(x, t|α| ) for each α ≠ 0,
(k) ν(x, t) ◦ ν(y, s) ≥ ν(x+ y, t + s),
(l) ν(x, t) : (0,∞)→ [0, 1] is continuous in t ,
(m)limt→∞ ν(x, t) = 0 and limt→0 ν(x, t) = 1.
In this case (µ, ν) is called an intuitionistic fuzzy norm.
Remark 1.1. Hosseini et al. [30] have given a more complete definition of an intuitionistic fuzzy normed space. The results
of this paper can be investigated as a more general case in this new setting. However, the present definition eases up the
computational aspects.
Definition 1.2 ([26]). Let (X, µ, ν, ∗, ◦) be an IFNLS. A sequence x = {xk} in X is said to be convergent to L ∈ X with respect
to the intuitionistic fuzzy norm (µ, ν) if, for every ϵ ∈ (0, 1) and t > 0, there exists k0 ∈ N such that µ(xk − L, t) > 1− ϵ
and ν(xk − L, t) < ϵ for all k ≥ k0. It is denoted by (µ, ν)− lim x = L.
Definition 1.3 ([26]). Let (X, µ, ν, ∗, ◦) be an IFNLS. A sequence x = {xk} in X is said to be a Cauchy sequence with respect
to the intuitionistic fuzzy norm (µ, ν) if, for every ϵ ∈ (0, 1) and t > 0, there exists k0 ∈ N such thatµ(xk − xm, t) > 1− ϵ
and ν(xk − xm, t) < ϵ for all k,m ≥ k0.
Definition 1.4 ([26]). Let (X, µ, ν, ∗, ◦) be an IFNLS. For t > 0, the open ball B(x, r, t)with center x ∈ X and radius r ∈ (0, 1)
is defined as
B(x, r, t) = {y ∈ X : µ(x− y, t) > 1− r and ν(x− y, t) < r}.
Definition 1.5. Let (X, µ, ν, ∗, ◦) be an IFNLS. A subset F of X is said to be closed if any sequence {xk} in X converging to
some x ∈ X with respect to the intuitionistic fuzzy norm (µ, ν) implies that x ∈ F .
A subset Y of X is said to be the closure of A ⊂ X if, for any x ∈ Y , there exists a sequence {xk} in A converging to x with
respect to the intuitionistic fuzzy norm (µ, ν). We denote the set Y by A.
Definition 1.6 ([8]). If X is a non-empty set, then a family of sets I ⊂ P(X) is called an ideal in X if and only if
(a) φ ∈ I ,
(b) A, B ∈ I implies that A ∪ B ∈ I , and
(c) for each A ∈ I and B ⊂ Awe have B ∈ I ,
where P(X) is the power set of X .
Definition 1.7 ([8]). If X is a non-empty set, then a non-empty family of sets F ⊂ P(X) is called a filter on X if and only if
(a) φ ∉ F ,
(b) A, B ∈ F implies that A ∩ B ∈ F , and
(c) for each A ∈ F and B ⊃ Awe have B ∈ F .
An ideal I is called non-trivial if I ≠ φ and X ∉ I . A non-trivial ideal I ⊂ P(X) is called an admissible ideal in X if and only if
it contains all singletons, i.e., if it contains {{x} : x ∈ X}.
A relation between the notions of an ideal and a filter is given by the following proposition.
Proposition 1.1. Let I ⊂ P(X) be a non-trivial ideal. Then the class F = F(I) = {M ⊂ N : M = X \ A, for some A ∈ I} is a
filter on X. F = F(I) is called the filter associated with the ideal I.
Definition 1.8 ([9]). A lacunary sequence is an increasing integer sequence θ = {kr} such that k0 = 0 and hr = kr−kr−1 →
∞ as r →∞. The intervals determined by θ will be denoted by Jr = (kr−1, kr ].
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Definition 1.9 ([31]). Let I ⊂ P(N) be a non-trivial ideal. A sequence x = {xk} of numbers is said to be lacunary I-convergent
to a number L if, for every ϵ > 0,
r ∈ N : 1
hr

k∈Jr
|xk − L| ≥ ϵ

∈ I.
In this case, we write Iθ − lim x = L.
In this paper, hereafter we shall denote by I and θ an admissible ideal of subsets of N and a lacunary sequence,
respectively, unless otherwise stated.
2. Lacunary ideal convergence in an IFNLS
We now obtain our main results.
Definition 2.1. Let I ⊂ P(N), and let (X, µ, ν, ∗, ◦) be an IFNLS. A sequence x = {xk} in X is said to be lacunary I-convergent
to L ∈ X with respect to the intuitionistic fuzzy norm (µ, ν) if, for every ϵ ∈ (0, 1) and t > 0, the set
r ∈ N : 1
hr

k∈Jr
µ(xk − L, t) ≤ 1− ϵ or 1hr

k∈Jr
ν(xk − L, t) ≥ ϵ

∈ I.
L is called the lacunary I-limit of the sequence x = {xk}, and we write I(µ,ν)θ − lim x = L.
The following is a simple example of a lacunary I-convergent sequence in an IFNLS.
Example 2.1. Let (R, | · |) denote the space of real numbers with the usual norm, and let a∗b = ab and a◦b = min{a+b, 1}
for all a, b ∈ [0, 1]. For all x ∈ R and every t > 0, consider µ(x, t) = tt+|x| and ν(x, t) = |x|t+|x| . Then (R, µ, ν, ∗, ◦) is an
IFNLS. If we take I = {A ⊂ N : δ(A) = 0}, where δ(A) denotes the natural density of the set A, then I is a non-trivial
admissible ideal. Define a sequence x = {xk}whose terms are given by
xk =

1, if k = i2(i ∈ N)
0, otherwise.
Then, for every ϵ ∈ (0, 1) and for any t > 0, the set
K(ϵ, t) =

r ∈ N : 1
hr

k∈Jr
µ(xk, t) ≤ 1− ϵ or 1hr

k∈Jr
ν(xk, t) ≥ ϵ

will be a finite set. Hence, δ(K(ϵ, t)) = 0, and consequently K(ϵ, t) ∈ I , i.e., I(µ,ν)θ − lim x = 0.
Lemma 2.1. Let (X, µ, ν, ∗, ◦) be an IFNLS, and let x = {xk} be a sequence in X. Then, for every ϵ > 0 and t > 0, the following
statements are equivalent.
(a) I(µ,ν)θ − lim xk = L,
(b) {r ∈ N : 1hr

k∈Jr µ(xk − L, t) ≤ 1− ϵ} ∈ I and {r ∈ N : 1hr

k∈Jr ν(xk − L, t) ≥ ϵ} ∈ I ,
(c) {r ∈ N : 1hr

k∈Jr µ(xk − L, t) > 1− ϵ and 1hr

k∈Jr ν(xk − L, t) < ϵ} ∈ F(I),
(d) {r ∈ N : 1hr

k∈Jr µ(xk − L, t) > 1− ϵ} ∈ F(I) and {r ∈ N : 1hr

k∈Jr ν(xk − L, t) < ϵ} ∈ F(I), and
(e) Iθ − limµ(xk − L, t) = 1 and Iθ − lim ν(xk − L, t) = 0.
Theorem 2.1. Let (X, µ, ν, ∗, ◦) be an IFNLS. If a sequence x = {xk} in X is lacunary I-convergentwith respect to the intuitionistic
fuzzy norm (µ, ν), then I(µ,ν)θ − lim x is unique.
Proof. Suppose that I(µ,ν)θ − lim x = L1 and I(µ,ν)θ − lim x = L2. Given ϵ ∈ (0, 1), choose γ ∈ (0, 1) such that (1 − γ ) ∗
(1− γ ) > 1− ϵ and γ ◦ γ < ϵ. Then, for any t > 0, define the following sets:
Kµ,1(γ , t) =

r ∈ N : 1
hr

k∈Jr
µ

xk − L1, t2

≤ 1− γ

,
Kµ,2(γ , t) =

r ∈ N : 1
hr

k∈Jr
µ

xk − L2, t2

≤ 1− γ

,
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Kν,1(γ , t) =

r ∈ N : 1
hr

k∈Jr
ν

xk − L1, t2

≥ γ

,
Kν,2(γ , t) =

r ∈ N : 1
hr

k∈Jr
ν

xk − L2, t2

≥ γ

.
Since I(µ,ν)θ − lim x = L1, using Lemma 2.1, we have Kµ,1(γ , t) ∈ I and Kν,1(γ , t) ∈ I for all t > 0. Also, using
I(µ,ν)θ − lim x = L2, we get Kµ,2(γ , t) ∈ I and Kν,2(γ , t) ∈ I for all t > 0.
Now, let Kµ,ν(γ , t) = (Kµ,1(γ , t) ∪ Kµ,2(γ , t)) ∩ (Kν,1(γ , t) ∪ Kν,2(γ , t)). Then Kµ,ν(γ , t) ∈ I . This implies that its
complement K Cµ,ν(γ , t) is a non-empty set in F(I). Now, if r ∈ K Cµ,ν(γ , t), first, let us consider the case r ∈ (K Cµ,1(γ , t) ∩
K Cµ,2(γ , t)). Then, we have
1
hr

k∈Jr
µ

xk − L1, t2

> 1− γ and 1
hr

k∈Jr
µ

xk − L2, t2

> 1− γ .
Now, clearly, we will get a p ∈ N such that
µ

xp − L1, t2

>
1
hr

k∈Jr
µ

xk − L1, t2

> 1− γ
and µ

xp − L2, t2

>
1
hr

k∈Jr
µ

xk − L2, t2

> 1− γ
(e.g., consider max{µ(xk − L1, t2 ), µ(xk − L2, t2 ) : k ∈ Jr} and choose that k as p for which the maximum occurs).
Then, we have
µ(L1 − L2, t) ≥ µ

xp − L1, t2

∗ µ

xp − L2, t2

> (1− γ ) ∗ (1− γ )
> 1− ϵ.
Since ϵ > 0 is arbitrary, we have µ(L1 − L2, t) = 1 for all t > 0, which implies that L1 = L2.
On the other hand, if r ∈ (K Cν,1(r, t) ∩ K Cν,2(r, t)), then, using a similar technique, it can be proved that
ν(L1 − L2, t) < ϵ,
for all t > 0 and arbitrary ϵ > 0, and thus L1 = L2. Therefore, we conclude that I(µ,ν)θ − lim x is unique. 
3. I (µ,ν)θ -convergence preserving linear operators
Definition 3.1. Let (X, µ, ν, ∗, ◦) be an IFNLS. A mapping T : X → X is said to be continuous at z0 ∈ X with respect to the
intuitionistic fuzzy norm (µ, ν) if, for each ϵ > 0 and α ∈ (0, 1), there exist δ > 0 and β ∈ (0, 1) such that, for all z ∈ X ,
µ(z − z0, δ) > 1 − β and ν(z − z0, δ) < β imply that µ(T (z) − T (z0), ϵ) > 1 − α and ν(T (z) − T (z0), ϵ) < α. If T is
continuous on every point of X , then T is said to be continuous on X .
Definition 3.2. Let (X, µ, ν, ∗, ◦) be an IFNLS. A mapping T : X → X is said to be sequentially continuous at z0 ∈ X
with respect to the intuitionistic fuzzy norm (µ, ν) if, for any sequence {zk}, with (µ, ν) − lim zk = z0 implies that
(µ, ν) − lim T (zk) = T (z0). If T is sequentially continuous at each point of X , then T is said to be sequentially continuous
on X .
We state the following, which is proved in a more general setting in [32].
Theorem 3.1. Let (X, µ, ν, ∗, ◦) be an IFNLS. A mapping T : X → X is continuous with respect to the intuitionistic fuzzy norm
(µ, ν) if and only if it is sequentially continuous with respect to the same.
Definition 3.3. Let (X, µ, ν, ∗, ◦) be an IFNLS. A linear operator T : X → X is said to preserve I(µ,ν)θ -convergence in X if
I(µ,ν)θ − lim xk = ξ implies that I(µ,ν)θ − lim T (xk) = T (ξ) for every sequence x = {xk} in X which is I(µ,ν)θ -convergent to
ξ ∈ X .
Theorem 3.2. Let (X, µ, ν, ∗, ◦) be an IFNLS. A linear operator T : X → X preserves I(µ,ν)θ -convergence in X if and only if T is
continuous on X.
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Proof. Let I(µ,ν)θ − lim xk = ξ . If T is continuous, then, for each ϵ > 0 and α ∈ (0, 1), there exist δ > 0 and β ∈ (0, 1) such
that, for z ∈ X , if z ∈ B(ξ , β, δ), then T (z) ∈ B(T (ξ), α, ϵ). But then we have
C(δ, β) =

r ∈ N : 1
hr

k∈Jr
µ(xk − ξ, δ) > 1− β and 1hr

k∈Jr
ν(xk − ξ, δ) < β

⊆

r ∈ N : 1
hr

k∈Jr
µ(T (xk)− T (ξ), ϵ) > 1− α and 1hr

k∈Jr
ν(T (xk)− T (ξ), ϵ) < α

= D(ϵ, α).
Since C(δ, β) ∈ F(I), we have D(ϵ, α) ∈ F(I). Hence I(µ,ν)θ − lim T (xk) = T (ξ).
To prove the converse, suppose T be not continuous at some ξ ∈ X . Then there exist some ϵ > 0 and α ∈ (0, 1) such
that, for all δ > 0 and β ∈ (0, 1), if z ∈ B(ξ , β, δ), then T (z) ∉ B(T (ξ), α, ϵ), where z ∈ X . Now we will get a sequence
x = {xk} such that (µ, ν)− lim xk = ξ but (µ, ν)− lim T (xk) ≠ T (ξ). Then, we have
C ′(δ, β) =

r ∈ N : 1
hr

k∈Jr
µ(xk − ξ, δ) > 1− β and 1hr

k∈Jr
ν(xk − ξ, δ) < β

⊆

r ∈ N : 1
hr

k∈Jr
µ(T (xk)− T (ξ), ϵ) ≤ 1− α or 1hr

k∈Jr
ν(T (xk)− T (ξ), ϵ) ≥ α

= D′(ϵ, α).
Now, C ′(δ, β) ∈ F(I), and consequently D′(ϵ, α) ∈ F(I). Hence I(µ,ν)θ − lim T (xk) ≠ T (ξ). 
4. Lacunary convergence in an IFNLS
Here, we introduce the notion of lacunary convergence in an IFNLS, and discuss some properties.
Definition 4.1. Let (X, µ, ν, ∗, ◦) be an IFNLS. For a lacunary sequence θ , a sequence x = {xk} in X is said to be lacunary
convergent to ξ ∈ X with respect to the intuitionistic fuzzy norm (µ, ν) if, for every t > 0 and ϵ ∈ (0, 1), there exists r0 ∈ N
such that
1
hr

k∈Jr
µ(xk − ξ, t) > 1− ϵ and 1hr

k∈Jr
ν(xk − ξ, t) < ϵ
for all r ≥ r0. In this case, we write (µ, ν)θ − lim x = ξ .
Theorem 4.1. Let (X, µ, ν, ∗, ◦) be an IFNLS, and let x = {xk} be a sequence in X. If x is lacunary convergent with respect to the
intuitionistic fuzzy norm (µ, ν), then (µ, ν)θ − lim x is unique.
Proof. Suppose that (µ, ν)θ − lim x = ξ1 and (µ, ν)θ − lim x = ξ2. Given ϵ > 0, choose γ ∈ (0, 1) such that
(1− γ ) ∗ (1− γ ) > 1− ϵ and γ ◦ γ < ϵ. Now, for every t > 0, there exists r1 ∈ N such that
1
hr

k∈Jr
µ(xk − ξ1, t) > 1− ϵ and 1hr

k∈Jr
ν(xk − ξ1, t) < ϵ
for all r ≥ r1. Also, there exists r2 ∈ N such that
1
hr

k∈Jr
µ(xk − ξ2, t) > 1− ϵ and 1hr

k∈Jr
ν(xk − ξ2, t) < ϵ
for all r ≥ r2. Consider r0 = max{r1, r2}. Then, for r ≥ r0, we will get a p ∈ N such that
µ

xp − ξ1, t2

>
1
hr

k∈Jr
µ

xk − ξ1, t2

> 1− γ
and µ

xp − ξ2, t2

>
1
hr

k∈Jr
µ

xk − ξ2, t2

> 1− γ .
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Then, we have
µ(ξ1 − ξ2, t) ≥ µ

xp − ξ1, t2

∗ µ

xp − ξ2, t2

> (1− γ ) ∗ (1− γ )
> 1− ϵ.
Since ϵ > 0 is arbitrary, we have µ(ξ1 − ξ2, t) = 1 for all t > 0, which implies that ξ1 = ξ2. 
Theorem 4.2. Let (X, µ, ν, ∗, ◦) be an IFNLS, and let x = {xk} be a sequence in X. If (µ, ν)θ−lim x = ξ , then I(µ,ν)θ −lim x = ξ .
Proof. Let (µ, ν)θ − lim x = ξ . Then, for every t > 0 and ϵ ∈ (0, 1), there exists r0 ∈ N such that
1
hr

k∈Jr
µ(xk − ξ, t) > 1− ϵ and 1hr

k∈Jr
ν(xk − ξ, t) < ϵ
for all r ≥ r0. Therefore, the set
A =

r ∈ N : 1
hr

k∈Jr
µ(xk − ξ, t) ≤ 1− ϵ or 1hr

k∈Jr
ν(xk − ξ, t) ≥ ϵ

⊆ {1, 2, . . . , k0 − 1}.
But, with I being admissible, we have A ∈ I . Hence I(µ,ν)θ − lim x = ξ . 
Theorem 4.3. Let (X, µ, ν, ∗, ◦) be an IFNLS, and let x = {xk} be a sequence in X. If (µ, ν)θ − lim x = ξ , then there exists a
subsequence {xmk} of x such that (µ, ν)− lim xmk = ξ .
Proof. Let (µ, ν)θ − lim x = ξ . Then, for every t > 0 and ϵ ∈ (0, 1), there exists r0 ∈ N such that
1
hr

k∈Jr
µ(xk − ξ, t) > 1− ϵ and 1hr

k∈Jr
ν(xk − ξ, t) < ϵ
for all r ≥ r0. Clearly, for each r ≥ r0, we can select anmk ∈ Jr such that
µ(xmk − ξ, t) >
1
hr

k∈Jr
µ(xk − ξ, t) > 1− ϵ
and ν(xmk − ξ, t) <
1
hr

k∈Jr
ν(xk − ξ, t) < ϵ.
It follows that (µ, ν)− lim xmk = ξ . 
We state the following, whose proof follows from Theorem 4.3 and ideas used in [26].
Theorem 4.4. Let (X, µ, ν, ∗, ◦) be an IFNLS, and let x = {xk} be a sequence in X. If x is Cauchy with respect to the intuitionistic
fuzzy norm (µ, ν) such that (µ, ν)θ − lim x = ξ , then (µ, ν)− lim x = ξ .
5. Lacunary I-limit points and lacunary I-cluster points
Definition 5.1. Let (X, µ, ν, ∗, ◦) be an IFNLS, and let x = {xk} be a sequence in X .
(a) An element ξ ∈ X is said to be a lacunary I-limit point of x if there is a setM = {m1 < m2 < · · · < mk < · · ·} ⊆ N such
that the setM ′ = {r ∈ N : mk ∈ Jr} ∉ I and (µ, ν)θ − lim xmk = ξ .
(b) An element ξ ∈ X is said to be a lacunary I-cluster point of x if, for each t > 0 and ϵ ∈ (0, 1), we have
r ∈ N : 1
hr

k∈Jr
µ(xk − ξ, t) > 1− ϵ and 1hr

k∈Jr
ν(xk − ξ, t) < ϵ

∉ I.
LetΛ(µ,ν)(x) denote the set of all lacunary I-limit points and Γ(µ,ν)(x) denote the set of all lacunary I-cluster points in X ,
respectively.
Theorem 5.1. Let (X, µ, ν, ∗, ◦) be an IFNLS. For each sequence x = {xk} in X, we haveΛ(µ,ν)(x) ⊆ Γ(µ,ν)(x).
Proof. Let ξ ∈ Λ(µ,ν)(x). Then there exists a setM ⊆ N such that the setM ′ ∉ I , whereM andM ′ are as in the Definition 5.1,
satisfies (µ, ν)θ − lim xmk = ξ . Thus, for every t > 0 and ϵ ∈ (0, 1), there exists r0 ∈ N such that
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1
hr

k∈Jr
µ(xmk − ξ, t) > 1− ϵ and
1
hr

k∈Jr
ν(xmk − ξ, t) < ϵ for all r ≥ r0.
Therefore,
A =

r ∈ N : 1
hr

k∈Jr
µ(xk − ξ, t) > 1− ϵ and 1hr

k∈Jr
ν(xk − ξ, t) < ϵ

⊇ M ′ \ {m1,m2, . . . ,mk0}.
Now, with I being admissible, we must haveM ′ \ {m1,m2, . . . ,mk0} ∉ I , and as such A ∉ I . Hence ξ ∈ Γ(µ,ν)(x). 
Theorem 5.2. Let (X, µ, ν, ∗, ◦) be an IFNLS. For each sequence x = {xk} in X, the set Γ(µ,ν)(x) is closed in X with respect to the
usual topology induced by the intuitionistic fuzzy norm (µ, ν).
Proof. Let y ∈ Γ(µ,ν)(x). Take t > 0 and ϵ ∈ (0, 1). Then there exists ξ0 ∈ Γ(µ,ν)(x) ∩ B(y, ϵ, t). Choose δ > 0 such that
B(ξ0, δ, t) ⊆ B(y, ϵ, t). We have
G =

r ∈ N : 1
hr

k∈Jr
µ(xk − y, t) > 1− ϵ and 1hr

k∈Jr
ν(xk − y, t) < ϵ

⊇

r ∈ N : 1
hr

k∈Jr
µ(xk − ξ0, t) > 1− δ and 1hr

k∈Jr
ν(xk − ξ0, t) < δ

= H.
Thus H ∉ I , and so G ∉ I . Hence y ∈ Γ(µ,ν)(x). 
Theorem 5.3. Let (X, µ, ν, ∗, ◦) be an IFNLS, and let x = {xk} be a sequence in X. Then the following statements are equivalent.
(a) ξ is a lacunary I-limit point of x.
(b) There exist two sequences y and z in X such that x = y+ z and (µ, ν)θ − lim y = ξ and {r ∈ N : k ∈ Jr , zk ≠ θ} ∈ I , where
θ is the zero element of X.
Proof. Suppose that (a) holds. Then there exist setsM andM ′ as above such thatM ′ ∉ I and (µ, ν)θ − lim xmk = ξ . Define
the sequences y and z as follows:
yk =

xk if k ∈ Jr such that r ∈ M ′
ξ otherwise
and
zk =

θ if k ∈ Jr such that r ∈ M ′
xk − ξ otherwise.
It suffices to consider the case k ∈ Jr such that r ∈ N\M ′. Then, for each ϵ ∈ (0, 1) and t > 0,wehaveµ(yk−ξ, t) = 1 > 1−ϵ
and ν(yk − ξ, t) = 0 < ϵ. Thus, in this case, 1hr

k∈Jr µ(yk − ξ, t) = 1 > 1− ϵ and 1hr

k∈Jr ν(yk − ξ, t) = 0 < ϵ. Hence
(µ, ν)θ − lim y = ξ . Now, {r ∈ N : k ∈ Jr , zk ≠ θ} ⊆ N \M ′. But N \M ′ ∈ I , and so {r ∈ N : k ∈ Jr , zk ≠ θ} ∈ I .
Now, suppose that (b) holds. Let M ′ = {r ∈ N : k ∈ Jr , zk = θ}. Then, clearly, M ′ ∈ F(I), and so is an infinite set.
ConstructM = {m1 < m2 < · · · < mk < · · ·} ⊆ N such thatmk ∈ Jr and zmk = θ . Since xmk = ymk and (µ, ν)θ − lim y = ξ ,
(µ, ν)θ − lim xmk = ξ . 
6. Lacunary Cauchy and lacunary I-Cauchy sequences in an IFNLS
Definition 6.1. Let (X, µ, ν, ∗, ◦) be an IFNLS. A sequence x = {xk} in X is said to be lacunary Cauchy with respect to the
intuitionistic fuzzy norm (µ, ν) if, for every t > 0 and ϵ ∈ (0, 1), there exist r0,m ∈ N satisfying
1
hr

k∈Jr
µ(xk − xm, t) > 1− ϵ and 1hr

k∈Jr
ν(xk − xm, t) < ϵ
for all r ≥ r0.
Definition 6.2. Let (X, µ, ν, ∗, ◦) be an IFNLS. A sequence x = {xk} in X is said to be lacunary I-Cauchy with respect to the
intuitionistic fuzzy norm (µ, ν) if, for every t > 0 and ϵ ∈ (0, 1), there existsm ∈ N satisfying
r ∈ N : 1
hr

k∈Jr
µ(xk − xm, t) > 1− ϵ and 1hr

k∈Jr
ν(xk − xm, t) < ϵ

∈ F(I).
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Definition 6.3. Let (X, µ, ν, ∗, ◦) be an IFNLS. A sequence x = {xk} in X is said to be lacunary I∗-Cauchy with respect to
the intuitionistic fuzzy norm (µ, ν) if there exists a set M = {m1 < m2 < · · · < mk < · · ·} ⊆ N such that the set
M ′ = {r ∈ N : mk ∈ Jr} ∈ F(I) and the subsequence {xmk} is a lacunary Cauchy sequence with respect to the intuitionistic
fuzzy norm (µ, ν).
The following is an analogue of Theorem 4.2; the proof follows easily.
Theorem 6.1. Let (X, µ, ν, ∗, ◦) be an IFNLS. If a sequence x = {xk} in X is lacunary Cauchy with respect to the intuitionistic
fuzzy norm (µ, ν), then it is lacunary I-Cauchy with respect to the same.
The proof of the following is similar to that of Theorem 4.3.
Theorem 6.2. Let (X, µ, ν, ∗, ◦) be an IFNLS. If a sequence x = {xk} in X is lacunary Cauchy with respect to the intuitionistic
fuzzy norm (µ, ν), then there is a subsequence of x which is ordinary Cauchy with respect to the same.
The following can be proved easily using similar techniques as in the proof of Theorem 5.1.
Theorem 6.3. Let (X, µ, ν, ∗, ◦) be an IFNLS. If a sequence x = {xk} in X is lacunary I∗-Cauchy with respect to the intuitionistic
fuzzy norm (µ, ν), then it is lacunary I-Cauchy as well.
7. Conclusion
In this paper, we have introduced a variant of ideal convergence, called lacunary ideal convergence, in intuitionistic fuzzy
normed linear spaces. As every crisp normcan induce an intuitionistic fuzzy norm, the results obtainedhere aremore general
than the corresponding results for normed spaces. Some of the results in this paper either run parallel with classical ones
or they are in the same direction as the related works in this area, but in most cases the proofs follow a different approach.
We believe that this paper will leave enough scope for future work. An immediate query in this direction would be whether
every lacunary I-convergent (lacunary convergent) sequence is lacunary I-Cauchy (lacunary Cauchy) and conversely. Also,
the converse of Theorem 4.4 would be a good subject for investigating the relations between the usual intuitionistic fuzzy
norm topology and the I topology introduced in this paper.
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