Abstract. The robustness of manifold learning methods is often predicated on the stability of the Neumann Laplacian eigenfunctions under deformations of the assumed underlying domain. Indeed, many manifold learning methods are based on approximating the Neumann Laplacian eigenfunctions on an assumed underlying manifold based on data which is viewed through a source of distortion. In this paper, we study the stability of the first Neumann Laplacian eigenfunction in the continuous setting under deformations of the domain by a diffeomorphism. In particular, we are interested in the stability of the first eigenfunction on long thin domains where, intuitively, the first Neumann Laplacian eigenfunction should only depend on the length along the domain. We prove a rigorous version of this statement and apply it to a machine learning problem in geophysical interpretation.
Introduction and Main Result
1.1. Introduction. We are motivated by the following empirical observation: on long thin domains, the Neumann Laplacian eigenfunctions demonstrate a high degree of stability with respect to deformations of the domain. In particular, we consider a long thin domain R that has been deformed by some nice diffeomorphism ϕ resulting in a deformed domain Ω = ϕ(R). ϕ ϕ −1
We say that η j , v j and µ j ,u j are the Neumann (Laplacian) eigenvalues and eigenfunctions on R and Ω, respectively, if they are are solutions to the boundary value problems:
−∆v j = η j v j in R ∂ ∂n v j = 0 on ∂R and −∆u j = µ j u j in Ω ∂ ∂n u j = 0 on ∂Ω , where ∆ denotes the Laplacian, and n denotes an outward normal to the boundary of the domain. Specifically, we are interested in the behavior of the first Neumann eigenfunction on long thin domains, which we illustrate in Figure 1 , where the first Neumann eigenfunctions on two different domains have been computed numerically and plotted as color maps. Visually the first Neumann eigenfunctions on Ω 1 and Ω 2 appear highly similar. We quantify the stability of the first Neumann eigenfunction by considering a reference domain R mapped by a diffeomorphism ϕ to a deformed domain Ω. Intuitively, if the gap between the first the second Neumann Laplacian eigenvalues on R is large, and the diffeomorphism ϕ is small (in a sense which will be made precise), then u 1 • ϕ (the first Neumann Laplacian eigenfunction on Ω mapped on R) should be roughly equal to v 1 . Alternatively, if the gap between the first and second Neumann Laplacian eigenvalues on R is small, but there is a large gap between the second and third eigenvalues on R, we should still be able to say that u 1 • ϕ is roughly some combination of v 1 and v 2 , when ϕ is small. These observations lead to the following characterization of stability. Let define the quantity
where Id − P V k denotes the projection on the space orthogonal to V k = Span{v 1 , . . . , v k }.
Main Result.
Suppose that R is an open bounded connected subset of R d , and assume |R| = 1 to fix the scale of the problem. Let 0 = η 0 < η 1 ≤ η 2 ≤ · · · , and v 0 , v 1 , v 2 , . . . denote the Neumann Laplacian eigenvalues and eigenfunctions on R. Suppose that ϕ : R → Ω is a diffeomorphism, and suppose ϕ(x) = y. Denote by J(x) the Jacobian matrix ∂ϕi ∂xj of ϕ, where ϕ i denotes the ith component of ϕ. The determinant of J(x) is denoted by det J(x), while the minimum and maximum singular values of J(x) are denoted by σ min (J(x)) and σ max (J(x)), respectively. Let 0 = µ 0 < µ 1 ≤ µ 2 ≤ · · · and u 0 , u 1 , u 2 , . . . , denote the Neumann Laplacian eigenvalues and eigenfunctions on Ω, respectively. We refer to R as the reference domain, i.e., some nice domain where we understand the Neumann eigenfunctions, e.g., a rectangle.
Theorem. Suppose the singular values of the Jacobian matrix J(x) are bounded:
where Id − P V k denotes the projection on the space orthogonal to
Remark. The following remarks are in order.
(1) The result of bounding the projection of u 1 • ϕ on the space orthogonal to V k = Span{v 0 , v 1 , . . . , v k } is the stronger bound
Note that here the projection is taken to the space orthogonal to the space V k , which includes the constant function. As a result, the term ε · d can be excluded from the bound. (2) By symmetry a similar bound on the quantity
exists, where
for 0 < α < 1. The Neumann eigenvalues and eigenfunctions on R are of the form
, and 2 cos(παjx 1 ) cos π α x 2 , for (x 1 , x 2 ) ∈ R.
Therefore, applying the Theorem to the rectangle in R 2 yields the following Corollary. Suppose
where H is the space of function which only depend on the y variable (and are independent of x). The projection on H is bounded by the projection of u 1 • ϕ on Id − P V 100 , since the first 100 eigenfunction on the rectangle R only vary in the horizontal direction.
1.3.
Application. The theoretical results were motivated by a machine learning problem in the field of geophysical interpretation, specifically, problem of organizing the layer structure of seismic images, otherwise known as seismic flattening. Given a seismic image, the objective is to reparameterize the depth function of the pixels in the image such that the layers have constant depth. We will reparameterize the depth function in the image by essentially stretching the seismic image into a thin tall rectangle and computing the first Neumann Laplacian eigenfunction on the stretched domain, see Figure 2 for an example output. Our approach falls under the class of diffusion geometry machine learning techniques: popular methods of organizing data, which have are a theoretical basis in analysis. Diffusion geometry techniques originated with Diffusion Maps [1] , and generally construct a diffusion operator on data whose eigenfunctions encode the pertinent geometric information for the given application, see for example [2] [3] [4] [5] [6] [7] . In this paper we present a specialized construction of a diffusion operator whose eigenfunctions organize the layers within the seismic image. These eigenfunctions approximate the Neumann Laplacian eigenfunctions on some underlying domain, which we argue is roughly shaped like a tall rectangle. Empirically, we observe that the presented algorithm is very robust. The Theorem proved in this paper acts as a first step to understanding the stability of the algorithm. The proposed algorithm is highly related to other spectral methods such as Laplacian eigenmaps [8] , so the Theorem also partially serves to illuminate such techniques.
1.4. Manifold Straightening. To reiterate using different language, the main idea of the application is as follows. Suppose a manifold M is given whose geometry is described locally by a metric, but no global coordinates are given. Furthermore, suppose the manifold has a smooth vector field, which provides an orientation to each neighborhood. We assume the given manifold is a distorted version of an underlying manifold where the vector field is constant, i.e, all vectors point in the same direction. Our objective is to recover the coordinates for this underlying intrinsic manifold. Our approach has three basic steps:
(1) Contract the metric in the direction of the vector field. In particular, we consider the case where the shape of the underlying domain is known. In this case, knowledge of the shape of the first Neumann eigenfunction on the underlying domain can be used to correctly recover the height function. 1.5. Organization. The remainder of the paper is organized as follows. In §2 we introduce notation, outline the main idea of the proof of the Theorem, and provide a detailed proof. In §3 we introduce the application problem, outline the main idea of the algorithm, and display results. In Appendix A, the details of the data adaptive smoothing method, the diffusion operator construction, and the reparameterization method are provided. 
where n denotes an outward normal on the domain R. Suppose that ϕ : R → Ω is a diffeomorphism, and let y = ϕ(x). Denote by J the Jacobian matrix J(x) = ∂ϕi ∂xj of ϕ. With this notation, the chain rule for a differentiable function u on Ω can be expressed
where
denotes the gradient in y, and
Let det J(x) denote the Jacobian determinant such that
express the change of variables for integration. The proof of the Theorem relies on bounding determinant of J(x). The assumed bound on the extreme singular values of J(x) implies that
Under the assumption ε · d < 1/10 by the mean-value theorem we have the approximation
During the course of the proof we will assume, for simplicity of notation, that
and substitute δ = 2εd in the final step to produce the bound. The bound in terms of ε and δ developed in the proof may be useful in cases where an explicit bound on the determinant is given. For example, the Jacobian matrix of a shear transform has arbitrarily large singular values, but the determinant is always 1, e.g., consider the shear transform
The Jacobian matrix,
has determinant 1, but has arbitrarily large singular values as α → ∞.
2.2.
Outline. Let denote ≥ up to multiplication by a constant equal to 1 + O(ε). The proof consists of three main steps. First we will show
where the infimum is taken over sufficiently smooth normalized functions which are orthogonal to constant functions on L 2 (Ω). Secondly, we will show that
where α j are the coefficients of u 1 • ϕ expanded in the orthogonal basis {v j } of Neumann eigenfunctions on R. Combining these equalities yields
Intuitively, the sum controls the coefficients α 2 j for j = 2, 3, . . . with increasing control as η j increases. A bound on α 2 0 has to be developed separately. In the following we will make this argument precise and compute the constants associated with the inequalities.
Proof of Theorem.
Proof. First we establish an upper bound on µ 1 in terms of η 1 . Multiplying the equation ∆v 1 + η 1 v 1 = 0 by v 1 , integrating over R, and applying Green's Identity yields
which by the chain rule, and a change of variables of integration is equivalent to
. Therefore by the assumed bounds for σ max (J) and | det J|, we conclude that
By the minimax principle
, where the infimum is taken over differentiable functions u, which are orthogonal to constant functions on
where c is a constant such that the function
For now, combing this inequality with the previous inequality comparing η 1 and
To complete this inequality, it remains to compute a lower bound on
The constant c can be computed by taking the inner product of v 1 • ϕ −1 with the constant function |Ω| −1 :
Substituting this lower bound into our previous inequality yields:
Next we express µ 1 in terms of an integral of the function µ 1 • ϕ over R,
. This construction is symmetric to our equation for η 1 in terms of an integral of v 1 • ϕ −1 over Ω. Applying the bounds on σ min (J) and | det J| yields
Since the Neumann Laplacian eigenfunctions {v j } form a orthonormal basis of L 2 (R), we can expand
By Green's first identity, and the orthogonality of the eigenfunctions
Combining the previously develop inequalities and expanding u 1 • ϕ in {v j } establishes the inequality
Notice that the sum excludes the term η 0 α 2 0 since η 0 = 0. Therefore, our inequality offers no control over α 2 0 . However, since u 1 is orthogonal to constants, we suspect u 1 • ϕ is nearly so on L 2 (R). Before proceeding we will develop specific bounds for α 2 0 . By definition,
Up to now, we have developed the necessary pieces to prove the Theorem. We begin with the inequality
and subtract k j=1 η j α 2 j from each side yielding
Then since the η j are in ascending order
Rearranging terms yields
Now suppose that δ = 2εd. Expanding F δ,ε is a power series and assuming εd < 1/10 gives,
as was to be shown.
3. Applications 3.1. Problem. In the field of geophysical interpretation the problem of organizing the layers of a seismic image, otherwise known as seismic flattening, is of interest [9] [10] [11] . Specifically, given a seismic image, the objective is to modify the depth function of the seismic image such that each layer has constant depth. Since each layer was deposited at roughly the same time, the depth function which flattens the layers is sometimes referred to as geological time. In general, a seismic image consists of an m × n × l real-valued tensor whose first coordinate is referred to as depth. As the depth increases, the values in the tensor oscillate between positive and negative values, but in a nonuniform way. For example in Figure 2 a two dimensional slice of a three dimensional seismic image is plotted using a color map, which exhibits this oscillating behavior. In the following, we will primarily restrict our attention to such two dimensional slices of seismic tensors, except for the filtering process on the data, which does incorporate the pixels surrounding our two dimensional slice in the tensor.
3.2. Approach Outline. We approach the problem of seismic flattening from the diffusion geometry perspective. That is to say, we construct a diffusion process on the seismic image whose eigenfunctions emphasize the geometric features of interest, which, in this case, are the layers of the image. Our method has three main steps: (1) Adaptive Filtering A Principal Component Analysis filtering technique is used to associated filtered feature vectors to each pixel in the two dimensional seismic image. These filtered features incorporate information from the surrounding pixels. (2) Kernel Construction A diffusion kernel is defined, which propagates rapidly along the layers of the seismic image and slowly perpendicular to these layers. This kernel is defined using the filtered feature vectors. (3) Layer Organization The first eigenfunction of the diffusion operator (which should resemble the first Neumann Laplacian eigenfunction on the intrinsic underlying domain that is roughly shaped like a tall thin rectangle) is then used to organized the layers of the image. Intuitively, since the constructed diffusion process propagates rapidly along the layers of the seismic image, and slowly perpendicular to the layers, if the diffusion operator is taken to a sufficient power, diffusion starting at a single point on a layer will completely propagate along the layer, with very little propagation perpendicular to the layer. This powered diffusion operator essentially replaces functions with their average along the layers of the seismic image. However, the eigenfunctions of the original diffusion operator and the powered diffusion operator are the same. Therefore, the first nontrivial eigenfunction of the diffusion operator must be essentially equal to its average on the layers of the image. That is to say, the first eigenfunction must be essentially constant on the layers of the image. A similar idea was used by Lafon [1] . A complete description of the proposed method is provided in Appendix A. Now we will just focus on explaining the kernel construction, which is the main idea of the algorithm.
Main idea.
The main idea of the algorithm consists of the kernel construction. Suppose filtered feature vectors f (i), which summarize the structure of the seismic image at i, have already been computed using the method described in Appendix A. For each pixel i we consider two spatial neighborhoods: a calibration neighborhood C R , and a propagation neighborhood N r , where 0 < r < R denotes the radius of each neighborhood.
The calibration neighborhood C R (i) determines the level of variation of the filtered feature vectors around pixel i. Specifically, we define:
This function M (i) accounts for the differing levels of variation across the seismic image. The propagation neighborhood N r (p) determines the support of the diffusion operator. Specifically, we define the kernel
and W (i, j) = 0 if j ∈ N r (i), where ε > 0 is a parameter. Restricting the propagation of the diffusion process to the small neighborhood N r ensures the resulting kernel will be sparse, and hence computationally efficient to work with. By appropriately choosing the parameter ε > 0, we can control how much the truncation to N r (i) effects the diffusion operator. The filtered features are designed in such a way that they are relatively constant when a pixel is translated along a layer, and differ greater as a pixel moves perpendicular to a layer (The pixel values themselves also have this property, but with more noise). Therefore, by choosing the parameters, R, r, and ε are appropriately, the diffusion process will strongly prefer to travel along the level lines of the image, and be strongly penalized for traveling perpendicular to these level lines. For this constructed diffusion kernel, the underlying domain on which the diffusion kernel corresponds to isotropic diffusion must be very narrow and tall, hence the connection to the Theorem proved earlier in the paper. The details of this construction are included in Appendix A.
3.4.
Example. In this section we will illustrate each step of the described method.
Filtered Features. First, each pixel of the selected two dimensional slice is associated with a filtered feature vector f (i) which incorporates information from the pixels surrounding i in the seismic tensor. The filtered feature vector summarize the local structure of the seismic image in a smooth way. In Figure 4 the two dimensional slice of the seismic image is plotted verses one of the coordinates of the filtered feature vector f (i). This data adaptive filtering process serves to remove local noise and incorporate some of the surrounding structures. Diffusion operator eigenfunctions. Next, we define the kernel W (i, j) using the filtered features vectors and normalized W (i, j) appropriately to define a diffusion operator P (i, j). The first two (nontrivial) eigenvectors of P are are plotted in Figure 5 . As expected the first eigenvector is approximately monotone, while the second eigenvector resembles a higher order oscillation. The subsequent eigenvectors additionally contain oscillations in the horizontal direction. Therefore, the underlying domain corresponds to some tall rectangular domain whose height is approximate 2 − 3 times its width.
Flattening. Given the first eigenfunction of the diffusion operator P , we can recover the depth function by assuming this eigenfunction coincides with the first Neumann Laplacian eigenfunctions on some tall thin rectangle. The result of this flattening procedure is plotted in Figure 6 .
Magnified flattening. Comparing the scatter plot to the original seismic image in Figure 6 its evident that the layers are already fairly flat. However, at this resolution, the markers in the scatter plot are overlapping. By zooming into the scatter plot and the corresponding area in the seismic image, we can see that the description generated by ψ 1 is in fact far richer than simply flattening. In Figure 7 we zoom into the y-axis of Figure 6 from 90 to 130. At this new level of zoom white space appears between the scatter plot markers. This white space is simply a result of the markers diminishing in size, and demonstrates that the diffusion flattening procedure offers an advantageous side effect: the points within a layer are automatically clustered by the diffusion process. Summary. In summary, given a two dimensional seismic image we have defined a diffusion process on the image using structural information from the surrounding pixels. The diffusion operator was defined such that the resulting diffusion process propagates rapidly along the layers of the seismic image and slowly perpendicular to these layers. Therefore, the diffusion should corresponds to isotropic diffusion on some underlying domain, roughly shaped like a tall thin rectangle where the layers of the seismic image are organized. Therefore, using our intuition backed by the Theorem proved earlier in the paper, we can recover the depth function in the image by assuming the first eigenfunction of the diffusion operator resembles the first Neumann Laplacian eigenfunction on the rectangle.
Appendix A. Algorithm details A.1. Adaptive Filtering. In this section we describe the adaptive filtering method. The filtering method is described for a general three dimension image since it requires no additional effort, whereas for the rest of the algorithm we are mainly interested in the filtered feature vectors computed for a two dimensional slice of a three dimensional seismic image. Let X denote a three dimension seismic image, i denote a pixel from X, and v(i) denote the value associated with pixel i. Each interior pixel i of the seismic image is surrounded by a 3 × 3 × 3 cube of pixels in X. Given an interior pixel i, let g(i) denote the set of values associated with the pixels surrounding i. By fixing a method of rearranging a 3 × 3 × 3 cube of pixels into a vector, we can consider each g(i) as a vector in R 27 . Given a collection of feature vectors g(i), we apply principal Figure 7 . Seismic image Y with y-axis zoomed into 90 to 130, and corresponding region of flatten image. At this zoom level, the detailed structure of the diffusion layer organization becomes evident.
component analysis (PCA) to create a low dimension description of each g(i). Specifically, let A denote the 27 × N matrix whose columns consist of the feature vectors g(i) for each of the N interior pixels. Define the feature covariance matrix
where 1 denotes a column vector of all ones in R N . Let u 1 denote the principal component of C, that is, the eigenvector of C associated with the largest eigenvalue. The coordinates w(i) of g(i) in the principal component u 1 are defined w(i) = u T 1 g(i) for each pixel i. We refer to w(i) as the filtered coordinates of X. Let f (i) denote the vector in R 27 corresponding to the filtered pixel values of the pixels in the 3 × 3 × 3 cube of pixels surrounding pixel i. As before, the 3 × 3 × 3 cubes of pixels are converted into vectors via some fixed method of rearrangement. The filtered features f (i) are used to define the diffusion process in the following section.
Summary. In summary, to each pixel i we associated the cube of surrounding pixel values g(i), and used PCA to summarize each cube by a single coordinate w(i). Finally, we associated each pixel with a filtered feature vector f (i), corresponding to a cube of the surrounding filtered coordinates w(i).
A.2. Kernel Construction. In this section we describe the construction of a diffusion process on the pixels of a seismic image, which propagates rapidly along the layers of the image and slowly perpendicular to these layers. For simplicity we restrict our attention to a two dimension slice of a three dimensional seismic image, as shown in the left side of Figure 4 .
Let Y denote a two dimensional slice of a given three dimensional seismic image, i denote a pixel of Y , and f (i) denote the filtered feature vector f (i) ∈ R 27 whose construction is described in the previous section. Let x(i) denote the spatial coordinates of pixel i in Y . For example, if Y is of dimension m × n, then x(i) = (x 1 (i), x 2 (i)) =∈ {1, . . . , m} × {1, . . . , n}. For each pixel i ∈ Y , let N r (i) denote the collection of pixels N r (i) = {j :
where r > 0 is some small radius, e.g., r = 2. We will refer to N r (i) as the propagation neighborhood. In addition to N r (i) we define a larger calibration neighborhood C R (i) for R > r, which is coarsely sampled. Specifically, if (x 1 (i), x 2 (i)) = x(i) denote the spatial coordinates of pixel i, then define
so that C R (i) consists of the pixels whose 3 × 3 × 3 feature cubes are non-overlapping, and whose spatial distance is less than R from pixel i. Using the calibration neighborhood C R (i) we define
and define the asymmetric kernel W ε (i, j) by
and W ε (i, j) = 0 if j ∈ N r (i). The purpose of defining the calibration neighborhood C R (i) rather than just normalizing the kernel over N r (i) is to avoid the case where the entire neighborhood N r (i) is contained in a single layer. In this case, all pixels within N r (i) should be strongly connected, but normalizing using N r (i) would emphasis minute differences in the feature vectors. Of course, this problem could be avoided by increasing the radius r; however, increasing r increases the number of nonzero entires in each row of the kernel W by a factor of r 2 : better to define a separate calibration neighborhood C R (i) to avoid both the normalization and complexity issues. As defined, kernel W ε (i, j) takes a maximum value of 1 when f (i) = f (j), and a minimum value of
. Therefore, rather than choosing ε > 0 we parameterize our model by δ > 0 and define ε = − 1 log δ With this parameterization, the minimum possible value of the kernel in each neighborhood is δ. In order to be compatible with the standard Diffusion Maps framework described in [12] , the kernel used to define the diffusion process must be symmetric. Therefore, we define a symmetrized version
Notice that the dependence on ε of K (which in turn depends on δ) was suppressed for notational simplicity.
Summary. We first choose a radius r > 0 which defines a spatially local propagation neighborhood. Second, we choose a radius R > 0 which defines a coarse calibration neighborhood. Third, we choose a parameter δ > 0, which determines the minimum possible affinity each in neighborhood. Finally, we symmetrize the constructed kernel, resulting in the symmetric kernel K(i, j). In the following section, we use the kernel K in conjunction with the standard Diffusion Maps framework [12] to create a description of the layer geometry of the image Y .
A.3. Layer Organization. In this section we describe how the kernel K defined in the previous section can be used to generate a description of the layer structure of Y . In particular, we use the (α = 0) diffusion kernel construction of Diffusion Maps [12] in conjunction with a randomized matrix decomposition technique as introduced by [13] , as well as intuition about the form of the Laplacian-Neumann eigenvectors, to define a new depth function h of the pixels of the seismic image Y . Given the kernel K(i, j), we define the diffusion operator P by
The matrix operator P (i, j) is row stochastic; therefore, P is a Markov operator when applied from the right, and a diffusion or averaging operator when applied from the left. Since P is similar to the symmetric matrix
where Q = diag(q), the matrix P is diagonalizable. Moreover, the eigenvectors ψ j of P are exactly given by
where φ j is an eigenvector of A of the same eigenvalue λ j . Therefore, in order to compute the eigenvectors of P , it suffices to decompose A and apply Q −1/2 . From a computational point of view, working with A is preferable since A is symmetric and has operator norm 1. Furthermore, the operator A is sparse by construction with most 2 · |N r (i)| nonzero entires in each row i, and is of finite rank invariant to the sampling density of the data (at least when when the kernel bandwidth is fixed). Therefore, randomized matrix decomposition algorithms, such as described in [14] , provide an efficient method to compute the top few eigenvectors of A. Given these eigenvectors, the eigenvectors of P can be recovered by applying Q −1/2 as previously mentioned. By construction, the eigenvectors of P approximate the Neumann Laplacian eigenfunctions of the underlying geometry of the pixels of Y on which P corresponds to isotropic diffusion, cf. [12] . The largest eigenvalue λ 0 of P is 1, which corresponds to a constant eigenvector ψ 0 = 1. However, the second eigenvector ψ 1 is of interest. Recall that P is based on the kernel K, which is defined to be large (i.e., close to 1) between similar pixels within a spatial neighborhood, and on the order of a small constant δ (e.g., δ = 10 −7 ) between highly dissimilar pixels with respect to the calibration neighborhood. While moving along a layer in the seismic image Y , the pixels (as characterized by the feature vector f (i)) should be highly similar. However, when moving perpendicular to a layer, the feature vectors f (i) will change rapidly, and pixels quickly become highly dissimilar to the starting point. As a result, the diffusion described by P travels rapidly along the layers of Y , and slowly perpendicular to these layers. That is to say, the underlying geometry of the pixels on which P represents isotropic diffusion must have a relatively small distance between pixels on the same layer when compared to pixels on different layers, which are equally spatially distance in Y .
Therefore, the underlying geometry of P roughly corresponds to a tall rectangle shape, that is, a rectangle whose heigh is greater than its width. Of course, due to the variation in the earth, the underlying domain will not be exactly rectangle shaped, but resemble some type of deformed tall rectangle where the layers run horizontally and are relatively flat. In Section 2, we proved an explicit stability result, which indicates that the first Neumann Laplacian eigenfunctions on tall rectangle are highly stable under deformation on the underlying domain. This proof is consistent with numerical experiments. Intuitively, the stability results from the fact that if a rectangles height is a least twice its width, the first couple Neumann Laplacian eigenfunctions will only oscillate vertically, which provides a buffer to any horizontal oscillations.
Recall, that the first Neumann Laplacian eigenfunction on the rectangle [0, ε] × [0, 1] where 1 > ε > 0 is ψ 1 (x, y) = cos(πy)
Assuming that ψ 1 is of a similar form, the height function on the underlying domain can be recovered by h(i) = arccos ψ 1 (i) − min j ψ 1 (j) max j ψ 1 (j) − min j ψ 1 (j) up to linear scaling. Depending on the height of the underlying rectangular domain, the next couple eigenfunctions ψ 2 , ψ 3 , etc. should resemble cos π2y, cos π3y, etc., until the first eigenvector emerges with horizontal oscillations, after which the eigenfunctions likely likely become difficult to interpret because of noise.
Summary. We have constructed a diffusion operator P whose eigenfunctions approximate the Neumann Laplacian eigenfunctions on the underlying domain, which by the construction of the kernel K should resemble a tall rectangle. Using randomized matrix decomposition techniques, the eigenfunctions of P can be computed, and the arccos function can be used to recover the heigh function of the underlying rectangular domain. This heigh function should organize the layers of the image.
