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Abstract
Consider two types of translation-invariant functionals I and J on Rm; and a sequence of
functions fn whose corresponding symmetric rearrangements f

n are convergent. We show that
fn themselves converge up to translations if either limn-NIðfnÞ ¼ limn-NIðf n Þ or
limn-NJðfnÞ ¼ limn-NJðf n Þ: These compactness results lead to applications in variational
problems and stability problems in stellar dynamics.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Description of the problem
Lack of compactness is the main analytical difﬁculty in the study of functionals on
unbounded domains. Ever since the Strauss radial lemma [34] (see also [35]), it has
been well known that symmetry plays an important role in understanding the
compactness in such problems. For many symmetric functionals, the existence of
minimizers can be established by ﬁrst restricting the problem to radially symmetric
functions with the help of a rearrangement inequality, and then using the additional
compactness of symmetric functions to ﬁnd a convergent minimizing sequence.
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Particular examples where this strategy has been used are the determination of the
sharp constants in the Sobolev and Hardy–Littlewood–Sobolev inequalities
[1,22,37], and the determination of ground states [21]. It is also known that certain
dynamical stability problems can be reduced to the study of related variational
problems [12]. Here, it is the compactness of arbitrary minimizing sequences, not just
the existence of minimizers, that plays the key role. In a series of famous papers
[25,26], Lions introduced a general abstract concentration compactness principle
which has lead to many applications. It should be pointed out that in order to apply
this principle to establish compactness for a speciﬁc problem, some additional
analysis is usually needed.
In a series of recent investigations of stable galaxy conﬁgurations and gaseous
stars [14–18,30,32], a splitting trick is combined with the crucial scaling property of
the energy functional to establish compactness of all symmetric minimizing
sequences. This allows to construct symmetric steady states, and to show that they
are dynamically stable under symmetric perturbations, thus resolving a problem that
had been open for a long time. In order to show stability among all possible
perturbations, an argument in the spirit of the concentration compactness principle
was employed to allow for possible translations.
The objective of this article is to closely examine the role of translations for
minimizing sequences via elementary knowledge of their symmetrizations. We
demonstrate that the difference between a minimizing sequence and the correspond-
ing sequence of symmetrized functions is characterized by appropriate translations.
In many cases, this implies that every minimizing sequence converges strongly
modulo scalings and translations. Besides the interest of our results in classical
analysis, this characterization also suggests a practical two-step procedure for
proving compactness on an unbounded domain: Step 1: Show compactness of all
symmetric minimizing sequences. This implies the existence of minimizers; it is also a
necessary ingredient in the proof that these minimizers are dynamically stable under
symmetric perturbations. Step 2: Show compactness up to translations for general
minimizing sequences, assuming that their symmetrizations are compact. This
implies dynamical stability under more general perturbations. The main part of this
article is devoted to Step 2 for two classes of functionals that appear in many
applications of the concentration compactness principle. We hope that our approach
can give another perspective on concentration compactness for symmetric
functionals.
1.2. Main results
The ﬁrst class of functionals we consider is given by convolution integrals of the
form
Ið f Þ ¼
Z Z
f ðxÞKðx  yÞ f ðyÞ dx dy; ð1:1Þ
where K AL1locðRmÞ is a nonnegative symmetrically decreasing function on Rm:
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Riesz’ rearrangement inequality says that convolution integrals generally increase
under symmetrically decreasing rearrangement [4,33], in particular
Ið f ÞpIð f Þ: ð1:2Þ
Here, f is a nonnegative measurable function that vanishes at inﬁnity, and f  is its
symmetrically decreasing rearrangement. If either K or f  is known to be
strictly symmetrically decreasing, and Ið f ÞoN; then equality can occur
only if f is a translate of f  [8,21]. The second class consists of gradient integrals
of the form
Jð f Þ ¼
Z
Fðjrf jÞ dx; ð1:3Þ
where F is an increasing convex function on Rþ with Fð0Þ ¼ 0: It is well known that
Jð f ÞXJð f Þ ð1:4Þ
for every nonnegative measurable function f on Rm that vanishes at inﬁnity. If F is
strictly convex, Jð f ÞoN; and the distribution function of f is absolutely
continuous, then equality in Eq. (1.4) occurs only when f is a translate of f  [7].
We are interested in applying these rearrangement inequalities to sequences of
functions. Let fn be a sequence of nonnegative functions on R
m that vanish at
inﬁnity, and let g be a symmetrically decreasing function. We make the additional
assumptions that K is positive, strictly symmetrically decreasing, and deﬁnes a
positive deﬁnite integral kernel on Rm; and that F is strictly increasing convex with
Fð0Þ ¼ 0: Then it is easy to see that both inequalities are preserved under taking
limits: Using the continuity of I with respect to the norm deﬁned by the positive
deﬁnite quadratic form I; we clearly have
lim
n-N
Ið f n  gÞ ¼ 0 ) limn-N Ið fnÞp limn-N Ið f

n Þ ¼ IðgÞ: ð1:5Þ
Likewise, combining Eq. (1.4) with Fatou’s lemma shows that
lim
n-N
Jð f n  gÞ ¼ 0 ) lim
n-N
Jð fnÞX lim
n-N
Jð f n ÞXJðgÞ: ð1:6Þ
Setting fn 
 f and g ¼ f ; we recover the rearrangement inequalities in Eqs. (1.2) and
(1.4). Our main result is that equality in either Eq. (1.5) or (1.6) implies, under
suitable assumptions on K ; F ; and g; that the sequence fn converges to g modulo
translations.
Theorem 1. Let I be a convolution functional as given in Eq. (1.1), where K is a
strictly symmetrically decreasing function that defines a positive definite kernel on Rm:
Let g be a symmetrically decreasing function on Rm with 0oIðgÞoN; and let f fngnX1
be a sequence of nonnegative functions on Rm which vanish at infinity, with
symmetrically decreasing rearrangements f n : Assume that the sequence of
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rearrangements f n approaches g in the sense that
lim
n-N
Ið f n  gÞ ¼ 0: ð1:7Þ
If the values of the functional converge to IðgÞ along the sequence,
lim
n-N
Ið fnÞ ¼ IðgÞ; ð1:8Þ
then there exists a sequence of translations Tn on R
m such that
lim
n-N
IðTn fn  gÞ ¼ 0:
The positive deﬁniteness of K ensures that Ið f  gÞ ¼ 0 only for f ¼ g: The
assumption can be dropped if IðÞ is replaced by Iðj  jÞ in the assumptions and
conclusions of the theorem. The classical equality statement for Eq. (1.2) is recovered
by taking fn 
 f and g ¼ f :
Theorem 2. Let J be a gradient functional of the form in Eq. (1.3), where
F is a convex, strictly increasing function on Rþ with Fð0Þ ¼ 0: Let g be a
symmetrically decreasing function on Rm that vanishes at infinity and satisfies
0oJðgÞoN; and let f fngnX1 be a sequence of nonnegative measurable functions
on Rm which vanish at infinity, with symmetrically decreasing rearrangements f n :
Assume that the symmetrically decreasing rearrangements f n approach g in the
sense that
lim
n-N
Jð f n  gÞ ¼ 0 ð1:9Þ
and that the values of the functional along the sequence converge to JðgÞ;
lim
n-N
Jð fnÞ ¼ JðgÞ: ð1:10Þ
Then the following statements hold:
1. If F is strictly convex and the distribution function of g is absolutely continuous on
the interval where it is finite and positive, then there exists a sequence of translations
Tn on R
m such that
lim
n-N
J
1
2
ðTn fn  gÞ
 
¼ 0:
2. If FðtÞ ¼ t; then there exists a sequence of translations Tn such that Tn fn is compact
in L
m
m1ðRmÞ and rðTn fnÞ is tight in L1ðRmÞ: If fABV is a limit of a convergent
subsequence, then f  ¼ g; and all level sets of f are balls.
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The purpose of the factor 1=2 in the ﬁrst conclusion of the theorem is to guarantee
that the inﬁmum is ﬁnite. The factor can be dropped under additional assumptions
on F ; in particular if FðtÞ ¼ tp for some p41 or if F is linearly bounded. The
equality statement for Eq. (1.4) due to Brothers and Ziemer [7] is again recovered by
setting fn 
 f and g ¼ f :
In many applications to variational problems, assumptions (1.8) and (1.10) hold
naturally for minimizing sequences, while assumptions (1.7) and (1.9) are related to
compactness for symmetric minimizing sequences. Theorems 1 and 2 provide weak
bounds on the asymmetry of a function in terms of the symmetrization deﬁcit
Ið f Þ Ið f Þ or Jð f Þ Jð f Þ: Setting f n ¼ g for all n; we see that the
symmetrization deﬁcit can be small only when fn is close to a translate of g:
1.3. Description of the proofs
Mathematically, our results are inspired by so-called asymmetry inequalities,
which estimate the difference between a function or a body and a symmetric one by a
related geometric quantity. Classical examples are the Bonnesen-style isoperimetric
inequalities, which give lower bounds on the excess perimeter of a planar set, as
compared with the disc of the same area, in terms of geometric quantities
such as the in-radius [3] (see [29]). The most powerful result in that direction is a
quantitative isoperimetric inequality due to Hall [19], which bounds the symmetric
difference between a measurable set and a (suitably translated) ball in terms of the
isoperimetric deﬁcit (a recent application of this result appears in [36]). Related
statements have been proved for the logarithmic capacity in two dimensions
and for the capacity of convex sets in higher dimensions [20]. We are not aware of
estimates for the difference between the two sides of Riesz’ rearrangement
inequality in the literature, even though such estimates are readily obtained for
the simpler two-point rearrangement [10,28]. We expect that asymmetry inequalities
should hold for large classes of symmetric functionals, including the Coulomb
electrostatic energy.
Our strategy for the proofs of Theorems 1 and 2 is as follows. We ﬁrst write each
function as the sum of a bounded function supported on a set of ﬁnite volume, and a
function whose contribution to the functional is negligible (Section 2.2). To ensure
that this decomposition commutes with translations and rearrangements, we use a
technique closely related to the layer-cake principle [24, Theorem 3.9]. In the second
step, we consider the symmetrization deﬁcitsIð f Þ Ið f Þ andJð f Þ Jð f Þ for a
bounded function whose support has ﬁnite volume (Sections 3.1 and 4.1). We show
that a function with a small symmetrization deﬁcit must be almost supported on a
suitably translated ball whose size we control (Lemmas 3.1 and 4.2). This is a key
step that provides some basic compactness. It has the role that Lieb’s compactness
lemma [23] has played in many minimization problems (see, for example, [6,27]). In
the third step (Sections 3.2 and 4.2), we pick subsequences that converge weakly up
to translations, and identify their weak limits with the help of the classical equality
statements for the rearrangement inequalities in Eqs. (1.2) and (1.4). This step is
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motivated by the characterization of the missing term in Fatou’s lemma [5] (see [24,
Theorem 1.9]). The proof is completed in Sections 3.3 and 4.3 by combining the three
steps. In the ﬁnal section, we discuss some recent and classical applications.
2. Preliminaries
2.1. Definitions and notation
Let f be a nonnegative measurable function on Rm: We say that f vanishes at
infinity, if for every t40; the level set fxARm j f ðxÞ4tg has ﬁnite measure. The
distribution function of f is given by
mðtÞ ¼
Z
1f ðxÞ4t dx:
The symmetric decreasing rearrangement, f 0 of f is the symmetrically decreasing,
lower semicontinuous function equimeasurable to f ;
f ðxÞ ¼ supft40 j mðtÞ4omjxjmg;
where om is the volume of the unit ball in Rm:
2.2. Decomposition into layers
In the proofs of Theorems 1 and 2, we ﬁnd it useful to write a given function f as a
sum of layers, f ¼ f b þ f u; where the middle layer
f b ¼ ½minf f ; f ðR1Þg  f ðRÞþ ð2:1Þ
is bounded and has level sets of bounded measure, and the sum of the top and
bottom layers
f u ¼ f  f b ¼ minf f ; f ðRÞg þ ½ f  f ðR1Þþ ð2:2Þ
will be negligible for R sufﬁciently large (see Fig. 1). If f is equimeasurable to g; then
f b and f u are equimeasurable to gb and gu; respectively. In particular, this
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Fig. 1. Construction of the layers f b and f u:
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decomposition commutes with rearrangements and translations. The following
lemma will be used to obtain uniform bounds on the sequence f bn :
Lemma 2.1. Let I be a convolution functional of the form given in Eq. (1.1) with K
symmetrically decreasing and not identically zero, and let J be a gradient functional as
defined in Eq. (1.3) with F convex, strictly increasing, and Fð0Þ ¼ 0: Fix R41 and
I0; J040: For a nonnegative measurable function f that vanishes at infinity, define the
middle layer f b by Eq. (2.1). There exist constants C1ðR; I0Þ and C2ðR; J0Þ such that
jj f bjjNpC1ðR; I0Þ
for all functions f with Ið f ÞpI0; and
jj f bjjNpC2ðR; J0Þ
for all f with Jð f ÞpJ0:
Proof. Since jj f bjjN increases with R; it sufﬁces to prove the claim for large values of
R: For the ﬁrst claim, we use the fact that K and f  are symmetrically decreasing to
estimate
Ið f ÞX
Z Z
jxj;jyjoR1
f ðxÞKðx  yÞ f ðyÞ dx dy
XKð2R1ÞðmomRmf ðR1ÞÞ2
XKð2R1ÞðmomRmjj f bjjNÞ2;
where om is the volume of the unit ball in Rm:
In the last line, we have used that jj f bjjNpf ðR1Þ by construction. The ﬁrst claim
follows since Kð2R1Þ40 for R sufﬁciently large by assumption. To see the second
claim, let f be the function on Rþ determined by jrf ðxÞj ¼ fðjxjÞ; and compute in
polar coordinates
Jð f ÞX
Z R
R1
FðfðrÞÞ momrm1 dr
XmomR1mðR  R1Þ F
Z R
R1
fðrÞ dr
R  R1
 
XmomR2m F
jj f bjjN
R
 
:
In the second step, we have estimated the factor rm1 from below by R1m; then
applied Jensen’s inequality. Since tFðx=tÞ is nonincreasing in t; we can replace R 
R1 by R in the third step. The claimed bound on jj f bjjN follows since F is strictly
increasing. &
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It is easy to see that the assumptions in Eqs. (1.9) and (1.10) of Theorem 2 hold
also for the middle layers f bn and g
b of the functions fn and g:
Lemma 2.2. Let J be a gradient functional of the form in Eq. (1.3) with F
convex, strictly increasing, and Fð0Þ ¼ 0; and let g be a symmetrically decreasing
function with JðgÞoN: Fix R41; and decompose fn; f n ; and g into layers as in Eqs.
(2.1)–(2.2). If
lim
n-N
Jð f n  gÞ ¼ 0;
then
lim
n-N
Jð f bn  gbÞ ¼ 0; limn-N Jð f
u
n  guÞ ¼ 0:
If, additionally,
lim
n-N
Jð fnÞ ¼ JðgÞ;
then
lim
n-N
Jð f bn Þ ¼ JðgbÞ; limn-N Jð f
u
n Þ ¼ JðguÞ:5
Proof. Since
rf bðxÞ ¼ rf ðxÞ 1R1pjxjpR;
we can rewrite the ﬁrst assumption as
lim
n-N
fJð f bn  gbÞ þJð f un  guÞg ¼ 0;
which clearly implies that both summands converge to zero, as claimed. To see the
second claim, we note that
rf bðxÞ ¼ rf ðxÞ 1f ðRÞpf ðxÞpf ðR1Þ
and rewrite the additional assumption as
lim
n-N
fðJð f bn Þ JðgbÞÞ þ ðJð f un Þ JðguÞÞg ¼ 0:
The claim follows since the limit of each summand is nonnegative by Eq. (1.6). &
The corresponding statement holds for the functional I appearing in Theorem 1.
Lemma 2.3. Let I be a convolution functional of the form in Eq. (1.1) with K
positive definite and strictly symmetrically decreasing, and let g be a symmetrically
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decreasing function with IðgÞoN: Fix R41; and decompose fn; f n and g into layers
as in Eqs. (2.1) and (2.2). If
lim
n-N
Ið f n  gÞ ¼ 0;
then
lim
n-N
Ið f bn  gbÞ ¼ 0; limn-N Ið f
u
n  guÞ ¼ 0:
If, additionally,
lim
n-N
Ið fnÞ ¼ IðgÞ;
then
lim
n-N
Ið f bn Þ ¼ IðgbÞ; limn-N Ið f
u
n Þ ¼ IðguÞ:
The proof requires some auxiliary estimates. The ﬁrst lemma provides three tail
estimates for symmetrically decreasing functions g in terms of IðgÞ:
Lemma 2.4. If K and g are nonnegative and symmetrically decreasing, then, for any
R40;
IðgÞXKð2RÞ
Z
jxjpR
gðxÞ dx
 !2
; ð2:3Þ
IðgÞX
Z
jxjX2R
gðxÞKðjxj þ RÞ dx
 ! Z
jxjoR
gðxÞ dx
 !
: ð2:4Þ
Furthermore, for every hAL1ðRmÞ supported in the ball jxjpR0; and every e40 there
exists a number R40 which depends only on K, R0; and e such thatZ
jxjXR
gðxÞK  hðxÞ dxpejjhjj1IðgÞ1=2: ð2:5Þ
Proof. Eqs. (2.3) and (2.4) follow immediately from the fact that both K and g are
nonnegative and symmetrically decreasing. To see the weak tail estimate in Eq. (2.5),
we separate two cases. If
jjgjj1p
ð3=2Þm1
e
IðgÞ1=2;
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then we have for R4R0:
Z
jxjXR
gðxÞjK  hðxÞj dxpjjhjj1jjgjj1KðR  R0Þpjjhjj1
ð3=2Þm1KðR  R0Þ
e
IðgÞ1=2
and Eq. (2.5) follows by choosing R large enough such that KðR  R0Þð3=2Þm1pe2:
If, on the other hand,
Z
jxjoR1
gðxÞ dx4ð3=2Þ
m1
e
IðgÞ1=2
for some R1XR0; then we estimate for RX4R1;Z
jxjXR
gðxÞjK  hðxÞj dxpjjhjj1
Z
jxjX4R1
gðxÞKðjxj  R1Þ dx:
The integral on the right-hand side is bounded by
Z
jxjX4R1
gðxÞKðjxj  R1Þ dxp
Z
jxjX2R1
gðxÞKðjxj þ R1Þ jxj þ 2R1jxj
 m1
dx
p ð3=2Þm1 IðgÞR
jxjpR1 gðxÞ dx
p eIðgÞ1=2:
In the ﬁrst step, we have estimated gðxÞpgðjxj  2R1Þ and changed variables in
polar coordinates. Next, we have used that jxj þ 2R1pð3=2Þjxj and applied
Eq. (2.4). Inserting the last inequality into the preceding equation again yields
Eq. (2.5). &
Lemma 2.5. Let gn be a sequence of be nonnegative, symmetrically decreasing
functions on Rm which vanish at infinity, and decompose them into layers by Eqs. (2.1)
and (2.2) for some R41: Let g be a nonnegative, symmetrically decreasing function on
Rm such that IðgÞoN; where I is defined by Eq. (1.1) with a strictly symmetrically
decreasing, positive definite kernel K. If
lim
n-N
Iðgn  gÞ ¼ 0;
then
lim
n-N
Iðgbn  gbÞ ¼ 0; limn-N Iðg
u
n  guÞ ¼ 0:
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Proof. It sufﬁces to establish that a subsequence of gn converges to g pointwise
almost everywhere; the claim then follows by applying Fatou’s lemma toZ Z
f½gnðxÞ þ gðxÞ½gnðyÞ þ gðyÞ  ½g#n ðxÞ  g#ðxÞ½g#n ðyÞ  g#ðyÞgKðx  yÞ dx dy
for # ¼ b; u:
In order to prove pointwise convergence, we ﬁrst notice that
lim
n-N
IðgnÞ ¼ IðgÞ
by Eq. (1.5). By Cauchy–Schwarz, the assumption implies
lim
n-N
Z Z
gnðxÞKðx  yÞhðyÞ dx dy ¼
Z Z
gðxÞKðx  yÞhðyÞ dx dy
for any function h with IðhÞoN: This means that K  gn converges to K  g in the
sense of distributions. The sequence gn is uniformly bounded in L
1
loc by Eq. (2.3).
Since the functions gn are symmetrically decreasing, we can choose a subsequence
(still denoted by gnÞ such that
gn, ad0 þ g0 in the sense of distributions; and
gn- g0 pointwise a:e:
Here aX0; d0 is the Dirac mass at the origin, and g0X0 is a symmetrically decreasing
function with Iðg0ÞoN: We need to show that a ¼ 0: To this end, ﬁx any hACN0 :
Since supnX1 IðgnÞoN; Eq. (2.5) of Lemma 2.4 implies that there exists for each
e40 a number R40 such that
sup
nX1
Z
jxjXR
gnðxÞjK  hðxÞj dxpe:
It follows that Z
ðK  gÞh ¼ lim
n-N
Z
gnðxÞK  hðxÞ dx
¼ lim
R-N
lim
n-N
Z
jxjpR
gnðxÞK  hðxÞ dx
¼
Z
K  fad0 þ g0gðxÞhðxÞ dx;
where we have used that K  gn and gn converge in the sense of distributions. Since h
is arbitrary, we conclude that
K  fad0 þ g0g ¼ K  g;
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which implies that ad0 þ g0 ¼ g by the positive deﬁniteness of K ; and the desired
pointwise convergence follows. This completes the proof of the lemma. &
Proof of Lemma 2.3. Applying Lemma 2.5 to the sequence f n of symmetric
decreasing rearrangements, we see that the ﬁrst assumption implies the ﬁrst claim.
To see that the additional assumption implies the second claim, we note that
lim
n-N
Ið f bn ÞpIðgbÞ; limn-N Ið f
u
n ÞpIðguÞ
by Eq. (1.5). Similarly, using ﬁrst Riesz’ rearrangement inequality and then the
continuity with respect to the norm deﬁned by the positive deﬁnite quadratic formI;
we have
lim
n-N
Z Z
f bn ðxÞKðx  yÞ f un ðyÞ dx dyp
Z Z
gbðxÞKðx  yÞguðyÞ dx dy:
Adding these inequalities proves the second claim of the lemma. &
3. Convolution integrals
3.1. Confinement to a ball
Lemma 3.1. Consider the convolution functional I defined in Eq. (1.1) with
some symmetrically decreasing, nonnegative integral kernel K. Let f be a nonnegative
measurable function that vanishes at infinity, and assume that its symmetrically
decreasing rearrangement f  is supported on a ball of radius R0 and
satisfies Ið f ÞoN: Then there exists for any choice of R142R0 a translation T
such that
Ið f Þ Ið f ÞXðKð2R0Þ  KðR1ÞÞ
Z
jxj4R1
Tf ðxÞ dx
 !2
:
Proof. We decompose the kernel as
K ¼ ½K  Kð2R0Þþ þmin½K ; Kð2R0Þ:
Since both summands are nonnegative and symmetrically decreasing, Riesz’
rearrangement inequality implies
Ið f Þ Ið f ÞX
Z Z
f ðxÞ f ðyÞmin½Kðx  yÞ; Kð2R0Þ dx dy
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
Z Z
f ðxÞ f ðyÞmin½Kðx  yÞ; Kð2R0Þ dx dy
X 0:
The ﬁrst integral on the right-hand side can be rewritten asZ Z
f ðxÞ f ðyÞmin½Kðx  yÞ; Kð2R0Þ ¼
Z
f ðxÞ f ðyÞKð2R0Þ dx dy
¼
Z
f ðxÞ f ðyÞKð2R0Þ dx dy;
where we have used that f is supported on the ball of radius R0 in the ﬁrst step, and
the equimeasurability of f with f  in the second. We obtain
Ið f Þ Ið f ÞX
Z Z
f ðxÞ f ðyÞfKð2R0Þ min½Kð2R0Þ; Kðx  yÞg dx dy
X fKð2R0Þ  KðR1Þg
Z Z
f ðxÞ f ðyÞ1jxyjXR1 dx dy:
Letting hðyÞ ¼ R f ðxÞ1jxyjXR1 dx; we deduce by the mean value theorem that there
exists a point x0 so that Z
f ðyÞhðyÞ dyXhðx0Þ
Z
f ðyÞ dy:
We have shown that
Ið f Þ Ið f ÞX fKð2R0Þ  KðR1Þg
Z
f ðyÞ dy 
Z
f ðxÞ1jxx0jXR1 dx
X fKð2R0Þ  KðR1Þg
Z
f ðxÞ1jxx0jXR1 dx
 2
:
Setting Tf ðxÞ ¼ f ðx þ x0Þ completes the proof. &
3.2. Identification of the limit
Lemma 3.2. Let fn be a sequence of nonnegative functions in L
2; and let I be as in Eq.
(1.1), with a nonnegative symmetrically decreasing kernel K. If fn, f and f

n , g
weakly in L2 for some functions f and g, then
Ið f ÞpIðgÞ:
If K is strictly symmetrically decreasing and IðgÞoN; then equality implies that there
exists a translation T such that Tf ¼ g:
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Proof. For any nonnegative function hAL2; we haveZ
f ðxÞhðxÞ dx ¼ lim
n-N
Z
fnðxÞhðxÞ dxp lim
n-N
Z
f n ðxÞhðxÞ dx ¼
Z
gðxÞhðxÞ dx:
Since f and f  are equimeasurable, it follows from the bathtub principle thatZ
jxjoR
f  dx ¼ sup
A: VolðAÞ¼omRm
Z
A
f ðxÞ dx
¼ sup
A: VolðAÞ¼omRm
Z
A
f ðxÞ dxp
Z
jxjoR
gðxÞ dx
for any R40: Applying the layer-cake principle we conclude thatZ
f ðxÞhðxÞ dxp
Z
gðxÞhðxÞ dx ð3:1Þ
for every symmetrically decreasing function h: If h is strictly symmetrically
decreasing and the integrals are ﬁnite, then equality in Eq. (3.1) can occur only for
f  ¼ g:
It follows with Riesz’ rearrangement inequality that
Ið f ÞpIð f Þp
Z
f ðxÞK  gðxÞ dxpIðgÞ;
where we have applied Eq. (3.1) twice, ﬁrst with h ¼ K  f  and then with h ¼ K  g:
If K is strictly symmetrically decreasing, then equality in the Riesz rearrangement
inequality implies that there exists a translation T such that Tf ¼ f : Furthermore,
since K  f  and K  g are again strictly symmetrically decreasing, equality in the last
step implies that f  ¼ g: &
3.3. Proof of Theorem 1
Let fn; g; and K be as in the statement of the theorem, and assume for the moment
that the functions fn are uniformly bounded, and that their symmetrically decreasing
rearrangements f n are supported in a ball of radius R: By Lemma 3.1, there exists a
sequence of translations Tn such thatZ
jxjX3R
Tn fnðxÞ dxp Ið f

n Þ Ið fnÞ
Kð2RÞ  Kð3RÞ
 1=2
-0 ðn-NÞ: ð3:2Þ
Since jjTn fnjj22 ¼ jj f n jj22 is uniformly bounded, the sequence Tn fn is weakly compact
in L2; that is, there exists a subsequence, again denoted by fn and a function f with
Tn fn , f ðn-NÞ ð3:3Þ
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weakly in L2: In light of Lemma 3.2, the valueIð f Þ is ﬁnite. Our goal is to show that
IðTn fn  f Þ-0 as n-N: To this end, ﬁx e40; and split
K ¼ K1jxjoe þ K1jxjXe ¼ Ks þ Kc;
so that
IðTn fn  f Þ ¼
Z
jxjo3R
ðTn fn  f ÞKc  ðTn fn  f Þ dx
þ
Z
jxjX3R
ðTn fn  f ÞKc  ðTn fn  f Þ dx
þ
Z
ðTn fn  f ÞKs  ðTn fn  f Þ dx:
The ﬁrst integral on the right-hand side goes to zero, because the sequence fðKc 
Tn fnÞ1jxjo3RgnX1 is compact in L2 by the Hilbert–Schmidt theorem, and
ðKc  Tn fnÞ1jxjo3R-ðKc  f Þ1jxjo3R ðn-NÞ:
For the second integral, notice that
Z
Tn fnðKc  Tn fnÞ1jxjX3RpjjKcjjNjj f jj1
Z
jxjX3R
fnðxÞ dx-0 ðn-NÞ
by Eq. (3.2). The third integral is estimated by
Z
Tn fnðxÞKs  fnðxÞ dxpjj fnjjNjj fnjj1
Z
jxjpe
KðxÞ dx
which can be made small by choosing e small. We conclude that IðTn fn  f Þ-0:
Since Ið f Þ ¼ IðgÞ by assumption, Lemma 3.2 implies that T0f ¼ g for some
translation T0: Thus we have shown that
inf
T
IðTfn  gÞpIðT0Tn fn  gÞ- 0 ðn-NÞ
at least along a suitable subsequence. Since the limit does not depend on the
subsequence, this proves the claim in the special case that the rearrangements f n are
uniformly bounded and supported on a common ball.
Given a sequence of functions fn; which satisfy the convergence assumptions of the
theorem. If the functions fn and g are not uniformly bounded or have level sets of
large measure, we write them as a sum of layers, fn ¼ f bn þ f un and g ¼ gb þ gu;
according to Eqs. (2.1) and (2.2), where R41 is a large number that will be
chosen below. By Cauchy–Schwarz, and using that Tfn is equimeasurable with fn;
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we can estimate
inf
T
IðTfn  gÞp3 inf
T
IðTf bn  gbÞ þIð f un Þ þIðguÞ
 
: ð3:4Þ
By Lemma 2.1, the functions f bn are uniformly bounded, and by construction, their
symmetric decreasing rearrangements are supported on the ball of radius R: By
Lemma 2.3, the functions f bn satisfy the assumptions of the theorem as well, with g
replaced by gb: We have shown in the ﬁrst part of the proof that
lim
n-N
inf
T
IðTf bn  gbÞ ¼ 0:
Furthermore, by Lemma 2.3, we have
lim
n-N
Ið f un Þ ¼ IðguÞ:
Taking limits in Eq. (3.4), we obtain
lim
n-N
inf
T
IðTfn  gÞp6IðguÞ:
Since the right-hand side can be made arbitrarily small by choosing R large enough,
this completes the proof.
4. Convex gradient functionals
4.1. Confinement to a ball
We begin with a lower bound for the isoperimetric deﬁcit in terms of a volume
integral. The following lemma can be obtained as a corollary of [19]; for the
convenience of the reader, we give here a direct proof. Denote by VolðAÞ the m-
dimensional Lebesgue measure of a set ACRm; and by PerðAÞ its perimeter.
Lemma 4.1. If ACRm has finite perimeter, then
PerðAÞ  PerðAÞ
PerðAÞ X
am
R2m
Z
A
Z
A
1jxyjXbmR dx dy; ð4:1Þ
where R is the radius of A; am ¼ ð21=m  1Þ=ð4mo2mÞ; and bm ¼ 4
ﬃﬃﬃﬃ
m
p
logð1
21=mÞ:
Proof. We will use a simpliﬁed version of Hall’s argument to show that all but a
fraction of the volume of A can be enclosed in a large box in Rm; and use that to
bound the integral in Eq. (4.1). Since the integral is bounded above by ð21=m 
1Þ=ð4mÞo1=2; we may assume without loss of generality that ðPerðAÞ 
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PerðAÞÞ=PerðAÞo1=2: Let VðtÞ be the volume of A to the left of the hyperplane
x1 ¼ t (see Fig. 2). We assume that Vð0Þ ¼ VolðAÞ=2; that is, half of the volume of A
lies in the negative half-space. Applying the isoperimetric inequality to the parts of A
on either side of the hyperplane x1 ¼ t; and subtracting twice the area of the
interface, we obtain for the perimeter of A
PerðAÞXmom VðtÞom
 11=m
þ VolðAÞ  VðtÞ
om
 11=m( )
 2V 0ðtÞ:
Let yðtÞ ¼ VðtÞ=VolðAÞ be the volume fraction of A to the left of the hyperplane
x1 ¼ t: Using that VolðAÞ ¼ omRm; PerðAÞ ¼ momRm1; and solving for y0; we
obtain
2R
m
y0ðtÞXy11=m þ ð1 yÞ11=m  1 PerðAÞ  PerðA
Þ
PerðAÞ :
Note that yð0Þ ¼ 1=2 by our choice of coordinates. We next use the concavity of the
function u-u11=m to see that for yp1=2
1 ð1 yÞ11=m
y
p1 ð1=2Þ
11=m
1=2
¼ 2 21=mo1:
Inserting the last equation into the previous one shows that
2R
m
y0ðtÞXy11=m  y ð4:2Þ
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Fig. 2. Proof of Lemma 4.1. The perimeter of the entire set is at least as large as sum of the perimeters of
two balls with volumes VðtÞ and V0  VðtÞ; minus twice the area of the interface.
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so long as
PerðAÞ  PerðAÞ
ð21=m  1Þ PerðAÞpyp1=2: ð4:3Þ
Since the right-hand side of Eq. (4.2) is strictly positive, we can separate variables
and obtain by direct integration
t2  t1p2R
Z y2
y1
1
y11=m  y dy ¼ 2Rflogð1 y
1=m
2 Þ þ logð1 y1=m1 Þg;
provided Eq. (4.3) holds for tAðt1; t2Þ: Plugging in y1 ¼ PerðAÞPerðA
Þ
f21=m1gPerðAÞ40; y2 ¼ 1=2
and t2 ¼ 0; we conclude that all but a fraction y1 of the volume of A lies to the right
of the hyperplane t ¼ 2R logð1 21=mÞ: Repeating the argument for the right half
of A and for the other m  1 coordinate directions, we see that all but a fraction
2my1 of the volume of A is contained in a box of side length 4R logð1 21=mÞ:
Since the diameter of this box is bmR; it follows thatZ
A
Z
A
1jxyjXbmR dx dyp2ð2my1ÞVolðAÞ2p
R2m
am
PerðAÞ  PerðAÞ
PerðAÞ
as claimed. &
Lemma 4.2. Let F be a nondecreasing convex function on Rþ with Fð0Þ ¼ 0; and define
J by Eq. (1.3). Assume that f is a nonnegative function on Rm with Jð f ÞoN; whose
symmetrically decreasing rearrangement f  is supported in the ball of radius R. Then
there exists a translation T such that, for any e40;
Jð f Þ Jð f ÞX am
R2mJð f Þ Jðminð f
; eÞÞ
Z
jxjXbmR
1Tf ðxÞXe dx
 !2
;
where am and bm the constants from Lemma 4.1.
Proof. The convexity of F implies, via the co-area formula and Jensen’s inequality,
that
Jð f ÞX
Z N
0
Perðf f4hgÞGðjr0ðhÞjÞ dh; ð4:4Þ
where GðzÞ ¼ zFðz1Þ is a nonnegative, nonincreasing and convex function on Rþ;
rðhÞ is the radius of the ball fxARmjf 4hg; and r0ðhÞ is its derivative from the left [7,
Eqs. (33)–(35)]. (Note that the convexity of F1=p assumed there is obsolete, see [9,
Proposition 4.1]). We set Gðjr0ðhÞjÞ ¼ 0 if h is a singular value of f : Since Eq. (4.4) is
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an identity when f ¼ f ; we have
Jð f Þ Jð f ÞX
Z N
0
½Perðf f4hgÞ  Perðf f 4hgÞGðjr0ðhÞjÞ dh:
Applying Lemma 4.1 to the integrand results in
Jð f Þ Jð f ÞX am
Z N
0
Perðf f 4hgÞ
rðhÞ2m Gðjr
0ðhÞjÞ
Z
f ðyÞ4h
Z
f ðxÞ4h
1jxyjXbmR dx dy dh
X
am
R2m
Z Z
1jxyjXbmR
Z minð f ðxÞ;f ðyÞÞ
0
Perðf f 4hgÞGðjr0ðhÞjÞ dh dx dy:
In the second step, we have exchanged the order of integration and used that rðhÞpR
by our assumption on the support of f : To simplify notation, set
jðtÞ ¼ Jðminð f ; tÞÞ ¼
Z t
0
Perðf f 4hgÞGðjr0ðhÞjÞ dh:
Clearly,
minðjðt1Þ; jðt2ÞÞX jðt1Þjðt2Þ
Jð f Þ
and we arrive at
Jð f Þ Jð f ÞX am
R2m
Z Z
1jxyjXbmR minfjð f ðxÞÞ; jð f ðyÞÞg dx dy
X
am
R2mJð f Þ
Z Z
jð f ðxÞÞ1jxyjXbmR jð f ðyÞÞ dx dy:
We conclude as in the proof of Lemma 3.1 that there exists a translation T such that
Jð f Þ Jð f ÞX am
R2mJð f Þ
Z
jxjXbmR
jðTf ðxÞÞ dx
 !2
:
The claim follows by estimating, for any e40;Z
jxjXbmR
jðTf ðxÞÞ dxXjðeÞ
Z
jxjXbmR
1Tf ðxÞXe dx: &
4.2. Identification of the limit
Lemma 4.3. Let f fngnX1 be a sequence of nonnegative functions in W 1;1ðRmÞ and letJ
be a gradient functional of the form given in Eq. (1.3), with F strictly convex and
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increasing, and Fð0Þ ¼ 0: Assume that fn-f in L1: Assume furthermore that the
rearrangements f n are supported on a common ball and converge weakly to some
symmetrically decreasing function gAW 1;1 with JðgÞoN: If Jð fnÞ-JðgÞ then
fAW 1;1; and Jð f Þ ¼ JðgÞ: If the distribution function of g is absolutely continuous,
then Tf ¼ g for some translation T.
Proof. It is well known that any convex increasing function F with Fð0Þ ¼ 0 can be
written in the form
FðtÞ ¼
Z t
0
Z
10ptoh dnðtÞ dh ¼
Z N
0
½t  tþ dnðtÞ;
where the measure n is deﬁned on Rþ by the derivative of F from the left,
nð½0; hÞÞ ¼ F 0ðhÞ:
Since F is strictly convex, n assigns positive weight to every interval of positive
length. By assumption, limJð fnÞ ¼ JðgÞ; that is, after exchanging the order of
integration
lim
n-N
Z N
0
Z
½jrfnj  tþ dx dnðtÞ ¼
Z N
0
Z
½jrgj  tþ dx dnðtÞ:
Since for every tX0;
lim
n-N
Z
½jrfnj  tþ dxX
Z
½jrgj  tþ dx
by Eq. (1.6), we conclude that
lim
n-N
Z
½jrfnj  tþ dx ¼
Z
½jrgj  tþ dx ð4:5Þ
for almost every t40 at least along a subsequence (again denoted by fn). By
continuity and monotonicity in t; Eq. (4.5) holds for all tX0: For any a40; the
sequence
rfn1jrfnjpa
is uniformly bounded in L1-LN and hence weakly compact in L1: The remainder is
bounded byZ
jrfnj1jrfnjXa dxp2
Z
½jrfnj  a=2þ dx-2
Z
½jrgj  a=2þ ðn-NÞ;
where we have used that tp2ðt  a=2Þ for tXa in the ﬁrst step, and Eq. (4.5) in the
second step. The last term can be made small by choosing a sufﬁciently large, and we
conclude that the sequence rfn is weakly compact in L1: Choosing a subsequence
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(again denoted by fn), we may assume that rfn, z weakly in L1: By the uniqueness
of weak limits, we have rfn,rf ; proving that fAW 1;1: By the continuity of the
symmetric decreasing rearrangement in L1;
f  ¼ lim
n-N
f n ¼ g:
Since
Jð f ÞpJð f Þp lim
n-N
Jð fnÞ ¼ JðgÞ;
it follows that Jð f Þ ¼ Jð f Þ: If the distribution function of g is absolutely
continuous, then the Brothers–Ziemer theorem implies that Tf ¼ g for some
translation T [7]. &
Lemma 4.4. Let F be a strictly convex, increasing function with Fð0Þ ¼ 0: Consider a
(vector-valued) sequence of functions znAL1locðRmÞ such that zn converges to some limit
z weakly in L1locðRmÞ: If
lim
n-N
Z
Rm
FðjznjÞ dx ¼
Z
Rm
FðjzjÞ dxoN;
then
lim
n-N
Z
Rm
F
1
2
jzn  zj
 
dx ¼ 0:
Proof. It sufﬁces to show that under the assumptions of the lemma, there exists a
subsequence converging pointwise a.e. to z: This implies the claim by an application
of Fatou’s lemma to the sequence of nonnegative functions
FðjznjÞ þ FðjzjÞ
2
 F jzn  zj
2
 
X0:
By an approximation with bounded sets, we may assume that zn, z weakly in
L1ðRmÞ: To show pointwise convergence, ﬁx a40; and consider the restriction of the
functions zn to the set fxARm: jzðxÞjpag: It follows from the convexity of F that
lim
n-N
Z
jzðxÞjpa
FðjznjÞ dxX
Z
jzðxÞjpa
FðjzjÞ dx;
lim
n-N
Z
jzðxÞj4a
FðjznjÞ dxX
Z
jzðxÞj4a
FðjzjÞ dx:
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Adding the two inequalities, we deduce from the assumption of the lemma that
lim
n-N
Z
jzðxÞjpa
FðjznjÞ dx ¼
Z
jzðxÞjpa
FðjzjÞ dx:
On the other hand, since zn converges to z weakly in L
1;
lim
n-N
Z
jzðxÞjpa
F 0ðjzjÞ zjzj  ðzn  zÞ dx ¼ 0
everywhere. We conclude that
lim
n-N
Z
jzðxÞjpa
FðjznjÞ  FðjzjÞ  F 0ðjzjÞ zjzj  ðzn  zÞ dx ¼ 0:
Since the integrand is nonnegative by the convexity of F ; it converges to zero
pointwise almost everywhere in the region where jzðxÞjpa: By strict convexity, the
same is true for the sequence jzn  zj: The proof is completed by taking a-N: &
4.3. Proof of Theorem 2
Assume for the moment that the functions fn are uniformly bounded and that their
symmetric decreasing rearrangements f n are supported on the ball of radius R for
some R40: By Lemma 4.2, there exists a sequence of translations Tn such that for
any choice of e40;
Jð fnÞ Jð f n ÞX
ad
R2dJð f n Þ
Jðminð f n ; eÞÞ
Z
jxjXbd R
1Tn fnðxÞXe dx
 !2
;
where am and bm depend only on the dimension.
The sequence Tn fn is clearly bounded uniformly in W
1;1: It follows from the
Sobolev embedding theorem that the sequence ðTn fnÞ1jxjpbmR is compact in Lq for
1oqom=ðm  1Þ: Moreover, since Tn fn is uniformly bounded pointwise, a simple
interpolation implies that ðTn fnÞ1jxjpbmR is compact in Lq for all 1oqoN: Choosing
a further subsequence, we may assume that Tfn1jxjpbmR-f in L
1: To estimate the
part of Tn fn outside the ball of radius bmR; we use that for any e40;
Jðminð f n ; eÞÞ-Jðminðg; eÞÞa0; and
lim
n-N
Z
jxjXbmR
1Tn fnðxÞ4e dx ¼ 0:
On the other hand, Z
jxjXbmR
1Tn fnðxÞpep
Z
1f n ðxÞpepeomR
m:
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Taking ﬁrst n-N and then e-0 shows that
lim
n-N
jjðTn fnÞ 1jxj4bmRjj1 ¼ 0;
thus Tn fn is compact in L
1 (and by uniform boundedness, also in Lq for 1oqoN).
This implies the claim in the case when FðtÞ ¼ jtj: If F is strictly convex, then we may
apply Lemma 4.3 to the sequence Tn fn to see that implies that there exists a
translation T0 such that T0 f ¼ g: We conclude with Lemma 4.4 that
inf
T
J
1
2
ðTf  gÞ
 
pJ 1
2
ðTnT0 f  gÞ
 
-0 ðn-NÞ:
This completes the proof in the case where the functions fn are uniformly bounded
and their rearrangements are supported in a common ball.
Consider now the general case of a sequence of functions fn that satisfy the
assumptions in Eqs. (1.9) and (1.10). For R41 to be determined below, decompose
the functions into layers, fn ¼ f bn þ f un ; g ¼ gb þ gu; as in Eqs. (2.1) and (2.2). By
Lemma 2.2, the functions f bn also satisfy the assumptions of the theorem, with g
b in
place of g: By Lemma 2.1, they are uniformly bounded, and by construction, their
symmetric decreasing rearrangements f bn are supported in a common ball.
If F is strictly convex, we estimate, for any translation T ;
J
1
2
ðTfn  gÞ
 
pJ 1
2
ðTf bn  gbÞ
 
þJ 1
2
ðTf un  guÞ
 
:
We showed in the ﬁrst part of the proof that
lim
n-N
inf
T
1
2
ðTf bn  gbÞ ¼ 0:
For the second term we use
lim
n-N
sup
T
J
1
2
ðTf un  guÞ
 
p1
2
lim
n-N
Jð f un Þ þJðguÞ
n o
pJðguÞ:
It follows that
lim
n-N
inf
T
J
1
2
ðTfn  gÞ
 
pJðguÞ;
which can be made as small as we please by taking R-N:
If FðtÞ ¼ jtj; we have shown in the ﬁrst part of the proof that there exists a
sequence of translations such that f bn is compact in L
1þ1=n and rfnTn is tight in L1:
Moreover, as R goes to inﬁnity, jjrgujj1 becomes arbitrarily small. Hence jjrf un jj1 are
uniformly small, which implies by Sobolev’s inequality that jj f un jj1þ1=n are uniformly
small. We thus conclude that Tn fn is compact in L
1þ1=n; and rTn fn is tight in L1:
This completes the proof.
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5. Applications
In this section, we illustrate how to use Theorems 1 and 2 to establish that all
minimizing sequences for some variational problem converge up to the symmetries
of the functional.
5.1. Dynamical stability of a gaseous star
As a ﬁrst example, we will give a proof of the recent nonlinear stability results of
Rein [32] on gaseous stars. Consider a self-gravitating star, as described by the
compressible Euler–Poisson system:
@trþr  ðruÞ ¼ 0;
r@tu þ rðu  rÞu ¼ rPðrÞ  rrV ;
DV ¼ 4pr; ð5:1Þ
with the boundary condition limjxj-N Vðt; xÞ ¼ 0: Here, rðt; xÞX0 and uðt; xÞAR3
are the mass density and velocity ﬁeld of a gaseous star at time t and position xAR3;
and
Vrðt; xÞ ¼ 
Z
jx  yj1rðt; yÞ dy; ð5:2Þ
is the corresponding gravitational potential. For simplicity, we assume that the
pressure is given by PðrÞ ¼ rg: The energy functional
Eðr; uÞ ¼ 1
2
Z
juj2r dx þ 1
g 1
Z
rg dx  1
2
Z Z
rðxÞjx  yj1rðyÞ dx dy;
is formally conserved under the motion generated by Eq. (5.1). The ﬁrst term in the
energy functional represents the kinetic energy, the second term is the contribution
of the pressure, and the third term is the gravitational potential energy. A family of
steady states is obtained by minimizing the time-independent functional
HðrÞ ¼ 1
g 1
Z
rg dx  1
2
Z Z
rðxÞjx  yj1rðyÞ dx dy ð5:3Þ
subject to the mass constraint
R
rðxÞ dx ¼ M: A symmetric minimizer is given by
r0ðxÞ ¼ cðgÞ½E0  Vr0ðxÞ1=ðg1Þþ ; ð5:4Þ
where E0p0 is a Lagrange multiplier associated with the mass constraint, and Vr0ðxÞ
is the potential induced by r0 through Eq. (5.2). The minimizer is unique up to
translation. The main result in [32] is the following.
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Theorem (Rein [32]). For g44=3; the symmetric steady-state solution r0ðxÞ is
dynamically stable up to translations, among possible weak solutions which satisfy the
mass constraint and whose energy does not exceed the energy of the initial values.
Here, the distance from r0 is measured by
dðr; r0Þ ¼
1
g 1
Z
rg  rg0 þ ðVr0  E0Þðr r0Þ dx:
Notice that since g44=3; the integrand above is nonnegative, by a Taylor expansion
around r0ðxÞ in (5.4). The crucial part is to establish that for any minimizing
sequence rn; there exists a sequence of translations Tn on R
3 such that
jjrVTnrn rVr0 jj2-0; ð5:5Þ
see Theorem 1 in [32], and similar arguments for stable galaxy conﬁgurations in [14–
18,30].
Proof of Theorem. Denote by
IðrÞ ¼
Z Z
rðxÞjx  yj1rðyÞ dx dy ¼ jjrVrjj22;
the gravitational potential energy associated with the mass distribution r:
Step 1: The compactness of symmetric minimizing sequences follows from [32,
Lemma 4.1]. It is shown there that (5.5) holds with no translations needed for any
symmetric minimizing sequence, that is,
lim
n-N
Iðrn  r0Þ ¼ 0:
As a matter of fact, the splitting and scaling argument used in the proof leads to an a
priori estimate for the radius of r0ðxÞ; of the form jxjp3M25hM ; with an explicit constant
hM :
Step 2: Given a general minimizing sequence rn with limn-N
R
rn ¼ M: Using the
equimeasurability of rn with r

n and the Riesz rearrangement inequality, we see that
the sequence of symmetrizations rn is again a minimizing sequence, and that
lim
n-N
IðrnÞ ¼ lim
n-N
IðrnÞ ¼ Iðr0Þ:
By Step 1,
lim
n-N
Iðrn  r0Þ ¼ 0:
Since the Coulomb kernel Kðx  yÞ ¼ jx  yj1 is strictly symmetrically decreasing
and positive deﬁnite, Eq. (5.5) follows directly from Theorem 1. &
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5.2. Stability in galactic dynamics
As a further illustration, we present an argument for the stability of symmetric
steady states in galactic dynamics which was communicated to us by Rein [31].
Consider a large ensemble of stars (e.g. a galaxy) interacting by the gravitational
ﬁeld that they create collectively. In contrast to the gaseous star problem in the
last section, it is impossible now to study the dynamics of each individual star.
The most fundamental physical model for describing the dynamics of a galaxy is
based on kinetic theory, in which the ensemble is described by a phase space density
f ðt; x; vÞ rather than by the particle density and velocity ﬁeld. Here ðx; vÞAR3  R3
denote the position and (independent) momentum variables. In astrophysics the
dynamics of typical galaxies or globular clusters is then described by the Vlasov–
Poisson system.
@tf þ v  rxf rxV  rvf ¼ 0;
DV ¼ 4pr; ð5:6Þ
where
rðt; xÞ ¼
Z
f ðt; x; vÞ dv ð5:7Þ
is the particle density corresponding to f ; and the gravitational potential V again
satisﬁes Eq. (5.2). The sum of the kinetic and potential energies
Eð f Þ ¼Ekinð f Þ þ EpotðrÞ
¼ 1
2
Z Z
jvj2f ðx; vÞ dv dx  1
2
Z Z
rðxÞjx  yj1rðyÞ dx dy
is conserved under the dynamical system generated by Eqs. (5.6). The rare collisions
between stars are neglected in such a model. As a consequence, the Vlasov–Poisson
system has an additional scaling symmetry and a continuum of conserved quantities
given by the so-called Casimir functionals
Cð f Þ :¼
Z Z
Fð f ðx; vÞÞ dv dx;
where F is a convex function satisfying appropriate growth conditions. For
simplicity, we assume here that Fð f Þ ¼ f 1þ1=k with 0oko3=2: Steady states can be
obtained by minimizing
Cð f Þ þ Eð f Þ ð5:8Þ
under the constraint that the total mass
R R
f dv dx ¼ M is a prescribed positive
constant.
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The machinery of the present paper does not apply directly to the variational
problem in Eq. (5.8). It was pointed out by Rein [31] that the problem can be reduced
to one in terms of the particle density r ¼ rðxÞ: We gratefully reproduce his
argument here; details can be found in [30].
The idea is to perform the minimization problem in Eq. (5.8) in two stages,
inf
f :
R R
f ðx;vÞ dv dx¼M
fCð f Þ þ Eð f Þg
¼ inf
r:
R
rðxÞ dx¼M
inf
f :
R
f ð;vÞ dv¼r
fCð f Þ þ Ekinð f Þg þ EpotðrÞ
( )
:
The inner minimization amounts to computing for a given particle density r the
composition C3r; where for rX0
CðrÞ ¼ inf
Z
FðgðvÞÞ þ 1
2
jvj2gðvÞ dv j 0pgAL1ðR3Þ;
Z
gðvÞ dv ¼ r
 
: ð5:9Þ
By the strict convexity of F; the minimizer in Eq. (5.9) is uniquely determined by r;
and thus any minimizing phase space density for Eq. (5.8) is uniquely determined by
the corresponding particle density. The relationship between F and C can be made
explicit by noting that their Legendre transforms #F and #C satisfy #CðtÞ ¼ R #Fðt 
jvj2=2Þ dv: In particular, for Fð f Þ ¼ f 1þ1=k we ﬁnd that up to a multiplicative
constant CðrÞ ¼ rg with g ¼ 1þ 1=ðk þ 3=2ÞAð4=3; 5=3Þ:
The outer minimization problem is thus reduced to minimizing
HðrÞ ¼
Z
CðrðxÞÞ dx 
Z Z
rðxÞjx  yj1rðyÞ dx dy ð5:10Þ
over particle densities r satisfying the mass constraint
R
rðxÞ dx ¼ M: This problem
has precisely the form of Eq. (5.3) considered in Section 5.1. In particular, there exist
symmetric steady states with the particle density given by Eq. (5.4). The
corresponding symmetric minimizing phase space density is given by
f0ðx; vÞ ¼ ½E0  jvj2=2 Vr0ðxÞkþ; 0oko3=2:
We claim that from the point of view of stability for the Vlasov–Poisson system all
the relevant knowledge for the variational problem in Eq. (5.8) can be extracted from
its reduced form in Eq. (5.10). To see this, let fn be a minimizing sequence for
Eq. (5.8), and let rn be the corresponding sequence of particle densities determined
by Eq. (5.7). Since rn is a minimizing sequence for the reduced problem in Eq. (5.10),
we conclude from Section 5.1 that rn converges (up to suitable translations Tn) to
some particle density r0 and rVTnrn-rVr0 in L2: Choosing a subsequence and
using the special form of F; we may assume that the sequence of phase space
densities Tnfn converges weakly in L
1þ1=k to some limiting function f0: Since rVTn fn
is compact in L2; the energy-Casimir functional Eþ C is lower semicontinuous, and
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its values must converge along the sequence, and we conclude that Tn fn-f0 strongly
in L1þ1=k: It follows that f0 is the unique minimizer for the full problem in Eq. (5.8)
determined by r0ðxÞ: In summary, there exists a sequence of translations Tn such
that Tn fn-f0:
5.3. Maximizing sequences for the HLS functional
We will show how to use Theorem 1 to verify that all maximizing sequences for the
Hardy–Littlewood–Sobolev inequality converge up to scalings, translations, and
phase factors, as ﬁrst proved by Lions [25,26]. The Hardy–Littlewood–Sobolev
inequality states that
Ið f Þ :¼
Z Z
f ðxÞjx  yjl %fðyÞ dx dypIðm; pÞjj f jj2p;
2
p
þ l
m
¼ 2
for any complex-valued f in LpðRmÞ: Both the functional I and the p-norm are
invariant under the translation by vectors aARm and scaling by factors s40:
Tf ðxÞ ¼ f ðx  aÞ; Sf ðxÞ ¼ sm=p f ðx=sÞ:
The sharp constant
Iðm; pÞ ¼ sup
jj f jjpp¼1
Ið f Þ ð5:11Þ
was determined by Lieb in [22]. It is achieved for
gðxÞ ¼ 2
1þ jxj2
 !m=p
; ð5:12Þ
in fact, g is the unique symmetrically decreasing optimizer of Eq. (5.11) withR
jxjo1 gðxÞp dx ¼ 1=2 [24, Theorem 4.3 and Lemma 4.8].
Lieb’s identiﬁcation of the optimizers combines the conformal invariance of
Eq. (5.11) and the sharp Riesz rearrangement inequality with a subtle compactness
argument. The most direct proof of the sharp Hardy–Littlewood–Sobolev inequality
uses the competing symmetries technique to construct special maximizing sequences
with good convergence properties, thus sidestepping the compactness issue [2,11],
(see [24, Theorem 4.6]). In fact, all maximizing sequences for Eq. (5.11) converge to g
up to suitable scalings, translations, and multiplication by phase factors:
Theorem (Lions [26]). For every sequence of functions fn on R
m satisfying
jj fnjjp ¼ 1; limn-N Ið fnÞ ¼ IðgÞ;
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where g is given by Eq. (5.12), there exist sequences of scalings Sn; translations Tn; and
phase factors eifn such that
lim
n-N
Iðeifn TnSn fn  gÞ ¼ 0; lim
n-N
jjeifn TnSnfn  gÞ ¼ 0:
Proof. Step 1: Although it is not explicitly stated there, Lieb shows in his proof of
the maximality of g that every maximizing sequence of symmetrically decreasing
functions gn for converges to g up to scalings [22, p. 536]. In other words, there exists
a sequence of scalings Sn such that
lim
n-N
jjSngn  gjjp ¼ 0:
Since I is continuous in Lp by the (non-sharp) Hardy–Littlewood–Sobolev
inequality, it follows that
lim
n-N
IðSngn  gÞ ¼ 0:
The compactness of symmetric minimizing sequences up to scaling can also be shown
directly, by using the splitting and scaling technique developed in [15].
Step 2: Consider a general maximizing sequence of nonnegative functions fn:
Clearly f n is again a maximizing sequence. By Step 1, there exists a sequence of
scalings such that
lim
n-N
IðSn f n  gÞ ¼ 0:
Since fn is a maximizing sequence, we have
lim
n-N
Ið fnÞ ¼ lim
n-N
Ið f n Þ ¼ IðgÞ:
The kernel Kðx  yÞ ¼ jx  yjl is positive deﬁnite and symmetrically decreasing,
and we may apply Theorem 1 to the sequence Sn fn to obtain a sequence of
translations such that
lim
n-N
IðTnSn fn  gÞ ¼ 0;
in particular, TnSn fn-g pointwise almost everywhere at least along suitable
subsequences. Since limn-N jj fnjjp ¼ jjgjjp; it follows from the characterization of
the missing term in Fatou’s lemma that
lim
n-N
jjTnSn fn  gjjp ¼ 0:
Conclusion: For a general maximizing sequence of real-valued functions, it is easy
to see that there exists a subsequence along which either the positive parts ½ fnþ or
the negative parts ½ fn form again a maximizing sequence, and that the other part
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converges to zero. Similarly, Schwarz’ inequality implies that the real and imaginary
parts of a complex-valued sequence are again optimizing sequences, and that their
ratio converges to a constant. &
5.4. Minimizing sequences for the Sobolev constant
Finally, we show the corresponding compactness result for minimizing sequences
of the Sobolev inequality . The Sobolev inequality bounds the norm of a function in
LpðRmÞ by a corresponding gradient norm,
Jð f Þ :¼
Z
jrf jp dxXJðm; pÞjj f jjpp ; p ¼
mp
m  p; 1ppom:
The functional and the p-norm are invariant under translation by vectors aARm and
scaling by dilation factors s40
Tf ðxÞ ¼ f ðx  aÞ; Sf ðxÞ ¼ sm=p f ðx=sÞ:
The sharp constant
Jðm; pÞ ¼ inf
jj f jjp
p¼1
Jð f Þ ð5:13Þ
was determined by Talenti [37] and Aubin [1]. For p41 it is assumed for the
function
ga;bðxÞ ¼ 1
aþ bjjxjjp=p1
 !p=p
; ð5:14Þ
where a and b are positive constants determined by the values of jjgjjp and
R
jxjo1 g
p :
For p ¼ 1; Jðm; 1Þ is the isoperimetric constant in Rm; which is assumed not in W 1;1
but by the characteristic function of a ball in BV : The optimizer is unique up to
scaling, translation, and multiplication by constants.
In the proof, Talenti uses the rearrangement inequality for convex gradient
functionals and Aubin uses the isoperimetric inequality to reduce the variational
problem to radially decreasing functions. Then they analyze the ordinary differential
equation associated with the resulting one-dimensional problem. In the special case
p ¼ 2; Eq. (5.13) is again conformally invariant, and the competing symmetries
technique quickly yields the optimizers. A recent proof, using optimal transportation
techniques, avoids compactness issues altogether [13]. We will give a proof that for
p41; all minimizing sequences converge up to scalings, translation, and multi-
plication by phase factors. In the case p ¼ 1; the minimizer is a function of bounded
variation, but the minimizing sequence still has some tightness properties.
ARTICLE IN PRESS
A. Burchard, Y. Guo / Journal of Functional Analysis 214 (2004) 40–73 69
Theorem (Lions [26]). Given a sequence of functions fnAW 1;pðRmÞ with
jj fnjjp ¼ 1; limn-N Jð fnÞ ¼ Jðm; pÞ:
1. If p41; there exist sequences of scalings, Sn; translations Tn; and phase factors eifn
such that the sequence defined by satisfies
lim
n-N
jjeifn TnSn fn  gjjp ¼ 0; limn-N Jðe
ifn TnSn fn  gÞ ¼ 0:
2. If p ¼ 1; there exist sequences of scalings Sn; translations Tn; and phase factors eifn
such that the sequence of gradients rfeifn TnSn fng is tight in L1 and the sequence
eifn TnSn fn is compact in L
n
n1:
Proof. Step 1: Let gn be a sequence of symmetrically decreasing functions with
jjgnjjp ¼ 1 and limJðgnÞ ¼ Jðm; pÞ: By scaling, we may assume thatZ
jxjp1
gp

n ¼
Z
jxjX1
gp

n ¼
1
2
:
Choosing a subsequence, we may assume that gn converges weakly in W
1;p (or in BV
if p ¼ 1Þ; and in Lp to some symmetrically decreasing limit function gAW 1;p: Since
the gn are symmetrically decreasing, they also converge pointwise almost everywhere.
Clearly, jjgjjppp1 and JðgÞpJðm; pÞ:
We want to show that the sequence gn can concentrate neither at jxj ¼ 0 nor at
jxj ¼N: Let X be a symmetrically decreasing smooth cutoff function with values in
½0; 1; satisfying XðxÞ ¼ 1 for jxjo1 and XðxÞ ¼ 0 for jxj42: For R42; we split gn
into three parts,
gcðxÞ ¼ XðRxÞgðxÞ; grðxÞ ¼ Xðx=RÞgðxÞ; gc ¼ g  gc  gr
and correspondingly for the functions gn: It follows from the uniform bounds in
Lemma 2.1 and the pointwise convergence that gcn-g
c strongly in Lq for all qX1;
and that gcn-g strongly in L
q for all qop: Let
ycnðRÞ ¼ jjgcnjjp

p ; y
r
nðRÞ ¼ jjgrnjjp

p :
We compute
JðgnÞ ¼
Z
jrgnjp dxX
Z
jðXðx=RÞ XðRxÞÞrgnjp dx
þ
Z
jXðRxÞrgnjp dx þ
Z
jð1Xðx=RÞÞrgnjp dx: ð5:15Þ
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Using the product rule and the deﬁnition ofJ; the ﬁrst term on the right-hand side is
estimated byZ
jðXðx=RÞ XðRxÞÞrgnjp dxXJðgcnÞ 
Z
ðRjrXðRxÞj þ R1jrXðx=RÞjÞgn dx
X ð1 ycnðRÞ  yrnðTÞÞp=p

Jðm; pÞ
 CðR1=p þ 2momgnðRÞÞ;
where the constant C depends only on the cutoff function X: We have used the
deﬁnition of the sharp Sobolev constant Jðm; pÞ to estimate the ﬁrst term, Ho¨lder’s
inequality for the second, and the fact that gn is symmetrically decreasing for the
third. The second and third terms on the right-hand side of Eq. (5.15) are similarly
bounded below byZ
jXðRxÞrgnjp dxX ðycnðRÞÞp=p

Jðm; pÞ  CR1=p ;Z
jð1Xðx=RÞÞrgnjp dxX ðyrnðRÞÞp=p

Jðm; pÞ  C2momgð2RÞ:
Inserting these estimates into Eq. (5.15) and taking limits, we deduce that
lim
n-N
f1 ½ð1 ycnðRÞ  yrnðRÞÞp=p
 þ ðycnðRÞÞp=p
 þ ðyrnðRÞÞp=p
 g-0 ðR-NÞ:
We have used that limJðgnÞ ¼ Jðm; pÞ; and that gn converges to g pointwise. Since
ycnðRÞp1=2 and yrnðRÞp1=2 for all R42 by our choice of scaling, the strict convexity
of the function t-tp=p

implies that
lim
n-N
fycnðRÞ þ yrnðRÞg-0 ðR-0Þ:
It follows that gn-g strongly in L
p ; and consequently jjgjjp ¼ 1: By the deﬁnition
of the optimal constant Jðm; pÞ and Fatou’s lemma, we have jjrgjjpp ¼ JðgÞ ¼
Jðm; pÞ; and rgn converges to rg strongly in Lp: Thus g is an extremal for the
Sobolev inequality, and is given by Eq. (5.14), with the scaling parameters a and b
determined by
jjgjjp ¼ 1;
Z
jxjo1
gp
 ¼ 1
2
:
Since all suitably scaled subsequences converge to the same limit, the entire sequence
converges to g in Lpðp41Þ; as claimed. For p ¼ 1 we use that jjgjjpp ¼ 1 and
limJðgnÞ ¼ Jð1; pÞ which rgn-rg weakly in measure.
Step 2: Consider a minimizing sequence of nonnegative functions fn: Clearly the
symmetric decreasing rearrangements f n form again a minimizing sequence, If p41;
by Step 1, there exists a sequence of scalings Sn such that limn-N jjSn f n  gjjp ¼
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0; limn-NJðSn f n  gÞ ¼ 0: For p41; the limiting function g is strictly symme-
trically decreasing, strictly positive, and has a continuous distribution function. By
Theorem 2 applied to Sn fn; there exists a sequence of translations Tn such that
lim
n-N
JðTnSn fn  gÞ ¼ 0:
It follows from the Sobolev inequality that
lim
n-N
jjTnSn fn  gjjp ¼ 0:
On the other hand, if p ¼ 1; we then have JðSn f n Þ-JðgÞ and limn-NjjSn f n 
gjjp ¼ 0; and we can apply the second part of Theorem 2.
Conclusion. For a general complex-valued minimizing sequence, the claim follows
by splitting the sequence into its real and imaginary parts and using the convexity
inequality for gradients [24, Theorem 7.8]. &
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