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Abstract 
Operational Modal Analysis (OMA) has gained popularity for identifying the modal 
properties of a structure for its high economy and feasibility. Conventionally, time 
synchronisation among data channels is required to determine mode shape. OMA can be 
conducted more flexibly if synchronisation is not required. The power spectral density (PSD) 
matrix of data and its spectral properties are often used for analysing potential modes. 
Conventionally known properties assume synchronous data and do not carry over to 
asynchronous data. This paper investigates the spectral properties of asynchronous OMA data. 
A stationary process with imperfect coherence is proposed that is conducive to OMA while 
capturing the key asynchronous characteristics. The theoretical properties of PSD matrix are 
derived and validated using synthetic and experimental data. Although conventional methods 
do not allow mode shape to be determined from asynchronous data, the present work reveals 
the possibility by noting that the data are measured under the same excitation and hence share 
a common PSD in the modal force. Based on this, a simple method is proposed for 
determining the mode shape. For perfectly incoherent data channels, it is not possible to 
determine the relative sense of their mode shape values, which is a fundamental limitation of 
such data. In implementation, the sense can be determined from intuition or estimated from 
the residual coherence between channels. Experimental application reveals practical issues in 
OMA with asynchronous data. This work aspires to provide the pathway for more flexible 
implementation of OMA, e.g., using asynchronous data from multiple smart phones. 
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1 Introduction 
Modal identification is concerned with extracting the modal properties of a structure based on 
measured vibration data [1,2]. Modal properties primarily include natural frequencies, 
damping ratios and mode shapes. They are important quantities demanded in vibration 
assessment, control or more generally, structural health monitoring [3–5]. Among different 
classes of modal identification techniques, ambient modal identification, commonly known as 
‘operational modal analysis’ (OMA), has gained popularity in both theory development and 
practical implementation since it can be conducted under working environmental conditions 
without artificial loading [6–8]. The input loading is unknown but assumed to be statistically 
broadband random. Frequency domain decomposition [9] and stochastic subspace 
identification [10] with its variants are popular conventional techniques in the context of 
classical (‘frequentist’) statistics. Other recent techniques include, e.g., blind source 
identification [11–13], maximum likelihood identification [14,15] and vision-based 
identification [16]. Bayesian approaches are also available, see review in [17].  
To obtain mode shape information, the vibration of a structure at multiple locations, or 
technically, degrees of freedom (DOF), is measured. Conventional modal identification 
methods require ‘synchronous data’, where digital data at different data channels are recorded 
at the same time scale. In one common experimental configuration, the analogue signals of 
sensors are transmitted to a central synchronisation hardware (i.e. sampling clock) so that 
their digitised counterparts are synchronised. NTP (network time protocol) [18] and GPS 
(global position system) [19] are alternative options to obtain synchronous data. Recently, 
wireless sensor networks [20–22] are also applied in modal identification tests with several  
synchronisation schemes [23–25]. Current research mainly discusses synchronisation 
problems when using wireless sensor networks in modal identification tests, where the time 
shift between different sensors is a major concern. Asynchronisation problem caused by time 
shift generally leads to error in both the amplitude and phase of identified mode shapes. This 
issue was investigated in laboratory and field studies  [26–29].  
In a more general setting, even when data recording at multiple sensors can be controlled to 
start and finish at the same time, recording using independent sampling clocks will still 
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produce asynchronous data. Crystal oscillators (e.g. quartz) are commonly used in data 
acquisition (DAQ) hardwares to control data sampling process [30]. Although they can 
provide a frequency reference for sampling time bases with high precision and stability, the 
actual sampling interval of each oscillator may still vary due to temperature, aging, etc. [31]. 
The actual sampling intervals between any two clocks are not identical. As long as different 
data channels are sampled using independent clocks, the measured data will be asynchronous.  
In this case, conventional analysis techniques that assume synchronous data cannot be 
directly used. In particular, the singular value (SV) spectrum, i.e., a plot of the eigenvalues of 
the sample power spectrum density (PSD) matrix, is a conventional tool for visualising the 
location of potential modes. For synchronous data, in the resonance band of mode(s) the 
number of lines (eigenvalues) significantly above the remaining ones indicates the number of 
modes (assuming linealy independent measured mode shapes) and their variation with 
frequency is similar to the dynamic amplification factor. For a well-separated mode, the 
eigenvector of the PSD matrix near the natural frequency is a good estimator for the mode 
shape at measured DOFs. When applied to asynchronous data, however, the SV spectrum 
exhibits artificial peaks that (when interpreted in the conventional way) incorrectly indicate 
the presence of multiple extremely close modes with almost identical damping ratios. It is not 
trivial how modal properties, especially mode shapes, can be correctly determined (if possible) 
from asynchronous data. On the other hand, there can be significant potential advantages in 
the economy and convenience of ambient data collection if it is possible to identify modal 
properties using asynchronous data, although lower identification precision is expected. 
Motivated by the above concerns, this paper investigates the theoretical eigenvalue properties 
of the PSD matrix of asynchronous data in order to explain the characteristics of the SV 
spectrum and associated eigenvalues calculated from OMA data. The findings are explored to 
develop a procedure for identifying mode shapes. Asynchronous data is intrinsically a non-
stationary process, which is generally more difficult to model or analyse than stationary ones. 
A stationary process with imperfect coherence is proposed for modelling so that it is 
conducive to analysis and modal identification, while capturing key asynchronous 
characteristics within suitable time scales. 
The paper is organized as follow. In Section 2, the theoretical eigenvalue properties of the 
PSD matrix of synchronous OMA data are reviewed. Their characteristics with asynchronous 
data are introduced and illustrated through an experimental study in Section 3. A stationary 
stochastic model is proposed in Section 4 for asynchronous OMA data. Based on this model, 
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the theoretical PSD matrix of data is derived in Section 5. Its eigenvalues and eigenvectors 
are obtained analytically in terms of modal properties and coherence parameters reflecting the 
degree of imperfect synchronisation. A simple method is proposed in Section 6 to identify 
mode shapes from asynchronous data. The proposed theory is validated using synthetic and 
laboratory experimental data in Section 7. It is also applied to modal identification of a multi-
storey structure in Section 8. 
2 Power Spectrum and Singular Value Spectrum 
The characteristics of eigenvalues and eigenvectors of the PSD matrix of synchronous data 
near the natural frequency of a mode are first reviewed. They will be compared with their 
counterparts of asynchronous data in later sections. Time histories of ambient vibration data 
look erratic as the structure is subjected to different excitation sources (e.g. wind, 
microtremor, cultural activities) with a variety of frequency characteristics. Working in the 
frequency domain provides an effective means where activities of different frequency 
characteristics can be analysed separately. The power spectral density (PSD) spectrum is a 
plot of the sample PSD of each measured data channel with frequency. Near the natural 
frequency of a structure, it takes the shape of the dynamic amplification factor of the mode. 
The singular value (SV) spectrum is a plot of the eigenvalues of the sample PSD matrix with 
frequency. For synchronous data, the variation of the maximum eigenvalue with frequency 
takes the shape of the dynamic amplification factor of the mode. The corresponding 
eigenvector of the PSD matrix near the natural frequency is equal to its partial mode shape 
confined to the measured DOFs.  
Without loss of generality, let the measured acceleration data at n  DOFs of a structure be 
 Njnj R 1x , where N  is the number of samples per channel. Assuming a classically damped 
structure with  m  contributing modes, the data can be modelled as: 
     mi jjiij tt1 εφx   (1) 
where ni Rφ is the i th mode shape confined to the measured DOFs;   Rt ji  is the i th 
modal response of the structure and   nj Rt ε  is measurement noise. The mode shape is 
assumed to have unit norm (i.e., 12  iTii φφφ ). The modal response satisfies the modal 
equation of motion: 
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       tpttt iiiiiii   22   (2) 
where ii f 2 (rad/s); if (Hz) and i  are the natural frequency and damping ratio of the i th 
mode, respectively; ip  is the i th modal force.  
The (scaled) Fast Fourier Transform (FFT) of  jx  is defined as: 
     Nj jk N jkNt 1 112exp2 ix F  (3) 
where 12 i and  st is the sampling interval. Here, kF corresponds to frequency  
tNkk  /)1(f  for qNk ,..,1 , where    12/int  NNq  (  int  denotes the integer part) is 
the index corresponding to the Nyquist frequency. The FFT is scaled by the factor Nt /2  
so that ][ *kkE FF  gives the one-sided PSD matrix, where ‘*’ denotes a conjugate transpose. 
Consider a frequency band dominated by a single mode. Within the band, one can model 
kkk εφ  F  (4) 
where φ  denotes the mode shape and k  denotes the FFT of modal response; kε  is the scaled 
FFT of measurement noise. The mode index ‘ i ’ has been omitted for notational simplicity. 
Similarly, the natural frequency, damping ratio and the FFT of modal force will be 
abbreviated as f ,   and kp , respectively. 
Conventionally, in the resonance band of the mode, modal force is modelled as a stationary 
stochastic process with a constant PSD; and measurement error as independent and 
identically distributed (i.i.d.) Gaussian white noise with a constant PSD. For high sampling 
rate and long duration of data, it is a standard result in time series theory that  kF  (the 
collection of FFTs in the band) are asymptotically independent at different frequencies and 
are jointly ‘circularly complex Gaussian’ [32]. That is, kFRe  and kFIm  are jointly Gaussian 
vectors and 0][ TkkE FF , where ‘ Re ’ and ‘ Im ’ denote the real and imaginary part, 
respectively. 
Post-multiplying kF  in Eq.(4) by its conjugate transpose and taking expectation gives the 
theoretical PSD matrix: 
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neTkkkk SSDE IφφE  ][ *FF  (5) 
where S  is the PSD of modal force; eS  is the PSD of measurement noise; nI  denotes the 
nn  identity matrix and kD  is the dynamic amplification factor: 
      1222 21  kkkD   kk f f  (6) 
The PSD spectrum is a plot of the diagonal elements of kE  with frequency kf . A peak in the 
spectrum indicates the presence of a mode. However, it does not necessarily indicate the 
number of modes. For example, the PSD spectrum of two data channels measuring the same 
DOF has two almost identical peaks around the natural frequency of a single mode. The 
number of modes is reflected in the plot of eigenvalues of kE , conventionally referred as the 
‘singular value (SV) spectrum’. The eigenvalues are related to dynamic amplification and 
eigenvectors to mode shapes. To see this, consider an orthonormal basis  njnj RB 1 a  with 
nR φa1  (assuming 12 φ ). Using this basis, the identity matrix can be written as 
  nj Tjjn 1 aaI . Substituting into Eq.(5) gives the eigenvector representation of kE : 
   nj TjjEigenvalueeTEigenvalue ekk SSSD 211 aaaaE   (7) 
This indicates that, for a well-separated mode, the largest eigenvalue of the PSD matrix near 
the natural frequency is equal to ek SSD   with eigenvector φ . The remaining  1n  
eigenvalues are all equal to eS ,  reflecting the noise level. In the general case where there can 
be more than one mode in the band, the number of eigenvalues significantly larger than the 
remaining ones indicates the dimension of the subspace spanned by the mode shapes, i.e. 
‘mode shape subspace’ [33]. 
In implementation with a single set of measured data, the PSD and SV spectrum can be 
estimated by averaging. Given a time history of data  Njj 1x , divide it into M  non-
overlapping segments, each with MNNw /  samples. Denote the r th segment by    wNjrj 1x , 
where   jrNrj w  )1(xx  . For each segment r , let 
     *ˆ rkrkrk FFE  (8) 
where 
7  
         wNj wrjwrk N jkN t 1 112exp2 ix F  (9) 
The ‘averaged PSD matrix’ can then be calculated as: 
  Mr rkk M 1 ˆ1ˆ EE  (10) 
This is an asymptotically unbiased and consistent estimator for the theoretical PSD matrix. 
Plotting the diagonal entries and eigenvalues of kEˆ  with frequency gives a smoothed 
(averaged) version of the PSD and SV spectrum, which are used in practice for visualisation 
and detection of potential modes. More sophisticated methods are available, e.g., Welch 
procedure [34]. 
3 Experimental Illustration of Spectra with Asynchronous Data 
The theoretical properties of the PSD matrix derived in the last section assume synchronous 
data. Their counterparts for asynchronous data have important differences, which shall be 
illustrated in this section through an experimental study. The experimental evidence forms 
the basis for the theory to be presented in the next section. 
Consider a one-storey laboratory-scale shear building structure as shown in Figure 1. Three 
piezoelectric accelerometers were placed to measure the acceleration along the weak 
direction (parallel to paper) under ambient condition (i.e., primarily microtremor at the base). 
Digital data was sampled at 2048Hz with 24-bit resolution. Within the frequency range of 
interest (8-12Hz), measurement noise intensity (root PSD) was about Hzg/102 5  (see the 
flat line in Figure 3(c) later). Figure 2 shows the experimental setup schematically. Analogue 
(voltage) signals from Sensor A and B were recorded using the same DAQ device (i.e. the 
same sampling clock). The signal in sensor C was recorded by another DAQ device (i.e. a 
different clock). Digital data of the two DAQ devices were sent to the same laptop computer. 
The two DAQ devices were programmed to acquire ambient acceleration data for two hours 
with the same start/end time and sampling rate. Clearly, data from Sensor A and B are 
synchronised. The data from Sensor C is not synchronised with either A or B. In the 
following discussion, the data from Sensor A and B are combined and referred as the 
‘synchronous data set’. The data from Sensor A and C are combined and referred as the 
‘asynchronous data set’.  
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Figure 1. SDOF Shear Frame 
 
Figure 2. Schematic Diagram of Experiment Setup 
The root PSD and SV spectrum for synchronous (left column) and asynchronous (right 
column) data sets are plotted in Figure 3. The square root of the PSD and SV is plotted as it 
has a unit Hzg/  scaling linearly with g , which is convenient for order of magnitude check. 
The PSD spectra ((a) and (b)) indicate the presence of a mode around 10Hz. They are almost 
identical (theoretically they are, see next section) and do not reveal asynchronous nature of 
data. The latter is revealed in the SV spectra in the second row. According to Eq.(7), there is 
only one peak when all data channels are synchronised. This is consistent with Figure 3(c). 
The other line which is almost flat reflects the channel noise level, ranging between 
Hzg/102 5  to Hzg/103 5 . However, for the asynchronous data set in Figure 3(d), 
there are two peaks at almost the same frequency and with almost the same spread (indicative 
of damping). If one (erroneously) assumes that the data is synchronised (as is typical), the 
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two peaks will be mistaken as two extremely close modes with similar natural frequency and 
damping ratio. 
 
Figure 3. Root PSD and SV Spectrum of Synchronous Data Set (Sensor A & B, Left Column) 
and Asynchronous Data Set (Sensor A & C, Right Column) 
4 Modelling Asynchronous Data 
Motivated by the experimental findings in the last section, a model is proposed in this section 
for asynchronous OMA data. The theoretical properties of its PSD matrix shall be 
investigated in the next section. The actual sampling time of a DAQ unit consists of the 
nominal time interval and the random time variation due to ‘clock jitter’ (resulting from the 
noise of individual time-measuring oscillators). The sampling time errors caused by clock 
jitter are accumulated over time. This time-varying behaviour in the sampling instant leads to 
the non-stationarity of the sampled asynchronous data [35,36]. Non-stationary data is 
generally much more difficult to model or analyse than stationary ones. A stationary process 
model is proposed to facilitate analysis and modal identification while capturing key 
asynchronous characteristics within suitable time scales. The data at different channels are 
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assumed to start at the same time. This has taken into account of the fact that in reality any 
initial time shift between channels will be first detected and compensated. After adjustment 
the effect is negligible compared to the random time drift of different clocks, which is the 
primary issue in applications with asynchronous data and is the focus of this work. 
To see how asynchronous data can be modelled, recall Eq.(4) that applies for synchronous 
data. For asynchronous data, the same characteristics can be assumed for the measurement 
noise ( kε ) at different data channels because they are independent regardless of 
synchronisation. The difference lies in the first term, i.e., the modal contribution. For 
synchronous data, the modal contributions at different DOFs follow exactly the same time 
variation according to the same modal response  t , whose FFT is k . This will not be true 
when different channels are not synchronised. 
For discussion purpose, define a ‘synchronous data group’ as a set of data channels recorded 
on the same sampling clock. Let the whole measurement array comprise gn  groups. For a 
given mode shape φ , let ini Ru   gni ,...,1  denote the part of φ  measured by Group i  and 
ki  be the FFT of the associated modal acceleration responses, where in  is the number of 
measured DOFs in Group i . If the groups were all synchronised among each other then   gniki 1  would have been identical. The FFT of data in Eq.(4) now reads, for asynchronous 
data, 
k
knn
k
k
gg
ε
u
u








 



 11F  (11) 
Assume that all data channels are controlled to start recording at the same time with the same 
number of samples. Otherwise, they can be aligned using existing time delay estimation 
techniques [37,38]. Each synchronous data group uses its own clock for sampling. Modal 
contributions in different groups are asynchronised realisations of the same modal response. 
It is therefore reasonable to assume that   gniki 1  are identically distributed.  Then 
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   kkiki SDE *    gni ,...,1  (12) 
Modelling the relationship among the   gniki 1  in a fundamental manner is very challenging 
because in the first place asynchronous data is a non-stationary process, which is more 
difficult to model or analyse than stationary ones. To balance model simplicity and utility, a 
stationary stochastic model is proposed, where asynchronous effect is modelled empirically 
through imperfect coherence between groups: 
    ** * kjkjkiki kjkikij EE E      (13) 
where Ckij   ( 1kij ) is the coherence between i th and j th group at frequency kf . This 
model is justified for frequencies that are small compared to the reciprocal of the random 
time difference (drift) between the sampling clocks of different groups. 
Using Eq.(11), the PSD matrix for asynchronous data is given by: 
  ne
TnnTnkn
TTk
TnnkTkT
kkkk SSDE
gggg
gg
I
uuuu
uuuu
uuuuuu
E 

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







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



11
221221
11211211
*



FF  (14) 
The diagonal elements of the PSD matrix kE  (i.e. the PSD spectrum) for asynchronous data 
are the same as their synchronous counterparts (see Eq.(5)), which do not reveal the 
asynchronous nature of data. The latter is reflected in the off-diagonal partitions through the 
coherence parameters  kij . This changes the eigenvalue properties of kE , which shall be 
analysed in the next section. 
5 Eigenvalue Properties of PSD Matrix 
In this section, the eigenvalues and eigenvectors of the PSD matrix of asynchronous data, i.e.,  
kE  in Eq.(14), are obtained analytically. It shall be seen that they are determined by the 
following positive semi-definite matrix gg nnk C C , which can be seen as a condensed form 
of the bracketed matrix in Eq.(14): 
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  (15) 
where   gniidiag 1u  denotes a diagonal matrix with entries   gnii 1u  and kχ  denotes a gg nn 
matrix with  ji,  entry kij . Let   gniki 10   and    ggg ninTiknikki Ccc 11 ,,  c be the 
eigenvalues and eigenvectors (with unit norm) of kC . It shall be shown that  kE  has gn
eigenvalues given by   gniekik SSD 1  with eigenvectors   gninki C 1α , where 
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11
 gni ,...,1  (16) 
The remaining  gnn   eigenvalues of kE  are all equal to eS  with eigenvectors lying in the 
orthogonal complement of the subspace spanned by   gniki 1α . 
5.1 Derivation 
The above results can be shown by writing kF  in Eq.(11) and kE  in Eq.(14) in a structured 
form: 
  kknii
k
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k
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F  (17) 
      neTniikkniik SdiagEdiag gg IUuηηuUE   1*1   (18) 
where Tknkk g ],...,[ 1   η  and gnnR U is a block-diagonal matrix formed by   gniii 1/ uu . By 
noting that ][ *kkE ηη   is a gg nn  matrix with ),( ji  entry kijkSD   and recalling the definition 
of kC  in Eq.(15), kE  in Eq.(18) can be written as: 
13  
neTkkk SSD IUUCE   (19) 
Further substituting   gni kikikik 1 *ccC   (eigenvector representation), 
ne
n
i kikikikk
SSDg IααE 1 *  (20) 
where 
 
 kiki Ucα   gni ,...,1  (21) 
Using gnT IUU  and the orthonormal properties of   gniki 1c , i.e., 1* kikicc and 0* kjkicc  
)( ji  , it can be checked that   gniki 1α  form an orthonormal basis in a gn -dimensional 
subspace. Let  n niki g 1a  be an orthonormal basis in the orthogonal complement of this 
subspace. Also, let kiki αa   ( gni ,...,1 ). Then  niki 1a  is an orthonormal basis in nC . 
Substituting   ni kikin 1 *aaI  into Eq.(20) and collecting terms gives the eigenvector 
representation of kE : 
     g g
n
i
n
ni kikiEigenvalue
ekiki
Eigenvalue
ekikk SSSD1 1
** aaaaE    (22) 
The eigenvalue properties of kE  claimed earlier in this section then follow. 
5.2 Qualitative Analysis 
The foregoing results show that for asynchronous data, the PSD matrix has gn  significant 
eigenvalues   gniekik SSD 1  with eigenvectors given by Eq.(16). The remaining  gnn   
eigenvalues are all equal to eS . This is in contrast with the case of synchronous data (see 
Eq.(7)), where there is only one significant eigenvalue ek SSD   with eigenvector φ .  
Because of the common dynamic amplification factor kD  in the gn  largest eigenvalues, the 
SV spectrum of asynchronous data looks like one with several modes with very close natural 
frequencies. The gn  largest eigenvalues are also proportional to   gniki 1  (eigenvalues of kC  in 
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Eq.(15)), which depend non-trivially on the coherence kij  between different groups and the 
norms of the local mode shapes   gnii 1u . 
Note that 10  ki   gni ,...,1  since the maximum eigenvalue of a matrix is less than the 
maximum diagonal entry. This implies that ekekik SSDSSD  and so the SV spectrum of 
asynchronous data has smaller value (and hence apparently lower signal-to-noise ratio) than 
if the data were synchronous. Nevertheless, signal strength is ‘conserved’, in the sense that 
the sum of the lines in the SV spectrum (at a particular frequency) remains the same, equal to 
ek nSSD   (the sum of diagonal entries of kE ). 
Consider one extreme case when all groups are synchronised, i.e., 1kij  for all ji, . Then 
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C  11  (23) 
has only one non-zero eigenvalue equal to 1, i.e., 11 k and 0ki   1i . In this case kE  
has only one significant eigenvalue equal to ek SSD   and the remaining ones are all eS . That 
is, signal strength is ‘concentrated’ at one single eigenvalue. This is consistent with the 
properties of synchronous data. 
In another extreme case, consider when different groups are ‘perfectly asynchronised’ 
( 0kij  for all ji  ), and all groups have the same mode shape norm ( gi n/1u  for all 
i ). Then gnk n/IC   has all eigenvalues equal to gki n/1  ),...,1( gni  . In this case kE  has 
gn  identical eigenvalues equal to egk SnSD /  and  gnn   eigenvalues equal to eS . That is, 
signal strength is equally spread among gn  eigenvalues. The SV spectrum exhibits gn  
overlapping lines significantly above the remaining ones and varying as the dynamic 
amplification factor. 
Finally, according to Eq.(16), the eigenvector kiα  does not give directly the global mode 
shape ];...;[ 1 gnuuφ  . The partition of kiα  corresponding to a particular group j  still gives 
the (normalised) local mode shape jj uu /  within that group. The latter, however, is scaled 
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in a non-trivial manner by the factor kjic  (related to the eigenvectors of kC ). This has 
important implication on the feasibility of using the eigenvectors of PSD matrix for 
estimating mode shapes with asynchronous data. For example, in multiple trials of 
experiments, coherence is likely to vary across different data sets. The eigenvectors 
determined from these trials will then vary in a non-trivial and apparently random manner. 
6 Identifying Mode Shape from Asynchronous Data 
The discussion in Section 5.2 reveals that it is still possible to identify the natural frequencies 
and damping ratios from the eigenvalues of the PSD matrix of asynchronous data as they are 
propotional to the dynamic amplification factor. The same is not true for the mode shape, 
however. This section investigates the identification of mode shape from asynchronous data. 
A simple empirical method is proposed for this purpose. 
In the eigenvector of the PSD matrix with significant eigenvalue, different partitions iu  of 
the global mode shape φ  are scaled in a non-trivial manner depending on the coherence 
among groups. The normalised local mode shape iii uuu /  in each group can be 
determined easily by either analysing the data of the group in isolation or by normalising the 
corresponding partition of the eigenvector of the PSD matrix. The main problem therefore 
lies in the determination of the scaling factors   gnii 1u  to give the correct mode shape 
];...;[ 11 gg nn uuuuφ  . Although the eigenvalue properties of kC  have been obtained 
analytically in terms of   gnii 1u , determing the latter from the former is difficult as it involves 
an inverse problem, not to mention the need to estimate the coherence factors. 
The method proposed here makes use of the fact that the data in different groups, regardless 
of their degree of synchronisation, are measured within the same time span and hence 
subjected to the same ambient excitation. When the data of different groups are analysed 
separately, their identified value of modal force PSD are related to the scaling of the mode 
shape. By enforcing a common scaling in modal force PSD among different groups, the 
scaling factor   gnii 1u  of mode shapes can be determined. 
Specifically, suppose one analyses in isolation the data in the i th group to obtain an estimate 
for the normalised local mode shape iu  (with 1iu ) and modal force PSD iS . These can 
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be obtained empirically from the eigenvalue properties of the PSD matrix within the group. 
In a more sophisticated manner, they can be identified by fast Bayesian method in the 
frequency domain [39]. The values of iS   differ for different groups because their mode 
shapes do not have the same scaling. Note that the modal contribution to physical response, 
)(tiu , is invariant to scaling. Also, the PSD of   is proportional to the modal force PSD. 
These imply that if the mode shape is scaled by a factor, the modal response   must be 
scaled down by the same factor, and the modal force PSD by the square of that factor.  In the 
global mode shape ];...;[ 11 gg nn uuuuφ  , the partition corresponding to the i th group is 
ii uu  but the one when the i th group data is analysed in isolation is iu . That is, compared to 
the former, the latter is scaled down by iu . This means that if S  is the modal force PSD 
consistent with the scaling of φ  ( 1φ ), then 2ii SS u  is the counterpart consistent with 
iu  ( 1iu ). Note that S  does not depend on i  because all groups are measured under the 
same excitation. This relationship implies that ii S u . Further requiring 
   gni i1 22 1uφ  leads to the estimation formula 
   gnj jii SS1u  (24) 
As the local mode shapes are obtained in isolation, the relative direction between them should 
be further determined in order to obtain the correct global mode shape. This can be done 
based on physical intuition, e.g., spatial continuity of mode shapes.  
7 Verification Examples 
In this section, the theoretical eigenvalue properties of the PSD matrix derived in Section 5 
will be validated. The first example is based on synthetic data generated using an imperfect 
coherence model, where there is no modelling error. The second example is based on real 
laboratory data where the validity of the coherence model proposed in Section 4 will also be 
investigated. 
7.1 Simulated Data 
Consider a set of synthetic data generated for 1000s at 100Hz according to 
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   tttt εuux  )( )(22 11  (25) 
where   91/3211 Tu and   91/6542 Tu (check that 12221  uu ); 1  and 
2  are modal acceleration response satisfying        tpttt iiii   22  ; rad/s 2   
(i.e. Hz1f ) and %1 ; 1p  and 2p are white noise modal forces with PSD  
/Hzg101 28S ;   16Rtε  is white noise measurement error with PSD /Hzg101 27eS . 
The modal signal-to-noise ratio in terms of PSD at natural frequency is about 
250)4/( 2 eSS  , typical for good quality OMA data. The modal forces are generally 
correlated, with a coherence of  . Clearly, there are six measured DOFs. The first three 
DOFs are synchronised, and so are the last three. There are thus two synchronous data groups, 
comprising the first three and last three DOFs, respectively. Note that the coherence of modal 
response between these two groups is equal to the coherence between their modal forces. The 
eigenvalue properties of the PSD matrix shall be verified for different values of  . 
Consider six scenarios with increasing coherence, i.e., 0  (perfectly asynchronous), 0.2, 
0.4, 0.6, 0.8, 1 (synchronous). For each scenario, the sample PSD matrix of data is obtained 
according to Eq.(10) by averaging those from 40M  non-overlapping segments (each 25s), 
which gives a frequency resolution of 1/25=0.04Hz. Figure 4 shows the root SV spectrum for 
these six scenarios. The solid line shows the square root of eigenvalues of the sample PSD. 
The dashed line shows the theoretical value calculated according to Eq.(22) using the given 
values of coherence and modal properties. These two lines almost coincide, verifying the 
correctness of the theoretical prediction. Although omitted here, the eigenvectors predicted 
by Eq.(16) have also been verified to agree with those of the sample PSD matrix at the 
natural frequency, with a MAC (Modal Assurance Criteria) of almost 1 (to 4 decimal places). 
7.2 Laboratory Data 
The next example serves to verify that the theoretical characteristics of the SV spectrum 
derived based on imperfect coherence (which is empirical) can also provide a good prediction 
for real asynchronous data. Consider again the laboratory data in Section 3, where Sensor A 
is synchronised with B but not with C. According to Eq.(22), the theoretical eigenvalues of 
the PSD matrix depend on the modal properties and the coherence between modal responses 
of different groups. These shall be estimated first from measured data. 
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According to Eq.(13), the coherence kij  between the i th and j th sensor group refers to the 
coherence between the modal responses ki  and kj . However, only the FFT  kF  of the data 
can be obtained (see Eq.(3)), which includes the modal responses as well as measurement 
noise (see Eq.(11)). In view of this, kij  is estimated using the FFT near the resonance peak 
where modal response dominates. Figure 5 shows the real part of the coherence for the 
synchronous data set (Sensor A & B) and asynchronous data set (Sensor A & C). The real 
part is shown as it can also detect constant time shift in general situations. The coherence for 
synchronous data set is very close to 1 around the resonance peak of the mode. For 
asynchronous data set, the coherence is lower than 1. 
 
Figure 4. Root SV Spectrum Estimated from Sample PSD (Solid line) and Theoretical Values 
(Eq.(22), Dashed line) for Different Values of Coherence   
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Figure 5. Real Part of Coherence for (a) Synchronous Data Set (Sensor A & B) (b) Asynchronous 
Data Set (Sensor A & C) 
 
Figure 6. Coherence Estimated as Ratio of Figure 5(b) to Figure 5(a) 
Note that even for the synchronous data set, coherence drops for frequencies away from the 
resonance peak because there the FFT is no longer dominated by modal response. The ratio 
of the coherence of the asynchronous data set (Figure 5(b)) to the synchronous data set 
(Figure 5(a)) is plotted in Figure 6. The ratio does not vary significantly within the resonance 
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the coherence near the resonance peak for the asynchronous data set can be assumed to be 
constant, which is estimated by averaging to be 0.79. 
Next, modal properties are estimated from the synchronous data set using Bayesian FFT 
method [39]. Using the FFT in the band  Hz1.106.9  (hand-picked) yields a most probable 
value of Hz855.9f  (natural frequency), %17.0  (damping ratio), Hzμg/35.2S  
(root modal force PSD) and Hzμg/1.27eS  (root measurement noise PSD). The 
identified mode shape is  T71.071.0 , which is consistent with the fact that Sensor A and B 
measure the same DOF. These estimates are determined to be sufficiently accurate. For 
example, the posterior c.o.v. (coefficient of variation = standard deviation / most probable 
value) of damping ratio is only 4%. 
 
Figure 7. Root SV Spectrum of Asynchronous Data Set (Sensor A & C) from Eigenvalues of Sample 
PSD (Solid line) and Theoretical Values (Dashed line) 
Using the identified values of modal parameters and coherence, the theoretical eigenvalues of 
the PSD matrix for asynchronous data set are calculated using Eq.(22). The results are shown 
in Figure 7. The theoretical prediction agrees with the values directly calculated from the 
sample PSD, demonstrating its applicability with real asynchronous data. Multiple trials of 
data have been investigated (results omitted here), showing qualitatively similar agreement. 
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8 Application Example 
In this section an example is presented to investigate modal identification with real 
asynchronous data. Modal properties are identified from existing algorithm that assumes 
synchronous data and associated issues are explored. Mode shapes are also identified using 
the method proposed in Section 6. 
The instrumented structure is a four-storey aluminium frame, measuring cm20cm30   in 
plan with a uniform storey height of 25cm, as shown in Figure 8(a). Piezoelectric 
accelerometers and DAQ hardware used in this example are the same as those in Section 3. 
Accelerometers are distributed at the centre of each floor. The acceleration response of each 
floor in the weak direction (parallel to paper) under ambient condition (i.e., random natural 
excitation such as microtremor and cultural activities) is measured. Figure 8(b) shows a 
schematic setup of the sensors. Sensor 1 to 4 are synchronised using one DAQ hardware and 
sensor 5 & 6 are synchronised using another. All data channels are controlled to start 
recording data at the same time with the same sampling rate of 2048Hz for 30 minutes. The 
data is later decimated to 256Hz for analysis. The data comprising channels 1 to 4 is referred 
as the synchronous data set. The data comprising channels {1,2,5,6} is referred as the 
asynchronous data set, where there are two synchronous groups, {1,2} and {5,6}. 
 
 
(a) (b) 
Figure 8. Four-storey Lab Frame (a) Laboratory Photo (b) Schematic Setup 
The root SV spectrum for synchronous and asynchronous data sets are plotted in Figure 9 and 
Figure 10, respectively. For synchronous data, the number of significant peaks in a resonance 
band indicates the number of modes in the band. Figure 9 indicates five well-separated modes, 
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each evidenced by a single (top) line taking the shape of dynamic amplification factor. In 
Figure 10, there are two lines significantly above the remaining ones for each mode, 
consistent with the fact that there are two asynchronous groups of data channels. 
 
Figure 9. Root SV Spectrum of Synchronous Data Set  
 
Figure 10. Root SV Spectrum of Asynchronous Data Set 
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8.1  Identifying Modal Properties (Except Mode Shape) 
The modal properties of three modes marked in Figure 10 are identified based on 
synchronous and asynchronous data sets using fast Bayesian FFT method [39]. Although the 
algorithm was originally developed for synchronous data, it is applied here to investigate 
potential issues when applied to asynchronous data. The frequency bands selected (hand-
picked) to identify Mode 1 to 3 are  Hz27.325.3 ,  Hz60.950.9  and  Hz16.1306.13 , 
respectively. The identification results, including the most probable values (MPV) and 
posterior c.o.v. are listed in Table 1. The natural frequencies and damping ratios identified 
based on the asynchronous data set are close to their counterparts based on the synchronous 
data set. This is also true for the modal force PSDs. However, the prediction error PSDs 
identified based on the asynchronous set are larger than the ones for the synchronous data set. 
This is a reflection of modelling error due to asynchronous data. 
Table 1. Identified Modal Parameters, Four-storey Lab Frame 
Parameter Mode Synchronous Data Set Asynchronous Data Set MPV c.o.v. (%) MPV c.o.v. (%) 
 Hz f  1 3.260 0.01 3.260 0.02 
 2 9.559 0.02 9.560 0.02 
 3 13.10 0.06 13.10 0.06 
(%)   1 0.07 29.3 0.07 30.3 
 2 0.15 13.4 0.11 16.0 
 3 0.04 15.4 0.04 15.8 
)Hzμg/( S  1 0.89 12.7 0.89 14.0 
 2 0.76 6.65 0.50 8.20 
 3 1.03 4.47 1.00 4.71 
)Hzμg/( eS  1 54.1 4.74 78.2 4.74 
 2 28.1 2.11 54.4 2.12 
 3 25.1 2.15 58.6 2.14 
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8.2  Identifying Mode Shape using Conventional Method 
The results so far suggest that the natural frequency and damping ratio are not severely 
affected even when they are identified from asynchronous data using an algorithm assuming 
synchronous data. The major issue of asynchronisation in modal identification lies in the 
identified mode shapes. Figure 11 shows the identified mode shapes (MPV) from the 
synchronous (solid line) and asynchronous data sets (dashed line with circles). The MAC 
values between the mode shapes of these two sets for Mode 1 to 3 are 0.997, 0.393 and 0.637, 
respectively. Recall that for the asynchronous data set, channels {1,2} (measuring floor 1 & 2) 
are not synchronised with {5,6} (measuring floor 3 & 4).  The relative scaling between the 
partial mode shapes of these two groups are not the same as the one for the synchronous data 
set. For Mode 2 and 3, the relative direction also changes. This is typical when using 
asynchronous data for identifying mode shape.  
 
Figure 11. Identified Mode Shapes (MPV); Solid Line-Synchronous Data Set, Dashed Line with 
Circles-Asynchronous Data Set 
8.3  Identifying Mode Shape using Proposed Method 
To obtain the correct mode shape from the asynchronous data set, the method proposed in 
Section 6 is used. Here, the global mode shape is ];[ 2211 uuuuφ  , where 1u and 2u
(normalised to unit norm) are the local mode shapes of floor {1,2} and {3,4}, respectively; 
the scaling factors 1u  and 2u  are estimated based on Eq.(24), i.e.,  21/ SSSii u  
( 2,1i ) where iS  is the modal force PSD consistent with scaling of mode shape iu . Note 
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that 1u  and 1S  are identified using the data of floor {1,2} only, 2u  and 2S  use the data of 
floor {3,4} only.  
Table 2 shows the identified values of iS . Based on the MPVs, the scaling factors and hence 
the global mode shape can be determined, which is shown in Figure 12 as dashed line with 
squares. It almost coincides with the mode shape identified using synchronous data (solid 
line). The MAC values are calculated to be 0.9989, 0.9996 and 0.9975 for Mode 1 to 3 
respectively. This demonstrates that the proposed method can determine correctly the global 
mode shape from asynchronous data. 
Table 2. Identified Modal Force PSD 
Mode 
]/Hzμg)[( 21S   
Channel 1 & 2 
]/Hzμg)[( 22S   
Channel 5 & 6 
MPV c.o.v. (%) MPV c.o.v. (%) 
1 0.2018 31 0.7613 27 
2 0.3234 13 0.2242 15 
3 0.8778 9 0.2243 9 
 
 
Figure 12. Identified Mode Shape (MPV); Solid Line-Synchronous Data Set, Dashed Line with 
Squares-Asynchronous Data Set using Proposed Method 
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9 Conclusions 
This paper has investigated the problem of imperfect synchronisation in operational modal 
analysis (OMA). It addresses the fact that, even when data of multiple channels can start from 
the same time (by hardware or correction after acquisition), when measured by asynchronous 
clocks they are subjected to random time drifts that are difficult to correct (if possible) after 
digital sampling. This is the primary issue if one wants to perform OMA with asynchronous 
data. Asynchronous data is generally a non-stationary stochastic process, which is difficult to 
model or analyse. A stationary stochastic model has been proposed, which is conducive to 
analysis while retaining the characteristics of asynchronous data over suitable time scales. 
The theoretical PSD matrix near the natural frequency of a single mode has been derived. Its 
eigenvalues and eigenvectors have been obtained analytically in terms of modal properties 
and coherence parameters capturing asynchronous characteristics. In contrast with the case of 
synchronous data where there is only one significant eigenvalue, for asynchronous data there 
are as many significant eigenvalues as the number of synchronous data groups. The 
corresponding eigenvectors do not give directly the global mode shape but depend non-
trivially on the coherence parameters as well as the norms of the local mode shapes of 
different synchronous data groups. The proposed stochastic model for asynchronous data and 
the theoretical properties of its PSD matrix have been verified using synthetic and 
experimental data.  
Although conventional methods do not allow the global mode shape to be determined from 
asynchronous data, the present work reveals the possibility by noting the simple but crucial 
fact that the data from different groups are measured under the same time span and ambient 
excitation, and hence share a common PSD in the modal force. Making use of this fact, a 
simple method has been proposed for determining the global mode shape from asynchronous 
data. For perfectly incoherent data groups, it is not possible to determine the relative sense () 
of their local mode shapes, which is a fundamental limitation of such data. In implementation, 
the sense can be determined from intuition (feasible for low frequency modes) or estimated 
from the residual coherence between data groups.  
The proposed method has been applied to identifying the mode shapes of a laboratory 
structure, which reveals the modal identification precision and issues encountered in OMA 
with asynchronous data. The identified natural frequencies and damping ratios are not 
severely affected even when asynchronous data is (inappropriately) processed by 
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conventional modal identification method assuming synchronous data. The major problem 
lies in the mode shapes, where the relative scaling and direction between the local mode 
shapes of different data groups is erroneously determined. As demonstrated by the example, 
the global mode shape can be correctly determined using the proposed method that makes use 
of the identified values of modal force PSD. 
It is hoped that this work provides the pathway for even more flexible and economical 
implementation of ambient vibration tests and OMA. For example, one future possibility is to 
use smart phones for quick OMA, whose data need not be synchronised.  
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