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ABSTRACT
Online studies using recruitment services (such as Prolific or 
Amazon’s MTurk) and online testing platforms (such as Gorilla or 
PsyToolkit) are becoming increasingly common in psychological 
science. Although auditory disciplines have been slower to adopt 
these methods, uptake is rapidly increasing in auditory perception 
and cognition research. Utilizing online data collection and recruit-
ment presents several advantages to researchers in terms of the 
speed of research and the range of target demographics available 
compared to either traditional lab studies or web-based recruit-
ment via traditional means. Online platforms and recruitment ser-
vices also present a set of technical and ethical challenges owing to 
the fact that the people completing experiments are working with 
their own devices outside the lab. This article discusses the poten-
tial technical and ethical implications of online studies, including 
both recruitment services and online testing platforms, with speci-
fic reference to auditory perception and cognition research. Rates 
of remuneration, sampling characteristics, anonymity, quality con-
trol, and ethics are all discussed with respect to these approaches. 
We also provide proposals for how researchers can ensure that 
online research meets present-day ethical and technical guidelines 
as well as research transparency standards
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Empirical research in auditory disciplines has historically taken place in highly controlled 
lab settings. In these settings, researchers have been able to control the exact environment 
under which participants hear and respond to auditory stimuli, for instance, volume, 
sound quality, distance from speakers or screens, and minimized or completely removed 
ambient noise and ambient sound distortions and reflections. During the last decade 
researchers have begun to collect auditory data online. In part, this change in data 
collection procedure has been driven by necessity (i.e., the Covid-19 pandemic), but it 
is also a consequence of increased access to Internet-enabled technologies and the 
improvements in web-based data collection software. Online data collection technologies 
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can be (and are) used with samples recruited in a traditional way, such as psychology 
undergraduates meeting course requirements, volunteers from the general public or 
specifically targeted populations. However, the research community in cognitive 
sciences, social sciences, economics and AI research is increasingly turning to recruit-
ment services to target large numbers of participants quickly and efficiently (Buhrmester 
et al., 2018; Stewart et al., 2017) and running behavioral studies online has become 
relative common (Grootswagers, 2020). Moreover, there has also been an increase in 
studies utilizing so-called gamification approaches, where game-like elements (competi-
tion among online gamers, smooth visual feedback, etc.) are brought to online data 
collection to increase participant enjoyment and engagement with the research task 
(Nacke & Deterding, 2017).
Here we examine the issues relating to online implementation of studies via online 
platforms and the recruitment of participants via recruitment services, with a specific 
focus on auditory research. Implementation covers techniques, web protocols, online 
hosting, and tasks and controls related to collecting good quality data online. 
Recruitment of participants refers to the way participants are contacted, either via 
traditional recruitment methods (participant pools, social media, etc.) or through 
recruitment services (such as Prolific.co or Amazon’s MTurk). Together, studies 
which are both implemented online and also utilize recruitment services are often 
called crowdsourcing studies (Stewart et al., 2017). Lastly, gamification, which is 
a related but different style of recruitment and implementation of online study, will 
be briefly presented as the approach shares many of the considerations of all online 
studies in the auditory domain.
In this paper, we first introduce the typical tasks utilized in online auditory research, and 
present some common online platforms for hosting and organizing online experiments. We 
move on to summarize the main recruitment services, and then proceed to review the pros 
and cons of online studies, online studies with recruitment services, and finally cover online 
studies using a gamified approach. Overall, the elements of the online studies can be visualized 
as a process cycle (see Figure 1) where the new elements beyond the participants, researcher, 
and the experiment consist of an online platform that hosts and runs the experiment, and 
a recruitment service – or alternatively traditional recruitment – that brings the participants to 
the experiment. As discussed further below, the design of the research can be pre-registered, 
and the data obtained from the experiment can be shared according to Open Data initiatives 
in behavioral sciences (Shrout & Rodgers, 2018) as any empirical research, but in the text we 
address the specific issues of transparency unique to online studies.
Types of Online Tasks in Auditory Research
To orient the reader to the challenges of online research, we first outline four types of 
tasks (rating, forced-choice, production, and stimulus manipulation tasks) reported in 
online studies in the auditory domain.1
In rating tasks participants are asked to make decisions based on subjective qualities of 
stimuli in a continuous manner. Examples range from the perception of social traits from 
voices (Lavan, Mileva et al., 2021, 2021), to rating the consonance of intervals and chords 
(Lahdelma & Eerola, 2020), evaluating the “song-like-ness” of the speech-to-song illusion 
(Tierney et al., 2021), or rating the recognition of spoken words (Slote & Strand, 2016). In 
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certain cases, these tasks can be implemented as indirect measures, where for instance, 
economic games can be used to assess the impact of perceived social traits from voices 
(Knight et al., 2021).
In forced-choice tasks the participant is exposed to different audio stimulus compar-
isons and asked to choose between the alternatives, for instance, classifying genre with 
different levels of noise (Kell et al., 2018), detecting a melody among variants (Woods & 
McDermott, 2018), or recognizing syllables from audio-video presentation (Brown et al., 
2018). Similarly, studies have examined how listeners learn to recognize people from 
voices (Lavan, Knight et al., 2019; Lavan, Knight, McGettigan et al., 2019), speech 
intelligibility (Yoho et al., 2019) or how the perception of familiar and unfamiliar voices 
may differ (Kanber et al., 2021; Lavan, Kreitewolf et al., 2021). Finally, studies have 
explored whether and how listeners can incorporate voices into their self-concept (Payne 
et al., 2021). One interesting variant of a discrimination task is the computerized adaptive 
beat alignment test (Harrison & Müllensiefen, 2018), where a participant is presented 
with a beep track and a musical track at the same time. The key variable is the temporal 
match between the beep track and the true beat locations, which are varied in an adaptive 
fashion during the experiment. In some forced choice tasks, the decision timing infor-
mation can be used to gain insights about lexical or semantic decisions related to the 
auditory signal (Armitage et al., 2021; Escudero et al., 2021; Lahdelma et al., 2020; Slote & 
Strand, 2016).
Production tasks can consist of singing, tapping, or altering parameters of sound/ 
music. A good example is tapping with an external stimulus, which can be done in an 
online setting utilizing the built-in microphone and speakers of a standard laptop 
Figure 1. Diagram to illustrate the elements of an online experiment with a recruitment service and 
online platform.
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computer to a high degree of temporal accuracy (~2 ms latency and jitter) using REPP 
(Rhythm ExPeriment Platform) (Anglada-Tort et al., 2021). For a broad review of the 
timing capacities and accuracy of online platforms, see Bridges et al. (2020). Similarly, 
responses to tasks can be collected via singing in online experiments that also utilize the 
microphone input (Pfordresher & Demorest, 2020, 2021). Other examples of production 
tasks run in an online setting include a study where participants read sentences alone and 
in synchrony with another speaker in an online setting (Bradshaw & McGettigan, 2021), 
and a set-up in which adults had to try to learn novel words and were then required to 
verbally produce the words at test (James et al., 2020). Participants can also type their 
responses on a keyboard, which has been used to study speech perception (Guang et al., 
2020; Heffner et al., 2017).
Stimulus manipulation tasks may employ sorting and arranging stimuli or controlling 
the parameters of the stimuli. For instance, Lavan and her colleagues (Lavan, Burston 
et al., 2019, 2019; Lavan et al., 2020; Njie et al., 2021) asked listeners to sort a number of 
voice recordings by perceived identities using a drag and drop interface. An example of 
auditory research where the participants controlled the creation of the stimuli according 
to specific criteria is the work by Harrison and others (Harrison et al., 2020). In their 
experiment, participants were asked to alter expressive parameters such as duration, 
pitch, and intensity of spoken prosody to create emotional expressions conveying one of 
three emotions. They also applied a similar methodology to enable participants to create 
pleasant musical chords by allowing them to modify the frequency of the intervals on 
a continuous domain. It is likely that there will be an increase in future in flexible and 
creative tasks that utilize visual layouts and new kinds of assessment and production 
tasks.
In summary, there is already considerable diversity in the approaches, techniques and 
methods utilized in online studies involving audio stimuli. However, most of the studies 
that we cite here are from the pre-pandemic era and it is reasonable to expect a significant 
growth in the number of online studies within the next few years. Many labs and research 
groups have turned their attention to online opportunities because traditional lab 
experiments have been paused at the point of writing for more than 21 months during 
the periods of lockdowns or social distancing. It will be exciting to see how this current 
expansion of online studies will develop more robust and accurate ways of capturing our 
engagement with auditory stimuli and how these might shape empirical data collection 
practices – including lab-based behavioral experiments – in the near future.
Online Testing Platforms
There are numerous services that offer full online testing capabilities. Most of these have 
recently been reviewed in detail by Sauter and his colleagues (Sauter et al., 2020). The 
services can be divided into integrated services, which contain an experimenter builder 
and host the live experiment data, such as Gorilla.sc (Anwyl-Irvine, Massonnié et al., 
2020), Labvanced (Finger et al., 2017), Testable (Rezlescu et al., 2020), JATOS (Lange 
et al., 2015) and Pavlovia2; and those that are mainly experiment builders but may also 
have capabilities to manage other aspects of the data such as jsPsych, lab.js, OpenSesame, 
PsychoPy (Peirce, 2007), Qualtrics and PsyToolkit (Stoet, 2010). We note here that 
“hosting the live data” refers to the actions whereby the service records, stores and 
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possibly displays the choices made by the participants during the experiment, and does 
not refer to the long-term data sharing solutions where the full data is deposited to an 
open access repository (e.g., to OSF, Github, etc.). It is also worth pointing out that most 
of the experiment builders (e.g., Psychopy, Gorilla, jsPsych, OpenSesame, Labvanced, 
and Psytoolkit) can run locally as well, which may well be desirable in situations requir-
ing lab facilities, specialist interfaces (monitor, response device, or linking the responses 
with psychophysiology or neural responses), or in situations where the highest possible 
timing accuracy is needed. Here we focus on the platforms that have been featured in 
multiple auditory studies such as Gorilla, PsyToolkit, Qualtrics, and PsychoPy (see 
Table 1).
Qualtrics is a survey platform that supports JavaScript and html5 techniques. The 
platform interface for participants supports 75 languages, and provides good program-
mable control over the presentation orders (block and item randomizations) and allows 
the answers and the block choices to interact with responses. Qualtrics also supports links 
to recruitment services and have their own specific service called Qualtrics Panel. They 
are the most expensive in comparison to other services highlighted here, but universities 
often have institute- or department-wide subscriptions to the service. While Qualtrics 
handles complex survey and questionnaire designs and basic presentation of text, images, 
and limited audio and video, the specific needs of auditory research require an additional 
layer of coding in JavaScript. For instance, collecting timing responses in relation to 
audio or adjusting the audio presentation options requires controlling these parameters 
with JavaScript, which also requires specialized competence on how to integrate the code 
with the custom Qualtrics JavaScript Form Engine. For this reason, Qualtrics is not an 
optimal platform to develop complex, custom auditory experiments, although it would 
not be impossible.
Gorilla is an integrated platform that has an easy-to-use experiment design interface 
(task builder, questionnaire builder and experiment builder tools). It supports a wide 
variety of techniques, has tools for detecting bots, and supports recruitment services 
(Anwyl-Irvine, Massonnié et al., 2020). It also achieved excellent precision (under 3 ms) 
in response time tasks although suffers from variability in the audiovisual synchrony in 
a direct comparison of the timing capacities of five online platforms (Bridges et al., 2020) 
(more about these in the section Online testing in auditory research). Gorilla also offers 
a rich set of experiment and task libraries that can be used in building new experiments. 
Gorilla charges users for ‘tokens,’ each enabling users to collect and download one data 
set. Users can either buy batches of tokens, or commit to lab/team/department subscrip-
tions that may have different pricing strategies. Creating complex experiments and tasks 
is relatively easy with the task builder that relies on a graphical user interface. As such, 
Table 1. Summary of the popular online testing platforms in auditory studies.
Platform Hosted Fee Example Task
Qualtrics Within $300/month Lahdelma & Eerola, 2020 Consonance rating
Gorilla Within $1/participant Lavan, Knight et al., 2019 Voice recognition
PsyToolkit Within Free Armitage et al., 2021 Auditory & word priming
PsychoPy Pavlovia $145/month Escudero et al., 2021 Auditory & visual priming
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Gorilla offers more flexibility in producing iterative, trial-based experiments than e.g., 
Qualtrics can easily provide. Additional functionality can be added to tasks by using 
snippets of JavaScript in the task builder. These snippets can be relatively easily imple-
mented by those with only limited experience of JavaScript, while experts can set up 
entire tasks and experiments purely through code.
Psytoolkit is a free platform that contains experiment builders for experiments and 
surveys, and a large roster of example experiments and surveys. It also hosts the running 
of experiments and stores the data (Stoet, 2010). It is free for noncommercial use and 
geared for academic studies, especially for those using visual stimuli, but has good 
support for audio as well. It also supports integration of recruitment services in the 
data collection routines. There is no visual user interface and the surveys and experi-
ments are programmed through a custom syntax. However, the examples and the help 
files are organized in a way that allow users to master the syntax after some period of 
study and consequently create sophisticated experiments with feedback options.
PsychoPy is another set of free tools for creating advanced behavioral experiments that 
can be run online (Gallant & Libben, 2019). It has a wide selection of techniques and 
experiment libraries. Online versions of studies are hosted at Pavlovia.org, but the 
integration of PsychoPy and Pavlovia is seamless. Whereas PsychoPy is free, hosting 
experiments in Pavlovia has a yearly cost ($2,053 or £1,500) or per participant cost 
(measured in credits). Pavlovia supports popular online techniques such as jsPsych and 
lab.js, which are high-level JavaScript libraries designed for creating behavioral studies 
with minimal programming experience. Like other online study platforms, it also sup-
ports integration of recruitment services in the data collection routines. The graphical 
user interface in the experiment builder makes this a suitable entry level tool, but 
competence in Python is useful to develop experiments that go beyond presenting 
auditory stimuli (e.g., to precisely control the timing of the visual and auditory stimuli).
Recruitment Services (Crowdsourcing)
When online studies are carried out with the help of recruitment services, we usually talk 
about crowdsourcing (Bhatti et al., 2020). This combination has the potential to be 
transformative for certain types of research questions and tasks within cognitive sciences 
(Stewart et al., 2017), and data sciences. In auditory studies, using recruitment services in 
Table 2. Summary of popular recruitment services.
Service Participants Median Wagea Auditory-relatedb Citations
Mechanical Turk (US, 2005) 250,000c $10.20 167 86,100
Append 1,000,000e $1.85 5 6,850
Prolific.co (UK, 2015) 153,308 $6.91 2 4,610
Qualtrics Panel (US, 2018) Unknown Unknown 37 1,980
aAccording to http://faircrowd.work although the median wages do not include the proportion of nonpayment reported 
by participants, which are 60% for Mechanical Turk, 11% for Appen, 29% for Prolific.co according to http://faircrowd. 
work, see Section about ethical considerations for a full discussion. 
bWeb of Science search terms with auditory|audio|music|speech+recruitment service. 
cThough  7K are estimated to be active each year (Stewart et al., 2015). 
dFormerly known as Crowdflower. 
eUnsubstantiated.
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conjunction with online studies is relatively common. With the rise of recruitment 
services such as Amazon’s Mechanical Turk, Prolific.co, Clickworker or Appen, there are 
new opportunities which are already used by many scholars working on auditory issues. 
Table 2 pools together the summary details such as the size of the recruitment pool, the 
median hourly salary, citations, and citation frequency of audio-related studies for each 
of four popular services. We note, however, that the landscape of the available services 
may shift rapidly as there are new services such as Sojump, the Chinese recruitment 
service, and CloudResearch (formerly known as TurkPrime) and Prime Panels associated 
with CloudResearch, which provide additional ways of using Mechanical Turk with 
advanced customization options.
Although there are papers already available that summarize several of these recruit-
ment services, particularly Mechanical Turk (Chandler et al., 2019; Grootswagers, 2020), 
we nonetheless provide a short overview of the currently available popular recruitment 
services and their relation to auditory studies.
Amazon Mechanical Turk (hereafter MTurk) offers a large online workforce who 
can complete experiments and surveys at a very competitive price (Henrich et al., 
2010). MTurk (and the alternative platforms discussed below) has proven to be more 
representative of the population than the usual lab or survey samples (Behrend et al., 
2011). Participants using these services tend to be more reliable than typical online 
surveys or lab participants (Daniël Lakens, 2014), and even more attentive than lab 
participants (Hauser & Schwarz, 2016). Researchers can specify a number of criteria 
from the participants, including their past performance in tasks. Over the last ten 
years, large-scale studies with MTurk participants have successfully replicated classic 
studies in psychology (Berinsky et al., 2012), political science (Goodman et al., 2013), 
and economics (Mullinix et al., 2015). However, not all reports about MTurk are 
positive; several scholars have noted that the participants in MTurk are no longer 
naïve participants (Chandler et al., 2019). Overall, however, MTurk has been 
a popular recruitment service among researchers, such that there are numerous 
studies involving auditory stimuli and participants recruited from MTurk (Aljanaki 
et al., 2017; Harrison et al., 2020; Howe & Lee, 2021; e.g., Schmidtke et al., 2018; Speck 
et al., 2011).
Prolific.co is another popular service that offers a large and flexible participant pool. 
Prolific offers a particular advantage to the academic community in that it is specifically 
designed as a platform for recruiting participants for research studies (Palan & Schitter, 
2018). Prolific allows researchers to pre-screen participants for a range of variables that 
are pertinent to empirical auditory research, such as musical training, hearing loss, native 
language, handedness as well as linguistic and other demographic variables. Similarly to 
MTurk, Prolific allows researchers to include participants based on their past perfor-
mance on the platform (approval rate, registration date, participation in different types of 
studies, number of completed studies, etc.). There are options to allow Prolific to offer 
representative samples for an additional fee or to balance certain demographic aspects of 
the samples. There have been a considerable number of studies involving auditory stimuli 
or music conducted with participants recruited from Prolific.co, including dozens of 
online experiments by the authors. Our studies have addressed consonance and disso-
nance of chords and interval using self-reports (Athanasopoulos et al., 2021; Lahdelma 
et al., 2021; e.g., Lahdelma & Eerola, 2020), auditory priming (Armitage & Eerola, 2020; 
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Armitage et al., 2021; Lahdelma et al., 2020), perception of social traits from voices 
(Knight et al., 2021; Lavan, Mileva et al., 2021, 2021), or various voice identity perception 
tasks (Kanber et al., 2021; Lavan, Knight et al., 2019).
Appen is the third popular provider of recruitment services to researchers, which was 
known until 2019 as Crowdflower. Like MTurk, Appen provides a large and highly 
flexible pool of participants who can complete a range of tasks that include but are not 
limited to participating in academic research. Peer et al. (2017) contend that Prolific and 
Crowdflower provide higher quality data than MTurk, despite the latter’s prominence as 
a research tool. While Appen is therefore another viable recruitment service that can be 
used for research, so far there are to our knowledge no auditory or music studies that 
used Appen as a source of participants.
Qualtrics Panel provides customized recruitment services in the form of a panel of 
participants, which is negotiated with the company, and the pricing is related to the 
length of the survey and specificity of the sample required. Unfortunately the details of 
the panel participants (how many, what are the typical fees and so on) are not readily 
available, but several studies have compared Qualtrics Panel to other recruitment services 
in terms of the quality of the data and representativeness of the samples to nationally 
representative samples in the US (Zack et al., 2019) and in India (Boas et al., 2020). The 
results suggest that Qualtrics Panel may offer slightly more representative data than 
MTurk with specified criteria, and generally the notion of representative sample should 
be used with caution when recruiting through these services, especially outside the US. 
We have only identified one study relating to auditory stimuli and music that has used 
Qualtrics Panel as the recruitment service (Jakubowski et al., 2021).
As a basic visualization of the increase in prevalence in crowdsourcing in auditory and 
music research over the last 15 years, Figure 2 shows the number of results returned by 
Google Scholar searches for the keywords “Music” or “Auditory” coupled with each of 
the recruitment services, “MTurk,” “Prolific.co” and “Crowdflower” for each year from 
2005 to 2020 (MTurk, Prolific.co and Crowdflower were launched in 2005, 2015 and 2007 
respectively).
Figure 2. Frequency of the top three recruitment services in published studies since 2005 according to 
Google Scholar results for “Auditory” or “Music” + recruitment service.
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In addition to scholars capitalizing on recruitment services, there have been initiatives 
to build complete “virtual labs” or meta-services that function as a one-stop shop for 
online study needs. Such a service would provide the full framework which handles every 
aspect of the online research, from recruitment that taps into recruitment services (if 
needed), to implementing any online task and rendering the interface to the participant 
via a browser, preliminary quality control, payment and the bonus payment deliveries, 
and analyzing and storing the data. Services that would support the full spectrum of 
online study processes such as EMPIRICA (Almaatouq et al., 2021), Dallinger,3 or 
PsyNet (Harrison & Jacoby, 2020) are all under development at the moment. While 
some of these might eventually become the convenient way of carrying out online 
studies, the extra advantage they offer is the capacity to support methods that require 
participants to interact with each other at a large scale. Studies involving iterated 
reproduction of rhythms (Jacoby & McDermott, 2017) or iterative altering of the proper-
ties of auditory stimuli (Harrison et al., 2020) are good examples of this approach that 
require integration over the distinct parts of the processes.
In the next section, we will review the pros and cons of the three approaches to online 
data collection compared to more traditional methodologies: online studies, online 
studies with recruitment services, and gamified studies.
Review of Approaches
Online Testing in Auditory Research – Pros and Cons
Transparency
Online research fits well with reproducibility and open data initiatives although it is not 
inherently different from standard lab experiments. From the perspective of recruitment, 
platforms such as Prolific.co allow eligibility criteria to be applied automatically according 
to the registration information provided by participants. As a result, subsequent studies/ 
researchers can recruit from a highly similar participant pool according to identical 
criteria. From the perspective of implementation, online tasks can be shared in their 
entirety (for example, via the “Library” space in Gorilla or sharing the experiment in 
Prolific.co or preferably publicly by allowing anyone to duplicate the study settings), 
including instructions, stimuli and response screens. This allows different teams of 
researchers to replicate studies with ease, or for data collection to be distributed between 
collaborators. Studies which are carried out online avoid lab-specific biases in terms of 
equipment, set-up, experimenter or delivery of instructions; and the ability to deliver the 
same web-hosted tasks both in the lab and in individual participants’ homes allows for the 
robustness of findings to changes in environment to be assessed.
By sharing recruitment procedures and tasks, the research pipeline for online studies 
can be clearly defined and automated, and study pre-registration and open data release 
are also common strategies with this type of research, especially if Dallinger or similar 
tools are utilized in deploying the study. A growing number of crowdsourcing studies are 
pre-registered in OSF, although pre-registrations are still overall relatively rare in audi-
tory cognition.
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Democratization of Research
Online studies allow scholars with fewer resources – those without dedicated physical 
infrastructure (e.g., audio labs) or technical support services – to conduct studies by only 
paying the running costs of the experiment. Online studies also circumvent physical 
limitations beyond the global pandemic, such as smaller cities and towns having smaller 
participant pools to recruit from, especially outside of university term time. The limita-
tions of the size of the accessible participant pool may also impact piloting and estimating 
effect sizes adversely in these settings. Using recruitment services helps to avoid these 
issues and keeps the pace of research reasonable despite physical bottlenecks created by 
facilities or regions.
Accessing Specialist Samples
Online research may offer the possibility of accessing specialist samples easily (Smith 
et al., 2015; Wilkerson et al., 2014). The speakers of specific languages (Turner et al., 
2012), regional accents (Njie et al., 2021) or participants with amusia or tinnitus are 
examples of such special groups of interest to auditory research.
From this brief overview, it is clear that online studies do indeed provide benefits to 
the researcher on a number of levels. Additionally, the utility of online studies has come 
to the fore in allowing researchers to pursue experimental procedures where public 
health concerns or local restrictions would otherwise have made this impossible. It 
seems plausible that, even allowing for the rising trend demonstrated in Figure 1, we 
will see a further increase in the number of online studies that also employ recruitment 
services. However, online data collection also presents several shortcomings, which are 
discussed next.
Sound Delivery
In online studies, the researcher relies on the hardware and the software (mainly the 
browser) the participant already has access to on their own device. Participants can be 
asked to complete headphone checks such as those developed by Woods et al. (2017), 
which utilizes phase-information to create differences in dynamics that are easy to 
discern with headphones but not with external speakers such as those in laptops, or 
Milne et al.2021), which is based on the Huggins pitch test; code and stimuli for both tests 
are freely available online. Such tests allow researchers to screen out those that do not use 
headphones. At the time of writing, twelve peer-reviewed studies that use Woods et al.’s 
(2017) headphone check are available and for which the pass-fail rates are reported. The 
mean and median failure rates are 16.5% and 17.2% respectively (range: 0–40%). One 
study (Guang et al., 2020) utilizes the test by Milne et al. (2021), and found a failure rate 
of 49%. There is also a new headphone check available relying on beating interference to 
verify the participant’s hardware capacity to present stimuli dichotically (Pankovski, 
2021).
Even with such headphone checks, the quality of the delivery of the stimuli as well as 
the quietness of the environment is not under the experimenter’s direct control. This puts 
serious limitations on more psycho-acoustically demanding studies (aiming to establish 
detection thresholds, just noticeable differences [JNDs], etc.). Moreover, there are ethical 
issues related to the potential exposure of participants to unexpectedly or unintentionally 
loud sounds in online studies. Due to this, we recommend that studies should always 
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start by presenting some kind of representative “calibration sound,” with participants 
instructed to start with their volume turned down and then adjust it to a comfortable 
level. Experimental stimuli should then never be louder than the calibration sound, and 
we stress the importance of adjusting the sounds carefully (starting quietly and turning 
the volume up, rather than vice versa). However, despite such calibration checks and 
clearly worded instructions, the experimenter cannot fully ensure that the participant’s 
equipment and setup would not lead to uncomfortable listening experiences for the 
participant.
Aside from those specialist auditory studies that are best carried out in well sound- 
proofed settings, there can be some merit to the argument that if a phenomenon can be 
captured in the diverse settings such as those offered by participants’ typical headphones 
and audio devices, the phenomenon is probably a robust one. However, imperfect 
playback devices may also bias the results in specific ways instead of simply increasing 
noise. For example, if the effect of interest relies on low frequency information in the 
auditory signal, this is typically poorly represented by the average headphones (Olive 
et al., 2018). Even though typical listeners are unable to detect the quality differences 
between budget and high-end headphones (O’Brien & Schmidt, 2020), results from 
online studies in such cases may differ from results obtained in more controlled settings. 
In cases where the sound quality may become an issue for adequately measuring effects of 
interest, we would recommend at least running validation studies in the lab.
Timing Accuracy
Online experiment platforms such as PsyToolkit, Gorilla, and PsychoPy that run in most 
current browsers all demonstrate good capacity to bring timing experiments, such as 
reaction time measures in response to visual and auditory stimuli, to an acceptable level 
of precision; they usually demonstrate inter-trial variability of 5–10 ms, as compared with 
lab-based software, which can achieve inter-trial variability under 1 ms (Bridges et al., 
2020). For a large-scale comparison of these qualities for lab-based and web-based 
software across multiple operating systems and browsers, see Bridges et al. (2020) and 
Anwyl-Irvine, Dalmaijer et al. (2021). In a nutshell, the two evaluation studies demon-
strate that web-based solutions provide adequate timing for most cases unless the 
absolute response times are needed between the individuals. This measure is negatively 
impacted by different participants providing their responses on different operating 
systems and browsers. This, however, is not normally required when the comparisons 
are made within the same participant as is often the case in experimental research. An 
important caveat to the timing accuracy of the online data collection is that significantly 
better response timing accuracy is obtained using external response devices (i.e., high- 
performance button box) than by using the standard keyboard (Bridges et al., 2020). For 
this reason, the poorer accuracy overall reported by Anwyl-Irvine, Dalmaijer et al. (2021) 
is closer to the reality of online research as the participants will not have high- 
performance button boxes installed on their USB ports.
Answer Format
Many standard answer formats are supported across the various online testing platforms, 
such as different types of questionnaire responses, forced-choice responses, free text 
responses and ranked responses among many others. However, not all types of answer 
AUDITORY PERCEPTION & COGNITION 11
formats that might be constructed in a lab are feasible in an online experiment. Because 
of the dependency on participants’ home setups, it is not always possible to use unusual 
interfaces which require complex mouse operations, or calibrated monitors or other 
external devices. Thus, for the most part, experimental procedures must be limited to 
using standard mouse operations and keyboard responses. Despite these limitations, 
recent research has demonstrated the feasibility of production tasks, such as tapping 
(Anglada-Tort et al., 2021) or singing (Pfordresher & Demorest, 2021), or adjusting 
sliders to create sounds (Harrison et al., 2020) in studies of auditory cognition. Similarly, 
even in the absence of support of a specific answer format on online testing platforms, 
alternative ways of implementing tasks can be found: For example, in the absence of 
a readily available drag-and-drop interface at the time, we have run a sorting study 
online, asking our participants to download a PowerPoint slide on which the to-be-sorted 
stimuli were embedded. Participants were then able to sort the stimuli within 
PowerPoint, save the sorted slide and upload to a file transfer website from which we 
were able to retrieve the data (Lavan, Burston et al., 2019; Njie et al., 2021).
Lack of Visual Oversight of Participants
Although many lab experiments do not require visual connection during the experiment 
between the participants and the experimenter, lack of any visual – or auditory – cues 
during the experiment can amplify problems that sometimes occur in lab experiments 
such as participants attempting to engage in social media, text message or calls, or 
becoming perplexed by the experiment instructions or getting stuck at some point. In 
our view, issues such as these are less likely to occur when participants attend labs in 
person and interact with experimenters; or in case of confusion with respect to tasks, they 
can be resolved with timely interactions. Overall, these issues are the crucial part of the 
quality control that we articulate in more detail in the section about quality control.
Copyright and Other Restrictions
Much of the stimuli used in auditory and cognition research might be copyright free 
sound files created for the experimental needs, but in cases where existing commercial 
music or audio excerpts are used, the uses of the copyright material need to comply with 
regional law governing fair use and digital copies of copyrighted materials.
Online Testing Using Recruitment Platforms – Pros and Cons
Diversity
Ethnocentrism – i.e., focusing too heavily on one particular subset of the human popula-
tion – is one of the main criticisms leveled at psychology in recent years (Rad et al., 2018). 
By turning to recruitment platforms, we may be able to avoid some of the aspects of so- 
called WEIRD samples (White, Educated, Industrialized, Rich, and Democratic) (Casler 
et al., 2013; Henrich et al., 2010) as the participants in these services have more diverse 
backgrounds (Sheehan, 2018) than typical participant pools. Specifically, Casler, Bickel and 
Hackett found that MTurk samples are more diverse than traditional volunteer (recruited 
via social media) samples in terms of both their socio-economic and ethnic backgrounds 
(2013), also supported by Chandler et al. (2019). Goodman et al. (2013) found a greater 
degree of linguistic diversity in MTurk samples than in a typical community sample. 
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However, this is not to say that the diversity provided by MTurk is still not far away from 
the US population: most Mturk participants are young and older people are under-
represented in the participant pool. MTurk participants tend also to be more liberal, 
and have higher education qualifications when compared to the US population (Casey 
et al., 2017; Levay et al., 2016). However, some authors point out that the greater degree of 
variation in the participant pool can also act as a limitation (Feitosa et al., 2015) in some 
contexts, such as when certain instruments have not been validated in a particular 
language.
For music and auditory studies, it is worth highlighting that the criticism of WEIRD is 
extremely relevant as music is highly culturally dependent and notions and preferences 
about music do vary considerably even within a country depending on sociodemographic 
background and education. A particular aspect of diversity is cross-cultural research, 
which normally requires extraordinary connections and resources. Online studies with 
recruitment services offer a possibility to tackle some, albeit limited cross-cultural 
research (Cuccolo et al., 2021). Most of the recruitment services allow researchers to 
define participant recruitment by location, country, and native language at least. This 
allows for comparisons that relate to geographical location and language of the partici-
pants, although it has to be kept in mind that the popularity of the services is not well 
spread beyond the countries of their originators, and that the people who work in these 
services are very much reliant on internet and may have fairly Western standards in 
many of their values (Pollet & Saxton, 2019).
In our experiments using participants obtained from recruitment services such as 
Profilic.co, we have observed that samples are more representative in terms of their age, 
gender, and nationality than the average student population, although they do none-
theless deviate from the society at large. The employment details are stable across many 
experiments and an overall fairly even gender distribution can be readily achieved 
through pre-screening. The age distribution usually shows that the bulk of the partici-
pants are between 25 and 42, and about 20% of the participants are students, which is an 
improvement from lab studies but it is still clear that students are over-represented in 
comparison to national statistics (3.5% in the UK4).
Affordability
Online studies may provide a cost-effective way of collecting data in auditory sciences. 
Provided that the quality assurances can be met, the price of data may be cheaper than in 
lab studies when factoring in the costs involved (researcher time, research assistants, 
facilities and participant fees). For instance, we carried out a direct economic comparison 
of lab and online data utilizing recruitment services with respect to a specific study 
(Armitage & Eerola, 2020). When including the cost of both participant fees and payment 
to a research assistant, the cost of the lab data was more than double that of the online 
data. However, the direct lab costs may often be lower if they include free labor available 
as part of the operation (research assistants working for course credit etc.) although this 
cost could be assumed to be included elsewhere (such as training of the assistants and 
general costs of facilities and services). As an example, a typical online dataset requiring 
10-minutes of participant time using Prolific.co and a sample of 40 participants would 
cost $106.40 ($12 for minimum wage × 1/6 h × 40 participants × 1.34 service fee) 
excluding any piloting. Importantly, there were no significant differences in the attrition 
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rates, distributions of the data, or effect sizes between the samples obtained via recruit-
ment services and lab (Armitage & Eerola, 2020). However, it should be noted that 
Buhrmester et al. (2018) advocates for careful investigation of attrition rates, although 
this is a factor in all internet-mediated research and not a problem that is unique to 
studies using recruitment services.
Speed and Statistical Power
Online studies with recruitment services allows for rapid data collection. Studies that 
would take several weeks to run in a lab can be completed in the course of a day via 
recruitment services depending on the type of task and specialist expertise needed. 
Clearly, fast data collection offers direct benefits in terms of time saved. The speed of 
data collection also provides more nuanced benefits beyond speed per se. As data 
collection is efficient in terms of time, it allows for research to focus on testing specific 
hypotheses. Funding allowing, hypotheses can therefore be revised and retested at a rate 
that was not possible previously, allowing for an incremental but thorough advancement 
of understanding. Also, online studies with recruitment services allow for studies to be 
appropriately powered, not over or under-powered, if the power analysis is made in 
advance and with conservative reading of similar studies (Brysbaert, 2019). We therefore 
argue that the improvements to research are most pronounced if the advantage conferred 
by the speed and easiness of the data collection is tempered with careful planning and 
appropriate assessment of the needs.
Data Quality
Traditional volunteer web studies are often subject to significant data wastage or poor data 
quality (Hochheimer et al., 2019). However, there is research to indicate that the quality of 
data collected via recruitment services is comparable to lab data and superior to other web 
data and subject to less participant attrition (Armitage & Eerola, 2020; Hauser & Schwarz, 
2016; Kees et al., 2017), although contrasting views also exist (Chmielewski & Kucker, 
2020; Grootswagers, 2020). Indeed, we have found that participant attrition and preva-
lence of outliers in samples obtained through recruitment services is almost identical to lab 
data and superior to traditional online data collected via convenience sampling (Armitage 
& Eerola, 2020). Data quality is of course related to the task, instructions, and the quality 
controls implemented in the study, which we cover later (see Quality Control).
Scalability
Online studies with recruitment services allow the possibility of automating the data 
collection at a high level, which allows easy transportability, replicability and the possibility 
to alter the method, concepts, stimuli or a measure by a simple option or even run several 
variant experiments in parallel. This is also possible at some level in traditional lab 
experiments, but with considerable more effort and customization. The real benefit of 
the scalability comes from experiments where participants’ responses are taken as input for 
other participants such as in iterated rhythm production tasks (Jacoby & McDermott, 
2017) or in Gibbs sampling with humans (Harrison et al., 2020). Scalability usually requires 
that the researchers utilize an automation service such as Dallinger or Pushkin (Hartshorne 
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et al., 2019), which allow a high level of abstraction and the automation of all practicalities 
(recruitment, running the experiment, paying participants, and managing data). Collecting 
data with recruitment services also brings several possible shortcomings, presented next.
Quality Control
The reliability of online studies utilizing recruitment services has been explored with 
several well-known psychometric instruments (personality etc.) and these indices 
(obtained with test-retest evaluations and calculating Cronbach alphas) are typically at 
the same level as in lab experiments or in surveys (Buhrmester et al., 2018). However, in 
addition to quality control covered later, there have been reports of a number of instances 
of fraud and other quality issues, especially in MTurk. Some of these have been attributed 
to fraudulent respondents who typically use VPS/VPN (virtual private servers and net-
works) to hide their identity (at least nationality or the specific IP address to allow 
multiple submission, etc.) from the service (Kennedy et al., 2020). For this reason, it has 
been suggested that data from respondents connecting to recruitment services via VPS/ 
VPN should be discarded. In a similar vein, Kan and Drummey(2018) found that 
a significant minority of participants were willing to carry out experiments despite not 
meeting inclusion criteria. Due to these concerns, Kan and Drummey (2018) have 
proposed some mitigating measures, such as using the demographic pre-screening 
offered by the recruitment services where possible rather than by stating inclusion criteria 
when advertising the study to participants.
In addition to fraudulent participants, there have been reports of bots being present in 
MTurk (Chmielewski & Kucker, 2020; Kennedy et al., 2020; Moss & Litman, 2018). 
Depending on their sophistication, bots can be identified by them failing even simple 
quality control checks and should provide low-quality data on even the simplest task. 
Similarly, bots could be, for example, identified by anomalous response time behavior 
and by coming from a few specific geolocations, although much of the prevention has to 
take place at the recruitment services, since they are able to see the full pattern of data and 
also enforce policies on how new accounts are verified and approved.5 Analyses carried 
out by the recruitment services themselves suggest that the problems were not created by 
bots, but by a small number of foreign workers related to a few server farms. As such, the 
quality issues should therefore not be a problem as long as sufficient data quality controls 
and checks are in place within an experiment.
Longitudinal or Interconnected Studies
Longitudinal studies can be challenging in many of the recruitment services. For instance 
MTurk does not natively support longitudinal studies or studies where participants need 
to be pre-screened by criteria that are not included in MTurk’s standard demographic 
profile. There are ways to work around this limitation (Stoycheff, 2016), however, and 
services such as CloudResearch facilitate implementing various operations with the same 
participants over time that allow running longitudinal studies and they also provide 
additional quality control, see Chandler et al. (2019). Follow-up studies are supported in 
Prolific.co and Gorilla, where it is possible to re invite participants who completed 
previous parts of studies, or to exclude participants who have completed previous related 
studies.
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Sampling Issues
Although participants from recruitment services might offer a more diverse sample than 
those typically obtained in most of the lab studies using well-educated undergraduate 
students, participants from recruitment services tend to be younger and less likely to be 
fully employed than national averages (Mellis & Bickel, 2020). As such, recruitment 
services do not really provide a population sample but a convenience sample. This is 
unlikely to be a large problem for auditory research. If prevalence estimates are needed, 
or research questions require a representative sample, the recruitment service needs to be 
used in a specific way to capture the characteristics of a representative sample. Some of 
these services, Prolific.co and Qualtrics Panel, offer a separate service where the 
researcher can request a representative or a stratified sample from the population for 
an additional fee.
Research Practices
An obstacle for research utilizing online data collection with recruitment services may be 
that peer-reviewers may not yet be familiar with using online testing and recruitment 
services. This can lead to queries voicing concerns about experimental control, sample 
characteristics and the overall data quality. Depending on the task, it may, of course, be 
valid to ask for a lab validation. However, validations have been run already for many 
routine experimental paradigms and tasks, limiting the usefulness of further lab valida-
tions. In our experience, reviewers’ concerns can be addressed by having included quality 
control measures, such as headphones screening and attention checks. Given the 
increased use of online studies with or without recruitment services, we expect that 
this type of data collection will soon be considered as valid and standard, provided that 
appropriate quality controls are in place.
Another issue related to samples is that the ease and the speed of research may also 
tempt scholars to adopt questionable principles such as p-hacking, HARKing, or other 
problematic practices that go against the traditional use of statistical thresholds 
(Wicherts et al., 2016). There are solutions to some of these issues such as performing 
sequential analyses during the data collection (Lakens, 2017) to avoid p-hacking, or pre- 
registering the study intentions, outcome measures, sample size, and inclusion/exclusion 
criteria. The use of preprint servers (e.g., PsyArXiv6 or arXiv7) to post all studies soon 
after they are concluded will guard against the danger of only reporting those iterations of 
the study that delivered results under the conventional statistical thresholds. But overall, 
these problems exist in any empirical research and require commitments to research 
integrity rather than special measures to control online studies using recruitment 
services.
Online Testing Using a Gamification Approach – Pros and Cons
Gamified online studies utilize “game-design elements in any non-game system context 
to increase users’ intrinsic and extrinsic motivation, help them process information, help 
them to better achieve goals, and/or change their behavior.” (Treiblmaier et al., 2018, 
p. 134). Gamification has been occasionally utilized in music and audio-related online 
studies; there are several online games addressing rhythm (Bellec et al., 2013; Duffy et al., 
2018), an online game for collecting music similarity data (Wolff et al., 2015), and an 
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online game for detecting hooks in music (Burgoyne et al., 2013) as well as ongoing 
projects about musicality and other topics.8 The benefits of gamified data collection can 
be substantial (Honing, 2021). Online games can potentially lead to a very large number 
of participants without paying them anything. They also may help to spread the word 
about the topic and increase engagement and the impact of research. However, not all 
studies can be gamified and the very nature of creating a game suitable for anyone may 
work against research goals or prevent researchers from imposing necessary controls or 
from collecting crucial background information. Gamified data collection tends to 
require very bespoke development and typically requires considerable investment in 
app development or web technologies, although some of the online testing platforms 
are now starting to include “game-builders” in their services.9 Generally gamification 
studies are difficult to replicate as the public interest will wane after the initial wave of 
curiosity. All critical issues of implementation that are relevant for online studies in the 
auditory domain in general are relevant to gamified studies as well, but we see gamifica-
tion as a special approach that may offer a unique combination of engagement that brings 
in limited data from a diverse yet large sample of interested people.
Key Commitments When Utilizing Recruitment Services in Online Auditory 
Research
Conducting research with recruitment services rather than traditional online surveys or 
lab experiments raises ethical questions that we want to address next. We address issues 
that may be of concern to individual Institutional Review Boards as well as considering 
good practice more broadly. Whilst some of the points we raise could be discussed in the 
context of all empirical research, many are unique to online studies using recruitment 
services and auditory research.
Ethical Considerations
The first assumption is that all empirical research – including both online studies in 
general and those studies which use recruitment services – should be subject to the local 
ethics policies, which usually implement the national research integrity and ethics 
regulations.
The use of recruitment platforms – mainly MTurk – has received negative press in 
recent years both within and outside the academic community (see, for instance, 
Semuels, 2018). The concerns raised have suggested shortcomings in the behavior of 
individual researchers and in the governance of the platforms. The focus of these 
concerns is frequently financial, with very low rates of remuneration being reported as 
common and quite possibly the norm (Hitlin, 2016). Despite the median hourly wage of 
$10.20 reported in Table 2, Hara et al. (2018) have calculated that when nonpayment and 
returned tasks are taken into account, the median hourly wage on MTurk is in the range 
of $1.77 – $2.11. Nonpayment refers to the proportion of participants in the service that 
report being not paid at least once for their work. These numbers are surprisingly large: 
60% for Mechanical Turk, 11% for Appen, and 29% for Prolific.co according to http:// 
faircrowd.work. It is also worth pointing out that services such as faircrowd.work are able 
to pool together experiences from hundreds of participants in these services. In addition 
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to fair payment issues, there are additional concerns such as anonymity, misrepresenta-
tion of task duration or complexity by researchers, or unfair rejection of work (Salehi 
et al., 2015).
As outlined in the section about recruitment services, Prolific.co was launched as 
a recruitment platform specifically for academic research. Alongside the benefits to 
researchers that we have presented already, Prolific.co has inbuilt safeguards to 
ensure fair treatment of participants. Payment is at a recommended minimum rate 
of $10.26 (£7.50) per hour with a hard minimum of $6.84 (£5) per hour. If research-
ers reject (i.e., do not pay) a participant, then they must provide the participant with 
a reason, and there is clear guidance to researchers as to when a participant’s 
submission can and can not be rejected, with suggested alternatives such as allowing 
the participant to redo the task or offering partial payment. There is also guidance for 
participants on how to appeal rejection decisions. Prolific’ supporting documentation 
for researchers provides reminders for researchers about these policies which aim to 
ensure fairness.
Reporting Commitments
As for studies run in the laboratory, researchers should commit to reporting all technical 
solutions and decisions for studies using online testing and recruitment in a format that 
enables the replication of these studies (e.g., by specifying the recruitment filter(s), 
headphone check(s) and its pass-rate, stimulus preparation, visual materials, inclusion/ 
exclusion criteria). It is also important to report the date range of the data collection as 
the construct of interest may change over time, or we may learn that the recruitment 
service’s participant pool was compromised with “bots,” fraudulent participants or 
a surge of newcomers. There is also the possibility to share the experiment fully via the 
online platform and also share the recruitment service details within the recruitment tool, 
thus allowing others to capitalize on the exact same tasks, protocols, stimuli, instruction 
and sampling criteria. Nothing prevents researchers from releasing the stimuli, design, 
and the de-individualized data10 in an Open Access repository11 and also include the 
experiment scripts (and analysis scripts, for that matter). Prolific.co promotes transpar-
ency in reporting practices, advocating for use of mechanisms such as pre-registration or 
registered reports. Gorilla hosts Open Materials to share the protocols, tasks, and 
questionnaires.12 Likewise Buhrmester et al. (2018) suggests that researchers report in 
detail on the use of the recruitment platform, for instance, any restrictions on partici-
pants’ experience, attrition rates, rates of payment, and so on. We suggest that these 
details would be well-suited to be formal reporting under online experiment protocols, 
similar to guidelines for reporting experimental protocols in life sciences (Giraldo et al., 
2018) or bio- and nanosciences (Faria et al., 2018).
Financial Commitments
Participants from recruitment services often have a dual role as both ‘workers’ and 
“participants,” and a proportion of participants fall below the Federal Poverty Line 
(Ipsen et al., 2021), yet several participants report hourly remuneration less than US 
Federal minimum wage (Hitlin, 2016). Thus, it is the researchers’ responsibility to ensure 
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that rates of remuneration are fair, and do not simply reflect the minimum remuneration 
possible. To align with lab-based studies, we encourage researchers to commit to pay the 
respondents at least the minimum wage. In case of estimation of the duration of the task 
being overall too short in comparison to the actual time spent on the task, it is 
recommended – and is relatively easy in most recruitment systems – to increase the 
participant fees – or pay bonuses – to reflect the actual time spent on the task. An 
interesting dilemma is the currency and wage differences between countries. Is the 
compensation tied to the country of the participant or the researcher? It might be safe 
to err on the side of higher pay, but that will also set up pressures for participants from 
low income countries to take part with VPS/VPN posing as coming from another 
country to make significantly higher earnings.
Fair Use of Recruitment Services
In response to the financial and ethical issues raised about the use of recruitment services 
by academic researchers, several universities have enacted policies on the use of recruit-
ment platforms in research, and the platforms themselves provide (often non-binding) 
guidelines on fair and professional treatment of participants.
Transparency
Ensure that tasks are transparent in terms of ownership: There is a clear ownership 
that can be traced back to the PIs and ethics approvals, much the same as there would 
be for in-lab experiments or more traditional internet-mediated research. For partici-
pants, it should be very clear and transparent what the remuneration is for a task, the 
amount of time it will take, timescale for payment, and whom to contact if questions 
arise.
Valuing Participants
Ensure participants are aware of the value of their contribution to the research. Offer 
a debrief at the closing stages, a lay summary, suggestions for further reading, and thank 
the participants along with the payment.
Professional Standards
Recruitment services handle the payments in different ways, but one of the main issues 
for participants is that they are paid fairly and promptly. Some of the services auto- 
approve participant payments and partial payments (due to failing attention checks or 
otherwise not completing) are organized in various ways. Also make sure that all 
responses to participant queries are prompt and professional and possibly utilize similar 
standards even if handled by separate researchers and research assistants.
Rejection Policy
The policy of rejecting participant contributions should be clear. Rejecting participants’ 
work may have implications in some recruitment services for both payment for the 
present task and the participant’s ability to access other tasks. There are cases where 
rejection is likely such as when the participant fails to pass attention or headphone 
checks. In these circumstances participants can be reimbursed only partially (e.g., if 
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they contributed a few minutes of their time before failing the headphone check) or not 
at all (e.g., if they fail attention checks over a certain tolerance such as 20% of the 
attention checks). If it becomes known that a participant has started the task, but not 
completed it (e.g., from timestamps or direct contact from the participant), it is 
possible to pay a pro-rata equivalent for the time spent on the task. For data that are 
not usable, it may be possible to give participants the opportunity to redo the task. It 
should be noted that some platforms such as Prolific.co reserve the right to overturn 
rejection decisions.
Quality Control
Over the past 5 years, the authors have utilized Gorilla, Qualtrics and PsyToolkit for 
online studies and when the need has arisen, turned mostly to Prolific.co or occasionally 
to MTurk as the recruitment service. Most of the studies we have carried out online have 
been relatively straightforward data collection exercises without complex elements such 
as follow-ups or pre-screening, although these have been implemented in some cases. 
Based on these experiences and following the ongoing scholarly discussion about online 
studies and use of recruitment services, we want to highlight the topic of quality control, 
which was not explored in detail during the earlier discussion of pros and cons.
The topic of quality control has received considerable attention with regard to online 
studies, since the assumption is that the participants working remotely will have more 
distractions, a wider range of backgrounds and life situations, less uniform expectations of 
what to do in the studies, or even fraudulent motivations to participate in studies, all of 
which could lead to unwanted variability in the responses. However, Rodd (2019) suggests 
that many of the quality control checks designed for online studies should actually also be 
implemented in lab studies. We agree that quality control should be an inherent part of any 
data collection, not just limited to online studies. One such operation is to design the 
experiments in labs and online contexts to be within-subject designs, which mitigates the 
differences between the different set ups (equipment, volume, etc.) as well as some of the 
individual differences.
As the data collection environment is not under the experimenters’ control in an 
online study, it is important to provide quality checks that ascertain whether the 
participant is paying attention to the task at hand and understands the instructions 
properly. Here we divide these checks into generic attention, technical, consistency, 
expertise, and honesty checks:
Generic Attention Checks
Checks such as Instructional Manipulation Checks (IMCs) can be used. In this the 
respondent is shown the following text: “You should not answer this question if you 
read it; it is to check your attention: (1) Strongly Disagree; (2) Disagree; (3) Don’t 
Disagree/Don’t Agree; (4) Agree; (5) Strongly Agree.” Past research has demonstrated 
that 16% to 18% of respondents fail IMCs, although this rate is not higher than in lab 
studies (Paas et al., 2018). Variant attention checks can be tasks that resemble captchas 
(Completely Automated Public Turing test to tell Computers and Humans Apart) where 
participants are asked to pick a color, word, or an image.
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Domain Specific Attention Checks
Attention checks that rely on auditory information can be used. Such a task can ask 
participants to “type the two digits you hear in a speech excerpt into the box below,” e.g., 
(Sauter et al., 2020) or be presented as a variant of a captcha relying on timbre, pitch 
height or another auditory property of interest.
Technical Checks
Technical control tasks typically relate to audio quality such as checks for headphones 
and general ability to discriminate volume or pitch differences (Milne et al., 2021; 
Pankovski, 2021; Woods et al., 2017). For production studies such as capturing tapping 
or singing, there are usually initial checks to test the recording and timing capacities of 
the computer (Anglada-Tort et al., 2021). One can also use a “honeypot” check which 
targets only bots by implementing two forms on top of each other, where a human 
participant only sees one, but any automated script will see and offer responses to both 
(Downs et al., 2010).
Consistency Checks
Build-in duplication in the form of repeated test items is another way of measuring attention 
and allows the researcher to analyze the possible inconsistencies in the repeated items.
Expertise Checks
Expertise checks relate to self-disclosed expertise, which is again not unique to online 
studies as it applies to all studies, but the accessibility of these experiments and the 
potential payments received from these may encourage prospective participants to 
mislead the experimenter about their background or expertise. To ensure that partici-
pants meet the expertise criteria, it is recommended to test the specific expertise rather 
than rely on self-reported expertise. To give an example, for expertise about a specific 
musical genre (for instance, Hindustani classical music), one can devise short, timed 
statements that require the specific expertise to answer correctly. Or preferably, the 
questions can be in the form of audio examples (“Is this sound example in North 
Hindustani (a) Dhrupad, (b) Khyal, (c) Ghazal or (d) Thumri style? (please 
choose one)”).
Honesty Checks
Various types of honesty checks can be implemented after the main task: Participants can 
be asked whether they truly fit the recruitment criteria, while being assured that their 
answer will in no way affect their payment. It is known across multiple studies that 
a noteworthy proportion (3–28%) of participants are dishonest about their qualifications 
(MacInnis et al., 2020).
The quality control in lab studies is normally implemented post-experiment, with 
unreliable responses/participants discarded based on pre-defined criteria (such as inter-
subject reliability, response speed, or another task-dependent criterion). It would be 
possible to implement the control protocols within the online experiment and eliminate 
the inattentive or noisy respondents during the experiment, but in our experience and 
according to the principles outlined in the payment policies above, we have deemed it 
safer to assess the quality of the responses and participants after the experiment.
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Conclusions
Overall, online studies and studies with recruitment services can be set up relatively easily 
compared to traditional lab studies, and can often be carried out more quickly. However, 
this comes with a trade-off in terms of implementation (control of environmental 
conditions, attention, and audio setup) and recruitment. It is possible to mitigate the 
implementation issues to some extent, for instance, by use of headphone checks or 
attention checks embedded within the experiment, but online studies will always be 
carried out on equipment of variable quality in situations that are varied across the 
participants. Online studies that draw the participants from recruitment services seem to 
be less subject to the degradation of quality between lab and online data compared to 
volunteer web samples recruited for instance via social media. Indeed, we have not found 
a significant difference in the quality of the data between lab studies and online studies 
using recruitment services, either in terms of participant attrition or in the distribution of 
the data itself (which has been the case with online volunteer samples).
Online studies may not be inherently more transparent than traditional lab studies, 
but many of the open science principles such as pre-registration, sample size determina-
tion, and replication are at least somewhat easier to implement than in traditional studies. 
The transparency is also promoted by some recruitment services (Prolific.co13). They also 
allow the eligibility criteria to be applied automatically and in principle facilitate the 
recruitment of a highly similar set of participants in subsequent studies. It is also possible 
to share entire experiments within the online experiment system, making at least direct 
replications straightforward. Finally, online studies can also avoid specific biases that labs 
may have in terms of facilities, equipment, experimenter, or instructions.
Overall, online studies with or without recruitment services do not remove the 
necessity for lab studies in auditory research, but they do allow for good quality data to 
be collected outside of a lab. Recruitment services can be seen to offer several advantages 
over convenience samples. As well as offering opportunities for data collection when 
access to labs is restricted, for instance, during the Covid-19 pandemic, online studies 
offer benefits in their own right. As scholars in music cognition and other auditory 
disciplines grow more accustomed to the benefits and challenges of online studies, they 
are bound to become more frequent in coming years. We hope that our reflections and 
summaries above are helpful to researchers embarking on their online studies and 
promote good practice in terms of research transparency, quality control and ethics.
Notes
1. A pool of recent studies was defined by searching Google Scholar with the search terms 
“headphone check Prolific.co” and “headphone check MTurk”, as headphone checks have 
become an indispensable part of online auditory studies. These keyword combinations 
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5. Prolific.co’s anti-bot measures, see https://blog.prolific.co/bots-and-data-quality-on- 
crowdsourcing- platforms/ and https://gorilla.sc/online-experiments-and-bots-what-can- 







10. Data from recruitment services is not fully anonymous since the participant recruitment 
service IDs and IP addresses are often logged into the data.
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