This paper outlines an implemented system called PRO-VERB that explains machine-found natural deduction proofs in natural language. Di erent from earlier works, we pursue a reconstructive approach. Based on the observation that natural deduction proofs are at a too low level of abstraction compared with proofs found in mathematical textbooks, we de ne rst the concept of socalled assertion level inference rules. Derivations justied by these rules can intuitively be understood as the application of a de nition or a theorem. Then an algorithm is introduced that abstracts machine-found ND proofs using the assertion level inference rules. Abstracted proofs are then verbalized into natural language by a presentation module. The most signi cant feature of the presentation module is that it combines standard hierarchical text planning and techniques that locally organize argumentative texts based on the derivation relation under the guidance of a focus mechanism. The behavior of the system is demonstrated with the help of a concrete example throughout the paper.
Introduction
This paper describes PROVERB, a system that presents proofs found by an automated reasoning system in natural language. The main aim is to provide an overview of the entire spectrum of a reconstructive presentation process. To achieve this, we are often forced to sacri ce precise descriptions to the global architecture.
Identifying the Problem
Similar to the reconstructive approach employed by the explanation component of some expert systems (Wick and Thompson 92) , e orts were made to transform proofs from machine-oriented formalisms into more natural formalism (Andrews 80, Miller 83, Pfenning 87, Lingenfelder 90) . As the target formalism, usually a variation of the natural deduction (ND) proof rst proposed by G. Gentzen (Gentzen 35 ) is chosen. Until recently the reconstruction stops here and the resulting ND proofs are used as inputs by natural language generators (Chester 76, McDonald 83, Edgar & Pelletier 93) . In general, the presentation of ND proofs has been carried out by resorting to ordering, pruning, and augmentation.
All these verbalizations su er from the same problem: The derivations they convey are exclusively at the level of the inference rules of the ND calculus. In contrast to informal proofs found in standard mathematical textbooks, such proofs are composed of derivations familiar from elementary logic, where the focus of attention is on syntactic manipulations rather than on the underlying semantic ideas. The main problem, we believe, lies on the lack of intermediate structures of ND proofs, which allow atomic justi cations at a higher level of abstraction.
PROVERB solves this problem by carrying the reconstructive approach one step further. The rst section below de nes a new intermediate representation, called assertion level inference rules. Next we illustrate the reconstruction of more abstract proofs from machine-found ND proofs using assertion level rules. Subsequently, we sketch out a computational model adapts and combines several established NL generation techniques for the verbalization of a abstracted proof.
Abstracting ND Proofs to the Assertion Level
Our analysis on proofs in mathematical textbooks shows that most derivations are justi ed in terms of the application of a de nition or a theorem, collectively called an assertion (Huang 92) . In this section, we rst introduce a computational model for informal mathematics. According to this model, assertion level justi cations can be used both for compound proof segments exhibiting certain syntactical structure, and for atomic steps derived by assertion level inference rules. Then we turn to an abstraction process that reconstructs a proof using assertion level rules.
Compound proof segments and assertion level rules
Our computational model for informal mathematical reasoning basically follows the psychological models for reasoning based the natural logic hypothesis (Braine 78, Rips 1983) , and the proof planning framework proposed by A. Bundy (1988) . According to this model, our intuitive notion of the application of an assertion is either achieved by constructing an ND proof segment that satis es certain structural constraint, or by the application of an assertion level inference rule. Figure 1 is an example of a compound proof segment that infers a 1 2 F 1 from U 1 F 1 and a 1 2 U 1 by applying the de nition of subset encoded as in the leaf with the label A. The procedure that applies assertions by constructing a compound proof segment is speci ed in terms of a so-called decomposition-composition constraint imposed on such proof segments identi ed in our preliminary empirical study on mathematical proofs (Huang 92) . To illustrate this constraint, we rst introduce two de nitions.
De nition: An inference rule of the form or of one of its proper subformula, or a negation of one of the rst two cases. Roughly speaking, the decomposition-composition constraint requires that a proof segment applying an assertion A consists primarily of a linear decomposition of A. As illustrated in Figure 1 , this is carried out along the branch from A to the root by applying decomposition rules. Other premises involved in this series of decompositions (the leaves U 1 F 1 and a 1 2 U 1 in Figure 1 for instance) can be constructed by compositions (not used in Figure 1) . For a precise de nition of this constraint, see (Huang 92) . In the sequel, proof segments satisfying this constraint will be referred to as the natural expansion of the corresponding assertion level justi cation. This constraint is closely related to one of Johnson-Laird's effective procedures (Johnson-Laird 1983) , accounting for spontaneous daily reasoning.
Assertion level justi cations are also used for proof steps derived by an assertion level inference rule. There are two ways for acquiring such rules in our computational model: learning by chunking-and-variablization and learning by contraposition (Huang 94b) .
First, we assume that patterns of repeated applications of an assertion may be remembered as new rules, similar to the chunking operation in the cognitive architecture Soar (Newell 90) . On account of this, assertion level rules are also referred to as compound rules. We continue with our subset example to illustrate this.
Example 1 (Continued):
Suppose that a reasoner has just derived a 1 2 F 1 from the premises a 1 2 U 1 and U 1 F 1 by constructing the proof tree in Figure 1 . Our assumption is that apart from merely drawing a concrete conclusion from the premises, possibly he learns the following compound rule as well:
4`a 2 U; 4`U F 4`a 2 F where a, U and F are metavariables standing for object variables. Note that this rule is obtained by variablization and removing the intermediate steps in Figure 1 . The second way of acquiring assertion level rules can be viewed as a generalized contraposition. For instance, after the acquisition of rule above, the rules 4`a 2 U; 4`a = 2 F 4`U 6 F 4`a = 2 F; 4`U F 4`a = 2 U can be derived as contrapositions. In (Huang 94b) , it is shown that a nite set of compound rules can be constructed for each assertion, so that this set covers all possible applications of this assertion, which can be achieved by constructing natural expansions. The two ways of applying assertions are therefore logically equivalent. The set of assertion level rules for a typical mathematical assertion can usually be represented as one or two proof tree schemata satisfying the decomposition-composition constraint (Huang 94b) . These rules are used to abstract ND proofs.
Abstracting ND Proofs to the Assertion Level
This section describes an algorithm that replaces as many compound proof segments in machine-found ND proofs as possible, by atomic derivations justi ed by assertion level rules. Note that proof segments replaced may contain machine-generated detours and redundancies, and are not necessarily natural expansions.
Algorithm: Go through the proof tree starting from the root, for each proof node N, 1) Choose as the set of assertions AS the de nitions and theorems contributing to the proof of N, namely the 2) Among the nodes in the subtree rooted by N, test if there exist nodes p 1 ; : : :; p n , from which N can be derived by an assertion level rule associated with an assertion A in AS. If successful, reduce the input proof so that N has p 1 ; : : :; p n as its direct children and A as its new justi cation.
For example, the proof segment Figure 2 can be abstracted to the following step justi ed by an assertion level rule learned from The restrictive choice of AS and the search for p 1 ; : : :; p n in a breath-rst way sacri ce optimal solutions to eciency. Neatly written ND proofs are reduced to 1=3 of their original proof nodes. The best-case complexity is linear. Most signi cant reduction is observed with input proofs which contain machine-generated detours and redundancies. The algorithm performs poorly on proofs which are mainly indirect, where in most of the node only ? (contradiction) is derived. The worst-case complexity is O(n 2 ) (Huang 94b) . Theorem: Let F be a group and U a subgroup of F, if 1 U is a unit element of U, then 1 = 1 U .
To illustrate the di erence between derivations at the assertion level and logic level, we want to indicate that the best ND proof for the assertion level derivation in step 7 corresponds to a compound proof given in Figure  1 . In a machine-generated ND proof, it can be more complex since such a proof often contains machine-generated detours, see Figure 2 . It is given in a linearized format, where the last column contains the justi cation as well as the premises. Eleven of the remaining fteen steps are at the assertion level. The rest is justi ed by ND rules of more structural import: they introduce new temporary hypothesis and then discharge them (the Hyp and the Choice rule in this example). These steps are usually presented later explicitly. Groups of trivial steps instantiating quanti ers or manipulatinglogical connectives are largely abstracted to assertion level steps. The formula solution(a; b; c; F; ) should be read as \c is a solution of the equation a x = b in F." 3 The Verbalization of an Abstracted Proof
The presentation module of PROVERB accepts an abstracted proof as input, and produces a proof in natural language. It is cast as a two stage process: The macroplanner chooses a sequence of proof communicative acts (PCAs), being speech acts in this domain of application.
The microplanner makes more syntactic decisions. The macroplanner combines hierarchical planning (Hovy 88, Moore 89, Reithinger 91) and local organization of text (Sibun 90) in a uniform planning framework. While hierarchical planning views language as planned behavior and maps a goal into subgoals, local organization simulates the more spontaneous part of text generation. Under the latter mode, local structures suggest the next objects available, once a discourse is started.
The Framework of the Text Planner
PROVERB combines the two presentation modes by encoding communication knowledge for both modes as plan operators, called top-down and bottom-up presentation operators respectively, in a uniform planning framework. Since top-down presentation operators embody explicit communicative norms, they are given a higher priority than the bottom-up ones. A bottom-up operator is chosen only when no top-down presentation operator applies. The overall planning framework is realized by a function Present. It is rst called with the entire proof as the presentation task. The execution of a top-down presentation operator generates new subtasks by calling it recursively. Furthermore, we assume that every discourse segment produced by a call to \Present" forms an attentional unit in the discourse model (compare the subsection on reference choices).
Top-Down Presentation operators
In contrast with operators employed in RST-based planners that split pending goals according to rhetorical structures, our operators encode standard schemata for presenting proofs of some particular structures. The topdown presentation operators can roughly be divided into two categories: those containing complex schemata for the presentation of proofs of a speci c pattern, Under two circumstances a writer may recognize that he is confronted with a proof segment containing cases. First, when a corresponding subproof is the current presentation task, tested by (task ?L 1 ) 1 . Second, when a disjunction has just been presented, tested by (localfocus ?L 4 ). Under both circumstances there is a communication norm motivating the writer to try rst to present the part leading to F _G (in the second case this subgoal has already been achieved), and then proceeds with the two cases. Certain PCAs are used to mediate between parts of a proof. This procedure is captured by the operator below.
Case-Implicit
Proof: the proof schema in Figure \To prove Q, let us rst prove F _ G, and then consider the two cases separately." The feature value \compulsory" indicates the speci city of this operator: If the operator is applicable, and its style conforms to the global style (which can be speci ed by the user in PROVERB), this operator should be chosen. Besides \compulsory", there are two weaker stages re ecting the speci city: \speci c" and \general".
Twelve top-down presentation operators that embody communication schemata for proofs exhibiting a particular structure are currently integrated in PROVERB. The other ve realize more general ordering and splitting principles (Huang 94a, Huang 94d ).
Bottom-up Presentation
The bottom-up presentation process simulates the unplanned part of proof presentation. Instead of splitting presentation goals into subgoals, it follows the local derivation relation to nd a proof node or a subproof to be presented next. In this sense, it is similar to the local organization techniques used in (Sibun 90) . Only when no top-down operator applies, will a bottom-up operator be chosen.
The Local Focus
The node to be presented next is suggested by the local focus, the proof node last presented. Although logically any proof node having the local focus as a child could be chosen for the next step, usually the one with the greatest semantic overlap with the focal centers is preferred. Focal centers are semantic objects mentioned in the local focus. This is based on the observation that if one has proved a property about some semantic objects, one tends to continue to talk about these objects before turning to new objects. Let us examine the following situation. Assume that node 1] is the local focus, the set fa; bg is therefore the focal centers. 3] is a previously presented node and the proof rooted by 5] is the current task. 2] is chosen as the next node, since it does not (re)introduce any new semantic element and its overlap with the focal centers (fa; bg) is larger than that of 4] with the focal centers (fbg).
The Bottom-Up Presentation Operators
Due to space restrictions, we only examine the most frequently used bottom-up operator, which presents one step of derivation:
Derive-Bottom-Up The precondition says, a node Node n+1 can be chosen as the next to be presented, if all its premises have already been conveyed, and if it is recommended by the focus mechanism. Only one piece of PCA is generated. If the Derived-Formula, Reasons and Method slots are instantiated by a 2 S 1 , (a 2 S 2 , S 1 2 S 2 ), and def-subset respectively, the following verbalization can be produced (depending on the context):
\Since a is an element of S 1 , and S 1 is a subset of S 2 , a is an element of S 2 according to the de nition of subset."
Reference Choices
Macroplanning produces a sequence of PCAs. Our microplanner is restricted to the treatment of the reference choices for the inference methods and for the previously presented intermediate conclusions. While the former depends on the static salience related to the domain knowledge (Pattabhiraman & Cercone 93) , the latter is very similar to the subsequent references, and is therefore sensitive to the context, in particular to its segmentation into an attentional hierarchy (Reichman 85, Grosz & Sidner 86) . Below is an example of a PCA enriched with reference choices for the reasons and the method by the microplanner, see (Huang 94c ) for more details. With the help of a dictionary, this is translated into the input language of our surface generator based on the TAG formalism, which nally produces the utterance: \Since a is an element of U, a is an element of F." Note that, only the reason labeled as \explicit" is verbalized. Finally, to demonstrate the quality of proofs currently generated by PROVERB, the complete output for the abstracted proof in Figure 3 
Conclusion
This paper presents a system that explains machinefound proofs following a reconstructive approach. The power of our architecture is derived in large part from the intermediate representation, namely, natural deduction style proofs at the assertion level. In contrast to original ND proofs, where the focus of attention is placed on syntactic manipulations, proofs reconstructed at the assertion level contain mostly inferences in terms of semantically meaningful operators that apply a de nition or a theorem valid in the context. The most important feature of our presentation module is that hierarchical planning and unplanned spontaneous presentation are integrated in a complementary way. Based on explicit communicative knowledge, the former splits a presentation task into subtasks. The latter chooses a proof node or a subproof to be presented next under the guidance of the local focus mechanism. Distinguishing between planned and unplanned generation also leads to a natural segmentation of the discourse. This, in turn, provides an appropriate basis for a discourse theory which handles the reference choices.
A prototype of PROVERB has been implemented in Allegro Common Lisp with CLOS. While the abstraction module and the main part of the text planner have been completed, the current interface to our surface generator is very simple and is currently under extension. The abstraction module can also be used as a stand-alone utility.
Compared with proofs found in a typical mathematical textbook, the output of PROVERB is still tedious and in exible. The tediousness is largely ascribed to the lack of plan level knowledge of the input proofs, which distinguishes crucial steps from unimportant details. Therefore, we need both a more full-edged model for human informal mathematics, as well as sophisticated plan recognition techniques, which must be incorporated into the reconstruction process. The in exibility of text currently produced is partly inherited from the schemata-based approach, for which a ne-grained planning in terms of single PCAs might be a remedy. It is also partly due to the xed lexicon choice, which we are currently reimplementing. Finally, although it is hard to judge the naturalness of the texts generated by PRO-VERB by comparing with naturally occuring mathematical proofs since they di er still signi cantly with respect to the level of abstraction, it might be useful to build a small corpus as a standard.
