and a subset $X\subseteq V$ , we denote $\sum_{i\in X}z(i)$ by $z(X)$ . Such a function $z:2^{V}-arrow\Re$ is called modular. A function $f$ is called fully (resp., intersecting, crossing) submodular if it satisfies the following inequality $f(X)+f(\mathrm{Y})\geq f(X\cap \mathrm{Y})+f(X\cup \mathrm{Y})$ (1) holds for every (resp., intersecting, crossing) pair of sets $X,$ $Y\subseteq V$ . A function $f$ is called fully (resp., intersecting, crossing) supermodular if $-f$ is fully (resp., intersecting, crossing)
submodular. An $f$ is called symmetric if $f(X)=f(V-X)$ holds for all $X\subseteq V$ . In this paper, we call a function $f$ fully (resp., intersecting, crossing) posi-modular if $f(X)+f(Y)\geq f(X-Y)+f(\mathrm{Y}-X)$ (2) holds for every (resp., intersecting, crossing) pair of sets $X,$ $Y\subseteq V [8] $ . An $f$ is called fully (resp., intersecting, crossing) nega-modular $\mathrm{i}\mathrm{f}-f$ is fully (resp., intersecting, crossing) posi-modular. Any modular function $z$ such that $z(i)\geq 0$ for all $i\in V$ is posi-modular. Also a symmetric fully submodular function $f$ is fully posi-modular. However, the converse is not generally true.
A pair ( is a given constant vector. For fulIy submodular functions $f$ , Problem 1 appears in many applications [5] . Given a system (V, $g$ ), a dual type of this problem is stated as follows:
Problem 2 (dual type): minimize $\Phi(t)$ subject to $g(X)\leq t(X)$ for all $X\in 2^{V}$
$0\leq t(i)\leq d(i)$
for all $i\in V$ (where we may also impose an additional constraint $t(V)=g(V)$ ). Problem 2 with a certain supermodular function $g$ appears in the edge-connectivity augmentation problem $ [1, 3] $ and the problem of computing the core of a convex game [10] . The above Problems 1 and 2 are generalized into the following common formulation. For two set functions $g$ and $f$ on $V$ , and vectors $d_{1},$ $d_{2}\in\Re_{+}^{V}$ , we consider:
In this paper, we consider Problems 1-3 with intersecting submodular and posi-modular functions $f\mathrm{a}\mathrm{n}\mathrm{d}-g$ .
Before going into details, let us explain an application of Problem 2 to the edge-connectivity augmentation problem. Let $N=(V, E, c)$ be an undirected complete network with a vertex set $V$ , an edge set $E=V\cross V$ and an edge weight function $c$ : $E\mapsto\Re_{+}$ . The cut function $f_{N}$ : $2^{V}\mapsto\Re_{+}$ is defined by $f_{N}(X)= \sum\{c(e)|e=\{u, v\}\in E, u\in X, v\in V-X\}$ (where $f_{N}(\emptyset)=f_{N}(V)=0)$ . It is known (and easy to see) that the cut function $f_{N}$ is symmetric and fully submodular. The edge-connectivity augmentation problem asks to increase edge weights $c$ to obtain a k-edge-connected network $N'$ (i.e., $f_{N'}(X)\geq k$ holds for all $X\in 2^{V}-\{\emptyset,$ $V\}$ ). Frank [3] introduced an additional constraint to this problem, the degree constraint: Given a vector $d\in\Re_{+}^{V}$ , the output k-edge-connected network $N'$ is required to satisfy $\sum_{e\in E(i}$ ) $(c'(e)-c(e))\leq d(i)$ for all $i\in V$ , where $E(i)$ denotes the set of edges incident to a vertex 
there is a k-edge-connected network $N'=(V, E, c')$ satisfying $\sum_{e\in E(i)}(c(/e)-c(e))=t(i)$ for all $i\in V$ . Also, the is an even integer.
$\square$ Notice that the total increase $\sum_{e\in E}(C'(e)-c(e))$ of weights is $\frac{1}{2}t(V)$ . Therefore, in order to solve the edge-connectivity augmentation problem, we only need to find a vector $t\in\Re_{+}^{V}$ that minimizes $t(V)= \sum_{i\in V}t(i)$ among all vectors $t$ satisfying (3) (and $t(i)\leq d(i),$ $i\in V$ if the degree constraint is imposed). Hence, by defining $\Phi(t)=\frac{1}{2}t(V)$ and a fully supermodular set function $g$ by $g(X)=k-f_{N}(X)$ for all $X\in 2^{V}$ , we see that the smallest amount $\alpha(N, k)$ of new weights to be added to obtain a k-edge-connected network $N'$ is given by the minimum value of $\Phi(t)$ over all $t\in\Re_{+}^{V}$ satisfying $g(X)\leq t(X)$ for all $X\in 2^{V}-\{\emptyset, V\}$ (and $t(i)\leq d(i),$ $i\in V$ if the degree cons.traint is imposed). In the case of integ..er version, $\alpha(N, k)$ is given by $\lceil\frac{1}{2}\Phi(t)\rceil$ .
. In any case, the problem of finding such a vector $t$ can be formulated as Problem 2 with these $\Phi,$ $g$ and
In this paper, we first characterize the polyhedra of Problems 1-3 with intersecting submodular and posi-modular functions $f\mathrm{a}\mathrm{n}\mathrm{d}-g$ , and then present a combinatorial algorithm for solving Problem 3 with a linear function $\Phi(t)$ (and assuming a further restriction on $g$ ). Note that Problem 3 is more general than Problem 2 in the sense that it allows additional constraints $z(X)\leq f(X),$ $X\in 2^{V}$ . This enables us to solve in polynomial time the edge-connectivity augmentation problem with a more general degree constraint that, for each subset $X\subset V$ , the total increase of degrees in $X$ in the resulting network $N'$ is bounded by a given constant $f(X)$ .
We also show that Problem 2 can be solved for an objective function $\Phi(t)=|\{i\in V|t(i)>$ $0\}|$ in $O(n^{3})$ function value oracle calls. Based on this, we can solve in polynomial time the problem of augmenting edge-connectivity of a network so as to minimize the number of vertices having edges whose weights are increased. The paper is organized as follows. In Section 2, we characterize the polyhedron of Problem 2, and give algorithms for solving Problems 1-3. In Section 3, we characterize all the extreme points of the base polyhedron of Problem 2, and discuss a relation to the core of a convex game. In this section, we first $\mathrm{c}\mathrm{o}_{r}\mathrm{n}\mathrm{s}\mathrm{i}\mathrm{d}\mathrm{e}\mathrm{r}$ the set of all feasible vectors to Problem 2, where we assume that $g$ is an intersecting supermodular and nega-modular set function and a vector $d\in\Re_{+}^{V}$ is given by $d(i)=+\infty(i\in V)$ . In this case, $f=-g$ is intersecting submodular and posi-modular. Then a vector $t$ is feasible to Problem 2 if and only $\mathrm{i}\mathrm{f}-t\in P_{-}(f)$ holds for a system (V, $f$ ).
We now prove that, given a system (V, $f$ ) with an intersecting submodular and posi-modular set function $f$ , there is a laminar family $\mathcal{X}\subseteq 2^{V}-\{\emptyset, V\}$ that characterizes $P_{-}(f)$ as follows.
where we use notations $P(f;\mathcal{X})=$ { $z\in\Re^{V}|z(X)\leq f(X)$ for all 
(ii) For each non-root vertex $X$ in $T,$ $f'(X)< \sum_{Y\in \mathrm{C}h(}x)^{f'(Y})hold_{\mathit{8}}$ .
$\square$ Now we prove (3) . Clearly, $P_{-}(f;\mathcal{X})\supseteq P_{-}(f)$ . . Thus, $z^{*}\leq z$ holds after line 2. We show by induction that a vector $z$ with $z^{*}\leq z$ can be chosen in line 8 during each iteration of the for-loop. Assume that $(f-z)(X^{*})<0$ holds in line 6 at an iteration of the for-loop. Then in line 8, the values $z(i)$ for $i\in X^{*}$ are decreased so that the resulting $z$ satisfies $(f-z)(X*)=0$ . By inductive hypothesis, we assume $z^{*}\leq z$ . By $z^{*}\in P_{-}(f;\mathcal{X})$ , we have $z^{*}(X^{*})\leq f(X^{*})$ . Since $z^{*}(i)\leq z(i)$ holds for all $i\in X^{*}$ , we can decrease these $z(i),$ $i\in X^{*}$ , so that the resulting $z$ satisfies $(f-z)(X*)=0$ while maintaining $z^{*}(i)\leq z(i)$ for all $i\in X^{*}$ . Note that, in the contracted system $(V', f-z),$ $z(j)=z_{0}(j)$ holds for all $j\in V'$ , and we can choose the same pendant pair in $(V', f-z)$ which has been used to compute $z_{0}$ . By applying this argument repeatedly, we see that the algorithm can output a vector $z'=z\in P_{-}(f)$ with $z^{*}\leq z'$ , while outputting the same laminar family X.
( . The proof for this case will be given in Section 2.4
under a more general setting of Problem 3. We consider another special case of Problem 2 when the objective function is given by $\Phi(t)=|\{i\in V|t(i)>0\}|$ (i.e., the number of nonzero entries).
By Theorem 1, we prove the next property (the proof is omitted). Therefore, by applying this procedure recursively from minimal subsets to maximal subsets in X as long as such $p$ can be chosen (otherwise the problem is infeasible), we can obtain a vector $z\in P_{-}(f)$ such that $zx$ (defined by $zx(i)=z(i),$ $i\in X$ ) is $X$ -optimal for every maximal subset Proof: (Sketch) Let $f_{N}$ be the cut function of $N$ defined by $fN(X)= \sum\{c(e)|e=(i,j)\in$ $E,$ $i\in X,$ $j\in V-X\}$ . To find a $t\in\Re_{+}^{n}$ such that $fN(X)+t(X)\geq k$ for all $X\in 2^{V}-\{\emptyset, V\}$ , (7) we compute a laminar family X $\subset 2^{V}$ of Theorem 1 (i) for $f=f_{N}-k$ by using LAMINAR. For the cut function $f_{N}$ , it is known that LAMINAR can be implemented to run in $O(n(m+n\log n))$ time [6] . Given such a laminar family $\mathcal{X}$ , we can find $z=-t$ minimizing $|z(V)|$ and $|\{i\in V|z(i)\neq 0\}|$ at the same time under the condition (4) , by procedure NONZERO in $O(n^{2}\log n)$ time. If $|t(V)|=|z(V)|$ is odd, we increase an arbitrary $t(i)$ by one. It is known [7] that, given a $t$ such that $|t(V)|$ is even and satisfies (4), there is a k-edge-connected network $N'=(V, E, c')$ satisfying $c'\geq c$ and $f_{N'}(i)=f_{N}(i)+t(i)$ for all $i\in V$ . Such $N'$ can be obtained in $O((nm+n^{2}\log n)\log n)$ time [7] .
$\square$
Problem 1
In this subsection, we consider polyhedra $P(f)$ and $P_{+}(f)$ for an intersecting submodular and posi-modular function $f$ on $V$ , which appear in Problem 1. However, we do not consider the constraint $z\leq d$ , as this more general case will be considered in the next subsection as Problem 3.
To generalize Theorem 1 to this case, we further assume that the set function 
Analogously, by Theorem 4, there is a laminar fam.i.ly $\mathcal{X}_{2}$ s..uch that
Thus, the problem is restated as
where $\mathcal{X}_{i}'=\mathcal{X}_{i}\cup\{\emptyset, V\}$ for $i=1,2$ . Denote this problem by $P(d_{1}, d_{2}, w, \mathcal{X}_{1}', \mathcal{X}2/, g, f)$ . The problem can be formulated as the minimum cost flow problem in the following directed network $N=(\mathcal{G}=(\mathcal{V}, A),$ Therefore, if a vector $\phi_{g}\in\Re^{V}$ is computed by using less than $2^{n}-1$ function value oracle calls, then there is a subset $X\in 2^{V}$ whose function value $g(X)$ has not been refereed. This is a contradiction because the above argument says that we cannot determine $\phi_{\mathit{9}}$ without knowing the value of $\epsilon_{X}$ . In this paper, we showed that, for an intersecting submodular and posi-modular set function $f$ on $V$ , its polyhedron $P_{-}(f)$ is described by a set of inequalities $z(X)\leq f(X)$ such that $X$ is in a laminar family $\mathcal{X}\subseteq 2^{V}$
. Furthermore, such a laminar family can be obtained combinatorially by $O(|V|^{3})$ function value oracle calls. This significantly reduces the complexity of finding a vector $z$ in the polyhedron $P_{-}(f)$ . As a result, we show that several optimization problems over the polyhedron have efficient combinatorial algorithms, and that the core and its mean vector of some cooperative game can be efficiently computed. It is left for the future research to widen the class of set functions to which similar algorithms are applicable.
