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ABELIAN-BY-CENTRAL GALOIS GROUPS OF FIELDS II:
DEFINABILITY OF INERTIA/DECOMPOSITION GROUPS
ADAM TOPAZ
Abstract. This paper explores some first-order properties of commuting-liftable pairs in
pro-ℓ abelian-by-central Galois groups of fields. The main focus of the paper is to prove
that minimized inertia and decomposition groups of many valuations are first-order definable
using a predicate for the collection of commuting-liftable pairs.
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1. Introduction
Birational anabelian geometry is a subject where one tries to reconstruct fields of arith-
metic and/or geometric significance from their Galois groups. Most strategies in birational
anabelian geometry have two main steps: the local theory and the global theory. In the local
theory, one tries to recover as much information as possible about the inertia and decom-
position structure of valuations using the given Galois theoretical data. And in the global
theory, one tries to make sense of the local data to obtain meaningful information about the
field in question. This paper concerns the local theory in birational anabelian geometry.
The history behind the local theory in birational anabelian geometry is quite rich, but
we will focus on more recent developments in this overview. For a more comprehensive
discussion, see the introduction of [Top14a]. On the one hand, one has the local theories
which use large Galois groups as their input. For instance, one can recover the inertia and
decomposition groups of ℓ-tamely branching valuations using the structure of the maximal
pro-ℓ Galois group of a field which contains µℓ; see [EN94], [Efr95] and [EK98]. One can also
reconstruct inertia and decomposition groups of certain valuations in absolute Galois groups
of arbitrary fields [Koe03].
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On the other hand, it has recently become apparent that much smaller Galois groups
suffice to detect valuations. Such local theories attempt to recover information about iner-
tia/decomposition groups using abelian-by-central Galois groups, or other similar “almost-
abelian” invariants of a field, such as the Milnor K-ring or the Galois cohomology ring. The
first such theory was originally proposed by Bogomolov [Bog91] then further developed by
Bogomolov-Tschinkel [BT02] in the context of function fields over ℓ-closed fields. Fur-
thermore, the mod-2 abelian-by-central context was first explored by [MMS04] with relation
to valuations and orderings. It was then shown that the mod-ℓ abelian-by-central Galois
group encodes the existence of a tamely-branching ℓ-Henselian valuation [EM12], based on
results that detect valuations using mod-ℓ Milnor K-rings [Efr99] [Efr06]. Finally, [Top14a]
shows that the minimized inertia and decomposition groups of almost arbitrary valuations
can be recovered using the mod-ℓn abelian-by-central Galois group. The one thing that most
of these local theories have in common, the most general results of [Top14a] in particular, is
that the recipe to recover inertia and decomposition groups is inherently second-order and
non-effective, since the recipe involves looking for maximal subgroups which satisfy certain
properties.
The present paper extends the local theories which recover inertia and decomposition
groups using the mod-ℓn abelian-by-central Galois group. The main property that sets this
paper apart from its predecessors, is that the recipes described here are inherently first
order. In more precise terms, in this paper we will show that the minimized inertia and
decomposition groups of many valuations are (uniformly) first-order definable by explicit
formulas in a natural language of abelian-by-central groups, given a suitable definable set of
parameters (which exists in most situations).
A more broad goal of this paper is to initiate the development of an effective version
of Bogomolov’s program in birational anabelian geometry. This program, which was first
introduced in [Bog91], aims to reconstruct higher-dimensional function fields over an alge-
braically closed field from their pro-ℓ abelian-by-central Galois groups. The program was
later formulated into a precise functorial conjecture by Pop [Pop12a], and this conjecture is
now commonly referred to as the Bogomolov-Pop conjecture in birational anabelian geom-
etry. See [Pop12b], [Pop12a] or [Top14b] for the precise formulation of the Bogomolov-Pop
conjecture in birational anabelian geometry.
While the Bogomolov-Pop conjecture is still open in full generality, it has been proven in a
few important cases by Bogomolov-Tschinkel [BT08] [BT11], by Pop [Pop03] [Pop12a]
[Pop11b], and also by Silberstein [Sil12]. Nevertheless, the applicable local theory for the
Bogomolov-Pop conjecture is by now well-developed; see [Pop10] and [Pop11a]. In all known
cases of the Bogomolov-Pop conjecture, the actual recipe which constructs the field from the
given Galois group is, unfortunately, a second-order recipe, and one main reason for this is
because of the local theory. This paper therefore tackles the initial step in developing a first-
order/effective version of Bogomolov’s program, by providing a first-order recipe to determine
the minimized inertia and decomposition groups of so-called quasi-divisorial valuations.
1.1. Minimized Galois Theory. Throughout the note we will work with a fixed prime ℓ.
We put N := {1, 2, . . .} and N := N∪{∞}, with ∞ > n for all n ∈ N. Throughout the note,
we will also work with a fixed element n ∈ N.
For m ∈ N, we will consider fields K such that µℓm ⊂ K, but we impose no restrictions
whatsoever on the characteristic of K. Namely, the condition µℓm ⊂ K means simply that
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the polynomial Xℓ
m − 1 splits completely in K if m 6= ∞. And the condition µℓ∞ ⊂ K
means that Xℓ
m − 1 splits completely for all m ∈ N. Because we impose no restrictions on
the characteristic, we will need to work in the context of ℓm-minimized Galois theory, which
we recall below. The connection between the ℓm-minimized theory and pro-ℓ Galois theory
in the usual sense, for fields of characteristic 6= ℓ, was the focus of the first paper in the series
[Top13]; see Remark 1.1 for more details about this connection.
For m ∈ N, we have a corresponding coefficient ring defined as
Λm :=
{
Z/ℓm, m 6=∞.
Zℓ, m =∞.
For a field K, we define the ℓm-minimized Galois group of K as follows:
gm(K) := Hom(K×,Λm).
We will endow gm(K) with the point-wise convergence topology which makes gm(K) into an
abelian pro-ℓ group of exponent ℓm. For a subset Σ ⊂ gm(K), we recall that the orthogonal
of Σ is the subgroup of K× defined as follows:
Σ⊥ :=
⋂
σ∈Σ
ker σ.
Our main theorems will have an assumption on K of the form µ2ℓm ⊂ K. If ℓ 6= 2, we
note that this is equivalent to the usual assumption µℓm ⊂ K. In general, we note that the
assumption µ2ℓm ⊂ K ensures that σ(−1) = 0 for all σ ∈ gm(K).
A pair of elements σ, τ ∈ gm(K) will be called a C-pair provided that the following
condition holds true: For all x ∈ K r {0, 1}, one has
σ(x)τ(1 − x) = σ(1− x)τ(x).
A subset Σ of gm(K) will be called a C-set if any pair of elements σ, τ ∈ Σ forms a C-pair.
Note that Σ is a C-set if and only if 〈Σ〉Λm is a C-set, where 〈Σ〉Λm denotes the (closed)
subgroup of gm(K) generated by Σ.
Remark 1.1 (Connection with Galois Theory). For simplicity of notation, we assume in this
remark thatm 6=∞; the case m =∞ works in a similar way by passing to the limit. Suppose
that K is a field such that CharK 6= ℓ and µ2ℓm ⊂ K, and let GK denote the absolute Galois
group of K. We recall that the first two non-trivial terms in the ℓm-Zassenhauss filtration
of GK are defined as follows:
(1) G
(2)
K = [GK , GK ] · (GK)ℓ
m
.
(2) G
(3)
K = [GK , G
(2)
K ] · (GK)δ·ℓ
m
, where δ = 1 if ℓ 6= 2 and δ = 2 if ℓ = 2.
Choose a primitive ℓm-th root of unity ω ∈ µℓm ⊂ K. With this choice, Kummer theory
yields an isomorphism of pro-ℓ groups:
σ 7→ σω : GK/G(2)K → gm(K)
which is defined by the condition that σω(x) = i if and only if σ( ℓ
m
√
x) = ωi · ℓm√x.
Furthermore, for x ∈ K×, we let (x) denote the image of x under the Kummer map
K× → H1(K,µℓm). With this notation, [Top13, Theorem 4] can be summarized as the
following fact.
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Fact 1.2. In the notation above, let σ, τ ∈ GK/G(2)K be given. Then the following conditions
are equivalent:
(1) For all x, y ∈ K× such that (x) ∪ (y) = 0, one has σω(x) · τω(y) = σω(y) · τω(x).
(2) (σω, τω) is a C-pair (as defined above).
(3) There exist representatives σ˜, τ˜ ∈ GK of σ, τ such that σ˜−1τ˜−1σ˜τ˜ ∈ G(3)K .
Using Fact 1.2, we see that essentially all of the results in this paper can be easily translated
to the usual Galois theoretical setting, for fields K such that CharK 6= ℓ and µℓm ⊂ K for
m sufficiently large. However, the so-called minimized context defined above is more general
since fields K of characteristic ℓ are allowed.
1.2. Minimized Decomposition Theory. Suppose now that v is a valuation of K. We
let Ov denote the valuation ring with valuation ideal mv. Furthermore, we let vK denote
the value group of K, and we let Kv denote the residue field of v. We let Uv := O×v denote
the group of v-units, and we let U1v := (1 +mv) denote the group of principal v-units.
The minimized inertia resp. decomposition groups of v are defined as follows:
Imv := Hom(K
×/Uv,Λm) resp. D
m
v := Hom(K
×/U1v ,Λm).
Note that Imv ⊂ Dmv ⊂ gm(K), and that both Imv and Dmv are closed subgroups of gm(K). The
minimized inertia and decomposition groups agree with the usual inertia and decomposition
groups of v in the case where CharKv 6= ℓ, via the identification described in Remark 1.1;
see [Top14a, Proposition 9.2] for the details.
1.3. m-Lifts. Assume now that n,m ∈ N and that n ≤ m. For an element a ∈ Λm, we
let an denote the image of a under the canonical map Λm → Λn. Similarly, for an element
σ ∈ gm(K), we let σn denote the element of gn(K) defined by
σn(x) = σ(x)n.
Let σ ∈ gn(K) be given. We will say that σ′ ∈ gm(K) is an m-lift of σ provided that
σ′n = σ. To simplify the exposition, if σ1, . . . , σr is a collection of elements of g
n(K), then
we will say that σ′1, . . . , σ
′
r are m-lifts of σ1, . . . , σr provided that σ
′
i is an m-lift of σi for all
i = 1, . . . , r.
1.4. Visible Valuations. Although the valuations which we consider in this paper are fairly
general, we still need to impose some restrictions. We will say that a valuation v of K is an
m-visible valuation provided that the following three conditions hold true:
(V1) vK contains no non-trivial ℓ-divisible convex subgroups.
(V2) gm(Kv) is not a C-set.
(V3) If w is a valuation of Kv such that Dmw = g
m(Kv), then one has Imv = 1.
It turns out that most valuations which are of interest in anabelian geometry are indeed
m-visible (for all m). For instance, if v is a valuation such that vK contains no non-trivial
ℓ-divisible convex subgroups and such that Kv is a function field of transcendence degree
≥ 1 over an algebraically closed field, then v is m-visible for all m. In the notation of §1.9,
all quasi-divisorial valuations are visible; see Lemma 5.3.
We will let Imvis(K) denote set of m-visible inertia elements, defined as
Imvis(K) =
⋃
v m-visible
Imv .
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Our primary main theorem shows that this set of visible inertia elements is ∅-definable in a
suitable language of C-pairs.
1.5. The Cancellation Principle. We will need to work with a few auxiliary elements of
N which depend on n and ℓ. For n, r ∈ N, we define:
(1) Mr(n) := (r + 1) · n− r.
(2) N(n) :=M1((6 · ℓ3n−2 − 7) · (n− 1) + 3n− 2).
(3) R(n) := N(M2(M1(n))).
We extend these definitions to N by setting Mr(∞) = N(∞) = R(∞) = ∞, to keep the
notation consistent. On the other hand, it is particularly important to note that
R(1) = N(1) =Mr(1) = 1.
Even though our main theorems deal with an arbitrary n ∈ N, this observation shows that
the statements of our main theorems can be made significantly less technical if one restricts
to the case where n ∈ {1,∞}. In general, one has the following important inequality:
n ≤M1(n) ≤M2(M1(n)) ≤ R(n).
The precise formula for N will not play any role in this paper. This formula comes from
the technical proof of the “Main Theorem of C-pairs” which appears in [Top14a, Theorem
3], and which is summarized in this paper as Theorem 2.3. It is important to note that we
do not expect N as above to be optimal. Because of this, this paper has been written in
such a way so that Theorem 2.3 is used solely as a black box, in order to account for possible
future refinements of N.
On the other hand, the precise formula for Mr(n) will be important because we will use
the following “cancellation principle” extensively.
Fact 1.3 (The Cancellation Principle). Let r be a positive integer, and let R ≥ Mr(n) be
given. Suppose that c1, . . . , cr ∈ ΛR are given elements such that (ci)n 6= 0 for i = 1, . . . , r,
and suppose that a, b ∈ ΛR are such that a · c1 · · · cr = b · c1 · · · cr. Then one has an = bn.
1.6. The Language of C-pairs. Since our goal will be to speak about definable sets of
gn(K), we need to introduce the language which we consider. First, for m ∈ N, we consider
the structure (gm(K); Cm) defined as follows:
(1) gm(K) is endowed with the usual structure of a group; i.e. the underlying language
has a constant 0 for the additive identity and a binary function + for addition.
(2) Cm is a binary relation on gm(K), which is interpreted as: (σ, τ) ∈ Cm if and only if
(σ, τ) is a C-pair.
For n,m ∈ N such that n ≤ m, we will also consider the two-sorted structure
(gm(K), gn(K); Cm, Cn, π)
defined as follows
(1) (g∗(K); C∗) is as defined above for ∗ = n,m.
(2) π : gm(K)→ gn(K) is the function σ 7→ σn.
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1.7. Main Theorems – Defining Inertia. We are now prepared to state the main the-
orems of this paper which concern the definability of minimized inertia elements and mini-
mized inertia groups of visible valuations.
Theorem A. Let n ∈ N and N ≥ R(n) be given. Let K be a field such that µ2ℓN ⊂ K. For
elements σ ∈ gn(K), the following are equivalent:
(1) One has σ ∈ Invis(K), i.e. there exists an n-visible valuation v of K such that σ ∈ Inv .
(2) There exist τ1, τ2 ∈ gn(K) and σ′, τ ′1, τ ′2 ∈ gN(K) such that the following conditions
hold:
(a) (τ1, τ2) is not a C-pair.
(b) σ′, τ ′1, τ
′
2 are N-lifts of σ, τ1, τ2.
(c) (σ′, τ ′1) and (σ
′, τ ′2) are both C-pairs.
In particular, the set Invis(K) of n-visible inertia elements is ∅-definable in the two-sorted
structure (gN(K), gn(K); CN , Cn, π).
Theorem B. Let n ∈ N and N ≥ R(n) be given. Let K be a field such that µ2ℓN ⊂ K. Let
Σ be any subset of gn(K). Then the following conditions are equivalent:
(1) There exists an n-visible valuation v of K such that Σ ⊂ Inv .
(2) There exist τ1, τ2 ∈ gn(K) such that the following conditions hold true:
(a) For all σ, τ ∈ Σ, there exist N-lifts σ′, τ ′ of σ, τ such that (σ′, τ ′) form a C-pair.
(b) (τ1, τ2) is not a C-pair.
(c) For all σ ∈ Σ, there exist N-lifts σ′, τ ′1, τ ′2 of σ, τ1, τ2 such that (σ′, τ ′1) and (σ′, τ ′2)
are both C-pairs.
Theorem B will be primarily used in Theorem C below as a technical condition for recon-
structing the minimized inertia and decomposition groups of n-visible valuations.
1.8. Main Theorem – Defining Decomposition. Our final main theorem will show how
to reconstruct the minimized inertia and decomposition groups of n-visible valuations in an
effective way. We first need to introduce some technical notation which will be used in the
statement of the theorem. Let m,n ∈ N be such that n ≤ m. For a subset Σ of gn(K), we
define two subsets Dmn (Σ) and I
m
n (Σ) as follows.
(1) Dmn (Σ) consists of all elements τ ∈ gn(K) which satisfy the following condition: For
all σ ∈ Σ, there exist τ1, τ2 ∈ gn(K), and N -lifts σ′, τ ′, τ ′1, τ ′2 of σ, τ, τ1, τ2 such that
the following hold:
(a) (τ1, τ2) is not a C-pair.
(b) (σ′, τ ′), (σ′, τ ′1) and (σ
′, τ ′2) are all C-pairs.
(2) Imn (Σ) consists of all elements σ ∈ Σ which satisfy the following condition: There
exists an m-lift σ′ of σ such that, for all τ ∈ Σ, there exists an m-lift τ ′ of τ , such
that (σ′, τ ′) is a C-pair.
In the notation above, we will usually consider subsets Σ of gn(K) as sets of param-
eters, in order to construct the associated sets Dmn (Σ) and I
m
n (D
m
n (Σ)). In particular, if
Σ ⊂ gn(K) is definable (with parameters, e.g. Σ is finite) in the two-sorted structure
(gm(K), gn(K); Cm, Cn, π), then the two corresponding sets
Imn (D
m
n (Σ)) ⊂ Dmn (Σ)
are clearly definable as well.
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Remark 1.4. The precise definition of Dmn and I
m
n is very technical primarily due to the
fact that one needs to choose m-lifts of elements of gn(K). In the case where n = m, the
situation becomes much simpler. Indeed, if Σ satisfies the equivalent conditions of Theorem
B (this will be an assumption in Theorem C), then Dnn(Σ) is precisely the set
{τ ∈ gn(K) : For all σ ∈ Σ, (σ, τ) is a C-pair}.
Namely, Dnn(Σ) is the “C-centralizer” of Σ.
Similarly, for an arbitrary subset Σ of gn(K), Inn(Σ) is precisely the set
{σ ∈ Σ : For all τ ∈ Σ, (σ, τ) is a C-pair}.
Namely, Inn(Σ) is the “C-center” of Σ.
With this technical notation, we are finally prepared to state the main theorem concerning
reconstructing the minimized inertia and decomposition groups of n-visible valuations.
Theorem C. Let n ∈ N and N ≥ R(n) be given. Let K be a field such that µ2ℓN ⊂ K.
Then the following hold:
(1) Let Σ be a subset of gn(K) which satisfies the equivalent conditions of Theorem B.
Then there exists an n-visible valuation v of K such that
DNn (Σ) = D
n
v and I
N
n (D
N
n (Σ)) = I
n
v .
Moreover, in this case one has Σ ⊂ INn (DNn (Σ)).
(2) Conversely, if v is an n-visible valuation and Σ ⊂ Inv is any subset such that v(Σ⊥)
contains no non-trivial convex subgroups, then one has
DNn (Σ) = D
n
v and I
N
n (D
N
n (Σ)) = I
n
v .
Remark 1.5. This remark concerns the existence of Σ as in Theorem C(2). If v is an n-visible
valuation of K and Σ is a generating set of Inv , then v(Σ
⊥) = ℓ · vK contains no non-trivial
convex subgroups, because vK contains no non-trivial ℓ-divisible convex subgroups.
In fact, in most situations which are of interest in anabelian geometry, there exists a single
element σ ∈ Inv such that v(ker σ) contains no non-trivial convex subgroups. For instance,
if vK ∼= Γ× Z ordered lexicographically for some totally ordered abelian group Γ, then one
can take σ to be the composition:
σ : K×
v−→ vK ∼= Γ× Z։ Z canonical−−−−−→ Λn.
In this case, it follows from Theorem C(2) that Inv and D
n
v are definable in the two-sorted
structure (gN(K), gn(K); CN , Cn, π) with one parameter from gn(K).
1.9. Quasi-Divisorial Valuations. Now we assume that K is a function field over an
algebraically closed field k. We say that v is a quasi-divisorial valuation of K|k if v is a
valuation of K such that the following hold:
(1) vK contains no non-trivial ℓ-divisible convex subgroups.
(2) One has vK/vk ∼= Z as abstract groups.
(3) One has tr. deg(K|k)− 1 = tr. deg(Kv|kv).
Quasi-divisorial valuations were first introduced by Pop [Pop10] in the context of the local
theory for the Bogomolov-Pop conjecture. This terminology comes about from the fact that
a quasi-divisovial valuation v is divisorial, i.e. it arises from a Weil-prime-divisor on some
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normal model of K|k, if and only if vk = 0. As noted above, it turns out that quasi-divisorial
valuations are n-visible for all n ∈ N; see Lemma 5.3 for the details.
We will conclude the paper by adapting the methods from [Pop10] and [Pop11a] in two
ways: first, to work with a general n ∈ N and second, to work with the more general
“definable” framework introduced above. This is summarized as the following theorem.
Theorem D. Let n ∈ N and N ≥ R(n) be given. Let K be a function field over an
algebraically closed field k such that d := tr. deg(K|k) ≥ 2. Let I ⊂ D ⊂ gn(K) be two
subsets. Then the following are equivalent:
(1) There exist σ1, . . . , σd−1 ∈ gn(K) such that the following hold:
(a) {σ1, . . . , σd−1} satisfies the equivalent conditions of Theorem B.
(b) 〈σ1, . . . , σd−1〉Λn has rank d− 1.
(c) DNn (σ1) = D and Λn · σ1 = INn (D) = I.
(2) There exists a quasi-divisorial valuation v of K|k such that I = Inv and D = Dnv .
Remark 1.6. Let K be a function field of transcendence degree ≥ 2 over an algebraically
closed field k, and let n ∈ N and N ≥ R(n) be given. Consider the set Inq.d.(K|k) of
generators of minimized inertia groups of quasi-divisorial valuations of K|k:
Inq.d.(K|k) := {σ ∈ gn(K) : Λn · σ = Inv for some quasi-divisorial valuation v of K|k}.
In the case where n 6= ∞, it follows immediately from Theorems A and D that the
set Inq.d.(K|k) is ∅-definable in the two-sorted structure (gN (K), gn(K); CN , Cn, π). More-
over, Theorem D implies that the ℓn-minimized inertia and decomposition groups of quasi-
divisorial valuations of K|k are uniformly definable with one parameter in Inq.d.(K|k).
A similar definability result also holds for n = ∞, after enlarging the language to en-
code finitely-generated Λ∞-submodules of g
∞(K). To be precise, we consider the structure
(g∞(K); C∞,∆r)r∈N where ∆r is an (r + 1)-ary relation interpreted as
∆r(σ1, . . . , σr; τ)⇐⇒ τ ∈ 〈σ1, . . . , σr〉Λ∞ .
Then the set I∞q.d.(K|k) is ∅-definable in this enriched structure, and the ℓ∞-minimized
inertia and decomposition groups of quasi-divisorial valuations ofK|k are uniformly definable
in this structure with one parameter in I∞q.d.(K|k).
The (uniform) formulas used to define the minimized inertia and decomposition groups
of quasi-divisorial valuations clearly depend on d = tr. deg(K|k). In Theorem 5.4, we give
a simple recipe to recover d = tr. deg(K|k) using the structure (gm(K); Cm) if m 6= ∞,
or using the enriched structure (g∞(K); C∞,∆r)r∈N. More precisely, it follows immediately
from Theorem 5.4 that tr. deg(K|k) is an invariant of the first-order theory of (gm(K); Cm)
for m 6=∞ resp. (g∞(K); C∞,∆r)r∈N.
2. Minimized Decomposition Theory and C-pairs
In this section, we will recall the required facts concerning the connection between C-pairs
and minimized decomposition theory. Most of the lemmas in this section can be found, at
least in some form, in the more comprehensive paper [Top14a]. However, in order to keep
the discussion as self contained as possible, we will provide some of the less technical proofs
here, while referring to loc.cit. for some technical results. Throughout this section K will
be an arbitrary field, unless otherwise specified.
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2.1. C-pair Structure of Minimized Decomposition Groups. Let m ∈ N be given.
Suppose that v is a valuation of K and let σ ∈ Dmv be a given element. Recall that σ is by
definition a homomorphism
σ : K×/U1v → Λm.
We let σv denote the restriction of σ to Kv
× = Uv/U
1
v . Thus, the map σ 7→ σv yields a
canonical homomorphism
Dmv → gm(Kv).
Our first lemma proves some compatibility properties of this canonical map.
Lemma 2.1. Let m ∈ N be given, and let (K, v) be a valued field. Furthermore, let w be a
valuation of Kv. Then the following hold:
(1) The canonical map Dmv → gm(Kv) induces a canonical isomorphism
Dmv / I
m
v
∼=−→ gm(Kv).
(2) Identifying Dmv / I
m
v with g
m(Kv) as in (1) above, one has
Dmw = D
m
w◦v / I
m
v , I
m
w = I
m
w◦v / I
m
v .
(3) Let σ, τ ∈ Dmv be given such that σ(−1) = τ(−1) = 0. Then (σ, τ) is a C-pair in
gm(K) if and only if (σv, τv) is a C-pair in g
m(Kv).
Proof. We will assume that m 6= ∞, since the m = ∞ case would follow from the m 6= ∞
case by taking limits.
Proof of (1). Consider the following canonical short exact sequence:
1→ Kv× → K×/U1v → vK → 1.
Since vK is torsion-free, we obtain an induced short exact sequence by tensoring with Λm:
1→ Kv×/ℓm → K×/(K×ℓm · U1v )→ vK/ℓm → 1.
Assertion (1) follows from Pontryagin duality by applying the functor Hom(•,Λm) to this
short exact sequence.
Proof of (2). The proof of assertion (2) follows in essentially the same way as the proof of
assertion (1), by considering the following two short exact sequences:
1→ Kv×/U1w → K×/U1w◦v → vK → 1
and
1→ wK → (w ◦ v)K → vK → 1.
Proof of (3). If (σ, τ) is a C-pair, then clearly (σv, τv) is a C-pair as well. Conversely, assume
that (σv, τv) is a C-pair, and let x ∈ K r {0, 1} be given. We will consider several cases,
based on the values of v(x) and v(1− x).
Case v(x) > 1: In this case, one has 1− x ∈ U1v ⊂ ker σ ∩ ker τ . Therefore, one has
σ(x)τ(1 − x) = 0 = σ(1− x)τ(x).
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Case v(x) < 1: In this case, one has 1 − x ∈ (−x) · U1v so that σ(1 − x) = σ(−x) = σ(x)
and τ(1− x) = τ(−x) = τ(x). Therefore, one has
σ(x)τ(1 − x) = σ(x)τ(x) = σ(1− x)τ(x).
Case v(x) = 0 and v(1− x) > 0: In this case, one has x ∈ U1v ⊂ ker σ ∩ ker τ . Therefore,
one has
σ(x)τ(1 − x) = 0 = σ(1− x)τ(x).
Case v(x) = v(1− x) = 0: Let z 7→ z¯ denote the canonical map Uv → Kv×. Since (σv, τv)
is a C-pair, one has
σ(x)τ(1 − x) = σv(x¯)τv(1¯− x¯) = σv(1¯− x¯)τv(x¯) = σ(1− x)τ(x).
In any case, we see that for all x ∈ K r {0, 1}, one has
σ(x)τ(1− x) = σ(1− x)τ(x)
thus (σ, τ) is a C-pair, as required. 
2.2. Existence of Lifts. Suppose now that m,n ∈ N are such that n ≤ m. It is easy to see
that the canonical map gm(K)→ gn(K) restricts to compatible maps
Dmv → Dnv , Imv → Inv .
Our next lemma shows that these maps are all surjective in a fairly strong sense.
Lemma 2.2. Let m,n ∈ N be given such that n ≤ m. Let K be a field such that µℓm ⊂ K,
and let v be a valuation of K. Then the following hold:
(1) The canonical map gm(K)→ gn(K) is surjective.
(2) The two pro-ℓ groups gm(K) and gn(K) have the same rank (as pro-ℓ groups).
(3) The canonical maps Dmv → Dnv and Imv → Inv are surjective.
(4) One has Imv = 1 if and only if I
n
v = 1.
(5) One has Dmv = g
m(K) if and only if Dnv = g
n(K).
Proof. As in the proof of Lemma 2.1, we will assume that m 6= ∞ and thus n 6= ∞, since
the case where either m or n is ∞ would follow by passing to the limit.
Proof of (1). The Pyntryagin dual of the given map gm(K)→ gn(K) is precisely
K×/ℓn
ℓm−n−−−→ K×/ℓm.
It is straightforward to verify that this map K×/ℓn → K×/ℓm is injective since K contains
µℓm. By Pontryagin duality, we deduce that the dual map g
m(K)→ gn(K) is surjective.
Proof of (2). Arguing similarly as in (1) above, we see that the kernel of the (surjective)
map gm(K) → gn(K) is precisely ℓn · gm(K). Thus, the projection gm(K) → gn(K) yields
an isomorphism of pro-ℓ abelian groups
gm(K)/ℓn ∼= gn(K).
Therefore gm(K) and gn(K) have the same rank as pro-ℓ groups.
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Proof of (3). It easily follows from the fact that vK = K×/Uv is torsion-free that the map
Imv → Inv is surjective. On the other hand, by (1) we also know that the map gm(Kv) →
gn(Kv) is surjective since µℓm ⊂ Kv. By Lemma 2.1(1), one has a commutative diagram
with exact rows:
1 // Imv
surjective

// Dmv

// gm(Kv)
surjective

// 1
1 // Inv
// Dnv
// gn(Kv) // 1
The surjectivity of the map Dmv → Dnv follows by chasing the diagram above.
Proof of (4). If Imv = 1 then clearly I
n
v = 1 by (3). Conversely, if I
n
v = 1 then vK is ℓ
n-
divisible. But, as vK is torsion-free, it follows that vK is ℓ-divisible, hence ℓm-divisible as
well. Therefore Imv = 1.
Proof of (5). If Dmv = g
m(K) then Dnv = g
n(K) by (3). Conversely, assume that Dnv = g
n(K).
Then one has U1v ⊂ K×ℓn .
Let x ∈ mv be given and consider 1 − x ∈ U1v . By the above, we see that there exists
some y ∈ K× such that 1 − x = yℓn. Since v(1 − x) = 0, it follows that v(y) = 0 as well.
Let z 7→ z¯ denote the canonical map Uv → Kv×. Then one has 1¯ = y¯ℓn. Since µℓm ⊂ Kv,
there exists some z ∈ Uv such that y¯ = z¯ℓm−n . Therefore, there exists some w ∈ U1v such
that y = wzℓ
m−n
and thus
1− x = wℓn · zℓm .
But w ∈ U1v ⊂ K×ℓn and therefore 1−x ∈ K×ℓ2n ·K×ℓm. As x ∈ mv was arbitrary, we deduce
that U1v ⊂ K×ℓ2n · K×ℓm . Proceeding inductively in this way, we deduce that U1v ⊂ K×ℓm ,
hence Dmv = g
m(K). 
2.3. The Main Theorem of C-pairs. Let m ∈ N be given, and suppose that v is a
valuation of K. Suppose that σ, τ ∈ Dmv are given such that 〈σ, τ〉Λm/(〈σ, τ〉Λm ∩ Imv ) is
Λm-cyclic. Then by Lemma 2.1, it follows that (σ, τ) is a C-pair. The non-trivial direction
in the “Main Theorem of C-pairs” can be seen as a weak converse to this fact.
One should note that the proof of the main theorem of C-pairs uses the classical theory of
“rigid elements” in a fundamental way. The theory of rigid elements shows how to construct
a valuation ring given certain bounds on the units and principal units. The theory was
originally developed by Ware [War81] and Arason-Elman-Jacob [AEJ87], as well as
others. See also the summary of the main results from [AEJ87] which appears in [Top14a,
Theorem 4].
We will only prove the trivial direction of the main theorem of C-pairs, whereas the non-
trivial direction (which uses rigid elements) can be found in [Top14a, Theorem 3], the proof
of which appears in §11 of loc.cit.
Theorem 2.3 (Main Theorem of C-pairs). Let m ∈ N and M ≥ N(m) be given. Let K be a
field such that µ2ℓM ⊂ K, and let σ, τ ∈ gm(K) be given. Then the following are equivalent:
(1) There exists a valuation v of K such that σ, τ ∈ Dmv and 〈σ, τ〉Λm/(〈σ, τ〉Λm ∩ Imv ) is
Λm-cyclic.
(2) There exist M-lifts σ′, τ ′ of σ, τ such that (σ′, τ ′) is a C-pair in gM(K).
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Proof. We give a full proof of the trivial direction, (1)⇒ (2), while referring to [Top14a] for
the non-trivial direction (2)⇒ (1).
(1) ⇒ (2). By the assumption, there exist f, g ∈ 〈σ, τ〉Λm such that f ∈ Imv , g ∈ Dmv , and
such that 〈f, g〉Λm = 〈σ, τ〉Λm . By Lemma 2.2(3), there exist M-lifts f ′, g′ of f, g such that
f ′ ∈ IMv and g′ ∈ DMv . Finally, by Lemma 2.1(3), (f ′, g′) is a C-pair, so 〈f ′, g′〉ΛM is a C-set.
Assertion (2) follows from the fact that (〈f ′, g′〉ΛM )m = 〈σ, τ〉Λm .
(2)⇒ (1). See [Top14a, Theorem 3]. 
3. Valuative Subsets
Let m ∈ N be given, and let K be an arbitrary field. We say that a subset Σ of gm(K) is
a valuative subset provided that there exists some valuation v of K such that Σ ⊂ Imv . In
other words, Σ is valuative if and only if there exists a valuation v of K such that Uv ⊂ Σ⊥.
Lemma 3.1. Let m ∈ N be given, and let K be a field. Suppose that Σ ⊂ gm(K) is a
valuative subset. Then there exists a unique coarsest valuation vΣ of K such that Σ ⊂ ImvΣ.
More precisely, if w is any valuation of K such that Σ ⊂ Imw , then vΣ is the coarsening of w
associated to the maximal convex subgroup of v(Σ⊥).
Proof. Let w be any valuation such that Σ ⊂ Inw. Equivalently, one has Uw ⊂ Σ⊥. Let
v be the coarsening of w associated to the maximal convex subgroup of w(Σ⊥). Thus, by
construction, v(Σ⊥) contains no non-trivial convex subgroups and Uv ⊂ Σ⊥.
Consider the set
H := {t ∈ Σ⊥ : ∀x ∈ K× r Σ⊥, t− x ∈ (1− x) · Σ⊥}.
Since Uv ⊂ Σ⊥, the ultrametric inequality immediately implies that Uv ⊂ H . We claim that
Uv = H .
Suppose that t ∈ H is given and assume that v(t) > 0. Since v(Σ⊥) contains no non-trivial
convex subgroups, there exists some x ∈ K× r Σ⊥ such that 0 < v(x) < v(t). But then
t− x ∈ x · Uv ⊂ x · Σ⊥, while 1− x ∈ Uv ⊂ Σ⊥. This contradicts the definition of H .
Similarly, if v(t) < 0, then there exists some x ∈ K× r Σ⊥ such that v(t) < v(x) < 0.
Thus t − x ∈ t · Uv ⊂ t · Σ⊥ = Σ⊥, while (1 − x) ∈ x · Uv ⊂ x · Σ⊥. Again, this contradicts
the definition of H .
Therefore, we deduce that H = Uv. In particular, Uv = H depends only on Σ and K, but
not at all on the original choice of valuation w. This completes the proof of the lemma. 
Given a valuative subset Σ of gm(K), we will denote the valuation associated to Σ by
vΣ as discussed in Lemma 3.1. Namely, v := vΣ is the unique valuation such that one has
Uv =
{
t ∈ Σ⊥ : ∀x ∈ K× r Σ⊥, t− x ∈ (1− x) · Σ⊥} .
Note that if v = vΣ for some valuative subset Σ of g
m(K), then vK contains no non-trivial
ℓ-divisible convex subgroups. Indeed, any ℓ-divisible convex subgroup must be contained in
v(Σ⊥), and must therefore be trivial by Lemma 3.1.
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3.1. Comparability of Valuations. In this subsection, we prove some lemmas concerning
comparability of valuations associated to valuative subsets.
Lemma 3.2. Let m ∈ N and M ≥M1(m) be given. Let K be a field such that µ2ℓM ⊂ K,
and let σ, τ ∈ gm(K) be two valuative elements. Then the following are equivalent:
(1) The two valuations vσ, vτ are comparable.
(2) There exist M-lifts σ′, τ ′ of σ, τ such that (σ′, τ ′) is a C-pair.
Proof. The proof of this lemma relies on the theory of rigid elements. We will prove the
trivial direction, as well as some of the non-technical details for the non-trivial direction, but
we will refer to [Top14a] for the portion which uses rigid elements.
(1)⇒ (2). Say, e.g. that vσ is coarser than vτ , so that Imvσ ⊂ Imvτ , hence σ, τ ∈ Imvτ . By Lemma
2.2(3), there exist M-lifts σ′, τ ′ of σ, τ such that σ′, τ ′ ∈ IMvτ . By Lemma 2.1(3), (σ′, τ ′) is a
C-pair, as required.
(2)⇒ (1). It follows from Fact 1.3 that for all x ∈ K r {0, 1}, the subgroup
〈(σ(x), τ(x)), (σ(1− x), τ(1− x))〉Λm
of Λm × Λm is Λm-cyclic. Thus, (1) follows from [Top14a, Proposition 3.6]. 
Lemma 3.3. Let m ∈ N be given, and let K be a field. Let Σ be a subset of gm(K) consisting
of valuative elements such that, for all σ, τ ∈ Σ, the two valuations vσ, vτ are comparable.
Then Σ is valuative, and vΣ is the valuation-theoretic supremum of (vσ)σ∈Σ. Moreover, one
has
ImvΣ =
⋃
σ∈Σ
Imvσ and D
m
vΣ
=
⋂
σ∈Σ
Dmvσ .
Proof. Since the valuations (vσ)σ∈Σ are pairwise comparable, their valuation theoretic supre-
mum exists by general valuation theory. We let v denote this supremum, and recall that
Ov =
⋂
σ∈Σ
Ovσ .
Thus v is the coarsest valuation such that vσ is a coarsening of v for all σ ∈ Σ.
Note that σ ∈ Imvσ ⊂ Imv for all σ ∈ Σ, and therefore Σ ⊂ Imv . By Lemma 3.1, it follows
that vΣ is a coarsening of v. However, vσ is a coarsening of vΣ for all σ ∈ Σ by Lemma 3.1,
thus v = vΣ.
Since v is the supremum of (vσ)σ∈Σ, one has⋂
σ∈Σ
Uvσ = Uv and
⋃
σ∈Σ
U1vσ = U
1
v .
The fact that
Imv =
⋃
σ∈Σ
Imvσ and D
m
v =
⋂
σ∈Σ
Dmvσ
follows easily from this observation by using the definition of the minimized inertia and
decomposition groups. 
Lemma 3.4. Let m ∈ N be given, and let K be a field. Let v1, v2 be two valuations of K,
and assume that there exists some element σ ∈ Dmv1 ∩Dmv2 such that σ is non-valuative. Then
the two valuations v1, v2 are comparable.
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Proof. Let w denote the finest common coarsening of v1, v2 so that Ow = Ov1 · Ov2 , and let
wi = vi/w denote the valuation of Kw induced by vi for i = 1, 2. By basic valuation theory,
if w1, w2 are both non-trivial, then they must be independent.
If w1, w2 are indeed both non-trivial, then by the approximation theorem for independent
valuations, one has U1w1 · U1w2 = Kw×. Thus Dmw1 ∩Dmw2 = 1, so that Dmv1 ∩Dmv2 = Imw by
Lemma 2.1(2). But then σ ∈ Imw , hence σ is valuative.
Since σ is non-valuative by assumption, we deduce that either w1 or w2 must be trivial.
Hence v1 and v2 are comparable, as required. 
3.2. C-pairs and Decomposition Elements. Our final technical lemma essentially shows
that elements which form a C-pair with a valuative element must arise from minimized
decomposition.
Lemma 3.5. Let m ∈ N and M ≥M1(m) be given, and let K be a field. Let σ′ ∈ gM(K)
be a valuative element, and let τ ′ ∈ gM(K) be such that (σ′, τ ′) is a C-pair. Then σ := σ′m
is valuative, and τ := τ ′m ∈ Dmvσ .
Proof. Since σ′ is valuative, the element σ = σ′m is also valuative. Put v := vσ, and let
x ∈ mv be given. We will show that τ(1 − x) = τ ′m(x) = 0, which implies that U1v ⊂ ker τ ,
hence τ ∈ Dmv .
Case σ(x) 6= 0. Note that σ(1− x) = 0 since 1− x ∈ U1v ⊂ Uv. Since σ′ is valuative as well,
it follows that σ′(1− x) ∈ {0, σ′(x)} by the ultrametric inequality, hence σ′(1− x) = 0 since
σ′(x) 6= 0 by assumption. As (σ′, τ ′) is a C-pair, we see that
σ′(x)τ ′(1− x) = σ′(1− x)τ ′(x) = 0.
But σ′(x) /∈ ℓm · ΛM since σ(x) 6= 0. Therefore, τ(1 − x) = 0 by Fact 1.3.
Case σ(x) = 0. Since v(ker(σ)) contains no non-trivial convex subgroups by Lemma 3.1,
there exists some y ∈ mv such that σ(y) 6= 0 and such that 0 < v(y) < v(x). One has
v(y + x · (1− y)) = v(y) by the ultrametric inequality, and thus
0 6= σ(y) = σ(y + x · (1− y)).
In particular, the first case implies that
τ(1− y) + τ(1− x) = τ((1 − y)(1− x)) = τ(1 − (y + x · (1− y))) = 0.
Since τ(1− y) = 0 as well by the first case, we see that τ(1− x) = 0. 
4. Proofs of Main Theorems
4.1. Preliminary Lemmas. The proofs of our main theorems will all rely primarily on the
following “Key Lemma.”
Lemma 4.1 (Key Lemma). Let n ∈ N and N ≥ R(n) be given, and put m := M1(n). Let
K be a field such that µ2ℓN ⊂ K. Let σ, τ1, τ2 ∈ gn(K) be given and let σ′, τ ′1, τ ′2 be N-lifts of
σ, τ1, τ2. Assume that the following conditions hold true:
(1) (τ1, τ2) is not a C-pair.
(2) (σ′, τ ′1) and (σ
′, τ ′2) are both C-pairs.
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Then σ′m is valuative, and thus σ is valuative. Moreover, if v := vσ denotes the valuation
associated to σ, then one has τ1, τ2 ∈ Dnv .
Proof. For simplicity, we put M =M2(m) :=M2(M1(n)). Assume for a contradiction that
σ′m is non-valuative. Then σ
′
M is also non-valuative.
By condition (2) and Theorem 2.3, we see that there exist valuations v1, v2 of K such that
the following conditions hold for i = 1, 2:
(1) One has σ′M , (τ
′
i)M ∈ DMvi .
(2) The quotient 〈σ′M , (τ ′i)M〉ΛM/(〈σ′M , (τ ′i)M〉ΛM ∩ IMvi ) is ΛM -cyclic.
Claim. For i = 1, 2, the subgroup 〈σ′M , (τ ′i)M〉ΛM is non-ΛM-cyclic.
Proof. Fix i ∈ {1, 2}, and assume for a contradiction that 〈σ′M , (τ ′i)M〉 is cyclic. Since ΛM is
a quotient of a DVR, we see that either σ′M ∈ ΛM ·(τ ′i)M or (τ ′i)M ∈ ΛM ·σ′M . If (τ ′i)M = a·σ′M
for some a ∈ ΛM , then ((τ ′1)M , (τ ′2)M) is a C-pair since (σ′M , (τ ′j)M) is a C-pair for j = 1, 2;
this implies that (τ1, τ2) is a C-pair, contradicting condition (1).
On the other hand, suppose that σ′M = a · (τ ′i)M for some a ∈ ΛM . Note that a /∈ ℓm ·ΛM ,
for otherwise σ′m = 0 would be a valuative element of g
m(K). Since (σ′M , (τ
′
j)M) is a C-pair
for j = 1, 2, it follows from Fact 1.3 that (τ1, τ2) is a C-pair, again contradicting condition
(1). The claim follows. 
By the claim above, we know that 〈σ′M , (τ ′i)M〉 is non-cyclic for i = 1, 2. On the other hand,
since 〈σ′M , (τ ′i)M〉/(〈σ′M , (τ ′i)M〉ΛM ∩IMvi ) is cyclic, we see that there exist (ai, bi) ∈ Λ2Mrℓ ·Λ2M
such that
ai · σ′M + bi · (τ ′i)M ∈ IMvi .
Since σ′M ∈ DMv1 ∩DMv2 , and σ′M is non-valuative by assumption, it follows from Lemma 3.4
that v1 and v2 are comparable. Without loss of generality, we may assume that v1 is coarser
than v2. Therefore, I
M
v1 ⊂ IMv2 . Since σ′M ∈ DMv2 , it follows from Lemma 2.1(3) that
〈σ′M , a1 · σ′M + b1 · (τ ′1)M , a2 · σ′M + b2 · (τ ′2)M〉ΛM = 〈σ′M , b1 · (τ ′1)M , b2 · (τ ′2)M〉ΛM
is a C-set. In particular, (b1 · (τ ′1)M , b2 · (τ ′2)M) is a C-pair.
To conclude the proof of the lemma, we first note that bi /∈ ℓm · ΛM for i = 1, 2. Indeed,
if bi ∈ ℓm · ΛM , then the element (ai · σ′)m = (ai · σ′M + bi · (τ ′i)M)m ∈ Imvi is valuative. But, if
bi ∈ ℓm · ΛM then ai must be a unit in ΛM since (ai, bi) /∈ ℓ · Λ2M . But this would imply that
σ′m is valuative, hence contradicting our original assumption.
Since (b1 · (τ ′1)M , b2 · (τ ′2)M) is a C-pair, while b1, b2 /∈ ℓm · ΛM , we deduce from Fact 1.3
that ((τ ′1)m, (τ
′
2)m) is a C-pair in g
m(K). Thus (τ1, τ2) is a C-pair as well, which contradicts
condition (1) of the lemma. Thus σ′m is valuative, hence σ is valuative as well. Finally, the
fact that τ1, τ2 ∈ Dnvσ follows from Lemma 3.5. 
We will also need to reduce some arguments/constructions to the case n = 1, which will
be accomplished using the following two lemmas. Since it will be used several times in these
two lemmas, we recall from Remark 1.4 that
I11(g
1(K)) = {σ ∈ g1(K) : For all τ ∈ g1(K), (σ, τ) is a C-pair}
is the “C-center” of g1(K).
Lemma 4.2. Let m ∈ N be given, and let K be a field such that µ2ℓm ⊂ K. Then the
following hold:
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(1) Suppose that I11(g
1(K)) 6= g1(K). Then there exists a 1-visible valuation v of K such
that I11(g
1(K)) = I1v and g
1(K) = D1v.
(2) Suppose that I11(g
1(K)) = g1(K). Then there exists a valuation v of K such that
D1v = g
1(K) and such that g1(Kv) is cyclic. Moreover, in this case gm(K) is a C-set.
Proof. Proof of (1). Put I = I11(g
1(K)). Since I 6= g1(K), it follows from the definition of I11
that g1(K) is not a C-set. As such, let τ1, τ2 ∈ g1(K) be two elements such that (τ1, τ2) is not
a C-pair. By Lemma 4.1, it follows that every element of I is valuative. Moreover, for every
element τ ∈ g1(K) and every σ ∈ I, one has τ ∈ D1vσ by Lemma 3.5. Hence D1vσ = g1(K) for
all σ ∈ I.
On the other hand, for every σ, τ ∈ I, the pair (σ, τ) is a C-pair by the definition of I.
Thus, by Lemma 3.2, it follows that the valuations (vσ)σ∈I are pairwise comparable. Hence
I is valuative by Lemma 3.3; we put v := vI. By Lemma 3.3 we deduce that g
1(K) = D1v.
Recall that I ⊂ I1v by the definition of vI. On other hand, if σ ∈ I1v and τ ∈ g1(K) = D1v,
then by Lemma 2.1(3) we see that (σ, τ) is a C-pair. Hence σ ∈ I by the definition of I11.
Namely, one has I = I1v.
To conclude the proof of (1), we must show that v is 1-visible. Since v = vI, it follows from
Lemma 3.1 that vK contains no non-trivial ℓ-divisible convex subgroups. Also, we know that
g1(Kv) is not a C-set for otherwise g1(K) = D1v would be a C-set by Lemma 2.1(3).
Finally, suppose that w0 is a valuation of Kv such that D
1
w0
= g1(Kv). Consider w :=
w0 ◦ v, and note that D1w = g1(K) by Lemma 2.1(2). But then Lemma 2.1(3) implies that
I1w ⊂ I, by the definition of I11, similarly to the argument above which shows that I1v ⊂ I. On
the other hand I = I1v ⊂ I1w since v is coarser than w. Thus I1v = I1w, and therefore I1w0 = 1 by
Lemma 2.1(2).
Proof of (2). The condition I11(g
1(K)) = g1(K) is equivalent to saying that g1(K) is a C-set.
Let Σ denote the subset of g1(K) consisting of all valuative elements of g1(K). By Theorem
2.3, it follows that g1(K)/〈Σ〉Λ1 is cyclic. Moreover, the valuations (vσ)σ∈Σ are pairwise
comparable by Lemma 3.2. Thus, by Lemma 3.3, we deduce that Σ is itself valuative, hence
Σ = 〈Σ〉Λ1 by the way we defined Σ.
On the other hand, for all σ ∈ Σ, it follows from Lemma 3.5 that g1(K) = D1vσ . Letting
v := vΣ denote the valuation associated to Σ, we deduce that D
1
v = g
1(K) by Lemma 3.3.
Moreover, D1v / I
1
v is cyclic since Σ ⊂ I1v. This implies that g1(Kv) is cyclic by Lemma 2.1(1).
To conclude the proof of the Lemma, we must prove that gm(K) is a C-set. By Lemma
2.2(5), we have Dmv = g
m(K) and by Lemma 2.2(2), gm(Kv) is Λm-cyclic. Thus, by Lemma
2.1(1), the quotient Dmv / I
m
v is Λm-cyclic. This implies that g
m(K) is a C-set by Lemma
2.1(3). This concludes the proof of the lemma. 
Lemma 4.3. Let m ∈ N be given, and let K be a field such that µ2ℓm ⊂ K. Let v be a
valuation of K. Then the following hold:
(1) Suppose that vK contains no non-trivial ℓ-divisible convex subgroups, and that w0 is
an m-visible valuation of Kv. Then w0 ◦ v is an m-visible valuation of K.
(2) If v is 1-visible then v is m-visible.
Proof. Proof of (1). Put w := w0◦v. Since vK and w0(Kv) contain no non-trivial ℓ-divisible
convex subgroups, the same must be true for wK by considering the short exact sequence
1→ w0(Kv)→ wK → vK → 1.
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The other two conditions required for w to be m-visible are clear since the residue field of w
is the same as the residue field of w0.
Proof of (2). Suppose that v is 1-visible. Then vK has no ℓ-divisible convex subgroups. Also,
since g1(Kv) is not a C-set, it follows from Lemma 2.2(1) that gm(Kv) is not a C-set either.
Finally, suppose that w is a valuation of Kv such that gm(Kv) = Dmw . Then g
1(Kv) = D1w
hence I1w = 1 since v is 1-visible. But then I
m
w = 1 by Lemma 2.2(4). 
4.2. Proof of Theorem A. We now turn to the proof of Theorem A, and we use the
notation introduced in the statement of the theorem.
(1) ⇒ (2). Let v be an n-visible valuation of K such that σ ∈ Inv . By condition (V2), we
know that gn(Kv) is not a C-set, and thus by Lemma 2.1(3) we deduce that Dnv is not a
C-set. Let τ1, τ2 ∈ Dnv be two elements such that (τ1, τ2) is not a C-pair.
By Lemma 2.2(3), we can choose N -lifts σ′, τ ′1, τ
′
2 of σ, τ1, τ2 such that σ
′ ∈ INv and τ ′1, τ ′2 ∈
DNv . Finally, by Lemma 2.1(3), we see that (σ
′, τ ′1) and (σ
′, τ ′2) are both C-pairs, as required.
(2)⇒ (1). By Lemma 4.1, we know that σ is valuative, and that τ1, τ2 ∈ Dnvσ . We will show
that vσ is a coarsening of an n-visible valuation v, which means that
σ ∈ Invσ ⊂ Inv
and therefore σ ∈ Invis(K).
Consider I := I11(g
1(Kvσ)). If I = g
1(Kvσ), then Lemma 4.2(2) implies that g
n(Kv) is a
C-set, hence Dnvσ is a C-set by Lemma 2.1(3). But this contradicts the fact that τ1, τ2 ∈ Dnvσ
and (τ1, τ2) is not a C-pair.
Thus I 6= g1(Kvσ). By Lemma 4.2(1), there exists a 1-visible valuation w0 of Kvσ. But
by Lemma 4.3(2), we see that w0 is n-visible. Finally, by Lemma 4.3(1), we deduce that
v := w0 ◦ vσ is n-visible, since vσK contains no non-trivial ℓ-divisible convex subgroups by
Lemma 3.1. This concludes the proof of Theorem A.
4.3. Proof of Theorem B. We now turn to the proof of Theorem B, and we use the
notation introduced in the statement of the theorem.
(1) ⇒ (2). Suppose that v is an n-visible valuation of K such that Σ ⊂ Inv . By condition
(V2), we know that gn(Kv) is not a C-set, so Lemma 2.1(3) implies that Dnv is not a C-set.
Let τ1, τ2 ∈ Dnv be two elements such that (τ1, τ2) is not a C-pair.
Let σ, τ ∈ Σ be given. By Lemma 2.2(3), there exist N -lifts σ′, τ ′, τ ′1, τ ′2 of σ, τ, τ1, τ2 such
that σ′, τ ′ ∈ INv and τ ′1, τ ′2 ∈ DNv . By Lemma 2.1(3), we deduce that the following conditions
hold true:
(1) (σ′, τ ′) is a C-pair.
(2) (σ′, τ ′1) and (σ
′, τ ′2) are both C-pairs.
(2) ⇒ (1). First of all, conditions (b),(c) and Theorem A imply that Σ ⊂ Invis(K). Thus
every element of Σ is valuative.
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By condition (a) and Lemma 3.2, we see that the valuations in the collection (vσ)σ∈Σ are
pairwise comparable. By Lemma 3.3, we see that Σ is valuative, and that
DnvΣ =
⋂
σ∈Σ
Dnvσ .
Moreover, by Lemma 4.1 and conditions (b) and (c), we see that τ1, τ2 ∈ Dnvσ for all σ ∈ Σ.
Therefore τ1, τ2 ∈ DnvΣ by Lemma 3.3.
Now consider I := I11(g
1(KvΣ)). If I = g
1(KvΣ) then Lemma 4.2(2) implies that g
n(KvΣ)
is a C-set, and therefore Lemma 2.1(3) implies that DnvΣ is a C-set. But this contradicts the
fact that τ1, τ2 ∈ DnvΣ and (τ1, τ2) is not a C-pair.
Thus I 6= g1(KvΣ). By Lemma 4.2(1), we see that there exists a 1-visible valuation w0 of
KvΣ. By Lemma 4.3(2), we see that w0 is n-visible, and by Lemma 4.3(1), we deduce that
v := w0 ◦ vΣ is n-visible since vΣK contains no non-trivial ℓ-divisible convex subgroups by
Lemma 3.1. Therefore, one has Σ ⊂ InvΣ ⊂ Inv , with v an n-visible valuation. This concludes
the proof of Theorem B.
4.4. Proof of Theorem C. We now turn to the proof of Theorem C, and we use the
notation introduced in the statement of the theorem.
Proof of (1). First of all, we note that Σ is valuative by assumption. We put v0 := vΣ. By
Lemma 3.1, we see that v0 is a coarsening of some n-visible valuation v1. Thus g
n(Kv1) is
not a C-set, so Lemma 2.1(3) implies that Dnv1 is not a C-set. Hence D
n
v0 is not a C-set, since
Dnv1 ⊂ Dnv0 .
Claim. One has Dnv0 = D
N
n (Σ) and Σ ⊂ INn (DNn (Σ)).
Proof. Let τ ∈ Dnv0 be given, and suppose that σ ∈ Σ is an arbitrary element. By the
observation above, there exist τ1, τ2 ∈ Dnv0 such that (τ1, τ2) is not a C-pair. On the other
hand, by Lemma 2.2(3), there exist N -lifts σ′, τ ′, τ ′1, τ
′
2 of σ, τ, τ1, τ2 such that σ
′ ∈ INv0 and
τ ′, τ ′1, τ
′
2 ∈ DNv0 . By Lemma 2.1(3), we see that the three pairs (σ′, τ ′), (σ′, τ ′1) and (σ′, τ ′2) are
all C-pairs. Thus τ ∈ DNn (Σ).
Conversely, suppose that τ ∈ DNn (Σ) is given. Let σ ∈ Σ be an element, and let τ1, τ2 and
σ′, τ ′, τ ′1, τ
′
2 be as in the definition of D
N
n (Σ). Put m = M1(n). By Lemma 4.1, we see that
σ′m is valuative. Thus, by Lemma 3.5 we deduce that τ is an element of D
n
vσ . But this is true
for all σ ∈ Σ, and thus
DNn (Σ) ⊂
⋂
σ∈Σ
Dnvσ .
We deduce that DNn (Σ) ⊂ Dnv0 by Lemma 3.3. Hence DNn (Σ) = Dnv0 .
Now suppose that σ ∈ Σ is given. Then by Lemma 2.2(3), there exists an N -lift σ′ of σ
such that σ′ ∈ INv0 . Also, by Lemma 2.2(3), for every τ ∈ Dnv0 = DNn (Σ), there exists some
N -lift τ ′ of τ such that τ ′ ∈ DNv0 . By Lemma 2.1(3), we see that (σ′, τ ′) is a C-pair, thus
σ ∈ INn (Dnv0). Hence, Σ ⊂ INn (Dnv0) = INn (DNn (Σ)). 
To conclude the proof of the first part of the theorem, we must prove that there exists an
n-visible valuation v such that Dnv = D
n
v0 and such that I
n
v = I
N
n (D
n
v0). For simplicity, let D
denote the set Dnv0 = D
N
n (Σ), and let I denote the set I
N
n (D). First we will show that I is
valuative.
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Let σ ∈ I be given. Since D is not a C-set, there exist τ1, τ2 ∈ D such that (τ1, τ2) is not a
C-pair. On the other hand, by the definition of I, there exists an N -lift σ′ of σ and N -lifts
τ ′1, τ
′
2 of τ1, τ2 such that (σ
′, τ ′1) and (σ
′, τ ′2) are both C-pairs. By Lemma 4.1, we deduce that
σ is valuative.
On the other hand, if σ, τ ∈ I, then using the definition of I again, we see that there exist
N -lifts σ′, τ ′ of σ, τ such that (σ′, τ ′) is a C-pair. Thus, by Lemma 3.2, we see that the
collection of valuations (vσ)σ∈I is pair-wise comparable. By Lemma 3.3, we deduce that I is
valuative and that v := vI is the valuation-theoretic supremum of the collection (vσ)σ∈I.
Claim. One has D = Dnv .
Proof. By Lemma 3.1 and the fact that Σ ⊂ I, we see that v0 = vΣ is a coarsening of v = vI.
Thus, it suffices to prove that D ⊂ Dnv since the inclusion Dnv ⊂ D is already known. As
such, suppose that τ ∈ D is given, and let τ1, τ2 ∈ D be two elements such that (τ1, τ2) is
not a C-pair, as above. For σ ∈ I, it follows from the definition of I that there exist N -lifts
σ′, τ ′, τ ′1, τ
′
2 of σ, τ, τ1, τ2 such that the three pairs (σ
′, τ ′), (σ′, τ ′1) and (σ
′, τ ′2) are all C-pairs.
By Lemma 4.1 we see that σ′m is valuative, and thus by Lemma 3.5 we deduce that τ ∈ Dnvσ .
Since this is true for all σ ∈ I, it follows from Lemma 3.3 that τ ∈ Dnv . Thus D ⊂ Dnv as
required. 
Claim. One has I = Inv .
Proof. We already know that I ⊂ Inv by the definition of v = vI. Suppose that σ ∈ Inv is given.
By Lemma 2.2(3), there exists an N -lift σ′ of σ such that σ′ ∈ INv . On the other hand, by
Lemma 2.2(3), we know that for all τ ∈ D = Dnv , there exists an N -lift τ ′ of τ such that
τ ′ ∈ DNv . With this notation, it follows from Lemma 2.1(3) that (σ′, τ ′) is a C-pair. Thus
σ ∈ I by the definition of I. 
To conclude the proof of (1), we must prove that v is an n-visible valuation. First, since
v = vI, it follows from Lemma 3.1 that condition (V1) holds true. Also, as noted above,
there exist τ1, τ2 ∈ Dnv such that (τ1, τ2) is not a C-pair. Thus condition (V2) holds true by
Lemma 2.1(3). Finally, suppose that w0 is a valuation of Kv such that Dw = g
n(Kv), and
put w = w0 ◦ v. Then by Lemma 2.1(2), we see that Dnw = Dnv , while Inv ⊂ Inw.
For every σ ∈ Inw, by Lemma 2.2(3), there exists some N -lift σ′ of σ such that σ′ ∈ INw . By
Lemma 2.2(3), for every τ ∈ Dnw = D, there exists an N -lift τ ′ of τ such that τ ′ ∈ DNw . But
then by Lemma 2.1(3) it follows that (σ′, τ ′) is a C-pair. Therefore Inw ⊂ I by the definition
of I, while I = Inv ⊂ Inw. In particular Inw = Inv and therefore Inw0 = 0 by Lemma 2.1(2). This
shows that v satisfies condition (V3).
Proof of (2). Let v be an n-visible valuation, and let Σ ⊂ Inv a subset such that v(Σ⊥) contains
no non-trivial convex subgroups. We must show that Dnv = D
N
n (Σ) and that I
n
v = I
N
v (D
N
n (Σ)).
Following exactly the argument of (1) above with the given Σ, we see that D := DNn (Σ) =
Dnv0 where v0 = vΣ. But by Lemma 3.1, we see that v = vΣ, so that v0 = v.
Hence, it suffices to prove that I := INn (D) = I
n
v . By Lemma 2.2(3), for every σ ∈ Inv , there
exists an N -lift σ′ of σ such that σ′ ∈ INv . By Lemma 2.2(3) again, for every τ ∈ D = Dnv ,
there exists an N -lift τ ′ of τ such that τ ′ ∈ DNv . By Lemma 2.1(3) we see that (σ′, τ ′) is a
C-pair. Therefore, one has Inv ⊂ I by the definition of I.
Finally, by assertion (1) above, we see that I is valuative, and letting w := vI, one has
Dnw = D and I
n
w = I. Let w0 = w/v denote the valuation of Kv induced by w. Then by
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Lemma 2.1(2), we see that one has Dnw0 = g
n(Kv). Since v is n-visible, we deduce that
Inw0 = 1 and thus I
n
w = I
n
v by Lemma 2.1(2). Finally, Lemma 3.1 implies that v = w.
Therefore I = Inv and D = D
n
v . This concludes the proof of Theorem C.
5. Quasi-Divisorial Valuations
In this section we recall the necessary facts concerning quasi-divisorial valuations of func-
tion fields. This terminology was introduced by Pop [Pop10], and we will refer to Re-
mark/Definition 4.1 of loc.cit. and [Pop06, Facts 5.4, 5.5] for the various general statements
concerning (almost r-)quasi-divisorial valuations.
Throughout this section, K will be a function field over an algebraically closed field k.
Let v be a valuation of K. Recall that Abhyankar’s inequality states that
rankQ(vK/vk) + tr. deg(Kv|kv) ≤ tr. deg(K|k)
where rankQ(vK/vk) := dimQ((vK/vk)⊗ZQ) denotes the rational rank of vK/vk. We say
that v has no transcendence defect if the above inequality is an equality. The following
fact is more-or-less well known; see [Pop06, Facts 5.4] for a precise reference.
Fact 5.1. In the context above, suppose that w is a valuation of K which has no transcen-
dence defect, and let v be a coarsening of w. Then v has no transcendence defect.
5.1. almost-r-quasi-divisorial valuations. Let v be a valuation of K and let r be such
that 1 ≤ r ≤ tr. deg(K|k) =: d. Following [Pop11a], we say that v is an almost-r-quasi-
divisorial valuation of K|k if the following conditions hold true:
(1) vK contains no non-trivial ℓ-divisible convex subgroups.
(2) rankQ(vK/vk) = r.
(3) v has no transcendence defect, i.e. tr. deg(K|k)− r = tr. deg(Kv|kv).
Valuations which are almost-r-quasi-divisorial always exist, as follows. Suppose that X is
a normal model for K|k. Let v be the discrete rank r valuation of K defined by a flag of
Weil-prime-divisors of length r on X . Then it immediately follows from the definition that
v is an almost-r-quasi-divisorial valuation of K|k. Thus, almost-r-quasi-divisorial valuations
always exist for all r such that 1 ≤ r ≤ tr. deg(K|k). In general, however, there are many
almost-r-quasi-divisorial valuations of K|k which are non-trivial on k.
The following fact summarizes the other basic required facts concerning almost-r-quasi-
divisorial valuations. Again, refer to Pop [Pop10, Remark/Definition 4.1] and [Pop06, Facts
5.4, 5.5] for the proofs of these statements.
Fact 5.2. In the context above, suppose that v is an almost-r-quasi-divisorial valuation of
K|k. Then the following hold:
(1) vK/vk ∼= Zr as abstract groups.
(2) Kv is a function field of transcendence degree tr. deg(K|k)− r over kv.
(3) If v0 is an almost-r0-quasi-divisorial valuation of Kv|kv, then v0 ◦ v is an almost-
(r + r0)-quasi-divisorial valuation of K|k.
By Fact 5.2(1), we see that the definition of a quasi-divisorial valuation from §1.9
agrees with the definition of an almost-1-quasi-divisorial valuation. Moreover, the following
lemma shows that almost-r-quasi-divisorial valuations are m-visible for all m, provided that
r is smaller than tr. deg(K|k).
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Lemma 5.3. Let m ∈ N be given. Let K be a function field over an algebraically closed field
k and let r be such that 1 ≤ r < tr. deg(K|k). Let v be an almost-r-quasi-divisorial valuation
of K. Then v is m-visible.
Proof. By Lemma 4.3(2), it suffices to prove that v is 1-visible. Condition (V1) is part of the
definition of an almost-r-quasi-divisorial valuation. Furthermore, by Fact 5.2(2), the residue
field Kv is a function field of transcendence degree ≥ 1 over kv.
By [Top14a, Example 4.3], it follows (using the notation of loc.cit.) that v ∈ VK,1. Next,
by [Top14a, Lemma 4.8], it follows (using our notation) that I1v = I
1
1(D
1
v) 6= D1v. Thus, by
Lemma 2.1(3) and the definition of I11, we deduce that g
1(Kv) is not a C-set.
Finally, suppose that w0 is a valuation of Kv such that D
1
w0
= g1(Kv), and put w := w0◦v.
Then by Lemma 2.1(2) we deduce that D1w = D
1
v. Thus, by Lemma 2.1(3) and the definition
of I11, it follows that I
1
w ⊂ I11(D1v) = I1v. Since v is a coarsening of w, we deduce that I1v = I1w,
hence I1w0 = 1 by Lemma 2.1(2). 
5.2. ℓ-rank. We will need to use a concept which is similar to the rational rank of vK/vk.
For an arbitrary valuation v of K, we define
rankℓ(vK) = dimZ/ℓ(vK ⊗Z Z/ℓ)
and call rankℓ(vK) the ℓ-rank of vK. By Pontryagin duality, we immediately see that
rankℓ(vK) is the same as the rank of I
n
v as a pro-ℓ group. Moreover, since k is algebraically
closed, hence vk is divisible and vK/vk is torsion-free, it follows that
rankℓ(vK) ≤ rankQ(vK/vk).
In particular, we obtain an inequality involving ℓ-rank which is analogous to Abhyankar’s
inequality:
rankℓ(vK) + tr. deg(Kv|kv) ≤ tr. deg(K|k).
Furthermore, if this inequality is an equality, then v has no transcendence defect.
5.3. Reconstructing inertia/decomposition. We now prove our main theorem concern-
ing the minimized inertia/decomposition groups of quasi-divisorial valuations of K|k. First,
we show how to recover the transcendence degree. The argument for Theorem 5.4 is similar
to [Pop10] resp. [Pop11a] where a similar statement is proven for n =∞ resp. n = 1.
Theorem 5.4. Let n ∈ N be given. Let K be a function field over an algebraically closed
field k. Then d := tr. deg(K|k) is maximal among the non-negative integers r such that the
following holds true: There exist σ1, . . . , σr ∈ gn(K) such that σ1, . . . , σr are Λn-independent
and {σ1, . . . , σr} is a C-set.
Proof. First suppose that r = d. Let v be any almost-d-quasi-prime-divisor of K|k; e.g.
v can be taken to be the valuation associated to a flag of Weil-prime-divisors of maximal
length on some normal model of K|k. Then vK/vk ∼= Zd by Fact 5.2, hence Inv ∼= Λdn. Let
σ1, . . . , σd be the (independent) generators of I
n
v . By Lemma 2.1(3), we see that {σ1, . . . , σd}
is a C-set.
Now suppose that σ1, . . . , σr are Λn-independent, and that {σ1, . . . , σr} is a C-set. We must
show that r ≤ d. Note that (σ1)1, . . . , (σr)1 are Λ1-independent in g1(K), since gn(K)/ℓ =
g1(K) (arguing similarly to Lemma 2.2(1)). Also, note that {(σ1)1, . . . , (σr)1} is a C-set in
g1(K). Therefore, it suffices to assume that n = 1, so that σi = (σi)1 for i = 1, . . . , r.
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Let Σ denote the set of valuative elements of 〈σ1, . . . , σr〉Λ1 =: ∆. By Lemma 3.2, we see
that the valuations (vσ)σ∈Σ are pair-wise comparable. Hence Σ itself is valuative by Lemma
3.3, and therefore Σ = 〈Σ〉Λ1 . By Theorem 2.3, it follows that ∆/Σ is cyclic. Moreover, if
τ ∈ ∆ and σ ∈ Σ then by Lemma 3.5 we know that τ ∈ D1vσ . Hence ∆ ⊂ D1vΣ by Lemma
3.3.
Put v := vΣ. If Σ = ∆, then r ≤ rankℓ(vK) ≤ rankQ(vK/vk) ≤ d since Σ = ∆ ⊂ I1v. On
the other hand, suppose that Σ 6= ∆, and thus g1(Kv) 6= 1 by Lemma 2.1(1). This implies
that tr. deg(Kv|kv) ≥ 1 since kv is algebraically closed. But on the other hand, we know
that rankℓ(vK) ≥ r − 1 since Σ ⊂ I1v and Σ has rank ≥ r − 1. Thus, we have
r ≤ rankℓ(vK) + tr. deg(Kv|kv) ≤ d,
as required. 
Before we prove Theorem D, we will prove the following useful lemma.
Lemma 5.5. Let n ∈ N and N ≥ R(n) be given. Let K be a function field over an
algebraically closed field k such that d := tr. deg(K|k) ≥ 2. Suppose that σ1, . . . , σd−1 ∈
gn(K) are given such that Σ := {σ1, . . . , σd−1} satisfies the equivalent conditions of Theorem
B, and such that 〈Σ〉Λn has rank d− 1. Then there exists an almost-(d− 1)-quasi-divisorial
valuation v of K|k such that DNn (Σ) = Dnv and INn (DNn (Σ)) = Inv .
Proof. By Theorem C, there exists an n-visible valuation v of K such that DNn (Σ) = D
n
v ,
and Σ ⊂ INn (DNn (Σ)) = Inv . In particular, our assumptions ensure that rankℓ(vK) ≥ d− 1.
On the other hand, gn(Kv) is non-trivial since v is n-visible. Since kv is algebraically
closed, this implies that tr. deg(Kv|kv) ≥ 1. Thus, we have the following inequality:
d ≤ rankℓ(vK) + tr. deg(Kv|kv) ≤ tr. deg(K|k) = d.
In particular, v has no transcendence defect. Finally, one has
d− 1 ≤ rankℓ(vK) ≤ rankQ(vK/vk) ≤ d− 1
hence d− 1 = rankQ(vK/vk). Since vK contains no non-trivial ℓ-divisible convex subgroups
by the fact that v is n-visible, we deduce that v is an almost-(d−1)-quasi-divisorial valuation
of K|k, as required. 
5.4. Proof of Theorem D. We now turn to the proof of Theorem D, and we use the
notation introduced in the statement of the theorem.
(1)⇒ (2). First of all, by condition (a) and Theorem B, we know that σ1 ∈ Invis(K). Thus,
by Theorem C and condition (c), there exists an n-visible valuation v of K such that I = Inv
and D = Dnv .
Moreover, by condition (a) and Theorem C, there exists an n-visible valuation w of K
such that {σ1, . . . , σd−1} ⊂ Inw. Since Inv = Λn · σ1 by (c), it follows from Lemma 3.1 that
v = vσ1 and therefore v is a coarsening of w. On the other hand, by Lemma 5.5, we know
that w is almost-(d− 1)-quasi-divisorial using condition (b).
Finally, we note that v is a coarsening of w by Lemma 3.1, and thus v also has no
transcendence defect by Fact 5.1. Condition (V1) says that vK has no non-trivial ℓ-divisible
convex subgroups. Thus, it follows from Fact 5.2(1) that vK/vk ∼= Zr for r = rankQ(vK/vk).
But then r is the rank of Inv , which is 1 by assumption. Hence, v is a quasi-divisorial valuation,
as required.
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(2) ⇒ (1). Suppose that v is a quasi-divisorial valuation of K. Thus Kv is a function field
of transcendence degree d − 1 over kv by Fact 5.2. Let w0 be an almost-(d − 2)-prime-
divisor of Kv|kv. Then w := v ◦ w0 is an almost-(d− 1)-quasi-prime-divisor of K|k by Fact
5.2(3), and v is a coarsening of w. To conclude (1), we take σ1 to be a generator of I
n
v , and
σ2, . . . , σd−1 ∈ Inw such that
Inw = 〈σ1, . . . , σd−1〉Λn.
Condition (c) follows from Theorem C, and (b) clearly holds true since wK/wk ∼= Zd−1.
Condition (a) follows from the fact that w is an n-visible valuation (Lemma 5.3).
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