M
arkov chain Monte Carlo algorithms are ubiquitous across scientific disciplines as a computational means for studying large, complicated data sets. The idea is to simulate a random walk that moves among configurations in a large set. Even though each configuration might have only a small set of nearest neighbors, eventually the Markov chain underlying the random walk will converge to a useful distribution over the entire space of configurations.
The mathematical foundations underlying the design of these algorithms can be found in probability theory. The field of stochastic processes gives conditions prescribing when a Markov chain will converge to a unique stationary distribution and how to determine what that distribution is. Designing a Markov chain that converges quickly to the desired distribution provides a useful tool for sampling.
Over the past 15 years, a flurry of activity has led to breakthroughs in our understanding of how to provide rigorous bounds on the convergence rates of Markov chains and ultimately design provably efficient sampling algorithms. This tutorial is intended to give an introduction to some of the key ideas underlying these results; for additional information, there are many useful surveys. [1] [2] [3] [4] Two of the most notable success stories based on these rigorous methods are estimating the volume of a convex body 5 and estimating the permanent of a matrix. 1, 6, 7 The exact versions of both of these problems are #P-complete, the complexity class of hard counting problems. In a seminal paper, Valiant defined the class #P in the context of counting the number of perfect matchings in a graph; 8 this is precisely the problem of calculating the permanent of the adjacency matrix of a bipartite graph. The solutions to the approximate version rely heavily on randomly sampling-in the first case, points in the convex body, and in the second, perfect matchings of the graph. Jerrum, Valiant, and Vazirani established the intimate connection between random sampling and approximate counting for a wide class of problems known as self-reducible. 9 In this introduction to Markov chains, we will concentrate solely on the sampling aspects of Monte Carlo experiments, forgoing the many beautiful applications of sampling, including approximate counting.
The Basics of Sampling
Markov chains are useful when we have a finite set of configurations ⑁ from which we would like to sample. The idea behind designing a Markov chain is first to connect the state space so that each configuration has a small number of nearest neighbors. Then, starting at some arbitrary initial configuration x 0 Î ⑁, the Markov chain defines a random walk along the edges of this graph, walking from one configuration in ⑁ to another. A familiar example of this is opening a brand-new deck of cards, so the initial configuration is completely ordered, and then performing a series of random shuffles until the deck is well mixed. Another example is a tourist wandering aimlessly in an unknown city, making random decisions about how to proceed at each intersection.
The sampling problems considered here are motivated by statistical physics and have simple combinatorial descriptions. Let us consider, for example, how to design a chain for randomly sampling independent sets of some finite graph. An independent set on a graph G = (V, E) is a subset of vertices I ʕ V such that no two vertices in I are connected by an edge in E. When the graph is a region of the two-dimensional Cartesian lattice, an independent set is a configuration of the hardcore lattice gas model from physics in which molecules (vertices) have non-negligible mass that precludes any two from occupying adjacent sites in the lattice.
One simple way to connect the state space to define a Markov chain is to allow transitions between independent sets I and I¢ that have Hamming distance (I, I¢) £ 1 (that is, the number of vertices in which the two independent sets differ is at most 1). The Markov chain starts at some initial state I 0 -say, the empty set-and we denote the independent set at time t by I t . During each step of the simulation, the chain proceeds by choosing a vertex v uniformly from V; if v Î I t , then we remove it and let I t+1 = I\{v}, whereas if v Ï I t , we can add it and set I t+1 = I È {v}, provided this leads to a valid independent set. In the case that we can't add v because a neighbor is present, then we do nothing and set I t+1 = I t . The transition probabilities of this chain are Chains like this, which make only local changes during each move of the chain, are commonly referred to as Glauber dynamics. 10 Notice that P t (x, y) is then the probability of being at state y after t steps of the chain if we start at x. The following definition and lemmas formalize why this is a good candidate chain. We can see that our chain on independent sets is irreducible because we can get from any configuration to the empty independent set by successively removing vertices, and hence we can move between any two arbitrary configurations. Moreover, the chain is aperiodic because most configurations have self-loop probabilities-that is, moves that keep the configuration unchanged (these occur whenever vertices can't be added without violating the independence requirement).
For chains that aren't aperiodic, self-loops can be added at every vertex at a small constant cost to the algorithm's running time. Such a chain that has self-loop probabilities of 1/2 everywhere is called a lazy chain. Ergodicity is a useful minimum requirement for defining a Markov chain.
Lemma 1: Any finite, ergodic Markov chain converges to a unique stationary distribution -that is, for all x, y Î ⑁, we have that lim t®¥ P t (x, y) = (y).
To reason about the limiting probability distribution, known as the stationary distribution, we rely on the detailed balance condition given in Lemma 2. Any chain that satisfies detailed balance for some is called time-reversible. and the ergodicity of the chain that the stationary distribution must be uniform.
Two questions immediately present themselves. First, how do we modify this chain to sample from a more complicated distribution? Second, for how long do we have to simulate the walk before we can trust that our samples are chosen from a distribution that is very close to the stationary distribution? The celebrated Metropolis algorithm gives a standard way of approaching the first of these questions, and is simply based on a careful consideration of Lemma 2. The second question is the subject of the remaining part of this article and requires much more sensitive consideration.
The Metropolis-Hastings Algorithm
The Metropolis-Hastings algorithm 11 -a remarkably simple, yet tremendously robust idea-is the starting point for anyone interested in sampling. It tells us how to assign the transition probabilities of any Markov chain so that so it will converge to any chosen distribution. In 2000, Computing in Science & Engineering selected it as one of the 10 most important algorithms.
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The Metropolis Algorithm
Starting at x, repeat:
1. Pick a neighbor y of x in ⑁ uniformly with probability 1/2⌬, where ⌬ is the maximum number of neighbors of any vertex. 2. Move to y with probability .
3. With all remaining probability, stay at x.
Using detailed balance, it's easy to verify that if the state space is connected, then must be the stationary distribution. Often, an additional factor of 1/2 is added to step 2 to ensure that the chain is aperiodic at a cost of slowing the chain slightly. This is known as the lazy chain.
Returning to our example of independent sets, let's now assume that we wish to sample from the weighted distribution
where Z = ⌺ IÎ⑁ |I¢| is the normalizing constant. We'll justify why this is a natural weighting toward the end of the article. As before, we connect pairs of independent sets if they have Hamming distance 1. Let I and I¢ be two such sets, where v Ï I and I¢ = I È {v}, for some vertex v. Because |I¢| = |I| + 1, the stationary probabilities satisfy (I¢) = (I).
The Metropolis algorithm says that we should define the transitions so that , while .
Notice that the normalizing constant Z drops out of the equation! This is quite fortuitous because we typically don't have a direct way of calculating it. Considering each of the cases where > 1 or £ 1, we see that P and always satisfies detailed balance. This means that using these modified transition probabilities will allow the chain to converge to the correct stationary distribution.
This leaves our main question: how long do we have to simulate the chain to get a provably good sample?
The Mixing Time
The time a Markov chain takes to converge to its stationary distribution, known as the mixing time of the chain, is measured in terms of the total variation distance between the distribution at time t and the stationary distribution. A comparison of rates of convergence based on different measures of distance appears elsewhere.
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Definition 2: Letting P t (x, y) denote the t-step probability of going from x to y, the total variation distance at time t is . This is just the L 1 norm, with the 1/2 introduced so that the distance is always at most 1. We now have
We say a Markov chain is rapidly mixing if the mixing time is bounded by a polynomial in n and log e -1 , where n is the size of each configuration in the state space.
It is well-known from probability theory that the spectral gap of the Markov chain's transition matrix provides a good bound on the mixing rate of a chain. In particular, if we let 0 , 1 , …, |⑁|-1 be the eigenvalues of the transition matrix P, where Notice that the lazy chain with self-loop probabilities of 1/2 everywhere has only non-negative eigenvalues; this follows from the fact that the eigenvalues of the lazy chain will satisfy = (1 + i )/2 and | i | £ 1 for all i. Although this view of mixing is extremely useful for card-shuffling applications and walks on symmetric groups, it tends to be less useful for the more complicated state spaces that arise in computer science. In particular, for most algorithmic applications, the size of the state space is exponentially large-we typically don't have a compact, mathematical representation for the adjacency matrix, so it's far too difficult to determine the eigenvalues of the transition matrix. We are therefore left with the challenging task of finding sophisticated, indirect methods to establish the efficiency of our chains.
Coupling
One of the most popular methods for bounding mixing times is coupling, both because of its elegance and its simplicity. This was first introduced to computer science in the context of sampling spanning trees 14 and has since seen many more applications.
with the properties:
1. Each of the processes X t and Y t is a faithful copy of M (given initial states X 0 = x and
Condition 1 means that each process, viewed in isolation, is just simulating the probabilities as prescribed by the original chain-yet the coupling updates them simultaneously so that they will tend to coalesce, or move closer together, according to some notion of distance. Once the pair of configurations agrees, Condition 2 guarantees they agree from that time forward. The coupling (or expected coalescence) time can provide a good bound on the mixing time of M if it is a carefully chosen coupling. Let's consider a toy problem of choosing a random vertex in the n-dimensional hypercube, ⑁ = {0, 1} n . A natural Markov chain MC cube performs a simple random walk along the edges of the hypercube by iteratively flipping a randomly chosen bit. However, we consider instead the so-called "lazy" version of the chain, which keeps the configuration unchanged with probability 1/2 at each move of the chain. We need to add some self-loop probabilities because the hypercube is bipartite and won't be aperiodic unless we add self-loop probabilities. The lazy chain also turns out to be more conducive to a coupling argument.
MC cube
Starting at the vertex X 0 = (0, ..., 0), repeat:
2. Let X t+1 be X t with the ith bit changed to b.
Letting (×, ×) be the Hamming distance, the transition matrix of this chain is It's easy to check that this chain is ergodic and symmetric, hence the stationary distribution is uniform.
To couple, we start with any two vertices X 0 and
One of the most popular methods for bounding mixing times is coupling, both because of its elegance and its simplicity.
on the hypercube and update them simultaneously by choosing the same pair (i, b). It is straightforward to see that the two configurations will coalesce as soon as we update each bit at least once. By the coupon collector's theorem, this takes O(n ln n) steps, in expectation. Appealing to Theorem 3, we have a bound on the mixing time. The logarithmic dependence on e -1 is typical for mixing rates and the O(n ln n) is optimal. In general, coupling proofs are a little more complicated because typically the distance between configurations can also increase, whereas on the hypercube it only decreases or remains unchanged. The strategy in this case is to consider the random walk performed by the random variable representing the distance. If we show that distance is merely decreasing in expectation, then we have a drift toward zero that still allows us to prove a chain is rapidly mixing. Typically, as the distance approaches zero, fewer moves will decrease the distance, so the coupon-collecting theorem suggests we should again expect an O(n ln n) coupling time. Next, we'll see a more realistic example in the context of sampling k-colorings that achieves this bound. The proof will use the more refined method of path coupling, although it can be easily replicated using a direct coupling argument.
Path Coupling
Although coupling is potentially a powerful technique, it is often prohibitively cumbersome to measure the expected change in distance between two arbitrary configurations. The method of path coupling, introduced by Bubley and Dyer, greatly simplifies this approach by showing that we really need only consider pairs of configurations that are close according to some metric on the state space. 16 Often the metric used is the Hamming distance measuring the number of places in which two configurations differ. Because close configurations tend to agree in most positions, measuring the expected change in distance becomes much more palatable. Every path-coupling argument can also be made directly using coupling, but usually this would require much more work.
The idea behind path coupling is to consider a small set U ʕ ⑁ ´ ⑁ of pairs of configurations that are "close" according to some distance metric . For now, we can think of the pairs of configurations with Hamming distance 1. Suppose we've shown that the expected change in distance is decreasing for all the pairs in U. To now reason about arbitrary configurations X, Y Î ⑁, we define a shortest path z 0 = X, z 1 , ..., z r = Y of length r from X to Y, where
, and we're finished: by linearity of expectation, the expected change in distance between X and Y along this path is the sum of the expected change between the pairs (z i , z i+1 ), and each of these has been shown to be at most zero. Of course, after the update, there might be a shorter path between the new configurations X¢ and Y¢, but this just causes the new distance to be even smaller.
The following version of the path-coupling theorem formalizes the intuition. 
£ ␤(x t , y t ), for all (x t , y t ) Î U, then the mixing time satisfies
The mixing time of M then satisfies .
We now demonstrate the technique of path coupling on a Markov chain MC col for sampling k-colorings of a graph G. This local chain is another example of Glauber dynamics.
MC col
Starting at t 0 , repeat t times:
1. With probability 1/2, do nothing. otherwise do nothing. We can easily verify that this Markov chain converges to the uniform distribution over k-colorings. To couple, we start with two arbitrary colorings X 0 and Y 0 . Our first attempt at a reasonable coupling suggests that we should choose the same pair (v, c) to update each of X t and Y t at every step. This coupling is enough to demonstrate that MC col is rapidly mixing when the number of colors is large enough, although an even better coupling has been used. 15 Theorem 5 demonstrates the simplicity of the technique. 
To apply path coupling, let : ⑁ ´ ⑁ ® Z be a metric defined by the minimum-length path-connected configurations at Hamming distance 1. In other words, for any x, y Î ⑁, let x = z 0 , z 1 , ..., z ᐉ = y be the shortest path such that z i and z i+1 are colorings that differ at a single vertex, and set (x, y) = ᐉ. When the number of colors used is much larger than the largest degree of G, it is a simple exercise to verify that (x, y) £ B = 2n, for any x and y, where n = |V|.
Let U be the set of pairs of colorings at distance 1. To apply Theorem 4, we need to consider E[⌬(r, s)] for any (r, s) Î U. Suppose w is the vertex that is colored differently in r and s. Let's consider three cases:
• Case 1: w = v. If w = v, then any color c not currently used by any of the neighbors of w in r and s will be a move accepted by both processes, in which case r and s will agree in the next step. At least k -d such colors exist. If, on the other hand, c agrees with a color used by at least one of the neighbors of w in the two configurations, then both processes will reject the move. Together, this tells us that if
If w is a neighbor of v, then the distance between r and s will remain unchanged unless c is the color of v in either r or s.
In each of these two cases, the move will be accepted by at most one of the two processes and the distance can increase; it can, of course, be rejected by both, in which case r and s remain unchanged and at distance 1. There are at most two bad choices for c, so E[⌬(r, s)] £ 2/kn. This bound holds for each of the d neighbors of w. • Case 3: w ٌ v and (w, v) Î E. If w has distance at least 2 from v in the graph G, then any proposed move will be accepted by both processes in the coupling, or rejected by both processes. In either case the expected change in the distance is 0.
Putting these pieces together, we find , which is negative when k 3d + 1. This gives us the bound , hence, Theorem 4 gives us O(n ln (ne -1 )) mixing time. QED Although coupling is a very attractive technique when there exists a distance metric that contracts in expectation during every step of the coupled chain, this is, of course, a lot to expect. Several observations have allowed us to get more mileage out of this tantalizingly simple method. Jerrum, for example, noticed that using a smarter coupling allows us to show that MC col in fact mixes rapidly when k > 2d. 18 The improvement stems from a careful look at the moves that potentially increase the distance between r and s; this is precisely when the vertex we are updating is a neighbor of the vertex in which the two colorings differ. The improved coupling pairs the choices (v, c) and (v, c¢) that are blocked because of the difference in the color of w in r and s. This modification halves the number of potentially bad moves. Alternatively, we can sometimes change the distance function or even the Markov chain to facilitate a coupling proof. Luby, Randall, and Sinclair modified a natural Markov chain to sample tilings of certain lattice regions and three-colorings of the two-dimensional grid. 19 More recent extensions of coupling include analyzing "macromoves" consisting of several steps of the Markov chain. The main idea is that if we wait until most of the sites in the lattice have been updated at least once, we can most likely avoid worst-case pairs of configurations that give pessimistic bounds on the coupling time.
20-23
Canonical Paths and Flows
In contrast to coupling, which localizes our analysis of a Markov chain to its behavior on pairs of configurations, the method of canonical paths and flows
captures the chain's global behavior. It demonstrates that slow (exponential time) mixing is characterized by a "bottleneck," which is a set of edges that together have small stationary probability and whose removal disconnects the state space into two sets of exponentially larger size (also known as a "small cut"). It is not surprising that the presence of a bottleneck implies slow mixing because we can see that it will take exponential time to move from one side of the cut to the other; what is surprising is that it's the only obstacle. To show that a chain is rapidly mixing, then, it's enough to show that there is no small cut. The rich method of canonical paths provides a tool to argue this for an arbitrary cut.
Min Cut
The conductance, introduced by Sinclair and Jerrum, is a reasonably good measure of the mixing rate of a chain. 24 For any set , let
, where Q(x, y) = (x)P(x, y) is regarded as the "capacity" of the edge (x, y) and (S) = ⌺ xÎS (x) is the weight of the cut set. Note that by detailed balance Q(x, y) = Q( y, x).
We now define the conductance as .
If a Markov chain has low conductance, then a small cut in the state space will cause a bottleneck in the mixing time. Theorem 6 establishes the converse as well. Together with Theorem 1 relating the gap and the mixing time, this tells us that a Markov chain is rapidly mixing provided the conductance isn't too small.
Max Flow
It will be convenient to reformulate the idea of conductance in terms of flows, which also allows us to get a slightly sharper bound on the mixing rate. First, think of the graph G with vertex set ⑁ and edges along all transitions (x, y), such that P(x, y) > 0. Because the conductance is just a minimum cut in g, we can naturally reinterpret it as a maximum flow along the edges, appealing to the duality between min cut and max flow.
For each ordered pair of distinct vertices x, y Î ⑁, we define a canonical path xy in the graph G from x to y. Then, for any such collection of paths ⌫ = {␥ xy : x, y Î ⑁, x ٌ y}, we define the congestion .
( 1 )
We can think of each path from x to y as carrying (x)( y) units of flow. The congestion measures the maximum ratio of the total load routed through any edge e to its capacity Q(e). Low congestion implies the absence of bottlenecks in the graph, and we've just seen that this characterizes fast mixing. Let = min ⌫ (⌫)ᐉ(⌫), where ᐉ(⌫) is the maximum length of a path in ⌫. To demonstrate how to use this technique, we revisit the toy example of sampling a random vertex in a hypercube using the chain MC cube defined earlier. We now need to establish paths ␥(x, y) between any pair of vertices x and y using edges of the hypercube. The obvious choice is to walk through the bits of x and successively flip any bit that differs in x and y. After at most n steps, we will have visited all of the bits in x and we will reach y.
To determine the congestion (⌫) defined in Equation 1, we consider an arbitrary edge e = (u, v) on the hypercube. To bound (⌫), we first have to consider ⌺ (x, y)ʯe (x)( y). Because the stationary distribution is uniform, all paths will be carrying the same load, so we just have to count the number of paths that use (u, v) .
Suppose that (u, v) Î E and u and v differ in the ith bit. How many paths can be routed through this edge? It's easy to see that the first i + 1 bits of v must agree with the end of the path y because we've already adjusted these as we flip the bits. On the other hand, we haven't yet adjusted the final n -i bits of v, so these must agree with x. Summing up, we have that x = (x 1 , ..., x i-1 , u i , v i+1 , v i+1 , ..., v n ) and y = (v 1 , v 2 , ..., v i , y i+1 , ..., y n ). There are 2 n-1 ways to assign the bits x 1 , ..., x i-1 , y i+1 , ..., y n , so this is exactly the number of paths that use the edge e. Hence, 
( ) π
S ⊂ Ω
We can also see that on this simple chain, Q(e) = (u)P(u, v) = 1/2 n 1/2n for every edge e. Hence,
Finally, because every path ␥ has length at most n, Theorem 7 tells us (e) £ n 2 (n ln 2 + lne -1 ).
Notice that for this example, flows give a weaker bound than we were able to attain using coupling. The simplicity of the hypercube example and the relatively weak bound should not be misleadingfor many important applications flows provide the best bounds to date. In the next section, for example, we see how the ideas laid out here in the context of the hypercube can be extended to sampling matchings in a graph.
Complementary Paths
One of the first applications of canonical paths and flows was analyzing a Markov chain used to sample the set of matchings in a graph. 24 Given a constant > 0, we will be interested in sampling from the distribution , where Z = ⌺ M¢Î⑁ |M¢| is the normalizing constant. The Markov chain MC match updates a matching M at each step by choosing an edge e = (u, v) Î E uniformly. Then, if e Î M, we remove it with probability min (1, -1 ) . If e Ï M and both u and v are unmatched in M, we add it with probability min(1, ). If exactly one endpoint u or v is matched using an edge e¢, we remove e¢ and add e instead. Finally, if both u and v are matched, we do nothing. It's easy to verify that this Metropolis chain converges to the desired distribution.
This problem is much more challenging than the hypercube example for several reasons. First, the distribution isn't uniform, so we now have to be careful to measure the amount of flow along each path. Second, we must be careful in this case how we define the paths to make sure that we always have a valid matching or we won't be in state space. Nonetheless, the analysis we set up for the hypercube is the main mechanism used here once the proper canonical paths are chosen.
Let x and y be any two matchings in G. If we take the symmetric difference x ᮍ y, we find a collection of alternating cycles and paths in G. We will order them in some fixed manner. To define the canonical path from x to y, we take the first component and alternate removing edges from x and adding edges from y until the component is "processed." Then, we move on to the next components, in order, and process them similarly. Like the hypercube example, at any intermediate point along this path, the components that we have already processed will agree with y and the components that we have not yet processed will agree with x. But what is the total flow through some particular edge (u, v)?
Here is an ingenious insight that lets us sketch the idea behind the more sophisticated use of the paths argument. Let's simultaneously consider a path that starts at y and ends at x. Notice that because x ᮍ y = y ᮍ x, this complementary path is working through the exact same set of alternating cycles and paths and in the same order. After roughly the same number of steps it took to reach the edge (u, v), our complementary path will reach an edge e¢ = (u¢, v¢). However, on this edge, the components we've already processed will agree with x and those we have not yet processed will agree with y. Intuitively, this means that from (u, v) and (u¢, v¢), we should be able to reconstruct x and y. Of course, this assumes that we know the cycle structure of x ᮍ y, but u ᮍ u¢ also tells us this information! Our final concern should be making sure that we don't route too many paths that have large weight through edges with very small capacity. It turns out that the total number of edges in u and u¢ will always be very close to the number of edges in x and y. This is enough to get a polynomial bound on the congestion, and therefore the mixing time, of the chain. These ideas are formalized elsewhere.
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Auxiliary Methods
When direct methods such as coupling and flows fail to provide good bounds on the mixing time of a Markov chain, indirect methods have proven quite useful. They allow us to analyze related chains instead, and then infer the fast mixing of the chain in which we are interested from the fast mixing of the related chains. We merely outline the general techniques here, and refer the interested reader to the cited papers for details of the theorems.
Comparison
The comparison method of Diaconis and SaloffCoste 26 tells us ways in which we can slightly modify a Markov chain without qualitatively changing the mixing time. This will also allow us to add ad-
ditional transition edges or to amplify some of the transition probabilities, which has proven to be a useful tool. Let P˜and P represent two reversible Markov chains on the same state space ⑁ with the same stationary distribution . The comparison method allows us to relate the mixing times of these two chains. The idea is that the mixing time, P (⑀), of Pĩ s known (or bounded) and we desire to obtain a bound for the mixing time, P (⑀), of P. For each pair of configurations x, y such that P˜(x, y) > 0, we construct a canonical path from x to y using moves in P. This allows us to relate the congestion of the two chains.
This approach has been used to get good bounds on several natural Markov chains arising in computer science, such as matchings on lattices and triangulations of convex point sets.
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Decomposition
Madras and Randall 28 introduced the decomposition method as a top-down approach to analyzing mixing times. Decomposition allows the state space to be broken down into pieces; it relates the mixing time of the original chain to the mixing times of restricted Markov chains, each of which is forced to stay within one of the pieces, and a measure of the flow between these sets. This method tells us how to reduce the problem of bounding the mixing of a complicated chain to that of bounding the mixing times of several much simpler chains. In addition, it allows us to attempt a hybrid approach toward analyzing the smaller pieces, perhaps using coupling to bound the restricted chains and canonical paths and thus bound the flow between the pieces.
Martin and Randall 29 presented a related decomposition theorem based on a disjoint partition of the state space that seems more conducive to applications, and this has been further generalized by Jerrum et al. 30 Decomposition has played a central role in several applications in statistical physics and computing. 28, 29, 31, 32 
Commonly Studied Models
Many of the combinatorial models that arise in the context of sampling fall under a common umbrella. Here, we present a unifying framework that draws parallels between these models as they arise in computer science and statistical physics. The intimate connections with physics have provided a bilateral dialogue that has helped shape the design of good sampling algorithms, the methods used to analyze these algorithms, and even the intuition for when a Markov chain should be fast or slow. We start by restating several familiar models in the context of generating functions. Table 1 explains some of the common terms used in statistical physics, occasionally taking some liberties with the translations.
Independent Sets
Let G be any graph and let ⑁ be the set of independent sets in G. We can think of each independent set as a map from V to {0, 1}, where f(v) = 1 if v is in the independent set and f(v) = 0 otherwise. In addition, we can assign weights X 0 and X 1 to control the desirability of having a vertex in or out of an independent set, and define a weight .
Notice that when X 0 = 1 and X 1 is an integer, this corresponds to having X 1 particles at each vertex as candidates for the independent set. If we choose to sample independent sets according to this weight function, we get the following probability measure on ⑁: When Î R + is large, we favor dense independent sets, and when is small, we favor sparse ones.
Colorings
We represent the set of k-colorings of a graph G using similar notation. Let f :V ® {1, ..., k}, let ⑁ be the set of proper k-colorings of G, and let X 0 , ..., X k be weights associated with each of the colors. For any C Î ⑁, let , where c i is the number of vertices in C colored with color i. When X i = 1 for all i, this is the uniform distribution over proper k-colorings.
Matchings
Let f : E ® {0, 1} and let ⑁ be the set of matchings on a graph G of any size. As before, we let X 0 and X 1 be weights. Then, for any M Î ⑁, , if we let X 0 = 1 and let = X 1 . When is integral, we see that w(M) weights matchings as though G were a multigraph with parallel edges replacing each true edge. We find .
"Pairwise Influence" Models
The final model we consider is a generalization of the problem instances just mentioned and is based on pairwise interactions. For any n-vertex graph G = (V, E), we let ⑁ = {1, ..., q} n , where f : V ® {1, …, q} assigns a value from the set {1, ..., q} to each vertex in the graph. We define a symmetric set of weights {X i,j = X j,i } for each pair i, j Î {1, …, q} and weight each configuration Î ⑁ by . Again, .
By adjusting the values for X i,j we can favor configurations such that the values on the endpoints of edges tend to agree or disagree. For example, letting X i,j = 1 for all i ٌ j and letting X i,j = 0 whenever i = j, the probability distribution arising from the pairwise influence model is precisely the uniform distribution on the set of proper q-colorings.
given earlier in Equation 2. Note that the minus sign in the Hamiltonian that is immediately cancelled by the exponent of e is merely suggestive of the fact that we're trying to favor configurations of minimum energy. This model is known as the hard-core lattice gas model in statistical physics under the premise that gas particles occupy area, and two particles can't be very close. This model has what is known as a hard constraint because the probability of two particles occupying neighboring sites is zero.
Another common model from statistical physics is the Ising model, an example of a model with a soft constraint; certain configurations are given very small weight, but all configurations occur with positive probability. Given a graph G on n vertices, our state space is defined by the 2 n ways of assigning spins +1 or -1 to each of the vertices. In the ferromagnetic Ising model, the Hamiltonian is defined so as to favor configurations that tend to have equal spins on the endpoints of its edges; the antiferromagnetic Ising model favors configurations with unequal spins on the endpoints of its edges.
In the ferromagnetic case, for Î {±1} n , we have Notice that this is a special case of the pairwise influence model with q = 2, X 00 = X 11 = e -2␤ and X 01 = X 10 = 1.
The pairwise influence model specializes to another interesting physics model for larger q. Taking X i,j = 1 whenever i ٌ j and X i,j = whenever i = j gives us a more general system known as the Potts model. When > 1, we have the ferromagnetic case favoring positive correlations on edges, and when < 1, we have the antiferromagnetic case favoring negative correlations.
The physics interpretation for each of these familiar models reveals deeper insights into their structure. For each, we expect fast mixing at high temperature and slow mixing at low temperature. For instance, consider the independent set model on any bipartite graph. At sufficiently high temperature, independent sets will tend to be sparse, and we can use a coupling argument to show that Glauber dynamics (the local chain) is rapidly mixing. At sufficiently low temperature, independent sets will be dense and will lie predominantly on either side of the bipartition, revealing an exponentially small cut in the state space.
I n addition to helping us appreciate the dichotomy underlying the behavior of Markov chains based on local updates, the physical interpretation can also aid our design of better sampling algorithms. It's known, for example, that locally defined chains are not efficient for sampling Ising configurations at low temperature, so this suggests that we should look for alternate algorithms based on nonlocal chains. Jerrum and Sinclair found such an algorithm for estimating the partition function of any Ising model at any temperature, 34 and Randall and Wilson showed that this can always be used to sample Ising configurations at any temperature, even when there is an external magnetic field. 35 These results demonstrate that the interplay between statistical physics and computer science can bring to light new ideas in the world of sampling, and suggest many promising directions for future research. 
