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Abstract
An omnimosaic O(n, k, a) is defined to be an n × n matrix, with
entries from the set A = {1, 2, . . . , a}, that contains, as a submatrix,
each of the ak
2
k × k matrices over A. We provide constructions
of omnimosaics and show that for fixed a the smallest possible size
ω(k, a) of an O(n, k, a) omnimosaic satisfies
kak/2
e
≤ ω(k, a) ≤ ka
k/2
e
(1 + o(1))
for a well-specified function o(1) that tends to zero as k →∞.
1 Introduction
We start with a discussion of the Bible Code. The paper [15] of Witztum,
Rips and Rosenberg made the extraordinary claim that the Hebrew text of
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the Book of Genesis encoded events which did not occur until millenia after
the text was written. Of particular note was that the predictions occurred
in equidistant letter schemes. In the rejoinder paper of McKay et al [13] the
authors exhibited that the claims of Witzum et al. were “fatally defective,”
and “indeed that their result merely reflects on the choices made in designing
their experiment and collecting the data for it.” More recently, Abraham et
al. [1] defined k-omnibus sequences (or k-omni sequences, for short) as being
n-long sequences over the alphabet A = {1, 2, . . . , a} that contained each
sequence of length k over A as a (not necessarily equidistant or contiguous)
subsequence. A computer check showed, for example, that an English trans-
lation of Tolstoy’s War and Peace was 950-omni but not 951-omni. An easy
connection was made with the coupon collection problem, see e.g., [7], [16]:
A sequence of n letters is k-omni if and only if it contains at least k disjoint
“coupon collections”. This led to a threshold result for a random sequence
being k-omni:
Theorem 1.1. Let r > 0 be a constant, and fix a ≥ 2, n = rk, where n, k
are both integers. Set H(1..a) = 1 + 1
2
+ . . . 1
a
. Then
lim
k→∞
P(Sequence is k − omni) =
{
0, if r < aH(1..a), or
1, if r > aH(1..a)
Furthermore, there is a different threshold for the expected number E(X)
of missing k-subsequences to transition from asymptotically infinite to asymp-
totically zero; for a = 2 for example, the sequence goes from being non-omni
w.h.p. to being omni w.h.p. at n = 3k, but E(X) → ∞ (n/k ≤ 4.403) and
E(X)→ 0 (n/k ≥ 4.403).
After a Johns Hopkins University colloquium talk given by AG, Dan
Naiman asked if these results could be generalized to higher dimensions. Now
steganography (http://en.wikipedia.org/wiki/Steganography) has been
used since ancient times, and recently by groups such as Al Qaeda and the
alleged Russian spies in the U.S, but how large would a random image have
to be, Naiman asked, before it contains huge numbers of images of a smaller
size? This paper is an attempt to provide some answers. We retain the prefix
adjective omni and combine it with the phrase mosaic to describe a landscape
so rich that it contains all “color pictures” of a smaller size, including gibber-
ish, familiar photographs such as that of the 1969 moon landing, and photos
of events to occur many millenia into the future: An omnimosaic O(n, k, a)
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is defined to be an n× n matrix, with entries from the set A = {1, 2, . . . , a},
that contains, as a submatrix, each of the ak
2
k × k matrices over A. When
k, a are fixed, the smallest n for which an O(n, k, a) omnimosaic exists is
denoted by ω(k, a); the example

0 1 0 1
1 0 1 0
0 1 0 0
0 1 1 1


shows that ω(2, 2) = 4. If a = 2 we quickly see that an omnimosaic is
a bipartite graph with n elements in each color class so that each possible
k×k bipartite graph occurs as an induced subgraph (with isomorphic graphs
counting as separate cases). In this respect our work continues along the lines
of the vast body of work on Universal Graphs done by Moon [14]; Chung and
her colleagues [4], [6]; and more recent authors such as in [3], [5], and [8]. A
good historical account that includes many more references can be found in
[3]. The literature seems thus far to have focused on graphs that are induced
universal for all graph isomorphisms; graphs that are universal or induced
universal for families of graphs; and random graphs. In the nomenclature
of the above authors, when a = 2, omnimosaics would likely be termed as
“bipartite induced universal graphs.”
In Section 2 we prove that ω(2, 3) = 6 and provide explicit omnimosaic
constructions for all k, a, giving us an upper bound for the minimal size of
an omnimosaic. Then, in Section 3, we use Suen’s correlation inequality [11]
to show that
kak/2
e
≤ ω(k, a) ≤ ka
k/2
e
(1 + o(1)) (1)
for a well-specified function o(1) that tends to zero as k →∞ and which may
be taken to be 2 log k/k. The lower bound in (1) is trivial and we dispose it
off right away. There are
(
n
k
)2
k × k sub-matrices of an n × n matrix; these
are to cover all ak
2
possibilities so, by the pigeonhole principle we must have(
n
k
)2
≥ ak2. (2)
Now, since, by a na¨ıve application of Stirling’s formula(
n
k
)
≤
(ne
k
)k
,
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we see that we must have
n ≥ ka
k/2
e
in order for the array to form an omnimosaic.
Now, had we been dealing with adjacency matrices of graphs rather than
bipartite graphs (a = 2), the above reasoning would have been replaced by(
n
k
)
≥ 2(k2),
where n is the number of vertices in the induced universal graph for graphs
on k vertices, which would have led to
n ≥
√
2
e
k2k/2 := n0
– which is, upto a (1 + o(1)) factor, precisely the best known lower bound
on the diagonal Ramsey numbers (see, e.g., [2]). Now, if we consider the
random graph G(n, 1/2) and denote by Z and J the numbers of empty and
complete graphs on k vertices, the Ramsey bound tells us that
n ≤ n0 ⇒ P(Z + J = 0) > 0.
The graph analog of our main result, states, on the other hand that
n ≥ n0(1 + o(1))⇒ P(all graphs are present) → 1.
Question. Does this provides heuristic evidence that the correct asymptotic
value of the diagonal Ramsey numbers is bk with b closer to
√
2 than to 4?
2 Exact Value of ω(2, 3) and a Constructive
Upper Bound on MinimumOmnimosaic Size
The pigeonhole bound of Equation (2) shows that for k = 2 and a = 3, we
must have
(
n
2
) ≥ 9, or n ≥ 5. We first prove that n = 5 is impossible and
then provide a general construction that will produce aO(6, 2, 3) omnimosaic,
showing that ω(2, 3) = 6.
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Suppose that there exists a 5×5 omnimosaic with a = 3 and k = 2. First,
we will show that each row contains each letter of our alphabet. Suppose the
contrary. Let the alphabet be {a, b, c}. Without loss of generality, let c be
the missing letter in some row. Then, all 81− 16 = 65 of the 2× 2 matrices
that contain a ‘c’ must be submatrices of the 4 × 5 matrix that omits the
given row. However, there are only
(
4
2
)(
5
2
)
= 60 2× 2 submatrices in a 4× 5
matrix, so this is impossible, yielding the desired contradiction. Thus, each
row contains each letter of our alphabet. Notably, this means that each row
either contains three of one letter and one each of the other two letters, or
two of two letters and one of the remaining letter.
Now, we will focus on submatrices which contain the same letter in both
positions in the bottom row. For each letter, there are 9 such 2× 2 matrices
that must be included. Now, we will count the number of submatrices of
our omnimosaic that have a single letter in the bottom row. Then, if the
ith row contains three copies of one letter, say ‘a’, and one copy each of ‘b’
and ‘c’, then there are 3(i − 1) submatrices with bottom row ‘aa’ from the
ith row, and 0 submatrices with bottom row ‘bb’ and ‘cc’ from the ith row.
Alternately, if the ith row contains one copy of one letter, say ‘a’, and two
copies each of ‘b’ and ‘c’, then there are 0 submatrices with bottom row ‘aa’
from the ith row, and (i − 1) submatrices with bottom row ‘bb’ from the
ith row and (i− 1) with bottom row ‘cc’ from the ith row. A review of the
cases now reveals that for all 9 of the desired 2 × 2 matrices to appear for
each letter, the second and third rows must contain three copies each of the
same letter, the fourth row must contain three copies of a different letter,
and the fifth row must contain three copies of the third letter. However, this
argument also holds if we enumerate the rows from the bottom rather than
the top. Then, the third and fourth rows must contain three copies of the
same letter. However, this is clearly a contradiction, so there is no 5 × 5
omnimosaic with a = 3 and k = 2.
We now present a construction for a square omnimosaic with side length⌈
k
2
⌉
a⌈k2⌉ + ⌊k
2
⌋
a⌊k2⌋ along with a simple procedure for finding the target
matrix in any construction made using this procedure. The main result of
the section is as follows
Theorem 2.1. For any a, k ∈ N, ω(k, a) ≤ ⌈k
2
⌉
a⌈k2⌉ + ⌊k
2
⌋
a⌊ k2⌋
Note that for any a ∈ N, and k even, Theorem 2.1 yields ω(k, a) ≤ kak2 ,
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and that for k = 2, a = 3 we get ω(2, 3) = 6.
The construction presented here will be created based on a diagram of a
k × k grid with each square containing either a horizontal or vertical line.
For a given k× k grid with either a horizontal or vertical line in each square,
we define ri to be the number of horizontal lines in the ith row, and cj to be
the number of vertical lines in the jth column. In general, we will refer to
the row and column numbers as if our k × k grid were a k × k matrix. The
following lemma will guarantee that an appropriate diagram exists to give us
the desired result.
Lemma 2.2. For any k ∈ N, there exists a way of placing either a horizontal
or vertical line in each square of a k× k grid such that ⌊k
2
⌋
of the ri and
⌈
k
2
⌉
of the cj are equal to
⌈
k
2
⌉
, while
⌈
k
2
⌉
of the ri and
⌊
k
2
⌋
of the cj are equal to⌊
k
2
⌋
.
We will demonstrate this by a simple construction, establishing the fol-
lowing slightly stronger lemma.
Lemma 2.3. For any k ∈ N, there exists a way of placing either a horizontal
or vertical line in each square of a k × k grid such that the following hold.
r1 = r2 = · · · = r⌊ k2⌋ = c⌊k2⌋+1 = c⌊k2⌋+2 = · · · = ck =
⌈
k
2
⌉
c1 = c2 = · · · = c⌊ k2⌋ = r⌊k2⌋+1 = r⌊k2⌋+2 = · · · = rk =
⌊
k
2
⌋
Proof. This lemma can be accomplished quite simply. Consider the square
in the ith row and the jth column. If i ≤ ⌊k
2
⌋
and j ≤ ⌈k
2
⌉
, place a horizontal
line in this square. Also, if i >
⌊
k
2
⌋
and j >
⌈
k
2
⌉
, place a horizontal line in this
square. Otherwise, place a vertical line in this square. Since
⌈
k
2
⌉
+
⌊
k
2
⌋
= k,
it is clear that the desired property holds. The diagrams on the left side of
figures 1 and 2 demonstrate the design of this construction for k = 2 and
k = 3 respectively. The construction is visually similar for larger k.
Now, we are ready to construct our omnimosaic. The following construc-
tion and lemma will detail how to construct an omnimosaic based on a given
k×k grid. The main result of the section will be an immediate consequence.
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Let K be a placement of horizontal and vertical lines in a k× k grid. We
will construct a
(∑k
i=1 a
ri
)
×
(∑k
i=1 a
ci
)
matrixMK based on this diagram.
First, consider an empty
(∑k
i=1 a
ri
)
×
(∑k
i=1 a
ci
)
matrix. Let sl be
the lth row of this matrix and dm be the mth column. We define the ith
row-region Ri to be the set
{
sl :
∑i−1
t=1 a
rt < l ≤∑it=1 art}. Similarly, we de-
fine the jth column-region Cj to be the set
{
dm :
∑j−1
t=1 a
ct < m ≤∑jt=1 act}.
Then, the (i, j)th region of the matrix, denoted M′i,j is the submatrix con-
sisting of all elements in both the ith row-region and the jth column region.
Let fi be a bijection from the set {1, 2, . . . , ri} to the set of j such that
the square in the ith row and jth column of K contains a horizontal line.
Finally, let Wi = Wa,ri be the set of all ri letter words on the alphabet a, let
gi = ga,ri : {1, 2, . . . , ari} → W be a bijection, and let h(w, t) denote the tth
letter of the word w.
Then, for each t ∈ {1, 2, . . . , r1}, let every element in the lth row of the
(1, fi(t))th region be h(gi(l), t). Define similar functions for the vertical lines
based on columns and repeat to fill in the remaining regions.
This completes the construction of the matrix MK. In some sense, this
construction can be seen as expanding the horizontal lines from the diagram
so that by choosing a row in a given row-region, all elements corresponding
to horizontal lines in the associated row of K are fixed, regardless of the
choice of columns, with the expansion necessary to ensure that all possible
sequences of letters are included. This will be made formal in Lemma 2.4.
Figures 1 and 2 give examples of the process described here.
Lemma 2.4. MK, as defined above, is an omnimosaic for a, k.
Proof. Let T be a target k × k matrix, let Ti be its ith row, and let Ti,j be
the element in the ith row and jth column. Then for each i, choose row
i to be the g−1(Ti,fi(1)Ti,fi(1) · · ·Ti,fi(ri))th row of the ith row-region of MK.
Then, all elements corresponding to a horizontal line in K will be correct,
so long as the jth column selected belongs to the jth column-region of MK.
Repeating this process on the columns guarantees this and also guarantees
that all elements corresponding to a vertical line will match the associated
element in T . Thus, T is a submatrix ofMK for all k×k matrices T , soMK
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1 1
0 0
0 1
0 1
1 1
0 0
0 1
0 1
Figure 1: Base Diagram and Construction for a = 2, k = 2 with n = 4
0 0 0 0 0 0 0 0 0 1
0 0 0 0 1 1 1 1 0 1
1 1 1 1 0 0 0 0 0 1
1 1 1 1 1 1 1 1 0 1
0 0 1 1 0 0 1 1 0 0
0 0 1 1 0 0 1 1 1 1
0 1 0 1 0 1 0 1 0 0
0 1 0 1 0 1 0 1 1 1
Figure 2: Base Diagram and Construction for a = 2, k = 3 with n = 10
is an omnimosaic, as desired.
Lemma 2.5. For each placement of horizontal and vertical lines in a k × k
grid, K, there exists an omnimosaic with∑ki=1 ari rows and∑ki=1 aci columns.
This lemma follows trivially from our construction and Lemma 2.4.
Now, we must simply apply Lemma 2.5 with K given by Lemma 2.2
to prove Theorem 2.1, since we can add additional rows to the resulting
omnimosaic, yielding a square omnimosaic with the desired side length.
If we had instead chosen our K diagram to contain all horizontal lines,
we would have instead constructed a rectangular “thin strip,” omnimosaic
which consists of a list of all words of length k repeated k times. Note
however that the dimensions of this strip would be k × kak. In other words
the “areas” of the square and thin strip mosaics would be the same. The thin
strip omnimosaic, shown below for a = k = 2, is clearly the smallest possible
array of dimension k × kak and provides the most intuitive construction of
an omnimosaic:
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

1 1
1 0
0 1
0 0
1 1
1 0
0 1
0 0


It is also noteworthy that our strategy extends naturally to higher dimen-
sional cases. In this situation, rather then assigning to each unit square in a
k×k square a line parallel to one of the sides of the square, it is necessary to
assign to each unit d-cube with a d− 1 plane parallel to one of its sides. By
following a similar process, one can find a d-dimensional omnimosaic with
side length of approximately ka
kd−1
d .
3 Threshold Behavior
Isoperimetric considerations suggest that one ought to be able to produce
smaller (in the sense of area) omnimosaics in square case than in the “thin
strip” case. In this section, we use the probabilistic method to show that not
only is this true, but that the pigeonhole bound is almost the best possible.
In other words, square omnimosaics can be constructed that almost yield a
perfect covering of the k × k matrices.
We use an elementary method (linearity of expectation and Markov’s
inequality) together with Suen’s correlation inequality (see, e.g., [11]). Let
each entry of an n × n matrix be independently chosen to be one of the
colors in the “palette” A = {1, 2, . . . , a} with probability 1/a. Let X be the
number of “missing” k× k matrices, i.e. matrices that cannot be found as a
submatrix of the random n× n array. Then
X =
ak
2∑
j=1
Ij,
where Ij = 1 (or Ij = 0) according as the jth matrix is missing (or present)
as a submatrix. Our strategy can be summarized in a single line. We will
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show that
P(array is not an omnimosaic) = P(X ≥ 1)
≤ E(X)
=
ak
2∑
j=1
P(Ij = 1) < 1 (or → 0) (3)
if n ≥ kak/2
e
(1 + o(1)), where we have used Markov’s inequality and linearity
of expectation, and where the last claim will be a consequence of Suen’s
inequality.
RemarkWe remind the reader that given an independent sequence X1, X2, . . .
of coin flips, the waiting time for a pure k-run of heads (or tails) is the largest
of any waiting time among all k-patterns. For example, the waiting time for
HHHHH is 21 + 22 + 23 + 24 + 25 + 26 = 126, but HHTTHH occurs, on
average, after just 2 + 4 + 64 = 70 flips. The underlying reason for this is
that a pure head run of length six overlaps itself in six ways, but overlaps of
HHTTHH with itself can only occur in one, two, or six places. The situa-
tion is markedly different when we consider embedded subsequences rather
than embedded strings: In [1] it was shown that for a sequence S on length
n on A, the probability that a k-sequence is missing as a subsequence of
S is equal to the probability that any other k-sequence is missing in S. It
is our conjecture, however, that in the context of two dimensional mosaics,
denoting by J a matrix with monochromatic entries,
P(J is missing) ≥ P(M is missing),
where M is a generic A-valued matrix. We were, however, unable to prove
this fact, or even something weaker such as
P(J is missing) ≥ 1
K
P(M is missing)
for some constant K > 1; had we been able to, our strategy above would
have been modified as follows:
P(array is not an omnimosaic) = P(X ≥ 1)
≤ E(X)
≤ ak2P(J is missing) < 1 (or → 0, )
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where the convergence to zero would have been a consequence of the easier
Janson exponential inequality ([2]).
Theorem 3.1.
ω(k, a) ≤ ka
k/2
e
(1 + o(1)) ,
where we may take o(1) = 2 log k/k, k →∞.
Proof. For any k × k matrix M ,
P(M is missing) = P


(nk)
2⋂
j=1
BCj

 = P(Y = 0),
where AC denotes the complement of A; Bj occurs (equivalently Jj = 1) if
matrixM is present in the jth of
(
n
k
)2
possible locations; and Y =
∑
j Jj. By
Suen’s inequality (the version in Theorem 2 of [11]), we have for any matrix
M ,
P(M is missing) ≤ exp (−µ+∆Me2δ) , (∗)
where
µ = E(Y ) =
(
n
k
)2
1
ak2
,
i ∼ j if the ith and jth locations share at least one position (and thus at
least one row and column),
∆M =
∑
{i,j}:i∼j
E(IiIj),
δi =
∑
j∼i
P(Ij = 1),
and
δ = max
i
δi.
The computation of ∆M is the first component of the proof, and follows the
development in [9] and [10] (where the focus was, given n and k, to find a
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threshold p, and where the “continuous time” analysis was done using gamma
functions).
∆M =
∑
{i,j}:i∼j
E(IiIj)
≤
(
n
k
)2
a2k2
k∑
r,c=1
r+c<2k
(
k
r
)(
k
c
)(
n
k − r
)(
n
k − c
)
arc
=
(
n
k
)2
a2k2
k∑
r,c=1
r+c<2k
ϕ(r, c)
≤
(
n
k
)2
a2k2
k2max{ϕ(r, c) : 1 ≤ r, c ≤ k; r + c < 2k}, (4)
where ϕ(r, c) =
(
k
r
)(
k
c
)(
n
k−r
)(
n
k−c
)
arc. The analysis of ϕ(r, c) is the content of
the next few lemmas. Note that in (4) above, we have upper bounded ∆M
by ∆J .
Lemma 3.2. Given c, 1 ≤ c ≤ k, ϕ(., c) is either monotone or unimodal as
a function of r.
Proof. The function ϕ(., c) is increasing if and only if
ϕ(r + 1, c)
ϕ(r, c)
=
(k − r)2
(r + 1)(n− k + r + 1)a
c ≥ 1,
or if
(k − r)2
(r + 1)(n− k + r + 1) ≥
1
ac
. (5)
But the left side of (5) is a decreasing function of r. This completes the
proof.
Lemma 3.3. ϕ(1, 1) ≥ ϕ(2, 1) if n ≥ k2a
2
+ k − 2.
Proof. This follows easily from the definition of ϕ.
Lemma 3.4. ϕ(k, k) ≥ ϕ(k − 1, k), if n ≤ ak/k and thus ϕ(k − 1, k) =
max{ϕ(r, k) : 1 ≤ r ≤ k − 1} under this condition.
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Proof. Again, this follows easily from the definition of ϕ.
Lemma 3.5. ϕ(k − 1, k) ≥ ϕ(1, 1) provided that k is large enough.
Proof. The condition ϕ(k − 1, k) ≥ ϕ(1, 1) is equivalent to
nkak(k−1) ≥ k2
(
n
k − 1
)2
a,
and is thus satisfied if
nkak(k−1) ≥ k2
(
ne
k − 1
)2k−2
a. (6)
Setting n = ka
k/2
e
(1 + o∗(1)) where o∗(1) = B log k+C log log a+o(1)
k
, as it will end
up being by the end of the proof of the theorem, we see that (6) holds if
ak
2−k/2 ≥ 2e3ak2−k+1(1 + o∗(1))2k−2,
i.e., if
ak/2−1 ≥ 2e3
(
1 +
B log k + C log log a + o(1)
k
)2k−2
. (7)
Since(
1 +
B log k + C log log a + o(1)
k
)2k−2
≤ exp{2B log k+2C log log a+2o(1)}(1+o∗∗(1)),
we see that (7) holds if
ak/2−1 ≥ 3e3(log a)2Ck2B,
i.e., if k is large enough.
The maximum of ϕ occurs either on the boundary of its domain or around
its discretized critical points, i.e. points (r, c) closest to satisfying ϕ(r+1, c) =
ϕ(r, c) and ϕ(r, c+ 1) = ϕ(r, c). Now ϕ(r + 1, c) = ϕ(r, c) if
(k − r)2ac
(r + 1)(n− k + r + 1) = 1,
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while ϕ(r, c+ 1) = ϕ(r, c) if
(k − c)2ar
(c+ 1)(n− k + c+ 1) = 1,
Thus (r, c) is a critical point only if
(k − r)2
(r + 1)(n− k + r + 1)
1
ar
=
(k − c)2
(c+ 1)(n− k + c+ 1)
1
ac
.
But both (k−x)2/(x+1)(n−k+x+1) and 1/ax are non-negative decreasing
functions and thus
(k − r)2
(r + 1)(n− k + r + 1)
1
ar
=
(k − c)2
(c+ 1)(n− k + c+ 1)
1
ac
⇒ r = c.
This shows that the maximum of ϕ will occur either on the boundary of its
domain or around (r, r) for some r.
Lemma 3.6. ϕ(r, r) is first decreasing and then increasing as a function of
r.
Proof. We show that
√
ϕ(r, r) = γ(r) satisfies the required condition. Notice
that γ is increasing when
γ(r + 1)
γ(r)
=
ar+(1/2)(k − r)2
(r + 1)(n− k + r + 1) ≥ 1,
or if
ρ(r) := 2 log(k− r)− log(r+1)− log(n− k+ r+1) ≥ −
(
r +
1
2
)
log a. (8)
Now both the left and right sides of (8) are decreasing functions of r, but
more is true: The right side of (8) decreases linearly, while the left side, ρ,
has negative third derivative, and hence its concavity decreases. Thus ρ is
either convex, concave, or first convex and then concave. Now for large k,
(8) does not hold for r = 1 since the condition n ≤ ak2 is not true, but (8)
does hold for r = k− 1 since we may assume that n ≤ ak/k. Now regardless
of which of the three convexity scenarios is actually valid for ρ(r), it follows
that γ is decreasing for r ≤ r0 and increasing thereafter, as asserted.
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Now, to show that ϕ(k − 1, k) is larger than all the values of ϕ in the
interior of D, we need to compare ϕ(k− 1, k) to the critical points of ϕ, and
thus, by Lemmas 3.2 to 3.6, only to the values of ϕ(1, 1) and ϕ(k− 1, k− 1).
We have already seen that ϕ(k − 1, k) ≥ ϕ(1, 1), and it is straightforward
that ϕ(k − 1, k) ≥ ϕ(k − 1, k − 1) if n ≤ ak−1/k. The above lemmas thus
show that ϕ(k − 1, k) = max{ϕ(r, c) : r, c = 1, 2, . . . , k; r+ c < 2k}. We may
thus bound ∆ as follows:
∆ ≤
(
n
k
)2
a2k2
k2max{ϕ(r, c) : 1 ≤ r, c ≤ k; r + c < 2k}
=
(
n
k
)2
a2k2
k2ϕ(k − 1, k)
=
(
n
k
)2
a2k2
nk3ak(k−1)
=
nk3
ak
µ. (9)
Turning our attention to δ, we see that
δ = max
i
∑
j∼i
P(Ij = 1)
≤ k2
(
n
k − 1
)2
1
ak2
=
k4
(n− k + 1)2µ
≤ 2k
4
n2
µ. (10)
Substituting (9) and (10) into (*), we see that for any matrix M
P(M is missing) ≤ exp
(
−µ+ µnk
3
ak
e4k
4µ/n2
)
,
so that by (3),
P(array is not an omnimosaic) ≤ ak2 exp
(
−µ+ µnk
3
ak
e4k
4µ/n2
)
. (11)
Assuming that
kak/2
e
≤ n ≤ 2ka
k/2
e
,
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we see that (11) yields
P(array is not an omnimosaic) ≤ ak2 exp
(
−µ+ µ k
4
ak/2
e36k
2µ/ak
)
. (12)
Now if n is further restricted so that
n ≤ ka
k/2
e
(
1 +
2 log k
k
)
,
we see that
µ ≤
(ne
k
)2k 1
ak2
≤ k4,
so that (12) yields
P(array is not an omnimosaic) ≤ ak2 exp
(
−µ+ k
8
ak/2
e36k
6/ak
)
= ak
2
exp (−µ + o∗∗(1)) (13)
We next estimate as follows, using the first order upper bound in Stirling’s
formula, as, e.g., in [7]:
e−µ = exp
{
−
(
n
k
)2
1
ak2
}
≤ exp
{
−(n− k)
2k
k!2
1
ak2
}
≤ exp
{
−(n− k)
2ke2k
(2pik)k2k
1(
1 + 1
12k
)2 1ak2
}
. (14)
We now set
n− k = ka
k/2
e
(2pik)1/2k
(
1 +
1
12k
)1/k
exp
{
log k
k
+
log log a
2k
+
o(1)
k
}
(15)
in (13) and (14) to get
P(array is not an omnimosaic) ≤ ak2 exp (−e2 log k+log log a+2o(1)) eo∗∗(1)
= ak
2 1
ak2(1+o˜(1))
eo
∗∗(1) < 1
(16)
for suitably chosen o(1) and o˜(1) functions that do not go to zero too rapidly.
Notice that the value of n given by (15) is no larger than that announced in
the statement of the theorem.
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4 Open Questions
The first of questions mentioned below is already under investigation: We
need
(i) to work out the details of results analogous to Theorem 3.1 for graphs,
weighted graphs, hypergraphs, non-rectangular arrays, and omnimosaics in
higher dimensions;
(ii) to improve the upper bound in Theorem 3.1.
(iii) to understand why there is an intrinsic difference between one and
two-dimensional omni behavior (recall that in the former case there was a
“gap” between omni thresholds and the blow-up threshold for the expected
number of missing k-subsequences);
(iv) to produce a combinatorial argument or bijection that leads to a proof
of our conjecture that P(M is missing) ≤ BkP(J is missing). Our conjecture
is based on robust numerical evidence and several “near-proofs,” and it is
important to note that while we believe that Bk = 1, our agenda would be
realized even if Bk were a huge constant, or a polynomial, or even as rapidly
growing as a
√
k; and
(v) to understand the role of monotonicity and extend our agenda to
excluded permutation matrices, as studied, e.g., by [12].
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