Abstract: In this note we study the problem of estimating the parameters of the conditional median function at elliptical models. For this we use positive-breakdown estimators of multivariate location and scatter, and obtain in uence functions and asymptotic variances of the resulting slope and intercept. We also consider a technique to gain efficiency by artificially increasing the dimension.
Introduction
Let x bea p-variate explanatory variable and y a univariate response variable. Denote z = (x t y ) and suppose that z is distributed according to an elliptically symmetric distribution H. The density h of H can then beexpressed as h(x) = 1 (det ) 1=2 g((z ; ) t ;1 (z ; )) where g is a real-valued function, 2 IR p+1 is called the location parameter, and the parameter 2 PDS(p+1) is called the scatter matrix. Here PDS(p+1) is the set of positive definite symmetric matrices of size p + 1 . We can decompose and as and similarly for estimators^ n and^ n of and . It follows from Proposition 13.1 of Bilodeau and Brenner (1999, page 208 ) that the conditional distribution of y given x is symmetric with median m(x) := med(yjx) = + t x (1) where = ;1 xx xy and = y ; t x :
Since we did not assume that H has a f i r s tmoment, the conditional mean E yjx] need not exist. Note that (1) can berewritten as a linear regression equation
where the distribution of the error term " := y ; m(x) is symmetric about zero. In general this distribution depends on x, so (3) is a heteroscedastic regression model. The only H for which the distribution of " does not depend on x is the multivariate normal (see e.g. Fang, Kotz and Ng 1990, page 106) . In that case " has a univariate gaussian distribution with constant scale, hence (3) becomes homoscedastic. For any elliptical distribution H it follows from (1) that the conditional median function m(x) is linear, so it is natural to estimate it bŷ m n (x) : = n +^ t n x (4) with^ n =^ ;1 n xx^ n xy and^ n =^ n y ;^ t n^ n x :
In this way, every estimator ( n ^ n ) of multivariate location and scatter leads to an immediate estimate of the conditional median function. When E H (jY j) < 1 it holds that m(x) = E yjx], so thenm n (x) also estimates the conditional mean function. The classical estimator of ( ) is the empirical mean and covariance matrix. For an i.i.d. sample z 1 : : : z n from H, with z i = ( x t i y i ), they are given bŷ
The corresponding^ n and^ n as given by (5) can then easily be shown to coincide with the least squares regression estimator of y on x. This is a highly nonrobust procedure, since it is known that the least squares estimator can become completely corrupted by even a single outlier. Therefore we prefer to insert a robust estimator of multivariate location and scatter instead. Many such estimators have been proposed (see Maronna and Yohai 1998 for an overview). We will require them to be affine equivariant a n d asymptotically normal. Maronna and Morgenthaler (1986) inserted M-estimators of multivariate location and scatter, and showed that the resulting estimators^ n and^ n have all the desired equivariance properties. However, it is known that the breakdown value of multivariate M-estimators goes down like 1 =p. In this paper we will focus on estimators of ( ) that have a high breakdown value, such as the Minimum Covariance Determinant estimator (MCD) of Roussseeuw (1984) . For a finite sample of observations z 1 : : : z n in IR p+1 , the MCD is determined by selecting that subset fz i 1 : : : z i h g of size h, with 1 h n, which minimizes the generalized variance (which is the determinant of the covariance matrix computed from the subset) among all possible subsets of size h. The location estimator is then defined aŝ 
where c p is a consistency factor. The choice h = (n + p + 1 ) =2] 0:5n yields the highest possible breakdown value. The commonly preferred default value is h 0:75n, yielding a better compromise between efficiency and breakdown value. In Section 2 of this paper we compute the in uence function of the estimators of and based on robust estimators of location and scatter. In Section 3 we see that the efficiency of the estimators depends on the numberof explanatory variables. This fact can beexploited to slightly increase the e f f i c i e n c yb y artificially augmenting the dimension.
In uence Function
The in uence function (IF) measures the effect of a small amount of outliers on an estimator (Hampel et al, 1986) . Before deriving in uence functions we need to define the functionals corresponding to^ n and^ n . Let G be an arbitrary (p + 1 ) dimensional distribution and (T (G) C (G)) 2 IR p+1 P D S (p + 1 ) the location/scatter functional evaluated at G. For instance, an S-estimator (see Rousseeuw and Leroy 1987, page 263) can be defined as a functional, and for finite samples we put^ n := T(H n ) and^ n := C(H n ) where H n is the empirical distribution function of the data. We now decompose
The functionals of interest are then
and
By definition, a Fisher-consistent location/scatter functional satisfies T(H) = and C(H) = at the model distribution H, yielding b(H) = and a(H) = :
At the empirical distribution function H n we put^ n = b(H n ) and^ n = a(H n ). The in uence function of b at the model distribution H is defined as
where z represents a Dirac measure putting all its mass at z = (x t y ) 2 IR p+1 , and IF(z a H) is defined analogously. Since we require that T and C bea f f i n ee q u i v ariant, we may suppose without loss of generality that = 0 and = I p+1 which yields = 0 and = 0 . If T and C possess an in uence function, then by Lemma 2 of Croux and Haesbroeck (2000) we know that two real-valued functions and exist such that IF(z C H) = (z t z)z t z ; (z t z)I p+1 : (9) Furthermore, there exists a t h i r d real-valued function such that
We will express the in uence function of the slope and intercept in terms of and .
Proposition 1 At the model distribution H with = 0 and = I p+1 it holds that IF(z b H) = (z t z)xy and IF(z a H) = (z t z)y with z = ( x t y ).
Proof: This follows from applying the chain rule to (7) and (8) and filling in (9) and (10) 2
For S-estimators of multivariate location and scatter the functions and are given by Lopuha a (1989), and for the MCD estimator they can beretrieved from Butler, Davies, and Jhun (1993) and Croux and Haesbroeck (1999a) . Lopuha a (1999) gives expressions for the reweighted versions of these estimators. It then follows directly from Proposition 1 that the in uence functions of the slope and intercept based on these estimators will be bounded, by filling in their functions and . For instance, for the MCD estimator with trimming proportion (i.e. with coverage h (1 ; )n) we obtain simple explicit formulas for and From (9) and (10) one can easily verify that ASV(b H) = A S V ( C xy H ) and ASV(a H) = ASV(T y H ). Therefore, the efficiency of the slope estimator equals that of the off-diagonal elements of the scatter matrix estimator, and the intercept estimator^ n inherits the efficiency of the location estimator.
Expressions for the asymptotic variances of the MCD-based functionals have been computed in the Gaussian case (Croux and Haesbroeck, 1999a) . In Figure 1 we see how these asymptotic variances decrease with the number of explanatory variables. (The matrix ASV(b H) is represented by one of its diagonal elements). Note that for the classical estimator these asymptotic variances are independent of the dimension and equal to one.
A surprising consequence of this increasing efficiency is that adding explanatory variables will increase the precision of the slope and intercept estimators. These extra variables may even berandomly generated. This technique is illustrated in the following simulation experiment, were we are interested in estimating the conditional median function for (x y) distributed according to a bivariate normal distribution H:
A total of m = 1000 samples of size n was generated from H = N(0 I 2 ) (we take = I 2 w.l.o.g. due to equivariance properties). For each sample, estimates^ j n and^ j n based on the MCD with h = 3
4 n] w ere computed, using the FAST-MCD algorithm of Rousseeuw and Van Driessen (1999) Table   1 we see that the biases are negligible, while the efficiencies at finite samples are relatively close to their asymptotic counterparts for n 50. The same simulation has been repeated for what will becalled the MCD+1 procedure. Here we generated an extra variable v N(0 1) independently of x and y. By estimating the parameters of the equation median(yjx) = median(yjx v) = 1 + 1 x + 2 v using the three-dimensional MCD location/scatter estimator we obtain^ 1 and^ 2 . We set :=^ 1 (since the parameter in (12) equals 1 ) a n d :=^ 1 , and we discard^ 2 . The estimator MCD+3 is defined similarly, and requires computation of the MCD in 5 dimensions. From Table 1 we see that adding the variable v did decrease the mean squared error at nottoo-small finite samples (n 50 for the slope and n 100 for the intercept). This decrease is smaller for the intercept than for the slope, and we see from Figure 1 that the gain in asymptotic efficiency for the intercept is indeed less substantial. Note that the breakdown value of MCD, MCD+1 and MCD+3 remains unchanged at 25%.
The question which arises is what price we have paid for this increase in efficiency. One would expect an increase in the bias of the estimators. Therefore, in each generated sample we replaced 20% of the observations by outliers (x i y i ) generated from the contaminating distribution N 2 ((5 5) t diag(0:1 0:1)). The resulting biases and MSEs are given in Table 2 . We again see a decrease of the MSE, but now only for n 100 for the slope and n 200 for the intercept. It is remarkable that all the biases remain negligible, and that the MSEs under contamination turn out to be even better than the MSEs when no outliers are present. This is because the MCD estimator has a redescending in uence function so that far away outliers are harmless, and therefore applying the MCD with 1 ; = 75% to data with 20% of far outliers is like applying the MCD with 1; = 7 5 % =80% = 93:75% to a (smaller) data set without outliers.
It was shown by Croux and Haesbroeck (1999b) that intermediate outliers are more harmful than extreme outliers, so we conducted a third experiment where the outliers are generated from the distribution N 2 (( p q=2 p q=2) t diag(0:1 0:1)), with q = 2 2 0:75 the upper 25% quantile of the 2 2 distribution. We see that the results for the slope parameter improve when the dimension is increased, but for the intercept the MSEs remain similar.
To conclude this simulation experiment, we could say that adding artificially generated random variables increases the efficiency of the estimator for sample sizes which are not too small, without loss of robustness. This increase in efficiency is substantial for small p, but for problems with moderate to high p the effect will practically disappear, since already at the asymptotic level the gain becomes very small (see Figure 1) . Of course, one should not forget that the computational effort increases with every added variable.
