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Abstract
A numerically efficient inverse method for parametric model uncertainty iden-
tification using maximum likelihood estimation is presented. The goal is to
identify a probability model for a fixed number of model parameters based on
a set of experiments. To perform maximum likelihood estimation, the out-
put probability density function is required. Forward propagation of input
uncertainty is established combining Polynomial Chaos and moment match-
ing. High-order moments of the output distribution are estimated using the
generalized Polynomial Chaos framework. Next, a maximum entropy para-
metric distribution is matched with the estimated moments. This method is
numerically very attractive due to reduced forward sampling and determinis-
tic nature of the propagation strategy. The methodology is applied on a wet
clutch system for which certain model variables are considered as stochastic.
The number of required model simulations to achieve the same accuracy as
the brute force methodologies is decreased by one order of magnitude. The
probability model identified with the high order estimates resulted into a
true log-likelihood increase of about 4% since the accuracy of the estimated
output probability density function could be improved up to 47%.
Keywords: uncertainty identification, polynomial chaos, method of
moments, wet clutch, shifting time
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1. Introduction
The increasing performance demands in design and control of mecha-
tronic applications lead to an upward trend in the need for accurate and
robust models [1]. These mathematical relations allow to make predictions
on the behavior and performance of the system in a virtual computational
environment. It enables efficient design processes, leading to faster successive
optimization iterations, so that more reliable products can be made at lower
production cost.
In this research, we consider the modeling of a wet clutch system. Wet
friction clutches are hydraulic-mechanical devices used to transmit torque
from an input shaft to an output shaft by means of friction. These systems
are used in various types of automatic transmissions to selectively engage gear
elements. During engagement, multiple plates make contact which enables
power transfer from motor to load. Contrary to dry clutches, the plates are
bathed in oil to assure better heat conduction of the friction losses. Wet
friction clutches thus result in higher torques which make them suitable and
primordial in off-road vehicles and agricultural machines [2]. Models of clutch
systems have been widely used for fault diagnosis purposes [3] and numerical
optimization of both design and control [4]. Clutch models identified for
the wet clutch considered in this paper have been previously implemented in
condition monitoring [5] and control [6]. Additionally, model based control
techniques applied on the wet clutch setup, have proven shorter convergence
time and can avoid excessive control inputs that lead to unsafe operations
[7].
Although the value of having accurate and robust models for mechatronic
applications, as illustrated with the wet friction clutch, is straightforward, the
construction of accurate models remains a cumbersome process. Since these
systems are plagued by their intrinsic complexity and nonlinear behavior [2],
variations in the physical phenomena over time due to e.g. wear of plates
or degradation and centrifugal effects of the oil in the wet friction clutches;
model discrepancies are inevitable [8]. Due to these uncertaintes, determin-
istic models become less useful. Alternatively, one can consider a system
model of stochastic nature that predicts an output distribution for given
control input. Models with ingrained parametric uncertainty have proven
increased robustness in the field of fault diagnosis [9] and control [10, 11]. In
this research we adopt the available system model and focus on identifying
a probabilistic model to several lumped model parameters. Mostly (mecha-
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experiment set
l ∈ N = {1, . . . , N}
Yl ∼ PYl(α)
forward
model
maxα
∑
l∈N log fYl(yl|α)
X ∼ PX(α)
uncertainty
quantification
using gPC
parametric model
uncertainty
conditional
PDF by moment
matching
maximum
log-likelihood
estimation of α
Figure 1: Proposed identification method determines optimal α, associated to PX(α) of
the uncertain parameters within the model, via MLE. The input distribution PX(α) is
propagated through the model towards a corresponding output distribution PYl(α) for
each performed experiment l ∈ N . The novelty lies in the sequential use of gPC and PDF
construction based on moment matching of gPC based high-order moments.
tronic) models are derived from first principles. Lumped parameter values
are then determined empirically by fitting the model to the experiments.
Considering that this strategy generates a model that can explain the exper-
iment set, it is no direct proof of the validity of the physical model. It may
occur that the parameter value fitted on this experiment set compensates for
an inherent model shortcoming. Rather than increasing the model complex-
ity, we propose to couple a parameterized input probability distribution to
some of the lumped model parameters [12]. We assume that the uncertainty
structure (i.e. the parameterized input probability distribution) is fixed, and
only its parameters, such as mean and standard deviation (e.g. for a normal
distribution), need to be identified based on what parameters best explain a
number of experiments.
Stochastic system identification can be performed by means of prevailing
methods as (quasi) Monte Carlo (MC) sampling techniques for assessing the
propagation of the uncertainty parameter to the output variables (response)
of the system model [13, 14]. These techniques are however curtailed by the
computational inconvenience that comes with the numerous forward simula-
tions required to achieve an acceptable degree of accuracy. Furthermore, in
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an inverse uncertainty identification setting, the uncertain parameters need
to be optimized with respect to the correspondence of model responses to
measurements, leading to even higher computational costs. More recent work
has revived the exploitation of generalized Polynomial Chaos (gPC) expan-
sions that can lead to significant gains in terms of computational feasibility
[15, 16, 17, 18, 19]. In the gPC framework, the propagation of input uncer-
tainty to output variables is realized by developing the stochastic subspace
through a polynomial series expansion. We propose in this paper to choose
the polynomial basis so that it is orthogonal with respect to the joint prob-
ability density function of the random input variables. Hence, an efficient
mathematical context emerges that allows to express the statistical moments
as a function of the polynomial coefficients. Once these moments are avail-
able, the conditional Probability Density Function (PDF) of the outcome of
the experiment can be retrieved through the well-known method of moments
[20, 21].
To our knowledge, application of the gPC framework to estimate proba-
bilistic moments of a stochastic output model has remained limited to mean
and variance estimates. In this work we devised an efficient algorithm to
calculate high-order moments as well, so to increase the information content
that can be passed to the moment matching algorithm. The major compu-
tational bottleneck is thereby isolated and can be executed as an offline step.
Figure 1 illustrates the incorporation of the identified output distributions
for each experiment within a Maximum Likelihood Estimation (MLE) frame-
work [22]. This methodology enables to find sufficient parametric uncertainty
that a model needs to include so that different experiments can be explained
[23]. A Genetic Algorithm (GA) is used here to optimize the parameterized
distributions of the model parameters, because of its exploratory character-
istics [24]. First, we elaborate our inverse uncertainty identification method
to define different methods and concepts that are included within our the-
oretical framework. Next we address the wet clutch system and discuss in
detail our practical set-up. Lastly, the developed methods are applied on the
clutch application to identify the input probability model characterized by
high-order moments.
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2. Inverse uncertainty identification method
2.1. Introduction
We consider physics based nonlinear forward models, Y : N × Rn → R,
used to generate predictions, Yl = Y(l; x), for the univariate outcome of ex-
periments, yl, that are characterized by some index l ∈ N . The index l is
assumed to contain sufficient information to render the experiments deter-
ministic from the perspective of the model, i.e. the information contains the
operational settings that can be adjusted by an experimenter to the mecha-
tronic system. The variable x ∈ Rn contains any (lumped) circumstantial
parameters that, once identified, are assumed to remain constant for all ex-
periments. We consider a number (N) of experiments within the index set
N = {1, · · · , N}. When we assume that the measurements are determinis-
tic, the mismatch stems either from a lack of circumstantial knowledge or
suggests a genuine shortcoming of the model. In the former case, a latent
variable may be present while in the latter case, the model does not, or not
correctly, take into account all underlying physical phenomena.
In recent literature issues are addressed by associating a random variable,
X ∈ X ∼ PX , to the model parameter set x [12]. This approach renders
the forward model stochastic and rather than exact predictions the model
generates a distribution of possible outcomes. Although this strategy may
deny an underlying physical reality, it grants the model practical use as it
hands the user a measure for how far off a prediction may be. With respect
to this concept, our contribution is twofold.
First, we propose an efficient numerical method to obtain an approxima-
tion of the nonlinear transformed output distribution of the random variable
Yl = Y(l; X), by moment matching with a parametric distribution. The more
moments are taken into account, the better the approximation will be. To
facilitate cheap yet reliable moment estimates we engage the gPC framework
and extend it so that high-order moments can be extracted rigorously. Such
benefits both the MLE, as nonlinear effects can be taken into account, as
well as the post identification usage of the stochastic model.
Secondly, we propose a fast computational method to associate a probability
model to the variable, X, based on a number of experimental observations,
{yl}l∈N . To that end we put forward a parametric model, PX(α), for the
probability of the random variable, X, parameterized by the variable α, and
we identify an optimal value for α by means of Maximum Likelihood Estima-
tion (MLE). Hereinafter, for notational convenience we make no distinction
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between model PX(α) and parameter α, and refer to it as the (input) prob-
ability model.
2.2. Maximum Log-Likelihood Estimate
The proposed identification procedure is formulated as an inverse prob-
lem (1). That is, we want to find the probability model, α∗, that maximizes
the natural log of the likelihood, L(α). The likelihood of a given probability
model, α, is calculated as the product (or summation of the natural log-
arithm) of the probability density functions, fYl(yl|α) l ∈ N . Probability
fYl(yl|α) is the conditional relative likelihood that the value of the stochas-
tic model output, Yl, of experiments l, as obtained through simulation given
probability model α, would equal the experimentally observed value, yl. The
higher the value of L, the more likely the forward model.
α∗ = max
α
logL (α) = max
α
∑
l∈N
logLl
= max
α
∑
l∈N
log fYl (yl|α)
(1)
With regard to the construction of the MLE cost function, logL, it is
clear that the computational bottleneck is predominated by the numerical
evaluation of the conditional probabilities, fYl(yl|α), l ∈ N . Hence, we will
require an efficient numerical procedure to quantify the probabilities, fYl .
A novel procedure of such kind is described here next.
2.3. Moment Estimation
To evaluate the conditional output probability density functions, fYl (yl|α)
we will engage the generalized Polynomial Chaos (gPC) expansion frame-
work. The gPC framework accounts for a number of advantageous mathe-
matical conditions to propagate uncertainty. Such are accomplished by ap-
proximating the forward nonlinear model with a polynomial expansion. By
subsequently choosing the polynomial basis so that it satisfies orthogonality
conditions with respect to the probability density function of the random
input variables, an efficient mathematical context emerges that allows to ex-
press the statistical moments in function of the coefficients associated to the
expansion. Conventional application is limited to the mean and variance. In
this work we propose a novel method to incorporate high-order moments as
well.
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2.3.1. Generalized polynomial chaos
According to the polynomial approximation theorem, any smooth func-
tion, y : Rn → R, is equivalent to an infinite polynomial series [25]
y(x) =
∑∞
i=1
ciψi(x)
From a computational perspective our interest is however reserved to
the d-th order approximation. That is, let Pdn be the n-variate polynomial
space of at most degree d and let ψ = {ψi}pi=1 serve as basis for Pdn with
p = (n+d)!
n!d!
. The d-th order approximation is then given by (2) for given
polynomial coefficients {ci}pi=1. An n-variate basis ψ can be constructed
from n univariate bases φ(k) = {φ(k)j }dj=0, k ∈ {1, . . . , n}. Consider the basis
vector elements, ψ|i|≤d =
∏n
k=1 φ
(k)
i(k), with multi-index i = (i1, . . . , in) and
where |i| is defined as ∑nk=1 ik. For notational convenience we exploit the
bijection between index i and i taking values in I = {1, . . . , p}.
y(d)(x) =
∑
i∈I
ciψi(x) (2)
Within the context of uncertainty propagation this representation allows
to establish advantageous computational conditions by a distinct choice of
basis, ψ. Assume that x is composed of n independently distributed random
variables, Xk, with known supports and PDF, fXk : Xk ⊆ R → R≥0. The
joint support, X , and PDF, fX, are given by
⊗
k Xk and
∏
k fXk , respec-
tively. Now recall that our goal is to propagate the input uncertainty on x
to output y. By choosing the univariate bases, φ(k), so that they satisfy an
orthogonality condition w.r.t. the PDFs, fXk , associated to the respective
variables, Xk, the statistical moments can be calculated in function of the
polynomial coefficients.
Orthogonality of a basis is established in function of an inner product
definition. We take interest in the inner product defined in (3). A polyno-
mial basis is orthogonal w.r.t. fX if it satisfies the orthogonality condition
〈ψi, ψj〉 = δij〈ψ2i 〉.
〈ψi, ψj〉 ≡ E {ψiψj} =
∫
X
ψi(x)ψj(x)fX(x)dx (3)
Note that if we construct the multivariate basis as described above and so
that the generating univariate bases, φ(k), satisfy the orthogonality condition
7
w.r.t. to the PDFs, fXk , also the multivariate basis, ψ, will satisfy the
orthogonality condition w.r.t. the joint PDF, fX, considering that
〈ψi, ψj〉 =
n∏
k=1
∫
Xk
φ
(k)
ik
(xk)φ
(k)
jk
(xk)fXk(xk)dxk
=
n∏
k=1
〈
φ
(k)
ik
, φ
(k)
jk
〉
= δij
2.3.2. Stochastic relation
Now recall that we desire to characterize the stochastic properties of the
output by quantifying its stochastic moments, µm
µm = E {Y m} = E {y(X)m} =
∫
X
y(x)mfX(x)dx (4)
When we substitute the d-th order polynomial approximation of the out-
put model in (4), we retrieve an approximate expression for the m-th moment
in function of the polynomial expansion coefficients.
µ(d)m = E
{
y(d)(X)m
}
=
∫
X
(∑
i∈I
ciψi(x)
)m
fX(x)dx
=
∑
i1∈I
· · ·
∑
im∈I
ci1 · · · cim 〈ψi1 · · ·ψim〉
(5)
From this expression one may easily verify that the first two moments can
be estimated as shown below. Efficient estimation of the high-order moments
is discussed in 2.5.
µ
(d)
1 = c1〈ψ21〉
µ
(d)
2 =
∑
i∈I c
2
i 〈ψ2i 〉
We emphasize that this result only holds when the series is expanded over
a basis that satisfies the orthogonality condition w.r.t. fX. Several standard
probability distributions are associated to known polynomial families by the
Wiener-Askey scheme [15]. An overview is presented in Table 1. If the input
stochasticity does not correspond with a standard distribution, a variable
transformation can be used.
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Table 1: Wiener-Askey polynomial chaos.
distribution, fX polynomials, φi support, X
Gaussian Hermite [−∞,∞]
Gamma Laguerre [0,∞]
Beta Jacobi [−1, 1]
Uniform Legendre [−1, 1]
2.3.3. Variable transformation
A set of models with parameterized uncertainty parameters X can now
be characterized. To that end we introduce the parametric transformation,
x(·|α), that maps standard random variable, Θ ∈ ϑ, with entries that are
distributed according to one of the distributions in Table 1, to the random
variable, X. The multivariate expansion basis, ψ, can then be generated
from the corresponding standard polynomials. We emphasize that the for-
ward model becomes a function of the variable, Θ. Consequently, the condi-
tional PDF of the outcome is now fully determined by parameter α, and the
distribution of Θ.
X = x(Θ|α)→ Y = y (x (Θ|α)) ≡ η (Θ|α) (6)
2.3.4. Coefficient determination
The polynomial coefficients from (2) can be quantified numerically [18]
by projection of the forward model on the polynomial space exploiting the
properties of the inner product. All terms but one will vanish resulting in
ci(l|α) = 〈η(l,Θ|α), ψi〉 =
∫
ϑ
η(l,θ|α)ψi(θ)fΘ(θ)dθ (7)
for all i ∈ I. Since the scope of this work is on general nonlinear forward
models, we can not evaluate the associated integral explicitly. We therefore
approximate the integrals using Gaussian-quadrature (8). For details we refer
to [17].
An univariate Gaussian-quadrature of order q is defined as a signature of
the same size. A signature is defined as a set {(wj,θj)}j∈Q,Q = {1, . . . , q},
where θj and wj are associated to the position and the weight attributed
to each element, respectively. The signature will depend on the weighting
function, fΘ, and is as such related to the polynomial basis. A quadrature of
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order q is exact for polynomials up to degree 2q− 1. The order hence affects
the number of coefficients that can be retrieved correctly and therefore the
accuracy of the polynomial approximation. In the multivariate case, a full
tensor product of univariate quadrature rules can be considered. We note
that the number of collocation points will thus scale exponentially with the
number of dimensions.
ci(l|α) ≈
∑
j∈Q
η (l,θj|α)ψi (θj)wj (8)
Note that, similar to MC techniques, the gPC approach requires a number
of evaluations of the forward model, η(l,θj|α). The difference is that the
estimation of the statistical moments is realized through a mathematical
detour. The focus of approximation in the gPC framework is on modeling
the polynomial response function whilst that of the MC approach is on the
direct estimation of the output distribution. The accuracy of gPC depends
on the capacity of the basis to capture the nonlinearity of the forward model
rather than on the capacity of the sampling method to properly represent
the input uncertainty by the spatial distribution of the sample points. It is
the prevailing consensus that an equivalent level of accuracy can be achieved
with only a fraction of the input points of any MC approach.
2.4. PDF fitting with the method of moments
Once the approximate stochastic moments, µ
(d)
l,m(α), of the l-the exper-
iment for given input stochastic model, α, are obtained a model for the
conditional PDF of the random outcome, Yl, can be extracted by match-
ing these moments to a known parametric PDF, the so called methods of
moments. The complexity of the parametric PDF should match the stochas-
ticity of the random input, the expected symmetry of the stochasticity of the
outcome and the nonlinearity of the forward model. Two possibilities are
discussed for extracting the conditional PDF.
• Gaussian distribution: The most straightforward and prevailing ap-
proach is to fit a normal distribution to the output PDF based on
estimates of the mean and variance. The conditional PDF is then ap-
proximated by
fY (y|α) = ϕ
(
y − µ(d)(α)
σ(d)(α)
)
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• Maximum entropy distribution: To cope with an increased number of
moments, one can fit a maximum entropy distribution. Here, we seek a
distribution fY that maximizes the entropyW = −
∫
Y fY (y) log fY (y)dy
subject to M + 1 moment matching constraints. The solution to this
optimization problem is given by the following parameterized PDF (see
Appendix Appendix A for derivation)
fY (y|λ) = exp
(
−∑Mm=0λmym)
Substituting the latter into the original constrained optimization prob-
lem, yields the following dual unconstrained optimization problem that
can be solved to find values for the parameters λm
max
λ
log
∫
X
exp
(
−∑Mm=1λmxm) dx+∑Mk=1λmµ(d)m (α)
A solution exists for any M . However, in order to capture fourth order
asymmetric effects (i.e. bimodal densities), the number of moments
should ≥ 4 so that the polynomial in the exponent can have two local
maxima.
Worth mentioning is the common conception in the literature [26, 27] to
obtain the moments, or even directly the PDF, by applying MC techniques
on the polynomial expansion (2) which is relatively cheap to evaluate. In
this approach the expansion is used as a response function and the benefit of
gPC is only exploited through the supposed superior convergence rate of the
expansion for polynomials corresponding the input distribution (2). When
compared to its peers, gPC is usually applied in this sense [17, 26, 28].
2.5. Estimation of high-order moments
The expression presented in (5) becomes inefficient for m > 2. Therefore
we expand the power of the sum by applying the multinomial theorem to
obtain an expression which is numerically far more efficient. Remark that
there is only one summation and each term in the series is rendered unique.
Moreover, we decompose the high-order multivariate inner products into a
product of univariate inner products. As a result we can compute the high-
order inner products numerically using a univariate instead of a multivariate
quadrature. The multi-index set Im,p is defined as {i ∈ Im,p : |i| = m}.
µ(d)m =
∑
i∈Imp
(
m
i1 · · · ip
)
·
n∏
j=1
〈
p∏
k=1
φ
(j)
k(j)
ik
〉
·
p∏
k=1
cikk (9)
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Details on deriving equation (9) can be found in Appendix Appendix C.
The algorithmic execution time still demands an upper-limit for m. That is
because dim(Im,p) =
(
m+p−1
m
)
where p itself is a combinatorial number. Note
that the orthogonality property extends to the high-order inner products, as
they occur in (5) or (9) for m > 2, however in a less predictable fashion.
Hence in practice we only require the multinomial powers i whose cor-
responding inner product is nonzero. Such are stored in the set I∗m,p. The
corresponding multinomial coefficient and inner product are compressed into
coefficients an,d,mi and stored for later use. One may verify that a significant
fraction of Im,p result into zero valued inner products, see Fig. 2.
µ(d)m =
∑
i∈I∗m,p
an,d,mi
p∏
k=1
cikk (10)
To compute the set I∗m,p, we devised an algorithm that calculates the
next multi-index, satisfying |i| = m, from the previous multi-index. Because
our algorithm generates the admissible multi-indices one by one, it admits
further increase of the computational efficiency. The process of generating
the multi-indices and the corresponding inner product can be executed in
parallel avoiding storage of the entire set Im,p.
The general idea is presented in Fig. 2. The multinomial power problem
can be addressed as reorganizing a stack of m items over p possible locations.
We use two logical operators, push (P) and fork (F). A row is ‘pushed’ if the
last location is nonzero. Otherwise the trailing nonempty location is ‘forked’
which involves pushing 1 item from this location to the next and placing the
remaining items back to the last location. The algorithm is initiated with
all items in the last position. The calculation time of the parallel offline step
is shown in Fig. 3 and could be limited, e.g. (n, d,m) = (4, 3, 5), to 18s
nonetheless that 575, 757 inner products are validated. The generation of
the multi-indices itself took only about 1.2s. Calculations were performed on
a 2.1GHz, 4 GB RAM laptop.
Above procedure allowed us to compute up to the 5th moment quite ef-
ficiently. As discussed in section 2.4, this allows us to fit bimodal output
distributions rigorously.
2.6. Forward uncertainty propagation
In order to illustrate the forward propagation of uncertainty concatenat-
ing the techniques described in the sections 2.3 to 2.5, we apply the method-
12
(a) I5,10 (b) I∗5,10
0
1
2
3
4
5
0 3 0 2 P
0 3 1 1 P
0 3 2 0 F
0 4 0 1 P
0 4 1 0 F
0 5 0 0 F
1 0 0 4 P
Figure 2: Left : Illustration of the sets I5,10 (left) and I∗5,10 (right) for (n, d) = (2, 3) →
p = 10. Right : Illustration of the calculation mechanism of Im,p for (m, p) = (5, 4).
ology on an illustrative univariate nonlinear forward model, y(x).
y(x) = tan
(
1
4
x
)
+ exp
(
1
3
x− 1)+ tanh(x)
For convenience we further assume that the random variable, X, is dis-
tributed according to the standard normal distribution, N (0, 1). The for-
ward propagation of this random variable passed through the function y(x),
results into a camelback output distribution as is depicted in Fig. 4. The
lower right plot shows the density of the stochastic input, X. The density
1 2 3 4 5
10-4
10-2
100
102
Figure 3: Calculation time of the offline step w.r.t. (n, d,m).
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Figure 4: Nonlinear transformation of standard normal random variable. The lower right
plot shows the density of the original random variable, X. The variable is passed through
the function displayed in the upper right. The density of the output random variable, Y ,
is plotted in the upper left graph.
of the output random variable, Y , is plotted in the upper left graph. Addi-
tionally, an MC sample set of N = 50 is visualized by the black dots with
corresponding 10 bin histogram in gray.
Figure 5a depicts the polynomial coefficients for varying quadrature order,
q, and using Hermite chaos. One may observe that the higher order coeffi-
cients are poorly approximated with low order quadratures. Recall that a
quadrature of order q is exact for polynomials up to degree 2q − 1. Now,
assuming that model y(x) contains polynomials up to degree d and that we
desire to approximate the d-th coefficient, then the integrand in (7) will con-
tain a polynomial of degree 2d. In order to be exact, the quadrature should
therefore have order d + 1 at least. Remark that the coefficient estimate
becomes increasingly precise for q surpassing d + 1, as can be seen for e.g.
i = 3. That is because, y(x) is truly a polynomial of degree  d.
In Fig. 5b we compare the stochastic moments numerically obtained
from the true PDF2 with those obtained from gPC approximation (2) for
2For a monotonic function, y(x), with inverse, x(y), this is equal to, fY (y) = |x′(y)| ·
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varying d and q. Note that we have chosen the quadrature order so that
q ≥ d+ 1. As a result, the poorly approximated coefficients from Fig. 5a are
never considered in the moment computation. This explains why even for
low polynomial order, the higher order moment approximations remain very
precise.
In conclusion, the moments are employed to fit parametric distributions
to the output distribution, fY . Results are depicted in Fig. 6 when using the
Gaussian and maximum entropy distribution. The numerical correspondence
between two PDFs is quantified by the Earth Mover’s Distance (EMD) (Ap-
pendix Appendix B). Each fit is compared to the actual PDF. The PDF fit
obtained with the exact moments serves as an upper bound for the amount
of information that is contained within the moments.
3. Wet clutch shifting time
3.1. System description
The proposed methodology is applied to identify the parametric uncer-
tainty of a wet clutch system. A clutch is a mechanical device that connects
a motoring unit to a load that transforms power into useful work. The ob-
jective is to ensure smooth and on demand coupling of the driving shaft to
the driven shaft. A wet clutch system realizes this by means of contact fric-
tion between two series of friction plates, see Fig. 7 for a schematic cross
section [6]. By construction these friction plates are fully submerged in oil
so that slip induced heat can be transferred adequately. This avoids ther-
mal overheat and increases the clutch’s life time. A wet clutch uses the
same hydraulic system to activate the engagement process. By pressurizing
the hydraulic chamber, a freewheeling piston is pressed against the series of
interlocking friction plates realizing a power transfer. The pressure in the
hydraulic chamber is controlled via a current signal that activates a servo-
valve linking the hydraulic chamber to a pressurized reservoir. The pressure
difference over the piston determines its position and therewith the clutch
engagement. Since the wet-clutch set-up should be low cost, additional sen-
sors are avoided and a feedforward control strategy using the parameterized
current profile shown in Fig. 8 is applied. The signal is characterized by
three parameters. An initial maximum current pulse, parameterized by its
fX(x(y)) = |y′(x(y))|−1 · fX(x(y)).
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(a) Polynomial coefficients, ci[·]
0 1 2 3 4 5 6 7
10-8
101
(b) Stochastic moments discrepancy, ∆µi[%]
1 2 3 4 5
10-3
100
Figure 5: Polynomial chaos coefficient estimates for varying quadrature orders are dis-
played in the top graph. Stochastic moments discrepancy w.r.t. the true moments as
obtained from the gPC coefficients and by MC sampling of the gPC approximations are
displayed in the bottom graph. Negative values are indicated by a white marker.
duration ∆t, gets the piston as close as possible to the friction plates without
making contact. During this phase, the hydraulic chamber fills up and initial
torque transfer commences due to Couette flow phenomena. The pressure
drop invoked by reducing the current to u0 avoids a hard collision. Once the
plates are in contact a second pulse, defined by ∆u, is generated to have a
proper pressure build-up for synchronizing the load. At synchronous speed
the torque transfer caused by slip speeds drops away. Therefore, hazardous
jerks should be avoided by having slow synchronization. This explains the
downward flank of the current pulse. After syncing the pressure is increased
to guarantee the plates cannot release again by accident and start slipping.
The shifting time, defined as the time interval between initialization of the
feedforward control signal and the moment that both shafts obtain the same
angular speed, is therefore considered as key characteristic of the engagement
process.
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(a) Gaussian
true
ref.
gPC
(b) Maximum entropy
true
ref.
gPC
10-4
10-2
100
10-4
10-2
100
Figure 6: Comparison of PDF approximations of a Gaussian, a two component mixture
and a maximum entropy distribution model fit. The top three figures portray the PDFs,
corresponding EMD values are compared in the bottom three.
Figure 7: Schematic cross section of the wet clutch system.
Figure 8: Feedforward current signal.
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3.2. Shifting time model
The shifting time is derived from a dynamic simulation of the clutch
engagement. Prior research was on the building of a dynamic model of the
engagement process based on first principle physics. Model parameter values
were then identified via experimental system identification (from isolated
subsystem testing....). The exact model identification is not in the scope
of this paper and a general overview is given. We refer to [29, 30, 5, 2]
for further reading. Figure 9 illustrates the simplified dynamical scheme of
the wet clutch system. The motor is controlled towards a constant speed
Figure 9: Dynamic torque equilibrium scheme.
ωm delivering a torque Tm to the system. The motor is connected with a
torque converter that drives the input shaft of the clutch with torque T1 at
rotational velocity ω1. The system can be modeled using a nonlinear torque
ratio function T1
Tm
= ft(
ω1
ωm
) and a capacity factor function ωm√
Tm
= fc(
ω1
ωm
)
provided by the manufacturer. Consequently, the driving torque T1 of the
input shaft can be written as
T1(ωm, ω1) = ω
2
m
ft(
ω1
ωm
)
fc(
ω1
ωm
)2
.
The clutch is connected to a ratio selector with gear ratio R = ωin
ωout
. There-
after, the output shaft operates at ω2 as result of the driving torque T2.
Furthermore, the rotational movement of the output shaft and flywheel, char-
acterized by inertia J2, are counteracted by an additional brake torque Tb.
Tb(ω2) = Tb0 + bωo
The system is fully engaged when both shafts have an equivalent speed
ω1 = Rω2. The dynamics of this engagement process can be described by a
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succession of two distinct phases.
3.2.1. Asynchronous phase
The first phase is characterized by a speed difference ω1 > Rω2 of the
clutch shafts. During this phase the hydraulic piston chamber starts filling
up. The resulting overpressure phc is measured and depicted in Figure 10a.
The dynamics of the pressure build-up can be captured by defining a state
s =
[
phc p˙hc z˜
]T
. The state variable z˜ can easily be scaled and truncated
within a feasible area to obtain the piston position z ∈ [0, zM ], for which zM
is the position that assures full contact between the friction plates. The
dynamics are modeled by an affine system with parameters identified to
optimally match the pressure phc. Mark that the control input u is the
feedforward current signal of the valve as was illustrated in Fig. 8.
s˙ = As + B
[
u
u˙
]
+ c
A =
 0 1 0a1 a2 0
a3 a4 a5
 ; B =
 0 0b1 b2
0 0
 ; C =
 0c1
c2
 (11)
The detailed pressure dynamics are out of scope and we refer to prior research
for more information [2, 29]. During the filling phase the plates do not make
contact. However, the oil between the friction plates will behave as a planar
Couette flow. The resulting shear stresses within the fluid will cause an initial
torque transmission and acceleration of the load speed ω2. This phenomena is
characterized by the constant γ, capturing the geometry of the plates and the
fluid viscosity. A second influence on the torque transmission is the pressure
on the plates p. This pressure is a fraction of the total hydraulic overpressure
phc as is illustrated in Fig. 10a. There is assumed that the pressure build-up
on the plates initiates when the piston reaches a constant threshold zp.
p = max(0,
z − zp
zM − zp )phc (12)
The torque transfer due to plate pressure is modeled with parameter α, based
on the geometry of the plates and fluid characteristics. A naive approach to
model the transferred clutch torque Tc would be to switch between Couette
flow and plate friction once z equals zp in a discrete way. However, the
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sudden torque shift would cause unrealistic behavior. Therefore, a transient
function δt ∈ [0, 1] is defined (Fig. 10b) to have a smooth transition between
the aforementioned sources of torque transfer.
Tc(ω1, ω2, p, z) = δt(z) · αp+ (1− δt(z)) · γ
zM − z · (ω1 −Rω2)
The expression for the counteracting clutch torque Tc on the input shaft
holds when ω1 > Rω2. The driving torque of the output shaft equals T2 =
RTc and is illustrated in Fig. 11a. Hence, one can formulate the nonlinear
system dynamics during the asynchronous phase by considering the torque
equilibrium of both shafts.
J1ω˙1 = T1(ωm, ω1)− Tc(ω1, ω2, p, z)
J2ω˙2 = RTc(ω1, ω2, p, z)− Tb(ω2)
(13)
.
(a) pressure (b) piston position
Figure 10: Illustration of overpressure and resulting piston position.
3.2.2. Synchronous phase
The system shifting process arrives in the synchronous phase once an
equivalent speed for both shafts is obtained (ω1 = Rω2). Henceforth, the
shafts can be considered as fully engaged and the system becomes indepen-
dent of the control signal u. The driving torque of the output shaft equals
T2 = RT1 since perfect torque transmission is assumed (Fig. 11a).
(J1 +
J2
R2
)ω˙1 = T1(ωm, ω1)− 1
R
Tb
(ω1
R
)
(14)
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3.2.3. Shifting time
The purpose of this dynamical model is to determine the shifting time,
which is key for various applications of the wet clutch. This is determined by
measuring the time interval between initialization of the feedforward control
signal and the moment that both shafts obtain the same angular velocity
(note that the mutual speed does not need to equal the initial input veloc-
ity). Fig. 11b illustrates the acceleration of the output shaft ω2 towards a
synchronous speed with the input shaft. The figure clearly illustrates the
discrepancy between the measured shifting time yl and corresponding simu-
lation Yl.
(a) torque (b) angular velocity
Figure 11: Comparison of dynamic simulation and signal measurements of a clutch en-
gagement from neutral to first gear.
3.3. Practical set-up
The test set-up considered for this paper is depicted in Fig. 12. An AC
electric motor (30 kW) is controlled to a constant speed via a high bandwidth
motor drive. The motor is connected to a controlled transmission via a
torque converter. Within this transmission, the clutch can be controlled to
engage with the proper gear. Furthermore, the output shaft of the clutch is
connected to a load transmission. The load consists of a flywheel (2, 5 kg m2)
and a brake. This system was previously used to study smooth gearbox
controllers [6].
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Figure 12: Wet clutch test bench
Figure 13: Experimental versus deterministic simulation results.
3.4. Design of experiments
We experimentally tested the influence of several control and operating
conditions on the shifting time yl on the wet clutch test set-up. We performed
an up-shift from neutral to first gear for various control parameters and
conditions, spanning a test scenario space. More specifically, 18 distinct
feedforward control signals were tested. We compared 3 different values for
∆t and u0 and 2 values for ∆u. Further we verified 3 different motor speeds
ωm (1200, 1350 and 1500 rpm) and 2 different friction load conditions Tb
(low, high). For these, a full factorial design of l ∈ {1, · · · , 108} experiments
has been tested. As an illustration of the modeling deficiency, we compare
the actual measurements, yl, with the simulated shifting times, Yl, in Fig. 13.
The global trend is captured by the deterministic model, however a distinct
discrepancy between measurements and simulation is present.
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3.5. Parametric uncertainty model
The objective of this research is to associate and identify a probabilistic
model for several of the lumped model parameters. As mentioned in section
3.2, several of these parameters were identified empirically based on isolated
subsystem measurements. The inertia of the shafts are derived from mate-
rials properties and geometrical considerations. Experiments in steady state
regime are used to determine values for the viscous and Coulomb friction
coefficients. On the available set-up no measurements of the oil temperature
are possible and the temperature effect on the dynamics is therefore elimi-
nated by performing all experiments after warm-up of the machine. How-
ever, our model contains various other variables that could not be deter-
mined or measured directly. Initially, we determined the parameter values
using a least-squared procedure on the test scenario set. The comparison
in Fig. 13 already illustrated the disadvantages of this strategy. Using a
sensitivity analysis, we could identify two key parameters: c2, the oil pres-
sure bias in piston position computation (11) and the initial piston position
zp (12). Therefore, we define the variables x1 and x2 that serve as scaling
factor for respectively c2 and zp. We aim at identifying a probabilistic model
for the random variable X = (X1;X2). We propose a normal distribution,
PX(α) = N (µ,Σ), with mean µ = (µ1;µ2) and covariance Σ, correspond-
ing the variable transformation, X = µ + ΣΘ,Θ ∼ N (0, I). Further we
assume that both variables are independent so that Σ = diag(σ1, σ2). There-
fore, the probabilistic input model can be defined by α = (µ1, µ2, σ1, σ2).
Note that a normal transformation implicitly assumes that forward model,
Y , can be evaluated for any value x ∈ R2. This can be avoided by clip-
ping the distribution, constricting the stochastic domain of X to a feasible
area x ∈ [x−,x+], i.e. we are only interested in the part of the normal
distribution in between these boundaries. This is facilitated by the trans-
formation, clip(Θ). The random variables Θ˜i = clip(Θi) should be dis-
tributed according to 1
Φ(θ+i )−Φ(θ−i )
ϕ(θ˜i), θ˜i ∈ [θ−i , θ+i ] where θ−i = 1σi (x−i − µi)
and θ+i =
1
σi
(x+i −µi)3. First we map Θi to a uniform distribution in between
the values Φ(θ−i ) and Φ(θ
+
i ). Then we use the inverse transform sampling
method to map the uniform variable back onto the standard normal distri-
3Here ϕ(·) and Φ(·) are standard notation for respectively the PDF and the cumulative
density function (CDF) of the standard normal distribution.
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bution but now limited to the interval [θ−i , θ
+
i ]. In conclusion the parametric
probability model is defined through the transformations
ui = Φ(θ
−
i ) + Φ(θi)
(
Φ(θ+i )− Φ(θ−i )
)
θ˜i = Φ
−1(ui)
x = µ+ Σθ˜ = µ+ Σ · clip(Θ), Θ ∼ N (0, I)
(a) model output, l = 16
0.8
0.9
1
1.1
1.2
1.3
1
2
3
4
(b) clipped distribution
0.8
0.9
1
1.1
1.2
1.3
1
2
3
4
(c) output distribution for each experiments
Figure 14: Top left : Simulated shifting time for l = 16. The red box indicates the clipping
domain. Top right: Associated clipped joint distribution. Bottom: Representation of
corresponding output distributions. The log-likelihood of the test scenarios for given
input distributions is also given.
The clipping boundaries, x− and x+, of the stochastic variables are cho-
sen so that the space for which a feasible solution of the shifting time can be
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obtained for all 108 experiments, is maximized. Figures 14a and 14b illus-
trate respectively the parametric model output and associated clipped normal
input distribution. Figure 14c demonstrates the corresponding output dis-
tribution for each experiment. Visual comparison with Fig. 13 demonstrates
that the least-squared approach treats the problem in a non appropriate
manner4.
4. Results and discussion
In this section we apply the methodologies described in section 2 on the
wet clutch system as was described in section 3. First we demonstrate the for-
ward propagation of uncertainty by concatenating the techniques described
in the sections 2.3 and 2.4, simply to determine the corresponding output
distribution by moment matching for a given input distribution. Secondly
we use the MLE method to identify the optimal parameter α∗ that best de-
scribes observed experiments. We compare results obtained with both the
Gaussian and max entropy parametric PDFs. To obtain a benchmark PDF
we estimated the output distributions empirically using Monte Carlo (MC)
uncertainty propagation of 200 000 simulation samples and fitted a spline
curve on the associated histograms. The associated logL values are referred
to as the true values.
4.1. PDF fitting by the method of moments
First we demonstrate the PDF estimation strategy combining high-order
gPC moments with the method of moments. Corresponding the variable
transformation and associated parametric probability model that were mo-
tivated in section 3.5, and in concordance with Table 1, we make use of
Hermite polynomials. We used polynomial order d = 4 and corresponding
univariate quadrature order q = 5, i.e. 25 function simulations were required
to estimate the output distribution for a single experiment. Due to numerical
restrictions (see section 2.5), we are limited to the first m = 4 moments.
Estimates for the output distribution of the 16th experiment are visualized
in Fig. 15a. We compare the MC reference distribution with Gaussian and
4We may note that the least-squares approach maximizes the objective −∑ 12 (yl−Yl)2.
Comparison with the log-Likelihood approach reveals that this is equivalent with assuming
that each experiment has an output probability density ∼ exp(− 12 (yl − Yl)2). In other
words the least-squares implicitly assumes that each experiment is normally distributed
with variance 1.
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max entropy fits. We also included PDF estimates that are based on the
stochastic moments extracted from the MC sample set. Based on these
results we can compare how much information could be extracted by the gPC
approach with respect to the amount of information that is contained within
the first four moments about the true distribution. The minor difference
between the gPC PDF estimates and the MC equivalent PDF estimates
suggests that gPC is a viable approach with sparse function evaluations.
For a fair comparison besides the visual verification, we calculate the
Earth Mover’s Distance (EMD) (see Appendix Appendix B) for every esti-
mate w.r.t. the estimated true output distribution. Different values are pre-
sented in Fig. 15b. These results confirm that high-order estimates obtained
through the extended gPC framework are capable of extracting statistical
information from significantly fewer function evaluations when compared to
the brute force methodologies such as MC.
(a) probability densities (b) earth mover’s distance
Figure 15: PDF estimates and corresponding EMD for given model parameters α =
(1, 1, 0.07, 0.02) and experiment 16.
4.2. Maximum log-likelihood estimation
We demonstrated that the high-order gPC moment matching strategy
provides cheap yet accurate output PDF estimates for given input uncer-
tainty. Consequently it can be engaged as an efficient alternative to evaluate
the log-Likelihood of a number of experiments at a mere fraction of the com-
putational cost associated to brute force strategies such as MC. Next we
apply the method to identify the optimal parameter set α∗ associated to the
probability model described in section 3.5. To solve problem (1), we used
a genetic algorithm (GA) with population size 50 using the Matlab opti-
mization toolbox. We compared optimization results for both Gaussian and
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max entropy PDF abstractions. The performance of the optimal parameter
sets are verified using MC estimates of the log-Likelihood corresponding the
identified probability models.
4.2.1. Gaussian output distribution
Using the Gaussian output distribution and gPC moment estimates, the
following optimal parameter set was identified, α∗G = (0.91, 0.55, 0.077, 0.014).
Figure 16 compares measurement with the corresponding output distribu-
tions. The solution has an estimated log-Likelihood of log LˆG(α∗G) = 188.5
using the moment matching approach. When we evaluate the log-Likelihood
using the MC approach, we obtain a smaller value logL(α∗G) = 176.7.
4.2.2. Maximum entropy output distribution
Using the max entropy distribution we obtain the following optimal pa-
rameter, α∗ME = (0.91, 0.55, 0.081, 0.046). Note that we retrieve the same
mean as with the Gaussian output distributions, µ, but that both covariance
values have increased. Figure 17 visualizes the corresponding output distribu-
tions and measurements. Using the max entropy moment matching approach,
the log-likelihood is estimated on log LˆME(α∗ME) = 189. Verification using
MC delivers a slightly smaller log-Likelihood logL(α∗ME) = 183.7. Note
that the difference is significantly smaller compared to the log-Likelihood
mismatch obtained with the Gaussian PDF estimates.
4.3. Discussion
With respect to the global logL estimates, we remark the following. In
both the max entropy and the Gaussian case the logL is overestimated using
the proposed gPC moment matching method. However, for the max entropy
distribution, the mismatch between true logL and estimated logL is signifi-
cantly smaller (approximately 55%). Moreover the true logL obtained with
α∗ME exceeds that obtained with α
∗
G by 4%. Both of these observations con-
firm that the use of high-order stochastic moments benefits the identification
of an optimal input probability model and that the gPC framework can be
used to obtain accurate estimates of these moments.
Figure 18 compares the estimates log LˆGl (α
∗
G) and log Lˆ
ME
l (α
∗
ME), for
each individual experiment l ∈ {1, · · · , 108}, w.r.t. to their true value. One
may note that for the majority of the experiments the logL is estimated with
great precision for either output distribution. This indicates that for the ma-
jority of the experiments, the true output distribution is about Gaussian
and no additional information is contained within the high-order moments.
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(a) benchmark output distributions using MC
(b) Gaussian distributions using gPC moment matching
Figure 16: Representation of corresponding output distributions using the optimal param-
eter set, α∗G.
However for a small subset of experiments, the Gaussian overestimates the
true value significantly due to its incapacity of modeling asymmetric distri-
butions. As a result, measurements that are highly improbable and would
strongly affect the global logL are penalized less by the Gaussian distribu-
tion. This effect was already visualized in Fig. 15. Following the argument
made above, we compare the EMD metric averaged over all experiments in
Fig. 19, as it proofs to be valuable to quantify the estimated output distribu-
tion’s accuracy. We found that the use of the maximum entropy distribution
with 4 moments could reduce the EMD by approximately 42% for α∗G and
47% for α∗ME when compared with the averaged EMD value obtained with
Gaussian output distributions. The minor difference compared to the EMD
of the PDF estimates based on the stochastic moments directly extracted
from the MC sample set indicates that the gPC can correctly estimate the
statistical moments. The improved accuracy can therefore be fully attributed
to the higher order moments gPC framework.
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(a) benchmark output distributions using MC
(b) max entropy distributions using gPC moment matching
Figure 17: Representation of corresponding output distributions using the optimal param-
eter set, α∗ME .
Figure 18: Comparison of individual log-Likelihood estimates Lˆl(α) and corresponding
reference log-Likelihood Ll(α).
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Figure 19: EMD of different PDF approximations.
Figure 20 illustrates the mean absolute error (MAE) of the log-Likelihood
estimates of all individual experiments l ∈ {1, · · · , 108} compared to the MC
reference obtained by 200 000 simulation samples. The accuracy of the brute
force propagation techniques increases with respect to the number of samples
used for uncertainty propagation. The quasi Monte Carlo (qMC) technique
considers an equally distributed grid of S samples. The gPC results require a
magnitude less expensive function evaluations to achieve the same accuracy
as the brute force techniques. The interpolated values SMQ and SqMQ are
depicted in Table 2. A comparison between the gPC techniques indicates
that the MAE could be reduced by 15.3% for α∗G and 24.8% for α
∗
ME due to
the incorporation of higher order estimates in the novel gPC framework.
Table 2: Summary of log-Likelihood estimation.
logL PDF est. MAE SgPC SMC SqMC
α∗G 176.7
Gauss 0.183 25 458 577
ME 0.155 25 629 1171
α∗ME 183.7
Gauss 0.117 25 265 370
ME 0.088 25 383 1009
5. Conclusion
In this paper we proposed and discussed an efficient numerical method
that is tailored to parametric model uncertainty identification using maxi-
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(a) MAE for α∗G (b) MAE for α
∗
ME
Figure 20: Influence of sample density on estimation accuracy of logLl(α
∗).
mum likelihood estimation. Here the objective is to find a parametric input
distribution that best explains a series of observations. A novel method is
proposed to determine the output distribution for given input probability
model making use of the generalized Polynomial Chaos (gPC) expansion
framework. We extended the gPC framework so that high-order stochastic
moments can be obtained efficiently. These high-order estimates can then
be fed to a Gaussian or maximum entropy distribution. This strategy en-
ables a reduction in the required number of function evaluations to obtain
an adequate estimation of the statistical moments of the output distribu-
tion. The method is applied to calibrate a model for the shifting time for
wet clutch engagement based on a series of measurements verified in the
lab. It is shown that output distribution estimations via high-order moment
matching excels traditional identification methods that are based on mean
and variance estimates whilst the computational cost remains the same due
to efficient techniques that were developed. The high-order moment match-
ing resulted into a log-likelihood increase of about 4% since the accuracy of
the estimated output probability density function could be improved up to
47% compared to Gaussian distributions. This methodology reveals high po-
tential when scaling up the number of uncertain parameters that need to be
identified through inverse uncertainty identification. In addition to the inclu-
sion of parametric uncertainty, future work will investigate the incorporation
of model structure uncertainty.
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Appendix A. Maximum entropy distribution
The maximum entropy distribution, pˆ provides a solution to the classical
problem where an estimate of univariate density p is sought from knowledge
of its moments [31]. The extent to which a density may be determined from
its moments is a topic of discussion in mathematical literature. In practice
only a finite number of moments, say K+1, are usually available so that there
exists an infinite variety of functions whose first K+1 moments coincide and
a unique reconstruction of p is simply impossible. To remedy this issue, pˆ
is sought to maximize W [p] = − ∫X p(x) log p(x)dx under the condition that
the first K + 1 moments are equal to the true moments µk. The Lagrangian
L corresponding to this problem is
L[p,λ] =W [p] +∑Kk=0∫Xλk(xk − µk)p(x)dx (A.1)
Nullifying the functional variation to p yields
δpL = 0⇒ pˆ(x|λ) = exp
(
−∑Kk=0λkxk)
Without loss of generality we may further assume that pˆ is normalized
so that µ0 = 1. Accordingly, we can express λ0 in function of the remaining
Lagrangian multipliers∫
X exp
(
−∑Kk=0λkxk) dx = 1
⇒ λ0 = log
∫
X exp
(
−∑Kk=1λkxk) dx
One may substitute this solution into the original Lagrangian (A.1) so to
obtain the dual unconstrained problem which can be solved accordingly.
min
λ
Γ(λ) = λ0 +
∑K
k=1λkµk
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Appendix B. Earth mover’s distance
The Earth Mover’s distance (EMD) is a metric for the dissimilarity be-
tween two signatures that are each a compact representation of a distribu-
tion. In formal mathematics the metric is known as the Wasserstein distance
between two probability distributions. The metric was coined in computer
science due to an apparent analogy to its definition that can be modeled as
the solution to a transportation problem [32].
Given are two signatures P = {(ui,xi)}ni=1 and Q = {(vj,yj)}mj=1. An
insightful interpretation is that ui and vj represent the amount of dirt at the
respective positions xi and yj. The EMD between the signatures P and Q
is defined as the minimal (normalized) work required to reconfigure P into
Q moving around the dirt. Formally that is
EMD(P,Q) = min
F={fij}
∑
ij fijd(xi,yj)∑
ij fij
subject to
∑
ifij ≤ vj∑
jfij ≤ ui∑
ijfij = min
{∑
iui,
∑
jvj
}
fij ≥ 0
where fij represents the dirt transferred from position xi to yj, and, d(xi,yj)
the distance to be covered for that transport.
The transportation problem above is a special linear programming prob-
lem.
Appendix C. Derivation of equation (9)
Details are given about the derivation of formula (9). We initiate the
derivation from equation (5). First we expand the power of the sum using
the multinomial theorem. Then we regroup the terms so that the high-
order inner product is isolated from the coefficients. Finally we substitute
expression
∏n
j=1 φ
(j)
k(j) for ψk so to obtain equation (9).
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µ(d)m =
∫
X
(∑
i∈I
ciψi
)m
fXdx
=
∫
X
∑
i∈I(m,p)
(
m
i
) p∏
k=1
cikk ψ
ik
k fXdx
=
∑
i∈I(m,p)
(
m
i
)
·
〈
p∏
k=1
ψikk
〉
·
p∏
k=1
cikk
=
∑
i∈I(m,p)
(
m
i
)
·
n∏
j=1
〈
p∏
k=1
φ
(j)
k(j)
ik
〉
·
p∏
k=1
cikk
(C.1)
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