Integration of opinion into customer analysis model by Yaakub, Yaakub et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Yaakub, M.R., Li, Y., Algarni, A., & Peng, B. (2012) Integration of opinion
into customer analysis model. In Boissier, Olivier & Benatallah, Boualem
(Eds.) The 2012 IEEE/WIC/ACM International Joint Conference on Web
Intelligence and Intelligent Agent Technology Workshops, IEEE Computer
Society Conference Publishing Services (CPS), Macau, China, pp. 164-
168.
This file was downloaded from: http://eprints.qut.edu.au/58385/
c© Copyright 2012 IEEE, Inc.
Abstracting is permitted with credit to the source. Libraries may photocopy
beyond the limits of US copyright law, for private use of patrons, those
articles in this volume that carry a code at the bottom of the first page,
provided that the per-copy fee indicated in the code is paid through the
Copyright Clearance Center, 222 Rosewood Drive, Danvers, MA 01923.
Other copying, reprint, or republication requests should be addressed to:
IEEE Copyrights Manager, IEEE Service Center, 445 Hoes Lane, P.O. Box
133, Piscataway, NJ 08855-1331. The papers in this book comprise the
proceedings of the meeting mentioned on the cover and title page. They
reflect the authors’ opinions and, in the interests of timely dissemination,
are published as presented and without change. Their inclusion in this
publication does not necessarily constitute endorsement by the editors,
the IEEE Computer Society, or the Institute of Electrical and Electronics
Engineers, Inc.
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
Integration of Opinion into Customer Analysis
Model
Mohd Ridzwan Yaakub, Yuefeng Li, Abdulmohsen Algarni, Bo Peng
School of Electrical Engineering and Computer Science
Queensland University of Technology
Brisbane, Australia
yaakub.mohdridzwan@student.qut.edu.au,y2.li@qut.edu.au, a1.algarni@qut.edu.au,b1.peng@connect.qut.edu.au
Abstract—As e-commerce is becoming more and more pop-
ular, the number of customer reviews that a product receives
grows rapidly. In order to enhance customer satisfaction and
their shopping experiences, it has become important to analysis
customers reviews to extract opinions on the products that
they buy. Thus, Opinion Mining is getting more important
than before especially in doing analysis and forecasting about
customers behavior for businesses purpose. The right decision
in producing new products or services based on data about
customers characteristics means profit for organization/company.
This paper proposes a new architecture for Opinion Mining,
which uses a multidimensional model to integrate customers
characteristics and their comments about products (or services).
The key step to achieve this objective is to transfer comments
(opinions) to a fact table that includes several dimensions, such as,
customers, products, time and locations. This research presents
a comprehensive way to calculate customers orientation for all
possible products attributes.
Index Terms—Opinion Mining; Data Cube; OLAP; Unstruc-
tured Data; Structured Data; Frequent Feature;
I. INTRODUCTION
Analysis of customers behaviors and characteristics are the
most important thing in finding the new market segments
and to maintain the current customers to be loyal with the
organization/company. Customer analysis is an analysis of
customer activities and behaviors when doing a transaction
with the organization or company [1]. Customer analysis has
been divided into two categories: the descriptive analysis
and predictive analysis [1]–[3]. Understanding and describing
the customers behaviors and activities are the most common
analysis in descriptive analysis, while the predictive analysis
is the analysis or forecast the behaviors and activities of
customers. In doing this, a large amount of data regarding
to customers purchasing patterns is needed.
Currently, the relational model is one of the popular models
that used in most of the company or organizations system. In
the relational model, data was stored in rows and columns [1],
record-oriented [4], and assigned to dedicated fields, known as
structured data. However, 80 percent of data in organization
or company is unstructured data [4]. This shows that it is
inaccurate to use only the structured data in doing customer
analysis because it can only cover 20 percent of the entire data
for an enterprise.
The most of data such as web pages, text comments, e-
mails, images, video, telephone conversations, music, and
presentations are unstructured data [1], [5]. In this research, we
integrated both of structured and unstructured data in order to
cover a broad spectrum of information for an enterprise. The
hard question here is how to make sure the best possible data
will be chosen for customer analysis model to get the best
result.
In this article, we show the important of using both struc-
tured data and unstructured data for customer analysis, instead
of using either one of them to generate more accurate result.
We classify related information into multiple data dimensions,
including customer dimension, date dimension, product di-
mension and opinion dimensions. For each dimension, we also
consider its concept hierarchies. For example, we may have the
following concept hierarchy for IXUS 115 HS Digital Camera:
product camera Canon camera digital camera.
Usually, a customer relationship management (CRM) sys-
tem can be used for dealing with structured data in a database.
It can establish contacts and managing communications with
customers, analyze information about customers and make
campaigning to attract new customers. However, it is very hard
to integrate customers comments and feedback into the CRM
system because most of them are described in text opinions.
Normally, customers opinion covers a braid spectrum of
issues about products. Some comments are about certain spe-
cific technical issues, but some comments may be very general.
Also, some comments from customers are positive, but others
maybe negative or neutral. In this paper, we present a new
approach to integrate costumers opinion into a traditional
CRM system. The new approach firstly identifies the entities
and opinion descriptors in the customers customers. It also
decides a mapping to map these entities to the corresponding
concepts in the product’s feature ontology. In addition, it
transfers customers comments into a fact table to show the
associations between customers comments and other data
dimensions.
In the next section, we provide some related works about
this research from the past and current researchers. Then, in
Section III, we discuss the proposed approach. We also follow
the discussion with our current result in this research and the
last section is the conclusion.
II. RELATED WORK
Customers are the greatest asset that a company has [6]
but it is not easy to maintain the same customer for a longer
period without specific research on customers behaviors. Every
company must have thorough knowledge about the customers
needs [7] to make sure the new product is relevant for the
targeted customers.
As a result, a lot of researches on customer analysis have
been done [6]–[8]. Customer analysis is an analysis of cus-
tomer activities and behaviors when doing a transaction with
the organization or company [1]. Campbell [6] has emphasized
the importance of good relationship between the suppliers and
customers to oversee the marketing and purchasing strategy.
Ittner [8] acknowledged that intangible assets (satisfaction of
customer) was the major force for better predictors of future
financial performance, and not historical accounting measure
as currently practices by many of the companies.
The companies used the database management to manage
relationship with their customers [9]. While the worked by
Mithas, Krishnan, and Fornell [10] mentioned that CRM has
improved the customers satisfaction by understanding the
customers behavior. A lot of information such as customers
shopping patterns and behaviors, promotions and sales data,
and pricing data stored in companies database [9]. This has
resulted in using data mining as the best statistical process
analysis for data warehouse.
Meanwhile Zhou and Chaovalit [11] mentioned in their
paper, the aim of opinion mining is to discover common
patterns of user opinions from their textual statements au-
tomatically or semi-automatically. This research is regarding
the polarity review of users (positive, negative, or neutral),
which is one of the main issue in Opinion Mining. Zhou
and Chaovalit [11] had defined the polarity mining as a task
of determining positive and negative orientations of textual
information. Meanwhile, Hu and Liu [12], used technique
of opinion word extraction and aggregation enhanced with
WordNet to get the polarity from users reviews.
The major issue in this research is to integrate the struc-
tured data and unstructured data from customers comments.
Kantardzic [13] described that structured and unstructured
data becomes imperative to provide valid insights into current
business developments. Meanwhile, Sukumaran and Sureka
[4] used the text tagging and annotation technique to integrate
structured and unstructured data. This research is quite close
to our research except us using the fact data and descriptor to
integrate the unstructured and structured data.
The above opinion mining methods either adopt a context-
free sentiment classification approach or rely on a large
number of manually annotated training examples to perform
contextsensitive sentiment classification. Guided by the design
science research methodology, the worked by Lau and et al
[14], [15] illustrated the design, development, and evaluation
of a novel fuzzy domain ontology based contextsensitive
opinion mining system. The ontology extraction mechanism
underpinned by a variant of Kullback-Leibler divergence can
automatically acquire contextual sentiment knowledge across
various product domains to improve the sentiment analysis
processes.
In our research a new architecture for Opinion Mining,
which is uses a multidimensional model to integrate customers
characteristics and their comments about products (or ser-
vices). The key step to achieve this objective is to transfer
comments (opinions) to a fact table that includes several
dimensions, such as, customers, products, time and locations.
A use case study is also presented in this paper to show
the advantages of using OLAP and data cubes to analyse
costumer’s opinions.
III. OPINION INTEGRATION MODEL
Customer analysis is one of the most important aspects that
companies and organizations need to emphasize especially
in finding a new product and also to retain the loyalty of
existing customers. In this current work, we produced our own
ontology for each product that we are working with such as
mobile phone shown in Figure 3. We divided the features of
product depends on their subcategories (characteristics) such
as general, and other technical terms. The idea is the customers
always gave comments on their product based on the technical
features such size, battery, color, and applications that built in
the product. These subcategories are our main attributes in
producing the comment fact table.
Fig. 1. Ontology of Mobile Phone
In our system, data source (comments), which from ama-
zon.com’s website [12], is extracted into extracted noun and
sentiment word by using the Extraction, Transformation, and
Loading process (ETL process). The ETL process is the main
part of this system. The diagram for ETL process is shown in
Figure 2.
The main aim of the extraction part is to use part of
speech tagging to pre-process the data in the source files. it is
involving the customers’ reviews (data source) in the text file
that will be produced to text file which will have data such as
product name, customer information, date, and pairs of entity
descriptor based on our business model that involved our main
tables or entities such as product, customer, opinion, and time.
The pre-processed data from the extraction parts is the main
input to the transformation part. In the transformation part the
extracted nouns will be matched with the feature ontology
(FO) to understand the features that customers want to review.
Consequentially, the polarity of extracted sentiment words will
Fig. 2. The Diagram of ETL
be calculated. A pair of e feature and polarity insert into
fact comment table with related dimension key. The matching
process of the The output of this process then load to the data
warehouse.
A. Feature Ontology
In more specific, we can assume that we have feature
ontology for all products. For this term, we defined A as
a set of attributes for all products in an enterprise, and for
group of customers we defined as C. By using these terms, we
defined the meaning of feature ontology and opinion sentences
as follow:
Definition 1 Feature Ontology(FO): A Feature Ontology
FO = < A,R >, which means the feature ontology is
produced by combination of a set of attributes a and their
relations A. In more specific we can say that (a1, a2) ∈ R,
if attribute a1 is a more general concept than a2, or say a2 is
more specific than a1. A feature ontology can be said as more
general concepts because its defines a sequence of mappings
from a set of low-level concepts to higher-level. This concept
can be described clearly by example of location’s field in real
life. For every entity of location, we can describe it more
details by more than one attribute such as the attributes for
number, street, city, province or state, zip code, and country.
Based on the feature ontology, we can define this attributes in
4 levels as: street < city < province or state < country. In
other word, a lattice can be formed because the attributes of
a dimension may be organized in a partial order such as the
time dimension has a partial order : day < month < year and
order week < year.
Definition 2 Opinion Sentence(OS): An opinion sentence
can be created when we have the pairs of sentiment-feature
pairs. In this case, we can define the opinion sentence as
follow:
OS = {(f1, s1), ...., (fm, sm)}
where, f , and s representing a set of sentiment-feature pairs.
B. Opinion extraction
To extract the opinion from the text a part-of-speech tagging
from natural language processing has been used. Each sentence
is saved along with the POS tag information of each word in
the sentence. The most important words are the noun, adverb
and adjective. The noun is the attribute that can describe the
feature of a product. The adverb and adjective are used to
express the opinion of the customers to the features. Thus,
in the pre-processing step all words are deleted except those
three kinds of words (noun, adverb and adjective). However,
large number of noun will be generated from text. Most of
extracted nouns are not related to the product or features.
Therefore, to reduce the number of extracted features from
the text; a frequented nouns will be selected using maximum
and minimum threshold for the frequency of the noun in the
review. A frequent noun can be define as follow:
min sup ≤ sup(n) ≤ max sup
where, sup(n) is the frequency of the noun n in the review.
To understand the features that customers review; each
frequent noun will be mapped with the feature ontology.
Normally there are three cases to map a feature f to a product
attribute a. Those three cases are: exactly match a, partial
match p and no match b for product attribute a. Therefore, the
mapping function to map features f to a product attribute a
can be present as follow :
fa(f) =

a, if ∃a ∈ A, a = f
p, if ∀a ∈ A, a ∩ f = ∅
otherwise b = {a ∈ A, a ∩ f 6= ∅)}
with the most general
(1)
In more details, as shown in the first case the attribute a is
appear as the same in the feature ontology FO in this case we
can easily map the attribute to the feature and under stand the
the feature that customer want to review. In the second case
where an attribute a cannot be found in the feature ontology,
then we will get all possible synonym for attribute a and map
the synonym to the feature ontology. if none of those two
cases work then an association mining between attribute a or
the attribute synonym with other attribute in the review will
be used. Based on the relation between attribute a and others
attributes in the review, the attribute a can mapped to feature
ontology. if there are no useful relation found the attribute a
will be ignored.
The output of mapping attributes to the feature ontology
is a list of features. To get the opinion of the customer
about specific feature, each feature will group with the closest
sentiment words. Then the polarity for each sentiment word
need to be calculated.
Algorithm AttributePolarity() describes how the process
to transfer an opinion sentence into a list of attribute polarity
pair. In algorithm AttributePolarity(), we assumed that any
sentiment s can be transfer to a number between -3 to 3 based
on seven polarity system. The polarity for our system is from
3 as the most strength positive comment and -3 as the worst
comment. The term is word used by customer to express their
AttributePolarity()
Input: FO –a feature ontology, and OS –an opinion sentence
Output: a list of attribute-polarity pairs AP .
Method:
1: Let AP=∅ ;
2: For each (s, f ) ∈ OS {
3: then let m be the scale of sentiment s;
4: a=fa(f);
5: if ∃ x such that (a, x) ∈ AP
6: AP = (AP -{(a,x)})
⋃
{(a,max(x,m))}
7: else
8: AP=AP
⋃
{(a,m)}; }
opinion in the comment. Type is referred to 0 as the word is
currently match the database store in our system and 1 as the
system detach the new word and save it in the database.
C. Opinion Integration
The output of ETL process’ will be integrated with the
structured data from CRM record in the Data Warehouse. After
we created the data warehouse, we created many data cubes
to calculated and analysed the orientation of some groups of
customers for products in certain levels based on the ontology
that we have. The unstructured data from previous processed
will be saved together with the structured data from the CRM
in data warehouse.
The OLAP server used in opinion extraction process to
build the cube which includes the dimensions, the calculation
processes such as the opinion of customer based on the group
of customer and the category of product called as ogc, and
sentiment orientation. Based on the data cubes, we can work
out the orientation based on product features for a given group
of customer g to a category of product c as follows ( [16]).
o(g, c) =
 positive, if ogc(g, c) > 0negative, if ogc(g, c) < 0
neutral, otherwise
(2)
This equation is really important to find the orientation
of customers’ comments either positive when the ogc(g, c)
greater than 0, or negative when the ogc(g, c) greater less
than 0. Neutral will be set if ogc(g, c) is 0. Meanwhile, the
calculation of ogc(g, c) as follows.
ogc(g, c) =
3∑
z=−3
(z ∗ polarity(c, g, z)) (3)
where, ogc(g, c) is orientation of comment based on the
sentiment value z, group of customer g, and feature or
category of product c.
Based on this formula, it will produced inaccurate result of
ogc because c only represent the general ontology which is
level one. Most of customers’ comments not only for general
product but also the features of product in detail. This means
it not calculate or just mentioned the general features such as
mobile phone. We solved this problem with enhancement of c
formula. Every level of ontology will be calculated differently
with every review count depend on the level of ontology’s
features from the total levels of ontology as follows. The
ontology level for feature nouns can be calculate as follow:
n = review count/2p−n
where n is the level number and p is total level number.
Report is built in the report server to show inserted fact
comments data with cube’s dimensions. Details about the
process will be explained later in the subsection.
IV. EVALUATION
In this paper we are concentrated on finding the sentiment
from the customers’ comments based on the product’s features.
The proposed technique in the paper is using ontology to
define the features (product’s attributes) of products. This
system has been built in JAVA and used Microsoft SQL Server
2008 R2 for developing the data warehouse.
For evaluation, all reviews has been read and evaluated
by human beings. A list of all features in the reviews are
extracted. Similarly, the opinion of the customers are extracted
and identified as a positive or negative opinion based on the
provided scale. in this paper we are only interested in sentences
with opinions.
The effectiveness of the proposed technique is measured by
using Precision (p), Recall(r) and accuracy. The evaluation
measures accurate the proposed technique in detecting and
acquire the right features (frequent noun), and calculating the
polarity of the extracted features. The Precision (p), Recall(r)
are calculated by the following functions:
p =
TP
(TP + FP )
, r =
TP
(TP + FN)
where TP (true positives) is the number of reviews that
the system correctly extract the right features and opinion;
FP (false positives) is the number of reviews that the system
falsely extract wrong features or wrong opinion opinion opin-
ion; FN (false negatives) is the number of reviews that the
system fails to identify.
A. Dataset
The dataset is collected from the Minqin Hu and Bing Liu’s
project [12]. They are 1000 reviews from the customers that
used Nokia 6610 and made the comments in amazon.com.
Ontology based on the features and attributes of the mobile
phone (Nokia 6610) were used before we used our owned
tagging process. The usage of the ontology, pruning process,
verb matching and opinion lexicon are the main techniques
used in our works.
B. Baseline Model
The baseline for this research is the system developed by
Minqin Hu and Bing Liu [12]. Minqin and Bing provide about
5 different techniques in their paper that we can compare
with. We chose Minqin and Bing’s techniques as our baseline
because we used the same data to run the system. Minqin
TABLE I
COMPARISON OF PROPOSED MODEL WITH ALL BASELINE MODELS.
Model name recall precision
Proposed Technique 0.818 0.918
Opinion Sentence Extraction 0.675 0.815
Frequent Feature 0.731 0.563
Compactness Pruning 0.716 0.676
P-support pruning 0.716 0.828
Infrequent Feature 0.761 0.718
TABLE II
THE ACCURACY RESULT FOR THE PROPSED MODEL COMPARING WITH
OPINION SENTENCE EXTRACTION.
Opinion Sentence Extraction Proposed Technique
Accuracy 0.764 0.776
and Bing’s technique emphasised the frequent nouns as the
features for product and ignore the infrequent nouns because
they mentioned that it only produced less than one percent of
the product feature so it will be hardly change the result of
the product feature [12].
V. RESULT AND DISCUSSION
We compare the proposed system with 5 techniques devel-
oped by Bing and Minqin [12]. The comparison result of the
proposed technique with baseline techniques are shown in Ta-
ble I. The proposed technique shows significant improvement
comparing with the best baseline model in both precision and
recall. Comparing with the best result in recall (Infrequent
Feature), the proposed model shows about 7% = 0.818−0.7610.818
improvement. Moreover, comparing with the best result in
precision (P-support pruning), the proposed model shows
about 9.8% = 0.918−0.8280.918 improvement.
In addition, the accuracy result of comparing the proposed
model with Bing and Minqin main technique [12] (Opinion
Sentence Extraction) is shown in Table II. The result shows
that the proposed technique is perform better than Opinion
Sentence Extraction technique.
In summary, all the results prove that the significance
improvement of the proposed technique comparing with the
baseline model.
VI. CONCLUSION
This research proposal has show the important of opinion
mining in the CRM. The conventional CRM only emphasis in-
formation from customer details such as personal information,
and characters’ of the customer to predict the future pattern
of purchasing the products. Besides that, the conventional
CRM only captured the product details from manufactures or
suppliers without information from the customers that using
the particular product to get the feedback from customers.
Our new architecture of CRM is combining the customers’
personal record, products record, and also the feedback from
the customer regarding the particular product that they already
used it. This new architecture is very significant to companies
and manufacturers to gather the best opinion from customers
Fig. 3. Comparison of proposed model with all baseline models.
regarding the particular product, especially for product im-
provement in the future. Our testing and valuation also showed
the better result compared to our baselines with the precision
0.918 and the recall is 0.818.
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