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In physics one attempts to infer the rules governing a system given only the results of imperfect
measurements. Hence, microscopic theories may be effectively indistinguishable experimentally. We
develop an operationally motivated procedure to identify the corresponding equivalence classes of
states, and argue that the renormalisation group arises from the inherent ambiguities associated with
the classes: one encounters flow parameters as, e.g., a regulator, a scale, or a measure of precision,
which specify representatives in a given equivalence class. This provides a unifying framework and
reveals the role played by information in renormalisation. We validate this idea by showing that
it justifies the use of low-momenta n-point functions as statistically relevant observables around
a gaussian hypothesis. These results enable the calculation of distinguishability in quantum field
theory. Our methods also provide a way to extend renormalisation techniques to effective models
which are not based on the usual quantum-field formalism, and elucidates the relationships between
various type of RG.
The renormalisation group (RG), as conceived by Wil-
son [1, 2], relies on the idea that it is possible to de-
scribe long-distance physics while essentially ignoring
short-distance phenomena; Wilson argued that, if we are
content with predictions to some specified accuracy, the
effects of physics at smaller lengthscales can be absorbed
into the values of a few parameters of some effective the-
ory for the long-distance degrees of freedom. The RG
now underpins much of our understanding of modern the-
oretical physics and provides the interpretational frame-
work for quantum field theories. It has been applied in
a dazzling array of incarnations to study systems from
statistical physics [3] to applied mathematics [4].
The general applicability of RG techniques strongly
suggests the existence of a deep unifying principle which
would make it possible to directly compare different man-
ifestations of the RG and to unlock its full potential. It
has been suggested that such a general implementation-
independent formulation of the RG is to be found in an
information-theoretic approach [5] because the RG works
by ignoring certain aspects of the system. Although the
information-theoretic flavour of the RG is manifest in the
case of block-decimation [6–8], it is far less obvious in the
context of particle physics from where the terminology
of renormalisation originates [9]. Previous attempts at
tackling this problem (see, e.g., [10–14] for a selection)
depend on details of the chosen model or formalism and
do not yet offer the truly general unification that one
might hope for.
The objective of this paper is to propose an op-
erationally motivated, model-independent, and hence
information-theoretic framework for the RG. Our main
result is a demonstration that this framework encom-
passes, as a particular case, the renormalisation group
implemented with respect to a regulator (as found in
QFT).
Our approach is related to that of a recent paper of
Machta et al. [15], who observed that the relevant pa-
rameters selected by the RG have the property that they
generate perturbations of a statistical state which are dis-
(a) (b)
FIG. 1. The shaded planes represent equivalence classes
of states which cannot be distinguished experimentally.
They are intersected by the manifold of effective theories,
parametrised in example (a) by a sole parameter α, and, in
example (b), additionally by a regularisation parameter Λ.
The intersection lines are renormalisation trajectories α(Λ).
tinguishable (in information-theoretic terms) even when
the system is coarse-grained. This is why these param-
eters can be inferred experimentally and are useful for
predictions.
We first step back, and phrase the inference task as a
game played between two players: a passive one, Alice,
who simply possesses a quantum or classical system, and
Bob, who perceives the system via a known noisy quan-
tum channel E . (That is, any map linearly taking density
matrices to density matrices, even as part of a larger sys-
tem. Classically, it is any stochastic map). The channel
may for instance represent a coarse-graining. We think
of Alice as possessing the true state of a physical system,
while Bob is an experimentalist whose practical limita-
tions are formalised by the channel. When Bob tries to
infer the state of Alice’s system, he is faced with the ill-
posed inverse problem of inverting a quantum channel to
find the input from the output.
Let us consider first a situation where the channel has
a non-trivial kernel. For instance, E could be the par-
tial trace over all high-momentum modes of a theory. If
two states ρ and ρ′ are such that E(ρ) = E(ρ′) then they
cannot be distinguished by Bob and hence are both just
as good as hypotheses for Alice’s state. This indistin-
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2guishability results in equivalence classes of states: all
that Bob can hope to do is to determine in which class
the true state is. The classes can be parameterised by
a smooth manifold of unique representatives (Fig. 1a).
For instance, if E traces out high-momentum modes, the
equivalence classes can be labelled by states whose high
momentum modes are in some fiducial product state.
Once the classes of experimentally indistinguishable
states are identified, we propose that the various existing
types of RG result from an exploration of the freedom
available in choosing the representative within a class.
For example, when modifying a regularisation parameter,
as occurs in high-energy physics, or when simplifying the
description of the state and isolating the relevant degrees
of freedom, as commonly practised in condensed matter
theory. Before we describe these two cases in more depth,
we need to consider more general, and more realistic ex-
perimental limitations. This requires taking approximate
indistinguishability into account.
I. GENERAL FRAMEWORK
A reasonable measure of distinguishability between
two states ρ and ρ′ to be used in this situation is the
relative entropy
S(ρ′‖ρ) = Tr (ρ (log ρ− log ρ′)) , (1)
which measures the optimal exponential rate of decrease
of the probability of mistaking ρ′ for ρ as a function of the
number of copies available, while still letting the proba-
bility of mistaking ρ for ρ′ go to zero [16]. This asym-
metric scenario is relevant to the situation where one at-
tempts to prove the new hypothesis ρ′ against a well es-
tablished one: ρ. Our framework can also be adapted to
different measures, but we use this one here for concrete-
ness. The above interpretation is for an observer able
to measure any observable on Alice’s system. Bob, how-
ever, has a limited access to Alice’s state. Since he can
only make direct measurements on the states E(ρ) and
E(ρ′), his optimal ability to distinguish between ρ′ and
ρ according to the above scenario is instead given by the
rate S(E(ρ′)‖E(ρ)).
The effect of E can also be thought of as limiting the
type of observable that Bob can measure directly on Al-
ice’s system, through the Heisenberg picture defined via
the adjointness relation Tr(ρ E†(A)) = Tr(E(ρ)A): Bob
can effectively only measure POVMs on ρ with elements
E†(Ai), where 0 ≤ Ai ≤ 1 and
∑
iAi = 1. His effec-
tive distinguishability rate S(E(ρ′)‖E(ρ)) is hence smaller
than that of an all powerful experimentalist, namely
S(ρ′‖ρ), because he has access to fewer observables.
Consequently, we could attempt to deem two states
ρ and ρ′ experimentally equivalent if S(E(ρ′)‖E(ρ)) < δ
for some desired maximal rate δ. However, this does
not define an equivalence relation (this relation is not
transitive, nor even symmetric). Nevertheless, if δ is suf-
ficiently small, we still expect that the set of states ρ′
close to ρ form an approximately linear subspace of ma-
trices, as occurs in the exact case δ = 0. This motivates
us to linearise the relation around a starting hypothesis
ρ.
Let us consider the state ρ′ = ρ + X, where  may
be arbitrarily small. We will call the operator X, which
must be hermitian and traceless, a feature. In terms of
the manifold of density matrices, X represents a tangent
vector to the point ρ. (It is related to the tangent vector
represented as differential operator Xˆ on scalar functions
f via f(ρ+ X) = f(ρ) + (Xˆf)(ρ) +O(2)).
Then, to lowest order in , we have
S(ρ+ X‖ρ) ≈ 2Tr(X Ω−1ρ (X)) ≡ 2〈X,X〉ρ, (2)
where Ω−1ρ (Y ) =
d
dt log(ρ+tY )|t=0 is a non-commutative
version of the operation “division by ρ”. The quantity
〈X,Y 〉ρ ≡ Tr(X Ω−1ρ (Y )) is an inner product on opera-
tors. Since it is defined at every point of the manifold of
states, it is a metric in the sense of differential geometry
and is one of the many quantum generalisations of the
Fisher information metric [17].
In this linear approximation, a state ρ+X is approxi-
mately indistinguishable from ρ+ Y by Bob if
〈E(X − Y ), E(X − Y )〉E(ρ) < δ. (3)
The set of states ρ + X satisfying this condition is an
ellipsoid within Alice’s state space. If E is not invertible,
the ellipsoid is infinitely wide in the null directions Z
with E(Z) = 0. Consequently, in the generic case, we
use the following idealised relation: we say that the two
states ρ+X and ρ+Y are equivalent if X−Y lies in the
span of the “largest” principal directions of the ellipsoid
(those that contract “the most”).
This idealisation removes any trace of the desired preci-
sion δ, as we are only talking of the direction of X−Y in-
dependently of its magnitude. Instead, Bob must choose
the number n of features he deems sufficiently distin-
guishable. A pertinent way of doing this is to consider
the case where the channel E depends on a parameter σ
parameterising the precision of Bob’s instruments, and
to worry about the asymptotic behaviour of the norm
〈E(Z), E(Z)〉E(ρ) in the limit of large imprecision σ. The
choice of threshold n then amounts to choosing the type
of asymptotic behaviour that we deem negligible. This
is what happens in the examples presented below.
The principal directions of the ellipsoid are obtained
by a singular value decomposition of E with respect to
the scalar product defined by the metric. Let Rρ be the
adjoint of E defined by 〈X,Rρ(Y )〉ρ = 〈E(X), Y 〉E(ρ) for
all features X,Y . Explicitly,
Rρ = ΩρE†Ω−1E(ρ). (4)
This map generalises the transpose channel [18]. Classi-
cally, if p(y|x) are the components of E , then Rρ has for
components the conditional probabilities p(x|y) derived
3from Bayes’ rule with prior ρ. The principal features Xj
are the solution of
RρE(Xj) = ηjXj . (5)
The eigenvalues ηj are also the singular values of E , and
satisfy 1 ≥ η1 ≥ η2 ≥ · · · ≥ 0. We call ηj the relevance of
Xj . The linear operator RρE is self adjoint in the scalar
product 〈·, ·〉ρ. Therefore, the principal features form an
orthogonal basis of the tangent space at ρ.
This concept of relevance is a genuinely coordinate in-
dependent version of the stiffness defined in Ref. [15].
It equals stiffness computed with respect to the special
parametrisation in which the original metric is given by
the identity matrix.
We call a feature X relevant if it is in the span of
X1, . . . , Xn, and irrelevant if it is orthogonal to those.
Our idealised equivalence classes make ρ+X and ρ+ Y
equivalent from the point of view of Bob if and only if
X − Y is irrelevant, or, equivalently, if 〈X − Y,Z〉ρ = 0
for all relevant feature Z.
In order to obtain a physically more intuitive condition,
let us define the principal observables to be the operators
Aj = Ω
−1
ρ (Xj), solutions of the dual Heisenberg-picture
eigenvalue equation
E†R†ρ(Aj) = ηjAj . (6)
Analogously, we say that A is a relevant observable if it
is in the span of A1, . . . , An. With this definition, our
equivalence condition amounts to considering two effec-
tive states ρ′ and ρ′′ to be equivalent (in the neighbour-
hood of ρ) when they yield the same expectation values
for all relevant observables:
ρ′ ∼ρ ρ′′ iff Tr(ρ′Aj) = Tr(ρ′′Aj) for j ≤ n. (7)
For instance, consider the strictest possible relevance
threshold where only features with exactly zero relevance
are deemed to be irrelevant. These are the operators X
in the kernel of E . In this case we recover the exact state-
independent equivalence relation which identifies ρ′ ∼ ρ′′
if E(ρ′) = E(ρ′′). The corresponding relevant observables
are the self-adjoint operators A satisfying Tr(AX) = 0
for all X in the kernel of E , which are precisely those of
the form E†(B) for some B. In addition, these are all the
observables that Bob can ever hope to measure expecta-
tion values of, since for all B, Tr(BE(ρ)) = Tr(E†(B)ρ).
II. ONE CLASSICAL MODE
For a simple but nontrivial example suppose that Al-
ice has a stochastic classical system consisting of a single
real variable, e.g., the position x of a particle. The true
state to be discovered by Bob is a probability distribu-
tion ρ(x). Bob’s experimental limitation consists of a
finite precision σ at which he can resolve x. This can be
modelled by a stochastic map E whose effect is a convo-
lution of Alice’s probability distribution with a Gaussian
of width σ:
E(ρ)(x) =
∫
ρ(y)Nσ(x− y)dy (8)
here Nσ is the normal distribution with variance σ. Sup-
pose, further, that Bob’s initial hypothesis is a simple
gaussian distribution, which we think of as a thermal
state ρ(x) ∝ e−H(x) for the “hamiltonian” H(x) = x22τ2 .
The action of the operator R†ρ can be written explicitly:
R†ρ(f)(x) =
∫
dyf(x)ρ(x)Nσ(x− y)dy∫
dyρ(x)Nσ(x− y)dy . (9)
Noting also that E = E†, one can check by explicit calcu-
lation of the gaussian integrals that if Gt(x) = e
tx/τ−t2/2,
then
E†R†ρ(Gt) = Gηt (10)
with η = τ
2
σ2+τ2 . Hence, the eigenvalue problem defined
in Equ. (6) is solved by differentiating Equ. (10) n times
with respect to t, evaluated at t = 0. Observe that Gt(x)
is the generating function for the Hermite polynomials,
hence the principal observables are the hermite polyno-
mials Hen(x/τ), with respective eigenvalues ηn = η
n, or
ηn ≈ (τ/σ)2n for σ  τ . Following our criterion this
means that, since the first n hermite polynomials span
all polynomials of degree n, that for a threshold n, two
nearby states are equivalent exactly when they share the
same first n moments.
For instance, up to distinguishability of order σ−4
(n = 2), the effective hamiltonian H0(x) =
x2
2τ20
+ λx4
is equivalent to H1(x) =
x2
2τ21
provided that τ1 is “renor-
malised” so as to yield the same second moment as H0.
This simplification from H0 top H1 morally corresponds
to a step of the type of RG employed in condensed matter
theory, where a hamiltonian is simplified in a way that
only affects some “unobservable” small scale features of
the systems.
The situation in particle physics is a priori quite dif-
ferent. Quantum field theories typically come with an
unwanted parameter, a regulator Λ, which has no true
physical significance, although it often mimics a lattice
spacing. Its presence, however, is not a problem if the
observable predictions of the theory do not depend on it.
This is possible if we assume some reasonable limitation
on Bob’s measurement abilities, so that any change in
Λ can be compensated by a change in the state’s other
parameters so as to stay within a given equivalence class
(Fig. 1b). This dependance of the state’s parameters on
Λ is the type of RG flow which naturally occurs in QFT.
Using the above toy example, a similar problem could
occur for the hamiltonian H0 if λ were to be experi-
mentally determined to be negative (using a first order
4approximation in λ for the state). Indeed, the result-
ing distribution ρ(x) would diverge if calculated non-
perturbatively. This can be fixed mathematically by
adding a sixth order term x6/Λ to the effective hamil-
tonian, which, to distinguihsability of order σ−4, can be
made to be equivalent to H0 by adjusting the parameters
τ and λ as function of Λ so as to preserve up to the fourth
moment.
Those two concepts of renormalisation can be made to
match in QFT because divergences can be identified as
contributions from an infinite number of irrelevant fea-
tures. Hence, the simplification which consists in sub-
tracting them from the state also regularises the theory.
III. CLASSICAL GAUSSIAN STATES
We solve Equ. (6) for gaussian states over arbitrarily
many modes, and for a channel E which is any gaussian
stochastic map. We consider n real random variables φi.
We write φ(f) :=
∑
i fiφi for any vector f , which corre-
sponds to a “smeared” field in the continuum limit. A
general gaussian stochastic map E is defined by the effect
of its transpose to the moment-generating functions:
E†(eφ(f)) = eφ(Xf)+ 12 (f,Y f), (11)
where (f, g) =
∑
i figi, Y and X are real matrices and Y
is positive (we give a concrete example in the quantum
case). Similarly, an arbitrary (but centered) gaussian
state ρ is defined by
〈eφ(f)〉ρ = e 12 (f,Af) (12)
where A is real and symmetric. Using the definition of
R†ρ as adjoint of E† in the dual metric, applied to the
generating functions eφ(f), one can show that the random
variables
G(f) := e−
1
2 (f,Af)+φ(f) (13)
satisfy
E†R†ρ(G(f)) = G(Hf). (14)
with
H = (1 +A−1X−1Y X−1)−1 (15)
(See Appendix A). Note thatH is symmetric with respect
to the scalar product ( · , A · ), hence it has a complete
orthonormal family of eigenfunctions fk with eigenval-
ues ηk. We obtain the eigen-variables of E†R†ρ (namely
the principal observables) explicitly by differentiating the
generating functional G in the directions of the functions
fk any number of times, and evaluating the result at
f = 0.
IV. INTERACTIONS
The previous result can be used to perturbatively
calculate the principal observables around nongaussian
states. In order to do this, we need to work within a
representation of the real Hilbert space formed by the
principal observables of the gaussian state, together with
the scalar product defined by the metric evaluated at the
gaussian state. This is always a symmetric Fock space,
where the vacuum |0〉 corresponds to the constant ran-
dom variable G(0) = 1 (with relevance 1), and the cre-
ation operator a†k associated with vector fk, acting on a
principal observable, leads to a new principal observable
with relevance multiplied by ηk. The perturbed eigen-
value problem can then be expressed to any order using
standard Feynman diagrams. An example is detailed in
the Appendix B. We show below, however, that the stan-
dard RG conditions in QFT can be recovered from the
gaussian results alone.
V. QUANTUM GAUSSIAN STATES
A quantum gaussian state is defined by quantization
of a classical phase space. Let f , g denote classical ob-
servables which are linear functions in the canonical vari-
ables, with some scalar product (f, g) and the symplectic
form ∆. Let Φ(f) denote the quantisation of f , such that
[Φ(f),Φ(g)] = i(f,∆g)1. (16)
Any quantum state is uniquely specified by its charac-
teristic function f 7→ 〈eiΦ(f)〉ρ. For a quantum gaussian
state ρ, this is e−
1
2 (f,Af), where A is a real symmetric ma-
trix satisfying A + i2∆ ≥ 0. A general gaussian channel
is characterised by its effect on the Weyl operators:
E†(eiΦ(f)) = eiΦ(Xf)e− 12 (f,Y f), (17)
where X and Y are real matrices such that
Y − i
2
X†∆X +
i
2
∆ ≥ 0. (18)
One can then verify that the principal observables are
polynomials generated by
GA(f) = e
1
2 (f,Af)+iΦ(f). (19)
This is done by first noting their orthogonality, and ap-
plying the definition of Rρ with respect to the generating
function as in the classical case (See Appendix C).
As an example, we consider a gibbs state of a Klein-
Gordon field of mass m at inverse temperature β, with
canonical conjugate coordinates φ(x) and pi(x). We will
need the real fourier components
φk =
∫
dx[cos(kx)φ(x)− ω−1k sin(kx)pi(x)] (20)
pik =
∫
dx[ωk sin(kx)φ(x) + cos(kx)pi(x)], (21)
5which are decoupled under the classical dynamics. Be-
cause the phase space is infinite-dimensional, the concept
of gaussian state introduced above has to be generalised
with some care. Alternatively, one may choose bound-
ary conditions and a momentum cutoff so as to render it
finite-dimensional. For our purpose, we define the gaus-
sian state through the bilinear form that it defines on
the space of linear classical observables. In terms of the
observables
f(φ, pi) =
∫
dk (fkφk + f
′
kpik) (22)
g(φ, pi) =
∫
dk (gkφk + g
′
kpik), (23)
the quadratic form is
(f,Ag) =
1
2
∫
dk coth
(
βωk/2
)(
ωkfkgk +
1
ωk
f ′kg
′
k
)
.
(24)
We also consider a gaussian channel E . In the continuum,
the matrices X and Y become linear functions. We use
(Xf)(φ, pi) = f(Nσ ? φ,Nσ ? pi), (25)
where Nσ?· denotes convolution by a gaussian of variance
σ, and
(Y f)(φ, pi) = f(yφφ, ypipi). (26)
The parameter σ characterises spatial resolution, and yφ
and ypi field value resolutions. The condition expressed
in Equ. 18 reduces in this case to the uncertainty relation
yφypi ≥ 1.
For yφypi  1, we find that the quantized field observ-
ables φˆk = Φ(φk) and pˆik = Φ(pik) are principal observ-
ables, with respective relevance
ηφk '
1
βωk
2 coth
βωk
2 + βω
2
ky
2
φ e
k2σ2
(27)
and
ηpik '
1
βωk
2 coth
βωk
2 + βy
2
pi e
k2σ2
. (28)
The solution for higher order polynomials in the field
operators is more complex. However, one can show that
the relevance of any polynomial of order n in the modes
k1, . . . , kn is bounded by a constant times e
−∑ni=1 k2i σ2 .
Moreover, assymptotically in terms of y2 := yφypi, with
yφ/ypi constant, the relevance of these polynomials also
scale like y−2n. This is shown in Appendix C.
VI. RENORMALISATION
If we want to recover a renormalisation group, we have
to pick a threshold on the asymptotic decay of relevance
in terms of the three noise parameters σ, ypi and yφ. Since
the relevance decays exponentially in the total momen-
tum, the product of field operators can always be con-
sidered irrelevant as soon as they involve operators with
mode k  1/σ. At temperatures large compared to m,
the relevance of the n-point functions also decays to or-
der 2n in ypi and yφ. Hence, in this approximation two
states are effectively equivalent if they have the same n-
point functions at momenta smaller than 1/σ. Without
restriction on n, this is precisely the conditions used in
QFT for the RG as function of a regulator Λ (needed as
momentum cutoff on divergent integrals resulting from
perturbation theory around gaussians). Instead of view-
ing the cutoff as an explicit parameter of the state, a
change of cutoff from Λ to Λ′ can also be absorbed into
a rescaling of space by a factor s = Λ′/Λ. The condition
that the state stays in the same equivalence class inde-
pendantly of s yields the Callan-Symanzik equations.
From the condensed matter point of view, a cutoff Λ is
fixed and given by the lattice spacing. The description of
the state can be simplified by exploiting the freedom we
have in choosing a representative of an equivalence class.
We may chose the one closest to ρ in relative entropy:
this optimisation is well known and yields the gibbs states
with only relevant observables in the hamiltonian pertur-
bations, namely terms with field modes |k| < 1/σ. The
requirement that visible predictions be invariant from σ
leads to an RG. This matches the previous RG in the
sense that the procedure is technically equivalent to low-
ering the cutoff Λ to 1/σ in perturbative expansions.
But our calculation also tells us that we may neglect
features whose distinguishability scales poorly with the
field-value precisions yφ and ypi, hence justifying the use
of effective hamiltonians with low degree polynomials in
the fields. For instance, choosing n = 2 selects only
quadratic terms as relevant observables, and the gaus-
sians states as a natural family of effective states (this is
a very different argument than the one based on renor-
malisibility). We note that here yφ, ypi play very different
roles than σ because of the differences in asymptotic rele-
vance behaviour, but we could imagine a different type of
experimental limitations where more parameters govern
the RG besides σ.
VII. DISTINGUISHABILITY IN QFT
We can use the solution of Equ. (6) to compute
the effective distinguishability D(A) of any perturba-
tion generated by a Hamiltonian term A, defined as
the lowest-order approximation of the relative entropy
S(E(ρ)‖E(ρ0)) = 2D(A) + O(3), where ρ ∝ e−H+A
are normalised states. Indeed, we have D(A) =
〈A, E†R†ρ(A)〉ρ, which can be computed by expressing A
in the basis of principal observables around ρ. For in-
stance, in the scalar field example, D(φˆk) = η
φ
k 〈φˆk, φˆk〉ρ,
where ηφk is given above, and 〈φˆk, φˆk〉ρ = 1/βω2k. With
the standard tools of perturbative QFT, this can be gen-
eralised to higher-order expansions of the exponential
(while keeping with the lowest order approximation of
the relative entropy).
For non-local terms, D has to be made into a den-
6sity. It may be argued that the unit of volume used
to define the density ought to explicitely scale with
σ, leading to the distinguishability density dσ(A) =
σd limΣDσ(AΣ)/|Σ|, where d is the dimension of space
and AΣ a restriction of A to a region Σ of volume |Σ|.
A Hamiltonian term may then be said to be relevant
in information-theoretic terms if dσ scales as a positive
power of σ (for a fixed state). Preliminary calculations
indicate that the result is compatible with the Wilsonian
analysis classically, but may differ in important ways in
the genuinely quantum analysis. This will be analysed in
further work.
VIII. CONCLUDING REMARKS
We introduced a framework which allows for the defi-
nition of effective theories in very general terms, taking
into account any measure of distinguishability and any
model of experimental limitations. We demonstrated the
pertinence of this approach by showing that it naturally
contains, as a particular case, the concept of effective
theory as defined by the renormalisation group of quan-
tum field theory. Further work will explore how varying
the assumptions lead to effective theories which differ
from the standard QFT framework. For instance, taking
the field-value resolutions into account in the interacting
context leads to a concept of dressed effective field which
depends in principle on the detail of the coarse-graining
channel and distinguishability metric.
Most interestingly, the fact that this approach is not at
all tied to the standard QFT formalism means that it can
in principle be applied to completely different types of
theories, as well as very different models of experimental
limitation (not necessarily related to scale). For instance,
the case of loop quantum gravity [19], which proposes
a class of background-free quantum field theories, could
provide interesting applications.
This approach can also be naturally applied to spin
lattice systems, so as to derive effective field theories
describing their large scale properties. In standard ap-
proaches, a spins system is connected to an effective QFT
through symmetry arguments (observables in the dis-
crete and continuous descriptions are paired by identi-
fying the group transformations they generate). Our ap-
proach provides a more bottom-up approach, where the
effective QFT can in principle be derived through the
mechanism by which it emerges, i.e., through the iden-
tification of the degrees of freedom which are effectively
ignored. This can be performed numerically by solving
Equ. 6 using techniques such as matrix product states.
Finally, the framing of effective QFT in this fun-
damentally information-theoretical approach elucidates
precisely what information is being destroyed when the
theory is renormalised. A concrete way of quantify-
ing this is proposed in the last section. This may pro-
vide a first step towards generalising Zamolodchikov’s c-
theorem [9, 20], which could in turn provide new tech-
niques for the general classification of effective QFTs.
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APPENDIX A: CLASSICAL GAUSSIAN STATES
We want to find the action of R†ρ′ on G(f). By directly
using its definition as adjoint of E†, we find that for any
linear classical observables f and g,
〈R†ρ′(eφ(f)), eφ(g)〉E(ρ′) = 〈eφ(f), E†(eφ(g))〉ρ′
= e
1
2 (g,Y g)〈eφ(f+Xg)〉ρ′
= e
1
2 (g,Y g))+
1
2 (f+Xg,A(f+Xg))
= e
1
2 (f,Af)+
1
2 (g,(XAX+Y )g)+(g,XAf)
But note that, using
j := (XAX + Y )−1XAf, (29)
we have
〈eφ(j), eφ(g)〉E(ρ) = e 12 (j,Y j)+ 12 (g,(XAX+Y )g)+(g,XAf)
× e 12 (j,XAXj).
By comparing the two expressions, we obtain
〈R†ρ(eφ(f)), eφ(g)〉E(ρ) = e
1
2 (f,Af)− 12 (j,Y j)− 12 (j,XAXj)
× 〈eφ(j), eφ(g)〉E(ρ).
Since this is true for all g, then,
R†ρ(eφ(f)) = e
1
2 (f,Af)− 12 (j,(XAX+Y )j)eφ(j)
or
e−
1
2 (f,Af)R†ρ(eφ(f)) = e−
1
2 (j,(XAX+Y )j)eφ(j) (30)
and hence
E†R†ρ(e−
1
2 (f,Af)+φ(f)) = e−
1
2 (Xj,AXj)eφ(Xj). (31)
Note that
Xj = (1 +A−1X−1Y X−1)−1f. (32)
7Hence, defining H = (1+A−1X−1Y X−1)−1, we conclude
that
E†R†ρ(G(f)) = G(Hf). (33)
Observe that AH = HTA. Hence H is symmetric in
the scalar product (·, A·). Let fk be am orthonormal
basis of eigenfunction of H:
H(fk) = ηkfk and (fk, Afl) = δkl. (34)
(Note that it may be convenient to consider a complex
eigenbasis. Hence we complexify this real Hilbert space
in the obvious way).
We obtain the eigenfunctions of E†R†ρ by differentiat-
ing G(f) with respect to the basis functions fk. Indeed,
let δk denote the functional derivative in the direction of
fk, i.e., for any functional Z(f),
δkZ(f) :=
∂
∂t
Z(f + tfk)|t=0, (35)
then we obtain
E†R†ρ((δk1 · · · δknG)(0)) = ηk1 · · · ηkn(δk1 · · · δknG)(0).
(36)
We have〈
(δk1 · · · δknG)(0), (δk1 · · · δkmG)(0)
〉
ρ
= δk1 · · · δknδ′k1 · · · δ′kme(f,Af
′)|f=f ′=0.
where the primed derivatives are relative to f ′.
The functions (δk1 · · · δknG)(0) form an orthogonal ba-
sis of a representation of the symmetric Fock space F
built from the test functions, with scalar product 〈·, ·〉ρ.
One can think of G(0) = 1 ≡ |0〉 as the vacuum. The
other eigenfunctions are obtain by acting on it with the
creation operators a†k for the “mode” fk. The commuta-
tion relations are
[ak, a
†
l ] = δkl1. (37)
Explicitly,
a†kn · · · a
†
k1
|0〉 = δk1 · · · δknG(f)|f=0. (38)
APPENDIX B: PERTURBATION THEORY
This pictures allows one to find the principal observ-
ables around non-gaussian states by using perturbation
theory. The trick is to express the information metric
with respect to the perturbed state through its kernel K
expressed in that Fock space. This allows one to write
also the map R†ρ′ , for the perturbed state ρ′, also per-
turbatively as an operator in Fock space. The eigenvalue
problem can then be formulated and computed to any
degree using standard Feynman diagram techniques.
Let us defined the generating functions
K(f, g) = 〈G(f), G(g)〉ρ′ . (39)
Differentiating this functional yields the components in
the Fock basis of an operator K that is the kernel of
the metric defined by ρ′ with respect to the unperturbed
metric ρ:
〈0|ak1 · · · aknKa†lm · · · a
†
l1
|0〉
= δk1 · · · δknδ′l1 · · · δ′lmK(f, f ′)|f=f ′=0
where δ′k denotes derivation with respect to f
′ in the
direction fk. Similarly,
I(f, g) = 〈G(f), G(g)〉ρ = e(f,Ag) (40)
is the generating function of the identity operator.
It will be convenient also to consider the Fock space
defined from the metric at point E(ρ), with the same
vacuum; but with creation operators b†k defined by
b†kn . . . b
†
k1
|0〉 ≡ δkn . . . δk1Q(f)|f=0 (41)
where
Q(f) = R†ρ(G(H−
1
2 f)). (42)
These are indeed orthogonal since
〈Q(f), Q(g)〉E(ρ) = e(H
− 1
2 f,AH
1
2 g) = e(f,Ag) (43)
where we used the fact that H is positive in terms of the
scalar product (·, A·).
In this basis we express
L(f, g) = 〈Q(f), Q(g)〉E(ρ′). (44)
We can compute from our previous results that
〈R†ρ(G(f)),R†ρ(G(g))〉E(ρ′)
= 〈G(Hf), G(Hg)〉ρ′eh2(Hf,X−2Hg).
(45)
Hence we find that K and J are related by
L(f, g) = K(H
1
2 f,H
1
2 g) eh
2(H
1
2 f,X−2H
1
2 g). (46)
Also, the channel E† naturally maps between the two
Fock spaces, represented as the operator E generated by
E(f, g) = 〈G(f), E†(Q(g))〉ρ = 〈G(f), G(Hg)〉ρ
= e(f,AH
1
2 g) = e(H
1
2 f,Ag).
Finally, the unknown is the operator R representing
R†ρ′ as
R(f, g) = 〈Q(f),R†ρ′(G(g))〉E(ρ). (47)
It is defined by the relation
〈R†ρ′(G(f)), Q(g)〉E(ρ′) = 〈G(f), E†(Q(g))〉ρ′ (48)
for all f and g. Expanding this relation in the respective
Fock basis, we obtain
RTL = KE (49)
8or
R = L−1EK. (50)
If we expand
ρ′ = ρ(1 + λX1 +O(λ2)), (51)
we have
K = 1 + λK1 +O(λ2), (52)
and
L = 1 + λL1 +O(λ2). (53)
Expanding ER, we obtain
ER = E(I + λL1 + . . . )
−1E(I + λK1 + . . . )
= E2 + λ(E2K1 − EL1E) + . . . .
In order to compute the first order corrections to the
unperturbed eigenvalue problem, we need the generating
function of the perturbation
V1 = E
2K1 − EL1E. (54)
Since E is diagonal in the Fock basis, we only need to
worry about K1 and L1 directly.
The generating function K1(f, f
′) of the operator K1
is
K1(f, f
′) =
〈
X1G(f)G(f
′)
〉
ρ
. (55)
We will consider an interaction of the form
HI =
1
4!
∑
x
φ(fx)
4 =
1
4!
∑
x
δ4
δ4fx
eφ(f)|f=0, (56)
where the functions fx possibly form a different basis
than fk. This generates the state ρ
′ = ρ(1 + λX1 + . . . )
where
X1 = HI − 〈HI〉ρ1. (57)
We have
K1(f, f
′) =
1
4!
∑
x
δ4
δ4f ′′x
Z(f, f ′, f ′′)|f ′′=0 − 〈HI〉ρI(f, f ′)
(58)
where
Z(f, f ′, f ′′) =
〈
eφ(f
′′)G(f)G(f ′)
〉
ρ
=
〈
eφ(f
′′+f ′+f)
〉
ρ
e−
1
2 (f,Af)− 12 (f ′,Af ′)
= e
1
2 (f
′′+f ′+f,A(f ′′+f ′+f))− 12 (f,Af)− 12 (f ′,Af ′)
When differentiated, this free partition function yields
Feynman diagrams with no propagation between the ver-
tices associated with f or f ′ respectively.
As an example, we performed this calculation for the
state corresponding to the euclidean form of the Klein-
Gordon scalar field theory with φ4 interaction (in an arbi-
tray number of spatial dimensions). The channel defined
an operator X which performs a gaussian convolution
over scale σ as in the quantum example in the article.
We also use Y = y21.
The free theory yields the gaussian state defined by the
operator A, inverse of (A−1f)(x) = β[
∑
i ∂
2
i + m
2]f(x).
Given that it commutes with the operator X defined by
(Xf)(x) =
1
(2piσ2)
d
2
∫
e−
(x−y)2
2σ2 f(y) dy, (59)
with d the number of dimensions, H is codiagonal with
X and H which are all self-adjoint in the L2(R) scalar
product.
Using the eigenfunctions of A:
fk(x) = ωke
ikx (60)
with
ω2k = k
2 +m2, (61)
we obtain the eigenvalues of H:
ηk =
1
1 + y2ω2ke
σ2k2
. (62)
The normalised unperturbed “one-particle” principal ob-
servables are a†k|0〉 ≡ φ(fk). Note that we used complex
eigenfunctions because it makes the calculations much
simpler. The degeneracy between the k and −k eigen-
functions allows one to recover the real eigenfunctions by
linear composition of the complex ones.
The interaction is defined as above using the improper
basis
fx(y) = δ(x− y). (63)
Hence, besides Akl = δ(k − l), we find
Axy := (fx, Afy) =
∫
dk
eik(y−x)
ω2k
. (64)
and
Akx := (fk, Afy) =
fk(x)
ω2k
. (65)
The principal observables around ρ′, obtained by per-
turbation from the one-particle observables for the gaus-
sian state ρ, are |ψ〉k = a†k|0〉+ λ|ψ1k〉+O(λ2) where the
only non-zero components of the first order correction
|ψ1k〉 are
〈0|al1al2al3 |ψ1k〉 = δ(k−l1−l2−l3)ωkωl1ωl2ωl3
(1+ηk)ηl1ηl2ηl3
ηk−ηl1ηl2ηl3
+ δ(k−l1)δ(l2+l3)ωl2ωl3
ηl2ηl3
(1−ηl2ηl3 )
∫
dk′ 1
ω2
k′
+ . . .
where we omitted the next two terms which are obtained
by rotating l1, l2 and l3.
9APPENDIX C: QUANTUM GAUSSIAN STATES
We use the notation introduced in the paper. In order
to compute the metric explicitly, we need the commuta-
tion relation
e−iΦ(f)eiΦ(g) = e
i
2 (f,∆g) eiΦ(g−f), (66)
where we are now working in a complexified phase-space
so as to accommodate imaginary time evolutions. In-
deed, we need the group of complex matrices s 7→ RAs
associated with the gaussian state ρ such that
ρsΦ(f)ρ−s = Φ(RAs f). (67)
The metric (in the Heisenberg picture) is 〈A,B〉ρ =∫ 1
0
〈AρsBρ−s〉ρ. This group is symplectic: RTs ∆Rs = ∆
and leaves the state ρ invariant: RTs ARs = ∆.
Using these properties, we find that the polynomi-
als generated by GA(f) = e
1
2 (f,Af)+iΦ(f) are orthogo-
nal with respect to the metric when they are of dif-
ferent degrees in the canonical observables. This fol-
lows from the fact that 〈GA(f), GA(g)〉ρ =
∫ 1
0
e(f,Ksg)ds
where Ks = R
†
s
2
(A + i2∆)R s2 . Indeed, the derivatives of
the integrand evaluates to zero at f = g = 0 whenever
the number of differentiations with respect to f is not
equal to the number of differentiations with respect to g.
Moreover, since the channel maps ρ to a gaussian state
defined by the new matrix B = XTAX+Y , we find that
E†(GB(f)) = GA(Xf). Finally, using the definition of
R†ρ as adjoint of E†, we obtain
〈R†ρ(GA(f)), GB(g)〉E(ρ) = 〈GA(f), GA(Xg)〉ρ. (68)
This imply that a polynomial of order n generated by GA
is mapped by R†ρ to a polynomial of order n generated by
GB , which is then mapped back by E† to a polynomial
of order n generated by GA.
Therefore, we conclude that the principal observables
are polynomials generated by GA. Finding the exact
polynomials of a given degree can be done for each order
independently, which is a finite-dimensional problem.
In a situation where certain modes are decoupled in
both ρ and E(ρ), such as in the quantum Klein-Gordon
field example given in the text, the same argument shows
that E†R†ρ leaves invarient the space of operators spanned
by products of field operators on some fixed set of modes
k1, . . . , kn. For the Klein-Gordon field, this sector is of
dimension 2n. We can directly compute the components
of E† in this sector as the matrix E by differentiating
Equ. (17). Using X defined in Equ. (25), we see that
E = e−
1
2
∑
i k
2
i σ
2
1. Moreover, the components K ′ of the
coarse-grained metric in this sector become independent
of σ as σ → ∞. If we write K for the components of
the metric itself, which does not depend on σ, we see
that the components of E†R†ρ, which are given by the
matrix E(K ′)−1ETK, are asymptotically proportional to
e−
∑
i k
2
i σ
2
. Also, writing yφypi = y
2 and yφ/ypi = δ, we
obtain
K ′ =
n⊗
i=1
[
y2
(
δ2 0
0 δ−2
)
+O(y0)
]
. (69)
It follows that the components of E†R†ρ are of order
O(y−2n).
The above analysis is also true for all quantum gener-
alisations of the Fisher information metric. Classically,
the Fisher information metric is characterised as the only
metric on the manifold of probability distributions which
contracts under the action of any stochastic map. In the
quantum case, Petz and Suda´r [21] characterised all con-
tractive metrics. They are defined by an operator mono-
tone function θ : R+ → R+ such that θ(t) = tθ(t−1)
for all t > 0, and θ(1) = 1. An operator monotone func-
tion has the property that, when applied to operators via
functional calculus, θ(A) ≤ θ(B) whenever A < B (i.e.,
B−A is positive). The function θ defines the kernel Ω−1ρ
via its inverse Ωρ as follows:
Ωρ = r
1
2
ρ θ(`ρr
−1
ρ )r
1
2
ρ , (70)
where rρ(A) := Aρ and `ρ(A) := ρA for any matrix A.
The operator `ρr
−1
ρ implements imaginary time evolu-
tion. Hence, using Equ. 67, and for the state E(ρ), it is
represented by RB1 = 1 + O(y−2). This implies that, to
lowest order in y−1, one can use Ωρ(A) ' Aρ. The limit
y  1 also corresponds to the high temperature limit
for the Klein-Gordong field, in which the covariance ma-
trix converges to the classical one. One can then check
that K ′ has the form given by Equ. 69 and the argument
follows.
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