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STATIONARY SOLUTIONS TO THE BOLTZMANN EQUATION IN
THE HYDRODYNAMIC LIMIT
R. ESPOSITO, Y. GUO, C. KIM, AND R. MARRA
Abstract. Despite its conceptual and practical importance, the rigorous derivation of the
steady incompressible Navier-Stokes-Fourier system from the Boltzmann theory has been an
outstanding open problem for general domains in 3D. We settle this open question in the affir-
mative, in the presence of a small external field and a small boundary temperature variation for
the diffuse boundary condition. We employ a recent quantitative L2 − L∞ approach with new
L6 estimates for the hydrodynamic part Pf of the distribution function. Our results also imply
the validity of Fourier law in the hydrodynamical limit, and our method leads to asymptotical
stability of steady Boltzmann solutions as well as the derivation of the unsteady Navier-Stokes-
Fourier system.
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1. Introduction
1.1. Background. The hydrodynamic limit of the Boltzmann equation has been the subject of
many studies since the pioneering work by Hilbert, who introduced his famous expansion in the
Knudsen number ε in [35, 36], realizing the first example of the program he proposed in the sixth
of his famous questions [37]. Mathematical results on the closeness of the Hilbert expansion of
the Bolzmann equation to the solutions of the compressible Euler equations for small Knudsen
number ε, were obtained by Caflisch [14], and Lachowicz [43], while Nishida [48], Asano and Ukai
[4] proved this by different methods. More recently, the convergence in the presence of singularities
for the Euler equations have been obtained in [53] and [38]. The relativistic Euler limit has been
studied in [51].
On a longer time scale ε−1, where diffusion effects become significant, the problem can be faced
only in the low Mach numbers regime (Mach number of order ε or smaller) due to the lack of
scaling invariance of the compressible Navier-Stokes equations. Hence the Boltzmann solution has
been proved to be close to the incompressible Navier-Stokes-Fourier system. Mathematical results
were given, among the others, in [16, 11, 29, 31, 32] for smooth solutions. For weak solutions
(renormalized solutions), after several partial steps [7, 8, 9, 10, 46, 47], the the full result for the
convergence of the renormalized solutions has been obtained by Golse and Saint-Raymond [25].
For more references, see [49].
Much less is known about the steady solutions. It is worth to notice that, even for fixed Knudsen
numbers, the analog of DiPerna-Lions’ renormalized solutions [17] is not available for the steady
case, due to lack of L1 and entropy estimates. In [27, 28], steady solutions were constructed in
convex domains near Maxwellians, and their positivity was left open. The only other results are
for special, essentially one dimensional geometry (see [3] for results at fixed Knudsen numbers
and [19, 20, 1, 2] for results at small Knudsen numbers in certain special 2D geometry). In a
recent paper [18], via a new L2 − L∞ framework, we have constructed the steady solution to
the Boltzmann equation close to Maxwellians, in 3D general domains, for a gas in contact with
a boundary with a prescribed temperature profile modeled by the diffuse reflection boundary
condition. The question about positivity of this steady solution was resolved as a consequence
of their dynamical stability. As pointed in [23], despite the importance of steady Navier-Stokes-
Fourier equations in applications, it has been an outstanding open problem to derive them from
the steady Boltzmann theory.
The goal of our paper is to employ the L2 − L∞ framework developed in [18] to study the
hydrodynamical limit of the solutions to the steady Boltzmann equation, in the low Mach numbers
regime, in a general domain with boundary where a temperature profile is specified. In order to
perform the hydrodynamic limit, uniform in ε estimates are required. To achieve this we need to
show higer integrability than L2 for the slow modes of the solution.
Let Ω be a bounded open region of Rd for either d = 2 or d = 3. We consider the Boltzmann
equation for the distribution density F (t, x, v) with t ∈ R+ := [0,∞), x ∈ Ω, v ∈ R3. In the
diffusive regime, the time evolution of the gas, subject to the action of a field ~G, is described by
the following rescaled Boltzmann equation:
∂tF + ε
−1v · ∇xF + ~G · ∇vF = ε−2Q(F, F ), (1.1.1)
where the Boltzmann collision operator is defined as
Q(F,H)(v) :=
ˆ
R3
ˆ
S2
B(v − u, ω)[F (v′)H(u′)− F (v)H(u)]dωdu
:= Q+(F,H)(v) −Q−(F,H)(v),
with v′ = v − [(v − u) · ω]ω, u′ = v + [(v − u) · ω]ω. Here, B is chosen as the hard spheres cross
section throughout this paper,
B(V, ω) = |V · ω|. (1.1.2)
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The interaction of gas with the boundary ∂Ω is given by the diffuse reflection boundary condi-
tion, defined as follows: Let
Mρ,u,T :=
ρ
(2πT )
3
2
exp
[
− |v − u|
2
2T
]
,
be the local Maxwellian with density ρ, mean velocity u, and temperature T . For a prescribed
function Tw on ∂Ω, we define
Mw =
√
2π
Tw
M1,0,Tw . (1.1.3)
We impose the diffuse reflection boundary condition as
F = Pwγ (F ), on γ−, (1.1.4)
where
P
w
γ F (x, v) := Mw(x, v)
ˆ
n(x)·u>0
F (x, u){n(x) · u}du. (1.1.5)
Here, we denote by n(x) the outward normal to ∂Ω at x ∈ ∂Ω and we decompose the phase
boundary γ := ∂Ω× R3 as
γ± := {(x, v) ∈ ∂Ω× R3: n(x) · v ≷ 0},
γ0 := {(x, v) ∈ ∂Ω× R3: n(x) · v = 0}.
(1.1.6)
We remind that the boundary condition (1.1.4), (1.1.5) ensures the zero net mass flow at the
boundary: ˆ
R3
F (x, v){n(x) · v}dv = 0, for any x ∈ ∂Ω.
The rescaled Boltzmann equation (1.1.1) is studied under the assumption of low Mach numbers,
meaning that the average velocity is small compared to the sound speed. This can be achieved by
looking for solutions
F − µ = M√µf, (1.1.7)
with the global Maxwellian
µ(v) =M1,0,1 =
1
(2π)3/2
e−
|v|2
2 . (1.1.8)
Here, the number M is proportional to the Mach number. The case of M = ε corresponds to the
incompressible Navier-Stokes-Fourier limit (INSF) that will be discussed in this paper. The case
of M ≪ ε corresponding to the incompressible Stokes-Fourier limit, is simpler and the results of
this paper also cover this case which will not be discussed explicitly.
The condition (1.1.7), once assumed initially, needs to be checked at later times. By multiplying
(1.1.1) by v and integrating on velocities, we see that the change of mean velocity is proportional
to ~G. Thus, we need to assume ~G = MΦ with a bounded Φ. Moreover, to make (1.1.7) compatible
with the boundary conditions, we need to assume that Tw = 1+Mϑw. In particular, for the INSF
case, we have
~G = εΦ, Tw = 1 + εϑw. (1.1.9)
1.2. Notation and preliminary definitions. Let Θw be any fixed smooth function on Ω such
that Θw|∂Ω = ϑw and
‖Θw‖W 1,∞(Ω) . ‖ϑw‖W 1,∞(∂Ω). (1.2.1)
Let
fw =
√
µ[Θw(|v|2 − 3)/2 + ρw], ρw = −Θw + |Ω|−1
ˆ
Ω
Θw, (1.2.2)
where µ is the standard Maxwellian in (1.1.8). The average of Θw is added so that
˜
Ω×R3 fw = 0.
We look for a solution in the form
F = µ+ ε
√
µ
(
fw + f). (1.2.3)
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Note that there is no loss of generality in assuming that the zero-mass condition¨
Ω×R3
f
√
µ = 0, (1.2.4)
so that
˜
Ω×R3 F =
˜
Ω×R3 µ = |Ω|.
Our aim is to show that we can construct f such that F solves (1.1.1) and (1.1.4) both in the
steady and unsteady case. Moreover, as ε→ 0, f converges to some suitable sense to f1 given by
f1 := [ρ+ u · v + |v|
2 − 3
2
θ]
√
µ, (1.2.5)
where (ρ, u, θ) represents the density, velocity, and temperature fluctuations. The density and the
temperature fluctuations satisfy the Boussinesq relation
∇x(ρ+ θ) = 0, (1.2.6)
and the velocity and the temperature fluctuations satisfy the Incompressible Navier-Stokes Fourier
System (INSF)
∂tu+ u · ∇xu+∇xp = v∆u +Φ, ∇x · u = 0 in Ω,
∂tθ + u · ∇x(θ +Θw) = κ∆(θ +Θw) in Ω,
u(x, 0) = u0(x), θ(x, 0) = θ0(x) in Ω,
u(x) = 0, θ(x) = 0 on ∂Ω,
(1.2.7)
where v is the viscosity and κ is the heat conductivity and p the pressure. We have used the
function Θw in our definition to impose the null boundary data for θ.
We recall the definition of the linearized collision operator:
Lf = − 1√
µ
[Q(µ,
√
µf) +Q(
√
µ, fµ)], (1.2.8)
and the nonlinear collision operator:
Γ(f, g) =
1√
µ
[Q(
√
µf,
√
µg) +Q(
√
µg,
√
µf)]. (1.2.9)
The null space of L, NullL is a five-dimensional subspace of L2(R3) spanned by{√
µ, v
√
µ,
|v|2 − 3
2
√
µ
}
.
We denote the orthogonal projection of f onto NullL as
Pf = a
√
µ+ v · b√µ+ c |v|
2 − 3
2
√
µ, (1.2.10)
and (I −P) the projection on the orthogonal complement of NullL. The inverse operator L−1 is
defined as follows: if Pg = 0, L−1g is the unique solution of L(L−1g) = g, and P(L−1g) = 0.
Note that the functions f1 and fw are in NullL.
It is well-known that, (see [15])
Lf = νf −Kf,
where the collision frequency is defined as
ν(v) =
1√
µ
Q−(
√
µf, µ) =
ˆ
R3
ˆ
S2
|(v − u) · ω|√µ(u)dωdu.
For the hard sphere cross section (1.1.2), there are positive numbers C0 and C1 such that, for
〈v〉 :=
√
1 + |v|2,
C0〈v〉 ≤ ν(v) ≤ C1〈v〉. (1.2.11)
Moreover the compact operator on L2(R3v), K is defined as
Kf =
1√
µ
[Q+(µ,
√
µf) +Q+(
√
µf, µ)−Q−(µ,√µf)] =
ˆ
R3
[k1(v, u)− k2(v, u)]f(u)du.
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The operator L is symmetric on the dense subspace DL = {f ∈ L2(R3v) | ν
1
2 f ∈ L2(R3v)} :
(f, Lg)2 = (g, Lf)2 where (· , ·)2 is the L2(R3v) inner product.
The following spectral inequality holds for L:
(f, Lf)2 & ‖ν1/2(I−P)f‖2L2(R3v). (1.2.12)
1.3. Boundary Conditions. From the definition of Θw, we have
M1+ερw ,0,1+εΘw
∣∣∣
γ−
= Pwγ (M1+ερw ,0,1+εΘw).
Moreover, by expanding M1+ερw ,0,1+εΘw in ε, we get
M1+ερw,0,1+εΘw = µ+ εfw
√
µ+ ε2ϕε, (1.3.1)
where
|ϕε| ≤ O(‖ϑw‖2L∞(∂Ω))〈v〉4µ(v). (1.3.2)
Therefore, on γ−
µ+ εfw
√
µ+ ε2ϕε
√
µ = Pwγ (µ+ εfw
√
µ+ ε2ϕε
√
µ). (1.3.3)
On the other hand, from (1.1.4) and (1.2.3), on γ−,
µ+ ε(fw + f)
√
µ = Pwγ [µ+ ε(fw + f)
√
µ].
Subtracting above two equations, we obtain the boundary condition for f :
f |γ− =
√
µ
−1
P
w
γ (
√
µf) + εr,
with
r =
√
µ
−1
P
w
γ
(√
µϕε
)− ϕε, |r|L∞(∂Ω×R3) . ε|ϑw|L∞(∂Ω). (1.3.4)
Furthermore we can write √
µ
−1
P
w
γ (
√
µf) = Pγf + εQf,
with
Pγf(x, v) :=
√
2π
√
µ(v)
ˆ
n(x)·u>0
f(u)
√
µ(u){n(x) · u}du, (1.3.5)
Qf := ε−1
[√
µ
−1
P
w
γ (
√
µf)− Pγf
]
. (1.3.6)
Note that the boundary operator Q is bounded uniformly in ε and, for 0 ≤ β < 14 ,
|eβ|v|2Qf |L∞(∂Ω×R3) . |ϑw|L∞(∂Ω). (1.3.7)
This follows by expanding Mw in (1.1.3) with Tw = 1 + εϑw in ε to obtain
Mw(x, v) =
√
2πµ(v) + εϑw
√
2π
( |v|2
2
− 2)µ(v) + ε2O(|ϑw |2)〈v〉4µ(v). (1.3.8)
Hence the boundary condition for f becomes
f = Pγf + ε[Qf + r], on γ− (1.3.9)
with Q in (1.3.6) and r in (1.3.4).
From
´
n·v<0 µ{n · v}dv = −1 =
´
n·v<0Mw{n · v}dv and (1.3.4) and (1.3.6), it follows thatˆ
n(x)·v<0
Qf
√
µ{n(x) · v}dv = 0 =
ˆ
n(x)·v<0
r
√
µ{n(x) · v}dv, for any x ∈ ∂Ω. (1.3.10)
Notation. We use ‖ · ‖p and ‖ · ‖Lp for both of the Lp(Ω¯×R3) norm and the Lp(Ω¯) norm, and
( · , · ) for the L2(Ω¯×R3) inner product or L2(R3) inner product, where Ω¯ := Ω∪∂Ω. We subscript
this to denote the variables, thus ‖ · ‖Lpy means Lp({y ∈ Y }). We denote ‖ · ‖ν ≡ ‖ν1/2 · ‖2 and
‖f‖Hk = ‖f‖2 +
∑k
i=1 ‖∇ixf‖2. We also denote ‖ · ‖LpLq := ‖ · ‖Lp(Lq) :=
∥∥‖ · ‖Lq∥∥Lp . For the
phase boundary integration, we define dγ = |n(x) · v|dS(x)dv where dS(x) is the surface measure
and define |f |pp =
´
γ
|f(x, v)|pdγ and the corresponding space as Lp(∂Ω×R3; dγ) = Lp(∂Ω×R3).
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Further |f |p,± = |f1γ± |p. We also use |f |pp =
´
∂Ω |f(x)|pdS(x). Denote f± = fγ± . X . Y is
equivalent to X ≤ CY , where C is a constant not depending on X and Y . We subscript this to
denote dependence on parameters, thus X .α Y means X ≤ CαY . The notation X ≪a Y is
equivalent to X ≤ CaY , where Ca > 0 is sufficiently small.
1.4. Main Results. We first focus on the steady case. The steady solution to the Boltzmann
equation is obtained with the same procedure discussed before for the unsteady case:
Fs = µ+ ε
√
µ[fw + fs], (1.4.1)
The unknown fs has to satisfy the following equation
v · ∇xfs + ε2 1√
µ
Φ · ∇v
[√
µfs
]
+ ε−1Lfs = L1fs + Γ(fs, fs) +As, (1.4.2)
where
L1fs =
1√
µ
[Q(
√
µfw,
√
µfs) +Q(
√
µfs,
√
µfw)], (1.4.3)
As = εΦ · v√µ− v · ∇xfw − ε2 1√
µ
Φ · ∇v
[√
µfw
]
+ Γ(fw, fw), (1.4.4)
with boundary conditions
fs = Pγfs + ε[Qfs + r], on γ− (1.4.5)
with Q in (1.3.6) and r in (1.3.4).
Note that, by (1.2.2),
PAs = εΦ · v√µ,
¨
Ω×R3
As
√
µ = 0. (1.4.6)
Theorem 1.1. Assume Ω is an open bounded subset of R3 with C3 boundary ∂Ω. We also assume
the hard sphere cross section (1.1.2).
If Φ = Φ(x) ∈ C1(Ω), ϑw ∈W 1,∞(∂Ω) and
‖ϑw‖H1/2(∂Ω) + ‖Φ‖L2(Ω) ≪ 1, (1.4.7)
then, for 0 < ε≪ 1, there is a unique positive solution Fs ≥ 0, given by (1.2.3) with fs satisfying
(1.4.2) and the boundary condition (1.3.9).
Moreover,
‖fs‖2 + ‖Pfs‖6 + ε−1‖(I−P)fs‖ν + ε− 12 |(1− Pγ)fs|2,+ + ε 12 ‖wfs‖∞ ≪ 1, (1.4.8)
where w(v) = eβ|v|
2
with 0 < β ≪ 1. Finally, as ε → 0, fs converges weakly to f1,s = [us · v +
θs(|v|2 − 5)/2]√µ with (ps, us, θs) the unique solution to the steady INSF with Dirichlet boundary
conditions and subject to the external field Φ:
us · ∇xus +∇xps = v∆us +Φ, ∇x · us = 0 in Ω,
us · ∇x(θs +Θw) = κ∆(θs +Θw) in Ω,
us(x) = 0, θs(x) = 0 on ∂Ω.
(1.4.9)
Remark. In particular Theorem 1.1 implies the existence of solutions to the stationary INSF
boundary value problem for small force and boundary temperature in the sense of (1.4.7).
Note that, if Φ = ∇xU is a potential field, us ≡ 0, ps ≡ U is solution to the above system.
Therefore, in order to have a stationary solution with non vanishing velocity field, we may assume
that Φ is not a potential field, such that ∇x · Φ = 0. (See [23])
It is important to note that the key difficulty in this paper is to control the ‘strong’ nonlinear
terms Γ(fs, fs). The hard spheres cross section is used to control the term εv · Φf coming from
the external field.
We use the quantitative L2 − L∞ approach developed in [18], in the presence of ε. We start
with the energy estimates to get
1
ε
‖(I−P)fs‖ν . ‖Γ(fs, fs)‖2 + 1.
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The missing PRs can be estimated by the coercivity estimates in [18], with carefully chosen proper
test functions in the weak formulation, such that (Proposition 2.9):
‖Pfs‖2 . 1
ε
‖( I−P)fs‖ν + ‖Γ(fs, fs)‖2 + 1.
We split
|Γ(fs, fs)| ≤ |Γ(Pfs, fs)|+|Γ((I−P)fs, fs)| ≤ |Γ(Pfs,Pfs)|+|Γ(Pfs, (I−P)fs)|+|Γ((I−P)fs, fs)|.
Since we expect ε−1‖(I−P)fs‖ν . 1, the last two parts of the nonlinear term are estimated as
‖Γ(Pfs, (I−P)fs)‖2 + ‖Γ((I−P)fs, fs)‖2 . [ε−1‖(I−P)s‖2][ε‖fs‖∞].
For the first main contribution, if we have
‖Pfs‖L6 . 1, (1.4.10)
then ‖Γ(Pfs,Pfs)‖2 . ‖Pfs‖3‖Pfs‖6 . 1. Thanks to this L6 bound, we can control the other
two terms by establishing
‖fs‖∞ . 1√
ε
‖Pfs‖L6 +
1√
ε
[ε−1‖(I−P)s‖2] . 1√
ε
.
We now sketch the main idea for establishing such a crucial L6 estimate for Pf as stated in
Proposition 2.9. For simplicity, we consider a model problem of
v · ∇xf = g ∈ L2,
¨
fdxdv = 0,
and look for estimate for a(x) =
´
R3
f
√
µdv. In [18], we developed a quantitative method to
estimate L2 norm of a(x), by carefully choosing a test function ψ = (|v|2 − βa)v · ∇xφa√µ with
−∆xφa = a(x), and the Neumann boundary condition ∂φa∂n = 0. This process is similar in spirit
to the energy estimates in elliptic problems. The main contribution
´ −∆xφaa = ‖a‖2L2 results
from the Green’s identity of
´
v · ∇xfψdxdv, which leads to L2 control of a. The new observation
is that the key requirement for choosing φa is
´ ´ ∇xφa g < +∞, or
∇xφa ∈ L2.
By Sobolev embedding in 3D, it suffices to require −∆φa ∈ L 65 . Therefore, we may choose
−∆φa = a5(x) − |Ω|−1
ˆ
Ω
a5,
to obtain a main contribution ‖a‖6L6 =
´ −∆xφaa. To close such a L6 estimate, we need a L6
bound of (I−P)f, which is controled by interpolation between a L2 bound of ε−1(I−P)f (from
energy estimate) and L∞ bound for ε1/2f. We also need to control L4/3 norm of ∇xφa at the
boundary, which is luckily bounded by ‖a‖5L6 exactly via the trace theorem. Such a L6 estimate
seems natural in terms of scalings of Sobolev spaces in 3D and should lead to more applications
in the future.
We remark that such a L6 estimate is very different from the celebrated Averaging Lemma for
v ·∇xf = g ∈ L2, which states a gain of L3 integrability (H1/2 regularity) for any velocity average
of f in the whole space without boundary. Our L6 estimates are stronger than L3, but only work
with an additional assumption (I−P)f ∈ L6.
We remark that the convergence results provided by Theorem 1.1 does not give any indication
on the rate of converge in ε of the solution to its limit. To discuss this we can be inspired by the
Hilbert expansion.
Let us denote F = µ+ ε
√
µg and g1 =
√
µ(ρs + us · v + (θs +Θw)(|v|2 − 3)/2),
g2 :=
1
2
3∑
i,j=1
Aij [∂xiuj,s + ∂xjui,s] +
3∑
i=1
Bi∂xi(θs +Θw)
− L−1[Γ(f1, f1)] + |v|
2 − 3
2
θ2
√
µ,
(1.4.11)
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where Aij and Bi are given by
Aij = L
−1(√µ(vivj − |v|2
3
δi,j)
)
, Bi = L
−1(√µvi(|v|2 − 5)),
and θ2 = ps −
ffl
ps − (θs +Θw)ρs.
We define
Rs = ε
− 12 {fs + fw − (g1 + εg2)},
so that
Fs = µ+ ε
√
µ(g1 + εg2 + ε
1
2Rs). (1.4.12)
Then Rs satisfies the equation
v · ∇xRs + ε2 1√
µ
Φ · ∇v
[√
µRs
]
+ ε−1LRs = L1Rs + ε1/2Γ(Rs, Rs) + ε1/2As, (1.4.13)
with the boundary condition
R = PγR+ εQR+ ε
1
2 r, on γ−. (1.4.14)
Here As is given by
As = −(I−P)[v · ∇xg2]− 2Γ(g1, g2)− ε
{
Φ · 1√
µ
∇v
[√
µ(g1 + εg2)
]− Γ(g2, g2)}. (1.4.15)
Equation (1.4.13) is similar to the one for fs with the extra factor
√
ε in front of the non linear term
Γ(Rs, Rs). In fact, using the same arguments employed to prove Theorems 1.1 we can control the
error between solutions of the Navier-Stokes-Fourier approximation and the Boltzmann equation:
Theorem 1.2. If Φ = Φ(x) ∈ H2(Ω) ∩ C1(Ω), ϑw ∈ H7/2(Ω) and
‖ϑw‖H1+(∂Ω) + ‖Φ‖L 32 +(Ω) ≪ 1, (1.4.16)
then, for 0 < ε ≪ 1, there exist a unique Rs satisfying (1.4.13) and the boundary condition
(1.4.14).
Moreover,
‖Rs‖2 + ε−1‖(I−P)Rs‖ν ≪ 1, ε 12 ‖wRs‖∞ ≪ 1, (1.4.17)
where w(v) = eβ|v|
2
with 0 < β ≪ 1.
Since the nonlinear interaction of Rs now is much weaker with an extra power of ε
1/2, the proof
of Theorem 1.2 follows the same lines of the proof of Theorem 1.1 and hence it will be omitted.
We remark that
√
εRs is of higher order in L
p for 2 ≤ p < 6. On the other hand, √εRs is small,
but not infinitesimal in ε in L∞, so that it is possible that {Fs − (µ+ ε√µg1)}/ε = O(1) in L∞.
We note that the chosen power
√
ε is forced from the fact that higher powers of ε make the
boundary term too singular. In fact, if we use α instead of 12 in the definition of Rs, the boundary
condition for R becomes
R = PγR+ εQR+ ε
1−αr, on γ− (1.4.18)
with
r =
1√
µ
P
w
γ
(√
µ[f2 − ϕε]
)− [f2 − ϕε]. (1.4.19)
Since in the energy inequality we need to compensate a factor ε−1 in front of ‖ε1−αr‖2L2(γ−), the
choice α = 12 is the best we can do. In conclusion, the rate of convergence of the solution to its
hydrodynamic limit is at least O(
√
ε) in L2.
More accurate estimates of the errors would require the truncation of the expansion to higher
order terms and boundary layer analysis, but there are serious difficulties in performing such a
program. Although we do not follow this strategy, let us shortly indicate the main difficulties.
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The usual approach is based on the representation of the solution by means of an Hilbert-like
expansion in the bulk, suitably corrected at the boundary to satisfy the boundary conditions
[19, 20, 1, 2]:
F = µ+ ε
√
µ[f1 + εf2 + · · ·+ εkfk+1 + εfB1 + ε2fB2 + · · ·+ εk+1fBk+1 + εkR]. (1.4.20)
Here, the functions fk are corrections in the bulk, while f
B
k are boundary layer corrections which
solve Milne-like problems, and R = Rε denotes the remainder. The corrections at the boundary
are computed by means of a boundary layer expansion which, in a general domain, presents some
issues hard to deal with. The usual strategy is to solve the k-th term of the boundary layer
expansion by looking at it in terms of the rescaled distance from the boundary (see e.g. [50]).
Using of such a variable, the problem looks like a half-space linear problem (Milne problem) [5]
with a correction due to the geometry which can be interpreted as an external field of the order of
the Knudsen number. The field, due to the k-th term of the boundary layer expansion, is usually
included as source term in the equation for the (k + 1)-th term [50], but the lack of regularity
makes this hard to control.
This strategy has been used in [12] in the much simpler case of the neutron transport equations,
but recently in [52] it has been proved that the result in [12] breaks down exactly because of the
lack of regularity. Therefore, the geometric field, even if of small size, has to be included in the
equation for the k-term of the expansion, as in [21, 1] for the case of the gravity and [52] for the
geometrical field in the neutron transport equation in a disk:
F = µ+ ε
√
µ[f1 + εf2 + · · ·+ εkfk+1 + εfB1,ε + ε2fB2,ε + · · ·+ εk+1fBk+1,ε + εkR],
where fBk,ε depends on ε. Unfortunately, this strategy fails even for a general 2D domain because
the analysis of the derivatives’ singularities presents severe difficulties (see [33, 34] for the analysis
at ε ≈ 1). The only significant exception is the paper [52] where this expansion is completely
proved in the case of the Boltzmann equation in a disk.
Next we investigate the stability properties of the stationary solution. To discuss this, we study
the unsteady problem. The solution to (1.1.1) is written as
F (t) = µ+ ε
√
µf, f = fw + fs + f˜ . (1.4.21)
The aim is to show that f˜ → f˜1 = √µ(ρ˜ + u˜ · v + ϑ˜( |v|
2−3
2 )), with ∇x[ρ˜ + ϑ˜] = 0 and (u˜, ϑ˜, p˜)
satisfying
∂tu˜+ u˜ · ∇xu˜+ u˜ · ∇xus + us · ∇xu˜+∇xp˜ = v∆u˜, ∇x · u˜ = 0 in Ω,
∂tϑ˜+ u˜ · ∇xϑ˜+ u˜ · ∇xϑs + us · ∇xϑ˜ = κ∆ϑ˜ in Ω,
u˜ = 0, ϑ˜ = 0 on ∂Ω.
(1.4.22)
The equation of f˜ is given by
∂tf˜ + ε
−1v · ∇xf˜ + εΦ · ∇vf˜ + ε−2Lf˜ = ε−1Lfw+fs f˜ + ε−1Γ(f˜ , f˜) + ε
Φ · v
2
f˜ . (1.4.23)
Here we have used the notation Lφψ := −[Γ(φ, ψ) + Γ(ψ, φ)]. Note that, due to symmetry, for all
ψ1, ψ2 ∈ L2,
(Lφψ1, ψ2) = (Lφψ1, (I−P)ψ2). (1.4.24)
The boundary condition of f˜ is given by
f˜ |γ− = Pγ f˜ + εQf˜ . (1.4.25)
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We define the energy and the dissipation as
Eλ[f˜ ](t) := sup
0≤s≤t
‖eλsf˜(s)‖22 + sup
0≤s≤t
‖eλs∂tf˜(s)‖22, (1.4.26)
Dλ[f˜ ](t) :=
1
ε2
ˆ t
0
‖eλs(I−P)f˜‖2ν +
1
ε2
ˆ t
0
‖eλs(I−P)∂tf˜‖2ν
+
1
ε
ˆ t
0
|eλs(1− Pγ)f˜ |22,γ +
1
ε
ˆ t
0
|eλs(1− Pγ)f˜t|22,γ (1.4.27)
+
ˆ t
0
|eλsf˜ |22,γ +
ˆ t
0
|eλsf˜t|22,γ +
ˆ t
0
‖eλsPf˜‖22 +
ˆ t
0
‖eλsP∂tf˜‖22.
Theorem 1.3. We assume the same hypotheses of Theorem 1.1. Suppose F0 = Fs + ε
√
µf˜0 ≥ 0,
E0[f˜ ](0) + ε
3/2‖w∂tf˜0‖∞ +
∥∥ ˆ
R3
|f˜0(x, v)|〈v〉2√µdv
∥∥
L6(Ω)
≪ 1, (1.4.28)
where w(v) = eβ|v|
2
with 0 < β ≪ 1.
Then there exists a unique global solution F ≥ 0 given by (1.4.21) with f˜ solving (1.4.23) and
the boundary condition (1.1.4).
Moreover, for some 0 < λ≪ 1,
Eλ[f˜ ](∞) + Dλ[f˜ ](∞) + sup
0≤t≤∞
ε1/2‖wf˜(t)‖∞ + sup
0≤t≤∞
ε3/2‖w∂tf˜(t)‖∞ ≪ 1, (1.4.29)
Finally, as ε→ 0, f˜ converges weakly to f1 = [u˜ · v + ϑ˜(|v|2 − 5)/2]√µ with (p˜, u˜, ϑ˜) is a solution
to (1.4.22).
Remark 1.4. The initial assumption (1.4.28) in particular requires ‖f˜t(0)‖L2x,v ≪ 1. This is a
very sharp condition of f˜0, because, from equation (1.4.23)
∂tf˜(0) = −ε−1v · ∇xf˜0 − εΦ · ∇vf˜0 − ε−2Lf˜0 + ε−1Lfw+fs f˜0 + ε−1Γ(f˜0, f˜0) + ε
Φ · v
2
f˜0. (1.4.30)
To compensate the diverging factors one has to choose f˜0 properly. An example of such a choice is
the following: let f˜1,0 = (ρ˜0+u˜0 ·v+θ˜0(|v|2−3)/2)√µ and assume that ∇x ·u˜0 = 0, ∇x(ρ˜0+θ˜0) = 0,
so that P(v · ∇xf1,0) = 0 and set
f˜0 = f˜0,1 − εL−1[v · ∇xf˜1,0 − Lfw+fs f˜0 − Γ(f˜0, f˜0)] + ε2h,
for some L2x,v function h. Then, clearly, the diverging factors are compensated and ft(0) is bounded
in L2x,v. Thus, the smallness condition is fulfilled by assuming ρ˜, u˜, θ˜ and Lh sufficiently small.
Note that the initial data for the hydrodynamic quantities are small but not depending on ε. Thus
our result implies the exponential stability of the constructed solution to the INSF system.
We remark also that such an asymptotical stability implies non-negativity of steady solution Fs
(Section 3.7).
We start with the energy estimates, as the steady case, to get
‖f˜(t)‖22 +
1
ε2
ˆ t
0
‖(I−P)f˜‖2ν .
ˆ t
0
‖Γ(f˜ , f˜)‖22 + 1.
The missing Pf˜ can be estimated by the coercivity estimates in [18], with carefully chosen proper
test functions in the weak formulation together with the local conservation laws (Lemma 3.9):
ˆ t
0
‖Pf˜‖22 .
1
ε2
ˆ t
0
‖(I−P)f˜‖2ν +
ˆ t
0
‖Γ(f˜ , f˜)‖22 + 1.
We estimate the main nonlinear contribution as
‖Γ(Pf˜ ,Pf˜)‖L2t,x,v . ‖Pf˜‖L∞t L6x,v · ‖Pf˜‖L2tL3x,v .
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The most important ingredient is to control ‖Pf˜‖L∞t L6x,v as in the steady case, in the presence of
the term εft (Proposition 3.13). For further control of εft, we repeat the energy estimate for ft
and estimate the nonlinear term
‖Γ(Pf˜ ,Pf˜t)‖L2t,x,v . ‖Pf˜‖L∞t L6x,v‖Pf˜t‖L2tL3x,v
with the same norm ‖Pf˜‖L∞t L6x,v .
To close the estimate, it suffices to control both ‖Pf˜‖L2tL3x,v and ‖Pf˜t‖L2tL3x,v by:
‖Pf˜‖L2tL3x,v . ‖Γ(f˜ , f˜)‖L2t,x,v+ ‖Γ(fs, f˜)‖L2t,x,v + 1,
‖Pf˜t‖L2tL3x,v . ‖Γ(f˜ , f˜t)‖L2t,x,v + ‖Γ(f˜t, f˜)‖L2t,x,v + 1.
We now illustrate the estimate for ‖Pf˜‖L2tL3x,v . In the absence of the external field and the bound-
ary, ε2Φ ≡ 0 and Ω = R3, such gain of integrability is well-known from the Averaging Lemma
[24, 22] and the sharp Sobolev embedding H1/2 ⊂ L3 (See also the case for a convex bounded
domain with ε2Φ ≡ 0 in [24]). We need to extend this estimate properly to case of the bounded
domain Ω in the presence of the external field ε2Φ 6= 0. We first consider an extension of f˜ to
the whole space, denoted by f¯ , such that f¯ ∈ L2 and
εf¯t + v · ∇xf¯ + ε2Φ · ∇vf¯ ∈ L2.
This would require that f¯ is continuous along all exterior trajectories, matching with given incom-
ing and outgoing data of f on the boundary. For a general domain Ω with ε2Φ 6= 0, the exterior
trajectories can be complicated and they can connect the outgoing set γ+ and incoming set γ−,
arbitrarily near the grazing set γ0. It is not clear that an extension f¯ would satisfy both f¯ ∈ L2
and εf¯t + v · ∇xf¯ + ε2Φ · ∇vf¯ ∈ L2, due to a possible discontinuity of f¯ [41].
We circumvent this difficulty via an extension lemma, Lemma 3.6, which asserts that, for the
function cutoff from the grazing set γ0,
fδ ∼ 1{|v|< 1δ }1{|n(x)·v|>δ or dist(x,∂Ω)>δ}f˜ , for δ ≪ 1, (1.4.31)
such an extension fδ is indeed possible. Here, dist(x, ∂Ω) := infy∈∂Ω |x − y|. Luckily, Pfδ ∼ Pf˜
thanks to the estimate ε−1‖(I−P)f˜‖2 ∼ 1. In the presence of external field ε2Φ 6= 0, we modify
the proof of averaging lemma for Pfδ (Proposition 3.7) via a careful splitting to show its effect is
small for our purpose. Similarly to the steady case, as in [18], we may bootstrap such L6 estimates
to an improved L∞ estimate for Ω ∈ R3
‖f˜‖L∞ . 1√
ε
‖Pf˜‖L∞t L6x,v +
1
ε3/2
‖(I−P)f˜‖L∞t L2x,v + 1 .
1√
ε
.
As for the stationary case, Theorem 1.3 does not provide the rate of convergence. Proceeding
as in the steady case we define:
f˜2 :=
1
2
3∑
i,j=1
Aij [∂xi u˜j,s + ∂xj u˜i,s] +
3∑
i=1
Bi∂xi θ˜ − L−1[Γ(f˜1, f˜1)] +
|v|2 − 3
2
θ˜2
√
µ,
with θ˜2 = p˜−
ffl
p˜− θ˜ρ and
R˜ = ε−
1
2 [F − µ− εf˜1 − ε2f˜2]. (1.4.32)
Then R˜ has to solve
∂tR˜+ ε
−1v · ∇xR˜+ εΦ · ∇vR˜+ ε−2LR˜
= ε−1L1R˜+ ε−1Lε1/2RsR˜+ ε
−1LRs(f˜1 + εf˜2) + ε
−1/2Γ(R˜, R˜) + ε
Φ · v
2
R˜+ ε−1/2A˜,
(1.4.33)
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where
A˜ = −(I−P)[v · ∇x(f2 + f˜2)]− 2Γ(g1 + f˜1, g2 + f˜2)
− ε{∂tf˜2 +Φ · 1√
µ
∇v
[√
µ(g1 + f˜1 + ε(g2 + f˜2))
] − Γ(g2 + f˜2, g2 + f˜2)}−As, (1.4.34)
and has to satisfy the boundary condition
R˜|γ− = PγR˜+ εQR˜+ ε1/2r˜, (1.4.35)
where r˜ := ε−1[µ−
1
2 Pwγ (f˜1
√
µ)− f˜1] + [µ− 12Pwγ (f˜2
√
µ)− f˜2].
We establish the error estimates between the solutions of the Navier-Stokes-Fourier approxima-
tion and the Boltzmann equation as follows:
Theorem 1.5. Suppose
E0[R˜](0) + ε
3/2‖w∂tR˜0‖∞ +
∥∥ˆ
R3
|R˜0(x, v)|〈v〉2√µdv
∥∥
L3(Ω)
+ ε
1
2 ‖wR˜0‖∞ ≪ 1, (1.4.36)
where w(v) = eβ|v|
2
with 0 < β ≪ 1.
Then for ε sufficiently small there exists a unique global solution R˜ solving (1.4.33) and the
boundary condition (1.4.35).
Moreover, for some 0 < λ≪ 1,
Eλ[R˜](∞) + Dλ[R˜](∞) + sup
0≤t≤∞
ε3/2‖w∂tR˜(t)‖∞ + sup
0≤t≤∞
ε
1
2 ‖wR˜(t)‖∞ ≪ 1, (1.4.37)
where Eλ[R˜](T ) and Dλ[R˜](T ) are defined in (1.4.26) and (1.4.27) with f˜ replaced by R˜.
Since the nonlinearity for R˜ and R˜t is weaker with an extra power of ε
1/2, the proof of this
theorem also follows along the same lines of Theorem 1.3 and it will omitted.
Theorem 1.6. Assume that (u(t), θ(t)) is a solution to the INSF initial boundary value problem
for t ∈ [0, T ], T > 0, such that
sup
0≤t≤T
‖u(t)‖H4(Ω) + sup
0≤t≤T
‖θ(t)‖H4(Ω) < ∞.
Then there is ε(T ) > 0 such that for ε ≤ ε(T ) there exists a unique solution F (t) = µ + ε[f1 +
εf2 + ε
1/2R(t)]
√
µ ≥ 0 on t ∈ [0, T ] such that
E0[R](T ) + D0[R](T ) + sup
0≤t≤T
ε3/2‖wRt(t)‖∞ + sup
0≤t≤T
ε
1
2 ‖wR(t)‖∞ . 1,
where E0[R](T ) and D0[R](T ) are defined in (1.4.26) and (1.4.27) with f˜ replaced by R. Moreover,
f1 and f2 are defined in (3.9.1).
The proof of this sharp local-in-time validity theorem is given in Section 3.9. We note that the
interval of the validity is the same as the life-span of the classical solutions to the NSF system. In
particular, if Ω ⊂ R2, then T can be arbitrary.
2. Steady Problems
2.1. Preliminary and the linear theorem. Assume ∂Ω is C3. Then for any x0 ∈ ∂Ω, there
exists 0 < r0, r1 ≪ 1 and C3 function η : {x‖ = (x‖,1, x‖,2) ∈ R2 : |x‖| < r1} → ∂Ω ∩ B(x0, r0)
such that if x ∈ ∂Ω ∩ B(x0, r0) then there exists a unique x‖ ∈ R2 with |x‖| < r1 which satisfies
x = η(x‖). Here, we have used the notation B(x0, r0) := {x ∈ R3 : |x − x0| < r0}. Without loss
of generality we assume that |∂x‖,iη(x‖)| 6= 0 for i = 1, 2.
Assume dist(x, ∂Ω) ≪ 1 and x0 ∈ ∂Ω such that dist(x, x0) = dist(x, ∂Ω). Then there exists η
which is a parametrization of ∂Ω around x0. Clearly
∇x‖ |η(x‖)− x|2 = (∂x‖,1 |η(x‖)− x|2, ∂x‖,2 |η(x‖)− x|2) = 0, for some x‖. (2.1.1)
On the other hand, if |η(x‖)− x| ≪ 1,
∂2x‖,i|η(x‖)− x|2 = ∂x‖,i
[
2∂iη(x‖) · (η(x‖)− x)
]
= O(|η(x‖)− x|) + 2|∂iη(x‖)|2 6= 0.
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Then, by the implicit function theorem, there exists a unique x‖(x) ∈ C2 satisfying (2.1.1).
Moreover,[
∂xix‖,1
∂xix‖,2
]
=
[ |∂1η|2 + ∂21η · (η − x) ∂1η · ∂2η + ∂1∂2η · (η − x)
∂1η · ∂2η + ∂1∂2η · (η − x) |∂2η|+ ∂22η · (η − x)
]−1 [ −∂1ηi
−∂2ηi
]
,
where η = η(x‖). Then we define x⊥ ∈ C2 for dist(x, ∂Ω)≪ 1,
x⊥(x) := [x− η(x‖(x))] · n(x‖(x)). (2.1.2)
Note that dist(x, ∂Ω) = |x⊥(x)| if dist(x, ∂Ω)≪ 1.
By the compactness of ∂Ω, we conclude that if dist(x, ∂Ω) < 4r for some 0 < r ≪Ω 1 then
there exists (x‖(x), x⊥(x)) ∈ C2 such that x = η(x‖(x)) + x⊥(x)n(x‖(x)).
Finally we define the C2 function ξ : R3 → R as
ξ(x) := x⊥(x)χ(
|dist(x,Ω)|2
4r2
) + r
[
1− χ( |dist(x,Ω)|
2
r2
)
]
, (2.1.3)
where
χ ∈ C∞c (R) such that 0 ≤ χ ≤ 1, χ′(x) ≥ −4× 1 12≤|x|≤1 and χ(x) =
{
1 if |x| ≤ 12 ,
0 if |x| ≥ 1. (2.1.4)
Then Ω = {x ∈ R3 : ξ(x) < 0}. If |ξ(x)| ≪ 1 then ξ(x) = x⊥(x).
Moreover n(x) ≡ ∇ξ(x)|∇ξ(x)| at the boundary x ∈ ∂Ω. From now we define
n(x) := ∇ξ(x)/|∇ξ(x)| for x ∈ R3. (2.1.5)
We use this new coordinate (2.1.2) to extend Φ on the whole space, and denote this extension
by Φ¯, with ‖Φ¯‖∞ ≤ ‖Φ‖∞: For 0 < δ ≪ 1,
Φ¯(x) := Φ(x)1x∈Ω¯ +Φ(η(x‖(x)))χ(
|ξ(x)|
δ
)1x∈R3\Ω¯.
Therefore without loss of generality we assume that Φ is defined on the whole space R3.
Definition 2.1. Assume Φ = Φ(x) ∈ C1. Consider the steady linear transport equation
v · ∇xf + ε2Φ · ∇xf = g. (2.1.6)
The equations of the characteristics for (2.1.6) are
X˙ = V, V˙ = ε2Φ(X), X(t; t;x, v) = x, V (t; t;x, v) = v. (2.1.7)
If X(τ ; t, x, v) ∈ Ω for all τ between s and t, then
X(s; t;x, v) = x+ v(s− t) + ε2
ˆ s
t
ˆ τ
t
Φ(X(τ ′; t;x, v))dτ ′dτ,
V (s; t;x, v) = v + ε2
ˆ s
t
Φ(τ ; s;x, v))dτ.
(2.1.8)
Note that the ODE (2.1.7) is autonomous since Φ is time-independent.
Define
tb(x, v) := inf{t ≥ 0 : X(−t; 0;x, v) /∈ Ω},
xb(x, v) := X(−tb(x, v); 0;x, v, 0), vb(x, v) := V (−tb(x, v); 0;x, v), (2.1.9)
and
tf (x, v) := inf{t ≥ 0 : X(t; 0;x, v) /∈ Ω},
xf (x, v) := X(tf (x, v); 0;x, v, 0), vf (x, v) := V (tf (x, v); 0;x, v).
(2.1.10)
Clearly (xb(x, v), vb(x, v)) ∈ γ− and (xf (x, v), vf (x, v)) ∈ γ+.
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Lemma 2.2. For any open subset Ω ⊂ R3, B ⊂ ∂Ω, and f ∈ L1(Ω× R3),¨
Ω×R3
|f(x, v)|1xb(x,v)∈B1tb(x,v)≤ 1m ln 1ε dxdv (2.1.11)
=
ˆ
B
ˆ
n(y)·u<0
ˆ min{tf (y,u), 1m ln 1ε}
0
|f(X(s; 0, y, u), V (s; 0, y, u))|
×{|n(y) · u|+O(ε)(1 + |u|)s}dsdudSy,
and ¨
Ω×R3
|f(x, v)|1xf (x,v)∈B1tf (x,v)≤ 1m ln 1ε dxdv (2.1.12)
=
ˆ
B
ˆ
n(y)·u>0
ˆ 0
−min{tb(y,u), 1m ln 1ε}
|f(X(s; 0, y, u), V (s; 0, y, u))|
×{|n(y) · u|+O(ε)(1 + |u|)|s|}dsdudSy.
Proof. Step 1. From (2.1.7), for ∇ ∈ {∇x,∇v},
d
ds
(∇X
∇V
)
= A
(∇X
∇V
)
, A =
(
03,3 I3,3
ε2∇xΦ 03,3
)
. (2.1.13)
Note
(∇X
∇V
)|s=t = Id. Since the matrix A is bounded, there exists CΦ > 0 such that
|∂xjXi(s; t, x, v)| ≤ CΦeCΦ|t−s|, |∂vjXi(s; t, x, v)| ≤ CΦ|t− s|eCΦ|t−s|,
|∂xjVi(s; t, x, v)| ≤ CΦε2|t− s|eCΦ|t−s|, |∂vjVi(s; t, x, v)| ≤ CΦeCΦ|t−s|.
(2.1.14)
Step 2. Assume n3(xb(y, u)) 6= 0 so that the boundary ∂Ω is locally a graph of η(y1, y2): x =
(y1, y2, y3) ∈ ∂Ω iff y3 = η(y1, y2). By the definitions,
X := X(s; 0, y, u) =

 y2y2
η(y1, y2)

+ us+ ε2 ˆ s
0
ˆ τ
0
Φ(X(τ ′; 0, y, u))dτ ′dτ,
V := V (s; 0, y, u) = u+ ε2
ˆ s
0
Φ(X(τ ; 0, y, u))dτ.
From (2.1.14),
∂X
∂(y1, y2)
=

 1 00 1
∂1η(y1, y2) ∂2η(y1, y2)

+ ε2 ˆ s
0
ˆ τ
0
∇xΦ(X(τ ′; 0, y, u)) · ∇xX(τ ′; 0, y, u)dτ ′dτ
=

 1 00 1
∂1η(y1, y2) ∂2η(y1, y2)

+O(ε2)s2eCΦs,
∂X
∂s
= V = u+O(ε2)s,
∂V
∂s
= ε2Φ(X),
∂X
∂v
= sI3,3 + ε
2
ˆ s
0
ˆ τ
0
∇xΦ(X(τ ′; 0, y, u)) · ∇vX(τ ′; 0, y, u)dτ ′dτ = sI3,3 +O(ε2)s3eCΦs,
∂V
∂(y1, y2)
= ε2
ˆ s
0
∇xΦ(X(τ ; 0, y, u)) · ∇xX(τ ; 0, y, u)dτ = O(ε2)seCΦs,
∂V
∂v
= I3,3 + ε
2
ˆ s
0
∇xΦ(X(τ ; 0, y, u)) · ∇vX(τ ; 0, y, u)dτ = I3,3 +O(ε2)s2eCΦs.
We consider
det
(
∂(X,V )
∂(y1, y2, s, v)
)
= det

 I2,2 +O(ε2)s2eCΦs v +O(ε2)s sI3,3 +O(ε2)s3eCΦs∇η +O(ε2)s2eCΦs
O(ε2)seCΦs ε2Φ(X) I3,3 + O(ε
2)s2eCΦs

 .
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Recall the formula for the block matrix when a submatrix D is invertible
det
(
A B
C D
)
= det(D) det(A−BD−1C).
For s ≤ 1m ln 1ε for m≫ 1, the submatrix ∂V∂v is invertible and
det
(∂V
∂v
)
= 1 +O(ε2)s2eCΦs 6= 0,
(∂V
∂v
)−1
= I3,3 − O(ε
2)s2eCΦs
1 + 3O(ε2)s2eCΦs
.
Furthermore, for s ≤ 1m ln 1ε for m≫ 1, we have skeCΦs . ε0+ and therefore
det
(∂V
∂v
)
det
(
∂X
∂(x, s)
− ∂X
∂v
(∂V
∂v
)−1 ∂V
∂(x, s)
)
= {1 +O(ε)s} det
((
I2,2 +O(ε
2)s2eCΦs u+O(ε2)s
∇η +O(ε2)s2eCΦs
)
−
(
sI3,3 +O(ε
2)s2eCΦs
)(
I3,3 − O(ε
2)s2eCΦs
1 + 3O(ε2)s2eCΦs
)(
O(ε2)s2eCΦs
))
= {1 +O(ε)s} det
((
I2,2 +O(ε
2)s2eCΦs u+O(ε2)s
∇η +O(ε2)s2eCΦs
)
+
(
O(ε2)s3eCΦs
))
= {1 +O(ε)s} det
(
I2,2 +O(ε)s u+O(ε)s
∇η +O(ε)s
)
= u · (− ∂1η(y1, y2),−∂2η(y1, y2), 1)+O(ε)s(1 + |u|)
= −u · n(y)
√
1 + (∂1η(y1, y2))2 + (∂2η(y1, y2))2 +O(ε)s(1 + |u|).
Therefore,
det
(
∂(X,V )
∂(s, y, u)
)
= O(1)n(y) · u+O(ε)(1 + |u|)s.
These prove (2.1.11). For (2.1.12), note that if s ≤ 1m ln 1ε , n(y)·u > 0 then tb(X(s; 0, y, u), V (s; 0, y, u)) =
s ≤ 1m ln 1ε , and if s ≤ 1m ln 1ε , n(y) · u < 0 then tf (X(s; 0, y, u), V (s; 0, y, u)) = s ≤ 1m ln 1ε . This
confirms (2.1.12). 
Next lemma extends the Ukai’s Lemma ([15]) to the case with external fields.
Lemma 2.3. Assume Ω is an open bounded subset of R3 with ∂Ω is C3. We define
γδ± := {(x, v) ∈ γ± : |n(x) · v| > δ, δ ≤ |v| ≤
1
δ
}. (2.1.15)
Then
|f1γδ± |1 .δ,Ω ‖f‖1 + ‖v · ∇xf + ε
2Φ · ∇vf‖1.
Proof. Let f solve (2.1.6) in the sense of distributions. Then along the trajectory for (x, v) ∈ γ+,
with X(s) ≡ X(s; t;x, v) and V (s) ≡ V (s; t;x, v),
|f(x, v)| . |f(X(s), V (s))|+
ˆ t
s
|g(X(τ), V (τ))|dτ.
Integrating over s ∈ [t− tb(x, v), t], we obtain
tb(x, v)|f(x, v)| .
ˆ t
t−tb(x,v)
|f(X(s), V (s))|ds+ tb(x, v)
ˆ t
t−tb(x,v)
|g(X(τ), V (τ))|dτ. (2.1.16)
On the other hand, for (x, v) ∈ γδ+, from xb(x, v) = x− tb(x, v)v +O(ε2)(tb(x, v))2,
tb(x, v) = |v|−1|xb(x, v)− x|+O(ε2)|v|−1(tb(x, v))2. (2.1.17)
We claim, for (x, v) ∈ γδ+,
tb(x, v) &δ 1. (2.1.18)
16 R. ESPOSITO, Y. GUO, C. KIM, AND R. MARRA
For large C ≫ 1, we only need to consider (x, v) ∈ γδ+ such that tb(x, v) ≤ C. From (2.1.17),
tb(x, v) =
|xb(x,v)−x|
|v| − tb(x, v)O(ε2) tb(x,v)|v| ≥ |xb(x,v)−x||v| − tb(x, v)O(ε2)Cδ so that
tb(x, v) ≥ [1 +O(ε2)C
δ
]−1|v|−1|xb(x, v)− x| & |v|−1|xb(x, v) − x|.
From |xb − x| & |n(x) · x−xb|x−xb| | for xb, x ∈ ∂Ω ([30]),
tb(x, v) & |n(x) · (x− xb(x, v))|/ [|v‖x− xb(x, v)|].
On the other hand, for (x, v) ∈ γδ+ and ε≪ 1,
|n(x) · (xb − x)| = |n(x) · [tbv +O(ε2)(tb)2]| = tb|n(x) · v|+O(ε2)(tb)2 & tb|n(x) · v|,
and |x− xb| ≤ tb|v|+O(ε2)(tb)2 . tb|v|. Therefore, we conclude our claim (2.1.18) by
tb & tb|n(x) · v|/[tb|v|] & |n(x) · v||v|−1 &δ 1.
From (2.1.16) and (2.1.18),
1(x,v)∈γδ+ |f(x, v)| .δ
ˆ t
t−tb(x,v)
|f(X(s), V (s))|ds+
ˆ t
t−tb(x,v)
|g(X(s), V (s))|ds.
Integrating the above over γδ+, we deduceˆ
γδ+
|f(x, v)||n(x) · v|dSxdv .
ˆ
γδ+
ˆ t
t−tb(x,v)
|f(X(s; t, x, v), V (s; t, x, v))||n(x) · v|dsdSxdv
+
ˆ
γδ+
ˆ t
t−tb(x,v)
|g(X(s; t, x, v), V (s; t, x, v))||n(x) · v|dsdSxdv.
We check that there exists ε0 > 0,m≫ 1, and δ > 0 such that, for all 0 < ε < ε0,
γδ+ ⊂ {(x, v) ∈ γ+ : tb(x,±v) ≤ m ln
1
ε
and |v| ≥ mε2 ln 1
ε
}.
Clearly, |v| > δ ≥ mε20 ln 1ε0 ≥ mε2 ln 1ε . Since Ω is bounded, we have |v|tb(x,±v) .Ω 1 and
tb(x,±v) . 1|v| ≤ 1δ ≤ m ln 1ε0 ≤ m ln 1ε . Then
O(ε)(1 + |v|)s . O(ε)(1 + 1
δ
)m ln
1
ε
.δ o(1)|n(x) · v|.
From (2.1.12), we conclude thatˆ
γδ+
|f(x, v)||n(x) · v|dSxdv . ‖f‖1 + ‖g‖1.
The same arguments can be applied to bound |f1γδ− |. 
Lemma 2.4. Let Φ ∈ C1. Assume that f(x, v), g(x, v) ∈ L2(Ω× R3), {v · ∇x + ε2Φ · ∇v}f, {v ·
∇x + ε2Φ · ∇v}g ∈ L2(Ω× R3) and fγ , gγ ∈ L2(∂Ω× R3). Then¨
Ω×R3
{v · ∇xf + ε2Φ · ∇vf}g + {v · ∇xg + ε2Φ · ∇vg}f =
ˆ
γ+
fg −
ˆ
γ−
fg. (2.1.19)
Proof. It is easy to check that the proof in Chapter 9 of [15], equation (2.18), still holds in the
presence of C1 field. 
In the following sections, Section 2.2 and Section 2.3, we prove the next linear estimate.
Theorem 2.5. For the steady case, we define a norm
[[f ]] := ε−1‖(I−P)f‖ν + ε−1/2|(1− Pγ)f |2 + |f |2 + ‖Pf‖6 + ε1/2‖wf‖∞. (2.1.20)
Suppose Φ ∈ L∞, g ∈ L2(Ω× R3), and r ∈ L2(γ−) such that¨
Ω×R3
g(x, v)
√
µdxdv = 0 =
ˆ
γ−
r(x, v)
√
µdγ. (2.1.21)
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Then, for sufficiently small ε > 0, there exists a unique solution to
v · ∇xf + ε2 1√
µ
Φ · ∇v [√µf ] + ε−1Lf = g, f |γ− = Pγf + r, (2.1.22)
such that ¨
Ω×R3
f(x, v)
√
µ dxdv = 0, (2.1.23)
and
[[f ]] . ε−1/2|r|2 + ‖ν−1/2(I−P)g‖2 + ε−1‖Pg‖2 + ε 12 |wr|∞ + ε 32 ‖〈v〉−1wg‖∞. (2.1.24)
The proof is in the end of Section 2.3.
2.2. L∞ Estimate. The main goal of this section is to prove the following proposition.
Proposition 2.6. Let f satisfies,[
v · ∇x + ε2Φ · ∇v + ε−1C0〈v〉 + λ
]|f | ≤ ε−1Kβ|f |+ |g|,∣∣f |γ−∣∣ ≤ Pγ |f |+ |r|, (2.2.1)
where λ ≥ 0, for 0 < β < 14 , Kβ |f | =
´
R3
kβ(v, u)|f(u)|du and
kβ(v, u) :=
{|v − u|+ |v − u|−1} exp [−β|v − u|2 − β [|v|2 − |u|2]2|v − u|2 ]. (2.2.2)
If Pf ∈ L6(Ω× R3) and (I−P)f ∈ L2(Ω× R3), then, for w(v) = eβ′|v|2 with 0 < β′ ≪ β,
ε
1
2 ‖wf‖∞ . ε 12 |wr|∞ + ε 32 ‖〈v〉−1wg‖∞
+ ‖Pf‖L6(Ω×R3) + ε−1‖(I−P)f‖L2(Ω×R3).
(2.2.3)
We define the stochastic cycles for the steady case.
Definition 2.7. Define, for free variables vk ∈ R3, from (2.1.9)
t1 = t− tb(x, v), x1 = X(t1; t, x, v) = xb(x, v),
t2 = t1 − tb(x1, v1), x2 = X(t2; t1, x1, v1) = xb(x1, v1),
...
tk+1 = tk − tb(xk, vk), xk+1 = X(tk+1; tk, xk, vk) = xb(xk, vk).
Set
Xcl(s; t, x, v) :=
∑
k
1[tk+1,tk)(s)X(s; tk, xk, vk),
Vcl(s; t, x, v) :=
∑
k
1[tk+1,tk)(s)V (s; tk, xk, vk).
For x ∈ ∂Ω, we define
V (x) := {v ∈ R3 : n(x) · v > 0}, dσ(x, v) :=
√
2πµ(v){n(x) · v}dv. (2.2.4)
For j ∈ N, we denote
Vj := {vj ∈ R3 : n(xj) · vj > 0}, dσj :=
√
2πµ(vj){n(xj) · vj}dvj . (2.2.5)
The following lemma is a generalized version of Lemma 23 of [30].
Lemma 2.8 ([30]). Assume Φ = Φ(x) ∈ C1. For sufficiently large T0 > 0, there exist constant
C1, C2 > 0, independent of T0, such that for k = C1T
5/4
0 ,
sup
(t,x,v)∈[0,T0]×Ω¯×R3
ˆ
∏k−1
ℓ=1 Vℓ
1tk(t,x,v1,v2,··· ,vk−1)>0Π
k−1
ℓ=1 dσℓ <
{1
2
}C2T 5/40
. (2.2.6)
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Proof. For 0 < δ ≪ 1, we define
V
δ
ℓ :=
{
vℓ ∈ Vℓ : |vℓ · n(xℓ)| > δ and δ < |vℓ| < 1
δ
}
.
Clearly,
´
Vℓ\V δℓ dσℓ ≤ Cδ, where C is independent of ℓ. We claim that
|tℓ − tℓ+1| ≥ δ3/CΩ, for vℓ ∈ V δℓ . (2.2.7)
It suffices to prove, for (x, v) ∈ γδ− and 0 < ε≪ 1,
tb(x, v) & |v|−2|n(x) · v|.
Note that |n(x)·v||v|2 ≤ δ2. Therefore we only need to consider the case of tb(x, v) < δ2.
From |v| > δ and xb = x+ tbv +O(ε2)(tb)2,
tb = |xb − x||v|−1 +O(ε2)(tb)2|v|−1 = |xb − x||v|−1 + tb O(ε2)δ.
For fixed δ > 0 and ε < ε0 ≪δ 1,
tb(x, v) & |xb(x, v) − x||v|−1.
From the fact |xb − x| & |n(x) · x−xb|x−xb| | for xb, x ∈ ∂Ω from [30], we have
tb(x, v) &
∣∣n(x) · [x− xb(x, v)]∣∣1/2|v|−1.
On the other hand, for (x, v) ∈ γδ− and ε≪ 1
|n(x) · (xb − x)| =
∣∣n(x) · [tbv +O(ε2)(tb)2]∣∣ = tb|n(x) · v|+O(ε2)(tb)2 & tb|n(x) · v|.
Therefore we prove our claim. The rest of proof of (2.2.6) is identical to the proof of Lemma 23
on [30]. 
Now we are ready to prove the main result of this section:
Proof of Proposition 2.6. Define, for w(v) = eβ
′|v|2 ,
h(t, x, v) := w(v)f(t, x, v). (2.2.8)
From Lemma 3 of [30], there exists β˜ = β˜(β, β′) > 0 such that kβ(v, u)
w(v)
w(u) . kβ˜(v, u).
Then, from (2.2.1),[
v · ∇x + ε2Φ · ∇v + ε−1C0〈v〉+ ε
2Φ · ∇vw
w
]|ε 12h| ≤ ε−1 ˆ
R3
kβ˜(v, u)|ε
1
2h(u)|du+ ε 12 |wg|.
(2.2.9)
Clearly ε−1C0〈v〉+ ε
2Φ·∇vw
w ∼ ε−1C0〈v〉.
From (2.2.1), on (x, v) ∈ γ−,
ε
1
2 |h(x, v)| ≤
√
2πw(v)
√
µ(v)
ˆ
n(x)·u>0
ε
1
2 |h(x, u)|
√
µ(u)
w(u)
{n(x) · u}du+ ε 12w(v)|r(x, v)|.
.
1
w˜(v)
ˆ
n(x)·u>0
ε
1
2 |h(x, u)|w˜(u)dσ + ε 12w(v)|r(x, v)|,
(2.2.10)
where we define
w˜(v) :=
1
w(v)
√
µ(v)
.
We claim, for t = T0 defined as in Lemma 2.8 (not depending on ε),
|ε 12 h(x, v)| ≤ [CT 5/40 {45
}C2T 5/40
+ o(1)CT0
]‖ε 12h‖∞ + CT0ε 12 ‖wr‖∞ + CT0ε 32 ‖〈v〉−1wg‖∞
+ CT0
[
‖Pf‖L6(Ω) +
1
ε
‖(I−P)f‖L2(Ω×R3)
]
.
(2.2.11)
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Once (2.2.11) holds, Proposition 2.6 is a direct consequence.
We first prove (2.2.11). From (2.2.9), for t1(t, x, v) < s ≤ t,
d
ds
[
e−
´
t
s
C0
ε 〈V (τ ;t,x,v)〉dτεh(Xcl(s; t, x, v), Vcl(s; t, x, v))
]
≤ e−
´
t
s
C0
ε 〈V (τ ;t,x,v)〉dτ 1
ε
ˆ
R3
kβ˜(Vcl(s; t, x, v), v
′)|εh(Xcl(s; t, x, v), v′)|dv′
+e−
´
t
s
C0
ε 〈V (τ ;t,x,v)〉dτ |εwg(Xcl(s; t, x, v), Vcl(s; t, x, v))|.
Along the stochastic cycles, for k = C1T
5/4
0 , we deduce the following estimate:
|ε 12h(x, v)|
≤ 1{t1(t,x,v)<0}e−
´ t
0
C0〈Vcl(τ;t,x,v)〉
ε dτ |ε 12h(Xcl(0; t, x, v), Vcl(0; t, x, v))| (2.2.12)
+
ˆ t
max {0,t1(t,x,v)}
ds
e−
´
t
s
C0〈Vcl(τ;t,x,v)〉
ε dτ
ε
×
ˆ
R3
dv′ kβ˜(Vcl(s; t, x, v), v
′)
∣∣ε 12 h(Xcl(s; t, x, v), v′)∣∣ (2.2.13)
+
ˆ t
max {0,t1(t,x,v)}
ds
e−
´ t
s
C0〈Vcl(τ;t,x,v)〉
ε dτ
ε
|ε 32wg(Xcl(s; t, x, v), Vcl(s; t, x, v))| (2.2.14)
+ 1{t1(t,x,v)≥0}e
− ´ t
t1(t,x,v)
C0〈Vcl(τ;t,x,v)〉
ε dτ |ε 12wr(x1(x, v), v1(x, v))| (2.2.15)
+ 1{t1(t,x,v)≥0}
e
− ´ t
t1(t,x,v)
C0〈Vcl(τ;t,x,v)〉
ε dτ
w˜(v1)
ˆ
Πk−1j=1Vj
H,
where H is given by
k−1∑
l=1
1tl+1≤0<tl
∣∣ε 12 h(Xcl(0; tl, xl, vl), Vcl(0; tl, xl, vl))∣∣
×Πl−1m=1
w˜(vm)
w˜(Vcl(tm+1; vm))
dΣl(0) (2.2.16)
+
k−1∑
l=1
ˆ tl
max{0,tl+1}
1tl>0
1
ε
ˆ
R3
kβ˜(Vcl(τ ; tl, xl, vl), u)
×∣∣ε 12h(Xcl(τ ; tl, xl, vl), u)∣∣Πl−1m=1 w˜(vm)w˜(Vcl(tm+1; vm))dudΣl(τ)dτ (2.2.17)
+
k−1∑
l=1
ˆ tl
max{0,tl+1}
1tl>0
1
ε
∣∣ε 32wg(Xcl(τ ; tl, xl, vl), Vcl(τ ; tl, xl, vl))∣∣
×Πl−1m=1
w˜(vm)
w˜(Vcl(tm+1; vm))
dΣl(τ)dτ (2.2.18)
+
k−1∑
l=1
1tl>0|ε
1
2w(vl)r(xl+1, vl)|Πl−1m=1
w˜(vm)
w˜(Vcl(tm+1; vm))
dΣl(tl+1) (2.2.19)
+ 1tk>0|ε
1
2h(xk, vk−1)|Πk−2m=1
w˜(vm)
w˜(Vcl(tm+1; vm))
dΣk−1(tk), (2.2.20)
where Vcl(tm+1; vm) := Vcl((tm+1; tm, xm, vm) and dΣk−1(tk) is evaluated at s = tk of
dΣl(s) := {
k−1∏
j=l+1
dσj}{e−
´ tl
s
C0〈Vcl(τ;tl,xl,vl)〉
ε dτw(vl)dσl}
l−1∏
j=1
{e−
´ tj
tj+1
C0〈Vcl(τ;tj ,xj,vj)〉
ε dτdσj}.
(2.2.21)
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Since
|Vcl(tm+1; tm, xm, vm)− vm| ≤ ε2|tm+1 − tm|‖Φ‖∞ . ε2T0
then for ε2T0 ≤ 1, we have
w˜(vm)
w˜(Vcl(tm+1; tm, xm, vm))
≤ 1 +O(ε). (2.2.22)
Directly, from our choice k = C1T
5/4
0
(2.2.12) + (2.2.16) .T0 e
−C0ε t‖ε 12h‖∞, (2.2.15) + (2.2.19) .T0 ‖ε
1
2wr‖∞,
and
(2.2.14) + (2.2.18)
.T0
∥∥ε 32 〈v〉−1wg∥∥∞ × {
ˆ t
0
〈Vcl(s; t, x, v)〉
ε
e−
´
t
s
C0〈Vcl(τ;t,x,v)〉
ε dτds
+C1T
5/4
0 sup
l
ˆ tl
0
〈Vcl(τ ; tl, xl, vl)〉
ε
e−
´
tl
s
C0〈Vcl(τ;tl,xl,vl)〉
ε dτdτ
}
.T0
∥∥ε 32 〈v〉−1wg∥∥∞ ×
ˆ t
0
d
ds
e−
´ t
s
C0〈Vcl(τ;t,x,v)〉
ε dτds .T0
∥∥ε 32 〈v〉−1wg∥∥∞,
where we have used the fact that dσj is a probability measure of Vj .
Now we focus on (2.2.13) and (2.2.17). For N > 1, we can choose m = m(N)≫ 1 such that
km(v, u) := 1|v−u|≥ 1m 1|u|≤m1|v|≤mkβ˜(v, u), supv
ˆ
R3
|km(v, u)− kβ˜(v, u)|du ≤
1
N
. (2.2.23)
We split kβ˜(v, u) = [kβ˜(v, u)− km(v, u)] + km(v, u), and the first difference would lead to a small
contribution in (2.2.13) and (2.2.17) as, for N ≫T0 1,
k
N
‖ε 12h‖∞ = C1T
5/4
0
N
‖ε 12h‖∞.
We further split the time integrations in (2.2.13) and (2.2.17) as [tl−κε, tl] and [max{0, tl+1}, tl−
κε]:
(2.2.13) =
ˆ t
t−κε︸ ︷︷ ︸+
ˆ t−κε
max{0,t1}
, (2.2.17) = 1{t1≥0}
ˆ
Πk−1j=1 Vj
k−1∑
l=1
{ ˆ tl
tl−κε︸ ︷︷ ︸+
ˆ tl−κε
max{0,tl+1}
}
.
The small-in-time contributions of both (2.2.13) and (2.2.17), underbraced terms, are bounded by
κε
1
ε
sup
v
ˆ
|v′|≤N
km(v, v
′)dv′‖ε 12h‖∞ . κ‖ε 12 h‖∞,
C1T
5/4
0 κε
1
ε
sup
v
ˆ
|v′|≤N
km(v, v
′)dv′‖ε 12h‖∞ . κC1T 5/40 ‖ε
1
2 h‖∞.
For (2.2.20), by Lemma 2.8 and (2.2.22),
(2.2.20) . {1 +O(ε)}C1T
5/4
0 sup
(t,x,v)∈[0,T0]×Ω¯×R3
ˆ
∏k−1
j=1 Vj
1tk(t,x,v,v1,v2,··· ,vk−1)>0Π
k−1
j=1dσj‖ε
1
2 h‖∞
.
{4
5
}C2T 5/40 ‖εh‖∞.
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Overall, for (t, x, v) ∈ [0, T0]× Ω¯× R3,
|ε 12h(x, v)| (2.2.24)
.
ˆ t−κε
max {0,t1(x,v)}
e−
C0
ε (t−s)
ε
ˆ
|v′|≤m
∣∣ε 12h(Xcl(s; t, x, v), v′)∣∣︸ ︷︷ ︸dv′ds
+ 1{t1≥0}
e−
C0
ε (t−t1)
w˜(v)
ˆ
Πk−1j=1Vj
k−1∑
ℓ=1
ˆ tℓ−κε
max{0,tℓ+1}
1tℓ>0
ε
×
ˆ
|v′′|≤m
∣∣ε 12h(Xcl(τ ; tℓ, xℓ, vℓ), v′′)∣∣︸ ︷︷ ︸ dv′′dΣℓ(τ)dτ
+ CT
5/4
0
{
e−
C0
ε t‖ε 12 h‖∞ + CT0‖ε
1
2wr(s)‖∞ + CT0‖ε
3
2 〈v〉−1wg‖∞
}
+ o(1)CT
5/4
0 ‖ε
1
2h‖∞ +
{1
2
}C2T 5/40 ‖ε 12 h‖∞.
Note that the same estimate holds for the underbraced terms in (2.2.24). We plug these
estimates into the underbraced terms of (2.2.24) to have a bound as
|ε 12hℓ+1(t, x, v)| ≤ I1 + I2 + I3.
Here, using w(u) .m 1 for |u| ≤ m,
I1 .m
ˆ t−κε
max{0,t1}
ds
e−
C0
ε (t−s)
ε
ˆ
|v′|≤m
dv′
ˆ s−κε
max{0,t′1}
ds′
e−
C0(s−s
′)
ε
ε
×
ˆ
|u|≤m
du
∣∣ε 12h(Xcl(s′; s,Xcl(s; t, x, v), v′), u)∣∣
+
ˆ t−κε
max {0,t1}
ds
e−
C0
ε (t−s)
ε
ˆ
|v′|≤m
dv′ 1{t′1≥0}
e−
C0
ε (s−t′1)
w˜(v)
×
ˆ
Πk−1j=1 V
′
j
k−1∑
ℓ′=1
ˆ t′
ℓ′−κε
max{0,t′
ℓ′+1
}
1t′
ℓ′
>0
1
ε
∣∣ε 12h(τ,Xcl(τ ; t′ℓ′ , x′ℓ′ , v′ℓ′), u)∣∣dudΣℓ′(τ)dτ,
where t′ℓ′ := t˜ℓ′(s,Xcl(s; t, x, v), v
′), x′ℓ′ := xℓ′(Xcl(s; t, x, v), v
′), v′ℓ′ := vℓ′(Xcl(s; t, x, v), v
′).
Moreover
I2 .m 1{t1≥0}
e−
C0
ε (t−t1)
w˜(v)
ˆ
Πk−1j=1Vj
k−1∑
ℓ=1
ˆ tℓ−κε
max{0,tℓ+1}
dΣℓ(τ)dτ 1tℓ>0
1
ε
ˆ
|v′′|≤m
dv′′
×
ˆ τ−κε
max{0,t′′1 }
ds′′
e−
C0
ε2
(τ−s′′)
ε
ˆ
|u|≤m
du
∣∣ε 12h(Xcl(s′′; τ,Xcl(τ ; tℓ, xℓ, vℓ), v′′), u)∣∣
+ 1{t1≥0}
e−
C0
ε (t−t1)
w˜(v)
ˆ
Πk−1j=1 Vj
k−1∑
ℓ=1
ˆ tℓ−κε
max{0,tℓ+1}
dΣℓ(τ)dτ 1tℓ>0
1
ε
ˆ
|v′′|≤m
dv′′
× 1t′′1≥0
e−
C0
ε (τ−t′′1 )
w˜(v′′)
ˆ
∏k−1
j=1 V
′′
j
k−1∑
ℓ′′=1
ˆ t′′
ℓ′′
−κε
max{0,t′′
ℓ′′+1
}
1t′′
ℓ′′
>0
1
ε
×
ˆ
|u|≤m
∣∣ε 12 h(τ ′′, Xcl(τ ′′; t′′ℓ′′ , x′′ℓ′′ , v′′ℓ′′), u)∣∣dudΣ′′ℓ′′(τ ′′)dτ ′′,
where t′′ℓ′′ := tℓ′′(τ,Xcl(τ ; tℓ, xℓ, vℓ), v
′′), x′′ℓ′′ := xℓ′′(Xcl(τ ; tℓ, xℓ, vℓ), v
′′), v′′ℓ′′ := vℓ′′(Xcl(τ ; tℓ, xℓ, vℓ), v
′′).
Furthermore
I3 . CT
5/2
0
{
e−
C0
ε t‖ε 12h‖∞ + CT0‖ε
1
2wr‖∞ + CT0‖ε
3
2 〈v〉−1wg‖∞
}
+o(1)CT
5/2
0 ‖ε
1
2h‖∞ + T 5/40
{4
5
}C2T 5/40 ‖ε 12h‖∞.
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This bound of I3 is already included in the RHS of (2.2.11).
Now we focus on I1 and I2. Consider the change of variables
v′ 7→ y := X(s′; s,Xcl(s; t, x, v), v′). (2.2.25)
By a direct computation and (2.1.14), for max{0, t′1} ≤ s′ ≤ s− κε ≤ T0,
∂Xi(s
′; s)
∂v′j
= − (s− s′)δij +
ˆ s′
s
dτ ′
ˆ τ ′
s
dτ ′′ε2
∑
m
∂mΦi(X(τ
′′; s))
∂Xm
∂v′j
(τ ′′; s)
= − (s− s′)[δij +O(ε2)‖Φ‖C1T 20 eCΦT0].
By the lower bound of |s− s′| ≥ κε,
det∇v′X(s′; s) = |s− s′|3 det
(
δij +O(ε
2)‖Φ‖C1T 20 eCΦT0
)
& κ3ε3.
Now integrating over time first
ˆ t−κε
max {0,t1}
ds
e−
C0
ε (t−s)
ε
ˆ
|v′|≤m
dv′
ˆ s−κε
max{0,t′1}
ds′
e−
C0(s−s
′)
ε
ε
×
ˆ
|u|≤m
du
∣∣εh(Xcl(s′; s,Xcl(s; t, x, v), v′), u)∣∣
. sup
0≤s′≤s−κε≤s≤t−κε
ˆ
|v′|≤m
dv′
ˆ
|u|≤m
du |εh(Xcl(s′; s,Xcl(s; t, x, v), v′), u)|,
and then from |h(u)| = w(u)|f(u)| .m |f(u)| for |u| ≤ m and decomposing
. sup
0≤s′≤s−κε≤s≤t−κε
ε
1
2
ˆ
|v′|≤m
ˆ
|u|≤m
|f(Xcl(s′; s,Xcl(s; t, x, v), v′), u)|dudv′
. sup
0≤s′≤s−κε≤s≤t−κε
ε
1
2
ˆ
|v′|≤m
ˆ
|u|≤m
Pf(Xcl(s
′; s,Xcl(s; t, x, v), v′))|〈u〉2
√
µ(u)dudv′
+ sup
0≤s′≤s−κε≤s≤t−κε
ε
1
2
ˆ
|v′|≤m
ˆ
|u|≤m
|(I−P)f(Xcl(s′; s,Xcl(s; t, x, v), v′))|dudv′.
For Pf−contribution,
ε
1
2
ˆ
v′
ˆ
u
∣∣Pf(Xcl(s′; s,Xcl(s; t, x, v), v′))〈u〉2√µ(u)∣∣dudv′
.m ε
1
2
[ˆ
v′
∣∣Pf(Xcl(s′; s,Xcl(s; t, x, v), v′))∣∣6dv′]1/6 .m ε 12 [ˆ
Ω
∣∣Pf(y)∣∣6 1
κ3ε3
dy
]1/6
.m ‖Pf‖L6(Ω).
For (I−P)f contribution,
ε
1
2
ˆ
v′
ˆ
u
|(I−P)f(Xcl(s′; s,Xcl(s; t, x, v), v′), u)|dudv′
.m ε
1
2
[¨ ∣∣(I−P)f(Xcl(s′; s,Xcl(s; t, x, v), v′), u)∣∣2dv′du]1/2
.m ε
1
2
[¨
Ω×R3
∣∣(I−P)f(y, u)∣∣2 1
κ3ε3
dydu
]1/2
.m
1
ε
‖(I−P)f‖L2(Ω×R3).
We have the similar change of variables for v′ℓ′ 7→ Xcl(τ ; t′ℓ′ , x′ℓ′ , v′ℓ′), and v′′ℓ′′ 7→ Xcl(−τ ′′; t′′ℓ′′ , x′′ℓ′′ , v′′ℓ′′),
and v′′ 7→ Xcl(s′′; τ,Xcl(τ ; tℓ, xℓ, vℓ), v′′).
Following the same proof, we conclude
I1 + I2 . T
5/2
0
(‖Pf‖L6(Ω×R3) + 1
ε
‖(I−P)f‖L2(Ω×R3)
)
. (2.2.26)
All together we prove our claims (2.2.11). 
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2.3. Steady L2−Coercivity and L6 bound. The main purpose of this section is to prove the
following:
Proposition 2.9. Suppose all the assumptions of Proposition 2.5 hold. Then, for sufficiently
small ε > 0, there exists a unique solution to (2.1.22). Moreover,
‖Pf‖2 + ε−1‖(I−P)f‖ν + ε−1/2|(1 − Pγ)f |2,++|f |2
. ‖ν− 12 (I−P)g‖2 + ε−1‖Pg‖2 + ε−1/2|r|2,−.
(2.3.1)
Furthermore
‖Pf‖6 .ε−1‖(I−P)f‖ν + ε− 12 |(1− Pγ)f |2,+ + |r|2,− + ‖ g√
ν
‖2 + o(1)ε 12 ‖wf‖∞
+ |ε 12wr|∞ + ‖ε 32 〈v〉−1wg‖∞.
(2.3.2)
As the first step of the proof of Proposition 2.9, we consider the following penalized problem:
L f := (λ + ε−1ν − 1
2
ε2Φ · v)f + v · ∇xf + ε2Φ · ∇vf = g in Ω× R3,
f = Pγf + r on γ−.
(2.3.3)
Lemma 2.10. Assume that g ∈ L2(Ω × R3) and r ∈ L2(γ−) and satisfy (2.1.21). Moreover, let
Φ ∈ L∞(Ω) and λ > 0. Then, if ε > 0 is sufficiently small, the solution to (2.3.3) exists and is
unique. Moreover it satisfies the bounds
ε−1‖f‖2ν + |(1− Pγ)f |22,+ . ε‖
g√
ν
‖22 + |r|22,−. (2.3.4)
We remark that Lemma 2.10 implies that, for ε sufficiently small, the operator L−1 is well-
defined and bounded as a map from L2 to L2.
Proof. Step 1. Denote ̟ := λ + ε−1ν − 12ε2Φ · v. Since ν ≥ ν0〈v〉, with ν0 > 0, if Φ is such that
1
2ε
2‖Φ‖∞|v| ≤ 12ε−1ν, we have ̟ ≥ 12ε−1ν0〈v〉.
For the existence, we first consider the following problem:
̟f + v · ∇xf + ε2Φ · ∇vf = g in Ω× R3, f
∣∣
γ−
= r, (2.3.5)
with a prescribed positive function ̟(x, v) and prescribed g, r.
From (2.1.7), for −tb(x, v) < t < tf (x, v),
d
dt
[
f(X(t; 0, x, v), V (t; 0, x, v))e
´ t
0
̟(X(τ ;0,x,v),V (τ ;0,x,v))dτ
]
= g(X(t; 0, x, v), V (t; 0, x, v))e
´
t
0
̟(X(τ ;0,x,v),V (τ ;0,x,v))dτ .
Then, for (X(t), V (t)) := (X(t; 0, x, v), V (t; 0, x, v)) and ̟(τ) := ̟(X(τ ; 0, x, v), V (τ ; 0, x, v)),
f(x, v) = r(xb(x, v), vb(x, v))e
− ´ 0
−t
b
(x,v)
̟(τ)
+
ˆ 0
−tb(x,v)
g(X(s), V (s))e−
´
0
s
̟(τ)ds. (2.3.6)
This proves the existence.
Combining with
´ 0
−∞̟(s)e
− ´ 0
s
̟(τ)dτds =
´ 0
−∞
d
dse
− ´ 0
s
̟(τ)dτds = 1 − e−
´
0
−∞
̟(τ)dτ . 1 and
̟(s) & ε−1〈V (s)〉,
‖f‖∞ + |f |∞ . ‖ g
ν
‖∞ + |r|∞.
Similarly, we can prove
‖eβ|v|2f‖∞ + |eβ|v|
2
f |∞ . ‖eβ|v|
2 g
ν
‖∞ + |eβ|v|
2
r|∞.
Step 2. Next we consider the diffuse reflection boundary conditions. This is done by introducing
the sequence f ℓ solving
̟f ℓ+1 + v · ∇xf ℓ+1 + ε2Φ · ∇vf ℓ+1 = g, f ℓ+1− = ϑPγf ℓ + r,
with f0 = 0, ℓ ≥ 0 integer and ϑ ∈ [0, 1).
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By multiplying by f ℓ+1 and integrating, using the Green identity we obtain
1
2
¨
Ω×R3
̟|f ℓ+1|2 + 1
2
|f ℓ+1|22,+ = (f ℓ+1, g) +
1
2
ˆ
γ−
|ϑPγf ℓ + 1
2
r|2
From (2.1.21) and the definition of Pγ , we have
´
γ−
rPγf
ℓ = 0 and hence
1
2
ˆ
γ−
|ϑPγf ℓ + r|2 ≤ 1
2
ϑ2|Pγf ℓ|22,− + |r|22,−.
Therefore, from ̟ ≥ ν0ε 〈v〉, |Pγf ℓ|2,− ≤ |f ℓ|2,+ and
|(f ℓ+1, g)| =
∣∣( 1√
ε
√
νf ℓ+1,
√
ε
g√
ν
)∣∣ . o(1)ε−1‖f ℓ+1‖2ν + ε‖ g√ν ‖22,
we find
1
8ε
‖f ℓ+1‖2ν +
1
2
|f ℓ+1|22,+ ≤ ε‖
g√
ν
‖22 +
1
2
|r|22,− +
1
2
ϑ2|f ℓ|22,+. (2.3.7)
By iteration, since ϑ < 1, we conclude that
ε−1‖f ℓ+1‖2ν + |f ℓ+1|22,+ .ϑ ε‖
g√
ν
‖22 + |r|22,−.
Let us look now, for ℓ ≥ 1 at the difference f ℓ+1 − f ℓ. By the Green’s identity, we obtain
1
4ε
‖f ℓ+1 − f ℓ‖2ν +
1
2
|f ℓ+1 − f ℓ|22,+ .
1
2
ϑ2|f ℓ − f ℓ−1|22,+.
Again by iteration, we obtain that the sequence {f ℓ} is a Cauchy sequence and has a limit fϑ
depending on ϑ. Moreover, taking the limit ℓ→∞in (2.3.7), we have
1
8ε
‖fϑ‖2ν + (1 − ϑ2)|fϑ|22,+ . ε‖
g√
ν
‖22 + |r|22,
where we used the trace theorem, Lemma 2.3, for the boundary integration. Then we see that fϑ
satisfies the uniform-in-ϑbounds 18ε‖fϑ‖2ν . ε‖ g√ν ‖22 + |r|22.
Thus we can take the weak L2limit as ϑ→ 1to obtain the existence of the solution fto the first
line of (2.3.3). For the boundary condition we use Lemma 2.3 to show the second line of (2.3.3).
Then the difference fϑ − fsatisfies the bound
1
8ε
‖f − fϑ‖2ν +
1
2
|f − fϑ|22,+ ≤ (1− ϑ)|f |22,+ → 0 as ϑ→ 1.
Hence the convergence is strong.
Step 3. We can prove (2.3.4) by applying the Green’s identity to (2.3.3): We establish an important
positivity property of L . Using Lemma 2.4 and the boundary condition for f , we get
(f,L f) =
¨
Ω×R3
(λ + ε−1ν − 1
2
ε2Φ · v)f2 + 1
2
ˆ
γ+
f2 = (f, g) +
1
2
ˆ
γ−
(Pγf + r)
2.
Following Step 2,¨
Ω×R3
(λ+ ε−1ν − 1
2
ε2Φ · v)f2 + 1
2
ˆ
γ+
|(1− Pγ)f |2 . o(1)ε−1‖f‖2ν + ε‖
g√
ν
‖22 + |r|22,−. (2.3.8)
If ε≪ 1 then 12ε2‖Φ‖∞ ≤ ν04 , and
λ‖f‖22 +
ε−1
2
‖f‖2ν +
1
2
|(1 − Pγ)f |22 . ε‖
g√
ν
‖22 + |r|22,−. (2.3.9)
The inequality (2.3.4) follows immediately from (2.3.9). The uniqueness follows from (2.3.4)
because, if there are two solutions, their difference satisfies (2.3.3) with g = 0 and r = 0. Hence it
must vanish. 
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Lemma 2.11. For any λ, ε > 0, the operator KL−1 is compact in L2. Explicitly, if gn ∈ L2 and
supn ‖gn‖2 <∞ then there exist subsequence nk such that Kfnk → Kf in L2, where fn solve
λfn + v · ∇xfn + 1
ε
νfn + ε2Φ · ∇vfn − 1
2
ε2Φ · vfn = gn, fn|γ− = Pγfn + r.
This lemma is proved in Appendix A.2
Next we prove the essential bound for Pf , where, for ∈ [0, 1], f solves
[λ+ (1 − r)ε−1ν − 1
2
ε2Φ · v)]f + v · ∇xf + ε2Φ · ∇vf + ε−1rLf = g, in Ω× R3
f− = Pγf + r, on γ−.
(2.3.10)
We denote
f˚ := f− < f > √µ, < f > :=
(¨
Ω×R3
f
√
µdxdv
)/( ¨
Ω×R3
µdxdv
)
. (2.3.11)
Lemma 2.12. Assume (2.1.21). Let f be a solution to (2.3.10) in the sense of distribution.
Then, for all λ ≥ 0 sufficiently small and all r ∈ [0, 1] sufficiently close to 1,
‖Pf˚‖22 . ε−2‖(I−P)f‖2ν + |(1− Pγ)f |22,+ + |r|22,− + ‖
g√
ν
‖22 + ε2‖Φ‖∞| < f > |2, (2.3.12)
and
λ| < f > | . (1− r)ε−1‖f‖2. (2.3.13)
Moreover, for 0 < η ≪ 1
‖Pf˚‖6 . ε−1‖(I−P)f‖ν + ε− 12 |(1− Pγ)f |2,+ + |r|2,− + ‖ g√
ν
‖2
+ |ε 12wr|∞ + ‖ε 32 〈v〉−1wg‖∞ + η{| < f > |+ ε 12 ‖wf‖∞},
(2.3.14)
and, in particular, for λ = 0 and r = 1, (2.3.2) is verified.
Proof. Step 1. Set ̟r = λ+ (1− r)ε−1ν − 12ε2Φ · v. By the Green’s identity (2.1.19) and (2.3.10),¨
Ω×R3
̟rfψ − v · ∇xψf − ε2fΦ · ∇vψ +
ˆ
γ+
ψf −
ˆ
γ−
ψf
= −ε−1r
¨
Ω×R3
ψL(I−P)f +
¨
Ω×R3
ψg. (2.3.15)
First we claim (2.3.13). From (2.3.15) with ψ =
√
µ,
< f >
[
λ+ (1− r)ε−1
¨
Ω×R3
ν
√
µ
]
+ (1− r)ε−1
¨
Ω×R3
νf˚
√
µ = 0, (2.3.16)
where we have used (2.1.21),
˜
Ω×R3 f˚
√
µ = 0, and
ˆ
R3
√
µ[Φ · ∇vf − 1
2
Φ · vf ]dv =
ˆ
R3
√
µΦ · ∇v(
√
µf)√
µ
dv = 0,
ˆ
γ−
Pγf+
√
µdγ −
ˆ
γ+
f
√
µdγ = 0.
Clearly,
˜
νf˚
√
µ . ‖f˚‖2 ≤ ‖f‖2 and these prove (2.3.13).
Now we prove (2.3.12). Denote a˚ =: a− < f > so that Pf˚ = {˚a+ v · b + c[ |v|22 − 32 ]}
√
µ.
Step 2. Estimate of c. We claim that, for sufficiently small ε > 0,
‖c‖2 . o(1)‖Pf‖2 + |(1− Pγ)f |2,+ + ε−2‖(I−P)f‖2 + ‖ g√
ν
‖2 + |r|2,−, (2.3.17)
‖c‖6 . o(1){‖Pf‖6 + ε1/2‖wf‖∞}+ ε−1‖(I−P)f‖ν + ‖(I−P)f‖6
+ ε−
1
2 |(1− Pγ)f |2,+ + ‖ g√
ν
‖2 + |r|2,− + |ε 12wr|∞ + ‖ε 32 〈v〉−1wg‖∞.
(2.3.18)
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For k = 2, 6 we choose the test functions
ψ = ψc,k ≡ (|v|2 − βc)√µv · ∇xϕc,k(x), where −∆xϕc,k(x) = ck−1(x), ϕc,k|∂Ω = 0, (2.3.19)
and βc is a constant to be determined.
From the standard elliptic estimate, we have
‖ϕc,2‖H2 . ‖c‖2. (2.3.20)
With the choice (2.3.19), the right hand side of (2.3.15) is bounded by
r.h.s.(2.3.15) . ‖c‖2
{
ε−1r‖(I−P)f‖2 + ‖ g√
ν
‖2
}
. (2.3.21)
For k = 6 we use the Sobolev-Gagliardo-Nirenberg inequality: for 1 ≤ p ≤ N and a bounded
C1 domain Ω ⊂ RN , and u ∈W 1,p(Ω),(ˆ
Ω
|u|q
) 1
p∗
≤ C(N, p,Ω)‖u‖W 1,p(Ω), for any p ≤ q ≤ p∗ =
Np
N − p , (2.3.22)
and W 1,p(Ω) is continuously embedded in Lq(Ω) (see [44], page 312).
Here N = 3 and we are interested in p∗ = 2 which means p = 65 . Thus for any q ∈ [ 65 , 2], we
have
‖∇ϕc,6‖q . ‖ϕc,6‖
W 2,
6
5
.
Hence
‖∇ϕc,6‖2 . ‖c5‖ 6
5
= ‖c‖56. (2.3.23)
Therefore, the right hand side of (2.3.15), for k = 6 is bounded by
r.h.s.(2.3.15) . ‖∇ϕc,6‖2
(
ε−1‖(I−P)f‖ν + ‖g‖2
) ≤ ‖c‖56
(
ε−1‖(I−P)f‖ν + ‖ g√
ν
‖2
)
.
(2.3.24)
Thus, by Young inequality (|xy| ≤ η|x|p + Cη,p,q|y|q, p−1 + q−1 = 1) , we have
r.h.s.(2.3.15) . η‖c‖66 + Cη
(
ε−1‖(I−P)f‖ν + ‖ g√
ν
‖2
)6
. (2.3.25)
We have v · ∇xψc,k =
∑d
i,j=1(|v|2 − βc)
√
µvivj∂ijϕc,k(x), and
ε2[Φ · ∇vψc,k − 1
2
v · Φ]f = ε2√µfΦ · ∇v
(ψc,k√
µ
)
= ε2
√
µf
∑
i,j
Φi[δij(|v|2 − βc) + 2vivj ]∂jϕc,k.
Then the left hand side of (2.3.15) takes the form, for i = 1, · · · , d,
¨
∂Ω×R3
(n(x) · v)(|v|2 − βc)√µ
d∑
i=1
vi∂iϕc,kfdSxdv (2.3.26)
−
¨
Ω×R3
[(λ+ (1 − r)ε−1ν]f(|v|2 − βc)√µ
∑
i
vi∂iϕc,kdxdv (2.3.27)
−
¨
Ω×R3
(|v|2 − βc)√µ
{ d∑
i,j=1
vivj∂ijϕc,k
}
fdxdv (2.3.28)
+ε2
√
µ
∑
i,j
¨
Ω×R3
Φi[δij(|v|2 − βc) + 2vivj ]∂jϕc,kfdxdv. (2.3.29)
We decompose
f =
{
a+ v · b+ c
[ |v|2
2
− 3
2
]}√
µ+ (I−P)f, on Ω× R3, (2.3.30)
fγ = Pγf + 1γ+(1− Pγ)f + 1γ−r, on γ, (2.3.31)
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and substitute (2.3.30), (2.3.31) into (2.3.26)−(2.3.29). Note that the off-diagonal parts (vivj with
i 6= j) and b term vanish by oddness in v. Now we choose βc = 5 so that,ˆ
(|v|2 − βc)v2i µ(v)dv = 0, for i = 1, 2, 3. (2.3.32)
Note that, thanks to the choice of βc = 5, we eliminate the a contribution in the bulk. Then
(2.3.28) becomes
(2.3.28) = −
d∑
i=1
ˆ
R3
(|v|2 − βc)v2i
( |v|2
2
− 3
2
)
µ(v)dv
ˆ
Ω
∂iiϕc,k(x)c(x)dx (2.3.33)
−
d∑
i=1
¨
Ω×R3
(|v|2 − βc)vi√µ(v · ∇x)∂iϕc,k(I−P)f. (2.3.34)
From
´
R3
(|v|2 − βc)v2i ( |v|
2
2 − 32 )µ(v)dv = 10π
√
2π and −∆xϕc,k = ck−1 for k = 2, 6,
(2.3.33) = −10π
√
2π
ˆ
Ω
∆xϕc,kc = 10π
√
2π‖c‖kk. (2.3.35)
Moreover, for k = 2,
(2.3.34) ≤ ‖∇2ϕc,2‖2‖(I−P)f‖22 ≤ η‖c‖22 + Cη‖(I−P)f‖22, (2.3.36)
and, for k = 6,
(2.3.34) ≤ ‖∇2ϕc,2‖ 6
5
‖(I−P)f‖6 ≤ η‖c‖66 + Cη‖(I−P)f‖66. (2.3.37)
Consider (2.3.26). Because of the choice of βc to have (2.3.32), there is no Pγf contribution at
the boundary in (2.3.26). Then for k = 2 we have
(2.3.26) . ‖c‖2{|(1− Pγ)f |2,+ + |r|2,−}, (2.3.38)
where we used |∇xϕc|2 . ‖ϕc‖H2 . ‖c‖2 for an elliptic estimate and the trace estimate.
Now we consider k = 6 case. By the assumption that Ω is a C1 domain in RN with N = 3, we
can use the following trace estimate (see [44], page 466):
(ˆ
∂Ω
dS(x)|u| p(N−1)N−p
) N−p
p(N−1)
≤ C(N,P )
(ˆ
Ω
dx|u|p +
ˆ
Ω
dx|∇u|p
) 1
p
. (2.3.39)
This is a consequence of the trace theoremW 1,p(Ω)→W 1− 1p ,p(∂Ω), and the Sobolev embedding in
N−1 dimensional sub-manifold (W 1− 1p ,p(∂Ω) ⊂ L p(N−1)N−p (Ω) for N−pp(N−1) = 1p−
1− 1p
N−1). In particular,
with p = 65 and N = 3 we have
p(N−1)
N−p =
4
3 . With u = ∇ϕc,6, we have
‖∇xϕc‖L4/3(∂Ω) . ‖c‖5L6(Ω). (2.3.40)
On the other hand, by Holder inequality
|µ1/4(1− Pγ)f |4,+ ≤ ε1/4
[
ε−1/2|(1 − Pγ)f |2,+
]1/2|µ1/2(1− Pγ)f |1/2∞,+
.
[
ε−1/2|(1− Pγ)f |2,+
]1/2[
ε1/2‖wf‖∞
]1/2
.
Therefore, by the Young inequality, we conclude
(2.3.26) .
{|µ1/4(1 − Pγ)f |4,+ + |µ1/4r|4/3,−}|∇xϕc|4/3,+
.
{[
ε−1/2|(1 − Pγ)f |2,+
]1/2[
ε1/2‖wf‖∞
]1/2
+ |µ1/4r|4/3,−
}
‖c‖5L6
≤ η‖c‖66 + η′
[
ε
1
2 ‖wf‖∞
]6
+ Cη,η′
[
ε−
1
2 |(1 − Pγ)f |2,+
]6
.
(2.3.41)
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Now we consider (2.3.27). Using (2.3.20) for k = 2 and (2.3.23) for k = 6 respectively, we
conclude that
(2.3.27) . [(λ+ (1 − r)ε−1]× {‖Pf‖k + ‖(I−P)f‖2}‖c‖k−1k
. [(λ+ (1 − r)ε−1]× {‖Pf‖kk + ‖(I−P)f‖k2}
. (λ+ o(1))‖Pf‖kk + ‖(I−P)f‖k2 ,
(2.3.42)
where we have used r = 1 + o(1)ε.
Moreover, since
´
R3
µ[(|v|2 − βc) + 2v2i ]
[
|v|2
2 − 32
]
= 2
√
2π, and
´
R3
µ[(|v|2 − βc) + 2v2i ] =
3− βc + 2 = 0, the term (2.3.29) becomes
2ε2
ˆ
Ω
cΦ · ∇xϕc,k + ε2√µ
∑
i,j
¨
Ω×R3
Φi[(δi,j − 1
2
vivj)(|v|2 − βc) + 2vivj ]∂jϕc,k(I−P)f.
Using
∣∣ ´
Ω
cΦ · ∇xϕc,k
∣∣ ≤ ‖c‖kk‖Φ‖∞, (2.3.29) is bounded by
(2.3.29) . ε2
[‖c‖kk + ‖(I−P)f‖kk]‖Φ‖∞. (2.3.43)
By collecting the estimates (2.3.21), (2.3.35), (2.3.36), (2.3.38), (2.3.42), (2.3.43), for sufficiently
small ε > 0 we prove (2.3.17).
Similarly, collecting the estimates (2.3.25), (2.3.35), (2.3.37), (2.3.41), (2.3.42), (2.3.43), for ε
sufficiently small we obtain (2.3.18).
Step 3. Estimate of b. We claim that, for sufficiently small ε > 0,
‖b‖22 . o(1)‖Pf‖22 + |(1 − Pγ)f |22,+ + ε−2‖(I−P)f‖22 + ‖
g√
ν
‖22 + |r|22,−. (2.3.44)
‖b‖66 . o(1)‖Pf‖66 +
(
ε−
1
2 |(1− Pγ)f |2,+ + ε−1‖(I−P)f‖ν + ‖(I−P)f‖6 + ‖ g√
ν
‖2 + |r|2
+ |ε 12wr|∞ + ‖ε 32 〈v〉−1wg‖∞
)6
. (2.3.45)
For k = 2, 6 we shall establish the estimate of b by estimating (∂i∂j∆
−1bk−1j )bi for all i, j = 1, . . . , d,
and (∂j∂j∆
−1bk−1i )bi for i 6= j.
We fix i, j. To estimate ∂i∂j∆
−1bk−1j bi we choose as test function in (2.3.15), For k = 2, 6
ψ = ψi,jb,k ≡ (v2i − βb)
√
µ∂jϕ
j
b,k, i, j = 1, . . . , d, (2.3.46)
where βb is a constant to be determined, and
−∆xϕjb,k(x) = bk−1j (x), ϕjb,k|∂Ω = 0. (2.3.47)
For k = 2, from the standard elliptic estimate ‖ϕjb‖H2 . ‖b‖2,2. Hence, for k = 2 the right hand
side of (2.3.15) is now bounded by
r.h.s(2.3.15) ≤ ‖b‖2
{
ε−1‖(I−P)f‖2 + ‖ g√
ν
‖2
}
. (2.3.48)
With the same argument as before, the right hand side of (2.3.15) for k = 6 is bounded by
r.h.s.(2.3.15) . η‖b‖66 + Cη
(
ε−1‖(I−P)f‖ν + ‖g‖2
)6
. (2.3.49)
Now substitute (2.3.31) and (2.3.30) into the left hand side of (2.3.15). Note that (v2i −βb){n(x)·
v}µ is odd in v, therefore Pγf contribution to (2.3.15) vanishes. Moreover, by (2.3.30), the a, c
contributions to (2.3.15) also vanish by oddness. Finally, in the field term only the Pf part survives
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because ∇v ψ√µ = 2vi∂jϕjb and, by oddness, the a and c contributions disappear. Therefore the
left hand side of (2.3.15) takes the form
¨
∂Ω×R3
(n(x) · v)(v2i − βb)
√
µ∂jϕ
j
b,k[(1− Pγ)f + r]1γ+ (2.3.50)
+
∑
i
¨
Ω×R3
[(λ+ (1 − r)ε−1ν]f(v2i − βb)
√
µvi∂jϕ
j
b,k (2.3.51)
−
¨
Ω×R3
(v2i − βb)
√
µ{
∑
l
vl∂ljϕ
j
b,k}f (2.3.52)
−ε2
∑
k
ˆ
R3
2vivk
ˆ
Ω
Φibk∂jϕ
j
b,k. (2.3.53)
By (2.3.47) and the trace estimate, for k = 2, |∂jϕjb|2 ≤ ‖ϕjb‖H2 ≤ ‖b‖2, for any η > 0, the term
(2.3.50) is bounded by
(2.3.50) ≤ 1
4η
(|(1− Pγ)f |22,+ + |r|22) + η‖b‖22. (2.3.54)
For k = 6, by the same argument as before, the term (2.3.50) is bounded by
(2.3.50) ≤ η‖b‖66 + η′‖Pf‖L6(Ω×R3) + Cη,η′(ε−
1
2 |(1− Pγ)f |2)6
+ η′(|ε 12wr|∞ + ε 32 ‖〈v〉−1wg‖∞ + ε−1‖(I−P)f‖L2(Ω×R3))6. (2.3.55)
The term (2.3.51) is bounded, as in (2.3.42).
The term (2.3.52) equals
−
∑
l
ˆ
(v2i − βb)v2l µ∂ljϕjb,k(x)bl −
ˆ
(v2i − βb)vl
√
µ∂ljϕ
j
b,k(x)(I −P)f. (2.3.56)
We can choose βb > 0 such that for all i,ˆ
R3
[(vi)
2 − βb]µ(v)dv =
ˆ
R
[v21 − βb]e−
|v1|
2
2 dv1 = 0. (2.3.57)
Note that for such chosen βb, and for i 6= k, by an explicit computationˆ
(v2i − βb)v2kµdv =
ˆ
(v21 − βb)v22
1
2π
e−
|v1|
2
2 e−
|v2|
2
2 e−
|v3|
2
2 dv = 0,
ˆ
(v2i − βb)v2i µdv =
ˆ
R
[v41 − βbv21 ]e−
|v1|
2
2 dv1 6= 0.
The first term in (2.3.56) becomes
−
¨
Ω×R3
(v2i − βb)v2i µdv∂ijϕjb,k(x)bi +
∑
k 6=i
ˆ
R3
(v2i − βb)v2kµ︸ ︷︷ ︸
=0
ˆ
Ω
∂kjϕ
j
b,k(x)bk
= 2
√
2π
ˆ
Ω
(∂i∂j∆
−1bk−1j )bi. (2.3.58)
The second term in (2.3.56), for any η > 0 is bounded by
second term in (2.3.56) . η‖b‖kk +
1
4η
‖(I−P)f‖22. (2.3.59)
The term (2.3.53) is bounded by
(2.3.53) . ε2‖Φ‖∞‖b‖kk. (2.3.60)
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Collecting the bounds (2.3.48), (2.3.54), (2.3.58), (2.3.59), (2.3.60), we have the following esti-
mate for all i, j:∣∣∣∣
ˆ
Ω
∂i∂j∆
−1bjbi
∣∣∣∣ . [(ε−2 + ε2‖Φ‖∞)‖(I−P)f‖2ν + |(1 − Pγ)f |22,+ + ‖ g√ν ‖22 + |r|22
]
+ (η + ε2‖Φ‖∞)‖b‖22 + o(1){‖Pf‖22 + ‖(I−P)f‖2ν}.
(2.3.61)
Collecting the estimates (2.3.49), (2.3.55), (2.3.58), (2.3.59), (2.3.60), for ε sufficiently small we
obtain∣∣∣∣
ˆ
Ω
∂i∂j∆
−1b5jbi
∣∣∣∣ . η(‖b‖66 + ‖Pf‖66) + Cη.η′[(ε−2 + ε2‖Φ‖∞)‖(I−P)f‖2ν + ε−1|(1− Pγ)f |22,+
+‖ g√
ν
‖22 + |r|22
]3
+ η′(|ε 12wr|∞ + ε 32 ‖〈v〉−1wg‖∞ + ε−1‖(I−P)f‖L2(Ω×R3))6.
(2.3.62)
To estimate ∂j(∂j∆
−1bk−1i )bi for i 6= j, we choose as test function in (2.3.15)
ψ = |v|2vivj√µ∂jϕib,k(x), i 6= j, (2.3.63)
where ϕib,k is given by (2.3.47). Clearly, the right hand side of (2.3.15) is again bounded by (2.3.48)
for k = 2 and and (2.3.49) for k = 6. We substitute again (2.3.31) and (2.3.30) into the left hand
side of (2.3.15). The Pγf contribution and a, c contributions vanish again due to oddness. With
this choice of ψ, we haveˆ
R3
√
µ|v|2vivj√µ(a+ b · v + c |v|
2 − 3
2
) = 0, if i 6= j.
The contribution from the field is
ε2
∑
ℓ
¨
Ω×R3
∂jϕ
i
b,kΦℓ
√
µ[2vℓvivj + |v|2(viδj,ℓ + vjδi,ℓ)]f
. (ε2‖Φ‖∞ + η)‖b‖kk + ε2‖Φ‖∞
1
4η
‖(I−P)f‖2ν .
The contribution from the term containing λ + ε−1(1 − r)ν is bounded again as (2.3.42). The
boundary terms is bounded by (2.3.55)
Finally, the bulk term becomes
−
¨
Ω×R3
|v|2vivj√µ{
∑
ℓ
vℓ∂ℓjϕ
i
b}f =
−
¨
Ω×R3
|v|2v2i v2jµ[∂ijϕib,kbj + ∂jjϕib,k(x)bi]−
¨
Ω×R3
|v|2vivjvℓ√µ∂ℓjϕib(x)[I −P]f. (2.3.64)
Note that the first term in (2.3.64) is evaluated as
´
Ω
{(∂i∂j∆−1bk−1i )bj+(∂j∂j∆−1bk−1i )bi}, thus
collecting the above bounds we get a bound for (∂j∂j∆
−1bk−1i )bi which, combined with (2.3.61)
for k = 2, and with (2.3.62) for k = 6, gives (2.3.44) and (2.3.45).
Step 4. Estimate of a. We claim that, for ε sufficiently small,
‖˚a‖22 . ε−2‖(I−P)f‖22 + |(1− Pγ)f |22,++ |r|22 + ‖
g√
ν
‖22+ ε2‖Φ‖∞(‖Pf˚‖22+ | < f > |2). (2.3.65)
‖˚a‖66 . η(‖a‖66+‖Pf‖66)+Cη,η′
(
‖(I−P)f‖6+ε−1‖(I−P)f‖2+ε− 12 |(1−Pγ)f |2,++|r|2+‖ g√
ν
‖2
)6
+
η′
(
|ε 12wr|∞ + ε 32 ‖〈v〉−1wg‖∞
)6
. (2.3.66)
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We choose a test function
ψ = ψa,k ≡ (|v|2 − βa)v · ∇xϕa√µ =
d∑
i=1
(|v|2 − βa)vi∂iϕa,k√µ, (2.3.67)
where
−∆xϕa,k(x) = a˚(x) −
 
ak−1,
∂
∂n
ϕa,k|∂Ω = 0,
 
ϕa,k = 0.
For k = 2 it follows from the elliptic estimate that ‖ϕak‖H2 . ‖˚a‖2. Since
´
R3
( |v|
2
2 − 32 )(vi)2µ(v)dv 6=
0, we choose βa = 10 > 0 so that, for all i,ˆ
R3
(|v|2 − βa)( |v|
2
2
− 3
2
)(vi)
2µ(v) = 0. (2.3.68)
Plugging ψa into (2.3.15), we bound its right hand side by
r.h.s (2.3.15) . ‖˚a‖2
{
ε−1‖(I−P)f‖2 + ‖g‖2
}
. (2.3.69)
For k = 6 we have the bound
r.h.s.(2.3.15) . η‖˚a‖66 + Cη
(
ε−1‖(I−P)f‖ν + ‖g‖2
)6
. (2.3.70)
By (2.3.31) and (2.3.30), since the c contribution vanishes in (2.3.15) due to our choice of βa and
the b contribution vanishes in (2.3.15) due to the oddness, the left hand side of (2.3.15) takes the
form of
d∑
i=1
ˆ
γ
{n · v}(|v|2 − βa)vi√µ∂iϕa,k(x)[Pγf + (I − Pγ)f1γ+ + r1γ+ ] (2.3.71)
−
¨
Ω×R3
[(λ+ (1− r)ε−1ν]f(|v|2 − βa)√µ
∑
i
vi∂iϕa,k (2.3.72)
−
d∑
i,ℓ=1
¨
Ω×R3
(|v|2 − βa)vivℓ∂iℓϕa,k(x)a(x)µ(v) (2.3.73)
−ε2
∑
i,ℓ
¨
Ω×R3
Φℓ[2vivℓ + (|v|2 − βa)δi,ℓ]{a+ c |v|
2 − 3
2
}µ∂iϕa (2.3.74)
−
d∑
i,ℓ=1
¨
Ω×R3
(|v|2 − βa)vivℓ∂iℓϕa,k(x)(I −P)f (2.3.75)
We make an orthogonal decomposition at the boundary, vi = (v · n)ni + (v⊥)i = vnni + (v⊥)i.
The contribution of Pγf = zγ(x)
√
µ in (2.3.71) isˆ
γ
(|v|2 − βa)v · ∇xϕa,kvnµzγ =
ˆ
γ
(|v|2 − βa)vn ∂ϕa,k
∂n
vnµzγ +
ˆ
γ
(|v|2 − βa)v⊥ · ∇xϕa,kvnµzγ .
The first term vanishes by the Neumann boundary condition, while the second term also vanishes
due to the oddness of (v⊥)ivn for all i. Therefore, for k = 2, (2.3.71) and (2.3.75) are bounded by
‖˚a‖2
{‖(I−P)f‖2 + |(1 − Pγ)f |2,+ + |r|2}. The term (2.3.72) is bounded, as before, by (2.3.42).
The term (2.3.73), for ℓ 6= i vanishes due to the oddness. Hence we only have the ℓ = i
contribution:
d∑
i=1
¨
Ω×R3
(|v|2 − βa)(vi)2µ(∂iiϕa)a =
d∑
i=1
¨
Ω×R3
(|v|2 − βa,2)(vi)2µ(∂iiϕa,2 )˚a = −5‖˚a‖22,
because
´
(|v|2 − 10)v2i µ 6= 0 and
∑
i
´
Ω dx∂iiϕa,2 =
´
∂Ω ∂nϕa,2 = 0. Finally, the term (2.3.74) is
bounded by
ε2‖Φ‖∞‖˚a‖2(‖˚a‖2 + | < f > |+ ‖c‖2).
Using −∆xϕa = a˚, (2.3.16), and (2.3.17) we obtain
‖˚a‖22 . ε−2‖(I−P)f‖22 + |(1− Pγ)f |22,+ + |r|22 + ‖
g√
ν
‖22 + o(1){‖Pf‖22 + ‖(I−P)f‖2ν}.
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Since ‖Pf‖22 ≤ ‖Pf˚‖22 + | < f > |2, we conclude (2.3.65). Finally we conclude (2.3.12). The case
k = 6 is handled in a similar way using the same estimates as for b and c. The only term we have
to check is
d∑
i=1
¨
Ω×R3
(|v|2 − βa)(vi)2µ(∂iiϕa,6)a =
d∑
i=1
¨
Ω×R3
(|v|2 − βa)(vi)2µ(∂iiϕa,6 )˚a
d∑
i=1
¨
Ω×R3
(|v|2 − βa)(vi)2µ
(˚
a5 −
 
a˚5)
)˚
a = −5‖˚a‖66,
where the first equality is due to again to
∑
i
´
Ω dx∂iiϕa,6 =
´
∂Ω ∂nϕa,6 = 0 and the second toffl
a˚ = 0. Since
‖(I−P)f‖66 ≤ [ε−2‖(I−P)f‖22][ε2‖(I−P)f‖4∞] ≤ Cη(ε−1‖(I−P)f‖2)6+η(ε
1
2 ‖wf‖∞)6, (2.3.76)
we obtain (2.3.14). 
Now we are ready to prove the main result of this section:
Proof of Proposition 2.9. Step 1. We claim that for any λ > 0 and 0 < ε ≪ 1, there exists a
(unique) solution to
λfλ+ v ·∇xfλ+ ε2Φ ·∇vfλ− 1
2
ε2Φ · vfλ+ ε−1Lfλ = g in Ω×R3, fλ∣∣
γ−
= Pγf
λ+ r. (2.3.77)
Moreover,
< fλ >= 0, ‖Pfλ‖22+ε−2‖(I−P)fλ‖2ν+ε−1|(1−Pγ)fλ|22 . ‖ν−
1
2 (I−P)g‖22+ ε−2‖Pg‖22+ |r|22.
(2.3.78)
From (2.3.3), a solution to (2.3.77) is a fixed point of the map
fλ 7→ L−1[ε−1Kfλ + g]. (2.3.79)
Note that from Lemma 2.10, the operator L −1 is well-defined and bounded. Hence for any
fλ ∈ L2 there is h ∈ L2 such that fλ = L−1h. Thus (2.3.79), the fixed point problem for fλ, is
equivalent to the fixed point problem for h:
h 7→ ε−1KL−1h+ g. (2.3.80)
In view of the application of the Schaefer’s fixed point Theorem ([26], page 504), to show the
existence of the fixed point, we need to show that KL−1 is compact, which is proven in Lemma
2.11, and the following a priori uniform bound: if hr solves
hr = rε−1KL−1hr + g, for some r ∈ [1−, 1], (2.3.81)
then ‖hr‖2 is bounded uniformly in r. Since L−1 is bounded, it suffices to show uniform bound
of f r = L−1hr solving (2.3.10) with f = f r.
By the Green’s identity,
λ‖f r‖22 + rε−1‖(I−P)f r‖2ν−o(1)‖Pf r‖22 + |(1 − Pγ)f r|22,+
. o(1)‖f r‖2ν + ε‖ν−
1
2 (I−P)g‖22 + ε−1‖Pg‖22 + |r|22,− + ε2‖Φ‖∞‖f r‖2ν .
From ‖f r‖ν . ‖Pf r‖ν + ‖(I−P)f r‖ν . ‖f r‖2 + ‖(I−P)f r‖ν, we have, for r ∼ 1 and ε≪ 1,
λ‖f r‖22 + rε−1‖(I−P)f r‖2ν + |(1 − Pγ)f r|22,+−o(1)‖Pf r‖22
. ε‖ν− 12 (I−P)g‖22 + ε−1‖Pg‖22 + |r|22,−.
(2.3.82)
Therefore we obtain an uniform in r bound on ‖f r‖2. Since f r = L−1hr, from (2.3.81), we have
hr = rε−1Kf r+g, (2.3.83)
so, ‖hr‖2 is also bounded uniformly in r. Note that in this argument ε is fixed. Therefore, by the
Schaefer’s fixed point Theorem there is a fixed point hλ for (2.3.80) and in consequence, a fixed
point fλ = L−1hλ for (2.3.79). Thus, we conclude the existence of a solution fλ to (2.3.77).
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Now we prove the first identity of (2.3.78). Estimating [fλ − f r] using the Green’s identity,
λ‖fλ − f r‖22 + rε−1‖(I−P)[fλ − f r]‖2ν + |(1 − Pγ)[fλ − f r]|22,+
. O(1 − r)ε−1{‖f r‖22 + ‖fλ − f r‖22 + ‖(I−P)f r‖2ν + ‖(I−P)[fλ − f r]‖2ν} → 0, r ↑ 1.
From the above estimate and (2.3.13), for fixed λ > 0,
| < fλ > | = lim
r→1
| < f r > | .λ lim
r→1
(1− r)ε−1{‖ g√
ν
‖2 + |r|2,−
}
= 0.
By Lemma 2.12 to (2.3.77) and from the first identity of (2.3.78),
‖Pfλ‖22 . ε−2‖(I−P)fλ‖22 + |(1− Pγ)fλ|22,+ + ‖
g√
ν
‖22 + |r|22,−. (2.3.84)
The second estimate of (2.3.78) is direct consequence of (2.3.84) and (2.3.82) with r ↑ 1.
Step 2. To show the existence of the solution to (2.1.22) we take the limit as λ→ 0 for fλ solving
(2.3.77). Using (2.3.13), the uniform-in-λ estimate, we have fλ ⇀ f weakly in L2 where f solves
the linear problem (2.1.22) with the estimate (2.3.2).
Moreover, since < fλ >= 0, then also < f >= 0 and we conclude (2.1.23).
The difference [f − fλ] satisfies
λ[f − fλ] + v · ∇x[f − fλ] + ε2Φ · ∇v[f − fλ]− 1
2
(ε2Φ · v)[f − fλ] + ε−1L[f − fλ] = λf,
[f − fλ]∣∣
γ−
= Pγ [f − fλ].
By the Green’s identity and Lemma 2.12,
‖f − fλ‖22 . λ‖f‖22.
Therefore fλ converges strongly to f . The uniqueness follows using the same argument with λ = 0.
Step 3. By Lemma 2.3,
|Pγf |22,+ . |1γδ+Pγf |
2
2,+ . |1γδ+f |
2
2,+ + |(1− Pγ)f |22,+
. ‖f‖22 + ε−1‖L(I−P)ff‖1 + ‖
g√
ν
‖22 + |(1− Pγ)f |22,+
. ‖Pf‖22 + ε−1‖(I−P)f‖2ν + ‖
g√
ν
‖22 + |(1− Pγ)f |22,+.
For the incoming part, using the boundary condition,
|f |22,− . |Pγf |22,+ + |r|22,− . ‖Pf‖22 + ε−1‖(I−P)f‖2ν + ‖
g√
ν
‖22 + |(1 − Pγ)f |22,+ + |r|22,−.
Combing (2.3.78), (2.3.84), and the above estimates, we conclude (2.3.2). 
Proof of Theorem 2.5. We only need to prove (2.1.24). Using (2.2.3) in Proposition 2.6 to
bound ε
1
2 ‖wf‖∞ in (2.3.2), we conclude, for ε sufficiently small,
‖Pf‖6 . ε−1‖(I−P)f‖ν+ε−12 |(1−Pγ)f |2,++‖ g√
ν
‖2+‖ε 32 〈v〉−1wg‖∞+|ε 12wr|∞+|r|2,−. (2.3.85)
From (2.2.3), (2.3.1), and (2.3.85) we conclude (2.1.24). 
2.4. Validity of the Steady Problem. The main purpose of this section is to prove Theorem
1.1. We need several estimates before the proof of the main Theorem.
Lemma 2.13. Recall the expression of Pf in 1.2.10. Then, for w = eβ|v|
2
, 0 < β ≪ 1,
‖ν− 12Γ±(f, g)‖L2x,v
. ε1/2
{
ε1/2‖wg‖∞
[
ε−1‖ν− 12 (I−P)f‖L2x,v
]
+ ε1/2‖wf‖∞
[
ε−1‖ν− 12 (I−P)g‖L2x,v
]}
+ ‖Pf‖L6x,v‖Pg‖L3x,v .
(2.4.1)
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Proof. By the decomposition
‖ν− 12Γ±(f, g)‖L2x,v (2.4.2)
. ‖ν− 12Γ±(|(I−P)f |, |g|)‖L2x,v + ‖ν−
1
2Γ±(|f |, |(I−P)g|)‖L2x,v + ‖ν−
1
2Γ±(|Pf |, |Pg|)‖L2x,v .
The first two terms of the RHS of (2.4.2) are bounded by
ε‖wg‖L∞x,v‖ν−1/2Γ±(ε−1|(I−P)f |, w−1)‖L2x,v + ε‖wf‖L∞x,v‖ν−1/2Γ±(ε−1|(I−P)g|, w−1)‖L2x,v .
From |v|2 + |u|2 = |v′|2 + |u′|2 and ν−1/2|(v − u) · ω|
√
µ(u) . ν−1/2[|v| + |u|]
√
µ(u) . [1 + |v| +
|u|] 12µ(u) 12−, ˆ
R3
ν−1|Γ±(ε−1|(I−P)f |, w−1)(v)|2dv
.
ˆ
R3
ˆ
R3
ˆ
S2
[1 + |v′|+ |u′|]|ε−1(I−P)f(v′)|2w(u′)−2dωdudv (2.4.3)
+
ˆ
R3
ˆ
R3
ˆ
S2
[1 + |v′|+ |u′|]|ε−1(I−P)f(u′)|2w(v′)−2dωdudv
+
ˆ
R3
ˆ
R3
ˆ
S2
[1 + |v|+ |u|]|ε−1(I−P)f(v)|2w(u)−2dωdudv
+
ˆ
R3
ˆ
R3
ˆ
S2
[1 + |v|+ |u|]|ε−1(I−P)f(u)|2w(v)−2dωdudv.
Now by the change of variables (v, u)↔ (v′, u′) for the first term, (v, u)↔ (u′, v′) for the second
term and (v, u)↔ (u, v) for the last term, we bound all the above terms asˆ
R3
ν−1|Γ±(ε−1|(I−P)f |, w−1)|2 (2.4.4)
.
ˆ
R3
[¨
R3×S2
[1 + |v|+ |u|]w(u)−1dωdu
]
|ε−1(I−P)f(v)|2dv
.
ˆ
R3
ν−1|ε−1(I−P)f(v)|2dv.
Similarly, ˆ
R3
ν−1|Γ±(ε−1|(I−P)g|, w−1)(v)|2dv .
ˆ
R3
ν−1|ε−1(I−P)g(v)|2dv. (2.4.5)
Therefore, the first two terms of the RHS of (2.4.2) are bounded by
ε‖wg‖∞‖ε−1(I−P)f‖ν + ε‖wf‖∞‖ε−1(I−P)g‖ν .
Due to the strong decay in v of Pf , we have
∥∥ 1
µ0+ |Pf(x, v)|
∥∥
L∞v
. ‖Pf(x)‖Lpv for any 1 ≤ p ≤
∞. The last term of (2.4.2) is bounded as, for fixed v, by ‖ν−1/2Γ(µ0+, µ0+)‖L2v <∞,
‖ν− 12Γ±(Pf,Pg)‖L2x,v . ‖ν−1/2Γ(µ0+, µ0+)‖L2v
∥∥‖Pf(·)‖L6v‖Pg(·)‖L3v∥∥L2x . ‖Pf‖L6x,v‖Pg‖L3x,v .
All together we prove (2.4.1). 
Lemma 2.14. Recall rs, fw, As,Q in (1.3.4), (1.2.2), (1.4.4), (1.3.6). We have
|rs|2,− + |wrs|∞,− . |ϑw|∞,
‖fw‖L6xL2v + ‖wfw‖∞ . |ϑw|∞,
‖(I−P)As‖L2(Ω×R3) . |ϑw|W 1,∞(∂Ω) + ε2‖Φ‖∞|ϑw|2,
‖PAs‖L2(Ω×R3) ≤ ε‖Φ‖2,
‖wAs‖L∞(Ω×R3) . |ϑw|W 1,∞(∂Ω) + ε2‖Φ‖∞|ϑw|∞ + ε‖Φ‖∞ + |ϑw|2∞,
|Qf |2,− . ‖ϑw‖L∞(∂Ω)
[
1 + ε‖ϑw‖L∞(∂Ω)
]‖√µf‖L2(γ+),
‖wQf‖∞ . |ϑw|∞
[
1 + ε|ϑw|∞
]‖√µf‖L∞(Ω¯×R3).
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Proof. From (1.3.4) and (1.3.2) we have the first estimate. From (1.2.2) and (1.2.1) we have the
second estimate. From the (1.4.4) we have the third and fourth estimates. Finally,
From (1.2.4), (1.3.6) and (1.3.8) we have
Qf(x, v) =
√
2π
( |v|2
2
− 2)√µ(v)ϑw(x)ˆ
n(x)·u>0
f(x, u)
√
µ(u){n(x) · u}du
+εO(|ϑw|2)〈v〉4
√
µ(v)
ˆ
n(x)·u>0
R(x, u)
√
µ(u){n(x) · u}du.
By the standard Sobolev embedding we prove the estimates. 
Now we are ready to prove the main theorem for the steady case:
Proof of Theorem 1.1. We prove Theorem 1.1 by considering a sequence f ℓ, for ℓ ≥ 0,
v · ∇xf ℓ+1 + ε2 1√
µ
Φ · ∇v[√µf ℓ+1] + 1
ε
Lf ℓ+1 = Γ(f ℓ, f ℓ) + L1f
ℓ +As,
f ℓ+1|γ− = Pγf ℓ+1 + εQf ℓ + εrs, R0 ≡ 0,
(2.4.6)
where L1 and As are defined at (1.4.3) and (1.4.4), Q at (1.3.6), and rs at (1.3.4). Note that
Theorem 2.5, with (1.4.6), (1.3.10), guarantees the solvability of such a linear problem (2.4.6).
Step 1. For 0 < η0 ≪ 1, we assume that,
‖ϑw‖2H1/2(∂Ω) + ‖Φ‖22 + ε( ‖ϑw‖2W 1,∞(∂Ω) + ‖Φ‖2∞) < c0η0, (2.4.7)
for 0 < c0 ≪ 1, and the induction hypothesis
sup
0≤j≤ℓ
[[f j ]]2 < η0, (2.4.8)
where the norm [[ · ]] is defined in (2.1.20).
We apply Theorem 2.5 for
f = f ℓ+1, g = Γ(f ℓ, f ℓ) + L1f
ℓ +As, r = εQf
ℓ + εrs,
to achieve the same upper bound as in (2.4.8) for [[f ℓ+1]]2 in the next two steps.
We estimate the right hand side of (2.1.24) for our case. From (1.4.3), PL1f = 0 and
|L1f ℓ(x, v)| . |Θw(x)|
{|Γ±(〈v〉2√µ,Pf ℓ)|+ |Γ±(〈v〉2√µ, (I−P)f ℓ)|}.
Then
‖ν−1/2(I−P)L1f ℓ‖2 . ‖Θw‖3‖Pf ℓ‖6 + ε‖Θw‖∞[ε−1‖(I−P)f ℓ‖ν]. (2.4.9)
Using (2.4.9), (2.4.1), (1.4.3), (1.2.2) and Lemma 2.14, we obtain
‖ν− 12 (I−P)g‖2 . [[f ℓ]]2 + (‖Θw‖3 + ε‖Θw‖∞)[[f ℓ]] + ‖∇xΘw‖2 + ε2‖ΦΘw‖2 + ‖|Θw|2‖2,
ε−1‖Pg‖2 . ‖Φ‖2,
ε3/2‖〈v〉−1wg‖∞ . ε1/2[[f ℓ]]2 + ε‖Θw‖∞[[f ℓ]] + ε5/2‖Φ‖∞ + ε3/2‖∇xΘw‖∞
+ε7/2‖Φ‖∞‖Θw‖∞ + ε3/2‖Θw‖2∞.
From Lemma 2.14
ε−1/2|r|2 . ε1/2|ϑw|∞[[f ℓ]] + ε1/2|ϑw|∞,
ε1/2|wr|∞ . ε3/2|ϑw|∞[[f ℓ]] + ε3/2|ϑw|∞.
Finally applying Theorem 2.5, we conclude that
[[f ℓ+1]]2 .
{
(1 + ε)[[f ℓ]]2 + (‖Θw‖3 + ε‖Θw‖∞)2 + (ε2 + ε3)|ϑw|2∞
}
[[f ℓ]]2 + c0η0. (2.4.10)
By ‖Θw‖3 . ‖Θw‖H1(Ω) . |ϑw|H 12 (∂Ω) < c0η0 ≪ 1 we prove that [[f
ℓ+1]]2 < η0.
Step 2. We repeat Step 1 for f ℓ+1− f ℓ to show that Rℓ is Cauchy sequence in L∞ ∩L2 for fixed
ε. Now it is standard to conclude that the limiting f ℓ → f solves the equation. The uniqueness
is standard. (See [18] for the details)
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Step 3. To prove the weak convergence of fε, we use the argument of [7] where it is proved, in the
unsteady case and without boundary, that, if f ε converges weakly to a limit, then the limit has to
be in the null space of L and its components have to solve the INSF system. Adding a force field
is straightforward. The boundary condition issue requires a little more care. Let gε = fw + f
ε
s .
The equation for gε is
v · ∇xgε + ε2
Φ · ∇v(gε√µ)√
µ
+
1
ε
Lgε = Γ(gε, gε) + εΦ · v√µ. (2.4.11)
From the previous results we know that ‖(I−P)gε‖ν → 0 as ε→ 0. Moreover Pgε is bounded
in L6x and hence weakly compact and 〈v〉−1Γ(gε, gε) is bounded in L2x,v. Therefore
v · ∇x(gε〈v〉−1) + ε2〈v〉−1µ− 12Φ · ∇v(gε√µ) ∈ L2x,v
Passing to the (weak) limit as ε → 0, up to subsequences, gε → g1 weakly and ε2〈v〉−1µ− 12Φ ·
∇v(gε√µ)→ 0 in the sense of distribution, so that, as distribution
v · ∇x(gε〈v〉−1) + ε2〈v〉−1µ− 12Φ · ∇v(gε√µ)→ v · ∇x(g1〈v〉−1)
But v ·∇x(gε〈v〉−1)+ ε2〈v〉−1µ− 12Φ ·∇v(gε√µ) has a weak limit in L2x,v. By the uniqueness of the
distribution limit, we deduce that the limit g1 = Pg1 is such that
v · ∇x(g1〈v〉−1) ∈ L2x,v, ‖g1‖L6 ≪ 1.
But g1 = {ρ + u · v + θ(|v|2 − 3)/2}√µ, and, from the linear independence of v√ν {1, v, v ⊗
v, |v|2, v|v|2}√µ, we deduce that ρ, u, θ ∈ H1x. The equation for the hydrodynamic fields are
deduced as in [7] as follows: we apply P to equation (2.4.11) and take the weak limit to obtain
that
P(v · ∇xg1) = 0,
which is equivalent to
∇x(ρ+ θ) = 0, ∇x · u = 0.
Then we multiply equation (2.4.11) by ε−1v
√
µ, integrate on velocity and take the weak limit. We
obtain
lim
ε→0
ε−1∇x · (v√µ, v · ∇xge)L2v = Φ.
To compute the above limit we write
ε−1∇x · (v ⊗ v√µ, ge)L2v = (L−1(v ⊗ v −
|v|2
3
I), ε−1Lge)L2v +∇xpe,
where pe = ε−1(13 |v|2
√
µ, ge)L2v . In order to compute the limit of the first term, we note that,
from the equation, the weak limit
lim
ε→0
ε−1Lge = Γ(g1, g1)− v · ∇xg1.
Hence we obtain
Φ = ∇x((v ⊗ v − |v|
2
3
I), L−1(Γ(g1, g1)− v · ∇xg1)L2v +∇xp,
where p = lime pe. It is standard to compute that
∇x · (v ⊗ v − |v|
2
3
I), L−1(Γ(g1, g1)− v · ∇xg1)L2v = u⊗ u− v∆u,
and hence u is a weak solution to the incompressible Navier-Stokes equation (1.4.9)1. Similar
arguments can be used to obtain (1.4.9)2. The conditions ∇x(ρ+ θ) and ∇x ·u have been already
obtained.
We only need to check the boundary conditions. We return to f εs = g
ε−fw. By the smoothness
of fw,
v · ∇x(f εs 〈v〉−1) + ε2〈v〉−1µ−
1
2Φ · ∇v(f εs
√
µ)→ v · ∇x(f1〈v〉−1) ∈ L2x,v weakly.
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By Lemma 2.3, fes 〈v〉−1 has local trace which weakly converges to 〈v〉−1Pγf1 because (1 −
Pγ)f
ε
s 〈v〉−1 → 0. So f1 has a local trace Pγf1 on γ. But f1 ∈ H1xC∞v , so that, for each v ∈ R3 the
components ρ− ρw, u and θ − Θw of Pf1 have trace on the boundary. Hence Pf1 = Pγf1. Thus
u = 0 and θ = ϑw on ∂Ω. Recall ||g1||L6 ≪ 1, so is ||u||L6 + ||θ||L6, hence all the weak limit points
must coincide with the unique solution to the steady Navier-Stokes-Fourier solution.
The positivity Fs ≥ 0 is left for the unsteady case in Section 3.7 
3. Unsteady Problems
3.1. Preliminary and the linear theorem.
Definition 3.1. Assume Φ = Φ(x) ∈ C1. Consider a unsteady linear transport equation
ε∂tf + v · ∇xf + ε2Φ · ∇vf = g. (3.1.1)
The equations of the characteristics for (3.1.1) are
Y˙ = ε−1W, W˙ = εΦ(Y ), Y (t; t, x, v) = x, W (t; t, x, v) = v. (3.1.2)
By the uniqueness of ODE
[Y (s; t, x, v),W (s; t, x, v)] = [X(t− t− s
ε
; t, x, v), V (t− t− s
ε
; t, x, v)]
= [X(ε−1 s; 0, x, v), V (ε−1 s; 0, x, v)],
(3.1.3)
where (X,V ) is defined in (2.1.7).
Define
t˜b(x, v) := sup{t > 0 : Y (−s; 0, x, v) ∈ Ω for all 0 < s < t}
= ε sup{ t
ε
> 0 : X(−s
ε
; 0, x, v) ∈ Ω for all 0 < s
ε
<
t
ε
} = εtb(x, v),
t˜f (x, v) := sup{t > 0 : Y (s; 0, x, v) ∈ Ω for all 0 < s < t}
= ε sup{ t
ε
> 0 : X(
s
ε
; 0, x, v) ∈ Ω for all 0 < s
ε
<
t
ε
} = εtf (x, v).
(3.1.4)
Moreover
x˜b(x, v) = Y (−t˜b(x, v); 0, x, v) = X(− t˜b(x, v)
ε
; 0, x, v) = X(−tb(x, v); 0, x, v) = xb(x, v),
x˜f (x, v) = Y (−t˜f (x, v); 0, x, v) = X(− t˜f (x, v)
ε
; 0, x, v) = X(−tf (x, v); 0, x, v) = xf (x, v),
v˜b(x, v) =W (−t˜b(x, v); 0, x, v) = V (− t˜b(x, v)
ε
; 0, x, v) = V (−tb(x, v); 0, x, v) = vb(x, v),
v˜f (x, v) =W (−t˜f (x, v); 0, x, v) = V (− t˜f (x, v)
ε
; 0, x, v) = V (−tf (x, v); 0, x, v) = vf (x, v).
(3.1.5)
Lemma 3.2. For f ∈ L1([0, T ]× Ω× R3),
ˆ T
0
ˆ
γδ+
|f(t, x, v)|dγdt . ε
¨
Ω×R3
|f(0, x, v)|dvdx+ ε
ˆ T
0
¨
Ω×R3
|f(t, x, v)|dvdxdt(3.1.6)
+
ˆ T
0
¨
Ω×R3
∣∣[ε∂tf + v · ∇xf + ε2Φ · ∇vf ](t, x, v)∣∣dvdxdt.
Proof. First we claimˆ
γδ+
dSxdv|n(x) · v|
ˆ T
0
dt
ˆ 0
max{−εtb(x,v),−t}
ds |f(t+ s,X(ε−1s; 0, x, v), V (ε−1s; 0, x, v))|
. ε
ˆ T
0
¨
Ω×R3
|f(t, x, v)|dxdvdt. (3.1.7)
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By the Fubini theorem and the change of variables s˜ = ε−1s,
ˆ
γδ+
dSxdv|n(x) · v|
ˆ T
0
dt
ˆ 0
max{−εtb(x,v),−t}
ds · · ·
=
ˆ
γδ+
dSxdv|n(x) · v|
ˆ 0
max{−εtb(x,v),−T}
ds
ˆ T
−s
dt |f(t+ s,X(ε−1s; 0, x, v), V (ε−1s; 0, x, v))|
≤ ε
ˆ
γδ+
dSxdv|n(x) · v|
ˆ 0
max{−tb(x,v),−ε−1T}
ds˜
ˆ T
0
dt |f(t,X(s˜; 0, x, v), V (s˜; 0, x, v))|
. ε
¨
Ω×R3
ˆ T
0
f(t, x, v)dtdxdv,
where we have used Lemma 2.2 and tb(x, v) .δ 1 for (x, v) ∈ γδ+.
Now we recall that
d
ds
|f(t+ s,X(ε−1 s; 0, x, v), V (ε−1 s; 0, x, v))|
.
∣∣[∂tf + ε−1V · ∇xf + εΦ(X) · ∇vf](t+ s,X(ε−1 s; 0, x, v), V (ε−1 s; 0, x, v))∣∣.
and
|f(t, x, v)| ≤ |f(t+ s,X(ε−1s; 0, x, v), V (ε−1s; 0, x, v))|
+
ˆ t
s
∣∣[∂tf + ε−1V · ∇xf + εΦ(X) · ∇vf ](t+ τ,X(ε−1τ ; 0, x, v), V (ε−1τ ; 0, x, v))∣∣dτ.
For (y, u) ∈ γ+ and for s ∈ [max{−εtb(y,−u),−t}, 0]
min{εtb(y,−u), t} × |f(t, y, u)|
=
ˆ 0
max{−εtb(y,−u),−t}
|f(t+ s,X(ε−1s; 0, y, u), V (ε−1s; 0, y, u))|ds
+
ˆ 0
max{−εtb(y,−u),−t}
ˆ t
s
∣∣[∂tf + ε−1V · ∇xf + εΦ · ∇vf ](t+ τ,X(ε−1τ ; 0, y, u), V (ε−1τ ; 0, y, u))∣∣dτds.
If (t, y, u) ∈ [εδ1, T ]× γ+\γδ+ then tb(y,−u) &Ω |n(y) · u|/|u|2 & δ3. We use (3.1.7) to bound
min{εδ3, εδ1} ×
ˆ
γδ+
dSxdv|n(y) · u|
ˆ T
εδ1
dt |f(t, y, u)|
≤
ˆ
γδ+
dSxdv|n(y) · u|
ˆ T
εδ1
dt
ˆ 0
max{−εtb(y,−u),−t}
|f(t+ s,X(ε−1s; 0, y, u), V (ε−1s; 0, y, u))|ds
+
ˆ
γδ+
dSxdv|n(y) · u|
ˆ T
εδ1
dt
ˆ 0
max{−εtb(y,−u),−t}
ˆ t
s
×
∣∣[∂tf + ε−1V · ∇xf + εΦ · ∇vf ](t+ τ,X(ε−1τ ; 0, y, u), V (ε−1τ ; 0, y, u))∣∣dτds
. ε
ˆ T
0
¨
Ω×R3
|f(t, x, v)|dvdxdt +
ˆ T
0
¨
Ω×R3
∣∣[ε∂t + v · ∇x + ε2Φ · ∇v]f(t, x, v)∣∣dvdxdt.
We choose εδ1 ≪ εδ3 . ε × inf infγ+\γδ+ tb(y,−u). Then εtb(y,−u) > t for all (t, y, u) ∈
[0, εδ1]× γ+\γδ+ so that the backward trajectory hits the initial plan first:
|f(t, y, u)| ≤ |f(0, X(ε−1t; 0, y, u), V (ε−1t; 0, y, u))|
+
ˆ 0
−t
∣∣[∂tf + ε−1V · ∇xf + εΦ(X) · ∇vf ](t+ s,X(ε−1s; 0, y, u), V (ε−1s; 0, y, u))∣∣.
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Then from (3.1.7) and the change of variables
ˆ εδ1
0
ˆ
γ+
|f(t, y, u)|
≤
ˆ εδ1
0
dt
ˆ
γ+
dSydv |n(y) · u||f(0, X(ε−1t; 0, y, u), V (ε−1t; 0, y, u))|
+
ˆ εδ1
0
dt
ˆ
γ+
dSydv |n(y) · u|
×
ˆ 0
−t
∣∣[∂tf + ε−1V · ∇xf + εΦ(X) · ∇vf ](t+ s,X(ε−1s; 0, y, u), V (ε−1s; 0, y, u))∣∣ds
≤ ε
ˆ δ1
0
dt˜
ˆ
γ+
dSydv |n(y) · u||f(0, X(t˜; 0, y, u), V (t˜; 0, y, u))| (ε−1t = t˜)
+
ˆ T
0
¨
Ω×R3
∣∣[ε∂t + v · ∇x + ε2Φ · ∇v]f(t, x, v)∣∣dvdxdt (ε−1s = s˜)
. εδ1
¨
Ω×R3
|f0(x, v)|dvdx +
ˆ T
0
¨
Ω×R3
∣∣[ε∂t + v · ∇x + ε2Φ · ∇v]f(t, x, v)∣∣dvdxdt.

Lemma 3.3. Assume Φ ∈ C1. Assume that f(t, x, v), g(t, x, v) ∈ L2(R+ ×Ω×R3), {∂t + ε−1v ·
∇x + εΦ · ∇v}f, {∂t + ε−1v · ∇x + εΦ · ∇v}g ∈ L2(R+ × Ω× R3) and fγ , gγ ∈ L2(R+ × γ). Then
ˆ t
s
¨
Ω×R3
{ε∂t + v · ∇xf + ε2Φ · ∇vf}g + {ε∂t + v · ∇xg + ε2Φ · ∇vg}f dvdxdτ
= ε
¨
Ω×R3
f(s, x, v)g(s, x, v)dvdx − ε
¨
Ω×R3
f(t, x, v)g(t, x, v)dvdx
+
ˆ t
s
[ˆ
γ+
fgdγ −
ˆ
γ−
fgdγ
]
dτ.
Proof. The proof is from Chapter 9 of [15] with the same modification as Lemma 2.4. 
3.2. Gain of Integrability: L2tL
3
x Estimate. The main goal of this section is the following:
Proposition 3.4. Assume g ∈ L2(R+ × Ω × R3), f0 ∈ L2(Ω × R3), and fγ ∈ L2(R+ × γ). Let
f ∈ L∞(R+;L2(Ω×R3)) solve (3.1.1) in the sense of distribution and satisfy f(t, x, v) = fγ(t, x, v)
on R+ × γ and f(0, x, v) = f0(x, v) on Ω× R3. Recall Pf in (1.2.10).
Then there exist S1f(t, x), S2f(t, x), and S3f(t, x) satisfying
|a(t, x)| + |b(t, x)|+ |c(t, x)| ≤ S1f(t, x) + S2f(t, x) + S3f(t, x), (3.2.1)
where the precise form of Sif is defined in (3.2.33).
Moreover,
‖S1f‖L2tL3x + ε−
1
2 ‖S2f‖
L2tL
12
5
x
. ‖g‖L2t,x,v + ‖f0‖L2x,v + ‖[v · ∇x + ε2Φ · ∇v]f0‖L2x,v + ‖f0‖L2(γ) + ‖fγ‖L2(R+×γ),
(3.2.2)
and
‖S3f‖L2t,x . ‖(I−P)f‖L2t,x,v . (3.2.3)
We need several lemmas to prove Proposition 3.4. First we define fδ which represents either
the interior or the non-grazing parts of f near the boundary.
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Definition 3.5. We define, for (t, x, v) ∈ R× Ω¯× R3 and for 0 < δ ≪ 1,
fδ(t, x, v)
:= [1− χ(n(x) · v
δ
)χ
(ξ(x)
δ
)
]χ(δ|v|){1t∈[0,∞)f(t, x, v) + 1t∈(−∞,0]χ(t)f0(x, v)}. (3.2.4)
Here n(x) and χ are defined in (2.1.5) and (2.1.4) respectively.
Here we extend fδ to the negative time so that we are able to take the time-derivative. Clearly,
‖fδ‖L2(R×Ω×R3) . ‖f‖L2(R+×Ω×R3) + ‖f0‖L2(Ω×R3),
‖fδ‖L2(R×γ) . ‖fγ‖L2(R+×γ) + ‖f0‖L2(γ).
Note that, at the boundary (x, v) ∈ γ := ∂Ω× R3,
fδ(t, x, v)|γ ≡ 0, for |n(x) · v| ≤ δ or |v| ≥ 1
δ
. (3.2.5)
Lemma 3.6. Assume the same hypothesis of Proposition 3.4. Then there exists f¯(t, x, v) ∈
L2(R× R3 × R3), an extension of fδ in (3.2.4), such that
f¯ |Ω×R3 ≡ fδ and f¯ |γ ≡ fδ|γ and f¯ |t=0 = fδ|t=0.
Moreover, in the sense of distributions on R× R3 × R3,
{ε∂t + v · ∇x + ε2Φ · ∇v}f¯ = h[f, g] = h1 + h2 + h3 + h4, (3.2.6)
where
h1(t, x, v) = 1(x,v)∈Ω×R3 [1− χ(
n(x) · v
δ
)χ
(ξ(x)
δ
)
]χ(δ|v|) (3.2.7)
×[1t∈[0,∞)g(t, x, v) + 1t∈(−∞,0]χ(t){εχ′(t)
χ(t)
+ v · ∇x + ε2Φ · ∇v}f0(x, v)
]
,
h2(t, x, v) = 1(x,v)∈Ω×R3
[
1t∈[0,∞)f(t, x, v) + 1t∈(−∞,0]χ(t)f0(x, v)
]
(3.2.8)
×{v · ∇x + ε2Φ · ∇v}
(
[1− χ(n(x) · v
δ
)χ
( ξ(x)
δ
)
]χ(δ|v|)
)
,
h3(t, x, v) = 1 (x,v)∈[ΩC˜δ4\Ω¯]×R3
1
C˜δ4
v · ∇xξ(x)χ′
(ξ(x)
C˜δ4
)
(3.2.9)
×[fδ(t− εt∗b(x, v), x∗b(x, v), v∗b(x, v))1x∗
b
(x,v)∈∂Ω
+fδ(t+ εt
∗
f (x, v), x
∗
f (x, v), v
∗
f (x, v))1x∗
f
(x,v)∈∂Ω
]
,
h4(t, x, v) = 1 (x,v)∈[ΩC˜δ4\Ω¯]×R3fδ(t− εt
∗
b
(x, v), x∗
b
(x, v), v∗
b
(x, v))χ
( ξ(x)
C˜δ4
)
χ′(t∗
b
(x, v))1x∗
b
(x,v)∈∂Ω
+1 (x,v)∈[ΩC˜δ4\Ω¯]×R3fδ(t+ εt
∗
f
(x, v), x∗
f
(x, v), v∗
f
(x, v))χ
( ξ(x)
C˜δ4
)
χ′(t∗
f
(x, v))1x∗
f
(x,v)∈∂Ω,
(3.2.10)
where
ΩC˜δ4 :=
{
x ∈ R3 : ξ(x) < C˜δ4}, (3.2.11)
and, for (x, v) ∈ ΩC˜δ4\Ω¯, with Ω¯ = Ω ∪ ∂Ω,
t∗
b
(x, v) := inf{s > 0 : 0 < ξ(X(s; 0, x, v)) < C˜δ4 for all 0 < τ < s}, t∗
f
(x, v) := t∗
b
(x,−v),
(x∗b(x, v), v
∗
b(x, v)) := (X(−t∗b(x, v); 0, x, v), V (−t∗b(x, v); 0, x, v)), (3.2.12)
(x∗
f
(x, v), v∗
f
(x, v)) := (X(t∗
f
(x, v); 0, x, v), V (t∗
f
(x, v); 0, x, v)).
Moreover,
‖h1‖L2(R×R3×R3) . ‖g‖L2(R+×Ω×R3) + ε‖f0‖L2(Ω×R3) + ‖[v · ∇x + ε2Φ · ∇v]f0‖L2(Ω×R3),
‖h2‖L2(R×R3×R3) .δ ‖f‖L2(R+×Ω×R3) + ‖f0‖L2(Ω×R3), (3.2.13)
‖h3‖L2(R×R3×R3) + ‖h4‖L2(R×R3×R3) .δ ‖fγ‖L2(R+×γ) + ‖f0‖L2(γ).
Proof. The proof of this lemma is given in Appendix A.1. 
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The next step to prove a version of the velocity averaging lemma in the presence of a small
external force. The presence of the external force requires significant modifications to the original
argument in [24, 49].
Lemma 3.7. Let f ∈ L2(R× R3 × R3) be a function solving the transport equation
ε∂tf + v · ∇xf + ε2Φ · ∇vf + f = q, (3.2.14)
in the sense of distributions with q ∈ L2t,x,v. Let ψ(v) be a smooth function, which vanishes very
fast as |v| → ∞.
Then we can decompose f as
f = fla + fsm, (3.2.15)
such that ∥∥∥ ˆ
R3
ψfladv
∥∥∥
L2tL
3
x
.ψ ‖w−1q‖L2t,x,v , (3.2.16)
for w = eβ|v|
2
with 0 < β ≪ 1, and∥∥∥ ˆ
R3
ψfsmdv
∥∥∥
L2tL
12
5
x
.ψ,‖Φ‖∞ ε
1
2 ‖w−1q‖L2t,x,v . (3.2.17)
Proof. We only prove the case β = 0, because the growing factor w can be absorbed in ψ by
redefining fla.
Step 1. We define a “large” part as
fla(t, x, v) :=
ˆ ∞
0
e−τq(t− ετ, x− τv, v)dτ. (3.2.18)
Then, clearly fla solves the transport equation without an external force, in the sense of distribu-
tions,
ε∂tfla + v · ∇xfla + fla = q. (3.2.19)
Via the change of variables (t− ετ, x− τv, v) 7→ (t, x, v) for fixed τ and the Minkowski inequality
‖fla‖L2t,x,v ≤
ˆ ∞
0
e−τ‖q(t− ετ, x− τv, v)‖L2t,x,vdτ = ‖q‖L2t,x,v
ˆ ∞
0
e−τdτ . ‖q‖L2t,x,v . (3.2.20)
Therefore, fla is in L
2. By the standard velocity averaging lemma [24, 49],
´
R3
ψfladv is in L
2
tH
1
2
x
and satisfies the bound (3.2.16) by the Sobolev embedding L2(R;H
1
2 (R3)) ⊂ L2(R;L3(R3)).
Step 2. Now we define a “small” part as
fsm(t, x, v) := f(t, x, v)− fla(t, x, v). (3.2.21)
Clearly,
ε∂tfsm + v · ∇xfsm + fsm = −ε2Φ · ∇vf. (3.2.22)
We use the shorthand notation
ζ = −ε2Φf, (3.2.23)
so that (3.2.22) becomes
ε∂tfsm + v · ∇xfsm + fsm = ∇vζ. (3.2.24)
By Fourier transforming,
fˆsm =
∇v ζˆ
i(ετ + v · ξ) + 1 , |fˆsm| .
|∇v ζˆ|
|ετ + v · ξ|+ 1 . (3.2.25)
Recall χ is (2.1.4). Then, for α > 0,
ˆ
R3
fˆsmψ =
ˆ
R3
fˆsmψχ
(
ετ + ξ · v
α
)
+
ˆ
R3
fˆsmψ
[
1− χ
(
ετ + ξ · v
α
)]
:= T1 + T2.
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Since in T1 we have only the contribution for |ετ+ξ ·v| ≤ α, by integrating first on the velocity vξ⊥
orthogonal to ξ and then on the one dimensional variable vξ =
v·ξ
|ξ| , with the change of variables
|ξ|vξ
α we estimate,
|T1| ≤ α
1
2
|ξ| 12 ‖fˆsm‖L2v .
As for T2, we use (3.2.25) to obtain
T2 =
ˆ
R3
dv
∇v ζˆ
i(ετ + v · ξ) + 1ψ
[
1− χ
(
ετ + ξ · v
α
)]
= i
ˆ
R3
dv
ξζˆ
[i(ετ + v · ξ) + 1]2ψ
[
1− χ
(
ετ + ξ · v
α
)]
+
ˆ
R3
dv
ξζˆ
α[i(ετ + v · ξ) + 1]ψχ
′
(
ετ + ξ · v
α
)
+
ˆ
R3
dv
ζˆ
i(ετ + v · ξ) + 1∇vψ
[
1− χ
(
ετ + ξ · v
α
)]
:= K1 + K2 + K3.
We have
|K1| ≤ |ξ|
(ˆ
R3
dv
ψ(1− χ)
[|ετ + v · ξ|+ 1]4
) 1
2
‖ζˆ‖L2v ≤ |ξ|
(ˆ
|ετ+ξ·v|≥α
dv
1
[|ετ + v · ξ|+ 1]4
) 1
2
‖ζˆ‖L2v
≤ |ξ|
1
2
α
3
2
‖ζˆ‖L2v .
|K2| ≤ |ξ|
α2
(ˆ
R3
dv
[
χ′
(
ετ + v · ξ
α
)]2) 12
‖ζˆ‖L2v ≤
|ξ|
α2
(
α
|ξ|
) 1
2
‖ζˆ‖L2v =
|ξ| 12
α
3
2
‖ζˆ‖L2v .
|K3| ≤
(ˆ
|ετ+ξ·v|>α
dv
|∇vψ|2
1 + |ετ + ξ · v|2
) 1
2
‖ζˆ‖L2v ≤
1
α
1
2 |ξ| 12 ‖ζˆ‖L
2
v
.
Now we choose α such that
α
1
2
|ξ| 12 ‖fˆsm‖L
2
v
=
|ξ| 12
α
3
2
‖ζˆ‖L2v ,
which means
α = |ξ| 12 ‖ζˆ‖
1
2
L2v
‖fˆsm‖−
1
2
L2v
.
With this choice, we have that,
|T1|+ |K1|+ |K2| ≤ 3|ξ|− 14 ‖ζˆ‖
1
4
L2v
‖fˆsm‖
3
4
L2v
, |K3| ≤ |ξ|− 34 ‖ζˆ‖
3
4
L2v
‖fˆsm‖
1
4
L2v
.
Therefore, from (3.2.23)∥∥|ξ| 14 (|T1|+ |K1|+ |K2|)∥∥L2τ,ξ . ∥∥‖ζˆ‖ 14L2v‖fˆsm‖ 34L2v∥∥L2τ,ξ ≤ ε 12 ‖Φ‖ 14∞‖f‖ 14L2t,x,v‖fsm‖ 34L2t,x,v ,∥∥|ξ| 34 |K3|∥∥L2τ,ξ . ∥∥‖ζˆ‖ 34L2v‖fˆsm‖ 14L2v∥∥L2τ,ξ ≤ ε 32 ‖Φ‖ 34∞‖f‖ 34L2t,x,v‖fsm‖ 14L2t,x,v .
We also note that ‖K3‖L2τ,ξ .ψ ‖ζˆ‖L2τ,ξ,v . ε2‖Φ‖∞‖f‖L2t,x,v .
Denote the anti-Fourier transforming by F−1τ,ξ . By the Sobolev embedding H˙
1
4 (R3) ⊂ L 125 (R3)
and H˙
3
4 ⊂ L4, we have
‖F−1τ,ξ (T1 + K1 + K2)‖
L2tL
12
5
x
. ‖F−1τ,ξ (T1 + K1 + K2)‖
L2t H˙
1
4
x
. ε
1
2 ‖f‖
1
4
L2t,x,v
‖fsm‖
3
4
L2t,x,v
,
‖F−1τ,ξK3‖L2tL4x . ‖F
−1
τ,ξK3‖
L2t H˙
1
4
x
. ε
3
2 ‖f‖
3
4
L2t,x,v
‖fsm‖
1
4
L2t,x,v
.
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By an interpolation (L
12
5
x ⊂ L2x ∩ L4x)
‖F−1τ,ξ K3‖
L2tL
12
5
x
≤ ‖F−1τ,ξK3‖
2
3
L2t,x
‖F−1τ,ξK3‖
1
3
L2tL
4
x
. ε
11
6 ‖f‖
11
12
L2t,x,v
‖fsm‖
1
12
L2t,x,v
.
Clearly from (3.2.21) and (3.2.20), ‖fsm‖L2t,x,v ≤ ‖f‖L2t,x,v + ‖fla‖L2t,x,v . ‖f‖L2t,x,v + ‖q‖L2t,x,v .
On the other hand, from (3.2.14),
f(t, x, v) =
ˆ ∞
0
e−τq(t− ετ,X(t− ετ ; t, x, v), V (t− ετ ; t, x, v)).
Following the argument to prove (3.2.20), we obtain ‖f‖L2t,x,v ≤ ‖q‖L2t,x,v . Therefore we conclude
‖F−1τ,ξ (T1 + K1 + K2 + K3)‖
L2tL
12
5
x
. ε
1
2 (‖f‖L2t,x,v + ‖q‖L2t,x,v),
and hence the estimate (3.2.17). 
Now we are ready to prove the main result of this section:
Proof of Proposition 3.4. Recall (1.2.10). We use temporary notations
[ζ0(v), ζ1(v), ζ2(v), ζ3(v), ζ4(v)] := [
√
µ, v1
√
µ, v2
√
µ, v3
√
µ,
2
3
|v|2 − 3
2
√
µ]. (3.2.26)
From (3.2.4),ˆ
R3
fδ(t, x, v)ζi(v)dv
=
ˆ
R3
[
1− χ(n(x) · v
δ
)χ(
ξ(x)
δ
)
]
χ(δ|v|){1t≥0f(t, x, v) + 1t≤0χ(t)f0(x, v)}ζi(v)dv
= 1t≥0
ˆ
R3
[
1− χ(n(x) · v
δ
)χ(
ξ(x)
δ
)
]
χ(δ|v|)
{ 4∑
j=0
aj(t, x)ζj(v) + (I−P)f(t, x, v)
}
ζi(v)dv
+1t≤0
ˆ
R3
[
1− χ(n(x) · v
δ
)χ(
ξ(x)
δ
)
]
χ(δ|v|)χ(t)f0(x, v)ζi(v)dv
= 1t≥0
{
ai(t, x) +O(δ)
4∑
j=0
|aj(t, x)|+Oδ(1)
ˆ
R3
|(I−P)f(t, x, v)|ζi(v)dv
}
+1t≤0χ(t)
ˆ
R3
f0(x, v)ζi(v)dv.
Therefore
4∑
i=0
1t≥0|ai(t, x)| ≤
4∑
i=0
∣∣∣ ˆ
R3
fδ(t, x, v)ζi(v)dv
∣∣∣ + 1t≤0χ(t)ˆ
R3
|f0(x, v)|
4∑
i=0
|ζi(v)|dv
+1t≥0
{
O(δ)
4∑
j=0
|aj(t, x)| +Oδ(1)
ˆ
R3
|(I−P)f(t, x, v)|
4∑
i=0
|ζi(v)|dv
}
.
Hence for all i = 0, 1, 2, 3, 4,
|ai(t, x)| ≤ 4
ˆ
R3
|fδ(t, x, v)|〈v〉2
√
µ(v)dv + 4χ(t)1t≤0
ˆ
R3
|f0(x, v)|〈v〉2
√
µ(v)dv
+ 4
ˆ
R3
|(I−P)f(t, x, v)|〈v〉2
√
µ(v)dv.
(3.2.27)
Now we focus on the part of fδ in (3.2.27). From Lemma 3.6, there is an extension fδ defined
by (A.1.12) such thatˆ
R3
|fδ(t, x, v)|〈v〉2
√
µ(v)dv ≤
ˆ
R3
|fδ(t, x, v)|〈v〉2
√
µ(v)dv.
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and, solves
ε∂tfδ + v · ∇xfδ + ε2Φ · ∇vfδ + fδ = h+ fδ, (3.2.28)
in the sense of distributions with h =
∑4
i=1 hi where hi are defined in Lemma 3.6.
Now we apply Lemma 3.7 to (3.2.28) with f = fδ and q = h+ fδ. Then we can decompose
fδ = fδ,la + fδ,sm, (3.2.29)
where fδ,la is defined, as (3.2.18),
fδ,la(t, x, v) =
ˆ ∞
0
e−τ (h+ fδ)(t− ετ, x− τv, v)dτ, (3.2.30)
and fδ,sm := fδ − fδ,la as in (3.2.21).
Using (3.2.16) and (3.2.17) with ψ = ζi in (3.2.26), we deduce that∥∥∥ ˆ
R3
ζi(v)fδ,ladv
∥∥∥
L2tL
3
x
. ‖w−1h‖L2t,x,v + ‖w−1fδ‖L2t,x,v ,∥∥∥ ˆ
R3
ζi(v)fδ,smdv
∥∥∥
L2tL
12
5
x
. ε
1
2 (‖w−1h‖L2t,x,v + ‖w−1fδ‖L2t,x,v).
(3.2.31)
Note that from Lemma 3.6
‖w−1h‖L2t,x,v + ‖w−1fδ‖L2t,x,v
. ‖g‖L2t,x,v + ‖f0‖L2x,v + ‖[v · ∇x + ε2Φ · ∇v]f0‖L2x,v + ‖f0‖L2(γ) + ‖fγ‖L2(R+×γ).
(3.2.32)
Finally we set
S1f(t, x) :=
ˆ
R3
|fδ,la|〈v〉2
√
µ(v)dv,
S2f(t, x) :=
ˆ
R3
|fδ,sm|〈v〉2
√
µ(v)dv,
S3f(t, x) := 4
ˆ
R3
|(I−P)f(t, x, v)|〈v〉2
√
µ(v)dv.
(3.2.33)
Then by (3.2.31) and (3.2.32) we conclude (3.2.2)−(3.2.3). 
3.3. Unsteady L2−Coercivity Estimate. The main purpose of this section is to prove the
following:
Proposition 3.8. Suppose Φ = Φ(x) ∈ C1, g ∈ L2(R+ × Ω × R3), and r ∈ L2(R+ × γ−) such
that, for all t > 0, ¨
Ω×R3
g(t, x, v)
√
µdvdx = 0 =
ˆ
γ−
r(t, x, v)
√
µdγ. (3.3.1)
Then, for any sufficiently small ε, there exists a unique solution to the problem
ε∂tf + v · ∇xf + 1√
µ
ε2Φ · ∇v(√µf) + ε−1Lf = g, (3.3.2)
with f |t=0 = f0 and f− = Pγf + r on R+ × γ− such that¨
Ω×R3
f(t, x, v)
√
µdxdv = 0, for all t ≥ 0. (3.3.3)
Moreover, there is 0 < λ≪ 1 such that for 0 ≤ s ≤ t,
‖eλtf(t)‖22 + ε−2
ˆ t
s
‖eλτ (I−P)f(τ)‖2νdτ +
ˆ t
s
‖eλτPf(τ)‖22dτ
+ε−1
ˆ t
s
|eλτ (1− Pγ)f |22 +
ˆ t
s
|eλτf |22 (3.3.4)
. ‖eλsf(s)‖22 + ε−1
ˆ t
s
|eλτ r|22,− +
ˆ t
s
‖ν− 12 eλτ (I−P)g‖22 + ε−2
ˆ t
s
‖eλτ Pg‖22.
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In order to prove the proposition we need the following:
Lemma 3.9. Assume that g and r satisfy (3.3.1) and f satisfies (3.3.2), and (3.3.3). Then there
exists a function G(t) such that, for all 0 ≤ s ≤ t, G(s) . ‖f(s)‖22 andˆ t
s
‖Pf(τ)‖2ν . G(t)−G(s)+
ˆ t
s
‖g(τ)√
ν
‖22+|r(τ)|22,−+ε−2
ˆ t
s
‖(I−P)f(τ)‖2ν+
ˆ t
s
|(1−Pγ)f(τ)|22,+.
Proof. The key of the proof is to use the same choices of test functions (with extra dependence on
time) of (2.3.19), (2.3.46), (2.3.63) and (2.3.67) and estimate the new contribution
´ t
s
˜
Ω×R3 ∂tψf
in the time dependent weak formulationˆ t
s
ˆ
γ+
ψf −
ˆ t
s
ˆ
γ−
ψf −
ˆ t
s
¨
Ω×R3
{
v · ∇xψ + ε2√µΦ · ∇v ψ√
µ
}
f − ε
ˆ t
s
¨
Ω×R3
∂tψf
= −ε
¨
Ω×R3
ψf(t) + ε
¨
Ω×R3
ψf(s) + ε−1
ˆ t
s
¨
Ω×R3
[−ψL(I−P)f + ψg]. (3.3.5)
We note that, with such choices G(t) = −˜Ω×R3 ψf(t), and |G(t)| . ‖f(t)‖22. Without loss of
generality we give the proof for s = 0.
Remark. We note that (3.3.1), (3.3.2) and (3.3.3) are all invariant under a standard t-mollification
for all t > 0. The estimates in Step 1 to Step 3 below are obtained via a t-mollification so that
all the functions are smooth in t. For the notational simplicity we do not write explicitly the
parameter of the regularization.
Step 1. Estimate of ∇x∆−1N ∂ta = ∇x∂tϕa. In the weak formulation (with time integration over
[t, t + δ]), if we choose the test function ψ = ϕ
√
µ with ϕ(x) dependent only of x, then we get
(note that Lf and g, integrated against ϕ(x)
√
µ are zero)
ε
ˆ
Ω
[a(t+ δ)− a(t)]ϕ(x) =
ˆ t+δ
t
ˆ
Ω
(b · ∇x)ϕ(x) +
ˆ t+δ
t
ˆ
γ−
rϕ
√
µ,
where we have used the splitting (2.3.31) and (2.3.30). Taking difference quotient, we obtain for
all t
ε
ˆ
Ω
ϕ∂ta =
ˆ
Ω
(b · ∇x)ϕ+
ˆ
γ−
rϕ
√
µ.
Notice that, for ϕ = 1, from (3.3.1), the right hand side of the above equation is zero. Hence, for
all t > 0,
´
Ω ∂ta(t)dx = 0. On the other hand, for all ϕ(x) ∈ H1(Ω), we have, by the trace theorem
|ϕ|2 . ‖ϕ‖H1 , ε
∥∥´
Ω ϕ(x)∂tadx
∥∥ . |r|2,−|ϕ|2 + ‖b‖2‖ϕ‖H1 . {‖b(t)‖2 + |r|2,−}‖ϕ‖H1 . Therefore
we conclude that, for all t > 0,
ε‖∂ta(t)‖(H1)∗ . ‖b(t)‖2 + |r|2,
where (H1)∗ ≡ (H1(Ω))∗ is the dual space of H1(Ω) with respect to the dual pair 〈A,B〉 =´
ΩA(x)B(x)dx, for A ∈ H1 and B ∈ (H1)∗.
On the other hand, ϕa in (2.3.67) is the solution of −∆∂tϕa = ∂ta, ∂∂n∂tϕa = 0 at ∂Ω with´
Ω ∂ta(t, x)dx = 0 for all t > 0. From the standard elliptic theory,
ε‖∇x∂tϕa‖2 = ε‖∆−1N ∂ta(t)‖H1 . ε‖∂ta(t)‖(H1)∗ . {‖b(t)‖2 + |r|2}.
Therefore, we conclude, for almost all t > 0,
‖∇x∂tϕa(t)‖2 . ε−1{‖b(t)‖2 + |r|2}. (3.3.6)
Step 2. Estimate of ∇x∆−1∂tbj = ∇x∂tϕib. In (3.3.5), we choose a test function ψ = ϕ(x)vi
√
µ.
Since
´
vivjµ(v)dv =
´
vivj(
|v|2
2 − 32 )µ(v)dv = δij , we get
ε
ˆ
Ω
[bi(t+ δ)− bi(t)]ϕ = −
ˆ t+δ
t
ˆ
γ
fϕvi
√
µ+
ˆ t+δ
t
ˆ
Ω
∂iϕ[a+ c]− ε2
ˆ t+δ
t
ˆ
Ω
Φiϕa
+ ε−1
ˆ t+δ
t
¨
Ω×R3
d∑
j=1
vjvi
√
µ∂jϕ(I−P)f +
ˆ t+δ
t
¨
Ω×R3
ϕvig
√
µ.
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Taking difference quotient, we obtain
ε
ˆ
Ω
∂tbi(t)ϕ = −
ˆ
γ
f(t)viϕ
√
µ+
ˆ
Ω
∂iϕ[a(t) + c(t)]− ε2
ˆ
Ω
Φiϕa
+ ε−1
¨
Ω×R3
d∑
j=1
vjvi
√
µ∂jϕ(I −P)f(t) +
¨
Ω×R3
ϕvig(t)
√
µ.
For fixed t > 0, we choose ϕ = ∂tϕ
i
b in (2.3.47) solving −∆∂tϕib = ∂tbi(t), ∂tϕib|∂Ω = 0. The
boundary terms vanish because of the Dirichlet boundary condition on ∂tϕ
i
b. Then we have, for
t ≥ 0,
ε
ˆ
Ω
|∇x∆−1∂tbi(t)|2 = ε
ˆ
Ω
|∇x∂tϕib|2 = −ε
ˆ
Ω
∆∂tϕ
i
b∂tϕ
i
b
. 4ηε{‖∇x∂tϕib‖22 + ‖∂tϕib‖22}+
1
4ηε
[‖a(t)‖22 + ‖c(t)‖22 + ‖
g√
ν
‖22] +
1
4ηε3
‖(I−P)f(t)‖22
+
ε3
4η
‖Φ‖2∞‖a‖22
. 8ηε‖∇x∂tϕib‖22 +
1
4ηε
[‖a(t)‖22 + ‖c(t)‖22 + ‖
g√
ν
‖22] +
1
4ηε3
‖(I−P)f(t)‖22
+‖ g√
ν
‖22 +
ε3
4η
‖Φ‖2∞‖a‖22,
where we have used the Poincare´ inequality. Hence, for all t > 0
‖∇x∂tϕib‖2 . ε−1
{‖a(t)‖2 + ‖c(t)‖2 + ‖ g√
ν
‖2
}
+ ε−2‖(I−P)f(t)‖2. (3.3.7)
Step 3. Estimate of ∇x∆−1∂tc = ∇x∂tϕc. In the weak formulation, we choose a test function
ϕ(x)( |v|
2
2 − 32 )
√
µ. Since
´
µ(v)( |v|
2
2 − 32 ) = 0,
´
µ(v)vivj(
|v|2−3
2 ) = δij ,
´
µ(v)( |v|
2
2 − 32 )2 6= 0,
3
2
ε
ˆ
Ω
ϕ(x)c(t + δ, x)dx− 3
2
ε
ˆ
Ω
ϕ(x)c(t, x)dx =
ˆ t+δ
t
ˆ
Ω
b · ∇xϕ−
ˆ t+δ
t
ˆ
γ
(
|v|2
2
− 3
2
)
√
µϕf
+ε−1
ˆ t+δ
t
¨
Ω×R3
(I−P)f( |v|
2
2
− 3
2
)
√
µ(v · ∇x)ϕ
+
ˆ t+δ
t
¨
Ω×R3
ϕg
( |v|2
2
− 3
2
)√
µ− ε2
ˆ t+δ
t
ˆ
Ω
ϕΦ · b.
Taking difference quotient, we obtain
ε
ˆ
Ω
ϕ(x)∂tc(t, x)dx =
2
3
ˆ
Ω
b(t) · ∇xϕ− 2
3
ˆ
γ
(
|v|2
2
− 3
2
)
√
µϕf(t)
+
2
3
¨
Ω×R3
ε−1(I−P)f(t)( |v|
2
2
− 3
2
)
√
µ(v · ∇x)ϕ+ ϕg(t)( |v|
2
2
− 3
2
)
√
µ− 2
3
ε2
ˆ
Ω
ϕΦ · b.
Note that ∂tϕc in (2.3.19) is the solution of −∆∂tϕc = ∂tc(t), ∂tϕc|∂Ω = 0.
The boundary terms vanish because of the Dirichlet boundary condition on ∂tϕc. We follow
the same procedure of estimates ∇x∆−1∂ta and ∇x∆−1∂tb to have
ε‖∇x∆−1∂tc(t)‖22 = ε
ˆ
Ω
|∇x∂tϕc(x)|2dx = ε
ˆ
Ω
∂tϕc(x)∂tc(t, x)dx
. 4ηε{‖∇x∂tϕc‖22 + ‖∂tϕc‖22}+
1
4ηε
‖b(t)‖22 +
1
4ηε3
‖(I−P)f(t)‖22 + ‖
g√
ν
‖22 +
ε3
4η
‖Φ‖2∞‖b‖22
. 8ηε‖∇x∂tϕc‖22 +
1
4ηε
‖b(t)‖22 +
1
4ηε3
‖(I−P)f(t)‖22 + ‖
g√
ν
‖22 +
ε3
4η
‖Φ‖2∞‖b‖22,
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where we have used the Poincare´ inequality. Finally we have, for all t > 0,
‖∇x∆−1∂tc(t)‖2 . ε−1
{‖b(t)‖2 + ‖ g√
ν
‖2
}
+ ε−2‖(I−P)f(t)‖2. (3.3.8)
Step 4. Estimate of a, b, c contributions in (3.3.5). To estimate c contribution in (3.3.5), we plug
(2.3.19) into (3.3.5) to have from (2.3.30)
ˆ t
0
¨
Ω×R3
(|v|2 − βc)vi√µ∂t∂iϕcf
=
d∑
j=1
ˆ t
0
¨
Ω×R3
(|v|2 − βc)vivjµ(v)∂t∂iϕcbj +
ˆ t
0
¨
Ω×R3
(|v|2 − βc)vi√µ∂t∂iϕc(I−P)f.
The second line has non-zero contribution only for j = i which leads to zero by the definition of
βc in (2.3.32). We thus have from (3.3.8), for ε small,
ε
∥∥∥∥
ˆ t
0
¨
Ω×R3
(|v|2 − βc)vi√µ∂t∂iϕcf
∥∥∥∥
. ε
ˆ t
0
{
ε−1[‖b‖2 + ‖ g√
ν
‖2] + ε−2‖(I−P)f‖2
}
‖(I−P)f‖2
.
ˆ t
0
η‖b‖22 + ε−1‖(I−P)f‖22 + ‖
g√
ν
‖22.
Combining with (2.3.17), we conclude, for η small,
ˆ t
0
‖c(s)‖22ds . G(t)−G(0) +
ˆ t
0
{
ε−2‖(I−P)f(s)‖2ν + ‖
g√
ν
‖22 + |(1− Pγ)f(s)|22,+
+|r(s)|22 + η‖b(s)‖22 + ε2‖Φ‖∞
[‖a(s)‖22 + ‖b(s)‖22]}ds.
To estimate b in (3.3.5), by (2.3.30), we plug (2.3.46) into (3.3.5) to get:
ˆ t
0
¨
(v2i −βb)
√
µ∂t∂jϕ
j
bf =
ˆ t
0
¨
(v2i − βb)µ∂t∂jϕjb{
|v|2
2
− 3
2
}c+(v2i −βb)
√
µ∂t∂jϕ
j
b(I−P)f,
where we have used (2.3.57) to remove the a contribution. We thus have from (3.3.7),∥∥∥∥
ˆ t
0
¨
Ω×R3
(v2i − βb)
√
µ∂t∂jϕ
j
bf
∥∥∥∥
.
ˆ t
0
{
‖a‖2 + ‖c‖2 + ‖(I−P)f‖2 + ‖ g√
ν
‖2
}{
‖c‖2 + ‖(I−P)f‖2
}
.
ˆ t
0
{
‖(I−P)f‖22 + ‖c‖22 + ‖
g√
ν
‖22 + ε‖a‖22
}
.
Next we plug (2.3.63) into (3.3.5) and from (3.3.7),
ε
ˆ t
0
ˆ
Ω×R3
|v|2vivj√µ∂t∂jϕibf = ε
ˆ t
0
ˆ
Ω×R3
|v|2vivj√µ∂t∂jϕib(I−P)f
.ε
ˆ t
0
{ε−1(‖a‖2 + ‖c‖2 + ‖ g√
ν
‖2) + ε−2‖(I−P)f‖2}‖(I−P)f‖2
.
ˆ t
0
{
ε−1‖(I−P)f‖2ν + ‖
g√
ν
‖22 + η
[‖a‖22 + ‖c‖22]}.
(3.3.9)
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Combining this with (2.3.44), we conclude from (3.3.5) thatˆ t
0
‖b(s)‖22ds . G(t)−G(0)
+
ˆ t
0
{
ε−2‖(I−P)f(s)‖2ν + ‖
g√
ν
‖22 + |(1 − Pγ)f(s)|22,+
+ |r(s)|22 + ε2‖Φ‖∞(‖a‖22 + ‖c‖22) + η‖a‖22 + ‖c‖22(1 + η)
}
ds.
(3.3.10)
Finally in order to estimate a contribution in (3.3.5) we plug (2.3.67) for into (3.3.5). We estimate
ε
ˆ t
0
ˆ
Ω×R3
(|v|2 − βa)viµ∂t∂iϕaf
= ε
ˆ t
0
ˆ
Ω×R3
(|v|2 − βa)(vi)2µ∂t∂iϕabi + ε
ˆ t
0
ˆ
Ω×R3
(|v|2 − βa)viµ∂t∂iϕa(I−P)f
. ε
ˆ t
0
ε−1{‖b(t)‖2,Ω + |r|2}{‖b‖2 + ‖(I−P)f‖2}.
Combining this with (2.3.65), we concludeˆ t
0
‖a(s)‖22ds . G(t)−G(0) +
ˆ t
0
{
ε−2‖(I−P)f(s)‖2ν + |(1 − Pγ)f(s)|22,+
+ ‖ g√
ν
(s)‖22 + |r(s)|22 + ‖b‖22 + ε2‖Φ‖∞‖Pf˚‖22
}
ds.
(3.3.11)
From (3.3.9), (3.3.10) and (3.3.11), we prove the lemma for ε sufficiently small, by choosing η
small. 
Now we are ready to prove the main result of this section:
Proof of Proposition 3.8. Define the approximating sequence with f0 ≡ f0, (with ν˜ = ν −
1
2ε
3Φ · v):
∂tf
ℓ+1 + ε−1v · ∇xf ℓ+1 + εΦ · ∇vf ℓ+1 + 1
ε2
ν˜f ℓ+1 − 1
ε2
Kf ℓ = ε−1g, fn+1|t=0 = f0, (3.3.12)
and f ℓ+1− = (1− εj )Pγf ℓ + r.
Step 1. Fix j, f ℓ → f j as ℓ→∞. Notice that,
|(Kf ℓ, f ℓ+1)| .
¨
R3×R3
|k(v, u)|1/2|f ℓ(u)||k(v, u)|1/2|f ℓ+1(v)|dvdu
.
√ˆ
u
|f ℓ(u)|2
ˆ
v
|k(v, u)|
√ˆ
v
|f ℓ+1(v)|2
ˆ
u
|k(v, u)| . ‖f ℓ‖22 + ‖f ℓ+1‖22,
where we used supu
´
v |k(v, u)|+ supv
´
u |k(v, u)| < +∞.
Note that, since
´
γ−
r
√
µ = 0, we have
|(1− ε
j
)Pγf
ℓ + r|22,− = |(1−
ε
j
)Pγf
ℓ|22,− + |r|22. (3.3.13)
By Green’s identity (3.3.5) with f ℓ+1 in (3.3.12),
‖f ℓ+1(t)‖22 + ε−2
ˆ t
0
‖f ℓ+1‖2ν + ε−1
ˆ t
0
|f ℓ+1|22,+
≤ ε−1
[
(1− ε
j
)2
]ˆ t
0
|Pγf ℓ|22,− + ε−1
ˆ t
0
|r|22 + Cε−2
ˆ t
0
max
1≤i≤ℓ+1
‖f i‖22 +
ˆ t
0
‖ g√
ν
‖22 + ‖f0‖22
≤ ε−1
[
(1− ε
j
)2
]ˆ t
0
|f ℓ|22,+ + ε−1
ˆ t
0
|r|22 + Cε−2
ˆ t
0
max
1≤i≤ℓ+1
‖f i‖22 +
ˆ t
0
‖ g√
ν
‖22 + ‖f0‖22.
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Set η = (1− εj )2 < 1. Now use this inequality to bound for ε−1
´ t
0 |f ℓ|22,− and iterate:
‖f ℓ+1(t)‖22 + ε−2
ˆ t
0
‖f ℓ+1‖2ν + ε−1
ˆ t
0
|f ℓ+1|22,+
≤ η
{
ε−1η
ˆ t
0
|f ℓ−1|22,+ + ε−1
ˆ t
0
|r|22 + Cε−2
ˆ t
0
max
1≤i≤ℓ
‖f i‖22 +
ˆ t
0
‖ g√
ν
‖22ds+ ‖f0‖22
}
+ε−1
ˆ t
0
|r|22 + Cε−2
ˆ t
0
max
1≤i≤ℓ+1
‖f i‖22 +
ˆ t
0
‖ g√
ν
‖2ν + ‖f0‖22
= η2ε−1
ˆ t
0
|f ℓ−1|22,+ + (1 + η)
{
ε−1
ˆ t
0
|r|22 + Cε−2
ˆ t
0
max
1≤i≤ℓ+1
‖f i‖22 +
ˆ t
0
‖ g√
ν
‖22 + ‖f0‖22
}
...
. ηℓ+1ε−1
ˆ t
0
|f0|22, + +
(1− η)ℓ+1
1− η
{
ε−1
ˆ t
0
|r|22 + ε−2
ˆ t
0
max
1≤i≤ℓ+1
‖f i‖22 +
ˆ t
0
‖ g√
ν
‖22 + ‖f0‖22
}
.
We therefore have, from f0 ≡ f0,
max
1≤i≤ℓ+1
‖f i(t)‖22 .η,j
{
ε−1
ˆ t
0
|r|22+ε−2
ˆ t
0
max
1≤i≤ℓ+1
‖f i‖22+
ˆ t
0
‖g‖2ν+‖f0‖22+ε−1t‖f0‖2ν+t|f0|22,+
}
.
By Gronwall’s lemma, we have, for fixed t > 0,
max
1≤i≤ℓ+1
‖f i(t)‖22 .η,ε,j,t
{ˆ t
0
|r|22 +
ˆ t
0
‖g(s)‖2νds+ ‖f0‖22 + t‖f0‖2ν + t|f0|22,+
}
.
This in turns leads to
max
1≤i≤ℓ+1
{
‖f i(t)‖22 +
ˆ t
0
‖f i‖2ν +
ˆ t
0
|f i|22,+
}
.η,ε,j,t
{ˆ t
0
|r|22 +
ˆ t
0
‖g‖2ν + ‖f0‖22 + t‖f0‖2ν + t|f0|22,+
}
.
Upon taking the difference, we have
∂t[f
ℓ+1− f ℓ] + ε−1v · ∇x[f ℓ+1− f ℓ] + εΦ · ∇v[f ℓ+1− f ℓ] + ε−2ν˜[f ℓ+1− f ℓ] = ε−2K[f ℓ− f ℓ−1],
(3.3.14)
with [f ℓ+1 − f ℓ](0) ≡ 0 and f ℓ+1− − f ℓ− = (1 − εj )Pγ [f ℓ − f ℓ−1].
Applying previous iteration to f ℓ+1 − f ℓ yields
‖f ℓ+1(t)− f ℓ(t)‖2 + ε−2
ˆ t
0
‖f ℓ+1(s)− f ℓ(s)‖2νds+ ε−1
ˆ t
0
|f ℓ+1(s)− f ℓ(s)|22,+ds
≤ ηε−1
ˆ t
0
|f ℓ(s)− f ℓ−1(s)|22,+ds+ CK
ˆ t
0
‖f ℓ(s)− f ℓ−1(s)‖22ds (3.3.15)
≤ η
{
ε−1
ˆ t
0
|f ℓ(s)− f ℓ−1(s)|22,+ds+ sup
0≤s≤T
‖f ℓ(s)− f ℓ−1(s)‖22
}
,
for TCK < η < 1. This implies that f
ℓ is Cauchy with respect to the norm
ε−1
ˆ T
0
|f ℓ(s)|22,+ds+ sup
0≤s≤T
‖f ℓ(s)‖22,
in [0, T ]. Repeating the arguemnt for [0, T ], [T, 2T ].... we deduce that for finite t, there exists a
(unique) limit function f ℓ → f j such that
∂tf
j + ε−1v · ∇xf j + ε√
µ
Φ · ∇v(√µf j) + ε−2Lf j = g, f j(0) = f0,
f j|γ− = (1−
ε
j
)Pγf
j + r.
(3.3.16)
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Step 2. Let j →∞. Upon using Green’s identity and the boundary condition and (3.3.13),
‖f j(t)‖22 + ε−2
ˆ t
0
‖(I−P)f j‖2ν + ε−1
ˆ t
0
|(1− Pγ)f j |22,+
≤ ε−1
ˆ t
0
|r|22 +
ε
j
ε−1
ˆ t
0
|Pγf j |22,++
ˆ t
0
‖ν− 12 (I−P)g‖22 + ε−2
ˆ t
0
‖ Pg‖22
+
ε
2
ˆ t
0
ˆ
Ω×R3
|Φ‖v‖f j|2 + ‖f0‖22.
By the trace theorem, Lemma 2.3,ˆ t
0
|Pγf j |22,+ .
ˆ t
0
|1γδ+f
j |22,+ +
ˆ t
0
|(1 − Pγ)f j |22,+
.ε‖f j(0)‖22 + ε
ˆ t
0
‖f j‖22 + ε
ˆ t
0
¨
Ω×R3
∣∣[∂t + ε−1v · ∇x + εΦ · ∇v]f jf j∣∣+ ˆ t
0
|(1− Pγ)f j |22,+.
. ε‖f j(0)‖22 + ε
ˆ t
0
‖f j‖22 +
ˆ t
0
¨
Ω×R3
ε
|Φ · v|
2
|f j |2 + ε−2ν|(I −P)f j |2 + |gf j |+
ˆ t
0
|(1 − Pγ)f j|22,+.
From the boundary condition in (3.3.16),
´ t
0 |f j |22,− .
´ t
0 |f j|22,+ +
´ t
0 |r|22,+. Finally from
ε
ˆ t
0
ˆ
Ω×R3
|Φ · v|
2
|f j |2 . ε‖Φ‖∞‖(I−P)f j‖2ν + ε‖Φ‖∞
ˆ t
0
‖Pf j(s)‖22ds,
ˆ t
0
¨
Ω×R3
|gf j| .
ˆ t
0
‖ν− 12 (I−P)g‖22 + ε2
ˆ t
0
‖Pg‖22
+o(1)
[ˆ t
0
‖Pf j(s)‖22ds+ ε−2
ˆ t
0
‖(I−P)f j(s)‖2νds
]
,
we get
‖f j(t)‖22 + ε−2
ˆ t
0
‖(I−P)f j‖2ν +
ˆ t
0
|f j |22
. ε−1
ˆ t
0
|r|22 +
ˆ t
0
‖ν− 12 (I−P)g‖22 + ε−2
ˆ t
0
‖Pg‖22 + ‖f0‖22.
(3.3.17)
Since ‖Pf j(s)‖22 . ‖f j(s)‖22, integrating (3.3.17) from 0 to t, we haveˆ t
0
‖Pf j‖22 .t ε−1
ˆ t
0
|r|22 +
ˆ t
0
‖ g√
ν
‖22 + ‖f0‖22.
Thus, we conclude that, for j ≫ 1 and 0 < ε≪ 1,
‖f j(t)‖22 + ε−2
ˆ t
0
‖f j(s)‖2ν +
ˆ t
0
|f j|22 .ε,t ε−1
ˆ t
0
|r|22 +
ˆ t
0
‖ g√
ν
‖22 + ‖f0‖22. (3.3.18)
By taking a weak limit, we obtain a weak solution f to (3.3.2) with the same bound (3.3.18).
Taking difference, we have
∂t[f
j − f ] + ε−1v · ∇x[f j − f ] + ε 1√
µ
Φ · ∇v(√µ[f j − f ]) + ε−2L[f j − f ] = 0,
[f j − f ]− = Pγ [f j − f ] + ε
j
Pγf
j, [f j − f ](0) = 0.
Applying (3.3.18) with r = εjPγf
j we obtain
‖f j(t)− f(t)‖22 + ε−1
ˆ t
0
‖f j(s)− f(s)‖2νds+
ˆ t
0
|f j(s)− f(s)|22ds .t
1
j
ˆ t
0
|Pγf j|2 → 0.
We thus construct f as a L2 solution to (3.3.2).
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Step 3. Final estimate. To conclude our proposition, let y(t) ≡ eλtf(t). We multiply (3.3.2) by
eλt, so that y satisfies
∂ty + ε
−1v · ∇xy + 1√
µ
εΦ · ∇v(√µy) + ε−2Ly = λy + eλtg, y|γ− = Pγy+ + eλtr. (3.3.19)
By the Green’s identity,
1
2
‖y(t)‖22 + ε−2
ˆ t
0
‖(I−P)y(s)‖2ν + ε−1
ˆ t
0
|(1− Pγ)y(s)|22,+
≤λ
ˆ t
0
‖y(s)‖22 + ‖y(0)‖22 + ε−1
ˆ t
0
eλs|r|22 +
ˆ t
0
eλs‖ν− 12 (I−P)g‖22
+ ε−2
ˆ t
0
eλs‖g‖22 +
1
2
ε
ˆ t
0
ˆ
Ω×R3
ελs|Φ||v||y|2.
From (3.3.2) we know that
˜
Ω×R3 y
√
µ =
˜
Ω×R3(λy+ e
λtg)
√
µ = 0,
´
γ−
eλtr
√
µdγ = 0. Applying
Lemma 3.9 to (3.3.19), we deduce
ˆ t
0
‖Py(s)‖2νds . G(t) −G(0) + ε−2
ˆ t
0
‖(I−P)y(s)‖2νds+
ˆ t
0
eλs‖g‖22ds
+ λ
ˆ t
0
‖y‖22ds+ ε−1
ˆ t
0
{|(1− Pγ)y(s)|22,+ + eλs|r|22}ds,
where G(t) . ε‖y(t)‖22.
Using the trace theorem and the boundary condition, as Step 2, we obtain
ˆ t
0
|Pγy|22,+ . ‖y(0)‖22 +
ˆ t
0
‖e
λsg√
ν
‖22 +
ˆ t
0
‖Py‖22 + ε−2
ˆ t
0
‖(I−P)y‖2ν +
ˆ t
0
|(1− Pγ)y|22,+,
ˆ t
0
|y|22,− .
ˆ t
0
|y|22,+ +
ˆ t
0
|eλτr|22,+.
All together, for 0 < λ≪ 1 and 0 < ε≪ 1, we conclude (3.3.4). 
3.4. L∞ Estimate. The main goal of this section is to prove the following:
Proposition 3.10. Let f satisfies[
ε∂t + v · ∇x + ε2Φ · ∇v + ε−1C0〈v〉
]|f | ≤ ε−1Kβ|f |+ |g|,∣∣f |γ−∣∣ ≤ Pγ |f |+ |r|, ∣∣f |t=0∣∣ ≤ |f0|. (3.4.1)
Then, for w(v) = eβ
′|v|2 with 0 < β′ ≪ β,
‖ε 12wf(t)‖∞ . ‖ε 12wf0‖∞ + sup
0≤s≤∞
‖ε 12wr(s)‖∞ + ε 32 sup
0≤s≤∞
‖〈v〉−1wg(s)‖∞
+ sup
0≤s≤t
‖Pf(s)‖L6(Ω) + ε−1 sup
0≤s≤t
‖(I−P)f(s)‖L2(Ω×R3),
(3.4.2)
and
‖ε 12wf(t)‖∞ . ‖ε 12wf0‖∞ + sup
0≤s≤∞
‖ε 12wr(s)‖∞ + ε 32 sup
0≤s≤∞
‖〈v〉−1wg(s)‖∞
+ ε−1 sup
0≤s≤t
‖f(s)‖L2(Ω×R3).
(3.4.3)
We define the stochastic cycles for the unsteady case. Note that from (3.1.5), x˜b(x, v) =
xb(x, v).
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Definition 3.11. Define, for free variables vk ∈ R3, from (3.1.5)
t˜1 = t− t˜b(x, v) = t− εtb(x, v),
x˜1 = Y (t˜1; t, x, v) = x˜b(x, v) = xb(x, v) = x1,
t˜2 = t− t˜b(x, v) − t˜b(x1, v1) = t− εtb(x, v) − εtb(x1, v1),
x˜2 = Y (t˜2; t˜1, x1, v1) = x˜b(x1, v1) = xb(x1, v1) = x2,
...
t˜k+1 = t˜k − t˜b(xk, vk) = t˜k − εtb(xk, vk),
x˜k+1 = Y (t˜k+1; t˜k, xk, vk) = x˜b(xk, vk) = xb(xk, vk) = xk+1.
and
t− t˜1 = εtb(x, v) = ε(t− t1),
t− t˜2 = εtb(x, v) + εtb(x1, v1) = ε(t− t2),
...
t− t˜k = ε(t− tk).
Set
Ycl(s; t, x, v) :=
∑
k
1[t˜k+1,t˜k)(s)Y (s; t˜k, xk, vk),
Wcl(s; t, x, v) :=
∑
k
1[t˜k+1,t˜k)(s)W (s; t˜k, xk, vk).
Clearly
[Ycl(s; t, x, v),Wcl(s; t, x, v)] = [Xcl(t− t− s
ε
; t, x, v), Vcl(t− t− s
ε
; t, x, v)]. (3.4.4)
The following lemma is a generalized version of Lemma 23 of [30].
Lemma 3.12 ([30]). Assume Φ = Φ(x) ∈ C1. For sufficiently large T0 > 0, there exist constant
C1, C2 > 0, independent of T0, such that for k = C1T
5/4
0 ,
sup
(t,x,v)∈[0,εT0]×Ω¯×R3
ˆ
∏k−1
ℓ=1 Vℓ
1t˜k(t,x,v1,v2,··· ,vk−1)>0Π
k−1
ℓ=1 dσℓ <
{1
2
}C2T 5/40
. (3.4.5)
Proof. Since t˜k(εT0, x, v, v1, v2, · · · , vk−1) = t˜k(t, x, v, v1, v2, · · · , vk−1)+{εT0−t}, for 0 ≤ t ≤ εT0,
1t˜k(t,x,v,v1,v2,··· ,vk−1)>0 ≤ 1t˜k(εT0,x,v,v1,v2,··· ,vk−1)>0 = 1εT0−t˜k(εT0,x,v,v1,v2,··· ,vk−1)<εT0 .
Note that, from Definition 3.11, for any T1, T2 > 0{
T1 − t˜k(T1, x, v, v1, v2, · · · , vk−1)
}
= t˜b(x, v) + t˜b(x1, v1) + · · ·+ t˜b(xk−1, vk−1)
= εtb(x, v) + εtb(x1, v1) + · · ·+ εtb(xk−1, vk−1) = ε
{
T2 − tk(T2, x, v, v1, v2, · · · , vk−1)
}
.
Therefore, with T1 = εT0 and T2 = T0,
εT0 > εT0 − t˜k(εT0, x, v, v1, v2, · · · , vk−1) = ε{T0 − tk(T0, x, v, v1, v2, · · · , vk−1)},
and
1εT0−t˜k(εT0,x,v,v1,v2,··· ,vk−1)<εT0 = 1T0−tk(T0,x,v,v1,v2,··· ,vk−1)<T0 = 1tk(T0,x,v,v1,v2,··· ,vk−1)>0.
Hence,
sup
(t,x,v)∈[0,εT0]×Ω¯×R3
ˆ
∏k−1
j=1 Vj
1t˜k(t,x,v,v1,v2,··· ,vk−1)>0Π
k−1
j=1dσj
≤ sup
(x,v)∈Ω¯×R3
ˆ
∏k−1
j=1 Vj
1tk(T0,x,v,v1,v2,··· ,vk−1)>0Π
k−1
j=1dσj .
This proves (3.4.5). 
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Now we are ready to prove the main result of this section:
Proof of Proposition 3.10. Define, for w(v) and h as (2.2.8).
Then, from (3.4.1),
[
∂t + ε
−1v · ∇x + εΦ · ∇v + ε−2C0〈v〉+ εΦ · ∇vw
w
]|ε 12h|
≤ ε−2
ˆ
R3
kβ˜(v, u)|ε
1
2h(u)|du+ ε− 12 |wg|.
(3.4.6)
We have the boundary condition as (2.2.10).
Step 1. We claim, for t ∈ [nεT0, (n+ 1)εT0] with all n ∈ N and T0 in Lemma 3.12
|ε 12h(t, x, v)|
≤ CT 5/20 e−
C0(t−nεT0)
ε2 ‖ε 12 h(nεT0)‖∞ + CT0ε
1
2 sup
0≤s≤t
‖wr(s)‖∞ + CT0T 5/20 ε
3
2 ‖〈v〉−1wg(s)‖∞
+ CT
5/2
0 sup
nεT0≤s≤(n+1)εT0
‖Pf(s)‖L6(Ω)
+ CT
5/2
0 ε
−1 sup
nεT0≤s≤(n+1)εT0
‖(I−P)f(s)‖L2(Ω×R3)
+
[
CT
5/4
0
{1
2
}C2T 5/40
+ o(1)CT
5/2
0
]
sup
nεT0≤s≤(n+1)εT0
‖ε 12h(s)‖∞,
(3.4.7)
and
|ε 12 h(t, x, v)|
≤ CT 5/20 e−
C0(t−nεT0)
ε2 ‖ε 12 h(nεT0)‖∞ + ε 12 sup
0≤s≤t
‖wr(s)‖∞ + CT 5/20 ε
3
2 ‖〈v〉−1wg(s)‖∞
+ CT
5/2
0
1
ε
sup
nεT0≤s≤(n+1)εT0
‖f(s)‖L2(Ω×R3)
+
[
CT
5/4
0
{1
2
}C2T 5/40
+ o(1)CT
5/2
0
]
sup
nεT0≤s≤(n+1)εT0
‖ε 12 h(s)‖∞.
(3.4.8)
We first prove (3.4.7). From (3.4.6), for t˜1(t, x, v) < s ≤ t,
d
ds
[
e−
´
t
s
C0
ε2
〈V (t− t−τε ;t,x,v)〉dτε
1
2hℓ+1(s,Xcl(t− t− s
ε
; t, x, v), Vcl(t− t− s
ε
; t, x, v))
]
≤ e−
´ t
s
C0
ε2
〈V (t− t−τε ;t,x,v)〉dτ 1
ε2
ˆ
R3
kβ˜(Vcl(t−
t− s
ε
; t, x, v), v′)|ε 12h(s,Xcl(t− t− s
ε
; t, x, v), v′)|dv′
+e−
´ t
s
C0
ε2
〈V (t− t−τε ;t,x,v)〉dτε−
1
2 |wg(s,Xcl(t− t− s
ε
; t, x, v), Vcl(t− t− s
ε
; t, x, v))|.
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Along the stochastic cycles, for k = C1T
5/4
0 , we deduce the following estimate:
|ε 12 hℓ+1(t, x, v)|
≤ 1{t˜1(t,x,v)<0}e−
´
t
0
C0〈Vcl(t−
t−τ
ε
;t,x,v)〉
ε2
dτ |ε 12hℓ+1(0, Xcl(t− t
ε
; t, x, v), Vcl(t− t
ε
; t, x, v))|(3.4.9)
+
ˆ t
max {0,t˜1(t,x,v)}
ds
e−
´ t
s
C0〈Vcl(t−
t−τ
ε
;t,x,v)〉
ε2
dτ
ε2
×
ˆ
R3
dv′ kβ˜(Vcl(t−
t− s
ε
; t, x, v), v′)
∣∣ε 12 hℓ(s,Xcl(t− t− s
ε
; t, x, v), v′)
∣∣ (3.4.10)
+
ˆ t
max {0,t˜1(t,x,v)}
ds
e−
´ t
s
C0〈Vcl(t−
t−τ
ε
;t,x,v)〉
ε2
dτ
ε2
×ε2ε− 12 |wg(s,Xcl(t− t− s
ε
; t, x, v), Vcl(t− t− s
ε
; t, x, v))| (3.4.11)
+ 1{t˜1(t,x,v)≥0}e
− ´ t
t˜1(t,x,v)
C0〈Vcl(t−
t−τ
ε
;t,x,v)〉
ε2
dτ
ε
1
2 |wr(t˜1(t, x, v), x1(x, v), v1(x, v))| (3.4.12)
+ 1{t˜1(t,x,v)≥0}
e
− ´ t
t˜1(t,x,v)
C0〈Vcl(t−
t−τ
ε
;t,x,v)〉
ε2
dτ
w˜(v1)
ˆ
Πk−1j=1 Vj
H,
where H is given by
k−1∑
l=1
1t˜l+1≤0<t˜l
∣∣ε 12h(0, Xcl(t˜l − t˜l
ε
; t˜l, xl, vl), Vcl(t˜l − t˜l
ε
; t˜l, xl, vl))
∣∣
×Πl−1m=1
w˜(vm)
w˜(Vcl(t˜m+1 − t˜m+1ε ; vm))
dΣl(0) (3.4.13)
+
k−1∑
l=1
ˆ t˜l
max{0,t˜l+1}
dτ1t˜l>0
1
ε2
ˆ
R3
kβ˜(Vcl(t˜l −
t˜l − τ
ε
; t˜l, xl, vl), u)
×
∣∣ε 12 h(τ,Xcl(t˜l − t˜l − τ
ε
; t˜l, xl, vl), u)
∣∣Πl−1m=1 w˜(vm)
w˜(Vcl(t˜m+1 − t˜m+1ε ; vm))
dudΣl(τ) (3.4.14)
+
k−1∑
l=1
ˆ t˜l
max{0,t˜l+1}
1t˜l>0Π
l−1
m=1
w˜(vm)
w˜(Vcl(t˜m+1 − t˜m+1ε ; vm))
×ε− 12 ∣∣wg(τ,Xcl(t˜l − t˜l − τ
ε
; t˜l, xl, vl), Vcl(t˜l − t˜l − τ
ε
; t˜l, xl, vl))
∣∣dΣl(τ)dτ (3.4.15)
+
k−1∑
l=1
1t˜l>0ε
1
2w(vl)|r(t˜l, xl+1, vl)|Πl−1m=1
w˜(vm)
w˜(Vcl(t˜m+1 − t˜m+1ε ; vm))
dΣl(t˜l+1) (3.4.16)
+ 1t˜k>0|ε
1
2h(t˜k, xk, vk−1)|Πk−2m=1
w˜(vm)
w˜(Vcl(t˜m+1 − t˜m+1ε ; vm))
dΣk−1(t˜k), (3.4.17)
where w˜(Vcl(t˜m+1 − t˜m+1ε ; vm)) = w˜(Vcl(t˜m+1 − t˜m+1ε ; t˜m, xm, vm)) and dΣk−1(t˜k) is evaluated at
s = t˜k of
dΣl(s) := {
k−1∏
j=l+1
dσj}{e−
´
t˜l
s
C0〈Vcl(t˜l−
t˜l−τ
ε
;t˜l,xl,vl)〉
ε2
dτ w˜(vl)dσl}
×
l−1∏
j=1
{e−
´ t˜j
t˜j+1
C0〈Vcl(t˜j−
t˜j−τ
ε
;t˜j ,xj,vj)〉
ε2
dτ
dσj}.
(3.4.18)
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We note that
|Vcl(t˜m − t˜m+1 − tm
ε
; t˜m, xm, vm)− vm| ≤ t˜m+1 − t˜m
ε
ε2‖Φ‖∞ ≤ εT0,
Hence for εT0 < 1, we have
w˜(vm)
w˜(Vcl(t˜m+1 − t˜m+1ε ; t˜m, xm, vm))
. 1. (3.4.19)
From our choice k = C1T
5/4
0 ,
(3.4.9) + (3.4.13) . C1T
5/4
0 e
−C0
ε2
t‖ε 12h0‖∞, (3.4.12) + (3.4.16) . C1T 5/40 ε sup
0≤s≤t
‖ε 12wr(s)‖∞,
and
(3.4.11) + (3.4.15)
. ε2ε−
1
2 sup
0≤s≤t
∥∥〈v〉wg(s)∥∥∞ × {
ˆ t
0
〈Vcl(t− t−sε ; t, x, v)〉
ε2
e−
´
t
s
C0〈Vcl(t−
t−τ
ε
;t,x,v)〉
ε2
dτds
+C1T
5/4
0 sup
l
ˆ t˜l
0
〈Vcl(t˜l − t˜l−τε ; t˜l, xl, vl)〉
ε2
e−
´ t˜l
s
C0〈Vcl(t˜l−
t˜l−τ
ε
;t˜l,xl,vl)〉
ε2
dτdτ
}
. C1T
5/4
0 ε
3
2 sup
0≤s≤t
∥∥〈v〉wg(s)∥∥∞ ×
ˆ t
0
d
ds
e−
´ t
s
C0〈Vcl(t−
t−τ
ε
;t,x,v)〉
ε2
dτds
. C1T
5/4
0 ε
3
2 sup
0≤s≤t
∥∥〈v〉wg(s)∥∥∞,
where we have used the fact that dσj is a probability measure of Vj .
Now we focus on (3.4.10) and (3.4.14). For N > 1, we can choose m = m(N) ≫ 1 and define
km(v, u) as (2.2.23). We split kβ˜(v, u) = [kβ˜(v, u)− km(v, u)] + km(v, u), and the first difference
would lead to a small contribution in (3.4.10) and (3.4.14) as, for N ≫T0 1,
k
N
sup
0≤s≤t
‖ε 12 h(s)‖∞ = C1T
5/4
0
N
sup
0≤s≤t
‖ε 12h(s)‖∞.
We further split the time integrations in (3.4.10) and (3.4.14) as [t˜l−κε2, t˜l] and [max{0, t˜l+1}, t˜l−
κε2]:
(3.4.10) =
ˆ t
t−κε2︸ ︷︷ ︸+
ˆ t−κε2
max{0,t˜1}
, (3.4.14) = 1{t˜1≥0}
ˆ
Πk−1j=1 Vj
k−1∑
l=1
{ ˆ t˜l
t˜l−κε2︸ ︷︷ ︸+
ˆ t˜l−κε2
max{0,t˜l+1}
}
.
The first small-in-time contributions of both (3.4.10) and (3.4.14), underbraced terms, are bounded
by
κε2
1
ε2
sup
v
ˆ
|v′|≤N
km(v, v
′)dv′ sup
0≤s≤t
‖ε 12h(s)‖∞ . κ sup
0≤s≤t
‖ε 12 h(s)‖∞,
C1T
5/4
0 κε
2 1
ε2
sup
v
ˆ
|v′|≤N
km(v, v
′)dv′ sup
0≤s≤t
‖ε 12h(s)‖∞ . κC1T 5/40 sup
0≤s≤t
‖ε 12 h(s)‖∞,
which would be small contribution if κ≪T0 1.
For (3.4.17), by Lemma 3.12,
(3.4.17) . sup
0≤s≤t
‖ε 12h(s)‖∞ sup
(t,x,v)∈[0,εT0]×Ω¯×R3
ˆ
∏k−1
j=1 Vj
1t˜k(t,x,v,v1,v2,··· ,vk−1)>0Π
k−1
j=1dσj .
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Then, by Lemma 3.12,
(3.4.17)
. {1 +O(ε)}C1T 5/40 sup
0≤s≤t
‖ε 12h(s)‖∞ sup
(x,v)∈Ω¯×R3
ˆ
∏k−1
j=1 Vj
1tk(T0,x,v,v1,v2,··· ,vk−1)>0Π
k−1
j=1dσj
.
{4
5
}C2T 5/40
sup
0≤s≤t
‖ε 12 h(s)‖∞.
Overall, for (t, x, v) ∈ [0, εT0]× Ω¯× R3,
|ε 12h(t, x, v)| .
ˆ t−κε2
max {0,t˜1(x,v)}
ds
e−
C0
ε2
(t−s)
ε2
ˆ
|v′|≤m
dv′
∣∣ε 12 h(s,Xcl(t− t− s
ε
; t, x, v), v′)
∣∣︸ ︷︷ ︸
+ 1{t˜1≥0}
e−
C0
ε2
(t−t˜1)
w˜(v)
ˆ
Πk−1j=1 Vj
k−1∑
ℓ=1
ˆ t˜ℓ−κε2
max{0,t˜ℓ+1}
1t˜ℓ>0
1
ε2
×
ˆ
|v′′|≤m
∣∣ε 12 h(τ,Xcl(t˜ℓ − t˜ℓ − τ
ε
; t˜ℓ, xℓ, vℓ), v
′′)
∣∣︸ ︷︷ ︸dv′′dΣℓ(τ)dτ
+ CT
5/4
0
{
e−
C0
ε2
tε
1
2 ‖h0‖∞ + ε 12 sup
0≤s≤t
‖wr(s)‖∞ + ε− 12 sup
0≤s≤t
‖〈v〉wg(s)‖∞
}
+ o(1)CT
5/4
0 sup
0≤s≤t
‖ε 12h(s)‖∞ +
{4
5
}C2T 5/40
sup
0≤s≤t
‖ε 12 h(s)‖∞.
(3.4.20)
Note that the similar estimate holds for the underbraced terms in (3.4.20). We plug these
estimates into the underbraced terms of (3.4.20) to conclude
|ε 12hℓ+1(t, x, v)| ≤ I1 + I2 + I3.
Here, using w(u) .m 1 for |u| ≤ m,
I1 .m
ˆ t−κε2
max {0,t˜1}
ds
e−
C0
ε2
(t−s)
ε2
ˆ
|v′|≤m
dv′
ˆ s−κε2
max{0,t˜′1}
ds′
e−
C0(s−s
′)
ε2
ε2
ˆ
|u|≤m
du
× ∣∣ε 12h(s′, Xcl(s− s− s′
ε
; s,Xcl(t− t− s
ε
; t, x, v), v′), u)
∣∣
+
ˆ t−κε2
max {0,t˜1}
ds
e−
C0
ε2
(t−s)
ε2
ˆ
|v′|≤m
dv′ 1{t˜′1≥0}
e−
C0
ε2
(s−t˜′1)
w˜(v)
×
ˆ
Πk−1j=1 V
′
j
k−1∑
ℓ′=1
ˆ t˜′
ℓ′
−κε2
max{0,t˜′
ℓ′+1
}
1t˜′
ℓ′
>0
1
ε2
∣∣ε 12 h(τ,Xcl(t˜′ℓ′ − t˜′ℓ′ − τε ; t˜′ℓ′ , x′ℓ′ , v′ℓ′), u)∣∣dudΣℓ′(τ)dτ,
where
t˜′ℓ′ := t˜ℓ′(s,Xcl(t−
t− s
ε
; t, x, v), v′),
x′ℓ′ := xℓ′(Xcl(t−
t− s
ε
; t, x, v), v′), v′ℓ′ := vℓ′(Xcl(t−
t− s
ε
; t, x, v), v′).
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Moreover
I2 .m 1{t˜1≥0}
e−
C0
ε2
(t−t˜1)
w˜(v)
ˆ
Πk−1j=1 Vj
k−1∑
ℓ=1
ˆ t˜ℓ−κε2
max{0,t˜ℓ+1}
dΣℓ(τ)dτ 1t˜ℓ>0
1
ε2
ˆ
|v′′|≤m
dv′′
×
ˆ τ−κε2
max {0,t˜′′1 }
ds′′
e−
C0
ε2
(τ−s′′)
ε2
ˆ
|u|≤m
du
∣∣ε 12h(s′′, Xcl(τ − τ − s′′
ε
; τ,Xcl(t˜ℓ − t˜ℓ − τ
ε
; t˜ℓ, xℓ, vℓ), v
′′), u
)∣∣
+ 1{t˜1≥0}
e−
C0
ε2
(t−t˜1)
w˜(v)
ˆ
Πk−1j=1Vj
k−1∑
ℓ=1
ˆ t˜ℓ−κε2
max{0,t˜ℓ+1}
dΣℓ(τ)dτ 1t˜ℓ>0
1
ε2
ˆ
|v′′|≤m
dv′′
× 1t˜′′1≥0
e−
C0
ε2
(τ−t˜′′1 )
w˜(v′′)
ˆ
∏k−1
j=1 V
′′
j
k−1∑
ℓ′′=1
ˆ t˜′′
ℓ′′
−κε2
max{0,t˜′′
ℓ′′+1
}
1t˜′′
ℓ′′
>0
1
ε2
×
ˆ
|u|≤m
∣∣ε 12h(τ ′′, Xcl(t˜′′ℓ′′ − t˜′′ℓ′′ − τ ′′ε ; t˜′′ℓ′′ , x′′ℓ′′ , v′′ℓ′′), u)∣∣dudΣ′′ℓ′′(τ ′′)dτ ′′,
where
t˜′′ℓ′′ := t˜ℓ′′(τ,Xcl(t˜ℓ −
t˜ℓ − τ
ε
; t˜ℓ, xℓ, vℓ), v
′′),
x′′ℓ′′ := xℓ′′(Xcl(t˜ℓ −
t˜ℓ − τ
ε
; t˜ℓ, xℓ, vℓ), v
′′), v′′ℓ′′ := vℓ′′(Xcl(t˜ℓ −
t˜ℓ − τ
ε
; t˜ℓ, xℓ, vℓ), v
′′).
Furthermore
I3 . CT
5/2
0
{
e−
C0
ε2
t‖ε 12 h0‖∞ + ε 12 sup
0≤s≤t
‖wr(s)‖∞ + ε 32 sup
0≤s≤t
‖〈v〉wg(s)‖∞
}
+o(1)CT
5/2
0 sup
0≤s≤t
‖ε 12h(s)‖∞ + T 5/40
{1
2
}C2T 5/40
sup
0≤s≤t
‖ε 12h(s)‖∞.
This bound of I3 is already included in the RHS of (3.4.7) and (3.4.8).
Now we focus on I1 and I2. Consider the change of variables
v′ℓ′ 7→ Xcl(t˜′ℓ′ −
t˜′ℓ′ − τ
ε
; t˜′ℓ′ , x
′
ℓ′ , v
′
ℓ′).
For 0 ≤ t˜′ℓ′ ≤ τ − κε2 ≤ τ ≤ εT0,
∂Xi(t˜
′
ℓ′ −
t˜′
ℓ′
−τ
ε ; t˜
′
ℓ′)
∂v′j
= − t˜
′
ℓ′ − τ
ε
δij +
ˆ t˜′
ℓ′
− t˜
′
ℓ′
−τ
ε
t˜′
ℓ′
dτ ′
ˆ τ ′
t˜′
ℓ′
dτ ′′ε2
∑
m
∂mΦi(X(τ
′′; t˜′ℓ′))
∂Xm
∂v′j
(τ ′′; t˜′ℓ′)
= − t˜
′
ℓ′ − τ
ε
δij +O(1)‖Φ‖C1ε2(
t˜′ℓ′ − τ
ε
)3eCΦ
|t˜′
ℓ′
−τ|
ε
= − t˜
′
ℓ′ − τ
ε
[
δij +O(1)‖Φ‖C1ε2T 20 eCΦT0
]
,
and therefore
det∇v′
ℓ′
Xcl(t˜
′
ℓ′ −
t˜′ℓ′ − τ
ε
; t˜′ℓ′ , x
′
ℓ′ , v
′
ℓ′) =
(−t˜′ℓ′ + τ
ε
)3
det
(
δij +O(1)‖Φ‖C1ε2T 20 eCΦT0
)
& κ3ε3.
We have similar change of variables for v′′ℓ′′ 7→ Xcl(t˜′′ℓ′′ −
t˜′′
ℓ′′
−τ ′′
ε ; t˜
′′
ℓ′′ , x
′′
ℓ′′ , v
′′
ℓ′′), v
′ 7→ Xcl(s −
s−s′
ε ; s,Xcl(t− t−sε ; t, x, v), v′), and v′′ 7→ Xcl(τ − τ−s
′′
ε ; τ,Xcl(t˜ℓ − t˜ℓ−τε ; t˜ℓ, xℓ, vℓ), v′′).
Hence,
I1 + I2 . T
5/2
0
1
ε
sup
0≤s≤t
‖f(s)‖L2(Ω×R3),
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where we applied the above change of variables as
ˆ
R3
ˆ
|u|≤m
km
(
Vcl(t˜
′′
ℓ′′ −
t˜′′ℓ′′ − τ ′′
ε
; t˜′′ℓ′′ , x
′′
ℓ′′ , v
′′
ℓ′′), u
)∣∣f(τ ′′, Xcl(t˜′′ℓ′′ − t˜′′ℓ′′ − τ ′′ε ; t˜′′ℓ′′ , x′′ℓ′′ , v′′ℓ′′), u)∣∣dudv′′ℓ′′
≤
[¨
{|u|≤m}×R3
1
|Vcl(t˜′′ℓ′′−
t˜′′
ℓ′′
−τ′′
ε ;t˜
′′
ℓ′′
,x′′
ℓ′′
,v′′
ℓ′′
)|≤m
dudv′′ℓ′′
]1/2
×
[ˆ
v′′
ℓ′′
ˆ
u
∣∣f(τ ′′, Xcl(t˜′′ℓ′′ − t˜′′ℓ′′ − τ ′′ε ; t˜′′ℓ′′ , x′′ℓ′′ , v′′ℓ′′), u)∣∣2dudv′′ℓ′′
]1/2
.m
[ˆ
Ω
ˆ
u
∣∣f(τ ′′, y, u)∣∣2 1
κ3ε3
dudy
]1/2
.m
1
ε3/2
‖f(τ ′′)‖L2(Ω×R3),
where we have used 1
|Vcl(t˜′′ℓ′′−
t˜′′
ℓ′′
−τ′′
ε ;t˜
′′
ℓ′′
,x′′
ℓ′′
,v′′
ℓ′′
)|≤m
≤ 1|v′′
ℓ′′
|≤2m and
|v′′ℓ′′ | ≤ |Vcl(t˜′′ℓ′′ −
t˜′′ℓ′′ − τ ′′
ε
; t˜′′ℓ′′ , x
′′
ℓ′′ , v
′′
ℓ′′)|+ ε2‖Φ‖∞
|t˜′′ℓ′′ − τ ′′|
ε
≤ m+ ε2‖Φ‖∞T0 ≤ 2m.
Moreover
I1 + I2 . T
5/2
0 sup
0≤s≤t
‖Pf(s)‖L6(Ω) ++T 5/20
1
ε
sup
0≤s≤t
‖(I−P)f(s)‖L2(Ω×R3),
where we have used the above change of variables for Pf as
ˆ
v′′
ℓ′′
ˆ
u
∣∣Pf(τ ′′, Xcl(t˜′′ℓ′′ − t˜′′ℓ′′ − τ ′′ε ; t˜′′ℓ′′ , x′′ℓ′′ , v′′ℓ′′))ψ(u)∣∣dudv′′ℓ′′
.m
[ˆ
v′′
ℓ′′
ˆ
u
∣∣Pf(τ ′′, Xcl(t˜′′ℓ′′ − t˜′′ℓ′′ − τ ′′ε ; t˜′′ℓ′′ , x′′ℓ′′ , v′′ℓ′′))∣∣2dv′′ℓ′′
]1/2
.m
[ˆ
Ω
∣∣Pf(τ ′′, y)∣∣6 1
κ3ε3
dy
]1/6
.m
1
ε
1
2
‖S1f(τ ′′)‖L6(Ω).
All together we prove our claims (3.4.7) and (3.4.8).
Step 2. Applying (3.4.7) successively,
‖ε 12 h(nεT0)‖∞
≤ CT 5/20 e−
C0T0
ε ‖ε 12 h((n− 1)εT0)‖∞ + sup
(n−1)εT0≤s≤nεT0
D(s)
≤
[
CT
5/2
0 e
−C0T0ε
]2
‖ε 12h((n− 2)εT0)‖∞ +
1∑
j=0
[
CT
5/2
0 e
−C0T0ε
]j
sup
(n−2)εT0≤s≤nεT0
D(s)
...
≤
[
CT
5/2
0 e
−C0T0ε
]n
‖ε 12h0‖∞ +
n−1∑
j=0
[
CT
5/2
0 e
−C0T0ε
]j
sup
0≤s≤nεT0
D(s),
where
D(s) := ‖ε 12wr(s)‖∞ + CT 5/20 ‖〈v〉−1ε
3
2wg(s)‖∞ + CT 5/20 ‖Pf(s)‖L6(Ω)
+CT
5/2
0
1
ε
‖(I−P)f(s)‖L2(Ω×R3) +
[
CT
5/4
0
{1
2
}C2T 5/40
+ o(1)CT
5/4
0
]‖ε 12h(s)‖∞.
Clearly
∑
j
[
CT
5/2
0 e
−C0T0ε
]j
<∞.
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Combining the above estimate with (3.4.7), for t ∈ [nεT0, (n + 1)εT0], and absorbing the last
term,
CT
5/2
0 e
−C0(t−nεT0)
ε2
n−1∑
j=0
[
CT
5/2
0 e
−C0T0ε
]j[
CT
5/4
0
{1
2
}C2T 5/40
+ o(1)CT
5/4
0
]
sup
0≤s≤t
‖ε 12h(s)‖∞
.
T
5/2
0
1− CT 5/20 e−
C0T0
ε
[
CT
5/4
0
{1
2
}C2T 5/40
+ o(1)CT
5/2
0
]× sup
0≤s≤t
‖ε 12 h(s)‖∞ . o(1)× sup
0≤s≤t
‖ε 12h(s)‖∞,
where we used
T
5/2
0
[
CT
5/4
0
{1
2
}C2T 5/40
+ o(1)CT
5/2
0
]≪ 1,
to conclude (3.4.2). Similarly we can prove (3.4.3). 
3.5. L6 estimate.
Proposition 3.13. Let f satisfy the assumptions of Proposition 3.8. Then
sup
0≤s≤t
‖eλsPf‖L6x . λ‖f0‖2 + ε−1‖(I−P)f0‖ν + ε−
1
2 ‖(1− Pγ)f0‖2,γ
+Dλ(t)
1
2 + (λ+ ε)Eλ(t)
1
2 + ‖eλtr‖L∞t L2(γ) + ‖ε
3
2 eλt〈v〉−1wr‖L∞t L∞(γ) + ‖eλtν−
1
2 g‖L∞t L2x,v
+ε
3
2 ‖eλt〈v〉−1wg‖L∞t,x,v + λε
3
2 ‖eλt〈v〉−1wf‖L∞t,x,v + ε
5
2 ‖eλt〈v〉−1wft‖L∞t,x,v .
Proof. By moving ε∂tf on the right hand side of (3.3.2), we can use (2.3.85) to obtain, for any
t > 0
‖Peλtf‖L6x,v ≤ ε−1‖(I−P)eλtf‖ν + ε−
1
2 |eλt(1− Pγ)f |L2(γ)+ |eλtr|L2(γ) + |ε
1
2 eλt〈v〉−1wr|L∞(γ)
+ ‖eλtν− 12 [λf + g − εft]‖L2xv + ε
3
2 ‖eλt〈v〉−1w[λf + g − εft]‖L∞xv . (3.5.1)
Since
sup
s∈[0,t]
ε−2‖(I−P)eλsf‖2ν ≤ ε−2‖(I−P)f0‖2ν + 2ε−2
ˆ t
0
ds‖(I−P)eλsf‖ν‖(I−P)eλsft‖ν
≤ ε−2‖(I−P)f0‖2ν + Dλ(t), (3.5.2)
and, similarly
sup
s∈[0,t]
ε−1‖eλt(1−Pγ)f‖22,γ ≤ ε−1‖(1−Pγ)f0‖22,γ+2ε−1
ˆ t
0
ds‖eλs(1−Pγ)f‖2,γ‖(I−P)eλs(1−Pγ)ft‖2,γ
≤ ε−1|(1− Pγ)f0|2,γ + Dλ(t), (3.5.3)
the first two terms in the right hand side of (3.5.1) are bounded by
ε−1‖(I−P)f0‖ν + ε−1/2|(1− Pγ)f0|2,γ +
√
Dλ(t).
The third and fourth terms in the right hand side of (3.5.1) are bounded by
|eλtr|L∞t L2(γ) + ε
1
2 eλt〈v〉−1wr|L∞t L∞(γ).
We have
‖eλtν− 12 [λf + g − εft]‖2L2t,x,v ≤ λ‖f0‖
2
2 + (λ+ ε)D(t) + ‖eλtν−
1
2 g‖2L∞t L2xv ,
and
ε
3
2 ‖eλt〈v〉−1w[λf+g−εft]‖L∞t,x,v ≤ ε
3
2 λ‖eλt〈v〉−1wf‖L∞t,x,v+ε
5
2 ‖eλt〈v〉−1wft‖L∞t,x,v+ε
3
2 ‖eλt〈v〉−1wg‖L∞t,x,v .
Collecting the bounds we conclude the proof. 
60 R. ESPOSITO, Y. GUO, C. KIM, AND R. MARRA
Corollary 3.14. For λ and ε sufficiently small we have
sup
0≤s≤t
‖eλsPf‖L6x .
λ‖f0‖2 + λε‖ε 12wf0‖∞ + ε2‖ε 12wft(0)‖∞ + ε−1‖(I−P)f0‖ν + ε− 12 ‖(1− Pγ)f0‖2,γ
+
√
Dλ(t) + (λ+ 2ε)
√
Eλ(t) + ‖eλtr‖L∞t L2(γ) + ‖ε
3
2 eλt〈v〉−1wr‖L∞t L∞(γ)
+‖eλtν− 12 g‖L∞t L2x,v + ε
3
2 ‖eλt〈v〉−1wg‖2L∞t,x,v + sup
0≤s≤∞
‖ε 52wrt(s)‖∞ + ε 72 ‖〈v〉−1wgt(s)‖∞.
Proof. We use (3.4.2) to bound
λε
3
2 ‖eλt〈v〉−1wf‖2L∞t,x,v ≤ λε‖ε
1
2wf0‖∞ + λε sup
0≤s≤∞
‖ε 12wr(s)‖∞ + λεε 32 sup
0≤s≤∞
‖〈v〉−1wg(s)‖∞
+ λε sup
0≤s≤t
‖Pf(s)‖L6(Ω) + λεε−1 sup
0≤s≤t
‖(I−P)f(s)‖L2(Ω×R3) (3.5.4)
and (3.5.2) to bound the last term with
√
Dλ(t). Moreover, we use (3.4.3) written for ft to bound
ε
5
2 ‖eλt〈v〉−1wft‖L∞t,x,v ≤ ε2‖ε
1
2wft(0)‖∞ + ε2 sup
0≤s≤∞
‖ε 12wrt(s)‖L∞t,x,v + ε2ε
3
2 ‖〈v〉−1wgt(s)‖∞
+ ε‖eλtft‖L∞t L2xv , (3.5.5)
and we bound the last term with ε
√
Eλ(t). Combining previous estimates we conclude the proof.

3.6. Estimates of the Collision Operators.
Lemma 3.15. Given f and g in L2, assume that, for t > 0
|ai(f)| ≤ S1f(t, x) + S2f(t, x) + S3f(t, x), |ai(g)| ≤ S1g(t, x) + S2g(t, x) + S3g(t, x),
where Sif,Sig ≥ 0 and ai(f) are defined as [a0, a1, a2, a3, a4] = [a, b1, b2, b3, c] in (1.2.10).
Then
‖ν− 12Γ±(f, g)‖L2t,x,v
. ε
1
2 [ε
1
2 ‖wg‖L∞t,x,v ]{[ε−1‖ν−
1
2 (I−P)f‖L2t,x,v ] + ε−1‖eλtS3f‖L2t,x,v}
+ ‖Pg‖L∞t L6x‖S1f‖L2tL3x + ε1/4[ε1/2‖g‖∞]1/2‖Pg‖
1/2
L∞t L
6
x,v
[ε−1/2‖S2f‖
L2tL
12
5
x
]
+ ε
1
2 [ε
1
2 ‖wf‖L∞t,x,v ][ε−1‖ν−
1
2 (I−P)g‖L2t,x,v ]
(3.6.1)
and
‖ν− 12Γ±(f, g)‖L2t,x,v
. ε
1
2 [ε
1
2 ‖wg‖∞]
{
[ε−1‖eλtS3f‖L2t,x,v ] + [ε−1‖(I−P)f‖L2t,x,v ]
}
+ ‖Pg‖L∞t L6x,v‖S1f‖L2tL3x
+ ε1/4[ε1/2‖eλtg‖∞]1/2‖eλtPg‖1/2L∞t L6x,v [ε
−1/2‖eλtS2f‖
L2tL
12
5
x
]
+ [ε−1‖(I−P)g‖L∞t L2x,v ]1/3[ε
1
2 ‖wg‖2/3∞ ]‖Pf‖L2tL3x,v ,
(3.6.2)
and
‖ν− 12Γ±(f, g)‖L2t,x,v
. ε
1
2 [ε
1
2 ‖wg‖L∞t,x,v ]{[ε−1‖ν−
1
2 (I−P)f‖L2t,x,v ] + ε−1‖eλtS3f‖L2t,x,v}
+ ε1/4[ε1/2‖wg‖∞]1/2‖Pg‖1/2L∞t L6x,v [ε
−1/2‖S2f‖
L2tL
12
5
x
]
+
{
‖Pg‖L∞t L6x + [ε1/2‖wg‖∞]2/3
[√
Dλ[g](∞) + ε−1‖(I−P)g|t=0‖ν
]1/3}
‖S1f‖L2tL3x .
(3.6.3)
STATIONARY SOLUTIONS TO THE BOLTZMANN EQUATION. . . 61
Proof. First we prove (3.6.1). We decompose
|f(t, x, v)| ≤ |Pf(t, x, v)|+ |(I−P)f(t, x, v)|, (3.6.4)
and |g(t, x, v)| in the same way. We use the same decomposition of (2.4.2) replacing the L2x,v norm
with L2t,x,v norm.
The first two terms of the RHS of (2.4.2) is bounded by
ε‖wg‖L∞t,x,v‖ν−1/2Γ±(ε−1|(I−P)f |, w−1)‖L2t,x,v + ε‖wf‖L∞t,x,v‖ν−1/2Γ±(ε−1|(I−P)g|, w−1)‖L2t,x,v
. ε
1
2 [ε
1
2 ‖wg‖L∞t,x,v ][ε−1‖ν−
1
2 (I−P)f‖L2t,x,v ] + ε
1
2 [ε
1
2 ‖wf‖L∞t,x,v ][ε−1‖ν−
1
2 (I−P)g‖L2t,x,v ].
To bound the last term of (2.4.2) we note that
|Pf | . ν2√µ
[ 3∑
i=1
Sif
]
. (3.6.5)
From ‖ν−1/2Γ(µ0+, µ0+)‖Lpv <∞, we get, for any 1 ≤ p ≤ ∞
‖ν−1/2Γ±(|Sif |ν2√µ, |Pg|)‖L2t,x,v .
∥∥Sif‖Pg‖Lpv∥∥L2t,x .
We estimate
∥∥Sif‖Pg‖Lpv∥∥L2t,x for i = 1, 2, 3:
‖S1f‖Pg‖L6v‖L2t,x .
∥∥‖S1f‖L3x‖Pg‖L6x,v∥∥L2t . ‖S1f‖L2tL3x‖Pg‖L∞t L6x,v ,∥∥S2f‖Pg‖L6v∥∥L2t,x . ∥∥‖S2f‖L 125x ‖Pg‖L12x L6v∥∥L2t ≤ ‖S2f‖L2tL 125x ‖Pg‖L∞t L12x L6v
. ‖S2f‖
L2tL
12
5
x
ε−
1
4
√
‖Pg‖L∞t L6x,vε
1
2 ‖g‖L∞t,x,v ,∥∥S3f‖Pg‖L∞v ∥∥L2t,x . ‖S3f‖L2t,x‖g‖∞.
By collecting the estimates we obtain the estimate (3.6.1).
Now we prove (3.6.2). All the estimates are same as (3.6.1) except
‖ν−1/2Γ±(|Pf |, |(I−P)g|)‖L2t,x,v . (3.6.6)
By Holder inequality,
(3.6.6) . ‖Pf‖L2tL3x,v‖ν−
1
2 (I−P)g‖L∞t L6x,v
. ‖Pf‖L2tL3x,v [ε
1
2 ‖g‖∞]2/3[ε−1‖ν− 12 (I−P)g‖L∞t L2x,v ]1/3.
The proof of (3.6.3) is same as the proof of (3.6.1) except (3.6.6). By (3.6.5),
(3.6.6) . ‖S1f‖L2tL3x‖ν−
1
2 (I−P)g‖L∞t L6x,v + [ε−
1
2 ‖S2f‖
L2tL
12
5
x
][ε
1
2 ‖wg‖∞]
+ε
1
2 [ε−1‖S3f‖L2t,x,v ][ε
1
2 ‖g‖∞]
. ‖S1f‖L2tL3x [ε−1‖ν−
1
2 (I−P)g‖L∞t L2x,v ]1/3[ε
1
2 ‖g‖∞]2/3
+[ε−
1
2 ‖S2f‖
L2tL
12
5
x
][ε
1
2 ‖wg‖∞] + ε 12 [ε−1‖S3f‖L2t,x,v ][ε
1
2 ‖wg‖∞].
Using (3.5.2), we deduce
ε−1‖ν− 12 (I−P)g‖L∞t L2x,v . ε−1‖ν−
1
2 (I−P)g0‖L2x,v +
√
D0[g](∞).
By collecting the terms we prove (3.6.3). 
In order to estimate Γ(f, ∂tg) we will need the following commutation property:
Lemma 3.16. For t ≥ 0, the
∂t(S1f) ≤ S1(∂tf), ∂t(S2f) ≤ S2(∂tf). (3.6.7)
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Proof. From the definition of S1f(t, x) in (3.2.1),
∂t[S1f(t, x)] = 2
ˆ
R3
sgn(fδ(t, x, v))∂tfδ(t, x, v)ν
2
√
µ(v)dv.
From the definition of fδ in (3.2.4), for t ≥ 0
∂tfδ(t, x, v)|t≥0
= [1− χ(n(x) · v
δ
)χ
( ξ(x)
δ
)
]χ(δ|v|){1t∈[0,∞)∂tf(t, x, v) + 1t∈(−∞,0]χ′(t)f0(x, v)}∣∣t≥0
= [1− χ(n(x) · v
δ
)χ
( ξ(x)
δ
)
]χ(δ|v|)1t∈[0,∞)∂tf(t, x, v)
= [1− χ(n(x) · v
δ
)χ
( ξ(x)
δ
)
]χ(δ|v|){1t∈[0,∞)∂tf(t, x, v) + 1t∈(−∞,0]χ(t)∂tf0(x, v)}∣∣t≥0
= [∂tf ]δ(t, x, v)|t≥0.
Therefore, for t ≥ 0,
∂t[S1f(t, x)] ≤ 2
ˆ
R3
|∂tfδ(t, x, v)|ν2
√
µ(v)dv ≤ 2
ˆ
R3
|[∂tf ]δ(t, x, v)|ν2
√
µ(v)dv
= S1∂tf(t, x).
Similarly we show the second inequality. 
3.7. Global-in-Time Validity.
Proof of Theorem 1.3. For the construction of the solution and the energy estimate, we con-
sider f˜ ℓ(t, x, v) solving, for ℓ ∈ N,
∂t[e
λtf˜ ℓ+1] + ε−1v · ∇x[eλtf˜ ℓ+1] + εΦ · ∇v[eλtf˜ ℓ+1] + ε−2L[eλtf˜ ℓ+1]
= λ[eλtf˜ ℓ+1] + ε−1Lfw+fs [e
λtf˜ ℓ] + e−λtε−1Γ(eλtf˜ ℓ, eλtf˜ ℓ) + ε
Φ · v
2
[eλtf˜ ℓ+1],
eλtf˜ ℓ+1|γ− = Pγeλtf˜ ℓ+1 + εeλtQf˜ ℓ, eλtf˜ ℓ+1|t=0 = f˜0.
(3.7.1)
Here we set f˜0(t, x, v) := 0.
Clearly f˜ ℓt := ∂tf˜
ℓ, with f˜t,0 = ∂tf˜(0) solves
∂t[e
λtf˜ ℓ+1t ] + ε
−1v · ∇x[eλtf˜ ℓ+1t ] + εΦ · ∇v[eλtf˜ ℓ+1t ] + ε−2L[eλtf˜ ℓ+1t ]
= λ[eλtf˜ ℓ+1t ] + ε
−1Lfw+fs [e
λtft] + e
−λtε−1[Γ(eλtf˜ ℓt , e
λtf˜ ℓ) + Γ(eλtf˜ ℓ, eλtf˜ ℓt )] + ε
Φ · v
2
[eλtf˜ ℓ+1t ],
eλtf˜ ℓ+1t (t, x, v)|γ− = Pγeλtf˜ ℓ+1t + εeλtQf˜ ℓt , eλtf˜ ℓ+1t |t=0 = ∂tf˜0.
(3.7.2)
As in the steady case, from (1.4.24) and
´
n·v≷0Mw|n · v|dv = 1 =
´
n·v≷0
√
2πµ|n · v|dv,
P
(
ε−1Lfs f˜ + ε
−1Γ(f˜ , f˜)
)
= 0,
ˆ
R3
ˆ
n·v<0
Qf˜{n · v}dv = 0.
Note that Proposition 3.8 guarantees the solvability of such linear problems (3.7.1) and (3.7.2).
Now define the quantity that we want to bound in the iteration scheme of (3.7.1):
[[[f˜ ℓ]]] :=
√
Eλ[f˜ ℓ](∞) +
√
Dλ[f˜ ℓ](∞) + ε 12 ‖eλtf˜ ℓ‖∞ + ε 32 ‖ελt∂tf˜ ℓ‖∞ + ‖eλtPf˜ ℓ‖L∞t L6x,v
+ ‖S1f˜ ℓ‖L2tL3x + ‖S1f˜ ℓt ‖L2tL3x + ε−
1
2 ‖S2f˜ ℓ‖
L2tL
12
5
x
+ ε−
1
2 ‖S2f˜ ℓt ‖
L2tL
12
5
x
,
(3.7.3)
where S1f˜
ℓ and S2f˜
ℓ are defined in (3.2.33). For the sake of simplicity temporally we denote
E ℓλ = Eλ[f˜
ℓ](∞) and Dℓλ = Dλ[f˜ ℓ](∞).
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For 0 < η0 ≪ 1 and 0 < c0 ≪ 1, we assume (induction hypothesis) that
sup
0≤j≤ℓ
[[[f˜ j]]] < η0, ‖f˜0‖L2x,v + ‖f˜0‖L∞x,v + ‖∂˜tf0‖L2x,v + ‖∂˜tf0‖L∞x,v < c0η0,
‖Pfs‖L6x + [ε−1‖(I−P)fs‖L2x,v ] < η0.
(3.7.4)
The condition for the steady solution fs can be achieved by choosing further smaller ‖ϑw‖
H
1
2 (∂Ω)
+
‖Φ‖H1(Ω) in Theorem 1.2.
In order to show that (3.7.4) holds for all ℓ, it suffice to show that (3.7.4) holds for j = ℓ + 1.
Throughout Step 1 to Step 4 we claim
[[[f˜ ℓ+1]]] ≤ [[[f˜ ℓ]]]2 + o(1)[[[f˜ ℓ+1]]] + o(1). (3.7.5)
This clearly proves (3.7.4) for all ℓ.
Step 1. We prove the crucial estimates involving operator Γ. We apply (3.7.4) repeatedly.
Applying (3.6.1) with f = eλtf˜ ℓ = g,
‖ν− 12 e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓ)‖L2t,x,v . (1 + ε1/4 + ε1/2)[[[f˜ ℓ]]]2. (3.7.6)
Again applying (3.6.3) with f = eλtf˜ ℓ, g = eλtf˜ ℓt ,
‖ν− 12 e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓt )‖L2t,x,v (3.7.7)
. ε
1
2 [ε
1
2 ‖eλtwf˜ ℓ‖L∞t,x,v ]{[ε−1‖ν−
1
2 eλt(I−P)f˜ ℓt ‖L2t,x,v ] + ε−1‖eλtS3f˜ ℓt ‖L2t,x,v}
ε1/4[ε1/2‖eλtf˜ ℓ‖∞]1/2‖eλtPf˜ ℓ‖1/2L∞t L6x,v [ε
1/2‖weλtf˜ ℓ‖∞][ε−1/2‖eλtS2f˜ ℓt ‖
L2tL
12
5
x
]
+
{
‖eλtPf˜ ℓ‖L∞t L6x + [ε1/2‖weλtf˜ ℓ‖∞]2/3
[√
Dλ[f˜ ℓ](∞) + ε−1‖(I−P)f0‖ν
]1/3}
‖eλtS1f˜ ℓt ‖L2tL3x
. (1 + ε
1
2 )[[[f˜ ℓ]]]2 + c0η0[[[f˜
ℓ]]]. (3.7.8)
Recall (1.4.24). Applying (3.6.2) with g = (fw+fs) and f = e
λtf˜ ℓ,
‖ν− 12Lfw+fseλtf˜ ℓ‖L2t,x,v . (1 + ε
1
4 + ε
1
2 )η0[[[f˜
ℓ]]].
. ε
1
2 [ε
1
2 ‖wg‖∞]
{
[ε−1‖eλtS3f‖L2t,x,v ] + [ε−1‖(I−P)f‖L2t,x,v ]
}
+ ‖Pg‖L∞t L6x,v‖S1f‖L2tL3x
+ ε1/4[ε1/2‖g‖∞]1/2‖Pg‖1/2L∞t L6x,v [ε
−1/2‖eλtS2f‖
L2tL
12
5
x
]
+ [ε−1‖(I−P)g‖L∞t L2x,v ]1/3[ε
1
2 ‖wg‖2/3∞ ]‖Pf‖L2tL3x,v ,
(3.7.9)
Again applying (3.6.2) with f = (fw+fs) and g = e
λtf˜ ℓt ,
‖ν− 12Lfw+fseλtf˜ ℓt ‖L2t,x,v . (1 + ε
1
4 + ε
1
2 )η0[[[f˜
ℓ]]]. (3.7.10)
Step 2. From (3.3.4), (1.3.7), (3.7.6), (3.7.9), (3.7.8), and (3.7.10)
‖eλtf˜ ℓ+1(t)‖22 +
1
ε
ˆ t
0
|eλs(1− Pγ)f˜ ℓ+1|22 +
1
ε2
ˆ t
0
‖eλs(I−P)f˜ ℓ+1‖2ν +
ˆ t
0
‖eλsPf˜ ℓ+1‖22
. ‖f˜ ℓ+1(0)‖22 + ε−1
ˆ t
0
|eλsεQf˜ ℓ|22,− +
ˆ t
0
e−λs‖ν− 12Γ(eλsf˜ ℓ, eλsf˜ ℓ)‖22 +
ˆ t
0
‖ν− 12Lfw+fseλsf˜ ℓ‖22
. (c0η0)
2 + ε‖ϑw‖∞[[[f˜ ℓ]]]2 + [[[f˜ ℓ]]]4 + η20 [[[f˜ ℓ]]]4,
and
‖eλtf˜ ℓ+1t (t)‖22 +
1
ε
ˆ t
0
|eλs(1− Pγ)f˜ ℓ+1t |22 +
1
ε2
ˆ t
0
‖eλs(I−P)f˜ ℓ+1t ‖2ν +
ˆ t
0
‖eλsPf˜ ℓ+1t ‖22
. ‖f˜ ℓ+1t (0)‖22 + ε−1
ˆ t
0
|eλsεQf˜ ℓt |22,− +
ˆ t
0
e−λs‖ν− 12Γ(eλsf˜ ℓt , eλsf˜ ℓ)‖22 +
ˆ t
0
‖ν− 12Lfw+fseλsf˜ ℓt ‖22
. (c0η0)
2 + ε‖ϑw‖∞[[[f˜ ℓ]]]2 + [[[f˜ ℓ]]]4 + η20 [[[f˜ ℓ]]]4.
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Therefore we conclude
E
ℓ+1
λ + D
ℓ+1
λ .
{
[[[f˜ ℓ]]]2 + o(1)[[[f˜ ℓ]]] + o(1)(η0)
}2
. (3.7.11)
Step 3. We apply Proposition 3.4 to (3.7.1): Set
f = eλtf˜ ℓ+1,
g = −ε−1L[eλtf˜ ℓ+1] + ελ[eλtf˜ ℓ+1] + Lfw+fs [eλtf˜ ℓ] + e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓ) + ε2
Φ · v
2
[eλtf˜ ℓ+1].
Then, from (3.7.6) and (3.7.9),
‖S1eλtf˜ ℓ+1‖L2tL3x + ε−
1
2 ‖S2eλtf˜ ℓ+1‖
L2tL
12
5
x
.
∥∥w−1[− ε−1L[eλtf˜ ℓ+1] + ελ[eλtf˜ ℓ+1] + Lfw+fs [eλtf˜ ℓ] + e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓ) + ε2Φ · v2 [eλtf˜ ℓ+1]
]∥∥
L2t,x,v
+‖eλtf˜ ℓ+1‖L2t,x,v + ‖eλtf˜ ℓ+1‖L2tL2γ + ‖f0‖L2x,v + ‖[v · ∇x + ε2Φ · ∇v]f0‖L2x,v + ‖f0‖L2(γ)
. (1 + ελ+ ε2‖Φ‖∞)E ℓ+1λ + (c0η0 + [[[f˜ ℓ]]])[[[f˜ ℓ]]] + c0η0.
From (3.7.11)
‖S1eλtf˜ ℓ+1‖L2tL3x + ε−
1
2 ‖S2eλtf˜ ℓ+1‖
L2tL
12
5
x
. [[[f˜ ℓ]]]2 + o(1)η0. (3.7.12)
Similarly, we apply Proposition 3.4 to (3.7.2): Set
f = eλtf˜ ℓ+1t ,
g = −ε−1L[eλtf˜ ℓ+1t ] + ελ[eλtf˜ ℓ+1t ] + Lfw+fs [eλtf˜ ℓt ] + e−λt[Γ(eλtf˜ ℓt , eλtf˜ ℓ) + Γ(eλtf˜ ℓ, eλtf˜ ℓt )]
+ε2
Φ · v
2
[eλtf˜ ℓ+1t ].
Then
‖S1eλtf˜ ℓ+1t ‖L2tL3x + ε−
1
2 ‖S2eλtf˜ ℓ+1t ‖L2tL3x . [[[f˜ ℓ]]]2 + o(1)η0. (3.7.13)
Step 4. We apply Proposition 3.10 to (3.7.1): Set f = eλtf˜ ℓ+1. Note ε−1Leλtf˜ ℓ+1 = ε−1ν(v)eλtf˜ ℓ+1−
ε−1
´
R3
k(v, u)eλtf˜ ℓ+1(u)du with ν(v) ∼ 〈v〉 and |k(v, u)| . kβ(v, u). Moreover,
ε−1ν(v)− ελ− εΦ · v
2
& ε−1C〈v〉 − ελ− ε‖Φ‖∞|v| & ε−1C0〈v〉.
Therefore (3.4.1), the condition of Proposition 3.10, is satisfied with the following setting
g = Lfs [e
λtf˜ ℓ] + e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓ), r = εeλtQf˜ ℓ f0 = f˜0.
By Proposition 3.10, from (3.4.2),
ε
1
2 ‖eλtwf˜ ℓ+1‖L∞t,x,v
. ε
1
2 ‖wf˜ ℓ+1(0)‖∞ + ε 12 max
0≤j≤ℓ
sup
0≤t≤∞
ε‖eλtwf˜ j‖∞ + ε sup
0≤t≤∞
ε1/2‖eλtwQf˜ ℓ‖∞
+ ε
3
2 sup
0≤t≤∞
∥∥wν−1[Lfw+fs [eλtf˜ ℓ] + Γ(eλtf˜ ℓ, eλtf˜ ℓ)]∥∥∞
+ ‖eλsPf˜ ℓ+1(s)‖L∞t L6x +
1
ε
‖eλs(I−P)f˜ ℓ+1(s)‖L∞t L2x,v .
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Using |wΓ±(w−1, w−1)| . 〈v〉 . ν, we obtain
ε
3
2 sup
0≤t≤∞
∥∥wν−1e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓ)∥∥∞ . ε1/2[ sup
0≤t≤∞
‖ε 12weλtf˜ ℓ‖∞]2|ν−1wΓ(w−1, w−1)|
. ε1/2[ sup
0≤t≤∞
‖ε 12weλtf˜ ℓ‖∞]2 . ε1/2[[[f˜ ℓ]]]2,
|ε 32wν−1Lfw+fs(eλtf˜ ℓ)| . ε
1
2 |wν−1Γ±(ε 12 (fw+fs), eλtε 12 f˜ ℓ)|
. ε
1
2 ‖wε 12 (fw+fs)‖∞‖weλt[ε 12 f˜ ℓ]‖∞|ν−1wΓ±(w−1, w−1)| . ε 12 ‖wε 12 (fw+fs)‖∞‖wε 12 f˜ ℓ‖∞
. ε1/2η0[[[f˜
ℓ]]].
Using Corollary 3.14 with f = eλtf˜ ℓ+1, g =
[
e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓ) + e−λtLfse
λtf˜ ℓt
]
, r = eλtεQf˜ ℓ
and gt = ε
−λtΓ(eλtf˜ ℓ, eλtf˜ ℓt ) + e
−λtΓ(eλtf˜ ℓt , e
λtf˜ ℓ) + e−λtLfse
λtf˜ ℓt , rt = e
λtεQf˜ ℓt , we have
‖Pf˜ ℓ+1eλt‖L∞t L6x ≤ λ‖f0‖2 + ε−1‖(I−P)f0‖ν + ε−
1
2 ‖(1− Pγ)f0‖2,γ
+Dℓ+1λ (t)
1
2 + (λ+ 2ε)E ℓ+1λ (t)
1
2 + ‖eλtεeλtQf˜ ℓ‖L∞t L2(γ) + ‖ε
3
2 eλt〈v〉−1wεeλtQf˜ ℓ‖L∞t L∞(γ)
+‖eλtν− 12 [e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓ) + e−λtLfw+fseλtf˜ ℓ]‖L∞t L2x,v
+ε
3
2 ‖eλt〈v〉−1w[e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓ) + e−λtLfw+fseλtf˜ ℓ]‖L∞t,x,v + ε 52 ‖eλt〈v〉−1wεQf˜ ℓ‖L∞t,γ
+ε
7
2 ‖〈v〉w[e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓt ) + e−λtΓ(eλtf˜ ℓt , eλtf˜ ℓ) + e−λtLfw+fseλtf˜ ℓt ]‖L∞t ,x,v.
By (3.7.6)−(3.7.10), and (3.7.11),
ε
1
2 ‖eλtwf˜ ℓ+1‖L∞t,x,v + ‖Pf˜ ℓ+1eλt‖2L∞t L6x . [[[f˜
ℓ]]]2 + o(1)η0. (3.7.14)
Now we consider ∂tf˜
ℓ+1. Apply Proposition 3.10 to (3.7.2): Set f = eλtf˜ ℓ+1t . Note ε
−1Leλtf˜ ℓ+1t =
ε−1ν(v)eλtf˜ ℓ+1t −ε−1
´
R3
k(v, u)eλtf˜ ℓ+1t (u)du with ν(v) ∼ 〈v〉 and |k(v, u)| . kβ(v, u). For Propo-
sition 3.10 we set
g = Lfw+fs [e
λtf˜ ℓt ] + e
−λtΓ(eλtf˜ ℓt , e
λtf˜ ℓ) + e−λtε1/2Γ(eλtf˜ ℓ, eλtf˜ ℓt ),
r = εeλt∂tQf˜
ℓ
t , f0 = ∂tf˜0.
From (3.4.3),
ε
1
2 ‖eλtwf˜ ℓ+1t ‖L∞t,x,v
. ε
1
2 ‖wf˜ ℓ+1t (0)‖∞ + ε
1
2 ε‖weλtQf˜t‖L∞t,γ +
1
ε
‖eλtf˜ ℓ+1t (t)‖L∞t L2x,v
+ε
3
2 sup
0≤t≤∞
∥∥wν−1[Lfw+fs [eλtf˜ ℓt ] + e−λtΓ(eλtf˜ ℓt , eλtf˜ ℓ) + e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓt )]∥∥∞.
From |wΓ±(w−1, w−1)| . 〈v〉 . ν,
ε
3
2 sup
0≤t≤∞
∥∥wν−1e−λtΓ(eλtf˜ ℓt , eλtf˜ ℓ)∥∥∞ + ε 32 sup
0≤t≤∞
∥∥wν−1e−λtΓ(eλtf˜ ℓ, eλtf˜ ℓt )∥∥∞
. ε1/2[‖ε 12weλtf˜ ℓ‖∞][‖ε 32weλtf˜ ℓt ‖∞]|ν−1wΓ(w−1, w−1)|
. ε1/2[‖ε 12weλtf˜ ℓ‖∞][‖ε 12weλtf˜ ℓt ‖∞],
|ε 32wν−1Lfw+fseλtf˜ ℓt | . ε
1
2 ‖w(fw+fs)‖∞‖weλtε 12 f˜ ℓt ‖∞.
Altogether
ε
3
2 ‖eλtwf˜ ℓ+1t ‖L∞t,x,v . ε
3
2 ‖wf˜ ℓ+1t (0)‖∞ + ε
3
2 ‖ϑw‖∞‖eλtwf˜ ℓt ‖∞ + ‖ελtf˜ ℓ+1t ‖L∞t L2x,v
+ε
3
2 [‖ε 12weλtf˜ ℓ‖∞][‖ε 12weλtf˜ ℓt ‖∞ + ‖w(fw+fs)‖∞‖weλtε
1
2 f˜ ℓt ‖∞],
and therefore
ε
3
2 ‖eλtwf˜ ℓ+1t ‖L∞t,x,v < [[[f˜ ℓ]]]2 + o(1)η0. (3.7.15)
Collecting (3.7.11), (3.7.12), (3.7.13), (3.7.14), and (3.7.15), we prove the claim (3.7.5).
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Step 5. We repeat Step1 ∼ Step4 for R˜ℓ+1 − R˜ℓ to show that R˜ℓ is Cauchy sequence in L∞ ∩ L2
for fixed ε. Now we pass a limit ℓ → ∞ in L∞ ∩ L2 to conclude the existence. The proof of
uniqueness is standard. (See [18] for details)
Step 6. The proof that the components of the limit f˜1 satisfy the unsteady INSF system 1.4.22 is
achieved similarly to the steady case and will not be repeated here. 
3.8. Positivity of Solutions. In this section, we prove the non-negativity of Fs in the main
theorem. The proof is based on the asymptotical stability of Fs (Proposition 3.4) and the non-
negativity of unsteady solution.
Proof of the non-negativity of F (t, x, v) in Theorem 1.3 and Fs(x, v) in Theorem 1.1.
We use the positivity-preserving sequence as in [30, 18]. Set F 0(t, x, v) = F0(x, v) ≥ 0 and for
ℓ ≥ 0
∂tF
ℓ+1 +
1
ε
v · ∇xF ℓ+1 + εΦ · ∇vF ℓ+1 + 1
ε2
ν(F ℓ)F ℓ+1 =
1
ε2
Q+(F
ℓ, F ℓ),
F ℓ+1(x, v)|γ− =Mw
ˆ
n(x)·u>0
F ℓ+1(x, u){n(x) · u}du, F ℓ+1(t, x, v)|t=0 = F0(x, v),
where ν(F )(v) =
´
R3
du
´
S2
dωB(v − u, ω)F (v∗).
Note that F ℓ+1 ≥ 0 for all ℓ by proof of Theorem 4 in page 807 of [30].
Step 1. We set F ℓ = µ + εf ℓ
√
µ and let F 0(t, x, v) := F0(x, v). We claim that, there exists
0 < T = T (‖εwf ℓ(t0)‖∞)≪ 1 and C1 = C1(T )≫ 1 for any t0 ≥ 0 such that
sup
t0≤t≤t0+ε2T
‖εwf ℓ+1(t)‖∞ ≤ C1
{‖εwf ℓ+1(t0)‖∞ + ( sup
t0≤t≤t0+ε2T
‖εwf ℓ(t)‖∞
)2
+O(ε2)‖A‖∞
}
.
(3.8.1)
It suffices to show (3.8.1) for t0 = 0. Clearly (3.8.1) holds for ℓ = 0. Now we assume (3.8.1) for
0 ≤ l ≤ ℓ.
Clearly, f ℓ+1 solves
∂tf
ℓ+1 + ε−1v · ∇xf ℓ+1 + εΦ · ∇vf ℓ+1 + εΦ · v
2
f ℓ+1 + ε−2νf ℓ+1 − ε−2Kf ℓ
= ε−1Γ+(f ℓ, f ℓ)− ε−1ν(f ℓ√µ)f ℓ+1 +A,
f ℓ+1|t=0 = f0,
(3.8.2)
where A = 2Φ · v√µ. The boundary condition is given by
f ℓ+1|γ− = Pγf ℓ+1 + εQf ℓ+1. (3.8.3)
Define hℓ(t, x, v) := w(v)−1f ℓ(t, x, v). Note that
νˇ(v) := ν(v)− ε‖Φ‖∞|v|
2
− εν(√µ)‖wf ℓ‖L∞t,x,v ≥
ν(v)
2
& 〈v〉.
We define kˇ such that
´
R3
kˇ(v, u)w(v)w(u)f
ℓ(u)du = Kf ℓ+εν(f ℓ
√
µ)[fw]
√
µ−ε[Γ+(fw, f ℓ)+Γ+(f ℓ, fw)].
Then kˇ(v, u) . kβ(v, u).
Then, for t˜1 ≤ s ≤ t
d
ds
[|εhℓ+1(s, Ycl(s; t, x, v),Wcl(s; t, x, v))|e− ´ ts ε−2νˇ(Wcl(τ ;t,x,v))dτ]
.
{
ε−2
ˆ
R3
kβ(Wcl(s; t, x, v), u)|εhℓ(s, Ycl(s; t, x, v), u)|du
+ε−2〈Wcl(s; t, x, v)〉‖εhℓ(s)‖2∞ + |A|
}
e−
´ t
s
ε−2νˇ(Wcl(τ ;t,x,v))dτ
.
{
1 + 〈Wcl(s; t, x, v)〉‖εhℓ(s)‖∞
}‖εhℓ(s)‖∞ε−2e− ´ ts ε−2νˇ(Wcl(τ ;t,x,v))dτ
+‖A‖∞ε2ε−2e−
´
t
s
ε−2νˇ(Wcl(τ ;t,x,v))dτ ,
where we used the fact
´
R3
kβ(Wcl(s; t, x, v), u)du . 1 and wΓ(
εhℓ
w ,
εhℓ
w )(v) . 〈v〉‖εhℓ‖2∞.
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Then, for t ∈ [0, ε2T ],
|εhℓ+1(t, x, v)|
. 1{t˜1<0}e
−CT ||εhℓ+1(0)‖∞
+
ˆ t
max {0,t˜1(x,v)}
ds
e−
´
t
s
νˇ(V
cl
(t− t−τ
ε
;t,x,v))
ε2
dτ
ε2
×
{
(1 + 〈Vcl(t− t− s
ε
; t, x, v)〉)‖εhℓ(s)‖∞)‖εhℓ(s)‖∞ + ε2‖A‖∞
}
+ 1{t˜1≥0}e
− ´ t
t˜1
ν˜(V
cl
(t− t−τ
ε
;t,x,v))
ε2
dτ
O(ε)µ(v˜1)
1
2− + 1{t˜1≥0}
e
− ´ t
t˜1
ν˜(t− t−τ
ε
;t,x,v)
ε2
dτ
w˜(v1)
ˆ
Πk−1j=1Vj
H,
where H is given by
k−1∑
l=1
1t˜l+1≤0<t˜l‖εhℓ+1(0)‖∞Πl−1m=1
w˜(vm)
w˜(Vcl(t˜m+1 − t˜m+1ε ; vm))
dΣl(0)
+
k−1∑
l=1
ˆ t˜l
max{0,t˜l+1}
1t˜l>0
{
(1 + 〈Vcl(t− t− τ
ε
; t, x, v)〉)‖εhℓ(τ)‖∞‖εhℓ(τ)‖∞ + ε2‖A‖∞
}
×Πl−1m=1
w˜(vm)
w˜(Vcl(t˜m+1 − t˜m+1ε ; vm))
dΣl(τ)dτ
+
k−1∑
l=1
1t˜l>0O(ε)µ(vl)
1
2−Πl−1m=1
w˜(vm)
w˜(Vcl(t˜m+1 − t˜m+1ε ; vm))
dΣl(t˜l+1)
+ 1t˜k>0‖εhℓ+1(t˜k)‖∞Πk−2m=1
w˜(vm)
w˜(Vcl(t˜m+1 − t˜m+1ε ; vm))
dΣk−1(t˜k),
and dΣk−1(t˜k) is evaluated at s = t˜k of
dΣl(s) := {Πk−1j=l+1dσj}{e−
´
t˜l
s
νˇ(V
cl
(t˜l−
t˜l−τ
ε
;t˜l,xl,vl))
ε2
dτ w˜(vl)dσl}Πl−1j=1{e
− ´ t˜j
t˜j+1
ν˜(V
cl
(t˜j−
t˜j−τ
ε
;t˜j ,xj,vj))
ε2
dτ
dσj}.
Recall (3.4.19). With the choice of k = C1T
5/4
0 (clearly 0 ≤ t ≤ ε2T ≪ εT0), for t ∈ [0, ε2T ],
|εhℓ+1(t, x, v)|
. C1T
5/4
0
{
e−CT ‖εhℓ+1(0)‖∞ + T sup
0≤s≤t
‖εhℓ(s)‖∞ + ε2‖A‖∞ +O(ε2)
+
ˆ t
0
νˇ(Vcl(t− t−sε ; t, x, v))
ε2
e−
´
t
s
νˇ(V
cl
(t− t−τ
ε
;t,x,v))
ε2
dτds︸ ︷︷ ︸
.1
× sup
0≤s≤t
‖εhℓ(s)‖2∞
}
+T
5/4
0
{1
2
}C2T 5/40
sup
0≤s≤t
‖εhℓ+1(s)‖∞.
For T0 ≫ 1, 0 < T ≪ 1, and 0 < ε≪ 1, we then established (3.8.1).
Using (3.8.1) with a small initial datum and an induction in ℓ, we deduce
sup
0≤t≤ε2T
‖εhℓ+1(t)‖∞ . ‖εh0‖∞ + ε2‖A‖∞ +O(ε2),
for C1 ≥ 10CT0 .
Step 2. From Step 2, wf ℓ → wf weak-∗ in L∞([0, ε2T ]× Ω× R3) up to subsequence. Clearly f
satisfies the bound (3.8.1). On the other hand, applyig the argument of previous step to f ℓ+1−f ℓ,
from (3.8.1) we can prove that wf ℓ is a Cauchy sequence in L∞([0, ε2T ]×Ω×R3). It is standard
to show that f solves (3.8.2) and (3.8.3) with f ℓ+1 = f = f ℓ. Therefore F = µ+ εϕ
√
µ solves the
Boltzmann equation with diffuse BC. Since the unique solution f has a uniform-in-time bound
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from Proposition 1.3, we can continue the Step 2 for [ε2T, 2ε2T ], [2ε2T, 3ε2T ], · · · , to conclude
wrℓ → wr in L∞(R+ × Ω× R3). Therefore F ℓ → F ≥ 0 a.e.
Step 3. Let, for sufficiently large m,
F0(x, v) = µ+
√
µε(fw + fs + f˜(0)) + µ
1
2+β
−
1|v|>m| log ε|.
Clearly, by the L∞ estimate of fs we have F (0) ≥ 0. Moreover, F0 satisfies the assumptions of
Theorem 1.2. By Theorem 1.2, we have ‖F (t) − Fs‖L2 . e−λt. Then, as t → ∞, for any non
negative test function ψ(x, v),¨
Ω×R3
Fs(x, v)ψ(x, v)dxdv
=
¨
Ω×R3
F (t, x, v)ψ(x, v)dxdv +O(1)
¨
Ω×R3
|Fs(x, v)− F (t, x, v)|ψ(x, v)dxdv
≥ 0−O(1)‖F (t)− Fs‖L2(Ω×R3)
≥ 0.
This proves Fs(x, v) ≥ 0 a.e. 
3.9. Local-in-Time Validity.
Proof of Theorem 1.6. We fix a time interval [0, T ] and a L∞t C
2
x,v solution to the INSF system in
this interval with Dirichlet boundary conditions on ∂Ω. Under the assumptions of Theorem 1.6,
are well defined the functions
f1 =
√
µ[ρ+ u · v + θ |v|
2 − 3
2
],
(3.9.1)
f2 =
1
2
3∑
i,j=1
Aij [∂xiuj,s + ∂xjui,s] +
3∑
i=1
Bi∂xiθ − L−1[Γ(f1, f1)] +
|v|2 − 3
2
θ2
√
µ,
with θ2 = p−
ffl
p− θρ. We write the solution to the Boltzmann equation as
F = µ+ ε
√
µ[f1 + ε
2f2 + ε
1
2R],
so that R satisfies the equation
∂tR+ ε
−1v · ∇xR + εΦ · ∇vR+ ε−2LR
= ε−1Lf1+εf2R+ ε
−1/2Γ(R,R) + ε
Φ · v
2
R+ ε−1/2A,
(3.9.2)
where
A = −(I−P)[v · ∇x(f2 + f˜2)]− 2Γ(f1, f2)
− ε{∂tf2 +Φ · 1√
µ
∇v
[√
µ(f1 + εf2))
] − Γ(f2, f2)}, (3.9.3)
and the boundary condition
R|γ− = PγR+ εQR+ ε1/2r, (3.9.4)
where r := ε−1[µ−
1
2 Pwγ (f1
√
µ)− f˜1] + [µ− 12Pwγ (f2
√
µ)− f2].
We use the iteration scheme
∂tR
ℓ+1 + ε−1v · ∇xRℓ+1 + εΦ · ∇vRℓ+1 + ε−2LRℓ+1
= ε−1Lf1+εf2R
ℓ+1 + ε−1/2Γ(Rℓ, Rℓ) + ε
Φ · v
2
Rℓ+1 + ε−1/2A,
Rℓ+1|γ− = PγRℓ+1 + εQRℓ + ε1/2r, Rℓ+1|t=0 = R0.
(3.9.5)
Here we set R0(t, x, v) := R0(x, v
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Clearly Rℓt := ∂tR˜
ℓ solves
∂tR
ℓ+1
t + ε
−1v · ∇xRℓ+1t + εΦ · ∇vRℓ+1t + ε−2LRℓ+1t
= ε−1Lf1+εf2R
ℓ+1
t + ε
−1L∂tf1+ε∂tf2R
ℓ+1 + ε−1/2[Γ(Rℓt , R
ℓ) + Γ(Rℓ, Rℓt)]
+ ε
Φ · v
2
Rℓ+1t + ε
−1/2∂tA,
Rℓ+1t (t, x, v)|γ− = PγRℓ+1t + εQRℓt + ε1/2∂tr, Rℓ+1t |t=0 = ∂tR0.
(3.9.6)
We use
‖〈v〉−1/2Lf1+εf2Rℓ‖L2t ([0,t])L2x,v . ‖w[f1 + εf2]‖L∞t,x,v‖Rℓ‖L2t([0,t])L2x,v
‖〈v〉−1/2Lf1+εf2Rℓt‖L2t ([0,t])L2x,v . ‖w[f1 + εf2]‖L∞t,x,v‖Rℓt‖L2t([0,t])L2x,v ,
‖〈v〉−1/2L∂tf1+ε∂tf2Rℓ‖L2t ([0,t])L2x,v . ‖w[∂tf1 + ε∂tf2]‖L∞t,x,v‖Rℓ‖L2t ([0,t])L2x,v .
In all the estimates the time interval is restricted to [0, T ]. Let
K = max{‖w[f1 + εf2]‖L∞t,x,v , ‖w[∂tf1 + ε∂tf2]‖L∞t,x,v}.
We use Corollary 3.14 and Lemma 3.15 and repeat the Step 1 in Subsection 3.7. Step 2 is replaced
by the inequality
‖Rℓ+1(t)‖2L2x,v + ε
−1‖(1− Pγ)Rℓ+1‖2L2tL2(γ) + ε
−2
ˆ t
0
‖(I−P)Rℓ+1‖2ν
. ‖R0‖2L2x,v + K ‖R
ℓ+1‖L2t,x,v + ε
1
2 ‖Γ(Rℓ, Rℓ)‖2L2t,x,v + ε
1
2 ‖A‖2L2t,x,v + ‖r‖
2
L2tL
2
γ
. (3.9.7)
Using Gronwall’s inequality, we thus obtain for t ∈ [0, T ],
‖Rℓ+1(t)‖2L2x,v . Te
K tε
1
2 ‖Γ(Rℓ, Rℓ)‖2L∞t L2x,v + e
K t
{
T
[
ε
1
2 ‖A‖2L∞t L2x,v + ‖r‖
2
L∞t L
2
γ
]
+ ‖R0‖2L2x,v
}
.
(3.9.8)
A similar estimate holds for Rt. Steps 3 and 4 are the same as in Subsection 3.7, but for the
fact that the non linear term is multiplied by an extra factor ε
1
2 . We conclude that, for any fixed
T there is an ε(T ) such that TeK T ε
1
2 ≪ 1 and the inductive hypothesis holds for Rℓ+1 for any
ε ≤ ε(T ).
We repeat this process with R˜ℓ+1− R˜ℓ to show that R˜ℓ is a Cauchy sequence in L2∩L∞. Then
it is standard to conclude the existence and uniqueness. 
Appendix A. Extensions and Compactness
A.1. Extension.
Proof of Lemma 3.6.
Step 1. In the sense of distributions on [0,∞)× Ω× R3,
ε∂tfδ + v · ∇xfδ + ε2Φ · ∇vfδ
=
[
1− χ(n(x) · v
δ
)χ
(ξ(x)
δ
)]
χ(δ|v|)
× [1t∈[0,∞)g + 1t∈(−∞,0]χ(t){εχ′(t)
χ(t)
+ v · ∇x + ε2Φ · ∇v}f0(x, v)
]
+
[
1t∈[0,∞)f + 1t∈(−∞,0]χ(t)f0(x, v)
]{v · ∇x + ε2Φ · ∇v}([1− χ(n(x) · v
δ
)χ
( ξ(x)
δ
)
]χ(δ|v|)
)
.
(A.1.1)
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Note that,∣∣∣{v · ∇x + ε2Φ · ∇v}[1− χ(n(x) · v
δ
)χ
( ξ(x)
δ
)
]χ(δ|v|)
∣∣∣ (A.1.2)
=
∣∣∣− 1
δ
{v · ∇xn(x) · v + ε2Φ · n(x)}χ′
(n(x) · v
δ
)
χ
(ξ(x)
δ
)
χ(δ|v|)
− 1
δ
v · ∇xξ(x)χ′
(ξ(x)
δ
)
χ(
n(x) · v
δ
)χ(δ|v|) + ε2δΦ · v|v|χ
′(δ|v|)[1 − χ(n(x) · v
δ
)χ
(ξ(x)
δ
)
]
∣∣∣
≤ 4
δ
(|v|2‖ξ‖C2 + ε2‖Φ‖∞)χ(δ|v|) +
CΩ
δ
|v|χ(δ|v|) + ε2δ‖Φ‖∞1|v|≤2δ−1
. δ−31|v|≤2δ−1 .
This proves the second line of (3.2.13). Since
[
1 − χ(n(x)·vδ )χ( ξ(x)δ )
]
χ(δ|v|) ≤ 1, we prove the
first line of (3.2.13) directly.
Step 2. We claim that if 0 ≤ ξ(x) ≤ C˜δ4, |n(x) · v| > δ and |v| ≤ 1δ then either ξ(x˜f (x, v)) = C˜δ4
or ξ(x˜b(x, v)) = C˜δ
4.
To show this, if v · n(x) ≥ δ, we take s > 0, while if v · n(x) ≤ −δ then we take s < 0. From
(2.1.8),
ξ(X(s; 0, x, v)) = ξ(x) +
ˆ s
0
V (τ ; 0, x, v) · ∇xξ(X(τ ; 0, x, v))dτ
= ξ(x) +
ˆ s
0
{v +O(1)ε2‖Φ‖∞τ} · {∇xξ(x) +O(1)‖ξ‖C2(|v| + ε2‖Φ‖∞τ)τ}
= ξ(x) + v · ∇xξ(x)s +O(1)‖ξ‖C2
{|v|2s2 + ε2‖Φ‖∞s2 + ε2‖Φ‖∞|v|s3 + ε4‖Φ‖2∞s4}.
From ξ(x) ≥ 0,
ξ(X(s; 0, x, v)) ≥ δ|s|
{
1− ‖ξ‖C2
δ
[
|v|2|s|+ ε2‖Φ‖∞|s|+ ε2‖Φ‖∞|v‖s|2 + ε4‖Φ‖2∞|s|3
]}
≥ δ|s|
{
1− ‖ξ‖C2
δ
[ 1
δ2
|s|+ ε2‖Φ‖∞|s|+ ε2‖Φ‖∞ 1
δ
|s|2 + ε4‖Φ‖2∞|s|3
]}
≥ δ|s|
{
1−
[1
4
+
ε2δ2‖Φ‖∞
4
+
ε2δ4‖Φ‖∞
16
+
ε4δ8‖Φ‖2∞
64
]}
≥ δ|s|
2
, (A.1.3)
for 0 ≤ |s| ≤ δ34(1+‖ξ‖C2 ) and 0 < ε≪ 1. Therefore
ξ(Y (s; 0, x, v)) = ξ(X(
s
ε
; 0, x, v)) ≥ δ |s|
2ε
,
for all 0 ≤ |s| ≤ εδ34(1+‖ξ‖C2 ) with 0 < ε ≪ 1. Especially with εs∗ = +
εδ3
4(1+‖ξ‖C2 ) for n(x) · v > δ
and εs∗ = − εδ34(1+‖ξ‖C2 ) for n(x) · v < δ,
ξ(Y (s∗; 0, x, v)) > C˜δ4.
Therefore, by the intermediate value theorem, we prove our claim.
Step 3. We define fE(t, x, v) for (x, v) ∈ [R3\Ω¯]× R3:
fE(t, x, v) := fδ(t− εt∗b(x, v), x∗b(x, v), v∗b(x, v))χ
( ξ(x)
C˜δ4
)
χ
(
t∗b(x, v)
)
if x∗b(x, v) ∈ ∂Ω,
:= fδ(t+ εt
∗
f (x, v), x
∗
f (x, v), v
∗
f (x, v))χ
( ξ(x)
C˜δ4
)
χ
(
t∗f (x, v)
)
if x∗f (x, v) ∈ ∂Ω,
:= 0 if x∗b(x, v) /∈ ∂Ω and x∗f (x, v) /∈ ∂Ω.
(A.1.4)
We check that fE is well-defined. It suffices to prove the following:
If x∗
b
(x, v) ∈ ∂Ω and x∗
f
(x, v) ∈ ∂Ω
then fδ(t− εt∗b(x, v), x∗b(x, v), v∗b(x, v))χ
( ξ(x)
C˜δ4
)
= 0 = fδ(t+ εt
∗
f (x, v), x
∗
f (x, v), v
∗
f (x, v))χ
( ξ(x)
C˜δ4
)
.
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If |n(x∗
b
(x, v)) · v∗
b
(x, v)| ≤ δ or |v∗
b
(x, v)| ≥ 1δ then fδ(t − εt∗b(x, v), x∗b(x, v), v∗b(x, v)) = 0 due
to (3.2.5). If n(x∗
b
(x, v)) · v∗
b
(x, v) > δ and |v∗
b
(x, v)| ≤ 1δ then, due to Step 2, ξ(x∗f (x, v)) =
ξ(x∗
f
(x∗
b
(x, v), v∗
b
(x, v))) = C˜δ4 so that x∗
f
(x, v) /∈ ∂Ω.
On the other hand, if |n(x∗
f
(x, v))·v∗
f
(x, v)| ≤ δ or |v∗
f
(x, v)| ≥ 1δ then fδ(t+εt∗f (x, v), x∗f (x, v), v∗f (x, v)) =
0 due to (3.2.5). If n(x∗
f
(x, v)) ·v∗
f
(x, v) < −δ and |v∗
f
(x, v)| ≤ 1δ then, due to Step 2, ξ(x∗b(x, v)) =
ξ(x∗
b
(x∗
f
(x, v), v∗
f
(x, v))) = C˜δ4 so that x∗
b
(x, v) /∈ ∂Ω.
Note that
fE(t, x, v) = fδ(t, x, v) for all x ∈ ∂Ω. (A.1.5)
If x ∈ ∂Ω and n(x) · v > δ then (x∗
b
(x, v), v∗
b
(x, v)) = (x, v). From the definition (A.1.4), for those
(x, v), we have fE(t, x, v) = fδ(t, x, v). If x ∈ ∂Ω and n(x)·v < −δ then (x∗f (x, v), v∗f (x.v)) = (x, v).
From the definition (A.1.4), we conclude (A.1.5) again. Otherwise, if −δ < n(x) · v < δ then
fE |∂Ω ≡ 0 ≡ fδ|∂Ω.
Step 4. We claim that fE(x, v) ∈ L2([R3\Ω¯]× R3).
From the definition of (A.1.4), we have fE(x, v) ≡ 0 if x∗b(x, v) /∈ ∂Ω and x∗f (x, v) /∈ ∂Ω.
Therefore, from (A.1.4),
ˆ ∞
−∞
¨
[R3\Ω]×R3
|fE(t, x, v)|2dxdvdt
=
ˆ ∞
−∞
¨
[R3\Ω]×R3
1x∗
b
(x,v)∈∂Ω|fE |2 +
ˆ ∞
−∞
¨
[R3\Ω]×R3
1x∗
f
∈∂Ω|fE |2
=
ˆ ∞
−∞
¨
[R3\Ω]×R3
1x∗
b
(x,v)∈∂Ω|fδ(t− εt∗b, x∗b, v∗b)|2
∣∣χ(ξ(x)
C˜δ4
)∣∣2|χ(t∗b)|2dxdvdt (A.1.6)
+
ˆ ∞
−∞
¨
[R3\Ω]×R3
1x∗
f
(x,v)∈∂Ω|fδ(t+ εt∗f , x∗f , v∗f )|2
∣∣χ(ξ(x)
C˜δ4
)∣∣2|χ(t∗f )|2dxdvdt, (A.1.7)
where (t∗
b
, x∗
b
, v∗
b
) and (t∗
f
, x∗
f
, v∗
f
) are evaluated at (x, v).
By (2.1.11),
(A.1.6) ≤
ˆ ∞
−∞
dt
ˆ
∂Ω
ˆ
n(x)·v>0
ˆ min{t∗
f
(x,v),1}
0
dSxdvds{|n(x) · v|+O(ε)(1 + |v|)s}
×
∣∣fδ(t− εs, x∗b(X(s; 0, x, v), V (s; 0, x, v)), v∗b(X(s; 0, x, v), V (s; 0, x, v)))∣∣2
≤
ˆ ∞
−∞
dt
ˆ
∂Ω
ˆ
n(x)·v>0
ˆ 1
0
∣∣fδ(t, x, v)∣∣2{|n(x) · v|+O(ε)(1 + |v|)s}dsdvdSx
.
ˆ ∞
−∞
dt
ˆ
∂Ω
ˆ
n(x)·v>0
∣∣fδ(t, x, v)∣∣2|n(x) · v|dvdSx . ‖fδ‖2L2(R×∂Ω×R3),
where we have used the fact, from (3.2.4), O(ε)(1 + |v|)|s| ≤ O(ε)(1 + 1δ ) . δ . |n(x) · v| for
(x, v) ∈ supp(fδ), and, for n(x) · v > 0, x ∈ ∂Ω, and 0 ≤ s ≤ t∗f (x, v),
(x∗b(X(s; 0, x, v), V (s; 0, x, v)), v
∗
b(X(s; 0, x, v), V (s; 0, x, v))) = (x
∗
b(x, v), v
∗
b(x, v)) = (x, v),
and t∗
b
(X(s; 0, x, v), V (s; 0, x, v)) = s and the change of variables t − εs 7→ t. Similarly we can
show (A.1.7) . ‖fδ‖2L2(R×∂Ω×R3).
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Step 5. We claim that, in the sense of distributions on R× [ΩC˜δ4\Ω¯]× R3,
ε∂tfE + v · ∇xfE + ε2Φ · ∇vfE (A.1.8)
=
1
C˜δ4
v · ∇xξ(x)χ′
(ξ(x)
C˜δ4
)[
fδ(t− εt∗b(x, v), x∗b(x, v), v∗b(x, v))χ(t∗b(x, v))1x∗b(x,v)∈∂Ω
+fδ(t+ εt
∗
f
(x, v), x∗
f
(x, v), v∗
f
(x, v))χ(t∗
f
(x, v))1x∗
f
(x,v)∈∂Ω
]
+fδ(t− εt∗b(x, v), x∗b(x, v), v∗b(x, v))χ
( ξ(x)
C˜δ4
)
χ′(t∗b(x, v))1x∗
b
(x,v)∈∂Ω
−fδ(t+ εt∗f (x, v), x∗b(x, v), v∗b(x, v))χ
( ξ(x)
C˜δ4
)
χ′(t∗f (x, v))1x∗
f
(x,v)∈∂Ω.
Note that
[ε∂t + v · ∇x + ε2Φ · ∇v]f(t− εt∗b(x, v), x∗b(x, v), v∗b(x, v))
= [ε∂t + v · ∇x + ε2Φ · ∇v](t− εt∗b(x, v))︸ ︷︷ ︸×∂tf(t− εt∗b(x, v), x∗b(x, v), v∗b(x, v))
+[v · ∇x + ε2Φ · ∇v]f(s, x∗b(x, v), v∗b(x, v))|s=t−εt∗
b
(x,v),
[ε∂t + v · ∇x + ε2Φ · ∇v]f(t+ εt∗f (x, v), x∗f (x, v), v∗f (x, v))
= [ε∂t + v · ∇x + ε2Φ · ∇v](t+ εt∗f (x, v))︸ ︷︷ ︸×∂tf(t+ εt∗f (x, v), x∗f (x, v), v∗f (x, v))
+[v · ∇x + ε2Φ · ∇v]f(s, x∗f (x, v), v∗f (x, v))|s=t+εt∗f (x,v).
The underbraced terms vanish because [v·∇x+ε2Φ·∇v](t−εt∗b(x.v)) = dds
∣∣∣
s=0
(t−εt∗
b
(X(s; 0, x, v), V (s; 0, x, v))) =
d
ds
∣∣∣
s=0
(t−εs) = −ε, and [v·∇x+ε2Φ·∇v](t+εt∗f (x.v)) = dds
∣∣∣
s=0
(t+εt∗
f
(X(s; 0, x, v), V (s; 0, x, v))) =
d
ds
∣∣∣
s=0
(t− εs+ εt∗
f
(x, v)) = −ε. Moreover, in the sense of distributions on [ΩC˜δ4\Ω¯]× R3,
v · ∇xfE + ε2Φ · ∇vfE
=
1
C˜δ4
v · ∇xξ(x)χ′
(ξ(x)
C˜δ4
)[
fδ(x
∗
b(x, v), v
∗
b(x, v))χ(t
∗
b(x, v))1x∗
b
(x,v)∈∂Ω
+fδ(x
∗
f (x, v), v
∗
f (x, v))χ(t
∗
f (x, v))1x∗
f
(x,v)∈∂Ω
]
(A.1.9)
+fδ(x
∗
b
(x, v), v∗
b
(x, v))χ
( ξ(x)
C˜δ4
)
χ′(t∗
b
(x, v))1x∗
b
(x,v)∈∂Ω
−fδ(x∗f (x, v), v∗f (x, v))χ
( ξ(x)
C˜δ4
)
χ′(t∗
f
(x, v))1x∗
f
(x,v)∈∂Ω.
For φ ∈ C∞c ([ΩC˜δ4\Ω¯]×R3), we choose small t > 0 such that X(s; 0, x, v) ∈ ΩC˜δ4\Ω¯ for all |s| ≤ t
and all (x, v) ∈ supp(φ). Then, from (A.1.4), for (X(s), V (s)) = (X(s; 0, x, v), V (s; 0, x, v)),
d
ds
fE(X(s), V (s))
=
d
ds
[
fδ(x
∗
b
(X(s), V (s)), v∗
b
(X(s), V (s)))χ(t∗
b
(X(s), V (s)))1x∗
b
(X(s),V (s))∈∂Ω
+fδ(x
∗
f (X(s), V (s)), v
∗
f (X(s), V (s)))χ(t
∗
f (X(s), V (s)))1x∗
f
(X(s),V (s))∈∂Ω
]
× χ(ξ(X(s))
C˜δ4
)
+
[
fδ(x
∗
b(X(s), V (s)), v
∗
b(X(s), V (s)))χ(t
∗
b(X(s), V (s)))1x∗
b
(X(s),V (s))∈∂Ω
+fδ(x
∗
f
(X(s), V (s)), v∗
f
(X(s), V (s)))χ(t∗
f
(X(s), V (s)))1x∗
f
(X(s),V (s))∈∂Ω
]
× d
ds
χ
(ξ(X(s))
C˜δ4
)
.
From (x∗
b
(X(s; 0, x, v), V (s; 0, x, v)), v∗
b
(X(s; 0, x, v), V (s; 0, x, v))) = (x∗
b
(x, v), v∗
b
(x, v)) and
(x∗
f
(X(s; 0, x, v), V (s; 0, x, v)), v∗
f
(X(s; 0, x, v), V (s; 0, x, v))) = (x∗
f
(x, v), v∗
f
(x, v)) and
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t∗
f
(X(s; 0, x, v), V (s; 0, x, v)) = t∗
f
(x, v) − s and t∗
b
(X(s; 0, x, v), V (s; 0, x, v)) = t∗
b
(x, v) + s,
d
ds
fE(X(s), V (s))
=
[
fδ(x
∗
b
(x, v), v∗
b
(x, v))χ′(t∗
b
(X(s), V (s)))1x∗
b
(x,v)∈∂Ω
−fδ(x∗f (x, v), v∗f (x, v))χ′(t∗f (X(s), V (s)))1x∗
f
(x,v)∈∂Ω
]
χ
(ξ(X(s))
C˜δ4
)
+
[
fδ(x
∗
b(x, v), v
∗
b(x, v))χ(t
∗
b(X(s), V (s)))1x∗
b
(x,v)∈∂Ω (A.1.10)
+fδ(x
∗
f
(x, v), v∗
f
(x, v))χ(t∗
f
(X(s), V (s)))1x∗
f
(x,v)∈∂Ω
] 1
C˜δ4
V (s) · ∇xξ(X(s))χ′
(ξ(X(s))
C˜δ4
)
.
By the change of variables (x, v) 7→ (X(s; 0, x, v), V (s; 0, x, v)), for sufficiently small s,
−
¨
[ΩC˜δ4\Ω¯]×R3
fE(x, v){v · ∇x + ε2Φ · ∇v}φ(x, v)dxdv (A.1.11)
= −
¨
[ΩC˜δ4\Ω¯]×R3
fE(X(s), V (s)){V (s) · ∇X + ε2Φ · ∇V }φ(X(s), V (s))dxdv
= −
¨
[ΩC˜δ4\Ω¯]×R3
fE(X(s), V (s))
d
ds
φ(X(s), V (s))dxdv.
Since the change of variables (x, v) 7→ (X(s; 0, x, v), V (s; 0, x, v)) has unit Jacobian, it follows
that, for s sufficiently small,
¨
[ΩC˜δ4\Ω¯]×R3
fE((X(s), V (s))φ(X(s), V (s))) =
¨
[ΩC˜δ4\Ω¯]×R3
fE(x, v)φ(x, v),
and hence
d
ds
¨
[ΩC˜δ4\Ω¯]×R3
fE((X(s), V (s))φ(X(s), V (s)) = 0.
Therefore we can move the s-derivative on fE : By (A.1.10),
(A.1.11)
=
¨
[ΩC˜δ4\Ω¯]×R3
d
ds
fE(X(s), V (s))φ(X(s), V (s))dxdv
=
¨
[ΩC˜δ4\Ω¯]×R3
[
fδ(x
∗
b
(x, v), v∗
b
(x, v))χ′(t∗
b
(X(s), V (s)))1x∗
b
(x,v)∈∂Ω
−fδ(x∗f (x, v), v∗f (x, v))χ′(t∗f (X(s), V (s)))1x∗f (x,v)∈∂Ω
]
χ
(ξ(X(s))
C˜δ4
)
φ(X(s), V (s))
+
¨
[ΩC˜δ4\Ω¯]×R3
[
fδ(x
∗
b(x, v), v
∗
b(x, v))χ(t
∗
b(X(s), V (s)))1x∗
b
(x,v)∈∂Ω
+fδ(x
∗
f
(x, v), v∗
f
(x, v))χ(t∗
f
(X(s), V (s)))1x∗
f
(x,v)∈∂Ω
]
× 1
C˜δ4
V (s) · ∇xξ(X(s))χ′
(ξ(X(s))
C˜δ4
)
φ(X(s), V (s)).
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From the change of variable (X(s; 0, x, v), V (s; 0, x, v)) 7→ (x, v),
(A.1.11) =
¨
[ΩC˜δ4\Ω¯]×R3
[
fδ(x
∗
b
(x, v), v∗
b
(x, v))χ′(t∗
b
(x, v))1x∗
b
(x,v)∈∂Ω
−fδ(x∗f (x, v), v∗f (x, v))χ′(t∗f (x, v))1x∗
f
(x,v)∈∂Ω
]
χ
(ξ(x)
C˜δ4
)
φ(x, v)
+
¨
[ΩC˜δ4\Ω¯]×R3
[
fδ(x
∗
b(x, v), v
∗
b(x, v))χ(t
∗
b(x, v))1x∗
b
(x,v)∈∂Ω
+fδ(x
∗
f
(x, v), v∗
f
(x, v))χ(t∗
f
(x, v))1x∗
f
(x,v)∈∂Ω
] 1
C˜δ4
v · ∇xξ(x)χ′
(ξ(x)
C˜δ4
)
φ(x, v).
Hence (A.1.8) is proved.
On the other hand, following the bounds of (A.1.6) and (A.1.7) in Step 4 we prove the third
line of (3.2.13).
Step 6. We define f¯(t, x, v) for (t, x, v) ∈ R× R3 × R3:
f¯(t, x, v) := fδ(t, x, v)1(x,v)∈Ω¯×R3 + fE(t, x, v)1(x,v)∈[R3\Ω¯]×R3 . (A.1.12)
For φ ∈ C∞c (R× R3 × R3), by Lemma 3.3,
−
ˆ ∞
−∞
dt
¨
R3×R3
f¯(t, x, v){ε∂t + v · ∇x + ε2Φ · ∇v}φ(t, x, v)dxdv
= −
ˆ ∞
−∞
dt
¨
Ω×R3
fδ(t, x, v){ε∂t + v · ∇x + ε2Φ · ∇v}φ(t, x, v)dxdv
−
ˆ ∞
−∞
dt
¨
[R3\Ω¯]×R3
fE(t, x, v){ε∂t + v · ∇x + ε2Φ · ∇v}φ(t, x, v)dxdv
=
ˆ ∞
−∞
dt
ˆ
γ
fδ(t, x, v)φ(t, x, v){n(x) · v}dSxdv +
ˆ ∞
−∞
dt
ˆ
γ
fE(t, x, v)φ(t, x, v){−n(x) · v}dSxdv
+
ˆ ∞
−∞
dt
¨
Ω×R3
{ε∂t + v · ∇x + ε2Φ · ∇v}fδ(t, x, v)φ(t, x, v)dxdv
+
ˆ ∞
−∞
dt
¨
[ΩC˜δ4\Ω¯]×R3
{ε∂t + v · ∇x + ε2Φ · ∇v}fE(x, v)φ(x, v)dxdv,
where the contributions of {t =∞} and {t = −∞} vanish since φ(t) ∈ C∞c (R).
From (A.1.5), the boundary contributions are cancelled:
ˆ ∞
−∞
ˆ
γ
fδ(t, x, v)φ(t, x, v)dγdt −
ˆ ∞
−∞
ˆ
γ
fE(t, x, v)φ(t, x, v)dγdt = 0.
Further from (A.1.1) and (A.1.8), we prove that f¯ solves (3.2.6) in the sense of distributions on
R× R3 × R3. 
A.2. Compactness of KL−1.
Proof of Lemma 2.11. From Proposition 2.10, L−1 maps L2 to L2 so that supn ‖fn‖L2 < +∞.
Step 1. We approximate K by a compactly supported smooth KN .
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For any N ≫ 1, by the Ho¨lder inequality,
‖K(1{|u|>N or |v|>N or |v−u|< 1N }f)‖2
=
∥∥∥ ˆ
R3
k(v, u)1{|u|>N or |v|>N or |v−u|< 1N }f(u)du
∥∥∥
2
≤ sup
v
√ˆ
|u|>N
|k(v, u)|du × sup
u
√ˆ
R3
|k(v, u)|dv × ‖f‖2
+ sup
v
√ˆ
R3
|k(v, u)|du × sup
u
√ˆ
|v|>N
|k(v, u)|dv × ‖f‖2
+ sup
v
√ˆ
R3
|k(v, u)|du × sup
u
√ˆ
R3
e−θ|v−u|2
|v − u| 1|v−u|< 1N dv × ‖f‖2 . o(1)‖f‖2,
where we have used the fact
´
R3
k(v, u)du . 1,
´
R3
k(v, u)dv . 1, and
´
R3
e−β|v|
2
|v| 1|v|< 1N = o(1).
Note that
k(v, u) = k1(v, u)− k2(v, u), with k1,k2 > 0,
and therefore ki(v, u)1{|u|≤N & |v|≤N & |v−u|≥ 1N } > δ for 0 < δ ≪ 1.
We now define KNf :=
´
kNf with
kN (v, u) = k1,N (v, u)− k2,N (v, u)
:= k1(v, u)1{|u|≤N & |v|≤N & |v−u|≥ 1N } ∗ φ 1N (v)φ 1N (u)
− k2(v, u)1{|u|≤N & |v|≤N & |v−u|≥ 1N } ∗ φ 1N (v)φ 1N (u)
=
ˆ
R3
du′φ 1
N
(u − u′)
ˆ
R3
dv′φ 1
N
(v − v′)k1(v, u)1{|u|≤N & |v|≤N & |v−u|≤ 1N }
−
ˆ
R3
du′φ 1
N
(u − u′)
ˆ
R3
dv′φ 1
N
(v − v′)k2(v, u)1{|u|≤N & |v|≤N & |v−u|≤ 1N },
(A.2.1)
where φ 1
N
is the standard mollifiers. In particular, for i = 1, 2,
sup
v
ˆ
R3
∣∣ki,N (v, u)− ki(v, u)1{|u|≤N & |v|≤N & |v−u|≤ 1N }∣∣du = o(1),
sup
u
ˆ
R3
∣∣ki,N (v, u)− ki(v, u)1{|u|≤N & |v|≤N & |v−u|≤ 1N }∣∣dv = o(1).
Consequently, ‖KNf −Kf‖2 . o(1)‖f‖2.
We denote
k¯N (v, u) := k1,N (v, u) + k2,N (v, u), K¯Nf(v) :=
ˆ
R3
k¯N (v, u)f(u)du.
Note that k1,N ,k2,N ≥ 0 and hence k¯N ≥ 0 and k¯N ≥ |kN |.
Step 2.
We fix δ ≪ 1. Given fn, we define fnδ as
fnδ (x, v) :=
[
1− χ(n(x) · v
δ
)χ(
ξ(x)
δ
)
]
χ(δ|v|)f (x, v), (A.2.2)
and extend it to the whole space R3 × R3. We follow the process in the proof of Lemma 3.6 and
we only pinpoint the difference.
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Similarly to Step 3 of the proof of Lemma 3.6, we define fnE(x, v) for (x, v) ∈ [R3\Ω¯]× R3
fnE(x, v) (A.2.3)
:= e−λt
∗
b
(x,v)+
´−t∗
b
(x,v)
0
[
ν(X(τ),V (τ))
ε − 12 ε2Φ(X(τ))·V (τ)
]
dτ
×fnδ (x∗b(x, v), v∗b(x, v))χ
( ξ(x)
C˜δ4
)
χ(t∗
b
(x, v)) for x∗
b
(x, v) ∈ ∂Ω,
:= eλt
∗
f
(x,v)+
´ t∗
f
(x,v)
0
[
ν(X(τ),V (τ))
ε − 12 ε2Φ(X(τ))·V (τ)
]
dτ
×fnδ (x∗f (x, v), v∗f (x, v))χ
( ξ(x)
C˜δ4
)
χ(t∗
f
(x, v)) for x∗
f
(x, v) ∈ ∂Ω,
:= 0 for x∗
b
(x, v) /∈ ∂Ω and x∗
f
(x, v) /∈ ∂Ω,
where (X(τ), V (τ)) = (X(τ ; 0, x, v), V (τ ; 0, x, v)).
Then
fnE(x, v) = f
n
δ (x, v) for all x ∈ ∂Ω, (A.2.4)
because, if x ∈ ∂Ω and n(x) ·v > δ, then t∗
b
(x, v) = 0. If x ∈ ∂Ω and n(x) ·v < δ then t∗
f
(x, v) = 0.
We define f¯n(x, v) as
f¯(x, v) := fδ(x, v)1(x,v)∈Ω¯×R3 + fE(x, v)1(x,v)∈[R3\Ω¯]×R3 . (A.2.5)
Note that f¯n solves
λf¯n + v · ∇xf¯n + 1
ε
νf¯n + ε2Φ · ∇vf¯n − 1
2
ε2Φ · vf¯n = hn = hn1 + hn2 + hn3 + hn4 ,
where
hn1 (x, v) = 1(x,v)∈Ω×R3 [1− χ(
n(x) · v
δ
)χ(
ξ(x)
δ
)χ(
ξ(x)
δ
)]χ(δ|v|)gn,
hn2 (x, v) = 1(x,v)∈Ω×R3f
n{v · ∇x + ε2Φ · ∇v}
(
[1− χ(n(x) · v
δ
)χ(
ξ(x)
δ
)]χ(
ξ(x)
δ
)χ(δ|v|)
)
,
hn3 (x, v) = 1 (x,v)∈[ΩC˜δ4\Ω¯]×R3
1
C˜δ4
v · ∇xξ(x)χ′
(ξ(x)
C˜δ4
)
×
[
fnδ (x
∗
b
(x, v), v∗
b
(x, v))e−λt
∗
b
(x,v)+
´−t∗
b
(x,v)
0
[
ν(X(τ),V (τ))
ε − 12 ε2Φ(X(τ))·V (τ)
]
dτ
1x∗
b
(x,v)∈∂Ω
+fnδ (x
∗
f (x, v), v
∗
f (x, v))1x∗
f
(x,v)∈∂Ωe
λt∗
f
(x,v)+
´ t∗
f
(x,v)
0
[
ν(X(τ),V (τ))
ε − 12 ε2Φ(X(τ))·V (τ)
]
dτ
]
,
hn4 (x, v) = 1 (x,v)∈[ΩC˜δ4\Ω¯]×R3f
n
δ (x
∗
b
(x, v), v∗
b
(x, v))
×e−λt∗b(x,v)+
´−t∗
b
(x,v)
0
[
ν(X(τ),V (τ))
ε − 12 ε2Φ(X(τ))·V (τ)
]
dτχ
(ξ(x)
C˜δ4
)
χ′(t∗
b
(x, v))1x∗
b
(x,v)∈∂Ω
+1 (x,v)∈[ΩC˜δ4\Ω¯]×R3f
n
δ (x
∗
f
(x, v), v∗
f
(x, v))
×eλt∗f (x,v)+
´ t∗
f
(x,v)
0
[
ν(X(τ),V (τ))
ε − 12 ε2Φ(X(τ))·V (τ)
]
dτχ
(ξ(x)
C˜δ4
)
χ′(t∗
f
(x, v))1x∗
f
(x,v)∈∂Ω,
and
‖hn1‖L2(R3×R3) . ‖gn‖L2(Ω×R3), ‖hn2‖L2(R3×R3) .δ ‖fn‖L2(Ω×R3),
‖hn3‖L2(R3×R3) + ‖hn4‖L2(R3×R3) .δ ‖fnδ ‖L2(γ).
Step 3. For (x, v) ∈ supp(f¯), we can choose a fixed T > 0 such that
X(T ; 0, x, v) /∈ supp(f¯) and X(T ; 0, x, v) /∈ supp(h), (A.2.6)
so that
f¯(X(T ; 0, x, v), V (T ; 0, x, v)) = 0.
Directly,
|X(T ; 0, x, v)− x| = |vT +O(ε2)‖Φ‖∞T 2| ≥ δT −O(ε2)‖Φ‖∞T 2.
We choose T = Cδ for large but fixed C ≫ 1 such that |X(T ; 0, x, v)− x| ≥ C − O( ε
2
δ2 ) ≥ C2 ≫ 1.
This proves our claim (A.2.6).
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With this choice T ,
f¯n(x, v) = −
ˆ T
0
hn(X(s; 0, x, v), V (s; 0, x, v))eλs+
´
s
0
[
ν(V (τ;0,x,v))
ε − 12 ε2Φ(X(τ ;0,x,v))
]
dτds.
By the averaging lemma [24], for any given v,ˆ
kN (v, u)f¯
n(x, u)du ∈ H1/4(R3).
Since f¯n’s support is bounded unformly, by a diaganolization argument, it follows that there exists
a weak limit f¯ ∈ L2 of f¯n such that for any rational point vˆ
kN (v, u)f¯
n(x, u)du→
ˆ
kN (v, u)f¯(x, u)du strongly in L
2
x. (A.2.7)
Since kN (v, u) is smooth in v with compact support, we deduce (A.2.7) for all v ∈ R3.
Step 4. Finally,
Kfn = KNf
n + (Kfn −KNfn) = KNfnδ + KN (fn − fnδ ) + (Kfn −KNfn).
From Step 3,
KNf
n
δ = KN f¯
n|Ω → KN f¯ |Ω strongly in L2.
Note that
1−
[
1− χ(n(x) · v
δ
)χ(
ξ(x)
δ
)
]
χ(δ|v|) ≤ 1|v|≥ 1δ + 1|v|≤ 1δ ,dist(x,∂Ω)< δ2 ,|n(x)·v|<δ. (A.2.8)
Hence, from (A.2.1),
‖KN(fn − fnδ )‖L2x,v . ‖fn − fnδ ‖L2x,v .
∥∥χcδ∥∥∞‖fn‖L2x,v . O(δ),
‖Kfn −KNfn‖L2x,v . o(1)‖fn‖L2x,v . o(1).
We conclude the proof by choosing δ ≪ 1, 1≪ N then letting n→∞. 
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