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Abstract
A new distribution for systems of particles obeying statistical exclusion of
correlated states is presented following the Haldane’s state counting. It re-
lies upon a conjecture to deal with the multiple exclusion that takes place
when the states available to single particles are spatially correlated and it
can be simultaneously excluded by more than one particle. The Haldane’s
statistics [F. D. M. Haldane, Phys. Rev. Lett. 67, 937 (1991)] and Wu’s dis-
tribution [Y.-S. Wu, Phys. Rev. Lett. 52, 2103 (1984)] are recovered in the
limit of non-correlated states (constant statistical exclusion) of the multi-
ple exclusion statistics. In addition, the exclusion spectrum function G(n)
is introduced to account for the dependence of the statistical exclusion on
the occupation-number n. Results of thermodynamics and state occupation
are shown for ideal lattice gases of linear particles of size k (k-mers) where
multiple exclusion occurs. Remarkable agreement is found with simulations
from k = 2 to 10 where multiple exclusion dominates as k increases.
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Cap´ıtulo 1
Introduccio´n
La descripcio´n de la cine´tica y el equilibrio termodina´mico de l´ıquidos
o gases en interaccio´n con so´lidos es en la pra´ctica de suma importancia en
cata´lisis heteroge´nea, almacenamiento y separacio´n de gases o hidrocarburos,
tecnolog´ıa de pel´ıculas delgadas, lubricacio´n, y un sinnu´mero de procesos de-
rivados de la interaccio´n entre mole´culas y so´lidos [1–6].
Es relevante entender los mecanismos elementales de adsorcio´n y difu-
sio´n en la interfase gas-so´lido tanto por su implicancia tecnolo´gica y pra´cti-
ca como por la complejidad que surge al desarrollar las funciones termo-
dina´mico-estad´ısticas cuando se trata con sistemas de part´ıculas constituidas
por mu´ltiples unidades ato´micas (ej. O2, N2, CO2) o grupos funcionales como
en el etano (C2H6), propano (C3H8).
Los mayores esfuerzos en desarrollos teo´ricos en sistemas modelos se han
basado en considerar que las part´ıculas interactuantes son geome´tricamente
simples (usualmente esfe´ricas o part´ıculas puntuales que pueden ocupar sitios
sobre una red geome´trica de sitios que representan muy idealmente el con-
junto de mı´nimos locales del potencial de interaccio´n gas-so´lido. E´ste sistema
de part´ıculas y red de sitios es lo que se denomina “gas de red” y representa
una forma relativamente sencilla y manejable para desarrollar anal´ıticamente
las funciones termodina´micas del sistema de estudio. Decimos que es un for-
ma relativamente sencilla porque solo en casos especiales es posible calcular
exactamente las funciones termodina´mico estad´ısticas de un gas de red en
una dimensio´n (1D), o cuando las part´ıculas no interaccionan con otras veci-
nas (interaccio´n lateral) y ocupan solo un sitio de la red en dos dimensiones
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(2D) y tres dimensiones (3D) [7] , y en ciertos casos especiales de part´ıculas
con interacciones laterales en 2D y 3D [8–10].
Sin embargo el problema se vuelve mas complejo cuando las part´ıculas
interactuantes esta´n compuestas de mu´ltiples unidades y ocupan ma´s de un
sitio de la red: Como lo describen algunos autores , e´ste es el prototipo de
problema de part´ıculas sobre una red [11].
Se han hecho numerosas contribuciones a este complejo problema de la
f´ısica estad´ıstica, desde la consideracio´n de mezclas binarias (pol´ımeros en
solvente de mono´meros)que es formalmente equivalente la adsorcio´n de ca-
denas lineales sobre una red regular de sitos [4, 12–17, 19, 56] hasta las ma´s
recientes considerando los efectos de multiple ocupacio´n y heterogeneidad
energe´tica en la interaccio´n de las part´ıculas con la red [20, 21].
En el campo experimental, el desarrollo de diversas te´cnicas que permiten
observar o inferir la configuracio´n espacial de part´ıculas en interaccio´n con
la superficie de un so´lido o su migracio´n sobre ella,como Scanning Tunne-
ling Electron Microscopy STEM), Scanning Tunneling Microscopy(STM),
Field Emmision Microscopy(FEM)) [22–24, 26], la s´ıntesis de materiales
de baja dimensionalidad como nanotubos [27–29], zeolitas unidimensionales
AlPO4−5 [30, 31] y la formacio´n de fases moleculares en su interior [134] o
el estudio de la migracio´n superficial de especies moleculares o clusters sobre
fases cristalinas de metales (ej. d´ımeros sobre metales [32], H2O/Ni(110) [34],
difusio´n de Pt2, Pt3, Pt4 sobre tungsteno [35],CO/Ni(110 [36], n-alkanos so-
bre superficies regulares [135]), representan un est´ımulo complementario y
evidencias para avanzar en la comprensio´n de la meca´nica estad´ıstica de
mole´culas poliato´micas con interaccio´n. En lo que sigue muchas veces usare-
mos el te´rmino part´ıcula poliato´mica o part´ıcula multisitio para referirnos a
un modelo de especie molecular poliato´mica.
En este trabajo nos proponemos comprender mejor y desarrollar el marco
teo´rico basado en la extensio´n del formalismo de Estad´ıstica Cua´ntica Frac-
cionaria de Haldane [37] propuesto en la ref. [38] para describir el feno´meno
complejo de adsorcio´n de mole´culas poliato´micas o en general para sistemas
de part´ıculas con estructura geome´trica (cadenas o k-meros lineales, k-meros
flexibles, k-meros no-lineales, etc.)a trave´s de una aproximacio´n formalmente
simple y manejable tanto anal´ıticamente como en su aplicacio´n pra´ctica de-
nominada Teor´ıa Estad´ıstica Cua´ntica Fraccionaria para Adsorcio´n (FSTA
10
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por su acronismo en ingle´s [38])
La idea ba´sica detra´s de esta aproximacio´n es que todo sistema de part´ıcu-
las confinado en un volumen V determinado del espacio tiene un espectro de
estados accesibles con un nu´mero total G de ellos y que cada part´ıcula que
se agrega en el volumen V excluye g estados del total. El para´metro g de-
nominado para´metro de exclusio´n estad´ıstica toma valores en el rango
[0, 1] en el formalismo de Haldane [37], siendo g = 0 y g = 1 los casos cono-
cidos de bosones y fermiones, respectivamente, y 0 ≤ g ≤ 1 corresponde a
cuasi-part´ıculas con para´metro de exclusio´n fraccionaria [39,40,45–47]. Toda
la termodina´mica de part´ıculas con g ∈ [0, 1] se puede desarrollar de forma
sencilla del formalismo de Haldane cuando los estados a los que pueden ac-
ceder las part´ıculas son independientes.
En este trabajo abordamos el problema de la meca´nica estad´ıstica de
part´ıculas de taman˜o k (compuestas k unidades ide´nticas) sobre una red de
sitios extendiendo el formalismo de Haldane para part´ıculas “clasicas” con
g > 1 [38]. Se obtiene una estad´ıstica generalizada donde el valor del para-
metro g se relaciona con el taman˜o y la forma de la part´ıcula en el estado
adsorbido sobre la red. de esta forma g adquiere una significacio´n f´ısica rele-
vante y su valor accesible a partir de experimentos termodina´micos.
De esta forma se puede desarrollar una descripcio´n simple y compacta de
las funciones termodina´micas que comprehende un amplio espectro de sis-
temas gas-so´lido y adema´s obtener en principio no solo informacio´n de las
interacciones gas-so´lido y gas-gas sino adema´s sobre la configuracio´n espacial
con que las part´ıculas ocupan la red y la estructura de las fases ordenadas
que pueden desarrollarse por efecto de las interacciones laterales.
Una parte importante de este trabajo esta dedicada a la simulacio´n de la
adsorcio´n de k-meros lineales con y sin interaccion lateral, con k = 2 a k = 7,
y al ca´lculo tanto de las isotermas de adsorcio´n, como a funciones estad´ısticas
que nos permitan: a) comprender el efecto de exclusio´n estad´ıstica de estados
en un gas de red, b) estudiar la forma de ocupacio´n del conjunto de estados
accesibles, c) contrastar el modelo de estad´ıstica fraccionaria para adsorcio´n,
d) proponer una nueva estad´ıstica para el feno´meno de multiple exclusio´n,
d) relacionar directamente la exclusio´n estad´ıstica g con los observables y
proponer la forma para determinarla a partir de las isotermas de adsorcio´n.
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realizamos simulaciones de diversos sistemas de k-meros con interacciones
repulsivas que resultan interesantes por el desarrollo de fases ordenadas y los
reinterpretamos en te´rminos del concepto de exclusio´n estad´ıstica.
En la formulacio´n Estad´ıstica Cua´ntica Fraccionaria de Haldane
[37] la exclusio´n efectiva de estados por cada part´ıcula caracterizada por
el para´metro g es constante e independiente del nu´mero de part´ıculas pre-
sentes en el volu´men V . Esto es equivalente a decir que los estados accesibles
a cada part´ıcula son independientes entre s´ı en tanto los estados excluidos
por una part´ıcula cuando se incorpora a V no son excluidos a la vez por
otra part´ıcula diferente. Esto parece aceptable en sistemas cua´nticos donde
0 ≤ g ≤ 1 y la mayor exclusio´n de un estado es la ocupacio´n plena por un
fermio´n g = 1. Sin embargo en nuestra representacio´n el volumen V esta
definido por la red geome´trica de sitios que introduce una correlacio´n es-
pacial entre los sitios (estados) y es ocupado por part´ıculas en el rango de
intere´s g > 1 que se comportan como “superfermiones” ya que ocupan mas
de un sitio de la red. En consecuencia los estados que ocupa y excluye cada
part´ıcula no son independientes entre s´ı y ocurren configuraciones con
mu´ltiple exclusio´n de estados, dando lugar a un conjunto mucho mas
complejo de estados accesibles. En general para un k-mero aislado sobre la
red, formalmente el cubrimiento θ → 0 , el nu´mero de estados excluidos es
g ∝ k , sin embargo en la saturacio´n, θ → 1 y g → 1. En conclusio´n el
de problema mu´ltiple exclusio´n de estados es intr´ınseco al de part´ıculas que
ocupan mu´ltiples estados sobre una red como consecuencia de las correlacio-
nes espaciales de entre los sitios. Cuanto mayor el taman˜o mas importante
es este efecto.
Para resolver este problema en este trabajo presentamos las bases una
nueva estad´ıstica para sistemas de part´ıculas con Mu´ltiple Exclusio´n de
Estados, obtenemos las funciones termodina´micas, comparamos con la for-
mulacio´n estad´ıstica fraccionaria de Haldane e independientemente con simu-
laciones de adsorcio´n en equilibrio de k-meros lineales sobre red cuadrada. La
Estad´ıstica Fraccionaria de Haldane resulta un caso l´ımite de la Estad´ıstica
de Mu´ltiple Exclusio´n. Los resultados muestran que la mu´ltiple exclusio´n de
estados es relevante cuanto ma´s grande es k y las consecuencias de esta nue-
va estad´ıstica propuesta son estimulantes para profundizar este estudio en el
futuro.
Por u´ltimo desarrollamos una funcio´n simple y robusta para determinar el
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para´metro de exclusio´n estad´ıstica < g > a partir de medidas termodina´micas
como la isoterma de adsorcio´n, su dependencia con la densidad o cubrimiento
y relacionarlo con la configuracio´n espacial de la part´ıcula en estado adsorbi-
do. Esta metodolog´ıa nos permite entender con claridad el comportamiento
de k-meros con interacciones repulsivas en te´rminos del concepto de exclusio´n
estad´ıstica y el desarrollo de distintas fases adsorbidas ordenadas en funcio´n
del cubrimiento cuando el sistema se encuentra por debajo de la temperatura
cr´ıtica.
En nuestro mejor conocimiento, de los modelos teo´ricos y soluciones
anal´ıticas disponibles, la Estad´ıstica Fraccionaria y la Estad´ıstica de Mu´lti-
ple Exclusio´n presentada en este trabajo aparecen como los mas elaborados
disponibles para describir en forma generalizada el complejo problema es-
tad´ıstico del gas de red de k-meros asi como un amplio espectro de sistemas
experimentales que van desde gases poliato´micos simples como O2, N2, CO
, hasta mole´culas mas complejas como alcanos, hidrocarburos o prote´ınas
adsorbidas sobre superficies so´lidas.
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Cap´ıtulo 2
Introduccio´n a la Meca´nica
Estad´ıstica
2.1. Conjunto Microcano´nico: Principios
El estudio de este trabajo lo realizamos dentro del marco de la Teor´ıa
Meca´nica Estad´ıstica. E´sta tiene por objeto describir el comportamiento ma-
crosco´pico de un sistema de muchas part´ıculas a partir de las propiedades
microsco´picas de sus componentes incluidas las interacciones entre ellos [62].
En un sistema aislado de N part´ıculas en un volu´men V y energ´ıa constante
U todos los estados microsco´picos(cua´nticos) accesibles son igualmente
probables y por lo tanto el valor promedio de cualquier observable f´ısico A
se expresa como
< A >=
∫
A P (A) dA (2.1)
donde P (A)dA es la probabilidad de encontrar el observable A con valores
entre A y A+ dA.
Para calcular este promedio Gibbs [63] introdujo la nocio´n de Conjunto
Estad´ıstico, denominado Microcano´nico cuando N, V, U = ctes, como un
numero muy grande (estad´ısticamente relevante) de re´plicas del sistema en
el cual aparecen representados los distintos estados microsco´picos con la
misma probabilidad, de forma que la probabilidad P (A)dA se puede cal-
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cular sobre este conjunto como :
P (A) dA = l´ım
NO→∞
N (dA)
NO
(2.2)
donde N (dA) es el numero de re´plicas del conjunto estad´ıstico donde el obse-
vable A ∈ (A,A+dA) y NO es el nu´mero total de sistemas del conjunto. Esta
propiedad de equiprobabilidad para los estados de un sistema microcano´nico
es uno de los postulados fundamentales de la teor´ıa Meca´nica Estad´ıstica
La relacio´n del promedio < A > sobre el conjunto estad´ıstico y el promedio
temporal A(t) que se observa en un experimento de medida de A esta´ basado
en el Teorema Ergo´dico demostrado por Birkhoff [71]
< A >= l´ım
t→∞
1
t
∫ t
0
A (r (t) ,p (t)) dt (2.3)
donde el promedio temporal se hace sobre una trayectoria del sistema com-
patible con N, V, U = ctes y r(t),p(t) su posicio´n en el espacio de fases al
tiempo t sobre la superficie U = cte.
Todo sistema que cumple con la condicio´n(2.3) decimos que es ergo´dico. Sin
embargo, no todos los sistemas cumplen con la condicio´n (2.3). A e´stos los
denominamos no ergo´dicos (ej.: si existe otra cantidad conservada ademas
de U como en los superconductores, o vidrios donde el sistemas pasa mucho
tiempo en alguno de sus estados comparado con otros).
La relacio´n fundamental del Conjunto Microcano´nico con la termodina´mica
se completa a trave´s de la relacio´n de Boltzmann entre el nu´mero de estados
microsco´picos accesibles Ω ≡ Ω(N ;V ;U) y la entrop´ıa S ≡ S(N ;V ;U) [72]
S = kB lnΩ (2.4)
con kB = 1,3807x10
−23J/K para que sea compatible con la escala de tempe-
ratura de Kelvin 1/T = ∂S/∂U . El Postulado de Boltzmann expresado en la
ec. (2.4) cumple con el segundo y tercer Principio de la Termodina´mica y es
el segundo postulado fundamental de la Meca´nica Estad´ıstica.
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2.2. Conjunto Cano´nico
Si en vez de considerar un sistema aislado consideramos al sistema S en con-
tacto con un ban˜o te´rmico S
′
en el cual N, T y V son constantes entonces
el postulado de equiprobabilidad de estados accesibles del conjunto micro-
cano´nico aplicado ahora al sistema aislado S∗ = S+S
′
conduce a la definicio´n
de la Funcio´n de Particio´n Cano´nica
Z =
∑
j
exp−βEj (2.5)
donde β = 1/kBT y la suma se realiza sobre todos estados de energ´ıa del
sistema.
Para N, V, T constantes la Energ´ıa Libre de Helmholtz F es la funcio´n termo-
dina´mica adecuada porque se relaciona directamente la funcio´n de particio´n
Z. As´ı
F = U − TS (2.6)
F = −
1
β
lnZ (2.7)
y la probabilidad fj de que S se encuentre en un estado de energ´ıa Ej es
fj =
e−βEj
Z
(2.8)
Podemos decir que la forma exponencial de fj es una consecuencia directa
de la relacio´n fundamental de Boltzmann (logar´ıtmica) entre la entrop´ıa y el
nu´mero total de configuraciones del sistema aislado (eq. (2.4)),dado que la
entrop´ıa es aditiva mientras que el nu´mero de configuraciones es multiplica-
tivo. La definicio´n de la funcio´n de particio´n Z (ec. (2.5)) y su relacio´n con
F (ec. (2.7)) surge de la condicio´n de normalizacio´n de las probabilidades fj,∑
j fj = 1.
Con fj de (2.8) los promedios < A > de los observables f´ısicos se pueden
calcular de forma directa como
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< A >=
∑
j
Ajfj (2.9)
para el caso de la energ´ıa del sistema, < A >= U y
U =
∑
j
Ejfj = −
∂ lnZ
∂β
=
∂ (βF )
∂β
(2.10)
Por simplicidad prescindimos de escribir explic´ıtamente los argumentos de
las funciones Z, F y U que como todas en este conjunto son funciones de
(N, T, V ).
En un sistema aislado (Microcano´nico) la evolucio´n hacia el equilibrio es-
ta gobernada por ∆S ≥ 0 y el equilibrio determinado por la condicio´n
S = ma´ximo.
En el Conjunto Cano´nico en cambio (N, V, T constantes) es simple demostrar
que evoluciona hacia el equilibrio con la condicio´n ∆F ≤ 0 y ∆F = mı´nimo es
la condicio´n de equilibrio. Si adema´s ocurre que la energ´ıa de cada estado Ej
se puede expresar como la suma de la energ´ıa de diferentes grados de libertad
independientes (o de´bilmente acoplados) entonces Z se puede factorizar. De
esta forma, si
Ej =
∑
j
ǫij (2.11)
,donde ǫij es la contribucio´n del grado de libertad i al estado de energ´ıa Ej ,
entonces
Z =
∏
i
zi con zi =
∑
j
e−βEj (2.12)
y
F =
1
β
∑
i
ln zi (2.13)
donde zi es la funcio´n de particio´n del grado de libertad i y las (2.12) y (2.13)
expresan la propiedad de factorizacio´n de Z que resulta muy u´til en la
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pra´ctica.
2.3. Conjunto Macrocano´nico
Si consideramos un sistema S con volu´men V en contacto con un ban˜o
te´rmico a T = cte que pueden intercambiar no solo energ´ıa sino tambie´n
part´ıculas entre ambos, el postulado fundamental de equiprobabilidad de los
estados accesibles aplicado al sistemas completo aislado S + S
′
= S∗ nos
conduce a definir una nueva funcio´n Ψ denominada Gran Potencial Termo-
dina´mico
Ψ = U − µN − TS (2.14)
donde Ψ ≡ Ψ (µ, T, V ) y el potencial qu´ımico µ es la fuerza generalizada ex-
terna correspondiente a la variable N (nu´mero de part´ıculas en S). De la ec.
(2.14) surge que
N = −
(
∂Ψ
∂µ
)
(2.15)
y Ψ se puede relacionar con la Gran Funcio´n de Particio´n de Particio´n del
conjunto macrocano´nico, Ξ ≡ Ξ(µ, T, V )
Ξ =
∑
j
e−β(Ej−µNj)4 (2.16)
Ψ = −
1
β
lnΞ (2.17)
fj =
e−β(Ej−µNj)
Ξ
(2.18)
Ana´logamente a la ec. (2.10), se puede escribir la identidad
U = −
(
∂ lnΞ
∂β
)
=
∂ (βΨ )
∂β
(2.19)
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y la condicio´n de equilibrio en el conjunto macrocano´nico es Ψ = mı´nimo
para µ, V, T contantes.
Finalmente, mencionaremos por completitud, que un sistema de part´ıcu-
las bajo condiciones N, p, T contantes se describe adecuadamente con el
Potencial de Gibbs (tambie´n denominado Energ´ıa Libre de Gibbs), G ≡
G(N, p, T ),
G = U − TS + pV (2.20)
y la Funcio´n de Particio´n de Gibbs, Γ ≡ Γ (N, p, T )
Γ =
∑
j
e−βHj (2.21)
donde Hj = Ej + pVj es la entalp´ıa del estado o configuracio´n j,
G = −
1
β
lnΓ (2.22)
fj =
e−βHj
Γ
(2.23)
U = −
(
∂ lnΓ
∂β
)
=
∂ (βG)
∂β
(2.24)
siendo ∆G ≤ 0 y G = mı´nimo las condiciones de aproximacio´n al equilibrio
y equilibrio, respectivamente.
2.4. Estad´ısticas Cua´nticas: Bose-Einstein y
Fermi-Dirac
Si consideramos un sistema de N part´ıculas ide´nticas en un volu´men V
a temperatura T y no interaccionan entre s´ı, E(N) =
∑N
i=1 ǫi es la energ´ıa
total, zi es la funcio´n de particio´n de la part´ıcula i, entonces
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Z(N, V, T ) ∝ zNi (2.25)
Si asumie´ramos sin ma´s que esto es una igualdad, Z = zNi , y considerando
que zi para cada part´ıcula en el volu´men V es proporcional a V ,zi = cV con
c = constante, entonces la energ´ıa libre de Helmholz F
F (N, V, T ) = −
1
β
lnZ = −
1
β
ln zNi = −
1
β
N ln cV (2.26)
no ser´ıa una cantidad extensiva como debe ser ya que si en la ec. (2.26)
hacemos el cambio de escala N → 2N y V → 2V (con N/V cte)
F (2N, 2V, T ) 6= 2F (N, V, T ) (2.27)
Hace falta dividir zNi por N ! porque las N part´ıculas “cla´sicas” son indistin-
guibles entre s´ı y cualquier permutacio´n entre ellas no resulta en un nuevo
estado del sistema. De aqu´ı que,
F (N, V, T ) = −
1
β
ln
(cV )N
N !
(2.28)
F (2N, 2V, T ) = −
1
β
ln
(
(c2V )2N
(2N !)
)
= −
1
β
(2N ln 2cV − ln 2N !) (2.29)
y aproximando ln ≈ N lnN −N paraN →∞
F (2N, 2V, T ) = −
1
β
(2N ln 2cV − 2N ln 2N + 2N) (2.30)
F (2N, 2V, T ) = 2 F (N, V, T ) Extensiva ¡¡ (2.31)
Tuvimos que introducir N ! para lograr que la termodina´mica estad´ıstica de
part´ıculas “cla´sicas” (ideal) sea consistente.
Este problema desaparece cuando consideramos que las part´ıculas de un
sistema son siempre de naturaleza intr´ınseca cua´ntica; son fermiones o bo-
sones y eso determina su propiedades termodina´micas. No puede haber ma´s
de un fermio´n en cada estado cua´ntico como consecuencia de que la fun-
cio´n de onda de N fermiones debe ser antisime´trica ante intercambio de dos
fermiones i, j cualesquiera
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ψ (q1, .., qi, ..., qj , .., qN) = −ψ (q1, .., qj, ..., qi, .., qN) (2.32)
donde qi, qj son coordenadas generalizadas que definen el estado de los fer-
miones i, j.
Si i, j estan en el mismo estado ψ = 0.
sin embargo para bosones dado que ya que la funcio´n de onda en este
caso es sime´trica
ψ (q1, .., qi, ..., qj , .., qN) = ψ (q1, .., qj, ..., qi, .., qN) (2.33)
y nada impide que haya cualquier nu´mero de part´ıculas en el mismo estado.
Consideramos ahora un gas ideal de part´ıculas cua´nticas en el Conjunto Ma-
crocano´nico (µ, T, V ). Si el gas se encuentra en un estado de energ´ıa total
Ej con Nj tal que n1 part´ıculas esta´n en el estado ǫ1, n2 en ǫ2, etc. , con
Nj =
∑
i ni y Ej =
∑
i niǫi, luego
Ξ =
∑
j
e−β(Ej−µNj) =
∑
j
e−β
∑
i(ǫi−µ)ni (2.34)
entonces Ξ se factoriza en te´rmino de cada los estados individuales de las
part´ıculas
Ξ(µ, T, V ) =
∏
i
ϑi con ϑi =
∑
n
e−β(ǫi−µ)n (2.35)
Para fermiones el nu´mero de ocupacio´n de cada estado puede ser ni = 0, 1 y
conduce a
ϑi(µ, T, V ) = 1 + e
−β(ǫi−µ) (2.36)
El nu´mero medio de ocupacio´n del estado con energ´ıa ǫi, ni (equivalente al
cubrimiento medio de un sitio en un gas de red de mono´meros ideales) es
ni =
∑
0,1 ni e
−β(ǫi−µ)ni
ϑi
=
e−β(ǫi−µ)
1 + e−β(ǫi−µ)
(2.37)
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denominada distribucio´n de Fermi-Dirac [64, 65].
Figura 2.1: Distribucio´n de Fermi-Dirac. Ocupacio´n media de estados n(ǫ)
versus ǫ/µ para distintas temperaturas, βµ = 1, 2 y 10. n (ǫ = µ) = 1/2. Es
impl´ıcito que µ, ǫ, 1/β esta´n expresados en la misma unidad (energ´ıa)
n (ǫ = µ) = 1/2 ∀ T y es sime´trica respecto de ǫ/µ = 1 y nǫ = 0,5. En el
l´ımite (T → 0) todos los estados con ǫ < µ esta´n ocupados y los de ǫ > µ
vac´ıos; ǫF = µ es el Nivel de Fermi.
Para bosones la ocupacio´n de estados ni puede tomar valores ni = 0, 1, 2, ...,
ya que no hay l´ımite para el nu´mero de part´ıculas en un dado estado i. De
aqu´ı que
ϑi(µ, V, T ) =
∞∑
n=0
e−β(ǫin−µn) =
∞∑
n=0
[
e−β(ǫi−µ)
]n
(2.38)
y sumando la serie
∑∞
n=0 x
n = 1/(1−x)
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ϑi(µ, V, T ) =
1
1− e−β(ǫi−µ)
(2.39)
y
ni =
1
eβ(ǫi−µ) − 1
ver fig. ?? (2.40)
denominada distribucio´n de Bose-Einstein [67–70].
Figura 2.2: Distribucio´n de Bose-Einstein. Ocupacio´n media de estados n(ǫ)
versus (ǫ− µ) para distintas temperaturas, β = 0,5 y 1. Se asume queβ, µ y
ǫ esta´n expresados en las mismas unidades
Finalmente
Ξ =
∏
i
[
1± e−β(ǫi−µ)
]±1
(2.41)
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ni =
1
eβ(ǫi−µ) ± 1
(2.42)
donde (+) corresponde a la distribucio´n de Fermi-Dirac (FD) y (−) a la
de Bose-Einstein (BE).
En la fig. 2.3 comparamos el comportamiento de estas dos distribuciones en
funcio´n del potencial qu´ımico y la temperatura.
Figura 2.3: Comparacio´n de las distribuciones de Fermi-Dirac y Bose-
Einstein; n(ǫ) versus (µ− ǫ) para distintas temperaturas, β = 1 y 2. Se
asume que β, µ y ǫ esta´n expresados en las mismas unidades
La ec. (2.42) se puede escribir de la forma
ni =
λe−βǫi
1± λe−βǫi
(2.43)
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donde λ = eβµ ≡ fugacidad del gas. Cuando λ ≡ eβµ ≪ 1, es el l´ımite cla´sico
de las estad´ısticas de FD y BE (densidad muy baja o temperatura muy
alta), y
ni = λe
−βǫi (2.44)
que es la distribucio´n de Boltzmann
Ψ (µ, T, V ) = −
1
β
(±)
∑
i
±λe−βǫi = λ
∑
i
e−βǫi = λz (2.45)
luego λz es igual a lnΞ y
Ξ = eλz =
∞∑
N=0
(λz)N
N !
=
∞∑
N=0
ZN e
βµN (2.46)
con ZN = z
N/N !. Esto muestra que N ! aparece de forma natural en el l´ımite
cla´sico de las estad´ısticas cua´nticas.
El problema de ocupacio´n de estados por fermiones bajo condiciones
µ, T, V es isomorfo al de un gas de red con part´ıculas que ocupan un so-
lo sitio de la red. Las part´ıculas se asemejan a fermiones ocupando los sitios
(estados posibles). En este caso, dado que las part´ıculas no tienen interac-
cio´n, los sitios son independientes entre s´ı. El nu´mero medio de ocupacio´n de
estados n de la ec. (2.37) corresponde al cubrimiento medio de sitios (fraccio´n
ocupada) θ a potencial qu´ımico µ y temperatura T
n = θ(µ, T ) =
1
eβ(ǫi−µ) + 1
=
e−β(ǫi−µ)
1 + e−β(ǫi−µ)
(2.47)
llamada isoterma de Langmuir [51], que ha sido muy u´til para comprender
el feno´meno de adsorcio´n de mole´culas sobre superficies.
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Estad´ıstica Fraccionaria para
Adsorcio´n
El problema de muchas part´ıculas que interaccionan es el problema cen-
tral de la meca´nica estad´ıstica que ha atra´ıdo la atencio´n por de´cadas ya
que son muy pocos los casos de sistemas que tienen solucio´n exacta basadas
en modelos muy simplificados de las part´ıculas y sus interacciones . En con-
traste,la inmensa mayor´ıa de los sistemas reales de muchas part´ıculas que se
interpretan con la teor´ıa meca´nica estad´ıstica contienen part´ıculas que esta´n
compuestas por dos o ma´s a´tomos o grupos qu´ımicos y se alejan del caso ideal
de part´ıculas que pueden ser consideradas como puntuales o esfe´ricamente
sime´tricas.
En este trabajo modelaremos el feno´meno de adsorcio´n de mole´culas po-
liato´micas mediante un gas de red. Los feno´menos de adsorcio´n, difusio´n,
agregacio´n de mole´culas o reaccio´n de especies qu´ımicas son fundamentales
en muchas aplicaciones tecnolo´gicas como la separacio´n de gases, cata´lisis he-
teroge´nea, crecimiento de pel´ıculas, lubricacio´n, etc. La mayor´ıa de los gases
o especies en los feno´menos reales de interaccio´n gas-so´lido son poliato´micos
(O2,N2,CO,CO2,CH4,C2H6,C3H8). Sin embargo los modelos anal´ıticos e in-
terpretacio´n de experimentos se basan en su mayor´ıa en modelos de part´ıculas
ideales con simetr´ıa esfe´rica.
Por otra parte, cuando tratamos con part´ıculas o mole´culas ma´s complejas
como d´ımeros (O2,N2), cadenas lineales, hidrocarburos o prote´ınas, su estruc-
tura espacial no esfe´rica nos enfrenta al problema entro´pico. En definitiva se
trata primero de calcular el nu´mero de configuraciones posibles Ω de muchas
part´ıculas con estructura geome´trica no esfe´rica y S = kB lnΩ.
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Lo que hace a este problema desafiante e interesante es la complejidad de
aproximar o estimar adecuadamente la funcio´n S. Adema´s no solo estamos
interesados en desarrollar una solucio´n para un modelo particular de ad-
sorcio´n de part´ıculas con taman˜o y estructura geome´trica sino que nuestro
objetivo es definir un modelo para este feno´meno suficientemente general
y matema´ticamente sencillo para poder interpretar un amplio conjunto de
sistemas gas-so´lido reales.
Existen evidencias experimentales sobre equilibrio y cine´tica de adsorcio´n de
alcanos que muestran que es necesario tomar en cuenta la estuctura espacial
de las especies adsorbidas y los efectos entro´picos [55].
3.1. Estad´ıstica Fraccionaria de Exclusio´n de
Haldane
En 1991 Haldane [37, 78] propuso una generalizacio´n de las estad´ısticas
cua´nticas de FD y BE denominada Estad´ıstica Fraccionaria motivado por
describir cuasi part´ıculas en sistemas con efecto Hall cua´ntico fraccionario y
espinones en cadenas de espines antiferromagne´ticos [52,53,73]. Existen otras
formulaciones estad´ısticas fraccionarias como la de Gentile [42] y Poychrona-
kos [41] que comentaremos al final del cap´ıtulo a modo de referencia.
El formalismo de Haldane esta basado en una generalizacio´n del Principio
de Exclusio´n de Pauli. En un sistema de part´ıculas con G estados disponibles
para cada part´ıcula aislada en un volu´men V del espacio, el nu´mero de estados
accesibles para la N -e´sima part´ıcula luego de que (N − 1) part´ıculas han
ocupado estados del total G en V , es
d (N) = G−
N−1∑
N=1
g(N) = G−G0 (N) (3.1)
donde g(N) es el nu´mero de estados que excluye la part´ıcula N y se denomina
para´metro de exclusio´n estad´ıstica definido en la ec. (3.1) por la relacio´n
g(N) = −
∆d(N)
∆N
(3.2)
que representa una generalizacio´n del Principio de Exclusio´n de Pauli, donde
d(N) es formalmente la dimensio´n del espacio de Hilbert de una part´ıcula
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(nu´mero de estados accesibles) cuando ya existen (N − 1) part´ıculas en el
sistemas y 0 ≤ g(N) ≤ 1 para sistemas con efectos qua´nticos fraccionarios
e interpola entre bosones y fermiones. Haldane en su trabajo seminal [37]
considero´ g(N) = g =constante. A las part´ıculas o excitaciones con 0 < g < 1
se las suele denominar gene´ricamente g-ons o anyons.
El nu´mero de configuraciones para N part´ıculas en d(N) ≡ dN estados es [37]
W (N) =
(dN +N − 1)!
N ! (dN − 1)!
(3.3)
Si g(N) = 1 entonces la relacio´n (3.3) se reduce al factor configuracional de
N fermiones en G estados
WF (N) =
G!
N ! (G−N)!
(3.4)
Ana´logamente si g(N) = 0, recuperamos el factor configuracional de bosones
WB(N) =
(G+N − 1)!
N ! (G− 1)!
(3.5)
La funcio´n de particio´n cano´nica de N part´ıculas , cada una con energ´ıa ǫ y
para´metro de exclusio´n g(N) es (ec. (2.5))
Z(N, T,G) =
∑
j
e−βEjqN =
∑
j
e−βNǫqN = e−βNǫqN
∑
j
1 = W (N)e−βNǫqN
(3.6)
donde el ı´ndice j corre sobre todas las posibles W (N) configuraciones, q es
la funcio´n de particio´n interna de las part´ıculas, a la que le asignamos q = 1
por simplicidad, y el volu´men V esta parametrizado por el numero total de
estados G. La Energ´ıa Libre de Helmholtz es
βF (N, T,G) = − lnZ(N, T,G) = β
(
Nǫ−
1
β
lnW (N)
)
(3.7)
Si asumimos que g(N) = g = constante, el nu´mero medio de part´ıculas
por estado en funcio´n del potencial qu´ımico µ y temperatura T surge del
formalismo cano´nico
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n(µ, T ) =
1
ω + g
(3.8)
donde ω satisface la ecuacio´n trascendente
ωg [1 + ω]1−g = eβ(ǫ−µ) ≡ ξ (3.9)
Por claridad, prescindimos de aqu´ı en ma´s de la notacio´n n(µ, T ) para el
nu´mero medio de ocupacio´n de estado y designamos a e´sta cantidad simple-
mente n(µ, T ) como en la ec. (3.8).
La funcio´n (3.8) es conocida como distribucio´n de Wu [54], quien la derivo´ de
esta forma a partir de la generalizacio´n de Haldane [37]. Para g = 0 ω(ξ) =
ξ − 1 y g = 1 ω(ξ) = ξ y la ec. (3.8) conduce a las distribuciones de BE y
FD (ecs. (2.41)).
Cuando ξ ≫ 0 ω(ξ) ≈ ξ y con g ≪ ω(ξ) la ec. (3.8) reproduce la distribucio´n
de Boltzmann nB(µ, T )
nB(µ, T ) = e
−β(ǫ−µ) = ξ−1 (3.10)
Adema´s como ξ ≫ 0 y ω ≫ 0 tambie´n resulta
n ≤ 1/g (3.11)
En el l´ımite cla´sico T → 0
ξ =
{
0 si ǫ < µ
+∞ si ǫ > µ
=⇒
{
ω = 0
ω →∞
(3.12)
En conclusio´n n a T = 0 y g 6= 0 (tipo fermiones) tiene forma de escalo´n
(ana´loga a la distribucio´n de Fermi a T = 0 )
n =
{
0 si ǫ > ǫF
1/g si ǫ < ǫF
(3.13)
donde la energ´ıa de Fermi ǫF esta determinada por la condicio´n G = gN . En
la ec. (3.9), ǫF = µ.
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Es u´til ver como se comporta el nu´mero medio de part´ıculas n para di-
ferentes valores de exclusio´n g. Para esto tomamos las ecs. (3.8) y (3.9) y
resolvemos βµ en funcio´n de n
eβ(µ−ǫ) =
n [1− n (g − 1)]g−1
[1− ng]g
(3.14)
o
βµ = lnn + (g − 1) ln [1− n(g − 1)]− g ln [1− ng] + βǫ (3.15)
Figura 3.1: Estadistica Fraccionaria de Haldane. Ocupacio´n media de estado
n versus β(µ − ǫ) para g = 0, 0,2, 0,25, 0,5, 1 a partir de la ec. (3.14). Como
referencia, las l´ıneas so´lidas corresponden a los casos g = 0 (BE) y g = 1
(FD). Se muestra tambie´n el caso “no cuantico” g = 2.
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La fig. 3.1 nos muestra el comportamiento de la ocupacio´n media de estados
versus β(µ − ǫ). La funcio´n var´ıa desde un comportamiento tipo fermio´n,
para 1/2 < g < 1, a uno tipo boso´n para 0 < g < 1/2.
Figura 3.2: Estadistica Fraccionaria de Haldane. Ocupacio´n media de estado
n versus β(µ− ǫ) para part´ıculas con g > 1 (tipo superfermiones); g = 1, 1,1
y 2 a partir de la ec. (3.14). Se muestra tambie´n el caso g =0.8 (subfermio´n).
Tambie´n representamos en la fig. 3.2 los casos para g > 1; g = 1,1 y g = 2
que no representan sistemas cua´nticos. Sin embargo los casos g > 1, que
corresponder´ıa a una especie de superfermiones ya que son part´ıculas que
excluyen ma´s de un estado, sera´n valiosos para interpretar el comportamien-
to termodina´mico de gases poliato´micos cla´sicos como estudiaremos en el
cap´ıtulo que sigue.
Existen otras formulaciones de estad´ısticas cua´nticas fraccionarias a las que
solo nos referimos aqu´ı sin desarrollar. La primera fue propuesta por Genti-
le [42] con la condicio´n de que no puede haber mas de p part´ıculas por estado
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cua´ntico. Por otra parte Polychronakos [41] a trave´s de una formulacio´n ba-
sada en integrales de camino en el espacio de fases de un sistema cua´ntico de
muchas part´ıculas.En definitiva las formulaciones de Haldane, Polychronakos
y Gentile son diferentes formas de ocupar el conjunto de estados accesibles
para part´ıculas que tienen para´metros de exclusio´n o interacciones estad´ısti-
cas diferentes en cada caso.
3.2. Extensio´n del formalismo de Haldane al
problema de adsorcio´n de k-meros
En este cap´ıtulo presentamos las bases de la descripcio´n termodina´mica
estad´ıstica fraccionaria de adsorcio´n de mole´culas poliato´micas o polifuncio-
nales en un nuevo marco teo´rico presentado en las ref. [38] que surge como
extensio´n de los conceptos y formalismo de Haldane [37].
Esta es una descripcio´n simple y elegante para obtener formas aproximadas
de las funciones termodina´micas de un problema complejo de la meca´nica
estad´ıstica aplicable a un extenso conjunto de sistemas gas-so´lido. Como co-
rolario, es posible relacionar el modelo con los experimentos para obtener
informacio´n f´ısicamente significativa acerca del estado y configuracio´n es-
pacial de las mole´culas adsorbidas y el desarrollo de fases ordenadas como
consecuencia de las interacciones laterales. Esta informacio´n microsco´pica es
algo que en la actualidad solo es accesible a partir de elaboradas te´cnicas
espectrosco´picas.
Una mole´cula aislada interactuando con la superficie de un material so´lido
regular confinado en un volu´men V del espacio se puede representar por un
campo de potencial de adsorcio´n U(ϕ) con un total de G mı´nimos locales
de adsorcio´n, donde ϕ representa alguna direccio´n paralela a la superficie
adsorbente donde aparece la periodicidad del potencial U(ϕ) y homogeneidad
de los mı´nimos locales. . Cada mı´nimo local representa un posible estado de
adsorcio´n como se representa en la fig. 3.3
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Figura 3.3: Representacio´n esquema´tica de exclusio´n de estados para dis-
tintas configuraciones de tr´ımeros adsorbidos en un potencial de adsorcio´n
Uo(ϕ) donde ϕ representa una coordenada paralela a una superficie regular.
Por claridad, no se ha considerado que los minimos locales de adsorcio´n de-
ber´ıa tener valores diferentes para cada configuracio´n fija de adsorcio´n de los
trimeros. Las configuracio´nes de trimero vertical, horizontal y a´ngulo corres-
ponden g = 1, 3 y 4, respectivamente.
En general, para una part´ıcula de taman˜o t´ıpico r compuesta por varios
a´tomos o grupos, la distancia separacion b entre dos mı´nimos locales vecinos
sera´ b < r. Por lo tanto la ocupacio´n de un mı´nimo local por una part´ıcula
puede excluir que otra part´ıcula ide´ntica ocupe los mı´nimos vecinos como
se representa en el esquema de la Fig. 3.3. En general, la ocupacio´n de un
estado por una mole´cula excluye un nu´mero g de estados del total G que
no pueden ser ocupados por otra mole´cula ide´ntica.
Ana´logamente al desarrollo de la seccio´n 3.1 definimos g como el nu´mero de
estados excluidos por una mole´cula (part´ıcula) adsorbida (o incorporada el
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volu´men V ), de un total de G estados. Denominamos a g para´metro de
exclusio´n estad´ıstica y es una medida de las interacciones estad´ısticas
entre part´ıculas debido a su taman˜o, estructura geome´trica espacial y en
general tambie´n a los potenciales de interaccio´n entre ellas.
Aunque hemos denominado por simplicidad a g como para´metro, en esta ex-
tensio´n conceptual del formalismo de Haldane a sistemas moleculares cla´si-
cos, su valor dependera´ en general del nu´mero de part´ıculas presentes en
el volu´men V , g ≡ g(N) como discutiremos ma´s adelante. Esto no parece
necesario en sistemas cua´nticos pero si es crucial en el tratamiento de los
feno´menos de intere´s en este trabajo. En contraste a los sistemas cua´nticos,
para los cuales 0 ≤ g ≤ 1, en e´sta formulacio´n g ≥ 1 [38]. En este caso las
part´ıculas se comportan como superfermiones y la estad´ıstica resultante es
suprafraccionaria.
Dadas (N−1) part´ıculas ide´nticas en un volu´men V con G estados accesibles
a cada una de ellas en forma aislada, el nu´mero de estados accesibles para la
inclusio´n de la N -e´sima part´ıcula en V , dN , es
dN ≡ d(N) = G−
N−1∑
N ′=1
g(N
′
) = G−Go(N) (3.16)
El nu´mero de configuraciones de N mole´culas en G estados y exclusio´n g(N)
(ana´logo a la ec. 3.3) es
W (N) =
(dN +N − 1)!
N ! (dN − 1)!
(3.17)
Si Uo es la energ´ıa de adsorcio´n por part´ıcula, y no hay interacciones laterales,
entonces las funciones del Conjunto Cano´nico son
Z(N, T,G) = W (N) e−βNUo (3.18)
βF (N, T,G) = − lnZ(N, T,G) (3.19)
µ ≡ µ(N, T,G) =
(
∂F
∂N
)
T,G
(3.20)
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Combinado las ecs. 3.17 , 3.18 y 3.19 ,junto con la aproximacio´n de Stirling,
obtenemos F
βF (N, T,G) = βNUo − (dN +N − 1) ln (dN +N − 1) + (dN − 1) ln (dN − 1)
+N lnN
(3.21)
y la entrop´ıa S
S(N, T,G)
kB
= (dN +N − 1) ln (dN +N − 1)− (dN − 1) ln (dN − 1)−N lnN
(3.22)
De la ec. (3.20) obtenemos la isoterma de adsorcio´n en la representacio´n
estad´ıstica fraccionaria.
K(T ) eβµ =
n [1− G˜o (n) + n]G˜o
′
−1
[1− G˜o(n)]G˜o
′ (3.23)
donde n = l´ımN,G→∞N/G es la ocupacio´n media de estados y K(T ) =
qe−βUo . A la cantidad n podemos interpretarla como una densidad relativa
que se puede relacionar directamente con el cubrimiento superficial de un gas
de red θ o su ana´logo en otros modelos. Asi n = aθ, con θ = N/Nm o (v/vm)
con Nm (vm) siendo el valor de N (v) en la saturacio´n, esto es el ma´ximo
nu´mero de part´ıculas que pueden alojarse en los G estados (monocapa com-
pleta) , o el ma´ximo volu´men vm que pueden ocupar en un modelo cont´ınuo.
Adema´s
G˜o (n) = l´ım
N,G→∞
Go (N)
G
(3.24)
G˜o
′
≡
dG˜o
dn
(3.25)
d˜ (n) = l´ım
N,G→∞
d (N)
G
= 1− G˜o (n) (3.26)
La Energ´ıa Libre F por estado, f˜ (n, T ) se define por
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f˜ (n, T ) = l´ım
N,G→∞
F (N, T,G)
G
(3.27)
Reemplazando (3.16) en (3.21) y tomando el l´ımN,G→∞
βf˜(n, T ) = βnUo −
(
1− G˜o (n) + n
)
ln
(
1− G˜o (n) + n
)
+
(
1− G˜o (n)
)
ln
(
1− G˜o (n)
)
+ n lnn
(3.28)
Ana´logmente , la entrop´ıa por estado S˜(n, T )
S˜(n, t)
kB
=
(
1− G˜o (n) + n
)
ln
(
1− G˜o (n) + n
)
−
(
1− G˜o (n)
)
ln
(
1− G˜o (n)
)
− n lnn
(3.29)
Una consecuencia significativa de la funcio´n isoterma de adsorcio´n (3.23)
es que permite investigar termodina´micamente los cambios de la configura-
cio´n espacial de las part´ıculas en el estado adsorbido en funcio´n de la densidad
o cubrimiento superficial. La ec. (3.23) se puede escribir de la forma
βµ = ln

n [1− G˜o (n) + n](G˜o′−1)
[1− G˜o (n)]G˜o
′

− lnK(T ) (3.30)
y tambie´n
G˜o
′
(n)−
β(µ− Uo) + ln
[
1−G˜o(n)+n
n
]
ln
[
1−G˜o(n)+n
1−G˜o(n)
] = 0 (3.31)
(3.31) es una ecuacio´n diferencial no lineal de la forma f
′
(x)−F(x, f(x)) = 0
cuya solucio´n nos permitir´ıa obtener G˜o y G˜o
′
= g(n) a partir de isotermas
experimentales n(µ, T )
Esta consecuencia de la teor´ıa estad´ıstica fraccionaria de adsorcio´n no
ha sido estudiada au´n, como tampoco su consistencia para interpretar los
posibles cambios de configuraciones del estado adsorbido de una mole´cula
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a medida que el cubrimiento var´ıa. Esta posibilidad, que se denomino´ es-
pectro termodina´mico de configuraciones [38] sera´ motivo de estudios
posteriores.
3.3. Gas de red de k-meros: significado f´ısico
de g
Tomamos por simplicidad el caso de un gas de red de k-meros unidimen-
sional. Cada part´ıcula es una cadena de unidades ide´nticas que ocupan k
sitios de la red de M sitios, como se representa esquema´ticamente en la Fig.
3.4.
Figura 3.4: Representacio´n de una configuracio´n de 4 tr´ımeros sobre una
red unidimensional de 20 sitios. Elegimos enumerar los estados distinguibles
para un k-mero aislado en 1D por la posicio´n del extremo izquierdo de la
part´ıcula. Los estados correspondientes a la ocupacio´n de los sitios 5,6,15 y
16 esta´n excluidos de ser ocupados. El estado correspondiente al sitio 14 esta
accesible a un nuevo tr´ımero.
En este caso G = M , ya que hay solo M estados o configuraciones distin-
guibles para cada k-mero aislado sobre la red de sitios. Cada k-mero aislado
sobre la red excluye k estados del total G que no pueden ser ocupados por
otro k-mero. Estos son, el estado que ocupa (que puede ser identificado por
el sitio que ocupa la primera unidad) ma´s (k − 1) estados que excluyen el
resto de las unidades.
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La forma mas simple de proponer como se excluyen estados a medida que se
agregan ma´s k-meros a la red es suponer que g es constante y en consecuencia
G˜o depende linealmente de n o θ
G˜o(n) = g n = g a θ (3.32)
y
d˜(n) = 1− g n (3.33)
con a = const y g = k para k-meros en 1D.
Como G˜o(n) = 0 y G˜o(nm) = 1 donde
nm =
Nm
G
=
M/k
G
(3.34)
siendo Nm el nu´mero ma´ximo de k-meros que se pueden acomodar en M
sitios (G estados),
G˜o(nm) = g nm = g a , θm = 1 =⇒ a =
1
g
=
1
k
(3.35)
El cubrimiento de la red θ esta definido por θ = kN/M , θm = 1, y representa
la fraccio´n total de sitios de la red ocupados por k-meros.
Finalmente, reemplazando (3.32) y (3.35) en (3.23) obtenemos la isoterma
de adsorcio´n de k-meros sin interaccio´n en 1D
e(µ−Uo) =
aθ [1− aθ (g − 1)]g−1
[1− aθg]g
(3.36)
o su equivalente
e(µ−kuo) =
θ/k
[
1− θ (k−1)
k
]k−1
[1− θ]k
(3.37)
donde Uo = kuo y uo la energ´ıa de interaccio´n por sitio (o por unidad que
incluye el k-mero).
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La ec. (3.37) es ide´ntica a la solucio´n exacta del gas de red de k-meros en
1D obtenida por otra v´ıa en la ref. [57].
Este caso es muy ilustrativo porque nos muestra que el para´metro de exclu-
sio´n estad´ıstica es igual al taman˜o de la part´ıcula, g = k, para una configura-
cio´n de k-meros lineales que se adsorben con todas sus unidades en contacto
con los sitios de la red en 1D. En general g dependera´ de la configuracio´n
espacial con que la part´ıcula se adsorbe , adema´s de su taman˜o y de la geo-
metr´ıa y conectividad de la red de sitios. En las Figs. 3.5, 3.6 se muestran
diferentes configuraciones de tr´ımeros en 1D y 2D y sus correspondientes
valores de g.
Figura 3.5: k-meros sobre una red unidimensional de sitios. Representacio´n
esquema´tica de diferentes configuraciones en el estado adsorbido. En cada
caso se especifica el valor del para´metro de exclusio´n estad´ıstica g. La forma
asime´trica del tr´ımero en la configuracio´n (b) corresponde a g = 4 en vez de
g = 2 que corresponde a una part´ıcula sime´trica que ocupa 2 sitios vecinos
de la red
El nu´mero total de estados G esta relacionado con el nu´mero de sitios de
la red M , G = mM donde m es el nu´mero de configuraciones distinguibles
de una part´ıcula aislada por sitio, y como se observo´ antes, depende de la
geometr´ıa de la red y de configuracio´n espacial de la part´ıcula en estado
adsorbido. Ej., si un k-mero lineal se adsorbe con k′ unidades ocupando
sitios de la red y (k−k′) alejados de la red sin ocupar sitios, entonces en 1D,
m = 1, g = k′, a = 1/k′,. En cambio, en una red cuadrada
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m = 2, g = 2k, a =
1
2k
para k-meros paralelos a la red
m = 1, g = 1, a = 1 para k-meros perpendiculares a la red
m = 2, g = 2k′, a =
1
2k′
para k-meros con k′ unidades sobre la red
(3.38)
Figura 3.6: Similar a la Fig. 3.5 para k-meros sobre una red bidimensional
cuadrada.
En general para k-meros lineales ocupando k sitios sobre una red con
conectividad γ las funciones termodina´micas de las ecs. (3.23), (3.28) y (3.29)
toman la forma
βf˜k,γ(θ, T ) = βθuo +
θ
k
ln
(
2θ
kγ
)
+
γ
2
(1− θ) ln(1− θ)
−
γ
2
[
1− (
kγ − 2
kγ
)θ
]
ln
[
1− (
kγ − 2
kγ
)θ
] (3.39)
S˜k,γ(θ, T ) =−
θ
k
ln
(
2θ
kγ
)
−
γ
2
(1− θ) ln(1− θ)
+
γ
2
[
1− (
kγ − 2
kγ
)θ
]
ln
[
1− (
kγ − 2
kγ
)θ
] (3.40)
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e(β(µ−kuo)) =
2θ
kγ
[
1− 2θ
kγ
(
kγ
2
− 1
)] kγ
2
−1
[1− θ]
kγ
2
(3.41)
3.4. Efectos de exclusio´n estad´ıstica g sobre
f˜ , S˜ y µ
En esta seccio´n revisaremos los efectos generales que tiene la exclusio´n
de estados sobre la forma de la Energ´ıa Libre de Helmholtz por estado f˜ , la
Entrop´ıa por estado S˜ y la Isoterma de Adsorcio´n µ ≡ µ(θ, T ). Aqu´ı repre-
sentamos la influencia que tiene el taman˜o k de las part´ıculas, la geometria
γ de la red de sitios y la configuracio´n espacial en el estado adsorbido. Esto
u´ltimo en la forma que solo k′ unidades de k ocupan sitios de la red y (k−k′)
esta´n alejadas de la superficie sin ocupar sitios. De esta manera las funciones
que desarrollemos sera´n va´lidas tambie´n para k-meros flexibles (denomi-
namos de esta forma a k-meros que tienen una configuracio´n de adsorcio´n no
recta, como el caso (b) de la Fig. 3.5).
El formalismo de la teor´ıa estad´ıstica fraccionaria para adsorcio´n se puede
resumir en las funciones f˜(n, T ) ec. (3.28), S˜(n, T ) ec. (3.29) y µ(n, T ) ec.
(3.23) junto con las definiciones de las ecs. (3.32), (3.34) y (3.35).
En un gas de red con N k-meros con una dada geometr´ıa sobre M sitios, en
el cual k′ de las k unidades ocupan sitios de la red y cada k-mero aislado
tiene m configuraciones distinguibles por sitio, G = mM y
f˜(n, T ) = l´ım
N,G→∞
F (N, T )
G
=
1
m
l´ım
N,M→∞
F (N, T )
M
=
1
m
fk(θ, T ) (3.42)
donde fk ≡ l´ımN,M→∞ F (N, T )/M designa la Energ´ıa Libre de Helmholtz
por sitio de la red para k-meros. Con esto
βfk(θ, T ) = m f˜(n, T ) (3.43)
Si adema´s, como se definio´ en (3.32), (3.34) y (3.35),
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n = a θ, a =
1
g
, g = m k′, G˜o(n) = n g = θ, Uo = k
′ uo
(3.44)
reemplazando en las ecs. (3.28), (3.29)) y (3.23), obtenemos
fk(θ, T ) = βθuo −
[
m(1− θ) +
θ
k′
]
ln
[
m(1− θ) +
θ
k′
]
+ [m(1− θ)] ln [m(1− θ)] +
θ
k′
ln
θ
k′
(3.45)
Sk(θ, T )
kB
=
[
m(1− θ) +
θ
k′
]
ln
[
m(1− θ) +
θ
k′
]
− [m(1− θ)] ln [m(1− θ)]−
θ
k′
ln
θ
k′
(3.46)
Por u´ltimo, la isoterma de adsorcio´n es
eβ[µ(θ,T )−k
′uo] =
θ
mk′
[
1− (mk
′−1)
mk′
θ
]mk′−1
[1− θ]mk
′ (3.47)
Para el caso m = 1 y k′ = 1, que corresponde a mono´meros, la ec. (3.47)
se reduce a la distribucio´n de FD. Si m = 1 y k′ = k se reduce al caso de
k-meros en 1D (ec.(3.37)). Para caso de k-meros lineales sobre una red con
conectividad γ, k′ = k y m = γ/2 y recuperamos la funcio´n isoterma (3.41).
En las figuras 3.7, 3.8 y 3.9 representamos la entrop´ıa por sitio Sk, la energ´ıa
libre de Helmholtz por sitio fk y la isoterma de adsorcio´n µ(θ), para diferentes
casos en 1D y 2D.
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Figura 3.7: Sk/kB versus θ (ec. (3.46)) para: k = 1 (mono´meros); γ = 2,
k = k′ = 2 (dimeros/1D); γ = 4, k = k′ = 2 (dimeros/red cuadrada); γ = 6,
k = k′ = 2 (dimeros/red triangular).
El comportamiento de Sk/kB es no trivial y muy interesante. Muestra cualita-
tivamente y cuantitativamente la importancia de considerar adecuadamente
los efectos de taman˜o y forma de las part´ıculas en su descripcio´n termo-
dina´mica.
Para k = 1 (mono´meros), Sk es sime´trica con un ma´ximo en θ = 0,5. Los
l´ımites Sk = 0 para θ → 0 y Sk = 0 para θ → 1 resultan de que solo hay una
configuracio´n posible (Ω = 1) en esos l´ımites: red completamente vac´ıa y red
llena, respectivamente.
El taman˜o de la part´ıcula produce que ∀ k > 1 la entrop´ıa ya no es sime´trica
y tiene un ma´ximo para θ > 0,5. Para k > 1 en 1D, siempre Sk < S1,
excepto en los l´ımites que son iguales. En general dada una geometr´ıa de la
red, γ, Sk < Sk′ ∀k > k′. De igual manera, dado k, a mayor conectividad γ la
entrop´ıa es mayor en todo el rango y el ma´ximo se alcanza a valores mayores
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de θ.
Es interesante ver que si comparamos el comportamiento para k > 1 a medida
que la conectividad de la red γ aumenta, siempre existe un intervalo de θ para
el cual Sk es mayor para la red de mayor conectividad.
Figura 3.8: βfk versus θ (ec. (3.45)) para k-meros con energ´ıa de adsorcio´n
por sitio βuo. k = 1 y βuo = 0 (mono´meros); γ = 2, k = k
′ = 2 y βuo = −1
(dimeros/1D); γ = 4, k = k′ = 2 y βuo = −1,5 (dimeros/red cuadrada);
m = γ, k = k′ = 2 y βuo = −1 (dimeros/red triangular). Valores negativos
de βuo corresponden a interaccio´n atractiva
El comportamiento de βfk se muestra en la fig. 3.8, en la cual se incluye el
efecto de la energ´ıa de adsorcio´n por sitio βuo (negativa). La forma de la
figura se puede entender a partir de la relacio´n general F = U − TS. La
energ´ıa de adsorcio´n por sitio es uo = const y la energ´ıa total por sitio var´ıa
linealmente con θ. El mı´nimo de fk se produce por la forma en que decrece
la entrop´ıa para θ > θ∗ donde θ∗ es el valor donde Sk alcanza su ma´ximo
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S∗k ≡ Sk(θ
∗).
Con respecto a la isoterma de adsorcio´n, la ec. (3.47) se puede escribir di-
rectamente en te´rminos de la conectividad de la red de sitio γ, dado que
m = γ/2. Con esto ,
eβ(µ−k
′uo) =
2θ
γk′
[
1− (1− 2
γk′
)θ
] γk′
2
−1
[1− θ]
γk′
2
(3.48)
Las figuras 3.9, 3.10 y 3.11 muestran el efecto del taman˜o de part´ıculas
k, la conectividad de la red γ y la energ´ıa de adsorcio´n uo sobre la isoterma
de adsorcio´n que surge de la teor´ıa estad´ıstica fraccionaria para k-meros sin
interaccio´n lateral.
Figura 3.9: Efecto de taman˜o de part´ıcula sobre la isoterma de adsorcio´n. θ
versus eβµ (ec. (3.47)) para: k = 1, 2, 10, 100 en 1D (γ = 2).
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Figura 3.10: Efecto de conectividad de la red de sitios. θ versus eβµ (ec. (3.47))
para: k = 1 (mono´meros); γ = 2, k = k′ = 2 (dimeros/1D); γ = 4, k = k′ = 2
(dimeros/red cuadrada); γ = 6, k = k′ = 2 (dimeros/red triangular).
En este cap´ıtulo hemos revisado el modelos de Estad´ıstica Fracciona-
ria para adsorcio´n propuesto en referencia [38] que introduce el concepto
de exclusio´n estad´ıstica de estados g y lo relaciona con la configuracio´n de
la part´ıcula en estado adsorbido sobre la red de sitios. El modelo muestra
que la exclusio´n de estados tiene efecto significativo en todas las funciones
termodinamicas del gas de red.
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H
Figura 3.11: Efecto de interaccio´n part´ıcula-red para d´ımeros con interaccio´n
atractiva y repulsiva; k = 2, βuo = 0 βuo = −0,5 βuo = −1 βuo = 0,5
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Cap´ıtulo 4
Interpretacio´n cine´tica del
equilibrio adsorcio´n-desorcio´n
con exclusio´n de estados
El estado de equilibrio de adsorcio´n/desorcio´n de part´ıculas en una super-
ficie se puede interpretar en te´rmino de una ecuacio´n cine´tica y esta misma
interpretacio´n la podemos generalizar para la isoterma de adsorcio´n o funcio´n
de ocupacio´n de estados de un sistema de part´ıculas con exclusio´n estad´ıstica
de estados. Esto nos sera muy u´til para interpretar los resultados de simula-
cio´n cuando los estados del sistema no son independientes entre s´ı (como es
impl´ıcito la formulacio´n de estad´ıstica fraccionaria de Haldane) estan corre-
lacionados espacialmente como en el caso de k-meros sobre una red regular
de sitios. Esta correlacio´n es la que consideramos de manera general en la
Estad´ıstica de Mu´ltiple Exclusio´n.
4.1. Ecuacio´n Maestra para Estad´ısticas de
Exclusio´n
Seguimos las mismas definiciones de los cap´ıtulos 4 y 5 y formularemos nues-
tro sistema de forma general para luego analizar el caso especial de un gas
de red de k-meros. Si un sistema de G estados de energ´ıa Uo en un volu´men
V se pone en contacto, y puede intercambiar part´ıculas caracterizadas por
para´metro de exclusio´n g, con un ban˜o te´rmico con potencial qu´ımico µ y
temperatura T entonces la evolucio´n en el tiempo del nu´mero medio de ocu-
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pacio´n de estados n en V estara´ dado por la ecuacio´n
dn
dt
= P◦ Win − P• Wout (4.1)
donde P◦, P• son las probabilidades de encontrar un estado accesible vac´ıo
(◦), lleno (•) en V , respectivamente, y Win, Wout la probabilidad ingresar
(adsorber), sacar (desorber) una part´ıcula a (de) un estado en V . Como en
la ecuacio´n maestra de procesos estoca´sticos, Win y Wout son en rigor veloci-
dades de transicio´n o probabilidades de transicion por unidad de tiempo.
El equilibrio termodina´mico se alcanza bajo la condicio´n dn/dt = 0, de donde
surge
Win
Wout
=
P•
P◦
= eβ(µ−Uo) (4.2)
y resolviendo P◦
P◦ = P• e
−β(µ−Uo) (4.3)
Dado que P• = n, e.d. la fraccio´n de estados ocupados en V , y tomando la
forma general de la isoterma de adsorcio´n ec. (3.23)
P◦ =
[
1− G˜o(n)
]G˜′o
[
1− G˜o(n) + n
]G˜′o−1 (4.4)
Esta expresio´n es general y u´til para interpretar los resultados posteriores.
Otra forma de expresarla es
P◦ =
[
d˜(n) + n
]d˜′ (n)+1
[
d˜(n)
]d˜′ (n) (4.5)
donde queda claro que P◦ y d˜(n) son cosas distintas ya que e´sta u´ltima mide el
numero normalizado de estados disponibles a una part´ıcula, dada la fraccio´n
de estados ocupados n. Se asume que ese nu´mero es constante para cada n.
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Sin embargo P◦ es la fraccio´n de estados disponibles promediada sobre todas
las configuraciones del Conjunto estad´ıstico ya que un nu´mero de estados
en V no esta´n ni ocupados ni accesibles sino simplemente excluidos de ser
ocupados. Notemos que d˜(n) + n 6= 1, ya que el complemento de d˜(n) es
˜Go(n).
Para esto es u´til observar que un estado cualquiera del conjunto G puede
estar solo en alguna de las tres condiciones siguientes:• ≡ lleno, ◦ ≡ vac´ıo, o´
∅ ≡ excluido, y
P∅ = 1− P• − P◦ = 1− n−
[
d˜(n) + n
]d˜′ (n)+1
[
d˜(n)
]d˜′ (n) (4.6)
Es u´til representar P∅(n) (o P∅(n =
θ
g
)) para interpretar la exclusio´n es-
tad´ıstica en la estad´ıstica fraccionaria y en la estad´ıstica de mu´ltiple exclu-
sio´n.
4.2. Gas de red de k-meros: d˜, P◦ y P∅ vs. θ
El gas de red de k-meros tiene la siguiente dependencia de d˜, P◦ y P∅ con
θ.
En el caso de la Estad´ıstica Fraccionaria para adsorcio´n d˜(θ) = 1− θ, PEF◦ y
PEF
∅
son
PEF◦ (θ) =
[1− θ]g[
1− (g−1)
g
θ
]g−1 (4.7)
PEF
∅
(θ) = 1−
θ
g
−
[1− θ]g[
1− (g−1)
g
θ
]g−1 (4.8)
donde usamos el super´ındice EF para identificar a la forma particular de
las funciones en la Estad´ıstica Fraccionaria. Por simplicidad, hemos usado la
notacio´n g. Para unificar con notacio´n de gas de red de los cap´ıtulos anteriores
solo hay que reemplazar g = m k′ en las ecuaciones.
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En las Figs. 4.1, 4.2 y 4.3 se muestra la dependencia de d˜, P◦ y P∅ para
diferentes sistemas de k-meros sobre redes en 1D y 2D. En el cap´ıtulo 6
introducimos las funciones correspondientes a una nueva estad´ıstica denomi-
nada Estad´ıstica de Mu´ltiple Exclusio´n, que solo se muestran en este punto
para comparacio´n.
Figura 4.1: d˜(n) versus θ para k = 2, 10 y 100 sobre red cuadrada (γ = 4)
en las estad´ısticas fraccionaria y de mu´ltiple exclusio´n. Para k = 2 ambas
estad´ısticas coinciden
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Figura 4.2: P◦ versus θ para k = 2, 5 sobre red cuadrada (γ = 4) en las es-
tad´ısticas fraccionaria y de mu´ltiple exclusio´n. Para k = 2 ambas estad´ısticas
coinciden
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Figura 4.3: P∅ versus θ para k = 2, 5 sobre red cuadrada (γ = 4) en las es-
tad´ısticas fraccionaria y de mu´ltiple exclusio´n.Para k = 2 ambas estad´ısticas
coinciden
4.3. Caso simple de k-meros en 1D. Interpre-
tacio´n de P◦
El caso unidimensional es muy ilustrativo acerca de la diferencia entre
d˜(θ) y P◦(θ).
Consideremos N k-meros sobre una red unidimensional de M sitios. Como
sabemos podemos resolver la funcio´n de particio´n en esta red original R
o´ en una red transformada equivalente R′ con N mono´meros sobre M ′ =
M − N(k − 1) sitios. En R′ el cubrimiento es θ′ = N/M ′. La ecuacio´n de
equilibrio adsorcio´n/desorcio´n ana´loga a (4.2) es
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P
′
•
P ′◦
=
θ
′
(1− θ′)
= eβ(µ−Uo) (4.9)
ya que se trata de un problema de mono´meros, donde los super´ındices refieren
a las cantidades en R′. Relacionando θ
′
y θ obtenemos la isoterma exacta
θ
′
=
N
M ′
=
N
M −N (k − 1)
=
θ/k[
1− (k−1)
k
θ
] (4.10)
eβ(µ−Uo) =
θ/k[
1− (k−1)
k
θ
]
[
1− (k−1)
k
θ
]k
[1− θ]k
=
θ
k
[
1− (k−1)
k
θ
]k−1
[1− θ]k
(4.11)
Por otra parte, en la red original R tambie´n vale P• = N/M = θ/k y
P•
P◦
= eβ(µ−Uo) (4.12)
e igualando (4.11) y (4.12), P◦ resulta
P◦ =
[1− θ]k[
1− (k−1)
k
θ
]k−1 (4.13)
donde nuevamente P◦ 6= d˜(θ) = 1−θ ya P◦ es la probabilidad de encontrar
k sitios vac´ıos consecutivos en la red y refleja la correlacio´n topolo´gica entre
el taman˜o de la part´ıcula y la geometr´ıa que impone la red. En cambio d˜
es simplemente la medida de los sitios vac´ıos, que en la hipo´tesis de que los
estados del sistema fuesen independientes, cada sitio vac´ıo podr´ıa ser ocupado
por el extremo de k-mero (excluyendo adema´s (g−1) sitio vac´ıos adicionales).
Esta es la diferencia conceptual entre ambas cantidades que queda evidente
en este caso.
54
Cap´ıtulo 5
Simulacio´n de Monte Carlo
En los u´ltimos an˜os, la simulacio´n computacional se ha convertido en otra
forma de investigar. En algunos casos, la simulacio´n provee bases teo´ricas
para entender los resultados experimentales. En otros casos, provee datos
como si se tratase de “experimentos nume´ricos” con los cuales comparar la
teor´ıa.
En este cap´ıtulo veremos co´mo se realizan las simulaciones de Monte Car-
lo (MC) para simular el proceso de adsorcio´n-desorcio´n de k-meros lineales.
5.1. Simulacio´n de Monte Carlo para la ad-
sorcio´n de k-meros
La simulacio´n en f´ısica estad´ıstica es una herramienta ba´sica en la ac-
tualidad para contrastar la validez de los modelos e hipo´tesis. Cuanto mas
complejo el sistema que se estudia mas valiosa se vuelve la posibilidad de si-
mular el modelo y calcular los observables f´ısicos de intere´s. En este cap´ıtulo
reproducimos los resultados de simular la adsorcio´n de k-meros lineales en
una y dos dimensiones en el conjunto Gran Cano´nico mediante el procedi-
miento de Monte Carlo.
Para estudiar la adsorcio´n de k-meros en superficies homoge´neas, realiza-
mos simulaciones de MC en la asamblea Gran Cano´nica (GCMC). En esta
asamblea trabajamos con la temperatura T , el potencial qu´ımico µ y el vo-
lumen M del sistema como para´metros termodina´micos fijos, siendo variable
el nu´mero N de mole´culas de adsorbato.
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Los sitios de arsorcio´n se arreglan en una red cuadrada de M = L × L
sitios (red de lado L) con condiciones perio´dicas de borde. De este modo,
cada sitio posee cuatro primeros vecinos en la red. Adema´s, usamos valores
apropiados de L para no perturbar las estructuras de la fase ordenada.
Introducimos la variable de ocupacio´n ci, igual a cero si el i-e´simo sitio
de la red se encuentra vac´ıo o a uno si se encuentra ocupado.
Bajo estas consideraciones, el Hamiltoniano H esta´ dado por
H =
1
2
M∑
i
∑
j(i)
w ci cj − w N (k − 1) + (U0 − µ)
∑
i
ci (5.1)
donde w es la energ´ıa de interaccio´n lateral a primeros vecinos, que puede
ser repulsiva (positiva) o atractiva (negativa), y j(i) representa a todos los
primeros vecinos de i. La energ´ıa de interaccio´n entre una unidad del adsor-
bato y el substrato, U0, se toma igual a cero por simplicidad y sin pe´rdida
de generalidad, al considerar la superficie homoge´nea.
La probabilidad P (N,x) [103, 104] de tener N k-meros adsorbidos en un
dado estado de ocupacio´n x definido por el conjunto de valores {ci} en la
asamblea gran cano´nica puede escribirse como
P (N,x) =
e
− 1
kBT
(H(x)−µ
∑
i ci)
Ξ(µ, T,M)
(5.2)
donde el Hamiltoniano H(x) esta´ dado por la Ec. (5.1) y Ξ(µ, T,M) es la
gran funcio´n de particio´n.
En el esquema de Metropolis [?,107], la probabilidad de transicio´n desde
un estado inicial xi a otro final xf , W (xi → xf ), esta´ dada por
W (xi → xf) = mı´n
{
1,
P (xi)
P (xf)
}
. (5.3)
La probabilidad de adsorcio´nWads y la de desorcio´nWdes son las probabilida-
des de transicio´n de un estado con N k-meros adsorbidas a un nuevo estado
con N + 1 y N − 1 k-meros respectivamente.
La Ec. (5.3) satisface el principio de reversibilidad microsco´pica
P (xi)W (xi → xf) = P (xf)W (xf → xi) (5.4)
y es condicio´n suficiente para obtener una cadena de estados con una distri-
bucio´n estacionaria dada por la Ec. (5.2).
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Una vez definida la probabilidad de transicio´n, el equilibrio de adsorcio´n-
desorcio´n en una simulacio´n de MC esta´ndar sera´ alcanzado mediante un
algoritmo del tipo spin flip (dina´mica de Glauber) que podemos describir en
la forma siguiente para un paso elemental de Monte Carlo (un MCS) [?]:
1. Se fija un valor de µ y de T .
2. Se fija un estado de ocupacio´n inicial x0 sobre la red, colocando N
k-meros sobre la red.
3. Se elige al azar un sitio i sobre la red.
4. Se selecciona una direccio´n al azar. Si la direccio´n es vertical, se consi-
dera la k-upla de sitios i, i+L, i+2L, ... , i+(k−1)L. Si la direccio´n es
horizontal, se considera la k-upla i, i+1, i+2, ... , i+(k−1)L. En am-
bos casos se tendra´n en cuenta las condiciones de contorno perio´dicas
al momento de identificar la k-upla.
5. Se genera un nu´mero aleatorio ξ ∈ [0, 1].
a) Si la k-upla de sitios elegida esta´ completamente vac´ıa, se adsorbe
una part´ıcula si ξ ≤Wa.
b) Si la k-upla de sitios elegida esta´ completamente ocupada por una
misma part´ıcula, se desorbe la misma si ξ ≤Wd.
c) Si la k-upla de sitios no esta´ ni llena ni vac´ıa, el intento es recha-
zado.
6. Adicionalmente se realiza un paso de difusio´n o relajacio´n”de part´ıcu-
las, que en nuestro caso se tratan de k-meros lineales. Este proceso
consiste en una desorcio´n seguida de una adsorcion hacia posiciones
vecinas, tanto a trave´s de desplazamientos a lo largo del eje del k-mero,
como tambie´n a trave´s de reptacio´n o rotacio´n del k-mero en torno a
alguna de sus unidades. Este paso es esencial para alcanzar el equilibrio
en un tiempo razonable, principalmente para valores crecientes de k.
Cuando se realizan estudios de simulacio´n de sistemas que presentan tran-
siciones de fase, con frecuencia se presenta el problema de dina´mica lenta.
Este efecto aparece en una amplia variedad de sistemas en donde los in-
gredientes presentes generalmente son desorden, frustracio´n o competencia
entre diferentes interacciones (atractivas o repulsivas). En estos sistemas, las
fases de baja temperatura poseen mı´nimos locales dif´ıciles de sortear. En
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una simulacio´n de MC esta´ndar como la descrita anteriormente, el tiempo
para escapar de uno de estos mı´nimos aumenta ra´pidamente a medida que
la temperatura decrece, haciendo que no sea posible acceder a un conjun-
to representativo de regiones del espacio de fases. Esto es particularmente
evidente cuando se trabaja a altos cubrimientos.
Una primera aproximacio´n para superar este inconveniente, consiste en
incluir en la dina´mica de simulacio´n un paso difusivo de relajacio´n”, tal como
el descripto anteriormente en el paso 6. Esto, en nuestro caso, resulta ser una
solucio´n efectiva al problema, al menos para taman˜os pequen˜os de k (hasta
valores de k = 6).
Es importante mencionar que existen estrategias mas sofisticadas para
superar este problema, las cuales pueden ser clasificadas en dos grandes cate-
gor´ıas. La primera son los algoritmos de clusters (o de actualizacio´n no local),
tales como el de Swendsen y Wang [124], el de Wolff [125], el algoritmo de
pocket [?] y mas recientemente el algoritmo presentado por Kundu et al [82],
el cual puede ser implementado en forma paralela.
La segunda categor´ıa son los denominados me´todos de asamblea extendi-
da, entre los cuales podemos mencionar: el me´todo multi-cano´nico [126,127],
el templado simulado [128] y la versio´n paralelizada de este u´ltimo llamada
templado paralelo [129–131]. Este u´ltimo consiste en generar un sistema com-
puesto por R replicas no interactuantes del sistema bajo estudio, donde cada
re´plica esta´ asociada con un potencial qu´ımico µn y una temperatura T di-
ferentes. El proceso de templado paralelo consiste en combinar la simulacio´n
simulta´nea e independiente de cada re´plica, junto con un proceso de inter-
cambio de configuraciones, xi y xi, entre dos re´plicas a potenciales qu´ımicos
y/o temperaturas diferentes, el cual es aceptado con cierta probabilidad.
Los seis pasos enumerados anteriormente representara´n el paso elemental
(MCs) en el proceso de simulacio´n de MC. T´ıpicamente, el estado de equi-
librio puede ser reproducido despue´s de descartar los primeros r′ = 4 × 106
MCs. Luego, los pro´ximos r = 4×106 MCs se usan para computar promedios.
Las diferentes cantidades de intere´s, cubrimiento y energ´ıa configuracional
promedio, se obtienen de la siguiente manera:
〈θ〉 =
1
M
∑
i
〈ci〉 (5.5)
〈U〉 = 〈H〉 − µ 〈N〉 (5.6)
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donde 〈...〉 representa el promedio temporal sobre r pasos de simulacio´n de
MC. El calor diferencial de adsorcio´n qd puede ser obtenido de la siguiente
manera. A partir de la gran funcion de particio´n Ξ(µ, T,M), se puede derivar
la bien conocida relacio´n termodina´mica [132]: (∂ ln z/∂β)〈N〉 = ∂〈U〉/∂〈N〉
donde β = 1/kBT y z = exp(µ/kBT )/h
3(2πmkBT )
3/2. Para un gas ideal,
z → kBTP , siendo P la presio´n, luego,
qd = RT
2
(
∂ lnP
∂T
)
〈N〉
− RT = −
∂〈U〉
∂〈N〉
= −
〈UN〉 − 〈U〉〈N〉
〈N2〉 − 〈N〉2
, (5.7)
donde R es la constantes de los gases (R/kBT = nu´mero de Avogadro);
〈UN〉, 〈N〉 y 〈N2〉 pueden ser obtenidos a partir de la simulacio´n.
Finalmente, otra cantidad de intere´s sera´ el nu´mero de k-uplas disponibles
en el sistema, η (k-uplas vac´ıas que pueden ser ocupadas por un k-mero),
〈η〉 =
1
r
r∑
t=1
η(xt) (5.8)
donde la funcio´n η(xt) representa el nu´mero instanta´neo de k-uplas disponi-
bles en la configuracio´n χt al tiempo t de simulacio´n.
Los ca´lculos computacionales se realizan en el Cluster BACO el cual esta´
constituido por 30 PCs con CPU tipo Intel Core 2 QUAD Q9550 y ma´s de
40 PCs con CPU Intel i7-3370 / 2600. Hay un total de 500 cores actualmente
operativos en el CLUSTER. Cuenta con un servidor con CPU tipo Intel Core
2 QUAD Q9550 con disco redundante de 1TB. Todas las unidades esta´n bajo
Sistema Operativo Scientific Linux 5.0 y con sistema de gestio´n de colas de
procesos (mecanismo de checkpoint y prioridad) llamado Condor. Tiene dos
GPUs NVIDIA modelos GTX 480 y GTX 580 con 1.5GB y 2GB, respectiva-
mente, conectadas en red para procesamiento de algoritmos en paralelo con
lenguaje CUDA.
Estudiando la transicio´n nema´tica en un modelos de red cuadrada, en la
ref. [82] se propuso un esquema de probabilidades de transicio´n alternativo
que prueba ser ergo´dico y que cumple con el principio de reversibilidad mi-
crosco´pica tambie´n. All´ı los k-meros son adsorbidos y desorbidos con proba-
bilidades p y 1−p, respectivamente, donde p esta relacionado con la actividad
qu´ımica λ = eβ(µ−Uo) de la forma
λ =
θp
2k(1− p)
(5.9)
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En el futuro ampliaremos nuestro estudio sobre k-meros con interaccio´n
con e´ste y otros esquemas que optimicen las simulaciones.
5.2. Resultados de Simulacio´n para k-meros
con interaccio´n repulsiva
Una de las motivaciones para analizar el comportamiento de el gas de red
de k-meros es la rica variedad de transiciones de fase que desarrollan cuando
interactu´an entre si, especialmente para interacciones repulsivas que pueden
producir fases ordenadas [?]. Au´n en el caso de k-meros sin interaccio´n existe
evidencia de transicio´n nema´tica para k > 6 en redes cuadradas. En definitiva
existe una amplia variedad de feno´menos cr´ıticos asociados a un gas de red
de part´ıculas lineales y es nuestra motivacio´n interpretarlos en funcio´n de los
conceptos de exclusio´n estad´ıstica y estad´ısticas fraccionarias.
Mostramos y analizamos a continuacio´n las isotermas de adsorcio´n θ ver-
sus βµ y la exclusio´n de estados a partir de la probabilidad Po en funcio´n de
θ.
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Figura 5.1: Isotermas de Adsorcion de k-meros sobre red cuadrada con inter-
acciones repulsivas
Las isotermas para el caso repulsivo βW = 6 muestran una meseta bien
definida a θ = 0,5 para todos los valores de k. Sin embargo, la forma de
la funcio´n Po es diferentes para los distintos k, con segmentos claramente
lineales de pendientes diferentes para k = 2 que induce a pensar en rangos
de cubrimiento con un orden espacial diferente de las part´ıculas sobre la red
en cada uno de ellos.
En el otro extremo, k = 5 muestra un decaimiento con pendiente variable
hasta θ = 0,5 y au´n cuando la meseta de la isoterma podr´ıa ser indicio de
orden en el gas de red el resultado no es concluyente.
Como veremos en adelante la cantidad Po sera´ valiosa para interpretar el
comportamiento termodina´mico del gas de k-meros a la luz del concepto de
exclusio´n estad´ıstica de estados.
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Figura 5.2: Po versus θ para k-meros con interaccio´n repulsiva sobre red
cuadrada. Los s´ımbolos conectados con l´ıneas representan los resultados de
Monte Carlo para k = 2, 3, 4 y k = 5
5.3. K-meros sin interaccio´n. Comparacio´n con
Estad´ıstica Fraccionaria
En esta seccio´n presentamos el caso de k-meros sin interaccio´n y compa-
ramos con las predicciones de la estad´ıstica fraccionaria para adsorcio´n. De
los resultados surge que esta estad´ıstica tiene limitaciones para describir los
sistemas con k > 2 donde los efectos de exclusio´n mu´ltiple de estados son
ma´s significativos.
Estos resultados de Po muestran que la Estad´ıstica Fraccionaria repro-
duce los resultados aproximadamente so´lo para k = 2, sin embargo difiere
apreciablemente para k > 2 y el desacuerdo es mayor a medida que aumenta
k.
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Figura 5.3: Po versus θ para k-meros sin interaccio´n. Comparacio´n con resul-
tados de la estad´ıstica fraccionaria (linea punteada).
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Figura 5.4: Isotermas de adsorcion de k-meros sin interaccio´n; k = 2, 3, 4 y
5.
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Cap´ıtulo 6
Estad´ıstica de Mu´ltiple
Exclusio´n
6.1. Una nueva estad´ıstica para la adsorcio´n
de k-meros
En este cap´ıtulo desarrollamos una nueva estad´ıstica, denominada Es-
tad´ıstica de Mu´ltiple Exclusio´n para part´ıculas poliato´micas que resuel-
ve las limitaciones de la estad´ıstica cua´ntica fraccionaria de Haldane y su
extensio´n al feno´meno de adsorcio´n.
Las soluciones de gas de red de k-meros obtenidas en el cap´ıtulo 3 esta´n
basadas en las formas mas simples del feno´meno de exclusio´n de estados, y
en consecuencia para Go(N) y dN
dN ≡ d(N) = G−Go(N) = G−
N−1∑
N ′=1
g(N
′
) = G−
N−1∑
N ′=1
g N
′
= G− g (N − 1)
(6.1)
donde la exclusio´n por part´ıcula g es constante e independiente del nu´mero
de part´ıculas presentes en en sistema. Esto es equivalente a considerar que los
G estados accesibles son independientes entre si, y que cada los g estados
excluidos por una dada part´ıcula no pueden ser excluidos por ninguna
otra. en otros te´rminos, si designamos Eli y E
l
j a los conjuntos de estados
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excluidos por las part´ıculas i y j en la configuracio´n l del sistema, entonces
Eli
⋂
Elj = ∅ ∀ l, ∀ i, j ∈ N , es decir, tienen interseccio´n vac´ıa.
6.2. Conjetura de mu´ltiple exclusio´n de esta-
dos
Es claro que cuando tratamos con part´ıculas sobre una red de sitios con geo-
metr´ıa dada esta condicio´n no se cumple porque existe mu´ltiple exclusio´n
de estados. La 6.1 muestra esta feno´meno para el caso simple de d´ımeros
sobre una red cuadrada.
Figura 6.1: Representacio´n esquema´tica de configuraciones de dimeros sobre
red cuadrada donde se muestran en areas sombreadas los estados mutuamente
excluidos por part´ıculas vecinas.
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De los estados excluidos por ambos d´ımeros en la configuracio´n C1 hay uno
que es excluido por ambos. Para la configuracio´n C2 hay dos estados mutua-
mente excluidos. Por otra parte es claro que el d´ımero que ocupe el estado
accesible de la configuracio´n C3 solo excluye un estado (el que ocupa) efecti-
vamente ya que los dema´s estados los excluye mutuamente con las part´ıculas
vecinas. Tambie´n es evidente de la configuracion C4 que un dimero aislado
θ → 0 excluye 7 estados (en general k2+2k−1 para un k-mero). Se concluye
que en general la exclusio´n estad´ıstica no es constante y tampoco depende
solo de N sino que depende de la configuracio´n en que se encuentre el siste-
ma. Como veremos, en el gas de red el para´metro g representa la exclusio´n
estad´ıstica por part´ıcula a θ → 1.
Esta nueva estad´ıstica que desarrollamos se basa en considerar de mane-
ra general el hecho de que un sistema de muchas part´ıculas con estructura
geome´trica arbitraria sobre una red (o en el cont´ınuo) excluyen mutuamente
estados del conjunto total que deben ser adecuadamente cuantificados para
calcular la entrop´ıa correctamente.
Sea dN el nu´mero de estados disponibles del totalG para laN -e´sima part´ıcula
que se agrega al volu´men V y g el nu´mero de estados que excluye cada
part´ıcula aislada a θ → 1. As´ı
d1 = G (6.2)
A partir de (6.2), podemos escribir la siguiente relacio´n de recurrencia para
las dema´s part´ıculas 2, 3, . . . , N que se incorporen en el volumen V
d1 = G
d2 = d1 −N1
.
.
.
dN = dN−1 −NN−1
(6.3)
donde Nj es el nu´mero de estados “efectivamente” excluidos por la part´ıcu-
la j. Debido a que las part´ıculas excluyen estados mutuamente, es decir
hay estados excluidos por dos part´ıculas vecinas como se observa en la Fig.
6.1, entonces en general el nu´mero de estados efectivamente excluidos por
part´ıcula sera 1+ ge, distinto de g que como dijimos es el valor de exclusio´n
a cubrimiento ma´ximo θ → 1. Notar que 1+ ge cuenta el estado ocupado por
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la part´ıcula, solo uno (que no puede ser excluido por ninguna otra), ma´s ge
estados “excluidos” por la part´ıcula (sin contar el ocupado por ella).
Nuestra conjetura de mu´ltiple exclusio´n es la siguiente
Nj = 1 + ge Pj (6.4)
donde Pj ≡ probabilidad de que un estado este disponible para ser excluido
por la part´ıcula j y la definimos como
Pj =
dj
G
(6.5)
e.d, el cociente del numero de estados accesibles a j sobre el nu´mero total
de estados G. Es impl´ıcito en la definicio´n (6.5) que se asume homogeneidad
estad´ıstica en el conjunto de los estados accesibles a la part´ıcula j, dj, en el
sentido que todos ellos son considerados equivalentes. La ec. (6.4) es condicio´n
ba´sica que tiene en cuenta que el nu´mero de estados excluidos por part´ıcula
es una funcio´n de N . Pj depende obviamente de la relacio´n topolo´gica entre
el taman˜o y estructura geome´trica de las part´ıculas y la geometr´ıa de la red
de sitios que ocupan.
La interpretacio´n de la ec. (6.4) es que Nj es igual a un (1) estado ocupado
por la part´ıcula mas una fraccio´n de los ge estados adicionales que puede
excluir en presencia de las dema´s , ge Pj , donde el factor Pj es la fraccio´n de
estados vac´ıos para la part´ıcula j y por lo tanto es la probabilidad de que un
estado este vac´ıo para ser excluido.
Nj = 1 + ge
dj
G
(6.6)
Reemplazando (6.6) en el sistema de ecuaciones recurrentes (6.3), obtenemos
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d1 = G
d2 = d1 −
[
1 + ge
d1
G
]
= d1
[
1−
ge
G
]
− 1 = G
[
1−
ge
G
]
− 1
d3 = d2 −
[
1 + ge
d2
G
]
= d2
[
1−
ge
G
]
− 1
=
[
G
[
1−
ge
G
]
− 1
] [
1−
ge
G
]
− 1
= G
[
1−
ge
G
]2
−
[
1−
ge
G
]
− 1
.
.
.
dN = dN−1 −
[
1 + ge
dN−1
G
]
= G
[
1−
ge
G
]N−1
−
[
1−
ge
G
]N−2
− · · · −
[
1−
ge
G
]
− 1
(6.7)
Ahora de la ecs.(3.16) y (6.7) obtenemos Go(N) y dN = d(N) que son las
funcio´nes ba´sicas para escribir las funciones termodina´micas (ver ecs. (3.23),
(3.28) y (3.29))
Go(N) = G− dN (6.8)
y tomamos el l´ımite
G˜o(n) ≡ l´ım
N,G→∞
Go(N)
G
= l´ım
N,G→∞
1
G
(G− dN)
= 1− l´ım
N,G→∞
dN
G
= 1− d˜(n)
(6.9)
con n = N/G.
Para resolver este l´ımite usamos la propiedad l´ım(f(x) + g(x)) = l´ım f(x) +
l´ım g(x), entonces
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d˜(n) = l´ım
N,G→∞
dN
G
= l´ım
N,G→∞
{[
1−
ge
G
]N−1
−
1
G
[
N−2∑
j=1
[
1−
ge
G
]j
+ 1
]}
= l´ım
N,G→∞
[
1−
ge
G
]N−1
− l´ım
N,G→∞
1
G
[
N−2∑
j=1
[
1−
ge
G
]j
+ 1
] (6.10)
En el l´ımite de la sumatoria los te´rminos que incluyen el factor ge−1
G
no
sobreviven porque tienden a zero y solo los (N − 2) te´rminos constantes
contribuyen, con los cual
l´ım
N,G→∞
1
G
[
N−2∑
j=1
[
1−
ge
G
]j
+ 1
]
= l´ım
N,G→∞
(N − 2) +O (1/G) + 1
G
= l´ım
N,G→∞
N − 1
G
= n
(6.11)
Por otra parte, para obtener el l´ımN,G→∞
[
1− ge
G
]N−1
definimos la funcio´n
h(N) =
(
1−
ge
G
)N−1
=
(
1−
nge
N
)N−1
(6.12)
y usamos la propiedad ln [l´ımN→∞ h(N)] = l´ımN→∞ ln h(N)
l´ım
N→∞
ln h(N) = l´ım
N→∞
[
(N − 1) ln
(
1−
nge
N
)]
(6.13)
haciendo el cambio de variables ξ = nge/N en (6.13) y desarrollando alrede-
dor de ξ = 0, ln(1− ξ) = −ξ − ξ2/2− ξ3/3− . . .
l´ım
N→∞
ln h(N) = l´ım
ξ→0
(
nge
ξ
− 1
)
ln (1− ξ)
= l´ım
ξ→0
(
−nge −
(nge
2
− 1
)
ξ +O(ξ2)
)
= −nge
(6.14)
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luego
l´ım
N→∞
h(N) = e−nge (6.15)
Finalmente, de (6.9), (6.10), (6.11) y (6.15) resulta
d˜(n) = e−nge − n (6.16)
G˜o(n) = 1−
[
e−nge − n
]
(6.17)
Este resultado es muy interesante porque muestra que d˜(n) tiene decaimiento
exponencial t´ıpico y que el para´metro de mu´ltiple exclusio´n estad´ıstica por
part´ıcula ge es la constante de decaimiento. La ec. (6.16), o su ana´loga (6.17),
es la relacio´n fundamental de la Estad´ıstica de Mu´ltiple Exclusio´n de la
cual se derivan toda su propiedades termodina´micas. Es interesante tambie´n
que la derivada negativa de d˜ a n→ 0 es G˜
′
o(0) = −d˜
′(0) = ge, es decir, es el
valor de exclusio´n estad´ıstica efectiva por part´ıcula en presencia de mu´ltiple
exclusio´n.
d˜(n) en (6.16) esta definida excepto constantes ya que debe cumplir con los
l´ımites
d˜(0) = 1 y d˜(nm) = 0 (6.18)
Haciendo d˜(n) = C1e
−nge − C2n y determinando C1 y C2 de la condicio´n
(6.18) con nm = 1/g, C1 = 1 y
C2 = g e
− ge
g (6.19)
d˜(n) = e−nge − g e−
ge
g n (6.20)
d˜
′
(n) ≡
d˜(n)
dn
= −gee
−nge − ge−
ge
g (6.21)
G˜o(n) = 1−
[
e−nge − g e−
ge
g n
]
(6.22)
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El valor de ge no es arbitrario sino que esta completamente determinado por el
valor de la exclusio´n estad´ıstica para la part´ıcula completamente aislada sobre
la red go =< g >(n=0). Como mostraremos detalladamente en el Cap´ıtulo 7,
< g > (n) =
(1− P◦)
n
=
1
n
−


[
d˜(n) + n
]d˜′ (n)+1
n
[
d˜(n)
]d˜′ (n)

 (6.23)
y de la condicio´n l´ımn→0 < g(n) >= go se determina ge. Recordemos que
go = 2k− 1 = 2g− 1 para k-meros en 1D y go = k2+2k− 1 = (g2/4)+ g− 1
para k-meros sobre una red cuadrada por ejemplo (ver Fig. 6.1).
Resolviendo el l´ımite, finalmente la condicio´n para determinar ge es la ecua-
cio´n
l´ım
n→0
< g(n) = l´ım
θ→0
< g(θ) >
= l´ım
θ→0
g(1− P◦)
θ
= 2e
−ge
g + 2ge − 1 =
g2
4
+ g − 1 = go
(6.24)
. cuya solucio´n para la red cuadrada es1 : para k = 2(g = 4), ge = 0; para
k = 3(g = 6), ge = 4,80731; para k = 4(g = 8), ge = 9,55863 y para
k = 5(g = 10), ge = 15,3442.
La funcio´n d˜(n) (ec. 6.20) ha quedado completamente determinada luego de
cumplir las condiciones de borde d˜(0) = 1, d˜(nm) = 0 y < g > (0) = go. Una
consecuencia importante de esta formulacio´n es que la Estad´ıstica Fraccio-
naria de Haldane se obtiene como caso l´ımite particular de la Estad´ıstica de
Mu´ltiple Exclusio´n2 para g ≤ 4, ya que d˜(n) = 1− n g para g ≤ 4 (ge = 0) y
recuperamos la forma (3.32)
Adema´s, de la ec. (6.22)
G˜
′
o(0) = ge + g e
− ge
g (6.25)
Usando la relacio´n d˜(n) = 1− G˜0(n) vemos que f˜ , S˜ y µ toman las siguiente
formas simples y muy manejables.
1La solucio´n de la ec. (6.24) es ge =
g
2
8 +
g
2 + gL(z) para g ≥ 4, donde L(z) es la
solucio´n (positiva) de z =W(z) eW(z), yW(z) es la denominada Funcio´n de Lambert, que
resulta ser la funcio´n inversa de f(x) = x ex, x =W(x ex).
2Para k-meros en 1D, go = 2g − 1 y la solucio´n de la ec. (6.24) es ge = 0 ∀g (∀k).
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βf˜(n) = βnUo −
[
d˜(n) + n
]
ln
[
d˜(n) + n
]
+ d˜(n) ln d˜(n) + n lnn (6.26)
y ana´logamente para la entrop´ıa y la isoterma de adsorcio´n,
S˜(n)
kB
=
[
d˜(n) + n
]
ln
[
d˜(n) + n
]
− d˜(n) ln d˜(n)− n lnn (6.27)
eβ(µ−Uo) =
n
[
d˜(n) + n
]−(d˜′+1)
[
d˜(n)
]−d˜′ (6.28)
Reemplazando la ec. (6.20) en (6.26), (6.27) y (6.28) obtenemos las funciones
termodina´micas por estado de la nueva Estad´ıstica de Mu´ltiple Exclu-
sio´n en su forma normalizada
βf˜(n) = βnUo −
[
e−nge − g e−
ge
g n + n
]
ln
[
e−nge − g e−
ge
g n+ n
]
+
[
e−nge − g e−
ge
g n
]
ln
[
e−nge − g e−
ge
g n
]
+ n lnn
(6.29)
S˜(n)
kB
=
[
e−nge − g e−
ge
g n + n
]
ln
[
e−nge − g e−
ge
g n+ n
]
−
[
e−nge − g e−
ge
g n
]
ln
[
e−nge − g e−
ge
g n
]
− n lnn
(6.30)
eβ(µ−Uo) =
n
[
e−nge − g e−
ge
g n + n
][gee−nge+ge− geg −1]
[
e−nge − g e−
ge
g n
][gee−nge+ge− geg ] (6.31)
P◦(θ) =
[
e−nge − g e−
ge
g n + n
]−[gee−nge+ge− geg −1]
[
e−nge − g e−
ge
g n
]−[gee−nge+ge− geg ] (6.32)
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P∅(θ) = 1−
θ
g
−
[
e−nge − g e−
ge
g n + n
]−[gee−nge+ge− geg −1]
[
e−nge − g e−
ge
g n
]−[gee−nge+ge− geg ]
(6.33)
6.3. Formas de f˜ , S˜ y µ en nomenclatura de
gas de red
Las funciones (6.29), (6.30) y (6.31) las podemos escribir en nomencla-
tura de gas de red, con las definiciones usadas anteriormente: M sitios,
nm = Nm/G = Nm/mM = Nmk
′/(mk′M) = θm/mk
′ = 1/g y n = aθ =
θ/g (ec.(3.35)).
Del cambio de variables n = θ/g en la ec.(6.20) se obtiene
d˜(n = θ/g) = Θ(θ) = e−θ
ge
g − e−
ge
g θ (6.34)
Notar que Θ(θ) = d˜(n = θ/g) y que Θ
′
≡ dΘ(θ)/dθ = 1
g
d
(
d˜(n)
)
/dn |n=θ/g=
1
g
d˜
′
(θ/g). Adema´s, fk(θ) = mf˜(n), y operando resulta
fk(θ) = β
θ
k′
Uo −
[
mΘ(θ) +
θ
k′
]
ln
[
mΘ(θ) +
θ
k′
]
+mΘ(θ) ln [mΘ(θ)]
+
θ
k′
ln
θ
k′
(6.35)
Sk(θ)
kB
=
[
mΘ(θ) +
θ
k′
]
ln
[
mΘ(θ) +
θ
k′
]
−mΘ(θ) ln [mΘ(θ)]−
θ
k′
ln
θ
k′
(6.36)
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y
eβ(µ−Uo) =
θ
g
[
Θ (θ) + θ
g
]−(gΘ′+1)
[Θ (θ)]−gΘ
′
=
θ [g Θ (θ) + θ]−(gΘ
′+1)
[g Θ (θ)]−gΘ
′
(6.37)
con lo que queda completo el conjunto de funciones termodina´micas anal´ıticas
de la Estad´ıstica de Mu´ltiple Exclusio´n.
En las siguientes secciones realizamos en forma preliminar la comparacio´n de
estos resultados con simulaciones de Monte Carlo .
6.4. Comparacio´n entre Estad´ısticas
6.4.1. Isotermas de adsorcio´n
En esta seccio´n realizamos la comparacio´n de las isotermas de adsorcio´n
de k-meros obtenidas por simulacio´n en el conjunto gran cano´nico y las iso-
termas anal´ıticas obtenidas en el marco de la Estad´ıstica de Mu´ltiple Exclu-
sio´n para varios casos. Tambie´n incluimos la comparacio´n con las isotermas
anal´ıticas de la Estad´ıstica Fraccionaria para mostrar cua´l es la solucio´n mas
aproximada.
En la Figs. 6.2 y 6.3 se muestra la comparacio´n de los resultados de la isoter-
ma de adsorcio´n y entrop´ıa por sitio de las Estad´ısticas de Mu´ltiple Exclusio´n
y Fraccionaria.
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Figura 6.2: Comparacio´n de isotermas de adsorcio´n de las Estad´ıstica de
Mu´ltiple Exclusio´n (ec. (6.37)) y Estad´ıstica Fraccionaria (ec. (6.31)), para
k = 2 y k = 5 en red cuadrada (γ = 4). Para k = 2 ambas estad´ısticas
coinciden
6.4.2. Entrop´ıa
En esta seccio´n realizamos la comparacio´n de la entrop´ıa por sitio Sk de
k-meros obtenida de la Estad´ıstica de Mu´ltiple Exclusio´n para varios casos e
incluimos la comparacio´n con las funciones correspondientes de la Estad´ıstica
Fraccionaria.
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Figura 6.3: Comparacio´n de la entrop´ıa por sitio de las Estad´ıstica de Mu´lti-
ple Exclusio´n (ec. (6.36)) y Estad´ıstica Fraccionaria (ec. (6.30)), para k = 2
en 1D (γ = 2), g = 2; red cuadrada (γ = 4), g = 4; red triangular (γ = 6),
g = 6; y k = 5 (γ = 4), g = 10.
La diferencias en los valores de la entrop´ıa de ambos no son despreciables en
el mas simple de los casos k = 2 sobre la red triangular. Cabe notar que la
Estad´ıstica de Mu´ltiple Exclusio´n converge a la Estad´ıstica Fraccionaria en
el caso l´ımite g ≤ 4 por lo que los resultados coinciden para esos valores de
g.
6.4.3. P◦: comparacio´n con simulaciones de MC
Una de las motivaciones para desarrollar una nueva estad´ıstica fue obser-
var las limitaciones que muestra la Estad´ıstica Fraccionaria (EF) para repro-
ducir la funcio´n Po(θ) que da cuenta en detalle de la forma en que se ocupan
los estados del sistema a medida que aumenta la densidad o cubrimiento y
por lo tanto es muy sensible al taman˜o de la part´ıcula , la conectividad de
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la red de sitios y a las correlaciones que surgen de ambas. En la Fig. 5.3
se observo que la EF solo reproduc´ıa relativamente bien la funcio´n Po para
k = 2 y fallaba crecientemente para k > 2.
En esta seccio´n mostramos la comparacio´n de los resultados de simulacio´n
de MC con los que obtenemos de la Estad´ıstica de Mu´ltiple Exclusio´n (EME)
propuesta, para todos los valores de k estudiados.
La EME reproduce todos los resultados de simulacio´n con fidelidad re-
marcable en los taman˜os de part´ıculas estudiados y en el rango completo de
cubrimiento como se muestra en las Figs. 6.4, 6.5, 6.6 y 6.7.
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P
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Figura 6.4: Po en funcio´n de θ para d´ımeros (k = 2) sobre red cuadrada
(γ = 4). Los s´ımbolos representan los resultados de simulacio´n de MC, la l´ınea
so´lida la Estad´ıstica de Mu´ltiple Exclusio´n y la l´ınea de puntos la Estad´ıstica
Fraccionaria (no visible en este caso porque ambas estad´ısticas coinciden para
g = 4)
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Figura 6.5: Similar a la Fig. 6.4 para k = 3
79
CAPI´TULO 6. ESTADI´STICA DE MU´LTIPLE EXCLUSIO´N
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
  MC, k=4 , g=4 (g=8) 
 Estadística Fraccionaria
 Múltiple Exclusión
P
o
q
Figura 6.6: Similar a la Fig. 6.4 para k = 4
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Figura 6.7: Similar a la Fig. 6.4 para k = 5
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Figura 6.8: Composicio´n de los resultados de Po para todos los valores de k
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Figura 6.9: Isotermas de adsorcio´n para k = 4 y k = 5. Los s´ımbolos repre-
sentan los datos de MC, la l´ınea llena el Modelo de Estad´ıstica de Mu´ltiple
Exclusio´n y la l´ınea de puntos la Estad´ıstica Fraccionaria
De la comparacio´n de los resultados para el caso sin interaccio´n concluimos
que la Estad´ıstica de Mu´ltiple Exclusio´n reproduce con notable aproximacio´n
los resultados de simulacio´n para distintos taman˜os de k-meros, hasta los mas
grandes estudiados en este trabajo.
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Determinacio´n de la exclusio´n
estad´ıstica g
7.1. Una nueva caracterizacio´n del feno´meno
de adsorcio´n
En esta seccio´n presentamos el desarrollo una simple y a la vez robus-
ta metodolog´ıa para la interpretacio´n experimental de la termodina´mica de
adsorcio´n de part´ıculas poliato´micas en los cuales son relevantes los efectos
entro´picos que surgen del taman˜o y estructura del adsorbato y sus inter-
acciones. Particularmente, desarrolamos una forma simple y directa para
determinar el para´metro de exclusio´n estad´ıstica g y eventualmente su de-
pendencia con el cubrimiento θ a partir de las isotermas de adsorcio´n. Este
resultado, en nuestro mejor conocimiento; es la primera propuesta general
que se conoce para caracterizar la configuracio´n espacial de las mole´culas en
estado adsorbido a partir de isotermas de adsorcio´n y va´lido para mole´culas
de taman˜o y forma arbitraria.
Si tenemos en cuenta que el para´metro de exclusio´n estad´ıstica g es la suma
de la cantidad de estados del espectro de estados accesibles que una part´ıcula
ocupa (1) mas los estados que excluye de ser ocupados por otras part´ıculas
ide´nticas (g − 1), entonces podemos escribir que el promedio estad´ıstico
g =< g >=<
1
N
N∑
i=1
gi > (7.1)
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donde gi es la cantidad de estados que excluye la part´ıcula i, y el promedio
< ... > se realiza sobre todo el conjunto estad´ıstico.
la ec. (7.1) se puede reescribir como
g =<
1
N
G
G
N∑
i=1
gi >=<
G
N
1
G
N∑
i=1
gi > (7.2)
Sin embargo el te´rmino < 1
G
∑N
i=1 gi > es total de estados ocupados mas
los estados excluidos (podr´ıamos decir ’el total de estados excluidos’ si no
hacemos la diferencia entre estado excluido ocupado y estado excluido no
ocupado) promediado sobre todo el conjunto estad´ıstico y dividido por G,
y esto es justamente la probabilidad de encontrar un estado u ocupado o
excluido, es decir el complemento de P◦ ya que e´ste u´ltimo es la probabilidad
de que un estado este vac´ıo (disponible). Simbo´licamente, a partir de la ec.
(4.6), 1− P◦ = P• + P∅. Con esto,
g =<
G
N
1
G
N∑
i=1
gi >=
1
n
(1− P◦) =
1− P◦
n
(7.3)
Adema´s de la ec. (4.3) P◦ = P• e
−β(µ−Uo) = n e−β(µ−Uo), y finalmente
g =
1− P◦
n
=
1
n
− e−β(µ−Uo) (7.4)
g =
1− P◦
n
=
1
n
−
1
eβ(µ−Uo)
(7.5)
este resultado es extraordinariamente u´til ya que la ec. (7.5) implica que de
la isoterma de adsorcio´n experimental, n versus eβµ, en forma muy elemental
se puede determinar la exclusio´n estad´ıstica g, dado que el valor de Uo se
obtiene experimentalmente de la regio´n lineal de la isoterna a baja densidad
n ≈ e−βUo eβµ = K(T ) eβµ.
Definimos entonces operacionalmente la funcio´n Espectro Configuracional de
Adsorcio´n G(n)
G(n) =
1
n
−
1
eβ(µ−Uo)
(7.6)
o
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G(θ) = g
(1− P◦)
θ
=
g
θ
−
1
eβ(µ−Uo)
(7.7)
donde l´ımθ→0 G(θ) = go representa el nu´meros estados excluidos por una
part´ıcula aislada, ej. go = 7 para k = 2 en la red cuadrada como surge de los
resultados de simulacio´n representados en la forma < g >= G(θ). Para θ = 1
en cambio < g >= G(θ) = g y queda claro que en el gas de red este nu´mero
representa el valor de la exclusio´n estad´ıstica por part´ıcula cuando todos los
estados posibles han sido ocupados, ej. g = 4 en el caso mencionado arriba.
Este resultado nos permite visualizar por primera vez e interpretar de manera
clara la variacio´n de la exclusio´n estad´ıstica en funcio´n del cubrimiento.
G(θ) nos proporciona toda la informacio´n configuracional de las mole´culas
en el estado adsorbido en funcio´n de la densidad o el cubrimiento a partir de
datos termodina´micos dentro del formalismo de las estad´ısticas de exclusio´n.
Esto representa un avance cualitativo en la descripcio´n de los feno´menos de
adsorcio´n.
A modo de ejemplo vemos que en el caso de mono´meros, n = θ, eβ(µ−Uo) =
θ/(1 − θ) y G(θ) = 1 ∀θ. En las figs. 7.1, 7.2, 7.3 y 7.4 podemos ver el
comportamiento de G(θ) para k = 2, 3, 4 y 5 sobre una red cuadrada, que
nos muestra efectivamente los efectos de la exclusio´n mu´ltiple de estados y
nos permite interpretar que la exclusio´n es una funcio´n del cubrimiento y
que contiene informacio´n significativa sobre la configuracio´n y correlacio´n
espacial de las part´ıculas adsorbidas.
7.2. Espectro termodina´mico de configuracio-
nes < g >. Comparacio´n con MC
De los resultados de simulacio´n representados en la forma ec. (7.7) en
todos los casos surge que < g > var´ıa continuamente desde su valor ma´ximo
< g >= go para θ = 0 a su mı´nimo < g >= g a θ = 1. El valor a go a θ = 0
que se obtiene de esta representacio´n para cada k coincide exactamente con el
valor esperado de estados que excluyen las part´ıculas completamente aisladas,
esto es, go = 7 para k = 2; go = 14 para k = 3, go = 23 para k = 4 y go = 34
para k = 5.
Tambie´n observamos en las Figs. 7.1 a 7.4 que la prediccio´n de la Estad´ıstica
Fraccionaria es muy aceptable para k = 2. Sin embargo, difiere significativa-
mente para k > 2.
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Por otra parte la Estad´ıstica de Mu´ltiple Exclusio´n reproduce en forma no-
table los resultados de simulacio´n para todos los valores de k estudiados y
en todo el rango de cubrimiento θ. Esta Estad´ıstica presentada preliminar-
mente nos da un marco formal muy potente para interpretar gases de red de
part´ıculas lineales y probablemente para formas mas complejas.
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Figura 7.1: Exclusio´n estad´ıstica media, G(θ) =< g > a partir de la ec.
7.7, versus θ. Los s´ımbolos representan resultados de MC para k = 2 sin
interaccio´n lateral sobre una red cuadrada de 120x120 sitios. La linea so´lida
representan los resultados del modelo de Estad´ıstica Fraccionaria (ecs. 6.23
y 3.33) y de la Estad´ıstica de Mu´ltiple Exclusio´n (ecs. 6.23 y 6.20). ge = 0
de la ec. 6.24. Ambas estad´ısticas coinciden en este caso
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Figura 7.2: Similar a la Fig. 7.1 para k = 3.
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Figura 7.3: Similar a la Fig. 7.1 para k = 4.
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Figura 7.4: Similar a la Fig. 7.1. Los s´ımbolos representan MC para k = 5
sobre una red cuadrada de 400x400 sitios. ge = 15,35 de la ec. 6.24
Es evidente de las 7.1, 7.2 y 7.3 las diferencias entre los valores ma´ximos y
mı´minos de < g > es fuertemente dependiente del taman˜o de la part´ıcula (y
tambie´n lo sera´ de la geometr´ıa de la red de sitios). En el caso de interpretar
isotermas experimentales bajo la forma de < g >= G(θ), ya que a priori no
conocemos los valores de go y g que caracterizan a las part´ıculas adsorbidas
sino que son en definitiva los para´metro a determinar, la representacio´n
G(θ)
g
=
(1− P◦)
θ
(7.8)
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nos permite estimar g a partir de la amplitud de < g > para una dada red
de sitios.
Figura 7.5: < g > en funcio´n de θ para los casosk = 2, 3, 4 y 5 sobre una red
cuadrada. Los simbolos representan los resultados de MC y las lineas llenas y
punteada a las Estad´ısticas de Mu´ltiple Exclusio´n y Estad´ıstica Fraccionaria,
respectivamente.
En todos los casos de las Figs. 7.5 y 7.6 la Estad´ıstica de Mu´ltiple Exclu-
sio´n muestra una notable reproducibilidad de los resultados para todos los
taman˜os de part´ıculas y cubrimientos, inclusive el cambio de curvatura de
< g > de co´ncava a convexa a medida que k crece. La Estad´ıstica Fraccio-
naria, es un caso l´ımite inferior de la anterior, y solo parece adecuada para
describir k = 2 en 2D y es exacta en 1D para todo k.
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Figura 7.6: Po en funcio´n de θ para los casosk = 2, 3, 4 y 5 sobre una red
cuadrada. Los simbolos representan los resultados de MC y las lineas llenas y
punteada a las Estad´ısticas de Mu´ltiple Exclusio´n y Estad´ıstica Fraccionaria,
respectivamente.
Figura 7.7: < g > versus θ para k-meros con interaccio´n repulsiva
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El caso de < g > para k-meros con interaccio´n repulsiva es particulamen-
te interesante porque nos permite determinar la correlacio´n espacial entre
part´ıculas vecinas y visualizar la formacio´n de fases ordenadas.
Como se observar en el caso k = 2 de la Fig.7.7, < g > para d´ımeros con
repulsio´n por debajo de la temperatura cr´ıtica se mantiene constante en el
valor < g >= 7 hasta θ = 0,5. Esto indudablemente corresponde a una con-
figuracio´n espacial de la fase adsorbida donde los d´ımeros se ubican aislados
unos de otros sin tener unidades en sitios primeros vecinos desarrollando una
estructura tipo tablero de ajedrez en estructura regular centrada C(4x2) que
se completa a θ = 0,5.
A partir de all´ı < g > decrece casi linealmente a medida que los nuevos
d´ımeros tienen necesariamente que tener al menos un sitio primer vecino
lleno hasta tanto se completa una nueva fase ordenada a θ = 2/3 donde
< g >= 6 y cada d´ımero tiene dos primeros vecinos llenos formando una
estructura tipo bandas diagonales de d´ımeros sobre la red. En este caso cada
d´ımero excluye mutuamente dos (2) estados con los dos (2) primeros vecinos
y por lo tanto el nu´meros de estados excluidos por part´ıcula es solo uno (1);
luego 7-1=6. Estas estructuras ordenadas son evidentes en los cambios de
pendiente de < g > a θ = 0,5 y 2/3 y esta en relacio´n con las regiones de
decaimiento lineal de Po en la Fig. 5.2. En contraste para T > Tc < g >
decrece continuamente con θ mostrando la ausencia de fases ordenadas.
Las Figs.7.7 se pueden complementar en su ana´lisis tambie´n con las isotermas
que le dan origen (Figs. 7.8).
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Figura 7.8: Isotermas de Adsorcio´n de k-meros sobre red cuadrada con inter-
acciones repulsivas
Es sorprendente que para k = 3, aun cuando la isoterma presenta una meseta
muy similar a la de k = 2, el comportamiento de < g > para este caso es
muy diferente al anterior mostrando un decaimiento consistente con la falta
de orden en el adsorbato. Sin embargo consideramos que es necesario realizar
nuevas simulaciones para reproducir < g > con mas detalle en todo el rango
de cubrimientos para interpretar mejor este comportamiento.
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futuras
La motivacio´n inicial de este trabajo fue estudiar gases de red de k-meros
con interaccio´n lateral repulsiva debido a los feno´menos de orden-desorden
y las transiciones de fase que pueden desarrollar, e interpretarlos desde el
punto de vista de la Estad´ıstica Fraccionaria desarrollada en la ref. [38].
Intentamos entender la configuracio´n de los k-meros a medida que var´ıa
el cubrimiento en te´rminos del concepto de exclusio´n estad´ıstica de estados.
Para ello realizamos simulaciones de k-meros (k = 2, 3, 4, 5) en 1D y 2D y
calculamos las isotermas de adsorcio´n y la probabilidad de encontrar estados
vac´ıos en funcio´n del cubrimiento.
Teniendo en cuenta que el modelo de Estad´ıstica Fraccionaria es exac-
to para 1D, resulta que reproduce relativamente bien los resultados para
part´ıculas pequen˜as (k = 2) pero no as´ı para k > 2. Esto es una conse-
cuencia de que se asume en el modelo de Estad´ıstica Fraccionaria (como en
su ana´loga la Estad´ıstica Cua´ntica Fraccionaria de Haldane) que los estados
que ocupan ma´s los que excluyen las part´ıculas son independientes unos de
otros. Sin embargo, en un gas de red de k-meros, y en general para todo
tipo de part´ıculas excepto el caso especial de mono´meros, esta condicio´n no
se cumple porque los estados que ocupan los k-meros esta´n correlacionados
espacialmente y por esto la Estad´ıstica Fraccionaria esta limitada en este
sentido para describir los gases de red de k-meros grandes (k > 2) en 2D.
Esto nos motivo´ a proponer una nueva estad´ıstica que tenga en cuenta
que los estados en un gas de red de k-meros no son independientes unos de
otros para (k ≥ 2)y que se produce mu´ltiple exclusio´n de estados en las con-
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figuraciones del gas de red. Obtenemos as´ı una nueva formulacio´n estad´ıstica
(Estad´ıstica de Mu´ltiple Exclusio´n) que reproduce completamente en princi-
pio los resultados de simulacio´n para la probabilidad de estados vac´ıos P◦ en
funcio´n del cubrimiento para todos los taman˜os de part´ıculas estudiados. La
comparacio´n de esta cantidad es fundamental porque en definitiva significa
una prueba de la conjetura ba´sica sobre la forma en que se ocupa el conjunto
de estados del sistema, d(n), propuesta para desarrollar esta nueva estad´ısti-
ca. Las dema´s funciones termodina´micas se pueden expresar en te´rminos de
esta funcio´n y su derivada. La Estad´ıstica de Mu´ltiple Exclusio´n de estados
adema´s contiene como caso l´ımite a la Estad´ıstica Fraccionaria.
Por u´ltimo proponemos y desarrollamos un me´todo simple y robusto para
determinar el para´metro de exclusio´n estad´ıstica < g > a partir de datos de
simulacio´n o experimentales y su dependencia en todo el rango de cubrimien-
to. Esto nos permite entender con claridad el sentido f´ısico de la exclusio´n
estad´ıstica g, su relacio´n con la configuracio´n y correlacio´n espacial de las
part´ıculas en estado adsorbido, e interpretar el desarrollo de fases ordenadas
para k-meros con interaccio´n repulsiva, que fue nuestra motivacio´n inicial.
Todos los desarrollos presentados son preliminares, y aparecen con la
posibilidad de describir el comportamiento termodina´mico de una amplia
variedad de gases de red con part´ıculas de forma y taman˜o arbitrario.
En el futuro, ampliaremos nuestras simulaciones a part´ıculas de mayor
taman˜o y diferentes geometr´ıas de red, completaremos el desarrollo de la
Estad´ıstica de Mu´ltiple Exclusio´n y analizaremos con detalle su aplicacio´n
a la interpretacio´n de gases de red de part´ıculas poliato´micas de formas no
lineales y a sistemas experimentales desarrollando la metodolog´ıa de espectro
termodina´mico propuesta.
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