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SPECTRA OF MAGNETIC OPERATORS ON THE DIAMOND
LATTICE FRACTAL
ANTONI BRZOSKA, AUBREY COFFEY, MADELINE HANSALIK,
STEPHEN LOEW, LUKE G. ROGERS
Abstract. We adapt the well-known spectral decimation technique for comput-
ing spectra of Laplacians on certain symmetric self-similar sets to the case of
magnetic Schro¨dinger operators and work through this method completely for
the diamond lattice fractal. This connects results of physicists from the 1980’s,
who used similar techniques to compute spectra of sequences of magnetic opera-
tors on graph approximations to fractals but did not verify existence of a limiting
fractal operator, to recent work describing magnetic operators on fractals via
functional analytic techniques.
1. Introduction
This paper is motivated by the problem of understanding the properties of an
electron confined to a fractal set in a magnetic field. Such problems have been
extensively investigated in the physics literature using numerical techniques and
renormalization group methods [13, 2, 30, 3, 29, 15, 7]. Our goal is to give
a rigorous mathematical model for this problem on a specific fractal, the dia-
mond lattice fractal (DLF), by incorporating recent developments in fractal anal-
ysis [10, 21, 1, 9, 19, 17, 18, 20] that allow us to define a Schro¨dinger operator
based on a Laplacian intrinsic to the fractal. We then show that the structure of the
fractal is such that the spectrum of the operator can be computed using a spectral
decimation method [31, 14, 28]. This type of method has previously been used to
consider magnetic Schro¨dinger operators on an infinite Sierpinski lattice, for which
the numerically-obtained spectral data has has good agreement with experimental
results [15], however the existence of a limiting operator was not established in
this setting. A simpler approach was used in the setting of the Sierpinski Gasket
to calculate spectra for magnetic operators corresponding to fields that are locally
exact [20].
2. The Diamond Lattice Fractal
sec:analysis
The Diamond Lattice Fractal (DLF) or Diamond Hierarchical Fractal is a partic-
ular case of the Berker lattice construction [8], and has been extensively studied in
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Figure 1. Construction of the Diamond Lattice Fractal diamond
statistical physics (see, for example, [26, 13, 12, 11]) because the Migdal-Kadanoff
renormalization is exact in this setting. Mathematically rigorous versions of some
such models are also understood, for example percolation is addressed in [16]. We
may realize it as a self-similar set X ⊂ R2 by introducing a scaling factor s ≤ 1/8
and maps
F j
[
x1
x2
]
=
1
2
[
1 0
(−1) j 4s
] [
x1
x2
]
+
1√
2
[
cos
(
(2 j − 1)pi/4)
sin
(
(2 j − 1)pi/4)
]
j=1,2,3,4,
and requiring that X be the unique non-empty compact set so X = ∪4j=1F j(X).
We construct graphs that approximate X in the manner illustrated in Figure 1.
Take V0 = {(−1, 0), (1, 0)} to be the endpoints of the interval shown, and inductively
let the scale m vertices be Vm = ∪4j=1F j(Vm−1). For a word w = w1w2 · · ·wm ∈
{1, 2, 3, 4}m denote its length m by |w| and define Fw = Fw1 ◦ · · · ◦ Fwm . The edges
of the scale m graph are the images of the interval [−1, 1] × {0} under the maps
Fw with |w| = m. We write x ∼m y if there is w with |w| = m so x = Fw(−1, 0),
y = Fw(1, 0).
Note that other treatments of the DLF have not always defined it using the spe-
cific self-similarities F j. For much of our work this is of no significance because
our analytic structure will depend on the graph structure of our approximations
and associated electrical networks, for which the precise embedding into R2 is not
relevant. However we will later consider the notion of a uniform magnetic field
through X, in which case it will be important that all cells of a given scale have
the same size so that the flux, which is proportional to the area of the cell, depends
only on its scale. In particular we notice that the maps F j scale area by a factor
of s, so that the area enclosed by a scale m cell is 2sm−1.
Resistance form and Laplacian on DLF. The crucial feature that permits us to
do analysis on the DLF is the existence of an irreducible local regular Dirichlet
form E and an associated non-positive definite, self-adjoint Laplacian operator ∆
for which E( f , g) = ∫ (−∆ f )g¯ dµ, where µ is Hausdorff measure. The existence and
fundamental properties of such operators on fractals emerged in the probability and
functional analysis literature, intially as a mathematical treatment of physics mod-
els with anomalous diffusive behavior [25, 6, 22], and subsequently as a subject of
interest in its own right. The monographs of Barlow [5] and Kigami [23] and the
references therein give two standard approaches, but since the DLF is only finitely
ramified rather than post-critically finite we rely upon Teplyaev’s extension [34]
of Kigami’s method. A direct approach that includes some estimates of the heat
kernel is given in Section 4 of [16]. We also note that the harmonic structure on the
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DLF is not regular in the sense explained in Chapter 3 of [23], so in particular the
resistance metric completion of V∗ = ∪Vm is a strict subset of X. For this reason
we will work with the Euclidean rather than the resistance metric. Though the fol-
lowing results are now standard we recall some salient features of the construction
in order to fix notation.
Both the Dirichlet form and the Laplacian on the DLF may be realized as a limits
of corresponding objects on the the finite graph approximations in Figure 1. Recall
that the vertices of the scale m approximation are denoted Vm and we write x ∼m y
if there is an edge between x and y. Define a sequence of graph Dirichlet forms
and graph Laplacians by
Em( f ) = 12
∑
x∈Vm
∑
y∼m x
∣∣∣ f (x) − f (y)∣∣∣2eqn:defnofDFm (2.1)
∆m f (x) =
1
degm(x)
∑
y∼m x
(
f (y) − f (x)) x ∈ Vm \ V0
where degm(x) is the number of edges incident at x in the scale m graph. Also
define Em( f , g) by polarization and observe that if either ∑y∼m x( f (y) − f (x)) = 0
for x ∈ V0 or g = 0 on V0 then
eqn:polarizedDF (2.2) Em( f , g) = 〈−∆m f , g〉l2(µm)
where µm is the measure on Vm with mass degm(x) at x ∈ Vm, so µm(Vm) = 2 · 4m.
If f is prescribed on Vm−1 then the extension to Vm \ Vm−1 that minimizes (2.1)
is obtained by setting f on Fw(V1 \V0) to be the average of the values in f ◦Fw(V0)
for each word with |w| = m − 1. One then readily verifies that Em( f ) = Em−1( f ),
whence Em( f ) is increasing in m. When Em( f ) has finite limit we write f ∈ F
and call the limit E( f ). If Em( f ) is constant for all m we call f harmonic, and if
it is constant for m ≥ n we call it harmonic at scale m. Functions in F can be
approximated uniformly by functions harmonic at scale m. Note that Em( f , g) is
independent of m ≥ n if f is harmonic at scale n.
Let µ be Hausdorff measure on X, scaled so µ(X) = 2. By results of [23, 34]
the form E is an irreducible local regular Dirichlet form on L2(µ), so there is a
self-adjoint Laplacian ∆ for which
eqn:defnofLap (2.3) E( f , g) =
∫
X
(−∆ f )g¯ dµ for all g ∈ F0,
where F0 = { f ∈ F : f |V0 = 0} and we write f ∈ dom(∆) if there is a continuous
∆ f for which (2.3) is valid. This is the Dirichlet Laplacian.
Just as Em( f ) → E( f ) we have 4m∆m f → ∆ f for f ∈ dom(∆). To see this,
let hxm be the scale m harmonic function that is 1 at x and 0 at all other points of
Vm, so
∫
Fw(X)
hxm dµ is independent of w if x ∈ Fw(X) and zero otherwise. Thus∫
hxm dµ = 4
−m degm(x). One may uniformly approximate any continuous h by the
scale n harmonic functions
∑
x∈Vn h(x)h
x
m, from which∫
h dµ = lim
m
∫ ∑
x∈Vm
h(x)hxm dµ = limm 4
−m ∑
x∈Vm
h(x) degm(x) = 4
−m
∫
h dµm
4 BRZOSKA, COFFEY, HANSALIK, LOEW, ROGERS
and therefore 4−mµm converges weakly to µ. Then use (2.2) to see that when 4m∆m f
converges uniformly on X to f ′ then f ′ = ∆ f because
〈−∆ f , g〉L2(µ) = E( f , g) = limm Em( f , g) = limm 〈−∆m f , g〉l2(µm)
= lim
m
∫
(−4m∆m f )g¯ (4mdµm) = 〈 f ′, g〉L2(µ).
Magnetic Form and Magnetic Operator on the DLF. One may define differ-
ential forms on the DLF and similar spaces using techniques from [21, 1, 9]. We
follow the construction in [21], which provides a Hilbert spaceH of 1-forms which
is a module over F with ‖ f a‖H ≤ ‖ f ‖∞‖a‖H if f ∈ F , and a derivation ∂ : F → H
such that ‖∂ f ‖2H = E( f ) and the image is the space of exact forms. A crucial result
for our purposes is that one may define a magnetic form and self-adjoint magnetic
operator in this setting. We prove it using a variant of an argument from [18].
thm:formisclosed Theorem 2.1. For a real-valued 1-form a ∈ H the quadratic form
Ea( f ) = ‖(∂ + ia) f ‖2H
with domain F is closed on L2(µ). Thus there is a non-positive definite, self-
adjoint, magnetic operatorMaN satisfying
eqn:defnofMaga (2.4) Ea( f , g) = 〈−MaN f , g〉L2(µ)
for all g ∈ F . Moreover MaN has compact resolvent, hence its spectrum is a
sequence 0 ≤ λ1 ≤ λ2 ≤ . . . accumulating only at∞.
Proof. According to Lemma 4.2 in [18] it suffices that there is C > 0 such that we
have a bound of the form
eqn:forformbound (2.5)
∥∥∥ f a∥∥∥2H ≤ 12E( f ) + C‖ f ‖2L2(X,µ)
as this implies closedness of the quadratic form by the KLMN theorem and appli-
cability of the Rellich criterion for the resolvent.
Observe that on the DLF, for x, y in the cell Fw(X) we have | f (x) − f (y)|2 ≤
Ew( f ). Write fw for the average (with respect to µ) of f over Fw(X), so
| f (x) − fw| ≤ µ(Fw(X))−1
∫
Fw(X)
| f (x) − f (y)| dµ ≤ Ew( f )1/2, and hence
| f (x)|2 ≤ 2Ew( f ) + 2| fw|2 ≤ 2Ew( f ) + 2(| f |2)weqn:formbound (2.6)
in which the last step uses Jensen’s inequality.
Now take n so large that En( f ) > (1 − (4‖a‖2H )−1)E( f ). Then on any Fw(X)
with |w| = n we have Ew( f ) < E( f )/(4‖a‖2H ). Using the fact that µ(Xw) = 4−n and
crudely bounding
∫
Fw(X)
| f |2 by ‖ f ‖2
L2
the inequality (2.6) says that for any x ∈ X
| f (x)|2 ≤ 1
2‖a‖2H
E( f ) + 2 · 4n‖ f ‖2L2(X,µ).
This and ‖ f a‖2H ≤ ‖ f ‖2∞‖a‖2H proves (2.5) and shows the form is closed. Compact-
ness of the resolvent follows as in Theorem 4.3 of [18]. 
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The above definition ofMaN is the Neumann magnetic operator. We can also de-
fine a Dirichlet magnetic operatorMa with the properties asserted in Theorem 2.1
by requiring (2.4) for all f ∈ F0, the subspace of functions vanishing on V0.
The Neumann and Dirichlet magnetic operators are related by the magnetic
normal derivative, which is defined for f ∈ dom(∆) and x ∈ V0 by da f (x) =
limm→∞ E( f , hxm). This exists because hx0 − hxm ∈ F0 and so E( f , hxm) = E( f , hx0) +∫
(∆ f )(hx0 − hxm) dµ→
∫
(∆ f )hx0 dµ as m→ ∞. Notice that then
E( f , g) = −
∫
(∆ f )g dµ +
∑
x∈V0
g(x)da f .
In what follows we will most frequently study the Dirichlet operator, though the
same techniques are applicable to the Neumann case.
In the next section we will see how the magnetic form and magnetic operator
may be approximated by forms and operators on the graph approximants of the
Diamond Lattice fractal.
3. Approximation of Magnetic Forms and Operators
sec:approx
We have already seen that the Dirichlet form and Laplacian on the DLF may be
understood as limits of corresponding objects defined on the graph approximations.
Here we use results from [21] to show that the resistance structure of our self-
similar space allows us to construct a sequence of magnetic operators and magnetic
forms on the graphs that approximate the DLF. It should be noted that magnetic
operators on graphs have been extensively studied, beginning with the work of [33],
and there are generalizations to quantum graphs [24], but we will only develop
those aspects that are relevant for our needs.
Recall that a function f is harmonic if it minimizes E( f ) with prescribed values
on V0 and harmonic at scale m if f ◦ Fw is harmonic for each |w| = m. As in [21]
we use the fact that E is a resistance form to extend the module structure on H
so as to allow multiplication by the characteristic function 1w of a cell Fw(X) and
let Hm be the subspace of Hm spanned by elements aw1w for |w| = m, where
aw = ∂Aw for a function Aw that is harmonic at scale m, so aw is exact at scale m.
This space is finite dimensional, hence closed, and we let Trm denote the projection
Trm : H → Hm. We will usually write am = Trm a. It is proved in [21] that ∪mHm
is dense inH .
Following [20] we identify Hm with the exact 1-forms on the scale m approxi-
mating graph. An exact 1-form on the m-scale graph is a function on directed edges
such that the sum on the edges of any cell Fw(X) with |w| = m is zero. For am ∈ Hm
we abuse notation to write am =
∑
|w|=m aw1w. Since aw = ∂Aw for Aw harmonic
at scale m and unique modulo constants we can define a function on edges using
the differences of the Aw values. For a directed edge exy from x to y in the scale m
graph we let Fw′(X) be the unique m-cell containing this edge and treat am as a
function by writing am(exy) = Aw′(y) − Aw′(x).
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A 1-form on the graph approximation at scale m defines a magnetic form and
operator on this graph. Let am as above and f ∈ F . When n ≥ m let
Eamn ( f ) = 12
∑
x∈Vn
∑
y∼n x
∣∣∣∣ f (x) − f (y)eiam(exy)∣∣∣∣2, andeqn:defnofDFnam (3.1)
Mamn f (x) = −1degn(x)
∑
y∼n x
(
f (x) − f (y)eiam(exy)
)
for x ∈ Vn \ V0,eqn:defnofMagam (3.2)
and observe that if g vanishes on V0 then
eqn:DFmandMagfm (3.3) Eamn ( f , g) = 〈−Mamn f , g〉l2(µn),
where the measure µn has mass degn(x) at x ∈ Vn.
Gauge transformations and the structure of locally exact forms. It is an impor-
tant fact that on each m-cell the graph magnetic form Eamn may be obtained from
the usual scale m resistance form by local gauge transformations (see Section 3
of [20]). Specifically, we have from (3.1) and the definition of am that
Eamn ( f ) = 12
∑
|w|=m
∑
x,y∈Fw(V0)
∣∣∣∣ f (x) − f (y)ei(Aw(y)−Aw(x))∣∣∣∣2
=
1
2
∑
|w|=m
∑
x,y∈Fw(V0)
∣∣∣∣ f (x)eiAw(x) − f (y)ei(Aw(y)∣∣∣∣2
=
∑
|w|=m
En,w(eiAw f )eqn:DFamngauge (3.4)
where En,w means that we sum only over those edges in Fw(X).
The same is true for Eam( f ), though the proof is slightly different. Recall that
Eam( f ) = ‖(∂ + iam) f ‖2H and that am =
∑
|w|=m aw1w with aw = ∂Aw. This and the
decomposition of the Hilbert space according to cells ([21] Theorem 4.6) implies∥∥∥(∂ + iam) f ∥∥∥H = ∥∥∥∥ ∑
|w|=m
(
(∂ f )1w + i(∂Aw) f1w
)∥∥∥∥H
=
∑
|w|=m
∥∥∥∥e−iAw∂( f eiAw)1w∥∥∥∥H
=
∑
|w|=m
∥∥∥∥∂(eiAw f )1w∥∥∥∥H = ∑|w|=mEw(eiAw f )eqn:DFamgauge (3.5)
where Ew(h) = E(h ◦ Fw).
Convergence of approximating forms. The essential feature of the forms Eann and
the operatorsMamm is that they converge to Ea andMa respectively. In the special
case where the form has a local Coulomb gauge this was proved in [20], but this
assumption is essentially the same as assuming that the magnetic field has zero flux
through all but finitely many holes, which is a serious constraint on the magnetic
fields that can be considered, in particular precluding study of the fields of interest
in the present work. We will need the following more general result.
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thm:cvgeofgraphapprox Theorem 3.1. If a ∈ H is real-valued and f ∈ F then
Eann ( f )→ Ea( f ).
Proof. Write∣∣∣Ea( f ) − Eann ( f )∣∣∣ ≤ ∣∣∣Eam( f ) − Ea( f )∣∣∣ + ∣∣∣Eamn ( f ) − Eam( f )∣∣∣ + ∣∣∣Eann ( f ) − Eamn ( f )∣∣∣.
Lemma 3.2 shows the first term goes to zero as m → ∞, Lemma 3.4 shows the
same for the last term provided n ≥ m, and Lemma 3.3 proves that the middle term
goes to zero as n→ ∞ for any fixed m, concluding the proof. 
lem:cvgelem1 Lemma 3.2. For a and f as in Theorem 3.1, Eam( f )→ Ea( f ) as m→ ∞.
Proof. Recall Ea( f ) = ‖(∂ + ia) f ‖2H and similarly for am. Using the bound
(Eam( f ))1/2 = ‖(∂ + iam) f ‖H ≤ ‖∂ f ‖H + ‖iam f ‖H ≤ (E( f ))1/2 + ‖ f ‖∞‖am‖H
and the corresponding estimate for Ea( f ), as well as the fact that ‖am‖H ≤ ‖a‖H
for all m, we may factor the difference of squares and compute∣∣∣Eam( f ) − Ea( f )∣∣∣ ≤ ((Eam( f ))1/2 + (Ea( f ))1/2)‖i(a − am) f ‖H
≤ 2((E( f ))1/2 + ‖ f ‖∞‖a‖H )‖ f ‖∞‖a − am‖H m→∞−−−−→ 0. 
lem:cvgelem2 Lemma 3.3. For a and f as in Theorem 3.1, Eamn ( f )→ Eam( f ) as n→ ∞.
Proof. For fixed m we have am ∈ Hm so on each m-cell Fw(X) there is Aw such that
am(exy) = Aw(y) − Aw(x) and by (3.4) and (3.5)
Eamn ( f ) =
∑
|w|=m
En,w(eiAw f ) n→∞−−−−→
∑
|w|=m
Ew(eiAw f ) = Eam( f ) 
lem:cvgelem3 Lemma 3.4. For a and f as in Theorem 3.1∣∣∣Eamn ( f ) − Eann ( f )∣∣∣ as n ≥ m→ ∞.
Proof. For n ≥ m we write w′ for words with |w′| = m and w for words with |w| = n.
Let Bw be the functions on cells Fw(X) such that (3.4) yields
Eann ( f ) =
∑
|w|=n
∑
x,y∈Fw(V0)
∣∣∣∣ f (x)eiBw(x) − f (y)eiBw(y)∣∣∣∣2
For Eamn we instead have functions Aw′ on cells Fw′(X) with |w′| = m, but n ≥ m so
each m cell is a union of n cells, and we may write Aw for the restriction of Aw′ to
each Fw(X) ⊂ Fw′(X). Then from (3.4)
Eamn ( f ) =
∑
|w′ |=m
∑
{|w|=n:Fw(X)⊂Fw′ (X)}
∑
x,y∈Fw(V0)
∣∣∣∣ f (x)eiAw(x) − f (y)eiAw(y)∣∣∣∣2
=
∑
|w|=n
∑
x,y∈Fw(V0)
∣∣∣∣ f (x)eiAw(x) − f (y)eiAw(y)∣∣∣∣2
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We write the difference as a sum over Vn, with the value of w in any term implicitly
given by the unique choice such that x, y ∈ Fw(V0).
∣∣∣Eamn ( f ) − Eann ( f )∣∣∣ = ∣∣∣∣∣∣ ∑
x,y∈Vn,x∼ny
(∣∣∣∣ f (x)eiAw(x) − f (y)eiAw(y)∣∣∣∣2 − ∣∣∣∣ f (x)eiBw(x) − f (y)eiBw(y)∣∣∣∣2)∣∣∣∣∣∣
≤ T 1/21 T 1/22eqn:CauchySchwarzforDFdiffs (3.6)
where the terms T1 and T2 are estimated as follows, using the standard inequality
En(uv) ≤ 2‖u‖2∞En(v) + 2‖v‖2∞En(u).
T1 =
∑
x,y∈Vn,x∼ny
(∣∣∣eiAw(x) f (x) − eiAw(y) f (y)∣∣∣ − ∣∣∣eiBw(x) f (x) − eiBw(y) f (y)∣∣∣)2
≤
∑
x,y∈Vn,x∼ny
∣∣∣∣(eiAw(x) − eiBw(x)) f (x) − (eiAw(y) − eiBw(y)) f (y)∣∣∣∣2
=
∑
|w|=n
En,w
((
eiAw − eiBw) f )
≤ 2
∑
|w|=n
(∥∥∥eiAw − eiBw∥∥∥2∞En,w( f ) + ‖ f ‖2∞En,w(eiAw − eiBw))eqn:estforfirstfactorindiffofsquares1 (3.7)
= 2
∑
|w|=n
(
‖Aw − Bw‖2∞En,w( f ) + ‖ f ‖2∞En,w
(
ei(Aw−Bw)
))
eqn:estforfirstfactorindiffofsquares2 (3.8)
≤ 2 sup
|w|=n
‖Aw − Bw‖2∞
∑
|w|=n
En,w( f ) + 2‖ f ‖2∞
∑
|w|=n
En,w(Aw − Bw).eqn:estforfirstfactorindiffofsquares (3.9)
In passing from (3.7) to (3.8) we used
∣∣∣eiAw(x)−eiBw(x)∣∣∣ ≤ |Aw(x)−Bw(x)| to estimate
the left term, while on the right we used that En,w(eiθg) = En,w(g) and En,w vanishes
on constants. From (3.8) to (3.9) we applied
∣∣∣ei(Aw−Bw)(x) − ei(Aw−Bw)(y)∣∣∣ ≤ ∣∣∣(Aw − Bw)(x) − (Aw − Bw)(y)∣∣∣
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and the definition of En,w.
T2 =
∑
x,y∈Vn
(∣∣∣eiAw(x) f (x) − eiAw(y) f (y)∣∣∣ + ∣∣∣eiBw(x) f (x) − eiBw(y) f (y)∣∣∣)2
≤ 2
∑
x,y∈Vn
(∣∣∣eiAw(x) f (x) − eiAw(y) f (y)∣∣∣2 + ∣∣∣eiBw(x) f (x) − eiBw(y) f (y)∣∣∣2)
= 2
∑
|w|=n
(
En,w(eiAw f ) + En,w(eiBw f ))
≤ 4
∑
|w|=n
(∥∥∥eiAw∥∥∥2∞En,w( f ) + ‖ f ‖2∞En,w(eiAw) + ∥∥∥eiBw∥∥∥2∞En,w( f ) + ‖ f ‖2∞En,w(eiBw))
≤ 4
∑
|w|=n
(
2En,w( f ) + ‖ f ‖2∞
(
En,w(eiAw) + En,w(eiBw)))eqn:estforsecondfactorindiffofsquares1 (3.10)
≤ 4
∑
|w|=n
(
2En,w( f ) + ‖ f ‖2∞
(
En,w(Aw) + En,w(Bw)))eqn:estforsecondfactorindiffofsquares (3.11)
where passage from (3.10) to (3.11) uses |eiAw(x) − eiAw(y)| ≤ |Aw(x) − Aw(y)| and
similarly for Bw.
Now
∑
|w|=n En,w( f ) = En( f ) ≤ E( f ), and∑
|w|=n
En,w(Aw) =
∑
|w|=n
‖∂Aw1w‖2H =
∑
w=m
‖aw1w‖2H = ‖am‖2H ≤ ‖a‖2H
and similarly
∑
|w|=n En,w(Bw) = ‖an‖2H ≤ ‖a‖2H , so (3.11) becomes
eqn:T2est (3.12) T2 ≤ 8(E( f ) + ‖ f ‖2∞‖a‖2H )
In the same way
∑
|w|=n En,w(Aw − Bw) = ‖an − am‖2H . Combining this with the fact
that for any w with |w| = n
‖Aw − Bw‖2∞ ≤ En,w(Aw − Bw) ≤ ‖an − am‖2H
the estimate 3.9 is
eqn:T1est (3.13) T1 ≤ 2(E( f ) + ‖ f ‖2∞)‖an − am‖2H ≤ 2(E( f ) + ‖ f ‖2∞)‖a − am‖2H .
where the second inequality reflects the fact that an is a sequence of projections of
a to nested subspacesHn. Finally we have from (3.6), (3.12) and (3.13)(
Eamn ( f ) − Eann ( f )
)2 ≤ T1T2 ≤ 16(E( f ) + ‖ f ‖2∞)(E( f ) + ‖ f ‖2∞‖a‖2H )‖a − am‖2H .
which establishes the result. 
Convergence of approximating magnetic operators. We will need the following
result, which is of a standard type.
thm:cvgeofmagops Theorem 3.5. If 4mMamm f converges uniformly on V∗ \ V0 = (∪mVm) \ V0 to a
continuous function F then f ∈ dom(Ma) andMa f is the continuous extension of
F to X.
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Proof. For x ∈ Vm recall hxm is the scale m harmonic function which is 1 at x and
vanishes on Vm \ {x}. Given any g ∈ F with that vanishes on V0 let km(y) =
4m
∑
x∈VmMamm f (x)g¯(x)hxm(y). The integral
∫
hxm(y) dµ(y) = 4
−m degm(x), so∫
X
km(y) dµ(y) =
∑
x∈Vm
degm(x)Mamm f (x)g¯(x) = 〈Mamm f , g〉l2(µm) = −Eamm ( f , g)
where we were able to use (3.3) because g = 0 on V0. Now uniform convergence
of 4mMamm f to F and Theorem 3.1 imply∫
X
F(y)g¯(y) dµ(y) = −Ea( f , g)
for all g ∈ F , from which F =Ma f . 
Theorem 3.5 has a converse provided that the convergence of an → a is suffi-
ciently uniform.
thm:findomMaga Theorem 3.6. Suppose a is such that sup|w|=m 4m
∥∥∥(a − am)1Fw(X)∥∥∥H → 0 as m →∞. If f ∈ dom(Ma) then 4mMamm f converges uniformly toMa f on V∗.
Proof. Ma f ∈ F it is continuous, so for any approximate identity sequence gxn at
x ∈ V∗ we have 〈Ma f , gxn〉 → Ma f (x). If in addition gxn ∈ F then this implies
−Ea( f , gxn) → Ma f (x). For x ∈ V∗ take n0 so x ∈ Vn0 and define gxn for n ≥ n0 as
follows. For each n-cell Fw(X) containing x take Aw such that ∂Aw = an as was
done at the beginning of Section 3. These functions are unique modulo constants;
choose them such that Aw(x) = 0 and let Axn = Aw on Fw(X). Then, for all n such
that the denominator is non-zero, let
eqn:gnx (3.14) gxn =
4n
degn(x)
e−iA
x
nhxn.
This function is in F and supported on the n-cells that meet at x. Moreover con-
vergence of an to a ensures that Axn is nearly constant on these cells when n is large,
or more precisely, Aw ◦ Fw converges to zero as |w| → ∞. This and the choice
Axn(x) = 0 ensures that e
−iAxn → 1 as n→ ∞, and therefore that
4n
degn(x)
∫
X
e−iA
x
nhxn dµ =
∫
X e
−iAxnhxn dµ∫
hxn dµ
→ 1 as n→ ∞
which establishes that gxn is an approximate identity sequence from F . By direct
computation we also have
eqn:Maganwhengisanharmonic (3.15) 4nMann f (x) = 〈Mann f , gxn〉l2(µn) = −Eann ( f , gxn).
In light of the preceding the result follows from Lemma 3.7. 
lem:cvgeofgraphappwithgn Lemma 3.7. Under the hypotheses of Theorem 3.6, Ea( f , gxn) − Eann ( f , gxn) → 0
uniformly in x as n→ ∞.
Proof. The function gxn is supported on the n-cells meeting at x and ∂A
x
n = an on
these cells, so
eqn:gnxanharmonicity (3.16) Eann ( f , gxn) = En
(
eiA
x
n f , eiA
x
ngxn
)
= E(eiAxn f , eiAxngxn)
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where in the last step we used the fact that eiA
x
ngxn = 4
nhxn/ degn(x) is harmonic at
scale n by (3.14). We may re-write this as
Eann ( f , gxn) =
〈
∂
(
eiA
x
n f
)
, ∂
(
eiA
x
ngxn
)〉
H =
〈
eiA
x
n(∂ + ian) f , eiA
x
n(∂ + ian)gxn
〉
H
=
〈
(∂ + ian) f , (∂ + ian)gxn
〉
H .
Subtracting this from Ea( f , gxn) = 〈(∂ + ia) f , (∂ + ia)gxn〉 we obtain
eqn:cvgeofgraphappwithgn1 (3.17)∣∣∣Ea( f , gxn) − Eann ( f , gxn)∣∣∣ ≤ ∣∣∣〈(∂ + ia) f , i(a − an)gxn〉H ∣∣∣ + ∣∣∣〈i(a − an) f , (∂ + ian)gxn〉H ∣∣∣.
It is natural to decompose over the scale n cells Fw(X) that meet at x, calling the
corresponding set of words W xn and to bound using Cauchy-Schwarz. For the first
term we also use (3.14) to see that ‖gxn‖∞ = 4n/ degn(x), and obtain∣∣∣〈(∂ + ia) f , i(a − an)gxn〉H ∣∣∣ ≤ (Ea( f ))1/2 ∑
w∈W xn
‖gxn‖∞
∥∥∥(a − an)1Fw(X)∥∥∥H
≤ 4n(Ea( f ))1/2 sup
|w|=n
∥∥∥(a − an)1Fw(X)∥∥∥H .eqn:cvgeofgraphappwithgn2 (3.18)
The second term has one extra simplification, because the same reasoning as in (3.16)
shows that∥∥∥(∂ + ian)gxn∥∥∥H = (Ean(gxn))1/2 = 4ndegn(x) (E(eiAxngxn))1/2 = 4
n
degn(x)
(E(hxn))1/2
and on each cell Fw(X) the contribution to E(hxn) is 1, so
∥∥∥(∂ + ian)gxn1Fw(X)∥∥∥H ≤
4n/ degn(x). Writing the same cellular decomposition as before we have∣∣∣〈i(a − an) f , (∂ + ian)gxn〉H ∣∣∣ ≤ ∑
w∈W xn
‖ f ‖∞
∥∥∥(a − an)1Fw(X)∥∥∥H∥∥∥(∂ + ian)gxn1Fw(X)∥∥∥H
≤ 4
n‖ f ‖∞
degn(x)
∑
w∈W xn
∥∥∥(a − an)1Fw(X)∥∥∥H
≤ 4n‖ f ‖∞ sup
|w|=n
∥∥∥(a − an)1Fw(X)∥∥∥H ,eqn:cvgeofgraphappwithgn3 (3.19)
and then combining (3.17), (3.18) and (3.19) yields∣∣∣Ea( f , gxn) − Eann ( f , gxn)∣∣∣ ≤ 4n((Ea( f ))1/2 + ‖ f ‖∞) sup|w|=n∥∥∥(a − an)1Fw(X)∥∥∥H
whereupon the result follows by the hypothesis on the convergence of an to a made
in Theorem 3.6. 
4. Spectral Decimation on DLF graphs
In this section we show that for a special class of fields the spectrum and eigen-
functions ofMamm are related to those ofMam−1m−1 . For this purpose it will be conve-
nient to defineMamn by (3.2) for all x ∈ Vn, not just those in Vn \ V0. We will do so
in this section except when otherwise noted.
We begin by making a closer examination of the local structure of Mamm . Our
main result in this regard is (4.5), which is a decomposition of the operator into
a sum over (m − 1)-cells of gauge transformed copies of magnetic operators on
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V1. With this in hand we review some well-known results on spectral similarity
and Schur complement and apply them to magnetic operators on V1. The results
suggest thatMamm should be spectrally similar toMam−1m−1 if the fluxes through all cells
of a given scale are the same. We prove this in Theorem 4.8 using a gluing lemma
for spectral similarity (Lemma 4.5) that generalizes a similar result from [28].
Local structure of Graph Magnetic Operators. The gauge transformations in-
troduced in the previous section correspond to conjugation by diagonal unitary
transformations, at least locally. The simplest case occurs when the scale is zero.
For example, if g = 0 on V0 (Dirichlet boundary conditions) then for any n
〈−Ma0n f , g〉l2(µn) = Ea0n ( f , g) = En(eiA0 f , eiA0g)
= 〈−∆neiA0 f , eiA0g〉l2(µn) = 〈e−iA0(−∆n)eiA0 f , g〉l2(µn),
so that Ma0n is obtained from ∆n by conjugation with the unitary diagonal trans-
formation eiA0 . In particular Ma0n and ∆n have the same eigenvalues and f is an
eigenvector ofMa0n if and only if f eiA0 is an eigenvector of ∆n.
For Mamm the situation is more complicated because we have only local gauge
transformations. We must therefore conjugate by a different operator on each cell
and the result is not globally unitary. Moreover when converting from Eamm toMamm
we must keep track of the fact that each edge belongs to a unique cell, but the
sum (3.2) definingMamm involves terms from more than one cell.
It is convenient to deal with this by introducing operators as follows. For a word
w with |w| = m let Rw f = f ◦ Fw map functions on Vm+n to functions on Vn and
eqn:defnofLw (4.1) Lw,m+n f (x) =
 1degm+n(x)
(
f ◦ F−1w (x)
)
if x ∈ Fw(Vn)
0 if x ∈ Vm+n \ Fw(Vn)
map functions on Vn to functions on Vm+n. We will only need the cases n = 0, 1,
and initially we look only at n = 0. Let D =
(
1 −1−1 1
)
act on functions on V0 and
observe that
−Em,w( f , g) = 〈D( f ◦ Fw), g ◦ Fw〉l2(µ0) = 〈DRw f ,Rwg〉l2(µ0) = 〈Lw,mDRw f , g〉l2(µm)
so from (3.4) when g = 0 on V0
〈Mamm f , g〉l2(µm) = −Eamm ( f , g) =
∑
|w|=m
−Em,w(eiAw f , eiAwg)
=
∑
|w|=m
〈
Lw,mDRw
(
eiAw f
)
, eiAwg
〉
l2(µm)
=
∑
|w|=m
〈(
T−Aw Lw,mDRwTAw
)
f , g
〉
l2(µm)
where we have written TAw for the operator of pointwise multiplication by e
iAw .
This gives a cell decomposition ofMamm at points in Vm \ V0:
eqn:celldecompofMagam (4.2) Mamm =
∑
|w|=m
T−Aw Lw,mDRwTAw .
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This decomposition suggests breaking our magnetic field into pieces that act as
gauge transformations at different scales. Let Km be the orthogonal complement
of Hm−1 in Hm for m ≥ 1 and let K0 = H0, so Hm = ⊕m0K j. Recall that ∪mHm is
dense inH , soH = ⊕∞0 Km, and (abusing notation slightly) that eachK j, j ≥ 1 may
be decomposed as ⊕|w|= j−1Kw where eachKw is isomorphic toK1 via the map Fw.
Using the identification of K1 with functions on the directed scale 1 graph we see
that K1 is one-dimensional with basis element a non-exact 1-form. A symmetric
such basis element is shown in Figure 2, as is a typical element ofK2 obtained as a
linear combination of copies of this basis element on the 2-scale cells. We call the
symmetric basis element k ∈ K1 and let kw = k ◦ F−1w be the corresponding basis
element for Kw.
1
1 1
1
α3
α3
α3
α3
α4
α4
α4
α4
α1
α1
α1
α1
α2
α2
α2
α2
Figure 2. A graph 1-form that spans K1 (left), and a typical ele-
ment of K2 (right). fig:oneloopbasiselt
Note that if we decomposeMβk1 according to (4.2) then the directed graph func-
tion is β on each edge, so the gauge operation on each edge is multiplication by eiA
with A = 0 at the source vertex of the directed edge and A = β at the target vertex.
Then for each j,
T−A j L j,1DR jTA j = L j,1T−ADTAR j = L j,1
(
1 −eiβ
−e−iβ 1
)
R j
Hence we may write a matrix forMβk1 with the first two rows corresponding to the
vertices in V0 and the second two to those in V1 \ V0 as follows,
eqn:Magbetak1 (4.3) Mβk1 =
∑
j
L j,1T−ADTAR j =
1
2

2 0 −eiβ −e−iβ
0 2 −e−iβ −eiβ
−e−iβ −eiβ 2 0
−eiβ −e−iβ 0 2

where the factor 12 comes from deg1(x) = 2 for all x ∈ V1.
From the decompositionHm = Hm−1⊕|w|=m−1Kw write am = am−1+∑|w|=m−1 βwkw.
For each cell Fw(X) with |w| = m − 1 and each subcell Fw j(X) we have harmonic
functions Aw, Bw j such that am−1 ◦ Fw = ∂Aw and βwkw ◦ Fw j = ∂Bw j. The gauge
map on Fw j(X) is TAw j = TAwTBw j , so (4.2) becomes
eqn:celldecompofMagam2 (4.4) Mamm =
∑
|w|=m−1
T−Aw
( 4∑
j=1
T−Bw j Lw j,mDRw jTBw j
)
TAw .
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However the same argument used in the computation of (4.3) shows that for each w
there is Bw such that T−Bw j Lw j,m = Lw j,mT−Bw and Rw jTBw j = TBwRw j independent
of j. Moreover we can decompose
Rw j f = f ◦ Fw j = f ◦ Fw ◦ F j = R jRw f
and for x ∈ Vm
Lw j,m f (x) =
1
degm(x)
f ◦ F−1w j =
2
deg1(F
−1
w (x)) degm(x)
f ◦ F−1j ◦ F−1w = 2Lw,mL j,1.
because all y ∈ V1 have deg1(y) = 2.
Note that in both of these expressions we are using the case n = 1 of the defi-
nition of Rw and Lw, meaning that they are considered as operators from functions
on Vm to functions on V1 and conversely.
Using the above simplifications we conclude from (4.4) and (4.3) that
Mamm = 2
∑
|w|=m−1
T−Aw Lw,m
( 4∑
j=1
L j,1T−Bw DTBwR j
)
RwTAw
= 2
∑
|w|=m−1
T−Aw Lw,mMβwk1 RwTAw .eqn:celldecompofMagam3 (4.5)
which decomposesMamm as a sum over (m−1)-cells of copies of magnetic operators
on V1, each of which is located at Fw(V1) ⊂ Vm and gauge transformed by TAw .
Spectral similarity. The notion of spectral similarity we use is from [28], see
also [31, 14, 32, 27], and is defined as follows.
Definition 4.1. LetU andU0 be Hilbert spaces and U : U0 →U be an isometry.
Two bounded linear operators M onU and M0 , I onU0 are spectrally similar if
there is a non-empty open Λ ⊂ C and functions φ0, φ1 : Λ→ C such that
eqn:specsimdefn (4.6) U∗(M − z)−1U = (φ0(z)M0 − φ1(z))−1
at all z ∈ Λ. If φ0(z) , 0 we write R(z) = φ1(z)/φ0(z) and note that
eqn:defnofR (4.7) U∗(M − z)−1U = 1
φ0(z)
(
M0 − R(z))−1.
By identifying U0 with the closed subspace U(U0) ⊂ U one may characterize
spectral similarity using the Schur complement. This is done in [28] by consid-
ering the case U0 ⊂ U, letting U1 denote its orthogonal complement and P j the
projectionU → U j for j = 0, 1. This permits a decomposition of M into blocks
eqn:Masblocks (4.8) M =
(
S X˜
X Q
)
by setting S = P0MP0, X˜ = P1MP0, X = P0MP1, Q = P1MP1. Note, too, that
if M = M∗ then X˜ = X∗. With this notation, and writing ρ(A) for the resolvent
set of an operator A, the following results are from Lemma 3.3, Corollary 3.4,
Theorem 3.6 and Proposition 3.7 of [28].
thm:MT Theorem 4.2 ([28]).
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(1) For z ∈ ρ(M) ∩ ρ(Q), M and M0 satisfy (4.6) if and only if
eqn:schurcondit (4.9) S − z − X˜(Q − z)−1X = φ0(z)M0 − φ1(z)I
(2) If M and M0 satisfy (4.6) then φ0 and φ1 have unique analytic extensions
to a connected component of ρ(Q) and these extensions satisfy (4.9). In
the special case where the spectrum σ(Q) of Q consists only of isolated
eigenvalues the φ j(z) extend to be meromorphic on C with poles in σ(Q).
(3) If M is spectrally similar to M0 and z ∈ ρ(Q) has φ0(z) , 0 then
(a) R(z) ∈ ρ(M0) if and only if z ∈ ρ(M).
(b) R(z) is an eigenvalue of M0 if and only if z is an eigenvalue of M.
There is a bijective map from the eigenspace of M0 corresponding to
R(z) to the eigenspace of M corresponding to z, with formula
eqn:efnextension (4.10) f0 7→ f = (I − (Q − z)−1X) f0.
A more precise analysis of what occurs in the case φ0(z) = 0 or z < ρ(Q) is
possible, see [4], but we will not need general results of this type because it will be
easy to deal with these cases on the DLF by direct arguments.
We illustrate the above notions with some computations that are extremely per-
tinent to the DLF, namely the reduction of a magnetic operator on a diamond to an
operator on a line segment. LetU be the space of complex-valued functions on the
vertices of the diamond andU0 be the space of functions on two opposite vertices,
which we think of as a subspace ofU.
eg:simplefield Example 4.3. If the field through the hole in the diamond has magnitude 4β then
the corresponding magnetic operator M is that in (4.3), so may be written as in (4.8)
with
S = Q = I, X =
−1
2
[
eiβ e−iβ
e−iβ eiβ
]
, X˜ = X∗.
β
β β
β
0
β + α
β − α β − α
β + α
2α
Figure 3. Reducing two different magnetic fields on a single diamond fig:simplemagfield
The diagram on the left in Figure 3 illustrates the field corresponding to M by
showing the 1-form as a function on the directed edges. The operator M0 is just
the discrete Laplacian on the two vertices, and the corresponding 1-form has zero
change on the edge.
M0 =
[
1 −1
−1 1
]
.
16 BRZOSKA, COFFEY, HANSALIK, LOEW, ROGERS
Then
S − z − X˜(Q − z)−1X = 1
2(1 − z)
[
2(1 − z)2 − 1 − cos 2β
− cos 2β 2(1 − z)2 − 1
]
=
cos 2β
2(1 − z) M0 −
(−2z2 + 4z − 1 + cos 2β)
2(1 − z) I
so that (4.9) holds, though the functions φ j depend on the strength of the field.
eg:lesssimplefield Example 4.4. We also consider what occurs if we reduce a gauge equivalent field
in the same manner. The next simplest example of this kind is the function on
directed edges shown on the right in Figure 3, with a different difference along the
top path than along the bottom. It differs from Example 4.3 only in that
X =
−1
2
[
ei(β+α) e−i(β+α)
e−i(β−α) ei(β−α)
]
.
For this situation we compute
S − z − X˜(Q − z)−1X = 1
2(1 − z)
[
2(1 − z)2 − 1 −e−2iα cos 2β
−ei2α cos 2β 2(1 − z)2 − 1
]
=
cos 2β
2(1 − z)V M0V
∗ − (−2z
2 + 4z − 1 + cos 2β)
2(1 − z) I
where M0 is as before but
V =
[
e−iα 0
0 eiα
]
and therefore V M0V∗ =
[
1 −e−i2α
−ei2α 1
]
is a gauge transform (by V) of M0. Notice that V is the transform for the gauge
field shown on in the rightmost diagram in Figure 3, which may be thought of as
the net field obtained by tracing our original 1-form to the two vertices of the unit
interval. As before, the functions φ0 and φ1 depend only on z and the strength of
the field through the hole, which in this case is 4β. The spectral similarity relation
does not depend on the gauge field, all of which is accounted for in V .
In combination with the gluing principle described next, the spectral similarity
observed in Example 4.4 suggests that if the field has the same flux through all
scale m holes then Mamm should be spectrally similar to Mam−1m−1 . To prove this we
need a result on gluing spectrally similar operators.
Gluing spectrally similar operators. One of the most useful and well-known fea-
tures of spectral similarity on self-similar graphs is the following fact: if there are
operators Mw, each of which is spectrally similar to an operator Mw0 via functions
φ0 and φ1 that do not depend on w, then there is a way to combine the Mw such
that the result is spectrally similar to Mw0 . Moreover the way of combining the M
w
corresponds to a certain gluing operation on graphs. The standard gluing lemma
of this type is Lemma 3.10 of [28], but unfortunately it is not sufficient for our
purposes. Instead we prove the following closely related but more general result.
Note that in this lemma and its proof we simplify the notation by omitting many
inclusion operators.
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lem:gluing Lemma 4.5. LetU = U0 ⊕ U1 be a Hilbert space and P j denote projection onto
U j. Let Uw ⊂ U be a collection of subspaces such that U = ∑wUw, define
Uwj = P jUw for j = 0, 1, and let Pwj : Uw → Uwj denote the projections on
these subspaces. Suppose there are operators Mw onUw and Mw0 onUw0 that are
spectrally similar with U = U∗ = P0 and functions φ0, φ1 that are independent of
w (and hence Mw satisfies (4.9) for each w). If there are operators Lw : Uw → U
and Rw : U →Uw such that the following hypotheses hold:
item:gluing1 (1) For all w
P0Lw = LwPw0 , RwP0 = Pw0Rw, P1Lw = LwPw1 , RwP1 = Pw1Rw.
item:gluing2 (2) For all w and w′ , w: RwP1Lw = Pw1 and Rw
′
P1Lw = 0.
item:gluing3 (3) P0 =
∑
wLwPw0Rw and P1 =
∑
wLwPw1Rw.
Then M =
∑
wLwMwRw is spectrally similar to M0 = ∑wLwMw0 Rw with the same
functions φ0(z) and φ1(z).
Proof. In light of (4.9) we must compute S − zP0− X˜(Q− z)−1X. First observe that
for j = 0, 1
P j(M − z)P j =
∑
w
(
P jLwMwRwP j − P jLwzPwj RwP j
)
=
∑
w
LwPwj (Mw − z)Pwj Rw
=

∑
wLw(S w − z)Rw if j = 0∑
wLw(Qw − z)Rw. if j = 1
eqn:gluing1 (4.11)
where the first equality is by the assumption (3), the third is from (1) and the fourth
uses the definitions of S W and Qw. In the case j = 1 using assumptions (2) and (3)
we then compute from (4.11)
P1(M − z)P1
(∑
w
Lw(Qw − z)−1Rw
)
=
∑
w,w′
Lw′(Qw′ − z)Rw′P1Lw(Qw − z)−1Rw
= P1
∑
w
LwPw1Rw = P1,
from which
eqn:gluing2 (4.12) (Q − z)−1 = P1(M − z)−1)P1 =
∑
w
Lw(Qw − z)−1Rw.
We can compute X˜ = P0MP1 and X = P1MP0 in a similar fashion:
X˜ = P0MP1 =
∑
w
P0LwMwRwP1 =
∑
w
LwPw0 MwPw1Rw =
∑
w
LwX˜wRw,eqn:gluing3 (4.13)
X = P1MP0 =
∑
w
P1LwMwRwP0 =
∑
w
LwPw1 MwPw0Rw =
∑
w
LwXwRw.eqn:gluing4 (4.14)
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Combining (4.13) for X˜, (4.12) for (Q − z)−1 and (4.14) for X we obtain from
assumption (2)
X˜(Q − z)−1X =
∑
w1,w2,w3
Lw1 X˜w1Rw1 P1Lw2(Qw2 − z)−1Rw2 P1Lw3 Xw3Rw3(4.15)
=
∑
w
LwX˜wPw1 (Qw − z)−1Pw1 XwRweqn:gluing5 (4.16)
Finally, using the case j = 0 of (4.11), which gives S − zP0, and (4.16)
S − zP0 − X˜(Q − z)−1X =
∑
w
Lw(S w − z)Rw −
∑
w
LwX˜wPw1 (Qw − z)−1Pw1 XwRw
=
∑
w
Lw(S w − z − X˜w(Qw − z)−1Xw)Rw
=
∑
w
Lw(φ0(z)Mw0 − φ1(z)Pw0 )Rw
= φ0(z)
(∑
w
LwMw0 Rw
)
− φ1(z)P0
= φ0(z)M0 − φ1(z)P0
where the third equality uses the Schur characterization (4.9) of the fact that Mw
is spectrally similar to Mw0 on Uw, and the fourth equality uses assumption (3).
The final step is the definition of M0 and we have proved, again from the Schur
characterization, that M and M0 are spectrally similar via φ0 and φ1. 
Spectral similarity for graph magnetic operators. Recall from (4.5) that
eqn:celldecompofMagam4 (4.17) Mamm = 2
∑
|w|=m−1
T−Aw Lw,mMβwk1 RwTAw .
This is strongly reminiscent of the way in which the operators Mw are glued to
form M in Lemma 4.5, with Mw = Mβwkw1 being the magnetic operator on V1
corresponding to a flux of magnitude 4βw through the hole in Fw(V1). Moreover
the computation in Example 4.3 shows that Mw is spectrally similar to the usual
Laplacian D =
(
1 −1−1 1
)
on the unit interval (which in that example was denoted M0)
with functions φ0 and φ1 that depend only on the flux 4βw. In order for Lemma 4.5
to be applicable we would need that the flux depends only on the length |w| = m−1
of the word. Accordingly we restrict to this class of magnetic fields. The 1-form
kw was defined in the paragraph following equation (4.2).
def:fluxindepofscale Definition 4.6. We say the field a has flux depending only on the scale if there is
a0 ∈ H0 and a sequence βm such that am = am−1 + βm ∑|w|=m kw for all m ≥ 1.
It should be noted that ‖kw‖H is independent of w. In fact it is easily checked
that ‖kw‖H = 2. Moreover the kw were constructed so as to be an orthogonal set.
Using the fact that the number of m-cells is 4m−1
eqn:Hnormoffielddeponscale (4.18) ‖am‖2H =
m∑
n=1
β2n
∑
|w|=n
‖kw‖2H =
m∑
n=1
4nβ2n
SPECTRA OF MAGNETIC OPERATORS ON THE DIAMOND LATTICE FRACTAL 19
and therefore we have the following.
Lemma 4.7. For any sequence βm with
∑∞
1 4
mβ2m < ∞ there is a field a with flux
independent of scale as in Definition 4.6 and ‖a‖2H =
∑∞
1 4
mβ2m.
For this class of magnetic fields we may prove one of our main results.
thm:Specsimonelevel Theorem 4.8. If a ∈ H is a real-valued 1-form with flux depending only on the
scale thenMamm is spectrally similar toMam−1m−1 via functions
φ0(z, βm) =
cos 2βm
2(1 − z) φ1(z, βm) =
(−2z2 + 4z − 1 + cos 2βm)
2(1 − z)eqn:specdecfns (4.19)
Proof. The proof is a direct application of Lemma 4.5 and the computation in Ex-
ample 4.3 to the expression (4.17).
LetU be functions on Vm and decompose it asU0 ⊕U1 whereU0 is functions
on Vm−1 \V0 andU1 is functions on Vm \Vm−1. For each |w| = m− 1 letUw be the
subspace of functions on Fw(V1),Uw0 be functions on Fw(V0) andUw1 be functions
on Fw(V1 \ V0). Define Lw = 2T−Aw Lw,m and Rw = RwTAw so Lw : Uw → U and
Rw : U → Uw. We verify the various conditions of Lemma 4.5.
Recall from (4.1) that if |w| = m − 1 and n = 1 then
Lw,m f (x) =
 1degm(x)
(
f ◦ F−1w (x)
)
if x ∈ Fw(V1)
0 if x ∈ Vm \ Fw(V1)
from which it follows easily that
eqn:P0Lw (4.20) P0Lw f (x) =
 2e
−iAw(x)
degm(x)
(
f ◦ F−1w (x)
)
if x ∈ Fw(V0)
0 if x ∈ Vm \ Fw(V0)
 = LwPw0
and
P1Lw f (x) =
2e
−iAw(x)
degm(x)
(
f ◦ F−1w (x)
)
if x ∈ Fw(V1 \ V0)
0 if x ∈ Vm \ Fw(V1 \ V0)
=
e−iAw(x)
(
f ◦ F−1w (x)
)
if x ∈ Fw(V1 \ V0)
0 if x ∈ Vm \ Fw(V1 \ V0)eqn:P1Lw (4.21)
= LwPw1 .
because x ∈ Fw(V1\V0) implies degm(x) = 2. Similarly one sees from Rw f = f ◦Fw
that
RwP0 f (y) =
 eiAw(Fw(y)) f ◦ Fw(y) if y ∈ V00 otherwise
 = Pw0Rweqn:RwP0 (4.22)
RwP1 f (y) =
 eiAw(Fw(y)) f ◦ Fw(y) if y ∈ V1 \ V00 otherwise
 = Pw1Rweqn:RwP1 (4.23)
and from (4.21) and (4.23) with x = Fw(y) we have RwP1Lw = Pw1 = LwPw1Rw
and Rw′P1Lw = 0 for w′ , w. Since the sets Fw(V1 \ V0) do not intersect and have
union Vm \ Vm−1 this also establishes ∑wLwPw1Rw = ∑w Pw1 = P1.
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Lastly, consider the sum
∑
wLwPw0Rw. From (4.20) and (4.22) it is precisely∑
|w|=m−1
LwPw0Rw =

∑
|w|=m−1 2degm(x) f (x) if x ∈ Vm−1
0 otherwise
 = P0
because the sum yields the number of m− 1 cells that meet at x and each m− 1 cell
intersecting x contains two m-cells that meet at x and contribute to degm(x).
Now (4.17) is
∑
|w|=m−1LwMβmk1 Rw. We know from the computation in Exam-
ple 4.3 thatMβmk1 is spectrally similar to D via the functions specified in (4.19), so
from Lemma 4.5Mamm is spectrally similar to∑
|w|=m−1
LwDRw = 2
∑
|w|=m−1
T−Aw Lw,mDRwTAw
=
∑
|w|=m−1
T−Aw Lw,m−1DRwTAw =Mam−1m−1
by (4.2) and the observation that 2Lw,m = Lw,m−1 on functions on Vm−1 because
degm(x) = 2 degm−1(x) for points in this set. 
Let multm(z) ∈ N be the multiplicity of z as an eigenvalue of Mamm , with the
convention that multm(z) = 0 if z is not an eigenvalue ofMamm . As in (4.7) for the
specfic functions φ0, φ1 from (4.19) define
eqn:RmapforDLF (4.24) Rm(z) =
−2z2 + 4z − 1 + cos 2βm
cos 2βm
.
Using Theorem 4.2 and some elementary computations we can determine the spec-
trum ofMamm from that ofMam−1m−1 . In the following result we restrictMamm to Vm \V0
so as to obtain the result for the Dirichlet operator.
cor:spectralmultiplicities Corollary 4.9. For the Dirichlet magnetic operatorMamm on Vm \ V0 we have
(1) multm(1) = 13 (4
m + 2).
(2) If cos 2βm = 0 and z± = 1 ± 1√2 then multm(z±) =
2
3 (4
m−1 − 1).
(3) If cos 2βm , 0 and z , 1 is an eigenvalue ofMamm , then Rm(z) is an eigen-
value ofMam−1m−1 and multm(z) = multm−1(z).
Proof. The number of vertices in Vm is 23 (4
m + 2), so the dimension of the matrix
Mamm on Vm \ V0 is 23 (4m − 1). The difference between this and the dimension of
Mam−1m−1 is 2 · 4m−1.
If z = 1 thenMamm − z =
(
0 X˜
X 0
)
and the rank of X˜ cannot exceed 23 (4
m−1 − 1), so
that
multm(1) ≥ 2 · 4m−1 − 23(4
m−1 − 1) = 1
3
(4m + 2).
If cos 2βm = 0 then the Schur complement (4.9) is (1 − z − 12(1−z) )I, so the
eigenvalues are z± = 1 ± 1√2 . Then by (4.10) in Theorem 4.2 any function f0 on
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Vm−1 \V0 can be extended by (I − (Q− z±)−1X) f0 to an eigenfunction ofMamm with
eigenvalue z±, so multm(z±) ≥ 23 (4m−1 − 1). Hence
eqn:multiplicitiescomparison (4.25) 2
(2
3
)
(4m−1 − 1) + 1
3
(4m + 2)
≤ multm(p+) + multm(p−) + multm(1) ≤ 23(4
m − 1)
so that both inequalities are equalities and the multiplicities are as stated in (1)
and (2).
If, on the other hand, z , 1 and cos 2βm , 0 then the bijection (4.10) implies
that for each eigenvalue w ofMam−1m−1 we have multm(z) = multm−1(w) for any z such
that Rm(z) = w. Moreover there are two z values with Rm(z) = w because we have
assumed z , 1, which is the critical point of Rm. Now
∑
w multm−1(w), summing
over w in the spectrum of Mam−1m−1 , is 23 (4m−1 − 1), so
∑
z multm(z) over those z so
that Rm(z) is an eigenvalue ofMam−1m−1 is 43 (4m−1 − 1), and the same computation as
in (4.25) implies these and the eigenvalue 1 comprise the spectrum ofMamm . 
From Corollary 4.9 the spectrum ofMamm can be computed using sequences of
preimages under the maps Rm. If Rk,m = Rk ◦ · · · ◦ Rm for 1 ≤ k ≤ m we may
describe it as follows.
cor:Magamspectrum Corollary 4.10. The spectrum ofMamm is {1} ∪
(
∪mk=2R−1k,m{1}
)
, with the multiplicity
of values in R−1k,m{1} being 43 (4k − 1) and multm(1) = 13 (4m + 2).
Proof. A direct application of Corollary 4.9 shows that when m > 1 the spectrum
ofMamm satisfies
σ
(Mamm ) = {1} ∪ R−1m (σ(Mam−1m−1 )).
This is even true when cos 2βm = 0, because then R−1m σ
(Mam−1m−1 ) = z± with both
multiplicities equal to the number of points in σ
(Mam−1m−1 ), which is 23 (4m−1 − 1).
The result then follows by induction and the fact that σ
(Ma00 ) is empty. The
other multiplicities are from Corollary 4.9. 
The corresponding eigenfunctions may be found by iterated application of (4.10),
or in the case cos 2βm = 0, applying the extension map to any function on Vm−1.
We note that applying (4.10) at level Vm does not change the function on Vm−1, so
it is immediate that the sequence of functions obtained converges on V∗ = ∪mVm.
5. Spectrum ofMa for a field depending only on the scale
Theorems 3.5 and 3.6 describe circumstances under which the spectrum ofMa
can be computed using the spectra of the graph operatorsMamm . We note that the
latter result is applicable to magnetic fields that depend only on the scale.
lem:fieldgoestozerofast Lemma 5.1. If a is a real-valued 1-form with flux depending only on the scale then
sup|w|=m 4m
∥∥∥(a − am)1Fw(X)∥∥∥H → 0 as m→ ∞.
Proof. From (4.18) it is apparent that
∥∥∥(a − am)1Fw(X)∥∥∥H = ∑∞m 4nβ2n for any |w| =
m. Since there are 4m such cells we see 4m
∥∥∥(a−am)1Fw(X)∥∥∥H = ‖a−am‖H → 0. 
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The following is then a direct consequence of Theorems 3.5 and 3.6.
Corollary 5.2. For a real-valued 1-form a with flux depending only on the scale,
f ∈ dom(Ma) if and only if Mamm f converges uniformly on V∗ to a continuous
function, and in this case the continuous extension of this function to X isMa f .
We noted at the end of the previous section that if we construct a sequence of
eigenfunctions of Mamm on Vm via spectral decimation then they converge on V∗.
Then 4mMamm f = 4mzm f converges on V∗ only if 4mzm converges. This is not the
case for most of the sequences of eigenvaluesMamm we identified in Corollary 4.10,
but it is true for sequences of a specfic type.
Let us write
S ±m(w) = 1 ±
1√
2
√
1 + (1 − w) cos 2βm
for the inverse branches of Rm.
Definition 5.3. A sequence zm is admissible if it is of the form zm = S
pm
m (zm−1) for
m > m0, where zm0 is an eigenvalue ofMam0m0 and pm is a sequence with values in{−,+}, with the property that there is n such that pm = − for all m > n.
lem:admissseq Lemma 5.4. If zm is an admissible sequence then 4mzm converges.
Proof. First observe that S ±m preserves the interval [0, 2] and that the possible initial
values are {0, z−, 1, z+, 2} ⊂ [0, 2]. It follows that all zm ∈ [0, 2]. Moreover S −m
is contractive on [0, 2] and strictly contractive on [0, 2); in fact it is also strictly
contractive on [0, 2] if | cos 2βm| < 1. We consider only m > n, so need only look at
iteration of S −m. Using the fact that βm = o(4−m) we find that |1−cos 2βm| = o(4−2m).
It is then easily checked that the contractive fixed point of S −m is also o(4−2m), and
that the derivative there is 14 up to a factor in the interval (1−4−m, 1+4−m). It follows
that, for sufficiently large m, zm is close enough to 0 that 4k
∣∣∣S −m+k ◦ · · · ◦S −m+1(zm)∣∣∣ is
within an interval of length a bounded multiple of
(
Πm+km (1 − 4− j),Πm+km (1 + 4− j)
)
.
Sending k → ∞ we see that this interval may still be made arbitrarily small by
taking m sufficiently large, from which the result follows. 
Remark 5.5.
In fact, the composition sequence 4m−nS −m ◦ · · · ◦ S −n+1 converges uniformly on a
disc around 0 ∈ C to an analytic function Ψn with Ψn(0) = 0 and having derivative
Ψ′n(0) =
∏∞
n+1
√
2 cos 2βm√
1+cos 2βm
. The βm are o(4−m), so the product converges and if there
is no m > n with cos 2βm = 0 then Ψn is invertible on a neighborhood of 0; in
particular the latter is true for all sufficiently large n.
lem:cvgeoff_m Lemma 5.6. Suppose zm is an admissible sequence for m ≥ m0 and fm0 is an
eigenfunction of Mam0m0 with eigenvalue zm0 . For m > m0 define fm inductively by
applying (4.10) to fm−1, soMamm fm = zm fm. Then fm converges uniformly on V∗ to
a continuous function f .
Proof. Using the explicit matrices given in Example 4.3 we find that if x ∈ Vm \
Vm−1 has neighbors y1, y2 ∈ Vm−1 then fm(x) = 12(1−zm) (eiβm f (y1) + e−iβm f (y2)).
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From Lemma 5.4 we know zm = O(4−m), and since βm = o(4−m) we conclude that
the difference of fm across an edge of scale m is O(2−m). The result follows. 
thm:spectofMaga Theorem 5.7. If zm, m ≥ m0 is an admissible sequence and fm is the corresponding
sequence of eigenfunctions of Mamm let f be the continuous extension of limm fm
from V∗ to X. Then f is an eigenfunction of Ma with eigenvalue z = limm 4mzm.
Conversely, if f is an eigenfunction ofMa with eigenvalue z then there is m0 and a
sequence zm such that f and z are obtained in this manner.
Proof. Apply Lemmas 5.4 and 5.6 to find that 4mzm converges and fm converges
uniformly to f on V∗. Since 4mMamm fm = 4mzm fm one direction of the result follows
by Theorem 3.5. The converse is a little more subtle; we proceed by proving that
the eigenfunctions constructed as above are dense in L2(µ).
Fix 0 <  < 1, an eigenfunction g of Ma with eigenvalue λ and unit norm in
L2(µ), and a constant Z > λ/. Let Σ denote the set of eigenvalues ofMa obtained
by the spectral decimation procedure described above, let ΣZ = Σ∩ [−Z, 0] and for
σ ∈ Σ let {ψσ, j}Jσj=1 be an orthonormal basis for the corresponding eigenspace. We
show that
eqn:spectofMaga0 (5.1)
∥∥∥∥g − ∑
σ∈ΣZ
Jσ∑
j=1
〈g, ψσ, j〉L2(µ)ψσ, j
∥∥∥∥
L2(µ)
< 3
establishing that λ ∈ Σ. The main difficulty in the proof is that the estimates take
place in two spaces, neither of which is contained in the other.
It will be convenient for us to write µ˜n = 4−nµn to eliminate some factors of 4n.
In particular, if σ ∈ Σ then it is a limit along an admissible sequnce, so there is
σn → σ such thatMann ψσ, j = 4−nσnψσ, j on the set Vn. Moreover we may take n so
large that if k > n then for all σ ∈ ΣZ∣∣∣Eakk (ψσ, j, g) − Ea(ψσ, j, g)∣∣∣ < ,eqn:spectoMaga1 (5.2) ∣∣∣Eakk (ψσ, j, ψσ, j′) − Ea(ψσ, j, ψσ, j′)∣∣∣ < ,eqn:spectoMaga2 (5.3) ∣∣∣∣σk
σ
− 1
∣∣∣∣ < ,eqn:spectoMaga3 (5.4)
where (5.2) and (5.3) are from Theorem 3.1 and (5.4) is from Lemma 5.4. From (5.2)
and (5.4) we compute that as k → ∞∣∣∣〈ψσ, j, g〉l2(µ˜k) − 〈ψσ, j, g〉L2(µ)∣∣∣
=
∣∣∣∣ 1
σk
Eakk (ψσ, j, g) −
1
σ
Ea(ψσ, j, g)
∣∣∣∣
≤ 1|σ|
∣∣∣Eakk (ψσ, j, g) − Ea(ψσ, j, g)∣∣∣ + 1|σ| ∣∣∣Eakk (ψσ, j, g)∣∣∣∣∣∣∣ σσk − 1
∣∣∣∣
→ 0,eqn:spectoMaga4 (5.5)
and using (5.3) and (5.4) in the same manner shows that also
eqn:spectoMaga5 (5.6)
∣∣∣〈ψσ, j, ψσ′, j′〉l2(µ˜k) − 〈ψσ, j, ψσ′, j′〉L2(µ)∣∣∣→ 0
as k → ∞. Both limits are uniform for σ,σ′ ∈ ΣZ . A similar argument shows
‖g‖l2(µ˜k) → ‖g‖L2(µ).
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The quantity (5.1) may now be estimated using (5.5) and (5.6). Using orthonor-
mality of the ψσ, j in L2(µ) and (5.5) we may take n so for k > n∥∥∥∥g − ∑
σ∈ΣZ
Jσ∑
j=1
〈g, ψσ, j〉L2(µ)ψσ, j
∥∥∥∥
L2(µ)
= ‖g‖2L2(µ) −
∑
σ∈ΣZ
Jσ∑
j=1
∣∣∣〈g, ψσ, j〉L2(µ)∣∣∣2
≤ ‖g‖l2(µ˜k) −
∑
σ∈ΣZ
Jσ∑
j=1
∣∣∣〈g, ψσ, j〉l2(µ˜k)∣∣∣2 + 
Moreover if Qk is the matrix with entries 〈ψσ, j, ψσ′, j′〉l2(µ˜k) (for σ,σ′ ∈ ΣZ and
all relevant j, j′ for each σ,σ′) then by (5.6) Qk converges to the identity. Since
ψ˜σ, j =
∑
σ′, j′ Qkψσ′, j′ is an orthonormal set in l2(µ˜k) we use both facts to conclude
that for large enough k∥∥∥∥g − ∑
σ∈ΣZ
Jσ∑
j=1
〈g, ψσ, j〉L2(µ)ψσ, j
∥∥∥∥
L2(µ)
≤ ‖g‖l2(µ˜k) −
∑
σ∈ΣZ
Jσ∑
j=1
∣∣∣〈g, ψ˜σ, j〉l2(µ˜k)∣∣∣2 + 2
=
∥∥∥∥g − ∑
σ∈ΣZ
Jσ∑
j=1
〈g, ψ˜σ, j〉l2(µ˜k)ψ˜σ, j
∥∥∥∥2
l2(µ˜k)
+ 2eqn:spectoMaga6 (5.7)
At this juncture we recall that ψ˜σ, j is an eigenfunction ofMakk with eigenvalue
σk when treated an element of l2(µ˜k). Since the eigenfunctions ofMakk are complete
in l2(µ˜k) the expression (5.7) is the projection onto those eigenfunctions ofMakk for
which the corresponding eigenvalue gives rise to elements of Σ of size larger than
Z. However (5.4) shows that any such eigenvalue must be larger than Z/(1 − ).
Using this and the observation
〈g, ψ˜σ, j〉l2(µ˜k) =
1
|σk| 〈g,M
ak
k ψ˜σ, j〉l2(µ˜k) =
1
|σk| 〈M
ak
k g, ψ˜σ, j〉l2(µ˜k)
we have at last∥∥∥∥g − ∑
σ∈ΣZ
Jσ∑
j=1
〈g, ψσ, j〉L2(µ)ψσ, j
∥∥∥∥
L2(µ)
≤ 2 +
∑
|σk |>Z/(1−)
∣∣∣〈g, ψ˜σ, j〉l2(µ˜k)∣∣∣2
= 2 +
∑
|σk |>Z/(1−)
1
|σk|2
∣∣∣〈Makk g, ψ˜σ, j〉l2(µ˜k)∣∣∣2
≤ 2 + (1 − )
2
Z2
∥∥∥Makk g∥∥∥2l2(µ˜k)
however
∥∥∥Makk g∥∥∥2l2(µ˜k) = ∥∥∥4kMakk g∥∥∥2l2(µk), and our field satisfies Lemma 5.1, so in
light of Theorem 3.6 we have
∥∥∥Makk g∥∥∥2l2(µ˜) → ‖Mag‖L2(µ) = λ2‖g‖2L2(µ) = λ2. By
assumption λ < Z, so (5.1) holds and the proof is complete. 
6. Numerical results for a uniform field
It is physically natural to consider the case when the magnetic field through the
fractal is uniform, and therefore the flux through each cell is proportional to the
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Figure 4. Spectral values versus magnetic field strength forMamm
of level m = 5 (left) and m = 7 (right) when r = 0.24. fig:graphLapspect24
area of the cell. Of course, when X is thought of as an abstract self-similar set
there is no notion of the area of a cell, so we make the assumption that the area of
a cell of scale m is Crm, for some constants C and 0 < r < 1/4, where the latter
restriction is based on the idea that there are four cells of scale m + 1 in each cell
of scale m. Note that for a smaller range of r we presented an embedding of X into
R2 at the beginning of Section 2 in which the area of each scale m cell is 2sm−1,
where 0 < s ≤ 1/8 is a fixed factor.
Our first task is to determine the values in the sequence βn used in Definition 4.6
that correspond to a uniform field of the above type. Observe that for a given m
the flux through cells of scale m depends only on βn for n ≥ m because the con-
tributions from the n < m are gauge fields for cells of scale m. Since there are
4n−m cells of scale n in a cell of scale m and each contributes flux 4βn the to-
tal flux through such a cell, assuming βn as in the statement of the lemma, is
4
∑∞
n=m 4
n−mβn = 4
∑∞
0 4
nβm+n. Evidently if βm = βrm for r < 1/4 then the flux
through an m cell is Crm for C = 4β
∑∞
0 (4r)
n. This is a special case of a field
that depends only on the scale, so from Theorem 4.8, equation (4.24) and Corol-
lary 4.10 we should set
Rm =
−2z2 + 4z − 1 + cos(2βrm)
cos(2βrm)
Rk,m = Rk ◦ · · · ◦ Rm
at which point the spectrum ofMamm is {1}∪
(
∪mk=2R−1k,m{1}
)
with multiplicity 43 (4
k−1)
for points in R−1k,m and multm(1) = 13 (4m + 2). Figure 4 shows the dependence of
spectra of this type on the magnetic field strength β when r = .24 is close to the
limiting value of 1/4, while Figure 5 shows the same dependence when r = 0.1.
Two levels of approximation (m = 5 and m = 7) are shown to emphasize the
manner in which the graph spectral values accumulate on an attractor.
According to Theorem 5.7 the spectrum of the corresponding magnetic operator
Ma may be obtained from the spectra of Mamm by taking a renormalized limit.
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Figure 5. Spectral values versus magnetic field strength forMamm
of level 5 (left) and 7 (right) when r = 0.1. fig:graphLapspect1
Numerical results show the first few eigenvalues in the spectrum of Ma are well
approximated by taking quite small values of m. Figure 6 shows the dependence
of the first 32 eigenvalues of the fractal magnetic operator as a function of β when
computed using m = 11; in this example r = 0.24. The same graph for r = 0.1 is
in Figure 7.
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Figure 6. Spectral values vs. magnetic field strength forMa with
r = 0.24. fig:fractalspectrum24
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Figure 7. Spectral values vs. magnetic field strength forMa with
r = 0.1. fig:fractalspectrum1
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