We introduce and employ two QM:QM schemes (a quantum mechanical method embedded into another quantum mechanical method) and report their performance for the X23 set of molecular crystals. We furthermore present the theory to calculate the stress tensors necessary for the computation of optimized cell volumes of molecular crystals and compare all results to those obtained with various density functionals and more approximate methods. Our QM:QM calculations with PBE0:PBE+D3, PBE0:PBE+MBD, and B3LYP:BLYP+D3 yield at a reduced computational cost lattice energy errors close to the ones of the parent hybrid density functional method, whereas for cell volumes, the errors of the QM:QM scheme methods are in between the GGA and hybrid functionals.
I. INTRODUCTION
The computational description of molecular crystals has come a long way in the last two decades: this can especially be seen when considering its most important application, crystal structure prediction (CSP). The ultimate goal of the crystal structure prediction is to explore all possible polymorphs, co-crystals, salts, solvates (hydrates) of several molecules, based solely on the minimal information of its Lewis structure 1, 2 . Only the two-dimensional, schematic diagram of some organic molecules in the gas phase were revealed to the community (together with some basic information about known polymorphism and the crystallization conditions) with the request for a competitive CSP. This was actually done in the so-called blind tests which were organised by the Cambridge Crystallographic Data Center (CCDC). For the first blind test in 2000, "no program gave consistently reliable results" 2 when crystal structures of rather small and simple molecules up to 28 atoms had to be compared to experiment. In contrast, at the last blind test in 2015, "All of the targets, apart from a single potentially disordered Z' = 2 polymorph of the drug candidate, were predicted by at least one submission." 1 In this test, the molecules had a considerable larger complexity than for previous blind tests: Flexible molecules with more than 60 atoms were predicted, together with a polymorph, a salt, and a co-crystal. There are several aspects which lead to this remarkable success, which are a) the improvement of the description of the monomers by better ab initio methods b) construction of better, or even automatic force fields for which the searches are performed c) the development of enhanced search algorithms by itself and finally d) refinement methods, which further optimize the top ranked structures obtained by the force fields in step b). We will concentrate on improving the last step d), which is to develop electronic structure methods for the computation of molecular crystals.
Currently, density functional theory including dispersion interactions is the method of choice when performing step d) of the CSP. More approximate approaches, for example, density-functional tight binding, are much more inaccurate. Even though their lattice energies may be close to those obtained with density functionals 3 , their cell volumes and geometries are sometimes not even surpassing the accuracy of simple force-fields 4 . Many combinations of functionals and dispersion interactions have been used and developed with a special attention to periodic systems [5] [6] [7] [8] [9] , and in this contribution, we will evaluate some of them. In general, PBE 10 with the D3 correction method of Grimme 11 and PBE with Many-body dispersion energy method 12, 13 are viewed as some of the most accurate functional and dispersion interaction combinations. Most of the time, computer codes utilizing plane waves such as VASP 14 , CASTEP 15 , QUANTUM ESPRESSO 16 or CP2K 17 are employed. Using codes with local basis functions seems to be deprecated, as the use of diffuse functions will lead here to convergence problems. For the the correct description of intermolecular interactions, however, the utilization of diffuse functions is extremely important. For example, for hydrogen bonds, which are commonly found in molecular crystals, we were able to show that even employing of a standard basis set of triple-zeta quality without diffuse functions will lead to an error of more than 2 kJ/mol on average for each dimer calculated 18 compared to the DFT basis set limit. For periodic codes with local (Gaussian) basis sets, even these "normal" basis sets of triple-zeta quality are usually stripped of their diffuse functions 19 for the code to converge. Counterpoise corrections will unfortunately not decrease these errors 20 , at least when hydrogen bonds are concerned. Since we have many such bonds in typical molecular crystals, we expect the errors to add up and yield inaccurate results, unless there are error cancellation effects between the functional or dispersion correction and the incomplete basis set. Such effects, however, are not systematic, as the best functional, even when developed for small basis sets, is the one computed at the basis set limit 21 .
This finally leaves us with density functionals which are restricted to the (meta)-generalized gradient approximation (GGA) type, as the computation of hybrid functionals with plane waves becomes easily prohibitively expensive. Despite their non-favorable scaling, hybrid functionals are used for molecular crystals as there is some indication that hybrid functionals such as PBE0+MBD 22 may be more accurate than the commonly used PBE+MBD 23, 24 .
We also experienced that especially when computing different molecular conformers 25 for molecular crystals, hybrid functionals are more accurate than GGA ones. When computing a large amount of such conformers, this appears to be the general trend rather than an exception [26] [27] [28] [29] [30] . To complicate things further, the application of post-Hartree-Fock methods for molecular crystals is still out of reach, despite recent progress [31] [32] [33] [34] . If hybrid functionals using Hartree-Fock in combination with plane wave basis sets are computationally too demanding, post-Hartree-Fock methods will be even more expensive. Furthermore, currently, no post-Hartree-Fock analytical gradients have been reported for periodic systems.
An alternative approach is the use of embedding techniques. Most notably, MP2 [35] [36] [37] and other post-Hartree-Fock methods [38] [39] [40] [41] have been embedded into point charges or force fields. Also closely related is the incremental method [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] , which uses a hierarchical scheme of Hartree-Fock and post-Hartree-Fock methods. Most of these schemes have been employed to compute energies, but not geometries nor lattice parameters. Finally, Beran and co-workers introduced a method of embedding either density functional theory, MP2, or post-Hartree-Fock methods into force fields, with the high-level method computing all dimers given within a certain distance 35, 36, 52 . Here, gradients and the gradients of lattice parameters are possible, yielding an alternative to the above mentioned density functional theory plus dispersion corrections.
Very recently, we have published a series of papers of embedding MP2 into PBE+D2 53 and BLYP+D3 into DFTB3+D3 4 using such dimer interactions. This is our method of choice, as we can combine any molecular code with another one which utilizes periodic boundary conditions. Furthermore, we have the advantage of a) using a very robust method as a lowlevel one for computing periodic structures b) getting away with a much smaller distance for which the dimer contributions have to be calculated in comparison to force fields or point charges. Whereas the first point, the more general applicability, may not be of as much concern as long as organic molecular crystals are computed, the second point makes our approach much faster. In general, we can reduce the number of dimers computed to a fraction when using much smaller cut-off distances making our approach even competitive to the speed of DFT+D. Employing BLYP+D3:DFTB3+D3 in the embedding scheme, we were able to show 4 that we basically achieve the accuracy of the parent BLYP+D3 54,55 method.
The aim of this paper is two-fold: 1. We present the equations to compute an updated stress tensor which is used in a full optimization not only of the atomic coordinates, but also of the lattice parameters. 2. We introduce two new embedding methods as alternatives to the commonly used DFT with hybrid functionals. We can compute B3LYP:BLYP and PBE0:PBE at a fraction of the computational cost needed for hybrid functional calculations using plane wave codes, obtaining basically the same accuracy. There is also a direct link of PBE0:PBE to the frequently employed HSE functional 56,57 which screens the Hartree-Fock exchange of the hybrid PBE0 functional to zero for larger distances.
To compare all computational approaches, we utilize one of the most popular benchmark sets available for molecular crystals, the X23 set of Reilly and Tkatchenko 22 . It is an extension of the C21 set of Otera-de-la-Roza and Johnson 9 , which corrects even some lattice energies by using experimental heat capacities. It comprises of several molecular crystals which are stabilized by van der Waals and/or hydrogen bonded interactions. Of the X23 set, we took a subset of molecular crystals in order to optimize the lattice parameters of cubic, tetragonal and hexagonal cells numerically using the BLYP+D3:DFTB+D3 embedding as reported earlier 4 , and compared these results to the analytically optimized lattice parameters obtained with the newly implemented stress tensors. We compare the obtained lattice energies and cell volumes of PBE0 and B3LYP to those obtained with the embedded methods B3LYP:BLYP and PBE0:PBE.
Performance of dispersion-corrected DFT and its approximative variants for the X23 set of molecular crystals Table I summarizes the up-to-date reported mean absolute errors of lattice energies and cell volumes of X23 molecular crystals for different theoretical models.
We deliberately excluded purely empirical (force field) methods and the methods with a high degree of empiricism (except for HF-3c) from Table I . Instead, we mostly focus on the data obtained with dispersion-corrected (+D) DFT and DFTB. All data in Table I correspond to the fully lattice-optimized X23 structures calculated with a given model whereas i.e. they provide even slightly more accurate optimized cell volumes than the ones stemming from the former set of hybrid and meta-GGA functionals.
That is why PBE+D3 and PBE+MBD are probably the most utilized functional/dispersion combinations used in this field.
II. COMPUTATIONAL METHODS

A. Periodic and Molecular Calculations
The periodic calculations of molecular crystals were performed with VASP program 14 , employing a large 1000 eV cutoff and hard potentials. All QM:QM calculations have been performed on the standard k-points grid except calculations involving MBD dispersion for which the large set of k-points have been applied (see Table S2 ).
As DFT functionals we used: PBE 10 
The first term of Eq. (1), E Low−level (host), implies periodic computations of molecular crystal in the space of arbitrary chosen k-points. The E Cluster Low−level and E
Cluster
High−level represent calculations of dimers or/and monomer energies at low and high levels, respectively. The same scheme has been adapted for gradients. The number of dimers can be tuned by the trust radius -a threshold distance around the constituent monomer fragments. In our calculations we set the trust radius parameter value to 4Å. To get a fully relaxed structure, the optimisation of atom positions and cell lattice parameters is required. In this work, we report the implementation of a cell optimisation within this QM:QM approach. Here, we combine the analytical stress tensor from periodic calculations with the corresponding stress originating from the cluster contributions involving one periodic image fragment.
The calculation of the stress tensor contrasts a previous contribution of Beran and coworkers, who introduced the calculation of cell gradients to such embedding methods 36 .
The advantage of a stress tensor vs a cell gradient is that intramolecular forces are taken into account for the former, making the overall optimization faster.
B. Stress Tensor
The variation of atomic positions including lattice vector endpoints upon lattice change can be described according to the following relationship 93 :
where δ ij is the Kronecker delta and ǫ ij is the element of the the symmetrical strain
The stress tensor used to optimize the unit cell of crystal structure can be computed from the total energy as [93] [94] [95] :
where V is the volume of unit cell:
a, b, c, α, β, γ are lattice constants and angles. The stress tensor depends only on the lattice vectors (v) and on the atomic positions (R). Hence, in addition to explicit lattice vector dependence of the total energy, atomic forces contribute also to the strain-derivative tensor. For a given strain component ǫ ij , the lattice vector derivatives of the energy from the non-periodic fragment calculations can be evaluated as 95 :
where v defined in terms of three-dimensional vectors v 1 , v 2 , v 3 in a six-parameter convention form:
The term ∂E ∂R in eq.6 represents atomic forces (High-Low):
and each
∂E ∂v
term is given by 36 :
The index i sums over monomers in the central unit cell, j sums over periodic image monomers which lie within the trust radius distance of ith monomer, and k sums over the kth atom in the image monomer j. It should be noted that the use of Cartesian coordinates instead of fractional coordinates means that monomers and dimers that lie entirely within the central unit cell do not contribute to the lattice parameter gradient terms. Therefore, only dimer terms involving one periodic image molecule have a non-zero contribution.
Thus, the total lattice-vector derivatives of the energy are the sum of the analytical derivatives from periodic calculations and the gradients of the energy obtained from the cluster contributions:
C. Optimization of the Unit Cell Parameters
The optimization of cell parameters used in this study is based on a conjugate gradient algorithm 96 . At the initial optimization cycle, the trial steepest descent step (i.e. in the direction of the stress tensor σ) is performed:
Then, the energy and the cell gradients are recalculated according to the conjugate gradient algorithm which requires the line minimization along search directions (s k+1 ):
After that step the stress and energy are recalculated again. If the stress tensor contains a significant component parallel to the previous search direction, then the line minimization is improved by further corrector steps using a variant of Brent's algorithm 96 .
We adopt the scheme in which the geometry is optimized on the basis of respective energies and gradients (as described in Section III A), at fixed a, b, c, α, β, γ parameters during microiterations whereas the cell is relaxed during macroiterations. When the convergence criteria on energy and gradients is achieved during the last step of microiterations, the analytical cell gradients from low-level (host) calculations are combined with the corresponding 
where h N are the fractional coordinates of the N-th atom.
D. Dissociation energy calculations
In our first contribution on this subject 53 , E cluster low−level of eq. 1 was calculated by utilizing periodic VASP in a large unit cell. Because we have to compute a large number of dimer fragments and atoms, this would become the time-determining step for our QM:QM calculations with hybrid and GGA functionals. When employing BLYP+D3:DFTB3+D3 4 , this is not an issue, since DFTB3+D3 can be computed for both periodic as well as molecular structures on the same footing, i.e. with the same code. For our target PBE0:PBE+D3, however, we would have to perform every PBE+D3 dimer fragment step in a large unit cell, leading to convergence issues and a slow performance. Thus, the PBE+D3 values in the gas phase are computed by the molecular code using a sufficiently large def2-TZVPPD basis set.
For the gradients and thus geometries the two approaches essentially yield the same results, since we can show these to be equal for both PBE+D3/TZVPPD and PBE+D3/PAW (see Table S3 ). However, we have to change the calculation of the dissociation energies, since in this case the low-level calculations are not performed on the same footing. We do this by correcting only the monomer contributions. The dissociation energy (DE) of molecular crystal is thus calculated as:
where N is the number of monomers and E M onomer is the energy of monomer calculated as the following:
where the last term is calculated at the gamma point in VASP with the large cell volume (20x20x20Å) and small van der Waals radius (10Å). The high-level optimized geometry is used in all low-level monomer energy calculations. This way, we speed up a computing time of the molecular crystal by a large amount without any loss in accuracy.
III. RESULTS AND DISCUSSION
A. Comparison of Analytical and Numerical Cell Volumes
As mentioned in the introduction, we computed the variation of the sublimation energy with the lattice constant for all cubic, orthorombic, hexagonal and tetragonal molecular crystals of the X23 set both numerically as well as analytically. In numerical calculations, only the atoms were relaxed in the frame of constant lattice parameters and those were varied manually. The results are shown in Table II In addition, to introduce a method which should mimic hybrid functionals as close as possible, we actually need to compare to hybrid functional values. For this purpose, we additionally performed the computationally extremely expensive hybrid functional computations for the X23 set of molecules. To be able to perform these calculations, we had to reduce the k-point sampling. Especially for the MBD method, using a high k-point grid may become crucial since the computation of dispersion is performed in reciprocal space 68 .
Because of this, the PBE0+MBD functional is likely to have the largest dependence on the k-points of the three hybrid functionals tested. In Table III , we investigated the change in energies by going to much larger k-point grids (see supplementary material Table   S2, Table S4 ). Of course, for our embedding method PBE0:PBE(PBE0+MBD), such a k-point variation is computationally rather inexpensive.
Having obtained the hybrid functional values, we can conclude from Table IV In this paper, the reference energy values were back-corrected by vibrational corrections computed with PBE+TS, while in some cases, thermal corrections have been employed (see original X23 paper) 22 .
Concerning the cell volumes, thermal and especially zero-point effects, computed by the quasi-harmonic approximation, can have a large impact. To back-correct these values in a similar manner as it was done for the energies, we use the available data from the literature.
Here, we utilize the force field data from Day and co-workers 8 together with the CO 2 data of Beran and co-workers 98 and the urea data of Civalleri and co-workers 99 . For hexamethylentetramine, a crystal structure with a much lower temperature (34 K) has been utilized 100 , whereas the force field yielded a reduction of only 1.8% at much higher temperatures 8 .
Hence, we considered the hexamethylentetramine structure at 34 K as a reference point.
In general, the force fields agree well with some other computed data: for imidazole and acetic acid, the reduction is 2. for the RMS error), indicating that these two values may have been outliers. The general conclusions are not affected by the ommittance of these two outliers (see Table S6 and discussion below).
In case of Table I , we can now recalculate some of the mean absolute errors of the cell volumes for the functionals for which we have all data points (see Table S7 of the supplementary material). The errors of PBE+TS, BLYP+D3 and optB88-vdW are reduced, while the errors for the other GGA functionals reported were increased when going from the non-thermally corrected to the thermally corrected reference values. The same holds for the GGA functionals in Table IV to capture the cell volume of the hybrid methods (here, the deviation is much larger than for lattice energies). This implies that for B3LYP+D3, where the dispersion part is much larger, the energy differences are less determined by the functional part and the potential energy surface is steeper. For PBE0+D3 or PBE+D3, the short-range dispersion of the functional appears to play a larger role and thus, the embedded value is closer to PBE+D3.
The MBD dispersion in PBE is slightly larger than D3, therefore the PBE0:PBE+MBD values are closer to PBE0+MBD, in contrast to D3.
Thus, B3LYP:BLYP+D3 is very close to B3LYP+D3, whereas PBE0:PBE+MBD are in between PBE and PBE0. As before, PBE0:PBE appears somewhat closer to PBE+D3 and PBE0:PBE+MBD to PBE0+MBD.
Although we are able to reproduce B3LYP+D3 rather well with B3LYP:BLYP+D3, the PBE0:PBE+D3 and PBE0:PBE+MBD methods may need some reparametrization of the dispersion coefficients, as it was done for the HSE+D3 method. Nevertheless, for the monomers and dimers, we automatically achieve the accuracy of hybrid functionals for the introduced method, which may be an important step when comparing different polymorphs.
IV. CONCLUSIONS
We propose a method for optimization of weakly bound periodic systems based on an embedding QM:QM scheme. In this approach, we combine the energies and gradients from high-level QM fragment calculations with those coming from fast, low-level periodic DFT.
Here, we introduce PBE0 embedded into PBE and B3LYP embedded into BLYP as alternative method for hybrid functionals for molecular crystals. The robust calculation of crystal lattice energies and cell volumes makes it the promising tool for further applications, especially when accurate structures and energetics from hybrid functionals are needed.
SUPPLEMENTARY MATERIAL
See supplementary material for detailed lattice energies, cell volumes, reference cell volumes, and k-points.
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General information
Experimental data are taken from Mortazavi et al. 1 The quality of a model is measured by quantifying the mean (ME) and root mean square errors (RMS) of lattice energies and volumes:
The respective ME % and RMS % errors are calculated similarly based on Table S10 . Lattice energies (kJ/mol) calculated with QM:QM using single-point computations on the fully-lattice-optimized dispersion-corrected DFT geometries of the X23 molecular crystals. 
