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Let fi(x1, . . . , xm) (i = 1, . . . , n) be polynomials with integer coefficients. We
consider the simultaneous equation:
(1.1)

f1(x1, . . . , xm) = 0
f2(x1, . . . , xm) = 0
. . .
fn(x1, . . . , xm) = 0.
One of our interests is to solve this Diophantine equation (1.1). However, in
general, it is difficult even to determine whether there is a solution or not. In
fact, Matiyasevich [18] gave a negative answer to Hilbert’s Tenth Problem,
which asked for an algorithm to decide whether a Diophantine equation has
an integer solution. In addition, it is still not known that whether there is
an algorithm to determine the existence of rational solutions of (1.1).
Let K be a number field, Ω the set of places on K, and X an algebraic
variety over K. For each v ∈ Ω, we denote by Kv the completion of K with





where for any field extension F/K we write X(F ) for the set of F -rational
points on X. Thus if
∏
v∈ΩX(Kv) = ∅ then X(K) = ∅. It is not difficult
1
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to determine whether
∏
v∈ΩX(Kv) is empty or not. We say that the Hasse
principle holds if
∏
v∈ΩX(Kv) ̸= ∅ implies X(K) ̸= ∅. One of the classes of
varieties for which the Hasse principle holds is that of quadric hypersurfaces.
The Hasse-Minkowski theorem (cf. [13, Chapter 6]) states that the Hasse
principle holds for smooth projective quadric hypersurfaces over a number
field.
What about cubic hypersurfaces? For smooth projective cubic hypersur-
faces over Q of dimension ≥ 7, the Hasse principle holds. Further, if the
dimension is greater than 7, then these cubic hypersurfaces actually have a
Q-rational point (cf. [9], [11], [14], and [19]). In the case where cubic hyper-





2 + · · ·+ anx3n = 0, a1, a2, . . . , an ∈ K∗,
and have dimension ≥ 5 (equivalently, n ≥ 7), there exists a Kv-rational
point for every v ∈ Ω (cf. [15]). Moreover if K = Q, Baker [2] showed that
there exists a Q-rational point. However, this is not true in the 4-dimensional
case. The diagonal cubic hypersurface
(x31 − kx32) + p(x33 − kx34) + p2(x35 − kx36) = 0
has no Qp-rational points, where p ≡ 1 mod 6 is a prime, and k is an integer
which is a cubic non-residue of p (cf. [10]). It is not known that the Hasse
principle holds in the 4-dimensional case. For diagonal cubic 3-folds over a
number field K not containing the primitive cube roots of unity, Swinnerton-
Dyer [28] proved that the Hasse principle holds under the assumption that
the Tate-Shafarevich group of every elliptic curve
(1.2) x3 + y3 = Az3
over any quadratic extension of K is finite. For diagonal cubic surfaces over
Q, if a1a2/a3a4 is in (Q∗)3, then the Hasse principle holds (cf. [22]).
However, for low-dimensional cubic hypersurfaces the Hasse principle
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by Selmer [21] and Cassels and Guy [6]. In order to explain the failure of
the Hasse principle, Manin [16] introduced the Brauer-Manin obstruction.
Let X be a smooth projective geometrically integral variety over a number
field K, and Br(X) = H2ét(X,Gm) the (cohomological) Brauer group of X.








where invv : Br(Kv) ↪→ Q/Z is the local invariant for each v ∈ Ω. We define
the Brauer-Manin set X(AK)Br to be the right kernel of this paring, that is,
the subset of
∏
v∈ΩX(Kv) consisting of those elements orthogonal to Br(X).
By the reciprocity law, we see that the set X(K) (embedded in
∏
v∈ΩX(Kv)
by the diagonal mapping) is contained in X(AK)Br. See [25] for more details
on the Brauer-Manin obstruction.
A variety X such that
∏
v∈ΩX(Kv) ̸= ∅ whereas X(K) = ∅ is a coun-
terexample to the Hasse principle. We say that the Brauer-Manin obstruction
is the only obstruction to the Hasse principle if X(AK)Br ̸= ∅ implies that
X(K) ̸= ∅. For any smooth projective curve C of genus 1 over a number field,
the Brauer-Manin obstruction is the only obstruction to the Hasse principle,
under the assumption that the Tate-Shafarevich group of the Jacobian of C
is finite (cf. [20, Corollary 8.5], [7, Proposition 3.8]).
Manin [17] observed that the above counterexample to the Hasse principle
by Cassels and Guy is explained by the Brauer-Manin obstruction, that is,
he showed that the Brauer-Manin set is empty. Generalizing his method of
calculation, Colliot-Thélène, Kanevsky, and Sansuc [8] gave an algorithm to









4 = 0, a1, a2, a3, a4 ∈ Q∗
over Q, and checked that for 0 < ai < 100 counterexamples to the Hasse
principle are explained by the Brauer-Manin obstruction. To be precise,
they gave a procedure to determine whether the set V (AQ)Br is empty or
not. By the algorithm, we see that if there exists a prime p ̸= 3 dividing
exactly one of the coefficients, then we have V (AQ)Br ̸= ∅. In general it is
conjectured that, for smooth projective cubic surfaces over a number field,
the Brauer-Manin obstruction is the only obstruction to the Hasse principle
(cf. [8]).
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As for the existence of Q-rational points on V , the remarkable papers
are [3], [10], and [28]. Basile and Fisher [3] proved that, for prime numbers










has a Q-rational point, assuming the conjecture that the Tate-Shafarevich
group of the elliptic curve (1.2) over Q is finite. In [10], although the same
result is proven, one has to assume that the Selmer conjecture holds instead
of the finiteness of the Tate-Shafarevich group. Swinnerton-Dyer [28] gener-
alized the result of Basile and Fisher, and gave some criteria to the existence
of a Q-rational point. We should remark that there is no Brauer-Manin ob-
struction to the Hasse principle (that is, the Brauer-Manin set V (AQ)Br is
not the empty set) in each of the criteria by [8, Proposition 2].
Their proofs of the existence of a Q-rational point are based on the fol-















has a Q-rational point, then so does V . In order to get a Q-rational point
on each of the curves, it is sufficient to show first that these have a Qp-
rational point for all p, and second that the Hasse principle holds. Under the
assumption that the Tate-Shafarevich group of the elliptic curve (1.2) (the
Jacobian of the above curve) is finite, this strategy works well.
The aim of this thesis is, using their methods, to give evidence of the
conjecture that the Brauer-Manin obstruction is the only obstruction to the
Hasse principle for diagonal cubic surfaces.
1.2 Main Results
We first construct a family of diagonal cubic surfaces over Q which have a
rational point, under the assumption that the Tate-Shafarevich groups of
elliptic curves over Q are finite.
Theorem 1.1 (Theorem 3.13). Let p1, p2, p3 be rational primes, each con-
gruent to either 2 or 5 modulo 9, and
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a cubic surface over Q. Assume that the Tate-Shafarevich group X(E/Q)
of the elliptic curve E over Q defined by
(1.3) E :
{
x3 + y3 = p1p2p
2
3z
3 if (p1, p2, p3) ≡ (2, 2, 5) or (5, 5, 2) mod 9





3 if (p1, p2, p3) ≡ (2, 2, 2) or (5, 5, 5) mod 9
is finite. Then S(Q) ̸= ∅.
The surface S has a Qp-rational point for any prime p (see Remark 3.14),
and is not birationally equivalent to a plane over Q3 ([8, Lemme 8]). Thus
it follows from [8, Proposition 2] that there is no Brauer-Manin obstruction
to the Hasse principle.
Let E be an elliptic curve over Q, and we write r(E) for the order of
vanishing of the L-function L(E/Q, s) of E at s = 1. If r(E) ≤ 1, then the
Tate-Shafarevich group of E is finite (cf. [12]). Let pi < 100 (i = 1, 2, 3) be
primes, distinct each other, and each congruent to either 2 or 5 modulo 9.
Then, for the elliptic curve E corresponding to (p1, p2, p3) as in Theorem 1.1,
we have r(E) = 1. We used Sage [26] to calculate this.
For the proof of Theorem 1.1, we use a method similar to Basile and
Fisher [3]. The point is to reduce the problem to the case for a diagonal
cubic curve, whose Jacobian is the elliptic curve defined by (1.3).









4, a1, a2, a3, a4 ∈ Q∗.
We assume that
∏
p V (Qp) ̸= ∅, where p runs over primes. Then Swinnerton-
Dyer gave a condition [28, Theorem 3] for the existence of a Q-rational point
on V , under the conjecture that the Tate-Shafarevich group of every elliptic
curve (1.2) over any quadratic field is finite. Using this condition, he also
gave certain explicit local criteria [28, Theorem 1] on the coefficients of V
for the existence a Q-rational point. His local criteria are concerned with
only primes p ̸= 3. He remarked in [28, section 6] that “ if p|3 the number
of cases to be considered would become tedious”. We treat the case where
p = 3, which turns out not to be as tedious as feared.










4, a1, a2, a3, a4 ∈ Q∗.
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Assume that the Tate-Shafarevich group of any elliptic curve (1.2) over any
quadratic field is finite. If
∏
p V (Qp) ̸= ∅, then each of the following criteria
is sufficient for V (Q) ̸= ∅.
i) 3|a1, 3 ∤ a2a3a4, and at least two of a2, a3, a4 are in the same coset of
(Q∗3)3. Moreover there is a rational prime p ̸= 3 such that p|a3 and
p ∤ a1a2a4.
ii) 3∥a1, 3 ∤ a2a3a4, and a2, a3, a4 are not all in the same coset of (Q∗3)3.
Moreover there is a rational prime p ̸= 3 such that p|a1 and p ∤ a2a3a4.
iii) 32∥a1, 3 ∤ a2a3a4, and exactly two of a2, a3, a4 are in the same coset of
(Q∗3)3.
iv) 3∥a1, 3∥a3, 3 ∤ a2a4, and V is not birationally equivalent to a plane
over Q3. Furthermore, a1/a3 ∈ (Q∗3)3.
v) 32∥a1, 3∥a3, 3 ∤ a2a4, and V is not birationally equivalent to a plane
over Q3. Moreover there is a rational prime p such that p divides exactly
one of a1, a2, and p ∤ a3a4.
vi) 3 ∤ a1a2a3a4 and V is not birationally equivalent to a plane over Q3.
Then we may assume that a1/a2, a2/a3 ∈ (Q∗3)3, a3/a4 ̸∈ (Q∗3)3. More-
over there is a rational prime p such that p|a1 and p ∤ a2a3a4.
Theorem 1.2 is a consequence of [28, Theorem 3]. We note that one
cannot apply [28, Theorem 3] to Theorem 1.1 (cf. Remark 4.7).
1.3 Structure
In Chapter 2, after recalling some basic facts on homogeneous spaces for el-
liptic curves from [24], we summarize a descent theory on an elliptic curve
by Basile and Fisher [3] with detailed proofs. In Chapter 3, we first calcu-
late the
√
−3-Selmer group of the elliptic curve EA (see Section 2.2 for the
definition). Using this, we prove Theorem 1.1. In Chapter 4, we first recall
the results of Swinnerton-Dyer [28], and then give a proof of Theorem 1.2.
Chapter 2
Descent on an Elliptic Curve
2.1 Preliminaries
In this section we recall basic facts on homogeneous spaces for elliptic curves
from [24, Chapter X]. Throughout this section K is a perfect field and K̄
denotes an algebraic closure of K. We denote by GK = Gal(K̄/K) the
absolute Galois group of K.
Let C be a smooth projective curve over K. The isomorphism group of
C, denoted by Isom(C), is the group of K̄-isomorphisms from C to itself.
We write composition of maps multiplicatively, thus for α, β ∈ Isom(C), αβ
instead of α ◦ β.
Definition 2.1. Let C be a smooth projective curve over K. A twist of C
is a smooth curve C ′ over K that is isomorphic to C over K̄. We treat two
twists as equivalent if they are isomorphic over K. The set of twists of C
modulo K-isomorphism is denoted by Twist(C/K).
Definition 2.2. Let M be a (possibly nonabelian) group equipped with the
discrete topology. Assume that GK acts on M continuously. We define a
continuous 1-cocycle from GK to M be a continuous map ξ : GK →M that
satisfies the cocycle condition:
ξστ = (ξσ)
τξτ for all σ, τ ∈ GK .
Two cocycles ξ and ζ are cohomologous if mσξσ = ζσm for some m ∈M . We
define the cohomology set of GK with values in M by
H1(K,M) =
set of continuous 1-cocycles from GK to M
equivalence of cohomologous 1-cocycle
.
7
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Let C ′ be a twist of C. Then there is an isomorphism ϕ : C ′ → C over
K̄. We define the map
ξ : GK −→ Isom(C), σ 7→ ξσ = ϕσϕ−1.
We see that ξ is a 1-cocycle and that the cohomology class {ξ} of ξ is inde-
pendent of the choice of ϕ and uniquely determined by the K-isomorphism
class of C ′.
Theorem 2.3. Let C be a smooth projective curve over K. Then the map
Twist(C/K) −→ H1(K, Isom(C))
obtained as above is a bijection.
Proof. Let C ′ and C ′′ be twists of C, and we choose K̄-isomorphisms ϕ :
C ′ → C and ψ : C ′′ → C. Suppose that they give the same cohomology class
in H1(K, Isom(C)), that is, there is a map α ∈ Isom(C) such that, for all
σ ∈ GK ,
ασ(ψσψ−1) = (ϕσϕ−1)α.






Therefore C ′ and C ′′ are K-isomorphic, thus the map
Twist(C/K) −→ H1(K, Isom(C))
is injective.
Next we show the surjectivity. Let ξ : GK → Isom(C) be a 1-cocycle. We
define a field K̄(C)ξ equipped with GK-action as follows. Underlying field
of K̄(C)ξ is isomorphic over K̄ to the function field K̄(C) of C over K̄. We
write Z : K̄(C) → K̄(C)ξ for this isomorphism. For all f ∈ K̄(C) and all
σ ∈ GK , we define
Z(f)σ = Z(ξ∗σ(f
σ)),
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where ξ∗σ : K̄(C)→ K̄(C) is induced by the map ξσ : C → C. Let us consider
the subfield F ⊂ K̄(C)ξ consisting of those elements that are fixed by GK .
Suppose that Z(f) ∈ F∩K̄. Since Z is a K̄-isomorphism, we have f ∈ K̄.
Thus ξ∗σ(f
σ) = fσ for any σ ∈ GK . The fact that Z(f) ∈ F implies that
Z(f) = Z(f)σ = Z(fσ).
Hence we have f ∈ K, and we have shown that F ∩ K̄ = K.
It follows from Lemma 2.4 below that K̄ ⊗K F = K̄(C)ξ. Therefore F
has transcendence degree one over K and finitely generated over K. Thus
there exists a smooth curve C ′ over K such that F ∼= K(C ′). Further, the
isomorphism
ϕ∗ : K̄(C)
Z−→ K̄(C)ξ = K̄ ⊗K F ∼= K̄(C ′)
is induced by a K̄-isomorphism ϕ : C ′ → C. We write ϕ∗ = ψZ. Note that
ψ is defined over K.








Thus ξσϕ = ϕ
σ, this means that the 1-cocycle associated to ϕ is ξ.
Lemma 2.4. Let V be a K̄-vector space equipped with the discrete topology.
Assume that GK acts continuously on V in a manner compatible with its
action on K̄. Let VK be the GK-invariant subspace of V . Then V ∼= K̄⊗KVK.
Proof. Let v ∈ V and let L/K be a finite Galois extension such that v
is fixed by Gal(K̄/L). Let {α1, . . . , αn} be a basis of L over K, and let






It is clear that wi ∈ VK . Since the matrix (α
σj
i )i,j is nonsingular, each v
σj is
an L-linear combination of the wi’s. Hence the natural map K̄ ⊗K VK → V
is surjective.
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We suppose that K̄⊗KVK → V is not injective. Let l be the least positive
integer such that there exists a nontrivial element
∑l
i=1 ai⊗vi ∈ K̄⊗K VK in
the kernel. We take such an element
∑l
i=1 ai ⊗ vi, then l ≥ 2 and v1, . . . , vl
are linearly independent over K. Since a1 ̸= 0, we may assume that a1 = 1.
By definition, we have
∑l









i − ai)vi = 0. Since a1 = 1, the first coefficient
aσ1 − a1 is zero. The minimality of l implies that aσi − ai = 0 for any σ ∈ GK
and for any 2 ≤ i ≤ l. Therefore ai ∈ K for any i. Since v1, . . . , vl are linearly
independent over K, we see that ai = 0 for any i. This is a contradiction.
Therefore the map K̄ ⊗K VK → V is injective.
Example 2.5. Let E be an elliptic curve over a field K of characteristic
different from 2. Any elliptic curve overK has an automorphism [−1] of order
2 given by P 7→ −P . This defines an embedding Z/2Z ⊂ Isom(E), which
induces the natural homomorphism H1(K,Z/2Z)→ H1(K, Isom(E)). From
Theorem 2.3, a cocycle representing the element of H1(K,Z/2Z) = K∗/K∗2
gives a twist C of E. We call it a quadratic twist of E. If the curve E is
given by y2 = f(x), then the quadratic twist corresponding to d ∈ K∗ is
given by dy2 = f(x) and isomorphic to E over K(
√
d).
Definition 2.6. Let E be an elliptic curve over K. A homogeneous space for
E over K is a smooth curve C over K together with a simply transitive alge-
braic group action of E on C defined over K. In other words, a homogeneous
space for E consists of a pair (C, µ), where C is a smooth curve and
µ : C × E −→ C
is a morphism defined over K satisfying the following properties:
(i) µ(p,O) = p for all p ∈ C, where O is the identity element of E.
(ii) µ(µ(p, P ), Q) = µ(p, P +Q) for all p ∈ C and P,Q ∈ E.
(iii) For all p, q ∈ C there is a unique P ∈ E satisfying µ(p, P ) = q.
We will often replace µ(p, P ) with the more intuitive notation p + P .
Then property (ii) is just the associative law (p+ P ) +Q = p+ (P +Q).
In view of the simple transitivity of the action, we may define a subtrac-
tion map on C by the rule
ν : C × C −→ E,
ν(q, p) = the unique P ∈ E satisfying µ(p, P ) = q.
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We will see in next proposition that ν is a morphism defined over K. For
simplicity we often write ν(q, p) as q − p.
Proposition 2.7. Let E be an elliptic curve over K, and let C be a homo-
geneous space for E over K. Fix a point p0 ∈ C and define a map
θ : E → C, θ(P ) = p0 + P.
(a) The map θ is an isomorphism defined over K(p0), where K(p0) de-
notes the residue field at p0. In particular, the curve C is a twist of E.
(b) For all p ∈ C and all P ∈ E,
p+ P = θ(θ−1(p) + P ).
(c) For all p, q ∈ C,
q − p = θ−1(q)− θ−1(p).
(d) The subtraction map
ν : C × C −→ E, ν(q, p) = q − p,
is a morphism defined over K.
Proof. (a) The action of E on C is defined over K. Hence for any σ ∈
Gal(K̄/K(p0)), we have
θ(P )σ = (p0 + P )
σ = pσ0 + P
σ = p0 + P
σ = θ(P σ).
This shows that θ is defined over K(p0). Further, the simple transitivity of
the action tells us that θ has degree one, thus θ is an isomorphism.
(b) and (c) are consequences by direct computation.
(d) The fact that ν is a morphism follows from (c). To check that ν is
defined over K, we let σ ∈ GK and use (c) to compute
(q − p)σ = (θ−1(q)− θ−1(p))σ
= θ−1(q)σ − θ−1(p)σ
= (pσ0 + θ
−1(q)σ)− (pσ0 + θ−1(p)σ)
= (p0 + θ
−1(q))σ − (p0 + θ−1(p))σ
= qσ − pσ.
This completes the proof that ν is defined over K.
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Definition 2.8. Two homogeneous space C and C ′ for E over K are equiva-
lent if there is an isomorphism θ : C → C ′ defined over K that is compatible
with the action of E on C and C ′. The equivalence class containing E, act-
ing on itself by translation, is called the trivial class. The set of equivalence
classes of homogeneous spaces for E over K is called the Weil-Châtelet group
for E and is denoted by WC(E/K).
Proposition 2.9. Let C be a homogeneous space for E over K. Then C is
in the trivial class if and only if C(K) is not the empty set.
Proof. Suppose that C is in the trivial class. Then there is a K-isomorphism
θ : E → C, and thus θ(O) ∈ C(K).
Conversely, suppose that p0 ∈ C(K) exists. Then from Proposition 2.7
(a), the map
θ : E → C, θ(P ) = p0 + P,
is an isomorphism defined over K(p0) = K. By definition of θ, we have
θ(P +Q) = p0 + (P +Q) = (p0 + P ) +Q = θ(P ) +Q
for all P,Q ∈ E. Therefore θ defines an equivalence between E and C.




Let C be a homogeneous space for E over K and choose any point p0 ∈ C.
Then we assign the equivalence class of C the cohomology class of the 1-
cocycle ξσ = p
σ
0 − p0.
Proof. First we check that the map is well-defined. For σ, τ ∈ GK ,
pστ0 − p0 = (pστ0 − pτ0) + (pτ0 − p0) = (pσ0 − p0)τ + (pτ0 − p0).
Hence ξσ = p
σ
0 − p0 is a 1-cocycle. Now suppose that C ′ is another homo-
geneous space that is equivalent to C. Let θ : C → C ′ be a K-isomorphism
giving the equivalence, and let p′0 ∈ C ′. Then we have
pσ0 − p0 = θ(pσ0 )− θ(p0)
= ((p′0)
σ − p′0) + (θ(p0)− p′0)σ − (θ(p0)− p′0).
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Thus the cocycles pσ0 − p0 and (p′0)σ − p′0 differ by the coboundary generated
by the point θ(p0) − p′0 ∈ E, therefore they give the same cohomology class
in H1(K,E).
Next we check the injectivity. Suppose that the cocycles pσ0 − p0 and
(p′0)
σ − p′0 corresponding to C and C ′ are cohomologous. This means that
there is a point P0 ∈ E satisfying
pσ0 − p0 = (p′0)σ − p′0 + (P σ0 − P0)
for all σ ∈ GK . Consider the map
θ : C −→ C ′, θ(p) = p′0 + (p− p0) + P0.
It is clear that θ is a K̄-isomorphism and that it is compatible with the action
of E on C and C ′. For any σ ∈ GK , we have
θ(p)σ = (p′0)
σ + (pσ − pσ0 ) + P σ0
= p′0 + (p
σ − p0) + P0 + (((p′0)σ − p′0) + P σ0 − P0 − (pσ0 − p0))
= θ(pσ).
This proves that C and C ′ are equivalent.
It remains to prove surjectivity. Let ξ : GK → E be a 1-cocycle rep-
resenting an element in H1(K,E). We embed E into Isom(E) by sending
P ∈ E to the translation-by-P map τP ∈ Isom(E), and then we may view
ξ as living in the cohomology group H1(K, Isom(E)). From Theorem 2.3,
there are a curve C over K and a K̄-isomorphism ϕ : C → E such that for
all σ ∈ GK ,
translation by− ξσ = ϕσϕ−1.
Define a map
µ : C × E −→ C, µ(p, P ) = ϕ−1(ϕ(p) + P ).
We now show that µ gives C the structure of a homogeneous space for E
over K and that its associated cohomology class is {ξ}.
First we check that µ is simply transitive. Let p, q ∈ C. Then by defi-
nition, µ(p, P ) = q if and only if ϕ−1(ϕ(p) + P ) = q, and this is equivalent
to P = ϕ(q) − ϕ(p). Second we verify that µ is defined over K. For any
σ ∈ GK , we have
µ(p, P )σ = (ϕ−1)σ(ϕσ(pσ) + P σ)
= ϕ−1((ϕ(pσ)− ξσ + P σ) + ξσ)
= µ(pσ, P σ).
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Finally, we compute the cohomology class associated to C over K. To do
this, we may choose any point p0 ∈ C and take the class of the cocycle
σ 7→ pσ0 − p0. In particular, if we take p0 = ϕ−1(O), then
pσ0 − p0 = (ϕσ)−1(O)− ϕ−1(O)
= ϕ−1(O + ξσ)− ϕ−1(O)
= ξσ.
this completes the proof.
2.2 Descent on x3 + y3 = Az3
The aim of this section is, following [3], to give a detailed proof of Theorem
2.15, which plays an important role in this thesis.
Throughout this section ζ3 ∈ Q̄ is a fixed primitive cube root of unity and
k = Q(ζ3). We write G = Gal(k/Q). For a cube free integer A ∈ Z\{0,±1},
we denote by EA the elliptic curve over Q defined by
EA : x
3 + y3 = Az3
with identity O = (1,−1, 0).
For any field extension K/Q the set EA(K) of points of EA defined over
K has the structure of an abelian group in which the point O is the identity
element. If P1, P2, P3 are three points of EA then P1 + P2 + P3 = O if and
only if P1, P2, P3 are the points of intersection of EA with some line
ax+ by + cz = 0.
Lemma 2.11 (cf. [4, Section3]). If P = (x0, y0, z0) is a point of EA, then
(2.1) −P = (y0, x0, z0).
If P1 = (x1, y1, z1), P2 = (x2, y2, z2) are points of EA then
(2.2) P3 = (z2x2y
2
1 − z1x1y22, y2z2x21 − y1z1x22, x2y2z21 − x1y1z22)
is a point of EA and satisfies P1 + P2 = P3
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Proof. If P = (x0, y0, z0) is a point of EA, then three points (x0, y0, z0),
(y0, x0, z0), O of EA lie on the same line
z0x+ z0y + (−x0 − y0)z = 0.
Thus we get (2.1).
Let P1 = (x1, y1, z1), P2 = (x2, y2, z2) be points of EA. Then the point P3
defined as in (2.2) lies on the curve EA by the following calculation:
(z2x2y
2










1 − 3y22z22x41y1z1x22 + 3y2z2x21y21z21x42 − y31z31x62





































































2 − x31y32 − x32y31)
= 0,












That three points P1, P2, −P3 = (y2z2x21 − y1z1x22, z2x2y21 − z1x1y22, x2y2z21 −
x1y1z
2













1 − x1y1z22) + y1z2(y2z2x21 − y1z1x22)
+ z1x2(z2x2y
2
1 − z1x1y22)− z1y2(y2z2x21 − y1z1x22)
− y1x2(x2y2z21 − x1y1z22)− x1z2(z2x2y21 − z1x1y22)
= z21(x1x2y
2
2 − x1x2y22 + x22y1y2 − x22y1y2)
+ z22(−x21y1y2 + x21y1y2 + x1x2y21 − x1x2y21)
+ z1z2(−x22y21 + x22y21 − x21y22 + x21y22)
= 0.
This completes the proof.
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The elliptic curve EA admits complex multiplication so that the endo-
morphism ring Endk(EA) of EA over k is isomorphic to Z[ζ3]. In fact, ζ3 acts
on EA by (x, y, z) 7→ (x, y, ζ3z). Thus EA has the multiplication-by-
√
−3
endomorphism, which is given by
√
−3 = ζ3 − ζ23 : (x, y, z) 7→ (ζ3x3 − ζ23y3, ζ3y3 − ζ23x3, (ζ3 − ζ23 )xyz).




−3-torsion points of EA(Q̄) is equal to
{(ζ i3,−1, 0)|i = 0, 1, 2}, which is isomorphic to the group µ3 of cube roots of
unity by
ζ i3 ←→ (ζ i3,−1, 0)
as a Gal(Q̄/k)-module.





−3−−→ EA(Q̄) −→ 0









From Kummer theory and the above identification EA[
√
−3] ∼= µ3, we have
an isomorphism





g : k∗/(k∗)3 −→ H1(k,EA)[
√
−3]
for the composition of it followed by the map f .
Lemma 2.12. Let α be a nonzero element in k. Then the image of α(k∗)3
under the above map g is the class of the homogeneous space
CA,α : αx
3 + α−1y3 = Az3
for EA.
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Proof. We choose a cube root 3
√
α of α. The cube class α(k∗)3 of α cor-
responds to the cohomology class of the 1-cocycle ξ : σ 7→ ( 3
√
α)σ−1 in
H1(k, µ3), therefore to the cohomology class of the 1-cocycle





−3]) under the isomorphism (2.3). Hence the image g(α(k∗)3)
is represented by the same 1-cocycle η. For σ ∈ Gal(Q̄/k), the translation-
by-(−ησ) map can be described as








by the addition formula (2.1), (2.2).
On the other hand, we have an isomorphism







defined over k( 3
√
α), and the automorphism ϕσϕ−1 of EA is given by





Thus ϕσϕ−1 coincides with the translation-by-(−ησ) map. From Theorem
2.10, the curve CA,α is actually a homogeneous space for EA, and the image
g(α(k∗)3) corresponds to the equivalence class of it.












where v runs over all places of k. We can think of S(A) as a subgroup of
k∗/(k∗)3 by the isomorphism (2.3), and we have
S(A) = {α(k∗)3 ∈ k∗/(k∗)3 | CA,α(kv) ̸= ∅ for all v}
from Lemma 2.12. We denote by C(A) the subgroup of S(A) consisting of
elements which lie in the kernel of f . Using the same identification as above,
we see that
C(A) = {α(k∗)3 ∈ k∗/(k∗)3 | CA,α(k) ̸= ∅},
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and have the exact sequence
0 −→ C(A) −→ S(A) −→X(EA/k)[
√
−3] −→ 0,
where X(EA/k) is the Tate-Shafarevich group of EA over k, which is defined
by




We note that C(A) contains a nontrivial element A(k∗)3 since CA,A has a
point (1, 0, 1).
Lemma 2.13 ([3, Lemma 4]). Let E be an elliptic curve over a number field
K, and L be a Galois extension of K of degree n. If (m,n) = 1, then
X(E/K)[m] = X(E/L)[m]Gal(L/K).
If X(E/K) is finite then the order of X(E/L)[m]Gal(L/K) is a square.
Proof. Consider the restriction-inflation sequence for E and the following
commutative diagram obtained from the multiplication by m:
0 0y y
H1(Gal(L/K), E(L)[m]) H1(Gal(L/K), E(L))[m]y y
H1(K,E[m]) −−−→ H1(K,E)[m] −−−→ 0y y
H1(L,E[m]) −−−→ H1(L,E)[m] −−−→ 0.
Since Gal(L/K) has order n, the cohomology group H1(Gal(L/K), E(L))
is annihilated by n. Therefore the assumption (n,m) = 1 implies that
H1(Gal(L/K), E(L))[m] = 0. From the second row of the diagram we get
the exact sequence
0 −→ E(L)/mE(L)Gal(L/K) −→ H1(L,E[m])Gal(L/K)
−→ H1(L,E)[m]Gal(L/K) −→ H1(Gal(L/K), E(L)/mE(L)).
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The last term is trivial because it is killed by n and bym. On the other hand,
from the Hochschild-Serre spectral sequence, we have the exact sequence
H1(Gal(L/K), E(L)[m]) −→ H1(K,E[m]) −→ H1(L,E[m])Gal(L/K)
−→ H2(Gal(L/K), E(L)[m]),
where the last term H2(Gal(L/K), E(K)[m]) is zero because, again, it is






where the map a and b are surjective, and c is injective. Therefore the
restriction map
c : H1(K,E)[m] −→ H1(L,E)[m]Gal(L/K)
is an isomorphism. Since L/K is Galois the degrees of the local extensions
Lw/Kv divide n, where w is a place of L lying over a place v of K. Hence
these degrees are prime to m. The above argument is valid for any Galois
extension of degree prime to m, thus we have
H1(Kv, E)[m] = H
1(Lw, E)[m]
Gal(Lw/Kv).
Therefore the natural restriction map
X(E/K)[m] −→X(E/L)[m]Gal(L/K)
is also an isomorphism. The last statement of the lemma follows from the
existence of the Cassels alternating bilinear form on X(E/K), which implies
that the order of X(E/K)[m] is a square.
Lemma 2.14 ([3, Lemma 5]). If the Tate-Shafarevich group X(EA/Q) is
finite, then the order of X(EA/k)[
√
−3] is not 3.
Proof. Let ẼA be the quadratic twist of EA by −3 (cf. Example 2.5). EA and
ẼA are naturally isomorphic over k and let ψ : EA → ẼA be this isomorphism.
Then for the nontrivial element σ ∈ G = Gal(k/Q) we have σψ = −ψ. Let
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ϕ1 : EA → ẼA be the composition ψ
√
−3 and ϕ2 : ẼA → EA the composition
−
√
−3ψ−1 so that ϕ2ϕ1 = 3. Then σϕ1 = ϕ1 and σϕ2 = ϕ2, thus both ϕ1
and ϕ2 are defined over Q.
Suppose that X(EA/k)[
√
−3] has order 3. Then, either σ acts triv-
ially on it or σ interchanges its two non-trivial elements. As a G-module,
X(EA/k)[
√
−3] is isomorphic to Z/3 in the former case and to µ3 in the
latter one. Note that X(EA/k)[
√
−3] = X(EA/k)[ϕ1] and ψ induces an
isomorphism
X(EA/k)[ϕ1] ∼= X(ẼA/k)[ϕ2]
of groups. Since σψ = −ψ, if X(EA/k)[ϕ1] is isomorphic to Z/3 as a G-
module, then X(ẼA/k)[ϕ2] is isomorphic to µ3, and vice versa.
If X(EA/k)[ϕ1] is isomorphic to Z/3, consider the exact sequence of G-
modules
0 −→X(EA/k)[ϕ1] −→X(EA/k)[3] −→X(ẼA/k)[ϕ2],
where the first map is the natural inclusion and the second map is induced
by ϕ1. From this sequence we get the exact sequence
0 −→X(EA/k)[ϕ1]G −→X(EA/k)[3]G −→X(ẼA/k)[ϕ2]G,
where X(EA/k)[ϕ1]G = Z/3 and X(ẼA/k)[ϕ2]G = 0. However, if X(EA/Q)
is finite, from Lemma 2.13 we have a contradiction.
If X(EA/k)[ϕ1] is isomorphic to µ3, consider the exact sequence of G-
modules
0 −→X(ẼA/k)[ϕ2] −→X(ẼA/k)[3] −→X(EA/k)[ϕ1],
where the first map is the natural inclusion and the second map is induced
by ϕ2. From this we get the exact sequence
0 −→X(ẼA/k)[ϕ2]G −→X(ẼA/k)[3]G −→X(EA/k)[ϕ1]G,
where X(EA/k)[ϕ1]G = 0 and X(ẼA/Q(
√
−3))[ϕ2]G = Z/3. On the other
hand, since EA and ẼA are isogenous over Q, if X(EA/Q) is finite, then
X(ẼA/Q) is also finite. Therefore, again from Lemma 2.13, we have a
contradiction. This completes the proof.
Theorem 2.15 ([3]). Let A ∈ Z \ {0,±1} be a cube free integer. Assume
that X(EA/Q) is finite. If the order of S(A) is 9, then C(A) = S(A).
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Proof. We have seen that C(A) has a nontrivial element A(k∗)3. Hence if
S(A) has order 9 the order of X(EA/k)[
√
−3] is either 1 or 3. However
Lemma 2.14 tells us that the latter cannot occur. Thus X(EA/k)[
√
−3] is
trivial, that is, C(A) = S(A).
Chapter 3
Rational Points on Cubic
Hypersurfaces
Let A ∈ Z \ {0,±1} be a cube free integer. We write k = Q(ζ3). We have
seen in section 2.2 that the
√
−3-Selmer group S(A) is described as follows
S(A) = {α(k∗)3 ∈ k∗/(k∗)3 | CA,α(kv) ̸= ∅ for all v}.
In this chapter we calculate S(A) explicitly and give a proof of Theorem 1.1.
In the following, we identify an element of k∗ with its image in k∗/(k∗)3.
For a prime element q in Z[ζ3], we denote by vq the normalized discrete
valuation associated with the prime q, and by kq the completion of k for the
topology induced by it. Oq denotes the ring of integers in kq, and Fq the
residue field of Oq. We write λ = 1− ζ3 for a prime element in Z[ζ3] above 3.
3.1 Power Residue Symbol
In this section we recall the definition and basic properties of the m-th power
residue symbol from [1, Chapter 12].
We first make some remarks on finite fields. Let F be a finite field of q
elements. Then xq−1 = 1 for all x ∈ F∗. Furthermore, for a positive integer
m, all m-th roots of unity lie in F if and only if m|(q − 1). Suppose this is
the case. We have
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has (q − 1)/m elements in its kernel and x q−1m = 1 if and only if x = ym for
some y ∈ F∗. Indeed, since F∗ is a cyclic group of order q−1, we have x = zn
for some z ∈ F∗ and for some integer n. If x q−1m = 1, then z
n(q−1)
m = 1, hence
n(q − 1)/m is divisible by q − 1. Therefore n/m is an integer, say k, and we
get x = zn = (zk)m.
Let K be a global field (that is, a finite extension of Q or Fp(t)), p a finite
prime with its norm q = Np, and m a positive integer. We suppose that m
is a unit at p and that a primitive m-th root ζ of unity lies in K. From this
it follows that m|(q − 1).
We recall the elementary fact that, for two integers i, j, we have ζ i ≡
ζj mod p if and only if i ≡ j mod m. Indeed, the factorization




in K gives us that the same factorization in the residue field Fp at p. On
the other hand, it follows from (xm − 1)′ = mxm−1 and p ∤ m that xm − 1
is a separable polynomial over Fp. Therefore ζk (k = 0, . . . ,m − 1) are all
distinct in Fp.















The existence and uniqueness of the root of unity follows from the pre-























= 1 if and only if a ≡ bm mod p for some b.
Proof. This is obvious from the definition and the above remarks.
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3.2 Calculation of Selmer Groups
In this section, A denotes a cube free integer in Z \ {0,±1}. We first study
local conditions for the existence of a rational point on the curve
CA,α : αx
3 + α−1y3 = Az3
for α ∈ k∗.
Lemma 3.3. Let α ∈ Z[ζ3] be a non-zero cube free integer. If q|α is a prime
in Z[ζ3] such that q ̸ |A, then CA,α(kq) = ∅.
Proof. Assume that CA,α(kq) ̸= ∅. For a rational point (x, y, z) ∈ CA,α(kq)
we have
α2x3 + y3 = αAz3.
Since vq(A) = 0,
vq(α
2x3) ≡ 2vq(α), vq(y3) ≡ 0, vq(αAz3) ≡ vq(α) mod 3.
It follows from vq(α) ̸≡ 0 mod 3 that
vq(αAz
3) = min{vq(α2x3), vq(y3)}.
This is a contradiction.
Lemma 3.4. Let α be a non-zero element in Z[ζ3] and q ∤ 3αA a prime in
Z[ζ3]. Then CA,α(kq) ̸= ∅.
Proof. Since the reduction of CA,α modulo q is a smooth projective curve
of genus 1 over a finite field, it has a rational point (see [5]). By Hensel’s
lemma, CA,α also has a kq-rational point.
Lemma 3.5. Let α ∈ Z[ζ3] be a non-zero cube free integer and q a prime in
Z[ζ3] satisfying q∥A and q ∤ 3, where qn∥A for an integer n means that qn|A
and qn+1 ∤ A. Then



















= 1 if q ∤ α.
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Proof. First, we consider the case where q∥α. We note that vq(α) = 1 =
vq(A) in this case, so that A/α is a unit at q. The curve
CA,α : αx
3 + α−1y3 = Az3
is isomorphic to the curve defined by
α2
q2




This equation also defines a regular projective model C of CA,α over Oq.
Therefore CA,α has a kq-rational point if and only if C has a Oq-valued point,
and this is equivalent to that the special fiber of C has a Fq-rational point on








CA,α(kq) ̸= ∅ ⇐⇒
A
α





















therefore a similar argument shows that
CA,α(kq) ̸= ∅ ⇐⇒
αA
q3







Finally, q ∤ α. The equation
CA,α : αx
3 + α−1y3 = Az3
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gives a regular proper model, and its special fiber is
αx3 + α−1y3 = 0.
Therefore we have













Lemma 3.6. Let α ∈ Z[ζ3] be a non-zero cube free integer and p ≡ 2 mod 3
a rational prime number satisfying p∥A. Then







Proof. Since p ≡ 2 mod 3, p remains a prime in Z[ζ3] and Z∗p ⊂ (Q∗p)3.






























Hence the lemma follows from Lemma 3.5.
Let α ∈ k∗ be a representative of an element in k∗/(k∗)3. Then we may
assume that α ∈ Z[ζ3] is a non-zero cube free integer by multiplication by




i be a prime decomposition of A in
Z[ζ3], where (qi) are distinct prime ideals in Z[ζ3] and ni ≥ 1. The condition




qmii , m,m1, . . . ,mr ∈ {0, 1, 2}
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because we want to find an element α ∈ S(A) different from A. Conversely,
if the above α satisfies CA,α(kq) ̸= ∅ for every prime q ∈ Z[ζ3] dividing 3A,
then it follows from Lemma 3.4 that α ∈ S(A).
Proposition 3.7. Let p1, p2, p3 be distinct primes such that (p1, p2, p3) is
congruent to either (2, 2, 5) or (5, 5, 2) modulo 9. If A = p1p2p
2
3, then S(A) =
⟨A, p1p22⟩.
























and this is equal to 1 if and only if m = 0. If m = 0, then the same argument
shows that CA,pm11 p
m2
2





x3 + y3 = p23z
3
over kp3 . Hence CA,pm11 p
m2
2
has a kp3-rational point.
We claim that CA,p1p22(kλ) ̸= ∅ and CA,p1(kλ) = ∅. It follows from this
that S(A) = ⟨A, p1p22⟩. We note that since these cubic curves are defined
over Q, they have a kλ-rational point if and only if they have a Q3-rational
point (see Lemma 3.11 below).





over Q. Since p1 ≡ p2 mod 9 we see that p1/p2 ∈ Z∗3 is a cube in Q3, and the
curve CA,p1p22 has a Q3-rational point.






Modulo 9 this equation becomes
x3 + 2y3 = 5z3
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if (p1, p2, p3) ≡ (2, 2, 5) mod 9, and
x3 + 5y3 = 2z3
if (p1, p2, p3) ≡ (5, 5, 2) mod 9. They have no nontrivial solutions in Z/9Z.
Hence CA,p1 has no Q3-rational points.
Proposition 3.8. Let p1, p2, p3 be distinct primes such that (p1, p2, p3) is




3, then S(A) =
⟨A, p1p22⟩.




2 lies in S(A), then m = 0. Indeed,





over kp3 . If C has a kp3-rational point, then we see that ζ3 is a cube in kp3 .














Next we show that p1p
2
2 ∈ S(A) and p1 ̸∈ S(A). Then the lemma follows







Since Z∗pi ⊂ (Q
∗
pi
)3, we see that CA,p1p22(kpi) ̸= ∅ for i = 1, 2, 3. Moreover
CA,p1p22 has a Q3-rational point since p1/p2 ∈ (Q
∗
3)




The curve CA,p1 is isomorphic to the curve
p21x




Modulo 9, this equation becomes
4x3 + y3 = 7z3
if (p1, p2, p3) ≡ (2, 2, 2) mod 9, and
7x3 + y3 = 4z3
if (p1, p2, p3) ≡ (5, 5, 5) mod 9. They have no nontrivial solutions in Z/9Z.
Therefore CA,p1 has no Q3-rational points. This completes the proof.
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Remark 3.9. We give another proof of Proposition 3.8. To begin with, we
introduce some notations. For a cube free integer A ∈ Z \ {0,±1}, we define
s(A) = dimF3 S(A)− 1.




m if A ≡ ±3 mod 9,
m− 1 if A ≡ 0,±2,±4 mod 9,
m− 2 if A ≡ ±1 mod 9.
Heath-Brown pointed out in [10, p. 247] that
s(A) ≡ s0(A) mod 2.
Indeed, Stephens [27] showed that R(A) ≡ s(A) mod 2 and determined
the root number, where R(A) is the order of vanishing of the L-function






w3 = −1 if A ≡ ±1,±3 mod 9, w3 = 1 otherwise,
wp = −1 if p|A, p ≡ 2 mod 3, wp = 1 otherwise.
In order to show Proposition 3.8, we first check p1p
2
2 ∈ S(A) and p1 ̸∈
S(A) in the same way as Proposition 3.8. Since S(A) is a subgroup of the
group generated by A, ζ3, p1, p2, and contains A and p1p
2
2, we have 1 ≤ s(A) ≤
3. On the other hand, we have s0(A) = 3− 2 = 1 and p1 ̸∈ S(A). Therefore
we can conclude that s(A) = 1 and S(A) = ⟨A, p1p22⟩.
3.3 Rational Points on Cubic Surfaces
The following Lemma 3.10 and Lemma 3.11 are well-known facts, but we
could not find references.
Lemma 3.10. Let K be a field, and C a smooth projective curve of genus 1
over K. If C has a divisor of degree 1, then it has a K-rational point.
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Proof. Let D be a divisor of degree 1 on C. Since the genus of C is 1, from
Riemann-Roch theorem we see that
dimK H
0(C,OC(D)) = degD = 1.
Thus there is an effective divisor of degree 1, that is, a K-rational point on
C.
Lemma 3.11. Let K be a field of characteristic different from 3, and C the
projective curve defined by
ax3 + by3 = cz3,
where a, b, c are elements in K∗. If C has a rational point over a quadratic
extension of K, then it has a K-rational point.
Proof. Clearly the curve C has a rational point over a cubic extension of K.
Hence if C has a rational point over a quadratic extension of K, then there
is a divisor of degree 1. Therefore the lemma follows from Lemma 3.10.
Lemma 3.12. Let S be a projective cubic surface over a field K of char-
acteristic different from 2 and 3. If S has a rational point over a quadratic
extension of K, then it also has a K-rational point.
Proof. This lemma seems to be well-known. One can find the following
argument in the proof of [8, Lemme 4].
Let P be a rational point on S defined over a quadratic extension of K.
We denote by P̄ the conjugate of P . If P = P̄ , then P is already defined
over K. Otherwise, the line L through both P and P̄ is defined over K, and
either L is contained in S or L intersects S at the third point, which is a
K-rational point from Bézout’s theorem.
Theorem 3.13. Let p1, p2, p3 be rational primes, each congruent to 2 or 5
modulo 9, and







a cubic surface over Q. Assume that the Tate-Shafarevich group X(E/Q)
of the elliptic curve E over Q defined by
E :
{
x3 + y3 = p1p2p
2
3z
3 if (p1, p2, p3) ≡ (2, 2, 5) or (5, 5, 2) mod 9





3 if (p1, p2, p3) ≡ (2, 2, 2) or (5, 5, 5) mod 9
is finite. Then S(Q) ̸= ∅.
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Proof. We may assume that p1, p2, p3 are distinct. If (p1, p2, p3) ≡ (2, 2, 5) or
(5, 5, 2) mod 9, then the curve
Cp1p2p23,p1p22
∼= {p2p3x3 + p3p1y3 = z3}
has a k-rational point by Theorem 2.15 and Proposition 3.7. If (p1, p2, p3) ≡
(2, 2, 2) or (5, 5, 5) mod 9, then the curve
Cp21p22p23,p1p22
∼= {p2p3x3 + p3p1y3 = p1p2z3}
has a k-rational point by Theorem 2.15 and Proposition 3.8. In either case,
using Lemma 3.11 or Lemma 3.12, we see that S has a Q-rational point.
Remark 3.14. The surface S has a Qp-rational point for any prime p. In-
deed, for p ∤ 3p1p2p3, the cubic surface S has a good reduction at p. Hence
as in the proof of Lemma 3.4 we see that S has a Qp-rational point. If
p = p1, p2, p3, then all units at p lie in (Q∗p)3 since p ≡ 2 mod 3. Thus S
clearly has a Qp-rational point. In the case p = 3, since Q∗3/(Q∗3)3 is gener-
ated by the images of 2 and 3 as a group, at least two of the images of the
coefficients of S in Q∗3/(Q∗3)3 are the same. Therefore S also has a Q3-rational
point.
Chapter 4
Solubility of Diagonal Cubic
Equations










4, a1, a2, a3, a4 ∈ Q∗.
Without loss of generality, we may assume that ai are non-zero cube free
integers and that for any prime p the 4-tuple (vp(a1), vp(a2), vp(a3), vp(a4)) is
one of the following 4-tuples up to permutation;
(0, 0, 0, 0), (0, 0, 0, 1), (0, 0, 0, 2), (0, 0, 1, 1), (0, 0, 1, 2).
We denote by V (AQ) the set of adelic points of V . Since V is projective, we
have




where p runs over all primes.
4.1 Local Conditions at p ̸= 3
First we recall the main result of [28], which tells us certain criteria for the
solubility of the diagonal cubic surface V .
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Theorem 4.1 ([28, Theorem 1]). Assume that the Tate-Shafarevich group
of any elliptic curve defined by
x3 + y3 = Az3
over any quadratic field is finite. If V (AQ) ̸= ∅, then each of the following
three criteria is sufficient for V (Q) ̸= ∅.
• There are rational primes p1, p3 ̸= 3 such that p1|a1, p1 ∤ a2a3a4, p3|a3,
p3 ∤ a1a2a4.
• There is a rational prime p ̸= 3 such that p|a1, p ∤ a2a3a4, and a2, a3, a4
are not all in the same coset of (Q∗p)3.
• There is a rational prime p ̸= 3 such that exactly two of the ai are
divisible by p, and V is not birationally equivalent to a plane over Qp.
Note that V (AQ) ̸= ∅ is equivalent to the following condition.
Condition 4.2. For every rational prime p there exists Cp in Q∗p such that














has a Qp-rational point.
Indeed, if the set V (Qp) of Qp-rational points on V is not empty, then it
is Zariski dense in V .
Theorem 4.1 is deduced from the following theorem.
Theorem 4.3 ([28, Theorem 3]). Assume that the Tate-Shafarevich group
of any elliptic curve
x3 + y3 = Az3
over any quadratic field is finite. If we can choose the Cp in Condition 4.2




















has no Qp3-rational points, then V (Q) ̸= ∅.
Remark 4.4. In fact, Swinnerton-Dyer [28] proved the above theorems in
the case where, instead of Q, the base field is any number field not containing
the primitive cube roots of unity.
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4.2 Local Conditions at 3
Let a, b, c be nonzero elements in Q3 and
C : ax3 + by3 = cz3
the smooth cubic curve over Q3. The group Q∗3/(Q∗3)3 is generated by the
images of 3 and 2. Thus C is isomorphic over Q3 to one of the following
curves
2ix3 + 2jy3 = 3kz3,(4.4)
x3 + 3b′y3 = 9c′z3,(4.5)
where i, j, k ∈ {0, 1, 2}, and b′, c′ are 3-adic units.
Lemma 4.5. The curve C has a Q3-rational point if and only if C is iso-
morphic to (4.4) and one of the following conditions holds;
• k = 0, {i, j} ≠ {1, 2},
• k = 1,
• k = 2, i = j.
Proof. We first prove “only if ” part. The same argument as in the proof
of Lemma 3.3 shows that the curve (4.5) has no Q3-rational points. The
congruence equation
2x3 + 4y3 ≡ z3 mod 9
clearly has no nontrivial solutions, hence in the case where k = 0, {i, j} =
{1, 2}, the curve (4.4) does not have any Q3-rational points. Suppose that in
the case k = 2, i ̸= j the curve (4.4) has a Q3-rational point (x, y, z). Then
we may assume that all x, y, z are in Z3 and at least one of these is a unit.
Modulo 9 we have
2ix3 + 2jy3 ≡ 0 mod 9,
and we see that both x and y are units. Otherwise, we can deduce that
x, y, z are each divisible by 3, which contradicts our assumption. Thus 2i−j
is congruent to the cube of a unit modulo 9, and it is congruent to ±1. This
cannot be happen because i ̸= j. Therefore (4.4) has no Q3-rational points
in the case k = 2, i ̸= j.
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Next we prove “if” part. If k = 0, {i, j} ̸= {1, 2}, then at least two of
the coefficients of (4.4) are the same. Hence we can get a solution of (4.4)
by setting 0 to one of the variables. If k = 1 or 2, and i = j, then the same
argument shows that (4.4) has a Q3-rational point. The remaining cases are
k = 1 and (i, j) = (0, 1), (0, 2), (1, 2). The equation x3 + 2y4 = 3z3 has the
solution (1, 1, 1), and x3 + 4y3 = 3z3 has the solution (−1, 1, 1). In order to
find a solution of 2x3+4y3 = 3z3, we note that 10 = α3 for some α ∈ Z3 since
10 ≡ 1 mod 9 (cf. [23, Chapter XIV, Proposition 9]). Therefore (α, 1, 2) is a
solution of it. This completes the proof.
We give an analog of Theorem 4.1.
Theorem 4.6. Assume that the Tate-Shafarevich group of any elliptic curve
defined by
x3 + y3 = Az3
over any quadratic field is finite. If V (AQ) ̸= ∅, then each of the following
criteria is sufficient for V (Q) ̸= ∅.
i) 3|a1, 3 ∤ a2a3a4, and at least two of a2, a3, a4 are in the same coset of
(Q∗3)3. Moreover there is a rational prime p ̸= 3 such that p|a3 and
p ∤ a1a2a4.
ii) 3∥a1, 3 ∤ a2a3a4, and a2, a3, a4 are not all in the same coset of (Q∗3)3.
Moreover there is a rational prime p ̸= 3 such that p|a1 and p ∤ a2a3a4.
iii) 32∥a1, 3 ∤ a2a3a4, and exactly two of a2, a3, a4 are in the same coset of
(Q∗3)3.
iv) 3∥a1, 3∥a3, 3 ∤ a2a4, and V is not birationally equivalent to a plane
over Q3. Furthermore, a1/a3 ∈ (Q∗3)3.
v) 32∥a1, 3∥a3, 3 ∤ a2a4, and V is not birationally equivalent to a plane
over Q3. Moreover there is a rational prime p such that p divides exactly
one of a1, a2, and p ∤ a3a4.
vi) 3 ∤ a1a2a3a4 and V is not birationally equivalent to a plane over Q3.
Then we may assume that a1/a2, a2/a3 ∈ (Q∗3)3, a3/a4 ̸∈ (Q∗3)3. More-
over there is a rational prime p such that p|a1 and p ∤ a2a3a4.
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Proof. What we have to do is to find Cp1 and Cp3 satisfying the condition of
Theorem 4.3.














has a Qp-rational point. Indeed, since p ∤ a1a2a4, the first curve does in the
same way as Lemma 3.4. The second curve has a point (x3, x4, x0) = (0, 1, 1).










0 has no Qp-rational points. This
follows from p|a3 and the same argument as in the proof of Lemma 3.3.














has a Q3-rational point. The first curve has the point (x1, x2, x0) = (0, 1, 1).
The second curve has a Q3-rational point since at least two of a2, a3, a4 are
in the same coset of (Q∗3)3. Moreover, it follows from 3|a1 and 3 ∤ a2a3a4 that










0 has no Q3-rational points.
ii) By permuting indexes if necessary, we may assume that a3/a4 ̸∈ (Q∗3)3.





















0 does not have a Q3-rational point. Indeed, if it does, then
a3/a4 ∈ (Q∗3)3. This is a contradiction.



















0 has no Qp-rational points since p|a1 and p ∤ a2a3a4.
iii) By permuting the indexes if necessary, we may assume that a2/a3 ∈















has a Q3-rational point. That is obvious for the first curve. Since a2/a3 ∈
(Q∗3)3, the second curve is isomorphic to x33 + (a4/a3)x44 = x30 over Q3. This
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have no Q3-rational points, because 32∥a1, 3 ∤ a2a3a4, and a3/a4 ̸∈ (Q∗3)3.
iv) We recall that V is birationally equivalent to a plane over Q3 if and
only if one of the ratios a1a2/a3a4, a1a3/a2a4, a1a4/a2a3 is in (Q∗3)3 [8, Lemme
8]. Therefore in this case we have a2/a4 ̸∈ (Q∗3)3. Put p1 = p3 = 3 and







































has a Q3-rational point. Indeed, since 3∥a1, 3∥a3, and a1/a3 ∈ (Q∗3)3, each of
the curves (4.2) and (4.3) has a Q3-rational point if and only if a2/a4 ∈ (Q∗3)3.



















0 has no Q3-rational points. To see this, note that the curve (4.2)
has a Q3-rational point if and only if a1a22a3a4/a24 ∈ (Q∗3)3, and this is equiv-
alent to a1a3/a2a4 ∈ (Q∗3)3. However, this contradicts the assumption that
V is birationally equivalent to a plane over Q3 by [8, Lemme 8].



















have a Qp-rational point. The first curve does since Cp is equal to a1 or a2.










has no Qp-rational points since the triple (vp(a21), vp(a22), vp(a1a2a3a4Cp)) is
congruent to (0, 1, 2) modulo 3 up to permutation.
vi)We may assume that the 4-tuple (a1, a2, a3, a4) is congruent to
(2i, 2i, 2j, 2k)
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modulo (Q∗3)3, where (i, j, k) ∈ {(0, 0, 0), (0, 0, 1), (0, 0, 2), (0, 1, 1), (0, 1, 2)}.
Since V is not birationally equivalent to a plane over Q3, we have (i, j, k) =















have a Q3-rational point since a1/a3 ∈ (Q∗3)3. The curve (4.2) a23x31 + a24x32 =
a21a2a3a4x
3
0 has no Q3-rational points since (a23, a24, a21a2a3a4) is congruent to
(20, 21, 22) modulo (Q∗3)3 up to permutation.





















0 has no Qp-rational points since p|a1. This completes the
proof.
Remark 4.7. We cannot apply Theorem 4.3 to Theorem 3.13. This is be-
cause, for the diagonal cubic surface S in Theorem 3.13, there does not exist
the Cp satisfying the condition of Theorem 4.3. We prove this fact in the
following.
Let p1, p2, p3 be rational primes, each congruent to either 2 or 5 modulo
9. We suppose that there are primes q1, q2 (maybe the same) and non-zero
elements C1 ∈ Q∗q1 and C2 ∈ Q
∗
q2






















has no Qq1-rational points, and that the curve









has no Qq2-rational points.
We claim that the existence of C1 implies p1 ̸≡ p2 mod 9 and that the
existence of C2 implies p1 ≡ p2 mod 9. It follows from this that there does
not exist such q1, q2, C1, C2. We have to consider several cases.
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Case 1. qi ∤ 3p1p2p3. If C1 is a unit at q1, then (4.8) has a Qq1-rational
point in the same way as Lemma 3.4. Similarly, if C2 is a unit at q2, then
(4.9) has a Qq2-rational point. Assume that q1|C1 and q2|C2. Then (4.7) has
a Qq1-rational point if and only if p1/p2 lies in (Q∗q1)
3, and this is equivalent
to the existence of a Qq1-rational point on the curve (4.8). Likewise, (4.6) has
a Qq2-rational point if and only if p1p2 lies in (Q∗q2)
3, and this is equivalent
to the existence of a Qq2-rational point on the curve (4.9).
Case 2. qi|p1p2. Without loss of generality, we may assume that qi = p1.
Since Z∗p1 ⊂ (Q
∗
p1
)3, we see that for i = 1 all the curves (4.6), (4.7), and (4.8)
are isomorphic to each other over Qp1 , and that for i = 2 the curves (4.6),
(4.7), and (4.9) are isomorphic to each other over Qp1 .
Case 3. qi = p3. The curve (4.8) is isomorphic to
x3 + y3 = C1z
3
over Qp3 , which has the Qp3-rational point (1,−1, 0). Similarly, the curve
(4.9) is isomorphic to
x3 + y3 = p23C2z
3
over Qp3 , which has the Qp3-rational point (1,−1, 0).
Case 4. q1 = 3. If p1 ≡ p2 mod 9, then p1/p2 is in (Q∗3)3, thus (4.8) has
a Q3-rational point. Hence it is necessary that p1 ̸≡ p2 mod 9.
Case 5. q2 = 3. If p1 ̸≡ p2 mod 9, then we have p1p2 ≡ 1 mod 9, since
we are in the case where p1, p2 are each congruent to either 2 or 5 modulo
9. Thus p21p
2
2 lies in (Q∗3)3, and we see that (4.9) has a Q3-rational point.
Therefore it is necessary that p1 ≡ p2 mod 9.
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