De ned as the apparent motion in a sequence of images, the optical ow is very important in the Computer Vision community where its accurate estimation is strongly needed for many applications. It is one of the most studied problem in Computer Vision. In spite of this, not much theoretical analysis has been done. In this article, we rst present a review of existing variational methods. Then, we will propose an extended model that will be rigorously justi ed on the space of functions of bounded variations. Finally, we present an algorithm whose convergence will be carefully demonstrated. Some results showing the capabilities of this method will end that work.
This paper deals with the estimation of the movement in a sequence of images. This velocity eld is called the optical ow. In the Computer Vision community, it is well known that the optical ow is a rich source of information about the geometrical structure of the world. Numerous practical and theoretical studies on the optical ow estimation from image sequences and on the useful information it contains have been performed. They have clearly shown how the optical ow can be used to recover information about slant and tilt of surface elements, ego-motion, shape information, time to collision, etc 32, 33, 31, 35, 34, 30, 29, 49, 61, 21, 48, 60, 28, 8, 53, 55] .
Almost all these approaches use the classical brightness constancy assumption that relates the gradient of brightness to the components of the local ow to estimate the optical ow. Because this problem is ill-posed, additional constraints are usually required. The most used one is to add a quadratic smoothness constraint as done originally by Horn and Schunk 30] . However, in order to estimate the optical ow more accurately, other constraints involving high order spatial derivatives have also been used 53] . Nevertheless, several of the proposed methods lacked robustness to the presence of occlusion, and yielded smooth optical ow. The variational approach proposed in this paper is motivated by the need to recover the optical ow while preventing the method from trying to smooth the solution across the ow discontinuities.
This article is organized as follows : Section 2 is a general introduction to the optical ow problem. The purpose is to de ne properly what can we expect to nd and how. A review of existing variational methods will be done. In section 3, we propose a general variational method which permits to regularize the velocity eld while keeping its dicontinuities. Then, after some general review about the space of functions of bounded variations, we will prove the existence and the unicity of the solution in that space. Section 4 aims at proposing a convergent algorithm to approximate the solution. To this end, we will use the theory of the ?-convergence and some duality arguments. We conclude in Section 5 by giving some results showing the capabilities of the approach. what we can observe and the real 3D movement is to model the camera as a simple projective model (see Figure 2. 2). So the rst idea is to say that the 2D velocity eld in the image corresponds to the projection of the 3D velocity eld of the objects. This is the case for the car 3. However, when we look closer, we notice the shadow in the back of the car which follows it. It is clear that this apparent motion does not corresponds to any real motion. The importance of the light source can be seen from other phenomena. For instance, if the object is shiny, the re ected luminosity will change rapidly with the position. This is the case for bodywork, glasses,: : : This problem is encountered for the glasses of the van 4. Finally, notice the problem of noise in images which is unavoidable. For instance, if we look at the car 5 which is static, we will observe some random changes of brightness due to noise in the sequence. We conclude that the variations of the intensity do not always correspond to physical movements.
So, we will de ne the optical ow as the 2D velocity eld describing the changes in intensity between images. We see in the next section how we can translate it mathematically.
2.2. The optical ow constraint. In this last decade, numerous methods have been proposed to compute optical ow. Several ideas have been used : working with regions, curves, lines or points. There is also a wide range of methodologies : wavelets, Markov random elds, Fourier analysis and naturally partial di erential equations 30, 29, 49, 61, 21, 48, 60, 28, 14, 53, 55] . We refer the interested reader to two (mainly computational) general surveys : -Barron, Fleet and Beauchemin 8] explain the main di erent techniques and do numerical quantitative experiments to compare them (the database used for tests is also available).
-Orkisz and Clarysse 52] is an updated version of the preceding one.
In this article we will concentrate upon the class of di erential methods (as named by Barron, Fleet and Beauchemin) which have been proved to be among the best one 8]. Their common point is the consistency intensity hypothesis of a point during its movement. More precisely, we will assume that :
The intensity of a point keeps constant along its trajectory (2.1) This hypothesis is called the optical ow constraint (noted in the sequel OFC). We can consider it as reasonable for small displacements for which changes of the light source are small. Recapitulation : let the sequence u(x 1 ; x 2 ; t) given and t 0 the time of observation.
We aim at nding the optical ow (x 1 ; x 2 ) ((x 1 ; x 2 ) 2 ), that is to say the instantaneous apparent velocity at time t 0 verifying the optical ow constraint : where r is a constant and k k is the usual euclidian norm. In other words, we search for the velocity eld tting the best the optical ow constraint (term A), and so that the derivatives are low (term B). This kind of penalty term has been introduce by Tikhonov & Arsenin 58] and is well known to smooth isotropically without taking into account the discontinuities of the ow eld (see Figure 2 .3 for a typical example). Since then, many research have been done to compute discontinuous optical ow eld. One idea should be to make the weights of the regularization terms depend on the gradients of the intensity 22]. More generaly, the idea is to change the regularization term B. We describe below some of the most signi cant one :
-Modifying Horn & Schunk functional by introduction of robust norms was pioneered by Black 9] . Since then, many authors worked on that. The idea is to change the regularization term into : 
In this case, the idea is to note that rigid 2-D objects in 2-D motions have a divergence free motion. The divergence is non zero only at the boundaries of occlusions where it looks like a concentrated measure.
-Nagel & Enkelmann 49, 47] propose an oriented smoothness constraint in which smoothness is not imposed across steep intensity gradients (edges) in an attempt to handle occlusions. So the penalty term is of the form :
where is a constant. Minimizing this new functional with respect to will attenuates the variations of the ow in the direction perpendicular to the gradient.
-N si 51] adapt the formulation of Horn & Schunk introducing the length of the discontinuity set of (noted jS j). We recall that this kind of idea has been Numerically, the main di culty is to approximate the last term. One possible solution is to use the concept of ?-convergence (see 23, 40] for more details). We introduce a sequence of functionals so that the sequence of minimizers converge to the unique minimum of initial functional. Typically, the way to approximate the regularization term is (see 4] for more details) :
where z is an additional function and k is a parameter that will tend to in nity. The function z can be considered as a control variable which equals to zero near discontinuities and close to 1 in homogeneous regions.
Naturally, this list is non exhaustive. However, we can observe that not much theoretical analysis has been done. This is why we propose in the next section a model that will be rigorously justi ed and that is a natural extension of previous work done in 17].
3. A justi ed variational approach. 3.1. Construction of the model. 3.1.1. The optical ow constraint. We will choose the L 1 -norm instead of the L 2 norm of the OFC as done by Horn & Schunk 30] . This choice is not fundamental in the method but it will be justi ed later by theoretical arguments.
3.1.2. The regularization part. To cope with discontinuities, several methods have been proposed 14, 49, 55, 28, 17] . The method presented here is inspired from a recent framework that has proven to be very useful in some image processing tasks as image restoration 56, 16, 5, 7] . The key idea is to forbid regularizing and smoothing across discontinuities. One way of taking into account these remarks is to replace krwk 2 in (2.7) (where w is 1 or 2 ) by (krwk) where ( ) having desired properties. To de ne and identify such functions, we consider the corresponding term in the Euler-Lagrange equations. where w (resp. w ) is the second order directional derivative of w in the direction (resp. ). In order to regularize the solution and preserve optical ow discontinuities, one would like to smooth isotropically the optical ow eld inside homogeneous regions and preserve the ow discontinuities in the inhomogeneous regions. Assuming that the function 00 (:) exists, the isotropic smoothing condition inside homogeneous regions can be achieved by imposing the following conditions : Therefore, at the points where krwk is small, the divergence term becomes :
krwk rw 00 (0)(w + w ) = 00 (0)4w:
In order to preserve the ow discontinuities near inhomogeneous regions presenting a strong ow gradient, one would like to smooth along the isophote (curve with constant ow) and not across them. This leads to stopping the di usion in the gradient direction , i.e. setting the weight 00 (krwk) equal to 0, while keeping a stable di usion along the direction orthogonal , i.e. setting the weight 0 (krwk) Unfortunately, the two conditions of (3.5) cannot be satis ed simultaneously by a function ( ). However, the following conditions can be imposed in order to decrease the e ects of the di usion along the gradient more rapidly than those associated with the di usion along the isophotes :
The conditions given by Equations (3.3) and (3.6) are those which one has to impose in order to deal with a regularization process which preserves the discontinuities. Several functions have been proposed in literature and we refer to 
where c(x) is a given function penalizing homogeneous regions. Typically, c(x) is high for low spatial gradients of u (hence penalizing velocities in poor information zones) and low for high spatial gradients of u (no intervention). Precise assumptions will be given in the sequel.
3.1.4. The variational problem. Combining observations of the preceding sections lead us to consider the optical ow problem as the minimum of an energy.
Given a sequence u(x; y; t) described locally by its spatial and temporal derivatives at a xed time t 0 (noted ru and u t ), we search for the velocity eld which realizes the minimum of the energy :
where r ; h are positive constants. Remark that we used the notation D for the distributional derivative since we will work with functions in the space of functions of bounded variations. The notation Z (Dw) is formal here and will be made precise in the sequel.
3.2. The space of functions of bounded variations. In this section we only recall main notations and de nitions. We refer to 6] for more details and to 1, 19, 24, 20, 64] for the complete theory.
Let be a bounded open set in R N , with Lipschitz-regular boundary @ . We denote by L N or dx the N-dimensional Lebesgue measure in R N and by H the ?dimensional Hausdor measure. We also set jEj = L N (E), the Lebesgue measure of a measurable set E R N . B( ) denotes the family of the Borel subsets of . We will respectively denote the strong, the weak and weak? convergences in a space V ( ) . Spaces of vector valued functions will be noted by bold characters.
Working with images requires that the functions that we consider can be discontinuous along curves. This is impossible with classical Sobolev spaces such as W 1;1 ( ). This is why we need to use the space of functions of bounded variations (noted BV ( )) de ned by : We This assumption is realistic from a numerical point of view because a pre-smoothing is always necessary to diminish noise.
We recall the energy (3.7) we want to minimize :
where we assumed :
: R ! R + is an odd, convex and non-decreasing function on R + (3. Proof. According to (3.14) , the functional E is coercive on BV ( ). Thus, we can uniformly bound the minimizing sequences and extract a converging subsequence for the BV ? w? topology. Since E is lower semi continuous for this topology, we easily deduce the existence of a minimum.
Remark : In this paper, we have assumed that the data was a Lipschitz function.
This permitted us to prove the existence and the unicity of the solution of the optimization problem. We also mention that we studied the case where the data is only a function of bounded variations. We refer to 36, 6 ] for more details.
Interestingly, the fact that u may have jumps will induce not trivial theoretical problems. Let us point out main di culties :
-we need to give a sense to the rst integral of the energy which has to be interpreted as a measure (the L 1 -norm is in fact a total variation). To this end, we
proposed an integral representation of this term.
-then, we observed that the global energy was no longer semi-continuous for the BV ? w?-topology so that we searched for the relaxed problem 11]. | Now, the problem is to get an approximation of the solution. This is the purpose of the following section.
A convergent algorithm.
In this section, we propose and justify a convergent algorithm. Two steps are necessary :
-in section 4.1, we introduce a new functional noted E so that the associated minimization problem admits a unique solution (noted ) in W 1;2 ( ) = f 2 L 2 ( )=r j 2 L 2 ( )g. We prove, via the ??convergence, that the solution converges in L 2 -strong to the minimizer of E.
-then, for a xed , we propose in section 4.2 a suitable numerical scheme called the half-quadratic minimization. We prove its convergence in L 2 -strong to the minimizer of E .Consequently, merging both results permits us in fact to construct a solution that converge in L 2 -strong to the minimizer of (3.17). We have, for all , f f, and for all t, lim !0 f (t) = f(t). The additional variable is usually called the dual variable. Let us apply Theorem 4.3 to the functions 1; and 2; which ful ll desired hypotheses. We then introduce the functional E d de ned by : converges in L 2 -strong to , the unique minimum of E .
A result of ? convergence. For a function f verifying hypotheses
Before proving this proposition, let us show a preliminary result.
Lemma 4.5. Let ( n ; a n ; b n ) Moreover, we can nd a constant M, independant of n, such that :
Proof. In that proof, C and M will be constants, independant of n, which may be di erent from one line to another.
Firstly, since n 2 W 1;2 ( 0 ), Sobolev embeddings (see for instance 10]) permits us to nd a constant C such that :
As the sequence ( n ; a n ; b n ) is a minimizing sequence, we can nd M such that k n k W 1;2 ( ) M and so we have : k n k L q ( 0 ) M 8q 2 2; +1 div(b n 1 r 1 ) = a n ( ru + u t )u x1 + c(x) 1 div(b n 2 r 2 ) = a n ( ru + u t )u x2 + c(x) 2 :
In fact, we observe that the elliptic operator (left-hand side term) is uncoupled in ( 1 ; 2 ) . Moreover, the right-hand side term only depends on terms of order zero which can be frozen. This remark permit us to apply a result from Meyers in the scalar case 44] : there exists p 0 > 2 and a constant C > 0 such that : kr n j k L p 0 ( 0 ) < Cka n?1 ( n ru + u t )u xj + c(x) n j k L 2 ( 0 ) : As the functions a n?1 ; ru; u t and c belong to L 1 ( ) and that n is a minimizing sequence, we can nd a constant such that : 
Hence the result (4.16).
Proof. of Proposition 4.4. It contains three main stages (see also 12] where similar ideas are developed). The rst one is essentially technical. It aims at showing that the di erence between two iterates tends to zero when n goes to in nity (4.22) . In the second one, we write an optimality condition for n+1 and show that it tends to zero. Finally, we show in the third stage that we can pass to the limit in each term of the optimality condition so that we will recover the optimality condition associated to the problem (4.3). This will prove that, up to a subsequence, n tends to " in L 2 -strong. Remark that since the minimum is unique, all the sequence converges.
Stage 1 : Using the optimality conditions (4.11)-(4.12)-(4.13), some easy calculus permit us to establish that (see 36] for more details) :
U n E d " ( n ; a n ; b n ) ? E d " ( n+1 ; a n ; b n ) min("; m c )k n ? n+1 k 2 W 1;2 ( ) (4.19) V n E d " ( n+1 ; a n ; b n ) ? E d " ( n+1 ; a n+1 ; b n ) " 3 ka n ? a n+1 k 2 L 2 ( ) (4.20)
We rst remark that the sequences (U n ); (V n ) and (W n ) tends to zero as n goes to in nity : if we denote T n = E d " ( n ; a n ; b n ), we have :
Since (U n ); (V n ) and (W n ) are positive sequences, the sequence (T n ) is positive and non-increasing. Consequently, it is convergent and so (U n ); (V n ) and (W n ) tend to zero. Moreover, as is bounded, and the sequences (a n ), (b n ) are also bounded, we deduce from the preceding inequalities that : The aim is to show that lim n!+1 I n+1 ( ) = 0. Thanks to the optimality condition Let us now introduce an open subset 0 strictly included in . We will make precise in the sequel how to choose it. 
Then, using Lemma 4. Now, we are going to show that we can pass to the limit in each term of (4.31) . This is proved in the next stage. When n tends to in nity, two terms have to be studied more carefully : 
Numerical experiments.
To show the capabilities of this approach, we made numerical experiments on both synthetic (thus enabling error computations) and real images. Notice that a pre-smoothing of the data by a gaussian kernel has been done to reduce noise e ects for real sequences. We also compared our method with the method of Lucas & Kanade 39] which has been designated as the best among the class of di erential techniques 8]. Roughly speaking, the idea is to choose a model of velocity over a window of xed size (for instance constant) and to look for which value best t the OFC. It is a weighted least-square method (see 39] for more details). Naturally, the results depend strongly on the size of the window and choosing it too wide may induce some smoothing e ects.
We rst used a synthetic sequence ( Figure 5. 2) The main interest is that, as the true optical ow is known, one may have a quantitative estimation of the error. Detailed algorithm 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 000000000 Describing the movement in a sequence of images is very useful for many low level vision procedures. However, it is something hard to de ne what we are able to nd, since it is strongly related to our perception, that is to say the re ected intensity. What we see is not always in relation with a physical displacement. We rst presented an overview of main existing techniques trying to emphasize on di erential techniques and their variety. Secondly, we proposed a variational technique that we justi ed both theoretically and numerically. Some numerical experiments concluded that work showing the capabilities of this approach. It is easy to check that we have the same kind of divergence term that we need to discretize. We refer to 13, 37] We tested these di erent discretizations on a noisy test image using quantitative measures. We checked that (A.2) permits to restore identically edges in principal or diagonal directions. Moreover, we observed that choosing P adaptatively (A.5) gave more precise results than (A.4). We used this approximation (A.5) in our experiments.
