INTRODUCTION AND OVERVIEW OF RESULTS
Using redundancy to minimize latency in parallel server systems has become very popular in recent years. While there are several variants of a redundancy-based system, the general notion of redundancy is to create multiple copies of the same job that will be sent to a subset of servers. By allowing for redundant copies, the aim is to minimize the system latency by exploiting the variability in the queue lengths of the different queues. Several recent works have both empirically and theoretically showed that redundancy can help in reducing the response time of a system. Broadly speaking, depending on when replicas are deleted, there are two classes of redundancy systems: cancel-on-start (c.o.s) and cancel-on-completion (c.o.c). In redundancy systems with c.o.c, once one of the copies has completed service, the other copies are deleted and the job is said to have received service. On the other hand, in redundancy systems with c.o.s, copies are deleted as soon as one of the copies starts being served.
In [Ayesta et al. 2018] we show that the c.o.s. model is equivalent to a queueing system with multi-type jobs and servers, which was analyzed in [Visschers et al. 2012 
MODEL DESCRIPTION
We consider a generic redundancy-d model of K homogeneous servers each with a first-in first-out (FIFO) queue. The service rate of each server is denoted by µ. Jobs arrive according to a Poisson process with rate λ and have an exponentially distributed service requirement with unit mean. An arriving job chooses d out of K servers uniformly at random and sends d copies of the same job to these feasible servers. For a redundancy-d model, we will say that all jobs that choose the same d servers are of the same type. In all, there are K d job types and the arrival rate of any job type
Under cancel-on-start (c.o.s.) , once any of the copies is taken for service, the remaining copies are canceled immediately. Further, on arrival of a job, if more than one of its d feasible servers are idle, then the job is served immediately in one of the idle servers (chosen uniformly at random). Under cancel-on-complete (c.o.c.) , when one of the d copies of a job completes its service, the other copies are removed. In addition, for the c.o.c. model we assume that the service requirements of the copies of the same job are independent. representation for the c.o.c. on the left, copies of this job are in service in queues 1 and 2, respectively. On the contrary, in the c.o.s. model, we require that each job in the central queue architecture is served by only one server. If multiple idle feasible servers can serve an arriving job, then ties are broken using the uniform assignment rule.
CENTRAL QUEUE ARCHITECTURE
Given the central queue architecture, note that the c.o.s. and c.o.c. model differ in their departure rate for jobs in service. Yet, it is this architecture that enables us to offer a unifying framework to analyze the two models. This unifying analysis is based on the multi-type job and server model of [Visschers et al. 2012 ] which also has a central queue architecture. For c.o.s., we note that the system model (and hence the departure rate of jobs in the central queue) coincides with the model of [Visschers et al. 2012] . This enables us to use [Visschers et al. 2012] 
EXACT ANALYSIS OF C.O.S.
In this section, we present the steady-state distribution under c.o.s. For expressions for the mean number of jobs and the probability of waiting, as well as for the steadystate distribution obtained under c.o.c., we refer to the full paper [Ayesta et al. 2018] .
A Markovian descriptor introduced in [Visschers et al. 2012] which is appropriate for the redundancy-d c.o.s. system is of the type (ni, Mi, ni−1, Mi−1, . . . , n1, M1) which denotes states with i busy servers (denoted by M1, . . . , Mi) and nj waiting jobs between servers Mj and Mj+1 for 1 ≤ j ≤ i − 1. In this state space representation, waiting jobs and active servers are arranged in a FIFO basis from right to left. Therefore, all nj jobs have arrived before n k jobs where 1 ≤ j < k ≤ i. Note that a job is waiting in the central queue only if all of its feasible servers are busy (serving jobs that came before it). Therefore, n1 denotes the number of those jobs (who have arrived before nj jobs where j > 1) that have to wait since they have server M1 as their only feasible server which happens to be busy. Similarly, nj represent jobs (that arrived after nj−1 but before nj+1 jobs) that have to wait because their feasible servers are busy. The feasible servers for these nj jobs must clearly be a subset of the active servers {M1, M2, . . . , Mj} ahead of it (otherwise the job would not have been waiting if any of its feasible servers were idle).
In our main result for c.o.s. in [Ayesta et al. 2018] , we show that with the Markovian descriptor s = (ni, Mi, . . . , n1, M1), the steady state distribution is of product form. 
