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Abstract
The hop-constrained Steiner tree problem is a generalization of the classical Steiner tree problem, and
asks for minimum cost subtree that spans some specified nodes of a given graph, such that the number of
edges between each node of the tree and its root respects a given hop limit. This NP-hard problem has many
variants, which are often modeled as integer linear programs. Two of the models are so called assignment and
partial-ordering based models, which yield (up to our knowledge) the best two state-of-the-art formulations
for the problem variant Steiner tree problem with revenues, budgets and hop constraints. We show that the
linear programming relaxation of the partial-ordering based model is stronger than that of the assignment
model for the hop-constrained Steiner tree problem; this remains true also for a class of hop-constrained
problems, including the hop-constrained minimum spanning tree problem, the Steiner tree problem with
revenues, budgets and hop constraints.
∗Institute of Computer Science, University of Bonn
1 Introduction
Many network design applications ask for a minimum cost subtree connecting some required nodes of a graph.
These applications can be modelled as the Steiner tree problem (STP): Given a weighted undirected graph G
with node set V (G), edge set E(G), positive edge costs c : E(G)→ R>0 and a subset of the required nodes called
terminals, this problem asks for a subtree T of the graph, which contains all terminals and has minimum costs,
i.e.
∑
e∈E(T ) ce is minimal. STP belongs to the classical optimization problems and is NP-hard (Garey et al. [11])
For a survey on the STP see [18, 31]. In the special case that R = V , the problem is known as the minimum
spanning tree problem (MSTP) and solvable in polynomial time (Kruskal [21], Prim [26]). Hop constraints are
originated from telecommunication applications, and limit the number of hops (edges) between the given service
provider (root) and terminals of the network to control availability and reliability of the service (Woolston and
Albin [32]). Availability is the probability that all edges in the connection (path) between the server and a
terminal are working. Reliability is the probability that this connection will not be interrupted by an edge failure.
The failure probability of the path with at most H edges does not exceed 1 − (1 − p)H , where p is the failure
probability of any edge. Hop constraints are also known as height constraints [23]. For a survey on more general
network design problems with hop-constraints see [3, 20, 25].
Hop-constrained Steiner tree problem (HSTP) is defined as follows: Given a weighted undirected graph
G = (V,E) with positive edge costs c : E → R>0, a subset R ⊆ V of the terminals, a root node r ∈ R, and
a hop limit H ∈ N≥0, this problem asks for a minimum cost subtree T of the graph, which contains all terminals
such that the number of edges in the path from r to any node v ∈ V (T ) does not exceed H .
There are several variants of the HSTP. The well-studied special case R = V of HSTP is known as the
hop-constrained minimum spanning tree problem (HMSTP). While the MSTP is solvable in polynomial time, the
HMSTP is NP-hard (Dahl [6], Gouveia [12]). Moreover, HMSTP is not in APX (Manyem and Stallmann [23]),
i.e., the class of problems for which it is possible to have polynomial time constant-factor approximation.
Steiner tree problem with revenues, budgets and hop constraints (STPRBH) is another well-studied variant
of the HSTP: Given a weighted undirected graph G = (V,E) with positive edge costs c : E → R>0, nonnegative
node revenues ρ : V (G)→ R≥0, a root r ∈ V , a hop limit H ∈ N≥0, and a budget B ∈ R≥0, the goal is to find a
subtree T of the graph, which contains r, maximizes the collected revenues
∑
v∈V (T ) ρv, such that the number of
edges in the path from r to any node v ∈ V (T ) does not exceed the hop limit H , and the total edge costs of the
tree respect the budget B, i.e.
∑
e∈E(T ) ce ≤ B.
The majority of the integer linear programming (ILP) formulations in the literature for these NP-hard
problems can be divided into two types: “node oriented” and “edge oriented” formulations. To formulate the hop
constraints the node oriented models use node variables, which describe the depth of nodes in the tree. Akgu¨n
and Tansel [2], Gouveia [12] have presented several node oriented formulations based on Miller-Tucker-Zemlin
(MTZ) subtour elimination constraints [24] for the HMSTP. The MTZ constraints involve an integer variable
Uv ∈ {1, . . . , H} for each node v, which specify the depth of v in the solution tree, i.e., the number of edges
between the root and v. Voß [30] has used the MTZ constraints to model the HSTP. Costa et al. [5], and Layeb
et al. [22] have proposed several models for the STPRBH based on the MTZ constraints. Sinnl and Ljubic´ [29],
have suggested a natural assignment formulation for STPRBH. The assignment model uses a binary variable yvh
for each node v and for each depth h, where yvh = 1 indicates that the depth of v in the tree is h. Recently,
Jabrayilov and Mutzel [19] have presented a partial-ordering based model for the STPRBH. In contrast to the
assignment model, this model involves two binary variables for each node and depth, to describe depths of nodes.
The edge oriented formulations use edge variables to describe hop constraints. Gouveia [13] has presented
multicommodity flow (MCF) model for the HMSTP. Although the lower bounds of this edge oriented formulation
is significantly better than the MTZ model [12], it leads to very large ILP models; while the MTZ model contains
O(|V |2) variables and constraints, the MCF model involves O(|V |3) variables and O(|V |3) constraints. Gouveia
[14] has proposed so called “hop-dependent” multicommodity flow (HMCF) model for HMSTP and HSTP, which
yield better lower bounds than MCF model. With O(H |V |3) variables, HMCF is even bigger than MCF and
is applicable to small graphs. Gouveia et al. [16] have reported that the HMCF model can not solve the LP
relaxation after a couple of days for most of the instances with 40 nodes, The authors [16] have introduced a
Lagrangean relaxation for the HMCF model. Gouveia et al. [17] have modelled the HMST problem as the STP in
the so called layered graph and introduced an ILP with O(H |E|) variables and exponential number of constraints
for this STP. Costa et al. [5] have presented an edge oriented model with O(H |E|) variables for the STPRBH.
Besides the node and edge oriented formulations there are also several ILP models involving exponential sized
set of constraints or variables, which require sophisticated branch-and-cut or branch-and-price algorithms (Costa
et al. [5], Dahl et al. [7], Sinnl [28]). Some heuristics are also proposed (Costa et al. [4], Fernandes et al. [8], Fu
and Hao [9, 10], Gouveia et al. [15]).
Our contribution. The advantage of node and edge oriented models is that they have polynomial size, and
can be fed directly into a standard ILP solver. Although the edge oriented formulations have stronger linear
programming (LP) relaxations than those of the node oriented formulations, they lead to very large models, and
hence are suitable for small graphs. This makes node oriented formulations attractive to use for the large graphs.
In fact the best two state-of-the-art formulations for the STPRBH are node oriented [19, 29]. The computational
results in the literature, conducted on the DIMACS benchmark [1] instances, show that while the previous models
can solve only the small graphs with up to 500 nodes and 625 edges within a couple of hours, the assignment
model [29] and the partial-ordering based model [19] solve the majority of the graphs with up to 500 nodes and
12 500 edges within seconds. In this work we show that the LP relaxation of the partial-ordering based model is
stronger than that of the assignment model for the HSTP; this remains true also for a class of hop-constrained
problems, including the HMSTP and the STPRBH.
Outline. We start with some notations (section 2). In section 3 we describe the assignment and partial-ordering
based models for the Steiner tree problems. In section 4 we compare both models. We conclude with section 5.
2 Notations.
For a graph G = (V,E) we denote its node set by V (G), and its edge set by E(G). Each edge of an undirected
graph is a 2-element subset e = {u, v} of V (G). For clarity we may write it as e = uv. The end nodes u, v of
an edge uv are called neighbours. Each edge of a directed graph is an ordered pair a = (u, v) of nodes and is
called an arc. An arc a = (u, v) is an outgoing arc from u and an incoming arc to v. The node u is the tail of
a, written u = tail(a), and v is the head of a, written v = head(a). The directed walk W in graph is a sequence
W = v0, a1, v1, . . . , vk−1, ak, vk of nodes and arcs, such that ai = (vi−1, vi) for 1 ≤ i ≤ k. We may describe W as
the sequence of its nodes v0, . . . , vk or arcs a1, . . . , ak. We call W a (v0, vk)-walk. Let xa be a variable associated
to the arc a. We use the abbreviation x(W ) := xa1 + · · ·+ xak . A walk is a path, if all its nodes are distinct. The
number of (not necessarily distinct) arcs in W is called the length of W , written #W . The set of all incoming arcs
to a node v in W is denoted by δ−W (v). We say that W
′ is a suffix of the walk W = a1, . . . , al, written W
′
⊐ W ,
if there is an i ∈ {1, . . . , l}, such that W ′ = ai, . . . , al. We say a linear inequality C is in standard form, if it
has the form L ≤ R, such that L is some linear expression, and R does not contain any variable. With c(var, C)
we denote the coefficient of the variable var in C, e.g., c(y, x − 4y ≤ 7) = −4. A rooted tree T has a special
node r ∈ V (T ). The depth d(v) of node v in T is the number of edges in the (r, v)-path in T . The depth of
T is d(T ) := max{d(v) : v ∈ V (T )}. For a given hop limit H ∈ N≥0, we call a rooted tree T with d(T ) ≤ H a
hop-constrained tree.
3 Assignment and partial-ordering based models for the hop-constrained Steiner trees
We may assume that G is complete; otherwise we can assign infinite costs to the missing edges. The main idea
of the both models are similar: The solution of the HSTP is a hop-constrained subtree T of G with root r, and
depth d(T ) ≤ H . We say T contains an arc (u, v), written (u, v) ∈ E(T ), if T contains an edge uv, such that
d(u) < d(v). Both models compute a partial-ordering pi of the nodes of T such that the position pi(v) of any node
v ∈ V (T ) in this ordering satisfies d(v) ≤ pi(v) ≤ H , and thus d(v) does not exceed the hop-limit H ; moreover,
for each arc (u, v) ∈ T , it holds pi(u) < pi(v). To describe the positions of nodes in pi, the assignment model
[29] uses a binary variable yv,i for each node v ∈ V and for each position i ∈ {0, · · · , H}; yv,i = 1 if and only
if pi(v) = i. To describe the arcs of T , both models use two binary variables xu,v, xv,u for each edge uv ∈ E:
xu,v = 1 if and only if (u, v) ∈ E(T ), and xv,u = 1 if and only if (v, u) ∈ E(T ). Using these variables the polytop
A of the assignment model (ASS) for the hop-constrained trees can be formulated similar to the STPRBH model
[29]. Each node has at most one incoming arc in T , which is ensured by (3.1). The constraints (3.2) ensure that
each node v ∈ V \ {r} having an outgoing arc has also an incoming arc [19, 30]. Notice that since G is complete,
there is an edge uv ∈ E for each two distinct nodes u 6= v ∈ V . Constraints (3.4) and (3.5) ensure that d(r) = 0.
Constraints (3.6) and (3.7) make sure that pi(v) ∈ {1, . . . , H} for the remaining nodes v ∈ V \ {r}. Constraints
(3.8) ensure that if xu,v = 1, then pi(v) = pi(u) + 1. Constraints (3.9) make sure that if pi(u) = H , then u has no
outgoing arc (u, v) in T . In summary, T is a tree by (3.1)-(3.3), and d(T ) ≤ H by (3.4)-(3.10).
A := {x, y : x, y satisfy (3.1)− (3.10)}(ASS) ∑
u∈V \{v}
xu,v ≤ 1 ∀v ∈ V(3.1)
∑
u∈V \{v,w}
xu,v ≥ xv,w ∀v ∈ V \ {r}, w ∈ V \ {v}(3.2)
x ∈ [0, 1]2|E|(3.3)
yr,0 = 1(3.4)
yr,i = 0 ∀i = 1, · · · , H(3.5)
yv,0 = 0 ∀v ∈ V \ {r}(3.6)
H∑
i=1
yv,i = 1 ∀v ∈ V \ {r}(3.7)
yu,i − yv,i+1 + xu,v ≤ 1 ∀u ∈ V, v ∈ V \ {u}, i = 0, · · · , H − 1(3.8)
yu,H + xu,v ≤ 1 ∀u ∈ V, v ∈ V \ {u}(3.9)
y ∈ [0, 1]H|V |(3.10)
Instead of the assignment variables y the partial-ordering based model [19] uses so called partial-ordering
problem (POP) variables l and g. To describe the positions of nodes in pi, this model has two binary variables lv,i
and gi,v for each node v ∈ V and for each position i ∈ {0, · · · , H}; lv,i = 1 if and only if pi(v) < i, and gi,v = 1 if
and only if pi(v) > i. It means that if the node v is at position i, then we have lv,i = gi,v = 0, i.e., the connection
between the assignment and POP variables is:
yv,i = 1− (lv,i + gi,v) ∀v ∈ V, i = 0, · · · , H.(3.11)
The polytop P of the partial-ordering based model (POP) for hop-constrained trees can be formulated similar to
the model [19] for the STPRBH as follows:
P := {x, l, g : x, l, g satisfy (3.1)− (3.3), (3.12)− (3.17)},(POP)
lr,0 = g0,r = 0(3.12)
lv,1 = gH,v = 0 ∀v ∈ V \ {r}(3.13)
lv,i − lv,i+1 ≤ 0 ∀v ∈ V, i = 0, · · · , H − 1(3.14)
gi,v + lv,i+1 = 1 ∀v ∈ V, i = 0, · · · , H − 1(3.15)
lu,i + gi,v ≥ xu,v ∀u ∈ V, v ∈ V \ {u}, i = 0, · · · , H(3.16)
l, g ∈ [0, 1]H|V |(3.17)
Since both models use the same x-variables, (POP) also includes the same constraints (3.1)–(3.3) from model
(ASS). Constraints (3.12) ensure that pi(r) = 0, and (3.13) make sure that pi(v) ∈ {1, . . . , H} for the remaining
nodes v ∈ V \{r}. If a position of a node is less than i then it is also less than i+1 (constraints (3.14)). Constraints
(3.15) ensure that for each node v, it holds either pi(v) > i (i.e. gi,v = 1) or pi(v) < i + 1 (i.e. lv,i+1 = 1), and
not both. The constraints (3.14) jointly with constraints (3.15) enforce each node v to be placed at exactly one
position [19]. Finally, constraints (3.16) make sure that for each arc (u, v) ∈ E(T ), it holds pi(u) < pi(v) [19].
HSTP. The solution T of the HSTP is a hop-constrained tree. Moreover, T must contain all terminals. This can
be ensured by Constraints (3.18):
∑
u∈V \{v}
xu,v ≥ 1 ∀v ∈ R \ {r}(3.18)
The objective of the HSTP has the form min
∑
uv∈E cu,v · (xu,v + xv,u). Let A
HSTP and PHSTP denote the
polytopes of the assignment and partial-ordering based LPs for the HSTP, respectively. Then, we can formulate
the assignment and partial-ordering based LPs for the HSTP as follows:
min
{ ∑
uv∈E
cu,v · (xu,v + xv,u) : (x, y) ∈ A
HSTP
}
(ASS-HSTP)
AHSTP := {(x, y) : (x, y) ∈ A, x satisfies (3.18)}.
min
{ ∑
uv∈E
cu,v · (xu,v + xv,u) : (x, l, g) ∈ P
HSTP
}
(POP-HSTP)
PHSTP := {(x, l, g) : (x, l, g) ∈ P , x satisfies (3.18)}.
HMSTP. Since the HMSTP is a special case of the HSTP with R = V , the assignment and partial-ordering based
LPs for both problems have the same form.
STPRBH. The solution T of the STPRBH is a hop-constrained tree, such that
∑
e∈E(T ) ce ≤ B, i.e.:
∑
uv∈E
cu,v(xu,v + xv,u) ≤ B.(3.19)
The goal of the STPRBH is to maximize
∑
v∈V (T ) ρv. Notice that
∑
v∈V (T ) ρv = ρr +
∑
v∈V (T )\{r} ρv =
ρr +
∑
uv∈E(xu,v · ρv + xv,u · ρu) [19]. The reason is that there is exactly one incoming arc (u, v) with xu,v = 1
to each v ∈ V (T ) \ {r}. Let ASTPRBH and PSTPRBH denote the polytopes of the assignment and partial-ordering
based LPs for the STPRBH, respectively; the corresponding LPs have the following form:
min
{
ρr +
∑
uv∈E
(xu,v · ρv + xv,u · ρu) : (x, y) ∈ A
STPRBH
}
(ASS-STPRBH)
ASTPRBH := {(x, y) : (x, y) ∈ A, x satisfies (3.19)}.
min
{
ρr +
∑
uv∈E
(xu,v · ρv + xv,u · ρu) : (x, l, g) ∈ P
STPRBH
}
(POP-STPRBH)
PSTPRBH := {(x, l, g) : (x, l, g) ∈ P , x satisfies (3.19)}.
4 Comparison of both formulations
4.1 Direct comparison. To compare the bounds of both models it may seem natural using (3.11) to
transform PHSTP to PHSTPA := {(x, y) : (x, l, g) ∈ P
HSTP and y, l, g satisfy (3.11)}, or AHSTP to AHSTPP :=
{(x, l, g) : (x, y) ∈ AHSTP and y, l, g satisfy (3.11)}, and then compare them. However, the following examples
show that |PHSTPA \ A
HSTP| > 0 and |AHSTPP \ P
HSTP| > 0, i.e., AHSTP and PHSTP are not comparable.
Example 4.1. (|PHSTPA \ A
HSTP| > 0). Let G = (V,E) be a complete graph, V = R = {r, a, b, c} and H = 2.
Let (u, v) ∈ T , and let piA and piP be the partial-orderings constructed by the models (ASS) and (POP),
respectively. Recall that for piA it holds piA(v) = piA(u) + 1, while piP satisfies piP(v) ≥ piP(u) + 1, i.e., for
example, piP(v) = piP(u) + 2 is possible. Using this observation we construct the following feasible solution
(x, l, g) ∈ PHSTP: (g0,r, g1,r, g2,r) = (0, 0, 0), (g0,v, g1,v, g2,v) = (1, 1, 0) for each v ∈ V \ {r}. For clarity,
we do not write the l values, since they can be derived from the equations (3.15). The x values are all zero,
except xr,a = xr,b = xr,c = 1. Using (3.11) we transform (x, l, g) values to (x, y) values, which violate (3.8):
yr,0 − ya,1 + xr,a = (1− (lr,0 + g0,r))− (1− (la,1 + g1,a)) + xr,a = (1− (0 + 0))− (1− (0 + 1)) + 1 = 2  1. Thus
(x, y) /∈ AHSTP.
By the construction of the second example we use Theorem 4.1, which states that the model (POP) implies
the following exponential sized set of constraints, which do not hold for the assignment model (ASS): From any
directed walk with H arcs, which does not start at the node r, at most H − 1 arcs can be selected.
Theorem 4.1. Let (x, l, g) ∈ P and let v1, . . . , vH+1 be a walk with H arcs and v1 6= r. Then:
H∑
i=1
xvi,vi+1 ≤ H − 1.(4.20)
Proof. Adding up the constraints (3.16) for the arcs (vi, vi+1), for the positions i = 1, . . . , H , gives
H∑
i=1
xvi,vi+1 ≤
H∑
i=1
(lvi,i + gi,vi+1) = lv1,1 +
H−1∑
i=1
(gi,vi+1 + lvi+1,i+1) + gH,vH+1 .
Since lv1,1 = 0 for v1 6= r, by (3.12), gi,vi+1 + lvi+1,i+1 = 1 by (3.15), gH,vH+1 = 0 by (3.13), we have∑H
i=1 xvi,vi+1 ≤ 0 +
∑H−1
i=1 1 + 0 = H − 1, as stated.
Example 4.2. (|AHSTPP \P
HSTP| > 0). Suppose, we have the same HSTP instance as in Example 4.1. Consider
the following feasible solution (x, y) ∈ AHSTP:
(xa,b, xb,c, xc,a, xb,a, xa,c, xc,b) = (2/3, 2/3, 2/3, 1/3, 1/3, 1/3)(4.21)
(yr,0, yr,1, yr,2) = (1, 0, 0)
(yv,0, yv,1, yv,2) = (0, 2/3, 1/3) v ∈ V \ {r},
whereas the remaining x values are all zero. Using (3.11) we transform (x, y) to (x, l, g). The arcs (a, b) and
(b, c) build a walk a, b, c with H = 2 arcs and a 6= r. Then x violates (4.20): xa,b + xb,c =
4
3  1 = H − 1. Thus
(x, l, g) /∈ P by Theorem 4.1, The claim follows from PHSTP ⊆ P.
4.2 Projection onto the x variable space. We observe that the objectives of models above contain only
x variables. We call a constraint an x-space constraint, if it contains only the x variables. Let QX denote the
projection of the polytop Q onto the x variable space. To show that the partial-ordering based model is stronger
than the assignment model for problems P ∈ {HSTP,HMSTP, STPRBH}, it is enough to prove that PPX ⊂ A
P
X ,
i.e., PPX ⊆ A
P
X and |A
P
X \ P
P
X | > 0. For this we first prove that PX ⊆ AX . To get AX we first eliminate the y
variables corresponding to the positions 0 and 1 using the equations (3.4)–(3.7), and then eliminate the remaining
y variables using the Fourier-Motzkin elimination [27]. The equations (3.7) are used to eliminate the variables
yv,1 for each v ∈ V \ {r}:
yv,1 = 1− (yv,2 + · · ·+ yv,H) ∀v ∈ V \ {r}.(4.22)
Concerning (3.8) and (3.9) there are three cases w.r.t. an edge uv ∈ E: In case u = r, setting (3.4) and (4.22) to
(3.8) for i = 0 yields the following set of constraints, which is denoted by S0:
S0 : (yv,2 + · · ·+ yv,H) + xr,v ≤ 1 ∀v ∈ V \ {r}.
Setting (3.5) to (3.8) for i ∈ {1, . . . , H − 1} leads to −yv,i+1 + xr,v ≤ 1, which is redundant, since it is implied by
−yv,i+1 ≤ 0 and xr,v ≤ 1. Inequalities (3.9) have the form xr,v ≤ 1, too.
In case u 6= r 6= v, (3.8) are redundant for i = 0. Since, setting (3.6) to (3.8) for i = 0 yields −yv,1 + xu,v ≤ 1,
which is redundant because of −yv,1 ≤ 0 and xu,v ≤ 1. Setting (4.22) to (3.8) for i = 1 gives the set S1:
S1 : −(yu,2 + · · ·+ yu,H)− yv,2 + xu,v ≤ 0 ∀uv ∈ E, r /∈ {u, v}.
Inequalities (3.8) for i ∈ {2, · · · , H − 1} remain unchanged and are denoted by Si. The constraints (3.9) remain
also unchanged and are denoted by SH .
Si : yu,i − yv,i+1 + xu,v ≤ 1 ∀uv ∈ E, r /∈ {u, v}, i = 2, · · · , H − 1.
SH : yu,H + xu,v ≤ 1 ∀uv ∈ E, r /∈ {u, v}.
In case v = r, for i = 0, setting (3.5) and (3.6) to (3.8) implies xu,r ≤ 1. Setting (3.5) to (3.8) and (3.9) for
i ∈ {1, . . . , H} yields yu,i + xu,r ≤ 1. We replace these inequalities by more stronger constraints:
xu,r ≤ 0 ∀u ∈ V \ {r}.(4.23)
This is allowed, since the new polytop A is not greater than the old one. Concerning (3.10), notice that yv,i ≤ 1
is redundant, since it is implied by yv,i ≥ 0 and (3.7). Setting (4.22) to yv,1 ≥ 0 for each v ∈ V \ {r}, yields∑H
j=2 yv,j ≤ 1, which is implied by constraints S0. For i ≥ 2 we rewrite the constraints yv,i ≥ 0:
−yv,i ≤ 0 ∀v ∈ V \ {r}, i ∈ {2, · · · , H}.(4.24)
The strengthened A has the form A = {(x, y) : (x, y) satisfy S0, . . . , SH , (3.1)− (3.3), (4.23), (4.24)}.
Remark 4.1. Set S0 contains for each neighbour v of r, exactly one constraint with the variable xr,v, while Si
with i ≥ 1 contains for each uv ∈ E with r /∈ {u, v} two constraints, once for the arc (u, v), once for (v, u). Let
S
(u,v)
i denote the Si constraint for the arc (u, v). Notice that if i = 0, then u = r and v 6= r, otherwise u 6= r 6= v.
Remark 4.2. We call a constraint Sai a predecessor of S
a′
i+1, and S
a′
i+1 a successor of S
a
i , if a, a
′ build a directed
walk, i.e. head(a) = tail(a′). Notice that the constraint Sai + S
a′
i+1 does not contain any y variable corresponding
to head(a), i.e., it eliminates all y variables corresponding to head of a (tail of a′).
Remark 4.3. We call a sequence of constraints (S
aj
j , . . . , S
al
l ) a constraint-walk, if for each i ∈ {j, . . . , l − 1},
Saii is a predecessor of S
ai+1
i+1 . Remark 4.2 implies that the arcs aj , . . . , al build a directed walk.
Remark 4.4. Suppose C1, . . . , Ck are some constraints, selected from sets S0, . . . , SH and (4.24), i.e., for each
y-variable yv,h, for each i ∈ {1, . . . , k}, c(yv,h, Ci) ∈ {−1, 0,+1}. Assume
∑k
i=1 Ci is an x-space constraint,
i.e., for any y variable yv,h, c(yv,h,
∑k
i=1 Ci) = 0. Then, if there is i ∈ {1, . . . , k} with c(yv,h, Ci) = −1, then
there is j ∈ {1, . . . , k} with c(yv,h, Cj) = 1. Since yv,h occurs with positive sign only in Sah with tail(a) = v,
and in Sa
′
0 with head(a
′) = v, i.e., a′ = (r, v), we have Cj ∈ {S
(r,v)
0 } ∪ {S
a
h : tail(a) = v}. Moreover, if there is
I ⊂ {1, . . . , k}, such that c(yv,h,
∑
i∈I Ci) = −z for some z > 0, then there is J ⊂ {1, . . . , k} such that |J ∩ I| = 0
and c(yv,h,
∑
j∈J Cj) = z, and for each j ∈ J , Cj ∈ {S
(r,v)
0 } ∪ {S
a
h : tail(a) = v}.
Fourier-Motzkin elimination (FME) [27]. We illustrate the FME by eliminating the variable x1 in the following
simple problem. The problem consists of two type of constraints P and N ; P contains the variable x1 with
positive sign, while N with negative sign:
P : a1x1 + a2x2 + · · ·+ anxn + an+1 ≤ 0
N : −b1x1 + b2x2 + · · ·+ bnxn + bn+1 ≤ 0
Let a1 and−b1 be the coefficients of x1 in P andN , respectively, where a1 and b1 are positive numbers. Multiplying
P by b1 and N by a1 yields the following equivalent problem:
(b2x2 + · · ·+ bnxn + bn+1) · a1 ≤ a1b1x1 ≤ −(a2x2 + · · ·+ anxn + an+1) · b1.
Thus x1 can be eliminated, and the constraints P and N can be replaced by the constraint
P · b1 +N · a1 : (a2x2 + · · ·+ anxn + an+1) · b1 + (b2x2 + · · ·+ bnxn + bn+1) · a1 ≤ 0.
If we have k constraints of type P and k′ constraints of type N , then we combine this way each constraint of type
P with each constraint of type N , so we get k · k′ new constraints.
Remark 4.5. If all coefficients in constraints of a problem are integral, then applying the Fourier-Motzkin
elimination on this problem, generates new constraints, which are weighted sum of constraints of the input problem,
such that the weights are nonnegative integers.
Lemma 4.1. Let W be a set of walks that end in the same node t, such that for any two W 6= W ′ ∈ W, there are
arcs a ∈W and a′ ∈ W ′ with head(a) = head(a′) and tail(a) 6= tail(a′). Then constraints (3.1) and (3.3) imply:
∑
W∈W
x(W ) ≤
( ∑
W∈W
#W
)
−
(
|W| − 1
)
.(4.25)
Proof. The proof is given in the appendix.
Lemma 4.2. Let x ∈ PX and u ∈ V \ {r}. Then xu,r = 0.
Proof. Setting lu,1 = 0 (3.13) in (3.14) implies lu,0 = 0. Setting lu,0 = 0 and g0,r = 0 (3.12) in (3.16) gives
xu,r = 0, as claimed.
Theorem 4.2. PX ⊆ AX .
Proof. In case H = 1 we have AX = {x : x satisfy S0, S1, (3.1)− (3.3), (4.23)}, where:
S0 : xr,v ≤ 1 ∀v ∈ V \ {r},
S1 : xu,v ≤ 0 ∀uv ∈ E, r /∈ {u, v}.
S0 and (4.23) are implied by (3.3) and by Lemma 4.2, respectively. Since the arc (u, v) is a directed walk with
H = 1 arc, such that u 6= r, constraints S1 are implied by Theorem 4.1. Moreover, by the definition of P , the
x-space constraints (3.1)–(3.3) hold for PX , too.
Otherwise H ≥ 2, and A = {(x, y) : (x, y) satisfy S0, . . . , SH , (3.1)− (3.3), (4.23), (4.24)}. By the definition of
P , the x-space constraints (3.1)–(3.3), hold for PX , too. By Lemma 4.2, PX satisfies (4.23), too. Thus we consider
only the x-space constraints X , generated by application of the FME on the remaining constraints S0, . . . , SH
and (4.24). By Remark 4.5, X is the weighted sum of some constraints selected from the sets S0, . . . , SH and
(4.24), where the weights are nonnegative integers. We can interpret an integral weight w of a constraint C as
meaning that the constraint C is w time selected. Thus, X can be shown as unweighted sum C1 + · · · + Cl of
some not necessarily distinct constraints C1, . . . , Cl from the sets S0, . . . , SH and (4.24). Moreover, since in the
constraints C1, . . . , Cl all coefficients are integral, this is true for X , too. Let si be the number of the selected Si
constraints, and let s := (s0 + · · ·+ sH). Since X does not contain any y variable, it has the form:
X : xa1 + · · ·+ xas ≤ s− s1,(4.26)
where a1, . . . , as are some not necessarily distinct arcs. If s1 = 0, then X is implied by (3.3). Otherwise s1 ≥ 1.
Let J := {1, . . . , s} and let J0, . . . , JH be the partition of J , such that j ∈ Ji if xaj is originated from S
aj
i with
0 ≤ i ≤ H ; in this case we write S(j) = S
aj
i . We show that there is a partition I of J , such that for each I ∈ I,
∑
i∈I
xai ≤ |I \ J1|(4.27)
is implied by constraints (3.1), (3.3), and (4.20). It follows then: xa1+· · ·+xas =
∑
I∈I
∑
i∈I xai ≤
∑
I∈I |I\J1| =(∑
I∈I |I|
)
− |J1| = s − s1, which means that X (4.26) is implied by PX constraints (3.1), (3.3), (4.20). To
construct I we use Algorithm 1, which computes two functions F : J1 → 2J\J0 (powerset of J \ J0) and
f : {j ∈ J1 : |F (j)| < H} → J0, with the following properties:
(i) For any j ∈ J1, F (j) = {j1, . . . , jl} contains j, and (j1, . . . , jl) ∈ J1 × · · · × Jl, such that W(j) := aj1 , . . . , ajl
is a walk. Moreover, if |F (j)| < H , then there is f(j) ∈ J0, such that head(af(j)) = head(ajl).
(ii) For any two i 6= j ∈ J1, it holds: F (i) ∩ F (j) = ∅.
(iii) For any two i 6= j ∈ J1 with |F (i)| < H , |F (j)| < H , if W(i) ⊐W(j) then f(i) 6= f(j).
These functions yield the partition I as follows: I contains three types of sets. For each j ∈ J1 with
|F (j)| = H , F (j) = {j1, . . . , jH} is a set of the first type. The reason is the following: By (i), we
have (j1, . . . , jH) ∈ J1 × · · · × JH , such that aj1 , . . . , ajH is a walk W with H arcs. As j1 ∈ J1, xaj1 is
originated from S1. Then by Remark 4.1, aj1 is not incident to r, thus W does not start at r. Then
xaj1 + · · · + xajH ≤ H − 1 is implied by (4.20). Hence I := F (j) = {j1, . . . , jH} satisfies (4.27), i.e.,∑
i∈I xai ≤ |I \ {j1}| = |I \ J1|. Let {j1, . . . , jl} ⊆ {j ∈ J1 : |F (j)| < H} with f(j1) = · · · = f(jl) and let
j0 := f(j1). Then I := {j0}∪F (j1)∪ · · · ∪F (jl) is a set of the second type. The reason is the following: Consider
the set W of l + 1 walks W := {W(j1), . . . ,W(jl),Wl+1 := aj0}. As j0 ∈ J0, xaj0 is originated from S0, thus aj0
is incident to r by Remark 4.1. For any j ∈ {j1, . . . , jl}, F (j) ⊆ J \ J0, so there is no i ∈ F (j1) ∪ · · · ∪ F (jl) such
that xai is originated from S0. Thus for any i ∈ I \ {j0}, ai is not incident to r by Remark 4.1. It follows that
there is no j ∈ {j1, . . . , jl} with W(j) ⊐ Wl+1 or Wl+1 ⊐ W(j). Moreover, the property (iii) implies that there
are no two i 6= j ∈ {j1, . . . , jl} with W(i) ⊐ W(j). It follows that there are no two distinct W 6= W ′ ∈ W , such
that W ⊐W ′. Moreover, from the property (i) follows that all walks in W end in the same node head(aj0). Then
there are arcs a ∈W and a′ ∈ W ′ with head(a) = head(a′) and tail(a) 6= tail(a′). By Lemma 4.1, the constraints
(3.1) and (3.3) imply that
∑
i∈I xai =
∑
W∈W x(W ) ≤
(∑
W∈W #W
)
−
(
|W| − 1
)
= |I| − l = |I \ J1|. Thus I
fulfills (4.27). The remaining subset I := J \
(
(
⋃
j∈J1
F (j)) ∪
⋃
j∈J1 : |F (j)|<H
{f(j)}
)
of J satisfies I \ J1 = I and
is the last type of set. By (3.3),
∑
i∈I xai ≤ |I| = |I \ J1|, and thus I fulfills (4.27). Furthermore, the properties
(ii) and (iii) ensure that the constructed sets of I are disjoint.
Algorithm 1: Construction of functions F : J1 → 2J\J0 and f : {j ∈ J1 : |F (j)| < H} → J0
Input: The arc list a1, . . . , as with the index set J = {1, . . . , s} = J0 ∪ · · · ∪ JH
Result: The functions F and f
// Phase 1: Construction of the first type of sets in I
1 Set Jused = {}
2 for each j ∈ J1 do
3 if there is {j1, . . . , jH} ⊆ J \ Jused with j = j1 and (j1, . . . , jH) ∈ J1 × · · · × JH , such that
(aj1 , . . . , ajH ) is a walk then
4 Set F (j1) = {j1, . . . , jH}
5 Replace Jused by Jused ∪ F (j1)
// Phase 2: Construction of the second type of sets in I
6 for each j0 ∈ J0 do
7 Set Y used(j0) = {}.
8 J∗ := Jused
9 for k = 1, . . . , |J1 \ J∗| do
10 Find a set {j1, . . . , jl} ⊆ J \ Jused of minimum cardinality with (j1, . . . , jl) ∈ J1 × · · · × Jl, such that
(aj1 , . . . , ajl) is a walk, and ∃j0 ∈ J0 with head(aj0) = head(ajl) and yhead(aj0 ),l+1 /∈ Y
used(j0).
11 Set F (j1) = {j1, . . . , jl}
12 Set f(j1) = j0
13 Replace Jused by Jused ∪ F (j1)
14 Replace Y used(j0) by Y
used(j0) ∪ {yhead(aj0 ),l+1}
15 for i = 2, . . . , H − l do
16 if yhead(aj0 ),l+i /∈ Y
used(j0), and there is {j′1, . . . , j
′
l} ⊆ J \ J
used with
(j′1, . . . , j
′
l) ∈ Ji × · · · × Jl+i−1, (aj′1 , . . . , aj′l ) = (aj1 , . . . , ajl) then
17 Replace Jused by Jused ∪ {j′1, . . . , j
′
l}
18 Replace Y used(j0) by Y
used(j0) ∪ {yhead(aj0),l+i}
The rough idea of the algorithm is the following. It has two phases. The first phase searches for the first type
of sets of I. For each j ∈ J1, line 3 checks if there is {j1, . . . , jH} ⊆ J with j = j1 and (j1, . . . , jH) ∈ J1×· · ·×JH ,
such that (aj1 , . . . , ajH ) is a walk. If yes, line 4 sets F (j) = {j1, . . . , jH}. To satisfy (ii), i.e., to ensure that
there are no two i 6= i′ ∈ J1 with |F (i) ∩ F (i
′)| > 0, the algorithm manages the set Jused of used elements of
J , and chooses F (j) from J \ Jused. After the first phase there is no j ∈ J1 \ Jused with F (j) ⊆ J \ Jused and
|F (j)| = H . The second phase searches for the second type of sets. Each iteration of the loop spanning lines 9-18
finds in line 10 a set {j1, . . . , jl} ⊆ J \ Jused with (j1, . . . , jl) ∈ J1 × · · · × Jl, such that (aj1 , . . . , ajl) is a walk,
and there is a j0 ∈ J0 with head(aj0) = head(ajl) and yhead(aj0 ),l+1 /∈ Y
used(j0). The meaning of the condition
yhead(aj0 ),l+1 /∈ Y
used(j0) is the following: Recall that each j ∈ J identifies the unique constraint S(j) that is
selected from one of the sets S0, . . . , SH to generate X . From j0 ∈ J0 and jl ∈ Jl follows that S(j0) = S
aj0
0 and
S(jl) = S
ajl
l . We have c(yhead(aj0 ),l+1, S
aj0
0 ) = 1. Since head(aj0) = head(ajl), c(yhead(aj0 ),l+1, S
ajl
l ) = −1. Thus
c(yhead(aj0 ),l+1, S(j0) + S(jl)) = 0. We add yhead(aj0 ),l+1 to the set Y
used(j0), with the meaning that S(j0) is used
in order to eliminate yhead(aj0 ),l+1. Lines 11 and 12 set F (j1) = {j1, . . . , jl} and f(j1) = j0. This setting satisfies
the property (i). The loop on line 15 searches for sets {j′1, . . . , j
′
l} ⊆ J \ J
used with (aj′1 , . . . , aj′l ) = (aj1 , . . . , ajl)
and adds them to Jused. This is needed to ensure the property (iii).
To prove that Algorithm 1 finds the functions F and f that satisfy (i)-(iii), we need some preliminaries.
Consider the set J∗ := Jused on line 8, i.e., the used subset of J after the first phase. Let J (0) := J∗, and let
J (k) ⊆ J with k ≥ 1 be the subset of J , which are added to Jused at iteration k of the loop spanning lines 9-18,
and let J (≤k) :=
⋃
0≤i≤k J
(i). Let j1 ∈ J (0) ∩J1 and let F (j1) := {j1, . . . , jH}. The constraint
∑
j∈F (j1)
S(j), i.e.,
S
aj1
1 + · · ·+ S
ajH
H contains besides the x variables xaj1 , . . . , xajH only the y variable ytail(aj1 ),h, and has the form
(−
∑H
h=2 ytail(aj1 ),h)+(xaj1 + · · ·+xajH ) ≤ l−1. Hence for any y variable yv,h, we have c(yv,h,
∑
j∈F (j1)
S(j)) ≤ 0.
Since J (0) = J∗ =
⋃
j∈J∗∩J1
F (j), it follows:
c(yv,h,
∑
j∈J(0)
S(j)) ≤ 0 for any y variable yv,h.(4.28)
Consider J (k) for k ≥ 1. Let {j11 , . . . , j
1
l } be the set added to J
(k) on line 13, and let I ⊆ {2, . . . , H− l}, such that
for each i ∈ I, at iteration i of the loop on line 15 a subset {ji1, . . . , j
i
l} ⊆ J \J
used is added to J (k) on line 17, i.e.,
J (k) =
⋃
i∈I∪{1}{j
i
1, . . . , j
i
l}. Since (j
i
1, . . . , j
i
l ) ∈ Ji × · · · × Jl+i−1, we have (S(j
i
1), . . . , S(j
i
l )) = (S
a
ji
1
i , . . . , S
a
ji
l
l+i−1).
Recall that for any i ∈ I the walks (aj11 , . . . , aj1l ) and (aji1 , . . . , ajil ) are the same. Thus (S(j
i
1), . . . , S(j
i
l )) =
(S
a
ji
1
i , . . . , S
a
ji
l
l+i−1) = (S
a
j1
1
i , . . . , S
a
j1
l
l+i−1) for any i ∈ I ∪ {1}. As i ≤ H − l, we have l + i − 1 < H . Since
aj11 , . . . , aj1l is a walk, (S(j
i
1), . . . , S(j
i
l )) = (S
a
j1
1
i , . . . , S
a
j1
l
l+i−1) is a constraint-walk, by Remark 4.3. Then the
constraint
∑
j∈{ji1,...,j
i
l
} S(j), i.e., S
a
j1
1
i + · · · + S
a
j1
l
l+i−1 contains besides the x variables xaj11
, . . . , xa
j1
l
only the y
variables corresponding to nodes tail(aj11 ) and head(aj1l ), i.e., it has the form
for i = 1 : (−
H∑
h=2
ytail(a
j1
1
),h) + (xa
j11
+ · · ·+ xa
j1
l
)− yhead(a
j1
l
),l+1 ≤ l − 1,(4.29)
for i ≥ 2 : ytail(a
j11
),i + (xaj1
1
+ · · ·+ xa
j1
l
)− yhead(a
j1
l
),l+i ≤ l.
Hence for i = 1, for any y variable yv,h, we have c(yv,h,
∑
j∈{ji1,...,j
i
l
} S(j)) ≤ 0, particularly,
c(yhead(a
j1
l
),l+1,
∑
j∈{ji1,...,j
i
l
}
S(j)) ≤ −1.(4.30)
If i ≥ 2, c(yv,h,
∑
j∈{ji1,...,j
i
l
} S(j)) ≤ 0 holds for any y variable yv,h, except ytail(aj1
1
),i. Notice that the summand
(−
∑H
h=2 ytail(aj11 ),h
) in (4.29), i.e., in
∑
j∈{j11 ,...,j
1
l
} S(j), contains the variable ytail(aj11 ),i
for each i ≥ 2, but with
the negative sign. Thus c(yv,h,
∑
j∈{j11 ,...,j
1
l
}∪{ji1,...,j
i
l
} S(j)) ≤ 0 for any y variable yv,h, and for any i ≥ 1. It
follows c(yv,h,
∑
j∈
⋃
i∈I∪{1}{j
i
1,...,j
i
l
} S(j)) ≤ 0, i.e.:
c(yv,h,
∑
j∈J(k)
S(j)) ≤ 0 for any k ≥ 1 and for any y variable yv,h.(4.31)
Particularly, c(yhead(a
j1
l
),l+i,
∑
j∈{j11 ,...,j
1
l
}∪{ji1,...,j
i
l
} S(j)) ≤ −1 holds for any i ≥ 1. It follows that for any h ≥ 1,
c(yhead(a
j1
l
),l+h,
∑
j∈
⋃
i∈I∪{1}{j
i
1,...,j
i
l
} S(j)) ≤ −1, i.e.:
c(yhead(a
j1
l
),l+h,
∑
j∈J(k)
S(j)) ≤ −1 for any k ≥ 1 and for any h ≥ 1.(4.32)
(i)Consider J∗ = Jused on line 8, after the first phase. For each j ∈ J1∩J∗ there is F (j) ⊆ J∗ with |F (j)| = H , and
there is no j ∈ J1\J∗ with F (j) ⊆ J \J∗ and |F (j)| = H . We show by contradiction that each iteration of the loop
spanning lines 9-18 finds in line 10 for one element j1 ∈ J1\J∗ the corresponding f(j1) ∈ J0 and F (j1) ⊆ J\J∗. Let
k be the first iteration, at which f(j1) and F (j1) does not exist. Consider the subset {j1, . . . , jl} ⊆ J \J (≤k−1) such
that (j1, . . . , jl) ∈ J1 × · · · × Jl, and (S(j1), . . . , S(jl)) is a constraint-walk, and there is no jl+1 ∈ Jl+1 \ J
(≤k−1)
such that S(jl+1) is a successor of S(jl). Recall that as ji ∈ Ji, we have S(ji) = S
aji
i . Let t := head(ajl).
By (4.28) and (4.31), we have c(yt,l+1,
∑
j∈J(k) S(j)) ≤ 0 for any k ≥ 0, thus c(yt,l+1,
∑
j∈J(≤k−1) S(j)) ≤
0. By (4.30), c(yt,l+1,
∑
j∈{j1,...,jl}
S(j)) ≤ −1. It follows c(yt,l+1,
∑
j∈J(≤k−1)∪{j1,...,jl}
S(j)) ≤ −1. Let
c(yt,l+1,
∑
j∈J(≤k−1) S(j)) = −z1, and c(yt,l+1,
∑
j∈J(≤k−1)∪{j1,...,jl}
S(j)) = −z2 with z1 ∈ N0, z2 ∈ N, and
z1 < z2. Since X is an x-space constraint, we have c(yt,l+1, X) = 0. Let J
′ := J (≤k−1) ∪ {j1, . . . , jl}. As
c(yt,l+1, X) = 0 and c(yt,l+1,
∑
j∈J′ S(j)) = −z2, there is I ⊆ J \ J
′ with c(yt,l+1,
∑
j∈I S(j)) ≥ z2 by Remark
4.4. More precisely, to eliminate yt,l+1 there must be a j0 ∈ J0 \ J ′ with head(aj0) = t, or jl+1 ∈ Jl+1 \ J
′ such
that S(jl+1) is a successor of S(jl). Notice that J0 \J ′ = J0. By construction of {j1, . . . , jl} there is no such jl+1.
It follows that c(yt,l+1,
∑
j∈J0
S(j)) = z with z ≥ z2, i.e., there is a j0 ∈ J0 with head(aj0) = t. In order to set
F (j1) = {j1, . . . , jl} and f(j1) = j0, line 10 requires a j0 such that at iteration k, yt,l+1 /∈ Y used(j0). If there is such
j0, then we are done, so suppose not. Then |{j0 ∈ J0 : yt,l+1 ∈ Y used(j0)}| = c(yt,l+1,
∑
j∈J0
S(j)) = z. Consider
any j0 ∈ J0 with head(aj0 ) = t. Suppose that yt,l+1 is added to Y
used(j0) in a previous iteration k
′ ∈ {1, . . . , k−1}.
The algorithm adds yt,l+1 to a Y
used(j0), if and only if it finds on line 10 or 16 a subset {j′1, . . . , j
′
l′} ⊆ J
(k′) with
(j′1, . . . , j
′
l′) ∈ Ji × · · · × Jl′+i−1 such that head(aj′l′ ) = t and l
′ + i − 1 = l, i.e., yhead(aj′
l′
),l′+i and yt,l+1 are the
same. Then c(yt,l+1,
∑
j∈J(k′) S(j)) ≤ −1, by (4.32). It follows c(yt,l+1,
∑
j∈J(≤k−1) S(j)) ≤ −|{j0 ∈ J0 : yt,l+1 ∈
Y used(j0)}| = −z. It contradicts c(yt,l+1,
∑
j∈J(≤k−1) S(j)) = −z1 as z > z1.
(ii) The algorithm manages the set Jused of used elements in J , and chooses F (j) from J \ Jused. Initially,
Jused = {}. The first phase constructs at each iteration of the loop spanning lines 2-5, and the second phase at
each iteration of the loop of lines 9-18, at most for one j ∈ J1 the set F (j) with |F (j)∩J1| = 1. At the end of the
iteration, at which for one j ∈ J1 the set F (j) is found, F (j) is added to Jused. Consider two distinct elements
j 6= j′ ∈ J1, such that F (j) is constructed before F (j′). Let J ′ := J \ (Jused ∪ F (j)) be the set of remaining
indices after the construction of F (j). Then |F (j) ∩ J ′| = 0 and F (j′) ⊆ J ′, thus |F (j) ∩ F (j′)| = 0.
(iii) Suppose there are two distinct j1 6= j′1 ∈ J1 \ J
∗ with |F (j1)| < H and |F (j′1)| < H such that
W(j′1) ⊐ W(j1) and f(j1) = f(j
′
1) = j0 ∈ J0. Notice that f(j1), f(j
′
1), F (j1), and F (j
′
1) are constructed in the
second phase. Assume f(j1) and f(j
′
1) are constructed at iterations k and k
′ of the loop of lines 9-18, respectively.
From W(j′1) ⊐ W(j1) follows #W(j
′
1) ≤ #W(j1). Notice that for any j ∈ J1, |F (j)| = #W(j). Since the second
phase constructs a set F (j) of minimum cardinality first, it follows k′ < k. Let W(j1) := aj1 , . . . , aji , . . . , ajl with
F (j1) = {j1, . . . , ji, . . . , jl} ⊆ J (k). From W(j′1) ⊐W(j1) follows W(j
′
1) = aji , . . . , ajl for some i ∈ {1, . . . , l}. As
given by line 10, f(j1) = j0, if head(ajl) = head(aj0), and at the start of iteration k, i.e., after iteration k − 1,
yhead(aj0 ),l+1 /∈ Y
used(j0). Let t := head(ajl) = head(aj0). We show by contradiction that yt,l+1 ∈ Y
used(j0)
at the start of iteration k. If yt,l+1 /∈ Y
used(j0) at the start of iteration k, then this is true for k
′ < k, too.
There are two cases: If #W(j′1) = #W(j1), i.e., i = 1, then at iteration k
′ < k, in line 14, yt,l+1 is added to
Y used(j0), so after iteration k
′, thus at the start of iteration k > k′, yt,l+1 ∈ Y used(j0), contradiction. Otherwise
#W(j′1) < #W(j1), i.e., i ≥ 2. We have F (j1) = {j1, . . . , ji, . . . , jl} ⊆ J
(k) ⊆ J \ J (≤k−1). Since k′ < k, we
have J \ J (≤k−1) ⊆ J \ J (≤k
′−1), and thus the subset {ji, . . . , jl} of F (j1) satisfies {ji, . . . , jl} ⊆ J \ J (≤k
′−1). As
(aji , . . . , ajl) = W(j
′
1), the set {ji, . . . , jl} would satisfy at iteration k
′ < k of loop 9, at iteration i of loop 15, the
conditions in line 16, i.e., (ji, . . . , jl) ∈ Ji × · · · × Jl and (aji , . . . , ajl) = W(j
′
1). Then the variable yt,l+1 would
be added to Y used(j0) at iteration k
′ < k, in line 18, so after iteration k′, thus at the start of iteration k > k′,
yt,l+1 ∈ Y
used(j0), contradiction.
Theorem 4.3. PHSTPX ⊂ A
HSTP
X .
Proof. From the definitions of (ASS-HSTP) and (POP-HSTP) follows that: AHSTPX = AX∩{x : x satisfies (3.18)},
PHSTPX = PX ∩ {x : x satisfies (3.18)}. Theorem 4.2 implies P
HSTP
X ⊆ A
HSTP
X . So we only need to show
|AHSTPX \P
HSTP
X | > 0. In Example 4.2, we showed that the x ∈ A
HSTP
X values (4.21) violate the x-space constraints
(4.20), which are implied by the model (POP). Then x /∈ PX . From PHSTPX ⊆ PX follows x /∈ P
HSTP
X .
Theorem 4.4. PHMSTPX ⊂ A
HMSTP
X .
Proof. The HMSTP is a special case of the HSTP with R = V . Thus AHMSTPX and P
HMSTP
X have the same forms
as AHSTPX and P
HSTP
X , respectively. Hence Theorem 4.2 implies P
HMSTP
X ⊆ A
HMSTP
X . The HSTP instance in
Example 4.2 is a HMSTP instance, too. Analogous to Theorem 4.3 one can show |AHMSTPX \P
HMSTP
X | > 0.
Theorem 4.5. PSTPRBHX ⊂ A
STPRBH
X .
Proof. From the definitions of (ASS-STPRBH) and (POP-STPRBH) follows that ASTPRBHX := AX ∩
{x : x satisfies (3.19)}, PSTPRBHX := PX ∩ {x : x satisfies (3.19)}. Theorem 4.2 implies P
STPRBH
X ⊆ A
STPRBH
X .
To show |ASTPRBHX \ P
STPRBH
X | > 0, we extend the HSTP instance in Example 4.2 to a STPRBH instance using
the additional parameter B = +∞. Then the solution (x, y) in Example 4.2 satisfies (x, y) ∈ ASTPRBH, thus
x ∈ ASTPRBHX . In the proof of Theorem 4.3 we showed x /∈ PX . The claim follows from P
STPRBH
X ⊆ PX .
5 Conclusion
In Theorem 4.2 we showed that for the hop-constrained tree problems, i.e., the problems, whose solutions are
trees with bounded depth, the partial-ordering based models are not weaker than the assignment models. For
the problems HSTP, HMSTP, and STPRBH we showed that the partial-ordering based models are stronger
than the assignment models. Moreover, in Theorem 4.1 we showed that, the partial ordering based models
imply an exponential sized set of hop-constrained path constraints, which does not hold for the assignment models.
Acknowledgements. This work was partially supported by DFG, RTG 1855.
References
[1] DIMACS: 11th DIMACS implementation challenge in collaboration with ICERM: Steiner tree problems, 2014.
[2] I˙. Akgu¨n and B. C¸. Tansel. New formulations of the hop-constrained minimum spanning tree problem via
miller–tucker–zemlin constraints. European Journal of Operational Research, 212(2):263–276, 2011.
[3] A. Balakrishnan and K. Altinkemer. Using a hop-constrained model to generate alternative communication network
design. ORSA Journal on Computing, 4(2):192–205, 1992.
[4] A. Costa, J.-F. Cordeau, and G. Laporte. Fast heuristics for the Steiner tree problem with revenues, budget and hop
constraints. European Journal of Operational Research, 190(1):68 – 78, 2008.
[5] A. Costa, J.-F. Cordeau, and G. Laporte. Models and branch-and-cut algorithms for the Steiner tree problem with
revenues, budget and hop constraints. Networks, 53:141–159, 03 2009.
[6] G. Dahl. The 2-hop spanning tree problem. OPERATIONS RESEARCH LETTERS, 23:21–26, 1998.
[7] G. Dahl, L. Gouveia, and C. Requejo. On formulations and methods for the hop-constrained minimum spanning tree
problem. In M. G. C. Resende and P. M. Pardalos, editors, Handbook of Optimization in Telecommunications, pages
493–515. Springer, 2006.
[8] M. Fernandes and L. Gouveia. Determining hop-constrained spanning trees with repetitive heuristics. Journal of
telecommunications and information technology, pages 16–22, 2007.
[9] Z. Fu and J. Hao. Breakout local search for the Steiner tree problem with revenue, budget and hop constraints.
European Journal of Operational Research, 232(1):209–220, 2014.
[10] Z. Fu and J. Hao. Dynamic programming driven memetic search for the Steiner tree problem with revenues, budget,
and hop constraints. INFORMS J. on Computing, 27(2):221–237, May 2015.
[11] M. Garey, R. Graham, and D. Johnson. The complexity of computing Steiner minimal trees. SIAM Journal on
Applied Mathematics, 32(4):835–859, 1977.
[12] L. Gouveia. Using the miller-tucker-zemlin constraints to formulate a minimal spanning tree problem with hop
constraints. Computers & Operations Research, 22(9):959 – 970, 1995.
[13] L. Gouveia. Multicommodity flow models for spanning trees with hop constraints. European Journal of Operational
Research, 95(1):178–190, November 1996.
[14] L. Gouveia. Using variable redefinition for computing lower bounds for minimum spanning and steiner trees with
hop constraints. INFORMS J. on Computing, 10(2):180–188, May 1998.
[15] L. Gouveia, A. Paias, and D. Sharma. Restricted dynamic programming based neighborhoods for the hop-constrained
minimum spanning tree problem. Journal of Heuristics, 17:23–37, 2011.
[16] L. Gouveia and C. Requejo. A new lagrangean relaxation approach for the hop-constrained minimum spanning tree
problem. European Journal of Operational Research, 132(3):539 – 552, 2001.
[17] L. Gouveia, L. Simonetti, and E. Uchoa. Modelling the hop-constrained minimum spanning tree problem over a
layered graph. In International Network Optimization Conference, 2007.
[18] F. K. Hwang and D. S. Richards. Steiner tree problems. Networks, 22(1):55–89, 1992.
[19] A. Jabrayilov and P. Mutzel. A new integer linear program for the steiner tree problem with revenues, budget and hop
constraints. In S. G. Kobourov and H. Meyerhenke, editors, Proceedings of the Twenty-First Workshop on Algorithm
Engineering and Experiments, ALENEX 2019, San Diego, CA, USA, January 7-8, 2019, pages 107–116. SIAM, 2019.
[20] H. Kerivin and A. R. Mahjoub. Design of survivable networks: A survey. Networks: An International Journal,
46(1):1–21, 2005.
[21] J. B. Kruskal. On the Shortest Spanning Subtree of a Graph and the Traveling Salesman Problem. In Proceedings of
the American Mathematical Society, 7, 1956.
[22] S. Layeb, I. Hajri, and M. Haouari. Solving the Steiner tree problem with revenues, budget and hop constraints to
optimality. 5th International Conference on Modeling, Simulation and Applied Optimization (ICMSAO), pages 1–4,
2013.
[23] P. Manyem and M. F. M. Stallmann. Some approximation results in multicasting. Technical report, USA, 1996.
[24] C. E. Miller, A. W. Tucker, and R. A. Zemlin. Integer programming formulation of traveling salesman problems. J.
ACM, 7(4):326–329, Oct. 1960.
[25] M. S. R. Monteiro, D. B. M. M. Fontes, and F. A. C. C. Fontes. Hop-constrained tree-shaped networks. In S. Butenko,
E. L. Pasiliao, and V. Shylo, editors, Examining Robustness and Vulnerability of Networked Systems, volume 37, pages
192–208. IOS Press, 2014.
[26] R. C. Prim. Shortest connection networks and some generalizations. Bell System Technical Journal, 36(6):1389–1401,
1957.
[27] A. Schrijver. Theory of linear and integer programming. John Wiley & Sons, 1998.
[28] M. Sinnl. Branch-and-price for the Steiner tree problem with revenues, budget and hop constraints. Master’s thesis,
Vienna University of Technology, 2011.
[29] M. Sinnl and I. Ljubic´. A node-based layered graph approach for the Steiner tree problem with revenues, budget and
hop-constraints. Math. Program. Comput., 8(4):461–490, 2016.
[30] S. Voß. The steiner tree problem with hop constraints. Annals OR, 86:321–345, 1999.
[31] P. Winter. Steiner problem in networks: a survey. Networks, 17(2):129–167, 1987.
[32] K. A. Woolston and S. L. Albin. The design of centralized networks with reliability and availability constraints.
Computers & Operations Research, 15(3):207–217, 1988.
A Appendix
Proof. [Proof of Lemma 4.1] We show it by induction on |W|. For start of induction we have |W| = 1 walk W .
Constraint (4.25) has form x(W ) ≤ #W − (1− 1), which is implied by (3.3).
For the induction step, we have |W| ≥ 2. There are two cases: In the first case, there is a walk
W ′ ∈ W that contains a node v with |δ−W ′(v)| > 1. Let m := #W
′ and let a1, . . . , am be the arcs of W
′.
Since |δ−W ′(v)| > 1, there are two distinct arcs aj , ak ∈ δ
−
W ′(v) such that head(aj) = head(ak) = v and
tail(aj) 6= tail(ak). Then we have xaj + xak ≤ 1 by (3.1), and
∑
i∈{1,...,m}\{j,k} xai ≤ m − 2 by (3.3). Thus
x(W ′) = xaj + xak +
∑
i∈{1,...,m}\{j,k} xai ≤ m − 1 = #W
′ − 1 is implied by (3.1) and (3.3). By induction
hypothesis, (3.1) and (3.3). imply:
∑
W∈W\W ′
x(W ) ≤
( ∑
W∈W\W ′
#W
)
− (|W \W ′| − 1) =
( ∑
W∈W\W ′
#W
)
− (|W| − 2).(A.1)
Adding x(W ′) ≤ #W ′ − 1 and (A.1) proves the claim.
In the second case, |δ−W (v)| ≤ 1 holds for all walks in W ∈ W and for all nodes v in W . Let
W := v0, a1, v1, . . . , vm−1, am, vm, i.e., W consists of arcs a1, . . . , am and nodes v0, . . . , vm. If W ∈ W , then
it holds, δ−W (vi) = {ai} for any 1 ≤ i ≤ m, thus:
x(W ) =
m∑
i=1
xai =
m∑
i=1
x(δ−W (ui)).(A.2)
Consider the set of incoming arcs δ−W(t) to t in the walks in W , i.e., δ
−
W(t) :=
⋃
W∈W δ
−
W (t). If |δ
−
W(t)| = 1, i.e.
all walks in W ends with the same arc, then we iterate as follows: We initialize t′ := t. While |δ−W(t
′)| = 1,
say δ−W(t) = {w, t
′}, we replaces t′ by w. This way we get a node t′ with |δ−W(t
′)| ≥ 2, since for each two
W 6= W ′ ∈ W , there are arcs a ∈ W and a′ ∈ W ′ with head(a) = head(a′) and tail(a) 6= tail(a′). Let
δ−W(t
′) := {(w1, t′), . . . , (wk, t′)} with k ≥ 2 and let Wi ⊂ W for i ∈ {1, . . . , k} be the set of walks which contains
the walk wi, t
′, . . . , t as a suffix. Notice that δ−Wi(t
′) := {(wi, t′)}. Moreover, the constraints (3.1) imply that
x(δ−W(t
′)) =
∑k
i=1 xwi,t′ ≤ 1. Let l be the number of arcs in the suffix t
′, . . . , t, i.e., l := |{t′, . . . , t}| − 1. Consider
W := (v0, v1, . . . , v#W ) ∈ Wi. We have v#W−l = t′ and #W − l > 0. From (A.2) follows:
x(W ) =
#W∑
j=1
x(δ−W (vj)) = x
(
δ−W (t
′)
)
+
∑
j∈{1,...,#W}\{#W−l}
x
(
δ−W (vj)
)
.
By definition, each W ∈ Wi satisfies δ
−
W (t
′) = {(wi, t
′)}, so
∑
W∈Wi
x(δ−W (t
′)) = |Wi| · xvi,t′ . It follows:
∑
W∈Wi
x(W ) =
∑
W :=(v0,...,v#W )∈Wi
#W∑
j=1
x
(
δ−W (vj)
)
=
∑
W :=(v0,...,v#W )∈Wi
(
x
(
δ−W (t
′)
)
+
∑
j∈{1,...,#W}\{#W−l}
x
(
δ−W (vj)
))
= |Wi| · xwi,t′ +
∑
W :=(v0,...,v#W )∈Wi
∑
j∈{1,...,#W}\{#W−l}
x
(
δ−W (vj)
)
(A.3)
Since |Wi| < |W|, by the induction hypothesis, (3.1) and (3.3) imply:
∑
W∈Wi
x(W ) ≤
( ∑
W∈Wi
#W
)
−
(
|Wi| − 1
)
.(A.4)
Constraints (3.1) affect
∑
W∈Wi
x(W ) if and only if there is a node w such that |δ−Wi(w)| ≥ 2, i.e., δ
−
Wi
(w)
contains at least two distinct arcs (u1, w), (u2, w) with u1 6= u2 and with same head node w; because then∑
W∈Wi
x(W ) includes the summands xu1,w, xu2,w, where xu1,w + xu2,w ≤ 1 is implied by (3.1). From
δ−Wi(t
′) = {(wi, t′)}, i.e., |δ
−
Wi
(t′) = 1| follows w 6= t′. The variables corresponding to the arcs δ−Wi(w) with
w 6= t′ are in the second summand of (A.3). That means the constraints (3.1) can affect only the second
summand of (A.3), while (3.3) affect both summands of (A.3). Particularly, (3.3) imply for the first summand
that |Wi| · xwi,t′ ≤ |Wi|. It follows that (3.1) and (3.3) imply (A.4), if and only if (3.1) and (3.3) imply for the
second summand of (A.3) that:
∑
W :=(v0,...,v#W )∈Wi
∑
j∈{1,...,#W}\{#W−l}
x
(
δ−W (vj)
)
≤
( ∑
W∈Wi
#W
)
− |Wi| −
(
|Wi| − 1
)
.(A.5)
It follows:
∑
W∈W
x(W ) =
k∑
i=1
∑
W∈Wi
x(W )
=
k∑
i=1
(
|Wi| · xwi,t′ +
∑
W :=(v0,...,v#W )∈Wi
∑
j∈{1,...,#W}\{#W−l}
x
(
δ−W (vj)
))
(A.6)
≤
k∑
i=1
(
|Wi| · xwi,t′ +
( ∑
W∈Wi
#W
)
− |Wi| −
(
|Wi| − 1
))
(A.7)
=
k∑
i=1
(( ∑
W∈Wi
#W
)
− |Wi|+ xwi,t′ +
(
xwi,t′ − 1
)(
|Wi| − 1
))
≤
k∑
i=1
(( ∑
W∈Wi
#W
)
− |Wi|+ xwi,t′
)
(A.8)
≤
( ∑
W∈W
#W
)
− |W|+ 1,(A.9)
where (A.6) and (A.7) follow from (A.3) and (A.5), respectively. The reason of (A.8) is that (xwi,t′−1)(|Wi|−1) ≤
0, since xwi,t′ ≤ 1 and |Wi| ≥ 1. Inequality (A.9) is implied by the fact that
∑k
i=1
∑
W∈Wi
#W =
∑
W∈W #W
and x(δ−W (t
′)) =
∑k
i=1 xwi,t′ ≤ 1.
