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Soliton valves have been proposed as molecular switching elements. Their mathematical 
model is the soliton graph and the soliton automaton (Dassow and Jiirgensen, J. Comput. 
System Sci. 40 (1990) 154181). In this paper we continue the study of the logic aspects of 
soliton switching. There are two cases of special importance: those of deterministic and those 
of strongly deterministic soliton automata. The former have deterministic state transitions in 
the usual sense of automaton theory. The latter do not only have deterministic state transitions, 
but also deterministic soliton paths-a much stronger property, as it turns out. In op cit. a 
characterization of indecomposable, strongly deterministic soliton automata was proved and 
it was shown that their transition monoids are primitive groups of permutations. Roughly 
speaking, the main difference between deterministic and strongly deterministic soliton 
automata is that in the former the underlying soliton graphs may contain cycles of odd 
lengths while such cycles are not permitted in the soliton graphs belonging to strongly deter- 
ministic soliton automata. In the present paper, we focus on a special class of deterministic 
soliton automata, that of deterministic soliton automata whose underlying graphs contain at 
most one cycle. For this class we derive structural descriptions. Our main results concern the 
elimination of certain types of loops, the treatment of soliton paths with repeated edges, the 
structure of cycles of odd length, and the transition monoid. As an application we show that 
the memory element proposed in the literature (Carter, in Bioelectronics, edited by Aizawa, 
Research and Development Report 50, CMC Press, Denver, CO, 1984) can be transformed 
into a soliton tree, thus turning a deterministic device into a logically equivalent strongly 
deterministic device. b 1993 Academic Press. Inc. 
1. INTRODUCTION 
There are various speculations about the direction of the development of future 
computer architecture. In this paper we continue the study initiated in [Dal] of a 
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mathematical model of one type of a proposed switching device, the “soliton valve” 
(see [Cal; Ca3; Ca4]). 
Research in bioelectronics has proposed several chemical structures as basic 
building blocks for future computers. For a survey see [Ca4] and the proceedings 
volume [Ca2]. Among these, “soliton valves” seem to be very interesting 
candidates. Their switching behaviour is based on the effects of a soliton wave 
travelling along a molecule chain. The main example discussed in the literature 
works with polyacetylene chains. Ignoring the physico-chemical details, the effect of 
a soliton wave propagating along such a chain is to exchange all single and double 
bonds. In terms of switching logic this amounts to the action of a flip-flop. 
In our investigation we focus on the logics aspects of “soliton valves.” For the 
physico-chemical background see [Ca2; Dvl; or Lull. In [Dal], “soliton graphs” 
and “soliton automata” based on soliton graphs are introduced as a mathematical 
model of “soliton valves.” 
There are two cases of obvious special importance: those of deterministic and of 
strongly deterministic soliton automata. The former have deterministic state 
transitions in the usual sense of automaton theory. The latter do not only have 
deterministic state transitions, but also deterministic soliton paths-a much 
stronger property, as it turns out. In [Dal] a characterization of strongly 
deterministic soliton automata was proved and it was shown that their transition 
monoids are primitive groups of permutations. Roughly speaking, the main 
difference between deterministic and strongly deterministic soliton automata is that 
in the former the underlying soliton graphs may contain cycles of odd lengths while 
such cycles are not permitted in the soliton graphs belonging to strongly 
deterministic soliton automata. As far as the behaviour of soliton automata is 
concerned, this implies that in a strongly determinstic soliton automaton the time 
required for state transitions is also deterministic-at least as far as the mathemati- 
cal model is concerned-while a deterministic soliton automaton which is not 
strongly deterministic may have transitions with non-deterministic timing due to 
non-deterministic traversal of cycles. In the literature, several “soliton valves” have 
been proposed which are not strongly deterministic in our sense. In particular this 
is true for the memory device described in [Ca4]. In the sequel and until we 
give a formal definition, we also use the terms “deterministic” and “strongly 
deterministic” for the soliton graphs of soliton automata with these properties. 
A general characterization of deterministic soliton graphs seems to be extremely 
difficult. By [Dal], soliton trees are strongly deteterministic; moreover, deter- 
ministic and strongly deterministic soliton graphs containing usable cycles of even 
lengths have a special structure called “chestnut” in [Dal]. Cycles of odd lengths 
cannot occur in strongly deterministic soliton graphs. However, they may be 
present in deterministic ones. Usually their presence gives rise to the existence of 
soliton paths with some edges traversed several times. This very fact renders the 
structural and behavioural analysis of general deterministic soliton graphs an 
extremely complex task. In this paper we focus on one special case which also seems 
to have some practical revelance, that of deterministic soliton graphs with at most 
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one cycle. Another special class is studied in [Da3]. As mentioned, the general 
characterization remains as an open problem. 
We use the transition monoids of soliton automata as a criterion to determine 
their computational power. In [Dal], the transition monoids of strongly deter- 
ministic solition automata are shown to be direct products of primitive permutation 
groups. The class of primitive permutation groups obtained in this way properly 
contains the class of finite symmetric groups and is itself properly contained in the 
class of all finite primitive groups. In general, the transition monoid of a deter- 
ministic soliton automaton is a finite group, generated by involutorial elements. 
This shows that exactly the group automata can be simulated by deterministic or 
strongly deterministic soliton automata-though possibly at a tremendous cost. On 
the other hand, in [Gel] it is shown that the class of strongly deterministic soliton 
automata is rich enough to build all finite automata using certain automaton 
theoretic products. One should note that these products would most likely be 
realized by means which do not use the soliton mechanism for the connections. We 
now summarize the main results of this paper: 
l We show that repetition of edges in soliton paths joining distinct exterior 
nodes is unnecessary. This results in a new reduction technique for soliton graphs 
which eliminates repetitive edes; that is, edges which when at all present in a soliton 
path are traversed more than once. In certain cases, this may lead to the complete 
elimination of cycles. 
l As an application of the elimination of repetitive edges we show that a 
memory element proposed in [Ca4] can be transformed into a soliton tree, thus 
turning a deterministic device into a strongly deterministic device. 
l Deterministic soliton graphs with at most one cycle are characterized. 
9 The structure of soliton graphs with exactly one cycle and that cycle of odd 
length is determined. In particular, we consider pure cycles of odd lengths, that is, 
cycles with only trivial trees attached to them. For such soliton graphs we 
determine the transition monoids. In most cases, the transition monoid is again a 
primitive group. However, in certain special cases non-primitive groups occur- 
certain groups of monomial matrices over GF(3). 
l The transition monoid of a deterministic soliton automaton with at most 
one cycle is shown to be a primitive group of permutations except in some special 
cases. 
The paper is structured as follows: In Section 2 we introduce the basic notions 
and notation used throughout the paper. Section 3 reviews the definitions and basic 
properties of soliton automata. Moreover, a few new general results and examples 
are given there. In Section 4 we study the occurrence of repeated edges in soliton 
paths and introduce a reduction based on the elimination of repetitive edges. In 
Section 5, we describe the structure of deterministic soliton graphs with at most one 
cycle. The results obtained there form the basis of the analysis of the transition 
monoids of pure cycles of odd lengths contained in Section 6. Our main theorem is 
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proved in Section 7; it describes the transition monoids of deterministic soliton 
automata with at most one cycle in general. As an application, we discuss the 
sorting and memory element of [Ca4] in Section 8. Section 9 contains a summary 
and some concluding remarks concerning a tentative evaluation of the results and 
a few related open questions. 
We conclude this introductory section with a remark concerning the formalism 
used in the paper. Upon first reading, the formalism may seem too heavy and an 
obstacle rather than a help. The reader is encouraged to illustrate what is going on 
in the proofs by drawings-as the authors did in the first stages of this paper. 
However, experience with this particular paper has again shown, that drawings and 
intuition are too often misleading. For example, we had a very elegant and very 
short proof of something similar to our main theorem. It broke down when we 
found a small counterexample. Most of Sections 4, 5, and 6 was then written in 
order to repair that very short “proof.” Hence, we opted for the less elegant, more 
tedious, but cautious route. Nevertheless, preparing diagrams, will certainly help in 
reading this paper. Finally, we thank the referee for pointing out a gap in the proof 
of Theorem 4.1. 
2. BASIC NOTIONS 
In this section we review a few basic notions required in the rest of this paper. 
The set of positive integers is denoted by N. For the non-negative integers we use 
N,. Z denotes the integers. An alphabel is a finite, non-empty set. Let X be an 
alphabet. Then X* denotes the set of words over X including the empty wovd E, and 
X+ =X*\ {E). With the concatenation as multiplication, X* and Xf are the free 
monoid and the free semigroup over X. For a word w E X*, 1 WJ is the length of w; 
in particular, 1~1 = 0. By wR we denote the reversal of w. 
A deterministic finite automaton is a construct d = (S, X, 6) with the following 
properties: S is a finite, non-empty set, the set of states; X is an alphabet, the input 
alphabet; 6 is a mapping of S x X into S, the transition function. As nearly all 
automata considered in this paper are deterministic and finite, we just use the term 
“automaton” to mean “deterministic finite automaton.” Automata without outputs 
as defined here are also referred to as semi-automata in the literature. Occasionally 
we also need to consider a non-deterministic automaton. In this case, the transitions 
are defined by a mapping 6 of S x X into 2’ instead of into S. 
Let 5;4 = (S, X, 6) be an automaton. As usual, 6 is extended to a mapping of 
SxX* into Sby 
6(s, E) =s 
and 
6(s, wx) = 6(6(s, w), x) 
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for s E S, w E X*, and x E X. For w E X* let 6, denote the transformation of S which 
is given by 
for s E S. Let 
T(d)= (SISESS and 6 = 6, for some w E X*}. 
With the usual multiplication of mappings the set r(d) is monoid, the transition 
monoid of d. Clearly, 6,6,=6,, for any u, VEX*. Hence, the mapping 
X* -+ T(d): w H 6, is a surjective morphism. 
To a certain extent, the transition monoid can be used to describe the structure 
of an automaton and to compare the structure of automata. Given automata &‘i 
and ~4*, we say that sxll (weakly) simulates ~4~ if T(Jx!*) divides T(&i)), that is, if 
T(dz) is the homomorphic image of a submonoid of T(&i). In such a case we write 
&‘i B&Z and r(&*) 1 T(&i). Observe that with this notion of simulation the 
automata may not only have different sets of states but also even different input 
alphabets. 
Another type of comparison of automata is achieved by automaton morphisms. 
For i = 1, 2 let &i = (Si, Xi, Si) be automata. A morphism of SS’, into &‘* is a pair 
II/ = (IclS, tiX) of mappings tiS: S, + S2 and l(lX: XI + X, which satisfy the equation 
tiS(S,(S> x)) = &(11/S(S)> Il/&)) 
for every s E Si and every x E Xi. The morphism + is an automaton isomorphism 
of JY, onto s&‘~ if both $S and $X are bijective mappings. 
For any finite non-empty index set Z and for i+s Z let &.= (Si, Xi, Si) be an 
automaton. Their product 
is the automaton &’ = (S, X, a), where S is the Cartesian product of all Si, X is the 
disjoint union of all Xi, and 
where 
3; = Gi(si, x)~ if XEX~ 
xi, otherwise. 
Clearly, T(d) 2 n,., T(d), and the isomorphism is induced by the inclusion 
mapping of the sets Xi in X. 
We also need a few basic notions from classical algebra. The symmetric group on 
a set of n elements is denoted by 6,. Z, denotes the cyclic group of order k in its 
57114612.3 
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natural representation as a factor group of L. GF(q) denotes the finite field of 
order q. 
Consider a permutation group G acting on a set X. For ge G and BG X, the 
image of B under g is written as Bg. A subset B of X is called a block if, for every 
g E G, Bg c B or Bg n B = 0. A partition of X into blocks is called a block system. 
Every permutation group has the two trivial block systems {X} and { {xa 1 x E X}. 
G is said to be primitive if it has no non-trivial block system. 
For notions not defined in this paper, the reader should consult [Wol] 
concerning automata and languages, [ Will concerning permutation groups, and 
[Dal] for soliton automata. 
3. SOLITON AUTOMATA: DEFINITIONS AND BASIC PROPERTIES 
We quote the relevant definitions and some results of [Dal]. We start with the 
necessary notions concerning graphs. 
A graph is a pair G = (N, E) with N the set of nodes and with E c N x N the set 
of edges. In this paper we consider only finite, undirected graphs. Therefore, in the 
sequel we assume without special mention that N is finite and that E-’ c E, where 
E -’ = {(n, n’) 1 (n’, n) E Ej. Note that with this definition, (n, n’) and (n’, n) denote 
the same edge. A mapping w: N x N --t N, is called a weight function if 
w(n, n’) = 
0 for (n, n’) $ E, 
w(n’, n) > 0 for (n, n’) E E. 
A triple G = (N, E, w) with (N, E) a graph and w a weight function is called a 
weighted graph. For a node n E N the set 
V(n)= {n’((n,n’)EE} 
is the vicinity of n, the integer 
d(n) = I W)l 
is its degree, and 
w(n)= c w(n, n’) 
n’ E V(n) 
is its weight. A node n is said to be isolated if d(n) = 0, exterior if d(n) = 1, 
and interior if d(n) > 1. A path is a word n,,n, . ..nk in N* such that k > 0 and 
(nj, ni+ 1) E E for i= 0, . . . . k - 1. The length of this path is k. If p = nOnl “.nk and 
q=n,z, . . . ti, are paths with nk = ti,, then 
poq=n,n, . ..n.ti, . ..ii. 
is their composition. Suppose that E’ 5 E, N’ E N, and w’: N’ x N’ + N,. Then N’ 
is the restriction of N to E’ if N’ is the smallest subset of N with E’ c N’ x N’. 
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Similarly, w’ is the restriction of w to E’ if w’(n, n’) = w(n, n’) if (n, n’) E E’ and 
w’(n, n’) = 0 otherwise. 
The following definition abstracts from the physico-chemical details of the 
examples of “soliton valves” built from polyacetylene chains as proposed in [Cal], 
for instance. It was first introduced in [Dal]. 
DEFINITION 3.1 [Dal]. A solition graph is a weighted graph G= (N, E, w) 
which satisfies the conditions: 
(a) G has no loops, that is, (n, n) 4 E for all n EN. 
(b) Every component, that is, maximal connected subgraph, of G has at least 
one exterior node. 
(c) For every n EN one has 1 < d(n) < 3. 
(d) If n is an exterior node then w(n)E (1,2). 
(e) For every neN with do (2, 3) one has w(n)=d(n) + 1. 
For examples and some motivating ideas the reader should consult [Dal]. Note 
that unlike [Dal], we allow a solition graph to be empty. Permitting this special 
case will not invalidate the results of earlier papers if the conventions given in the 
sequel are adopted. On the other hand, it will simplify the formulation of some of 
our new results. 
DEFINITION 3.2 [Dal 1. Let G = (N, E, w) be a solition graph. A path n, . . . nk of 
G is called a partial soliton path if the following conditions hold: 
(a) no is an exterior node. 
(b) n, , . . . . nk _ I are interior nodes. 
(c) There is a sequence Go, Gi, . . . . Gk of weighted graphs Gi= (N, E, wi) 
which can be constructed as follows: 
(cl) G,,=G. 
(~2) For i= 0, 1, . . . . k - 2, the graph Gi+ i is defined if and only if G, is 
defined and Iwi(ni, ni+ i)- w,(ni+l, ni+2)) = 1. In this case 
if (4  n’)# {(ni, ni+lh (ni+,, nil>, 
otherwise, 
for all n, n’ EN. 
(~3) Gk is defined if and only if Gk- i is defined. In this case 
wk(n, n’) = 
i 
wk- ,(n, 4, if (n~n’)#((nk-l~nk)~ (nk?nk--l))y 
3-Wk-lh n’), otherwise, 
for all n, n’ E N. 
Such a partial soliton path is called a soliton path if nk is an exterior node. 
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FIG. 1. A soliton graph with a cycle and a soliton path whose reversal is not a soliton path. 
Given a soliton graph G = (N, E, w) and a pair of exterior nodes n, n’ EN, let 
S(G, n, n’) be the set of weighted graphs which can be obtained as G, according to 
the construction given in Definition 3.2 for some soliton path n, ...nk with n = n, 
and n’ = nk. Informally, we say that the edge (ni, n,, 1) is traversed at time i. We say 
that G’ is generated by a transition from G-or G is transformed into G/-if and only 
if G’ E S(G, n, n’) for some exterior nodes n, n’ E N. If p is a partial soliton path of 
G and G’ is obtained from G using p, we express this fact by writing G’ = 
Gcp) = (N, E, w,,). Of course, when p is partial, Gcp) may not be a soliton graph. 
LEMMA 3.3 [Dal 1. Let G be a soliton graph and let G’ E S(G, n, n’) for some 
exterior nodes n, n’ of G. Then G’ is also a soliton graph and GE S(G’, n, n’). If p is 
a soliton path without repeated nodes then also pR is a soliton path. 
Contrary to a claim of [Dal], the reversal of a soliton path is not a soliton path 
in general, This is illustrated by the example shown in Fig. 1. There the path 
1235234 is a soliton path while its reversal 4325321 is not. However, the results of 
[Dal] are not affected by this error. 
For a soliton graph G, let S(G) denote the set of all soliton graphs which can be 
generated from G by iterated transitions, This set serves as the set of states of a 
soliton automaton. 
LEMMA 3.4 [Da 11. Let G be a soliton graph and G’ E S(G). Then S(G) = S(G’). 
DEFINITION 3.5 [Dal]. Let G be a soliton graph with X its set of exterior 
nodes. The soliton automaton based on G is defined as 
d(G)=(S(G),XxX,6) 
subject to the conditions 
(a) S(G) is the set of states. 
(b) Xx X is the input alphabet. 
(c) 6:S(G)xXxX-t2 S(G) is the non-deterministic transition function with 
a(G’, n, n’) = 
S(G’, n, n’), if S(G’, n, n’) # @, 
iG,j, otherwise, 
for G’ E S(G) and n, n’ E X. 
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DEFINITION 3.6 [Dal]. Let G be a soliton graph. G is called deterministic if 
(S(G’, n, n’)l Q 1 for all G’ E S(G) and all n, n’ E X. It is called strongly deterministic 
if for every G’ E S(G) and for every pair of exterior nodes n, n’ there is at most one 
soliton path from n to n’ in G’. 
If G is a deterministic soliton graph then d(G) is a deterministic automaton in 
the usual sense. The soliton automaton d(G) is said to be strongly deterministic if 
G is strongly deterministic. 
Usually a soliton automaton will have several equivalent input symbols, that is, 
input symbols which cause exactly the same transitions. For instance, in a deter- 
ministic soliton automaton the symbols (n, n’) and (n’, n) for n, n’ E X are always 
equivalent. This is proved in Section 4 below. Contrary to [Dal], where this was 
claimed to hold obviously for arbitrary soliton automata, the assumption of deter- 
minism is necessary as shown in the example given in Fig. 2. Again and fortunately, 
this does not affect the results of [Dal] as only the deterministic case was 
considered. In the sequel, equivalent inputs are ignored. 
In this paper, as the basic tool for expressing the computational power of a 
soliton automaton d(G) we consider its transition monoid T(d(G)). We use the 
convention that the transition monoid of the empty soliton automaton is the 
singleton monoid. If G is a soliton graph with connected coponents Gi, . . . . G, then 
T(d(G)) 2: fJ T(d(Gi)). 
i= 1 
Therefore, we can restrict our attention to connected graphs G. However, even 
further restrictions are possible. 
DEFINITION 3.7 [Dla]. Let G = (N, E, w) be a soliton graph. An edge (n, n’) E E 
is said to be impervious if it is not contained in any partial soliton path of any 
soliton graph G’ E S(G). A path of G is called impervious if each of its edges is. 
A path n, .-. nk of G is called a basic impervious path if it is impervious and if 
d(nO)=d(nk)=3 and d(n,)= ... =d(n,-,)=2. 
An impervious path can always be extended to a basic impervious path. Basic 
impervious paths can be omitted without affecting the transition monoid. The 
following result is a corrected version of Lemma 4.4 of [Dal]. The correction does 
FIG. 2. A non-deterministic soliton graph in which the inputs (1, 2) and (2, 1) are not equivalent. 
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not affect the rest of [Dal]. In Fig. 3 we show an example of where the original 
version of this lemma is wrong. 
LEMMA 3.8. Let G = (N, E, w) be a deterministic solition graph and let N” be the 
set of all nodes which are only on basic impervious paths. Let 
N’ = N\ N”, E’= En (N’x N’), 
and let w’ be the restriction of w to E’. Then G’= (N’, E’, w’) is a soliton graph 
satisfying T(d(G)) N T(d(G’)). 
A reduced solition graph is a soliton graph which does not contain any impervious 
paths. An indecomposable solition graph is a connected, reduced soliton graph. 
A chestnut is a solition graph consisting of a cycle of even length and some paths 
entering the cycle subject to the following conditions: Entry points of different paths 
leading to the cycle have even distances; paths leading to the cycle may meet only 
at even distances from entry into the cycle. 
THEOREM 3.9 [Dal]. Let G = (N, E, w) be an indecomposable soliton graph. 
Then G is strongly deterministic if and onIy if G is a chestnut or (N, E) is a tree. 
Moreover, if G is strongly deterministic then T(.xl(G)) is a primitive group of 
permutations. 
Proposition 5.2 and Corollary 5.3 of [Dal] together imply the following result 
about deterministic soliton graphs. 
THEOREM 3.10. Let G = (N, E, w) be a deterministic and indecomposable soliton 
graph. Suppose that (N, E) contains a cycle p = n, . . . nk with k even, n, = nk, and 
nj # n, for 0 <j < I< k. If there is a G’ E S(G) having a soliton path which contains p 
as a subpath, then G is a chestnut, hence strongly deterministic, and T(&(G)) N 6,. 
This result implies, in particular, that the only cases which need to be discussed 
for a characterization of deterministic soliton graphs are those of indecomposable 
FIG. 3. Example of a soliton graph G such that the deletion of a basic impervious path results in a 
component without exterior nodes or in an additional exterior node. 
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soliton graphs containing “unusable” cycles of even lengths or cycles of odd lengths, 
but none with “usable” cycles of even lengths. In these cases a soliton graph can 
actually be deterministic without being strongly deterministic as shown in Fig. 4. In 
that example, the cycle forms part of soliton paths of the form 
0( 1245712457) + 10 
in the solition graph Gz. This shows that the soliton graph is not strongly 
deterministic. On the other hand, it is obviously deterministic and has 6, as its 
transition monoid. 
The soliton graphs of Fig. 4 have another interesting property: The edge (1,2) is 
not used in any soliton path except when that path contains a loop of the form 
(1245712457)+. 
Therefore, as far as the transition monoid is concerned this edge could be omitted. 
This would turn these particular graphs into trees. Situations like this one are 
investigated in detail in the next section of this paper. 
In view of Theorem 3.10 we also need to note that an indecomposable deter- 
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FIG. 4. A deterministic soliton graph with a cycle of odd length. 
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FIG. 5. An indecomposable soliton graph which contains a cycle of even length, is deterministic, but 
is not a chestnut. 
ministic soliton graph can contain a cycle of even length and still not be a chestnut. 
Figure 5 shows an example of this situation. There the nodes 1, . . . . 8, 1 form a cycle 
of even length. However, that cycle is never part of a soliton path. Note that the 
edges 
(7, 6), (6, 5), . . . . (2, 11, (2, A), (4 5) 
can only be used in a soliton path if they are traversed an even number of times. 
By a result to be proved in the next section, these edges can be removed without 
a change to the transition monoid. When this is done the soliton graph reduces to 
a (straight line) soliton tree with two exterior nodes. 
We conclude this section with a useful consequence of the proof of 
Proposition 6.2 of [Dal 1. 
LEMMA 3.11. Let G be a soliton graph such that S!(G) is deterministic and 
T(d(G)) is a primitive group of permutations. Let G’ be a soliton graph obtained by 
attaching a soliton tree to an exterior node of G. If zzl(G’) is deterministic then 
T(d(G’)) is a primitive group of permutations. 
Proof The proof is analogous to that of [Dal, Proposition 6.21. 1 
Note that in general the assumption of d(G’) being deterministic is necessary. In 
the special case of [Dal], this condition holds true automatically. However, if G 
is a chestnut, for example, then G’ could be non-deterministic. 
4. FURTHER REDUCTION OF SOLITON GRAPHS: Loop ELIMINATION 
The starting point for this section is a situation similar to that shown in Fig. 4. 
We are given a soliton graph G containing loops. We establish criteria which when 
satisfied allow us to remove some edges from G thus cutting the loops without 
changing the transition monoid. 
THEOREM 4.1. Let G = (N, E, w) be an indecomposable, deterministic soliton 
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graph, and let G’ E S(G, n, n’), where n, n’ E N are distinct exterior nodes. Then 
G’ # G. Moreover, G’ can be obtained from G by a soliton path joining n and n’ which 
contains no repeated node. 
Proof. Let p be a soliton path joining n and n’ which yields G’ from G. If p 
contains no repeated node then, obviously, G’ # G. Hence assume that p contains 
repeated nodes. We consider a shortest cycle occuring on p, that is, we decompose 
p into p =pl p2 p3 such that the following conditions are satisfied: 
(a) p1 has the form p1 =p’,n,nI with n,, n, EN; 
(b) p2 = n2 . . .nkn, with n2, . . . . nk E N and n, 4 {n,, . . . . n,}; 
(c) pan, is a cycle of minimal length in p; 
(d) p3=pin,...nim; with teNo, l<i<k, mEN, andm#{n,,...,n,}. 
As n and n’ are exterior, conditions (b) and (d) can be satisfied. In p2 there is no 
repeated node. Moreover, p2 has odd length because, otherwise, G would be a 
chestnut and, hence, not have two distinct exterior nodes connected by a soliton 
path. As k is odd, one has w,;(n,, n2) = wp;(nk_ Ir nk). 
We now show that certain parts of pz can be eliminated. We distinguish the two 
cases of i > 1 and i = 1. Assume that i > 1. This situation is illustrated in Fig. 6. If 
t is even then let q=plnkn,-, . ..n.mp;. From 
W PIP2P:n2...nr~,(ni-1,ni)=w,;(ni,ni+,) and @PIP2Ph...n,) = G(Plnknk-l~.~tt,) 
it follows that q is a soliton path with G’ = G (4). On the other hand, if t is odd then 
let q=pln, .. . n,mp;. As before, one verifies that q is a soliton path with G’ = GC4). 
Now assume that i = 1. This situation is shown in Fig. 7. Then m = n, as, 
otherwise, d(n,) > 3. Since n # n’ there are pairwise distinct nodes a, b, c, and d 
such that p1 =qlabdq, and p;=qfdbcq, for appropriate paths q,, q2, and q3. 
In this situation t cannot be even because, otherwise, wpIP2P;H2...nk(nk, n,) = 
W 
PIPZP;nZ...nk (n 1, no) which is impossible. Moreover, any edge in bdq,p,piqfdb is 
traversed an even number of times by this subpath. Therefore, 
@7lQb) = @PI PzP:&b). 
One verifies that w4,a(a, b) = wp,p2P;4;d(d, b) and wg,Jb, c) = wp,p2P;Y;d(d, b). 
Therefore, also q = q1 abcq, is a soliton path and G’ = GCq). 
In each of the cases we have eliminated a cycle from the path p, resulting in a 
shorter soliton path q with G’ = GC4). By induction one obtains the assertion as 
claimed. 1 
P’1 n2..’ .’ Pi , \ . . ,. .i , 
n n0 n1 
; .$... . . . . . 
: ni n’ 
. . 
nk 
FIG. 6. The case of 2 < i < k. 
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FIG. 7. The case of i= 1. 
EXAMPLE 4.2. Consider the soliton graph of Fig. 1. There is the path 1235234 
from 1 to 4 which contains a repetition. The construction of the proof of 
Theorem 4.1 yields the repetition-free path 12534. There is also the path 123523521 
from 1 to 1 resulting in the identity transformation, but there is no path from 4 to 
4. On the other hand, after the transformation caused by a path from 1 to 4, there 
is a similar path from 4 to 4, but none from 1 to 1. 
The example in Fig. 2 shows that the assumption of determinism is necessary in 
Theorem 4.1. 
COROLLARY 4.3. Let G = (N, E, w) be a deterministic soliton graph, and let 
n, n’ E N be distinct exterior nodes such that there is a soliton path p from n to n’. 
Suppose p has the form 
p = nuavbwavczn’, 
where 
a, b, c E N, a#b#c#a 
and 
u, w, ZEN*, VEN+, uvw $ N*aN*, 
and where w contains no mode more than once. Then the set 
P(p) = nu[(avbw)‘] * avbwavczn’ u { nuawRbczn’} 
is a set of soliton paths from n to n’. Moreover, if p causes the transformation of G 
into G’ then every path in P(p) causes this transformation. 
Proof This follows from the construction used in the proof of Theorem 4.1. 1 
The assumption of n #n’ in Theorem 4.1 and Corollary 4.3 is essential. In the 
case of n = n’ and a non-empty soliton path p from n to itself the path necessarily 
contains a loop. More precisely, if p = vwvR with DEN+ and with w E N* of 
minimal length, then w is an even power of a word of odd length or an odd power 
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FIG. 8. Examples of soliton graphs with loops of even and odd lengths. Note that these graphs are 
not deterministic by Theorem 3.11. 
of a word of even length. In the former case, p will result in the identity trans- 
formation. In the latter one, it will change some weights on the “loop” represented 
by w while leaving all other weights unchanged. Figure 8 shows examples of soliton 
graphs with loops of both kinds. 
COROLLARY 4.4. Let G = (N, E, w) be a deterministic soliton graph, and let 
G’ E S(G, n, n’), where n, n’ E N are distinct exterior nodes. Then G’ can be obtained 
from G by a soliton path from n to n’ which contains no repeated edges. 
Proof By Theorem 4.1 there is a soliton path which transforms G into G’ and 
contains every node at most once. Clearly, this path cannot contain repeated 
edges. 1 
The following property is stated in [Dal] as obviously true in general without 
a proof. As pointed out earlier, this is incorrect without the assumption of 
determinism. 
COROLLARY 4.5. Let G = (N, E, w) be a deterministic soliton graph, and let n, n’ 
be exterior nodes of G. Then (n, n’) and (n’, n) are equivalent inputs. 
Proof If n = n’ nothing needs to be proved. Otherwise, if p is a soliton path 
from n to n’ in G’ E: S(G) then p can be assumed free of repeated edges. Hence pR 
is a soliton path from n’ to n in G’ as well. The paths p and pR cause the same 
weight changes. Therefore, the inputs (n, n’) and (n’, n) are equivalent. u 
DEFINITION 4.6. Let G be a solition graph. An edge e of G is said to be repetitive 
if for every soliton graph G’ E S(G) and every soliton path p of G’ the following 
condition is satisfied: If e is contained in p then it is contained in p at least twice. 
Note that the set of repetitive edges of a soliton graph G includes those edges 
which are not contained in any solition path of any graph in S(G). Our previous 
discussions and examples suggest that repetitive edges can be omitted without effect 
on the transition monoid of a soliton automaton. 
THEOREM 4.7. Let G = (N, E, w) be a deterministic soliton graph. Let R s E be 
the set of repetitive edges of G, let E’ = E\ R, and let N’ and w’ be the restrictions 
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of N and w to E’. Then G’= (N’, E’, MI’) is a deterministic soliton graph with 
T(&(G’)) N T(d(G)). 
ProoJ: By Corollary 4.4, repetitive edges are not needed for the transitions. Let 
G’= (N’, E’, w’) be the weighted graph obtained from G by removing the repetitive 
edges. We need to show that G’ is a soliton graph; from this, the isomorphism of 
the transition monoids follows immediately. 
The statement is trivialy true if N’ = a-that this may actually occur is shown 
in Fig. 9. Now assume that N’ # Iz, and that G’ is not a solition graph. This implies 
the existence of a nodes n, n’, n,, n2 EN and edges e,e,, e, E E such that 
e = (n, n’) E R with w(e) = 2 
and 
e,=(n,,n)EE’, e, = (n,, n) E E’ with w(e,) = w(ez) = 1. 
Note that these edges would have these weights in any soliton graph in S(G) as e 
never assumes a different weight. It follows that e, and e2 are repetitive, a 
contradiction! 1 
In the example of Fig. 4, the edge (1, 2) is repetitive. As was noted earlier, 
removal of this edge eliminates the cycle from the graph and turns it into a tree. It 
is not true, however, that every cycle of odd length can be transformed into a tree 
in this fashion. An example for this is shown in Fig. 10. 
The following auxiliary result about soliton trees helps simplifying proofs in the 
next chapters. 
LEMMA 4.8. Let G = (N, E, w) be a soliton graph whose underlying graph (N, E) 
is a nonempty tree. Given any exterior node n of G, there is a soliton path of G which 
originates at n. 
ProoJ: As G is a soliton graph, the non-branching paths consist of edges of 
alternating weights and can, therefore, be used as parts of solition paths. Starting 
at n, one follows the non-branching partial soliton path p originating there until 
one of the following two cases occurs: 
Case a. An exterior node is reached. In this case our proof is complete. 
Case b. A branching node n’ is reached. If it is reached via an edge of weight 1 
then one can only continue in the direction of the edge of weight 2. Otherwise one 
FIG. 9. A soliton graph in which every edge is repetitive. 
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FIG. 10. A soliton graph with a cycle of odd length which contains no repetitive edge. 
has two options. Now consider the subtree of (N, E) which has n’ as its root and 
which contains the edge selected for continuation. This tree (N’, E’) is non-empty 
and smaller than (N, E). Let w’ be the restriction of w to E’. Then G’ = (N’, E’, w’) 
is a solition tree. By induction, there is a soliton path p’ of G’ originating at n’. 
Thus, pop’ is a’ soliton path in G which originates at n. 1 
5. THE STRUCTURE OF DETERMINISTIC SOLITON GRAPHS WITH 
AT MOST ONE CYCLE 
In this section we consider indecomposable soliton graphs whose underlying 
unweighted graphs have at most one cycle. Let G = (N, E, w) be such a graph. If it 
is a tree then it is deterministic. Suppose it contains a cycle p = n, . . . nk with k P- 0, 
nO = nk, and nj # n, for 0 < I< j< k. By the definition of solition graphs, k 2 3. 
If k is even and p is a supath of a soliton path of some G’ E S(G), then, by 
Theorem 3.11, G is deterministic if and only if it is a chestnut. Thus we need to 
consider two cases only: 
l k is even and p is not a subpath of a solition path in any GE S(G); 
l k is odd. 
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In the sequel we rule out the first possibility for those graphs which have only one 
cycle. After that we analyse the situation with a single cycle of odd length. 
DEFINITION 5.1. Let G = (N, E, w) be a soliton graph. A path p = IZ~. . nk is a 
simple cycle if k z 3, n, = nk, and n, #n, for 0 <j< I < k. It is usable if there is a 
G’ E S(G) and a soliton path p’ of G’ containing p or pR as a subpath. 
THEOREM 5.2. Let G = (N, E, w) be an indecomposable soliton graph which has 
exactly one simple cycle p = 12~ . . . nk. Then p is usable. Hence, if k is even then G is 
deterministic if and only if G is a chestnut. 
Proo$ The proof of Proposition 5.4 of [Dal] shows that there is a G’ E S(G) 
which has a soliton path p’ containing some simple cycle p. In general, p could be 
different from p and pR as ilustrated in Fig. 5. However, as G has only one simple 
cycle it follows that p = p or p = pR. Hence, p is usable. The rest is a consequence 
of Theorem 3.11. 1 
COROLLARY 5.3. Let G = (N, E, w) be a deterministic, indecomposable soliton 
graph which has a simple cycle p of even length. [f G is not a chestnut then p is not 
usable and G also has a usable simple cycle of odd length. 
We now turn to the case of soliton graphs having a single simple cycle 
p = n, . . . nk such that k is odd. Theorem 5.2 implies that p is usable. We first 
analyse under which conditions p contains repetitive edges. Removal of repetitive 
edges would turn the graph into a tree with the same transition monoid. 
We need some additional auxiliary notions and notation. Let G = (N, E, w) be a 
soliton graph and assume tht p = n, ...nk is a simple cycle of G. Let Ok and Ok 
denote addition and subtraction module k, respectively. Thus nick 1 is the successor 
ofni, and niOk, is the predecessor of n, as far as the cycle is concerned. For j, 1 with 
O<j, l<k let 
i 
l-j, if j<l, 
S(j, I)= 1-j+k, if l<j, 
k if 1 = j. 
One can consider S(j, 1) as the length of the shortest non-empty path 
njnjek I . . . n, Ot 1 n I. Suppose e = (n, n’) is an edge. Then e is said to enter p at node 
n,ifnjE{n,n’} and {n,n’}n{ni~,,,,n,o,,}=O. 
LEMMA 5.4. Let G = (N, E, w) be a soliton graph which has a single simple cycle 
p = n, . . . nk, and assume that k is odd. Suppose that there are r edges e,, ..,, e, 
entering p, and that these edges enter p at the nodes n,,, . . . . nh, respectively, where 
O<i,<i,< ... <i,<k. Let C= {e,,..., e,). Then the following holds true: 
(1) The number of edges e E C with w(e) = 2 is odd. Hence there is at least one 
e E C with w(e) = 2. 
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(2) For e,E C with w(e,) = 2 let ejE C such that w(ej) = 2 and 6(i,, ii) is 
minimal with respect to this property. Then 6(i,, ii) is odd. 
(3) Zf 1 {e ( e E C, w(e) = 2) 1 = t then, for eoery odd number t’, t’ < t, there is a 
soliton graph G’ = (IV, E, w’) E S(G) such that 1 {e 1 e E C, w’(e) = 2) I = t’. 
(4) An odd number of the distances 
qi,, 4, 8(i*, id, . . . . @i,, 4) 
is odd. This number is greater than 1 if and only ty for some G’ = (N, E, w’) E S(G) 
the number ( {e I C, w’(e) = 2) I is greater than 1. 
Proof. As G is a soliton graph it satisfies the following condition: For all e, E C 
one has 
Nnim o,+ 1, nJ= 
i 
3 - J4nim3 nimek I), if w(e,) = 1, 
W(nimt n,,, I I= 1, if w(e,) = 2. 
This is referred to as the weight condition in the sequel. 
Suppose that e,,, . . . . e,, are the edges in C which have weight 2 where 
I<m,<m,< ... <m,<r. Then 
6(i,,, i,,)+6(i,,, i,,)+ ... +6(i,,, i,,)=k. 
In this sum each of the summands is odd by the weight condition. Therefore, as k 
is odd, t cannot be even. This proves (1) and (2). 
Now assume that t > 3 and let e, E C with w(e,) = 2. Choose ei according to 
property (2). Hence, 6(i,, ii) is odd. By the weight condition the path 
P=nimnimekl...ni Oklni I J 
has alternating weights, that is, 
if 1 is even, 
if 1 is odd. 
Hence, any soliton path which enters the cycle through e,, follows it via p, and 
leaves it via ej will reduce the number of edes with weight 2 in C by 2. We only 
need to show the existence of such path. 
As G contains only one simple cycle the subgraph obtained from (N, E) by 
removing the cycle is a forest consisting of r distinct tree (N,, E,), . . . . (N,, E,) with 
roots ni,, . . . . n,. For s= 1, . . . . r, let w,: N, x N, -+ RJ, be the restriction of w to ES. 
Then G, = (N,, ES, ws) is non-empty soliton tree. Hence there is a soliton path p, 
in G, which originates at niS. As G, is a tree also p,” is a soliton path of G,. This 
shows that piopopj is a soliton path of G with the required properties. This 
proves (3) . 
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From 
6(i,, i,)+6(i,, i,)+ ... +6(i,, i,)=k, 
it follows that an odd number of these distances must be odd. Note that in the case 
ofr=l one has 
d(i,, i,) = 6(i,, il) = k 
by the definition of 6. 
Now suppose that there are at least three such odd distances, but that the 
number of edges e E C with w(e) = 2 is 1. Hence there is an m, 1 < m < r, such that 
6(i,, i,) is odd with j= m@, 1 and such that w(e,) = w(e,) = 1. But then one of the 
paths 
has alternating weights. Without loss of generality, let 
P=nim4m~kl~~~% OkI% I i 
be this one as shown in Fig. 11. As in (3), one shows that p is part of a soliton path 
entering the cycle via e,, continuing on p, and leaving the cycle via ej. The resulting 
soliton graph G’ = (IV, E, w’) has w’(e,) = w’(e,) = 2, that is, two more edges in C 
of weight 2. 
For the converse, assume that exactly one of the distances 
&i, 3 h), . . . . d(i,, i, ) 
is odd. Without loss of generality let this be 6(i,, iz). Clearly, 
as the path has odd length and weights alternate on it. We distinguish two cases. 
First, assume that 
w(ni, Ok Ir nil)= w(ni,v niz@k 1). 
Then, as the cycle has odd length, there must be a node nh on the cycle “preceding” 
n,, and “following” niz such that both 6(/z, ir) and 6(i,, h) are even and 
As G is a soliton graph there must be an edge of weight 2 entering the cycle at n,,. 
Now assume that there is another node n, on the cycle at which an edge of weight 
2 enters. Clearly, 1 cannot be between i, and i,. Hence, it must be between h and 
i, or between i, and h with 1= i, and I = i, as possibilities included. Assume that I 
is between h and i, and that 6(/z, I) is minimal between h and i,. Then between h 
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and 1 there is an odd distance between some entry points, a contradiction! The case 
of 1 between i, and h is analogous. 
Second, assume that 
w(ni, Qk 19 nil) # w(ni,9 ni*Ok 1). 
If 
w(ni*3 ni*@k I)= l 
then, as the path between ni, and n, is of odd length and starts with an edge of 
weight 1, it also ends with an edge of weight 1, hence w(ez) = 2. With the same 
argument as in the first case one shows that this is the only posible edge e E C with 
w(e) = 2. The case of 
is analogous. 1 
THEOREM 5.5. Let G = (N, E, w) be an indecomposable soliton graph having a 
single simple cycle p = n, . . . nk, and assume that k is odd. Let eI, . . . . e, be the edges 
entering p, and let n,,, . . . . n, with 0 d iI < . . . < i, < k be the nodes at which they enter. 
Then G has no repetitive edge if and only if more than one among the distances 
&i,, i2), &i2, id, . . . . J(i,, 4) 
is odd. Zf G has a repetitive edge, then removal of the repetitive edges results in a 
soliton tree G’. Hence in this case, G is deterministic and T(d(G)) N T(&‘(G’)). 
Proof. Assume that more than one of the distances 
&il, i2), &i2, id, . . . . 6(i,, il) 
is odd. By Lemma 5.4(4), we may assume without loss of generality that w(e) = 2 
for at least three edges e E C= (e,, . . . . e,}. Let ej,, . . . . ej, be these edges. Then the 
cycle p = n, . . . nk is partitioned into t subpaths 
pjr=ni,$...n. Q,rn,l 
. . 
em ej 
---- *-o-.- -* -  -  -  l -.- l - - - -  
ni ”  ni,~,i ni,Ok 1 ni, 
FIG. 11. Path used in the proof of Lemma 5.4. 
57114612.4 
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with alternating weights such that the first and last edges of each subpath have 
weight 1. Hence, there is no soliton path containing the complete cycle. On the 
other hand, every edge of the cycle is contained in some soliton path. Hence, for 
every edge on the cycle there is a soliton path which contains it precisely once. This 
shows that the edges on the cycle are not repetitive. By the fact that the remaining 
edges form a forest of Y distinct soliton trees-as shown in the proof of 
Lemma 5.4-it follows that these are not repetitive either because the cycle cannot 
be traversed completely. 
Now assume that there is exactly one odd distance among 
@iI, iz), d(i,, id, . . . . &i,, i, 1. 
Without loss of generality, let this be 6(i,, iz). Then, by Lemma 5.4(4), in every 
G’ = (N, E, w’) E S(G) there is exactly one edge e E C with w’(e) = 2. In G, let this be 
e,,. The path 
has even length, and ni,, is on this path. As all distances except 6(i,, iz) are even p 
consists of two subpaths 
Pi =nihnihek 1 “‘ni, and P2=nizniz~,,i “‘nib 
which have even lengths and alternating weights. Note that p1 or p2 would be 
empty when i, = i, or i, = i,. By w(e,J = 2 one obtains 
w(ni* @K 19 nih) = w(nih, nih@h 1) = l. 
This proves that at least one of the edges 
Cni, gr i 9 ni,) and h,, ni,@a I) 
has weight 2, hence 
w(nijY ni18k1)=w(ni~ 0~13 ni*)= l, 
and one of w(ei) and w(ez) is equal to 1. The typical shape of G is shown in Fig. 12. 
The two edges 
(Hi, ox I 9 ni,) and (nihy nih@k 1) 
of weight 1 serve as a kind of barrier for all soliton paths which do not enter the 
cycle via e,,. Moreover, the alternation pattern on p, and p2 is as follows: For an 
entry point ni, on p1 including nil, n,#n,, one has 
wh,ek 19 ni,) = 2 and wh,, ni,ek 1) = 1. 
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FIG. 12. Typical shape of G in the proof of Theorem 5.5; (a) ih 4 { il, &}; (b) &, = iI. 
For an entry point ni, on p2 including ni2, n, # nib, one has 
wh, Ok 13 4,) = 1 and w(ni,, ni,@k 1) = 2* 
Thus, a soliton path entering the cycle via an edge of weight 1 can only lead to nib 
and kaVe the Cycle Via eh. In particular, no such soliton path includes the path 
nor can it go beyond nib along the cycle because of the barrier. 
Now consider a soliton path entering via eh. Without loss of generality assume 
that ih # iz. If the path starts in the positive direction of the cycle, that is, with the 
edge hhT ni,,ek 1 y ) then it can exit at all entry points on pr. However, if it continues 
beyond ni, and through q, it cannot exit at any of the entry points on p2. In this 
case it has to continue beyond nib and once more beyond n,,; after this second 
passage through q it can exit at any entry point on p2 including nib or it may once 
again continue along the cycle. If it leaves via a node different from nib then, by 
Theorem 4.1, there is a soliton path without repetitions that achieves the same state 
change; more precisely, the repeated parts need not be traversed at all. If the path 
leaves via nib then it induces the identity transformation as every edge which is 
traversed at all is traversed exactly an even number of times. 
In a similar ‘way, one argues in the case of soliton paths which enter via eh and 
start in the negative direction. It follows that the edges on the path q are repetitive. 
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Hence they can be omitted without changing the state transitions. The resulting 
soliton graph G’ is a soliton tree. Thus G is deterministic and T(d(G)) N 
T(NG’)). I 
Using ideas developed in the proof of Theorem 5.5, we can show that all soliton 
graphs with a single simple cycle are deterministic if the cycle has odd length. 
COROLLARY 5.6. Let G be an indecomposable soliton graph having a single simple 
cycle. If the cycle has odd length then G is deterministic. 
Proof: We continue to use the notation of the proof of Theorem 5.5. Because of 
that theorem we may assume that the cycle contains no repetitive edge, that is, that 
there are at least three odd distances among 
6(i ,, id, 6(i2, 41, . . . . h(i,, il), 
As pointed out in the proof, if w(e,,) = 2 then the two consecutive edges of weight 
1 at nib on the cycle serve as a barrier for soliton paths not entering the cycle via 
eh. Hence, for these only part of the cycle is usable, that is, they essentially travel 
on a tree and, thus, induce deterministic state changes. 
The only remaining case is that of a single edge e,, E C having weight 2. By 
Lemma 5.4(3) this case occurs. In this situation, the cycle has alternating edges all 
along, except for the barrier at nib. By the barrier argument, determinism follows for 
all soliton paths entering the cycle via an edge different from eh. On the other hand, 
for those entering via e,, one has the option of cycling around an even number of 
times before leaving. By Theorem 4.1, this does not affect the state transition. Hence 
we have determinism in this case also. 1 
For a graph (N, E), let .Z(N, E) be the set of soliton graphs with (N, E) as 
underlying graph. From [Dal] it is known that S(G)=C(N, E) for every 
GEZ(N, E) if (N, E) is a tree. We generalize this statement to graphs with a single 
simple cycle. 
THEOREM 5.7. Let G = (N, E, w) be an indecomposable deterministic soliton graph 
containing at most one simple cycle. Then S(G’) = .Z(N, E ) for every G’ E C(N, E ). 
Proof: If (N, E) is a tree the statement is that of Proposition 6.1 of [Dal]. If 
the cycle has even length then G is a chestnut and the statement is obviously true. 
Hence assume that the cycle has odd length. If on the cycle there is only one odd 
distance between entry points then the edges on this path of odd length are 
repetitive in every G’ E Z(N, E); in fact their weights will be the same in all G’. 
Eliminating this path results in a tree (N’, E’)-possibly empty-and we already 
know that S(G’) = C(N’, E’) for all G’ E C(N’, E’). Now add these edges again 
assigning to them their unique weights. This shows that S(G’) =C(N, E) for all 
G’eZ(N, E). 
The remaining case is that of more than one of the distances between entry points 
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being odd. Let p = no . . . nk be the cycle and let C = {e, , . . . . e,} be the set of entering 
edges with entry points n;,, . . . . ni,. As in previous proofs we use a kind of barrier 
argument. For j = 1, . . . . I let Hi be the set of those soliton graphs in C(N, E) in 
which ej has weight 2. 
We first show that for G’ E Hi one has H, E S(G’). In the tree rooted at ni, let n 
be the node closest to nil of degree 3 if such a node exists or the corresponding 
unique exterior node if that tree does not contain a node of degree 3. Let E, be the 
set of edges on the paths from ni,, , to n$@,, via ni, and from ni, to n. For 
G’ = (ZV, E, w’) E Hi and G” = (iV, E, w”) E H, one has w’(e) = w”(e) for all e E E, as 
w(e]) = 2. Removal of the edges in E, results in two possibly empty trees, T,, 
and Tj,2, and G’ and G” can only differ on these trees. In principle then, by 
Proposition 6.1 of [Dal], every soliton interpretation of these trees can be 
obtained by soliton paths which stay completely within these trees. Hence, 
G” E S(G’) for G’, G” E Hi. 
However, the argument is a bit more subtle as the two trees need not be soliton 
trees. This occurs if the two edges at nG e , , n,,@,,, or n which are not in E,,, both 
have weight 1. Suppose that this is so at node n and that T,, is the tree containing 
n. Then a soliton path to change the weights in Tj, may have to leave the tree via 
n. If it cannot exit via an exterior node except in the tree Tj, then the path can be 
replaced by one which is completely within Tj,. Otherwise, this path leaves via 
some exterior node n’ in Tj,. The tree T,, together with the path from n to n’ forms 
a soliton tree, and Proposition 6.1 of [Dal] is applicable to this expanded tree. The 
case of Tj2, the tree not containing n, is analogous. Note that in this latter case the 
expansion path could switch between being attached to n,, e , and ni,,, , but always 
only after having been reset to its original weights. 
I 
It remains to show that if Hi # @ # H, and I #i then for some G’ E Hi there is a 
G” E S(G’) n H,. Let G’ = (N, E, w’) E Hi and suppose that e, has weight w’(e,) = 1. 
If r = 2, a soliton path which enters the cycle via ej and leaves via e, exists and 
transforms G’ into some G” E H,. If r > 2, then using the proof of Lemma 5.4(3) one 
obtains a soliton graph GE H, in which ej is the only entering edge of weight 2. 
Now a soliton path exists which enters the cycle via ej and leaves it via e,. The 
resulting soliton graph is in H,. Combining these facts we obtain 
C(N, E) = i, H,c_ S(G’) 
i= 1 
for any G’ E Z(N, E). 1 
6. THE TRANSITION MONOID OF A PURE CYCLE OF ODD LENGTH 
In this section we investigate the transition monoids of soliton graphs which, 
essentialy, just consist of a simple cycle of odd length without much else. We show 
that in the case of five or more entry points with odd distances between them the 
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transition monoid of such a soliton automaton is a primitive group of permuta- 
tions. The case of three or fewer entry points with odd distances between them 
turns out to be a special case which is analysed separately. We start by introducing 
two auxiliary notions and proving some structure theorems. 
DEFINITION 6.1. Let G= (N, E, w) be a soliton graph: 
(a) G is said to be a trivial soliton tree if G is a soliton tree with two exterior 
nodes. 
(b) G is said to be a pure soliton cycle if G has a simple cycle p = aO.. . nk with 
r edges entering the cycle at the nodes n,,, . . . . nir with 0 < i, < . . . < i, <k such that 
the following condition is satisfied: Let G’ = (N’, E’, w’) be the weighted graph with 
N’=W\{n,, . . ..nJ.u In,,, . ..A.}, 
E’= E\{(n,, n,+l Ii=O, . . . . k- l}, 
and w’ the restriction of w to E’. Then G’ is a forest of r distinct trivial soliton trees. 
The typical shape of a pure soliton cycle is shown in Fig. 13. In fact, without loss 
of generality one can assume that each of the trivial soliton trees forming the graph 
G’ of Definition 6.1(b) consists of exactly one edge. 
The idea leading to the results of this chapter is as follows. Suppose that G is a 
pure soliton cycle of odd length. If there are many entry points with odd distances 
between them then a soliton path can usually not travel a great distance along the 
cycle without running into a barrier. Thus the graph G essentially behaves like a 
tree, hence T(d(G)) is primitive. An appropriate modification of this idea actually 
works if there are “enough” such entry points. The idea breaks down in the case of 
few such points. Indeed, this latter case results in certain non-primitive groups of 
permutations. 
In order to avoid repetitions in the sequel, if G = (N, E, w) is a pure soliton cycle 
of odd length, we assume that the cycle is p = n, . . . nk with entry points ni,, . . . . n,,, 
l \. ] / -.-. 
. . . / \ . . 
FIG. 13. A typical pure soliton cycle. 
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where O<i,< ... < i, < k. Without loss of generality, if r > 1 let each of the 
distances 
6(iI, 41, . . . . &i,, 4 1 
be either 1 or 2, and let the trivial trees attached to the cycle consist of single edges 
only; if r = 1 we let 6(i,, il) = 3. By Lemma 5.4(4), the number t of distances equal 
to one is odd. Hence, we may assume that S(i,, il) = 1 and ni, = n,. We now re-label 
the nodes on p as follows: The label of n,= ni, is 1. Suppose that ni, has label 
x,x~N,.Letsbeminimalwithj~s<rand6(i,,i,+,)=l.Ifsuchansexiststhen 
obtains the label x + 1. In this way some of the nodes on p are assigned the 
Y&s 1, . ..) t. Now, for nodes labelled x and x02 1, the remaining nodes on the 
path from x to xOt 1 are labelled as xl, . . . . x,~. Note that m, is even and possibly 
zero, that x2, x4, . . . . x,,,~ are the entry points between x and x0,1, and that 
~krtx~ x0, 1) = 1, where x,.~ = x for m, = 0. The remaining nodes of G, that is, the 
exterior nodes of G, are labelled as follows: If u is the label of an entry point of the 
cycle then 6 is the label of the corresponding exterior node. This labelling scheme 
is illustrated in Fig. 14. 
It turns out that for pure soliton cycles the tuple 
(r, 4 m,, . . . . m,) 
can be used to distinguish important cases with respect to T(d(G)). Note that r is 
needed only when t = 1. Otherwise r = t + Cj= I mi/2. We partition a pure soliton 
cycle of type (r, t, m,, . . . . m,) into t segments 
(Ti = (il , . . . . L,, i@, 1) 
for i= 1, . . . . t. For each segment cri we consider a quadruple ~(0,) of the form 
FIG. 14. Labelling of a pure soliton cycle. 
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where 
a(ai) = 
i 
w(i, i, 1, if m, > 0, 
w(i, io, 11, if mi= 0, 
o(a,) = 
i 
w(i,,, iO,l), if m,>O, 
w(i, i@, l), if mi= 0, 
if w(i,, 5)=2 for some jE 12, . . . . m,}, 
if no such j exists, 
if w(i@, 1, i@, l)= 2, 
otherwise. 
When it is necessary to emphasize the fact that ci depends on the weights in G we 
write a,(G) instead. The following lemma adds to the details provided by 
Lemma 5.4. In particular, we show that every segment of a pure soliton cycle has 
exactly one such quadruple associated with it. 
LEMMA 6.2. Let G = (N, E, w) be a pure sofiton cycle of odd length and of type 
(r, t, ml, . . . . m,). 
The following statements hold true: 
(1) There is a G’ E S(G) such that in G’ precisely t of edges entering the cycle 
have weight 2. No G’ E S(G) has more than t such edges. 
(2) For every segment cti there is precisely one quadruple ~(a,), and x(oi) deter- 
mines the weights of the edges of ai uniquely. Moreover, the following properties 
obtain: 
(a) Let m,=O. Then ~~(a,)=0 and a(oi)=w(oi). Zf 2(o,)= i@, 1 then 
a(oi) = ~(a;) = 1. 
(b) Let mi>O. If&,(oi)#O then a(a,)=2 and ~(a,)= 1. Zf~,(a~)=0 then 
a(a,) = o(cti). Zf ~~(6,) # 0 then ~(a,) = 1. 
(c) If a(oi) = 2 then ~,(a~ @, ,) =O. 
Proof Because of Theorem 5.7 it suffices to consider Z(N, E) instead of S(G). 
For each segment oi we use the following assignement ~1’ of weights to the edges: 
w’(i, i,) = 1, w’(il, iz) = 2, w’(iz, i3) = 1, . . . . w’(i,,- ,, i,,) = 2, 
w’(i,,, i@, I)= 1. 
This requires that 
w’(&, 1;)= w’(i,, T,)= ... =w’(im,, T,,)= 1 
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if mi > 0. As every segment begins and ends with an edge of weight 1, the weight 
w’(i, i) has to be 2 for i = 1, . . . . t. Let G’ = (N, E w’) be the resulting weighted graph. 
Clearly, G’ E C(N, E) and t edges entering the cycle have weight 2. This proves the 
first part of (1). We now prove (2); the second part of (1) follows as a consequence 
of (2). 
Consider the segment c~. If mi= 0 then the statement is obviously true. Hence, 
suppose that m,>O. First, assume that 
w(i@, 1, i@, 1) = 2, that is, E~((TJ = i@, 1. 
Then 
o(a,) = w(i,,, io, 1) = 1. 
If w(ij, Ij)= 1 forj=2, 4, . . . . mi then nothing needs to be proved. Note that in this 
case the assignement of weights to the remaining edges of ci is uniquely determined. 
Now assume that w(ij, 5) = 2 for some j E {2,4, . . . . m,}, that is, ~(0~) =j, and let j be 
maximal with this property. Then the weight assignment for all edges between ij 
and i@, 1 including the edges entering there is uniquely determined. Moreover, 
w(i,_,,i,)=l. This implies that ~=(i~-~~,i~-~~+~)=2 for x=l,...,(j-2)/2 and 
that w(i, ii) = 2. Hence cri contains at most these two entering edges of weight 2, its 
weight assingment is uniquely determined, and w(i, t) = 1. 
Now assume that w(i 0, 1, i 0, 1) = 1. We have to distinguish two cases 
depending on the weight w(i,,, i 0, 1). 
Let w(i,,, i@, 1) = 1. Then the “next” edge on the cycle has weight 2. If there 
is no ii such that w(ij, 5) = 2 with Jo {2,4, . . . . m,} then nothing needs to be 
proved. Assume there is such a j and that it is chosen maximal with this property. 
Then the weight assignment for all edges involving the nodes i,+ 1, . . . . i,,, i@, 1 
is uniquely determined. Moreover, w(ijp , , ii) = 1. As above, this implies that 
w(ijuzx, ij--2x+1)=2 for x= 1, . . . . (j- 2)/2 and that w(i, il) = 2. Hence ci contains 
at most this entering edge of weight 2, its weight assignment is uniquely determined, 
and w(i, t) = 1. 
Finally, let w(im,, i@, 1) = 2. Then oi contains no entering edge of weight 2, and 
the weight assignment for cri is uniquely determined. This proves (2). 
We now complete the proof of (1). Suppose that G has more than t edges of 
weight 2 entering the cycle. Then there is a segment, o1 say, containing two entry 
points-this is the maximum possible for a segment. Hence c((r~i) = 2 and ~~(0~) = 0. 
We show that there is an i, 1 < i< t, such that 
E,(Ci) = &*((T;) = 0 
and 
El(~i~,j)‘EZ(~i~,j)=o#E1(Bie,j)+E2(~iCB,J)=o 
forj= 1, . . . . t - i. If ai = 0 then i = t has the required properties. If E] (a,) # 0 then 
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~$0,) = 2 and s2(6,_ 1) =O. The claim follows by induction. Hence the t + 2 -i 
segments gi, . . . . (TV, (rl have t + 2 - i entering edges of weight 2 altogether. By induc- 
tion this proves that the total number of entering edges of weight 2 cannot 
exceed t. 1 
The result of Lemma 6.2 suggests to call a quaduple I= (a, .si , Ed, o) legal for gi 
if and only if it satisfies the following conditions: 
(a) Suppose that mi=O. Then c,=O, a=oE{l,2}, and EZE{O,iO,i}. 
Moreover, if c1= o = 2 then a2 = 0. 
(b) Suppose that mi > 0. Then a, o E { 1, 2}, E, E (0, 2, 4, . . . . m,}, and 
~~~(O,i~,1}.Moreover,~~#Oimpliesa=2andw=1,~~#Oimplieso=1,and 
si=O implies CI=W. 
Note that the component w is actually redundant; it is included only to simplify the 
discussion. 
Let xi=(ai, Ei,l, &i,2, wi) and xie,l=(aie,l, ~ie~l.1, E~~,I,z, w~@,I) be legal for oi 
and ciBt 1, respectively. These quadruples are connectable (in the order xi, Xi@, 1) if 
the following conditions hold true: 
(c) If aie11=2 then +=O and oi=l. 
(d) If oj= 1 =ai8,1 then q2=i@, 1. 
Let C(N, E) be the set of all t-tuples (xi, . . . . x,) such that xi is legal for gi and such 
that xi and xi@, , are connectable for i = 1, . . . . t. 
THEOREM 6.3. Let G = (N, E, w) be a pure soliton cycle of odd length and of type 
(r, t, ml, . . . . m,). The mapping 
x: L(N, E) -+ CC(N, E) 
given by 
x(W = MO,(W), . . . . x(~,(G’))), 
where cl (G’), . . . . o,(G’) are the segments of G’ E C(N, E), is a bijection. 
ProoJ By Lemm-a 6.2, x is a mapping and is injective. For the converse, observe 
that every legal quadruple for a segment determines its weight assignment uniquely. 
The connectability conditions achieve that the segments together form a soliton 
graph. Moreover, x maps this graph onto the original t-tuple of quadruples. 1 
We now analyse the transition monoids of pure soliton cycles of odd lengths. We 
start with the type (r, 1, m,). 
THEOREM 6.4. Let G be a pure soliton cycle of type (r, 1, m,). Then 
T(&(G)) = 6,. 
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Proof. By Theorem 5.5, G has a repetitive edge. By the proof of that result, if 
r = 1 then every edge of G is repetitive; otherwise, the edge (l,,, 1) is repetitive. 
Romoval of these repetitive edges results in a soliton graph G’ = (N’, E’, w’) with 
T(d(G)) N T(d(G’)). If r= 1 then G’ is empty, hence T(d(G’)) is the trivial 
monoid, that is, 6 I . 
Now suppose that r > 1. Then G’ is a soliton tree of the kind used in Proposi- 
tion 6.5 of [Dal]. Therefore, T(A(G’)) = 6,. 1 
The next special situation to be considered is that of t = 3. As mentioned before, 
the parameter r is redundant in this case. 
THEOREM 6.5. Let G = (N, E, w) be e pure soliton cycle of type (r, 3, m,, 0,O). 
Then T(&‘(G)) is a transitive, imprimitive group of permutations which is generated 
by involutorial elements. a(G) has m, + 4 states, and the order of T(d(G)) is 
I T(4G))l= 
! .p/2+2 3 
! -p/2 + . 1, 
if m 1 /2 is odd, 
if m 1 /2 is even. 
Zf m, = 0 then T(&(G)) N h, x Z,, and T(&(G)) has three distinct systems of non- 
trivial blocks with each block of size 2. 
Zf m, > 0 then T(d(G)) has a unique system of non-trivial blocks and each block 
has size 2. T(d(G)) acts as the symmetric group on the set of blocks. Zf m,/2 is odd 
then T(d(G)) induces every possible combination of permutations within blocks. Zf 
m,/2 is even then T(d(G)) permutes the elements within blocks for combinations of -- 
even numbers of blocks. In either case, the element (2, 3) is in the centre of T(&(G)). 
Proof. First consider m, = 0. The soliton automaton is shown in Fig. 10. Direct 
computation shows the transition monoid to be isomorphic with h2 x Zp. Ii is 
generated by the involutorial elements a = (i, 2) and b = (i, 5), subject to ab = ba. 
One verifies that any set of two states forms a block. Hence there are three distinct 
systems of non-trivial blocks. 
Now let m > 0. Using Theorem 6.3, we classify the states in C(N, E) into 
(m1/2)+2 blocks of size 2 
B,={GIGEC(N,E),XO(~~)=(~,O, 1, l)), 
B 
2 
= 
{ I 
G GE z(N E), xo(o3) = (a, 0, 0, a), a E { 1,2}, 
~&,)=(3-tx,0,~,3-cc),~~{0,2} 
B,,j={GIG~C(~,E),XG(~~)=(2,j,E,l),&E(O,2)} 
for j = 2,4, . . . . m,. We show first that each of these sets has exactly two elements. 
To do so we use the legality and connectability conditions. 
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FIG. 15. Typical blocks used in the proof of Theorem 6.5. 
Consider B, and G E B, . Then ~(a,( G)) = (1, 0, 1, 1). This implies that 
x(o,(G))= (LO, E, l), 
where E E {0,2}. If E = 0 then x((T~) = (2,0,0,2); otherwise x(cr2) = (1, 0, 3, 1). 
Hence 1 B, I = 2. 
Now consider Bz and GE B,. Then ~(cr~(G)) = (a, 0, 0, a) and x(0,(G)) = (3 -a, 
0,&,3-a), where aE{l,2) and e~{O,2). If a=2 then x(a,)=(l,O,O,l) and 
E = 2. Otherwise, ~(a~) = (1, 0, 3, 1) and E = 0. Hence 1 BZI = 2. 
Finally, for j= 2, 4, . . . . m, consider GE B,,j. Then x(0,(G)) = (2, j, E, l), where 
EE {0,2}. It follows that ~(a,) = (1, 0, 0, 1). If E = 0 then x((T~) = (2,0,0,2); 
otherwise ~(0~) = (1, 0, 3, 1). Again IB,, jl = 2. In Fig. 15 we illustrate the typical 
situation. Table I summarizes the facts about the blocks derived so far. In the 
sequel, for block B and j= 1, 2 let G,(B) denote the element G, of B as established 
by Table I. 
TABLE I 
Summary of the Blocks Used in the Proof of Theorem 6.5 
Block x(G,) X(G2) 
B, ((1,0,2,1~,(1,0,3,1~,~~,0,~~~~~ ((1,0,0,1)~(2,0,0,2),(~,0,1~~)) 
4 ~~2,0,42~,~1,~.3,1~,~~,0,~~ 1)) ~~1,0,~,~~.~~,~,0,~~,~~,~,4~~~ 
B 1.1 ((2,i,2,1),(1,0,3,1),(1,~,~,~)) ((2,j,0,1),(2,0,0,2),(1,0,0,1)) 
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By definition the blocks are mutually disjoint. Moreover, 
WI2 
B,uB,u u B1,2j=Z(N,E). 
j=l 
-- 
Note that the input (2,3) permutes G, and G2 within each block. We now show 
that 
2~ = (4, B,> B1.2, . .. . B,,,,) 
forms a block system for T(d(G)). Clearly, it suffices to consider the generators of 
T(d(G)) only. -- 
Consider an input (x, y) # ((2,3), (5,2)}. If (x, y) = (1,2) then G,(B,) is mapped -- 
onto G,(B,) for 1= 1,2 and conversely, while (1,2) acts as the identity on every 
B,,j. If (x, y)= (i, 3) then G,(B,) is mapped onto G,(B,), G2(B1) is mapped onto 
G1(B2) and conversely, and (i, 3) acts as the identity on every B,,j. 
Suppose that XE {i, 2,3} and YE {i2, i,, . . . . i,,}. If x=i and y=ij then G,(B,) 
is mapped onto G,(B,,,) for I= 1,2 and conversely, and (x, y) acts as the identity 
on the other blocks. If x=2 and y =ij then G,(B,) is mapped onto G,(B,,,) and 
conversely, and (x, y) acts as the identity on the other blocks. If x=3 and y =ij 
then G,(B2) is mapped onto G,-,(B,,/) for I= 1, 2 and conversely, and (x, y) acts 
as the identity on all other blocks. 
Finally, let x = ij and y = i,. Then G,(B,,/) is mapped onto G,(B,,,) for I= 1,2 
and conversely, and (x, y) acts as the identity on the other blocks. In Fig. 16 we 
show the transition diagram induced on the blocks. 
This shows that ‘%3 is a block system and that 7(&(G)) acts on !I3 as the 
symmetric group. Therefore, ((m,/2) + 2)! divides the order of T(d(G)). As every 
block has two elements this also shows that d(G) has m, + 4 states. 
Next we prove that 93 is unique. Suppose that there is another non-trivial block 
system 23’ and consider block B; with respect to 8’ which contains G,(B,). -- 
Suppose that also GI(B2) E B; . As (1, lj) is the identity on G, (B2) and as it trans- -- 
forms G,(B,) into G,(B,,), also G,,j~B; forj=2,4,...,m,. As (1,3) acts as the 
identity on G,(B,,,), but maps G,(B,) onto G2(B2), one has G2(B2)eB;. Thus 
1 B;I 2 3 + (m,/2), that is, I B; 1 contains more than half the states of d(G), a 
contradiction! The argument is similar for G,(B,) E B', . Therefore, assume that 
B, n B; = 0 and G,(BI,j) E B', for some j. This implies G,(B,,,) E B; for all j. Again, 
using (i, 3), we obtain G,(B,) E B;, a contradiction! The case of GZ(BI,/) E B', is 
analogous. 
We now demonstrate the action of T(d(G)) within the blocks. If m,/2 is odd 
then the following sequence of inputs will permute the elements of a single block 
and keep all other blocks fixed elementwise. First, move the block to be changed 
into position B,,,, using one of (i, i,,), (2, i,,), or (ij, i,,). Next, apply (i, 3), 
(i, 2) to change both B, and B,. Now, for j= 2,6, 10, m, - 4, apply the sequence 
-- ____ __ 
(i, ij)(Z i,+2)u, 3)(1,2)(1, 1,)(2, I~+~) 
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to change both Bi,j and Bl,jfZ. 
-- 
Then apply (2, 3) to change all blocks including 
B i,,,, . Finally, move B,,,, 
-- -- 
back to its original position using one of (1, l,,), (2, l,,), 
or (Ii, l,,). In this way, only the particular block in question is permuted. This 
shows that every permutation of the elements within the blocks can be obtained, 
resulting in 2@“*)+ * such permutations. 
Now assume that ml/2 is even. The generators, which permute the elements -- 
inside some blocks affect two blocks each except (2, 3); the latter affects all blocks, 
that is, again an even number of blocks for ml/2 even. Hence, every product of the 
generators of T(d(G)) will change the ordering of the elements in an even number 
of blocks. This results in at most 
(ml’~+‘)+(y+‘)+(mly)+ . . . +(y+‘z’)=2m,i2+1 
distinct permutations of the elements in the blocks. On the other hand, every such 
permutation can be obtained. 1 
The action of 7(&‘(G)) on and within the blocks as described in Theorem 6.5 
enables us to identify the isomorphism type of T(d(G)). Recall that a square 
matrix over a field is said to be monomial if every row and every column contains 
exactly one non-zero entry. 
(X3 
(?,3) 
‘-‘\ (i,ij)!(i,ih) I 
fl N (i,T),(i,S) 
I  ’ (i,ij),P,ij I) (i,ih),(%ih) ‘, -) 
(3,Th) 
(F3) 
FIG. 16. Transitions on the blocks for a pure soliton cycle of type (r, 3, m,, 0,O) with in, > 0. Solid 
lines indicate transitions preserving the order within the blocks. Dashed lines indicate transitions which 
change the order. 
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COROLLARY 6.6. Let G be a pure soliton cycle of type (r, 3, m, , 0,O): 
(a) Zf ml/2 is odd then T(d(G)) is isomorphic with the group of monomial 
(ml/2 + 2) x (ml/2 + 2)-matrices over GF(3). 
(b) Zf m,/2 is even then T(&(G)) is isomorphic with the group of those 
monomial (m, /2 + 2) x (ml/2 + 2)-matrices over GF(3) which have an even number 
of entries equal to - 1. 
We now turn to the general case of pure soliton cycles of type (r, t, m,, ..,, m,) 
with t = 3 and mi # 0 # mj for some i #j, or with odd t 2 5. 
THEOREM 6.7. Let G = (N, E, w) be a pure soliton cycle of type (r, t, m, , . . . . m,) 
with t = 3 and m, #O # mj for some i #j, or with odd t > 5. Then T(d(G)) is a 
primitive group of permutations which is generated by involutorial elements. 
Proof By Lemma 3.4, T(&(G)) is transitive. To prove primitivity, we 
distinguish three cases: 
Case 1. Suppose that r = t >, 5 and m, = . . . = m, = 0. By Lemma 5.7 we may 
assume without loss of generality that w(i, I) = 2 for i = 1, . . . . t. A pair (I, J) of 
distinct exterior nodes is said to be blocked (in that graph) if there is no soliton 
- - path from i to j Note that in G all pairs (1, j ) with )i - jl 3 2 are blocked; that is, 
these inputs (i;J) will act as the identity on G. For any H, H’ E S(G), let 
9(H, H’) s S(G) be the set of those soliton graphs which can be obtained from H 
using sequences of inputs which are blocked in H’. 
Now let B C_ S(G) be a block under the action of T(d(G)) and let G E B. 
Assume that JBI>l, and let H=(N,E,w,)cB, HZG. For i=l,...,t let G,= 
(N, E, wi) E S(G) be the soliton graph with 
2, 
w,(.Li)= 1 L if j = i, if j#i 
for j= 1, . . . . t. We show that Gfi(H, G) for every i. 
If H = Gi then the input (i, i@, 2) yields G,@, 2 from Gi, but is blocked in G. As 
t is odd it follows that every Gj can be obtained by a sequence of blocked inputs. 
Now assume that H # Gi for any i. The fact that H # G implies that there are at 
least two nodes i, i@, 1, such that 
w,(i, 1) = wH(iO,l, i0, 1) = 1 
and 
w,(i 0, 1, i) = 1 w,(i, i@, 1) = 2, w,(i@, 2) = 1. 
On the other hand, H # Gi for i = 1, . . . . t implies that there are at least three nodes 
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with entering edes of weight 2. Hence H has two nodes j and 1 with the following 
properties: 
L-4 >2, 4.L 1) 3 3, 
w& J) = wH(t 0 = 2 
wH(j, j@, 1) = w*(j@, 2, j@, 3) = ... = w,(l 0, 1, I) = 1, 
wH(j@,1,jOt2)=wH(j@,3,j@,4)= ... =w,(lO,2,10,1)=2, 
w,(j@,l,j@,l)=w,(j@,2,j~)= . ..=w.(EO,l, O,l)=l. 
This shows the existence of a soliton path from j to fin H while (j, f) is blocked 
in G. The resulting soliton graph H’ has two entering edges of weight 2 or less. 
Hence, by induction on the number of entering edges of weight 2, one has 
Gin ??(H, G) for some i. But then by the first part, that is, by the case of H = Gj, 
one has Gi E 9(H, G) for every i. 
As H # G and H is arbitrary it follows that H’ E B(H, G) for every H’ E S(G),, 
H’ # G. Indeed, to obtain H’ from H by a sequence of inputs which are blocked in 
G one first transforms H into some Gi and then transforms Gi into H’. The second 
part uses the reverse of the construction of Gi from H’. 
As all inputs used to construct %(H, G) are blocked in G and as B is a block, it 
follows that 3(X, G) E B; hence B = S(G), that is, T(d(G)) is primitive. 
Case 2. Let t 2 5 and mj # 0 for some j. Again we may assume without loss 
of generality that G is actually the graph in which every segment 0, is of the form 
X(ai)=(l, 0, i0, 1, 1). 
Let B be a block with G E B and assume that HE B, H # G. Again we show that 
‘S(H, G)=S(G)\(G}. For i= 1, . . . . t let Gi be the soliton graph with 
x(aj)= i 
(LO, i, 11, if j=iO,l, 
(l,O, 0, 1) or (2,0,0, 2), otherwise, 
for j= 1, . . . . t. We show that Gj E %( H, G) for every i. As in Case 1, this then implies 
the primitivity of T(d(G)). 
If H has a segment (T, with 
x(oi)=(2, j, iO,l, 1) 
then the input (i;, io,1) changes H into a soliton graph H’ by changing 0,. into a( 
with 
x(d) = GO, 032) 
while leaving all other segments unchanged. On the other hand, this input is 
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blocked in G. In this way, by an appropriate sequence of inputs, a graph 
RE S(H, G) is obtained which has no segment with two entering edges of 
weight 2. Moreover, in every step the number of entering edges of weight 2 is 
reduced by two. 
Assume that R has a segment (TV with 
x(0,) = (2, j, 0, 1). 
Then 
X(“i@,1)=(2, 60, 1) or XtOi@, 1)  = t2, O, O, 2, 
for some 1, IE {2,4, . . . . mierl }. In the former case one uses the input (5, (i 0 f 1 )[) 
which is blocked in G, but changes the segments cri and oie, i of R into c( and olo,, 
with 
x(d) = c&o, 092) and x(~:@,l)=(l,o,o, 1). 
Moreover, the number of entering edges of weight 2 is decreased by two. In the 
latter case, one uses the input (5, io,2) which is blocked in G, but changes the 
segments oi and oiO, I of f7 into 0: and oio, I with 
x(4) = c&o, 032) and x(&,1) = (LO, io, 2, 1). 
In this case the number of entering edges of weight 2 does not change. However, 
in both cases the number of segments of the form (2, j, 0,l) is decreased. Hence, by 
an appropriate sequence of inputs a graph BE s(R, G) = %(H, G) is obtained 
which has no segments with si #O. Moreover, the number of entering edges of 
weight 2 in fi is strictly less than t. Now applying the construction of Case 1 to the 
underlying pure soliton cycle of type (t, t, 0, . . . . 0) shows that G,G Y(Z?, G) = 
Y(H, ‘3 
Case 3. Let t = 3 and mi # 0 # mj for some i, j with i#j. Without loss of 
generality we assume that m, # 0 and m2 # 0. Moreover, we may again choose G 
to have all segments of the form 
Define Gi as in Case 2. Let B be a block with G E B, and assume that HE B, H # G. 
Again we show that Q(H, G) = S(G)\ { G} by proving that Gi E 9?(H, G) for 
i = 1, . ..) t. As in Case 1, this then implies the primitivity of T(d(G)). 
Assume that H contains a segment, rrl say, of the form 
~(0~) = (2, j, 2, 1). 
Then the input (ii, 2) transforms H into the soliton graph R whose segments are 
Xt6i) = 
{  
CT09 0,2), for i=l 
21tai)9 for i=2, 3. 
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This input is blocked in G; hence AE Y(H, G). Moreover, R has exactly one 
entering edge of weight 2. The corresponding situations for c2 and g’3 are dealt with 
analogously. 
If H does not contain such a segment and if H has exactly one entering edge of 
weight 2 then let A= H. Otherwise, without loss of generality, one has 
x(o,)=(2,j,O, 1) and X(Q?) = Gl, 0, 1). 
Then the input (ij, i,) which is blocked in G transforms H into E with segments 
for i= 1, 
for i=2, 
for i=3. 
Again R has exactly one entering edge of weight 2. 
Now consider R, and assume that the segment containing the entering edge of 
weight 2 has the form (2, j, 0, 1). Let this be the segment LT~. Then using the input 
(5, i@, 1) one transforms R into Gio, , via the path 
- 
ljzj...i...(iQ3 l)...(i@, l)(i@, 1). 
On the other hand, this input is blocked in G. 
So far we have shown that Gj E %(H, G) for some ie { 1,2, 3). It remains to show 
that Gj~ Y(G,, G) for j# i. This is where the assumption of m, # 0 # m2 is needed. 
We consider two subcases. 
Case 3.1. Assume i = 1 and consider j E { 2, 3 }. Then any input sequence 
u,2,), o,, L), (i,, 1) 
is blocked in G, but transforms G, into Gj. Its reverse transforms 
G, into G,. 
Case 3.2. Assume i= 2 and consider j= 3. Then any input sequence 
(2, id, CL, 3 
is blocked in G, but transforms Gz into G3. Its reverse transforms 
G3 into G,. 
Combining these subcases proves that Gi E 9(H, G) for every i. As in Case 1, this 
implies that T(&‘(G)) is primitive. m 
The technique used in the proof of Theorem 6.7 does not work in the case of t = 3 
and m, = m3 = 0. In this situation let G = (N, E, w) be the pure soliton cycle with 
every segment 6, of the form 
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For j= 1,2 consider the soliton graphs Gj in which the segments have the form 
if i=j031, 
if i=j, 
if i=j03 1. 
One verities that there is no sequence of inputs which transforms G1 into GZ, but 
which is blocked in G. Thus G, I# %(G, , G). 
7. THE TRANSITION MONOID OF A DETERMINISTIC SLITON AUTOMATON 
WITH AT MOST ONE CYCLE 
We now apply the result of the preceding sections to derive our main result. 
THEOREM 7.1. Let G = (N, E, w) be an indecomposable deterministic soliton graph 
with at most one simple cycle. Then the following holds true: 
(a) Zf G is a tree then T(d(G)) is a primitive group of permutations. 
(b) Zf G is not a tree and the cycle has even length then G is a chestnut and 
T(d(G)) N &. 
(c) Assume that G is not a tree and that the cycle has odd length. Let the 
underlying pure soliton cycle be of type (r, t, m,, . . . . m,), and let Ai, Di,j be the soliton 
trees replacing the edges (i, I) and (ii, i;), respectively, of the pure soliton cycle with 
i = 1, . . . . t and j= 2, 4, . . . . mi. 
(cl) If t>,5 or t=3 and mi#O#mj for some i#j then T(d(G)) is a 
primitive group of permutations. 
(~2) If t = 3 and m, # 0, m2 = m3 = 0 then T(d(G)) is primitive if and only 
if A, or A, is non-trivial. 
(~3) Zf t = 3 and m, = m, = m, = 0 then T(d(G)) is primitive if and only if 
at least two of A,, A,, and A, are non-trivial. 
(~4) Zf t = 1 then T(d(G)) is a primitive group of permutations. 
Proof: Statements (a) and (b) are proved in [Dal]. Statements (cl) and (~4) 
follow from Theorems 6.7 and 6.4, respectively, together with Lemma 3.11 and 
Corollary 5.6. 
Now consider (~2). Let B,, B,, and B,,j for j= 2,4, . . . . m, be the blocks defined 
in the proof of Theorem 6.5. For /A E ( 1,2, 1 2, . . . . I,, > and soliton graphs A,! E S( AJ, 
D’,,j~S(DI,j) with i= 1, 2, 3 and j=2,4, . . . . m, let 
ah A’,, A;, 4.2, . . . . D;,,,) 
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be the set of soliton graphs obtained as follows. In each of the two pure soliton 
cycles H’ E B, replace the entering edges by the corresponding soliton trees. 
Depending on the situation, this set will be empty or contain one or two soliton 
graphs. The case of this set containing a single element occurs if and only if A, or 
A, is non-trivial. ’ 
Now assume that both A, and A, are trivial. We show that the sets 
ah A;, A;, D;,z, . . . . D’,,,,) 
are blocks. Consider exterior nodes x, y and a non-empty set 
a==(~, A;, A;, D;,z, . . . . D;,,,). 
If there is a soliton path from x to y in one of the soliton graphs in a then there 
is such a path in the other one as well. If x and y are in the same tree then the 
transition induces a mapping of ?J onto some S?Y with that tree changed 
accordingly. If x and y are in different trees then the transition changes the two 
trees and the cycle, thus mapping g onto the corresponding set &?‘. This shows that 
the non-empty sets W form blocks. Clearly, this is also true in the case (~3) if at 
least two among A,, A,, and A, are trivial. 
We continue with the converse of (~2). By Lemma 3.11 it suffices to prove the 
statement for the case when one of the edges (2,Z) or (3,3) is replaced by a tree 
with three exterior nodes. 
First consider the case of (2,Z) being replaced in this way. With G,(B,) defined 
as in the proof of Theorem 6.5, every state in S(G) can be described by a triple 
where a and b are the weights of the two new edges in the tree replacing (2,Z). The 
following states exist 
(G,(B,), 1, 11, (GAB,), 1,217 KG&J, 27 1) 
for PE (1, 2, 12, . . . . l,,}. Thus, 
IS(G)l=3. 7,~ 
( > 
Let B be a block such that H= (G,(B,), 1, 1)~ B and IBI > 1. We distinguish 
several cases: 
Case 1. Assume that H’ = (G,(B,), 1,2) E B. A blocked input for H’ results 
in i??=(G,(B,), 2, 1)~ B. From R one obtains every (G,(B,,), 1, 1) using inputs 
’ We abuse the notation slightly here, that is, if p = l,, then B, = B,, = II,,,. 
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which are blocked for H and H’. From these one obtains all (G2(B1,), 2, 1) and 
(G2(B1,), 1,2) by inputs blocked in H’. Hence 
as m i > 0. Therefore, B = S(G). 
Case 2. Assume that H’=(G,(B,), 1, l)~B.OneIindsthat (G2(Bl,), 1,2)~B, 
(G2(Bl,), 2, 1) E B, (G,(B,,), 1, 1) E B for all j, and (G,(B,), 1, 2) E: 4 
(G,(B,), 2, 1) E B. Again 
(B, > Is(G)1. 
2 ’ 
that is, B = S(G). 
All other possible cases reduce to one of these two. This shows that the non- 
triviality of A, implies that T(d(G)) is primitive. The proof for A, non-trivial is 
analogous. Finally, for (~3) one uses a similar counting argument. 1 
8. A MEMORY ELEMENT 
In [Ca4] a proposed soliton realization of a sorting or memory element due to 
D. Duckworth is described. An example is shown in Fig. 17. This soliton graph 
works as follows: A soliton wave entering at any of the nodes ij can only exit at 
i. After this transition, a soliton wave entered at i can only leave at ij. Hence, the 
proposed use of this soliton graph is as a sorting or memory element. Note that this 
soliton graph is deterministic, but not strongly deterministic due to the presence of 
a single simple cycle of odd length. 
Co iYa iY6 iT4 
FIG. 17. Sorting and memory element of [Ca4]. 
511/46/2-6 
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In our terminology, this soliton graph is a pure soliton cycle of type (11, 1, 20). 
Therefore, as far as its transition monoid is concerned, it is equivalent to a soliton 
tree. This tree is obtained by removing the edge (1 2,,, 1) or-in general- the edge 
(lm,, 1). Hence the transition monoid is isomorphic with G,,. 
While it may be undesirable from a physico-chemical point of view that this edge 
be removed, from the logical point of view the tree is certainly preferable to the 
graph containing the cycle. In either case the transition behaviour is deterministic; 
however, in the tree case also the timing of transitions is deterministic (within 
certain bounds) while in the case of the pure soliton cycle the timing could be 
non-deterministic if a wave were to travel around the cycle several times before exit. 
Luckily, with the use of this particular pure soliton cycle as described, this would 
not happen, however. 
One should also note, that this soliton graph would require some “refresh 
circuitry” similar to that used in classical memory devices because its contents are 
destroyed upon reading. 
9. SUMMARY AND CONCLUDING REMARKS 
The analysis of deterministic soliton graphs turns out to be far more complex 
than expected. So far the following cases have been settled: Strongly deterministic 
soliton graphs in general [Dal, Da2], deterministic soliton graphs with at most 
one cycle, and deterministic soliton graphs with a single exterior node [Da3]. The 
general case is still open. 
With a few exceptions, the transition monoid of the corresponding soliton 
automata turns out to be a primitive group of permutations. In general, it is 
unknown which primitive groups occur. From [Dal] we do know that every 
symmetric group is the transition monoid of a soliton tree. In fact, the trees used 
to prove this in [Dal] turn out to be equivalent to the memory devices proposed 
in [Ca4]. 
For some time we conjectured that the groups arising as transition monoids of 
soliton trees would all be isomorphic with symmetric groups when considered as 
abstract groups, that is, ignoring the concrete representation by permutations. 
Examination by computer of the example shown in Fig. 13 of [Dal] has recently 
provided a negative answer: The group for this automaton is the alternating group 
on 12 elements in its natural representation. 
Beyond these and related obvious open questions, the following issues deserve 
special attention: 
l In our model we made the assumption that somehow the entry and exit 
points for a soliton wave can be determined. While this assumption may be realistic 
for the entry point, it is at present unclear how it could be realized for the exit 
point. Hence, an additional and even more restrictive notion of determinism might 
be important to investigate. Note that the memory element of [Ca4] when 
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restricted to its proposed usage would have this property-however, it does not 
have it without that restriction. 
l Several soliton waves could traverse a soliton graph simultaneously. The 
physico-chemical facts concerning their interaction are complicated, the logical 
aspect of such an interaction has not yet been modelled. 
l It is at present not clear to which extent different states can actually be 
recognized as being different in a realization. If state differentiation becomes a 
problem, one would have to restrict the class of soliton graphs to some appropriate 
subclass. 
Given the complexity of even basic questions in our fairly simple and restrictive 
model it would seem premature to address those obviously far more difficult 
questions. 
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