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Abstract
In this paper, we find all the forms of meromorphic functions f (z) that share the value 0 CM∗, and
share b(z) IM∗ with g(z) = a1(z)f (z) + a2(z)f ′(z). And a1(z), a2(z) and b(z) (a2(z), b(z) ≡ 0) be small
functions with respect to f (z). As an application, we show that some of nonlinear differential equations
have no transcendental meromorphic solution.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and results
Let f be a nonconstant meromorphic function in the complex domain. We shall adopt the
standard notations in Nevanlinna’s value distribution theory of meromorphic functions such as
the characteristic function T (r, f ), the counting function of the poles N(r,f ), and the proximity
function m(r,f ) (see, e.g., [5]). We also denote Nk)(r, f ) the counting function of the poles of f
with multiplicities less than or equal to k, and N(k(r, f ) the counting function of the poles of f
with multiplicities greater than or equal to k. The notation S(r, f ) is used to define any quantity
satisfying S(r, f ) = o(T (r, f )) as r → ∞ possibly outside a set of r of finite linear measure
✩ Project supported by the NSFC (No. 10271077).
* Corresponding author.
E-mail addresses: yaoweihong1962@hotmail.com, whyao@sjtu.edu.cn (W. Yao), pli@ustc.edu.cn (P. Li).0022-247X/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.08.078
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provided that T (r, a) = S(r, f ). Note that the set of all small functions of f is a field. Let f
and g be nonconstant meromorphic functions, and b a small function with respect to f and g.
We say that f and g share b IM (CM) provided that f − b and g − b have the same zeros
ignoring (counting) multiplicities. Denote by N¯(r, f = b = g) the reduced counting function of
the common zeros of f − b and g − b ignoring the multiplicities, and N¯E(r, f = b = g) the
reduced counting function of the common zeros of f − b and g − b with the same multiplicities.
We say that f and g share b IM∗ provided that
N¯
(
r,
1
f − b
)
− N¯(r, f = b = g) = S(r, f )
and
N¯
(
r,
1
g − b
)
− N¯(r, f = b = g) = S(r, g).
Similarly, we say that f and g share b CM∗ provided that
N¯
(
r,
1
f − b
)
− N¯E(r, f = b = g) = S(r, f )
and
N¯
(
r,
1
g − b
)
− N¯E(r, f = b = g) = S(r, g).
Obviously, if f and g share b IM (CM), then they share b IM∗ (CM∗).
In 1976, Rubel and Yang [10] proved that if f is an entire function and shares two finite
values CM with f ′, then f ≡ f ′. Mues and Steinmetz [9], and Gundersen [4] improved this
result and proved the following theorem.
Theorem A. Let f be a nonconstant meromorphic function, a and b be two distinct finite values.
If f and f ′ share the values a and b CM, then f = f ′.
Frank and Weissenborn [1] further improved Theorem A and obtained the following result.
Theorem B. Let f be a nonconstant meromorphic function. If f and f (k) share two distinct
values a and b CM, then f = f (k).
An example given in [8] shows that the “CM” in Theorem B cannot be replaced by “IM.”
However, if 0 is a Picard exceptional value of f and f (k), Zheng and Wang [12] proved the
following theorem.
Theorem C. Let f (z) be a nonconstant meromorphic function, and k ( 2) be an integer. If 0 is
a Picard exceptional value of both f and f (k), and in addition, f and f (k) share a nonzero finite
value IM, then f (z) = eAz+B , where A and B are constants satisfying Ak = 1.
Gundersen [3] gave an example as follows, which shows that the condition k  2 in Theo-
rem C cannot be replaced by k  1, i.e., k = 1.
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0 is the Picard value of f and f ′. A is a shared value of f and f ′ IM, and f ≡ f ′.
The following result indicates that Gundersen’s example is unique in some sense.
Theorem D. [11] Let f be a nonconstant meromorphic function, and b be a nonzero finite value.
If f and f ′ share the value 0 CM, and share b IM, then f = f ′, or f (z) = 2b/(1 − ce−2z),
where c is a nonzero constant.
In the present paper, we shall prove the following results.
Theorem 1. Let f (z) be a nonconstant meromorphic function, and a1(z), a2(z) and b(z)
(a2(z), b(z) ≡ 0) be small functions with respect to f (z). If f (z) and g(z) = a1(z)f (z) +
a2(z)f ′(z) share 0 CM∗, and share b(z) IM∗, then f (z) = g(z) or f (z) takes one of the fol-
lowing two forms:
(i) f = b/(h − 1) and a1b + a2b′ = −b, where h satisfies h′/h = −1/a2;
(ii) f = 2b/(1 − h) and a1b + a2b′ = 0, where h satisfies h′/h = −2/a2.
Example (II). Let f (z) = A/(Be−z − 1), where A (= 0) is a constant. It is easy to verify that 0
is the Picard value of f and f ′. A is a shared value of f and f ′ IM, and f ≡ f ′.
Note: (I) is an example of case (ii) in Theorem 1, while (II) is an example of case (i) in
Theorem 1.
Corollary 1. Suppose that ai(z) (i = 1,2,3), and b(z) are meromorphic functions, and
a2a3b = 0. Then any of the following three equations:
b
(
a1f + a2f ′ − f
)2 = f (a1f + a2f ′)(f − b),(
a1f + a2f ′
)2
(f − b) = a3f 3
(
a1f + a2f ′ − b
)
,(
a1f + a2f ′
)
(f − b)3 = a3f
(
a1f + a2f ′ − b
)2
has no nonconstant meromorphic solution f satisfying T (r, ai) = S(r, f ) (i = 1,2,3), and
T (r, b) = S(r, f ).
Hence, the above three equations have no transcendental meromorphic solutions provided that
ai(z) (i = 1,2,3) and b(z) are rational functions with a2a3b = 0.
Corollary 2. Let f be a nonconstant meromorphic function, and b (≡ 0,∞) be a small function
of f . If f and f ′ share 0 CM∗, and share b IM∗, then f = f ′ or b is constant and f (z) =
2b/(1 − ce−2z), where c is a nonzero constant.
Theorem 2. Let f be a nonconstant meromorphic function, and b(z) (≡ 0,∞) be a small func-
tion of f . If f and f (k) (k  2) share b(z) IM∗, and in addition,
N
(
r,
1
f
)
+ N
(
r,
1
f (k)
)
= S(r, f ),
then f (z) = ceλz, where c and λ are nonzero constants and λk = 1.
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of Theorem C.
2. Lemmas
Before proving the main results, we present some existing results in the following three lem-
mas, which will be used in the proofs of Theorems 1 and 2.
Lemma 1. [6] Let f be a nonconstant meromorphic function, and f1, . . . , fn (n 2) be nonzero
meromorphic functions satisfying T (r, fi)O(T (r, f )), and suppose
N¯(r, fi) + N¯
(
r,
1
fi
)
= S(r, f ) (1)
for i = 1,2, . . . , n. Further, if fi = 1 for i = 1, . . . , n, and f1 + f2 + · · · + fn = 1, then at least
two (all, if n 3) fi satisfy T (r, fi) = S(r, f ).
Lemma 2. [7] Let f1 and f2 be two nonconstant meromorphic functions satisfying
N¯(r, fi) + N¯
(
r,
1
fi
)
= S(r), i = 1,2.
If f s1 f t2 − 1 is not identically zero for all integers s and t (|s| + |t | > 0), then for any positive
number ε, we have
N0(r,1;f1, f2) εT (r) + S(r),
where N0(r,1;f1, f2) denotes the reduced counting function of f1 and f2 related to the common
1-points and T (r) = T (r, f1)+T (r, f2), S(r) = o(T (r)) as r → ∞, except for a set of r of finite
linear measure.
Lemma 3. [2] If f is a transcendental meromorphic function, and k is a positive integer, then
the following inequality
(k − 1)N¯(r, f ) (1 + ε)N
(
r,
1
f (k)
)
+ (1 + ε)(N(r,f ) − N¯(r, f ))+ S(r, f )
holds for any positive number ε.
3. Proof of the results
Now we shall use a generalized version of Nevanlinna’s Second Fundamental Theorem (see,
e.g., [5, p. 47]) to prove our main results, Theorems 1 and 2.
Proof of Theorem 1. Since f and g share 0, b,∞ IM∗, it is easily seen from the Second Fun-
damental Theorem that
T (r, f ) 3T (r, g) + S(r, f ), (2)
T (r, g) 3T (r, f ) + S(r, g). (3)
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we obtain N¯(r, f = g = 0) N¯(r,1/a2) = S(r, f ). Thus we have
N¯
(
r,
1
f
)
+ N¯
(
r,
1
g
)
= S(r). (4)
Suppose f = g. Otherwise, nothing needs to be proved. Since f and g share b IM∗, it follows
from the second fundamental theorem, the theorem on the logarithmic derivative and (4) that
T (r, g) N¯(r, g) + N¯
(
r,
1
g
)
+ N¯
(
r,
1
g − b
)
+ S(r)
= N¯(r, f ) + N¯
(
r,
1
g − b
)
+ S(r)
 N¯(r, f ) + N¯
(
r,
1
g/f − 1
)
+ S(r)
 N¯(r, f ) + N¯
(
r,
1
a2f ′/f + a1 − 1
)
+ S(r)
 N¯(r, f ) + T
(
r,
f ′
f
)
+ S(r)
 N¯(r, f ) + m
(
r,
f ′
f
)
+ N¯(r, f ) + N¯
(
r,
1
f
)
+ S(r)
= 2N¯(r, f ) + S(r)
N(r, g) + S(r)
 T (r, g) + S(r).
Therefore, we get
T (r, g) = 2N¯(r, f ) + S(r) = N(r, g) + S(r), (5)
m(r,g) = S(r). (6)
Noting that N(r, g) = N(r,f ) + N¯(r, f ), we have
N(r,f ) = N¯(r, f ) + S(r), (7)
which clearly shows that N¯(2(r, f ) = S(r), and thus
N¯
(
r,
1
g − b
)
= N¯
(
r,
1
f − b
)
+ S(r) = N¯(r, f ) + S(r). (8)
By the inequalities before (5), we have T (r, f ′/f ) = N¯(r, f )+S(r). Then (4) and (8) together
imply that
N¯
(
r,
1
g − f
)
= N¯
(
r,
1
g/f − 1
)
+ S(r)
 T
(
r,
f
f
)
+ S(r)
= N¯(r, f ) + S(r)
= N¯
(
r,
1
)
+ S(r).
g − b
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N¯
(
r,
1
g − b
)
 N¯
(
r,
1
g − f
)
+ S(r).
Therefore,
N¯
(
r,
1
g − f
)
= N¯
(
r,
1
g − b
)
+ S(r). (9)
Let
α = g
′
g
− 2f
′
f
. (10)
Consider the poles of f . Simple poles of f are not poles of α, and multiple poles of f can be
neglected in view of (7). It follows from (4) and the lemma of logarithmic derivative that
T (r,α) = S(r). (11)
Since f and g share b IM∗, we see from (9) that f − b, g − b and g − f share 0 IM∗.
Suppose that z0 is a double zero of g − f , which is a zero of both f − b and g − b, but not a
zero or pole of a1, a2 or b. Then we have α(z0) = (a1(z0) − 1)/a2(z0). If α = (a1 − 1)/a2, then
it follows from (10) that any common zero z of f − b and g − b must be multiple zero of g − f
provided that z is not a zero or pole of a1, a2, or b. Therefore, by (9) and (4), we have
N¯
(
r,
1
g − b
)
= N¯
(
r,
1
g − f
)
+ S(r) 1
2
N
(
r,
1
g − f
)
+ S(r)
= 1
2
N
(
r,
f
g − f
)
+ S(r) 1
2
T
(
r,
g
f
)
+ S(r)
= 1
2
N
(
r,
f ′
f
)
+ S(r) = 1
2
N¯(r, f ) + S(r),
and thus the estimates (8) and (9) imply N¯(r, f ) = S(r). However, on the other hand, (2) and (5)
yield T (r, f ) = S(r), a contradiction. Hence α = (a1 − 1)/a2, leading to
N¯(2
(
r,
1
g − f
)
 N¯
(
r,
1
α − (a1 − 1)/a2
)
+ S(r) = S(r). (12)
If bg = f 2, then b(g − b) = (f − b)(f + b). Note that f and g share b IM∗. We
get N¯(r,1/(f + b)) = S(r). Let h1 = (f + b)/f . Then N¯(r, h1) + N¯(r,1/h1) = S(r).
Therefore, T (r,h′1/h1) = S(r). From bg = f 2 and the definition of g, we have f ′ =
f (f − a1b)/(ba2), which is inserted into h′1/h1 = (b′f − bf ′)/(f (f + b)) yields h′1/h1 =
(a1b + a2b′ + b)/(a2(f + b)) − 1/a2. If a1b + a2b′ + b = 0, then we get T (r, f ) = S(r),
a contradiction. Thus a1b + a2b′ + b = 0, then h′1/h1 = −1/a2, and f = b/(h1 − 1). Hence f
assumes the first form in Theorem 1.
In the following, we assume
bg = f 2. (13)
If −b(g − f )2 = f (f − b)(g − b), then
b2 = −g + 3b g − b
(
g
)2
.
f f f
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the zeros and poles of b, a1, a2, we have N(r,1/f ) = 2N¯(r,1/f ) + S(r) = S(r).
From the above equation and the lemma of logarithmic derivative, together by using m(r,g) =
S(r) from (6), we get m(r,1/f ) = S(r). Therefore, T (r, f ) = S(r), a contradiction. Hence
−b(g − f )2 = f (f − b)(g − b). (14)
If g(f − b)2 = f 2(g − b), then 2fg = bg + f 2, which implies N¯(r, f ) = S(r). It follows
from (2) and (5) that T (r, f ) = S(r), a contradiction. Hence
g(f − b)2 = f 2(g − b). (15)
If
−b(g − f )2 = f 2(g − b), (16)
then −bg = f (f − 2b). Since N¯(r,1/g) = S(r), we have N¯(r,1/(f − 2b)) = S(r). Let h2 =
(f − 2b)/f . It is easy to see that T (r,h′2/h2) = S(r). Since g = a1f + a2f ′, we get
−b(a1f + a2f ′) = f (f − 2b),
from which we obtain
f ′
f
= −a1
a2
− f − 2b
a2b
.
Hence,
h′2
h2
= −2b
′f + 2bf ′
f (f − 2b) = −
2
a2
− 2(a1b + a2b
′)
a2(f − 2b) .
If a1b + a2b′ = 0, then the above equation leads to T (r, f ) = S(r), a contradiction. Thus a1b +
a2b′ = 0, then h′2/h2 = −2/a2, and so f can be expressed as 2b/(1 − h2), which is the second
form in Theorem 1.
To complete the proof of Theorem 1, we need to show that
−b(g − f )2 = f 2(g − b) (17)
always leads to a contradiction by distinguishing two cases below.
Case 1. Suppose that the following condition holds:
α = b
′
b
− 21 − a1
a2
. (18)
If a1b + a2b′ = b, then by (10) and (18), we have
g′
g
− 2f
′
f
+ b
′
b
= 0.
By integrating the above equation, we know that bg/f 2 is a nonzero constant. From (5), (8), we
have
N¯
(
r,
1
g − b
)
= 1
2
T (r, g) + S(r), (19)
and note that b(z)g(z)/f 2(z) = 1 holds for any common zero of f − b and g − b provided that
it is not any zero or pole of b. If f − b and g − b have a common zero (which is not a zero or
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that f and g share b IM∗ we would deduce N¯(r,1/(g − b)) = S(r) which together with (19)
and (2) implies T (r, f ) = S(r), a contradiction. Consequently, a1b + a2b′ = b. Suppose that z is
a common zero of f − b and g − b, but not any zero or pole of a1, a2 or b. We have a1(z)b(z)+
a2(z)b′(z) = b(z) provided that z is a multiple zero of f − b. Therefore,
N¯(2
(
r,
1
f − b
)
 N¯
(
r,
1
a1b + a2b′ − b
)
+ S(r) = S(r). (20)
Suppose that z1 is a common zero of f − b and g − b, but not a zero or pole of a1, a2 or b.
By (10), (18) and g = a1f +a2f ′, we get g′(z1)−b′(z1) = 0, which implies that z1 is a multiple
zero of g − b. Hence,
N¯1)
(
r,
1
g − b
)
= S(r). (21)
From Eq. (21), together with (5) and (8), we deduce that
N¯(r, f ) = N¯
(
r,
1
g − b
)
+ S(r) 1
2
N
(
r,
1
g − b
)
+ S(r)
 1
2
T (r, g) + S(r) = N¯(r, f ) + S(r).
Therefore, N(r,1/(g − b)) = 2N¯(r,1/(g − b)) + S(r), and thus, with the aid of (21),
N(3
(
r,
1
g − b
)
= S(r). (22)
Let
f1 = g(f − b)
2
f 2(g − b) , f2 =
bg
f 2
, f3 = −b(g − f )
2
f 2(g − b) .
Then we have f1 + f2 + f3 = 1. By (4), (7), (12), (21), (22) and (20), we obtain
N¯(r, fi) + N¯
(
r,
1
fi
)
= S(r), i = 1,2,3.
Further, by (13), (15) and (17), we get fi = 1, i = 1,2,3. Therefore, by Lemma 1, we have
T (r, f1) = S(r). Note that f1(z) = 1 holds for any pole of f provided that it is not any zero or
pole of a1, a2 or b. Hence we get
N¯(r, f ) N¯
(
r,
1
f1 − 1
)
+ S(r) T (r, f1) + S(r) = S(r).
However, it follows from (2) and (5) that T (r, f ) = S(r), which indicates that the above
conclusion is not possible. Hence, Case 1 is ruled out.
Case 2. Suppose that (18) is not true, i.e.,
α = b
′
b
− 21 − a1
a2
. (23)
If z2 is a multiple zero of g − b, which is a zero of f − b but not a zero or pole of a1, a2 or b,
then by a simple manipulation, we get
α(z2) =
(
b′ − 21 − a1
)
(z2).b a2
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N¯(2
(
r,
1
g − b
)
 N¯
(
r,
1
α − b′/b + 2(1 − a1)/a2
)
+ S(r)
 T (r,α) + S(r) = S(r). (24)
Let
β = g
′ − f ′
g − f −
g′ − b′
g − b . (25)
Then by noting (7), a simple calculation shows that β(z) = 1/a2(z) holds for “almost all” poles
of f . Since N¯(r, f ) = S(r), we have β = 1/a2, i.e.,
g′ − f ′
g − f −
g′ − b′
g − b =
1
a2
. (26)
Again, a simple computation shows that any multiple zero of f − b must be zero of a1b +
a2b′ − b provided that it is also a zero of g − b, but not any zero or pole of a1, a2 or b. If
b = a1b + a2b′, then we have
N¯(2
(
r,
1
f − b
)
= S(r). (27)
Similarly, let
g1 = g(f − b)
f (g − b) , g2 =
b(g − f )
f (f − b) , g3 = −
b(g − f )2
f (f − b)(g − b) .
We have g1 + g2 + g3 = 1. From (4), (7), (12), (24) and (27), we get
N¯(r, gi) + N¯
(
r,
1
gi
)
= S(r), i = 1,2,3.
Since f = g, we have g1 = 1. Further, from (13) and (14), we obtain g2 = 1 and g3 = 1, respec-
tively. Then it follows from Lemma 1 that T (r, g1) = S(r). Note that g1(z) = 1 holds for “almost
all” poles of f . Hence N¯(r, f ) = S(r), which together with (2) and (5) implies T (r, f ) = S(r).
This is impossible.
In the following, we assume that
a1b + a2b′ = b, (28)
which, together with g = a1f + a2f ′, shows that any common zero of f − b and g − b must be
multiple zero of f − b provided that it is not any zero or pole of a1, a2 or b. Therefore,
N¯1)
(
r,
1
f − b
)
= S(r). (29)
From (29), (4), (8) and the second fundamental theorem, we can deduce that
2N¯(r, f ) = 2N¯
(
r,
1
f − b
)
+ S(r)N
(
r,
1
f − b
)
+ S(r)
 T (r, f ) + S(r) N¯(r, f ) + N¯
(
r,
1
f
)
+ N¯
(
r,
1
f − b
)
+ S(r)
 2N¯(r, f ) + S(r).
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T (r, f ) = 2N¯(r, f ) + S(r) = N
(
r,
1
f − b
)
+ S(r) = 2N¯
(
r,
1
f − b
)
+ S(r). (30)
Next, let
F1 = g − b
g − f and F2 =
bg
f 2
.
Then by (4), (7), (12) and (24), we have N¯(r,Fi) + N¯(r,1/Fi) = S(r), i = 1,2. Therefore,
T (r,F ′1/F1) = S(r), and
m
(
r,
1
F1 − 1
)
= m
(
r,
1
F1 − 1 + 1
)
+ S(r)
= m
(
r,
F1
F1 − 1
)
+ S(r)
m
(
r,
F ′1
F1 − 1
)
+ m
(
r,
F1
F ′1
)
+ S(r)
= S(r).
If z0 is a zero of f − b with multiplicity k  1 (but not a zero or a pole of a1, a2, b), then it
is a zero of g − b with multiplicity k − 1 (i.e., for k = 1 it is not a zero of g − b at all). Hence
by (30), we get
T (r,F1) = N
(
r,
1
F1 − 1
)
+ S(r) = N
(
r,
g − f
f − b
)
+ S(r)
= N¯(r, f ) + N¯
(
r,
1
f − b
)
+ S(r)
= T (r, f ) + S(r).
Then from (26), (28) and g = a1f + a2f ′, eliminating f ′ yields(
(a1 + 1)g + a2g′ − 2b
)
f = 2g2 − (a2b′ + 2b)g + a2bg′. (31)
Noting (4), we have
N
(
r,
1
g
)
= N
(
r,
1
f
)
+ N¯
(
r,
1
g
)
+ S(r) = N
(
r,
1
f
)
+ S(r). (32)
On the other hand, from N(r,F2) = N(r,1/f )+ N¯(r,1/f )+S(r) and (4), we obtain N(r,F2) =
N(r,1/f )+S(r). Thus m(r,F2)m(r,1/f )+S(r) due to g = a1f +a2f ′. Now rewriting (31)
as
2b
f
=
(
a1 + 1 + a2 g
′
g
)
g
f
− 2
(
g
f
)2
+
(
a2
b′
b
+ 2 − a2 g
′
g
)
F2,
we can see that m(r,1/f )m(r,F2)+S(r). Hence, m(r,F2) = m(r,1/f )+S(r). Therefore, we
have T (r,F2) = T (r, f )+S(r) = T (r,F1)+S(r). Note that N¯(r,1/(f −b)) = 12T (r, f )+S(r),
and “almost all” zeros of f − b are common 1-points of F1 and F2. By Lemma 2, there ex-
ist two integers s and t such that F s1 F
t
2 = 1. It follows that |s|T (r,F1) = |t |T (r,F2) + O(1).
Further, note that T (r,F1) = T (r,F2) + S(r), which implies that s = ±t . Therefore, F1F2 = c
W. Yao, P. Li / J. Math. Anal. Appl. 322 (2006) 133–145 143or F1 = cF2, where c is a constant satisfying c|s| = 1. The equation N¯(r,1/(f − b)) =
1
2T (r, f )+ S(r) implies that F1 and F2 have many common 1-points. Consequently, c = 1. And
thus F1F2 = 1 or F1 = F2.
If F1F2 = 1, then bg(g − b) = f 2(g − f ) = f 2g − f 3, i.e., f 2 = fg − b(g − b)g/f . There-
fore, by (6), we get
2m(r,f ) = m
(
r, fg − b(g − b)g
f
)
+ S(r) = m(r,fg) + S(r)m(r,f ) + S(r).
Hence, m(r,f ) = S(r). By (7) and (30), we get T (r, f ) = S(r), a contradiction.
If F1 = F2, then g = b(g/f − r1)(g/f − r2), where r1 and r2 are two roots of z2 − z+ 1 = 0.
By (4), we get
N¯
(
r,
1
g/f − ri
)
= S(r), i = 1,2.
It is easy to see that g/f is not a constant. Otherwise, if g/f was constant, then from g =
b(g/f − r1)(g/f − r2) we would obtain T (r, g) = S(r), hence in view of (2) T (r, f ) = S(r). By
the second fundamental theorem, we have
T (r, g/f ) N¯
(
r,
1
g/f
)
+ N¯
(
r,
1
g/f − r1
)
+ N¯
(
r,
1
g/f − r2
)
+ S
(
r,
g
f
)
.
Since f and g/f have the same poles (except for the zeros and poles of a1, a2), we have
N¯(r, f )  N¯(r, g/f ) + S(r)  T (r, g/f ) + S(r) = S(r) + S(r, g/f ) = S(r). Then by noting
that g = a1f + a2f ′ and N¯(r,1/g) = S(r), we get N¯(r, f ) = S(r). Further by (30), we obtain
T (r, f ) = S(r), again a contradiction. Hence Case 2 is also ruled out. The proof of Theorem 1 is
complete. 
Proof of Corollary 1. First, note that the cases of f ≡ g and g ≡ 0 in applying Theorem 1
can be ruled out by the assumptions on f and a1, a2, a3, b. If f is a nonconstant meromorphic
solution of one of the equations in Corollary 1, and T (r, ai)+ T (r, b) = S(r, f ), i = 1,2,3, then
it is easy to verify that f and g = a1f + a2f ′ share 0 CM∗, and share b IM∗. By Theorem 1,
f assumes one of the forms in Theorem 1. If f takes the first form, then a1f +a2f ′ = b/(h−1)2.
If f assumes the second form, then a1f + a2f ′ = −4bh/(h − 1)2. Therefore, f cannot be the
solution of any equation in Corollary 1. This completes the proof of Corollary 1. 
Proof of Corollary 2. Since a1 = 0 and a2 = 1, we have h′ = −h and b′ = −b provided that
f assumes the first form in Theorem 1. Hence, b cannot be a small function of h, and thus
cannot be a small function of f . This is impossible. If f assumes the second form in Theorem 1,
then b′ = 0 and h′ = −2h. Hence b is a constant and h = ce−2z. The proof of Corollary 2 is
finished. 
Proof of Theorem 2. Suppose that f and f (k) share b IM∗ and
N¯
(
r,
1
f
)
+ N
(
r,
1
f (k)
)
= S(r, f ). (33)
If f = f (k), then there exist constants c1, . . . , ck such that
f (z) = c1eλ1z + · · · + ckeλkz,
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N(r,f ) = 0 and N¯(r,1/f ) = S(r, f ). By the lemma on the logarithmic derivative, we have
T (r,β) = S(r, f ). Therefore, β is a small function with respect to eλj z, j = 1, . . . , k. From
the above equation, we have
λ1c1e
λ1z + · · · + λkckeλkz = β
(
c1e
λ1z + · · · + ckeλkz
)
.
By Lemma 1, it is easy to prove that eλ1z, . . . , eλkz are linearly independent over the field of small
functions with respect to eλj z, j = 1, . . . , k. Therefore, cj (λj − β) ≡ 0, j = 1, . . . , k. It follows
that only one of the constants in {c1, . . . , ck} is not zero. Hence f (z) = ceλz, where c and λ are
nonzero constants and λk = 1.
If f = f (k), then f (k)/f ≡ 1. Suppose that z0 is a common zero of f (k) − b and f − b
ignoring the multiplicities, but not the zero of b. Then, we have f (k)(z0)/f (z0) = 1. Since f and
f (k) share b IM∗, we have
N¯
(
r,
1
f (k) − b
)
 N¯
(
r,
1
f (k)/f − 1
)
+ S(r, f ) T
(
r,
f (k)
f
)
+ S(r, f )
 kN¯
(
r,
1
f
)
+ kN¯(r, f ) + S(r, f )
= kN¯(r, f ) + S(r, f ).
By the second fundamental theorem, we have
T
(
r, f (k)
)
 N¯
(
r, f (k)
)+ N¯(r,1/f (k))+ N¯
(
r,
1
f (k) − b
)
+ S(r, f (k))
= N¯(r, f ) + N¯
(
r,
1
f (k) − b
)
+ S(r, f )
 N¯(r, f ) + kN¯(r, f ) + S(r, f )
N(r,f ) + kN¯(r, f ) + S(r, f )
= T (r, f (k))+ S(r, f ).
Therefore, we obtain
N(r,f ) = N¯(r, f ) + S(r, f ), (34)
N¯
(
r,
1
f (k) − b
)
= kN¯(r, f ) + S(r, f ). (35)
Then again by the second fundamental theorem and note that f and f (k) share b IM∗, we get
T (r, f ) N¯(r, f ) + N¯
(
r,
1
f
)
+ N¯
(
r,
1
f − b
)
+ S(r, f )
= (k + 1)N¯(r, f ) + S(r, f ). (36)
Let
α = f
(k+1)
f (k)
− (k + 1)f
′
f
.
Obviously, m(r,α) = S(r, f ) by the lemma on the logarithmic derivative. In view of (34), “al-
most all” poles of f are simple. But these simple poles of f are removable singularities of α.
Therefore, N(r,α) = S(r, f ). Hence we have T (r,α) = S(r, f ).
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is a nonzero constant. If α = 0, then f (k)/f k+1 is not rational. This contradicts the assumption.
Hence α = 0, and thus f (k) = cf k+1. Since T (r, b) = S(r, f ), b must be a nonzero constant.
Since f (k) and f share b, we deduce that cf k+1 and f share b. The equation wk+1 − b/c = 0
has k + 1 different roots. We can select a root w0 of this equation such that w0 = b and f assumes
the value w0, which is possible since k + 1 3 and f is rational. If z0 is a zero of f (z) − w0,
then cf k+1(z0) = b, and thus f (z0) = b. Therefore, w0 = b. This is impossible.
If f is a transcendental meromorphic function, then by (33), (34) and Lemma 3, we get
N¯(r, f ) = S(r, f ). From this and (36), we get T (r, f ) = S(r, f ), a contradiction. This completes
the proof of Theorem 2. 
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