Abstract. This article deals with the characterizations of Hardy space H 1 on R n × R m using different norms on distinct variables. This result can be applied to the boundedness of certain operators on H 1 (R n × R m ).
Introduction
The product Hardy space theory was developed by R. Gundy and E.M. Stein [7] , S.-Y. Chang and R. Fefferman [1, 2, 4, 5] , as well as J. Journé [11, 12] . See [13, 15, 16] for some recent progress on multiparameter theory. As we all know, the space H 1 (R n × R m ) has a variety of different norms, in terms of maximal functions, square functions and Riesz transforms (see Theorem 3.4 of [13] ).
Theorem A (Equivalent forms of H 1 norm). All the norms below are equivalent and can be used as a definition of H
where S(f ) is the Littlewood-Paley square function and we use f + and f * to denote the vertical and nontangential maximal function, respectively, R 1,i to denote the ith Riesz transform for the first variable x 1 ∈ R n and R 2,j the jth Riesz transform for the second variable x 2 ∈ R m , and the 0th is the identity operator.
Moreover, H 1 (R n × R m ) adapts an atomic decomposition as follows. See Section 2 for the denotation. (1) supp a ⊂ Ω; (2) a has a further decomposition as a =
R∈m(Ω)
a R , where a R satisfy (i) supp a R ⊂ 3R;
(ii) R n a R (x, y) dx = 0, ∀y ∈ R m , R m a R (x, y) dy = 0, ∀x ∈ R n ; (3) a 2 In this paper, we develop several characterizations of Hardy space H 1 (R n × R m ) using different norms on distinct variables.
To begin with, we consider the following (N , S)-function which appears as a nontangential maximal function on the first variable and as a Littlewood-Paley square function on the second variable. The notation Γ(x 1 ) = {(y 1 , t 1 ) ∈ R n+1 + : |x 1 − y 1 | < t 1 } denotes the standard cone with vertex x 1 ∈ R n . Similarly, Γ(x 2 ) = {(y 2 , t 2 ) ∈ R m+1 + : |x 2 − y 2 | < t 2 } denotes the standard cone with vertex x 2 ∈ R m :
( .
Here and throughout the whole paper, φ ∈ C ∞ (R n ), |φ(x)| ≤ C(1 + |x|) −n−1 , |∇φ(x)| ≤ C(1 + |x|)
−n−2 , φ(x)dx = 1 and φ t 1 (x) = t −n 1 φ( ), where t 1 > 0, t 2 > 0 and C is a positive constant. Then we will prove that H 1 (R n × R m ) can be characterized in terms of the (N , S)-function. To see this, define
with the norm
We then have the first main result of this paper as follows.
Note that Theorem A implies that H 1 (R n × R m ) can be characterized by the product type nontangential maximal function or the Littlewood-Paley square function, which can be considered as the nontangential maximal function or the Littlewood-Paley square function (in the single parameter case) acting on both the first and second variables. Our result shows that one can also use the combination of the nontangential maximal function and the Littlewood-Paley square function (in the single parameter case) to give an equivalent characterization of 
Then we define
Similarly, we can define spaces
in the norms given by the L 1 norm of the corresponding function plus the L 1 norm of the function itself, e.g.
where f +,S (x 1 , x 2 ) =: sup
. Now we state the second main result of this paper as follows.
Theorem 1.2. Let all the notation be the same as above. Then we have
The paper is organized as follows. In Section 2, we introduce some definitions and preliminary results. In Section 3, we prove Theorem 1.1 using two approaches. In the last section we prove Theorem 1.2.
Preliminaries
For any
Next, we use * 2 to denote the convolution on the second variable; that is,
for any functions f on R m and g on R n × R m . Similarly, we can define the convolution * 1 on the first variable. Now we recall Journé's covering lemma ( [10] ) as follows. 
where c δ is a constant depending only on δ, not on Ω.
Moreover, we need the following tent space theory which has been studied by [3] . R n+1 + will denote the usual upper half-space in
As in [3] , the "tent space" T p 2 is defined as the space of functions f such that 
In the following Lemma 2.3 (see [14] for the proof), we shall assume that Φ ∈ C 1 0 (R n ) is nonnegative, radial and nonincreasing, Φ = 1 on B(0, 1/2), supp Φ ⊂ B(0, 1) and Φ(x) dx = 1. We may sometimes use capital letters to denote points in R n+1 + , for example, X = (x, t), and set u(x, t)
where Ψ is a vector-valued function with the same support as Φ and mean value 0. In fact, we first fix a function ψ satisfying the conditions as in (1.1), and then we prove that the definition of
is independent of the choices of functions φ. To see this, we set
where P t 1 is the Poisson kernel on R n . Here and throughout this section, we use · B(x 2 ) to denote the vector-valued norm defined as in (2.1). It is easy to see that P t 1 satisfies all conditions as φ in (1.1). Moreover, let F = { · α,β } be any finite collection of seminorms on the test function space S, where · α,β is given by φ α,β = sup x∈R n |x α ∂ β x φ(x)| and α and β are n-tuples of natural numbers. Define
Then we have the following result:
Then the following conditions are equivalent:
We can obtain this proposition by following the proof of Theorem 1 as in Chapter 3, §1.2, [17] with only minor modifications.
Proposition 3.1 implies that for any fixed ψ, the definition of 
is also independent of the choices of ψ. Now we will prove Theorem 1.1 by showing the following two propositions.
Proof of Proposition 3.2. In this part, we give two approaches: one relies on the atomic decomposition for the product Hardy space H 1 (R n × R m ) (see [2, 8] for the idea); the other is due to the result of C. Fefferman and E.M. Stein ([6] ), using the distribution inequality.
, where the a j 's are product atoms and
, where f N ,S was defined in (1.1). Recently, Han et al. have showed that a linear operator T , which is bounded on
. See Theorem 1.3 of [9] . The proof is also applicable to sublinear operators. Thus, to prove Proposition 3.2, it suffices to show that there exists some constant C such that for each product atom a,
Assume that a = R∈m(Ω) a R is a product atom supported in some open set Ω of R n+m with finite measure. For any R = I × J ∈ m(Ω), let (I), (J) be the side-lengths of cubes I and J, and I be the longest dyadic interval containing I so that
, and let J be the longest dyadic interval so that J ⊇ J and I × J ⊂ Ω * * , where
. Let R be the 10-fold dilate of I × J concentric with I × J . Clearly, the boundedness of the strong maximal function
where we use M (1) to denote the Hardy-Littlewood maximal operator on the first variable. By using the L 2 -boundedness of M (1) and the square function, we obtain
Therefore, we have proved
One writes
We first estimate the term D. Observe that
Denote F t 2 ,y 2 (y 1 ) := ψ t 2 * 2 a R (y 1 , y 2 ). By Hölder's inequality, (3.5)
Denote the center of I and J by x I and x J , respectively. By noting that |x 1 − y 1 | < t 1 , z 1 ∈ 3I and x 1 ∈ 10I , we can apply the cancellation of atoms (i.e. (ii) of (2) in Definition B) to obtain
where 1 ∧ (I)/t 1 := min(1, (I)/t 1 ). By substituting (3.6) back into (3.5), we have
where in the last inequality we have used Hölder's inequality and Lemma 2.1.
Therefore,
where the last inequality follows from Hölder's inequality and Lemma 2.1. We then estimate the term E. Observe that
We only estimate E 1 since E 2 can be estimated by the similar argument to that of D 2 . Applying Hölder's inequality, we have
Observe that |φ t 1 ψ t 2 * a R (y 1 , y 2 )| ≤ M (1) (ψ t 2 * a R (·, y 2 ))(x 1 ) whenever |x 1 −y 1 | < t 1 . This, together with the L 2 -boundedness of M (1) , yields (3.8)
By the similar argument to (3.7), one writes
Substituting (3.9) back into (3.8) and then using Lemma 2.1, we can obtain
Therefore, we obtain the required estimate (3.4), which implies (3.3).
Method 2 (via distribution inequality). It suffices to prove that
, where P t 1 is the Poisson kernel in R n , C is a constant independent of f and Γ β (x 1 ) = {(y 1 , t 1 ) : |x 1 − y 1 | < βt 1 } is the cone with aperture β > 1. Now set F t 2 ,y 2 (y 1 ) = ψ t 2 * 2 f (y 1 , y 2 ). Then we can further define the vectorvalued square function and nontangential maximal function of F t 2 ,y 2 (y 1 ) as follows:
where B(x 2 ) is as in (2.1).
Thus, to prove (3.10), it suffices to prove that
We let E be the closed set {x 1 
To show (3.13), we will prove that for all α > 0 and a.e.
Now let E 0 be those points at which E has relative density at least 1/2; more precisely, set E 0 = {x 1 ∈ R n : for every cube Q, such that
. We now form the region R = x 1 ∈E 0 Γ(x 1 ) with the corresponding approximating regions R whose boundaries, B , are given as hypersurfaces t = cδ (x) with δ (x) smooth and |∂δ /∂x j | ≤ 1, j = 1, ..., n. (See [18] , page 206.) We have
In the second integral we restrict integration over (y, t) ∈ R, which implies that for somex ∈ E 0 , (y, t) ∈ Γ(x), i.e., |x − y| < t. Then (y, t) ∈ Γ β (x 1 ) whenever |x 1 −x| < (β − 1)t. Thus {x 1 ∈ E : (y, t) ∈ Γ β (x 1 )} ≥ |E ∩ B|, where B is the ball centered atx ∈ E 0 with radius (β − 1)t. In view of the definition of E 0 , the latter quantity exceeds ct n , and so
We write the last integral as
Then, transform the integral by Green's theorem, obtaining
where C 1 and C 2 are two positive constants independent of . Let
We have
Hence J is finite for every .
We now divide the boundary B into two parts B = B E 0 ∪ B B * , where B E 0 is the part above the set E 0 , and B B * is the part lying above the set B * . Next,
To estimate the above two terms, we recall the following result on harmonic functions. Thus, by using Lemma 3.4, we have that
Lemma 3.4 ([18]). Suppose u is harmonic in
for small enough.
Next, for each > 0, define a function f on R n by setting
where χ B * is the characteristic function of B * , and t = δ (x 1 ) is the equation of the hypersurface B = ∂R . Let U (x 1 , t 1 ) be the Poisson integral of the function f , i.e., U (x 1 , t 1 ) = P t 1 * f (x 1 ). We claim that
In fact, choose β * satisfying 1 < β * < β. Then there exists a positive constant C such that B ((y 1 , t 1 where  B ((y 1 , t 1 ) , Ct 1 ) is the ball centered at (y 1 , t 1 ) with radius Ct 1 . Now from Lemma 3.4, we have t 1 ∇P t 1 * 1 F t 2 ,y 2 (y 1 ) B(x 2 ) ≤ Cα whenever (y 1 , t 1 ) ∈ B . Set Q 1 = (y 1 , t 1 ) and for any distinct point Q 2 ∈ B , we have |Q 1 − Q 2 | ≤ Ct 1 . Moreover,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
VARIOUS CHARACTERIZATIONS OF PRODUCT HARDY SPACE 4395
Set S = B ∩ B . Then
We then select a subsequence of the f which converges weakly tof ∈ L 2 (R n ). From (3.16), we have
Passing to the limit, we obtain that
where U is the Poisson kernel off , and
which implies (3.14).
Proof of Proposition 3.3. It suffices to prove that there exists a constant C > 0 such that
and F * (x 1 , x 2 ) be the same as (3.11) and (3.12), respectively. Set S(F )(x 1 , x 2 ) = S 1 (F )(x 1 , x 2 ). Thus, to prove (3.19) , it suffices to prove that
To prove (3.20) , it is enough to show that for all α > 0 and almost everywhere
In fact, note that for almost everywhere x 2 ∈ R m , we have
Suppose (3.21) holds. Then
By integrating α and x 2 on both sides of the inequality above, we then obtain (3.20). Now let us prove (3.21):
Note that
where we use B(y 1 , t 1 ) to denote the ball in R n centered at y 1 with radius t 1 , and
Thus, we have obtained that
It is easy to check that if B(y 1 , t 1 )∩{z :
is as in Lemma 2.3 and g(x) = χ {F * (x,x 2 )≤α} (x). This, together with Lemma 2.3, implies
where the third inequality follows from Lemma 2.3. For the term I, from the definitions of g(x) and F * (x 1 , x 2 ), we have
As for the term II, we only need to consider Ψ t 1 * (g)(y 1 ) = 0. In this case,
Therefore, by (3.23) and the cancellation condition of Ψ, we obtain
Combining the estimates of I and II, we can see that (3.21) holds, which implies that (3.20) holds. This completes the proof of Theorem 1.1.
Proof of Theorem
. By the similar argument to Method 1 of Proposition 3.2, we can easily check that
To prove the converse part, it suffices to prove that In fact, the proof is similar to that of Proposition 3.3 with the minor modification that · B(x 2 ) is replaced by · B .
Secondly, we claim that
.
We observe that the right part of the inequality above is the T 1 2 norm of the function F (x, t). By Proposition 2.2, we obtain F (x, t) = j λ j a j (x, t), where a j (x, t) are T 1 2 atoms.
To prove (4.26), it is enough to prove that for each T 1 2 atom a(x, t) associated to some cube Q, there exists a constant C such that
In fact, by Hölder's inequality and the definition of the T 
