Considering the initial value problem for the two-dimensional Zakharov-Kuznetsov equation
Introduction and Main Results
This article is concerned with the Cauchy problem for the two-dimensional ZakharovKuznetsov equation(ZK) u t + ∂ x ∆u + ∂ x u 2 = 0, u(x, y, 0) = u 0 (x, y),
where u = u(x, y, t) is a real-valued function of (x, y) ∈ R 2 , t 0 and ∆ is the Laplace operator.
The ZK equation has been introduced by V.E. Zakharov and E.A. Kuznetsov [14] to describe the propagation of ionic-acoustic waves in magnetized plasma. It generalizes the Korteweg-de Vries equation, which is spatially one dimensional. Laedke and Spatschek [15] first derived from the basic hydrodynamic equations the two-dimensional ZakharovKuznetsov equation considered here. Lannes, Linares and Saut [16] justified rigorously that the ZK equation is a wave limit of the Euler-Poisson system both in two and in three dimensions.
Contrary to the Korteweg-de Vries equation or the Kadomtsev-Petviashvili equation, the ZK equation is not completely integrable, but there still exists an underlying Hamiltonian structure and the following two significant invariants, M (u)(t) = In the three-dimensional case, the Cauchy problem associated to Zakharov-Kuznetsov equation was shown to be locally well-posed in H s (R 3 ) for s > 9 8 by Linares and Saut [18] following the ideas of Koch and Tzvetkov [13] . Applying a sharp maximal function estimate in the time-weighted space, Ribaud and Vento [21] proved the local well-posedness in the larger data spaces H s (R 3 ) for s > 1 as well as in Besov space B 1 2,1 (R 3 ). Global wellposedness for ZK equation in H s (R 3 ) for s > 1 was obtained by L. Molinet and D. Pilod [19] through taking advantage of the conservation laws, doubling time and the argument of Bourgain which he used to deal with time dependent periodic nonlinear Schrödinger equations (see [2] ) . Also, it is L. Molinet and D. Pilod who originality applied this crucial tool of atomic spaces to the well-posedness for ZK equation.
Inspired by the ideas of Kenig, Ponce and Vega [9] , Faminskii [5] combined the local smoothing effects with a maximal function estimate for the linearized equation in order to obtain the local well-posedness for the two-dimensional ZK equation in the energy space H 1 (R 2 ). He also proved the global well-posedness by making use of the L 2 and H 1 conserved quantities for solutions of (1.1). Local well-posedness result was subsequently pushed down to s > 3 4 by Linares and Pastor [17] via optimizing the proof of Faminskii. As far as we know, the most advanced result on local well-posedness in the two-dimensional case belongs to A. Grünrock and S. Herr [7] together with L. Molinet and D. Pilod [19] . By applying the Fourier restriction norm method and one kind of sharp Strichartz estimates, they proved the local well-posedness in H s (R 2 ) for s > 1 2 simultaneously. But there is no paper on the global well-posedness below H 1 (R 2 ) up to now.
The purpose of this paper is to derive global well-posedness when s < 1 by means of I-method (see Colliander, Keel, Staffilani, Takaoka and Tao [3] ) and improve the local well-posedness theory with the help of atomic spaces. Our main results are as follows. Remark 1. The meaning of "globally well-posed" is that given data u 0 ∈ H s (R 2 ) and any time T > 0, there exists a unique solution to (1.1) u(x, y, t) ∈ C([0, T ]; H s (R 2 )) ∩ X s, 1 2 + T which depends continuously upon u 0 .
Remark 2. If one could replace the increment N − 1 4 in E(I N u) on the right hand of (3.17) with N −α for some α > 0, one could repeat the almost conservation law argument to prove global well-posedness of (1.1) for all s > 2,1 (R 2 ).
Remark 3. The scale invariant Sobolev regularity is s c = −1. From the view of embedding
, it seems natural to consider the local well-posedness
2,1 (R 2 ) . Nevertheless this is not obvious. Indeed, if inequality (9) with p = 2 and q = ∞ held valid in [7] (see contribution R 2 on page 2066 of [7] ), the proof by Grünrock and Herr [7] could work for H 1 2 (R 2 ). But it corresponds to the non-admissible endpoint of the Strichartz estimates, which can not be recovered by the use of Besov space. The new ingredient of our proof is Lemma 5.3 in Section 5, which is concerned with the bilinear Strichartz estimate. What's more, we make use of the modulation decompose technique by Hadac, Herr and Koch (see [8] ) to deal with the "Region 4" part in the proof of Proposition 5.4. Well-posedness in H s (R 2 ) for s Organization of the paper. Section 2 contains two subsections that provide preliminaries for global and local wellposedness respectively. In Subsection 2.1, we first recall the Bourgain space X s,b and corresponding Strichartz-type estimates. Then, in Subsection 2.2, we summarize the definitions and results on U p and V p spaces. In Section 3 we show the almost conservation law. This is the important constituent for the proof of Theorem 1.1, which is eventually presented in Section 4. We prove our crucial bilinear estimate related to the ZK equation in Section 5. Finally, Section 6 is devoted to the proof of Theorem 1.2.
We conclude this section with the notation given. Let c < 1, C > 3 denote universal constants, which can be different at different places. Given A, B 0, A B stands for A C · B, A ∼ B means that A B and B A. We write A ≫ B to mean A > C · B. We will often use the notation c+ ≡ c + ǫ for some 0 < ǫ ≪ 1. Similarly, we shall write c + + ≡ c + 2ǫ and c− ≡ c − ǫ. We set a := (1 + a 2 ) 1 2 for a ∈ R and fix a smooth cut-off function χ ∈ C ∞ 0 ([−2, 2]) satisfying χ is even , nonnegative, and χ = 1 on [−1, 1].
Throughout this paper we denote spatial variables by x, y and their dual Fourier variables by ξ, η. As usual, τ is the dual variable of the time t. F(u) orû will denote space-time Fourier transform of u, whereas F x,y (u) or u xy will denote its Fourier transform in space.
For s ∈ R, I s x and I s y denote the one-dimensional Riesz-potential operators of order −s with respect to spatial variable x and y . We also write ζ = (ξ, η), λ = (ξ, η, τ ) and µ = τ − ξ 3 − η 3 for brevity.
We will use the capital letters N, M to denote dyadic numbers and write N 1 a N := n∈N a 2 n , N M a N := n∈N;2 n M a 2 n for dyadic summations.
Function spaces and Strichartz estimates
We write ψ(x) := χ(x) − χ(2x) and ψ N := ψ(N −1 ·). The Littlewood-Paley multipliers are defined by P 0 u = χ(2|ζ|) u and
Given Lebesgue space exponents q, r and a function F (x, y, t) on R 3 , we write
This norm will be shortened to L q t L r x,y for readability, or to L r (R 3 ) when q = r.
Bourgain spaces and estimates in
The Sobolev space H s (R 2 ) and the Bourgain space X s,b related to the linear part of (1.1) are spaces of real valued temperate distributions, defined via the norms
respectively. We will need truncated versions of the Bourgain norm (2.1),
We recall some well-known estimates which play important roles to obtain almost conservation laws.
Proof. Concerning (2.3), (2.4) and (2.5), see for example Subsection 2.3 in [19] . The last bilinear estimate (2.6) can be found in [7] and [19] . 
In particular, it follows from (2.9) by choosing ǫ = 1 2 − and θ = 1 that
Proof. Strichartz estimates for the unitary group {e −t∂x∆ } imply
Then,the estimate (2.7) follows from interpolation between (2.12) for q = r = 5 and the trivial bound u L 2 (R 3 ) u X 0, 1 2 + ; while the estimate (2.8) follows from interpolation between (2.12) for q = ∞, r = 2 and u L 2 (R 3 ) u X 0, 1 2 + . The claim (2.9) is an immediate consequence of Proposition 2.4 in [17] which shows the same estimate for free solution.
We will need a bilinear Strichartz estimate that can be proved in the same way as Lemma 6.5 in [19] for two dimensional case.
. Then, we have
and estimates
In this subsection we introduce some properties of U p and V p spaces [8, 10, 11, 12] . After Koch and Tataru first applied U p and V p spaces to discuss dispersive estimates for principally normal pseudodifferential operators, this sort of function space which can be treated as the development of Bourgain space has attracted more and more attention in the field of low regularity well-posedness theory. Let 1 p < ∞ and Z be the set of finite partitions −∞ = t 0 < t 1 < ...
The atomic space is
endowed with the norm
V p is the normed space of all functions v : R → L 2 such that lim t→±∞ v(t) exist and for which the norm
is finite, where we use the convention that v(−∞) = lim t→−∞ v(t) and v(∞) = 0. We
We write S := −∂ 3
x − ∂ 3 y and define the associated unitary operator e tS : L 2 → L 2 to be the Fourier multiplier
We define
Let us define the smooth projections
and similarly for Q S M and Q S <M .
Here are some results in U p and V p .
Proposition 2.4 Let 1 < p < q < ∞ and
(2.14)
Similarly to Lemma 2.3 in [6] and Lemma 5.3 in [22] , we have the following general extension principle for U p S spaces.
loc (R 2 ; C) be a n-linear operator. Assume that for some 1 < p, q < ∞
Then, there exists T :
Almost conservation law
Even though u H s is no longer an invariant, one modified version of the solution (1.1) has a finite energy which is almost conserved in time. In other words we need to find some quantity that has similar properties as E(u)(t). What's more, this quantity increase much slower than u H s during the evolution. Given m : R 2k → C, m is said to be symmetric if
for all σ ∈ S k , where S k is the permutation group for k elements. We define the symmetrization of m as following
For each m, a k-linear functional acting on k functions u 1 , · · · , u k is given by
We usually write
Next we introduce I-method. Given s < 1, N ≫ 1 and a smooth, radially symmetric, non-increasing function m s N (ζ) satisfying
we define the Fourier multiplier operator
We will drop the N and s from the notation sometimes, writing I and m for simplicity.
The following general interpolation result is useful in low regularity global well-posedness theory(cf. Lemma 12.1 in [4] ).
Lemma 3.1 Let n 1. Suppose that Z,X 1 , · · · , X n are translation invariant Banach spaces and T is a translation invariant n-linear operator such that Note that X s,b are translation invariant Banach spaces and ∂ x is a translation invariant multi-linear operator, this interpolation lemma is available later. Now we want to control u H s by E(Iu)(t)(see (1.3)). Actually these two quantities are comparable. Proposition 3.2 Let 11 13 < s < 1. We have
follows from Hörmander-Mikhlin multiplier theorem, hence the energy is bounded by the right hand side of (3.1).
What's more, by using the definition of Iu and L 2 conservation (1.2) , we have
According to Gagliardo-Nirenberg's inequality, it holds
Then, (3.2) follows from (3.3) and (3.4). We need to control for small times the smoothed solution before extending to a global one. Here is a modified local existence theorem.
where the implicit constant is independent of δ.
Proof. We mimic the usual iteration argument showing local well-posedness.
Acting multiplier operator I on both sides of (1.1), one can obtain
We rewrite the differential equation as an integral equation by Duhamel's principle
Estimates (2.3)-(2.5) give us
By the definition of the restricted norm (2.2), we can chooseũ ∈ X 1,
and
We will show shortly that
Using the Lemma 3.1, it suffices to prove
is an immediate consequence of (2.6). Combining (3.6)-(3.9), we have 11) and similarly
Iu − Iv
Then, one can obtain the local well-posedness by means of the contraction mapping principle.
Moreover, setting Q(δ) ≡ Iu
, the bound (3.11) yields
The proof of (3.2) gives us
As Q(δ) is continuous in the variable δ, a bootstrap argument yields Iu
We consider the growth of E(Iu)(t). Using the definition of E(Iu) , equation (3.5) and integration by parts,
When integrating in time and applying the Parseval formula, one has
We estimate these two terms on the right hand of (3.12) respectively.
Proposition 3.4 Let 11 13 < s < 1. We have
Proof. We may assume u xy is non-negative. Firstly, we break u into a sum of dyadic constituents P N k u, each with frequency support |ζ| ∼ N k , k = 0, 1, · · · . Once we show
for any function u j , j = 1, 2, 3 with frequencies supported on |ζ j | ∼ N j , we conclude our desired bound (3.13) by summing over all dyadic pieces P N k u.
We denote T 1 the left hand of (3.14) and
In this case, the symbol M (ζ 1 , ζ 2 , ζ 3 ) is identically zero and the bound holds trivially.
Applying Hörder's inequalities, (2.8) and (2.10), we obtain
We would like to use mean value formulas to get some cancelation for the symbol.
We write
. The corresponding terms are
It is obvious that
First we consider the contribution of T 1,1 . On the hyperplane {(ζ 1 , ζ 2 , ζ 3 ) : ζ 1 + ζ 2 + ζ 3 = 0}, we have
Since |ζ 3 | ≪ |ζ 1 |, mean-value theorem for vector-valued functions helps to bound M 1 ,
Hence,
the second inequality is due to Lemma 2.3.
In the next place we consider the contribution of T 1,2 . With regard to the symbol M 2 , we have
Mean-value theorem tells us that
For the other part, we need split the different frequency interactions into two subcases according to the size of the parameter N in comparision to N 3 . Case 3(a).
thus we can control the symbol by
Then, by (2.13) we have
Now m(ζ 3 ) = 1, therefore one has
We obtain the bound of T 1,2 ,
This complete the proof of (3.14), and hence (3.13).
Proposition 3.5 Let 11 13 < s < 1. We have
(3.15)
Proof. As our previous discussion of Λ 3 , it suffices to show
for any function u j , j = 1, 2, 3, 4 with non-negative spatial frequencies supported on |ζ j | ∼ N j and some α j > 0, j = 1, 2, 3, 4.
We can assume at least one of N 1 , N 2 , N 3 , N 4 is not smaller than N . Otherwise, it is easy to know
the bound (3.16) holds trivially. Furthermore, one may assume N 1 N 2 , N 3 N 4 by the symmetry of the multiplier. We denote T 2 the left hand of (3.16) and divide the interactions into three subcases depending on relationships between N 1 and N 3 .
We use in this instance a pointwise bound on the symbol,
From (2.7), we have
In this case, N 1 ∼ N 3 N , it is easy to see that
We control T 2 by using (2.7) and (2.13),
That's to say
Pairing u 1 u 3 and u 2 u 4 in L 2 and applying (2.13) again, it gives
This complete the proof of (3.16), and hence (3.15). 
Proof. We know from Proposition 3.3 that there is a unique solution u to (1.1) on [0, δ] satisfying Iu
It follows from (3.12), Proposition 3.4 and Proposition 3.5 that
Thus we prove this proposition.
Global well-posedness
For any given u 0 ∈ H s (R 2 ), 11 13 < s < 1 and time T > 0, our purpose is to construct a solution on [0, T ]. Note that the initial value problem (1.1) has a scaling symmetry. That is, if u is a solution to (1.1), so is u λ (x, y, t) = λ 2 u(λx, λy, λ 3 t). It is easy to see that when u λ exists on [0,
Using (3.1), the following energy can be made arbitrarily small by taking λ small,
Assuming N ≫ 1 is given (N will be chose later), we choose our scaling parameter
. This is feasible because λ 4 ∼ N 4(s−1) s+1 ≪ 1. We can now apply Proposition 3.6 to the scaled initial data u λ,0 , then we get
Thus the solution u λ can be extended to t ∈ [0, 2δ] by Proposition 3. Take N (T ) sufficiently large so that
Note that the exponent of N above is positive provided s > 11 13 , hence the definition of N makes sense for arbitrary T .
In the end, we give the increment property of the solution. From scaling and (3.2), one has
As λ ∼ T
4(s−1) 13s−11
+ , the global solution u(x, y, t) satisfies
Bilinear estimate
We turn to local well-posedness for equation (1.1). In order to symmetrize the equation, we perform a linear change of variables. Ben-Artzi, Koch and Saut studied systematically such transformations in connection with dispersive estimates for cubic phase functions of two variables in [1] . We also refer to Grünrock and Herr's paper [7] . After a rotation of variables, we may consider the initial value problem 
Then, we have
3) 
, we prove (5.2). Estimate (8) of [7] shows that (5.3) holds true for free solution. Thus, the claim (5.3) follows from Proposition 2.6. (5.4) and (5.5) can also be found in [7] .
Similar to the technique in [20] , one can decompose the time cut-off into low-and high-frequency parts.
For any T > 0, we write 1 T the characteristic function of [0, T ] and
for some L > 0.
The proof of (5.7) and (5.8) are obvious. We start with estimates on dyadic pieces. For a dyadic number N and a smooth function u ∈ C ∞ 0 (R 3 ), we write u N = P N u.
Lemma 5.3 Let N 1 , N 2 be dyadic numbers and N 2 N 1 . We have
Proof. From Proposition 2.6, it suffices to prove the estimates for free solutions u(t) = e tS u 0 and v(t) = e tS v 0 with u
. We follow the argument in the proof of Proposition 1 of [7] . One may assume that u 0 , v 0 0.
where ξ * 1 and ξ * 2 are two roots of g(
Therefore, (5.5) gives
In addition, we have |ξ| N 1 2
From Hörder inequalities and (5.4), one gets
We complete the proof of this lemma.
Proposition 5.4 Let N 1 , N 2 , N 3 be dyadic numbers. There exists C > 0 such that for all
Proof. It follows from Parseval formula that
One can assume by symmetry that |η 3 | |ξ 3 | and denote
However η 1 + η 2 + η 3 = 0 implies
which is contradicted against our assumption. Therefore, we have |ξ 3 | |ξ 1 −ξ 2 | 
We split the domain of the integration into five regions so as to prove (5.12). R = R 1 + R 2 + R 3 + R 4 + R 5 . Because of the same status of u and v, one can assume |η 1 | |η 2 |. Region 1. |ξ 3 | |ξ 1 − ξ 2 | Using the same trick as above, then
Region 2. |ξ 3 | ≫ |ξ 1 − ξ 2 | and |η 1 | ≫ |ξ 3 | Under this condition, we have
Applying Hölder inequalities, (5.10) and (5.2), we obtain
We can take the same technique as in Region 2 to get the bound of R 3 . Region 4. |ξ 3 | ≫ |ξ 1 − ξ 2 | and |η 1 | ∼ |ξ 3 | ≫ |η 2 | Note that η 1 + η 2 + η 3 = 0, so
We decompose Id = Q S <M + Q S M , where M will be chosen later, and we divide the integral R 4 into eight pieces of the form
We go a step further to decompose time cut-off as low-and high-frequency parts. Case A(1). All of these three are low-frequence That's to say we need to estimate
We have that |τ j | < L for j = 4, 5, 6 and |µ j | < M for j = 1, 2, 3 due to the cut off operators 1 low T,L and Q S <M , where
holds within the domain of integration. Therefore, if we set M = 1 100 N 2 1 N 3 , it follows that
Case A(2). At least one of these three is high-frequence For example, we give the estimate when the first one is high-frequence Case B. Q S j = Q S M for some j = 1, 2, 3 We take Q S 3 = Q S M for instance to bound R 5 by the right hand of (5.12). The cases j = 1, 2 can be dealt with in the same way.
Using Hölder inequalities, (2.14), (5.3) and (2.15), we have Hence, the proof of this proposition is complete.
We denote by Y s the space of all function u ∈ S ′ (R 3 ) such that
The work space we choose is Y .
Whereas the second one can be controlled with the help of (5.12), Like inequality (6.6) in [19] , we can get
