Prime graphs and exponential composition of species  by Li, Ji
Journal of Combinatorial Theory, Series A 115 (2008) 1374–1401
www.elsevier.com/locate/jcta
Prime graphs and exponential composition of species
Ji Li
Department of Mathematics, University of Arizona, 617 N. Santa Rita Ave., PO Box 210089,
Tucson, AZ 85721-0089, USA
Received 22 May 2007
Available online 11 April 2008
Abstract
In this paper, we enumerate prime graphs with respect to the Cartesian multiplication of graphs. We
use the unique factorization of a connected graph into the product of prime graphs given by Sabidussi
to find explicit formulas for labeled and unlabeled prime graphs. In the case of species, we construct the
exponential composition of species based on the arithmetic product of species of Maia and Méndez, and
express the species of connected graphs as the exponential composition of the species of prime graphs.
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1. Introduction
Under the well-known concept of Cartesian product of graphs (Definition 2.1), prime graphs
(Definition 2.2) are non-trivial connected graphs that are indecomposable with respect to the
Cartesian multiplication. Hence any connected graph can be decomposed into a product of prime
graphs, and this decomposition is shown by Sabidussi [14] to be unique.
To count labeled prime graphs, we express the Dirichlet exponential generating series (Defini-
tion 2.4) of connected graphs as the exponential of the Dirichlet exponential generating series of
prime graphs. To count unlabeled prime graphs, we see that the set of unlabeled connected graphs
has a free commutative monoid structure with its prime set being the set of unlabeled prime
graphs. This free commutative monoid structure enables us to count unlabeled prime graphs in
terms of unlabeled connected graphs.
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precise, we want to find the relation between the species of connected graphs and the species of
prime graphs. To start with, we observe that the species associated to a graph is isomorphic to
the molecular species corresponding to the automorphism group of this graph. This observation
leads to a relation (Proposition 3.6) between the arithmetic product of species (Definition 3.2),
studied by Maia and Méndez [9], and the Cartesian product of graphs. Moreover, a theorem
(whose simplified but equivalent version is given by Proposition 2.3) of Sabidussi about the au-
tomorphism groups of connected graphs in terms of the automorphism groups of their prime
factors plays an important role. We define a new operation, the exponential composition of
species (Definition 3.10), which corresponds to the exponentiation group (Definition 1.3) in the
case of molecular species and is related to the arithmetic product of species as the composition of
species is related to the multiplication of species. We get a formula (Theorem 3.19) expressing the
species of connected graphs as the exponential composition of the species of prime graphs. The
enumeration of the species of prime graphs is therefore completed by applying the enumeration
theorem (Theorem 3.15) for the exponential composition of species, which is a generalization
of an enumeration theorem by Palmer and Robinson [11] on the cycle index polynomial of the
exponentiation group.
An explicit formula for the inverse of the exponential composition would be nice to find, but
that problem remains open.
1.1. Introduction to species and group actions
The combinatorial theory of species was initiated by Joyal [6,7]. For detailed definitions and
descriptions about species, readers are referred to [2].
In short, species are classes of “labeled structures.” More formally, a species (of structures)
is a functor from the category of finite sets with bijections B to itself. A species F generates
for each finite set U a finite set F [U ], which is called the set of F -structures on U , and for
each bijection σ : U → V a bijection F [σ ] : F [U ] → F [V ], which is called the transport of F -
structures along σ . The symmetric group Sn acts on the set F [n] = F [{1,2, . . . , n}] by transport
of structures. The Sn-orbits under this action are called unlabeled F -structures of order n.
Each species F is associated with three generating series, the exponential generating series
F(x) = ∑n0 |F [n]|xn/n!, the type generating series F˜ (x) = ∑n0 fn xn, where fn is the
number of unlabeled F -structures of order n, and the cycle index
ZF = ZF (p1,p2, . . .) =
∑
n0
(∑
λn
fixF [λ]pλ
zλ
)
,
where fixF [λ] denotes the number of F -structures on [n] fixed by F [σ ], σ is a permutation
of [n] with cycle type λ, pλ is the power sum symmetric function (see Stanley [15, p. 297])
indexed by the partitions λ of n, and zλ is the number of permutations in Sn that commute with
a permutation of cycle type λ.
The following identities (see Bergeron, Labelle and Leroux [2, p. 18]) illustrate the importance
of the cycle index in the theory of species.
F(x) = ZF (x,0,0, . . .),
F˜ (x) = ZF
(
x, x2, x3, . . .
)
.
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is, graphs without loops or multiple edges. The cycle index of G was given in [2, p. 76]:
ZG =
∑
n0
(∑
λn
fixG [λ]pλ
zλ
)
,
where
fixG [λ] = 2 12
∑
i,j1 gcd(i,j)ci (λ)cj (λ)− 12
∑
k1(k mod 2)ck(λ),
in which ci(λ) denotes the number of parts of length i in λ. Let G c be the species of connected
graphs, and E the species of sets. The observation that every graph is a set of connected graphs
gives rise to the following species identity:
G = E (G c),
which can be read as “a graph is a set of connected graphs,” and gives rise to the identities
G c(x) = log(G (x)),
G˜ c(x) =
∑
k1
μ(k)
k
log
(
G˜
(
xk
))
,
ZG c =
∑
k1
μ(k)
k
log(ZG ◦ pk), (1.1)
where the operator ◦ on the right-hand side of (1.1) denotes the operation of plethysm on sym-
metric functions (see Stanley [15, p. 447]). For example, we can compute the first several terms
of the cycle index of the species of connected graphs G c using Maple:
ZG c = p1 +
(
1
2
p21 +
1
2
p2
)
+
(
1
3
p3 + 23p
3
1 + p1p2
)
+
(
19
12
p41 + 2p21p2 +
5
4
p22 +
2
3
p1p3 + 12p4
)
+
(
193p31p2 +
2
3
p2p3 + 9115p
5
1 + 5p1p22 +
4
3
p21p3 +
3
5
p5 + p1p4
)
+
(
1669
45
p61 +
91
3
p41p2 +
38
9
p31p3 +
43
2
p21p
2
2 + 2p21p4 +
8
3
p1p2p3
+ 4
5
p1p5 + 263 p
3
2 +
5
2
p2p4 + 2518p
2
3 +
5
6
p6
)
+ · · · . (1.2)
For operations of species, readers are referred to [2, pp. 1–58] for more detailed definitions of
the sum F1 +F2, the product F1F2 = F1 ·F2, and the composition F1(F2) = F1 ◦F2 of arbitrary
species F1 and F2.
The quotient species (see [2, p. 159]) is defined based on group actions. It appeared in [5]
and [3] as an important tool in combinatorial enumeration. Suppose that a group A acts naturally
(see [2, p. 393]) on a species F . The quotient species of F by A, denoted F/A, is defined to be
such that for each finite set U , F/A-structures on U is the set of A-orbits of F -structures on U ,
and for each bijection σ : U → V , the transport of structures (F/A)[σ ] : F [U ]/A → F [V ]/A
is induced from the bijection F [σ ] that sends each A-orbit of the set F [U ] to an A-orbit of the
set F [V ].
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speaking, a molecular species is one that is indecomposable under addition. More precisely, a
species M is molecular [16,17] if there is only one isomorphism class of M-structures, i.e., if
any two arbitrary M-structures are isomorphic.
If M is molecular, then M is concentrated on n for some positive integer n, i.e., M[U ] = ∅
if and only if |U | = n. If this is the case, then there is a subgroup A of Sn such that M is
isomorphic t to the quotient species of Xn, the species of linear orders on an n-element set, by A,
i.e., M = Xn/A. Furthermore, for A and B two subgroups of Sn for some n, the molecular
species Xn/A is isomorphic to the molecular species Xn/B if and only if A and B are conjugate
subgroups of Sn. In other words, for each positive integer n, we get a bijection δn from the set of
conjugate classes of subgroups of the symmetric group of order n to the set of molecular species
concentrated on the cardinality n. A formal construction for the molecular species Xn/A for a
given subgroup A of Sn is given by Bergeron, Labelle and Leroux [2, p. 144].
Pólya’s cycle index polynomial [12, pp. 64–65] of a subgroup A of Sn is defined to be
Z(A) = Z(A;p1,p2, . . . , pn) = 1|A|
∑
σ∈A
n∏
k=1
p
ck(σ )
k ,
where ck(σ ) denotes the number of k-cycles in the permutation σ .
An application of Cauchy–Frobenius Theorem [13] (Lemma 3.14) gives that the cycle index
polynomial of A is the same as the cycle index of the molecular species Xn/A (see [8, Exam-
ple 7.4, p. 117]):
Z(A) = ZXn/A.
This formula illustrates that the cycle index series of species is a generalization of Pólya’s cycle
index polynomial.
Definition 1.1. An example of molecular species is the species associated to a graph. For each
graph G we assign a species OG to it such that for any finite set U , the set OG[U ] is the set of
graphs isomorphic to G with vertex set U . The species OG is the molecular species correspond-
ing to the automorphism group of G as a subgroup of the symmetric group on the vertex set of G.
We write Z(G) for the cycle index of the species associated to the graph G, which is the same
as the cycle index polynomial of the automorphism group of G. In other words,
Z(G) = ZOG = Z
(
aut(G)
)
.
The fact that molecular species are indecomposable under addition leads to a molecular de-
composition of any species [2, p. 141]. That is, every species of structures F is the sum of its
molecular subspecies:
F =
∑
M⊆F
M molecular
M.
Let A be a subgroup of Sm, and let B be a subgroup of Sn. We can construct new groups
based on A and B .
Definition 1.2. The product group whose elements are of the form (a, b), where a ∈ A and
b ∈ B , and whose group operation is given by (a1, b1) · (a2, b2) = (a1a2, b1b2), where a1 and a2
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A  B and A × B , where the group A  B acts on the set [m + n] by
(a, b)(i) =
{
a(i), if i ∈ {1,2, . . . ,m},
b(i − m) + m, if i ∈ {m + 1,m + 2, . . . ,m+ n}, (1.3)
and the group A × B acts on the set [m] × [n] by (a, b)(i, j) = (a(i), b(j)), for all i ∈ [m] and
j ∈ [n].
Therefore, we can identify the group A  B with a subgroup of Sm+n, and the group A × B
with a subgroup of Smn.
Definition 1.3. The wreath product of A and B has group elements of the form (α, τ ), where α
is a permutation in A and τ is a function from [m] to B . The composition of two elements (α, τ )
and (β, η) of B 	 A is given by
(α, τ )(β, η) = (αβ, (τ ◦ β)η),
where β ∈ A is viewed as a function from [m] to [m], and (τ ◦ β)η denotes the pointwise multi-
plication of τ ◦ β and η, both functions from [m] to B .
We introduce two group representations of the wreath product of A and B , denoted B 	 A
and BA, which were studied in full detail by Palmer and Robinson [11].
First, the group B 	 A acts on the set [m] × [n] by letting (α, τ )(i, j) = (αi, τ (i)j), for all
i ∈ [m] and j ∈ [n]. Hence the group B 	 A can be identified with a subgroup of Smn.
Second, the group BA acts on the set of functions from [m] to [n] by letting (α, τ )(f ) = g for
f : [m] → [n], where g : [m] → [n] is defined by(
(α, τ )f
)
(i) = g(i) = τ(i)(f (α−1i)),
for any i ∈ [m]. We observe that the group BA can be identified with a subgroup of Snm .
Yeh [16,17] proved the following species identities:
Xm
A
Xn
B
= X
m+n
A  B
,
Xm
A
(
Xn
B
)
= X
mn
B 	 A.
Note that these results agree with Pólya’s Theorems [12] for the cycle index polynomials of
A  B and B 	 A. In this paper, we will study the molecular species Xmn/(A × B) (Section 3.1)
and the molecular species Xnm/BA (Section 3.2).
2. Labeled and unlabeled prime graphs
2.1. Cartesian product of graphs
For any graph G, we let V (G) be the vertex set of G, E(G) the edge set of G, and l(G) =
|V (G)| the number of vertices in G. Two graphs G and H with the same number of vertices
are said to be isomorphic, denoted G ∼= H , if there exists a bijection from V (G) to V (H) that
preserves adjacency. Such a bijection is called an isomorphism from G to H . In the case when
G and H are identical, this bijection is called an automorphism of G. The collection of all
automorphisms of G, denoted aut(G), constitutes a group called the automorphism group of G.
We set L(G) to be the number of graphs isomorphic to G with vertex set V (G). It is easy to see
that L(G) = l(G)!/|aut(G)|. We use the notation ∑ni=1 Gi = G1 + G2 + · · · + Gn to mean the
disjoint union of a set of graphs {Gi}i=1,...,n.
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vertex set {(i, j)}, where i ∈ {1,2,3,4} and j ∈ {a, b, c}.
Definition 2.1. The Cartesian product of graphs G1 and G2, denoted G1  G2, as defined by
Sabidussi [14] under the name the weak Cartesian product, is the graph whose vertex set is
V (G1  G2) = V (G1) × V (G2) = {(u, v): u ∈ V (G1), v ∈ V (G2)}, in which (u, v) is adjacent
to (w, z) if either u = w and {v, z} ∈ E(G2) or v = z and {u,w} ∈ E(G1).
An example of the Cartesian product of two graphs is given in Fig. 1.
For simplicity and without ambiguity, we call G1  G2 the product of G1 and G2.
It can be verified straightforwardly that the Cartesian multiplication is commutative and asso-
ciative up to isomorphism. We denote by Gn the Cartesian product of n copies of G.
Definition 2.2. A graph G is prime with respect to Cartesian multiplication if G is a connected
graph with more than one vertex such that G ∼= H1  H2 implies that either H1 or H2 is a
singleton vertex.
Two graphs G and H are called relatively prime with respect to Cartesian multiplication, if
and only if G ∼= G1  J and H ∼= H1  J imply that J is a singleton vertex.
We denote by P the species of prime graphs. We see from Definition 2.2 that any non-trivial
connected graph can be decomposed into a product of prime graphs. Sabidussi [14] proved that
such a prime decomposition is unique up to isomorphism.
The automorphism groups of the Cartesian product of a set of graphs was studied by
Sabidussi [14] and Palmer [10]. For example, Sabidussi proved that the automorphism group
of the disjoint union of a set of graphs is isomorphic to the automorphism group of the Cartesian
product of these graphs. Sabidussi also showed that the automorphism group of the Cartesian
product of the disjoint union of two relatively prime graphs is the product of the automorphism
group of these two graphs.
2.2. Labeled prime graphs
In this section all graphs considered are connected.
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using its prime factorization: If G is a connected graph with prime factorization
G ∼= P s11  P s22  · · ·  P skk ,
where for r = 1,2, . . . , k, all Pr are distinct prime graphs, and all sr are positive integers, then
aut(G) ∼=
k∏
r=1
aut
(
P srr
)∼= k∏
r=1
aut(Pr)Ssr .
Note that the P srr , for r = 1,2, . . . , k, are pairwise relatively prime. Since the automorphism
group of the Cartesian product of the disjoint union of two relatively prime graphs is the product
of the automorphism groups of the graphs, we see that Sabidussi’s formula reduces equivalently
to the following proposition:
Proposition 2.3. (See Sabidussi [14].) Let P be a prime graph, and let k be a nonnegative integer.
Then the automorphism group of P k is the exponentiation group aut(P )Sk , i.e.,
aut
(
P k
)= aut(P )Sk .
In particular,∣∣aut(P k)∣∣= ∣∣aut(P )Sk ∣∣= k! · ∣∣aut(P )∣∣k.
Definition 2.4. The Dirichlet exponential generating series for a sequence of numbers {an}n∈N
is defined by
∑
n1 an/(n!ns).
Multiplication of Dirichlet exponential generating series is given by(∑
n1
an
n!ns
)(∑
n1
bn
n!ns
)
=
∑
n1
cn
n!ns ,
where
cn =
∑
k|n
{
n
k
}
akbn/k =
∑
k|n
n!
k!(n/k)!akbn/k.
The Dirichlet exponential generating function for a species F with the restriction F [∅] = ∅ is
defined by
D(F ) =
∑
n1
|F [n]|
n!ns .
The Dirichlet exponential generating function for a graph G is defined by
D(G) = L(G)
l(G)! · l(G)s ,
where L(G) is the number of graphs isomorphic to G with vertex set V (G), and l(G) is the
number of vertices of G. In other words,
D(G) = D(OG),
J. Li / Journal of Combinatorial Theory, Series A 115 (2008) 1374–1401 1381where OG is the species associated to a graph defined by Definition 1.1. Recall that
L(G) = l(G)!|aut(G)| .
Therefore,
D(G) = 1|aut(G)| · l(G)s .
Example 2.5. Let P be the species of prime graphs, let G c be the species of connected graphs,
let C be the set of unlabeled connected graphs, and let P be the set of unlabeled prime graphs.
Then D(G c) and D(P) are the Dirichlet exponential generating functions for these two species,
respectively:
D
(
G c
)=∑
n1
|G c[n]|
n!ns =
∑
G∈C
D(G), D(P) =
∑
n1
|P[n]|
n!ns =
∑
P∈P
D(P ).
Propositions 3.4 and 3.6 lead straightforwardly to the following lemma.
Lemma 2.6. Let G1 and G2 be relatively prime graphs. Then
D(G1  G2) = D(G1)D(G2). (2.1)
Lemma 2.7. Let P be any prime graph. Let T be the set of all nonnegative integer powers of P ,
i.e., T =⋃k0 P k . Then the Dirichlet exponential generating functions for T and P are related
by
D(T ) = exp(D(P )). (2.2)
Proof. We start with
D(P ) = L(P )
l(P )! · l(P )s =
1
|aut(P )| · l(P )s .
It follows from Proposition 2.3 that
L
(
P k
)= l(P k)!|aut(P k)| = l(P
k)!
k! · |aut(P )|k ,
and that
D
(
P k
)= L(P k)
l(P k)! · l(P k)s =
1
k! · |aut(P )|k · l(P )ks =
D(P )k
k! .
Summing up on k, we get
D(T ) =
∑
k0
D(P )k
k! = exp
(
D(P )
)
. 
Theorem 2.8. For D(G c) and D(P), we have
D
(
G c
)= exp(D(P)).
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relatively prime graphs is the product of the Dirichlet exponential generating functions of the
two graphs. Since the operation of Cartesian product on graphs is associative up to isomorphism,
it follows that if we have a set of pairwise relatively prime graphs {Gi}i=1,2,...,r , and let G =⊙r
i=1 Gi , then
D(G) =
r∏
i=1
D(Gi). (2.3)
Now according to the definition of the Dirichlet exponential generating function for graphs,
we get
D
(
G c
)= ∑
G∈C
D(G) =
∏
P∈P
D
(∑
k0
P k
)
=
∏
P∈P
exp
(
D(P )
)= exp(∑
P∈P
D(P )
)
= exp(D(P)). 
It is well known that the exponential generating series of the species of connected graphs G c is
G c(x) =
∑
n1
∣∣G c[n]∣∣xn
n! = log
(∑
n1
2(
n
2)
xn
n!
)
= x
1! +
x2
2! + 4
x3
3! + 38
x4
4! + 728
x5
5! + 26704
x6
6! + 1866256
x7
7!
+ 251548592x
8
8! + 66296291072
x9
9! + · · · .
We obtain D(G c) by replacing xn with n−s for each n in the above expression:
D
(
G c
)=∑
n1
∣∣G c[n]∣∣ 1
n!ns
= 1
1!1s +
1
2!2s + 4
1
3!3s + 38
1
4!4s + 728
1
5!5s + 26704
1
6!6s + 1866256
1
7!7s
+ 251548592 1
8!8s + 66296291072
1
9!9s + · · · .
Theorem 2.8 gives a way of counting labeled prime graphs by writing
D(P) = logD(G c).
For example, we write down the first terms of D(P) as follows:
D(P) = 1
2!2s + 4
1
3!3s + 35
1
4!4s + 728
1
5!5s + 26464
1
6!6s + 1866256
1
7!7s
+ 251518352 1
8!8s + 66296210432
1
9!9s + · · · .
2.3. Unlabeled prime graphs
In this section all graphs considered are unlabeled and connected.
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n=1 an/ns .
The multiplication of Dirichlet series is given by∑
n1
an
ns
·
∑
m1
bn
ns
=
∑
n1
(∑
k|n
akbn/k
)
1
ns
.
Definition 2.10. A monoid is a semigroup with a unit. A free commutative monoid is a commuta-
tive monoid M with a set of primes P ⊆ M such that each element m ∈ M can be uniquely
decomposed into a product of elements in P up to rearrangement. Let M be a free com-
mutative monoid. We get a monoid algebra CM , in which the elements are all formal sums∑
m∈M cmm, where cm ∈ C, with addition and multiplication defined naturally. For each m ∈ M ,
we associate a length l(m) that is compatible with the multiplication in M . That is, for any
m1,m2 ∈ M , we have l(m1)l(m2) = l(m1m2).
Let M be a free commutative monoid with prime set P . The following identity holds in the
monoid algebra CM :∑
m∈M
m =
∏
p∈P
1
1 − p .
Furthermore, we can define a homomorphism from M to the ring of Dirichlet series under which
each m ∈ M is sent to 1/l(m)s , where l is a length function of M . Therefore,∑
m∈M
1
l(m)s
=
∏
p∈P
1
1 − l(p)−s .
Recall that C is the set of unlabeled connected graphs under the operation of Cartesian prod-
uct. The unique factorization theorem of Sabidussi gives C the structure of a commutative free
monoid with a set of primes P, where P is the set of unlabeled prime graphs. This is saying that
every element of C has a unique factorization of the form be11 b
e2
2 · · ·bekk , where the bi are distinct
primes in P. Let l(G), the number of vertices in G, be a length function for C. We have the
following proposition.
Proposition 2.11. For C and P, we have∑
G∈C
1
l(G)s
=
∏
P∈P
1
1 − l(P )−s .
The enumeration of prime graphs was studied by Raphaël Bellec [1]. We use Dirichlet series
to count unlabeled connected prime graphs.
Theorem 2.12. Let c˜n be the number of unlabeled connected graphs on n vertices, and let bm be
the number of unlabeled prime graphs on m vertices. Then we have∑
n1
c˜n
ns
=
∏
m2
1
(1 − m−s)bm . (2.4)
Furthermore, if we define numbers dn for positive integers n by
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n1
dn
ns
= log
∑
n1
c˜n
ns
, (2.5)
then
dn =
∑
ml=n
bm
l
, (2.6)
where the sum is over all pairs (m, l) of positive integers with ml = n.
The proof of Theorem 2.12 follows Remark 2.13 and Proposition 2.14 below.
Remark 2.13. In what follows, we introduce an interesting recursive formula for computing dn.
To start with, we differentiate both sides of Eq. (2.5) with respect to s and simplify. We get that∑
n2
logn
c˜n
ns
=
(∑
n1
c˜n
ns
)(∑
n2
logn
dn
ns
)
,
which gives
c˜n logn =
∑
ml=n
c˜mdl log l. (2.7)
Since c˜1 is the number of connected graphs on 1 vertex, c˜1 = 1. It follows easily from Eq. (2.7)
that dp = c˜p when p is a prime number. Therefore, if p is a prime number, bp = dp = cp . This
fact can be seen directly, since a connected graph with a prime number of vertices is a prime
graph.
Raphaël Bellec used Eq. (2.7) to find formulae for dn where n is a product of two different
primes or a product of three different primes:
If n = pq where p = q ,
dn = c˜n − c˜pc˜q . (2.8)
If n = pqr where p,q and r are distinct primes,
dn = c˜n + 2˜cpc˜q c˜r − c˜pc˜qr − c˜q c˜pr − c˜r c˜pq . (2.9)
In fact, Eqs. (2.8) and (2.9) are special cases of the following proposition.
Proposition 2.14. Let dn, c˜n be defined as above. Then we have
dn = c˜n − 12
∑
n1n2=n
c˜n1 c˜n2 +
1
3
∑
n1n2n3=n
c˜n1 c˜n2 c˜n3 − · · · . (2.10)
Proof. We can use the identity
log(1 + x) = x − 1
2
x2 + 1
3
x3 − 1
4
x4 + · · ·
to compute from Eq. (2.5) that
∑
n1
dn
ns
= log
(
1 +
∑
n2
c˜n
ns
)
=
∑
n2
c˜n
ns
− 1
2
(∑
n2
c˜n
ns
)2
+ 1
3
(∑
n2
c˜n
ns
)3
− · · · .
Equating coefficients of n−s on both sides, we get Eq. (2.10) as a result. 
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m
1
l(m)s
=
∏
p
1
1 − l(p)−s , (2.11)
where the left-hand side is multiplied over all connected graphs, and the right-hand side is
summed over all prime graphs. Regrouping the summands on the left-hand side with respect
to the number of vertices in m, we get the left-hand side of Eq. (2.4). Regrouping the factors
on the right-hand side with respect to the number of vertices in p, we get the right-hand side of
Eq. (2.4).
Taking the logarithm of both sides of Eq. (2.4), we get
log
∑
n1
c˜n
ns
= log
∏
m2
1
(1 − m−s)bm =
∑
m2
bm log
1
1 − m−s
=
∑
m2
(
bm
∑
l1
m−sl
l
)
=
∑
m2, l1
bm
l msl
,
and Eq. (2.6) follows immediately. 
Next, we will compute the numbers bn in terms of the numbers dn using the following lemma.
Lemma 2.15. Let {Di}i=1,... and {Ji}i=1,... be sequences of numbers satisfying
Dk =
∑
l|k
Jk/l
l
, (2.12)
and let μ be the Möbius function. Then we have
Jk = 1
k
∑
l|k
μ
(
k
l
)
lDl.
Proof. Multiplying by k on both sides of Eq. (2.12), we get
kDk =
∑
l|k
k
l
Jk/l =
∑
l|k
lJl.
Applying the Möbius inversion formula, we get
kJk =
∑
l|k
μ
(
k
l
)
lDl.
Therefore,
Jk = 1
k
∑
l|k
μ
(
k
l
)
lDl. 
Given any natural number n, let e be the largest number such that n = re for some r . Note
that r is not a power of a smaller integer. We let Dk = drk , Jk = brk . It follows that Eq. (2.6) is
equivalent to Eq. (2.12).
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Numbers of labeled and unlabeled prime graphs on n vertices, denoted pln and pun ,
respectively, for n 16
n pln p
u
n
1 0 0
2 1 1
3 4 2
4 35 5
5 728 21
6 26464 110
7 1866256 853
8 251518352 11111
9 66296210432 261077
10 34496477587456 11716550
11 35641657548953344 1006700565
12 73354596197458024448 164059830354
13 301272202649664088951808 50335907869219
14 2471648811030427594714599424 29003487462847208
15 40527680937730480229320939012096 31397381142761241918
16 1328578958335783200943054119287117312 6396956011322517616514
Theorem 2.16. For any natural number n, let e, r be as described in above. Then we have
bn = 1
e
∑
l|e
μ
(
e
l
)
ldre .
Proof. The result follows straightforwardly from Lemma 2.15. 
Table 1 gives the numbers of labeled and unlabeled prime graphs with no more than 16 ver-
tices.
3. Exponential composition of species
3.1. Arithmetic product of species
The arithmetic product was studied by Maia and Méndez [9]. The arithmetic product of two
molecular species Xm/A and Xn/B , where A is a subgroup of Sm and B is a subgroup of Sn,
can be defined to be the molecular species Xmn/(A×B), where A×B is the group representation
of the product group of A and B acting on the set [m] × [n] (Definition 1.2).
In order to define the arithmetic product of general species, Maia and Méndez developed a
decomposition of a set, called a rectangle.
Definition 3.1. Let U be a finite set. A rectangle on U of height a is a pair (π1,π2) such that π1
is a partition of U with a blocks, each of size b, where |U | = ab, and π2 is a partition of U with
b blocks, each of size a, and if B is a block of π1 and B ′ is a block of π2, then |B ∩ B ′| = 1.
A k-rectangle on U is a k-tuple of partitions (π1,π2, . . . , πk) such that
(i) for each i ∈ [k], πi has ai blocks, each of size |U |/ai , where |U | =∏k ai ;i=1
J. Li / Journal of Combinatorial Theory, Series A 115 (2008) 1374–1401 1387Fig. 2. A 3-rectangle (π1,π2,π3), represented by a 3-partite graph, and labeled on the triangles.
(ii) for any k-tuple (B1,B2, . . . ,Bk), where Bi is a block of πi for each i ∈ [k], we have |B1 ∩
B2 ∩ · · · ∩Bk| = 1. See Fig. 2 for a 3-rectangle (π1,π2,π3) represented by a 3-partite graph.
We denote by N the species of rectangles, and by N (k) the species of k-rectangles.
Let n =∏ki=1 ai , and let Δ be the set of bijections of the form
δ : [a1] × [a2] × · · · × [ak] → [n].
Note that the cardinality of the set Δ is n!. The group
k∏
i=1
Sai =
{
σ = (σ1, σ2, . . . , σk): σi ∈ Sai
}
acts on the set Δ by setting
(σ · δ)(i1, i2, . . . , ik) = δ
(
σ1(i1), σ2(i2), . . . , σk(ik)
)
,
for each (i1, i2, . . . , ik) ∈ [a1]× [a2]× · · ·× [ak]. We observe that this group action result in a set
of
∏k
i=1 Sai -orbits, and that each orbit consists of exactly a1!a2! · · ·ak! elements of Δ. Observe
further that there is a one-to-one correspondence between the set of
∏k
i=1 Sai -orbits on the set Δ
and the set of k-rectangles of the form (π1, . . . , πk), where each πi has ai blocks. Therefore, the
number of such k-rectangles is{
n
a1, a2, . . . , ak
}
:= n!
a1!a2! · · ·ak! .
Definition 3.2. Let F1 and F2 be species of structures with F1[∅] = F2[∅] = ∅. The arithmetic
product of F1 and F2, denoted F1  F2, is defined by setting for each finite set U ,
(F1  F2)[U ] =
∑
(π1π2)∈N [U ]
F1[π1] × F2[π2],
where the sum represents the disjoint union (see Fig. 3).
In other words, an F1F2-structure on a finite set U is a tuple of the form ((π1, f1), (π2, f2)),
where (π1,π2) is a rectangle on U and fi is an Fi -structure on the blocks of πi for each i.
A bijection σ : U → V sends a partition π of U to a partition π ′ of V , namely, σ(π) = π ′ =
{σ(B): B is a block of π}. Thus σ induces a bijection σπ : π → π ′, sending each block of π to
a block of π ′. The transport of structures for any bijection σ : U → V is defined by
(F1  F2)[σ ]((π1, f1), (π2, f2))= ((π ′1,F1[σπ1](f1)), (π ′2,F2[σπ2 ](f2))).
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Maia and Méndez showed that the arithmetic product of species is commutative, associative,
distributive, and with a unit X, the species of singleton sets:
F1 X = X F1 = F1.
Definition 3.3. The arithmetic product of species F1,F2, . . . ,Fk with Fi(∅) = ∅ for all i is
defined by setting ki=1Fi = F1  F2  · · · Fk, which sends each finite set U to the set
k
·
i=1
Fi[U ] =
∑
F1[π1] × F2[π2] × · · · × Fk[πk],
where the sum is taken over all k-rectangles (π1,π2, . . . , πk) of U , and represents the disjoint
union. We denote by Fk the arithmetic product of k copies of F .
For each bijection σ : U → V , the transport of structures ofki=1Fi along σ sends anki=1Fi -
structure on U of the form(
(π1, f1), (π2, f2), . . . , (πk, fk)
)
to an ki=1Fi -structure on V of the form((
π ′1,F1[σπ1]f1
)
,
(
π ′2,F2[σπ2]f2
)
, . . . ,
(
π ′k,Fk[σπk ]fk
))
,
where σπi is the bijection induced by σ sending blocks of πi to blocks of π ′i .
Maia and Méndez proved the following proposition which illustrates that the Dirichlet ex-
ponential generating functions are useful for enumeration involving the arithmetic product of
species.
Proposition 3.4 (Maia and Méndez). Let F1 and F2 be species with Fi[∅] = ∅ for i = 1,2. Then
D(F1  F2) = D(F1)D(F2). (3.1)
Theorem 3.5 (Maia and Méndez). Let species F1 and F2 satisfy F1[∅] = F2[∅] = ∅. Then we
have
ZF1F2 = ZF1 ZF2, (3.2)
where the operation on the right-hand side of the equation is a bilinear operation on symmetric
functions defined by setting
pν := pλ  pμ,
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ck(ν) =
∑
lcm(i,j)=k
gcd(i, j)ci(λ)cj (μ),
in which lcm(i, j) denotes the least common multiple of i and j , and gcd(i, j) denotes the
greatest common divisor of i and j .
Furthermore, the arithmetic product of molecular species and the Cartesian product of graphs
are closely related, as shown in the following proposition.
Proposition 3.6. Let G1 and G2 be two graphs that are relatively prime to each other. Then the
species associated to the Cartesian product of G1 and G2 is equivalent to the arithmetic product
of the species associated to G1 and the species associated to G2. That is,
OG1G2 =OG1 OG2 . (3.3)
Proof. Let l(G1) = m and l(G2) = n. Then l(G1  G2) = mn.
Since G1 and G2 are relatively prime, we get
aut(G1  G2) = aut(G1) × aut(G2).
Therefore,
OG1G2 =
Xl(G1G2)
aut(G1  G2) =
Xmn
aut(G1) × aut(G2) =
Xm
aut(G1)
 X
n
aut(G2)
=OG1 OG2 . 
Note that if G1 and G2 are not relatively prime to each other, then the species associated to
the Cartesian product of G1 and G2 is generally different from the arithmetic product of OG1
and OG2 . This is because the automorphism group of the product of the graphs is no longer the
product of the automorphism groups of the graphs.
3.2. Exponential composition of species
Let A be a subgroup of Sm, and let B be a subgroup of Sn. The group BA defined by
Definition 1.3 acts on the set of functions from [m] to [n], and hence can be identified with a
subgroup of Snm . This gives rise to a molecular species Xn
m
/BA, which is defined to be the
exponential composition of species. A more general definition is given in the following.
Let F be a species of structures with F [∅] = ∅, let k be a positive integer, and let A be
a subgroup of Sk . Recall that an Fk-structure on a finite set U is a tuple of the form(
(π1, f1), (π2, f2), . . . , (πk, fk)
)
,
where (π1,π2, . . . , πk) is a k-rectangle on U , and each fi is an F -structure on the blocks of πi .
The group A acts on the set of Fk-structures by permuting the subscripts of πi and fi , i.e.,
α
(
(π1, f1), . . . , (πk, fk)
)= ((πα(1), fα(1)), . . . , (πα(k), fα(k))),
where α is an element of A, (πα1 ,πα2 , . . . , παk ) is a k-rectangle on U , and each fαi is an F -
structure on the blocks of παi . It is easy to check that this action of A on Fk-structures is
natural, that is, it commutes with any bijection σ : U → V . Hence we get a quotient species
under this group action.
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F [∅] = ∅. We define the exponential composition of F with the molecular species Xk/A to be
the quotient species, denoted (Xk/A)〈F 〉, under the group action described in above. That is,(
Xk/A
)〈F 〉 := Fk/A.
Theorem 3.8. Let A and B be subgroups of Sm and Sn, respectively, and let BA be the expo-
nentiation group of A with B . Then we have
Xm
A
〈
Xn
B
〉
= X
nm
BA
.
As a consequence, we have
Z(Xm/A)〈Xn/B〉 = Z
(
BA
)
.
Proof. Since the arithmetic product is associative, we have(
Xn
B
)m
= X
N
Bm
,
where Bm is the product of m copies of B , acting on the set
[n] × [n] × · · · × [n]︸ ︷︷ ︸
m copies
piecewisely, and hence viewed as a subgroup of Snm . Therefore, the set of (Xn/B)m-structures
on [N ] can be identified with the set of Bm-orbits of linear orders on [N ].
The group A acts on these Bm-orbits of linear orders by permuting the subscripts. This action
results in the quotient species
Xm
A
〈
Xn
B
〉
=
(
Xn
B
)m
/A =
(
XN
Bm
)
/A.
We observe that an A-orbit of Bm-orbits of linear orders on [N ] admits an automorphism
group isomorphic to the exponentiation group BA, hence the quotient species (XN/Bm)/A is
the same as the molecular species XN/BA. Fig. 4 illustrates a group action of A on a set of
(Xn/B)m-structures. 
Definition 3.9. Let k be a positive integer, and F a species with F [∅] = ∅. We define the expo-
nential composition of F of order k to be the species
Ek〈F 〉 = Fk/Sk.
We set E0〈F 〉 = X.
Definition 3.10 (Exponential composition of species). Let F be a species with F [∅] = F [1] = ∅.
We define the exponential composition of F , denoted E 〈F 〉, to be the sum of Ek〈F 〉 on all
nonnegative integers k, i.e.,
E 〈F 〉 =
∑
k0
Ek〈F 〉.
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The exponential composition of species has properties listed in the following theorems. The-
orem 3.11 gives a connection between the exponential composition and the Dirichlet exponential
generating function of species. Theorem 3.12 lists further properties of the exponential compo-
sition of the sum of two species.
Theorem 3.11. Let F be a species with F [∅] = F [1] = ∅. Then
D
(
E 〈F 〉)= exp(D(F )).
Proof. Each Fk/Sk-structure on a finite set U is an Sk-orbit of Fk-structures on U , where
the action is taken by permuting the subscripts of the Fk-structures. We observe that there are
k! Fk-structures in each of the Sk-orbits. Therefore,∣∣∣∣FkSk [n]
∣∣∣∣= |Fk[n]|k! ,
and
D
(
Ek〈F 〉
)= D(Fk/Sk)= D(Fk)
k! =
D(F )k
k! .
It follows that
D
(
E 〈F 〉)= D(∑
k0
Ek〈F 〉
)
=
∑
k0
D
(
Ek〈F 〉
)=∑
k0
D(F )k
k! = exp
(
D(F )
)
.  (3.4)
Theorem 3.12 (Properties of the exponential composition). Let F1 and F2 be species with
F1[∅] = F2[∅] = F1[1] = F2[1] = ∅, and let k be any nonnegative integer. Then
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k∑
i=0
Ei〈F1〉 Ek−i〈F2〉, E 〈F1 + F2〉 = E 〈F1〉 E 〈F2〉. (3.5)
We observe that an (F1 +F2)k-structure on a finite set U is a rectangle on U with each parti-
tion in the rectangle enriched with either an F1 or an F2-structure. Taking the Sk-orbits of these
(F1 + F2)k-structures on U means basically making every partition of the rectangle “indis-
tinguishable.” Hence in each Sk-orbit, all partitions enriched with an F1-structure are grouped
together to give an Sk1 -orbit of F
k1
1 -structures, and the remaining partitions are grouped to-
gether to give an Sk2 -orbit of F
k2
2 -structures, where k1 and k2 are nonnegative integers whose
sum is equal to k.
Proof of Theorem 3.12. First, we prove that for any nonnegative integer k,
Ek〈F1 + F2〉 =
k∑
i=0
Ei〈F1〉 Ek−i〈F2〉.
The case when k = 0 is trivial. Let us consider k to be a positive integer. Let s and t be
nonnegative integers whose sum equals k. Let U be a finite set. To get an Es〈F1〉  Et 〈F2〉-
structure on U , we first take a rectangle (ρ, τ ) on U , and then take an ordered pair (a, b), where
a is an Es〈F1〉-structure on the blocks of ρ, and b is an Et 〈F2〉-structure on the blocks of τ .
That is,
a = {(ρ1, f1), . . . , (ρs, fs)}, b = {(τ1, g1), . . . , (τt , gt )},
where (ρ1, . . . , ρs) is a rectangle on the blocks of ρ, (τ1, . . . , τt ) is a rectangle on the blocks of τ ,
fi is an F1-structure on the blocks of ρi , and gj is an F2-structure on the blocks of τj .
As pointed out by Maia and Méndez [9], for any nonnegative integers i, j , the species of
(i + j)-rectangles is isomorphic to the arithmetic product of the species of i-rectangles and the
species of j -rectangles:
N (i+j) =N (i) N (j).
It follows that (ρ1, . . . , ρs, τ1, . . . , τt ) is a rectangle on U .
On the other hand, let x be an Ek〈F1 +F2〉-structure on U . We can write x as a set of the form
x = {(π1, f1), . . . , (πr , fr), (πr+1, gr+1), . . . , (πk, gk)},
where (π1,π2, . . . , πk) is a k-rectangle on U , r is a nonnegative integer between 0 and k, each fi
is an F1-structure on πi for i = 1, . . . , r , and each gj is an F2-structure on πj for j = r+1, . . . , k.
We then write x = (x1, x2), where
x1 =
{
(π1, f1), . . . , (πr , fr)
}
, x2 =
{
(πr+1, gr+1), . . . , (πk, gk)
}
.
Hence running through values of s and t , we get that the set of Es〈F1〉  Et 〈F2〉-structures
on U , written in the form of the pairs (a, b) whose construction we described in above, corre-
sponds naturally to the set of Ek〈F1 + F2〉-structures on U .
The proof of
E 〈F1 + F2〉 = E 〈F1〉 E 〈F2〉.
is straightforward using the properties of the arithmetic product, namely, the commutativity, as-
sociativity and distributivity:
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∑
k0
Ek〈F1 + F2〉 =
∑
k0
∑
i+j=k
i,j0
Ei〈F1〉 Ej 〈F2〉
=
(∑
i0
Ei〈F1〉
)

(∑
j0
Ej 〈F2〉
)
= E 〈F1〉 E 〈F2〉. 
Note that identity (3.5) is analogous to the identity about the composition of a sum of species
with the species of sets E :
E (F1 + F2) = E (F1)E (F2).
What is more, (3.5) illustrates a kind of distributivity of the exponential composition. In fact, if
a species of structures F has its molecular decomposition written in the form
F =
∑
M⊆F
M molecular
M,
then the exponential composition of F can be written as
E 〈F 〉 =

·
M⊆F
M molecular
E 〈M〉.
3.3. Cycle index of exponential composition
The cycle index polynomial of the exponentiation group was given by Palmer and Robin-
son [11]. They defined the following operators Ik for positive integers k.
Let R = Q[p1,p2, . . .] be the ring of polynomials with the operation  as defined in Theo-
rem 3.5. Palmer and Robinson defined for positive integers k the Q-linear operators Ik on R as
follows:
Let λ = (λ1, λ2, . . .) be a partition of n. The action of Ik on the monomial pλ is given by
Ik(pλ) = pγ , (3.6)
where γ = (γ1, γ2, . . .) is the partition of nk with
cj (γ ) = 1
j
∑
l|j
μ
(
j
l
)( ∑
i|l/gcd(k,l)
ici(λ)
)gcd(k,l)
.
Furthermore, {Ik} generates a Q-algebra Ω of Q-linear operators on R. For any elements
I, J ∈ Ω , any r ∈ R and a ∈ Q, we set
(aI)(r) = a(I (r)),
(I + J )(r) = I (r) + J (r),
(IJ )(r) = I (r) J (r). (3.7)
As discussed in Palmer and Robinson’s paper [11], if Im(pμ) = pν , then ν is the cycle type
of an element (α, τ ) of the exponentiation group BA acting on [n]m, where α is a permutation
in A with a single m-cycle, and τ ∈ Bm is such that μ is the cycle type of the permutation
τ(m)τ(m − 1) · · · τ(2)τ (1).
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ponential composition of f1 and f2, denoted f1 ∗ f2, to be the image of f2 under the operator
obtained by substituting the operator Ir for the variables pr in f1.
Note that the operation ∗ is linear in the left parameters, but not on the right parameters. We
call this the partial linearity of the operation ∗.
Let A be a subgroup of Sm, and let B be a subgroup of Sn. Palmer and Robinson [11,
pp. 128–131] proved that the cycle index polynomial of BA is the exponential composition of
Z(A) with Z(B). That is,
Z
(
BA
)= Z(A) ∗ Z(B).
As a consequence of Theorem 3.8, we get the cycle index of the species (Xm/A)〈Xn/B〉:
Z(Xm/A)〈Xn/B〉 = Z(A) ∗ Z(B).
Next we generalize Palmer and Robinson’s result to get the formula for the cycle index of
the exponential composition of an arbitrary species. First, we introduce a lemma that is a gener-
alization of the Cauchy–Frobenius Theorem, alias Burnside’s Lemma. For the proof of a more
general result, with applications and further references, see Robinson [13]. Another application
is given in [4].
Lemma 3.14 (Cauchy–Frobenius). Suppose that a finite group M×N acts on a set S. The groups
M and N , considered as subgroups of M × N , also act on S. The group N acts on the set of
M-orbits. Then for any g ∈ N , the number of M-orbits fixed by g is given by
1
|M|
∑
f∈M
fix(f, g),
where fix(f, g) denotes the number of elements in S that are fixed by (f, g) ∈ M × N .
Theorem 3.15 (Cycle index of the exponential composition). Let A be a subgroup of Sk , and
let F be a species of structures concentrated on the cardinality n. Then the cycle index of the
species (Xk/A)〈F 〉 is given by
Z(Xk/A)〈F 〉 = Z(A) ∗ ZF , (3.8)
where the expression Z(A) ∗ ZF denotes the image of ZF under the operator obtained by sub-
stituting the operator Ir for the variables pr in Z(A).
Remark 3.16 (Notation and set-up). We denote by Parn the set of partitions of n, and by Parkn
the set of k-sequences of partitions of n.
For fixed integers n, k, and N = nk , we denote by NN the species of k-dimensional cubes, or
k-cubes, on [N ], defined by
NN = Ekn [N ].
We also call the elements of the set (Xn)k[N ] k-dimensional ordered cubes on [N ].
Let σ be a permutation on [k] with cycle type
ct(σ ) = (r1, r2, . . . , rd).
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δ be a permutation of [N ] with cycle type ν. Then δ acts on the Fk-structures by transport of
structures. We also introduce the notation
I
(
ct(σ );λ(1), λ(2), . . . , λ(d))= Ir1(pλ(1) ) Ir2(pλ(2) ) · · · Ird (pλ(d) ).
We denote by RecF (σ, ν) a function on the pair (σ, ν) defined by
RecF (σ, ν) :=
∑∏d
i=1 fixF [λ(i)]
zλ(1) · · · zλ(d)
, (3.9)
where the summation is over all sequences (λ(1), λ(2), . . . , λ(d)) in Pardn with
I
(
ct(σ );λ(1), λ(2), . . . , λ(d))= pν.
We denote by fixF (σ, δ) the number of Fk-structures on the set [N ] fixed by the joint action of
the pair (σ, δ).
Proof of Theorem 3.15. Let ν be a partition of N . It suffices to prove that the coefficients of pν
on both sides of Eq. (3.8) are equal.
The right-hand side of Eq. (3.8) is
Z(A) ∗ ZF =
(
1
|A|
∑
σ∈A
pct(σ )
)
∗
(∑
λn
fixF [λ]pλ
zλ
)
= 1|A|
∑
σ∈A
Ict(σ )
(∑
λn
fixF [λ]pλ
zλ
)
.
For σ ∈ A with ct(σ ) = (r1, r2, . . . , rd), we have
Ict(σ ) = Ir1 · · · Ird ,
and
Ict(σ )
(∑
λn
fixF [λ]pλ
zλ
)
= Ir1
(∑
λn
fixF [λ]pλ
zλ
)
 Ir2
(∑
λn
fixF [λ]pλ
zλ
)
 · · · Ird
(∑
λn
fixF [λ]pλ
zλ
)
.
Therefore, the coefficient of pν in the expression Z(A) ∗ ZF is
1
|A|
∑∏d
i=1 fixF [λ(i)]
zλ(1) · · · zλ(d)
= 1|A|
∑
σ∈A
RecF (σ, ν), (3.10)
where the summation on the left-hand side is taken over all sequences (λ(1), λ(2), . . . , λ(d)) in
Pardn for some d  1 and all σ ∈ A with ct(σ ) = (r1, r2, . . . , rd) such that
I
(
ct(σ );λ(1), λ(2), . . . , λ(d))= pν,
and RecF (σ, ν) on the right-hand side is as defined by (3.9) in Remark 3.16.
The left-hand side of Eq. (3.8) is
ZFk/A =
∑
fix
Fk
A
[ν]pν
zν
.νN
1396 J. Li / Journal of Combinatorial Theory, Series A 115 (2008) 1374–1401Therefore, the coefficient of pν in the expression ZFk/A is
1
zν
fix
Fk
A
[ν].
We then apply Theorem 3.14 to get that the number of A-orbits of Fk-structures on [N ] fixed
by a permutation δ ∈ SN of cycle type ν is
fix
Fk
A
[ν] = fix F
k
A
[δ] = 1|A|
∑
σ∈A
fixF (σ, δ), (3.11)
where fixF (σ, δ) is as defined in Remark 3.16.
Therefore, combining (3.11) and (3.10), the proof of Eq. (3.8) is reduced to showing that
fixF (σ, δ) = zν RecF (σ, ν), (3.12)
for any δ, ν and σ .
To prove (3.12), we start with observing that in order for an Fk-structure on [N ] of the form(
(π1, f1), (π2, f2), . . . , (πk, fk)
)
to be fixed by the pair (σ, δ), it is necessary that (σ, δ) fixes the k-cube of the form
(π1,π2, . . . , πk) ∈NN . This is equivalent to saying that
NN [δ](π1,π2, . . . , πk) = (πσ(1), πσ(2), . . . , πσ(k)). (3.13)
Suppose (3.13) holds for some k-cube (π1,π2, . . . , πk) ∈NN . We let βi ∈ Sn be the induced
action of δ on the blocks of πi , for i = 1,2, . . . , k. That is,
NN [δ](πi) = βi(πσ(i))
for all i ∈ [k].
π1
β1
π2
β2
πk
βk
πσ(1) πσ(2) πσ(k)
Now we consider the simpler case when σ is a k-cycle, say, σ = (1,2, . . . , k). Then the action
of δ sends (π1,π2, . . . , πk) to (π2,π3, . . . , π1). Let β = β1β2 · · ·βk . The above discussion is
saying that
Ik(pct(β)) = pν.
On the other hand, given a partition λ of n satisfying Ik(pλ) = pν , there are n!/zλ per-
mutations in Sn with cycle type λ. Let β be one of such. Then the number of sequences
(β1, β2, . . . , βk) whose product equals β is (n!)k−1, since we can choose β1 up to βk−1 freely, and
βk is therefore determined. All such sequences (β1, β2, . . . , βk) will satisfy Ik(pct(β1···βk)) = pν ,
thus their action on an arbitrary k-dimensional ordered cube, combined with the action of σ on
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mutations with cycle type ν, and only one of them is the δ that we started with. Considering
that the k-cubes are just Skn-orbits of the k-dimensional ordered cubes, we count the number of
k-cubes that are fixed by the pair (σ, δ) with the further condition that the product of the induced
permutations on the πi by δ has cycle type λ:
#
{
(β1,β2,...,βk)∈Skn
with ct(β1···βk)=λ
} · #{k-dimensional ordered cubes}
#
{ permutations on [N ]
with cycle type ν
} · #{ k-dimensional ordered cubesin each equivalence class } =
[(n!)k−1 · n!/zλ] · N !
N !/zν · (n!)k =
zν
zλ
.
Now we try to compute how many Fk-structures of the form(
(π1, f1), (π2, f2), . . . , (πk, fk)
)
,
based on a given rectangle (π1,π2, . . . , πk) that is fixed by the βi with
ct
(∏
i
βi
)
= λ,
are fixed by the pair (σ, δ). We observe that the action of (σ, δ) determines that fk = F [β1]f1
and fi = F [βi−1]fi−1 for i = 2,3, . . . , k, and hence
fk = F [β1]F [β2] · · ·F [βk]fk = F [β]fk = F [λ]fk.
In other words,
fk ∈ FixF [λ].
Hence as long as we choose an fk from FixF [λ], then all the other fi for i < k are determined
by our choice of fk . There are fixF [λ] such choices for fk .
Therefore, in the case when σ is a k-cycle, we get that the number of Fk-structures on the
set [N ] fixed by the pair (σ, δ) is
fixF (σ, δ) =
∑
λn
Ik(pλ)=pν
fixF [λ]zν
zλ
= zν RecF (σ, ν).
Now let us consider the general case when σ contains d cycles of lengths r1, r2, . . . , rd . Let
(π1,π2, . . . , πk) be a k-cube fixed by the pair (σ, δ). Again we have (3.13), and we get an induced
βi on the blocks of πσ−1i for each i.
We observe that the action of σ on the subscripts of the k-cube partitions the list π1,π2, . . . , πk
into d parts, of lengths r1, r2, . . . , rd , within each of which we get a ri -cycle. We group
the βi on each of the d parts and get d permutations in the group Sn, whose cycle types
are denoted by λ(1), λ(2), . . . , λ(d). This construction gives that such a sequence of partitions
(λ(1), λ(2), . . . , λ(d)) will be those that satisfy
I
(
ct(σ );λ(1), λ(2), . . . , λ(d))= pν.
Therefore, the number of k-cubes fixed by (σ, δ) corresponding to such a sequence of parti-
tions (λ(1), λ(2), . . . , λ(d)) is
(n!)r1−1 · n!/zλ(1) · · · · · (n!)rd−1 · n!/zλ(d)
N !/zν ·
N !
(n!)k =
(n!)r1+···+rd
N !
zν
zλ(1) · · · zλ(d)
= zν .zλ(1) · · · zλ(d)
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under the action of the pair (σ, δ) corresponding to the sequence of partitions (λ(1), λ(2), . . . , λ(d))
is hence
fixF
[
λ(1)
] · · ·fixF [λ(d)],
since, similarly to our previous discussion, within each of the d parts, we only need to pick an
F -structure that is fixed by a permutation of cycle type λ(i), and all other F -structures are left
determined.
Therefore, we get that for any pair (σ, δ),
fixF (σ, δ) = zν RecF (σ, ν),
which concludes our proof. 
Remark 3.17. We can use the molecular decomposition to define the exponential composition of
a species F with a species H . That is, if the molecular decomposition of H is given by
H =
∑
M⊆H
M molecular
M,
then we define H 〈F 〉 by
H 〈F 〉 =
∑
M⊆H
M molecular
M〈F 〉.
The left-linearity of the operation ∗ gives that the cycle index of H 〈F 〉 is
ZH 〈F 〉 = ZH ∗ ZF =
( ∑
M⊆H
M molecular
ZM
)
∗ ZF =
∑
M⊆H
M molecular
ZM ∗ ZF .
3.4. Cycle index of the species of prime graphs
Now we are ready to come back to the species of prime graphs.
Lemma 3.18. Let P be any prime graph, and let k be any nonnegative integer. Then the species
associated to the kth power of P is the exponential composition of OP of order k. That is,
OPk = Ek〈OP 〉.
Proof. We apply Theorem 3.8 and get
Ek〈OP 〉 =OkP /Sk =
(
Xn
aut(P )
)k
/Sk = X
nk
aut(P )Sk
.
It follows from Proposition 2.3 that
Ek〈OP 〉 = X
nk
aut(P k)
=OPk . 
We can verify Lemma 3.18 in an intuitive way. Note that the set of Ek〈OP 〉-structures on
a finite set U is the set of Sk-orbits of Ok-structures on U , and an element of Ek〈OP 〉[U ]P
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each fi is a graph isomorphic to P whose vertex set equal to the blocks of πi . Such a set
{(π1, f1), . . . , (πk, fk)} corresponds to a graph G isomorphic to P k with vertex set U . More
precisely, G is the Cartesian product of the fi in which each vertex u ∈ U is of the form
u = B1 ∩ B2 ∩ · · · ∩ Bk , where each Bi is one of the blocks of πi . In this way, we get a one-
to-one correspondence between the Ek〈OP 〉-structures on U and the set of graphs isomorphic to
P k with vertex set U .
Theorem 3.19. The species G c of connected graphs and P of prime graphs satisfy
G c = E 〈P〉.
Proof. In this proof, all graphs considered are unlabeled.
The molecular decomposition of the species of prime graphs is
P =
∑
P prime
OP ,
where each OP is a molecular species which is isomorphic to Xl(P )/ aut(P ).
Let {P1,P2, . . .} be the set of unlabeled prime graphs. We have
E 〈P〉 = E 〈OP1 +OP2 + · · ·〉
= E 〈OP1〉 E 〈OP2〉 · · ·
= (X +OP1 +OP 21 + · · ·) (X +OP2 +OP 22 + · · ·) · · ·
=
∑
i1,i2,...0
O
P
i1
1
O
P
i2
2
 · · ·
=
∑
i1,i2,...0
O
P
i1
1 P
i2
2 ···
=
∑
C connected
OC
= G c. 
Note that Theorem 2.8 follows as a corollaries of Theorems 3.11 and 3.19.
Remark 3.20. Recall that the exponential composition of a species F is the sum of Ek〈F 〉 on all
nonnegative integers k:
E 〈F 〉 = E0〈F 〉 + E1〈F 〉 + E2〈F 〉 + · · · = X + F + E2〈F 〉 + · · · .
Theorem 3.19 gives that
G c = X +P + higher terms,
P = G c − X − higher terms,
ZP = ZG c − p1 − higher terms.
Now we can compute the cycle index of the species of prime graphs ZP from the cycle index of
the species of connected graphs ZG c , given by formula (1.2), recursively using maple:
1400 J. Li / Journal of Combinatorial Theory, Series A 115 (2008) 1374–1401Fig. 5. Unlabeled prime graphs with n vertices, n 4.
Fig. 6. Unlabeled non-prime graphs on n vertices, n 6.
ZP =
(
1
2
p21 +
1
2
p2
)
+
(
2
3
p31 + p1p2 +
1
3
p3
)
+
(
35
24
p41 +
7
4
p21p2 +
2
3
p1p3 + 78p
2
2 +
1
4
p4
)
+
(
91
15
p51 +
19
3
p31p2 +
4
3
p31p3 + 5p1p22 + p1p4 +
2
3
p2p3 + 35p5
)
+
(
1654
45
p61 +
91
3
p41p2 +
38
9
p31p3 + 21p21p22 + 2p21p4 +
8
3
p1p2p3
+ 4
5
p1p5 + 476 p
3
2 +
5
2
p2p4 + 119 p
2
3 +
2
3
p6
)
+ · · · .
Fig. 5 shows the unlabeled prime graphs on no more than 4 vertices.
Hence we write down the beginning terms of the molecular decomposition of the species P :
P = E2 + (X · E2 + E3) +
(
E2 ◦ X2 + X · E3 + X2 · E2 + E2 · E2 + E4
)+ · · · .
Comparing Fig. 5 with unlabeled connected graphs with no more than 4 vertices, we see that
there is only one unlabeled connected graph with 4 vertices that is not prime. In fact, if we
compare the first several terms of ZG c , given by (1.2), and ZP of order no more than 6, we get
that
ZG c − ZP = p1 + 18
(
p41 + 2p21p2 + 3p22 + 2p4
)+ 1
4
(
p61 + p21p22 + 2p32
)
+ 1
12
(
p61 + 3p21p22 + 4p32 + 2p23 + 2p6
) · · · ,
which is the cycle index of connected non-prime graphs on no more than 6 vertices, as shown in
Fig. 6, which consist of a single vertex, a graph with 4 vertices, and two graphs with 6 vertices.
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