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Abstract 
Wagner, D. and F. Wagner, A generalization of the zero-one principle for sorting algorithms, 
Discrete Applied Mathematics 30 (1991) 265-273. 
In this paper a new general approach for the so-called “zero-one principle” for sorting algorithms 
is described. A theorem from propositional logic that states the connection between two-valued 
logic and many-valued logic is used to prove this zero-one principle. As a consequence a zero-one 
principle for a more general class of sorting algorithms is derived. 
1. Introduction 
The sorting problem is one of the mostly discussed problems in discrete mathe- 
matics and computer science. There are lots of more or less “sophisticated” sorting 
methods, most of them depend on comparisons of pairs of elements. To prove the 
correctness of such an algorithm, the zero-one principle is a very helpful tool. By 
applying the zero-one principle, the expense to be made is considerably reduced, 
i.e., instead of proving the general validity of the sorting algorithm (showing that 
it works correctly for arbitrary inputs), it is enough to consider only all possible in- 
puts of zeros and ones. 
* Part of this research was done while the authors were with the Lehrstuhl fiir angewandte Mathema- 
tik, insbesondere Informatik, RWTH Aachen. D. Wagner was supported by the Deutsche Forschungsge- 
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The correctness of many classical sorting methods can be proved very elegantly 
with the zero-one principle [2]. Moreover, also for a lot of new “extensive” sorting 
methods, for example parallel sorting algorithms [ 1,3], the zero-one principle turns 
out to be an invaluable expedient. 
By showing, that the zero-one principle relies on a more general principle, we are 
able to prove that it is also true for sorting algorithms with input restrictions. 
Beyond that, our general approach gives rise to the hope that a zero-one principle 
also exists for other algorithms or problems. 
2. The zero-one principle for comparison trees 
We consider a set M with a linear order “ < ” , i.e., for any three values x, y, z EM 
the following conditions are satisfied: 
(i) x<y or y<x, or x=y is true. 
(ii) If x<y and y<z, then X<Z. 
Methods, which sort n elements xi, . . . , x,, of M, say into nondecreasing order, 
and depend only on comparisons can be represented in terms of an extended binary 
tree structure as shown in Fig. 1. Each internal node of the tree corresponds to a 
comparison of two values xi versus Xj (write xi : Xi). The left subtree of this node 
represents the subsequent comparisons to be made if xi < Xj , and the right subtree 
represents the subsequent comparisons to be made if xi >Xj, while for the case 
xi =Xj it does not matter which branch is taken below this node. Each external node 
of the tree contains a permutation of the input values, say II( . . . , TC(X,) for the 
case 
Tc(x,) 5 71(x2) I ... 577(x,) 
(where “ 5” stands for the case “ <” or “ = “). 
If all input values are distinct, each path through the comparison tree from the 
Fig. 1 
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root to one external node corresponds to exactly one possible relationship between 
the input values. 
Now, for sorting algorithms, which only depend on comparisons, we have a very 
helpful tool to prove their correctness [2]. 
Theorem 1 (Zero-one principle for comparison trees). A comparison tree sorts 
every sequence of n elements of a linear ordered set into nondecreasing order if and 
only if it sorts every sequence of n zeros and ones into nondecreasing order. 
Theorem 1 can be proved by elementary considerations. 
As a constrained type of comparison trees we can consider homogeneous com- 
parison trees. Homogeneity is satisfied if, whenever we compare xi versus xj, the 
subsequent comparisons for the case xi <Xj are exactly the same as for xi>Xj, but 
with i andj interchanged. This type of sorting algorithm is very interesting, because 
it corresponds to sorting networks. A sorting network consists of comparator 
modules which have two inputs and two outputs. The upper output is the minimum 
of the two inputs, while the lower output is the maximum. 
For a sorting network with n inputs the first output (the upper output) is the 
smallest value of the inputs, the second output is the second smallest etc. A sorting 
network and the corresponding sorting tree is represented in Fig. 2. 
For sorting networks, the zero-one principle is quite helpful, because to prove the 
correctness of a sorting network with n inputs is not always trivial. By the zero-one 
principle, it is sufficient to test all 2” possible inputs of zeros and ones, instead of 
all possible inputs of n values (which might be infinitely many). 
Fig. 2. 
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3. Fundamental definitions from the classical propositional logic 
Theorem 1 can be derived as an application of a theorem about many-valued logic. 
To state this theorem, we need some fundamental concepts from classical proposi- 
tional logic. 
A Boolean algebra is a system $3’ = (B, min, max, -, 0, 11, such that min and max 
are binary operations on B, - is a unary operation on B, 0,l E B, and the following 
conditions hold: 
(i) min and max are commutative, associative and distributive; 
and for x,y~B 
(ii) min(x, max(x, y)) =x, max(x, min(x, y)) =x, 
(iii) min(x, -x) = 0, max(x, -x) = 1. 
A nonempty subset Z of B is an ideal of 35’ if max(x, y) E I whenever x, y E I, and 
x E I whenever max(-x, y) = 1 and y E I. 
An ideal Z*#B of 223 is called a prime ideal if there is no ideal J such that 
Z*c JCB. 
A fundamental existence theorem for prime ideals is the following. 
Boolean prime ideal theorem. Zf J is a proper ideal of 33, then there is a prime ideal 
I* of 33 such that JcZ*. 
Let At be a countable set (set of atomic formulas). By form we design the set of 
all formulas generated by (At, A, V, 1, +, t,f) where t stands for the true formula 
and f stands for the false formula. 
A truth valuation of form with respect to a class of Boolean algebras @2, is a 
homomorphism u from form to a Boolean algebra in %, with 
NT@) = -u(Q), 
and 
I = min(u(@), U(W)), 
u(@W) = max(u(@), u(w)), 
u(@ + w) = ~(1 Ww) = max(-u(Q), u(w)) 
for formulas @ and I,V. 
For a class of Boolean algebras %‘, a formula @ is a truth-functional consequence 
with respect to g of a set 2 C form if and only if for every truth valuation u with 
respect to g we have: 
if u(v) = 1 for all I,UE~, then u(Q) = 1 (write Xk,@). 
For further notions from propositional logic we refer to [4]. 
The following theorem describes the connection between many-valued logic and 
two-valued logic [6]. 
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Theorem 2. If k3 is the class of all Boolean algebras and FT’ contains only the 
Boolean algebra over (0, l}, then 
Sketch of the proof. If LC ~~ @, then z E~, @ since g?‘~ ‘vY. Now, let LY ps, 0, and u 
be a homomorphism from form to a Boolean algebra 3, and U(W) = 1 in 33 for all 
I,HEC. If x= ~(@)#l, then with the Boolean prime ideal theorem, there exists a 
prime ideal Z* in 33 with XEZ*. We can define a homomorphism h from 35’ to the 
Boolean algebra over (0, 1) by 
if LEZ*, 
if zf$l*. 
Then h 0 u is a truth valuation from form to (0, l}, with h(u(@)) = 0 and h(u(rl/)) = 1 
for all I,V E ,X, contradicting ,X Ed, @. 
(For details, we refer to [7].) 0 
4. Main result 
We use Theorem 2 to prove the zero-one principle for comparison trees in the 
following sense. For an “appropriate” Boolean algebra 33, and an “appropriate” 
set of formulas _X, and an “appropriate” formula $J we have: 
If for every truth valuation u with respect to (0, l} follows 
(if U(W) = 1 for all ry~.X, then u(Q) = 1) 
then for every truth valuation ~1’ with respect to 35’ follows 
(if u’(w) = 1 for all I,uE.E, then u’(Q) = 1). 
In other words, for a set of elements to be sorted, we define a Boolean algebra 
such that all truth valuations with respect to this Boolean algebra express all possible 
inputs of a sorting algorithm. For a sorting algorithm that corresponds to a com- 
parison tree, we define a formula that expresses all possible paths from the root to 
an external node in the comparison tree. 
If there are certain input restrictions for the underlying sorting algorithm, we 
define a set of formulas E that expresses exactly these input restrictions. 
Then, the zero-one principle for sorting algorithms follows from Theorem 2. 
Definition of the “appropriate” set of formulas L’. We postpone the consideration 
of sorting algorithms which accept only inputs satisfying certain restrictions, to Sec- 
tion 5. So, as the set of formulas corresponding to the input restrictions, we take 
the set only containing the true formula, E:= {t}. In this case Theorem 2 says: 
A formula is a tautology with respect to the Boolean algebra over (0, l} if and only 
if it is a tautology with respect to any Boolean algebra. 
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Definition of the “appropriate” Boolean algebra. Let M be a linear ordered set. 
Then 2.6’ = Q(M), n, U, 0,M, “) is a Boolean algebra over the powerset of M, 
with 0 being the zero and M the one in 3, and AC stands for the complement of 
A EP (M) with respect to M. 
To prove the nontrivial part of the zero-one principle, we must define a formula 
pd correspohding to a sorting algorithm d such that: If & sorts every input of 
zeros and ones, then VI& is a tautology with respect to the Boolean algebra over 
(0, l}, and if (Pi is a tautology with respect to 33, then d sorts every input of 
elements from the linear ordered set M. 
Definition of the “appropriate” formula. Let &‘be a sorting algorithm that can be 
represented as a comparison tree. Consider for example the comparison tree in 
Fig. 1. For the case: xl 5x2 and x25x3, the output of the comparison tree is xi, x2, 
x3, corresponding to xl 5x2 5x3. Accordingly, the algorithm &’ can be expressed as 
follows: 
If xi 5x1 and ~2~x3, then x1 <x21x3, and 
if x,(x2 and x35x2 and xi <x3, then x1 <x3<x2, and 
if x,5x2 and x35x2 and x35x1, then x3~x,~x2, and 
if x25x, and x1 5x3, then x25x, <x3, and 
if x2<xI and x35x1 and ~2~x3, then X~SX~SXI, and 
if x2<x, and ~35~~ and ~31x2, then ~3~~21x1. 
Now, as the corresponding subformulas for the leftmost path in the tree we take: 
((1x,vx2>~(1x2vx3)) + ((1x,vx2)~(1x,vx3N 
In the same way, for the whole comparison tree in Fig. 1, we get the formula: 
(((1x,vx2N1x2vx3)) + ((1x,Vx2)N~x2Vx3N) 
A(((lx2Vx1)A(1x3Vx1)A(1x3Vx2)) + ((~x3vx2>A(~x2vxl>)) 
In general, for each possible path from the root to an external node of a com- 
parison tree we choose a subformula, where the left branch after a comparison 
X; : Xj corresponds to 1 XiVXJ, and the right branch to lxjvxi, and a sequence of 
comparisons corresponds to the conjunction of these terms. A result X(X,), . . . . X(X,) 
in an external node corresponds to the subformula 
(77’4x+‘74x2))A(7 dx2)vdx3))A’*eA( -- x(x, - ,)vdxn))* 
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The subformula corresponding to a path from the comparison tree to an external 
node, and the subformula corresponding to the content of this external node are 
connected by +. Finally, the conjunction of all these subformulas corresponds to 
all possible paths through the comparison tree (which also determine the com- 
parison tree). 
To derive the zero-one principle from Theorem 2 let us first consider a sorting 
algorithm d applied to inputs of zeros and ones. 
Theorem 3. Let d be a sorting algorithm that sorts every input of zeros and ones, 
then the corresponding formula p& is a tautology with respect to the Boolean al- 
gebra over (0, l} . 
Proof. Any truth valuation u with respect to the Boolean algebra (0, l} assigns to 
a variable x, in qd 0 or 1. It is easy to see, that xi % Xj holds for a certain input of 
zeros and ones if and only if u( 1 XiVXj) = 1 for the corresponding truth valuation 
u with respect to the Boolean algebra over { 0, l}. Thus, if & sorts any input of zeros 
and ones, v),~ is a tautology with respect to the Boolean algebra over (0, l}. 0 
Now, let GJ be a sorting algorithm applied to arbitrary inputs of elements from 
a linear ordered set M. 
Theorem 4. Let & be a sorting algorithm. If the corresponding formula vd is a 
tautology with respect o the Boolean algebra B over the powerset of M, then & 
sorts every input of elements from M. 
Proof. For arbitrary subsets X or Y of M we have: Xfl Y= A4 iff X=M and 
Y=M. Furthermore, if X+ Y=Mthen (if X=Mthen Y=M). For aEMlet A := 
{beM: bla}. Then for all ai,ajEM: If AcUAj=M, then UiSaj. Since pSd is a 
tautology we know that especially p&l i, . . . , A,) =A4 which using the facts above 
proves that d sorts al, . . . , a,,. 0 
According to Theorem 3 and Theorem 4 the zero-one principle follows from 
Theorem 2. 
Fig. 3. Bitonic sorter of order 7. 
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5. Application of the zero-one principle to sorting algorithms with input restrictions 
In practice, the input of a sorting algorithm often satisfies certain conditions. For 
example, the input consisting of two (or more) sequences of elements, which are al- 
ready sorted. In these cases, it is convenient to use less powerful sorting algorithms 
that utilize these properties of the input, for example merge two ordered sequences 
into one. Algorithms that realize this are for example Batcher’s odd-even merge, 
two-way merge or k-way merge, respectively [2]. Another algorithm, that merges an 
input satisfying certain restrictions to one sorted sequence is a bitonic sorter. A 
bitonic sorter of order p sorts any bitonic sequence of length p into nondecreasing 
order. (A sequence (xi, . . ..x.> is bitonic if x, IX~>...~X~<X~+~ 5 . . . <xP for some 
kE (1, . . . . p}.) See for example Fig. 3. 
For these special types of sorting algorithms we construct a set of formulas 
Z which corresponds to the input restrictions of the algorithm. Consider for 
example a bitonic sorter of order p, then for the input (x,, . . . ,x,) with 
x, >XlL... LXk<Xk+,<“‘~Xp, we have 
(l~,~~,)r\(l~,~~,)r\‘~~r\(l~,~~,_,)r\(l~,~~,+,) 
The single element of Z is then the disjunction of all analogous formulas for the 
possible choices of intermediate points k. 
For a bitonic sorter of order p we can define a formula @ as in Section 4, that 
corresponds to all possible sequences of comparisons to be made. Let A4 be the 
linear ordered set containing all elements to be sorted, .!Z? the corresponding Boolean 
algebra. Then _Z K,~ @ if and only if Z Ele,il @, which implies the zero-one principle 
for a bitonic sorter. 
In general, consider a sorting algorithm d depending only on comparisons that 
works on inputs from a linear ordered set A4 which satisfy certain input restrictions, 
say r(d). Then the zero-one principle holds for &? if there exists a set of formulas 
Z,,, (corresponding to the input restrictions) such that condition i) and ii) hold. 
i) If for a truth valuation u with respect to the Boolean algebra over (0, l} we 
have u(w) = 1 for all y EEL, then the corresponding input of zeros and ones 
satisfies r(d). 
ii) If an input of elements from A4 satisfies r(d), then for a certain truth valua- 
tion u with respect to the Boolean algebra ,?6’ over the powerset of M u(w) = M for 
all w E ZP. 
The zero-one principle for sorting algorithms with input restrictions can be very 
useful, for example to prove the correctness of sorting algorithms for parallel 
models of computation [I]. Often parallel sorting algorithms, for example for 
perfect shuffle computer [8] or mesh connected computer [5,9], run in different 
phases, where each phase realizes a sorting algorithm with input restrictions. Thus, 
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the correctness of the algorithm can be proved by proving the correctness of the dif- 
ferent phases of the algorithm using the zero-one principle (which often is much 
easier than other correctness proofs.) 
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