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Global existence in time and uniqueness of solutions are proved for the 
Cauchy problem for the Vlasov-Maxwell system of equations in one dimension. 
The limiting values of the field &(x, t) as the space variable x + d CO are 
shown to be uniquely determined by the initial data. This result then yields 
existence of solutions of various boundary value problems. Solutions periodic 
in x are also discussed in this same framework. 
1. INTRODUCTION 
In this paper we shall discuss the Cauchy problem and various boundary 
value problems for the following system of equations in two functions F(x, v, t) 
and &‘(x, t) 
f+g - qx, t) g = 0, 
F@, PI, 0) = f(X, 4, 
$ (x, t) = j- [n(w) - W, w, 01 dv, 
$ (x, t) = 1 [F(x, o, t) - n(w)] e, dw. 
f(x, v) and n(v) are given functions. An integral without specified limits is 
taken over all of R. 
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The system (l.l), (1.2), (1.3) is usually referred to as the Vlasov-Poisson 
system for a one dimensional, collisionless plasma. F(x, w, t) is the electron 
probability distribution in phase space at time t, and n(w) is the velocity distribu- 
tion of the background ions. The system with Eq. (1.4) adjoined might be 
termed a Vlasov-Maxwell system in that the last equation can be derived from 
Maxwell’s equation for the time derivative of the electric field when the magnetic 
field is assumed constant. 
The Vlasov-Poisson system has been studied by many authors, usually with 
additional boundary conditions. One work in this direction is the paper of 
Iordanski [3] who studies (1. 1)-(1.3) with the condition 8(x, t) --+ 0 as x -+ - co. 
Batt [l] studies a similar system, but assumes that the background ion distribu- 
tion n depends on space and time as well as velocity, and that pi(x, t) = 
J~(x, o, t) dv is an integrable function of 3~. He instead imposes a condition on 
F(x, v, t), requiring that js [ F(. , r o, t)l dx dv < cc for each t. Wollman [5] 
neglects the background density and discusses solutions F with compact support 
in x and v. 
Of course, any solution of the system (1.1)-(1.4) is a fortiori a solution of the 
Vlasov-Poisson system. Iordanski in his paper shows that the solution of (l.l)- 
(1.3) satisfying 8(x, t) -+ 0 as x + -CO also satisfies (1.4). It is this last calcula- 
tion which is the starting point of our discussion. We formally integrate (1.4) 
to obtain a nonlinear integral equation for 8. We assume that J [n(v) - f(~, u)] de, 
has a bounded primitive e(x). Then starting with A&, t) = e(.v), we construct a 
sequence of approximate solutions 
A,(x, t) = e(x) + lt/[Fjel(x, v, s) - n(v)] v dv ds 
where F,-, is the solution of (1 .l), (1.2) with 8 replaced by A,-r . In Section 2 
we use the technique of Iordanski to show that the iterates converage uniformly 
on any finite time interval to a generalized solution. By a generalized solution 
of the system (1 .l)-(1.4) we shall mean a pair of functions (8(x, t), F(x, v, t)) 
such that 
(i) 67(x, t), &Y(x, t)/h, @(CC, t)/at are continuous on R x (0, co) and 
bounded on R x [0, T] for each T > 0; 
(ii) F(x, w, t) is continuous on Iwz x [0, co] and is constant on the cha- 
racteristic curves 
dx dv 
dt=v’ z= --B(x, t); 
(iii) d and F satisfy (1.3) and (1.4). 
The precise hypothesis on f and n are given in Section 2, but we note that if f 
is assumed continuously differentiable, then F is a strict solution of (1 .l). 
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Theorem 1 of Section 2 thus extends the results of Iordanski to the Cauchy 
problem, without imposing boundary conditions. 
In Section 3 we are now able to give a unified treatment of several boundary 
value problems. Theorem 4 states that if 
lim e(x) = e* 
iP+*CV 
exist, then for all t >, 0, we have 
lim 8(x, t) = ek cos oil 
s-rim 
where (Y~ = sn(w) dv. Thus the solution &?(x, t) will satisfy the boundary 
condition lim,,*, 8(x, t) = 0, or the condition lim,,,[ab(x, t) + b&(--x, t)] 
= 0 for some constants a and b, if and only if the same condition holds for e(x). 
Within this same framework we are also able to treat the periodic case. Theorem 
5 asserts the existence of a generalized solution pair such that x -+ (8(x, t), 
F(x, vu, t)) has period 2, provided x +f(w, v) has period 2 and 
._: 
1.l 
‘[n(v) - f(x, v)] dw dx = 0. 
As a consequence of Theorem 5, we are able to show that the space averaged 
functions 
and 
6(t) = + j-’ &‘(x, t) dx 
-1 
are sums of cos LYE and sin cut. We note that Fyfe and Montgomery [2] have 
found similar expressions for these quantities for a related system of equations 
derivable from (1 .I )-( 1.4). 
Recently, Klimas [4] has discussed an approximation scheme for numerical 
solution of the Vlasov-Maxwell system in the periodic case. 
2. GLOBAL EXISTENCE FOR THE CAUCHY PROBLEM 
We begin this section by defining some function spaces which we shall use 
frequently. Lemma I discusses some properties of the characteristics of Eq. 
(1.1). After we impose hypotheses on the data f and n, we convert the system 
(I .1)-(1.4) into a non-linear integral equation for the field 8(x, t). Lemmas 2,3,4, 
and 5 deal with the properties of the associated non-linear integral operator and 
are preparation for Theorem 1. 
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For a function Y(x, t) defined on lR x [0, T] we set 
II y IIs = sup{ I y@, Ql: x E R 0 < t < s < q 
whenever this quantity is finite. Let W(T) be the space of functions A(x, t) on 
[w x [0, T] such that d and %l/Ek are continuous on R x [0, T] and 
(2.1) 
W(T) is dense in the space X(T) of bounded, continuous functions on lR x 
[0, T] which are uniformly Lipschitz continuous in X on R x [0, T]. X(T) is a 
Banach space with the norm 
Ii A llr+ sup sup I A(x, t, - ,4(Y, t)l 
0467 &!J lx-y1 a 
LEMMA 1. Let A E W(T) and let (x(t), v(t)) be a solution on 0 5; t < T of the 
initial value problem 
dx dv --A -Jy=V’ z= 9 
Then 
x(0) = .qJ , w(0) = vo . (2.3) 
(a) The mupping (x0 , vo) + (x(t), v(t)): KC* -+ R* is one to one and onto 
with Jacobian J(t) = 1. 
(b) Denote the inoerse of this mapping by (x0 , vo) = 4(x, v, t). Then 
ax0 av, au, ax0 dx ---_- 
at av at ap, = -z = -v. 
(c) If A and B E X(T), and (xa(s), vA(s)) and (xB(s), zig(s)) are the corres- 
ponding solutions of (2.2) p assing through the same point when s == t, tken 
1 xA(o) - xg(o)l -t I VA(O) - ELI < (t + 1) 1' 'I A - B !ls ds. 
'0 
Proof. (a) Let J(t) be the Jacobian of the mapping (x0 , vo) + (x(t), v(t)). 
If 52 is a bounded open set in R2, let Q(t) be the image of Q under this mapping. 
Let fi = (JOss<t Q(s) x {s}. Then 
0 = J/J2 V . (D, --A(x, s), 1) dx dv ds = lj.(,, dx dv - Ji, dx dv 
310 
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ss, J(t) dx dv = fl 
saw 
dx dv = j-j- dx dv. 
32 
This implies that J(t) = 1. 
(b) Let (x(t), v(t)) be the solution of (2.2) with x(0) = 5 and v(0) = 7. 
Then for all t, 
x&(t), v(t), t) = 6 and vo(x(t), v(t), t) = 17. 
Thus we have 
If we solve for ax/at and use the fact that 4 has Jacobian J-l(t) = 1, we obtain 
dx 
[ 
ax, av, av, ax0 ‘,xdt=- xae,---. at a2! I
(c) We can write 
whence 
VA(S) - VBW = 1’ KW), 0 - 4Xt1(6), &I dt s 
X,(O) - -&do) = /oti’ M-G(t), 5)) - 4X,(k)> 01 dt ‘IT. 
It follows that 
I X,(O) - &@)I < t j-” II A - B llc d5 
0 
and 
I VA(O) - 4W < j-” II A - B IIE 45 
0 
Next, we introduce a majorizing function p(u) = p(I er I) which is assumed 
continuous, monotone decreasing in ( v 1 , and such that 
s p(v) I v 1 dv < co. (2.4) 
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For reference later we define 
and we observe that 
j P&> dw = ‘h(O) + j P(V) dv while 
j p,(v) I v I dv = r2p(0) + r j ~(4 dw + j ~(4 I w I dv. 
Throughout this paper we shall assume that f(x, w) is a continuous function 
on Iws such that, 
I f(4 4 G P(W) for some p satisfying (2.4). (2.5) 
n(w) is always assumed to be a continuous function on R, n(w) > 0, such that 
I n(v) 1 w 1 dw < co (2.6) 
SI ’ Ifb, 4 - 44I 4 dv 0 (2.7) 
is uniformly bounded in x. 
We shall look for generalized solutions of (1.1)-(1.4). If we formally integrate 
Eq. (1.3) in x with t = 0 and (1.4), we arrive at a non-linear integral equation 
for 6: 
8(x, t) = e(x) + sbj[F(x, v, s) - n(w)] w dw ds. P-8) 
The function e(x) is a primitive for f [f(x, V) - n(w)] dw and is only determined 
up to a constant. 
Now suppose that A E X(T) and let 4(x’, v, t) = 4a(~, a, t) denote the inverse 
of the transformation (x0, vo) ---f (x(t), w(t)) generated by the solutions of (2.2). 
Let F(x, w, t) =f(+A(x, v, t)) be the continuous function which is constant on 
the trajectories of (2.2) Then formally we set 
A’@, t) = S’(A) = e(x) + jo’j[F@, v, s> - n(w)] v dw ds. (2.9) 
LEMMA 2. Suppose A E X(T) and (2.4)-(2.7) hold. Then A’(.r, t) and 
M’(x, t)/& are bounded continuous functions on R x [0, T]. 
Proof. We note that / F(r, v, t)l = If (4a(x, w, t)l < p(wo). Now I e. - v I < 
Y(I) = t 11 A Ilt for 0 < t < T. Hence 1 F(x, w, t)l I v I < fro-j(w) j v / for 0 < 
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t d T. NowJ-or I z’ I dv = W)p(O) + WJ-p(v) dv + j-p(v) I v I dv < ~0 
by (2.4). Thus 1 F(x, v, t)] / v 1 is uniformly bounded by an integrable function. 
Since F is continuous, it follows that jF( x, v, s) v dzf is a bounded, continuous 
function on R x [0, T]. The lemma is proved. 
To obtain more information about A’ = Y(A), we shall find an alternate 
representation for A’. 
Let Q(x, t) be the image under CA(y, zl, t) of the half plane {(y, v): y < x}. 
y(x, t) = ~Q(x, t) is the image under +A of the line {(y, v): y = x>. Let Co be the 
transformation corresponding to A = 0. The corresponding images are 
Qo(x, t) = {(y. , vo): y. < x - vat} 
and the line 
Yo(X, t) = {(yo 9 v&y, = x - vat). 
For y (respectively yo) the positive orientation is with increasing v so that the 
region Q(.x, t) (respectively Qo(x, t)) lies to the left of y (respectively ~~‘0). y and y. 
form the boundary of the set 
We define f on W(X, t) by 
J=f when y lies to the right of ‘y. 
= -f when y lies to the left of y. . 
Let FO(x, v, t) = f (+o(x, v, t)) = f (x - vt, v). 
LEMMA 3. Assume A E W(T) and (2.4)-(2.7). Then we may write 
A’(.r, t) = 44 - /Jwcz t,.f&o dv, + (/PO@, v, 4 - n(v)1 v dv ds. (2.10) 
Proof. We shall show that JJ,(Z,tjJdyo d et, is differentiable in t and that 
d 
z , 
j-j-,, t,pdyo dv, = - 1 [F(x, z’, t) - Fo(x, v, t)l v dv. (2.11) 
By Lemma l(c) with B = 0, we see that w(x, t) is contained in a strip parallel 
to yo: 
Kvo 3 vo): x - d - v,t < y. ,< .Y + d - q,t) 
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where 
d = d(t) = (t + 1) j-’ /( A Ilg ds. 
0 
Let x(f) be a smooth function such that 
x(0 = 0 for 6 < -2d(T) 
= 1 for 5 > -d(T). 
Thus x(yo + o,t - x) = 1 on w(x, t) for 0 < t < T so that we may write 
j-j-, t) ho duo = ssn,, t) X(YO + oat - 4 f(ro 9 210) ~YO dvo , I - ss R 0 (r.t) x(yo + vat - x)f(ro > 00) +o dvo - 
The integrals on the right of (2.12) both converge absolutely because the support 
of x(yo + w,t - x) is contained in a strip of width 2d(T) parallel to yo(x, t). 
Indeed, 
by virtue of (2.4) and (2.5). 
Let Z(x) be the two dimensional surface in the coordinate space (y. , zo, t) 
given by 
44 = u Y(% 4 x (4. 
Z(x) is parameterized by 
A normal vector to E(x) is 
Since the positive orientation on y(x, t) corresponds to increasing w, we see that 1 
points to the right as we move along r(x, t) in the positive direction. Therefore 
d 
dt ss t?(r.t) xf dY0 dvo = - s ylz,tjf&d”f J‘jncz,t~x’f~od~ody, 
where do is arc length on y(x, t) and 2’ = (&+,/&J, -@o/~w). The integral 
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by virtue of (2.4) and (2.5). The tangent vector to y(x, t) in terms of the para- 
meter 0 is T(D) = (ays/%, -&+/&) and from Lemma I(c) we have 1, = ZJ. 
Thus, 
It da = 
v-l 
-du=odv 
I WI 
and we have 
If we make the same calculation for the integral 
and subtract, we obtain 
ss la&A xfdyodv, 
d 
z , J‘/,,. t,f40 dvo = - j- [fbb&, ~3 4) - f (do@, ~7 t))l v dv 
= - 
I 
[F(x, z’, t) - PO@, v, t)] v dv 
because x’(ys + v,t - X) = 0 on w(x, t). This proves Lemma 3. 
LEMMA 4. Let f and n sutisfr (2.4)-(2.7). Let A, B E X(T) with A’ = Z(A) 
and B’ = 9(B). Then there is a constant C = C(T) independent of A and B such 
that 
II A’ - B’ /It < C 1 i A - B lls ds forO<t<T. (2.13) 
0 
Proof. Assume first that A, BE W(T). Let ya , Q, and wA be the objects 
studied in Lemma 3 which correspond to A; yB , QB and ws those which cor- 
respond to B. According to Lemma I(c), the distance between yA and yB , 
as measured along they0 axis, is no greater than d,,,(t) = (t + 1) ji II A - B /Is ds. 
Let 
wa.e(% t) = PA\QBl ” PB\Q‘41. 
Thus the maximum width of w~,~(x, t) is less than or equal to d,,,(t). Finally, 
note that both ya and ys are contained in a strip parallel to y. , of width 28(T), 
where 
6(T) = (T + 1) max is,’ II A IIs & IoT II B Ils ds/ 1 
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and centered on y0 . Let x be a smooth function with 
x(0 = 0 for 5 < -26(T) 
E 1 for 5 > --6(T). 
Then xf =f on We, w, and w,.,,~. From the representation (2.10) we see that 
A’(x, t) - B’(x, t) 
= .j- 
WB 
ho dvo - j-j- ho dvo 
WA 
so that 
II A’ - B’ llt < C It II A - B IIs ds for0 <t < T 
‘0 
where C = C(T) = 2(T + 1) s p(v) dv. The lemma is therefore proved for 
A, B E W(T). Since W(T) is dense in X(T), the inequality just obtained is 
easily extended to A, B E X(T). 
LEMMA 5. Assume A E X(T) and (2.4)-(2.7). Then A’@, t) = L?(A) has a 
continuoq bounded derivative in x on R x [0, Tj and 
aA’ 
I/ /I - ax t < 2T II A Ilt + m 
for 0 < t < T 
where m = s [p(v) + n(v)] dv. 
Proof. Assume first that A E W(T) so that (2.10) is valid. We shall dif- 
ferentiate (2.10). Let T(t) be the two dimensional surface in the coordinate space 
(Yo P vo v x) which is 
r(t) = u Y(% t) x (4. 
--m<z<w 
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r(t) is parameterized by (x, V) + ($( x, v, t), x) and a normal direction to r(t) 
is given by 
av0 
ld= av (
aYo a=vo av, a~, au0 -----. '-37 av ax ax av 1 
Thus, 
a 
ax ff t-J(r. t)xfdro4 = - s f- v(.& , 2, do + ss,,., xlf4Yodv13 * 
Now 
I 
aYo avo aYo avo =--] u,=- -&--&---- 
av ax I 
because (x, v) +$(x, v, t) has unit Jacobian, and 1 u’ [ = 1 TV where r(v) = 
(ay,/%, &,/aU) is the tangent vector to y(x, t). Hence 
a 
ax , f-f n(r t) xfdrodvo = ~f(h& 0, t))dv - j.s,,, t) x'fdyodvo . 
Similarly, 
a 
ax ff f&A xf dye dvo = f(+o( , , j- x v 0) dv - ssn(, t) x’fdro dxo 
so that 
a 
ax , jjm,c /dy, dv, = 1 [F(x) v, t) - Fo(x, v, t)] dv. (2.14) 
Now, 
t J-f Fo(x,v,s)vdv ds = ItIf@ - vs, v) v dv ds 0 0 
Thus 
=sc ~z~vtf(b+Gdv~ where .f = x - vs. 
a t 
ax, f j-Fo(x,v,s)v dv ds = \ [f&v) -f@ - ~4 41 dv 
f 
(2.15) 
= [f&v) -Fo(x, 0, Old= 
We combine (2.14)) (2.15) and the fact that 
de 
- = 
dx J 
- [f(x) v) - n(v)] dv 
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to deduce 
$$ (x, t) = 1‘ [n(v) - F(x, v, t)] dv (2.16) 
which shows that A' is differentiable in the x variable. Furthermore, 
where r(t) = t 11 A IIt . Thus 
I g (x, t) j < 2T II A l!t + j- b(v) + WI dv 
which proves the lemma when A E W(T). 
Now suppose that A E X(T). Then there exists a sequence Aj E W(T) such 
that Aj + A uniformly on R x [0, T] with aA,/& uniformly bounded on 
R x [0, T] for all j. By Lemma l(c) and the fact that f is continuous, we know 
that 
Fi(X, v,t) = f(dA,(X, v, 4) -+f(#&, v, 4) = qx, v, t> 
pointwise. Let 
r=Tsup sup I/Ajj(,<oo. 
j O(tQ 
Then we have I F&c, v, t)l < p,.(v) on R2 x [0, T] for all j. Now for each j, we 
integrate (2.16): 
A;@, t) - A;(O, t) = Jb”[[n(v) - F,(y, v, t)] dv dj. 
We conclude from Lemma 4 that the left-hand side converges uniformly to 
A'(x, t) - A’(x, 0). Thus, taking the limit we obtain 
A’@, t) = A’@, 0) + Jozj-[n(v) - F(x, v, t)] dv dy (2.17) 
where we have used the dominated convergence theorem on the right side. As 
in the proof of Lemma 2, we can deduce that SF@, v, t) dv is continuous on 
R x [0, T]. Thus we may differentiate (2.17) and the lemma is proved. 
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COROLLARY. Assume (2.4)-(2.7). For each T, 5? maps X(T) into TV(T). 
We are now ready to prove 
THEOREM 1. Let f and n satisfy (2.4)--(2.7) and let e(x) be a primitiwe of 
j- [f (x, w) - n(v)] dv. Then th ere exists a unique pair (8, F) which is a generalized 
solution of (1 .1)-(1.4) and such that 8(x, 0) = e(x). If f has continuous derivatives, 
then F is a classical solution (1.1). 
Proof. We define a sequence of approximations to the desired solution 8 by 
A,(x, t) = e(x), a4j(x, t) = 9(Ai-l). 
Since de(x)/dx = s [f (x, v) - n(v)] d v is bounded by (2.9, Lemmas 2 and 5 
imply that -4, E W(T) f or each T and all j 3 0. We will show that the Aj con- 
verge uniformly on R x [0, T] for each T. If we iterate the inequality (2.13) of 
Lemma 4, with A = Aj and B = Ajpl , we deduce that 
Thus the series 
Ai(x, t) = e(x) + i A,(x, t) - Aipl(x, t) 
j=l 
converges uniformly on R x [0, T] to a continuous function 8(x, t). This 
implies that 11 A, IIt are uniformly bounded on [0, T] for all j > 0 and that 
II 6 Ilt < II e II + ect - 1 for 0 ,< t < T. 
Lemma 5 then implies that I/ aA,/ax Ijt is uniformly bounded on [0, T] so that 
8(x, t) is also uniformly Lipschitz in x on R x [0, T]. Therefore 6 E X(T) for 
each T > 0. We may take the limit in the expression 
Aj = 5?(aj&l) 
to deduce that 8 is a fixed point of 9: 
8(x, t) = e(x) + Lt/[F(x, v, t) - n(v)] w de, ds 
where F(x, o, t) = f (M x, o, t)) is continuous. Then by Lemma 2, we know 
that &F/at is a bounded continuous function on R x [0, T] for each T > 0, and 
by Lemma 5, that ad/& is a bounded continuous function on [w x [0, T]. 
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Uniqueness is settled as follows. Let (~7~ , FJ and (&a ,8‘s) be two generalized 
solution pairs with the same dataf and the same choice of primitive e(x). Then, 
since &I and g2 are both fixed points of 2, we apply Lemma 4 to deduce that 
II 8, - 8, IL < C St II 8, - g:! l/s ds 
0 
whence &I = 8, . This in turn implies Fr = F2 . In the next section, we shall 
use the following corollary to solve certain boundary value problems. 
COROLLARY. Suppose that X,(T) is a subspace of X(T) which is closed in the 
mm A -, II A IIT - If X,(T) n W”) is invariant under 9, then the solution 
b(x, t) of Theorem 1 lies in X,(T) for all T > 0. 
In the next theorem we exploit the representation of Lemma 3 to obtain a 
continuous dependence result. 
THEOREM 2. Let f andg be two functions satisfying (2.4)-(2.7), with the same n. 
Let e&x) and e,(x) be the cot-responding choices of primitives of s [f (x, v) - n(v)] dv 
and J” [g(x, v) - n(v)] dv respectively. Let (EI , FI) be the generahked solution pair 
with data f and e, , while (gS , F,) is the solution pair with data g and e2 . Then 
there aye constants M = M(T), C = C(T) and K such that 
Proof. By Lemma 3 we have 
~&, 4 = 44 - //+ t) jdy, dv, + sb,If (x - vs, v) - WI v dv ds 
and 
8,(x, 0 = e,(x) - ~~m,,z t) d dy, dv, + ~‘/k(~ - vs, 4 - +>I v dv ds 
0 
where Q&x, t), U.&X, t), In,@, t) and W&X, t) are as defined in Lemma 3 for 8, 
and 8, . We let wl,a be the set difference 
w1.2 = P2\52;1 " R\Q,l. 
Then by adding certain terms, we may write 
Is o&A 
g” dye dvo - 1‘s , w,(z t) OYO dvo 
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Thus if e,(x) = s:J [n(w) - f(y, w)] dv dy + K, , and Q(X) = cl [n(w) - 
g(y, v)] dw dy + R, , we have 
The first and last integrals together are bounded by 2 ss 1 f-g 1 dx dv. The 
maximum width of wa(x, t) is no more than (t + 1) jot 118s IJS ds so that the 
integral over u+(Y, t) is bounded by 
TP+ 1)IIt",llrj~If--gId~d~~. 
The integral over wl,&, t) is bounded by 
[W + 1) j- ~(4 d"] ft II 6, - 8, Ils ds. 'Cl 
Thus there are constants M = M(T) and C = C(T) such that 
l~&,-&~l~t~C~f~~~,--~~l~ds+:U~~If-ggd~d~+K 
0 
where K = ) k, - k, I . Gronwall’s inequality then implies that 
for 0 < t ,( T. 
3. BOUNDARY VALUE PROBLEMS 
We begin with a discussion of limiting behavior of solutions of (1 .I)-( 1.4) 
as x + fco. First we prove a short lemma which refines somewhat Lemma 1. 
LEMMA 6. Suppose that A E X(T) and that (3.1) lim,+, A@, t) = u(t) 
uniformly for 0 < t .< T where u(t) is continuous on [0, T]. Dejim 
t 
x0-(x, z’, t) = x - ot - 
s W(T) 4, n 
q,-(x, v, t) = el + \” u(~) dq. 
‘0 
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Let x0(x, 0, s), v&, w, S) be the solutions of the system 
dx,- dv 
dx - -% 9 ds 
-2 = A(xo(s), t - s) 
with x,(O) = z, and vo(0) = a. Then 
hn[xo(x, v, t) - x0-(x, 0, t)] = $gu,(x, Z’, t) - @o-(x, v, t)] = 0 (3.2) 
uniformly for 0 < t < T and / v 1 < R. 
Proof. If we integrate the equations for x0 and era we obtain 
x0(x, v, t) = x - vt - 
Sf t ’ 4X,(0 t - 5) de ds 0 0 
oo(x, o,t) = v+ 
s 
t 4X,(5), t - 5) d5. 
0 
Because I/ A Ijt < 11 A Ilr < cc for 0 < t < T, we see that x0@, v, t) -+ --co 
uniformly for 0 < s < T and ( v 1 < R. By our assumption (3.1) on A(x, t), we 
conclude that 
lim A(x,(e), t - E) = a(t - 5) .x+-m 
uniformly for 0 < 5 < t < T, and I z, / < R. Consequently, x0(x, w, t) con- 
verges to x - wt - sisi a(t - 5) dt ds = x - wt - ~~qa(~) dv and wo(x, v, t) 
converges to ZJ + $, a(t - 6) d[ = v + J-i u(7) dq uniformly for 0 < t < T, 
/WI <Rasx-+co. 
We now make an assumption onf which is stronger than (2.7). Assume that 
’ s F I f(r, 4 - WI dv 4 --a- (3.3) 
is a bounded function of x. 
LEMMA 7. Assume (2.4)-(2.6) and (3.3). Let e(x) be a primitive of J [n(w) - 
f (y, v)] dy and let e- = lim,,-, e(x). Let A E W(T) satisfy (3.1) and suppose 
A’ = Y(A). Then 
$I-I~ A’@, t) = e- - [ 1” (t - d 44 h] j n(v) dv 
‘0 
un;formly for 0 < t < T. 
Proof. We use the representation (2.10). 
A’@, t> = e(x) - jjL,x t,fd~o dvo + ltJIFo(x, V, t) - n(v)] w dv ds. 
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Consider first, 
j)[Fo(x, v, t) - n(v)] v dv ds = /ot/[f(x - vs, v) - n(v)] v dv ds. 
Given E > 0, there exists R > 0 such that 
[f(x - OS, v) - n(v)] v dv ds 
I s 
< t ,v,aR ii@> + WI I v I dv < p 
by virtue of (2.4) and (2.6). Furthermore, 
IlS ot ,~,<R [f(x - vs, v) - n(v)] vdv ds 1 < j+<R-;vt lf(& v) - +)I d 1 5 1 dv . . 
X-I-R 
< s I I f(E, 4 - WI dv d5 -cc 
which tends to zero as x -+ -cc because of (3.3). Thus the last term in the 
representation for A’ tends to zero as x + - co, uniformly on [0, 2’1. 
Now lim,,-, e(x) = e- and we shall show that 
We may write 
Set w’(x, t) = W(X, t) n {I v. I < R} and 
a/(x, t) = w(x, t) n {I v, 1 > R). 
We know that the maximum width of W(X, t) is bounded by a constant d(T) 
for 0 < t < T. Hence, 
Iss , w”(z t) (f - 4- 40 dvo j G d(T) f GW + WI dv < E 
for a sufficiently large choice of R. On the other hand we know that 
so that 
w’(x, t) C {(YO , ~‘0): yo < x + d - v,t, I v. I d R} 
IJJ , w,(~ t) (f - 4”dye dv, ( < j-Z+d-Rt f-1 j - 71 I dye duo --CT - 
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which tends to zero as x + -co, uniformly on 0 < t < T. Thus 
SJ , w(x t) (f - 4- dYll d% - 0 as 
x-+-co. 
Finally we consider the integral of li over w(x, t). Recall that the boundaries 
of W(X, t) are yO(x, t), which is the line y,, = x - q,t, and y(x, t), which is the 
image under qSA of the line y = x. The coordinates of y(x, t) are the functions 
y,,(x, v, t) and v,,(.r, v, t) of Lemma 6. The functions x0-(x, v, t) and Q-(X, v, t) 
are the coordinates of a curve y-(x, t) which is in fact the line y,, = x - v,t + 
Ji (t - 7) a(?) do. Let w-(x, t) d enote the region bounded by the two lines 
yO(x, t) and y-(x, t). We define 6 on W-(X, t) b! 
when y- lies to the right of y0 
when y- lies to the left of y. 
It is easily computed that 
We will show that 
lim x+--m 11 
ii dye dv, - ii dye dv, = 0 
l0h.t) 
which will prove the assertion of the lemma. 
We let 6(x, t) be the region bounded by the curves y(x, t) and y-(x, t) with 
the convention that 
n”=n when y lies to the right of y- 
zzz --ff, when y lies to the left of y- . 
Then 
1 . 
fi dy, dv, - SI - c(r.t) E dy,, dv, = JS &(r.t) t-i dy, dv, . 
As before w’, w- , 6’ will denote the intersection of w, w- and 6 with the slab 
{I v,, 1 < R} and w”, w- , and 6” the remainder. Now w-(x, t) has a maximum 
width 
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for 0 < t < T and as we have seen before w(x, t) is contained in a strip ten- 
tered on y,,(x, t) of maximum width 
d(T) = XV” + 1) II A IIT 
for 0 < t < T. Hence 
ii dy, dv, 
I 
d [d(T) + d-WI lt,o,>R +d dvo. 
Thus for E > 0, we may choose R such that 
ladJ,,dv, <E. 
Finally, Eq. (3.2) implies that the maximum width of S’(x, t) converges to zero 
as x + -CC uniformly only for 0 & t < T so that 
1s ii dy, dv, -+ 0 as x+-co. s’kc.t) 
The proof is complete. 
THEOREM 3. Suppose that f and n satisfy (2.4)-(2.6) and (3.3). Let e(x) be a 
primitive of J [n(v) - f (x, v)] dv and let 
e- = jjhm e(x). 
Let (8, F) be the un+e generalized solution pair of (l.l)-(1.4) such thut 
8(x, 0) = e(x) g uarunteed by Theorem 1. Set C? = J n(v) dv. Then 
lim 8(x, t) = e- cos(art) x+--m 
uniformly on [0, T] for each T > 0. 
Proof. We shall appeal to the corollary of Theorem 1. Let X,(T) be the 
subspace of functions of X(T) with satisfy (3.1). X,(T) is clearly closed in the 
sup norm. By Lemma 7, 9’ maps X*(T) n W(T) into itself. Therefore we 
can say that the solution 8(x, t) of Theorem 1 lies in X,(T) n W(T) for each 
T > 0. Let u(t) = lim,,-, 8(x, t). Since d = P’(S), we have 
u(t) = e- - a2 s 
(t - 7) a(~) dq 
where 01~ = sn(v) &I, whence u(t) = e- cos at. 
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The following theorem is proved in the same manner. 
THEOREM 4. Suppose thutf and n satisfy (2.4)-(2.6) and in addition 
’ 
SJ 
1 f(x, v) - n(v)/ dx dv < co. (3.4) 
If e(x) is a primitive of J [n(v) - f(~, v)] dv set e+ = limz+*,,, e(x). Let (8, F) 
be the generalized solution pair of (1. I)-( 1.4) with b(x, 0) = e(x). Then 
lim 8(X, t) = ek cos cd 
z++oz 
uniformly on [0, T] for each T > 0. As before a2 = J-n(v) dv. Furthermore 
JY [n(v) - F(x, v, t)] dx dv = (e, - e.J cos at 
for all t > 0. 
Proof. The method of obtaining the limiting values of 8(x, t) as x -+ f az is 
the same as in Theorem 3. If we integrate Eqs. (1.3) we obtain 
b(b, t) - &(a, t) = 10’/[n(v) - F(x, v, t)] dv dx 
and the last statement of the theorem follows by taking the limit as b -+ + 00 
and a ---f - co. The example of the following remark implies that in general the 
integral converges conditionally, but not absolutely. 
Remark 1. Theorems 3 and 4 may be interpreted as follows. Condition 
(3.3), for instance, implies that the initial data f (x, v) approaches n(v) as 
x-+--03. Now the solution of (1.1) (1.3) (1.4) such that f(v) = n(v) and 
8(x, 0) = e(x) = e- , is independent of x and is simply 
F(v, t) = U(V + (e-/a) sin at), 
g(t) = e- cos cd. 
Theorem 3 asserts that the solution &(x, t) for dataf satisfying (3.3) approaches 
this special solution as x ---f -co. A similar analysis holds for Theorem 4. 
Remark 2. Theorem 3 extends the result of Iordanski [3], and Theorem 4 
is a partial extension of the result of Batt [l], to non-zero boundary values. 
Finally we turn to the periodic case. Assume that f satisfies 
x +f (x, v) has period 2 (3.5) 
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and 
ss Ll [n(v) - f(x, v)] dw dx = 0. (3.6) 
THEOREM 5. Assume that f and n satisfy (2.4)-(2.6) and in addition (3.5) and 
(3.6). Let go be a given constant. Then there exists a unique generalized solution pair 
(8, F) for t > 0 such that 
x --t (cqx, t), F(x, 22, t)) 
has period 2 and 
’ * 1 8(x, 0) dx = E0 . '-1 
Proof. Let X,(T) be the closed subspace of functions of X(T) which have 
period 2 in X. The hypothesis (3.6) implies that any primitive e(x) of s [n(v) - 
f (x, v)] dv will have period 2. By adjusting the constant we may choose [unii 
quely) e(x) such that 
I 
1 
1 
2 e(x) dx = &i. 
-1 
Kow it is easy to show that if A E X,(T), then the corresponding solution 
Ff-:, 8, tj : f (+a(x, U, t)) also has period 2 in X for each pair (a, t). From the 
definition (2.9) of A’ = &‘(A) we see that A’ also lies in X,(T). The proof is 
then completed by an appeal to the corollary to Theorem 1. 
THEOREM 6. Assume f and n satisfy (2.4)-(2.6) and in addition (3.9, (3.6). 
Let (8, F) be the generalized solution of Theorem 5. Set a2 = f n(v) dv, 
&(t) = 4 f1 8(x, t) dx, 
'-1 
q(t) = 3 cj[F(x, v, t) - n(w)] 2, de, dx; 
then 
c?(t) = R. cos cd + -t’;,a-l sin cut, 
T(t) = --a& sin art + 9s cos at, 
where 
To = + 1’ [[f (x, w) - n(v)] v de! dx. 
. -1. 
Proof. If we integrate Eq. (1.4) in x, we obtain 
dg(t) 
_I = T(t). 
dt 
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Now the integral 
D, t) v dw dx = j-’ /f(+(x, v, t)) v dv dx 
-1 
where Q,(t) is the image under 4 = +8(x, v, t) of the period strip [-I, I] x R. 
Hence 
dV(t) 1 d 
dt =?-dt I sa wf( 
x0 , x0) v(xo , v. , t) dx, dv, 
~ 
where &/I 1’ j is determined as in Lemma 3. Note that 
i AlA f I 1’ I 
Ldu-/ 
flfI 
L da = / [F(l, v,t)-F(-l,v,t)]wdv=O 
YG1st) 
because F has period 2 in X. 
From (2.2), we have dv/dt = -8. Therefore 
1 zz- 2 j-:1 ; d”(x, t) dx - j’ 8(x, t) j n(v) du 
-1 
s 1 = --(y2 8(x, t) dx -1 
because x -+ &‘(x, t) has; period 2 and j n(w) dv = ~8. We may conclude that 
dq/dt = -a2&(t). The assertion of the theorem follows immediately. 
THEOREM 7. Assume f and n sutisjy (2.4)-(2.6), (3.5) and (3.6). Then 
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for all t 3 0. If in add&on p(v) satisfies the stronga condition 
s 
p(o) w2 dv < co. 
Then 
(b) 3 j;I [j&x, v, t) vz dv + bz(x, t)] dx 
(3.7) 
where /3 = 2 jn(v) v dv. 
Proof. Using the notation of the previous theorem, we have 
= [F(x,v,l)-F(x,v,-l)]dz~=O s 
because F has period 2 in X. This proves (a). 
Condition (3.7) implies JF( x, a, t) v2 dv converges uniformly for / x 1 < 1 
andO<t<T.Thus 
~ .cl,~(x, z’, t) v2 dv dx 
d =- 
ss dt B n caf( 
xo 9 v,,) v’(x,, , v, , t) dx,, 4, 
= 2 Is, (I)f(Xo 9vo> 4x0 ? vo 9 t) g (x0 7 vo 1 t) dx, dv, 
1) 
where we have again used the periodicity of F and v. Since dv/dt = -8, we have 
2 ss, (t) f (x0 9 ZJo) 4x0 7 vo T t) g (x0 9 uo ? t) dxo dvo 
P 
= -2 j’ 8(x, t) jF(x, v, t) v dv dx 
-1 
= - I -1; b”(x, t) dx + 2 j’ 8(x, t) j n(v) v dv dx. 1 -1 
Thus 
ld l -- /” 
2 dt.., 
[j F(x, v, t) v* dv + d2(x, t)] dx = ,5&(t) 
where /? = 2 jn(v) v dv. The theorem is proved. 
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