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Abstract
In recent years, research into objective speech intelligibil-
ity measures has gained increased interest as a tool to opti-
mize speech enhancement algorithms. While most intelligi-
bility measures are intrusive, i.e., they require a clean refer-
ence signal, this is rarely available in real-time applications.
This paper proposes two non-intrusive intelligibility measures,
which allow using the intrusive short-time objective intelligibil-
ity (STOI) measure without requiring access to the clean signal.
Instead, a reference signal is obtained from the degraded sig-
nal using either a fixed or an adaptive harmonic spatial filter.
This reference signal is then used as input to STOI. The exper-
imental results show a high correlation between both proposed
non-intrusive speech intelligibility measures and the original in-
trusively computed STOI scores.
Index Terms: hearing aids, non-intrusive, speech intelligibility
prediction, STOI
1. Introduction
Speech intelligibility is an important property to consider, when
developing signal processing for a wide range of applications,
e.g., telecommunications [1, 2], and hearing aids [3]. As such,
research into using objective measures of speech intelligibility
as a tool to optimize speech enhancement algorithms has gained
increased interest in recent years. There exists numerous differ-
ent measures to estimate speech intelligibility with acceptable
accuracy. The articulation index (AI) [4] and the speech trans-
mission index [1] are some of the earliest measures to predict
speech intelligibility of limited types of degradations such as
linear filtering and additive noise. The speech-based envelope
power spectrum model (sEPSM) [5] and the short-time objec-
tive intelligibility (STOI) [6] measure were recently introduced
in order to increase the prediction accuracy for more complex
degradation types. All the aforementioned measures are intru-
sive, i.e., in addition to the degraded signal they require access
to a clean reference signal, which is rarely available in real-time
applications.
This limitation has led to the proposal of non-intrusive
speech intelligibility prediction measures, which do not require
access to a clean reference signal. The speech to reverberation
modulation energy ratio (SRMR) [7] provides an intelligibility
prediction of reverberated speech based on the ratio between the
energy of the low and high modulation frequency content. Sim-
ilarly, the average modulation-spectrum area (ModA) [8] mea-
sure provides an intelligibility prediction based on the area of
modulation spectrum of the degraded signal. Both these mea-
sures have been shown to perform well for conditions such as
reverberation and additive noise compared to the previous non-
intrusive measures [7, 3, 8].
Another approach to predict the speech intelligibility non-
intrusively is to exploit a well-established and reliable intru-
sive metric, e.g. STOI [6], and obtaining an estimate of the
clean speech reference from degraded signal. Recently, dif-
ferent approaches to estimate the reference signal have been
proposed using machine learning [9, 10], spectral codebooks
[11, 12], principal component analysis [13] and neural network
[14] methods. These approaches have been shown to outper-
form the existing non-intrusive speech intelligibility prediction
measures and to have a comparable performance to the intru-
sive measures [9, 12, 13, 14]. However, since these methods are
all single channel and non-intrusive, they have no way of de-
termining which speech signal is the desired target if multiple
speakers are present given that the model is not trained for the
specific speaker.
Using a multi-channel approach such as spatial filtering,
i.e. beamforming, offers the possibility to overcome this lim-
itation with a non-intrusive approach given the direction of the
desired speech signal as proposed in [15]. The advantage of
this method is that it has a very low complexity such that it can
run on applications with low computational power, e.g. a hear-
ing aid. On the other hand, the performance deteriorates with
increasing number of interferers and reverberation. Similarly,
the pitch-based STOI (PB-STOI) [16] measure also exploits the
spatial content but instead of a filtering approach it reconstructs
the reference signal from estimates of the properties of the sig-
nal model of the clean signal. It is based on a spatio-temporal
model, which assumes the desired signal to be a sum of si-
nusoids whose frequencies are integral multiples of the pitch.
Combining the spatial and the temporal characteristics (i.e., the
direction of the desired signal its pitch) makes it more robust
to competing speakers and reverberation, since it is possible to
follow the pitch of the desired speech signal. PB-STOI has been
shown to have a high correlation with the intrusive STOI scores
even under adverse conditions with multiple interferers. How-
ever, the method also requires more computational power than
the beamforming-based approach.
The present paper proposes new solutions to non-intrusive
speech intelligibility prediction using, respectively, a fixed and
an adaptive harmonic spatial filter based on a combination of the
principles in [15, 16]. More specifically, the reference signal to
be used as input to the intrusive framework STOI is obtained
using model-based harmonic beamforming that resembles a fil-
terbank designed for the given spatial and spectral characteris-
tics of the desired signal. The rationale behind this approach is
that the most energetic spectro-temporal regions, i.e. glimpses,
occur during the voiced, i.e. harmonic, parts of speech. Ac-
cording to the glimpses model, intelligibility is related to the
presence of such glimpses in which the most energetic regions
are most important for speech intelligibility [17]. It is shown
that the number of such glimpses correlates well with measured
intelligibility and, thus, is a promising predictor for speech in-
telligibility [17].
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Figure 1: Block diagram of the proposed harmonic beamforming-based non-intrusive intelligibility measures in which a reference
signal is obtained using a harmonic spatial filter and compared with the output of an omnidirectional microphone with the intrusive
STOI measure.
2. Methods
This section presents the principles behind the proposed non-
intrusive speech intelligibility predictions measures based on
a fixed harmonic beamformer, dubbed the harmonic delay-
and-sum beamformer-based STOI (HDSB-STOI), and an adap-
tive harmonic beamformer, dubbed the harmonic wiener
beamformer-based STOI (HWB-STOI). Both HDSB-STOI and
HWB-STOI allows predicting the speech intelligibility non-
intrusively, i.e., without requiring access to the clean reference
signal, by obtaining a reference signal from the degraded sig-
nal using a harmonic spatial filter and use this as input to STOI.
Figure 1 depicts the general structure of both methods, which
consists of three main steps: 1) Obtain a multi-channel signal
using a microphone array, 2) Estimate a reference signal with
the harmonic spatial filters and 3) Predict the speech intelligi-
bility within the STOI framework.
2.1. Fundamentals
In the following, the signal model and the associated assump-
tions of the proposed methods are presented based on [18] in
which a more thorough description of the theory behind the
harmonic beamformers is available. In the proposed methods
it is assumed that a uniform linear array (ULA) consisting of
M microphones obtains the desired speech signal added to a
mixture of interfering background noise and reverberation such
that the samples of themth microphone observations in a vector
of frame length L is given by:
ym(t) = xm(t) + vm(t), (1)
where xm(t) and vm(t) are vectors containing samples of the
desired signal and the inference at the mth microphone, respec-
tively.
The desired speech signal, xm(t), is modeled as a sum of
sinusoids, i.e., a harmonic signal model, which is a good model
for the voiced speech segments. Furthermore, using the har-
monic model to obtain the desired signal does not only reduce
the interfering sources but also reverberation, since spectral and
temporal smearing of the signal source due to reverberation is
not included in the harmonic model. As such, the desired speech
signal is modeled as [18, 19]:
xm(t) = Dm,N (θ, ω0)a(t, ω0), (2)
where Dm,N (θ, ω0) is a L × 2N matrix with the nth column
being a vector of length L given by
dm,n(θ, ω0) = e
−nω0fsτm(θ)× (3)[
1 e−nω0 · · · e−nω0(L−1)
]T
,
where the superscript T is the transpose operator, N is the
model order,  =
√
−1 is the imaginary unit, ω0 is the pitch or
fundamental frequency, fs is the sampling frequency and τm(θ)
is the relative delay of the desired source on the ULA. Further-
more, the complex amplitude a(t, ω0) is a vector of length 2N
given by:
a(t, ω0) =[ a−Ne
−Nω0t a−N+1e
−(N−1)ω0t (4)
· · · aNeNω0t ]T ,
and the correlation matrix of a (of size 2N × 2N ) is
Ra =diag
(
E
[
|a−N |2
]
, E
[
|a−N+1|2
]
, . . . , E
[
|aN |2
])
,
(5)
and
Rv = E
[
v(t)vH(t)
]
, (6)
where E[·] is the mathematical expectation, and the super-
script H is the conjugate-transpose operator.
Concatenating all the microphone signal vectors gives the
vector of lenth ML:
y(t) = DN (θ, ω0)a(t, ω0) + v(t), (7)
where y(t) =
[
yT1 (t) y
T
2 (t) · · · yTM (t)
]T ,
v(t) =
[
vT1 (t) v
T
2 (t) · · · vTM (t)
]T and
DN (θ, ω0) =

D1,N (θ, ω0)
D2,N (θ, ω0)
...
DM,N (θ, ω0)
 . (8)
2.2. Harmonic delay-and-sum beamformer-based STOI
(HDSB-STOI)
The harmonic delay-and-sum beamformer (DSB) is a fixed
beamformer, which cannot adjust to the spatial characteristics
of the interfering noise. It is advantageous for applications such
as hearing aids, since it only requires low computational power
and does not require estimates of the noise statistics but, at least
in theory, comes at a cost in performance [18]. The DSB can
be deduced by maximizing the white noise gain subject to the
distortionless constraint:
min
h
hHh subject to hHDN (θ0, ω0) = 1
T
2N , (9)
where 12N = [ 1 1 · · · 1 ]T is a vector of length 2N .
Then, the DSB is derived as the optimal solution given by:
hHDSB =DN (θ0, ω0)
[
DHN (θ0, ω0)DN (θ0, ω0)
]−1
12N . (10)
2.3. Harmonic Wiener beamformer-based STOI (HWB-
STOI)
The harmonic Wiener beamformer is an adaptive beamformer
that can adapt to the spatial characteristics of the interfering
noise, which in theory should give a better performance than
fixed beamformers. However, it also needs access to the noise
statistics and requires more computational power than the fixed
beamformer.
The harmonic Wiener beamformer can be derived using the
mean square error (MSE), which is given by [18]:
J (h) = E
[
|e(t)|2
]
(11)
= 1T2NRa12N (12)
+ hHDN (θ0, ω0)RaD
H
N (θ0, ω0)h
− hHDN (θ0, ω0)Ra12N
− 1T2NRaDHN (θ0, ω0)h + h
HRvh,
where the error signal between the estimated and desired signal,
e(t) =
[
hHDN (θ0, ω0)− 1
T
2N
]
a(t, ω0) + vrn(t), is the sum
of the signal distortion and the residual noise.
Finally, the optimal solution for the harmonic Wiener beam-
former can be found by differentiating the MSE, J (h) [eq.
(11)], with respect to h and setting the result equal to zero:
hHWB =
[
DN (θ0, ω0)RaD
H
N (θ0, ω0)+Rv
]−1
×
DN (θ0, ω0)Ra12N . (13)
2.4. Pitch-based STOI (PB-STOI)
The results of the proposed HDSB-STOI and HWB-STOI are
compared with the non-intrusive PB-STOI measure proposed
in [16], where a more detailed description is available. Similar
to the proposed methods in this paper, PB-STOI is based on a
harmonic model that takes the spatial input into account:
ym = βmZD(m)α + vm, (14)
where βm is the attenuation of the desired source at the
m’th microphone, Z = [z(ω0) . . . z(Lω0)], z(lω0) =
[1 . . . ejlω0(N−1)], D(m) = diag([e−jω0fsτk . . . e−jLω0fsτm ])
for l = 1, . . . , L with all other entries equal to zero and vm is
the sum of the recorded noise and interference.
Based on the signal model, the attenuation factor, the com-
plex amplitude, the variance and the pitch is estimated in an
iterative manner. These parameters are then used to directly to
reconstruct a reference signal from the signal model. Finally,
the reconstructed reference signal is applied as input to STOI
instead of the clean signal.
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Figure 2: Performance shown in terms of estimated STOI score
as function of the SNR in dB for a) Low reverberation with RT60
= 0.3 s, b) Medium reverberation with RT60 = 0.6 s and c) High
reverberation with RT60 = 1.5 s. The results of STOI, PB-STOI,
HWB-STOI and HDSB-STOI is given by the blue circles, red
squares, yellow diamonds and purple triangles, respectively.
3. Experimental results
The proposed measures are evaluated using a broadside ULA
setup consisting of M = 10 omnidirectional microphones
with a microphone spacing of d = c/fs, where the speech
of sound in air is c = 343 m/s and the sampling frequency
is fs = 8 kHz. The direction of arrival (DOA) of the de-
sired source was θ = 0◦ resulting in a τm = 0. The pitch
is efficiently estimated using the multi-channel maximum like-
lihood pitch estimator proposed in [20] as the sum over the
squared magnitude of the FFT of ym(t), denoted Ym(ω0), eval-
uated at a set of candidate harmonics, Ω0, which is given by
ω̂0 = arg maxω0∈Ω0
∑L
l=1
∑M
m=1 |Ym(ω0l)|
2 when assum-
ing that the DOA is coming from the front, the noise variance is
known and the same for all channels. The pitch is evaluated in
the range Ω0 = 80− 400 Hz and the model order, L = 10. In
the experimental evaluation, a set of 50 English sentences (both
male and female) from the EUROM 1 database [21] is used for
both the desired source and interfering speakers. The sentences
contain both voiced and unvoiced segments. The signals are
5.0 s long and are processed in segments of 20 ms with 50 %
overlap. The toolbox McRoomSim [22] is used to create the
simulations of a complex multi-talker scenario with 8 interfer-
ing speakers in a room with dimensions of 10x6x4 m similar to
the evaluation setup in [16]. The simulations are carried out at
three different levels of reverberation ranging from low to high
(RT60 = 0.3 s, RT60 = 0.6 s and RT60 = 1.5 s) at signal-to-noise
ratios (SNRs) ranging from -15 to 5 dB. A white Gaussian noise
is added to each microphone channel at a SNR of 20 dB.
The performances of the proposed non-intrusive intelligi-
bility measures are evaluated against the original intrusively
computed STOI scores as the ground truth. The results are
shown in Figures 2(a), 2(b) and 2(c) for the low, medium and
high reverberation scenarios, respectively. The results of the
PB-STOI (red squares), HWB-STOI (yellow diamonds) and
HDSB-STOI (purple triangles) are plotted together with the
intrusively computed STOI scores indicated by the blue cir-
cles. At low reverberation all of the three non-intrusive mea-
sures show a good performance even though the harmonic
beamforming-based non-intrusive speech intelligibility mea-
sures both outperform the PB-STOI measure. As reverberation
increases, the performance of PB-STOI deteriorates and espe-
cially at low SNRs it predicts an increase in speech intelligibil-
ity rather than a decrease in intelligibility as predicted by the
intrusive STOI measure. It is obvious that both of the proposed
HDSB-STOI and HWB-STOI measures yield more suppression
of interfering speakers and reverberation compared with the PB-
STOI measure even though there is a slight decrease in perfor-
mance at low SNRs with increasing reverberation levels for both
measures. While the PB-STOI measure is also based on a har-
monic model and should, thus, also perform well in reverber-
ation, the difference in performance is likely due to PB-STOI
being more sensitive to errors in the pitch estimate, since it is
based on a reconstruction of the reference signal rather than a
filtering approach.
Notably, the measures based on the fixed and adaptive ap-
proach perform almost equally well. The performance of the
adaptive Wiener beamformer is only slightly better at low SNRs
at high reverberation levels. Even though the adaptive beam-
former in theory should have a better performance this is not
necessarily the case in practical performance, since it relies
on estimates of the noise statistics. This is also supported by
the findings in [18], where the adaptive beamformers provide
a slightly lower SNR gain compared to the harmonic DSB. As
such, due to being computational efficient and simple, i.e. not
requiring noise statistics, the HDSB-STOI measure might be
the best choice depending on the applications, e.g. hearing aids,
given the comparable performance to the HWB-STOI measure.
4. Conclusions
This paper proposes two approaches, the harmonic delay-
and-sum beamformer-based STOI (HDSB-STOI) and the har-
monic wiener beamformer-based STOI (HWB-STOI), for non-
intrusive prediction of speech intelligibility. The HDSB-STOI
measure and the HWB-STOI measure estimate a reference sig-
nal from the degraded signal using a fixed and an adaptive har-
monic spatial filter, respectively. The estimated reference signal
is then used as input to the established and thoroughly evaluated
intrusive measure STOI, which requires a clean reference sig-
nal. Both of the proposed non-intrusive measures have a high
correlation with the original intrusively computed STOI scores.
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