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Анализ программных legacy-систем для определения объектов –  
кандидатов в бизнес-термины 
Статья продолжает серию публикаций по вопросам реинжиниринга программных legacy-систем. Изложен подход к разработ-
ке методики и алгоритмов автоматизации определения паттернов в модулях legacy-систем, выделение которых позволяет ре-
шать проблемы обобщения, унификации и классификации создаваемых бизнес-правил в рамках конкретной legacy-системы 
или legacy-систем, относящихся к одному типу, при проведении их реинжиниринга. 
The present article continues a series of publications on the problems of reengineering of the program legacy-systems. An approach to 
the development of the methods and algorithms of automating the definition of patterns in the legacy-systems modules is stated. Their 
selection makes it possible to solve the problems of the generalization, unification and classification of the created business-rules in the 
framework of a concrete legacy-systems or legacy-systems belonging to the one type under their reengineering. 
Стаття продовжує серію публікацій з питань реінжиніринга програмних legacy-систем. Описано підхід до розробки методики 
та алгоритмів автоматизації визначення паттернів у модулях legacy-систем, виділення яких дозволяє розв’язати проблеми уза-
гальнення, уніфікації та класифікації створених бізнес-правил в межах конкретної legacy-системи або legacy-систем, які нале-
жать до одного типу, при виконанні реінжиніринга програмних legacy-систем. 
 
Введение. Статья продолжает серию публика-
ций [1–3], где изложен комплексный подход к 
реинжинирингу программных legacy-систем с 
использованием бизнес-правил (БП) как осно-
вополагающего логического понятия [1], на ко-
тором базируется предлагаемый подход. В пуб-
ликациях [1, 2] определены три основных эта-
па реинжиниринга программных legacy-систем, 
приведено обоснование предлагаемого подхо-
да, описаны некоторые алгоритмы, ориентиро-
ванные на автоматизацию построения БП для 
первого этапа. В [3] изложен подход к постро-
ению БП при выполнении реинжиниринга SQL-
обращений, встроенных в программы legacy-
систем, и описаны алгоритмы построения БП 
для JCL-заданий, инициирующих порядок вы-
полнение программ legacy-систем. 
В настоящей статье основное внимание ак-
центировано на описании алгоритма определе-
ния паттернов в модулях legacy-систем. Выде-
ление паттернов способствует решению пробле-
мы обобщения и унификации создаваемых БП, а 
также их классификации в рамках конкретной 
legacy-системы или для ряда legacy-систем, по-
добных по типу. Это позволяет построить спе-
циальные структурированные хранилища БП 
(репозитории) и разработать инструментальный 
интерфейс для работы с ними как в автомати-
зированном, так и в интерактивном режимах. 
Аналогичные режимы работы предусмотре-
ны при проведении анализа модулей legacy-
систем для выделения отдельных, логически 
завершённых, программных блоков. Предложе-
на также методика по выделению указанных 
блоков программ. 
Постановка задачи 
Разрабатываются конкретные методы и ме-
ханизмы анализа модулей программной lega-
cy-системы с целью определения объектов – 
кандидатов в бизнес-термины для программ-
ной legacy-системы. Для этого необходимо на-
личие инструментария, способного выполнять 
следующие работы: 
• настройку на грамматику языка програм-
мирования анализируемого программного мо-
дуля, т.е. требуется настраиваемый на грамма-
тику синтаксический анализатор, который, ис-
пользуя построенные на стадии Preprocessing 
таблицы лексем программного модуля, выпол-
няет выделение синтаксических элементов и 
осуществляет соответствующую разметку; 
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• построение системы иерархических закла-
док, представляющую собой специальную 
структуру поиска участков кода (паттернов) по 
задаваемым условиям и правилам, относящим-
ся к переменным – кандидатам в бизнес-терми-
ны; это позволит осуществлять сканирование 
по выполняемым операциям на n-е количество 
шагов в прямом и обратном направлениях, а 
также производить группирование по поиско-
вым объектам выполняемых операций и про-
слеживать продвижения бизнес-объектов внут-
ри модулей; 
• формализованное описание поисковых 
образов паттернов и занесение этих описаний 
в набор данных паттернов анализируемой сис-
темы в репозитории, а также настройку син-
таксического анализатора разметки элемен-
тов программных модулей на формализован-
ное описание паттернов; данный инструмен-
тарий предоставляет возможность проверить 
целесообразность выделенного паттерна, ис-
ходя из количества найденных в системе по-
добных паттернов (путем разметки или груп-
пирования); если число подобных паттернов 
невелико, то даже небольшая корректировка 
в описании паттерна может привести к зна-
чительному увеличению количества найден-
ных прототипов; следовательно, аналитик по-
лучает возможность выбора паттерна с наи-
большим числом совпадающих или альтерна-
тивных операций (с точностью до использо-
вания в них переменных) для сокращения ко-
личества создаваемых правил или поиска дуб-
лирующих частей системы; 
• отметить в исходном программном модуле 
границы, соответствующие уже сформирован-
ным БП и занесенным в репозиторий. Это по-
зволит выполнять разметку анализируемого мо-
дуля в соответствии с формируемыми БП и 
проанализировать модуль с точки зрения пол-
ноты его логического покрытия построенными 
БП. При этом устанавливается и контролиру-
ется взаимно однозначное соответствие между 
модулями анализируемой системы и БП в ре-
позитории. 
Описание алгоритма выявления паттер-
нов в анализируемой legacy-системе 
В процессе анализа программной системы 
аналитик, по возможности, выделяет «подоб-
ные» программные конструкции или блоки, под 
которыми подразумеваются некоторые множе-
ства операторов исходной программы, имею-
щие, с учетом логики выполняемых действий, 
одинаковую структуру. При наличии общей 
структуры эти множества операторов отлича-
ются используемыми именами переменных или 
подмножеством операторов, выполняющих вто-
ростепенные операции. Следовательно, пат-
терны формально можно представить тройкой 
< B, P, V > , где 
B – общая (базовая) логическая структура 
паттерна; 
P = { pi } – множество используемых имен в 
базовой структуре; 
V = { vj } – подмножество операторов для 
второстепенных операций. 
Аналитик должен определить часть B с оп-
тимальной точностью для построения поиско-
вого образа, по которому будет выполняться 
поиск паттернов в программных модулях ана-
лизируемой системы. Для оптимального опре-
деления B аналитик может варьировать грани-
цы и конфигурацию его элементов, используя 
подмножество V, и даже меняя состав множе-
ства P. Путем сравнения результатов поиска 
при варьировании B можно определить опти-
мальную структуру B, которая при поиске вы-
явила максимальное количество паттернов. Час-
ти P и V, хотя не участвуют в поисковом про-
цессе, при формальном описании поискового 
образа должны быть учтены. Для pi и vj необ-
ходимо указать: место их расположения в B, 
максимальное количество линий и максималь-
ное количество символов в линиях. Часть B 
всегда должна наблюдаться в поисковом обра-
зе, в то время как для частей P и V это не явля-
ется обязательным. 
Паттерны и определение их поискового об-
раза показаны во фрагменте программы на 
языке COBOL в примере 1: 
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Пример 1. 
1.    QKSD001F-GET. 
2.        READ QKSD001F-FILE INTO PASS-RECORD 
3.        IF  QKSD001F-STATUS = '00' 
4.           SUBTRACT PASS-RESULT FROM PASS-RESULT 
5.        ELSE 
6.            IF  QKSD001F-STATUS = '10' 
7.                ADD 16 TO ZERO GIVING PASS-RESULT 
8.            ELSE 
9.                ADD 12 TO ZERO GIVING PASS-RESULT 
10.                DISPLAY '* CBLCBLC2 QKSD001F- 
                           Failed-READ-attempt...' 
11.                   UPON CONSOLE 
12.               MOVE QKSD001F-STATUS TO IO-STATUS 
13.               PERFORM DISPLAY-IO-STATUS 
14.             END-IF 
15.         END-IF 
16.         EXIT. 
 
17.     QKSD001F-OPEN. 
18.         OPEN INPUT QKSD001F-FILE 
19.         IF  QKSD001F-STATUS = '00' 
20.             SUBTRACT PASS-RESULT FROM PASS- 
                       RESULT 
21.         ELSE 
22.             ADD 12 TO ZERO GIVING PASS-RESULT 
23.             DISPLAY '* CBLCBLC2 QKSD001F-Failed- 
                        OPEN-attempt...' 
24.                UPON CONSOLE 
25.             MOVE QKSD001F-STATUS TO IO-STATUS 
26.             PERFORM DISPLAY-IO-STATUS 
27.         END-IF 
28.         EXIT. 
 
29.     QKSD001F-CLOSE. 
30.         CLOSE QKSD001F-FILE 
31.         IF  QKSD001F-STATUS = '00' 
32.             SUBTRACT PASS-RESULT FROM PASS- 
                           RESULT 
33.         ELSE 
34.             ADD 12 TO ZERO GIVING PASS-RESULT 
35.             DISPLAY '* CBLCBLC2 QKSD001F-Failed- 
                        CLOSE-attempt...' 
36.                UPON CONSOLE 
37.             MOVE QKSD001F-STATUS TO IO-STATUS 
38.             PERFORM DISPLAY-IO-STATUS 
39.         END-IF 
40.         EXIT. 
В этом фрагменте просматривается три 
паттерна с одним поисковым образом для 
процедур QKSD001F-GET, QKSD001F-OPEN, 
QKSD001F-CLOSE соответственно. В этих про-
цедурах множество B представлено строками 
3–5, 9–13, 15–16, 19–28, 31–40, множество P – 
представляют: в строке 10 – оператор READ, в 
строке 23 – оператор OPEN, в строке 35 – опе-
ратор CLOSE, а множество V – представляют 
строки 6–8 и 14. Строки с номерами 1, 2, 17,18, 
29, 30 к поисковому образу паттерна не отно-
сятся. 
При формальном описании поискового об-
раза паттерна он заключается в операторные 
скобки pattern NAME и end NAME, где началь-
ная скобка сдержит ключевое слово pattern и 
имя патерна, а конечная – ключевое слово end 
и имя патерна NAME. В связи с тем, что все пат-
терны, найденные разными аналитиками, скла-
дируются в репозитории, необходима сквоз-
ная, в пределах всей системы, идентификация 
имён паттернов. При этом вновь заносимый 
паттерн проверяется на наличие такого или 
подобного в репозитории. Если такой или по-
добный паттерн существует, аналитику пред-
лагается воспользоваться уже зарегистриро-
ванным в репозитории именем паттерна и са-
мим паттерном. Поэтому формальный поиско-
вый образ для приведенного паттерна можно 
представить следующим образом: 
Пример 2. 
1.        pattern NAME. 
2.        IF  QKSD001F-STATUS = '00' 
   3.        SUBTRACT PASS-RESULT FROM PASS- 
                    RESULT 
4.        ELSE  
5.            $$ MLINE = 3 MSYMB = 33 $$ 
6.                ADD 12 TO ZERO GIVING PASS-RESULT 
7.                DISPLAY '* CBLCBLC2 QKSD001F- 
                        Failed-@@ MSYMB = 5 @@-attempt...' 
8.                   UPON CONSOLE 
9.                  MOVE QKSD001F-STATUS TO IO-STATUS 
10.                 PERFORM DISPLAY-IO-STATUS 
11.             $$ MLINE = 1 MSYMB = 6 $$ 
12.         END-IF  
13.         EXIT.  
14.         end NAME. 
В представленном поисковом образе пат-
терна при описании множества P (@@ MSYMB 
= 5 @@ в строке 10) и подмножеств V (строки 
5 и 11) использованы ключевые слова MLINE 
(указывает максимальное количество линий в 
данном параметре или подмножестве операто-
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ров), и MSYMB (указывает максимальное ко-
личество символов в строках данного парамет-
ра или подмножества операторов). В случае 
отсутствия любого или обоих ключевых слов, 
по умолчанию принимается значение длины, 
равное единице. Например, приведенные в при-
мере 3 описания подмножества V будут равно-
значны: 
Пример 3. 
$$ $$  и  $$ MLINE =1 MSYMB = 1 $$ 
$$ MSYMB = 24 $$  и  $$ MLINE =1 MSYMB = 24 $$ 
Минимальное количество линий и строк в P 
и V может равняться нулю, т.е. некоторые па-
раметры или подмножества операторов в неко-
торых экземплярах паттернов могут отсутство-
вать. Тогда запись @@ MSYMB = 0 @@ или 
@@ MLINE = 0 @@ обозначает отсутствие под-
множества P и может быть вообще опущена. 
Аналогично и для множества V. 
Отметим, что поисковый образ паттерна не 
может начинаться и заканчиваться множест-
вами P и V, т.е. эти множества всегда должны 
находиться внутри множества B. 
Из приведенных примеров видно, что клю-
чевые слова для P заключаются в операторные 
скобки @@, а для подмножеств V – в опера-
торные скобки $$. Именно по этим оператор-
ным скобкам и правилам описания поисковых 
образов паттернов парсер определения паттер-
нов будет осуществлять их поиск в модулях 
анализируемой системы. Поисковые образы 
определяются аналитиком и в формализован-
ном виде, описанном выше, заносятся в специ-
альный файл парсера определения паттернов, 
откуда парсер их выбирает по имени и осуще-
ствляет поиск паттернов по этим поисковым 
образам во входной программе или в анализи-
руемой системе в целом. Отлаженные паттер-
ны складируются в репозиторий, где систем-
ные аналитики выполняют их обобщение и 
классификацию. 
Поиск паттернов осуществляется по следу-
ющему алгоритму: 
• из поискового образа выбирается часть 
множества B до первой операторной скобки 
(@@ или $$); 
• осуществляется наложение и продвиже-
ние выделенной части множества B по вход-
ной цепочке с целью их поиска в исходной 
программе; 
• в случае обнаружения выделенной части 
множества B во входной цепочке выбираются 
текущие значения MLINE и MSYMB из задан-
ного поискового образа и выделяется следую-
щая часть множества B до следующей опера-
торной скобки (@@ или $$); 
• осуществляется наложение и продвижение 
вновь выделенной (следующей) части множе-
ства B по входной цепочке с целью ее поиска в 
исходной программе. При этом контролируют, 
чтобы количество продвинутых линий и сим-
волов исходной программы не превышало зна-
чений MLINE и MSYMB, определенных в пре-
дыдущем шаге. Если количество продвинутых 
линий и символов исходной программы превы-
сило значения MLINE и MSYMB, то поиск пат-
терна трактуется как неудачный. В противном 
случае поиск продолжается с третьего пункта; 
• поиск паттерна считается успешным в слу-
чае обнаружения во входной программе задан-
ного множества B, когда все найденные в про-
грамме варианты P и V во множестве B по раз-
мерам не должны превышать заданных в поис-
ковом образе значений MLINE и MSYMB. 
Выделение отдельных программных бло-
ков 
Эта операция выполняется путем отслежи-
вания в программном модуле всех операторов, 
выполняющих функции операторных скобок 
для внутримодульных императивных програм-
мных блоков. Кроме того, аналитику путем ви-
зуального просмотра предоставляется возмож-
ность определять блоки, по его мнению, имею-
щие логическую завершенность. 
При идентификации внутримодульных бло-
ков выполняется отслеживание попадания в 
тело блока операторов вызова других внутри-
модульных блоков этого модуля. Такое отсле-
живание позволяет построить дерево внутри-
модульных вызовов, что существенно облег-
чит работу аналитика при выполнении анализа 
всех логических ветвей программы. При этом 
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выявляются участки «мертвого» кода на вну-
тримодульном уровне, которые удаляются из 
системы и не подвергаются дальнейшему ана-
лизу и реинжинирингу. 
Выделение отдельных, логически завершен-
ных, программных блоков выполняется в двух 
режимах: автоматическом и ручном. 
В автоматическом режиме парсер выде-
ления программных блоков отслеживает в мо-
дуле операторы, выполняющие функции опе-
раторных скобок программных блоков в импе-
ративной части программы. Например, в языке 
COBOL указанные операторные скобки ото-
бражаются именами процедур, стоящих в опе-
раторах PERFORM, и операторами EXIT, GO 
TO; в языке FORTRAN такими операторами яв-
ляются SUBROUTINE (FUNCTION) и RETURN 
(STOP); в языке PL/1 эта роль отведена опера-
торам PROCEDURE и RETURN.  
В процессе сканирования по программе 
парсер выделения программных блоков вы-
полняет нумерацию строк исходного кода. При 
обнаружении пары операторных скобок блока 
в таблицу программных блоков модуля зано-
сится имя программного блока, взятого из на-
чальной операторной скобки, а также номера 
строк начальной и конечной операторных ско-
бок, определяющих границы тела программно-
го блока. Отметим, что в некоторых языках 
программирования, например Assembler, про-
граммные блоки могут состоять из нескольких 
частей, расположенных в разных местах про-
граммного модуля. В этом случае каждая часть 
программного блока в таблице программных 
блоков будет занесена с указанием границ ка-
ждой части отдельно. 
В примере 4 приведен фрагмент программы 
на языке COBOL, в котором объявлены проце-
дуры F19, F98DT, F98ER, F20. Слева показана 
нумерация строк, выполняемая парсером выде-
ления программных блоков. В табл. 1 показан 
пример заполнения таблицы программных бло-
ков для приведенного фрагмента программы. 
Пример 4. 
48  F19. 
. . . 
57  PERFORM F98DT 
58  MOVE DT1F-EMCROH TO DT3T-EMCROH 
59  PERFORM F98ER 
60  EXIT. 
. . . 
102  F98DT. 
103  MOVE 'Y' TO WSER-OPEN 
104  MOVE SPACES TO DV00-TUDIV0 
105  EXIT. 
. . .  
200  F98ER. 
201  GO TO F20. 
. . .  
271  F20. 
272  EXIT. 
Т а б л и ц а  1 
Имя програм-
много блока 
Номер строки началь-
ной операторной 
скобки блока 
Номер строки конеч-
ной операторной 
скобки блока 
F19 48 60 
F20 271 272 
F98DT 102 105 
F98ER 200 201 
 
После определения границ внутримодуль-
ных блоков выполняется отслеживание опера-
торов вызова программных блоков в модуле 
(операторы PERFORM) и операторов передачи 
управления (GO TO). Внешние вызовы в этом 
случае не учитываются, так как они обрабаты-
ваются при построении дерева вызовов моду-
лей системы [2]. 
При выявлении оператора вызова програм-
много блока или оператора передачи управле-
ния по номеру строки данного оператора вы-
полняется поиск в таблице программных бло-
ков с целью установления, к какому блоку от-
носится выявленный оператор. Установленное 
в таблице программных блоков имя вызываю-
щего блока заносится в таблицу внутренних 
вызовов, если оно еще не занесено в таблицу. 
В эту же строку таблицы внутренних вызовов 
помещается имя вызываемого блока. Если имя 
вызывающего блока уже занесено в таблицу 
внутренних вызовов, то в его строку заносится 
только имя вызываемого блока. В случае вы-
зова с указанием диапазона выполнения про-
граммных блоков (формат THRU) в строку за-
носятся имена всех вызываемых блоков, попа-
дающих в заданный диапазон выполнения про-
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граммных блоков. Эти имена определяются пу-
тем анализа границ внутримодульных блоков в 
таблице программных блоков, т.е. из таблицы 
программных блоков выбираются имена вну-
тримодульных блоков, границы которых вкла-
дываются в диапазон выполнения программ-
ных блоков. 
Имя программного блока, которому переда-
ется управление с помощью оператора GO TO, 
определяется путем идентификации номера 
строки, которой передается управление, и ус-
тановления посредством анализа границ про-
граммных блоков в таблице этих блоков, к ка-
кому именно блоку она относится. 
Заполнение таблицы внутренних вызовов 
для примера 4 показано в табл. 2. 
Т а б л и ц а  2 
Имя вызы-
вающего 
программ-
ного блока 
Имя вызы-
ваемого про-
граммного 
блока 1 
Имя вызы-
ваемого про-
граммного 
блока 2 
. . . 
Имя вызы-
ваемого про-
граммного 
блока N 
F19 F98DT F98ER   
F98ER F20    
 
Таблица внутренних вызовов отображает де-
рево вызовов программных блоков внутри мо-
дуля. 
Параллельно с заполнением таблицы вну-
тренних вызовов строится временная таблица 
активных областей программы. При всякой 
идентификации вызывающего или вызываемо-
го программного блока в таблице активных 
областей отмечаются границы этого програм-
много блока. Отметка границ в таблице актив-
ных областей выполняется следующим обра-
зом: если в таблице активных областей уже 
существует отметка, включающая в себя про-
странство программного блока, то никаких из-
менений в таблице активных областей не про-
исходит. Если пространство программного бло-
ка примыкает к какой-либо границе отметки, 
уже существующей в таблице активных облас-
тей или перекрывает ее, то эта граница изме-
няется с целью включения пространства про-
граммного блока в отметку таблицы активных 
областей. Если же пространство программного 
блока одной границей примыкает к какой-либо 
границе одной отметки в таблице активных 
областей или перекрывает ее, а другая граница 
примыкает к какой-либо границе другой от-
метки в таблице активных областей или пере-
крывает ее, то эти отметки объединяются. Ес-
ли же пространство программного блока не 
примыкает к границам отметок в таблице ак-
тивных областей, то в этой таблице строится 
новая отметка с соответствующими границами 
программного блока. 
По окончании выделения логически завер-
шённых программных блоков, выполняется ана-
лиз информации, отмеченной в таблице актив-
ных областей. Если обнаружены участки ана-
лизируемого программного модуля, не попав-
шие в таблицу активных областей, то аналити-
ку выдается сообщение о наличии в модуле 
участков «мертвого» кода на внутримодуль-
ном уровне с указанием их границ, а если уча-
сток «мертвого» кода является программным 
блоком, то сообщается его имя. 
Как и в случае с «мертвым» кодом на внеш-
немодульном уровне [2], обнаруженные участ-
ки «мертвого» кода на внутримодульном уров-
не удаляются из системы и не подвергаются 
дальнейшему анализу и реинжинирингу. 
Ручной режим выделения отдельных, логи-
чески завершенных, программных блоков пред-
полагает предварительный просмотр анализи-
руемого модуля аналитиком, с целью опреде-
ления в нем неформализованных, логически 
завершенных программных блоков. Выделен-
ные блоки отмечаются специальными началь-
ными и конечными метками блоков. Далее про-
цесс построения дерева вызовов программных 
блоков внутри модуля происходит по описан-
ному алгоритму автоматического режима. В 
этом случае в таблицу программных блоков и 
таблицу внутренних вызовов будут заноситься 
как программно определенные блоки, так и бло-
ки, отмеченные аналитиком. Последние будут 
именоваться заранее определяемыми стандарт-
ными именами, например: BLOK1, BLOK2, 
BLOK3, ..., BLOKn. 
Построенное в ручном режиме дерево вызо-
вов программных блоков будет более детально 
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отображать логику передачи управления внут-
ри анализируемого модуля. Кроме того, анали-
тик имеет возможность менять границы отме-
чаемых блоков, и повторно строить дерево вы-
зовов программных блоков. Сравнивая получен-
ные деревья внутримодульных вызовов, можно 
выбрать такое, которое наиболее наглядно от-
ражает бизнес-процесс, положенный в основу 
функционирования анализируемого модуля. 
Построение дерева внутримодульных вызо-
вов существенно облегчает работу аналитика, 
а также позволяет осуществлять контроль про-
водимого анализа всех логических ветвей про-
граммы. 
Заключение. Изложенная методика и алго-
ритмы автоматизации определения паттернов в 
модулях legacy-систем, способствующие реше-
нию проблемы обобщения и унификации соз-
даваемых БП, а также их классификации в рам-
ках конкретной legacy-системы или ряда таких 
систем, относящихся к одному типу, позволи-
ли получить следующие результаты: 
• разработан механизм обобщения и унифи-
кации создаваемых БП, а также их классифи-
кации в рамках анализируемых legacy-систем; 
• предложены методики построения специ-
альных структурированных хранилищ БП (ре-
позитории); инструментального интерфейса для 
работы с репозиториями как в автоматизиро-
ванном, так и в интерактивном режимах; 
• разработан алгоритм построения дерева 
внутримодульных вызовов для контроля и ана-
лиза всех логических ветвей программы; 
• определены требования к парсерам и по-
иска их в модулях legacy-систем, построения 
таблиц внутренних вызовов и таблиц условий 
выполнения заданий при автоматизации по-
строения БП на этапе проведения реинжини-
ринга программных legacy-систем. 
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