Given a monoid (M, ·, ε) that is freely generated on a finite set Σ, it is shown that the quantifier-free definable subsets of M form a proper subclass of the star-free languages over Σ. Furthermore, a subset A ⊆ M is shown to be a regular language over Σ if and only if the ϕ-rank of x = x is zero, where ϕ(x; v) is the formula xv ∈ A. This latter result is extended to arbitrary monoids with recognizable subsets replacing regular languages.
Introduction
In [8] , Quine presents an invertible interpretation between (N, +, ·) and any finitely generated free monoid on at least two letters. Their theories are thus definitionally equivalent, which at first blush makes the model theory of the latter simply a translation of that of the former. Since then, some work has been done studying fragments of the latter theory; see for example [4] .
We contend, however, that Quine's result need not preclude studying the complete theory of a free monoid. In particular, one can examine things that are too syntactic to be preserved by Quine's interpretation. One might, for example, ask what the quantifier-free definable sets are in a finitely generated free monoid (Σ * , ·, ε). Here we view our monoid as the set of finite strings on a finite set of letters Σ. In Section 3, we present a formal-languages characterization of the quantifier-free definable sets in one variable (Theorem 3.5), and a proof that these lie strictly between the finite languages and the star-free languages over Σ (Proposition 3.11).
It follows readily from Quine's methods and results that every regular language over Σ is definable, though by the above result not necessarily quantifier-free definable. We are lead to ask if the regular languages are particularly tame among the definable sets, and if they have some model-theoretic significance. One answer comes from considering the following formula: given a definable set A ⊆ Σ * we define ϕ(x; v) to express that xv ∈ A. When A is a regular language we show that ϕ(x; v) is stable (Corollary 4.22). Moreover, we show that A is regular if and only if the stability-theoretic local rank R ϕ of x = x is zero (Corollary 4.23), and that in this case the local multiplicity has formal-language-theoretic meaning: it is the state complexity of A. We obtain similar results by considering the formula ψ(x; u, v) expressing uxv ∈ A in place of ϕ. In fact, both of these results hold in the more general context of (not necessarily free or finitely generated) monoids with regularity replaced by recognizability; see Section 4.2 for details.
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Preliminaries from the study of formal languages
We begin by introducing the basic concepts we will need from the study of formal languages.
Throughout this paper, we will assume Σ is a finite non-empty set, called an alphabet ; a common choice for us will be Σ = { 0, 1 }. We let Σ * denote the set of strings over Σ; we let ε denote the empty string, and we let Σ + = Σ * \ { ε }. If a ∈ Σ * , we let |a| denote the length of a.
Remark 2.1. String concatenation is associative and has ε as an identity; hence (Σ * , ε, ·) forms a monoid. In fact, it is the free monoid on Σ.
We now turn to a unique factorization result on words; proofs and more information can be found in [10, Section 2.3].
Definition 2.2. We say a ∈ Σ + is primitive if there does not exist b ∈ Σ * and 1 < n < ω such that a = b n .
Fact 2.3 ([10, Theorem 2.3.4]).
Suppose a ∈ Σ + . Then there is a unique primitive b ∈ Σ + and 0 < n < ω such that a = b n .
Definition 2.4. Suppose a ∈ Σ + ; write a = b n where b ∈ Σ + is primitive and 0 < n < ω. We then define √ a = b.
We now discuss formal languages; a good reference for this is [10, Chapter 1].
Definition 2.5. A language is any subset of Σ * . If A, B ⊆ Σ * are languages, we define:
• the concatenation of A and B to be AB = A · B = { ab : a ∈ A, b ∈ B }.
• the Kleene star of A to be
. . , a n−1 ∈ A, n < ω } When combining operations, it is understood that Kleene star and complementation bind tighter than concatenation, which binds tighter than union and intersection. For example, the correct parenthesization of
(Note that concatenation of languages is associative, so we are quite happy to leave A(B c )(C * ) without further parentheses.) When convenient, we will allow a word a to stand in for { a } when expressing a language using the above operations; for example, when we write a
Definition 2.6. The class of regular languages is the smallest class of languages containing the finite languages and closed under finite union, concatenation, and Kleene star.
Quantifier-free definable sets in one variable
We begin with a characterization of the quantifier-free definable subsets of Σ * ; we then introduce the class of star-free languages, and show that the quantifier-free definable sets are a strict subcollection of these.
A characterization of quantifier-free definability
Our basic examples of quantifier-free definable subsets of Σ * will be those defined by formulae of the form ax = xb for a, b ∈ Σ + ; in fact, these will turn out to be the building blocks for all quantifier-free subsets of Σ * . The words x for which ax = xb are characterized by a theorem of Lyndon and Schützenberger (see [10, Theorem 2.3.2] ). For our purposes, a slight refinement of the theorem will be more useful. Proof. Suppose |a
and thus a n2−n1 = b m2−m1 . But by Fact 2.3 we have that representations of words as powers of primitives are unique; hence a = b. But now a 0 and b 0 are both proper prefixes of a = b, and
We now provide a necessary condition for a subset of Σ * to be definable by an atomic formula with parameters: Proposition 3.3. Suppose A ⊆ Σ * is definable by an atomic formula with parameters. Then A is either finite, all of Σ * , or has finite symmetric difference from e * e 0 for some primitive e ∈ Σ * and some proper prefix e 0 of e.
Proof. Let the atomic formula defining A be
where a 0 , . . . , a n , b 0 , . . . b m ∈ Σ * . Observe that if c ∈ A then |a 0 · · · a n | + n|c| = |b 0 · · · b m | + m|c|; hence if n = m, then |c| is determined by the above equation, and A is finite. Suppose then that m = n; we now apply induction on n.
The base case (i.e. n = 0) is immediate. For the induction step, suppose 0 < n < ω. If A = ∅ then one of a 0 and b 0 is a prefix of the other; we may thus reduce the equation to be one of the form a 0 xa 1 x · · · xa n = xb 1 x · · · xb n i.e. one in which b 0 = ε. Now, if |c| ≥ |a 0 | and c ∈ A, then a 0 is a prefix of c; so c = a 0 c ′ where c ′ is a solution to 
Furthermore, as long as |c| ≥ |a 0 |, the converse holds. Note, however, that |c| ≥ |a 0 | for all but finitely many c ∈ Σ * ; hence if B and C are the solution sets to the above two equations, respectively, then A has finite symmetric difference from a 0 (B ∩ C). Now, by the induction hypothesis we get that C has the desired form, and by Fact 3.1 we get that B takes the form ( √ a 0 ) * a 00 for some proper prefix a 00 of √ a 0 . Now, if C is finite, then A is finite, and we're done; if C = Σ * then A has finite symmetric difference from a 0 ( √ a 0 ) * a 00 , which is itself a cofinite subset of ( √ a 0 )
* a 00 , and we are again done. Suppose then that C has finite symmetric difference from e * e 0 for some primitive e and some proper prefix e 0 of e. By Lemma 3.2, if e = √ a 0 or e 0 = a 00 then B ∩ C is finite; so A is finite, and we're done. On the other hand, if e = √ a 0 and e 0 = a 00 then B and C have finite symmetric difference, and B ∩ C has finite symmetric difference from B; so A has finite symmetric difference from a 0 B = a 0 ( √ a 0 ) * a 00 which is a cofinite subset of ( √ a 0 ) * a 00 . So A has the desired form.
Proposition 3.3
Remark 3.4. This is by no means a characterization of the atomically definable subsets of Σ * . To see this,
then any c ∈ A is either a prefix of a 0 or has |c| ≥ |a 0 |, which as noted in the above proof implies that c ∈ ( √ a 0 ) * a 00 for some prefix a 00 of a 0 ; in particular, in either case c is a prefix of a n 0 for all sufficiently large n. In further particular, we get that A is a chain under the "is a prefix of" partial order. Hence any finite set that is not a chain cannot be atomically definable.
Even if we restrict to finite sets that are chains, it's not clear which ones are atomically definable. Certainly all singletons are, and there are examples of atomically definable sets with two elements: in Σ = { 0, 1 }, the solutions to 1101x0x = xx01101 are x = 1 and x = 1101.
Happily, for the purposes of determining which sets are quantifier-free definable, these issues vanish, and we can give a true characterization.
Theorem 3.5. The quantifier-free definable subsets of Σ * are exactly those that have finite symmetric difference from a set of one of the following forms:
c for primitive a 0 , . . . , a n−1 and b i a proper prefix of a i .
Proof. We first note that all such sets are indeed quantifier-free definable: given a ∈ Σ * primitive and b a proper prefix of a, if we let a = bc then it follows from [10, Theorem 2.3.2] that the equation ax = xcb defines a * b. From Proposition 3.3, we get that all of the atomically definable subsets of Σ * take the desired form. It then suffices to check that sets of the above form are closed under Boolean combinations. Closure under complementation is immediate; we check closure under intersection.
Suppose A and B take the form above. There are three cases to consider:
If both A and B take the second form, it is clear that their intersection again takes the second form.
Case 2. If A takes the first form and B takes the second form, then their intersection has finite symmetric difference from a set of the form
But by Lemma 3.2 we get either that a *
Case 3. If A and B both take the first form, then their intersection has finite symmetric difference from a set of the form
Again by Lemma 3.2 we get that each a *
Theorem 3.5
Star-free languages
A natural question at this point is whether the class of quantifier-free definable subsets of Σ * compares well with known classes of languages. As it turns out, it does: it falls between the class of finite languages and the class of star-free languages. A good external reference for star-free languages is [7, Chapter X].
Definition 3.6. The class of star-free languages is the smallest class of languages that contains the finite languages and is closed under Boolean combinations and concatenation.
Example 3.7. 0 * 1 * ⊆ { 0, 1 } * is star-free; to see this, one notes that 0
More generally, the set of strings that don't contain a fixed word as a substring is star-free.
Remark 3.8. Every star-free language is regular.
Lemma 3.9. Suppose A ⊆ Σ * has finite symmetric difference from B ⊆ Σ * and B is star-free. Then A is star-free.
. But B is star-free, and B \ A and A \ B are finite, and thus star-free; so A is a Boolean combination of star-free languages, and is thus star-free.
Lemma 3.9
Somewhat counterintuitively, we have the following useful result:
Fact 3.10 ([9, Theorem 2.5]). Suppose a ∈ Σ * is primitive. Then a * is star-free.
Proposition 3.11. Every quantifier-free definable subset of Σ * is star-free, and in particular is regular.
Proof. By Fact 3.10 we get that a * is star-free if a ∈ Σ * is primitive; if a 0 is a proper prefix of a, we then get that a * a 0 is star-free as the concatenation of star-free languages. It then follows that Boolean combinations of sets of the form a * a 0 are star-free, where a is primitive and a 0 is a proper prefix of a. By Lemma 3.9, we then have that any set having finite symmetric difference from a Boolean combination of sets of the form a * a 0 is star-free. But by Theorem 3.5 all quantifier-free definable subsets of Σ * take this form; so all quantifier-free definable subsets of Σ * are star-free. Proposition 3.11
One might ask whether the converse holds, and the quantifier-free definable subsets of Σ * are exactly the star-free languages; it does not.
As pointed out in Example 3.7, we have that A is star-free; I claim it is not quantifier-free definable. To see this, we will use Theorem 3.5: we check that it does not have finite symmetric difference from a set of either of the specified forms. Case 2. Suppose none of the a i contains both a 0 and a 1. Then each a i is primitive and is composed either entirely of 0 or entirely of 1; hence each a i is either 0 or 1, and each a * i b i is either 0 * or 1 * . In particular, every word of the form 0 n 1 n for 0 < n < ω is in A \ B; so A and B do not have finite symmetric difference.
We now consider sets of the form
We have thus seen how the quantifier-free definable subsets of Σ * fit into the formal languages hierarchy: they properly contain the finite languages and are properly contained in the star-free languages (which are themselves properly contained in the regular languages).
It is perhaps worth mentioning that we believe a characterization of the quantifier-free definable sets in more than one variable would be much more difficult. Indeed, some work has been done on the related problem of deciding when a given equation in multiple variables has a solution; as noted in the final notes of [2] , this problem is NP-hard.
Recognizability and local rank
In this section, we present an interpretation of regularity (and more generally recognizability, defined in Section 4.2 below) in terms of local stability-theoretic ranks.
First of all, it follows from Quine's work in [8] that every decidable language (i.e. language such that membership is decidable) is definable in Σ * . Indeed, given a decidable language A ⊆ Σ * , we can look at the corresponding subset B ⊆ N; since the underlying bijection Σ * → N of Quine's interpretation is in fact computable, we get that B is a decidable subset of N. But a standard result from computability theory is that every decidable subset of N is definable in (N, +, ·) (see for example [3, Theorem 6 .12]). So B is definable in (N, +, ·); so, applying the inverse interpretation, we find that A is definable in Σ * . In particular, since every regular language is decidable ( [7, Theorem 5 .33]), we get that every regular language is first-order definable.
Our goal, then, is to distinguish the regular languages among the definable subsets of Σ * using local rank.
ϕ-types and the rank-zero case
We begin by recalling the local theory of types and rank; we will later interpret regularity using this local theory. Our notion of local rank will be equivalent to the one outlined in [6, Chapter 1], though the latter sometimes assumes stability of the ambient theory, which fails here. (Indeed, the ϕ we will use will not in general be stable; see Example 4.20.) For a detailed proof of said equivalence, see [5, Propositions 5.13 and 5.14]. Throughout this subsection, we fix a language L, a complete theory T , and an L-formula ϕ(x; u). We let C denote a fixed sufficiently saturated model of T . Definition 4.1. Suppose A is a parameter set.
• A ϕ-instance is a formula of the form ϕ(x; a) for some tuple a from C.
• A ϕ-formula over A is a formula ψ(x) with parameters from A that is equivalent to some Boolean combination of ϕ-instances. (We do not require that the ϕ-instances have parameters coming from A.)
• A complete ϕ-type over A is a maximally consistent set of ϕ-formulae over A. We use S ϕ (A) to denote the set of complete ϕ-types over A.
• Suppose a is a tuple from C of the same arity as x. We define the ϕ-type of a over A to be tp ϕ (a/A) = { ψ(x) : ψ is a ϕ-formula over A, C |= ψ(a) }
• Suppose B ⊆ C. (We do not require that B be small.) We say a complete ϕ-type over A is realized in B if it takes the form tp ϕ (a/A) for some tuple a from B.
The following lemma tells us that when working over a model, the notion of ϕ-types reduces to sets of ϕ-instances. Lemma 4.2. Suppose M |= T ; suppose p, q ∈ S ϕ (M ). Suppose that for all tuples c from M we have ϕ(x; c) ∈ p ⇐⇒ ϕ(x; c) ∈ q Then p = q.
Proof. Suppose ψ(x) is a ϕ-formula over M ; say it is equivalent to some Boolean combination ψ
Since p and q are maximally consistent, we then get that ψ(x) ∈ p if and only if ψ(x) ∈ q. So p = q. We now recall the definition of ϕ-rank; this is a version of Morley rank localized to ϕ-formulae.
Definition 4.3. Suppose ψ(x) is a ϕ-formula. We define R ϕ (ψ) as follows:
• If β is a limit ordinal, then R ϕ (ψ) ≥ β if R ϕ (ψ) ≥ α for all α < β.
• If α is an ordinal, then R ϕ (ψ) ≥ α + 1 if there are ϕ-formulae (ψ i (x) : i < ω) satisfying:
If R ϕ (ψ) ≥ α for every ordinal α, we write R ϕ (ψ) = ∞.
Definition 4.4. Suppose ψ(x) is a ϕ-formula with R ϕ (ψ) < ∞. We define mult ϕ (ψ) to be the largest n < ω such that there are ϕ-formulae (ψ i : i < n) satisfying:
1. The ψ i are pairwise inconsistent.
C |= ∀x(ψ
We are particularly interested in the case where R ϕ (x = x) = 0. (Note that x = x is a ϕ-formula: for any tuple a from C, we have that x = x is equivalent to ϕ(x; a) ∨ ¬ϕ(x; a).) Recall that globally we have RM(x = x) = 0 if and only if the domain is finite; hence we are examining some local analogue of having finite domain.
The following notation will be convenient:
Proof. Suppose for contradiction that we had p ∈ S ϕ (M ) \ S R ϕ (M ). Then for any q ∈ S R ϕ (M ), we have q = p; so there is a ϕ-formula ψ q (x) in p \ q. Let
(Note that the conjunction is finite since S R ϕ (M ) is finite.) Then for any q ∈ S R ϕ (M ) we have that q ∪ { ψ } is inconsistent; so ψ(x) is not satisfiable in M. But ψ ∈ p; so p is not finitely satisfiable in M, and p is not consistent, a contradiction. So no such p exists, and
Lemma 4.6
The case R ϕ (x = x) = 0 is characterized by the following proposition:
Proposition 4.7. The following are equivalent:
2. For any M |= T we have that S ϕ (M ) is finite.
3. There exists M |= T such that S ϕ (M ) is finite.
4. There is n < ω such that whenever M |= T we have |S ϕ (M )| = n.
Proof.
(1) =⇒ (2) Suppose we have M |= T with S ϕ (M ) infinite; we will show that R ϕ (x = x) ≥ 1. We iteratively define ϕ-formulae (ψ n : n < ω) satisfying the following:
• For each n < ω we have { ψ i : i < n } extends to infinitely many ϕ-types over M .
• For each n < ω we have that { ψ i : i < n } ∪ { ¬ψ n } is consistent.
Having defined ψ i for i < n, we observe that since { ψ i : i < n } extends to infinitely many ϕ-types over M , in particular it does not isolate a type, and there is some ϕ-formula ψ n with { ψ i : i < n } ∪ { ψ n } and { ψ i : i < n } ∪ { ¬ψ n } both consistent. Furthermore, at least one of { ψ i : i < n } ∪ { ψ n } and { ψ i : i < n } ∪ { ¬ψ n } must extend to infinitely many ϕ-types over M ; without loss of generality, we may assume it is the former. (Note that this construction works perfectly well in the case n = 0.)
For n < ω we now define
Then by construction the δ n are consistent and pairwise inconsistent; so R ϕ (x = x) ≥ 1, as desired. 
Since in particular C |= T , the hypothesis yields that S ϕ (C) is finite. Suppose (ψ i (x) : i < m) are consistent and pairwise inconsistent ϕ-formulae satisfying C |= ∀x(ψ i (x) → ψ(x)) for each i < m. Then since the ψ i are pairwise inconsistent, we get that for each p ∈ S ϕ (C) there is at most one i < m with ψ i ∈ p. This defines a map from some subset of S ϕ (C) to { 0, . . . , m − 1 }; furthermore, this map is surjective, since the ψ i are consistent. So m ≤ |S ϕ (C)|, and in particular we can't have infinitely many such formulae. So R ϕ (x = x) = 0. Proposition 4.7
Proof. Suppose κ is an infinite cardinal; suppose |B| ≤ κ. Proposition 4.7 yields that S ϕ (C) is finite; then
Remark 4.9. Suppose R ϕ (x = x) = 0. By Proposition 4.7 and Lemma 4.6 every ϕ-type over M |= T is realized in M .
Remark 4.10. Suppose R ϕ (x = x) = 0, with n as described in Proposition 4.7. The proof of (4) =⇒ (1) actually shows that mult ϕ (x = x) ≤ n. In fact, they're equal; the opposite inequality can be seen by noting that each ϕ-type is isolated by some ϕ-formula, since there are finitely many of them. In particular, for any M |= T we have
A more general setting: recognizable sets
Our characterization of regularity will make sense in a more general setting than finitely generated free monoids. In this subsection, we will extend the notion of a regular language to subsets of arbitrary monoids. A good external reference for this section is [7, Section IV.2].
Definition 4.11. Suppose M is a monoid; suppose A ⊆ M . We say A is a recognizable subset of M if there is some finite monoid F and some homomorphism of monoids α : M → F such that A is a union of fibres of α; i.e. A = α −1 (α(A)).
As noted in [7, Section IV.3.3] , in the case of a finitely generated free monoid the notions of recognizability and regularity coincide.
Unlike regular languages in finitely generated free monoids, recognizable sets in general need not be definable in the monoid structure. (Note that this sum is well-defined since there can only be finitely many non-zero entries.) However, it follows from [1, Theorem 1.2] that Th(M ) admits quantifier elimination (this is also not hard to verify by hand); one can also check that the only quantifier-free definable subsets of M are finite or cofinite. Since A is neither, we get that A is not definable.
Remark 4.13. It may be worth pointing out that the only recognizable subsets of a divisible abelian group M are the empty set and M itself. Indeed, if f : M → N is a homomorphism to a finite monoid N then the image, being divisible and finite, must be trivial.
We now give a well-known characterization of recognizability in terms of the syntactic congruence and the Myhill-Nerode equivalence.
Definition 4.14. Suppose M is a monoid; suppose A ⊆ M .
• We define the syntactic congruence of A, denoted θ Roughly speaking, we demand that we be able to substitute b for a in an expression without changing membership in A.
• We define the Myhill-Nerode equivalence of A, denoted θ In other words, we demand that we be unable to distinguish a and b by a right-multiplication followed by querying whether the result is in A. 
θ
Syn A has finitely many equivalence classes.
θ MN A
has finitely many equivalence classes.
(1) =⇒ (2) Suppose A is recognizable; that is, suppose we have a finite monoid F and a homomorphism α : M → F such that A is a union of fibres of α.
Thus, since F is finite, it follows that θ Syn A has finitely many equivalence classes. It is clear that the mapping defined by 1 M is the identity mapping, and that the mapping defined by ab is the composition of the mapping defined by b and the mapping defined by a. We have thus defined a homomorphism of monoids α : 
A characterization of recognizability via local rank
We now present the promised characterization of recognizability in terms of local rank. If we were concerned solely with regular languages and finitely generated free monoids, then since all regular languages are definable, it would suffice to characterize the regular languages among the definable sets. However, since our result applies in the more general setting of recognizable subsets of any monoid, we are no longer guaranteed that recognizable sets are first-order definable. (See Example 4.12.) Hence we work in the language of monoids expanded by a unary predicate; i.e. L P = { 1, ·, P } where
• · is a binary function symbol.
• P is a unary predicate symbol.
Note that given a monoid M and some A ⊆ M , we can view (M, A) as an L P -structure by interpreting 1 and · as the monoid structure and interpreting P as A.
Throughout the rest of this section, we fix a monoid M and a (not necessarily recognizable) subset A; we work in Th(M, A). We will be interested in the L P -formulae
Unfortunately, ϕ Syn and ϕ MN aren't in general stable:
, and c i = ε. Then for i, j < ω we have
So ϕ MN and ϕ Syn have the order property, and are not stable.
However, these formulae are tame when A is a recognizable set. In fact, we obtain a characterization of recognizability:
Theorem 4.21. The following are equivalent:
Moreover, when this is the case, mult ϕ Syn (x = x) is the number of equivalence classes of θ In an identical way, we get that θ Example 4.26. Consider M = { 0, 1, 2 } * . As a notational convenience, for (n i : i < k) a tuple of natural numbers, we let (n i : i < k) * denote 0 n0 10 n1 1 · · · 10 n k−1 ; observe that every element of { 0, 1 } * has a unique representation in this form. Let L = { (n i : i < k) * 2(m i : i < ℓ) * : ℓ ≤ k, m i = n k−i−1 + 1 for some i } The important property of L is that if i, r ∈ N and a ∈ M , then (M, L) |= ϕ MN (x; 21 j 0 r ) if and only if a = (n i : i < k) * where j < k and n k−j−1 + 1 = r; thus thinking of the elements of { 0, 1 } * as finite sequences of naturals, we see that the components can be extracted via ϕ MN -instances. This comparison with finite sequences suggests that our universe is in some sense not finite dimensional; indeed, we will see that R ϕ MN (x = x) = ∞.
For σ = (σ i : i < |σ|) a tuple of natural numbers, define
Thus for non-empty σ the realizations of ψ σ (x) are exactly (n i : i < k) * where (n k−1 , . . . , n k−|σ|−1 ) = σ. In particular, the ψ σ are ϕ MN -formulae satisfying:
1. ψ σˆn1 and ψ σˆn2 are inconsistent for all σ and n 1 = n 2 .
2. (M, L) |= ∀x(ψ σˆn (x) → ψ σ (x)) for all σ and all n.
3. ψ σ is consistent for all σ.
At this point a simple transfinite induction yields that given such a tree of ϕ MN -formulae, the ϕ MN -rank of any formula in the tree is ∞. Hence in particular R ϕ MN (x = x) = ∞; since each ϕ MN -instance is also a ϕ Syn -instance, we also get that R ϕ Syn (x = x) = ∞.
On the other hand, approaching this from the formal languages perspective, it is simple to show that L is a deterministic context-free language, and is thus quite tame as far as non-regular languages go.
Example 4.27. Consider M = { 0, 1, 2 } * ; let L = { 0 n 1 n 2 n : n < ω }. Then L is not context-free ([10, Section 4, Exercise 1]). Note, however, that every ϕ MN -instance over M extends to at most two ϕ MN -types over M ; this is then witnessed by Th(M, L), and thus holds in C. Thus the only non-isolated ϕ MN -type over C is { ¬ϕ MN (x, a) : a ∈ C }. (Here we are implicitly using Lemma 4.2 to write ϕ MN -types over C as sets of ϕ MN -instances.) It is straightforward to check that having a unique non-isolated ϕ MN -type is sufficient to show that R ϕ MN (x = x) = mult ϕ MN (x = x) = 1; this also follows immediately from [5, Propositions 5.13 and 5.14]. A similar analysis applies to ϕ Syn .
