This paper provides the semi-discrete scheme by the central local discontinuous Galerkin method for space fractional diffusion equation on two sets of overlapping cells, and then we give the stability analysis and error estimates for the scheme. Lastly, we verify the effectiveness of the proposed scheme by the one-and two-dimensional numerical experiments.
Introduction
Lévy processes (and the related ones) are effective microscopic models for anomalous diffusions, and their corresponding macroscopic models governing some interesting/useful statistical observables are generally the integral-differential equations [9] , some special cases of which are so-called fractional partial differential equations (FPDEs). Anomalous diffusions are ubiquitous in the natural world, such as, physics [21, 22] , biochemistry [27] , hydrology [16] , etc. The nonlocality of the fractional operators makes it a challenging work to find the exact solution of FPDEs, hence how to efficiently get the numerical solutions of FPDEs becomes a big deal. So far, some progresses have been made for numerically solving FPDEs, such as, finite difference, finite element, spectral method, discontinuous Galerkin (DG), local discontinuous Galerkin (LDG), etc (see [2, 4, 5, 8, 10, 16, 20, 26, 28] ).
Recently, Ref. [17] introduces a central DG method to solve the system of conservation laws based on the central scheme [23] , which needs to use the redundant representation of the solution on overlapping cells depicted in [6] .
Compared with traditional DG, the central DG uses duplicative information on overlapping cells, which doesn't need numerical fluxes any more to provide the information at the interface of cells, since the evaluation of the solution at the interface is in the middle of the staggered mesh; moreover, this scheme covers the two main advantages of DG method, i.e., the flexibility of grid subdivision and excellent parallel efficiency. Afterwards, Ref. [18] gives the stability and error analysis for the central DG scheme. Reference [6] provides the LDG finite element method for the time dependent convection-diffusion systems. Reference [10] introduces LDG method with suitable fluxes to solve the spatial fractional diffusion equation and then [25] generalizes it to the two-dimensional cases. Later, Ref. [19] introduces a central LDG based on central DG and LDG for traditional diffusion equations, which gives two versions of the central LDG schemes and provides the stability and error analysis. To the best of our knowledge, it seems that there is no work solving the space fractional diffusion equation by the central LDG, especially for higher dimensional cases.
In this paper, we use the central LDG method to solve the two-dimensional space fractional diffusion equation with the homogeneous Dirichlet boundary condition, i.e., find u = u(x, y, t) satisfying
u(x, y, 0) = g(x, y) (x, y) ∈ Ω, u(x, y, t) = 0 (x, y) ∈ R 2 \Ω, t ∈ [0, T ],
where Ω = (0, 1) × (0, 1), 1 < α, β < 2, and d 
For convenience, we set d 1 = d 2 = 1 in this paper. Here, we solve Eq. (1) numerically by using the duplicative information on overlapping cells and avoid using the numerical flux to define the interface values of the solution. Meanwhile, in order to guarantee the stability and convergence of our scheme, we modify the LDG scheme in [25] according to the theoretical prediction and the feature of the central LDG scheme in [19] .
The remainder of this paper is arranged as follows. Sec. 2 provides some necessary definitions and properties of the fractional derivatives and integrals.
In Sec. 3, we give the spatial semi-discrete scheme by the central LDG method.
Sec. 4 presents the stability analysis and error estimates of the designed scheme.
Sec. 5 discusses the implementation details of numerical simulations. We conclude the paper with discussions in the last section.
Preliminaries
In this section, we recall some definitions and properties of fractional derivatives, fractional integrals, and fractional Sobolev spaces.
Definition 2.1 ([24]
). The left-and right-sided Riemann-Liouville fractional integrals of order α (α > 0) are defined by
Definition 2.2 ([24]
). The left-and right-sided Riemann-Liouville fractional derivatives of order α (α > 0) are defined by
where n − 1 ≤ α < n, n ∈ N.
and norm
Definition 2.4 ([11]
). Let α > 0. Define the semi-norm
and norm 
Definition 2.6 ([11]
). For 0 ≤ α < ∞, we define the space
with the norm
where
, andû denotes the Fourier transform of u.
Definition 2.7 ([12, 14]).
For Ω ⊂ R n , we define
Remark 2.1. It is known (see [14, 15] 
and norms 
and for 0 < ν < α, 
Lemma 2.4 ([11]
). Let α > 0 and n be the smallest integer greater than α (n − 1 ≤ α < n). Then for a real valued function u(x), there exists
Proof. According to supp(v) ⊂ I ⊂ Ω and Lemma 2.5, we have
.
Central LDG scheme for fractional diffusion equation
Now, we design the spatial semi-discrete scheme by using the central LDG method to discretize the space fractional derivatives.
Firstly, we define the inner product on the simplex I and over the surface of
Following the standard approach for the development of the LDG method for equations with higher order derivatives in [25] , we introduce the auxiliary vari-
u ∈ H 1 (Ω). Moreover, according to Lemmas 2.3 and 2.7, Eq. (1) can be written as
Further define two operators D
Next, we introduce some notations to get the spatial semi-discrete scheme. Let the mesh size h = 1/N , N ∈ N, {x j }, {y j } be a partition of [0, 1] and grid
, y j+ = y N specially. Denote V h as the set of piecewise polynomials of degree k over the subintervals {I i,j } with no continuity assumed across the subinterval boundaries, and the set of the ones over the subintervals {Ī i,j } is denoted as
To get the central LDG scheme by using the above two discrete function
,h as the approximations of u, q L , and q R on mesh {I i,j }, respectively, and u 2,h , q L,2,h , q R,2,h as the approximations of u, q L , and q R on mesh {Ī i,j }, respectively, then we get the central LDG scheme which involves two pieces of approximate solutions defined on overlapping cells, i.e., find
, and
and
for any function 
i=0,j=0 , and φ R,2 = {φ i,j R,2 } i=N,j=N i=0,j=0 . Therefore, the schemes (3) and (4) can be transformed as: find
and 
Stability analysis and error estimates
, and e q R,2,h = q R,2,h −q R,2,h as the round-off errors.
Stability analysis
Theorem 4.1. Numerical schemes (7) and (8) are L 2 stable, and for all t ∈ (0, T ) we have
Proof. According to the definitions of e u 1,h , e q L,2,h , e q R,2,h , and Eqs. (7) and (8), we obtain (7), we get
Using Green's theorem leads to
Combining Lemma 2.4, we obtain
Similarly, there also exists
Combining (10), the above equalities, and the fact
we get (9).
Error estimates
To do the error estimations, we define the orthogonal projection operators
, for all the cells
where P 2 k (I) is the space of k-th order polynomials in two variables on the 2-simplex I. Similarly, we define the orthogonal projection operators P 2 :
The following inverse and trace inequalities will also be used.
Lemma 4.1 ([3]).
For any v ∈ (P 2 k (I)) 2 and w ∈ P 2 k (I), there exist positive constants C, such that
where 0 ≤ m ≤ l.
Theorem 4.2. Numerical schemes (7) and (8) satisfy the L 2 error estimate
where u is the exact solution of Eq. (1), and u 1,h and u 2,h are the solutions of the numerical schemes (7) and (8); and k is the order of polynomial.
Proof. Denote
According to (7) and (8), we obtain 
By simple calculations, we obtain
where v
For (13), according to the proof of Theorem 4.1, there exists
As for the right side of (13), we have
By Cauchy-Schwarz inequality and standard approximation theory, we obtain
Using Cauchy-Schwarz inequality and Lemma 2.1, we have
According to the property of the standard projection, the standard properties of interpolation spaces [1] , and Young's inequality, we obtain
By means of the standard projection property, inverse inequality, and trace inequality, there is
Again, by standard projection property, inverse and trace inequalities, we get
So for sufficiently small ǫ 1 , ǫ 2 , ǫ 3 , ǫ 4 , ǫ 5 , we have
Following the same procedure, one can get
Combining (15), (16), Gronwall's inequality, and the standard projection property leads to the desired bound.
Remark 4.1. The above discretization and theoretical results are for two dimensional cases, which naturally work for the one dimensional case
where d > 0, and there exists the error estimate
where u denotes the exact solution, u 1,h , u 2,h are the solutions of the central LDG scheme for Eq. (17), and k is the order of polynomial. 
Efficient numerical implementation
Because of the nonlocality and singularity of the fractional operators, to effectively approximate the inner product 0 D
v becomes a key issue. We first give the following lemma.
Let u ∈ P 2 k (I iu,j ) for (x, y) ∈ I iu,j and v ∈ P 2 k (I iv,j ) for (x, y) ∈ I iv,j , and u = 0 for (x, y) ∈ Ω\I iu,j and v = 0 for (x, y) ∈ Ω\I iv,j , where
According to Lemma 5.1, for some fixed integral pointx > x iu+1 , we have
whereũ is the smooth extension of u. As forx ∈ (x iu , x iu+1 ), it can be directly calculated.
The term
So, by the above techniques, the inner product 0 D
v can be efficiently calculated using numerical integration.
Numerical experiments
To demonstrate the performance of our proposed schemes, we provide oneand two-dimensional examples to verify the accuracy. Here, we define the errors as
where u n 1,h and u n 2,h mean the numerical solutions of u at time t n on two sets of meshes {I i,j } and {Ī i,j } with mesh size h, respectively. Example 6.1. We consider the one-dimensional problem (17) with the exact
so the initial data is
and the source term is
which can be calculated by numerical integration. Here we set T = 0.1. To investigate the convergence in space and reduce the influence from temporal discretization, we take τ max = 0.1h α and τ = 0.1τ max when the order of approximation polynomial k = 1, and τ max = 0.005h α and τ = 0.01τ max when k = 2 respectively, and Tables 1 and 2 provide the numerical errors and convergence rates when α = 1.1, 1.5, 1.9, which show that our method can achieve the optimal (k + 1)-th convergence order. 
Conclusions
This paper provides the weak formulation for numerically solving the one- 
