Generalized-Scintillation Detection and Ranging (g-SCIDAR) has proven to be the most reliable and efficient technique for obtaining the vertical structure of the atmospheric turbulence through optical means. However, undesirable turbulence inside the telescope enclosure (dome and mirror seeing) is intermixed with the results. Processes for rejecting this contribution have been used indirectly when the vertical wind profiles are obtained. With a view to introducing the routine use of g-SCIDAR technique in multiconjugate adaptive optics applications, we propose a simple method, based on evenness properties with Fourier analysis, for rejecting the dome and mirror seeing in C 2 n (h) profiles. The method is suitable for implementation in real time and could furthermore be extended to other applications of form recognition, whenever certain conditions of symmetry are satisfied.
I N T RO D U C T I O N
Experimental measurements of the vertical structure of atmospheric turbulence have been assumed to be one of the more important inputs related to site characterization for adaptive optics systems. It is still more essential in multiconjugate adaptive optics (MCAO) systems for the forthcoming Extremely Large Telescope (ELT) projects. Scintillation Detection and Ranging (SCIDAR) is the most contrasted and efficient remote-sensing technique for obtaining the optical vertical structure of atmospheric turbulence. The concept, implementation and validation of this technique, in both the original and the following version called generalized SCIDAR (g-SCIDAR), have been broadly explained in several papers (Vernin & Roddier 1973; Rocca, Roddier & Vernin 1974; Fuchs, Tallon & Vernin 1994; Avila, Vernin & Masciadri 1997; Kluckers et al. 1998; Johnston et al. 2002) . In recent years, several campaigns to characterize the vertical structure of atmospheric turbulence have been carried out at different astronomical sites using the g-SCIDAR technique (Avila, Vernin & Cuevas 1998; Kluckers et al. 1998; Vernin et al. 2000; Avila et al. 2003; McKenna et al. 2003; Fuensalida et al. 2004b Fuensalida et al. ,c,2007 .
From g-SCIDAR observations, C 2 n profiles are derived with different inversion methods (Vernin 1993; Kluckers et al. 1998; Prieur, Daigne & Avila 2001; Johnston et al. 2002) . However, the profiles are affected by turbulence in the dome and mirror of the telescope (hereafter dome seeing), which is undesirable and should not be present for subsequent analysis. Therefore, a process for rejecting this effect in the C 2 n profiles is required. The measurement of dome seeing is a by-product of the procedures for getting the g-SCIDAR wind profile. These are tedious interactive programs (Avila, Vernin E-mail: fuensalida@iac.es & Sánchez 2001), or recent automatic developments based on several numerical tools, such as the iterative CLEAN-based method (Prieur et al. 2004) or the wavelet-based method (García-Lorenzo & Fuensalida 2006) . In the best of cases, C 2 n profiles corrected for dome seeing are obtained after running codes whose main purpose is different. We describe here a specific procedure to identify the dome seeing and to reject it from the data. It is applied prior to obtaining the C 2 n profiles through inversion methods and does not require any wind treatment. Pattern recognition of the dome seeing is achieved using the evenness properties of the Fourier transform; it is therefore very fast and suitable for implementation in real time.
After a brief introduction to the g-SCIDAR technique and a description of the importance of proper identification of the dome seeing contribution and its correction in vertical C 2 n profiles, we explain the formulation for recognizing the dome seeing form (Section 2.1), and the implementation of the procedure to reject this component from the turbulence profiles (Section 2.2). Subsequently, in Section 3 we test the procedure using numerical simulation, first without noise, and then in the presence of noise even in unrealistically extreme conditions (Section 3.1). In Section 3.2, we apply the procedure to observational data from Roque de los Muchachos Observatory, ORM (La Palma, Spain), and from Paranal Observatory (ESO, Chile), evaluating the results with other techniques through total seeing measurements. Finally, in Section 4, we conclude the characteristics and results of this proposal. Table 1 for its characteristics).
detected in the pupil plane of the telescope. The layers illuminated by each star of the binary system produce couples of speckles of intensity so that the autocorrelation function of each frame provides the sum of triplet-like patterns (two equal peaks equidistant from another larger peak placed in the centre) positioned at the coordinate origin and aligned with the direction defined by the components of the binary star. Each triplet is a characteristic of a layer, and the separation of the lateral peaks is related to the height of the layer. However, the lower layers cannot be detected, a shortcoming surmounted by the g-SCIDAR version (Fuchs, Tallon & Vernin 1994 . The new concept consists in establishing detection in a virtual conjugate plane located at a negative height so that the perturbations in the lower layers can propagate and produce patterns similar to those in the higher layer. Turbulence in the dome therefore also generates speckle binary structures whose autocorrelation functions are triplets like those of the atmospheric layers. In this case, the separation of the lateral peaks is related to the distance between the virtual conjugate plane and the pupil plane.
On the other hand, the horizontal motion of the atmospheric layers manifests a displacement of the corresponding triplet in the crosscorrelation function between two successive scintillation frames, as the simulated example in Fig. 1 shows. The longer the delay between the frames, the smaller is the intensity of the triplet, due to the temporal decorrelation of the turbulence. However, the horizontal motion of the turbulence in the dome is null, so that its triplet is always at the coordinate origin of the cross-correlations. The proximity of the lower layers to the dome causes the triplets to overlap with the dome seeing in the autocorrelation function. Only the displacement in the cross-correlations can resolve them. However, it is habitually too small and strong contamination appears. This situation can be appreciated in the simulation of Fig. 2(a) and also in the real case shown in Fig. 5(a) .
Going over the main points, dome turbulence is present in a triplet in the cross-correlation functions between successive scintillation frames, as is the case for atmospheric layers. Unlike the patterns created by these, the dome seeing triplet is always at the origin of coordinates, and the separation between the lateral peaks is fixed by the height of the virtual conjugate plane.
Formulation of dome seeing
We explain here the basis of the method to achieve the dome seeing component from the cross-correlation functions. In order to simplify the treatment, in this section we do not consider the presence of noise or the pedestal produced by the pupil in the image. Let f (x, y) be the intensity distribution of a specific frame in t o obtained with the g-SCIDAR technique. We may consider that
where f d (x, y) represents the speckles produced by the turbulence inside the dome and f L (x, y) is the contribution of the external turbulence from all layers so that, if l indicates a specific layer,
Now let f (x, y; t o + t) be a frame obtained at a later time t sufficiently small to be represented by
where f L (x, y) is approximately the same intensity pattern as f L (x, y) but with a certain displacement of each layer, because a sufficiently small t has been supposed, so that
The vector with components (x l , y l ) determines the velocity and direction of the motion of the layer. The cross-correlation function, f f , defined as (e.g. Bracewell 1978 )
can be expressed by its even part,
, so that the Fourier transform becomes
where we symbolize in capital letters the Fourier transform of the respective function in small letters, and Re [·] and Im [·] are the real part and imaginary part, respectively. Turbulence inside the dome does not move horizontally for t, so that
Therefore, the contribution from the dome seeing in f f is even, while the contribution of the external turbulence from all layers is not absolutely odd (its even part is non-zero). Hence, E[f f ] contains the dome seeing contribution plus the even contribution of the turbulence in the layers, and O[f f ] has only the odd contribution of the turbulence in the layers.
The scintillation produced by one layer l is manifested in f f like the double convolution product following
The factor T l (x, 0) is a triplet pattern, because binary stars are used in the SCIDAR technique. If R = i 1 /i 2 is the ratio between the intensities of the components of the binary star, it is of the type
where small s l determines the height of the layer, which depends on the separation of the binary, and the conjugate plane of the observation [δ(x, y) symbolizes the unit Dirac delta function]. The first term is greater than or equal to 0, thus the larger is it, the smaller are the deltas in (x ± s l , 0) with respect to the resulting delta in Table 1 ).
(x, 0). This leads us to look for binary stars with the smallest available magnitude difference for g-SCIDAR observations. The shape of the scintillation speckles is incorporated in g l (x, y). It has a quasi-circular symmetry and its spread depends on the height of the layer. It represents the contribution of the speckles to the correlation functions defined as expression (5) The even and odd parts of
respectively. Then, by (9), the even and odd parts of [f f ] l are
so that, as g l (x, y) 0,
Therefore, the even function constituted with the values of the
In general, this function is equal to the dome seeing contribution, except in peculiar cases, which are discussed below, where the influence of some specific layer could alter the outcome. That is,
An alternative formulation is
where H [·] represents the Hartley transform (Bracewell 1986 ). This approach supposes implicitly that the array to be treated is positive. It is always right if we apply the method to the crosscorrelation array, because f is positive. However, in order to make the calculations consistent with the whole procedure to achieve the turbulence profiles, we use the function
where the brackets indicate the average of successive N frames (usually N = 1000). S[f f ] keeps a structure of triplets, as can be seen in the real case of Fig 
Implementation of the procedure
The algorithm for obtaining the C 2 n (h) profile with the SCIDAR technique starts with the slice y = 0 of the function S[f f ] (related to the autocorrelation function through the expression 17) provided by the turbulence layers above the dome. The contribution provided by the external layers is
where the first term is the complete function of the frames, and the second is the part of the dome seeing.
In the previous section, we achieved the dome seeing contribution in a particular cross-correlation. Although the decorrelation of the dome seeing among successive frames is very small, we treat this effect using cross-correlation series of five consecutive frames. Let us now consider the following series of five S-functions:
which, like (17), is related to the average of the cross-correlation functions:
The temporal interval between the two of functions f i (x, y) and f i+j (x, y) is j t. In practice, we use the cross-correlation with j = 4 to get the shape of S[f i f i ] d . Consequently, we assume that
where q is obtained from a linear regression fit among the maxima M j of the part of dome seeing of the five cross-correlations
If b and m are the independent parameter and slope of the fit, respectively, then
In general, the m values are very small, which indicates a very slight decorrelation of the dome seeing between successive crosscorrelations. We then obtain from (18) the net profile P L (x) with the slices of the autocorrelation free of dome seeing,
which is the input to the inversion algorithm for achieving the vertical turbulence profile. The complete procedure is very fast and, therefore, optimum for implementation in real time.
Although the method provides the even image arising from the selection of values belonging to the original array, special situation could occur in which the outcome and the component with zero speed (dome seeing) do not match with a sufficient precision. This disagreement would be produced by peculiar overlapping of different triplets. The most prone cases to this situation would be when a low layer, very close to the dome, is moving slowly in the direction of the line drawn by the both components of the binary star (x-axis of the correlations arrays). If this occasional scenario takes place, even though its probability is not high, the eventual error caused by it would occur for the smallest j values of the cross-correlations. In order to ensure that this peculiar set of circumstances does not occur, we use j = 4 to achieve the shape of the dome seeing, as mentioned above. If l is the full width at half-maximum (FWMH) of g l (x, y), d is the same as g d (x, y) and s l is the separation between the lateral and central peaks for the layer and s d for the dome seeing, then the result would be affected by the layer in these conditions.
(1) When the velocity of the layer is v l = (u l , 0).
(2) When the velocity of the layer is v l = (0, v l ).
To establish these conditions, we have considered only the lateral peak retrieval of the dome seeing, since the central peak does not take part in the subsequent calculations of the C 2 n profiles, as can be seen in (23).
A P P L I C AT I O N S TO DATA R E D U C T I O N
In order to prove the procedure, we do three types of trials. We start by studying the ability of the procedure to extract the even intensity distribution (N.B., not the even function of the array) with numerical simulation with and without noise in Section 3.1. This allows us to control the complexity of the distribution of triplets and to compare the results. Next, in Section 3.2, we treat real data to confirm that the characteristics of the retrieval pattern agree with the autocorrelation of the dome seeing in two-dimensional (2D). Finally, we evaluate the results of several nights with a different technique. We use the measurements of the seeing size obtained with the differential image motion monitor (DIMM) technique in Roque de los Muchachos and Paranal Observatories to contrast this with the values provided by simultaneous g-SCIDAR data with and without applying the procedure.
Results with simulations
We set up a number of triplet patterns simulating layers in a crosscorrelation function (Fig. 1) . Over this, we add a test triplet in different positions in order to check the effect of its contamination in the retrieval of the dome seeing triplet. Note that in this subsection we do not study the total procedure, but only the degree of recovery of the dome seeing pattern from a particular cross-correlation. Each layer is generated from (10) and, for ease of calculation, we suppose g l (x, y) to be Gaussian functions. Although it is not a rigorous shape, the resulting array has a remarkable qualitative similarity with an actual S[f f ] (see Fig. 5a ). Thus, it is a sufficient approximation, because the main purpose here is to evaluate cases such as those described at the end of the previous section.
The moving layer scenario that we consider in these numerical simulations is quite disadvantageous for extracting the dome seeing contribution. The characteristics of the triplets in Fig. 1 are listed in Table 1 with their identification number. The second column is the intensity of the main peak in arbitrary units according to the nomenclature given in the previous section. The following columns are the FWMH of g l (x, y), the position of the triplet and the separation of the lateral peaks respect the central one, respectively (these are given in units of pixel). Component 1 represents the dome seeing; it is therefore at position (0, 0) and the lateral peaks are s d = 6 pixel from the central one. The distribution of the layers shows different configurations of overlap, which enables us to prove the degree of reliability on the procedure for retrieving the contribution of dome seeing (note that the wings of the triplet 4 affect those of 1). We then consider an additional layer moving in the direction of the alignment of the components of the binary star. Therefore, the triplet representing this layer in the cross-correlation is shifting along the axis y = 0. This gives rise to situations less favourable for extracting the dome seeing, especially with the lower layers very near the dome.
In Fig. 2 , we show the case for one position of the test layer. The triplet of this layer is in (x l , y l ) = (10.2, 0), with l = 4.690 pixel and s l = 8.0 pixel (we suppose the components of the binary star to have identical intensities). Fig. 2(a) illustrates a frame with a great concentration of overlap around the dome seeing part. This interrelation is noted in Fig. 2(b) , which corresponds to the slice y = 0; that is, it follows the slashed arrow in Fig. 2(a) . Parts (c) and (d) of Fig. 2 are the image and the slice, respectively, resulting the procedure to extract the dome seeing triplet. The continuous line goes along the slashed arrow in Fig. 2 (c) (we select only the central pixel in order to see it more expanded), and the slashed line with '+' symbol is the original triplet introduced in the simulation as dome seeing. The goodness of the resulting lateral peaks is perceptible. The central peak is lightly overestimated, although, according to the net profile (23), the central peak does not participate in the following processes to achieve the C 2 n profile; therefore, the discrepancies in this part are not relevant.
To check the grade of dome seeing retrieval with respect to the relative position of a test layer, we get the goodness of the results measured with χ 2 statistics. The scenario now consists of two triplets: the component 1 of Table 1 , representing the dome seeing contribution, and the same layer test triplet utilized above, which takes different positions. To illustrate this point, we show in Fig. 3 the χ 2 values with respect to the shift in the x-axis (y = 0) of the test layer triplet. Unlike the criteria used to establish the conditions of error in the outcome, where only the lateral peak retrieval of the dome seeing was considered (at the end of the Section 2.2), we now apply the goodness-to-fit test to the complete result, including the central peak. Thus, in this case, the condition of the velocity (24a) to avoid the inaccuracy in the result is
For positions with a shift smaller than 9 pixel, the retrieved results differ significantly from the original shape; that is, the hypothesis that both shapes are approximately accurate can be rejected with a probable error much smaller than 5 per cent (p 0.05). However, for displacements larger than 9.2 pixel, the p value indicates that there is no reason to reject that hypothesis at the 0.05 significance level. Applying the values in expression (26), the displacement to avoid any effect is 10.3 pixel, which is in accordance with Fig. 3 , while from (24a) it is 5.5 pixel. This limit decreases considerably if the direction of motion is different. For example, for v l = (0, v l ), as in (25), the displacement is 1.22 pixel.
This procedure can support an appreciable level of noise with highly accurate results. In Fig. 4 we show outcomes with extreme conditions of noise. The configuration and characteristics of the layers are the same as in Fig. 2(a) ; that is, Fig. 4(a) is Fig. 2(a) with a strong additive Gaussian noise. As in Fig. 2 , panels (a) and (c) are the original frame and the result of the process, respectively, and the panels (b) and (d) (full line) the slice trailing the arrows (the slashed line is the original dome seeing triplet without noise). The standard deviation of the noise statistical distribution is 1/3 of the intensity of the lateral peak of the original dome seeing triplet. It is very severe and with few realistic conditions, as can be seen comparatively in the real image of Fig. 5(a) , taking into account that the noise has been introduced directly in the cross-correlation instead of the scintillation frames. A comparative analysis of Figs 4(b) and 2(b) illustrates this fairly well. Nevertheless, Fig. 4(d) proves that the shape and position of the lateral peaks, where the dome seeing information really is, can be given with fair accuracy. Table 1 ). Fig. 5 illustrates an example of the cross-correlation of real scintillation frames rich in layers. It has some similarity with the simulations, mainly in the lower layers where they are more critical for the dome seeing. Fig. 5(a) is S[f i f i+1 ] concerning the first cross-correlation, which shows a very low layer moving in the direction of the alignment between both components of the binary star, whose pattern overlaps that of the dome seeing. This scenario, although of infrequent occurrence, is one of the most confusing for retrieval of the dome seeing contribution. Other fast layers are present. Fig. 5(b) is the outcome after applying expression (14) to the image in Fig. 5(a) .
Results with observational data
In this real case, we cannot cross-check the dome seeing outcome against the original contribution, because it cannot be guessed beforehand, as we did in the simulations. However, we have a fair appreciation of the characteristics of the cross-correlation of a static binary structure at ground level; that is, it is a triplet shape located at the origin of coordinates with the separation of the lateral peaks in accordance with dome height. In effect, the distance of the lateral peak from the central one is 6.45 pixel (the decimal places are obtained by a linear interpolation between the points around the lateral peak). Knowing that the conjugate plane for this observation was at −4.0 ± 0.15 km and the angular separation of the binary star (BS 7948) is 9.6 arcsec (The Bright Star Catalogue, http://www.alcyone.de/SIT/bsc), the distance should be between 6.36 and 6.85 pixel, which is in accordance with the value obtained with our procedure.
Another way to validate the method is the comparison of the total seeing measured with a DIMM (Sarazin & Roddier 1990; Vernin & Muñoz-Tuñón 1995) and the seeing calculated from g-SCIDAR profiles with and without dome seeing. At ORM, a DIMM (called RoboDIMM, and operated by the Isaac Newton Group is installed near the 4.2-m William Herschel Telescope building). RoboDIMM is permanently operative except for maintenance and technical downtime or bad weather conditions. This monitor gives the seeing size at the site at irregular intervals of approximately 2.5 min, taking 200 images with an exposure time of 10 ms (O'Mahoney 2003), while our instrument provides turbulence profiles approximately every 20 s, analysing 1000 scintillation images with 1-3 ms exposure time. The g-SCIDAR data were taken on the 1-m Jacobus Kapteyn Telescope (JKT) with the cute-SCIDAR instrument (Fuensalida et al. 2004a ), 1 which is approximately 300 m from the seeing monitor. The local topography and the surrounding area of the RoboDIMM and JKT sites are glaringly different. Therefore, there could be a differential effect caused by the surface layer. In spite of these reservations, comparison with RoboDIMM has the advantage of providing data completely independent of our profiles, since the data are obtained with another technique and instrument.
We have chosen two nights' data from the ORM with significant dome seeing, one in summer and the other in winter, in order to study the reliability of the method with respect to the RoboDIMM data. In the left-hand panels of Fig. 6 , we compare the seeing measured with RoboDIMM (circles) and that obtained from our g-SCIDAR data including the dome seeing (crosses). On the right-hand panels of The mean values are within the error ranges when the dome seeing contributions are rejected (right-hand panels). The rms value of the differences of the seeing for each night between RoboDIMM and g-SCIDAR without dome seeing is 0.209 and 0.199 arcsec, respectively, which is in agreement with the typical seeing differences between sites at the ORM (Muñoz-Tuñon, Vernin & Varela 1997) . Note that the seeing size derived from g-SCIDAR data without correcting for dome seeing (left-hand graphs) shows that, in addition to the values being much larger than the RoboDIMM measurements, the changes throughout the night do not absolutely follow those of RoboDIMM. However, the outcomes derived from g-SCIDAR data after correcting for dome seeing (right-hand graphs) and the RoboDIMM data are similar, following the variations even when the values differ somewhat.
The correction for the seeing between the left-and right-hand panels of Fig. 6 is only produced by the rejection of the dome seeing, as can be appreciated in Fig. 7 . We show two examples of the one-dimensional correlation of the diffraction speckles provided by the turbulence layers in the observational plane. These are used to obtain the C 2 n profiles with an inversion process, which is beyond the scope of this paper. The solid lines are the data after rejection of the dome contribution, and the broken line is the effect of the dome turbulence according to our method. Fig. 7(a) with the European Commission), which has been cofunded by this contract and the IAC. The aims of this new instrument are to provide the temporal evolution of turbulence profiles in real time with and without the dome seeing contribution, but the concept is similar to the previous one installed at the ORM and it uses the same code to correct the dome seeing. In Fig. 8 , we show the comparison between the seeing measurements from cute-SCIDAR and DIMM. This monitor is permanently installed in the north zone of the platform of the Paranal Observatory, and is robotically controlled, being operated by the ESO site testing group. Cute-SCIDAR has been installed in an Auxiliary Telescope (AT) of Very Large Telescope Interferometer (VLTI) using the J2 station of the interferometer, which is approximately 200 m south with respect to the DIMM site (both sites are on the platform and are therefore at the same height). The time rate of the DIMM data is 1 min.
As far as the figure is concerned, the dome seeing contribution is quite small (in each panel, the upper solid lines versus the lower solid lines) compared with the JKT, because the characteristics of the AT dome, which has a completely open cover so that the dome seeing disappears if the wind is sufficiently strong.
What is more relevant, the DIMM data (dotted lines) and the g-SCIDAR corrected dome-seeing data (lower solid lines in each panel) are in agreement. However, between 3.88 and 4.78 h of the night 12/13 (Fig. 8a) , the DIMM data (dotted line) becomes slightly separated from the lower solid line, but these data correspond to an automatic change of star (the gaps before and after this interval in the DIMM data are produced by the time taken in the changes), which indicates a wrong selection of star. The repetition of the measurements with the same values seems clearly improbable, such as it is seen in that interval. Possibly, the signal-to-noise ratio was not high enough, and the DIMM control system was commanded to change the star after less than 1 h, which is an unusually short time in normal conditions for a chosen star. Consequently, the DIMM data in this interval are quite unreliable, which explains the differences with respect to the lower solid line. the turbulence, the approach to standardizing and simplifying the process is very important if it is to be used routinely in adaptive optics and MCAO applications. With this in mind, we have developed a relatively simple procedure for correcting the vertical C 2 n (h) profiles of the dome seeing contribution. An important advantage is that it permits an automatic reduction in this phase of the calculation process, allowing an easy implementation to work in real time. The method obtains the even image that can be constituted with the values of the original function. It permits extracting the dome seeing contribution, taking advantage of that produces the unique even component in the cross-correlation functions of the scintillation frames.
The procedure uses five consecutive cross-correlations of the scintillation frames and is based on shape recognition of the autocorrelation function of the dome turbulence in each crosscorrelation. After describing the procedure, we have numerically simulated extremely complex conditions where there is a great risk of confusing the dome seeing with any slow and low layers present. First, we evaluate the conditions where the recognition is affected and find that this would be when the low layer moves very slowly in the direction of the components of the binary star. In practice, the probability of this scenario is not very high. In spite of this, to avoid that risk, we use the crosscorrelation with high j value to extract the shape of the dome seeing component.
The evaluation has been completed with real data mainly by comparing the total seeing with the measurements provided by DIMM technique. On one hand, in the case of ORM, although the monitor is quite far from the cute-SCIDAR site (a little more than 300 m) and with appreciable topographic differences between them, the results of the dome seeing correction procedure show high concordance with DIMM data. The discrepancies are within the variations provided by the surface layer effect at the observatory (Muñoz-Tuñon et al. 1997) . On the other hand, in the case of Paranal, where the DIMM and cute-SCIDAR places are closer and the topographic difference effects between both sites are understood with greater ease, the data are in even better agreement. Although the dome seeing contribution at the AT is much less than that of the JKT, the method proves to have enough precision to fit it.
The formulation to identify the shape of the dome seeing could be extended to other problems of form recognition whenever this is even.
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