Abstract. In this article we provide necessary and sufficient conditions that a complex number should verify to be a measurable or a continuous eigenvalue of a minimal Cantor system. These conditions are established from the combinatorial information carried by the Bratteli-Vershik representations of such systems. Moreover we explore how modifications of the local order of these representations spoil the group of eigenvalues and their quality of being continuous or not. We show that, giving precise bounds, if there are not too many of these modifications then the group of continuous eigenvalues does not change for the resulting systems and too many could change this group significantly.
Introduction
The spectral theory of dynamical systems and in particular the study of eigenvalues of topological dynamical systems, either from a measure theoretical or a topological perspective, is a fundamental topic in ergodic theory, allowing to understand mixing properties and to characterise the Kronecker and maximal equicontinuous factors, among others. Particularly interesting and rich has been the study of eigenvalues and weakly mixing property of classical systems like interval exchange transformations [NR97, AF07, FHZ04, FZ11] or other systems arising from translations on surfaces [AD14] . From the symbolic dynamics point of view most of these systems have a representation as minimal Cantor systems of finite topological rank, i.e., there is a symbolic extension that can be represented by a Bratteli-Vershik system such that the number of Kakutani-Rohlin towers per level is globally bounded. To characterise eigenvalues of the original systems it is enough to consider this class of Cantor systems. Of course, a general approach like this assumes that the particular nature and information carried by the original dynamics can be effectively translated into concrete properties of a "good" Kakutani-Rohlin representation, what is not evident. Nevertheless, good representations for interval exchange transformations and, in particular, irrational rotations of the torus have already been proposed (see [GJ02, DDM00] ).
With these examples in mind, our main motivation is to provide general necessary and sufficient conditions for a complex number to be the eigenvalue, either continuous or measurable, of a minimal Cantor system of finite topological rank and more generally to drop the condition on the rank. In particular, we also want these conditions to be useful for proving weakly mixing properties, so the absence of eigenvalues.
This problem for different subclasses of minimal Cantor systems of finite topological rank has been considered since the pioneer works of Dekking [Dek78] and Host [Hos86] . There, it has been stated that eigenvalues of primitive substitution dynamical systems are always associated to continuous eigenfunctions, thus the maximal equicontinuous and measure-theoretical Kronecker factors coincide. Implicitly, both works give conditions to be an eigenvalue, however the complete characterisation of eigenvalues for substitution dynamical systems was given in [FMN96] . Later, necessary and sufficient conditions to characterise continuous and measurable eigenvalues of linearly recurrent minimal Cantor systems are provided in [CDHM03] and [BDM05] . These conditions are very effective and rely on the combinatorial data carried by the Bratteli-Vershik representations. Even if linearly recurrent systems are natural from the symbolic dynamics point of view (see [Dur00, Dur03] ), this class could be considered "small", meaning that in many classical examples, like interval exchange transformations, only a few maps have a symbolic representation of this kind. In fact, beyond other very particular features of the Cantor representations of concrete systems, most of them are of finite topological rank and not linearly recurrent. There are few general results concerning eigenvalues of minimal Cantor systems of finite topological rank. Some conditions either necessary or sufficient are given for being topological or measurable eigenvalues in [BDM10] and a detailed study of eigenvalues of Toeplitz systems of finite topological rank was recently given in [DFM14] . This last work motivates the ideas of the current work.
In this article we provide necessary and sufficient conditions for being a measurable eigenvalue of a minimal Cantor system of finite topological rank (Theorem 11 and 17). For continuous eigenvalues we succeeded to drop the finite rank hypothesis (Theorem 2). In its conception, the conditions are very similar to those proposed for linearly recurrent systems. They are given in the form of the convergence of some series or special sequences and only depend on the combinatorial data provided by the Bratteli-Vershik representations. The main difference here is that we need to include in an algebraic way the information of the local orders carried by these representations. Even if general, the drawback of these conditions is that they depend on a non trivial computation. In order to illustrate its effectiveness and use we consider two families of examples: Toeplitz systems (already developed in [DFM14] ) and some symbolic extensions of irrational rotations of the interval. This last class, even if simple, allows to see the amount of information needed to compute eigenvalues. Finally, we use our necessary and sufficient condition to be a continuous eigenvalue to prove that by doing some controlled modifications of the local orders of a Bratteli-Vershik system one can spoil or not the group of eigenvalues and their quality of being continuous or not with the exception of the continuous eigenvalues that are roots of the unity. In fact, we recover one of the main results in [Orm97] asserting that within a strong orbit equivalence class all systems have the same continuous eigenvalues that are roots of the unity. As an application we produce, starting from any minimal Cantor system without continuous eigenvalues that are roots of the unity, a strong orbit equivalent system that is topologically weakly mixing and which shares the Kronecker factor with the original system. In [FS14] is developed such an example in the context of tiling systems. More results concerning eigenvalues of tiling systems can be found in [Sol97, CGM07, APC11] and the reference therein.
The article is organised as follows. In section 2 we provide the main definitions concerning eigenvalues of dynamical systems and Bratteli-Vershik representations. Section 3 is devoted to the main result in the continuous case (Theorem 2), together with some interesting applications, and Section 4 to the measurable case results (Theorem 11 and Theorem 17). Finally, in Section 5 we develop two examples illustrating our main results.
Definitions and notation
2.1. Dynamical systems and eigenvalues. A topological dynamical system, or just dynamical system, is a compact Hausdorff space X together with a homeomorphism T : X → X. We use the notation (X, T ). If X is a Cantor set (i.e., X has a countable basis of closed and open sets and it has no isolated points) we say that the system is Cantor. A dynamical system is minimal if all orbits are dense in X, or equivalently the only non empty closed invariant set is X. A complex number λ is a continuous eigenvalue of (X, T ) if there exists a continuous function f : X → C, f = 0, such that f • T = λf ; f is called a continuous eigenfunction (associated to λ). The system is topologically weakly mixing if it has no non constant continuous eigenfunctions. Let µ be a T -invariant probability measure, i.e., T µ = µ, defined on the Borel σ-algebra of X. A complex number λ is an eigenvalue of the dynamical system (X, T ) with respect to µ if there exists f ∈ L 2 (X, µ), f = 0, such that f • T = λf ; f is called an eigenfunction (associated to λ). If µ is ergodic, then every eigenvalue has modulus 1 and every eigenfunction has a constant modulus µ-almost surely. Of course, continuous eigenvalues are eigenvalues. The system is weakly mixing for µ if it has no non constant eigenfunctions.
If λ = exp(2iπα) is either a continuous or measurable eigenvalue with α an irrational number we say that λ is an irrational eigenvalue.
2.2. Bratteli-Vershik representations. Let (X, T ) be a minimal Cantor system. It can be represented by an ordered Bratteli diagram together with the Vershik transformation acting on it. For details on this theory see [HPS92] or [Dur10] . This couple is called a Bratteli-Vershik representation of the system. We give a brief outline of this construction emphasizing the notations in this paper.
2.2.1. Bratteli diagrams. A Bratteli diagram is an infinite graph (V, E) which consists of a vertex set V and an edge set E, both of which are divided into levels
. . and all levels are pairwise disjoint. The set V 0 is a singleton {v 0 } and for all n ≥ 1 edges in E n join vertices in V n−1 to vertices in V n . If e ∈ E connects u ∈ V n−1 with v ∈ V n we write s(e) = u and r(e) = v, where s : E n → V n−1 and r : E n → V n are the source and range maps, respectively. It is also required that s −1 (v) = ∅ for all v ∈ V and that r −1 (v) = ∅ for all v ∈ V \ V 0 . For all n ≥ 1 we set #V n = d n and we write V n = {1, . . . , d n } to simplify notations.
Fix n ≥ 1. We call level n of the diagram to the subgraph consisting of the vertices in V n−1 ∪ V n and the edges E n between these vertices. Level 1 is called the hat of the Bratteli diagram. We describe the edge set E n using a V n−1 × V n incidence matrix M n for which its (u, v) entry is the number of edges in E n joining vertex u ∈ V n−1 with vertex v ∈ V n . We also set P n = M 2 · · · M n with the convention that P 1 = I, where I denotes the identity matrix. The number of paths joining v 0 ∈ V 0 and a vertex v ∈ V n is given by coordinate v of the height row vector h n = (h n (u); u ∈ V n ) ∈ N dn . Notice that h 1 = M 1 and h n = h 1 P n . We also consider several levels at the same time. For integers 0 ≤ m < n we denote by E m,n the set of all paths in the graph joining vertices of V m with vertices of V n . We define matrices P m,n = M m+1 · · · M n with the convention that P n,n = I for 1 ≤ m ≤ n. Clearly, coordinate P m,n (u, v) of matrix P m,n is the number of paths in E m,n from vertex u ∈ V m to vertex v ∈ V n . It can be verified that h n = h m P m,n .
We need to notice that the incidence matrices defined above correspond to the transpose of the matrices defined at the classical reference in this theory [HPS92] . This choice, that in our opinion is more mnemotechnical, is done to simplify the reading of the article.
Ordered Bratteli diagrams and Bratteli-Vershik representations. An ordered
Bratteli diagram is a triple B = (V, E, ), where (V, E) is a Bratteli diagram and is a partial ordering on E such that: edges e and e ′ are comparable if and only if r(e) = r(e ′ ). This partial ordering naturally defines maximal and minimal edges and paths. Also, the partial ordering of E induces another one on paths of E m,n , where for 0 ≤ m < n: (e m+1 , . . . , e n ) (f m+1 , . . . , f n ) if and only if there is m+1 ≤ i ≤ n such that e j = f j for i < j ≤ n and e i f i .
Given a strictly increasing sequence of integers (n k ) k≥0 with n 0 = 0 one defines the contraction or telescoping of B = (V, E, ) with respect to (n k ) k≥0 as
where is the order induced in each set of edges E n k ,n k+1 . The converse operation is called microscoping (see [HPS92] for more details).
Given an ordered Bratteli diagram B = (V, E, ) one defines X B as the set of infinite paths (x 1 , x 2 , . . .) starting in v 0 such that r(x n ) = s(x n+1 ) for all n ≥ 1. We topologize X B by postulating a basis of open sets, namely the family of cylinder sets [e 1 , e 2 , . . . , e n ] = {(x 1 , x 2 , . . .) ∈ X B ; x i = e i , for 1 ≤ i ≤ n } .
Each [e 1 , e 2 , . . . , e n ] is also closed, as is easily seen, and so X B is a compact, totally disconnected metrizable space.
When there is a unique point (x 1 , x 2 , . . .) ∈ X B such that x n is (locally) maximal for any n ≥ 1 and a unique point (y 1 , y 2 , . . .) ∈ X B such that y n is (locally) minimal for any n ≥ 1, one says that B = (V, E, ) is a properly ordered Bratteli diagram. Call these particular points x max and x min respectively. In this case one defines the dynamic V B over X B called the Vershik map. Let x = (x 1 , x 2 , . . .) ∈ X B \ {x max } and let n ≥ 1 be the smallest integer so that x n is not a maximal edge. Let y n be the successor of x n for the local order and (y 1 , . . . , y n−1 ) be the unique minimal path in E 0,n−1 connecting v 0 with the initial vertex of y n . One sets V B (x) = (y 1 , . . . , y n−1 , y n , x n+1 , . . .) and V B (x max ) = x min .
The dynamical system (X B , V B ) is minimal. It is called the Bratteli-Vershik system generated by B = (V, E, ). The dynamical system induced by any telescoping of B is topologically conjugate to (X B , V B ). In [HPS92] it is proved that any minimal Cantor system (X, T ) is topologically conjugate to a Bratteli-Vershik system (X B , V B ). One says that (X B , V B ) is a Bratteli-Vershik representation of (X, T ). In what follows we identify (X, T ) with any of its Bratteli-Vershik representations.
2.2.3. Minimal Cantor systems of finite topological rank. A minimal Cantor system is of finite (topological) rank if it admits a Bratteli-Vershik representation such that the number of vertices per level is uniformly bounded by some integer d. The minimum possible value of d is called the topological rank of the system. We observe that topological and measure theoretical finite rank notions are completely different. For instance, systems of topological rank one correspond to odometers, whereas in the measure theoretical sense there are rank one systems that are expansive as classical Chacon's example.
To have a better understanding of the dynamics of a minimal Cantor system, and in particular to understand its group of eigenvalues, one needs to work with a "good" Bratteli-Vershik representation. So we consider representations such that:
(H1) The entries of h 1 are all equal to 1. (H2) For every n ≥ 2, M n > 0 (this is called a simple Bratteli-Vershik diagram).
(H3) For every n ≥ 2, all maximal edges of E n start in the same vertex of V n−1 .
It is classical to prove that this reduction is possible, in particular (H3) can be deduced from Proposition 2.8 in [HPS92] . A Bratteli-Vershik representation of a minimal Cantor system (X, T ) verifying (H1), (H2) and (H3) will be called proper. If the minimal Cantor system has finite rank d, in the definition of proper representation we will also consider:
In this last case, to simplify notations and avoid the excessive use of indexes, we will identify V n with {1, . . . , d} for all n ≥ 1. The level n will be clear from the context. It is not difficult to prove that a minimal Cantor system of topological finite rank d has a proper representation (see [DFM14] for an outline of the proof). A minimal Cantor system is linearly recurrent if it admits a proper BratteliVershik representation such that the set {M n ; n ≥ 2} is finite. Clearly, linearly recurrent minimal Cantor systems are of finite rank (see [DHS99] , [Dur00] , [Dur03] and [CDHM03] for more details and properties of this class of systems).
2.2.4. Associated Kakutani-Rohlin partitions. Let B = (V, E, ) be a properly ordered Bratteli diagram and (X, T ) the associated minimal Cantor system. This diagram defines for each n ≥ 0 a clopen Kakutani-Rohlin partition of X: for n = 0, P 0 = {B 0 (v 0 )}, where B 0 (v 0 ) = X, and for n ≥ 1
where B n (v) = [e 1 , . . . , e n ] and (e 1 , . . . , e n ) is the unique maximal path from v 0 to vertex v ∈ V n . For each v ∈ V n the set {T −j B n (v); 0 ≤ j < h n (v)} is called the tower v of P n . It corresponds to the set of all paths from v 0 to v ∈ V n (there are exactly h n (v) of such paths). Denote by T n the σ-algebra generated by the partition P n . The map τ n : X → V n is given by τ n (x) = v if x belongs to tower v of P n . The entrance time of x to B n (τ n (x)) is given by r n (x) = min{j ≥ 0; T j x ∈ B n (τ n (x))}. For each x = (x 1 , x 2 , . . .) ∈ X and 0 ≤ m < n define the row vector s m,n (x) ∈ N dm , called the suffix vector between m and n of x, by s m,n (x, u) = #{e ∈ E m,n ; (x m+1 , . . . , x n ) ≺ e, s(e) = u} at each coordinate u ∈ V m , where ≺ stands for and = simultaneously. For each 0 ≤ m < n, u ∈ V m and v ∈ V n , define the set
A direct verification shows that the cardinality of S m,n (u, v) is equal to P m,n (u, v), the number of elements in E m,n joining u and v. If necessary, to simplify notations we write s n (x) and S n (u, v) instead of s n,n+1 (x) and S n,n+1 (u, v) respectively. A classical computation gives for all n ≥ 1 (see for example [BDM05] )
where ·, · is the euclidean inner product. Observe that under hypothesis (H1), i.e., h 1 = (1, . . . , 1), we have s 0 (x) = 0. Similarly, it can be obtained the following general relation between entrance times and suffix vectors of x:
for 1 ≤ m < n. From this it follows that for 0 ≤ ℓ < m < n
and particularly
2.2.5. Invariant measures. Let µ be an invariant probability measure of the system (X, T ) associated to a properly ordered Bratteli diagram B, like in the previous subsection. It is determined by the values assigned to B n (v) for all n ≥ 0 and v ∈ V n . Define the column vector µ n = (µ n (v) ; v ∈ V n ) with µ n (v) = µ(B n (v)). A simple computation allows to prove the following useful relation:
2.2.6. Clean Bratteli-Vershik representations. Let B be a proper ordered Bratteli diagram of finite rank d and (X, T ) the corresponding minimal Cantor system. Recall that in this case we identify V n with {1, . . . , d} for all n ≥ 1. Then, by Theorem 3.3 in [BKMS13] , there exist a telescoping of the diagram (which keeps the diagram proper) and δ 0 > 0 such that:
(1) For any ergodic measure µ there exists I µ ⊆ {1, . . . , d} verifying: (a) µ(τ n = v) ≥ δ 0 for every v ∈ I µ and n ≥ 1, and (b) lim n→+∞ µ(τ n = v) = 0 for every v ∈ I µ . (2) If µ and ν are different ergodic measures then I µ ∩ I ν = ∅.
When an ordered Bratteli diagram verifies the previous properties we say it is clean. We remark that this is a modified version of the notion of clean Bratteli diagram given in [BDM10] that is inspired by the results of [BKMS13] . This property will be very relevant for formulating our main result in the measurable case. In [BKMS13] , systems such that I µ = {1, . . . , d} for some ergodic measure µ are called of exact finite rank. Clearly, those systems are suniquely ergodic.
Continuous eigenvalues of minimal Cantor systems
In this section we show a necessary and sufficient condition for a complex number to be a continuous eigenvalue of a minimal Cantor system. The condition is given in terms of the combinatorial objects associated to a proper Bratteli-Vershik representation of the system. The proof follows the lines and some ideas developed to prove a general necessary condition in [BDM10] . Then, we show the utility of this condition to understand the role of the order in the existence of continuous eigenvalues. We give a condition allowing to modify the local orders without changing the group of continuous eigenvalues and we end with some comments on the dimension groups and the group of continuous eigenvalues of minimal Cantor systems. More examples are given in Section 5.
3.1. The necessary and sufficient condition. Let (X, T ) be a minimal Cantor system given by a proper Bratteli-Vershik representation and consider λ = exp(2iπα). The most general necessary and sufficient condition for λ to be a continuous eigenvalue of (X, T ) states that λ rn(x) converges uniformly (see Proposition 12 in [BDM05] ). In order to achieve the uniform convergence given by this condition several other simpler necessary conditions, relying on the combinatorics of the Bratteli-Vershik representations, have been proposed. We recall the necessary condition proved in [BDM10] that serve as motivation to the main result of this section.
Theorem 1. Let (X, T ) be a minimal Cantor system given by a proper Bratteli-
where ||| · ||| is the distance to the nearest integer.
Assume λ = exp(2iπα) is a continuous eigenvalue of (X, T ) as in Theorem 1. Then, for all n ≥ 1 there exist a real vector η n and an integer vector ν n such that
Moreover, from the proof of Theorem 5 in [BDM10] we have that for all large enough n η n+1 = η n M n+1 and ν n+1 = ν n M n+1 . (3.2) A classical computation allows to deduce the possible values for α from these two conditions. Fix large integers 1 ≤ m < n and multiply (the row vector) αh m by (the column vector) µ m . From (3.1) we get,
where in the last equality we have used (2.5) and (3.2). Taking n → +∞ and using (3.1) we get that α = ν m · µ m and η m · µ m = 0 for some (but in fact every) large enough m ∈ N.
(3.3) Below we will frequently call (3.1) and (3.2) the necessary conditions to be continuous eigenvalue for λ. The main point here is that many possible values of λ deduced from these conditions will not be continuous eigenvalues. This strongly rely on the local orders of the Bratteli-Vershik systems.
The general necessary and sufficient condition we present below refines the one in Theorem 1 but it incorporates the local orders of the Bratteli-Vershik representation. This is achieved by considering the suffix vectors s n (x) defined for each x ∈ X at each level of the diagram. While submitting this article we remarked the similarity of this result with Theorem 4.1 in [FS14] , where the authors provide a necessary and sufficient condition to be a continuous eigenvalue for a special class of fusion tilings.
Theorem 2. Let (X, T ) be a minimal Cantor system given by a proper BratteliVershik representation B = (V, E, ). The following conditions are equivalent,
(1) λ = exp(2iπα) is a continuous eigenvalue of (X, T ).
||| s, αh n ||| < +∞ for any sequence of vertices (u n ; n ≥ 1)
Clearly (2) and (3) are equivalent. We will need two preliminary lemmas to prove that (1) is equivalent with (2) and (3). The first one is almost identical to Lemma 4 in [BDM10] so we omit its simple proof. We assume (X, T ) is a minimal Cantor system as given in Theorem 2.
Lemma 3. Assume the coefficients of the incidence matrices (M n ; n ≥ 2) are strictly positive. Let (j n ; n ≥ 1) be a sequence of positive integers such that j n+1 − j n ≥ 3 and (e jn+1 ; n ≥ 1) be a sequence of edges of the Bratteli diagram with e jn+1 ∈ E jn+1 . Then, there exist points x = (x 1 , x 2 , . . .) and y = (y 1 , y 2 , . . .) in X such that for all n ≥ 1,
(1) x jn+1 = e jn+1 , r(x jn +1 ) = r(y jn+1 ) and s jn (y) = (0, . . . , 0) (or y jn+1 is a maximal edge); (2) x j = y j for j n + 2 ≤ j ≤ j n+1 − 1; (3) s jn+1−1 (x) = s jn+1−1 (y) = (0, . . . , 0) (or x jn+1 and y jn+1 are maximal edges).
Proof. Since λ is a continuous eigenvalue, as recalled above, from Proposition 12 in [BDM05] we have that the sequence (|||αr n |||; n ∈ N) is a uniform Cauchy sequence, and, by definition, we have that α(r n+1 − r n ) = s n , αh n is a continuous function. Fix 0 < ε < 1/8. By (3.1) and previous observation, there exists n 0 such that for all n ≥ n 0 and all x ∈ X, ||η n || < ε < 1/8 and ||| s n (x), η n ||| < ε.
Write s n (x), η n = ε n (x) + E n (x) with |ε n (x)| < ε and E n (x) an integer vector. Notice that (ε n ) n∈N converges uniformly to 0.
For n ≥ n 0 consider the set A n = {x ∈ X; E n (x) = 0}. Observe that this set is not empty (consider points with maximal edges at level n + 1) and closed. Let us check that it is T -invariant. Consider x ∈ A n . We have three cases: s n (x) = s n (T x), s n (x) = 0 with s n (x) = s n (T x), and s n (x) = s n (T x) + e for some vector e from the canonical base. In the first case it is obvious that T x ∈ A n when x ∈ A n .
In the second one (x 1 , . . . , x n+1 ) is formed by maximal edges and thus (T x) n+1 is a minimal edge. Therefore, s n (T x) is the v-th column of M n+1 minus the u-th canonical vector, where u = s((T x) n+1 ) and v = r((T x) n+1 ). Then,
where in the second equality we have used the relation in (3.2). Hence E n (T x) = E n (x) = 0 and T x ∈ A n . In the last case,
Therefore E n (T x) = E n (x) = 0 and T x ∈ A n . By minimality, we obtain that A n = X. This implies that for all n ≥ n 0
which achieves the proof.
Proof of Theorem 2. Let λ = exp(2iπα) be a continuous eigenvalue of (X, T ). From (3.1), there exist a real vector η n and an integer vector ν n such that
for all n ≥ 1. Thus, to get condition (2) of the theorem it is enough to prove that the series
We set e n+1 = z (n) n+1 and s n = s n (z (n) ). So, it suffices to prove the following convergence,
To prove (3.4) we only need to show that
Since the arguments in both cases are similar we only prove the first one. Moreover, to prove n∈I + s n , η n < +∞ we only show n∈I + ∩3N s n , η n < +∞. In a similar way one proves the convergence of series n∈I + ∩(3N+1) s n , η n and n∈I + ∩(3N+2) s n , η n . Assume I + ∩ 3N is infinite, if not the result follows directly. Order its elements: 1 < j 1 < j 2 < . . . < j n < . . .. From Lemma 3 there exist two points x = (x 1 , x 2 , . . .) and y = (y 1 , y 2 , . . .) in X such that for all n ≥ 1,
(1) x jn+1 = e jn+1 , s jn (y) = (0, . . . , 0) and r(x jn +1 ) = r(y jn+1 );
We can also set x 1 = y 1 , . . . , x j1−1 = y j1−1 and s(y j1 ) = (0, . . . , 0). Hence we have, (1) s jn (x) = s jn and s jn (y) = (0, . . . , 0); (2) s j−1 (x) − s j−1 (y) = (0, . . . , 0) for j n + 2 ≤ j ≤ j n+1 − 1. Now, from the definition of the return function in (2.1) and properties of points x and y just constructed we get for all m > 1,
From Proposition 12 in [BDM05] we have that α(r m (x) − r m (y)) converges mod Z when m → +∞. Then n∈{1,...,m−1}∩I + ∩3N s n , η n converges mod Z when m → +∞ too. Finally, from Lemma 4, s n , η n tends to 0, hence the series n∈I + ∩3N s n , η n converges. This proves that (1) implies (2). Now we prove (2) implies (1). Suppose that n≥1 max x∈X ||| s n (x), αh n ||| converges and let us prove that λ = exp(2iπα) is a continuous eigenvalue of (X, T ).
By Proposition 12 in [BDM05] , it suffices to show that (λ rn ; n ∈ N) converges uniformly, or, equivalently, that (αr n ; n ∈ N) is a Cauchy sequence mod Z. For 1 ≤ m < n we have,
Then, from condition (2) of the theorem one deduces that |||αr n ||| is a Cauchy sequence for the uniform convergence, which achieves the proof.
Remark 1. In proving that condition (2) implies (1) it has not been used the fact that the diagram was proper. So, any Bratteli-Vershik representation of a minimal system (X, T ) which satisfies condition (2) of Theorem 2 has λ = exp(2iπα) as one of its continuous eigenvalues.
As stated before, conditions (3.1) and (3.2) allow to compute all possible values of α such that λ = exp(2iπα) is a candidate to be a continuous eigenvalue. The main problem is to know whether they really correspond to continuous eigenvalues. This is related to the local orders of the Bratteli-Vershik representations and this is the point where Theorem 2 plays a role. The following corollary (that is in the folklore) shows this fact: candidates that are roots of the unity are always continuous eigenvalues. Below we will comment about this result and strong orbit equivalence.
Corollary 5. Let (X, T ) be a minimal Cantor system given by a proper BratteliVershik representation B = (V, E, ). Let α = p/q be a rational number verifying condition (3.1). Then λ = exp(2iπp/q) is a continuous eigenvalue of (X, T ). In particular, it is enough that q divides the height of the towers of B at some level.
Proof. If α = p/q verifies (3.1) then necessarily q divides the coordinates of the height vector h n and η n = 0 for all large enough n ∈ N. Hence, condition (2) in Theorem 2 is verified and λ = exp(2iπp/q) is a continuous eigenvalue of (X, T ).
The case of non rational eigenvalues is more involving. In the next subsection we show some applications that illustrates this fact.
We also stress the fact that computations involved in conditions of Theorem 2 can be complicated and might require a lot of information of the Bratteli-Vershik representation of the system. If the minimal Cantor system is linearly recurrent the unique information required are the incidence matrices and heights since the suffix vectors are uniformly bounded as was already proved in [BDM05] . Nevertheless, in a lot of relevant examples the information about the order, or equivalently the suffix vectors at each level, cannot be neglected.
In order to show the kind of computations needed to use conditions of Theorem 2 we develop in Section 5 two simple cases. The first corresponds to Sturmian systems extending irrational rotations of the torus and the second one is the case of Toeplitz systems. In both cases continuous eigenvalues are well known. Our objective is not to produce new results but to show the kind of combinatorial information needed to compute such eigenvalues from Theorem 2.
3.2. Modifying the local orders and continuous eigenvalues. As was just mentioned the local orders do not play any role in the existence of continuous and measurable eigenvalues in the linearly recurrent case and this is also the case of continuous eigenvalues that are roots of the unity of any minimal Cantor system. The case of irrational continuous eigenvalues is much complicated and different orders on the same Bratteli diagram can produce completely different situations. Some examples illustrating this fact appear in [BDM10] and [DFM14] . Here we use Theorem 2 to show how local orders modifications can leave invariant or significantly modify the group of continuous eigenvalues. A first result shows how much the local orders can be modified without affecting the continuous eigenvalues. Before, let us define a (ω n ; n ≥ 2)-order modification of a Bratteli-Vershik representation B = (V, E, ), where (ω n ; n ≥ 2) is a sequence of positive integers. It is a Bratteli-Vershik representation B ′ = (V, E, ′ ) (thus we only change the local orders) such that for all n ≥ 2 and u ∈ V n the local orders of edges with range u for and ′ differ at most w n times.
Corollary 6. Let (X, T ) be a minimal Cantor system given by a proper BratteliVershik representation B = (V, E, ) and λ = exp(2iπα) be a continuous eigenvalue of (X, T ). Let (ω n ; n ≥ 2) be a sequence of positive integers such that n≥2 ω n+1 |||αh n ||| converges. Then, λ is a continuous eigenvalue of any proper (ω n ; n ≥ 2)-order modification of B.
Proof. Let B ′ be a proper (ω n ; n ≥ 2)-order modification of B. Let s ′ n and s n be the respective suffix vectors for each n ≥ 1. Then, s n = s ′ n + ∆ n+1 , with |∆ n+1 | ≤ ω n+1 , and
Since from Theorem 2 one has n≥1 max x∈X ||| s n (x), αh n ||| < +∞ and by hypothesis n≥2 ω n+1 |||αh n ||| converges, then n≥1 max x∈X ||| s ′ n (x), αh n ||| < +∞. The result follows from Theorem 2.
Before continuing the discussion let us recall the notions of orbit and strong orbit equivalence. Two dynamical systems (X, T ) and (Y, S) are orbit equivalent if there exists a homeomorphism φ : X → Y sending orbits to orbits: for all x ∈ X,
This induces the existence of maps ϑ : X → Z and κ : X → Z satisfying for all
. When ϑ and κ have both at most one point of discontinuity we say that (X, T ) and (Y, S) are strong orbit equivalent. It is important to mention that orbit and strong orbit equivalence of two minimal Cantor systems essentially rely on the combinatorial information of the Bratteli-Vershik representations of such systems. In particular, two proper Bratteli-Vershik representations differing only on the local orders are strong orbit equivalent.
In the context of our discussion, seminal papers [GPS95] and [Orm97] show that continuous eigenvalues that are roots of the unity are preserved by strong orbit equivalence (this is also clear from Corollary 5). This is not the case of irrational continuous eigenvalues. In the next result we use Theorem 2 to prove that Bratteli-Vershik representations of minimal Cantor systems (that are not topologically weakly mixing) can be modified in order to loose all their irrational continuous eigenvalues. At the same time, this can be done keeping measurable eigenvalues and being strong orbit equivalent with the original system. This result resembles the representation results of Ormes in [Orm97] that is used to prove that strong orbit equivalence of minimal Cantor systems is compatible with any group of measurable eigenvalues up to the roots of unity that are continuous eigenvalues. The difference here is that the resulting system is not only strong orbit equivalent with the original one but it is obtained after precise contractions and modifications of the local orders. In particular, both systems have the same topological rank which is not clear from [Orm97] .
For a deeper discussion and recent results on the relation of continuous eigenvalues with orbit equivalence see [CDP15] .
Corollary 7. Let (X, T ) be a minimal Cantor system given by a proper BratteliVershik representation B = (V, E, ). Let µ be an ergodic probability measure. There exists a telescoping of B together with a change of local orders such that the resulting system has no irrational continuous eigenvalues and shares the same eigenvalues for µ with the original system. In particular, if the original system has no roots of the unity as continuous eigenvalues then the resulting system is topologically weakly mixing.
Proof. Let (X, T ) be the system given by the proper Brattelli-Vershik representation B and let µ be an ergodic measure. As usual, to simplify we write V n = {1, . . . , d n } for all n ≥ 1 and we assume that all maximal edges for the local orders start at vertex d n at each level.
Let (ℓ n ; n ≥ 0) be a strictly increasing sequence in N with l 0 = 0 and l 1 = 1. We will fix it progressively by a recursive procedure. We contract the diagram B associated to (X, T ) at levels (ℓ 2n−1 ; n ≥ 1) to get a new representation
Clearly, E ′ n = E ℓ2n−3,ℓ2n−1 for all n ≥ 2, so the combinatorial objects (matrices, height vectors, suffix vectors, etc.) and even measure vector associated to level n of B ′ correspond to those associated to the concatenation of levels ℓ 2n−2 and ℓ 2n−1 of B. The first levels coincide.
For all n ≥ 2 we modify the local orders of the edges in E ′ n by the following procedure. This kind of construction appears in the context of tiling systems in [FS14] .
) and the associated system (Y, S). Since the combinatorial objects of diagram B ′′ are constructed from a telescoping of B, then µ is also an ergodic measure for (Y, S).
Let (α n ; n ∈ N) be a sequence containing infinitely many times all irrational real numbers such that λ n = exp(2iπα n ) verify the necessary conditions to be continuous eigenvalues of (X, T ) given by (3.1). Since B ′′ is obtained from a telescoping of B these real numbers are also candidates to be continuous eigenvalues (Y, S). But notice that some of the λ n 's could not be continuous eigenvalues. We include all of them to be sure that our modifications will not add continuous eigenvalues. The construction of the sequence is possible since there are countable many of such real numbers. Indeed, since α n verifies (3.1) for all n ≥ 1, then for all m ≥ 1, First we prove that if the diagram has been contracted enough then all λ n 's that are continuous eigenvalues for (X, T ) are also measurable eigenvalues of (Y, S) for µ. To start we can assume the diagram B was contracted in such a way that h ℓ2n−1 (v) ≥ n for any v ∈ V ℓ2n−1 and n ≥ 2.
For n ≥ 2 let D n be the set of points in Y passing through e v for some v ∈ V ℓ2n−1 . We have,
But, v∈V ℓ 2n−1 µ ℓ2n−1 (v) goes to zero as n → +∞. If not, there is a positive number a such that for infinitely many n ∈ N we have 1 = h ℓ2n−1 · µ ℓ2n−1 ≥ na > 0, which is a contradiction. Then, for all n ≥ 2, if ℓ 2n−2 is fixed, one can choose ℓ 2n−1 to get v∈V ℓ 2n−1 µ ℓ2n−1 (v) h ℓ2n−2 (d ℓ2n−2 ) ≤ ε n , for a sequence of ε n 's such that n≥2 ε n < +∞. This choice implies that µ(lim sup n→+∞ D n ) = 0. Then, if x ∈ lim sup n→+∞ D n , from a level n(x) ≥ 2 it does not pass by any e v defined before. This means that the suffix vectors associated to x in B ′′ differ in finitely many levels with those associated to x in B. This implies that λ rm(x) n converges as m → +∞ in B ′′ for any n ≥ 1. Then, by Theorem 7 in [BDM05] (that we recall at the beginning of next section), λ n is a measurable eigenvalue associated to µ.
For technical reasons, later we will also need to have η (n) ℓ2n−3 < 1/4 for all n ≥ 3, so contracting a little more we can get this condition too. Now let us prove that a good choice of levels (ℓ 2n−2 ; n ≥ 2) allows to prove that the λ n 's are not continuous eigenvalues of the modified system. Notice that we still have a lot of flexibility to choose recursively the values of (ℓ 2n−2 ; n ≥ 2) without changing previous results.
We use the criterium given by Theorem 2. Fix n ≥ 2. A careful inspection of the modified local order shows that for any v ∈ V ℓ2n−1
Notice that the choice of the values of ℓ 2n−2 and ℓ 2n−1 for all n ≥ 2 can be done recursively to get all desired properties.
Then, for t =
, for all large enough n.
Since each value in the sequence of α n 's appears infinitely many times, then the series in the condition of Theorem 2 cannot converge for any α n , and thus λ n is not a continuous eigenvalues of (Y, S) for all n ∈ N.
In Corollary 7, modifying the local orders we are able to eliminate all the irrational continuous eigenvalues of a given proper Bratteli-Vershik system. It is natural to ask whether it is possible, starting from a minimal Cantor system (X, T ) with G as its group of continuous eigenvalues, to realise any subgroups G ′ as the group of eigenvalues of some minimal Cantor system (Y, S) that is strong orbit equivalent with (X, T ), or, strongly, to obtain (Y, S) from (X, T ) contracting and modifying the local orders of a Bratteli-Vershik representation as we did in the last corollary.
Proposition 25 in [CDP15] (see also [IO07] ) asserts in specific cases that it is possible to realise some subgroups, but it is not completely clear which one can be realised. This is a purely theoretical result and we have no idea how to obtain the desired system with the prescribed subgroup of continuous eigenvalues just by modifying the local orders and telescoping. Moreover, there are strong obstructions for this kind of realisations and it is also shown in [CDP15] that this is not possible in general. For example, it is well known that the group of eigenvalues of a Sturmian subshift is G = {exp(2iπβ); β ∈ Z + αZ}, where α is the angle of the rotation associated to the Sturmian system. The main result in [CDP15] shows that the only other subgroup of G that can be realised within the strong orbit equivalence class of the Sturmian system is the other trivial subgroup.
Measurable eigenvalues of finite rank minimal Cantor systems
Let us start with an abstract condition to be measurable eigenvalue.
Theorem 8 ([BDM05], Theorem 7)
. Let (X, T ) be a minimal Cantor system given by a proper Bratteli-Vershik representation. Let µ be an ergodic probability measure. Then λ = exp(2iπα) is an eigenvalue of (X, T ) for µ if and only if there exists a sequence of functions (ρ n : V n → R; n ≥ 1) such that a subsequence of (α(r n + ρ n • τ n ); n ≥ 1) converges ( mod Z) µ-almost everywhere in X.
The main problem in this condition, limiting its application, is the understanding of maps ρ n . In this section we succeed to provide a necessary and sufficient condition to be a measurable eigenvalue of a finite rank minimal Cantor system that does not depend on the existence of the maps ρ n and, moreover, this condition gives insights into the way such maps can be constructed (Theorem 11). It is based only on the combinatorial structure of Brattelli-Vershik representations of finite rank minimal Cantor systems. The drawback is that we impose some uniform convergence. In Section 5 we develop the Toeplitz case to show a nice application of the condition.
Another necessary and sufficient condition valid for systems of exact rank (i.e., I µ = {1, . . . , d}) is presented in Theorem 17. It is formulated in the form of a convergence of a series, but again the term of the sum depends on the existence of auxiliary functions ρ n that we do not control. We include this condition since it follows previous works on the subject in the linearly recurrent case and can be an option to avoid the uniform convergence of the first one when such auxiliary functions are clear.
In Section 3.2 we have discussed the strong relations between the group of continuous eigenvalues and the notion of strong orbit equivalence. In the case of measurable eigenvalues the situation is completely different. A first difference is that irrational measurable eigenvalues can not be interpreted in terms of dimension groups. Counterexamples can be constructed from results in [Orm97] (Theorem 6.1), generalizing Jewett-Krieger Theorem to strong orbit equivalence classes. In the same article, Ormes obtained a remarkable generalization of Dye's theorem [Dye59] involving strong orbit equivalence. From this result one can prove the existence of strong orbit equivalent minimal Cantor systems with prescribed group of measurable eigenvalues. Thus, for example, rational eigenvalues are not preserved under orbit equivalence. In [CDP15] is given an example showing that continuous rational eigenvalues are not even preserved.
4.1. Necessary and sufficient condition controlled by the ordering of the Bratteli-Vershik representation. Let (X, T ) be a minimal Cantor system given by a proper and clean Bratteli-Vershik representation of finite rank d and let µ be an ergodic probability measure. We start with a classical analysis of an eigenfunction f ∈ L 2 (X, µ) with |f | = 1, associated to some eigenvalue λ. Taking n ≥ 1 we have
We define for each n ≥ 1 and u ∈ V n the real numbers c n (u) and ρ n (u) in [0, 1] by
Then we can write E(f |T n )(x) = c n (τ n (x))λ −rn (x)−ρn(τn(x)) , where we recall r n (x) is the entrance time of x to B n (τ n (x)).
We have the following known property. Notice that we have identified V n with {1, . . . , d} for each n ≥ 1.
The following lemma will be useful to better understand our main result.
Lemma 10. Let (X, T ) be a minimal Cantor system given by a proper and clean Bratteli-Vershik representation of finite rank d, and let µ be an ergodic probability measure of the system. Then,
Proof.
(1) Recall δ 0 > 0 is the constant appearing in the definition of clean diagram, and take u ∈ I µ and v ∈ I µ (so µ(τ n = v) ≥ δ 0 for every n ≥ 1). To prove the statement it suffices to notice that the following inequality is true for every n > m:
and to make m → +∞. Statement (2) can be proved using the same ideas in [DFM14, Lemma 11]. Recall that the measure of the set B m (u) is denoted by µ m (u). Set m ≥ 1, u ∈ V m , v ∈ I µ and 0 < ε < δ 0 . For µ-almost every x ∈ X, the pointwise ergodic theorem and Egorov's theorem give us a set A with µ(A) > 1 − ε and a positive integer N 0 such that for all x ∈ A and N ≥ N 0
Let us take n > m such that h n (v) > N 0 . We can find j, with 0
Let us write
Notice that the modulus of the first and third terms on the right side are each bounded by j h n (v) + j < ε δ 0 .
Combining this with (4.3) we obtain
If we define y (n) = T hn(v)+j−1 x (n) ∈ B n (v) (notice that y (n) depends on n and v), relation (4.4) leads to
Multiplying both sides of (4.5) by h m (u) gives statement (2).
The next theorem is the main result of the section.
Theorem 11. Let (X, T ) be a minimal Cantor system given by a proper and clean Bratteli-Vershik representation of finite rank d. Let µ be an ergodic probability measure. Then λ = exp(2iπα) is an eigenvalue of (X, T ) for µ if and only if one of the following two equivalent conditions hold: (2) we proceed by contradiction. Consider ε > 0 and use (1) to get M 0 ≥ 1 such that for all n > m ≥ M 0 and all v ∈ I µ we have
Now, assume that for some large n > m and for some u 0 ∈ V m and v 0 ∈ I µ we have that
where in the last inequality we have used (4.6). This is a contradiction and (2) follows.
4.1.2.
Proof of the necessity of the conditions. We start noticing that the atom B m (u) of the associated Kakutani-Rohlin partition P m , for m ≥ 1 and u ∈ V m , can be written as a disjoint union of elements of P n for n > m in the following way
Applying µ on both sides of (4.7) and introducing heights to get measures of towers we have
On the other side, we integrate a fixed eigenfunction f of modulus 1 associated to λ over B m (u). We use equality (4.7) to obtain
and then, applying (4.1) on (4.9) and multiplying both sides by h m (u) we get
With these two very similar equations, (4.8) and (4.10), we can conclude the "necessity part" of the proof in the following way. First, we have the inequalities
so we take the absolute value on both sides of (4.10) to obtain
Then applying Lemma 9 we see that
uniformly for n > m. Finally, for any v ∈ I µ we get
uniformly for n > m, which is condition (2) of Theorem 11 (recall that u is an arbitrary vertex in V m ).
4.1.3. Proof of the sufficiency of the conditions. Now we assume
uniformly in n > m ≥ 1 for u ∈ V m and v ∈ I µ . We start with the following lemma, which will allow us to handle the sum of powers of λ that appear in the (equivalent) conditions of Theorem 11.
Lemma 12 (Geometric Lemma). Let z k = exp(2iπα k ) with α k ∈ [0, 1) for k = 1, . . . , N be N complex numbers, where N > 1, and let ε ≤ 1 and γ ≤ 1/2 be positive real numbers.
Suppose that
.
It is easy to check that S satisfies
Then, from |S| > (1 − ε)N one gets 1 − |S| 2 N 2 < 2ε, and thus
On the other hand, if we define
(4.14)
Combining this last inequality with (4.13) we deduce that
From now on we will make, by telescoping the associated Bratteli-Vershik diagram if necessary, the following assumptions:
(1) For all u ∈ I µ , (2) For all n > m ≥ 1 and u, v ∈ I µ , The proof of the "sufficiency part" of Theorem 11 consists in constructing functions ρ n : V n → R, with n ≥ 1, as in the formulation of Theorem 8, and proving the convergence associated with them. In order to accomplish this, we will break the proof below into several steps.
The first step consists in constructing with the help of Lemma 12 some useful sequences (Λ m,n (u, v); n > m ≥ 1 and u, v ∈ I µ ) and (D m,n ; n > m ≥ 1), of integers and measure-decreasing sets respectively, and show some relevant properties.
For n > m ≥ 1 and u, v ∈ I µ write
Using (4.16) we can see that
and therefore
(4.19) and notice that with this choice of γ and ε, taking large enough n > m ≥ 1 and inequality (4.18), the hypothesis of Lemma 12 holds for the complex numbers λ s,hm (recall that we are assuming ∆ m,n (u, v) − −−−− → m→+∞ 0 uniformly for n > m ≥ 1, for all u, v ∈ I µ ). We deduce that there exists s 0 ∈ S m,n (u, v) such that
Notice that s 0 depends on m, n, u and v. Also, s 0 is chosen arbitrarily for "not large enough" values of n > m ≥ 1. For n > m ≥ 1 and u, v ∈ I µ , write Λ m,n (u, v) = s 0 , h m and define D m,n as the set of points x ∈ X such that τ m (x), τ n (x) ∈ I µ and |||α s m,n (x), h m − αΛ m,n (τ m (x), τ n (x))||| ≥ γ m,n (τ m (x), τ n (x)). 
Assuming m is large enough, from inequality (4.20) we obtain
The lemma follows since, by hypothesis, the right hand side goes to zero as desired.
Lemma 14 (Quasi-Additivity of αΛ m,n (u, v)). For n > m > ℓ ≥ 1 large enough and u, v, w ∈ I µ we have
Proof. Fix u, v, w ∈ I µ . For ℓ < m < n write
First we estimate the measure of this set. Since the maps s ℓ,m and s m,n only depend on levels from ℓ to m and m to n respectively, we can see from the structure of the measure µ that µ(V ℓ,m,n ) is equal to
For ℓ < m < n large enough, inequality (4.20) shows that the two set cardinalities involved in the above expression can be bounded below by P ℓ,m (u, v)/2 and P m,n (v, w)/2 respectively. So, it exists N 0 such that, for n > m > ℓ > N 0 ,
Also, N 0 can be chosen such that µ(D ℓ,n ) < δ 3 0 /16, as a consequence of Lemma 13. Now we proceed by contradiction. Suppose that the assertion of the lemma is false for the fixed u, v, w ∈ I µ . Then we will find positive integers n > m > ℓ > N 0 such that
We claim that for these positive integers we have V ℓ,m,n ⊆ D ℓ,n . Indeed, for any x 0 ∈ V ℓ,m,n , using (2.4), we get
This proves the lemma noticing that we have only a finite number of different choices for u, v, w ∈ I µ .
Our next task consists in defining a suitable set of full measure (the complement of a set C of null measure) such that we can handle the size of |||α s m,n , h m − αΛ m,n (τ m , τ n )||| for any of their elements. To do this, fix a decreasing sequence of positive real numbers (ε n ; n ≥ 1) such that n≥1 ε n < ∞. By (4.19) and the hypothesis, we have that for all u, v ∈ I µ , γ m,n (u, v) − −−−− → m→+∞ 0 uniformly for n > m.
Hence, we can fix an increasing sequence of positive integers (m k ; k ≥ 1) such that for every n > m k , with k ≥ 1, and
Lemma 15. Let (m k ; k ≥ 1) be the above-mentioned sequence, and set C = lim sup
Proof. Notice that for n > m large enough and every u, v ∈ I µ we have
Hence ∆ m k ,m k+1 (u, v) < ε k for every k ≥ 1 and u, v ∈ I µ . Using the bound (4.21), it can be obtained the summability of (µ(D m k ,m k+1 ); k ≥ 1). Therefore
(recall (4.15)), and the lemma follows.
Finally, we proceed to construct the sequence (ρ m ; m ≥ 1) which is part of the main goal of this proof. To this end, fix v 0 ∈ I µ , and by means of a standard diagonalization process we can find (n i ; i ≥ 1) such that for all m ≥ 1 and u ∈ I µ , the sequence (αΛ m,ni (u, v 0 ); i ≥ 1) is convergent. Considering this, we define
By Theorem 8, we will establish the "sufficient part" of Theorem 11 if we prove the following lemma.
Lemma 16. Let (m k ; k ≥ 1) and C be as in the formulation of Lemma 15. Then, for all x ∈ X \ C,
Proof. Take ε > 0 and x ∈ C. It exists a positive integer k 0 such that x ∈ C m k ,m k+1 , for all k ≥ k 0 . Here and subsequently u k denotes the vertex τ m k (x). By definition of C m k ,m k+1 we have that u k ∈ I µ and
The integer k 0 will be chosen large enough such that ∞ k=k0 ε k < ε/8 (recall the sequence (ε k ; k ≥ 1) from the construction of sequence (m k ; k ≥ 1)). Now fix ℓ > k ≥ k 0 . By definition of the ρ m 's we can find an integer j ≥ 0 such that simultaneously
,
From the quasi additivity stated in Lemma 14 and (4.23) we have, for k ≤ i < ℓ,
(notice that we could have chosen k 0 large enough in order to apply Lemma 14), and with the help of properties (2.2) and (2.3) of suffix vectors, we deduce the identity
Combining (4.24), (4.25), (4.26) and (4.27) gives
is a Cauchy sequence. This proves the lemma and consequently, Theorem 11.
4.2.
A necessary and sufficient condition for the exact finite rank case.
The general necessary and sufficient condition for a complex number to be the eigenvalue of a linearly recurrent minimal Cantor system (we recall they are uniquely ergodic) proposed in [BDM05] is described in the form of a convergence of a series. In the case of finite rank minimal Cantor systems a similar condition was proved to be necessary in [BDM10] making use of the existence of auxiliary functions ρ n : V n → R as those constructed in the proof just above. In this more general framework, this condition depends on the ergodic measures of the system, each ergodic measure defining its own group of eigenvalues. One virtue of this condition is that it does not need to handle uniform convergences in relation to several levels in the Bratteli-Vershik representation. Nevertheless, the auxiliary functions could be difficult to compute as was observed in the proof of previous section.
Here we prove that the necessary condition to be an eigenvalue given in [BDM10] (Proposition 18) is actually sufficient in the exact finite rank case (we think the exact finite rank hypothesis is not necessary). We recall systems with exact finite rank were defined in [BKMS13] , they are uniquely ergodic and are defined asserting that I µ = {1, . . . , d} for the unique ergodic measure µ.
Theorem 17. Let (X, T ) be a minimal Cantor system given by a proper and clean Bratteli-Vershik representation of exact finite rank d for the ergodic probability measure µ (i.e., I µ = {1, . . . , d}). Then λ = exp(2iπα) is an eigenvalue of (X, T ) for µ if and only if for every n ≥ 1 there exist functions ρ n : V n → R such that
for any sequence (u n ; n ≥ 1) in I µ .
To prove condition (4.28) is sufficient for λ to be an eigenvalue of (X, T ) for µ we follow the same strategy developed in [BDM05] . The proof will be a consequence of several steps developed in the next subsections where we follow notations in Theorem 17 and we assume (4.28) holds. 4.2.1. An alternative formulation. Let us define θ n (s, u n , u n+1 ) to be the fractional part in (−1/2, 1/2] of α( s, h n −ρ n+1 (u n+1 )+ρ n (u n )). Clearly |||θ n (s, u n , u n+1 )||| = |θ n (s, u n , u n+1 )|.
We have that,
Consider a very small ε > 0. Then, by classical geometric arguments, there exists 0 < δ < ε such that for n large enough and s ∈ S n,n+1 (u n , u n+1 ) with |||θ n (s, u n , u n+1 )||| ≤ δ we have that
and thus
Also, if (4.28) holds, for any n ≥ 1
where (ε n ; n ∈ N) is summable and f : R → R is a non-decreasing continuous function with lim t→0 f (t) = 0. Then, condition (4.28) implies,
In fact conditions (4.28) and (4.29) are equivalent (the proof is left to the reader).
In the linearly recurrent case, one easily gets that condition (4.29) is equivalent to
which is the necessary and sufficient condition for λ to be an eigenvalue for any ergodic probability measure µ proved in [BDM05] .
4.2.2. Markov process. In [BDM05] has been observed that (τ n ; n ∈ N) is a Markov chain with respect to any invariant measure of (X, T ). It has been shown to play an important role in the study of eigenvalues (see also [APC11] ). This is mainly due to the mixing condition given below (Lemma 19). First we set the following notations and assumptions.
(1) For m, n ∈ N with m < n define the following stochastic matrices: for
(2) Our diagram has been telescoped in such a way that for all u, v ∈ I µ and m, n ∈ N with m < n 
From here we deduce,
Lemma 19. For m, n ∈ N with m < n and u, v ∈ I µ we have
Proof. Recall we are assuming that the system is of exact finite rank d. Let u, v ∈ I µ . We have
where in the last equality we used that the system is of exact rank and thus
Since we are considering clean diagrams, in the non exact finite rank case the last equality can be easily replaced by an inequality with: #I µ · ζ n−m + ε m , where ε m goes to 0 uniformly in m, n ∈ N with m < n. For the moment we do not know how to improve this bound in the non exact rank case.
4.2.3. Fundamental random variable X n . Recall we are assuming I µ = {1, . . . , d}. To make levels explicit depending on the context we will write V n instead of I µ or {1, . . . , d}.
Define for each n ≥ 1 and x ∈ X: θ n (x) = θ n (s n (x), τ n (x), τ n+1 (x)). Consider the random variable X n = θ n − E µ (θ n ) and decompose it as X n = Z n + Y n where
Recall that T n is the sigma algebra generated by the Kakutani-Rohlin partition of level n.
We prove the convergence in L 2 (X, µ) of n≥1 Z n and n≥1 Y n , and thus of n≥1 X n .
Some preliminary bounds: notice that
Then,
Similarly,
Therefore,
where δ 0 is the constant defining the cleanness property. But, from hypothesis (4.29), the term in the second sum is bounded by some ξ n where n≥1 ξ 2 n < +∞. We conclude that |Y n | ≤ Kξ n , where K = 2d 2 /δ 0 .
Below we will manipulate a lot of constants depending neither on variables nor on indices. We will call them universal constants and denote them by K.
For Z n a classical computation gives,
. Thus, using a similar argument as in the bound for |Y n |, we get
The series n≥1 Y n converges in L 2 (X, µ). We follow the scheme given in [BDM05] . We have that Y n = E µ (X n |T n ) = v∈Vn 1 {τn=v} y n (v), where y n (v) are constant values. Let 0 ≤ k ≤ n. Then,
From this expression and Lemma 19 we get
where K is a universal constant and we have used that |Y n | ≤ Kξ n . From here we deduce that
From previous discussions and formulas we get,
This implies that E µ ((
Finally, the conclusion from the last two computations is that n≥1 X n converges in L 2 (X, µ) too.
4.2.4.
End of the proof of Theorem 17: construction of an eigenfunction for λ.
From previous discussion we have that f n = exp(2iπ n−1 k=1 X k ) converges in L 2 (X, µ) to some function f . For n ≥ 1 and x ∈ X we have
where in the last equality we have assumed without loss of generality that ρ 1 is a constant function. Now, if x is not in the base ∪ v∈Vn B n (v) of level n, then r n (T x) − r n (x) = −1 and τ n (T x) = τ n (x). Thus, in this case,
. This proves that condition (4.28) is a sufficient condition for λ to be an eigenvalue for µ.
Examples
In this section we illustrate with simple examples the use of the main theorems of this article. In all the examples eigenvalues are known, the purpose is to show how the combinatorial objects required by the theorems are controlled.
5.1. Sturmian systems. Let (R/Z, S α ) be an irrational rotation of the circle, where S α x = x + α (mod Z) with α an irrational number. This system is minimal and uniquely ergodic, being the Lebesgue measure on [0, 1) the unique invariant measure. Also, λ = exp(2iπβ) is a (continuous) eigenvalue of the system if and only if β ∈ {mα + n; m, n ∈ Z}. Let (X, T ) be the Sturmian system associated to (R/Z, S α ). That is, the subshift generated by the natural coding of the orbits of the irrational rotation on the partition {[0, 1 − α), [1 − α, 1)}. This system is an asymptotic extension of the irrational rotation and has the same continuous eigenvalues.
We provide a Bratteli-Vershik representation of (X, T ) in order to show how Theorem 2 generates a natural procedure to recover the continuous eigenvalues of this system. Let us recall some basic facts about simple continued fractions (see [HW79, Ch. X] for details). Write α = [0; a 1 , a 2 , . . .] in terms of its simple continued fraction expansion, where (a n ; n ≥ 1) is a sequence of positive integers. Also, define the increasing sequences of positive integers (p n ; n ≥ 0) and (q n ; n ≥ 0) recursively by p 0 = 0, p 1 = 1, p n = a n p n−1 + p n−2 for n > 1, q 0 = 1, q 1 = a 1 , q n = a n q n−1 + q n−2 for n > 1.
(5.1) Then,
for n > 0, and this defines a rational sequence converging to α which rate of convergence is given by
Also, the subsequences (p 2n /q 2n ; n ≥ 0) and (p 2n+1 /q 2n+1 ; n ≥ 0) are monotonically increasing and decreasing respectively. Finally, if (φ n ; n ≥ 0) stands for the Fibonacci sequence, then q n ≥ φ n for all n ≥ 0, and therefore n≥0 1 qn < +∞. Using a slight modification of Rauzy-Veech induction (see for example [Via06] ) we get a Bratteli-Vershik representation B = (V, E, ) of (X, T ) such that: #V n = 2 for all n ≥ 1; matrices are given by
an an−1 for all n ≥ 2, and the local orders are as in the next figure. Notice that this representation could not be simple in some cases (when a n = 1 for one or several values of n). Nevertheless, a telescoping of this diagram taking specific gaps of length not bigger than 2 turns out to be a simple representation.
As discussed before, in the case of continuous eigenvalues, to find candidates we use conditions (3.1) and (3.2).
Proposition 20. Let λ = exp(2iπβ) be a continuous eigenvalue of (X, T ). Then β ∈ {mα + n; m, n ∈ Z}.
Proof. From conditions (3.1) and (3.2), and the fact that incidence matrices of the system have determinant equal to ±1, one gets row vectors v ∈ R 2 and w ∈ Z 2 such that βh 1 = v + w and vP n − −−−− → n→+∞ 0. Also, from (3.3) we get that v is orthogonal to µ 1 . By construction µ 1 = ( 1−α α ) (see Section 2.2.5 for the definition of µ 1 ), so it exists γ ∈ R such that v = γ ( α α−1 ). Then, βh 1 = v + w = γ ( α α−1 ) + w, and from this we have that γ ∈ Z and β has the desired form. Now we have the candidates it only remains to check that exp(2iπα) is a continuous eigenvalue of (X, T ). We can work with the (possibly non-simple) BratteliVershik representation B. According to Remark 1 it is enough to see whether α satisfies condition (2) in Theorem 2 for this representation.
Proposition 21. With the definition above, λ = exp(2iπα) is a continuous eigenvalue of the minimal Cantor system (X, T ).
Proof. Using (5.1) it is easy to check by induction that h n = (q n−1 + q n−2 , q n−1 ) for n > 1. We are going to use condition (2) of Theorem 2, so it is enough to prove for n > 4 and x ∈ X, ||| s n (x), αh n ||| < 1 q n−2 . (5.3)
Indeed, let us take x ∈ X and n > 4. Notice that we have 1/q n−2 ≤ 1/2. Now, by the order associated to the Bratteli diagram we have that s n (x) = (0, 0) or (0, 1), or it belongs to {(1, i); 0 ≤ i ≤ a n−1 − 1}. We are going to calculate separately in each case.
For s n (x) = (0, 0), ||| s n (x), αh n ||| = 0 and (5.3) follows trivially. For s n (x) = (0, 1), s n (x), αh n = αq n−1 . From (5.2) we obtain |αq n−1 − p n−1 | < 1/q n−1 , and (5.3) follows because (q n ; n ≥ 0) is strictly increasing. For s n (x) = (1, i) with 0 ≤ i ≤ a n−1 − 1, s n (x), αh n = αq n−2 + α(i + 1)q n−1 . Let us assume first that n is even. From the different behavior of the odd and even subsequences of (p k /q k ; k ≥ 0) and (5.2) we have 0 < αq n−2 − p n−2 < 1 q n−2 and 0 < (i + 1)p n−1 − α(i + 1)q n−1 < i + 1 q n−1 ≤ a n−1 q n−1 < 1 q n−2 , where the very last inequality comes from the recursive equation (5.1). Then |||αq n−2 + α(i + 1)q n−1 ||| < 1 q n−2 , and (5.3) follows (the analysis for n odd is analogous).
Eigenvalues of Toeplitz systems.
A Bratteli-Vershik system is called of Toeplitz-type if its corresponding Bratteli diagram has the equal path number property. That is, the number of edges ending at some fixed vertex is constant within the respective level: for any n ≥ 1, # {e ∈ E n ; r(e) = u} is a positive integer independent of u ∈ V n . This integer will be denoted by q n and (q n ; n ≥ 1) is called the characteristic sequence of the system. We also define the quantities p n = q 1 q 2 · · · q n for n ≥ 1 and q m,n = q m+1 q m+2 · · · q n for n > m ≥ 1. We notice that for n > m ≥ 1, h m (u)/h n (v) = 1/q m,n for all u ∈ V m and v ∈ V n .
It is an easy exercise to show that odometers (i.e, equicontinuous minimal Cantor systems) have a Bratteli-Vershik representation of Toeplitz-type. In [GJ00] it is shown that every Toeplitz subshift can be represented by an expansive BratteliVershik system of Toeplitz-type. On the other side, from [DM08] we know that nonequicontinuous finite rank Bratteli-Vershik systems of Toeplitz-type are Toeplitz subshifts.
Let (X, T ) be a Toeplitz system of finite rank d given by a proper Toeplitz-type Bratteli-Vershik representation. As is customary (see [BDM10] and [DFM14] ), in the case of Toeplitz systems of finite rank we let s m,n (x) stand for s m,n (x), h 1 for x ∈ X and n > m ≥ 1. We have s m,n (x), h n = p n s m,n (x), and that for each n ≥ 1 the function s n := s n,n+1 takes all the values between 0 and q n+1 − 1. Also we define the set S m,n (u, v) = {s m,n (x); τ m (x) = u, τ n (x) = v}.
5.2.1. Continuous eigenvalues. The following characterization for continuous eigenvalues of a Toeplitz system is well-known (see [JK69, Wil84] or Theorem 25 in [BDM10] ). We provide a proof here to emphasize the use of Theorem 2. We assume that the Bratteli-Vershik representation of Toeplitz-type has characteristic sequence (q n ; n ≥ 1).
Theorem 22. The complex number exp(2iπα) is a continuous eigenvalue of the Toeplitz system (X, T ) if and only if α = a/p N , for some a ∈ Z and N ≥ 1.
Proof. Let exp(2iπα) be a continuous eigenvalue of the system with α ∈ [0, 1). Then, by (3.1), for any n ≥ 1, αh n = αp n (1, . . . , 1) = η n + ν n with η n → 0 as n → +∞ and ν n an integer vector. As remarked before, from (3.2) we deduce that η n · µ n = 0 for any large n ∈ N. Now, since for all large n ∈ N we have that h n = p n (1, . . . , 1), then η n = η n (1, . . . , 1) and ν n =ν n (1, . . . , 1) for some real numbersη n andν n . Hence, η n · µ n =η n (1, . . . , 1) · µ n = 0. This implies thatη n = 0 and thus α =ν n /p n for all large enough n ∈ N. So α has the desired form.
On the other hand, if α = a/p N for some a ∈ Z and N ≥ 1, then |||αp n s n (x)||| = 0 for all n > N and x ∈ X, and therefore condition (2) of Theorem 2 holds.
By Corollary 5, all roots of the unity that satisfy (3.1) will be automatically continuous eigenvalues of the system. So the proof of the last part is not necessary. We gave it by completeness. 5.2.2. Non-continuous eigenvalues of Toeplitz systems. Let (X, T ) be a Toeplitz system of finite rank d given by a proper Bratteli-Vershik representation of Toeplitz type. We continue with the same notations as above.
From [BDM10, §7] we know that an eigenvalue λ = exp(2iπα) of (X, T ) is necessarily rational, i.e., α = a/b with (a, b) = 1, and b should satisfy the inequality b/(b, p n ) ≤ d for all n large enough, where d is the rank of the system and (p n ; n ≥ 1) comes from the characteristic sequence of the system. Moreover, if λ is a non-continuous eigenvalue associated to any ergodic measure, then b/(b, p n ) > 1.
Let us consider an ergodic measure µ of (X, T ). With the notation associated to Toeplitz systems of finite rank, condition (1) of Theorem 11 may be written as 
