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Abstract
In this paper, we consider a single machine that processes a set of jobs having two (ordered) phases. After processing the ﬁrst
phase of a job, this job must be removed from the machine for some exact amount of time, after which the machine must immediately
begin processing its second phase. During this “dead time” between job phases, the machine may be used to process other similar
jobs. We ﬁrst prove that the problem of interleaving these jobs in order to minimize the makespan (or to process as many jobs as
possible by a given deadline) is strongly NP-hard. Next, we compare the effectiveness of a mixed-integer programming formulation
based on a continuous time domain to that of a discrete-time integer programming model for solving problems having different
data characteristics. These comparisons are performed on a set of realistic synthetic problems based on different scenarios arising
in radar pulsing applications.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider a single machine scheduling problem involving a set of jobs having two ordered phases that
must undergo processing. For each job, there exists a mandatory ﬁxed waiting time between its ﬁrst and second phases.
Immediately, after this waiting time has elapsed following the processing of the ﬁrst phase, the machine must commence
operation on the second phase. (Job preemption is not allowed during any job phase.) Note that after a machine has ﬁn-
ished processing the ﬁrst phase of a job and is waiting for its second phase to begin, it may process some phases of other
jobs provided that this overall operational scheme causes no conﬂict. The problem of optimally interleaving such jobs on
the machine poses a distinctive challenge in contrast with other more traditional single machine scheduling problems.
Scheduling problems of this type arise, for example, in a radar pulsing context studied by Elshafei et al. [1]. In this
problem, the machine is a multifunction radar whose purpose is to simultaneously track various targets by emitting a
pulse and receiving its reﬂection some time later. (The reader is referred to Skolnik [8] for technical background on
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radar functions.) Hence, we may model each target as a job, where the ﬁrst phase involves the transmission of the radar
pulse, the second phase is responsible for receiving the reﬂected pulse, and the waiting time between these two phases
is given by the estimated duration required for a pulse to reach its target and return to the radar. Additionally, we may
incorporate a measure of uncertainty into the model by dedicating an adequate buffer time before and after the expected
time that the pulse returns to the radar. Hence, the duration of the second phase of each job is given by the amount of
time required to receive the pulse by the radar, plus this buffer time. The effective solution of such pulse interleaving
problems is particularly important in defending against multiple missile and massive conventional warfare attacks, as
well as in assisting terminal-area air trafﬁc controllers manage aircraft at congested airports.
In general, the two-phase scheduling problem can arise in command-and-control applications in which a centralized
commander distributes a set of orders and must wait to receive responses that do not conﬂict with one another. For
instance, in a parallel processing environment, a master processor sends out a set of tasks to be completed by satellite
processors, and then receives and performs additional operations on the response. Each task is analogous to a job: the
ﬁrst phase of the job represents the time required by the master processor to compute and send data to the satellite
processors, and then receives and performs additional operations on the response. The delay in between phases is due to
the satellite processing time. The second phase of the job represents the time required to receive and further manipulate
the data, plus the uncertainty in the time required for the satellite processor to ﬁnish the task. Ultimately, the master
processor should distribute jobs to parallel processors so that responses are not simultaneously received (hence avoiding
queuing of operations) in order to most efﬁciently complete the overall task.
Most solution approaches to the two-phase scheduling problem have relied on heuristics to obtain good quality
solutions within imposed computational limits. In the context of the radar pulse interleaving problem, Farina and Neri
[2] propose a greedy constructive heuristic for a slightly simpliﬁed problem, and Izquierdo-Fuente and Casar-Corredera
[4] develop a Hopﬁeld neural network for the problem. Elshafei et al. [1] describe a Lagrangian relaxation approach
based on a discretization of the time horizon. These authors examine both the problem of maximizing the weighted
sum of jobs that can be completed within a certain time limit, and the problem of minimizing the total amount of time
required to process all jobs. A similar Lagrangian optimization strategy was investigated in [5,7] for related scheduling
problems arising in defense applications. In this paper, we focus on a different modeling approach that permits a broad
class of scheduling problem instances of this type to be solved to optimality.
The remainder of this paper is organized as follows. In Section 2, we introduce the problem variants that we solve
in this paper and prove their NP-hardness. In Section 3, we review the mathematical programming models used to
solve these problems in prior studies, and compare them with an alternative proposed formulation that does not rely on
discretizing the horizon into time segments. In Section 4, we provide computational results that compare the efﬁcacy
of the different models for test instances having various characteristics. Finally, we conclude the study in Section 5
with a summary and recommendations for future research.
2. Problem deﬁnition and complexity
Consider a set of N jobs to be processed on a single machine, where the operation of each job involves two phases. The
processing time for phase k of job i is given by pki , for k=1, 2 and i =1, . . . , N , where p2i includes the aforementioned
uncertainty buffer duration. The waiting time between the two phases of job i is given by di , for i = 1, . . . , N . Recall
that only one phase of a job may be processed at any time, and that the second phase of job i must begin processing
exactly di time units after the ﬁrst phase of job i has been completed. Thus, if job i begins processing at time si , the
machine is occupied by job i during the intervals [si, si + p1i ] and [si + p1i + di, si + p1i + di + p2i ].
We examine the following two problems. For the ﬁrst problem, denoted 2PW, we assign a weight wi to each job
i = 1, . . . , N based on its relative importance of being processed, and impose an overall time limit T. Hence, this
problem seeks to maximize the sum of weights for the jobs that ﬁnish their processing by time T. Alternatively, problem
2PC is concerned with ﬁnding the minimum time required to process all the N jobs.
Although these problems have received some prior attention in the literature, we are not aware of any study that
analyzes their complexity. The following proposition demonstrates that neither of these problems can be solved in
polynomial time unless P = NP. (The proof of this proposition can be skipped on a casual ﬁrst-reading without loss of
continuity.)
Proposition 1. Problems 2PW and 2PC are strongly NP-hard.
350 H.D. Sherali, J.C. Smith /Discrete Optimization 2 (2005) 348–361
Proof. We will simultaneously demonstrate these claims by proving the strong NP-completeness of the following
decision problem.
Problem D2P. Given a set of two-phased jobs with notation deﬁned as above, and given Tˆ , does there exist a schedule
in which all jobs are processed by time Tˆ ?
Clearly, showing that D2P is strongly NP-complete implies that both 2PW and 2PC are strongly NP-hard. To see that
D2P belongs to NP, note that a guessed solution may be represented by an N-dimensional array of proposed starting
times for the jobs. It can be veriﬁed that no two jobs have phases that overlap on the machine in O(N2) time, and that
the latest completion time of any job does not exceed Tˆ in O(N) time.
To complete the proof, we show that D2P is strongly NP-complete by showing that the following strongly NP-
complete problem, 3PART [3], can be polynomially reduced to D2P.
Problem 3PART. Given a set A={1, . . . , m} with m=3q for some integer q3, and a set of positive integer weights
ti ,∀i ∈ A, such that ∑mi=1 ti = Bq, and B/4 < ti <B/2,∀i ∈ A, does there exist a partition of {1, . . . , m} into sets
A1, A2, . . . , Aq such that
∑
k∈Aj tk = B,∀j = 1, . . . , q?
Given an arbitrary instance of 3PART, we construct a D2P instance as follows. Let N = m + q, with p1i = p2i = ti
and di = 4B + 2 − ti ,∀i = 1, . . . , m. We will call jobs 1, . . . , m element jobs since they are derived directly from
the 3PART elements. The last q jobs are called enforcer jobs, termed as such since they enforce the partitioning of
jobs 1, . . . , m. Job m + 1 has p1m+1 = B + 1, p2m+1 = 2B + 1, and dm+1 = B. Jobs m + j for j = 2, . . . , q − 1 have
p1m+j = B + 1, p2m+j = 2B + 1, and dm+j = 2B. For convenience, we shall assume, without loss of generality, that
the ﬁrst phase of job m + 2 is scheduled before the ﬁrst phase of job m + 3, which is scheduled before the ﬁrst phase
of job m + 4 and so on until job m + q − 1. Finally, job m + q has p1m+q = B + 1, p2m+q = 3B + 2, and dm+q = 2B.
The time limit is set to Tˆ = (5q + 1)B + 2q + 1.
We begin proving the equivalence of the original 3PART instance and the transformed D2P instance by stating three
characteristics of all D2P yes-instances. First, the imposed limit of Tˆ implies that the machine must be in constant use
from the beginning of its operation until time Tˆ , and thus D2P is a yes-instance only if the machine is never idle until
time Tˆ . Second, observe that none of the enforcer jobs may be feasibly interleaved. Third, since the makespan involved
in sequentially scheduling the enforcer jobs one after the other is 5Bq + 2q + 1, no yes-instance of D2P can have more
than B units of element job processing completed before, after, or inbetween enforcer jobs. We will utilize these three
“feasibility conditions” in constructing key characteristics of all D2P yes-instances.
Hence, suppose that we have a yes-instance of D2P. We ﬁrst demonstrate that job m + 1 must be the ﬁrst scheduled
job. Suppose by contradiction that a job i ∈ {1, . . . , m} is scheduled ﬁrst. If the second phase of any job (including job
i) completes before the ﬁrst phase of the ﬁrst enforcer job starts, then at least 4B + 2 time units elapse before the start
of the enforcer jobs, which violates the third feasibility condition. Hence, there must be a job j ∈ {1, . . . , m} whose
ﬁrst phase completes just before the ﬁrst enforcer job begins scheduling. Regardless of which is the ﬁrst enforcer job,
this would lead to a conﬂict with the second phase of job j. On the other hand, if job m + j , 2jq, is the ﬁrst job
scheduled, then its dead time of 2B must be ﬁlled with ﬁrst phases of element jobs. Consequently, the corresponding
reﬂected set of second phases either conﬂicts with the reﬂection of m + j if j = q, or results in a violation of the third
feasibility condition in case j ∈ {2, . . . , q − 1}.
Hence, suppose that job m + 1 is scheduled ﬁrst. From above, its dead time of B, from B + 1 to 2B + 1, must be
occupied by ﬁrst phases of jobs from {1, . . . , m}. This yields a collection A1 of elements such that∑j∈A1 tj = B. The
reﬂection of these element jobs leaves a gap of (B + 1) between its start and the ﬁnish time 4B + 2 of job (m + 1).
By the third feasibility condition, this gap must be occupied by the ﬁrst phase of an enforcer job. If the ﬁrst phase of
job m + q was scheduled in this gap, we would then be forced to ﬁll in the resulting gap between time 6B + 3 and
7B + 3 during the dead time of job m + q with ﬁrst phases of element jobs whose duration sums to B. By the dead
time between these element jobs and the duration of the second phase of job m+ q, the reﬂection of these element jobs
of total duration B would occur in the interval [10B + 5, 11B + 5], immediately following the second phase of job
m+q. But by the third condition, some enforcer job m+ j , j ∈ {2, . . . , q −1} would need to immediately follow this,
starting at time 11B + 5. As above, this will require the dead time of the latter enforcer job of duration 2B to be ﬁlled
H.D. Sherali, J.C. Smith /Discrete Optimization 2 (2005) 348–361 351
with ﬁrst phases of element jobs, leading to a contradiction. Thus, the ﬁrst phase of enforcer job m + 2 must instead
be scheduled during the gap from 4B + 2 to 5B + 3. Again, there exists a gap between time 6B + 3 and 7B + 3 that
may only be ﬁlled by ﬁrst phases of element jobs. This yields a set of jobs A2 ∈ A\A1 such that∑j∈A2 tj = B.
Continuing in this fashion, we must schedule job m+k for k=2, . . . , q−1 to start at time k(5B+2)−(6B+2), and
have a collection of jobs Ak ∈ A\{⋃k−1i=1 Ai} such that∑j∈Ak tj = B whose corresponding ﬁrst phases are processed
during the gap [k(5B + 2) − (4B + 1), k(5B + 2) − (3B + 1)]. These jobs leave the machine busy from time 0 until
time (5q − 4)B + 2q − 1 with a gap of duration B + 1 between time (5q − 6)B + 2q − 2 and (5q − 5)B + 2q − 1.
By the same reasoning as before, this gap must be ﬁlled by the ﬁrst phase of the remaining enforcer job m + q, which
when processed, leaves the machine busy from time 0 until time Tˆ , with the exception of two idleness gaps. The ﬁrst
of these gaps is of duration B between time (5q − 4)B + 2q − 1 and (5q − 3)B + 2q − 1. The only unprocessed
operations that can ﬁll this gap are the ﬁrst phases of the remaining element jobs, whose indices we assign to the set
Aq , where
∑
j∈Aq tj = B. The second gap is also of duration B and occupies the interval between time 5Bq + 2q + 1
and (5q + 1)B + 2q + 1 = Tˆ , which must necessarily contain the second phases of the element jobs in Aq .
Hence, D2P is a yes-instance only if the original 3PART problem was a yes-instance. Following the same constructive
process above, the converse of this statement is also true. Since the size of the corresponding instance of D2P is
polynomially bounded by that of 3PART, this completes the proof. 
3. Model formulations
We begin this section by reviewing the model formulations for 2PW and 2PC as given in [1]. These authors utilize
a discretization of the horizon into unit time-slots, and require the machine to process at most one job during each
time-slot. Toward this end, deﬁne the set T = {1, . . . , T } as the set of discrete time-slots, where all processing must
terminate by time T. (Note that slot 1 commences at time 0.) Deﬁne binary variables xij as follows:
xij =
{
1 if the ﬁrst phase of job i begins processing at slot j ∈ T,
0 otherwise. (1)
A slot k ∈ T is occupied with processing phase-one of job i ∈ {1, . . . , N} if xij = 1 for j ∈ {k − p1i + 1, . . . , k} ∩ T,
and is occupied with processing phase-two of job i if xij = 1 for j ∈ {k − p1i − p2i − di + 1, . . . , k − p1i − di} ∩ T.
The intersection with T ensures that only deﬁned values of j are considered. Accordingly, we deﬁne
Jk = {(i, j) : if xij = 1, then slot k would be occupied} for all slots k,
i.e.,
Jk = {(i, j) : i ∈ {1, . . . , N}, and either j ∈ {k − p1i + 1, . . . , k} ∩ T or
j ∈ {k − p1i − p2i − di + 1, . . . , k − p1i − di} ∩ T} for k = 1, . . . , T , (2)
where undeﬁned slots j in (2) are omitted from consideration.Also, we introduce i ≡ T −p1i −p2i −di+1,∀i=1, . . . , N ,
in order to ensure that if the ﬁrst phase of job i is scheduled by i , then the processing of the second phase of job i will
ﬁnish by time-slot T.
Recall that for problem 2PW, we are given relative beneﬁt weights wi associated with each job i = 1, . . . , N . Using
the discrete time-slot paradigm, we may formulate this problem as follows.
D2PW: Maximize
N∑
i=1
i∑
j=1
wixij , (3a)
subject to
i∑
j=1
xij 1 ∀i = 1, . . . , N , (3b)
∑
(i,j)∈Jk
xij 1 ∀k = 1, . . . , T , (3c)
xij ∈ {0, 1} ∀i = 1, . . . , N, j = 1, . . . , i . (3d)
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The objective function (3a) seeks to maximize the sum of weights for jobs that ﬁnish processing before the time limit
T, constraints (3b) require each job to be processed at most once, constraints (3c) enforce that the machine processes
at most one phase of a job at a time, and constraints (3d) are logical restrictions on the deﬁned decision variables.
For modeling 2PC, we can ﬁrst apply a simple heuristic such as that described in [2] to ﬁnd a feasible solution of
total duration T slots, say, and then deﬁne the problem of minimizing the makespan on the time-slots that span this
duration. We formulate D2PC as follows, where the objective function variable z represents the makespan
D2PC: Minimize z, (4a)
subject to z
i∑
j=1
(j + di + p1i + p2i − 1)xij ∀i = 1, . . . , N , (4b)
i∑
j=1
xij = 1 ∀i = 1, . . . , N , (4c)
∑
(i,j)∈Jk
xij 1 ∀k = 1, . . . , T , (4d)
xij ∈ {0, 1} ∀i = 1, . . . , N, j = 1, . . . , i . (4e)
Elshafei et al. [1] observe that while (4c)–(4e) might have a tight linear programming relaxation, this is not likely the
case in the added dimension of z, along with the constraints (4b). Hence, we expect D2PC to be a signiﬁcantly more
difﬁcult problem to solve to (near) optimality. In light of this, as an alternative to using D2PC, we reﬂect the philosophy
of completing all the tasks as early as possible by penalizing late completions at an increasing (squared) rate. For
example, we could formulate the following problem, where T is determined as for D2PC
D2PC′: Minimize
N∑
i=1
i∑
j=1
(j + di + p1i + p2i − 1)2xij , (5a)
subject to (4c).(4e). (5b)
In model D2PW, a major contributing factor in the size of the problem is the number of discretized time-slots T. In
fact, when the magnitude of the data input T becomes large, these discrete models become impractical due to the size
of the model being considered. Furthermore, if the p1i , p
2
i , and di values are of signiﬁcantly different magnitudes,
then reducing the granularity of the time-slots could result in wasting machine resources and yielding substantially
suboptimal solutions. A more attractive approach in this case is to reformulate the problem to remove this dependence
upon T by developing a model in which the start times for each job are continuous variables. For the remainder of
this paper, we concentrate on the situation in which discrete models are untenable due to their problem size. (We will
brieﬂy illustrate the effects of using discrete versus continuous models in Section 4).
As before, we deﬁne si as the start time for job i =1, . . . , N , and we let xi be a binary decision variable that equals 1
if the second phase of job i is completed before T, and is 0 otherwise. We then employ a set of binary decision variables
to guarantee that no overlap exists between any pair of jobs. To accomplish this, consider all scheduling possibilities
of job i in relation to job j. There are ﬁve possible relative conﬁgurations for a pair of jobs i < j :
(1) Job j ﬁnishes processing before job i begins.
(2) The ﬁrst phase of job i (but not also its second phase) is interleaved inbetween the two phases of job j.
(3) All of job j is interleaved inbetween the two phases of job i, or vice versa (which are mutually exclusive possibilities).
(4) The ﬁrst phase of job j (but not also its second phase) is interleaved inbetween the two phases of job i.
(5) Job i ﬁnishes processing before job j begins.
Accordingly, we deﬁne a set of binary decision variables that indicate the starting time of a higher-indexed job relative
to a lower-indexed job. Let yijk equal one if jobs i and j are arranged relative to one another in conﬁguration k listed
above, for jobs i < j , and k = 1, . . . , 5. Of course, depending on the processing and waiting times for jobs i and j,
some conﬁgurations k may not be possible, and for such conﬁgurations, we simply ﬁx yijk = 0. For all other possible
conﬁgurations, we determine the interval of time that sj can assume in conﬁguration k, relative to the value of si . For all
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possible conﬁgurations k for jobs i and j, i < j , deﬁne ijk and rijk to be the earliest and latest times, respectively, that
job j can begin processing relative to job i, i.e., ijksj − sirijk . For instance, if p1i =p2i = di = 1, and p1j =p2j = 2,
with dj = 5, then the third conﬁguration is possible, but the second and fourth conﬁgurations are not. If the overall
processing horizon is at least 12 units long, the ﬁrst and ﬁfth scenarios are possible as well. Observe that for this data,
we would set ij3 = −4 and rij3 = −2.
Note that the ﬁrst and ﬁfth conﬁgurations are deﬁned with respect to the overall time domain pertaining to this
model. Hence, we must establish an upper bound UB on the total amount of time required to schedule all N jobs, given
that we augment the solution of problem 2PW by continuing to schedule the remaining unscheduled jobs beyond time
T as efﬁciently as possible. For example, we may take UB =∑Ni=1 (di + p1i + p2i ), based on simply processing thejobs consecutively, one after the completion of the other. However, if the job waiting times are large relative to the job
processing times, this limit might be prohibitively large. Instead, suppose that we execute a quick heuristic to minimize
the total completion time (such as that proposed by Elshafei et al. [1] or Farina and Neri [2]), and obtain a completion
time of zˆc. A valid upper bound UB can then be taken as
UB = minimum
{
N∑
i=1
(di + p1i + p2i ), T + zˆc
}
. (6)
The continuous model can accordingly be formulated as follows:
C2PW: Maximize
N∑
i=1
wixi , (7a)
subject to si + di + p1i + p2i UB − xi(UB − T )
∀i = 1, . . . , N , (7b)
5∑
k=1
yijk = 1 ∀i = 1, . . . , N − 1,
j = i + 1, . . . , N , (7c)
sj − si
5∑
k=1
ijkyijk ∀i = 1, . . . , N − 1,
j = i + 1, . . . , N , (7d)
sj − si
5∑
k=1
rijkyijk ∀i = 1, . . . , N − 1,
j = i + 1, . . . , N , (7e)
y ∈ Y, s0, x, y binary. (7f)
For any i = 1, . . . , N , constraint (7b) states that if xi equals 1, then the job must ﬁnish processing before the deadline
T; otherwise, when xi equals 0, the constraint is rendered redundant. Constraints (7c) select exactly one conﬁguration
for each pair of jobs, and thereby, ensure that no two processing phases of any jobs overlap in the solution. Con-
straints (7d)–(7e) impose lower and upper bounds on the permissible values of sj relative to si , depending on the
selected conﬁguration k. Finally, (7f) represents the logical constraints on the decision variables, where Y includes
the restrictions that yijk = 0 for all i, j, k triples such that jobs i and j, i < j , cannot be scheduled according to
conﬁguration k.
Observe that the foregoing mixed-integer program entails sequencing and scheduling all the jobs, including those
that ﬁnish processing after time T. Since any job that ﬁnishes processing after T is irrelevant to the solution for 2PW,
we need not burden the solver with optimally ordering such late jobs.
A modiﬁed modeling approach for mitigating this additional unnecessary burden is to establish placeholder slots for
late jobs. Suppose that we execute an initial quick heuristic for 2PC as mentioned above and obtain starting time-slots
sˆci for i = 1, . . . , N , and a makespan of zˆc. We set UB = T + zˆc. The strategy that we employ now is to force job
i to either be scheduled to complete before the deadline T, or to commence exactly at T + sˆci . In other words, time
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T + sˆci serves as a placeholder scheduled start-time for the ith job in case it is declared to be late. Under this strategy,
we replace (7b) with the following two sets of constraints:
si + di + p1i + p2i T + (sˆci + di + p1i + p2i )(1 − xi) ∀i = 1, . . . , N , (8a)
si(T + sˆci )(1 − xi) ∀i = 1, . . . , N . (8b)
If xi = 0 in (8a)–(8b) above, then si is enforced to equal T + sˆci . Otherwise, if xi = 1, then (8a)–(8b) validly restricts
si to lie within the interval [0, T − di − p1i − p2i ].
Recall that for each pair of jobs i < j , we execute a preprocessing step to determine whether or not i and j can be
scheduled in conﬁguration k in a feasible solution. We can also check to see if processing i and j in conﬁguration k
implies that one of the jobs (say, job j) must be processed after the deadline T. In this case, denoting Kij as the set of
all such conﬁgurations, we can impose the following constraint:∑
k∈Kij
yijk + xj 1. (9)
Hence, if xj = 1, then we must have yijk = 0, ∀k ∈ Kij (i.e., no conﬁguration k ∈ Kij can occur) and if xj = 0,
then (9) is redundant.
In a similar fashion, consider the following cases, each of which implies the activation of a particular conﬁguration,
for any pair of jobs i < j :
(a) If xi = 1 and xj = 0, then we must have yij5 = 1.
(b) If xi = 0 and xj = 1, then we must have yij1 = 1.
(c) If xi = xj = 0, then according to the placeholder schedule, we know a priori the particular conﬁguration, say kij ,
that exists.
These cases, respectively, lead to the valid inequalities (10a)–(10c) identiﬁed below, each of which enforces the selection
of the appropriate conﬁguration when the corresponding condition on the x-variables holds true, and is redundant
otherwise
yij5xi − xj ∀i < j , (10a)
yij1xj − xi ∀i < j , (10b)
yijkij 1 − xi − xj ∀i < j . (10c)
Remark 2. One tendency of the linear programming relaxation to the model C2PW presented above (augmented by
the valid inequalities (9), (10a)–(10c)) is that the y-variables tend to fractionate in order to allow jobs to be scheduled
outside of their permitted intervals relative to one another. Hence, we could examine reformulations by which constraints
(7c)–(7f) that enforce the nonoverlapping of jobs can be further strengthened. Consider the following alternative
representation of the constraints (7c)–(7f), where u and v are vectors of additional continuous variables
5∑
k=1
yijk = 1 ∀i = 1, . . . , N − 1, j = i + 1, . . . , N , (11a)
vijk − uijkijkyijk ∀i = 1, . . . , N − 1, j = i + 1, . . . , N, k = 1, . . . , 5, (11b)
vijk − uijkrijkyijk ∀i = 1, . . . , N − 1, j = i + 1, . . . , N, k = 1, . . . , 5, (11c)
5∑
k=1
uijk = si ∀i = 1, . . . , N − 1, j = i + 1, . . . , N , (11d)
5∑
k=1
vijk = sj ∀i = 1, . . . , N − 1, j = i + 1, . . . , N , (11e)
y ∈ Y, u, v, s0, x, y binary. (11f)
We can demonstrate by the special-structures reformulation-linearization technique (SSRLT) of Sherali et al. [6] that
the constraints (11a)–(11f) are equivalent (in the integer sense) to constraints (7c)–(7f). Moreover, the extreme points
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of the polyhedron given by the continuous relaxation to (11a)–(11f) have binary values of y, and hence yield an ideal or
convex hull representation of the feasible solutions to (7c)–(7f). However, our preliminary computational experience
indicated that due to its size, this representation did not improve the computational efﬁcacy of models in which they
were used to replace (7c)–(7f), even when employed for just selected pairs of jobs i < j . However, with improvements
in LP technology, this construct might prove to be useful when judiciously applied. We leave the investigation of such
implementations for future research.
We may also formulate a continuous version of problem 2PC, similar to the model C2PW developed for problem
2PW. Using the same notation as deﬁned for C2PW, we may state such a model as follows:
C2PC: Minimize T , (12a)
subject to si + di + p1i + p2i T ∀i = 1, . . . , N , (12b)
(7c).(7f). (12c)
Observe that neither the placeholder strategy embodied by (8a), (8b), nor the valid inequalities (9) and (10a)–(10c)
apply to this model. (While the SSRLT idea of Remark 2 does apply here, it does not appear to be a computationally
effective strategy for this model.)
Due to the minimax structure exhibited by (12a), (12b), problem C2PC is typically much more difﬁcult to solve
than C2PW. Accordingly, we also investigated the solution of a minisum completion time model, in which the job
completion time increases in a convex fashion so as to most severely penalize the latest job completed. Recall that
model D2PC′ minimizes the sum of squared completion times. We cannot directly translate the squared completion-
time model D2PC′ to the continuous-time case without injecting nonlinearities into the model, noting that linearity was
preserved in D2PC′ due to its discrete-time representation. However, we can replace (12a), (12b) with a piecewise-linear
approximation of the squared completion-time objective as explained next.
Constructing the piecewise-linear penalty function ﬁrst requires a lower bound, LB, and an upper bound, UB, on the
minimum makespan for 2PC. We set LB = max{∑i=1,...,N (p1i + p2i ), maxi=1,...,N {di + p1i + p2i }}, and obtain UB
via a heuristic as before. Note that 0 is a permissible lower bound on the problem. However, providing a zero penalty
to jobs processed before LB relieves the solution process of the burden of optimally arranging early jobs in solutions
having the same makespan.
10 40 70 100
100
1600
4900
10000
z i
Completion
time for job i
Fig. 1. Upper envelope of (13b) when LB = 10, UB = 100, and H = 3.
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We then partition the time domain [LB, UB] into H evenly-spaced intervals [hj−1, hj ], j = 1, . . . , H , where hj =
LB + j (UB − LB)/H for j = 0, . . . , H . Consider a univariate piecewise-linear convex function having H afﬁne
segments, with segment j passing through the coordinates (hj−1, (hj−1)2) and (hj , (hj )2), for j =1, . . . , H . Deﬁne zi
to be the penalty computed according to this function for completing job i at time si +di +p1i +p2i , ∀i =1, . . . , N . An
example of a piecewise linear-objective function is illustrated in Fig. 1. We can then formulate an analogous continuous
formulation to D2PC′ as follows:
C2PC′ : Minimize
N∑
i=1
zi , (13a)
subject to zi(hj−1)2 + [si + di + p1i + p2i − hj−1]
×
(
(hj )
2 − (hj−1)2
hj − hj−1
)
,
∀i = 1, . . . , N, ∀j = 1, . . . , H , (13b)
(7c).(7e), (13c)
y ∈ Y, s0, z0, y binary. (13d)
4. Computational results
In this section, we analyze the computational efﬁcacy of implementing different strategies for solving problem 2PW
using the branch-and-bound algorithm of CPLEX 8.1. All computations are performed on a SUN Ultra 10 Workstation
with 256 MB of RAM, and the times reported are in CPU seconds.
We generated four sets of test problems for these experiments, each containing ﬁve instances, for a total of 20
instances. Each instance in sets 1, 2, 3, and 4 involves 8, 10, 12, and 14 jobs, respectively. The processing and waiting
times for each job i were generated according to normal distributions: p1i was generated with mean 30 and standard
deviation 5, p2i with mean 120 and standard deviation 30, di with mean 600 and standard deviation 100, and ci with
mean 10 and standard deviation 2. T was ﬁxed at 1000 for all instances. (Note that for the 2PC instances, the ci and
T values are simply ignored by the algorithm.) These values were chosen to permit interleaving among jobs, and to
render the problems particularly challenging for the traditional discrete models such as D2PW, D2PC, and D2PC′.
Preliminary computational results demonstrated that including (9) for all relevant job pairs i < j improves the
effectiveness of the continuous models. Hence, these constraints are incorporated in the continuous models for all our
test results. We ﬁrst examined the following models:
• C2PW with (9): Model (7) with constraints (9).
• C2PW with (8a), (8b), (9): Model (7) with constraints (9), where (7b) is replaced by (8a), (8b).
• C2PW with (8a), (8b), (9) and (10a)–(10c): Model (7) with constraints (9) and (10a)–(10c), where (7b) is replaced
by (8a), (8b).
Table 1 provides the computational time required to solve each of the 20 instances, using each of the above models. A
time limit of 1800 s was imposed for each run. The average computational time for any model on a data set is recorded
only if the model solved all ﬁve instances for that set within the prescribed time limit.
Observe that the placeholder strategy in which (7b) is replaced by (8a), (8b), (9) is a vital consideration in solving these
problems. Also, as the number of jobs increases, constraints (10a)–(10c) prove to be a useful device in solving the 2PW
instances. Observe that even though C2PW with (8a), (8b), (9) and (10a)–(10c) has a larger average computational time
than C2PW with (8a), (8b), (9) for set 3 instances, it is actually the fastest strategy for the majority of those instances.
For set 4 problems, C2PW with (8a), (8b), (9) and (10a)–(10c) is the best model for all ﬁve instances.
It is also interesting to compare the performance of the discrete model D2PW to C2PW on these instances. As
mentioned before, the discrete model is no longer a reasonable modeling scheme when T becomes large. For set 1
instances, executing model D2PW requires an average of 1710 s to complete, as compared to 2.8 s required by C2PW.
Hence, the use of discrete models for these instances is not appropriate.
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Table 1
Computational results for the C2PW augmented formulations
Instance C2PW C2PW with C2PW with (8a), (8b), (9)
with (9) (8a), (8b), (9) and (10a)–(10c)
Set 1: eight-job instances
1 67.17 2.71 3.04
2 32.18 1.94 1.48
3 80.08 3.36 5.44
4 132.43 4.55 6.89
5 94.54 1.46 1.70
Avg. 81.28 2.80 3.71
Set 2: 10-job instances
1 – 8.68 12.63
2 – 11.65 13.86
3 – 31.68 35.42
4 – 5.00 5.73
5 – 8.92 11.45
Avg. – 13.19 15.82
Set 3: 12-job instances
1 – 77.18 55.05
2 – 162.19 120.48
3 – 104.78 229.65
4 – 11.56 15.30
5 – 66.31 52.22
Avg. – 84.40 94.54
Set 4: 14-job instances
1 – 237.46 149.69
2 – 454.25 404.95
3 – 282.62 106.95
4 – 1178.26 512.67
5 – 343.60 246.84
Avg. – 499.24 284.22
–: Instance requires over 30 min to solve.
Next, while integer programming software is generally equipped with an effective default strategy for selecting the
next fractional variable on which branching occurs in the branch-and-bound process, it is often possible to signiﬁcantly
reduce the computational time by imposing a customized set of variable branching priorities based on the special
structures of the problem. We therefore investigated the following variable branching priority orders on the foregoing
models.
Order 0. This is the default branching method used by CPLEX.
Order 1. Variables y12k have the highest priority (with no prespeciﬁed preference among k = 1, . . . , 5, followed by
variables y13k , and so on, up to variables yN−1,N,k). Variables xi for i = 1, . . . , N have the lowest priority and have no
prespeciﬁed branching priorities among them.
Order 2. Same as order 1, except that the variables within a group yijk , ∀k, for a given i < j , are ascribed priorities
such that if k1 <k2, then yijk1 has a higher branching priority than yijk2 .
Order 3. Consider a permutation  of the set of jobs {1, . . . , N} based on the initial heuristic that is used to establish
the placeholder slots for late jobs, where the jobs are sorted in increasing order of their completion times in the heuristic
schedule. Deﬁne (i) to be the ith job listed in this order. Then, y(1)(2)1 has the highest branching priority, followed
by y(1)(2)2, and so on until y(1)(2)5, followed by y(1)(3)1, and continuing in this fashion until y(N−1)(N)5. The
group of x-variables receive the lowest branching priority and are not individually ordered.
Order 4. Same as order 3, but deﬁne the permutation  as follows. Let the ﬁrst e jobs in  be the jobs that ﬁnish before
T in this permutation, listed in decreasing order of their completion times in the heuristic schedule. Let the last N − e
jobs in  be arranged in increasing order of their (late) completion times in the heuristic schedule. (Such an ordering
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Table 2
Effect of branching priorities on computational time (CPU seconds)
Order Set 1 average Set 2 average Set 3 average Set 4 average
C2PW with (8a), (8b), (9)
0 2.80 13.19 84.40 499.24
1 2.49 10.61 50.01 200.71
2 2.22 9.97 43.98 164.80
3 2.21 8.56 42.10 165.43
4 2.38 9.00 46.57 306.11
C2PW with (8a), (8b), (9) and (10a)–(10c)
0 3.71 15.82 94.54 284.22
1 2.85 13.24 48.67 197.24
2 2.95 12.22 46.54 182.40
3 2.62 10.38 43.46 157.25
4 3.06 11.90 42.43 259.74
Table 3
Comparison of C2PC and C2PC′ for set 1 instances. (a) Average solution times (CPU seconds) and (b) Quality of solutions obtained by C2PC and
C2PC′
Priority order C2PC C2PC′
0 163.93 189.72
1 68.85 83.66
2 74.73 83.76
3 69.86 77.88
Instance C2PC C2PC′
1 1828 1828
2 1620 1620
3 1415 1415
4 1432 1432
5 1676 1689
implies that establishing the integrality of those jobs likely to ﬁnish close to the deadline T is a primary consideration
in the branch-and-bound process.) The priorities are then given as in order 3, with the revised permutation .
Other variable branching orders, in which priorities were determined solely by k, or in which the x-variables received
a higher priority than the y-variables, were also investigated, but were found to be less efﬁcient than the ones listed
above. Using the two most effective modeling strategies investigated in Table 1, we then compared the effectiveness of
these four variable branching priorities versus using the default CPLEX strategy. Table 2 lists the average computational
times required to solve the ﬁve instances in each of the sets 1, 2, 3, and 4 for the different branching priorities. Using
model C2PW with (8a), (8b), (9), along with branching order 3, yielded the best overall performance for solving the
instances in sets 1, 2, and 3, while the additional use of constraints (10a)–(10c) with this composition contributed
signiﬁcantly when solving the set 4 instances. The branching order 2 gave a reasonably good overall second-best
performance. The default strategy was uniformly the worst over all the test sets.
Next, we examined the difﬁculty in solving C2PC and C2PC′ for this set of test problems, and evaluated the quality
of the makespan obtained from the solution yielded by C2PC′ to the optimal solution given by C2PC.
Preliminary results demonstrated that H = 20 is a reasonable number of intervals to impose on the piecewise-linear
function for C2PC′. Using this value for H, we ran C2PC and C2PC′ for branching orders 0, 1, 2, and 3 on the set 1
problems. (Branching order 4 was omitted due to its relatively poor performance, while the default order 0 was retained
to illustrate the relative value of imposing branching orders for solving these problems.) In our implementation of
C2PC′, we also utilized a call-back function from CPLEX that evaluates the actual makespan for each new solution that
improves the previous upper bound on the optimal value within the branch-and-bound tree. This is necessary since an
improving solution to the concocted minisum objective of problem C2PC′ can worsen the original makespan objective.
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Table 4
Best solutions found for set 2, 3, and 4 instances after 600 CPU seconds
Instance C2PC C2PC′
Order 1 Order 2 Order 3 Order 1 Order 2 Order 3
Set 2: 10-job instances
1 2281∗ 2281∗ 2321 2324 2356 2319
2 2109 2158 2089 2081∗ 2161 2222
3 1751 1752 1714∗ 1720 1764 1746
4 2021 2051 2066 2082 2013∗ 2120
5 1813 1935 1767∗ 1873 1910 1820
Avg. 1995 2035.4 1991.4 2016 2040.8 2045.4
Set 3: 12-job instances
1 2668 2352∗ 2382 2431 2362 2378
2 2596 2586 2498 2346∗ 2452 2568
3 2342 2345 2409 2247 2232 2113∗
4 2548 2562 2538 2498 2381∗ 2475
5 2495 2488 2471 2502 2459 2317∗
Avg. 2529.8 2466.6 2459.6 2404.8 2377.2 2370.2
Set 4: 14-job instances
1 2768 3191 2838 2479∗ 2548 2674
2 3224 3217 3317 2940∗ 3175 3021
3 3281 3309 3621 2577 2512∗ 3096
4 2914 2860 3441 2779 2888 2726∗
5 2881 2669 2743 2590∗ 2649 2946
Avg. 3013.6 3049.2 3192 2673 2754.4 2892.6
∗: Denotes best solution found out of all strategies for the instance.
Table 3(a) demonstrates that for the set 1 instances, problem C2PC can itself be solved to optimality more efﬁciently
than the auxiliary model C2PC′. We thus recommend the use of C2PC, with either branching order 1 or 3, to solve
small instances of problem 2PC. On the other hand, Table 3(b) indicates that the gap between the optimal makespan
provided by C2PC and the makespan obtained from the optimal solution to C2PC′ is typically either very small or
nonexistent, and thus, C2PC′ can be used as a viable alternative to C2PC in case C2PC is particularly difﬁcult to solve.
Indeed, this turned out to be the case for the problems in sets 2, 3, and 4. In set 2, only two problems could be solved
to optimality within 1800 s using the best option available. No instances in sets 3 or 4 could be solved to optimality
within this time limit. Hence, we experimented to ﬁnd the best solution possible within imposed time limits of 600
and 1800 s, in order to ascertain the combinations of the models and branching priority strategies that are capable of
providing the best solutions under a time-constrained scenario.
Table 4 presents the result of an experiment on sets 2, 3, and 4, in which models C2PC and C2PC′ were both run
under the three most promising branching orders (1, 2, and 3), and in which the best solution after 600 CPU seconds
was recorded (no instance was solved to optimality in any of these cases). These computational results demonstrate
that for set 2, the strategy that yielded the best solutions within the prescribed time limit employed model C2PC with
branching order 3. However, for sets 3 and 4, all C2PC′ implementations outperformed the C2PC implementations on
the average. Using C2PC′ with branching order 3 yielded the best average performance over all options on the set 3
problems, while using C2PC′ with branching order 1 was the best option for the set 4 problems.
We then repeated this experiment by extending the time limit for C2PC and C2PC′ to 1800 s. The results of this
experiment are displayed in Table 5, and demonstrate that the use of C2PC′ continues to be preferable for the most
difﬁcult instances when the time limit is extended. Although, no additional problem instances could be solved to
optimality, the extra time does allow the optimization procedure to identify better solutions in each of these sets.
Overall, we conclude that solving model C2PC′ in concert with branching order 1 is the best strategy for larger test
instances (such as those in set 4).
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Table 5
Best solutions found for set 2, 3, and 4 instances after 1800 CPU seconds
Instance C2PC C2PC′
Order 1 Order 2 Order 3 Order 1 Order 2 Order 3
Set 2: 10-job instances
1 2240∗ 2240∗ 2260 2292 2289 2319
2 2057 2016 2010∗ 2081 2013 2027
3 1709∗ 1709∗ 1709∗ 1709∗ 1709∗ 1726
4 2021 2034 2013∗ 2038 2013∗ 2055
5 1777 1764 1713∗ 1764 1791 1731
Avg. 1960.8 1952.6 1941 1976.8 1963 1971.6
Set 3: 12-job instances
1 2400 2299∗ 2307 2388 2362 2378
2 2377 2432 2411 2326∗ 2317 2398
3 2137 2225 2259 2178 2115 2113∗
4 2508 2518 2436 2498 2381∗ 2475
5 2472 2434 2376 2409 2375 2276∗
Avg. 2378.8 2381.6 2357.8 2359.8 2310 2328
Set 4: 14-job instances
1 2644 2852 2838 2479∗ 2548 2500
2 2931 3030 2962 2896 2748∗ 2849
3 3085 3309 3236 2577 2512∗ 3096
4 2911 2860 3441 2661∗ 2823 2726
5 2726 2583 2743 2522 2608 2405∗
Avg. 2859.4 2926.8 3044 2627 2647.8 2715.2
∗: Denotes best solution found out of all strategies for the instance.
5. Conclusions
We have demonstrated that the two-phase job interleaving problems of maximizing the weighted sum of jobs that ﬁnish
processing by a given deadline (2PW), or minimizing the makespan (2PC), are both strongly NP-hard. Noting that prior
models based on a discretization of the time horizon for this problem are intractable for problems having long horizons
or when it is necessary to use a ﬁne time granularity, we developed a set of continuous models (C2PW and C2PC)
whose size does not depend on the numerical values of the input data. We also proposed a class of valid inequalities
to strengthen the linear programming relaxation of 2PW, and demonstrated their efﬁcacy on a set of synthetically
generated problems. Additionally, we showed that a set of customized branching priorities can signiﬁcantly improve
the algorithmic performance. For problem 2PC, we compared the best solution obtained by a continuous minimax model
versus the best solution obtained from a piecewise-linear function that approximates the sum of squared completion
times, and showed that the latter strategy in concert with a particular branching priority offers an effective approach
for solving more challenging instances of this problem.
For future research, we recommend investigating how the tighter model representation produced by incorporating
the SSRLT constraints (11a)–(11f) into the model can be effectively exploited. In particular, it might be worth exploring
various partial implementation schemes for these constraints, perhaps including only those that pertain to certain critical
pairs of jobs. Additionally, several extensions to this problem can be considered, such as permitting ﬂexibility in the
waiting times inbetween processing phases, or examining the presence of multiple machines. Based on the worst-case
complexity of the model investigated herein, and on the difﬁculty of the instances examined in our computational
results, there is also an evident need for designing effective heuristics for this class of problems.
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