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The incorrect analysis of data is probably the best known misuse of statistical methods, largely due to a series of reviews '-3 that have shown how common such errors are in published papers. Nevertheless, these mistakes, which tend to be in the use of the simpler techniques, continue to proliferate. The mishandling of statistical analysis is as bad as the misuse of any laboratory technique. Both can lead to incorrect answers and conclusions and are thus unethical because they render research valueless.
In this article I will look briefly at problems associated with simple significance tests and will consider in more depth some less well-appreciated difficulties associated with two other common techniques-correlation and regression. I will then look at two specific medical problems that often result in incorrect analyses. Although generally posing fewer problems, X2 tests for comparing proportions also suffer some abuse, notably where there are too few observations. The sample size constraint also applies to the form of X2 test which simply entails comparing observed and expected frequencies. This method was used to compare observed numbers of deaths from five types of leukaemia (0, 1, 2, 4, 0) with their respective "expected" numbers (2, 1, 1, 3, 0),5 but seven deaths is far too few for such an analysis to be valid.
CORRELATION
Perhaps one harmful side effect of the vast increase in availability of computing power is that the distinct statistical analyses of correlation and regression have become greatly confused. This is probably because of the close similarity between the mathematical calculations rather than for any logical reason, for it is relatively rare that one is truly interested in both analyses.
The correlation coefficient is a measure of the degree of linear (or "straight line") association between two continuous variables. If the relationship between the two variables is curved the correlation may be an artificially low measure of association. Alternatively, the correlation may be artificially high if a few observations are very different from the rest. For these reasons it is unwise to place any importance on the magnitude of the correlation without looking at a scatter plot of the data.
Misleading correlations can also be obtained if the data relate to different groups of subjects having different characteristics. Adam6 looked at the relationship between body weight and the proportion of sleep that was rapid eye movement sleep in 16 adults, and found a rank correlation of 0-78. The original high correlation, however, was partly due to the men having higher values of both variables, for the correlations for men and women separately were 0-61 and 0 37 respectively. A further incorrect procedure is to use data comprising more than one observation per individual.
The main problem is that the test of significance of a correlation coefficient, which is a test of the null hypothesis of no association (zero correlation), is based on the assumption of joint Normality of the two variables. This is characterised by the data points having a roughly elliptical shape in the scatter diagram. If this is not so the correlation will be misleading and the test of significance invalid. The distributional assumption may be overcome either by transformation of the data, or by the calculation of "rank" correlation, which makes no important assumptions.
In medical research correlations are greatly overused, perhaps because they are easy to calculate and are measured on a scale that is independent of the data. Correlation ought really to be considered to be mainly an investigative analysis, suggesting areas for further research; for forming hypotheses rather than for testing them.
REGRESSION
The rationale for regression analysis is very different. In regression we are interested in describing mathematically the dependence of one variable on one or more other variables. In the simple linear case we are calculating the equation of the "best" straight line relating to the so-called "dependent" variable (Y) to the "independent" (or explanatory) variabJe (X).* For example, we might be interested in the dependence of lung function on height or of blood pressure on age. The appropriateness of a linear relationship can again best be verified by means of a scatter plot.
The 
Method comparison studies
Some of the practical problems in analysing data, notably the choice of the correct analysis to match the relevant hypothesis, are well illustrated by the problems of method comparison studies.
In medical research it is quite common to carry out a study to compare two different methods of measuring something. This may be to compare measurements made with some new piece of equipment with the "true" measurements, but it is more often to compare two different measuring devices where neither can be said to give the truth. (A similar problem arises when comparing the same measurement on different occasions.)
The obvious first step in the analysis is to plot the values obtained by each method as a scatter diagram. To judge from publications, the apparently obvious second step is to calculate the correlation between the two measurements. This is, however, a completely misguided approach, stemming from the common failure to appreciate what information the correlation coefficient gives.
An example of the false reasoning that is very common in published work is given by a study7 comparing two methods of assessing the gestational age of newborn babies; one was the much-used Dubowitz method based on neurological and physiological signs and the other the Robinson method, which is based on neurological signs only. The scatter diagram showed only moderate agreement. The correlation between the two methods, however, was 0-85, and the authors argued directly *These terms simply denote which variable is considered to be dependent on the other. BRITISH MEDICAL JOURNAL VOLUME 281 29 NOVEMBER 1980 from this that the two methods agreed well and that it would be reasonable to use the simpler method.
To test an observed correlation coefficient for statistical significance is to test how likely the observed result would be under the "null hypothesis" that the two variables were not associated at all. This is patently ludicrous when the two variables are obviously associated by their very nature; we would be astonished to find that two methods of measurement were uncorrelated. In fact, it can be shown that in these circumstances the magnitude of the correlation largely reflects the spread of the measurements. As such, its use is completely erroneous in this context.
What we really want to know in these studies is how well the two measures agree. The simplest approach is to calculate the difference between two measurements for each subject. The mean of these differences will then be a measure of accuracy (or bias) and the standard deviation a measure of precision. Both bias and precision are necessary in order to assess agreement. The between-method differences may tend to increase as the measurements increase, in which case it may be necessary to transform the data before analysis. With more than two methods, or if repeat observations are made (which is desirable), the more general analysis of variance must be used.
Hunyor et a18 did calculate the mean and standard deviation of paired differences when comparing various sphygmomanometric methods with intra-arterial blood pressures, but then based their statements about relative accuracy on the high correlations they found. They studied hypertensives only; had they studied some normotensives as well they would undoubtedly have observed higher correlations, but these would not have implied any better agreement between methods.
One last point about method comparison studies is that they are often carried out on such small numbers of subjects that the two methods will not be found significantly different unless there is an enormous difference between them. There is considerable potential here for incorrectly finding a new method acceptable, and for such methods to be recommended for widespread use without justification.
Reference ranges
Another area where simple statistical methods are often applied blindly is in the construction of reference (or normal) ranges against which to judge future observations. For example, some people believe that since a range is required, all that is needed is to obtain results from some "normal" subjects and quote the range of values. Apparent differences in reference ranges for the same index can often be attributed to one or more of them having been calculated incorrectly. Also, the sample size taken is often too small to get reliable answers. I have seen a reference range calculated from seven subjects, incorrectly at that, whereas at least 100 observations are needed to get a reliable range.
The usual calculation of a 95% reference range as the mean ±2 standard deviations is yet again based on the assumption that the data follow a Gaussian or Normal distribution. Often this condition is not fulfilled and we see statements like "The mean 99mTc uptake in this group was 1-8% ± SD 1-1%, making the upper limit of normal (mean±2 SD) 4 0%."9 The unstated lower limit is negative, however, which is nonsense. This type of calculation of a normal range on skew data results in considerably more than the nominal 5% of subjects being classified as "abnormal." Oldham'0 and Healy.11 Selecting which data to analyse A rather more subtle problem that can occur in any study is the selection of which data to analyse. Errors may occur when analyses are carried out as a direct result of having seen the data. In a comparison of several groups of subjects it is not valid to select those groups with the highest and lowest values and apply the usual significance test to the means purely on that basis, because the null hypothesis of no difference is inappropriate when the largest difference is being examined. More generally, selection of comparisons to test because they "look interesting" will in the long run result in more than the nominal (say 5%) proportion of falsely positive results.
A second form of selection is to analyse only a subset of the subjects on the basis of their results. In a recent study 30 patients with idiopathic hypercalciuria were given a dietary supplement of unprocessed bran.1' Only 22 patients "achieved a reduction in urinary calcium," and only these 22 patients were analysed. No data were provided on the other eight subjects, so we can not tell whether they really were a different group or just one end of a distribution of differing responses to the bran, which seems more likely. This procedure is completely unacceptable without justification-anyone can show significant results by analysing only those subjects with the greatest response.
The basic principle is to analyse according to the original hypothesis and experimental design. Other results that look interesting are pointers for further research.
Summary
It is of no value collecting good data if the analysis is inadequate or invalid. The results obtained may then be worthless, or at best they wiJl fail to realise the true potential of the data. Either way, the value of the whole experiment is diminished to a point where the ethics of the investigation must be called into question.
