The measurement accuracies of modern resonance fluorescence and Rayleigh temperature lidars are limited primarily by photon noise. The narrowband three-frequency fluorescence technique is shown to perform within a few decibels of the theoretical optimum at night for both temperature and wind observations. These systems also exhibit good performance during the day because the fluorescence wavelengths of Na, Fe, K, Ca, and Ca ϩ all correspond to strong solar Fraunhofer lines, where sky brightness is attenuated by a factor of 5 or more. Whereas Na systems achieve the highest signal-tonoise ratios for mesopause region observations ͑80 -105 km͒, the three-frequency Fe system is attractive because it performs well as both a fluorescence and a Rayleigh lidar throughout the middle atmosphere at approximately 25-110 km.
Introduction
Since the invention of the ruby laser in 1960, numerous lidar systems have been developed to study the structure of the middle atmosphere ͑30 -110 km͒. The Rayleigh technique has evolved from the searchlight-based systems deployed in the early 1950s to measure stratospheric temperatures and aerosols [1] [2] [3] into powerful UV-laser-based systems that can now measure winds in the stratosphere 4 and temperatures to altitudes in excess of 85 km. 5 Resonance fluorescence techniques have also evolved from the broadband dye laser systems designed to measure Na densities 6 into sophisticated narrowband systems that are now capable of measuring atmospheric temperatures and winds throughout the mesopause region 7 ͑80 -105 km͒. These instruments rely on the temperature ͑thermal broadening͒ and frequency dependence ͑Doppler shift͒ of the fluorescence cross sections of mesospheric metals such as Na, 8 Fe, 9 and K. 10 By accurately tuning a narrowband pulsed laser to three or more frequencies within the thermally broadened fluorescence line, one can infer species density, atmospheric temperature, and radial winds along the beam path. When these lasers are coupled to large steerable telescopes, accuracies approaching Ϯ1 K and Ϯ1 m͞s with resolutions of a few hundred meters and a few minutes are now achieved routinely with the largest, most powerful systems.
Rayleigh and resonance fluorescence techniques have matured until the fundamental uncertainties in the temperature and wind measurements are due to photon noise, which is related to the statistical fluctuations of the received signal and background noise. The molecular or Rayleigh backscatter signal level is proportional to atmospheric density and inversely proportional to the fourth power of the wavelength. Assuming that other factors are equal, the strongest signals and hence the best accuracies and the greatest altitude coverage are achieved with systems that utilize the shortest wavelengths in the near UV. The fluorescence backscatter signal is proportional to the species density and cross section. Because of its relatively large natural abundance and large cross section, Na has the clear advantage, which is why so much effort has been focused on developing suitable laser technologies for Na lidar systems.
Background noise is a significant issue for daytime observations, for which recent research efforts have concentrated on characterizing thermal tides 11, 12 and the summer middle atmosphere at high latitudes. 13 Resonance fluorescence lidars have a distinct advantage during daytime because the resonance lines of Na, Fe, K, Ca, and Ca ϩ all correspond to strong solar Fraunhofer lines in which the sky brightness is attenuated by a factor of ϳ5 or more.
Signal levels are also proportional to the laser power and the aperture area of the receiving telescope. Laser technology has improved considerably during the past 15 years such that tunable, frequency-stable narrowband systems that are capable of producing several watts of average power are now available for probing each of the mesospheric metal species. The frequency-stabilized Nd:YAG lasers commonly used for Rayleigh lidars can be obtained commercially with average power levels of several tens of watts. Whereas the complexity of these systems varies, the relative performance of resonance fluorescence and Rayleigh lidars now appears to be dictated more by natural factors than by technology limitations.
In this paper we analyze and compare the performance of modern middle-atmosphere temperature lidars. The goal is to quantify the strengths and weaknesses of each technique to guide the development of future systems that are optimized for specific scientific applications. Whereas current systems have demonstrated impressive measurement capabilities, most require a laboratory environment for their operation, a restriction that has limited widescale deployment. Furthermore, there is still a notable lack of daytime observations, which are crucial for fully characterizing the thermal structure and dynamics of the middle atmosphere.
Principle of Operation
Atomic fluorescence spectra have been studied in considerable detail both theoretically and experimentally. The spectra of isolated lines can be modeled as the convolution of the Lorentzian line shape associated with lifetime broadening and the Gaussian line shape associated with thermal broadening. 14 Because thermal broadening ͑ϳ300 -ϳ500 MHz rms͒ is considerably larger than lifetime broadening ͑ϳ10 MHz FWHM͒ for mesospheric Na, Fe, K, Ca, and Ca ϩ , their spectra can be approximated as Gaussian line shapes centered at each resonance line. 15, 16 The atomic parameters for mesospheric Na, Fe, K, Ca, and Ca ϩ are summarized in Table 1 . Fe, Ca, and Ca ϩ have no hyperfine structure, so a single thermally broadened Gaussian line is an excellent model for their spectra. The Na D 2 line and the K D 1 line have complex hyperfine structures. More than 1.7 GHz separates the Na D 2a and D 2b peaks, and the rms thermal broadening is approximately 460 MHz at 200 K. A Gaussian line shape can be used to approximate each peak. For the purposes of modeling the error performance of the narrowband Na temperature lidar, the small contribution from the D 2b line can be neglected.
Only ϳ460 MHz separates the K D 1a and D 1b lines, and the rms thermal broadening is approximately 270 MHz. Whereas each line is well modeled by a Gaussian line, the composite spectrum is only approximately Gaussian. Papen et al. 16 showed how a modified Gaussian line profile can be used to approximate the K spectrum. For simplicity, we use the simpler thermally broadened Gaussian line shape in our analysis. This approach results in slightly more optimistic estimates of the temperature and wind performance for the K lidar. This is adequate for comparing the performances among lidar types. However, in practice, detailed quantum-mechanical models of the spectra are used to process the lidar temperature and wind data for each species and to determine the accuracy of the measurements. 10, 15 The analysis of K, 10, 17 Ca, and Fe ͑Ref. 18͒ lidar data is further complicated by the presence of several natural isotopes whose relative concentrations are listed in Table 2 . Although the atmospheric concentrations of the minor isotopes are small, they do affect the temperatures and velocities derived from narrowband lidar data because their fluorescence lines can be shifted by as much as several hundred megahertz relative to the dominant isotope. The natural isotopes must be included in the modeled fluorescence spectra that are used to process the lidar temperature and wind data. 10, 17, 18 However, they have a negligible effect on the modeling of system error performance associated with photon noise, so we ignore isotope effects in the following analyses.
For an isolated line excited by a broadband light source, the fluorescence spectrum, in photon counts per hertz, is given by
where
N S is the total photon count, f S is the center frequency of the species resonance line ͓Hz͔, S is the wavelength of the species resonance line ͓m͔, V R is the radial velocity relative to the observer ͓m͞s͔, k B is Boltzmann's constant ͑1.38 ϫ 10 Ϫ23 J͞K͒, T is the temperature ͓K͔, and m S is the atomic mass of species ͓g͔.
V R is assumed to be positive whenever the species is moving away from the observer. One determines temperature and velocity by measuring the width and the Doppler shift of the spectrum. For purely Gaussian spectra observed in the absence of background noise by an ideal receiver that measures precisely the frequency of each detected photon, the maximum-likelihood estimators for temperature and radial velocity are proportional to the mean photon frequency minus f S and the mean-square frequency deviation, respectively ͑Appendix A͒. Both are identical to the minimum mean-square-error estimators, so they represent the theoretically optimum measurement of these parameters for nighttime observations. For the ideal receiver that employs maximum-likelihood processing, the temperature and velocity errors are given by
Of course, it is not technically feasible to build such a receiver, so the error performance of practical lidars will not be so good as the theoretical minima given by relations ͑3͒. However, these error limits provide an important standard of comparison for assessing the performances of the suboptimum systems that are in use today.
Gibson et al. 19 used a narrowband dye laser to scan through the Na D 2 fluorescence spectrum to deduce the temperature near the peak of the mesospheric Na layer ͑ϳ90 km͒. Six years later, Fricke and von Zahn 20 employed improved laser technology to routinely measure temperature profiles throughout the Na layer. An important technical advance occurred in 1990 when She et al. 21 used a system that comprised a cw ring laser and a pulsed amplifier to tune accurately between two Doppler-free features in the Na D 2 line. This approach ensured accurate tuning of the laser, which eliminated a major source of error in the temperature measurements. Shortly thereafter, Bills et al. 22 employed a similar laser system and three-and four-frequency techniques to measure both radial wind and temperature profiles throughout the mesopause region, using Na as the tracer.
Another important technical advance occurred in 1994 when She and Yu 23 developed an acousto-optic ͑AO͒ modulator to upshift and downshift the output frequency of a cw ring laser by several hundred megahertz. The ring laser was permanently locked to a Doppler-free hyperfine feature near the Na D 2a peak. The AO modulator, in combination with a frequencylocked ring laser and a pulsed dye amplifier, generated laser pulses with three precisely controlled frequencies within the Na resonance line such that both temperature and winds could be measured. Although it has not yet been demonstrated experimentally, the same three-frequency approach could be used for wind and temperature measurements with Ca and Ca ϩ used as tracers because the laser and the amplifier can operate at those resonance lines if a different laser dye is used with each. Recently Friedman et al. 17 adopted a similar approach for mesospheric K. They used an AO modulator to upshift and downshift the output of a diode laser that was locked to a Doppler-free feature of the K D 1 line. These signals were then used to injection seed a pulsed alexandrite ring laser. One could also use a similar approach for Fe and Ca ϩ by frequency doubling the output of the IR alexandrite laser to probe the 372-nm ͑or 386-nm͒ Fe line or the 393-nm Ca ϩ line.
The basic laser configuration for three-frequency resonance fluorescence wind-temperature lidars is illustrated in Fig. 1 . The cw local oscillator ͑ring dye laser for Na, Ca, and Ca ϩ ; diode laser for K and Fe͒ is locked to the peak of the species resonance line ͑ f S ͒. The output is then shifted by an AO modulator to generate the remaining two frequencies ͑ f S Ϯ ⌬f ͒, which are used to probe the wings of the line. These signals are either pulse amplified or used to injection seed a pulsed laser. The measurement principle is illustrated in Fig. 2 . The backscattered signal is measured sequentially at each of the three frequencies. The ratio of the sum of the wing measurements at f S Ϯ ⌬f to the peak measurement at f S is a sensitive function of temperature. The ratio of the wing measurements is a sensitive function of radial velocity. The actual temperature and wind metrics are a bit more complicated than these simple ratios ͑see Section 3 below͒, but the measurement principle is the same.
The wing frequencies and the dwell times at each frequency can be chosen to minimize the error. The optimum parameters are different for temperature and wind observations, and they are different for day and night observations, as is illustrated in Section 3 , in which we analyze the system's performance in detail. We then use the key results to compare the performances of Na, Fe, K, Ca, and Ca ϩ lidars. The Fe Boltzmann technique was proposed as an alternative for measuring mesopause region temperatures that has the advantage of employing simpler broadband laser technology. 24 One infers temperature by measuring the ratio of the populations in the J ϭ 3 and J ϭ 4 sublevels in the ground-state manifold of atomic Fe; this involves measuring the Fe densities at the 372-and 374-nm resonance lines. Because it operates in the near UV, the Fe lidar also performs well as a Rayleigh lidar and can provide temperature profiles throughout the stratosphere, the mesosphere, and the lower thermosphere. The technique has been used to make temperature observations from research aircraft and at remotes sites such as the South Pole. 13, 25 In Section 3 the performance of the Fe Boltzmann lidar is compared with that of conventional Rayleigh lidars and with the three-frequency narrowband fluorescence technique.
Error Analysis for Temperature Measurements
The backscattered signal level for a narrowband lidar tuned to an isolated resonance line such as Fe ͑we ignore isotope shifts͒ is given by
L ͓Hz͔ is the rms laser line width, f ͓Hz͔ is the laser frequency, and the remaining parameters are defined immediately following Eqs. ͑2͒. For simplicity we assume that the laser linewidth is negligible compared with thermal broadening ͑i.e., that L Ͻ Ͻ D ͒, although this is not essential for measuring temperature and winds.
One determines temperature by measuring the backscattered signal at three frequencies within the resonance line, preferably centered about the line peak. Let f S denote the line center frequency and ⌬f denote the offset frequency. Measurements of the species backscatter are made at f S and at f S Ϯ ⌬f. These measurements are normalized by the Rayleigh counts at ϳ40-km altitude and combined as follows to form the temperature metric: Because the mean Rayleigh signals are nominally identical at all three frequencies, they do not appear in Eq. ͑6͒. Notice that this metric is independent of the Doppler shift caused by the radial winds. It is also insensitive to laser tuning errors. The temperature is derived from Eq. ͑6͒ as follows:
The rms temperature error is given by
where ε is the fraction of time that the laser is tuned to either f S ϩ ⌬f or f S Ϫ ⌬f and ͑1 Ϫ 2ε͒ is the fraction of time that the laser is tuned to f S . The signal-tonoise ratios at the three frequencies are given by
and N B is the background noise count. In Eqs. ͑9͒ we have neglected the small noise terms contributed by photon-count fluctuations in the strong Rayleigh normalizing signals.
To facilitate comparisons with other lidar systems we compute the signal-to-noise ratios by assuming that the laser is tuned all the time to each of the frequencies. The factor ε in Eq. ͑8͒ accounts for the different dwell time at each frequency. Because the receiver is not tuned, the mean background count is same for each frequency. At night the background count is negligible compared with the signal count, so the signal-to-noise ratios are equal to the signal counts. We also assume that the Doppler shift associated with radial winds is small, so the signal counts are approximately the same for the two offset frequencies, f S Ϯ ⌬f. Because the signals are weaker when the laser is tuned to the wing frequencies, collecting data longer at these frequencies reduces the temperature error. The optimum dwell time factor that minimizes the temperature error is given by
In this case the error is given by
The temperature error also depends on the offset frequency. Whereas the measurements are more sensitive to temperature for larger offset frequencies, the wing signals are weaker and hence the signal-tonoise ratios are smaller. One can partially compensate for this effect by increasing the dwell time for the wing frequency measurements ͓inequality ͑10͔͒. The optimum choice of offset frequency depends on ␤, the ratio of the signal to background noise levels. At night ␤ Ͼ Ͼ 1, so ␣ opt ϭ 5.114, ⌬f opt ϭ 2.261 , G 3f ϭ 1.796, ε opt ϭ 0.391, and N S ͑ f S Ϯ ⌬f ͒͞N S ͑ f S ͒ ϭ 0.0775. In the daytime ␤ Ͻ Ͻ 1, so ␣ opt ϭ 2.557, ⌬f opt ϭ 1.599 , G 3f ϭ 3.591, ε opt ϭ 0.391, and N S ͑ f S Ϯ ⌬f ͒͞N S ͑ f S ͒ ϭ 0.2785. At T ϭ 200 K the temperature errors for the optimized systems are
For nighttime measurements, the optimized threefrequency technique has an error that is only 27% larger than the theoretical minimum given by relations ͑3͒. Equivalently, to achieve the same performance as the theoretical minimum, the optimized three-frequency technique requires a 2-dB higher signal-to-noise ratio. Systems that employ AO modulators to shift the frequency of the local oscillator laser are typically designed to operate at a single offset frequency. If the system is optimized for daytime observations ͑⌬f ϭ 1.599 ͒, the nighttime value of G 3f is 2.264 and the temperature error is
This suboptimum three-frequency design performs within 4.1 dB of the theoretical minimum at night. In contrast, the daytime error for a system optimized for nighttime observations ͑⌬f ϭ 1.599 ͒ is
Because the wing signals are less than 8% of the signal at the line peak for this design, the laser must be tuned to the wing frequencies almost 93% of the time to minimize the temperature error. For the Fe Boltzmann lidar the temperature error is given by 9
The value of G B and hence the error performance of the Boltzmann system is dominated by the signal-tonoise ratio on the weaker 374-nm channel. At night, when the background noise is negligible, G B ϭ 1.854. In the daytime, when the background noise is considerably larger than signal photon noise, G B ϭ 9.956. At T ϭ 200 K the temperature errors for the Boltzmann system are given by
At night the performances of the Boltzmann and the narrowband three-frequency Fe systems are comparable. During the daytime the three-frequency system has an 8.9-dB performance advantage. The temperature error is 2.77 times smaller than the Boltzmann system for the same signal-to-noise ratio on the 372-nm channels. A practical Boltzmann lidar has the additional disadvantage of requiring two lasers and two telescope systems. In fact, to make the fairest comparison with the three-frequency technique, one should increase the errors listed in relations ͑17͒ by ͌ 2 to reflect the fact that for the Boltzmann technique half of the total laser power is used to probe the 372-nm Fe resonance line and half is used to probe the 374-nm line.
The lidar group at the Institute for Atmospheric Physics, Kuhlungsborn, Germany, employs a frequency-scanning technique for its K lidar that involves measuring the backscattered signal at numerous frequencies within the fluorescence spectrum. 10 A model spectrum is then fitted to the normalized signals so the temperature can be determined. This approach is technically more complex because the frequency of each laser pulse must be measured precisely and the detected signal accumulated as a function of the transmitted frequency. Because multiple frequencies are employed rather than measurements restricted to the most temperature-sensitive region of the spectrum, the error performance is a few decibels worse than that of the three-frequency technique at night and more than 10 dB worse during the day, depending on the range of the frequency scan ͓see Appendix A, relations ͑A10͒-͑A12͔͒. Even so, this instrument is robust and produces excellent temperature profiles throughout the mesopause region.
An entirely different approach is used to measure temperatures with a Rayleigh lidar. Rayleigh lidars measure the molecular scattered signal from which the relative atmospheric density profile is derived. To determine temperature, one integrates the relative density profile downward from a known or an assumed upper-level temperature, using the hydrostatic equation dP ϭ Ϫ A gdz (18) and the ideal gas law
By combining these two equations and integrating downward one obtains
where z is the altitude, T͑z͒ is the atmospheric temperature profile ͓K͔, P͑ z͒ is the atmospheric pressure profile ͓mbars ͑1 mb ϭ 100 kPa͔͒, A ͑z͒ is the atmospheric density profile ͓m Ϫ3 ͔, M is the mean molecular weight of the atmosphere ͑28.9644 kg͞kmol͒, R is the universal gas constant ͑8314.38 J͞kmol͞K͒, and z 0 is the altitude of the upper-level temperature estimate ͓m͔.
The accuracy of the derived temperatures depends on the signal and background noise levels and on the accuracy of the upper-level temperature estimate. The temperature error is given by 26 ⌬T rms
for both daytime and nighttime measurements, where SNR R is the signal-to-noise ratio for the molecular or Rayleigh backscattered signal:
For altitudes ϳ1.5 scale heights ͑ϳ10 km͒ or more below z 0 , the derived temperature is insensitive to the upper-level temperature estimate, so the temperature error reduces to
Notice that the Rayleigh technique performs 3 dB better than the theoretical minimum for lidars that measure the spectral width of the backscattered signal ͓relations ͑3͔͒. Rayleigh lidars do not measure the true kinetic temperature of the atmosphere. Their apparent performance advantage arises because the data are processed under the assumption that the atmosphere is in hydrostatic equilibrium such that Eqs. ͑18͒ and ͑19͒ are valid. This is a reasonable assumption for the middle atmosphere.
Because resonance fluorescence lidars also measure the molecular scattered signal below the mesospheric metal layers, one can process these data to determine temperatures at lower altitudes by using the Rayleigh inversion algorithm. If the molecular signal-to-noise ratio is sufficiently large near the bottom edge of the metal layer, then the temperature derived from the resonance fluorescence lidar at the bottom of the metal layer can be used as the initial estimate in the Rayleigh retrieval. 13 In this case it would be feasible to derive nearly continuous temperature profiles extending from the lower stratosphere through the metal layer into the lower thermosphere.
The error performances of the middle-atmosphere temperature lidars are summarized in Table 3 and plotted in Fig. 3 as a function of signal-to-noise ratio. Notice the curves that correspond to the threefrequency technique optimized for daytime observations. This system has the widest range of applicability because it provides good accuracies during both day and night. To achieve an accuracy of Ϯ1 K with this technique requires signal-to-noise ratios of 5.2 ϫ 10 5 during the day and 2.1 ϫ 10 5 at night. By comparison, the Rayleigh lidar requires a signalto-noise ratio of just 4 ϫ 10 4 during either day or night. However, at the height of the metal layers, fluorescence scattering from Na, Fe, K, Ca, and Ca ϩ is typically many orders of magnitude stronger than molecular scattering. At these highest altitudes the fluorescence lidars outperform the Rayleigh lidars by a significant margin.
Error Analysis for Wind Measurements
The narrowband fluorescence lidars can also measure the wind velocity, provided that the laser can be locked to the peak of the resonance line or the tuning error can be estimated, say, by averaging of the measured vertical winds over the species layer to yield the velocity bias. The wind metric is the ratio of the Rayleigh normalized wing signals:
The radial velocity is given by
The rms velocity error is given by
For a system that is optimized for daytime temperature measurements and assuming that L Ͻ Ͻ D , relation ͑26͒ reduces to
The right-hand-sides of relations ͑27͒ correspond to the three-frequency Fe lidar. If the offset frequency is chosen to minimize the wind error and if the dwell time factor is chosen to minimize the temperature error, then ⌬f opt ϭ 1.558 for nighttime measurements and ⌬f opt ϭ 1.102 for daytime measurements. Fortunately, a system that is optimized for daytime temperature measurements ͑⌬f opt ϭ 1.599 ͒ will perform close to the optimum for nighttime wind measurements and provide good wind measurements during the day, as is illustrated in Table 4 , where the key system parameters and the temperature and winds errors are listed for both day and night observations when the three-frequency Fe lidar is optimized for either temperature or wind observations. Optimizing the system for daytime temperature measurements ͑both offset frequency and dwell time factor͒ appears to be a good compromise that yields low measurement errors for both temperature and winds during day and night. Choosing another optimization compromises at least one of the measurements, especially during the day.
The velocity errors for the metal species are summarized in Table 5 and plotted in Fig. 4 versus signalto-noise ratio for systems that are optimized for daytime temperature measurements. Because Fe is the most massive species, the three-frequency Fe lidar achieves the best performance for a given signalto-noise ratio, although the advantage is not large. To achieve an accuracy of Ϯ1 m͞s with an Fe system requires a signal-to-noise ratio of 1.9 ϫ 10 5 during the day and 6.4 ϫ 10 4 at night. At night this system performs within 1.7 dB of the theoretical minimum for fluorescence lidars given by relations ͑3͒. By comparison, the Na lidar requires signal-to-noise ratios of 4.7 ϫ 10 5 during the day and 1.6 ϫ 10 5 at night. However, as we shall see in the Section 5, for equal laser powers and telescope aperture areas, SNR Na is many times larger than SNR Fe .
Signal-to-Noise Ratios
The theoretical performance of any lidar system is governed by the lidar equation. The expected signal photon count is equal to the product of the system efficiency, the number of photons transmitted by the laser, the probability that a transmitted photon is scattered, and the probability that a scattered photon is detected. For narrowband fluorescence systems for which L Ͻ Ͻ D , the lidar equation is given approximately by 26 
N S
2ͪ , (28) where N S ͑z͒ is the expected number of photons detected in range interval ͑ z Ϫ ⌬z͞2, z ϩ ⌬z͞2͒, is the lidar system efficiency including detector quantum efficiency, T A 2 is the two-way atmospheric transmit- Fig. 4 . Rms radial velocity error plotted versus signal-to-noise ratio for various resonance fluorescence lidar system configurations: three-frequency wind measurements. 
͔.
The metal layers vary in density, height, and width. The most convenient way to compare system performance is to compute the signal-to-noise ratio by using the expected total signal. The total signal is obtained by integrating Eq. ͑28͒ over the whole layer. At night when background noise is negligible, the signal-to-noise ratio is equal to the total signal count and is given by (29) where z S ͓m͔ is the centroid height of the metal layer and C S ͓m Ϫ2 ͔ is the column abundance. In Eq. ͑29͒ the signal-to-noise ratio has been expressed as the product of a term that depends on lidar engineering factors such as system efficiency, laser power, and telescope aperture area and another term that depends natural factors such as laser wavelength, atmospheric transmittance, species cross section, and species abundance. Tables 6 -10 summarize the measured parameters of the mesospheric Na, Fe, K, Ca, and Ca ϩ layers. Table 11 lists the two-way atmospheric transmittance at each resonance wavelength for zenith observations at sea level. The values correspond to a clear atmosphere where aerosol attenuation is negligible. They were derived from the LOWTRAN atmospheric transmission code developed by the U.S. Air Force. 38 To compare the performances of the different fluorescence lidars, we assume that the lidar engineering factors are identical for each lidar. The nighttime signal-tonoise ratio was computed for each species from Eq. ͑29͒ and was normalized to the value for Na:
Na Na C Naͬ . (30) The results are tabulated in Table 12 . Na has a significant advantage ͑12.5 dB or more͒ over the other species. Even so, Fe and K systems have provided excellent low time-resolution data, which are important for characterizing the background temperature structure of the mesopause region. The expected photon count from molecular scattering is also given by Eq. ͑29͒ but with the species cross section replaced by Rayleigh backscatter cross section R and the species density replaced by atmospheric density A ͑z͒:
The product of the Rayleigh cross section and the atmospheric density can be expressed in terms of the atmospheric pressure ͓P͑z͒, in millibars͔ and temperature and the laser wavelength 9 :
R ͑͒ A ͑ z͒ ϭ 3.692 ϫ 10
Ϫ31
P͑ z͒ T͑ z͒ 1 4.0117 . (32) Assuming that the lidar engineering factors are identical and that background noise is negligible at night, the ratio of SNR R at a given altitude for an arbitrary laser wavelength to the value for the commonly used frequency-doubled Nd:YAG laser operating at 532.070 nm is
. (33) The relative Rayleigh signal-to-noise ratios for nighttime observations are tabulated in Table 12 . As expected, systems that employ the shorter wavelengths have the advantage. Among the fluorescence lidars, Fe, Ca, and Ca ϩ achieve the best performance when they are used to make nighttime Rayleigh temperature measurements.
Background noise from scattered sunlight has a significant effect on measurement accuracy during daytime. The expected background photon count per range bin is given by
where T is the optical efficiency of the telescope including detector quantum efficiency, S Sky ͑͒ is the sky's spectral radiance ͓W͞m 2 ͞nm͞sr͔, ⌬ is the optical bandwidth of the receiving telescope ͓nm͔, ⍀ FOV is the solid-angle field of view of the receiving telescope ͓sr͔, and r L is the laser pulse rate ͓s Ϫ1 ͔. The sky's spectral radiance depends on many factors, including the elevation angle of the Sun, the pointing direction of the lidar relative to the Sun, the altitude of the lidar, and the laser wavelength. Whereas the spectral distribution of solar radiation approximates a blackbody at 5900 K, absorption by atomic constituents in the outer atmosphere of the Sun ͑Fraunhofer lines͒ and by molecular constituents in the Earth's atmosphere has a significant influence on the sky's spectral radiance. For the purpose of comparing the daytime performances of the various lidars, we need only to determine the relative sky brightness at the key laser wavelengths.
Mercherikunnel and Duncan 39 tabulated the direct solar spectral irradiance ͓W͞m 2 ͞nm͔ observed at Table Mountain, Calif., at 300 -3000-nm wavelength. The resolution of their instruments was not sufficient to permit them to observe the solar Fraunhofer lines, but the data do provide a good characterization of the solar continuum observed at ground level. The Mercherikunnel-Duncan observations were scaled to the sky's radiance spectrum at 500 nm ͑0.90 W͞m Table 11 for the key laser wavelengths.
Also tabulated in Table 11 are the spectral widths and relative depths of the solar Fraunhofer lines ob- served in the diffuse component of atmospheric scattered sunlight that correspond to the Na, Fe, K, Ca, and Ca ϩ resonance lines. The line depths, as a percentage of the continuum, were determined by use of the high-resolution solar spectra measured at Jungfraujoch, Switzerland, by Delbouille et al. 41 and are available on the Internet ͑http:͞͞mesola.obspm.fr͒͞. These data were obtained by direct observation of the solar disk. The Fraunhofer lines in the diffuse component of the scattered solar radiation are partially filled in by rotational Raman scattering of the bright continuum by atmospheric O 2 and N 2 . This feature is called the Ring effect 42 and is usually characterized as a percent of the continuum. Typical Ring effect intensities vary from 1% to 6% and are dependent on solar zenith angle as well as on surface albedo. 43 Unfortunately, the Ring effect has not been fully characterized for all the metal resonance lines. For this analysis we use a conservative value of 5% for all the Fraunhofer lines associated with the metal resonance wavelengths. This value was added to the line depths derived from the solar spectrum, and the sums are tabulated in Table 11 .
The Fraunhofer linewidths were determined by measurement of the full bandwidth at twice the line depth including the Ring effect. These values are listed in Table 11 . For the Na, Fe, Ca, and Ca ϩ Fraunhofer lines, the full width at twice the line depth is approximately equal to the equivalent rms linewidth that would be obtained by fitting a simple Gaussian absorption line profile to the measured line center radiance and the twice the line depth radiance points. For K, the equivalent rms linewidth is approximately 62% of the value listed. If the optical bandwidth of the receiving telescope is much less than the Fraunhofer linewidth, the sky's spectral radiance is the product of the radiance continuum listed in Table 11 and the depth of the corresponding Fraunhofer line. The values of sky spectral radiance for such a narrowband receiver are listed in column 7 of Table 11 .
The signal-to-noise ratios for daytime operation when the background noise count is significantly larger than the signal count are given by
One computes the relative signal-to-noise ratios by assuming that the engineering factors such as the laser power and pulse rate and the telescope aperture area, field of view, and optical bandwidth are identical for each lidar:
fluorescence lidars,
Rayleigh lidars.
The results are tabulated in Table 13 . They reflect fundamental differences in natural factors such as species abundance, scattering cross section, laser wavelength, atmospheric transmittance, and sky brightness.
Discussion
Among the resonance fluorescence techniques, the Na lidar has the clear performance advantage for both day and night observations. The combination of a large backscatter cross section, relatively large Na abundance, and good atmospheric transmittance yields signal-to-noise ratios that are more than 12 dB larger at night and 18 dB larger during the day than those of any other fluorescence lidar. For applications that require high measurement accuracy and high temporal and spatial resolution, such as the study of gravity wave dynamics and fluxes, Na lidars are the instruments of choice. The technique has been used to study mesospheric instabilities, 7 heat fluxes, 44 atmospheric tides, 11, 12 and long-term temperature variations in the mesopause region. 45 Unfortunately, modern Na wind-temperature lidars are complex sensitive instruments that utilize both solidstate and dye laser technology. The instruments require temperature-controlled, low-vibration environments for their operation, and this restriction has precluded their deployment at remote sites and on mobile platforms such as aircraft and ships. The K temperature lidar was developed by use of a more rugged, injection-seeded alexandrite laser technology. 10 Although the abundance of K is 2 orders of magnitude smaller than that of Na, K systems have been used to make important observations of the background temperature structure of the mesopause region at several sites, 46, 47 including Svalbard ͑78°N͒ in the Norwegian Arctic. 48 However, long integration periods, especially during the day, are required for scientifically useful temperature data to be produced. As a consequence, these systems are best suited for characterizing the background temperature structure and, perhaps, atmospheric tides.
The three-frequency narrowband Fe lidar has a performance advantage over the K lidar of 5 dB at night and of more than 20 dB during the day. These systems can be developed by use of the same alexandrite laser technologies employed in the K systems. Because the IR output of the alexandrite laser must be frequency doubled to probe the 372-nm ͑or 386-nm͒ Fe resonance line, there is an additional loss of ϳ3 dB associated with the doubling process. In this case the nighttime performances of the K and Fe lidars differ by only a few decibels. Initial tests of this concept were conducted recently with the 386-nm Fe resonance line. 18 This line has a 40% smaller cross section, and the IR fundamental is farther from the peak of the alexandrite gain curve than for the 372-nm line. Consequently, systems based on the 372-nm line would have a 4 -5 dB performance advantage.
The performance of the Fe Boltzmann lidar is comparable with that of the three-frequency Fe lidar at night but suffers a 9-dB performance penalty during the day. Although this system has been used to acquire scientifically important data during both day and night and from research aircraft, 13, 25 practical systems require two lasers and two receiving systems, which contribute to cost and complexity. Because the robust alexandrite ring laser technology that has been developed for K temperature lidars 10, 17 can also be used for Fe, the three-frequency Fe technique appears to have a significant advantage. Fe systems also exhibit superb performance as Rayleigh lidars, especially during the day. 13, 49 The short wavelength in the near UV enhances the molecular backscattered signal, and the strong Fraunhofer line significantly reduces the background noise from scattered sunlight during the day. Ca and Ca ϩ lidars could be developed to measure middle-atmosphere temperatures by use of a combination of the Rayleigh and three-frequency techniques. However, these systems would have no performance or technology advantages over Fe systems. Because Ca ϩ densities are typically small and highly variable, systems based on this species cannot reliably provide the long-term measurements that are required for characterizing tides and the background temperature structure.
The performance comparisons tabulated in Tables  12 and 13 assume that the laser power levels, telescope aperture areas, and system efficiencies are the same for each species. Currently, laser power levels vary from approximately 1 to 2 W for Na systems that employ dye lasers and amplifiers, 5 to 10 W for Fe and K lidars that employ alexandrite lasers, to 10 to 40 W or more for the frequency-doubled and -tripled Nd: YAG lasers employed in modern Rayleigh lidars. Photomultiplier tube quantum efficiencies also vary from ϳ30% for Fe systems to ϳ15% for K, although it is possible to use photon-counting avalanche photodiodes, with quantum efficiencies approaching 70%, for some applications in the near IR. 50 Narrowband Faraday filters, with bandwidths that are comparable with the fluorescence linewidth, have been developed for daytime Na and K observations. 50 These filters cannot easily be developed for the other species, so daytime receivers for Fe, Ca, and Ca ϩ must employ stabilized Fabry-Perot etalons for rejection of background noise. All these factors influence measurement accuracy and will alter the comparisons of performance among actual systems.
In summary, routine measurements of middleatmosphere temperature profiles are now possible during the night with a variety of resonance fluorescence and Rayleigh lidar techniques. Rugged instruments have been fielded in research aircraft and deployed to remote sites in both the Arctic and the Antarctic. The three-frequency fluorescence technique utilizes technology that is mature and robust. Well-designed systems are capable of performing within a few decibels of the theoretical limits for both temperature and wind observations. Future developments will focus on extending routine observations into the daytime, simplifying the laser technology, and making it more rugged. Because of their superb performance as Rayleigh lidars, three-frequency Fe systems are likely to receive increasing attention because they have the potential for providing excellent temperature data during both day and night throughout the middle atmosphere from ϳ25 to 110 km or more.
Appendix A
For an ideal receiver that measures the precise frequency of each detected photon, the maximumlikelihood estimates of the Doppler shift ͑V R ͒͞ and thermal broadening ͑ D 2 ϭ ␥T͒ are the values that maximize the probability of observing the measured photon frequencies. Assume that the ideal receiver detects N photons with frequencies f 1 , f 2 , f 3 . . . f N . The photon frequencies are identically distributed independent random variables. In the absence of background noise the probability distribution of the photon frequencies equals the normalized fluorescence spectrum 51 :
where S͑ f ͒ is given by Eq. ͑1͒. The probability of observing these frequencies, given V R and T, is
Maximizing Eq. ͑A2͒ is equivalent to maximizing the logarithm of Eq. ͑A2͒ such that the likelihood function is defined by
This likelihood function is maximized when
where ␥ is defined in Eqs. ͑2͒. Notice that the velocity is related to the sample mean frequency, whereas the temperature is related to the sample frequency variance. The maximum-likelihood estimators given by Eqs. ͑A4͒ are unbiased statistics for velocity and temperature. The mean-square errors depend on the statistical fluctuations in the measured photon frequencies. For a Gaussian line shape the errors are
When the fluorescence line shape is Gaussian, measuring the photon frequencies is equivalent to sampling a Gaussian distributed random variable ͓Eq. ͑A1͔͒ to determine the mean and the variance of the distribution. For Gaussian random variables the maximum-likelihood estimates of the mean and the variance of the distribution are also the minimum mean-square-error estimators, so Eqs. ͑A5͒ represent the theoretical minimum errors that can be achieved.
Alternatively, a narrowband laser could be scanned over the whole fluorescence line and the backscattered photon counts recorded as a function of the laser frequency. Temperature and wind can be inferred by fitting of a model spectrum to the data. 10 To analyze the error performance of this approach we assume that the laser linewidth is negligible compared with the fluorescence linewidth and that the scanning range ⌬f scan ϭ ␣ scan D ϭ ␣ scan ͌ ␥T encompasses the full fluorescence line ͑i.e., that ␣ scan is large and ⌬f scan is typically much larger than frequency shift ⌬f employed with the three-frequency technique͒. Measurements are made at K different, uniformly distributed frequencies that are centered about the fluorescence line. Frequency increment ⌬f scan ͞K is comparable to or larger than the laser linewidth. The detected signals are collected as a function of the probing frequency. Let n i ϩ b i denote the signal and background noise count in the ith frequency bin, where the average signal count is given by
The mean background noise is subtracted from each bin, and the resultant data are normalized by the Rayleigh signal level at a lower altitude. The temperature is then inferred from the normalized counts. We assume for simplicity that the Rayleigh count is large and is identical for each frequency bin such that the temperature is inferred from the data n i ϩ ⌬b i , where ⌬b i ϭ b i Ϫ b i is the uncertainty in the background noise in the ith frequency bin and b i is the average background noise count.
A purely Gaussian line shape is uniquely determined by three parameters: linewidth D , center frequency f S , and amplitude or area of the fluorescence line N T . Fitting a Gaussian line shape to the measured photon counts is statistically equivalent to computing sample mean-square linewidth D 2 , sam-ple centroid frequency f S , and sample total photon count N T :
One can easily determine the temperature error
from these equations by noting that the signal and background noise counts are Poisson distributed random variables. It is convenient to express the temperature error in terms of the equivalent signal and background noise that would be achieved if the laser were tuned all the time to the peak of the fluorescence spectrum at frequency f S :
We assume that the mean background noise is the same for each frequency bin because the receiver is not tuned. The rms temperature error for the frequency-scanning technique is given by 
where in both cases ␣ scan ϭ ⌬f scan ͞ D ,
and N B Ͻ Ͻ N S at night. The error performance of the scanning technique depends critically on the parameter ␣ scan . The analysis assumes that the scan encompasses the majority of the fluorescence line. If ␣ scan ϭ 6, the signal level at the extreme ranges of the scan in the wings of the spectrum at f ϭ f S Ϯ 3 D is 1.1% of the signal at the peak of the fluorescence line, so error formulas given by relations ͑A11͒ and ͑A12͒ should apply. In this case, compared with the optimized three-frequency technique, the frequency-scanning technique has a 1.7-dB performance penalty at night and a 13-dB penalty during the day.
The author thanks Xinzhao Chu and Alan Liu for their constructive comments and for their help preparing the figures and tables. This study was supported in part by the National Science Foundation.
