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Abstract
This paper proposes a notion of time complexity in splicing systems. The time complexity of a splicing system at length n
is defined to be the smallest integer t such that all the words of the system having length n are produced within t rounds. For a
function t from the set of natural numbers to itself, the class of languages with splicing system time complexity t (n) is denoted by
SPLTIME[ f (n)]. This paper presents fundamental properties of SPLTIME and explores its relation to classes based on standard
computational models, both in terms of upper bounds and in terms of lower bounds. As to upper bounds, it is shown that for any
function t (n)SPLTIME[t (n)] is included in 1-NSPACE[t (n)]; i.e., the class of languages accepted by a t (n)-space-bounded non-
deterministic Turing machine with one-way input head. Expanding on this result, it is shown that 1-NSPACE[t (n)] is characterized
in terms of splicing systems: it is the class of languages accepted by a t (n)-space uniform family of extended splicing systems
having production time O(t (n)) with the additional property that each finite automaton appearing in the family of splicing systems
has at most a constant number of states.
As to lower bounds, it is shown that for all functions t (n) ≥ log n, all languages accepted by a pushdown automaton with
maximal stack height t (|x |) for a word x are in SPLTIME[t (n)]. From this result, it follows that the regular languages are in
SPLTIME[O(log n)] and that the context-free languages are in SPLTIME[O(n)].
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1. Introduction
The splicing system [5] is a computational model that is inspired by the DNA recombination process consisting
of splicing and reassembling. Intuitively speaking, a splicing system produces words by cutting two words into two
parts and then swapping their second parts. More formally, the action of a splicing system is described using a set of
rewriting rules, each of which is specified by a quadruple of patterns (pi1, pi2, σ1, σ2) as follows:
(*) From a word w = w1w2 such that w1 ends with the pattern pi1 and w2 starts with the pattern pi2 and a word
z = z1z2 such that z1 ends with a pattern σ1 and z2 starts with a pattern σ2, you can create words w1z2 and
z1w2.
∗ Corresponding author. Tel.: +34 653527764.
E-mail addresses: remcogerard.loos@urv.cat (R. Loos), ogihara@cs.rochester.edu (M. Ogihara).
0304-3975/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2007.06.010
R. Loos, M. Ogihara / Theoretical Computer Science 386 (2007) 132–150 133
In a splicing system word production is applied to an initial collection of words. Then, each rule that is applicable
to each pair of words in the set is individually applied and then each member of the resulting word pair is added to
the collection, if it is not already in the set. This production is repeated indefinitely, and the language defined by the
system is this collection at infinity. This system is well defined since the process does not involve deletion.1 We can
naturally view that a splicing system produces its language in rounds, and a formal definition of a splicing system uses
this view.
The complexity of a splicing system can be studied in terms of the complexity of the initial set and the complexity
of the rules in the Chomsky Hierarchy. The complexity of splicing systems has been well studied in this regard (see,
e.g., [3,14–17]). In particular, it is known [14] that the extended splicing system (i.e., its language is defined over a
terminal alphabet) with a finite initial language and with rules whose patterns are specified using regular expressions
is universal (i.e., as powerful as the recursively enumerable) and that this system with the set of rules restricted to be
finite is regular [3,17]. For non-extended splicing systems no such precise characterization is known, despite recent
advances in this direction (see, e.g., [1]).
The universality of the extended system with a finite set of rules states that the model is equivalent to other standard
abstract computation models, such as Turing machines and random access machines. Since these standard models are
used to define computational complexity by introducing the concept of resources, one may wonder whether there
exists a natural concept of computational resources in the extended splicing system and what complexity classes are
defined in terms of the resource concept.
Surprisingly, although these questions sound quite natural, and indeed for other models of DNA computing similar
questions have been addressed before [11,12,18], this paper is the first one to address the questions with respect to
splicing systems. To address the questions we introduce here a notion of computational complexity in the splicing
model. Since the words in a language are thought of as being produced in rounds, our proposal is to consider the
minimum number of rounds that it takes for the system to produce the word as the complexity of the word with respect
to the system. The complexity of the language produced by the system at length n is then defined to be the maximum
of the time complexity of the word with respect to the system for all members of the language having length n. This
time complexity concept is reminiscent of the derivational complexity of grammars [2,4], where the complexity of a
word with respect to a grammar is defined to be the smallest number of derivational steps for producing the word with
respect to the grammar. Although the derivational complexity uses the number of operational steps as a measure, it
is fundamentally different from our notion of time complexity because splicing is applied to two words and the two
input words for splicing can be produced asynchronously in preceding steps.
Formally speaking, the time complexity of a splicing system is given as follows. Let Γ be a splicing system over an
alphabet Σ such that regular languages define its pattern quadruples for splicing rules (we say that Γ has a regular set
of rules). For a word w ∈ Σ ∗, let SplicingTimeΓ (w) denote the smallest number of rounds in which Γ produces w.
For w not produced by Γ , let this quantity be 0. For a function t from the set of natural numbers to itself, we say that
Γ has time complexity t (n) if for allw ∈ Σ ∗, SplicingTimeΓ (w) ≤ t (|w|). We define SPLTIME[t (n)] to be the set of
all languages produced by some extended splicing system with a finite initial language and with a regular set of rules
with time complexity t (n), and then, for a class of functions F , we define SPLTIME[F] = ∪t∈FSPLTIME[t (n)].
In this paper we explore the properties of the proposed notion of time complexity. Based on the aforementioned
universality result we will stick to the model with a finite initial set and with a regular set of rules. It is easy to see that
if the language L(Γ ) of Γ is infinite then the time complexity of L with respect to Γ is not o(log n). This is because
the initial set is finite and the length of the longest word produced by Γ increases by a factor of at most 2 at each
round. Using the above notation, this result expressed as SPLTIME[o(log n)] is equal to the set of all finite sets.
The threshold of log n on the time function is critical. One can easily build an extended splicing system for a regular
language a+ with time complexity Θ(log n). In fact, it is not difficult to see that every regular language has extended
splicing system with time complexity O(log n); that is, REG ⊆ SPLTIME[O(log n)]. We actually show that when
the set of rules is restricted to be finite, then REG = SPLTIME[O(log n)] = SPLTIME[O(T (n))] for all functions
T (n) ∈ Ω(log n).
We will thus explore the extended splicing system with a regular set of rules with time bound in Ω(log n).
In this paper we obtain an upper bound and a lower bound of SPLTIME[t (n)] for t (n) ∈ Ω(log n). First, the
1 In [9,10] alternative models are considered, called non-preserving splicing systems, in which words are not necessarily maintained in the next
step. Here we stick to the traditional model.
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languages produced by extended splicing systems with time complexity t (n) are accepted by t (n)-space-bounded
non-deterministic Turing machines with one-way input head; i.e., SPLTIME(t (n)) ⊆ 1-NSPACE[t (n)]. From this
general result, it follows that SPLTIME[O(log n)] ⊆ 1-NL, i.e., the languages that are accepted by logarithmic space-
bounded non-deterministic Turing machines with one-way input head.
Exploring this result further, we show that 1-NSPACE[t (n)] is captured in terms of extended splicing systems: a
language L belongs to 1-NSPACE[t (n)] if and only if there exists a t (n)-space uniform family of splicing systems
{Γn}n≥0 such that for each n, the length-n portion of L is produced by Γn in O(t (n)) rounds and the number of states
of each automaton appearing in Γn is bounded by a constant not depending on n.
As to a lower bound, we show that for all t (n) ∈ Ω(log n), SPLTIME[t (n)] contains all languages accepted by
a pushdown automaton M with maximal stack height f (|x |) for a word x in L(M). From this result it follows that
CFL ⊆ SPLTIME[O(n)].
This paper is organized as follows: Section 2 formally defines the splicing computation model. Section 3 defines
the time complexity of splicing systems and shows some fundamental results, including some basic results about
O(log n) time-bounded splicing systems. Sections 4 and 5 prove connections of the time-bounded splicing systems
to one-way non-deterministic space-bounded computation and pushdown automata, respectively. Finally, Section 6
summarizes the work presented in the paper and presents further research issues.
2. Basic definitions and notations
We assume the reader’s familiarity with the basic concepts in complexity classes and formal language theory. Good
references to these are respectively [7] and [13].
A splicing rule over an alphabet V is a word of the form u1#u2$v1#v2 such that u1, u2, v1, and v2 are in V ∗ and
such that $ and # are two symbols not in V .
For a splicing rule r = u1#u2$v1#v2 and for x, y, w, z ∈ V ∗, we say that r produces (w, z) from (x, y), denoted
by (x, y) `r (w, z), if there exist some x1, x2, y1, y2 ∈ V ∗ such that x = x1u1u2x2, y = y1v1v2y2, z = x1u1v2y2,
and w = y1v1u2x2.
We simplify the notation by viewing (x, y) and (w, z) as unordered pairs and write (x, y) `r (w, z) and
(x, y) `r (z, w) interchangeably.
A splicing scheme is a pair (V, R), where V is a finite alphabet and R ⊆ V ∗#V ∗$V ∗#V ∗ is a finite (possibly
infinite but finitely represented) set of splicing rules. For a splicing scheme h = (V, R) and for a language L ⊆ V ∗,
define
σR(L) = {z, w ∈ V ∗ | (∃u, v ∈ L , r ∈ R)[(u, v) `r (z, w)]}. (1)
Given a splicing scheme h = (V, R) and an initial language L , the splicing language σ ∗R(L) is defined as follows.
σ 0R(L) = L , (2)
σ i+1R (L) = σ iR(L) ∪ σR(σ iR(L)), i ≥ 0, (3)
σ ∗R(L) =
⋃
i≥0
σ iR(L). (4)
In the following, we omit the subscript R if the omission will not cause confusion.
We consider two types for the set R of splicing rules. One is the finite set and the other is the regular language. The
definition when R is regular can be given as follows.
Definition 1. A set of rules R is regular if there exist some m ≥ 1 and m quadruples of regular languages
(Ai , Bi ,Ci , Di ), 1 ≤ i ≤ m, such that R = ∪1≤i≤m{ai#bi$ci#di | ai ∈ Ai , bi ∈ Bi , ci ∈ Ci , di ∈ Di }.
Since each regular language appearing in R can be represented by a finite automaton, R can be actually viewed
as a finite collection of finite automaton quadruples. In our proofs, we will take this view. Also, any such quadruple
r = (A, B,C, D) appearing in R can be extended as follows. From A we construct a finite automaton A′ accepting
Σ ∗L(A). We perform the same modification to C to obtain C ′. For B and D, we modify them so that they accept
L(B)Σ ∗ and L(D)Σ ∗, respectively, obtaining B ′ and D′. These changes simplify the action of splicing rules by
allowing to divide an input word to a splicing operation into two parts, not four parts. Specifically, we can assume
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that the modified quadruple (A′, B ′,C ′, D′) operates on two words u = u1u2 and v = v1v2 such that u1 ∈ L(A),
u2 ∈ L(B), u3 ∈ L(C), and u4 ∈ L(D) and produces u1v2 and v1u2. We assume that each quadruple in R has
undergone such changes. Clearly, the language produced with the modified rules is identical to L .
Note that if (A, B,C, D) is a quadruple in R, then adding (C, D, A, B) to R does not change the language L ,
because the new quadruple simply swaps the order of two words appearing on each side in the specification of a
splicing operation. We thus assume that the rule set R has the property that if (A, B,C, D) appears in R then so does
(C, D, A, B). Then, given a quadruple r = (A, B,C, D) in R and given an application of r , (u, v) `r (x, y), we
designate x as the “primary result” and y as the “secondary result” of r , and write
r(u, v) → x
to mean that x is the primary result of an legitimate application of r to pair (u, v).
Now we are ready to define splicing systems.
Definition 2. A splicing system is a triple Γ = (V, I, R) such that (V, R) is a splicing scheme and I ⊆ V ∗ is the
initial language. The language generated by Γ , denoted by L(Γ ), is σ ∗R(I ).
We say that a splicing system is finite if it consists of a finite set of rules and a finite initial language, i.e., both I and
R are finite sets. This is the model considered in the seminal paper of Head [5] that established the theory of splicing
systems. It is shown [3,17] that finite splicing systems generate only regular languages.
Definition 3. An extended splicing system is a quadruple Γ = (V,Σ , I, R) such that Γ ′ = (V, I, R) is a splicing
system. The language produced by Γ , denoted by L(Γ ), is Σ ∗ ∩ L(Γ ′).
It is known that extended systems with a finite initial set and a regular set of rules are “universal” [14]. Because
of this first universality result, extended splicing systems with a finite initial language and a regular set of rules can
be considered to be the “standard” universal splicing system, and this is the model we will consider in this paper.
Indeed, many well-studied computational models having universal power can be straightforwardly simulated with
these systems, with at most a constant slowdown (see Chapter 8 of [16] for an overview).2
3. Time complexity for splicing systems
Let Γ = (V,Σ , I, R) be an extended splicing system. For each w ∈ V ∗, define
SplicingTimeΓ (w) =
{
min{i | w ∈ σ iR(I )} if w ∈ σ ∗R(I )
0 otherwise.
Let N denote the set of all natural numbers.
Definition 4. Let T (n) be a monotonically non-decreasing function from N to itself.3 Then we define
SPLTIME[T (n)] to be the set of all languages L for which there exists an extended splicing system with regular
rules Γ = (V,Σ , I, R) such that for all w ∈ L , it holds that SplicingTimeΓ (w) ≤ T (|w|).
Definition 5. For a class C of functions from N to itself, define
SPLTIME[C] = ∪T (n)∈CSPLTIME[T (n)].
A simple observation here is that for any extended splicing system Γ = (V,Σ , I, R), at any step i , the length of
the longest word in σ iΓ (I ) is at most twice that in σ
i−1
Γ (I ). This implies that the length is at most 2
i times the longest
word in I . Thus, we have:
Proposition 6. SPLTIME[o(log n)] contains no infinite languages.
2 Such straightforward constant slowdown simulation results do not appear to hold for the non-preserving systems in [9,10].
3 One might ask what functions are appropriate for time bounds of splicing systems. Although we believe that this is an interesting question
that can be the subject of intense investigation, we set the goal of this paper to introducing the concept of time complexity in splicing systems and
obtaining results that connect the word production in splicing systems to the standard computational models in the most generic forms. For this
reason we do not put any restriction on T (n) here.
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The following proposition is trivial.
Proposition 7. For all monotonically non-decreasing functions T1(n) and T2(n) such that for all n ≥ 0, T1(n) ≤
T2(n), we have
SPLTIME[T1(n)] ⊆ SPLTIME[T2(n)].
Due to Proposition 6 a time complexity function T (n) is meaningful for extended splicing systems if T (n) ∈
Ω(log n). Thus, the smallest splicing time complexity class is SPLTIME[O(log n)]. Here we show some fundamental
results about this class.
First, it is not hard to see that the regular language a+ belongs to SPLTIME[O(log n)] via the following unextended
system Γ = (V, I, R):
V = {a}, I = {a}, and R = {a#λ$λ#a}.
This splicing system generates {λ, a, aa} in the first step, {λ, a, aa, a3, a4} in the second and in general σ iΓ (I ) =
{ax | 0 ≤ x ≤ 2i }.
Actually, it is not very difficult to show that every regular language belongs to this class.
Theorem 8. REG ⊆ SPLTIME[O(log n)].
Proof. Let L be an arbitrary regular language. If L is finite, an unextended system whose initial language is L and
whose rule set is empty produces L in no rounds, and so L ∈ SPLTIME[O(log n)].
Suppose that L is an infinite regular language. We will construct an extended finite splicing system Γ =
(V,Σ , I, R) witnessing that L ∈ SPLTIME[O(log n)]. Let M = (Q,Σ , δ, q0, F) be a non-deterministic finite
automaton accepting L , where Q is the set of states, Σ the input alphabet, q0 the initial state, F the set of final states,
and δ the transition function. We assume without loss of generality that M has no λ-transitions. We construct Γ as
follows:
• V = Σ ∪ Q ∪ {Z}, where Z is a new symbol not in Σ ∪ Q.
• I = {Z} ∪ {qiaq j | qi , q j ∈ Q, a ∈ Σ , δ(qi , a) = q j }.
• R consists of the following rules:
. a#q$q#b for all q ∈ Q, a, b ∈ Σ ,
. q0#λ$λ#Z ,
. λ#q f $Z#λ for all q f ∈ F .
The initial language I contains all the words of the form qiaq j such that M makes a transition from qi to q j on a.
Thus, I is the set of all valid paths of length 1. The rules of the form a#q$q#b connect two paths sharing the same
state in the middle. The last two rules eliminate the initial state appearing at the beginning and the final state appearing
at the end. The strings of the form qq cannot give any string over Σ , except λ when q0 = q f for some q f ∈ F , in
which case we want to have λ in our language.
Production of a word w in L can be in a divide-and-conquer fashion: split w into halves, separately produce them
with the corresponding states at each end, and connect them. Thus, the time that it takes to produce a word having
length n is dlog(n + 1)e + 2 (the additive term of 2 is for eliminating the initial and accept states after producing a
word of the form q0wq f such that q f ∈ F). Thus, L ∈ SPLTIME[O(log n)]. This proves the theorem. 
Note that the set of rules in the above construction is finite. The class of languages generated by extended splicing
systems with a finite set of rules is known to be equal to the set of all regular languages ([15], see also [16]).
Corollary 9. Let F be an arbitrary class of monotonically non-decreasing functions from N to itself such that
F ⊇ O(log n). If the set of rules is restricted to be finite, then REG = SPLTIME[O(log n)] = SPLTIME[F].
Theorem 10. Let T (n) be an arbitrary monotonically non-decreasing function such that T (n) ∈ Ω(log n). Then the
class SPLTIME[O(T (n))] is closed under concatenation, star-operation, and union.
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Proof. Let L1 and L2 be languages in SPLTIME[O(T (n))]. For each i ∈ {1, 2}, suppose that L i ∈ SPLTIME[T (n)]
is witnessed by a regular extended splicing system Hi = (Vi ,Σi , Ii , Ri ); i.e., there is a constant ci such that for all
w ∈ L i it holds that SplicingTimeHi (w) ≤ ciT (|w|). Without loss of generality, assume that there is no common
non-terminal in H1 and H2, that is, (V1−Σ1)∩ (V2−Σ2) = ∅. To prove the theorem it suffices to show that L1 ∪ L2,
L1L2, and (L1)∗ each belongs to SPLTIME[O(T (n))].
To show that L1 ∪ L2 ∈ SPLTIME[O(T (n))], for each i ∈ {1, 2}, do the following:
• Construct V ′i by adding to Vi three new non-terminals αi , βi , and γi . Here the new non-terminals for H1 are
different from those for H2.
• For each finite automaton quadruple Q = (φ1, φ2, φ3, φ4) in Ri , create a new quadruple (φ′1, φ′2, φ′3, φ′4) such that
. φ′1 is a finite automaton accepting {αiuw | u ∈ V ∗i and w ∈ L(φ1)},
. φ′2 is a finite automaton accepting {wuβi | u ∈ V ∗i and w ∈ L(φ2)},
. φ′3 is a finite automaton accepting {αiuw | u ∈ V ∗i and w ∈ L(φ3)}, and
. φ′4 is a finite automaton accepting {wuβi | u ∈ V ∗i and w ∈ L(φ4)}.
Let R′i be the set of rules obtained as the collection of all the quadruples thus produced.• Set I ′i to {γi } ∪ {αiwβi | w ∈ Ii }.
For each i ∈ {1, 2}, the rules R′i act as Ri , except that every word produced by the rules is the one produced by Hi
with the corresponding sequence of splicing operations with an αi at the beginning and a βi at the end. Thus, for each
i ∈ {1, 2}, for each w ∈ V ∗i , and for each integer r , Hi produces w at round r if and only if (V ′i ,Σi , I ′i , R′i ) produces
αiwβi at round r . For each i ∈ {1, 2}, construct R′′i by adding two rules to R′i :
αiΣ ∗#βi$γi#λ and αi#λ$λ#γi .
The former has the role of eliminating βi from a word of the form αiuβi such that u ∈ Σ ∗, while the latter has the
role of dropping from any word beginning with an αi the first symbol αi . Then, for each i ∈ {1, 2}, (V ′i ,Σ , I ′i , R′′i )
produces L i with the property that every word produced by Hi is produced by the new system with exactly two
additional rounds. Now define
Γ = (V ′1 ∪ V ′2,Σ , I ′1 ∪ I ′2, R′′1 ∪ R′′2 ).
Then L(Γ ) = L1 ∪ L2, and for all w ∈ L1 ∪ L2,
SplicingTimeΓ (w) ≤ min{SplicingTimeH1(w),SplicingTimeH2(w)} + 2
≤ min{c1, c2}T (|w|)+ 2.
Thus, L1 ∪ L2 ∈ SPLTIME[O(T (n))].
To show that L1L2 ∈ SPLTIME[O(T (n))], construct Γ ′ from Γ in the above by replacing the rules αiΣ ∗#βi$γi#λ
and αi#λ$λ#γi by three rules:
α1Σ ∗#β1$α2#(V2)∗β2, α1Σ ∗#β2$γ1#λ, and α1#λ$λ#γ1.
The first has the role of splicing any two words of the form α1uβ1 and α2vβ2 such that u, v ∈ Σ ∗ to produce α1uvβ2,
the second has the role of eliminating β2 from a word of the form α1uβ2 such that u ∈ Σ ∗, and the last has the role of
dropping α1 at the beginning of any word. (N.B. The non-terminal γ2 will never be used.) Then, L(Γ ′) = L1L2. For
each word w of the form w1w2 such that w1 ∈ L1 and w2 ∈ L2,
SplicingTimeΓ ′(w) = max{SplicingTimeH ′1(w1),SplicingTimeH ′2(w2))} + 3
≤ max{c1T (|w1|), c2T (|w2|)} + 3.
Since T (n) is monotonically non-decreasing, the last term is at most
max{c1, c2}T (|w|)+ 3.
Thus, L1L2 ∈ SPLTIME[O(T (n))].
To show that (L1)∗ ∈ SPLTIME[O(T (n))], construct from (V ′1,Σ1, I ′1, R′′1 ) a new extended splicing system Γ ′′
by adding one rule:
α1V ∗#β1$α1#V ∗β1.
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This has the effect of splicing any two words of the form α1uβ1 and α1vβ1 such that u, v ∈ Σ ∗ to produce α1uvβ1.
It is not hard to see that L(Γ ′′) = (L1)∗. Let w be an arbitrary word in (L1)∗ that can be decomposed into w1 · · ·wk
such that w1, . . . , wk are in L1. Then,
SplicingTimeΓ ′′(w) ≤ max{SplicingTimeH1(wi ) | 1 ≤ i ≤ k} + dlog ke + 2.
For each i , 1 ≤ i ≤ k, SplicingTimeH1(wi ) ≤ c1T (|wi |) and |wi | ≤ |w|. Also, we have k ≤ |w|. Thus,
SplicingTimeΓ ′′(w) ≤ c1T (|w|)+ dlog ne + 2.
Since T (n) ∈ Ω(log n), the right-hand side of the inequality is O(T (n)). Thus, we have (L1)∗ ∈
SPLTIME[O(T (n))]. 
We note here that it is unknown whether SPLTIME[O(T (n))] is closed under intersection or under
complementation.
4. Splicing systems versus one-way non-deterministic space-bounded computation
In this section we consider an upper bound of splicing time complexity classes. The difficulty here is that, although
the extended splicing system is universal, there does not appear to exist any immediate connection between the running
time of a Turing machine and the number of production rounds required by the splicing system that produces the
language recognized by the Turing machine.
4.1. Straightforward upper bounds on the complexity of extended splicing systems
A straightforward method for checking the membership of a word w in a language L in SPLTIME[T (n)] would
be to simulate the splicing system for at most T (|w|) rounds while keeping the collection of the words that have been
produced and then check whetherw appears in the final collection. Though correct, the space needed for this algorithm
can increase rapidly. Let H be an extended splicing system. Let a be the number of finite automaton quadruples of
H , let k be the length of the longest word in the initial word set, and let d be the cardinality of the initial word set.
Suppose that this straightforward algorithm is applied to H . For each i ≥ 0, let si be the cardinality of the collection
immediately after the i th round and let `i be the length of the longest word in the collection si . We have s0 = d and
`i = k. Since any pair of words can be spliced with respect to any one of the automaton quadruples at any position on
either component of the pair, we have for all i ≥ 1,
si ≤ si−1 + 2(si−1)2a(`i−1 + 1)2
and `i ≤ 2`i−1. Thus, we have `i ≤ k2i and si ≤ ab2i for some b. This gives rise to a doubly-exponential (!) space
upper bound:
Proposition 11. For all monotonically non-decreasing functions T (n),
SPLTIME[T (n)] ⊆ ∪c>0SPACE[c2T (n) ].
This upper bound is, not surprisingly, very naive. By guessing the “components” of the splicing operations that are
conducted to produce a word w, we can reduce the upper bound to a non-deterministic exponential time.
Theorem 12. For all monotonically non-decreasing functions T (n),
SPLTIME[T (n)] ⊆ ∪c>0NTIME[cT (n)].
Proof. Let L ∈ SPLTIME[T (n)] be witnessed by an extended splicing system Γ = (V,Σ , I, R). Let d be the length
of the longest word in I . For all natural numbers i ≥ 0, and for all w ∈ V ∗ such that SplicingTimeΓ (w) ≤ i ,
|w| ≤ d2i . Also, for all positive integers i and for all w ∈ V ∗, SplicingTimeΓ (w) ≤ i if and only if either
• w ∈ SplicingTimeΓ (w) ≤ i − 1 or
• there exist x, y, z ∈ V ∗ and a rule r ∈ R such that SplicingTimeΓ (u) ≤ i − 1, SplicingTimeΓ (v) ≤ i − 1, and
(u, v) `r (z, w) (recall that we use (u, v) `r (z, w) and (u, v) `r (w, z) interchangeably).
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Consider the following non-deterministic algorithm Q that takes as input an integer i ≥ 0 and a word w ∈ V ∗ and
tests whether w is produced by Γ within i rounds.
Step 1 If i = 0, return 1 if w ∈ I and 0 otherwise.
Step 2 Non-deterministically select u, v ∈ V ∗ having length at most d2i−1, z ∈ V ∗ having length at most d2i , and
a finite automaton quadruple r ∈ R.
Step 3 Test whether (u, v) `r (z, w) by exhaustively examining all possible positions for aligning the finite
automata on u and v. If (u, v) `r (z, w) does not hold, return 0.
Step 4 Make two recursive calls, Q(i − 1, u) and Q(i − 1, v). Both return with 1 as the value, return 1; otherwise,
return 0.
It is not difficult to see that this non-deterministic algorithm works correctly. The total number of recursive calls
to Q on input (i, w) is at most 2 + 22 + · · · + 2i < 2i+1; the running time for the algorithm excluding the time
spent on recursive calls is bounded by the polynomial in d2i on input (i, w). Thus, the total running time is O(ci )
for some constant c > 0. Now, to test whether w ∈ L , we have to only execute Q(T (|w|), w). This implies, that
L ∈ NTIME[cT (n)]. This proves the theorem. 
From the above theorem, we immediately have the following corollary.
Corollary 13. SPLTIME[O(log n)] ⊆ NP.
4.2. Bounding the complexity of extended splicing systems in terms of one-way non-deterministic space-bounded
computation
The idea of non-deterministic verification shown in the above can be further explored to tighten the upper bound.
For a function T (n) from N to N, 1-NSPACE[T (n)] is the set of all languages accepted by a T (n)-space-bounded
non-deterministic Turing machine with one-way input tape [6]. We stipulate that, in the one-way non-deterministic
space-bounded Turing machine model, since the input head moves from left to right only, the usable amount of space
must be communicated to the machine prior to computation. For a T (n)-space-bounded machine in this model, this
communication is accomplished by assuming that on input of length n on each work-tape a blank word of length T (n)
is written flanked by end markers with the initial position of the head being at the symbol immediately to the right of
the left end marker and that the head never goes beyond the end markers.
In addition, as is standard in the space-bounded computation under the Turing model, we assume that each space-
bound T (n) is fully-space constructible in the following sense: There exists a deterministic Turing machine M such
that on each input x , M on x uses exactly the first T (|x |) of the work-tape cells. Note that as long as T (n) is
monotonically non-decreasing and in Ω(log n), the machine M can be modified so that its input head is one-way
and does not move backwards: Maintain in binary the number m of input symbols that has been scanned so far; while
the end of input is yet to be reached, move the input head by one cell, increment the counter, and then simulate the
action of M to scan exactly T (m) cells. Unfortunately, when T (n) is in o(n), the fully space-constructibility with
one-way input head does not seem strong enough to eliminate the requirement that the allowable space of size T (n)
should be marked at the beginning of computation in the one-way space-bounded computation for the following
reason: Suppose that the programs of a one-way non-deterministic T (n)-space-bounded machine R and of a one-way
deterministic machine M that fully space-constructs T (n) are concurrently executed on an input of length n. For each
m, 0 ≤ m ≤ n, let sR(m) be the number of work-tape cells that has been scanned by R when the first m symbols of
the input have been scanned, and let sM (m) be the number for M . Since the space of size T (n) is being constructed, a
natural method for ensuring that R will use no more than T (n)-space would be to require that sR(m) ≤ sM (m) for all
m, but this seems a too stringent assumption to make for functions T (n) in o(n). When T (n) is in Ω(n), the one-way
input-head restriction is superfluous because there is enough space in the work-tape to hold a full copy of the input.
Among the many 1-NSPACE classes of particular interest to us is 1-NL, which is ∪c>01-NSPACE[c(log n)].
Hartmanis and Mahaney [6] showed that the reachability problem of topologically sorted directed graph is complete
for 1-NL under the logarithmic-space-bounded many-one reductions.
We show an improved upper bound of 1-NL for SplicingTime.
Theorem 14. SPLTIME[O(log n)] ⊆ 1-NL.
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This theorem is straightforwardly derived from the following more general statement.
Theorem 15. For all monotonically increasing and fully space-constructible functions f (n) ≥ log n, it holds that
SPLTIME[ f (n)] ⊆ 1-NSPACE[ f (n)].
Proof. Let f (n) ≥ log n. Let L be a language in SPLTIME[ f (n)]. Let Γ = (V,Σ , I, R) be an extended splicing
system that witnesses L ∈ SPLTIME[ f (n)].
As before, we regard the set R as a finite collection of finite automaton quadruples, and we assume that all automata
appearing in the rules are extended such that they cover the entire words, as discussed in Section 2.
Let n be an arbitrary natural number. The process in which Γ produces a word in at most f (n) rounds can be
described as a node-labeled, full binary (each non-leaf having two children) tree of height at most f (n) with the
following labeling rules:
• Each leaf is labeled with a word in I .
• Each non-leaf is labeled with a word w ∈ V ∗, a rule r , and two natural numbers i and j .
Each non-leaf represents a splicing operation as follows: Let g be a non-leaf with labels w, r, i, j . Let r =
(A, B,C, D). Let u be the word label of the left child and let v be the word label of the right child. Then u is of
the form u1u2 and v is of the form v1v2 such that
• w = u1v2, |u1| = i , |v1| = j ,
• u1 ∈ L(A), u2 ∈ L(B), v1 ∈ L(C), and v2 ∈ L(D).
Note that given a valid production tree the word label of each non-leaf can be computed from the labels of its proper
descendants. The output of the production tree is the word label of the root.
Using the above notion of production trees, the membership test of any word x ∈ Σ n in L can be done by testing
whether there is a production tree of height at most f (n) whose output is x . Our goal is to design an O( f (n))-space-
bounded one-way non-deterministic algorithm for this task. This is achieved as follows:
• We will design a (fixed) scheme for encoding, as a word over a finite alphabet ∆, the tree structure, the leaf labels
(not necessarily members of I ), and the rule and the splicing positions at each non-leaf.
• We will design an f (n)-space-bounded one-way deterministic algorithm for testing, given a word y ∈ ∆∗, whether
y is in a valid format and if so, in the purported production tree specified by y, whether the word assigned to each
leaf is in the initial language I , and whether the splicing rule specified at each non-leaf can be successfully applied
to the word labels of the children.
• We will design an f (n)-space-bounded one-way deterministic algorithm for testing, given an input x and a word
y ∈ ∆∗ that passes the aforementioned test, whether x is the output of the tree encoded by y.
By combining these three, we will construct an f (n)-space-bounded one-way non-deterministic algorithm for L .
We need some notation. For a node u in a production tree, E(u) denotes the encoding of the subtree rooted at u
and W (u) denotes the word produced at u. The attributes E(u) and W (u) are given so that the letters of W (u) appear
in E(u) in order; that is,
(*) if W (u) = a1 · · · am for some a1, . . . , am ∈ V , then there exist positions k1, . . . , km , 1 ≤ k1 < · · · < km ≤
|E(u)|, such that for all h, 1 ≤ h ≤ m, ah is the symbol of E(u) at position km .
Also, for a non-root u, WL(u) and WR(u) respectively denote the first and the second segments of W (u) when W (u)
is spliced at its parent node.
We introduce a number of new non-terminals. First, we treat each r ∈ R as a non-terminal, introduce a special
non-terminal r0, and then set R0 = R ∪ {r0}. Next, we introduce five non-terminals |(0), |(1), |(2), |(3), and |(4), that act
as delimiters. Finally, we introduce three symbols L , R, and ⊥ for encoding each node by the downward path from
the root to the node. Here L and R respectively represent the left branch and the right branch, and ⊥ is a delimiter
attached at the very end to indicate the termination of the path. For example, the grandchild of the root that is the left
child of the right child of the root is represented by the path RL⊥. For a node u, pi(u) denote the downward path from
the root to u encoded this way. The alphabet ∆ is now defined to be:
V ∪ R0 ∪ {|(0), . . . , |(4)} ∪ {L , R,⊥}.
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The encoding of a production tree over ∆ is constructed recursively as follows.
• Let u be a leaf with w as the word label. Then
E(u) = |(0)pi(u)r0w|(1)pi(u)|(2)pi(u)|(3)pi(u)|(4)pi(u)
and W (u) = w.
• Let u be a non-leaf with r as the rule label. Let y and z be respectively its left and right children. Then
E(u) = |(0)pi(u)re′1|(2)pi(u)e′2|(4)pi(u),
where e′1 is constructed from E(y) by inserting |(1)pi(u) and e′2 is constructed from E(z) by inserting |(3)pi(u).
These insertions are subject to the following rules:
. For every descendant v of y, |(1)pi(u) appears either (after |(0)pi(v) and before |(1)pi(v)) or (after |(2)pi(v) and
before |(3)pi(v)).
. Similarly, for each descendant v of z, |(2)pi(u) appears either (after |(0)pi(v) and before |(1)pi(v)) or (after
|(2)pi(v) and before |(3)pi(v)).
The words W (u), WL(y), WR(y), WL(z), and WR(z) are determined as follows:
. Let W (y) be of the form ξ |(1)pi(u)θ . Then WL(y) = ξ and WR(y) = |(1)pi(u)θ .
. Let W (z) be of the form α|(2)pi(u)β. Then WR(z) = α and WR(z) = |(2)pi(u)β.
. The position labels i and j of u are respectively |WL(y)| and |WL(z)|.
. W (u) = WL(y)WR(z).
Note that the property (*) in the above holds for u.
We identify a set of syntactic properties that the encoding of a production tree must satisfy. A production tree is a
full binary tree, and so, a part of an infinite full binary tree. We will thus speak of a generic node u below.
(1) Each occurrence of |(0), . . . , |(4) must be followed by a path encoding; i.e., a word in {L , R}∗⊥.
(2) Each occurrence of |(0)pi(u) for any node u must be followed by an occurrence of a member of R0.
(3) For any node u, the occurrence of pi(u) must be preceded by one of |(0), . . . , |(4).
(4) For any node u, if pi(u) appears at all, then it has to appear exactly five times, as |(0)pi(u), . . . , |(4)pi(u) in this
order.
(5) For any non-root u, if pi(u) appears at all, then for each ancestor v of u, pi(v) appears in the following way:
• |(0)pi(v) appears to the left of |(0)pi(u).
• |(4)pi(v) appears to the right of |(4)pi(u).
• |(1)pi(v) appears either to the left of |(1)pi(u) or to the right of |(3)pi(u).
• |(3)pi(v) appears either to the left of |(1)pi(u) or to the right of |(3)pi(u).
• If u is in the left subtree of v, then |(2)pi(v) appears to the right of |(3)pi(u).
• If u is in the right subtree of v, then |(2)pi(v) appears to the left of |(1)pi(u).
(6) If |(0)pi(u) is followed by an r0, then for no descendant v of u, |(0)pi(v), . . . , |(4)pi(v) appear.
(7) If |(0)pi(u) is followed by an r ∈ R, then for each child v of u, |(0)pi(v), . . . , |(4)pi(v) appear.
Suppose that w ∈ ∆∗ satisfies all of the above conditions. Suppose w is scanned from left to right. We think of
encountering |(0)pi(u) as entering the node u and encountering |(4)pi(u) as exiting u. With this view, w is thought of
as specifying the depth-first traversal of the tree represented by w. Also, if we assign to each node u appearing in w
the interval J (u) of integers ranging between the beginning position in w of |(1)pi(u) and the ending position in w of
|(3)pi(u), then these intervals become a presentation of an interval tree, that is, given any two intervals J (u) and J (v),
one of the following holds: J (u) ⊆ J (v), J (u) ⊇ J (v), and J (u) ∩ J (v) = ∅.
It is not difficult to see that whether a word w ∈ ∆∗ is written according to the syntactic rules in the above and in
which the farthest node from the root has distance at most f (n) can be tested deterministically in space O( f (n)) by
scanning w from left to right, assuming that f (n) is already given.
Let w be a word in ∆∗ that satisfies all the syntactic conditions in the above. Satisfying those conditions does not
necessarily guarantee that w is a valid encoding of a production tree, because the splicing rules specified at non-leaves
may not be applicable and because the words specified at leaves may not be in the initial language I . For these reasons,
we introduce the following semantic conditions that the valid encoding of a production tree must satisfy.
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(1) Suppose that |(0)pi(u)r0 appears in w. If |(i)pi(v) is removed from w for all i , 0 ≤ i ≤ 4, and for each node v 6= u,
then between |(0)pi(u) and |(4)pi(u) remains a word of the form
|(0)pi(u)r0h|(1)pi(u)|(2)pi(u)|(3)pi(u)|(4)pi(u)
such that h ∈ I . If this condition is satisfied for u, then W (u), the word represented by u, is equal to h. If this is
not satisfied for u, then w is not valid and thus W (u) is undefined.
(2) Suppose that |(0)pi(u)r with r ∈ R appears in w and for all descendants v of u, W (v) is defined. Let
r = (A, B,C, D) such that A, B,C , and D are finite automata. Let y and z be the left child and the right child
of u, respectively. Let WL(y) be the prefix of W (y) that appears before |(2)pi(u) and let WR(y) the remainder
of W (y). Let WL(z) be the prefix of W (z) that appears before |(2)pi(u) and let WR(z) the remainder of W (z).
Then, it must be the case that WL(y) ∈ L(A), WR(y) ∈ L(B), WL(z) ∈ L(C), and WR(z) ∈ L(D). If these
membership conditions are met, then W (u) = WL(y)WR(z). Otherwise, w is semantically incorrect and thus
W (u) is undefined.
It is not hard to see that if the above semantic conditions are met for all nodes u such that pi(u) appears in w, then w
encodes a production tree.
Note that for any node u such that pi(u) appears in w and if W (u) is defined with respect to w, then W (u) is equal
to the word constructed from w by eliminating from w:
(i) every symbol either before |(0)pi(u) or after |(4)pi(u),
(ii) every symbol appearing between |(1)pi(v) and |(3)pi(v) for each node v, and then
(iii) every symbol not belonging to V .
This means that, for each node u such that W (u) is defined with respect to w, the letters of W (u) can be computed
from left to right while scanning w from left to right, in the following manner:
• Output only symbols in V .
• If for some node u, |(1)pi(v) has been encountered, then suspend the output process until |(3)pi(v) has been
encountered.
Since membership in a regular language can be tested by simply scanning the input from left to right and only
nodes appearing in a downward path are considered simultaneously, the semantic test in the above can be done
deterministically in space O( f (n)) by scanning w from left to right. Finally, the W -value of the root of the tree
encoded by w can be computed by scanning w from left to right. To check whether the production tree produces x ,
the letters of W of x can be compared letter by letter.
Thus, by concurrently running the three tests while non-deterministically producing a word over∆, the membership
of x in L can be tested in space O( f (n)). Note that the length of w can be bounded by (the maximum number of
leaves) × (the length of the longest word in I ) + (the maximum number of nodes) ×(5(2+ f (n))+ 1). This quantity
is bounded by c f (n) for some constant c > 0. Then, by simple counting, the non-deterministic test can be forced to a
halt regardless of the non-deterministic choices that are made during the computation.
This proves the theorem. 
4.3. Characterizing one-way non-deterministic space-bounded computation in terms of extended splicing systems
Theorem 14 immediately raises the question of whether the inclusion SPLTIME[O(log n)] ⊆ 1-NL is an
equality. We show that this is unlikely—even allowing the use of larger splicing systems for longer words does not
enable logarithmic time-bounded splicing systems to produce anything beyond 1-NL. A family of boolean circuits
F = {Fn}n≥0 is said to be logarithmic-space uniform [19] if the function 1n 7→ Fn is computable by a logarithmic-
space-bounded Turing machine. We introduce a concept of uniform families of splicing systems.
Let Γ = (V,Σ , I, R) be a splicing system. We consider a binary encoding of Γ similar to those given for Turing
machines (see, e.g., [7]) as follows:
• The size of V is specified as 1‖V ‖.
• The size of Σ is specified as 1‖Σ‖.
• The symbols in V are numbered from 1 to ‖V ‖ and for each i , 1 ≤ i ≤ ‖V ‖, the i th member of V is encoded as 1i .
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• Each word in I is encoded by concatenating the encodings of the characters in I with a 0 in between, and the set I
is encoded by concatenating the encodings of the words in I with a 00 in between.
• A finite automaton A = (V, Q, δ, q0, q f ) is encoded in the following manner:
. The size of Q is specified as 1‖Q‖.
. The states in Q are numbered from 1 to ‖Q‖ and for each i , 1 ≤ i ≤ ‖V ‖, the i th member of Q is specified as
1i .
. Let m0 be the number assigned to q0. Then q0 is specified as 1m0 .
. Let m1 be the number assigned to q f . Then q f is specified as 1m1 .
. The transition function δ is encoded as an enumeration of all permissible transitions in δ. We introduce some
conventions to save space: (i) 1‖V ‖+1 represents “any symbol”. (ii) For each i , 1 ≤ i ≤ ‖V ‖, 1‖V ‖+1+i
represents “any symbol but the i th one”. (iii) Any transition not specified in the enumeration takes the automaton
to reject.
. A transition from the i th state to the j th state upon the kth symbol/conventional-symbol is encoded as 1i01 j01k .
The transitions are concatenated with a 00 in between.
. The encoding of A is the concatenation of the encodings of the components of A with a 000.
• Each quadruple of automata is encoded by concatenating the encodings of the four automata with a 0000 in
between.
• The encoding of Γ is the concatenation of the encodings of the components of Γ with a 00000.
Definition 16. Let f (n) ∈ Ω(log n) be a function from N to itself. We say that a family of extended splicing systems,
G = {Γn}n≥0, is f (n)-space uniform if the function that maps for each n ≥ 0 from 1n to the encoding of Γn is
computable in deterministic f (n)-space.
Definition 17. We say that a family of extended splicing systems, G = {Γn}n≥0 accepts a language L if the splicing
systems in G have the same terminal alphabet Σ such that L ⊆ Σ ∗ and for all n ≥ 0, it holds that L=n , the length-n
portion of L , is equal to that of L(Γn).
Now we characterize 1-NSPACE using uniform families of splicing systems.
Theorem 18. Let f (n) ∈ Ω(log n) be a monotonically non-decreasing fully space-constructible function. A language
L is in 1-NSPACE[ f (n)] if and only if there is an f (n)-space uniform family G = {Γn}n≥0 of splicing systems that
accepts L with the following properties:
(1) There exists a constant c such that for all n ≥ 0, each automaton appearing in the rule set of Γn has at most c
states.
(2) There exists a constant d such that for all n ≥ 0 and for all w ∈ L=n , there is a production tree of Γn to produce
w of height not more than d f (n).
Proof. To prove the “if”-part, let f (n) ≥ log n and suppose that L is accepted by an f (n)-space uniform family
G = {Γn}n≥0 of splicing systems satisfying the two conditions in the statement of the theorem with the constants c
and d . For each n ≥ 0, let Γn = (Vn,Σ , In, Rn). Let D be a machine that produces the encoding of Γn from 1n in
space f (n). We will construct a one-way non-deterministic algorithm that uses f (n)-space for deciding membership
in L . We can assume that, given x as input, f (|x |) cells of each work-tape of our machine are marked prior to the
computation.
Let n be fixed and let x be a word in Σ n whose membership in L we are testing. For now, assume further that an
encoding of Γn is given on a separate tape with two-way read head that our machine can look up any time it deems
necessary without violating the restriction on the work space size.
Our machine uses the non-deterministic one-way algorithm presented in the proof of Theorem 15, where the depth
of each path is bounded by d f (n). The machine must use a work-tape alphabet of fixed size, so the elements in
Rn and Vn have to be represented using words over the fixed work-tape alphabet. Note that an f (n)-space-bounded
machine is C f (n) time-bounded for some constant C . This means that O( f (n)) binary bits are sufficient for indexing
a position on the encoding of Γn , for indexing an automaton appearing in Rn , and for specifying a symbol in Vn .
Thus, our machine runs the algorithm using binary indices to represent the elements of Vn and Rn . Since the non-
deterministically guessed encoding of a production tree is read one-way, O( f (n))work space is sufficient in producing
a symbol in the encoding.
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On scanning a symbol in the encoding, our machine may have to simulate at most d f (n) finite automata
concurrently. According to our assumption, each finite automaton has at most c states, so the states of the finite
automata that are being simulated can be memorized using O( f (n)) symbols. To identify the transition to be made,
our machine has only to scan the encoding of Γn to find a match.
To check whether a word appearing at a leaf node is in In , our machine guesses, when it is about to start scanning
a word at a leaf (which must follow an occurrence of the fixed empty automaton symbol r0), which word in In is
about to be seen and then checks whether this guessed word is equal to the word appearing in the production tree. If
unsuccessful, it rejects.
Call this modified algorithm A. The algorithm A correctly works in one-way non-deterministic O( f (n))-space as
long as the encoding of Γn is readily available. Since it is not, the encoding of Γn has to be computed. However,
the machine has only f (n)-space on each work-tape, so the encoding of Γn has to be dynamically computed.
Unfortunately, f (n) may not be invertible and the input is one-way, so it is not a priori method for learning the value
of n. Let α ≥ 2 be the smallest integer such that α f (n)− 1 ≥ n. The quantity α is well defined since f (n) ∈ Ω(log n).
Our machine guesses n using an alphabet of size α. Given a space of f (n) tape cells on one tape, it attempts to
produce, using the α-adic expression naturally constructed over the size-α alphabet, our machine can cycle through
the numbers in the interval [0, α f (n) − 1]. By the choice of α, the maximum number in the range is greater than or
equal to n. For each number m thus produced, our machine simulates D, the machine for producing the encoding
of Γm , on demand; that is, when A needs to see the letter of the encoding of Γn at a particular position, say k, our
machine simulates D from the beginning until the kth output letter is produced. Such an on-demand simulation is
possible if m ≤ n. If a simulation requires more than the given space on any work-tape, our machine rejects.
With this mechanism our machine executes the algorithm in the above, while counting the number of characters
in the input. At the end of simulation, it checks whether the count is equal to m, and if the count is different, then
it rejects regardless of the outcome of the simulation. It accepts only if the simulation accepts and the length was
correctly guessed. This completes the proof of the “if”-part.
To prove the “only if”-part, let L be accepted by a one-way non-deterministic f (n)-space-bounded machine M .
Let Σ be the input alphabet of M . We assume that a special symbol a not in Σ is appended at the end of the input of
M so that M knows the end of the input. We also assume that M accepts only after seeing a a. Let Q be the set of
states of M . Let qA be a unique accept state of M . For each symbol a ∈ Σ , introduce a new symbol aˆ. Let Σˆ be the
collection of all newly introduced symbols and let ∆ = Σ ∪ {a} ∪ Σˆ .
Let n be fixed. We construct Γn as follows: Let Sn be the set of all configurations of M on an input of length M
without the specification of the input head position and without the symbol scanned by the input head. Since M is
f (n)-space-bounded, each element in Sn can be encoded using O( f (n)) characters. Let α0 be the initial configuration
in Sn and let Θ be the set of all accepting configurations in Sn .
Suppose M may non-deterministically make a transition from a configuration α to another β upon scanning an
input symbol a. If the input head moves to the right when M makes the transition, we describe this as (α, a) → β; if
the input head does not move when M makes the transition, we describe this as (α, aˆ) → β.
Let @ and % be new symbols. We define
Vn = ∆ ∪ Sn ∪ {@,%}
and Σ remains to be the terminals for Γn .
The initial language In consists of the following:
• the words @ and %; and
• αaβ for all possible transitions.
The splicing rules are given as follows:
• For each α ∈ Sn , SnΣ+#α$α#(Σ ∪ {a})+Sn .
• For each α ∈ Sn , and for h ∈ Σˆ ∪ {a}, Snh#α$αh#Sn .
• For each α ∈ Sn , and for h ∈ Σ , Sn#hˆα$α#hSn .
• α0Σ ∗# a Θ$@#λ.
• α0#Σ ∗$λ#&.
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Note that each finite automaton appearing in these rules has at most four states, so its deterministic version has at most
16 states. The constant c thus can be 16.
Note that Γn produces a word in Σ ∗ only from words of the form α0Σ ∗ a Θ by eliminating the α0 at the beginning
and the a Θ at the end. These two eliminations are carried out by using the last two rules in the above. The other
rules are for splicing two words having an element from Sn at the end, no element Sn in between, and at least another
element in between. The rules of the first allow us to combine transitions (α, aˆ) → β and (β, a) → γ , into an
expression equivalent to (α, a) → γ . The rules of the second type allow us to combine transitions (α, aˆ) → β and
(β, aˆ) → γ , into an expression equivalent to (α, aˆ) → γ . The rules of the third type allow us to combine transitions
(α, u) → β and (β, v) → γ , such that u, v ∈ Σ+, into an expression equivalent to (α, uv) → γ . The by-product
of these rules is a word containing S0S0. Such a word will never be spliced again. These observations allow us to
conclude that if a word in Σ n is produced by these splicing rules then it is in L=n .
Now we show that every x ∈ L=n has a production tree of height at most d f (n) for some constant d. Let Π
be any accepting computation of M on an input word x of length n. We can assume that this path Π does not
contain repeated “full configuration”. Here a “full configuration” is a “configuration” plus the head position. By this
assumption, the length of Π is at most h f (n) for some fixed constant h. We write out Π as a sequence in which a
simplified configuration in Sn and a symbol scanned by the head alternate so that a symbol a is represented by aˆ
if a ∈ Σ and the input head does not move at that simplified configuration. Construct from this sequence a new
one in which an occurrence of an element in Sn excluding those at the end is repeated twice. Dividing this sequence
into triples from the start produces the sequence, Ξ , of elements in In whose splicing with respect to the rules in Rn
produces x . Since |x | = n, Ξ can be divided into n blocks corresponding to the letters of x so that within each block
the ∆ part forms the sequence either of the form aˆ · · · aˆa for some a ∈ Σ or of the form a · · · a. In both cases, if the
block has K triples then assembling all of them requires dlog(K + 1)e splicing rounds. Once splicing within a block
has been completed, assembling the characters in x requires dlog(n + 1)e rounds. Thus, the total number of rounds
for producing x is bounded by
dlog(h f (n) + 1)e + dlog(n + 1)e + 2.
Since f (n) ≥ log n, this bound is Θ( f (n)). Thus, there exists a desired constant d. This completes the “only if”-part
of the proof.
This completes the proof of the theorem. 
The following corollary immediately follows from the above theorem.
Corollary 19. A language L is in 1-NL if and only if there is a logarithmic-space uniform family G = {Γn}n≥0 of
splicing systems that accepts L with the following properties:
(1) There exists a constant c such that for all n ≥ 0, each automaton appearing in the rule set of Γn has at most c
states and has at most c-transitions appearing in the encoding.
(2) There exists a constant d such that for all n ≥ 0 and for each w ∈ L=n , there is a production tree of Γn to produce
w of height not more than d log n.
5. Splicing systems versus pushdown automata
Theorem 14 sheds light on the question we asked earlier: is CFL included in SPLTIME[O(log n)]? Since the
closure of 1-NL under the logarithmic-space Turing reducibility (see [8]) is NL, the closure of SPLTIME[O(log n)]
under that reducibility is included in NL. On the other hand, LOGCFL, the closure of CFL under the logarithmic-space
many-one reducibility, is equal to SAC1, the languages accepted by a logarithmic-space uniform, polynomial-size,
logarithmic-depth semi-unbounded-fan-in circuits [20]. The class SAC1 is known to include NL but it is unknown
whether the two classes are equal to each other. If CFL ⊆ SPLTIME[O(log n)], then we have that SAC1 = NL.
Because of this, it appears difficult to settle the question of whether CFL ⊆ SPLTIME[O(log n)]. We show that
CFL ⊆ SPLTIME[O(n)]. This inclusion follows from the following general result.
Theorem 20. Let f (n) ≥ log n be an arbitrary function. Let L be a language accepted by a pushdown automaton M
with the property that for each member x of L there exists an accepting computation of M on x such that the height
of the stack of M never exceeds f (|x |). Then L belongs to SPLTIME[ f (n)].
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Proof. Let f , L , and M be as in the hypothesis of the theorem. Let Σ be the alphabet over which L is defined. We
will first construct an extended splicing system Γ = (V,Σ , I, R) such that L = L(Γ ). We will then show that this Γ
has the desired property.
Let Q be the state set. Let q0 and qA be the initial state and the accept state of M , respectively. Let Θ be the stack
alphabet. We assume that a special symbol a is appended to the input of M , that M must accept upon encountering
a a, and that M accepts with the empty stack. Without loss of generality, we decompose each move of M into the
following two phases:
Phase 1 This phase is non-deterministic and may involve the head move. Depending on the input symbol its scanning
M non-deterministically chooses the next state. It may move the input head to the right by one position.
Phase 2 This phase is deterministic and involves a stack operation. There are two disjoint subsets, Q1 and Q2, of Q.
Depending on its state M executes one of the following:
(a) If the current state p is in Q1, then M pushes a symbol determined by p and enters some state in
Q − (Q1 ∪ Q2).
(b) If the current state p is in Q2, then M pops a symbol from the stack and then does the following: if the
stack does not return a symbol (because the stack is already empty), M halts without accepting; if the
stack returns a symbol, say a, M enters a state in Q − (Q1 ∪ Q2), which is determined from p and a.
(c) If the current state p is not in Q1 ∪ Q2, no stack operation is performed.
We will design a splicing system Γ = (V,Σ , I, R) that simulates the computation of M . The design of Γ is
partly similar to the design we used in the proof of Theorem 18. We first design the set of symbols B. The symbol
a is considered to be a non-terminal. We introduce a new non-terminal aˆ for each a ∈ Σ . Let Σˆ = {aˆ | a ∈ Σ }.
Each state in Q is considered to be a non-terminal. Furthermore, we introduce two non-terminals, [p, p′q, q ′, a]1 and
[p, p′q, q ′, a]2, for each 5-tuple (p, p′, q, q ′, a) such that
• p, p′, q, q ′ ∈ Q, a ∈ Θ ,
• at state p, M may push an a into the stack and enter p′, and
• at state q , M may pop from the stack and if the symbol is an a then enter q ′.
Let VS denote the set of these non-terminals denoted by [p, p′q, q ′, a]1 and [p, p′q, q ′, a]2. Finally, we introduce
non-terminals @ and %. These non-terminals and the elements of Σ , which are the terminals, comprise V ; that is,
V = Σ ∪ Σˆ ∪ Q ∪ VS ∪ {a,@,%}.
The initial language I consists of the following:
• the words @ and %;
• for each combination of a symbol a ∈ Σ and two states p, q ∈ Q such that M in state p on symbol a may enter
state q and move the head to the next position, the word paq;
• for each combination of a symbol a ∈ Σ ∈ {a} and two states p, q ∈ Q such that M in state p on symbol a may
enter state q without the head move, the word paˆq;
• for each state q ∈ Q, the words @q and q@;
• for each 5-tuple (p, p′, q, q ′, a) such that Ξ contains (p, p′, q, q ′, a)1 and (p, p′, q, q ′, a)2, the words pq ′ and
(p, p′, q, q ′, a)1(p, p′, q, q ′, a)2.
The splicing rules R are given as follows:
(1) For all p ∈ Q,
QΣ+#p$p#(Σ+ ∪ Σ ∗{a})Q.
(2) For each p ∈ Q, and for each aˆ ∈ Σˆ ,
QΣ ∗#aˆ p$p#a(Σ ∗ ∪ Σ ∗(Σˆ ∪ {a}))Q.
(3) For each p ∈ Q, and for each aˆ ∈ Σˆ ,
QΣ ∗aˆ#p$paˆ#Σ ∗ ∪ Σ+(Σˆ ∪ {a}))Q.
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(4) For each 5-tuple (p, p′, q, q ′, a) such that (p, p′, q, q ′, a)1 and (p, p′, q, q ′, a)2 are in Ξ ,
p′Σ (Σ ∗ ∪ Σ ∗Σˆ )#q$(p, p′, q, q ′, a)1#(p, p′, q, q ′, a)2,
p′#Σ (Σ ∗ ∪ Σ ∗Σˆ )(p, p′, q, q ′, a)2$(p, p′, q, q ′, a)1#(p, p′, q, q ′, a)2,
(p, p′, q, q ′, a)1Σ (Σ ∗ ∪ Σ ∗Σˆ )#(p, p′, q, q ′, a)2$p#q ′,
(p, p′, q, q ′, a)1#Σ (Σ ∗ ∪ Σ ∗Σˆ )q ′$p#q ′.
(5) q0Σ ∗# a qF$@#λ.
(6) q0#Σ ∗$λ#&.
This completes the design of Γ .
It is not very difficult to see that for all w ∈ Σ+ ∪ Σ ∗ ∪ Σ ∗(Σˆ ∪ {a}) and for all p, q ∈ Q, the word pwq is
produced by the splicing system if and only if M can arrive from p to q by scanning the word w with the following
property on the stack: starting from any stack height h, the stack height never goes below h while scanning w, and
at the end the height returns to h. In fact the first three sets of rules allow joining two such words pwq and qw′r to
produce pww′r . If w happens to end with a symbol aˆ in Σˆ then w′ must start with either an a or a aˆ and the aˆ at the
end of w′ will be eliminated. Also, in the case when aˆ is the first symbol of w′ and |w′| > 1 then the second symbol
of w′ must be in Σ . These joining operations produce words of the form pp and paˆ p as the by-product. The former
type will never be spliced again unless p = q0 = qF and λ ∈ L . When the latter type is spliced, the aˆ p-part will be
replaced by something else to produce either a word of the form paˆq where M indeed may enter from p to q upon a
without moving the head or a word of the form paq where M indeed may enter from p to q upon a with a head move.
The fourth set of rules is to insert a push operation at the beginning and a pop operation with respect to the same
symbol at the end. The property about the maintenance of height is preserved. The remaining rules are for removing
q0 at the beginning and a qF at the end. Thus, L = L(Γ ).
Now we show that there exists a constant δ such that for each word x ∈ L , SplicingTimeΓ (x) ≤ δ f (|x |). Let an
integer n ≥ 0 be fixed and let x be a member of L=n . Select an arbitrary accepting computation path Π of M on input
x such that during the execution of Π the stack height of M never exceeds f (n). Let hmax be the maximum stack
height that M achieves during the execution of Π . Then we have hmax ≤ f (n). We think of Π as a sequence of pairs
of the form (γ, α) such that γ is a configuration of M (consisting of a head position, a state, and stack contents) and α
is an action M takes at γ . Here, by following our two-phase decomposition, α is either a move in Phase 1 or a move
in Phase 2. Let Π = [pi1, . . . , pim]. Without loss of generality, we can assume that Π is minimal, in the sense that
no element appears more than once. Since f (n) ≥ log n, from this assumption it follows that there exists a constant
C > 0 depending only on M such that m ≤ C f (n).
For an element pi = (γ, α) in Π , we define the height of pi to be the height of the stack of γ , and denote it by
height(pi). Note that this is the height before M takes the action α and the height of the stack immediately after α
must coincide with the height of the entry immediately following pi in the sequence Π . We use height′(pi) to denote
the height of the stack immediately after α. We say that a subsequence ρ = [pii , . . . , pi j ] of Π is a tour if ρ satisfies
one of the following two conditions:
• pii , . . . , pi j are all Phase 1 operations.
• height′(pii ) = height(pi)+1 = height(pi j ) = height′(pi j )+1, for all k, i+1 ≤ k ≤ j−1, height(pik) ≥ height(pii )
and height′(pik) ≥ height(pii ).
Note that in the latter case, pii is a push operation, pi j is a pop operation, the stack height after pi j is the same as the
stack height before pii , and the stack height is maintained larger than or equal to that before pii during the execution
of the operations in between.
We call a tour [pii , . . . , pi j ] a single-round tour if it is either a tour of the first type or a tour of the second type
with the additional property that the stack height is maintained larger than that before pii during the execution of the
operations between pii and pi j . If a tour is not a single-round tour, then it is called a multiple-round tour.
For a tour ρ = [pii , . . . , pi j ], we define its relative height, denoted by r(ρ), to be
max{height(pik)− height(pii ) | i ≤ k ≤ j},
that is, how much higher the stack gets after entering ρ. Note that each of the first type has a relative height of 0.
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Amultiple-round tour can be expressed as the concatenation of at least two single-round tours. When decomposing
a multiple-round tour into single-round tours, since each single Phase 1 operation is a tour, the decomposition may not
be unique. To make the decomposition unique, we join each neighboring pair of single-round tours of relative height
0 and thereby use maximally long stretches of Phase 1 operations.
Note that each tour ρ = [pii , . . . , pi j ] corresponds to a word produced by Γ of the form pwq such that p, q ∈ Q
and w ∈ Σ ∗(Σ ∪ Σˆ ∪{a})), where p is the state of pii , q is the state that M enters by the action in pi j , and the word w
consists of the partial input scanned by M during the partial computation ρ, but the last symbol of w is allowed to be
either a or some aˆ ∈ Σˆ in the case when the last action in Phase 1 that occurs in ρ does not involve head movement.
We denote this word pwq by W (ρ) and define t (ρ) = SplicingTimeΓ (W (ρ)), the minimum time for Γ to produce
W (ρ). Also, for a tour ρ, the size of ρ, denoted by s(ρ), is the number of Phase 1 operations in ρ.
We claim the following.
Claim 21. For all single-round tours ρ,
t (ρ) ≤ 2dlog s(ρ)e + 6r(ρ).
We prove the claim by double induction on r(ρ) and s(ρ).
The base case for r(ρ) is when r(ρ) = 0. In this case ρ consists only of Phase 1 operations, and thus, s(ρ) = |ρ|.
This means that the action part of each element of ρ corresponds to a word in the initial language. The time that it
takes for these initial words to assemble into W (ρ) is dlog s(ρ)e, and thus, we have, t (ρ) ≤ dlog s(ρ)e. Hence, the
claim holds for the base case.
For the induction step, let r(ρ) = r0 ≥ 1 and assume that the claim holds for the values of r(ρ) that are smaller
than r0. The shortest tour of relative height r0 has r0 pairs of push and pop and, since these push and pop operations
are in Phase 2, contains a Phase 1 operation between each neighboring pair of stack operations. Let ρ be one of the
shortest tours. Then we have
|ρ| = 4r0 − 1 and s(ρ) = 2r0 − 1.
It takes four rounds for M to process a stack-operation pair and two rounds for appending the words corresponding
to two non-stack operations flanking the pair. The total number of rounds required to produce W (ρ) is thus
2r0 − 2+ 4r0 < 6r0, and hence, the claim holds for this smallest single-round tour.
Next, for the induction step on s(ρ), let s0 = s(ρ) be the size of ρ such that s0 > 2r0 − 1. Suppose that the
claim holds for all values of s(ρ) smaller than s0. Let ρ = [pii , . . . , pi j ] be a single-round tour of relative height r0
and of size s0. Let ρ′ = [pii+1, . . . , pi j−1]. Since a stack operation that is not at the end is necessarily followed by
a non-stack operation and since pii is a stack operation, pii+1 is not a stack operation. This means that ρ′ is not a
single-round tour. Suppose that ρ′ is the concatenation of m single-round tours, ξ1, . . . , ξm , where m ≥ 2. Since ρ is
a single-round tour, each one of ξ1, . . . , ξm has relative height at most r0 − 1. For each i , 1 ≤ i ≤ m, let `i = s(ξi ).
Clearly, `i + · · · + `m = s0.
Suppose m = 2. Both ξ1 and ξ2 have relative height at most r0 − 1. By our induction hypothesis, we have
t (ξ1) ≤ 2 log `1 + 6(r0 − 1) and t (ξ2) ≤ 2 log `2 + 6(r0 − 1).
We have t (ρ) = max{t (ξ1), t (ξ2)} + 5. The reason is that the words W (ξ1) and W (ξ2) are spliced together in the
round immediately after the round in which both two words are present for the first time and appending the push–pop
pair represented by the two ends of ρ requires four rounds. We thus have
t (ρ) = 2max{log `1, log `2} + 6(r0 − 1)+ 5.
This is less than 2 log s0 + 6r0, and thus, the claim holds.
Next suppose that m ≥ 3. Let c be the smallest i such that `1 + · · · + `c > s0/2. Such c clearly exists. Partition
`1, . . . , `m into three groups:
(`1, . . . , `c−1), (`c), (`c+1, . . . , `m).
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Here the first group is empty if `1 > s0/2 and the second group is empty if `m ≥ s0/2. Because of the definition of c,
we have
`1 + · · · + `c−1 ≤ s0/2, and
`c+1 + · · · + `m ≤ s0/2.
Consider the production of W (ρ) in which the word corresponding to each of these groups is produced first, three
words are then connected, and then finally the push–pop pair at the end of ρ is processed. The time required for
producing the word for the first group is
“the time required for producing the word for a hypothetical single-round tour of relative height ≤ r0 that
is constructed from [`1, . . . , `c−1] by inserting a push operation at the beginning and a pop operation at the
end”−4.
Here 4 that is subtracted is the time required for processing the new stack-operation pair. So, by our induction
hypothesis, the time in question is at most
2dlog(s0/2)e + 6r0 − 4 = 2dlog s0e + 6(r0 − 1).
The same holds for the third group. As to `c, by our induction hypothesis,
t (`c) ≤ 2dlog s0e + 6(r0 − 1).
The additional number of rounds for joining the three words and processing the push–pop pair of ρ is 2 + 4 = 6.
Thus, we have
t (ρ) ≤ 2dlog s0e + 6(r0 − 1)+ 6 = 2dlog s0e + 6r0
as desired.
The claim has been proven. When Π is not a single-round tour, think of a hypothetical single-round tour Πˆ ,
which is constructed from Π by inserting one push operation at the beginning and one pop operation at the end. This
increases the relative height by 1 but preserves the size. Then, we have
t (Πˆ ) ≤ 2 log s(Π )+ 6( f (n)+ 1).
Removing the two state symbols at the end of W (Πˆ ) requires two additional rounds, so we have
SplicingTimeΓ (x) ≤ 2 log s(Π )+ 6 f (n)+ 8.
By our supposition s(Π ) ≤ |Π | ≤ C f (n). So, there exists a constant D such that
SplicingTimeΓ (x) ≤ Df (n).
This proves the theorem. 
Since a finite automaton can be viewed as a PDA without stack operations, the result of Theorem 8 that
REG ⊆ SPLTIME[O(log n)] follows from this theorem.
Also, the standard PDA algorithm for a context-free language uses the Greibach normal form and the stack height
is bounded by a linear function of the input size. More precisely, one push operation is executed when a production
rule of the form A → BC is performed and when alignment of C with the input is postponed until the alignment of
B with the input has been completed (see, for example, [7]). Since each non-terminal produces a non-empty word,
this property means that the number of symbols in the stack does not exceed the length of the input. This observation
immediately yields the following corollary.
Corollary 22. CFL ⊆ SPLTIME[O(n)].
Can we strengthen the above upper bound of SPLTIME[O(n)] presented in Corollary 22 to SPLTIME[O(log n)]?
This is a hard question to answer. As mentioned earlier, the logarithmic-space reducibility closure of CFL is equal to
SAC1, the languages accepted by polynomial-size-bounded, logarithmic depth-bounded, logarithmic-space uniform
families of semi-unbounded-fan-in (OR gates have no limits on the number of input signals feeding into them while
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the number is two for AND gates) circuits. This class clearly solves the reachability problem, so SAC1 ⊆ NL, but
it is not known whether the converse holds. Theorem 14 shows that SPLTIME[O(log n)] ⊆ 1-NL. Since NL is
closed under logarithmic-space reductions, we have that the closure of SPLTIME[O(log n)] under logarithmic-space
reductions is included in NL. Thus, the hypothesis CFL ⊆ SPLTIME[O(log n)] implies SAC1 = NL.
Proposition 23. CFL 6⊆ SPLTIME[O(log n)] unless SAC1 = NL.
6. Conclusions and further research
In this paper, we laid the foundations of the study of time complexity in splicing systems. We defined the time
complexity function in terms of the number of rounds needed to generate a word of length n. Specifically, for each
n we define the time complexity of the system at length n to be the maximum of the smallest number of rounds
needed to generate the words having length n in the language produced by the system. We showed that the class
SPLTIME[O(log n)] is included in the class 1-NL, and in general SPLTIME[ f (n)] ⊆ 1-NSPACE[ f (n)]. In addition,
we saw that the class SPLTIME[O(log n)] includes all regular languages and SPLTIME[O(n)] includes all context-
free languages. In fact, SPLTIME[ f (n)] contains all languages accepted by a pushdown automaton with maximal
stack height f (|x |) for a word x .
Our work gives rise to many interesting research questions. Of course, we would like to find an exact
characterization of our splicing classes. By our characterization of 1-NSPACE[ f (n)] in terms of splicing system we
show that equality with SPLTIME[ f (n)] is unlikely: it is the class of languages accepted by an f (n)-space uniform
family of extended splicing systems whose production time is O( f (n)) such that each finite automaton appearing
in the splicing systems has at most a constant number of states. We believe that our concept will be a useful tool in
understanding the intrinsic computational power of splicing systems.
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