We propose a variant of the classical conditional gradient method (CGM) for sparse inverse problems with differentiable measurement models. Such models arise in many practical problems including superresolution, time-series modeling, and matrix completion. Our algorithm combines nonconvex and convex optimization techniques: we propose global conditional gradient steps alternating with nonconvex local search exploiting the differentiable measurement model. This hybridization gives the theoretical global optimality guarantees and stopping conditions of convex optimization along with the performance and modeling flexibility associated with nonconvex optimization. Our experiments demonstrate that our technique achieves state-ofthe-art results in several applications.
I. INTRODUCTION
A ubiquitous prior in modern statistical signal processing asserts that an observed, noisy signal is the measurement of a few weighted sources. In the most abstract formulation, each source is chosen from a non-parametric dictionary, but in many cases of practical interest the sources are parameterized. In such cases, solving a sparse inverse problem amounts to finding a collection of a few parameters and weights that adequately explains the observed signal.
As a concrete example of a sparse inverse problem, consider the task of identifying the aircraft that lead to an observed radar signal. The sources are the aircraft themselves, and each is parameterized by its position and velocity relative to the radar detector. The sparse inverse problem is to recover the number of aircraft present, along with their parameters.
Any collection of weighted sources can be represented as a measure on the parameter space: each source corresponds to a point mass at its corresponding parameter value. When the parameter space is infinite-for example the set of all velocities and positions of aircraft-the corresponding space of measures is infinite-dimensional. This means that optimization problems searching for parsimonious measures must operate over an infinite-dimensional space.
Alternative formulations of the sparse inverse problem have been proposed to avoid such infinite-dimensional optimization. While these finite-dimensional formulations are appealing, they essentially treat the space of sources as a raw set, ignoring natural structure present in many applications. Furthermore, they typically denoise, rather than decompose, the signal.
In this paper, we argue for a return to the original infinitedimensional setting. This choice enables us to consider algorithms that make local moves respecting the structure of the underlying parameter space. We formalize a general approach to solving parametric sparse inverse problems via an augmented version the classical CGM. The algorithm, which we call the alternating descent conditional gradient method (ADCG), enjoys both the rapid local convergence of nonlinear programming algorithms and the stability and global convergence guarantees associated with convex optimization. We demonstrate that our algorithm outperforms techniques based on gridding or moments on a variety of real-world signal processing tasks.
We assume that our signal takes the form
Each source has a nonnegative weight w > 0, and a parameter ✓ 2 ⇥. Our goal is to recover the number of sources present, along with their individual weights and parameters. The measurement model is completely determined by the function : ⇥ ! R d , which gives the d-dimensional measurement of a unit-weight source parameterized by a point in ⇥. In this paper, we focus on the case where ⇥ has some differential structure and is differentiable.
We can encode the signal parameters as an atomic measure µ with mass w i at point ✓ i : µ = P K i=1 w i ✓i . The total measurement of a collection of sources encoded in the measure µ is a linear function of µ: µ = R (✓)dµ(✓). We call the forward operator.
Our goal is to recover a sparse measure from a measurement corrupted by additive noise. We do so by minimizing a convex loss`of the residual between the noisy measurement y and µ, subject to a heuristic convex constraint to encourage sparse solutions:
Here ⌧ > 0 is a parameter that controls the total mass of µ and empirically controls the cardinality of solutions to (2) . While problem (2) is convex, it is over an infinite-dimensional space whenever the cardinality of ⇥ is infinite.
II. EXAMPLE APPLICATIONS
In this section we briefly outline three instances of (2) to motivate our study of this problem. a) Superresolution imaging: The goal of superresolution is to recover the locations of a collection of optical point sources from a blurred and pixelated image. The diffraction of light imposes a physical limit on resolving power, but by solving a version of (2) it is sometimes possible to break this limit-even allowing for extreme pixelization. The parameters ✓ 1 , . . . , ✓ K denote the locations of K point sources (in R 2 or R 3 ), and w i denotes the intensity, or brightness, of the ith point source. The vector w i (✓ i ) is the blurred pixelated image of the ith point source. b) Linear system identification: Linear time-invariant (LTI) dynamical systems describe the evolution of an output y t 2 R based on the input u t 2 R, where t 2 Z + indexes time. Linear system identification is the task of learning the state transition matrices from input-output data-that is a sequence of inputs u 1 , . . . , u T and the observed sequence of outputs y 1 , . . . , y T [20] , [11] . We can pose this task as a sparse inverse problem by decomposing the transfer function into a weighted sum of single pole systems. Each source is a small LTI system with 2-dimensional state-the measurement model gives the output of the small system on the given input. To be concrete, the parameter space ⇥ is given by tuples of the
The mapping from the parameters (x 0 , r, ↵, B) to the output of the corresponding LTI system on input u 1 , . . . , u T is differentiable.
c) Matrix completion: The task of matrix completion is to estimate all entries of a large, low-rank matrix given observations of a few entries. A common heuristic is to minimize the squared error subject to a nuclear norm bound. For background in the theory and practice of matrix completion under this assumption, see [5] . We solve the following optimization problem:
Here M is the linear operator that maps a matrix A 2 R n⇥m to the vector containing its observed entries, and y is the vector of observed entries. We can rephrase this in our notation by
III. THE ALTERNATING DESCENT CONDITIONAL GRADIENT METHOD
CGM proceeds by iteratively solving linearized versions of (2) . At iteration k, we form a linear approximation to the cost at the current signal estimate. We then minimize the linearization over measures set to get a potential atomic measure, S k , to add to the current solution. As S k minimizes a simple approximation of f that degrades with distance from
x k we take a convex combination of S k and the current iterate µ k as the next iterate. Then, we are allowed to perform local search to find a new measure that has even lower cost. We summarize this method in Algorithm 1.
4) Coordinate descent on nonconvex objective:
Repeat:
Here, local descent is a subroutine that attempts to reduce the function S k 7 !`( P ✓2S k w(✓) (✓) y) using gradient information. When the number of sources is held fixed, the optimization problem that remains is nonconvex.
Step 4 is then block coordinate descent over w i and ✓ i . The algorithm as a whole can be interpreted as alternating between performing descent on the convex (but infinite-dimensional) problem (2) in step 2 and descent on a finite-dimensional (but nonconvex) problem in step 4.
A. Interface and implementation
Running ADCG on a concrete instance of (2) usually requires subroutines to compute two quantities: 1) (✓) and d d✓ (✓) for ✓ 2 ⇥. 2) arg min ✓2⇥ h (✓), vi for arbitrary vectors v 2 R d . Computing (1) is usually straightforward in applications with differentiable measurement models. Computing (2) is not easy in general. There are many applications of interest where (2) is tractable. For example, if the parameter space ⇥ is lowdimensional we can simply grid the parameter space and begin local search using the gradient of the function ✓ 7 ! h (✓), vi. Note that because of the local improvement step, ADCG works well even without exact minimization of (2).
If the parameter space is high dimensional the feasibility of computing (2) will depend on the specific application. As we will describe below, the structure of both the matrix completion and system identification problems are such that we can solve (1) efficiently.
B. Theoretical guarantees
We provide two theoretical guarantees for ADCG. Theorem III.1. ADCG may be implemented to generate iterates with support uniformly bounded by d + 1. Theorem III.2. The iterates µ 1 , µ 2 , . . . of ADCG applied to (2) satisfy`( µ k y) `?  C k + 2 where C is a function of the loss function and .
IV. RELATED WORK
There has recently been a renewed interest in the conditional gradient method as a general purpose solver for constrained inverse problems [14] , [12] . These methods are simpler to implement than the projected or proximal gradient methods which require solving a quadratic rather than linear optimization problem over the constraint set.
The idea of augmenting the classic conditional gradient method with improvement steps is not unique to our work. It is well known that any modification of the iterate that decreases the objective function will not hurt theoretical convergence rates [14] . Moreover, Rao et al [17] have proposed a version of the conditional gradient method, called CoGENT, for atomic norm problems that take advantage of many common structures that arise in inverse problems. In fact, our algorithm can be seen as an instance of CoGENT specialized to the case of measures and differentiable measurement models.
The most similar proposals to ADCG come from the special case of nuclear-norm regularized problems. Several papers [22] , [12] , [15] have proposed algorithms based on combinations of rank-one updates and local nonconvex optimization inspired by the well-known heuristic of [4] . While our proposal is significantly more general, ADCG essentially recovers these algorithms in this case.
We note that in the context of inverse problems, there are a variety of algorithms proposed to solve the general infinitedimensional problem (2) . Tang et al [21] prove that this problem can be approximately solved by gridding the parameter space and solving the resulting finite dimensional problem. These gridding approaches are not tractable for problems with parameter spaces of even moderate dimension. When gridding is possible, heuristic post-processing is required to achieve reasonable performance in practice [21] . In spite of these limitations, gridding is the state of the art in many application areas including computational neuroscience [9] , superresolution fluorescence microscopy [23] , radar [2] , and compressive sensing [1] , [6] , [7] .
There have also been a handful of papers that attempt to tackle the infinite-dimensional problem without gridding. For the special case where`(·) = k · k 2 2 , Bredies and Pikkarainen [3] propose an algorithm to solve the Tikhonovregularized version of problem (2) that is very similar to Algorithm 1. They propose performing a conditional gradient step to update the support of the measure, followed by softthresholding to update the weights. Finally, with the weights of the measure fixed they perform discretized gradient flow over the locations of the point-masses. As they do not solve the finite-dimensional convex problem at every iteration there is no guarantee that their algorithm has bounded memory usage. For the same reason, they are limited to one pass of gradient descent in the nonconvex phase of the algorithm. In §V we show that this limitation degrades practical performance.
V. NUMERICAL RESULTS
In this section we present the results of applying ADCG to the three examples in §II: We have made a simple im- 
A. Superresolution fluorescence microscopy
We analyze data from the Single Molecule Localization Microscopy (SMLM) challenge [19] , [10] . We compare the performance of our ADCG to the gridding approach of Tang et al [21] , two algorithms from the microscopy community (quickPALM and center of Gaussians), and finally the standard CGM and the gradient flow (GF) algorithm proposed by [3] .
1) Implementation details: For the minimization required in step 2 of ADCG, gridding followed by a local optimization method works well in theory and practice. For local descent we use a standard constrained gradient method provided by the NLopt library [16] .
2) Evaluation: This dataset is a sequence of 12000 images available online at the SMLM challenge website [10] . Figure 1 compares the performance of ADCG, gridding, quickPALM, and center of Gaussians (CoG) on this dataset. ADCG matches the performance of the gridding algorithm from [21] , and significantly beat quickPALM and CoG.
B. Matrix completion
We test our proposed algorithm on the Netflix Prize dataset, a standard benchmark for matrix completion algorithms.
1) Implementation details: Although the parameter space for this example is high-dimensional we can still compute the conditional gradient step; for this application it amounts to computing the top singular vectors of a certain sparse matrix. Our implementation of local descent takes a single step of gradient descent with backtracking line-search.
2) Evaluation: Our algorithm matches the state of the art for nuclear norm based approaches on the Netflix Prize dataset. Following [18] we subtract the mean training score from all ratings and truncate the predictions of our model to lie between 1 and 5. Figure 2 shows the root-mean-square error (RMSE) of our algorithm and other variants of the CGM on the Netflix probe set. Again, ADCG outperforms all other CGM variants. 
C. System identification
In this section we apply our algorithms to identifying two systems from the DaISy collection [8] : the flexible robot arm dataset (ID 96.009) and the hairdryer dataset (ID 96.006).
1) Implementation details: While the parameter space is 6-dimensional, which effectively precludes gridding, we can efficiently solve the minimization problem required by ADCG.
To do this, we grid only over r and ↵: the output is linear in the remaining parameters (B and x 0 ) allowing us to analytically solve for the optimal B and x 0 as a function of r and ↵. For local descent we again use the NLopt library [16] .
2) Evaluation: We use the experimental setup of [20] and evaluate our predictions using the score described in [20] .
VI. CONCLUSIONS
As demonstrated in the numerical experiments, ADCG achieves state of the art performance in superresolution fluorescence microscopy, matrix completion, and system identification, without the need for heuristic post-processing steps. The addition of the nonconvex local search step local descent significantly improves performance relative to the standard CGM in all applications investigated. In some sense, ADCG provides a method to rigorously control local search. One could just start with a model expansion (1) and perform nonconvex local search; but this fares far worse than ADCG in practice and has no theoretical guarantees. ADCG provides a clean way to generate a globally convergent algorithm that is practically efficient.
Future work aims to tighten the convergence analysis for ADCG to match the observed performance. The standard Lagrangian dual of (2) is a semi-infinite program (SIP)an optimization problem with a finite dimensional decision variable but an infinite collection of constraints [13] -and our techniques may provide new algorithmic tools for this problem class. Finally, we believe that our techniques are broadly applicable to other sparse inverse problems, and hope that future work will explore the usefulness of ADCG in areas unexplored in this paper.
