Abstract. In this paper a mixed finite element (MFE) formulation is proposed for the 1-D regularized long wave (RLW) equation ut + auux − δuxxt = 0. The existence of its mixed generalized solution and semidiscrete and fully discrete mixed finite element solutions is proved, error estimates based on energy methods are given, and finally, results of numerical experiments comparing this formulation with a Galerkin method based on cubic splines are also given. [23] and the references therein). However, the MFE method hasn't been applied to the regularized long wave (RLW) equation u t + auu x − δu xxt = 0, which plays a major role in the study of nonlinear dispersive waves since it describes a large number of important physical phenomena, such as shallow water waves and ion acoustic plasma waves (cf. [6] and [29]). Up to now, the numerical study for the RLW equation has mainly included finite difference methods, the standard Galerkin finite element method, and the spectral methods (cf. Our purpose here is to propose an MFE formulation for the RLW equation. We will introduce a new mixed framework for the RLW equation, prove the existence of its mixed generalized solution and semidiscrete and fully discrete MFE solutions, give error estimates based on energy methods, and, finally, provide results of numerical experiments comparing this formulation with a Galerkin method based on cubic splines [2] .
1. Introduction. The mixed finite element (MFE) method, which is a finite element method with constrained conditions or Lagrangian multipliers, plays an important role in the research of the numerical solution for the higher order partial differential equation (PDE) or the PDE including two (or more) unknown functions. Its general theory was first proposed by Babuska [4] and Brezzi [7] in the early 1970s. In the early 1980s, Falk and Osborn [14] improved their theory and expanded the adaptability of the MFE method. So far, the MFE method has mainly been applied to a 2nth order PDE or first order PDE system, for instance, the second order elliptic equations (see, e.g., [7] , [32] , [8] , [15] , [27] and the references therein), plane elasticity problems (see, e.g., [27] , [30] , [3] , [34] and the references therein), biharmonic equations (see, e.g., [14] , [13] , [31] , [28] and the references therein), the Stokes equation and Navier-Stokes equations (see, e.g., [27] , [5] , [20] , [10] and the references therein), parabolic equations (see, e.g., [27] , [25] , [16] and the references therein), and magnetic field problems (see, e.g., [26] , [23] and the references therein). However, the MFE method hasn't been applied to the regularized long wave (RLW) equation u t + auu x − δu xxt = 0, which plays a major role in the study of nonlinear dispersive waves since it describes a large number of important physical phenomena, such as shallow water waves and ion acoustic plasma waves (cf. [6] and [29] ). Up to now, the numerical study for the RLW equation has mainly included finite difference methods, the standard Galerkin finite element method, and the spectral methods (cf. [11] , [12] , [35] , [2] , [33] , [24] , [17] , [18] , [19] , and [22] ).
Our purpose here is to propose an MFE formulation for the RLW equation. We will introduce a new mixed framework for the RLW equation, prove the existence of its mixed generalized solution and semidiscrete and fully discrete MFE solutions, give error estimates based on energy methods, and, finally, provide results of numerical experiments comparing this formulation with a Galerkin method based on cubic splines [2] .
The remainder of the paper is organized as follows. In section 2, the existence of the mixed generalized solution for the RLW equation is discussed. In section 3, the existence and error analysis of its semidiscrete MFE solution are proposed. In section 4, the existence and error analysis of its fully discrete MFE solution are also proposed. Finally, in section 5, examples of numerical solutions for the fully discrete case are given.
2. Existence of a mixed generalized solution for the RLW equation. Let Ω = (a 1 , b 1 ) be a bounded open interval. We consider the following RLW equation.
Problem (I). Find u such that, ∀t 1 > 0,
where u represents the amplitude of the wave with respect to the level of undisturbed fluid, a and δ are the positive constants, and ϕ(x) is a given initial function. Let p := au 2 /2 − δu xt (which represents the flux). Then, Problem (I) can be written as follows.
Problem (I*). Find u, p such that,
Then, the mixed generalized solution for Problem (I) is written as follows.
, and (·, ·) denotes the inner product of L 2 (Ω). The Sobolev spaces and their norms used in context are standard (cf. [1] ). To discuss the existence of the mixed generalized solution for Problem (I**), it is necessary to introduce the following lemma (cf. [21] ).
Lemma 2.1 (Gronwall lemma). Let g(t) be a positive and integrable function on [0, t 1 ], and let c ≥ 0 be a constant. If
, then Problem (I**) has a unique solution (u, p) ∈ M × X and there exists a positive constant M 1 such that sup 0≤t≤t1 u 0,∞ ≤ M 1 .
Proof. Obviously, Problem (I) has a physical solution (or classic solution), i.e., (u, p) = (u, au 2 /2 − δu xt ) is the solution for Problem (I**). Therefore, we need only to prove that the solution for Problem (I**) is unique.
Note that (u 2 , u x ) = 0. Taking v = u, τ = u x in (I**), we have
Integrating (2.4) from 0 to t and by the initial conditions, we get (2.5) where c 0 = min{1, δ −1 }. Since Ω is an interval and
Let (u * , p * ) be another solution for Problem (I**). By (2.3), we have
Taking v = u − u * in (2.7) and τ = u x − u * x in (2.8), respectively, and by (2.6), we have
Integrating (2.10) from 0 to t and by (2.9), we obtain
Then, by the Gronwall lemma (Lemma 2.1), we get
, we obtain p − p * 0 = 0, i.e., p = p * . In other words, Problem (I**) has a unique solution.
3. The existence and error analysis of the semidiscrete MFE solution for the RLW equation. Let
indexed by a parameter h representing the maximum length of the K i , 0 ≤ i ≤ l − 1, be a regular partition onΩ, i.e., there is a positive constantc independent of h such that the length of any K i ∈ ℑ h is at leastch. Set
where m ≥ 0 and 1 ≤ κ ≤ m + 1, P m (K) denotes the polynomial space of degree ≤ m defined on K.
Note: In the following part of this paper, the capital C without any index denotes a positive constant independent of the partition parameters h and k (see section 4).
Based on the projection properties and the duality principle (cf. [27] and [9] ), we have the following two lemmas.
Lemma 3.1. There exists an operator
There exists an operator r h :
Next we consider the following semidiscrete form for Problem (I**).
⊂ M h be two sets of bases, respectively, satisfying
and writing
From (3.4), Problem (I h ) can be written as follows:
Find f i (t), i = 1, . . . , r 1 , and g j (t), j = 1, . . . , r 2 , such that, ∀t ∈ (0, t 1 ),
(3.6)
where .5) and (3.6) we have
, then the coefficients matrix of the ODE system for f
T , which is positive definite. Therefore, by (3.8) we can solve f ′ i (t). Thus, by Carathéodory's theorem, (3.8) and (3.7) have a set of local maximal solutions on [0, t h ], t h ≤ t 1 . Taking v h = u h and τ h = u hx in (3.3), respectively, and noting that (u 2 h , u hx ) = 0, we have
Integrating (3.9) from 0 to t, by the initial conditions and Lemma 3.1, we have
Since Ω is an interval, from Sobolev's imbedding theorem we have
Therefore, f i (t), i = 1, . . . , r 1 , can be expanded to the global solution for (3.8). Then we can also get g j (t), j = 1, . . . , r 2 from (3.6). In other words, Problem (I h ) has a solution. Using the same approach as Theorem 2.2, we can prove that the solution for Problem (I h ) is unique.
Subtracting Problem (I h ) from Problem (I**) to take v = v h , τ = τ h , we can obtain
Theorem 3.5. Under the assumptions of Theorems 2.2 and
(Ω) and ϕ ∈ H m+2 (Ω), κ = m+1, then the following error estimate holds:
Proof. From (3.11)-(3.12), Lemma 3.1, and noting that (
(3.14)
By (3.14), the Hölder inequality, the Cauchy inequality, and Lemma 3.1, we have 1 2
whereM 0 = max(M 1 , M 0 ). Integrating (3.15) from 0 to t, by the Hölder inequality, the Cauchy inequality, and noting that (u − P h u)(0) = (u − u h )(0) = ϕ − P h ϕ, we have
where C 0 = max{a
Then, by the Gronwall lemma we obtain
Thus, we get (3.19) and, by (3.11), (3.12) 
By (3.19)-(3.20), we can finally get (3.13).
4.
The existence and error analysis of the fully discrete MFE solution for the RLW equation. Let L be a positive integer, k = t 1 /L be the stepsize of time,
Then, the fully discrete MFE solution for Problem (I**) may be presented as follows.
In order to analyze the error of the fully discrete MFE solution for Problem (I n h ), it is necessary to introduce the discrete Gronwall lemma (cf. [21] ).
Lemma 4.1. If {a n }, {b n }, {c n } are positive sequences, {c n } is monotonically increasing and they satisfy a n + b n ≤ c n +λ
Under the assumptions of Theorem 3.5, Problem (I n h ) has a unique solution (u n h , p n h ) ∈ M h × X h , and if k is sufficiently small, then the following error estimate holds:
⊂ M h and {Φ j } r2 j=1 ⊂ X h are two sets of orthogonal bases; then Problem (I n h ) may be written as follows:
where
) we may know the right-hand side G 1 , F 1 . It isn't difficult to prove that the coefficient matrix of (4.3) is invertible. Therefore, 
By (4.6), the Hölder inequality, the Cauchy inequality, and Lemma 3.1, and noting
Summing from 1 to n in (4.7) and by ζ 0 0 = 0, ζ
when k is sufficiently small, for example, max{(2kδ + k)δ −1 , k} ≤ 1/2, by (4.8)-(4.10)
we thus have
2 ), n = 1, 2, . . .. As a 0 = 0, defining b 0 = 0 and by Lemma 4.1, we get
Hence, by Lemma 3.1, we can obtain 
(4.14)
By (4.13), (4.14), and Lemmas 3.1 and 3.2, we have From (4.13) and (4.15) we get (4.2).
Examples of numerical solutions of fully discrete MFE format for the RLW equation.
Let M h and X h be the piecewise one-degree polynomial spaces.
then the basis functions on K i can be taken as
Therefore, Problem (I n h ) on the element K i may be written as follows: for 1 ≤ n ≤ L,
Therefore, (5.2)-(5.3) can be written as
);
. Conclusion. Our numerical results, which are only used for a first degree element, are very ideal in comparison with those of the spline finite element solution in [2] . Thanks to introducing mediate variable p = au 2 /2 − δu xt (which represents the flux), our numerical results are stable. If one needs to get the approximate solution of higher accuracy one may adopt higher order interpolation. Therefore, the MFE method has some specific virtues.
From (5.7) we may solve the values of the solution (u
n h , p n h ) on K i : u n i = u n−1 i − akh h 2 + 12δ [(u n−1 i ) 2 + u n−1 i u n−1 i+1 + (u n−1 i+1 ) 2 ]; (5.8) u n i+1 = u n−1 i+1 + akh h 2 + 12δ [(u n−1 i ) 2 + u n−1 i u n−1 i+1 + (u n−1 i+1 ) 2 ]; (5.9) p n i = a[5(u n−1 i ) 2 + 2u n−1 i u n−1 i+1 − (u n−1 i+1 ) 2 ]/12 −2aδ[(u n−1 i ) 2 + u n−1 i u n−1 i+1 + (u n−1 i+1 ) 2 ]/(h 2 + 12δ);(p n i+1 = a[5(u n−1 i+1 ) 2 + 2u n−1 i u n−1 i+1 − (u n−1 i ) 2 ]/12 −2aδ[(u n−1 i ) 2 + u n−1 i u n−1 i+1 + (u n−1 i+1 ) 2 ]/(h 2 + 12δn i , p n i ), 0 ≤ i ≤ l, of (u n h , p n h ) at point x i : u n 0 = u n−1 0 − akh h 2 + 12δ [(u n−1 0 ) 2 + u n−1 0 u n−1 1 + (u n−1 1 ) 2 ]; (5.12) u n i = u n−1 i − akh[(u n−1 i+1 ) 2 + u n−1 i u n−1 i+1 − (u n−1 i−1 ) 2 −u n−1 i−1 u n−1 i ]/(2h 2 + 24δ), 1 ≤ i ≤ l − 1; (5.13)u n l = u n−1 l + akh[(u n−1 l−1 ) 2 + u n−1 l u n−1 l−1 + (u n−1 l ) 2 ]/(h 2 + 12δ); (5.14) p n 0 = a[5(u n−1 0 ) 2 + 2u n−1 0 u n−1 1 − (u n−1 1 ) 2 ]/12 −2aδ[(u n−1 0 ) 2 + u n−1 0 u n−1 1 + (u n−1 1 ) 2 ]/(h 2 + 12δ); (5.15) p n i = a[10(u n−1 i ) 2 + 2u n−1 i u n−1 i+1 − (u n−1 i+1 ) 2 − (u n−1 i−1 ) 2 ]/24 −aδ[(u n−1 i+1 ) 2 + 2(u n−1 i ) 2 + u n−1 i u n−1 i+1 +(u n−1 i−1 ) 2 + u
