Automated discovery of early visual concepts from raw image data is a major open challenge in AI research. Addressing this problem, we propose an unsupervised approach for learning disentangled representations of the underlying factors of variation. We draw inspiration from neuroscience, and show how this can be achieved in an unsupervised generative model by applying the same learning pressures as have been suggested to act in the ventral visual stream in the brain. By enforcing redundancy reduction, encouraging statistical independence, and exposure to data with transform continuities analogous to those to which human infants are exposed, we obtain a variational autoencoder (VAE) framework capable of learning disentangled factors. Our approach makes few assumptions and works well across a wide variety of datasets. Furthermore, our solution has useful emergent properties, such as zero-shot inference and an intuitive understanding of "objectness".
Introduction
State-of-the-art AI approaches still struggle with some scenarios where humans excel [21] , such as knowledge transfer, where faster learning is achieved by reusing learnt representations for numerous tasks (Fig. 1A) ; or zero-shot inference, where reasoning about new data is enabled by recombining previously learnt factors (Fig. 1B) . [21] suggest incorporating certain "start-up" abilities into deep models, such as intuitive understanding of physics, to help bootstrap learning in these scenarios. Elaborating on this idea, we believe that learning basic visual concepts, such as the "objectness" of things in the world, and the ability to reason about objects in terms of the generative factors that specify their properties, is an important step towards building machines that learn and think like people. We believe that this can be achieved by learning a disentangled posterior distribution of the generative factors of the observed sensory input by leveraging the wealth of unsupervised data [4, 21] . We wish to learn a representation where single latent units are sensitive to changes in single generative factors, while being relatively invariant to changes in other factors [4] . With a disentangled representation, knowledge about one factor could generalise to many configurations of other factors, thus capturing the "multiple explanatory factors" and "shared factors across tasks" priors suggested by [4] . Unsupervised disentangled factor learning from raw image data is a major open challenge in AI. Most previous attempts require a priori knowledge of the number and/or nature of the data Figure 1 : A: Disentangled representations of data generative factors allow for fast knoweldge transfer between different reinforcement learning (RL) policies. State of the art RL models without such representations (e.g. DQN by [23] ) require complete re-learning of low-level features for different tasks [21] . B: Models are unable to generalise to data outside of the convex hull of the training distribution (light blue line) unless they learn about the data generative factors and recombine them in novel ways. C: Sparse data points do not provide enough information for an unsupervised model to identify where the data manifold should lie. Data generated using factors densely sampled from continuous distributions makes manifold learning less ambiguous.
generative factors [16, 25, 35, 34, 13, 20, 8, 33, 17] . This is infeasible in the real world, where the newborn learner may have no a priori knowledge and little to no supervision for discovering the generative factors. So far any purely unsupervised approaches to disentangled factor learning have not scaled well [11, 30, 9, 10] .
We propose a deep unsupervised generative approach for disentangled factor learning inspired by neuroscience [2, 3, 24, 15] . We apply similar learning constraints to the model as have been suggested to act in the ventral visual stream in the brain [28] : redundancy reduction, an emphasis on learning statistically independent factors, and exposure to data with transform continuities analogous to those human infants are exposed to [2, 3] . We show that the application of such pressures to a deep unsupervised generative model can be realised in the variational autoencoder (VAE) framework [19, 26] . Our main contributions are the following: 1) we show the importance of neuroscience inspired constraints (data continuity, redundancy reduction and statistical independence) for learning disentangled representations of continuous visual generative factors; 2) we devise a protocol to quantitatively compare the degree of disentanglement learnt by different models; and 3) we demonstrate how learning disentangled representations enables zero-shot inference and the emergence of basic visual concepts, such as "objectness".
Constraints to encourage disentangled factor learning
The infants' ventral visual stream learns basic visual concepts through exposure to unsupervised data during the first few months of life [28, 5] . We hypothesise that a deep unsupervised model should be able to learn similar representations if exposed to similar data streams and put under the same learning constraints as the visual brain. In this section we elaborate on this hypothesis.
Continuously transformed data Up to around 3 months of age human babies are unable to focus beyond 8-10 inches [22] . Their visual cortices are learning from a large unsupervised dataset of objects transforming continuously against a blurred background [6] . Computational neuroscience simulations of the ventral visual pathway suggest that the response properties of neurons in the inferior temporal cortex arise through a Hebbian learning algorithm that relies on the fact that nearest neighbours of a particular object in pixel space are transforms of the same object [24] . This notion can be generalised within the manifold learning framework. As shown in Fig. 1C , sparse samples from data transformation manifolds provide little information for unsupervised models about the manifold shapes. This ambiguity may be resolved through either dense sampling of the manifolds or by adding supervised signals. The importance of vast quantities of unlabeled data for the success of unsupervised approaches in learning disentangled factor representations was pointed by [4] . Here we specify a particular aspect of the data we believe is important for such learning. We postulate that it is important that the observed data is generated using factors of variation that are densely sampled from their respective continuous distributions. We leave the learning of discrete factors to future work.
Redundancy reduction and independence According to [2] , one of the main functions of the sensory brain is redundancy reduction, where redundacy is defined as the difference between the maximum entropy that a channel can transmit, and the entropy of messages actually transmitted. Sensory redundancy reduction is facilitated through learning statistically independent components within the data [3] . We hypothesise that an unsupervised deep model encouraged to perform redundancy reduction and to learn statistically independent components from continuous data, as described in the section above, will learn basic visual concepts similar to those learnt by the ventral visual stream. Such constraints have been considered before [32, 29, 27] , but no scalable unsupervised solution capable of disentangled factor learning based on these ideas yet exists.
We start by specifying an unsupervised deep generative model for learning latent factors z ∈ R m that, when combined in a non-linear way, generate the observed data x. For a given observation, we describe the plausible posterior configurations of such generative latent factors z by a probability distribution q φ (z|x). We aim to maximise the probability of the observed data x on average over all possible samples from the latent factors z. This corresponds to the optimisation problem in Eq. 1.
In order to learn disentangled representations of the generative factors we introduce a constraint that encourages the distribution over latent factors z to be close to a prior that embodies the neuroscience inspired pressures of redundancy reduction and independence prior. This results in a constrained optimisation problem shown in Eq. 2, where specifies the strength of the applied constraint.
Writing Eq. 2 as a Lagrangian we obtain the familiar variational free energy objective function shown in Eq. 3 [19, 26] , where β 0 is the inverse temperature or regularisation coefficient.
If we set the disentangled prior to be an isotropic unit Gaussian (p(z) = N (0, I)), the variational bound in Eq. 3 matches well the desiderata proposed by [2, 3] . It adds redundancy reduction pressure by constraining the capacity of the latent information channel z, while preserving enough information to enable reconstruction. The isotropic nature of the Gaussian prior puts implicit independence pressure on the learnt posterior. Varying β changes the degree of applied learning pressure during training, thus encouraging different learnt representations. When β = 0, we obtain the standard maximum likelihood learning. When β = 1, we recover the Bayes solution. We postulate that in order to learn disentangled representations of the continuous data generative factors it is important to tune β to approximate the level of learning pressure present in the ventral visual stream.
Experiments

Learning disentangled factors in a 2D dataset
We first demonstrate that a VAE can learn disentangled generative factors when exposed to a dataset with continuous transformations as defined in Sec. 2. We use a synthetic binary dataset of 737,280 2D shapes (heart, oval and square) generated from the Cartesian product of four factor values v k defined in vector graphics: position X (32 values), position Y (32 values), scale (6 values) and rotation (40 values over the 2π range). To ensure smooth affine object transforms, each two subsequent values for each factor v k were chosen to ensure minimal differences in pixel space given 64x64 pixel image resolution. We used randomly sampled batches of size 100 to train a fully connected VAE with m = 10 latent units and various β values until convergence (see Tbl. 1 in Appendix for details). After training, a VAE with β = 0.01 learnt a good (while not perfect) disentangled representation of the data generative factors, and its decoder learnt to act as a rendering engine ( Fig. 2A) . The most informative units z i have the highest KL divergence from the unit Gaussian prior (p(z) = N (0, I)), while the uninformative latents have KL divergence close to zero. Throughout the rest of the paper we illustrate disentangling performance of various models using latents with the highest KL divergence from the prior. Fig. 2A . It can be seen that latents z 7 and z 5 learnt to encode X and Y coordinates of the objects respectively; unit z 4 learnt to encode scale; and units z 2 and z 9 learnt to encode rotation. The frequency of oscilations in each rotational latent corresponds to the rotational symmetry of the corresponding object (2π for heart, π for oval and π/2 for square). Furthermore, the two rotational latents seem to encode cos and sin rotational coordinates, while the positional latents align with the Cartesian axes. While such alignment with human intuition is not guaranteed, empirically we found it very common. Fig. 2B demonstrates that a model with inappropriate learning pressures (β = 0) does not learn about the generative factors in the data and instead learns a dense entangled latent representation.
Quantifying disentangling
We have devised a metric to quantitatively approximate the degree of disentanglement within the learnt latent representations. The metric uses a linear classifier to predict which factor caused the transition between two frames in the dataset, where the frames are identical apart from a random change in a single generative factor. We use a low VC dimension classifier that has no capacity to do the disentangling itself to ensure that good classification performance can be achieved only if the generative factors are already disentangled in the latent space z. The classifier has to learn a mapping G(z dif f ) : R m → R k , where m is the dimensionality of the latent space z, k is the number of factors in the dataset (in our case four: scale, rotation, position X and position Y) and
is the change in the latent space corresponding to a change in a single generative factor in pixel space (see Alg. 1 in Appendix for details). Classification performance is reported for 5,000 test samples in Fig. 3 . VAE that learnt a disentangled representation of the data 
Zero-shot Understanding
Training & testing regimes Figure 3 : A: Factor change classification accuracy for the original 2D shapes dataset (heart, oval and square). Ground truth uses data generating vectors v. PCA decomposition keeps the first ten components (explaining 60.8% of variance). Untrained refers to a VAE with random weights. Disentangled is a VAE with β = 0.01. Entangled uses β = 0. B: "Zero-shot Understanding" refers to a VAE that did not see particular combinations of the generative factors during training (see Sec. 3.4), but had to reason about them during factor change classification. A projection of the hypercube formed by the data generative factors is visualised on the right. Only the yellow subset was used for training. The held out factor combinations are shown in grey and were used to evaluate the factor change classification accuracy. generating factors (model in Fig. 2A ) achieved similar classification score to the one obtained using ground truth data generation vectors v dif f . Both scores are significantly higher than several varied baselines: an untrained VAE with the same architecture, a VAE that learnt an entangled representation (model in Fig. 2B ), the top ten PCA components of the data (P CA dif f ) or using the raw pixels (x dif f ), see Fig. 3A .
Factors affecting learning
In this section we investigate the sensitivity of disentangled factor learning in the VAE framework to the learning constraints of data continuity, redundancy reduction and independence.
Data continuity We hypothesised that data continuity is important for guiding unsupervised models towards learning the correct data manifolds (Sec. 2). To test this idea we measured how the degree of learnt disentangling changes with reduced continuity in the 2D shapes dataset. We trained a VAE with β = 0.01 ( Fig. 2A ) on subsamples of the original 2D shapes dataset, where we progressively decreased the generative factor sampling density. Reduction in data continuity negatively correlates with the average pixel wise (Hamming) distance between two consecutive transforms of each object (normalised by the average number of pixels occupied by each of the two adjacent transforms of an object to account for object scale). Fig. 4A demonstrates that as the continuity in the data reduces, the degree of disentanglement in the learnt representations also drops. This effect holds after additional hyperparameter tuning and can not solely be explained by the decrease in dataset size, since the same VAE can learn disentangled representations from a data subset that preserves data continuity but is approximately 55% of the original size (see Sec. 3.4).
Optimizing learning constraints
We hypothesised that constrained optimisation is important for enabling deep unsupervised models to learn disentangled representations of the data generative factors (Sec. 2). In the VAE framework this corresponds to tuning the β coefficient. We find that larger latent z layer sizes m require higher constraint pressures (higher β values) (Fig. 4B ). In some circumstances β > 1 is necessary. Furthermore, the relationship of β for a given m is characterised by an inverted U curve. When β is too low or too high the model learns an entangled latent representation due to either too much or too little capacity in the latent z bottleneck. We also note that VAE reconstruction quality is a poor indicator of learnt disentanglement. Good disentangled representations often lead to blurry reconstructions due to restricted capacity of the latent information channel z, while entangled representations often result in the sharpest reconstructions. Since VAE model selection is often performed based on reconstruction quality, this may be one of the reasons why the ability of VAEs to disentangle data generative factors has been overlooked before. Another reason may be the lack of transform continuity in many popular datasets (i. e. Multi-PIE [14] ). 
Investigating qualities of learnt representations
In this section we show some of the desirable properties that arise from learning disentangled as opposed to entangled latent representations.
Learning statistically independent factors Computational neuroscience results suggest that the nature of representations learnt through Hebbian learning in the ventral visual stream in the brain relies on the statistics of the data. Statistically independent parts of the retinal inputs are allocated separate representations, while statistically dependent parts are grouped into a single representation [15] . We test whether the same holds for VAEs trained for disentangled factor learning. We use a dataset developed for psychophysical experiments to measure generative factor learning in humans [7] (unpublished). The dataset consists of a single "amoeba" object with four arms of varying length (Fig. 5A ). The arms are pairwise coupled and the length of each arm within each pair is determined by a nonlinear factor (either quadratic or sigmoidal, see Fig. 5B ). For example, growth in the values of the quadratic factor correspond to linear growth of arm three and quadratic growth of arm four. This means that during training the VAE sees the full range of lengths of each single arm, but it never sees certain combinations of lengths of pairs of arms (i.e. long arm three and a short arm four). We investigated whether a fully connected VAE (see Tbl 1 for architecture details) would learn representations of the two generative factors (sigmoidal and quadratic), or whether it would learn four separate representations, one for each arm (the latter would be expected if the VAE did not learn the statistical regularities in the data). We found the former to be true (Fig. 5B) : the VAE learnt to allocate two latents (z 1 and z 2 ) to represent the sigmoidal and quadratic factors respectively, z 3 acted as a switch to split the quadratic factor space into two halves, while the remaining latents (z 4 -z 10 ) learnt the uninformative unit Gaussian prior (p(z) = N (0, I)).
Generalisation to new latent factor combinations A model that understands the factorial structure of the data should be able to generalize its knowledge beyond the training distribution by recombining previously learnt factor values, thus performing zero-shot inference (Fig. 1B) . We tested such properties of VAEs by training the architecture described in Sec. 3.1 on a subset of the full 2D shapes dataset. This subset preserved the original data continuity by traversing each individual generative factor fully, but some combinations of factors were never seen during training (i.e. the subset still contained all six scales across the three object identities, but there were no small squares present in any rotation or position). By dropping certain combinations of generative factors (Fig. 3B) we reduced the dataset size to approximately 55% of the original size. We then calculated the disentangling metric (Sec. 3.2) for a model with β = 0.01 or β = 0 trained on this subset. The disentangling metric was calculated using factor combinations that were excluded from the training subset. We found that the VAE with β = 0.01 learnt a disentangled representation and was able to reason well about the test data significantly outside of its training distribution (Fig. 3B ). The model with β = 0 learnt an entangled representation and had worse generalization to test data outside of the convex hull of its training data distribution.
Learning basic visual concepts We argue that through learning disentangled representations of the data generative factors, VAEs may acquire basic conceptual understanding of the visual world, such as the "objectness" of things. Then, when presented with novel objects, the VAEs may still be able to reason about the properties of these objects, such as size or position, without necessarily knowing the identify of the new objects. A reinforcement learning framework built on top of such a VAE will then be able to preserve its policy performance without re-learning, hence moving towards the desiderata described in [21] . To test this we presented models that learnt disentangled (β = 0.01) or entangled (β = 0) representations on the original dataset of 2D objects (heart, oval and square) with new 2D objects (mushroom, rectangle and triangle) generated using the same four factors of variation (scale, rotation, position X and position Y). In order to visualise what exactly the VAE understands about the new 2D objects, we spliced together an encoder trained on the original dataset (Enc orig = p(z orig |x orig )) with a decoder trained on the new 2D shapes dataset (Dec new = p(x new |z new )) ( Fig. 6A ). We used a low VC dimension linear regressor to learn an alignment mapping G : z orig → z new using 50% of the new dataset. We then generated reconstructionsx new = Dec new (G(Enc orig (x new ))) of the held out test data. Fig. 6B shows that the VAE that learnt a disentangled representation can reason well about location, scale, and rotation of the new objects despite the fact that its encoder has never seen the new objects. This is in contrast to the poor reconstructions produced by a VAE with an entangled representation.
Other datasets
Additionally, we trained convolutional VAE architectures on a variety of datasets (including a 3D first person view maze navigation environment that shares many properties with the real world) and 
Conclusion
In this paper we have shown that deep unsupervised generative models are capable of learning disentangled representations of the visual data generative factors if put under similar learning constraints as those present in the ventral visual pathway in the brain: 1) the observed data is generated by underlying factors that are densely sampled from their respective continuous distributions; and 2) the model is encouraged to perform redundancy reduction and to pay attention to statistical independencies in the observed data. The application of such pressures to an unsupervised generative model leads to the familiar VAE formulation [19, 26] with a temperature coefficient β that regulates the strength of such pressures and, as a consequence, the qualitative nature of the representations learnt by the model. Our approach does not depend on any a priori knowledge about the number or the nature of data generative factors, it is robust with respect to different VAE architectures, optimisation parameters, datasets and noise. We have shown that learning disentangled representations leads to useful emergent properties. The ability of trained VAEs to reason about new unseen objects suggests that they have learnt from raw pixels and in a completely unsupervised manner basic visual concepts, such as the "objectness" property of the world. This is an important ability for the development of artificial intelligence that understands the world the same way humans do [21] . Furthermore, we have demonstrated the ability of VAEs trained for disentangled factor learning to generalise beyond the training data distribution in zero-shot inference scenarios. These are just the first demonstrations of how learning better representations in an unsupervised manner allows models to perform better on challenging machine learning tasks. We believe that using our approach as an unsupervised pre-training stage for supervised or reinforcement learning will produce significant improvements for scenarios such as transfer or fast learning.
A.7 3D chairs dataset
For the 3D chairs dataset [1] we trained a convolutional VAE (see Tbl. 1) on 82 chair identities. The images were cropped and downsampled to 100x100 pixels. The decoder had Gaussian outputs. The model was trained using rmsprop [31] optimizer with learning rate of 1e-5.
A.8 3D first person view maze navigation game dataset
We also trained a convolutional VAE (see Tbl. 1) on frames from a first person view 3D first person maze navigation game environment. The game frames were made greyscale and downsampled to 84x84 pixels. The dataset contained 1 million frames. This environment shares many properties with the real world: it is continuous and the dynamics of visual scene changes are similar to those experienced in the real world. After training the VAE was able to learn disentangled representations of several factors of variation present in the 3D game world (see video visualisations at http://tinyurl.com/jgbyzke). For example, certain single latent units learnt to represent changes in light, forward/backward movement and rotational movement. The VAE also learnt to allocate single latent units to represent the change in score and the rotation of the little character head at the bottom of the screen. For this experiment z size was set to 32 and β = 1. The decoder had Gaussian outputs. The model was trained using rmsprop [31] optimizer with learning rate of 1e-4.
