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Abstract
In this note we describe the stack Hg of smooth hyperelliptic curves of genus g over
an algebraically closed field of characteristic two, as a quotient stack of a smooth variety
of dimension 3g+5 by a non reductive algebraic group, extending a well known result
of Vistoli. As an application, we show the Mumford-Vistoli description of the Picard
group of the stack Hg is valid in this characteristic. We also describe the natural
stratification of Hg by means of higher ramification data. We point out that after
stable compactification Hg is not smooth in codimension at least two.
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1 Introduction
Dans cette note, on souhaite mettre en e´vidence quelques proprie´te´s du champ des
courbes hyperelliptiques en caracte´ristique deux, naturellement lie´es a` la spe´cificite´
de cette caracte´ristique. Ces remarques sont toutes en relation avec le caracte`re Artin-
Schreier du quotient par l’involution hyperelliptique. Notons qu’en genre un et car-
acte´ristique deux, les points d’ordre deux d’une courbe elliptique se re´duisent a` un
ou deux, et que sous les meˆmes conditions, en genre g = 2, les points de Weierstrass
se re´duisent a` 3, 2 ou 1. Rappelons que pour le genre deux, Igusa [I] a de´crit d’une
part l’espace des modules grossiers M2 sur Z, et d’autre part mis en e´vidence les
particularite´s lie´es a` la caracte´ristique deux (forme de Rosenhain ge´ne´ralise´e, auto-
morphismes). Par exemple, les courbes de genre deux se re´partissent en trois familles,
de´crites par une e´quation non homoge`ne de la forme Artin-Schreier:
Y 2 − Y =


αX + βX−1 + γ(X − 1)−1 (α, β, γ 6= 0)
X3 + αX + βX−1 (β 6= 0)
X5 + αX3.
(1.1)
Le premier re´sultat de cette note est une description du champ Hg sur F2 comme
champ quotient, re´sultat qui est enrichi par le fait que Hg est pour cette caracte´ristique
naturellement stratifie´ au moyen du conducteur de Hasse, c’est a` dire de la ramification
supe´rieure. Si g = 2, c’est la stratification de Igusa. On notera cependant que H1 6=
2
M1,1 (voir Remarque 4.3). En caracte´ristique p ≥ 0, p 6= 2, il est bien connu que si
g = 1 [M] , ou g = 2 [V]
Pic(Hg) =
{
Z
12Z
, si g = 1
Z
10Z
, si g = 2.
(1.2)
On notera aussi que si g = 1, et bien que les champs soient distincts, on a l’e´galite´
Pic(H1) = Pic(M1,1) (Remarque 4.3). La de´termination de Pic(Hg) a e´ te´ e´ tendue
a` un genre arbitraire, et caracte´ristique p 6= 2, par Arsie et Vistoli [AV]; de manie`re
un peu plus ge´ne´rale ils conside`rent des reveˆtements a` groupe de Galois cyclique et
diagonalisable (appele´s par ces auteurs reveˆtements cycliques simples).
Le second re´sultat de cette note est la description de Pic(Hg) si g ≥ 1, et toujours sur
F2. Il de´coule facilement de la description du champ Hg comme champ quotient [X/G],
ou` X est un ouvert d’un espace de repre´sentation deG, comme cela a e´te´ remarque´ par
Vistoli [AV],[V], . La diffe´rence dans notre cas venant principalement du fait que pour
le groupe de Galois Z
2Z
6= µ2, les reveˆtements sont maintenant du type Artin-Schreier
au lieu du type Kummer. La description obtenue peut eˆtre vue comme une variation
sur le the`me des coefficients a0, a1, . . . , a6 de la forme de Weierstrass ge´ne´ralise´e en car-
acte´ristique deux [SI]. On remarquera toutefois que Hg est encore un champ lisse, fait
exceptionnel, non partage´ en ge´ne´ral par les champs de reveˆtements en caracte´ristique
positive [BM], [RO]. Il est remarquable que l’on puisse de cette manie`re retrouver ce
fait qui rele`ve essentiellement d’arguments de de´formations e´quivariantes. On remar-
quera cependant que la compactification stable Hg bien que lisse en codimension un
n’est pas lisse en codimension au moins deux si g ≥ 3.
On peut imaginer qu’une description analogue en caracte´ristique p du champ de
Hurwitz classifiant les reveˆtements p-cycliques de P1 comme champ quotient, devrait
conduire a` des informations pre´cises sur la nature de ses singularite´s [BM]. Dans
tout le texte, et sauf mention du contraire, un corps k est alge´briquement clos de
caracte´ristique deux.
2 Quelques calculs de Torseurs
2.1 Objets de marque locale donne´e
Dans cette section on rassemble des re´sultats pour la plupart bien connus, mais dans
une formulation commode pour la suite. De manie`re ge´ne´rale, on sait que la classifica-
tion des objets au dessus de la cate´gorie des k-sche´mas (k corps, ou anneau de base),
localement fpqc d’une marque donne´e (confer. Demazure-Gabriel [DG], Ch III, 5), est
e´quivalente a` la donne´e du champ classifiant BG, avec pour groupe structural G le
groupe des automorphismes de l’objet marque.
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Une de´finition pre´cise et plus ge´ne´rale est comme suit. SoitM un champ alge´brique
au dessus de k, i.e. au-dessus de la cate´gorie des k-sche´mas. Soit X un k-sche´ma, et
soit P ∈ M(X) un objet distingue´ , l’objet marque. Disons que Q ∈ M(U) est de
marque P , s’il y a un morphisme α : U → X , un recouvrement (e´tale) U ′ → U , tels
que
Q×U U
′ ∼= P ×X U
′, donc si Isom(Q,P ×X U)(U
′) 6= ∅ (2.1)
On de´finit un champ MP (le champ des objets de marque P ), dont les objets au-
dessus de U sont les couples (Q,α : U → X), comme de´finis au-dessus, cette de´finition
traduisant le fait que Q est de marque P . Un morphisme (Q,α) → (Q′, α′) est un
morphisme f : Q → Q′ au-dessus de u : U → U ′, avec α′u = α. Ce champ n’est en
fait comme on va le voir qu’une pre´sentation diffe´rente du champ classifiant B(G/X),
ou` G = AutX(P ) est le X-groupe alge´brique des automorphismes de P , suppose´ lisse
[LM].
Proposition 2.1. Sous les hypothe`ses qui pre´ce`dent, on a un isomorphisme de champs
MP
∼
−→ (G/X)
G = Autk(P ) e´tant comme indique´, le X-groupe alge´brique des automorphismes de P .
Proof. Rappelons brie`vement la de´finition du morphisme MP
∼
→ G/X) (voir [DG]
pour des d’etails). Si (Q ∈ M(U), f : U → X) est un objet de marque P , il est clair
que le U -sche´ ma IsomU(Q,P ×X U) est de manie´re naturelle, c’est a` dire pour l’action
a` droite de G ×X U , un G fibre´ principal de base U , i.e. un G ×X U -torseur. Un
morphisme entre objets de marque P induit de manie`re e´vidente un morphisme entre
torseurs associe´s. En sens inverse, si on a un morphisme α : U → X , et si Q→ U est
un G×X U -torseur, le produit contracte´
1
Q×G×XU (P ×X U) (2.2)
de´finit un objet de marque P de base U ; de manie`re plus pre´cise (P, α) ∈MP (U). Ces
deux constructions sont clairement inverses l’une de l’autre. D’une autre manie`re on
peut observer que le champ M(P ) est une gerbe sur X . cette gerbe est neutre car P
en est une section sur X . Le re´sultat de´coule alors de ([LM], Lemme (3.31))
2.2 Le champ classifiant BG
Un exemple simple qui illustre la construction pre´ce´dente revient a` prendre comme
marque kn, de sorte que M est dans ce cas le champ des faisceaux localement libres
1Supposons le torseur Q → U , de´fini par un cocycle gi,j : Ui,j → G ×X U , relativement a` un
recouvrement e´tale (Ui → U)i de U . On peut alors voir (gi,j) comme une donne´e de descente sur la
collection Pi = P ×X Ui, relativement a` ce recouvrement. Cela de´finit un objet x ∈ M(U) tel que
Q = Isom(x, P ×X U).
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de rang n sur les k-sche´mas. C’est le champ alge´brique F ibn,X/S de ([LM], The´ore`me
(4.6.2.1)), avec X = S = Speck. Les sections au dessus de U sont les fibre´s vectoriels
de rang n sur U , les morphismes e´tant les morphismes de changement de base. Alors
le principe qui vient d’eˆtre rappele´ dit que ce champ est isomorphe a` BGL(n). Plus
significatif pour la suite est le cas du groupe projectif line´aire PGL(n) = Aut(Pn). Le
champ classifiant BPGL(n) est isomorphe au champ dont les objets sont les fibrations
en P n au dessus d’un k-sche´ma (sche´mas de Severi-Brauer).
Le cas qui nous sera utile pour la suite est un me´lange de ces deux exemples. Fixons
un faisceau localement libre V sur P 1, de rang r ≥ 1, donc en vertu d’un the´ore`me
bien connu de Grothendieck, de la forme
V = O(n1)⊕ · · · ⊕ O(nr) (2.3)
avec n1 ≤ · · · ≤ nr. Soit la cate´gorie fibre´e en groupo¨ıdes P, dont les objets sont les
couples (D → S,E), avec D → S une fibration en P1, et E un fibre´ vectoriel sur D
localement isomorphe a` V , c’est a` dire e´tale-localement sur S de la forme ⊕ri=1Li, ou`
Li est inversible de degre´ relatif ni. Noter que cette de´finition a un sens car localement
pour la topologie e´tale D = P1S. L’identification des objets dans cet exemple est un
exercice aise´ 2:
Proposition 2.2. 1. La cate´gorie fibre´e en groupo¨ıdes P est un champ alge´brique,
i.e. P ∼= BG.
2. La marque des objets de P est (P1, V ). Le groupe G des automorphismes du
mode`le est le groupe qui line´arise universellement le fibre´ V . Ce groupe s’inse`re
dans une suite exact
1→ H = Aut(V )→ G→ PGL(1)→ 1 (2.4)
Proof. Le principe ge´ne´ral indique´ au dessus s’applique si on plonge les objets dans un
champ ambiant. Une preuve directe de l’identification 1) est aussi rapide. Le premier
point se re´sume essentiellement a` montrer que si (D,E) et (D′, E ′) sont deux objets
de P au-dessus du sche´ma S, alors le faisceau sur Set
(T → S) 7→ IsomT ((DT , ET ), (D
′
T , E
′
T )) (2.5)
est repre´sentable par un S-sche´ma se´pare´ de type fini. On peut proce´der en deux
e´tapes. Soit d’abord le foncteur IsomS(D,D
′) qui est repre´sente´ par un S sche´ma
affine. Si D = P1S, c’est un torseur I sous le groupe PGL(1)S. Si Φ : D×S I
∼
→ D′×SI
2On peut moduler la de´finition, par exemple en ajoutant a` V une section globale. Les objets sont
alors des triples (D,E, s), s ∈ Γ(D,E). Les automorphismes sont dans ce cas assujettis a` fixer la
section.
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est l’isomorphisme universel, on est ramene´ a` prouver que le foncteur de´fini sur la
cate´gorie des I-sche´mas
(U → I) 7→ IsomU(EU ,Φ
∗(E ′)U) (2.6)
est repre´sentable. L’argument est bien connu (voir par exemple [LM], The´ore` me
4.6.2.1); ce foncteur est en fait repre´sente´ par un sche´ma affine sur I. Comme il est
manifeste que l’objet (P1, V ) ∈ P(k) de´finit un atlas, le premier point est essentielle-
ment clair.
Identifions maintenant la marque des objets de P. Il est clair que toute fibration
en P1 de base S est localement (pour la topologie e´tale) de la forme P1S, de manie`re
e´quivalente, a localement pour la topologie e´tale une section. Supposons donc D = P1S.
Dans ce cas le module localement libre E e´tant localement isomorphe a` V , on peut
quitte a` localiser si ne´cessaire, supposer que
E = OP1
S
(n1)⊕ · · · ⊕ OP1
S
(nr) = p
∗(V )
en de´sigant par p : P1S → P
1
k le morphisme de changement de base. Ce qui montre que
la marque est bien le couple (P1, V ).
Pour de´crire le groupe des automorphismes de l’objet marque, rappelons que si un
groupe alge´brique G, de multiplication µ agit sur une varie´te´ X , l’action e´tant note´e
σ : G×X → X , une G-line´arisation sur un faisceau cohe´rent F , est un isomorphisme
Φ : σ∗(F )
∼
−→ p∗2(F ) (2.7)
ve´rifiant la relation de cocycle
(µ, 1)∗Φ = p∗2,3Φ.(1, σ)
∗Φ (2.8)
En ge´ne´ral un faisceau F localement libre de rang n, invariant par G, donc tel que
g∗(F ) ∼= F pour tout g ∈ G, n’est pas G-line´arisable, cependant il le devient si le
groupe G est agrandi convenablement. De manie`re plus pre´cise, l’argument rappele´
en de´but de preuve montre qu’il existe un groupe alge´brique G˜, et un morphisme de
groupes G˜ → G, tel que les G-line´arisations de F correspondent de manie`re bijective
aux sections de G˜→ G. En fait il suffit d’appliquer la construction du de´but au couple
de faisceaux (µ∗(F ), p∗2(F )), µ et p2 e´tant respectivement l’action, et la projection
G×X → X , de sorte que:
G˜ = Isom(p∗2(F ), µ
∗(F )) (2.9)
D’une manie`re simplifie´e, les points de G˜ sont les couples (g, φ), avec g ∈ G, et φ
un isomorphisme F
∼
→ g∗(F ). La loi de composition est (g, φ)(h, ψ) = (gh, h∗(φ)ψ).
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Si on a pour tout g ∈ G, g∗(F ) ∼= F , alors ce groupe s’inse`re dans une extension,
ge´ne´ralisant 1.1:
1→ Aut(F )→ G˜→ G→ 1 (2.10)
Revenons a` la situation de de´part, donc F = V, X = P1. Soit Q˜→ S un G˜S-torseur.
Avec ce torseur on construit en premier un fibre´ en P1, qui est le fibre´ associe´
P = P˜×S
G˜
P1 → S
On construit ensuite un fibre´ vectoriel E → P , localement sur S isomorphe a` V , en
utilisant le fait que par construction G˜ agit sur le fibre´ V → P1. On prend le fibre´
vectoriel associe´ :
E = Q˜×S
G˜
VS → P
Cette construction jointe a` la pre´ce´dente conduit a` l’identification P ∼= BG˜, et donc
donne le re´sultat en ajustant les notations.
Notons que l’extension 2.10 n’est en ge´ne´ral pas scinde´e, du fait que O(n) n’est
PGL(1)-line´arisable que si n est pair; il posse`de bien entendu une GL(2)-line´arisation
canonique. En effet soit αg : O(1)
∼
→ g∗(O(1)) la line´arisation tautologique de O(1),
la line´arisation canonique de O(n) relative a` GL(2) est celle donne´e par α⊗ng . Cela
de´finit la line´arisation tautologique de V :
⊕ri=1 α
⊗ni
g : V
∼
→ g∗(V ) (g ∈ GL(2)) (2.11)
Noter que pour cette action λ12 agit diagonalement sur V par diag(λ
n1 , · · · , λnr).
On notera cependant que la line´arisation tautologique de V sous GL(2) se descend
dans tous les cas en une line´arisation sous GL(2)/µd, en notant d le pgcd des ni.
Le groupe H de la proposition 1.2 est aise´ a` de´crire. Supposons la partition (ni) de
r =
∑r
i=1 ni, prenant p valeurs distinctes k1 < . . . < kp, ki apparaissant αi fois. Alors
V a une filtration canonique F • (de Harder-Narasimhan)
0 6= F p ⊂ · · · ⊂ F 1 = E, F j/F j+1 = OP1(kj)
⊕αj
En fait si V = ⊕pj=1OP1(kj)
⊕αj , on a Fj = ⊕
p
m=jOP1(km)
⊕(αm). En conse´quence un
automorphisme de V respecte la filtration F •. Il est alors imme´diat que H = Aut(V )
s’identifie a` un groupe produit semi-direct
H = U ⋊
p∏
j=1
GL(αi)
expression dans la quelle le groupe unipotent U , est un sous-groupe du groupe des
automorphismes de V induisant l’identite´ dans le gradue´ associe´ gr•(F •).
Remarque 2.3.
Sous certaines conditions G est aussi un produit semi-direct. Supposons par ex-
emple pgcd(k1α1, · · · , kpαp) = d. Soit alors une relation de Bezout d =
∑
j mjkjαj .
Conside´rons le caracte`re de H donne´ par
χ : H →
p∏
j=1
GL(αi)
ψ
→ Gm
avec ψ((gj)) =
∏
j det(gj)
mj , et soit K le noyau de χ. Sous ces conditions le groupe
H est le produit semi-direct H = K ⋊GL(2)/µd. Notons α : GL(2) → G la section
induite par la line´arisation canonique sur chaque facteur. Alors les e´le´ments de K qui
sont dans l’image de α, sont repre´sente´s par les matrices diagonales diag(λn1 , · · · , λnr),
avec ψ(α(g)) = λ
∑
mini = λd = 1. Cette intersection est donc re´duite a` l’identite´ .
Dans le cas ge´ne´ral, et d e´tant suppose´ pair, la suite (1.1) est scinde´e. Notons en effet
que si les ni sont tous pairs on obtient une section de G → PGL(1) par factorisation
de g ∈ GL(2) 7→ ⊕i α
⊗ni
g det(g)
−ni/2. ♦
3 Courbes hyperelliptiques en caracte´ristique deux
3.1 Le champ Hg
On fixe dore´navant un corps k alge´briquement clos de caracte´ristique deux, par exemple
k = F2. Les sche´mas sont des k-sche´mas de type fini. Rappelons qu’une courbe
hyperelliptique p : C → S, de genre g ≥ 2, de base un sche´ma S, est une S-courbe
projective lisse a` fibres connexes, munie d’un S-automorphisme involutif τ : C
∼
→ C,
de sorte que toute fibre ge´ome´trique Cs est une courbe hyperelliptique de genre g,
d’involution hyperelliptique la restriction de τ . L’involution τ , qui est alors unique, est
appele´e l’involution hyperelliptique de la courbe p : C → S. La courbe quotient D =
C/τ est une fibration tordue en P1 de base S, voulant dire que les fibres ge´ome´triques
sont des P1). Notons que le quotient π : C → D est plat de degre´ deux. Il est connu
que la formation de D commute a` tout changement de base, du fait que les courbes
sont lisses (voir par exemple [KL]). Justifions d’abord que les courbes hyperelliptiques
(lisses) de genre g ≥ 1 forment un champ alge´brique. Si on accepte le cas g = 1,
on notera que l’involution n’est plus unique, cependant la de´finition du champ garde
un sens. Une courbe (hyper)elliptique de genre un est donc un couple (C, τ). Soient
p : C → S et p′ : C ′ → S ′, deux courbes hyperelliptiques de base S. Un morphisme au
dessus de h : S → S ′ est comme d’habitude de´fini par un diagramme carte´sien
C
f
−−−→ C ′
p
y yp′
S
h
−−−→ S ′
(3.1)
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le morphisme f ve´rifiant alors de manie´re automatique la re´gle de commutation τ ′f =
fτ . Les courbes hyperelliptiques forment une cate´gorie fibre´e en groupo¨ıdes Hg ( ou
Hg,k) au dessus de la cate´gorie des k-sche´mas. De manie´re plus pre´cise on a le re´sultat
connu et aise´ suivant [BM],[RO] que nous e´noncons sans preuve:
Proposition 3.1. Pour tout g ≥ 1, le groupo¨ıde Hg est un champ alge´brique de
Deligne-Mumford lisse.
Une remarque cependant s’impose. La lissite´ du champ Hg est un fait exceptionnel,
qui n’est pas partage´ par beaucoup d’autres champs de Hurwitz en caracte´ristique
positive, du moins lorsque la caracte´ristique de k divise l’ordre du groupe de mon-
odromie. Ce fait de´coule par exemple du re´sultat plus pre´cis qui dit que l’anneau
versel des de´formations Z
2Z
-e´quivariantes d’un point fixe formel (i.e. k[[t]]) de conduc-
teur de Hasse m (m est force´ment impair) est lisse de dimension m+1
2
[BM].
Nous allons proposer une description beaucoup plus explicite de Hg, et se preˆtant
mieux au ”calcul”, description qui rendra par ailleurs la lissite´ e´vidente. Soit p : C → S
un objet de Hg, et soit π : C → D le rev tement associe´ de degre´ deux. La S-courbe
q : D → S, est un fibre´ en coniques, donc localement pour la topologie fpqc (en fait
e´tale localement) une droite projective P1S. Soit par ailleurs le faisceau localement libre
de rang deux E = π⋆(OC). Il est e´quipe´ d’une part d’une involution naturelle, celle
induite par τ , note´e pour cette raison τ , et aussi d’une structure de OD-alge`bre; de
sorte qu’on re´cupe`re C par l’ope´ration C = SpecD(E).
Soit la suite exacte de´finie en faisant le quotient par OD = ker(τ − 1):
0→ OD → E → L → ′ (3.2)
Soient mi (i = 1, · · · , b) les conducteurs de Hasse locaux en les b points de branchement
de courbe hyperelliptique π : C → D = P1 de genre g, de´ finie sur le corps k. On notera
que la formule de Riemann-Hurwitz donne
g + 1 =
b∑
i=1
mi + 1
2
(3.3)
Dans la suite on posera m = g + 1.
Lemme 3.2. Soit une courbe hyperelliptique de base S. Localement sur S on a D ∼=
P1S, L ∼= OP1S(−m), de plus la suite exacte (2.2) est (localement sur S) scinde´e.
Proof. On a par le the´ore`me de Riemann-Roch χ(OC) = χ(E) = deg(L) + 2, de sorte
que deg(L) = −m. Pour montrer que (2.2) est localement scinde´e sur S, on peut
supposer S affine, D = P1S, et que L = O(−m). Alors
Ext1(O(−m),OD) = H
1(D,O(m)) = H1(S, p∗O(m)) = 0
Le re´sultat en de´coule.
9
Dans la suite, lorsque les conclusions du lemme sont satisfaites, donc sur un recou-
vrement fpqc de S, on dira que la courbe hyperelliptique est rigidifie´e3 de`s lors que des
identifications D ∼= P1S et E ∼= OD ⊕OD(−m) (i.e. une section de (2.2)) sont choisies.
Dans ce cas la courbe p : C → S est de´termine´e de manie`re unique par la structure de
OD-alge`bre sur E = π∗(OC), c’est a` dire par la donne´e de deux sections A ∈ Γ(OD(m)
et B ∈ Γ(OD(2m).
De manie` re plus pre´ cise, pour toute base locale e de L = OD(−m), le carre´ de e
est
e2 = B(e⊗2) + A(e)e (3.4)
Pour que la structure d’alge`bre (2.3) de´finisse en tout point s ∈ S une courbe hyperel-
liptique, il est ne´cessaire que la condition A(s) 6= 0 soit satisfaite. Dans le cas contraire
la projection sur P1 est radicielle; de meˆme si B(s) = 0, la fibre est re´ductible. Les
conditions sur le couple (A,B) qui assurent que la courbe C(A,B) = SpecD(E(A,B))
est hyperelliptique lisse seront explicite´es ci-dessous. Dans cette notation, on de´signe
par E(A,B) l’alge`bre de´finie par la multiplication (2.3) sur OD⊕OD(−m). Dans ce cas
on notera que l’automorphisme hyperelliptique τ de C(A,B) a pour expression par
τ(e) = A(e) + e.
On notera dans la suite R ⊂ D le diviseur de ramification (relatif) du reveˆtement
π : C → D. Notons toujours sous les meˆmes conditions le fait e´le´mentaire:
Lemme 3.3. 1. Avec les notations introduites au-dessus, le diviseur F des points
fixes de τ (ou diviseur de Weierstrass) a pour e´quation A = 0.
2. On a l’e´galite´ F = R, et OC(R) ∼= π
∗(L−1).
Proof. 1) Localement, le diviseur des points fixes de τ a un ide´al engendre´ par les
e´le´ments τ(ξ) − ξ, pour ξ section de OC . Il est clair que cet ide´al est engendre´ par
τ(e)− e = A(e).
2) Noter que pour un reveˆtement galoisien de groupe G entre courbes lisses, et dans le
contexte de la ramification sauvage, le diviseur de ramification, c’est a` dire d’un point
de vue local l’exposant de la diffe´rente, s’exprime en fonction de la fonction d’ordre,
donc des multiplicite´s des diviseurs de points fixes Fσ des e´le´ments σ ∈ G par la formule
bien connue [RO],[S]:
R =
∑
σ∈G,σ 6=1
Fσ (3.5)
Dans notre situation G est d’ordre deux, cela donne l’e´galite´ R = F . Le dernier point
de´coule imme´diatement de la description locale (1).
3En caracte´ristique p 6= 2, l’extension (3.2) a une section canonique, du fait de la de´composition
de E en sous-espaces propres de τ , mais cela n’est plus le cas si p = 2.
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3.2 Forme de Rosenhaim ge´ne´ralise´e
Nous allons analyser les contraintes impose´es sur le couple (A,B) pour que C(A,B)
soit hyperelliptique lisse. Soit toujours S = Spec(k), avec k corps alge´briquement
clos de caracte´ristique deux. On a D = P1 de coordonne`es homoge`nes X, Y , et la
courbe C(A,B) est de´crite sur les ouverts affines Y 6= 0 et X 6= 0, par les e´quations
respectives4
z2 + A(x, 1)z = B(x, 1) resp. w2 + A(1, y)w = B(1, y) (w =
(y
x
)m
z) (3.6)
avec
A(X, Y ) = a0X
m + · · ·+ amY
m, B(X, Y ) = b0X
2m + · · ·+ b2mY
2m
formes binaires, respectivement de degre´ m et 2m. La lissite´ est visiblement e´quivalente
au fait que les deux syste`mes, dans lesquels l’indice X (resp. Y ) de´signe une de´rive´e
partielle {
A(x, 1) = A′X(x, 1)
2B(x, 1) +B′X(x, 1)
2 = 0
A(1, y) = A′Y (1, y)
2B(1, y) +B′Y (1, y)
2 = 0
(3.7)
n’ont pas de solutions x (resp. y). De manie`re homoge`ne, cela veut dire que les
syste`mes {
A(X, Y ) = A′X(X, Y )
2B(X, Y ) +B′X(X, Y )
2 = 0
A(X, Y ) = A′Y (X, Y )
2B(X, Y ) +B′Y (X, Y )
2 = 0
(3.8)
n’ont pas de solutions (x, y) avec y 6= 0 pour le premier (resp. (x, y), x 6= 0 pour
le second). Dans la suite, on identifiera l’espace affine des couples (A,B) a` Am+1 ×
A2m+1 = A3m+2. Les coordonne´es e´tant (a0, · · · , b2m). On conside`rera l’espace affine
A3m+2 comme muni de plusieurs actions naturelles, d’une part de l’action de G2m
(t, s).(A,B) = (tA, sB), (t, s) ∈ (k∗)2
d’autre part de l’action du groupe unipotent Gm+1a = Γ(P
1, O(m)) (groupe additif)5
α.(A,B) = (A,B + αA+ α2) (3.9)
Noter que cette action ne fait que traduire un changement de section dans la suite
(3.2). Enfin l’action de GL(2) qui traduit un changement line´aire simultane´ des
coordonne´es (A,B) 7→ (A ◦ σ−1, B ◦ σ−1).
4En genre g = 2, Igusa [I] utilise le mode`le birationnel (forme de Rosenhaim) xy2 + (1 + ax +
bx2)y + x2(c+ dx+ x2) = 0 valable en toute caracte´ristique.
5L’action de Gm+1a n’est pas normalise´e par G
2
m, mais seulement par le sous-groupe a` 1-parame`tre
λ 7→ (λ, λ2). Le groupe produit semi-direct correspondant a une interpretation claire, comme groupe
assurant des changements de repe`res (voir §4).
11
Pour transcrire en des termes commodes la condition de lissite´ , notons d’abord le
lemme e´le´mentaire suivant, dans lequel on note Res = Resm,4m−2 le re´sultant de deux
formes binaires de degre´s respectifs m et 4m − 2. Ce lemme montre que le polynoˆme
∆(A,B) jouit de proprie´te´s analogues a` celles du discriminant [GKZ].
Lemme 3.4. 1. Il existe un polynoˆme ∆(A,B) en les coefficients de A et B, tel que
Res(A,A′X
2
B +B′X
2
) = a20 ∆, Res(A,A
′
Y
2
B +B′Y
2
) = a2m ∆ (3.10)
Les coefficients ai de A e´tant de poids un, et ceux de B, les bj, e´tant de poids
deux, ∆(A,B) est homoge`ne de degre´ 8m− 4.
2. Si m est pair, on a
∆ = Res(A,
A′X
2B +B′X
2
Y 2
) = Res(A,
A′Y
2B +B′Y
2
X2
) (3.11)
3. ∆ est invariant par l’action de Gm+1a ; par ailleurs une substitution line´aire σ ∈
GL(2) des variables donne ∆(A ◦ σ,B ◦ σ) = det(σ)m(4m−2)∆(A,B).
Proof. 1- Utilisant le fait que k est de caracte´ristique deux, et que B est de degre´ 2m,
la formule d’Euler donne
XA′X + Y A
′
Y = mA, XB
′
X = Y B
′
Y
ce qui conduit a` l’identite´
X2
(
A′X
2
B +B′X
2
)
= Y 2
(
A′Y
2
B +B′Y
2
)
+m2A2B
Si on forme le re´sultant de A avec le polynoˆme homoge`ne de degre´ 4m, X2(A′X
2B +
B′X
2), l’e´galite´ (3.12) donne imme´diatement le re´sultat (2.8).
2- Si m est pair, (3.12) montre que X2 divise A′Y
2B +B′Y
2 et Y 2 divise A′X
2B +B′X
2,
de sorte que dans ce cas, on bien (2.9).
3- Pour ve´rifier l’invariance de ∆ notons que si A∗ = A, et B∗ = B + αA+ α2, alors
(A∗′X)
2
B∗ + (B∗′X)
2
= A′X
2
B +B′X
2
+ αA(A′X
2
) + α′X
2
A2
de sorte que l’e´galite´
Res(A∗, A∗′
2
XB
∗ +B∗′
2
X) = Res(A,A
′
X
2
B +B′X
2
)
de´coule des proprie´te´s e´le´mentaires du re´sultant ([GKZ], Chapter 12). Pour prouver
que ∆ est un semi-invariant de GL(2) de poids m(4m− 2), il suffit de ve´rifier ce fait,
donc
∆(A ◦ σ,B ◦ σ) = det(σ)m(4m−2))∆(A,B)
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pour σ =
(
0 1
1 0
)
,
(
1 1
0 1
)
,
(
λ 0
0 µ
)
. Dans le premier cas, avec la notation F ∗(X, Y ) =
F (Y,X), on a (F ∗)′X = (F
′
Y )
∗; on peut donc e´crire
a2m∆(A
∗, B∗) = Res(A∗, (A∗)′X
2
B∗ + (B∗)′X
2
= Res(A∗, (A′Y
2
B +B′Y
2
)∗)
= Res(A,A′Y
2
B +B′Y
2
) = a2m∆(A,B)
D’ou` le re´sultat dans ce cas. Le second cas est tout aussi imme´diat. Dans le cas trois,
avec la notation F ∗(X, Y ) = F (λX, µY ), on a du fait de la proprie´te´ de semi-invariance
du re´sultant:
Res(A∗, (A∗)′X
2
B∗ + (B∗)′X
2
) = Res(A∗, λ2(A′X
2
B +B′X
2
)
= λ2m(λµ)m(4m−2)Res(A,A′X
2
B +B′X
2
)
Le re´sultat de´coule alors de la de´finition de ∆.
Par exemple, dans le cas m = 1, on trouve
∆(A,B) = a20b2 + a
2
1b0 + a0a1b1 + b
2
1
Si m = 2, donc g = 1, et en utilisant les conventions d’e´criture usuelles [SI]
A(X, Y ) = a1XY + a3Y
2, B(X, Y ) = X3Y + a2X
2Y 2 + a4XY
3 + a6Y
4
on trouve6 pour ∆ l’expression bien connue:
∆ = a61a6 + a
5
1a3a4 + a
4
1a2a
2
3 + a
4
1a
2
4 + a
3
1a
3
3 + a
4
3 (3.12)
On retrouve bien l’expression du discriminant usuellement exprime´ en fonction des
coefficients b2, b4, b6 , et le fait que le poids est 12 ([SI] p 46).
♦ Notons maintenant X ⊂ A3m+2 l’ouvert des couples (A,B) qui de´finissent (par (2.3))
des courbes hyperelliptiques C(A,B) non singulie`res, et soit S = A3m+2 −X le ferme´
comple´mentaire. Nous allons de´crire S, et doncX , en prouvant que S est l’hypersurface
d’e´quation ∆ 6= 0, et qu’elle est irre´ductible; en fait on prouve mieux, la forme ∆ est
irre´ductible. Dans notre situation, caracte´ristique deux, on notera que le discriminant
usuel perd une partie de sa signification, et d’ailleurs n’est plus irre´ductible comme on
le voit imme´diatement avec le discriminant cubique7
27a0
2a3
2 + 4a0a2
3 − 18a0a1a2a3 + 4a1
3a3 − a1
2a2
2
6L’expression comple`te est: ∆(A,B) = a42(a
4
1b
2
0+ b
2
1)+ a0a
4
1a
3
2b
2
1+ a
2
0a
4
1a
2
2b
2
2+ a
3
0a
4
1a2b
2
3+ a
4
0(a
4
1b
2
4+
b43) + a1a
3
2(a
4
1b0b1 + a
2
1b
3
1) + a
2
1a
2
2(a
4
1b0b2 + a
2
1b
2
1b2) + a2(a
3
1 + a0a1a2)(a
4
1b0b3 + a
2
1b
2
1b3) + a
4
1(a
2
1b0 +
b21)(a
2
1b4+ b
2
3) + a0a
5
1a
2
2b1b2 + a0a
6
1a2b1b3 + a0a
2
1b1(a
4
1b4+ b
2
3)(a
3
1 + a0a1a2) + a
2
0a
5
1a2b2b3 + a
2
0a
4
1(a
2
1b4+
b23) + a
3
0a
3
1b3(a
2
1b4 + b
2
3).
7C’est un fait ge´ne´ral: en caracte´ristique deux le polynoˆme de Vandermonde est syme´trique, et
dans l’alge`bre des polynoˆmes syme´triques est un polynoˆme irre´ductible. Le discriminant est le carre´
du Vandermonde.
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qui se re´duit a` (a0a3 + a1a2)
2 en caracte´ristique deux. Il faut dans le proble`me qui
nous concerne lui substituer ∆. Pour se convaincre de cela, de´butons par un lemme
qui identifie S avec ∆ = 0:
Lemme 3.5. Soit toujours C(A,B) la courbe de´finie par la paire (A,B) ∈ Γ(O(m))⊕
Γ(O(2m)). Alors C(A,B) est non singulie`re si et seulement si ∆(A,B) 6= 0. Si
∆(A,B) = 0, et si le discriminant de la forme A est non nul, la courbe C(A,B) est
nodale (eventuellement re´ductible).
Proof. Noter que si, soit A = 0, soit B = 0, alors C(A,B) est purement inse´parable
sur P1 dans le premier cas, et re´ductible dans le second. Par ailleurs
0× A2m+1 ∪ Am+1 × 0 ⊂ {∆ = 0}
On peut donc se limiter maintenant a` des couples (A,B) avec A 6= 0, B 6= 0. Supposons
en premier le couple (A,B) tel que a0 6= 0, ou bien am 6= 0. Supposons par exemple
a0 6= 0. Alors A(1, 0) 6= 0, en conse´quence le reveˆtement C(A,B) → P1 e´tant non
ramifie´ a` l’infini (Lemme 2.3), les points singuliers e´ventuels de C(A,B) sont au
dessus de l’ouvert Y 6= 0. Si P est un tel point, au dessus du point de coordonne´es
(x, y), avec y 6= 0, alors
A(x, y) = A′X(x, y)
2B(x, y) +B′X(x, y)
2 = 0
ce qui implique a20 ∆(A,B) = 0. Donc ∆(A,B) = 0. La re´ciproque est claire: si
∆(A,B) = 0 alors A(X, Y ) = A′X(X, Y )
2B(X, Y ) + B′X(X, Y )
2 = 0 doit avoir une
solution non triviale, et comme a0 6= 0, cette solution est (x, y) avec y 6= 0. Ce point
de´finit un point singulier de C(A,B).
L’argument est le meˆme si am 6= 0. Cela prouve en particulier le re´sultat si a0 6= 0,
ou bien am 6= 0. Notons en ge´ne´ral que si on effectue un changement line´aire des
variables, les courbes C(A,B) et C(A ◦ σ,B ◦ σ) sont isomorphes. Si a0 = am = 0,
on se rame`ne au cas a0 6= 0 en effectuant un tel changement de variables x → x, y →
αx + y, avec A(1, α) 6= 0. Cela est toujours possible du fait que le corps de base
est suppose´ alge´briquement clos. L’argument est licite du fait que ∆(A,B) est semi-
invariant (Lemme 3.4 (3)). Supposons les dernie`res conditions re´alise´es. On peut
supposer que a0 6= 0; soit un point singulier (z0, x0) au-dessus de (x0, 1). Comme
Ax(x0, 1) 6= 0, il est clair que la courbe affine d’e´quation z
2 + A(x, 1)z = B(x, 1) qui a
pour forme locale en (z0, x0)
(z − z0)
2 + (z − z0)(x− x)A
∗(x) = (x− x0)
2B∗(x), A∗(x0) 6= 0
pre´sente un point double en (z0, x0). Si B = 0, la courbe correspondante est re´ductible.
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Du fait que la caracte´ristique est deux, on dispose aussi de l’action du groupe additif
Gm+1a sur A
3m+2 de´crite ci-dessus. Pour une autre description de l’hypersurface ∆ = 0,
introduisons le sous ensemble Z ⊂ A3m+2 de´fini par la condition (A,B) ∈ Z ⇐⇒
A 6= 0, B 6= 0, et il existe une forme line´aire ℓ 6= 0 telle que
ℓ/A , ℓ2/B (3.13)
Il a e´te´ note´ que ∆(α.(A,B)) = ∆(A,B), par ailleurs il est clair que X est stable par
cette action, du fait que C(α.(A,B)) ∼= C(A,B).
The´ore`me 3.6. Le polynoˆme∆(A,B) est irre´ductible, et X est l’ouvert comple´mentaire
de l’hypersurface ∆ 6= 0. On a
{∆ = 0} = Gm+1a .Z (3.14)
Proof. Il est imme´diat de voir que si (A,B) ∈ Z alors la courbe C(A,B) est singulie`re.
Rappelons que S = {∆ = 0} est le comple´mentaire de X , lieu des paires (A,B)
telles que C(A,B) est singulie`re (Lemme 3.5). Observons d’abord que Z est un ferme´
irre´ductible8 de (Am+1 − 0) × (A2m+1 − 0) de dimension 3m. L’image de π(Z) de Z
dans Pm × P2m qui est aussi l’image du morphisme
P1 × Pm−1 × P2m−2 −→, ([l], [A∗], [B∗]) 7→ ([lA∗], [l2B∗])
est un ferme´ irre´ductible. Comme Z est stable par l’action de G2m (de´finie dans la
section 3.2), le re´sultat est clair, sauf peut eˆtre la dimension. Mais il est imme´diat
de voir que dim π(Z) = 3m − 2, et donc dimZ = 3m. Montrons maintenant que
S ⊂ A3m+2 est de´crit par
S = Gm+1a .Z (3.15)
On peut d’abord observer que l’adhe´rence de Z dans A3m+2 contient les couples (A, 0).
En effet, si on e´crit A = lA0 pour une certaine forme line´aire l, alors si B0 est une
quelconque forme de degre´ 2m− 2
lim
t→0
(A, tl2B0) = (A, 0)
Un argument analogue montre que Z ∩ (0 × A2m+1) est l’ensemble des couples (0, B),
B e´tant de discriminant nul9. Observons maintenant que l’adhe´rence Gm+1a .Z est un
ferme´ irre´ductible de codimension un. Soit le morphisme ϕ : Gm+1a × Z → A
3m+2:
ϕ(α, (A,B)) = (A, F = B + αA+ α2)
8Si m = 1, les e´quations de Z sont b1 = 0, a
2
0b2 = a
2
1b0.
9On peut de manie`re analogue voir directement que 0 × A2m+1 ⊂ Gm+1a .Z. Il suffit de voir (si
m ≥ 2) que l’hypersurface de´finie par l’annulation du discriminant d’une forme de degre´ 2m n’est
pas stable par l’action du groupe additif (α,B) 7→ B + α2. Par exemple en notant que la forme
X2m + aXY 2m−1 n’a que des facteurs simples si a 6= 0.
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Si (A, F ) est dans l’image de ϕ, la fibre en ce point est en bijection avec les α tels que
B = F + αA + α2 soit de discriminant nul, donc est de dimension m. De la sorte la
dimension cherche´e est bien 3m+ 1.
Pour conclure, soit (A,B) ∈ S, et montrons que (A,B) ∈ Gm+1a .Z. En vertu de
ce qui vient deˆtre dit, il suffit de ve´rifier cela en dehors d’un ferme´ de codimension
≥ 2, en particulier on peut supposer que A 6= 0, et B 6= 0. Supposons alors que le
point (x0, y0) soit un point ”singulier” de C(A,B), avec par exemple y0 6= 0. Alors
A(x0, y0) = 0, et quitte a` effectuer une substitution (A,B) 7→ (A,B + αA + α
2), on
peut s’arranger pour que B(x0, y0) = 0. Si B = 0, la conclusion est claire, car alors
(A,B) ∈ Gm+1a Z. Dans le cas contraire on doit avoir B
′
X(x0, y0) = 0, et alors ayant
A(x0, y0) = B(x0, y0) = B
′
X(x0, y0) = 0, on obtient (A,B) ∈ Z. L’inclusion oppose´e
est claire. En conclusion on a
S = {∆ = 0} = Gm+1a .Z
En particulier cela montre l’irre´ductibilite´ de l’hypersurface S.
Pour terminer la preuve du the´ore`me 3.6 reste a` voir que la forme ∆ est irre´ductible.
Pour un re´sultant ou discriminant ordinaire en caracte´ristique ze´ro, c’est un fait bien
connu [GKZ]. Du fait que S est une hypersurface irre´ductible, il suffit de voir que ∆
n’est pas de la forme ∆e0 pour un e ≥ 2.
Pour cela conside´rons les formes ge´ne´riques
A =
m∏
i=1
(X − αiY ) ∈ k[α1, · · · , αm] = k[α], B =
2m∑
j=0
bjX
2m−jY j ∈ k[b0, · · · , b2m]
α1, · · · , αm, b0, · · · , b2m e´tant une collection d’inde´termine´es. On a sous ces conditions
∆(α, b) =
m∏
i=1
(A′X
2
B +B′X
2
)(αi, 1))
En d’autres termes, on se place dans
R = k[a1, · · · , am, b0, · · · , b2m] ⊂ S = k[α1, · · · , αm, b0, · · · , b2m]
les corps de fractions formant une extension galoisienne de groupe Sm. Supposons
avoir ∆ = ∆e0, avec ∆0 ne´cessairement irre´ductible. Posons
G(X) = G(α, b)(X) = (A′X
2
B +B′X
2
)(X, 1)
alors le polynoˆme G a ses coefficients dans R, et par de´finition
m∏
i=1
G(αi) = ∆
e
0
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Observons que G(α1) ∈ S est irre´ductible. Il ne peut avoir de facteur irre´ductible dans
k[α]. Un tel facteur en effet diviserait dans k[α] les polynoˆmes de´duits de G par les
spe´cialisations B = X2m, et B = Y 2m, imposant a` ce polynoˆme d’eˆtre un facteur
de A′X(α1), situation clairement impossible. Du fait que le degre´ en les variables
b0, · · · , b2m est deux, une de´composition en facteurs irre´ductibles ne peut donc eˆtre
que de la forme G(α1) = uv (u, v ∈ S). On voit imme´diatement comme conse´quence
de l’argument pre´ce´dent que u et v doivent alors eˆtre de degre´ un en les variables bi.
Posons
u = φ0 +
2m∑
i=0
uibi, v = ψ0 +
2m∑
j=0
vjbj (φ0, ψ0, ui, vj ∈ k[α1, · · · , αm]
En developpant le produit uv (2.17), et en identifiant avec G(α1), on trouve φ0ψ0 = 0,
pour tout k = 0, · · · , 2m
ukvk =
{
α
2(2m−k−1)
1 si k est impair
0 si k est pair.
et uivj + ujvi = 0 si i 6= j. Supposons par exemple φ0 = 0; alors en utilisant les
relations qui pre´ce`dent on trouve que pour tout k, uk 6= 0, ceci du fait que ψ0uk =
A′X
2(α1)α1
2m−k. Cela implique aise´ment vk = 0 pour tout k, ce qui est impossible.
Ainsi G(α1) est irre´ductible dans k[α, b]. Il est imme´diat d’en de´duire que la norme∏
iG(αi) est un e´le´ment irre´ductible de l’alge`bre de polynoˆmes k[a, b].
Cela montre finalement que e = 1, donc que ∆(A,B) est irre´ductible. Ce raison-
nement permet de prouver de nouveau, sans re´fe´rence a` l’argument qui pre´ce`de
l’irre´ductibilite´ de ∆.
4 La stratification de Hasse du champ Hg
4.1 Hg comme champ quotient
Dans cette section nous prouvons notre re´sultat principal qui est la de´scriptionde Hg
comme un champ quotient. Comme dans les sections ante´rieures, le champ Hg est
suppose´ de´fini sur le corps alge´briquement clos k de carac te´ ristique deux. Comme
indique´ dans l’introduction la description que nous allons proposer peut s’interpre´ter
comme une variante de l’utilisation de la forme de Weierstrass (ou de Rosenhaim)
ge´ne´ralise´e [I]. On observera cependant que si g = 1, on a H1 6=M1,1.
Soit une courbe hyperelliptique p : C → S, et conside´rons le reveˆtement se´parable
de degre´ deux π : C → D = C/τ . On garde les notations de la section 2, en particulier
τ est l’involution hyperelliptique. On de´duit de cette donne´e la OD alge`bre localement
libre E = π∗(OC), et l’extension correspondante (3.2). Localement pour la topologie
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e´tale sur S, cette donne´e se trivialise en (Lemme 3.2)
D = P1S, E = OD ⊕OD(−m) (4.1)
La structure d’alge`bre sur E est alors comple`tement de´crite par la donne´e d’un couple
de sections (§3.4)
(A,B) ∈ Γ(OD(m))× Γ(OD(2m))
conjointement avec le sous-fibre´ OD, engendre´ par l’e´le´ment unite´ . Il a e´te´ rappele´
(Proposition 2.2) que l’ensemble des trivialisations de la donne´e (D, E , τ), c’est a` dire
le S-sche´ma
Isom
(
(P1S,O ⊕O(−m)), (D, E)
)
(4.2)
est un torseur sous le groupe des automorphismes du mode`le, et re´ciproquement tout
torseur sous ce groupe est de cette forme. Soit dans ce contexte le groupe G × S,
donne´ comme G = Aut ((P1S,O ⊕O(−m))
10. On a vu que ce groupe se re´alise comme
un sous-groupe du groupe qui line´arise universellement le fibre´ mode`le OP1⊕OP1(−m).
Il s’inse`re dans ce cas particulier dans une extension
1→ H → G→ PGL(1)→ 1 (4.3)
H = Aut (OP1 ⊕OP1(−m)) e´tant le groupe des automorphismes e´gaux a` l’identite´ sur
OP1
11, c’est a` dire
H =
((
1 α
0 β
)
, α ∈ Γ(OP1(m)), β ∈ Γ(O
∗
S)
)
Sa structure pre´cise, cas particulier du lemme 2.3, est rappele´e pour me´moire:
Lemme 4.1. 1. Si m est pair, G ∼= H ⋊PGL(1) (la suite (4.3) est scinde´e).
2. Si m est impair G ∼= Γ(O(m))⋊GL(2)/µm.
Dans l’assertion (2) le produit semi-direct est de´fini relativement a` l’action
e´vidente deGL(2)/µm sur Γ(O(m)). On a donc dans tous les cas G ∼= Γ(O(m))⋊
GL(2)/µm.
Proof. 1) On conside`re pour tout entier n, le sous-groupe du groupe des matrices
diagonales Gm ⊂ GL(2), noyau de Gm → Gm, λ → λ
n. Ce sous-groupe isomorphe
a` µn, est note´ µn. Noter que si n est pair, il n’est pas e´tale; cependant le groupe
dual est toujours Z
nZ
. Le faisceau O(−m) admet une PGL(1)-line´arisation canonique,
qui provient par passage au quotient et puissance −m de la line´arisation de O(1) de
groupe GL(2). Si cette dernie`re est αg : O(1) ∼= [g]
∗(O(1)), la section de (4.3) est
[g] 7→ ([g], α⊗−mg )
10Rappelons que les automorphismes sont assujettis a` fixer la section unite´ .
11Dans cette situation il faut pre´ciser que l’objet marque est un triplet (P1, V,OP1 →֒ V ). Les
automorphismes sont ceux qui se re´duisent a` l’identite´ sur la section unite´
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Dans le cas (2), la line´arisation de O(m) sous GL(2) factorise par GL(2)/µm. Il en
re´sulte une section GL(2)/µm → G; explicitement g 7→ ([g], α
⊗−m
g . Il est visible que
l’image du sous-groupe des homothe´ties de GL(2) est le sous-groupe(
1 0
0 ⋆
)
⊂ H
On en tire le fait que G = Γ(O(m)) ⋊GL(2)/µm. Comme cet argument ne de´pend
pas de la parite´ de m, le re´sultat est donc valable dans les deux cas.
Notons que le groupe G agit naturellement sur l’espace affine A3m+2, de sorte que
l’ouvert X est G-stable. Cette action me´lange l’action de GL(2), plus pre´cise´ment de
GL(2)/µm d’une part et celle de H . L’action de H (exprime´e a` droite) qui traduit les
changements de trivialisations du fibre´ E est(
1 α
0 β
)(
B
A
)
=
(
β2B + βαA+ α2
βA
)
(4.4)
Le couple de sections (A,B) qui de´crit la structure d’alge`bre sur E une fois trivialise´ ,
s’interpre`te alors comme un morphisme G-e´quivariant
Isom
(
(P1S,O ⊕O(−m)), (D, E)
)
−→ X
De`s lors, on peut e´noncer le re´sultat, en acceptant l’existence de Hg,Z [RO] (pour la
de´finition d’un champ quotient, voir par exemple [LM]):
The´ore`me 4.2. On a un isomorphisme de champs Hg = Hg,k ∼= [X/G], [X/G] e´tant le
champ quotient de X par G. En particulier Hg est lisse. En conclusion, et de manie`re
plus ge´ne´rale, Hg,Z est lisse sur Z.
4.2 La stratification de Hasse
Soit une courbe hyperelliptique de´finie sur le corps k. On sait (Lemme 3.3) que le
diviseur des points fixes F de l’involution τ a dans la description qui pre´ce`de pour
e´quation A = 0. Notons que le sens de ce diviseur, qui est le diviseur de Weierstrass
[KL], devient plus clair si on fait intervenir la ramification supe´rieure, c’est a` dire le
conducteur de Hasse en chaque point fixe Pi, (1 ≤ i ≤ b) [BM],[S]. Rappelons que si
P est un point fixe de τ , et si t ∈ MP est une uniformisante en P , le conducteur de
Hasse mP est de´fini par vP (τ(t)− t) = mP + 1. On sait que mi est impair. En re´sume´
Lemme 4.3. On a
F =
b∑
i=1
(mi + 1)Pi, deg(F ) = 2m = 2g + 2 (4.5)
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mi de´signant le conducteur de Hasse en Pi. De plus si C est une courbe de base S,
alors F est un diviseur relatif sur S de degre´ 2m. Il existe un diviseur Z ⊂ D, de
degre´ m, tel que F = π∗(Z).
D’une autre manie`re conside´rons les groupes de ramification supe´rieurs; en Pi, le
conducteur e´tant mi, il sont de´finis par
Γ = (1, τ) = Γ0 = · · · = Γmi ' Γmi+1 = 1
Si on e´crit les multiplicite´s mi+1
2
de manie`re de´croissante, on de´finit de la sorte une
partition de m. Noter qu’a` toute partition µ = (µ1 ≥ · · · ≥ µb > 0) de m on peut
associer de cette manie`re une courbe hyperelliptique de genre g. On notera pour une
partition donne´e µ, Hg(µ) le champ des courbes hyperelliptiques a ramification fixe´e
de type µ. On a le re´ sultat aise´ suivant:
Proposition 4.4. Pour toute partition µ de m = g+1, de longueur b, le champ Hg(µ)
est un sous champ localement ferme´ et lisse de codimension g − b+ 1 de Hg.
Proof. Il est clair en vertu du the´ore`me 4.2, et du Lemme 4.3, que Hg(µ) est le champ
quotient [X(µ)/G], avec X(µ) le sous-sche´ma localement ferme´ de X dont les points
sont les couples (A,B), la forme A e´tant telle que Div(A) est de type µ (Lemme 4.3).
Le re´sultat suit.
On notera que si µ = (2, 1, · · · , 1), b = m, alors l’adhe´rence de cette strate est un
diviseur de Hg. Pour les autres strates la codimension est au moins deux. Par ailleurs,
la formule de Crew pour le calcul du p-rang rC d’un reveˆtement galoisien π : C → D,
de groupe Q, ge´ne´riquement e´tale de courbes propres, lisses et connexes sur un corps
alge´briquement clos de caracte´ristique p > 0 (voir par exemple [R])
rC − 1 = |Q|(rD − 1) +
∑
y∈D
(ey − 1) (4.6)
les ey de´signant les indices de ramification, montre que le long d’une strate Hg(µ), le
2-rang est constant e´gal a` b−1. En particulier la strate ouverte est forme´e des courbes
ordinaires, et la strate ferme´e, de dimension m = g − 1, est constitue´e de courbes de
2-rang ze´ro.
Remarque 4.5.
Pre´cisons le lien si g = 1 entre les deux champs H1 etM1,1 (voir aussi [AV]). Notons
d’abord qu’il y a un morphisme naturel
ψ :M1,1 −→ H1 (4.7)
donne´ sur les objets par ψ(C → S,O) = (C → S, τ), avec pour τ l’involution x 7→ −x;
l’oppose´ −x est de´fini relativement a` la loi de groupe sur E, d’unite´ la section O.
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Comme cette involution est la seule fixant le S-point O, cela de´finit bien un foncteur,
i.e. un morphisme de champs. Montrons que ce morphisme est repre´sentable, plat, fini
de degre´ quatre. De manie`re plus pre´cise c’est le diviseur de Cartier universel F → Hg
(Lemme 3.3). Cela est a` pre`s imme´diat. Soit S → H1, un point de´fini par la courbe
(C/S, τ). Une section au dessus de T , du 2-produit fibre´ M1,1 ×H1 S est la donne´e
d’un morphisme T → S, d’une courbe elliptique E → T , avec section nulle O : T → E,
et d’un isomorphisme e´quivariant relativement aux involutions φ : E
∼
→ C ×S T . La
section O de´finit ainsi un T -point de F → S. Il est clair que M1,1 ×H1 S
∼= F . ♦
5 Le groupe de Picard de Hg
Rappelons que si on regarde Hg comme e´tant de´fini sur un corps k de caracte´ ristique
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p 6= 2, alors Arsie et Vistoli ([AV], thm 5.1, remark 5.5) ont montre´ que le groupe de
Picard de Hg (voir [AV], [M], [V] pour la de´finition du groupe de Picard) est
Pic(Hg) =
{
Z
(8g+4)Z
si g est impair
Z
(4g+2)Z
si g est pair
(5.1)
On va prouver que ce re´sultat subsiste sans restriction sur la caracte´ristique, donc
si la caracte´ristique est deux, bien que la description du champ soit assez diffe´rente.
La de´termination du groupe Pic(H) lorsque H = [X/G] est un champ quotient d’une
varie´te´ lisse X , est dans certains cas aise´e. De la de´finition du groupe de Picard, on
tire en effet
Pic(H) = PicG(X) (5.2)
ou` PicG(−) de´signe le groupe des faisceaux inversibles G-line´arise´s. Le lemme suivant
permet dans certains cas, et pour des G-varie´te´s affines, d’expliciter le groupe de Picard
e´quivariant. Rappelons que si X est une k-varie´te´ normale (de type fini), on pose
(de´finition de Rosenlich) Uk(X) = Γ(X,O
∗
X)/k
∗. On sait que ce groupe abe´lien est
libre de type fini, et que
Uk(X × Y ) = Uk(X)× Uk(Y )
Si G est un k-groupe alge´brique affine lisse, alors Uk(G) = Gˆ, le groupe des caracte`res.
Lemme 5.1. Soit X = Spec(R) le spectre d’une k-alge`bre de type fini normale, de´finie
sur un corps alge´briquement clos k. On suppose que X est muni d’une action re´gulie`re
d’un groupe alge´brique lisse connexe G. On a alors une suite exacte13:
0→
Gˆ
〈χ〉
→ PicG(X)
α
→ Pic(X)G
β
→ H2(G, k∗) (5.3)
12plus pre´cise´ment p premier a` 2 et g + 1.
13Le morphisme β traduit l’obstruction a` ce qu’un faisceau inversibleG-invariant soitG-line´arisable;
il ne sera pas utilise´ .
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dans laquelle le terme Pic(X)G de´signe le sous-groupe des e´le´ments G-invariants de
Pic(X), et 〈χ〉 de´signe le sous-groupe engendre´ par les ”poids” des e´le´ments de Uk(X).
En particulier si Pic(X) = 0 (R est factoriel), on a PicG(X) =
Gˆ
〈χ〉
.
Proof. Pre´cisons que dans la suite (5.3), le morphisme α est l’oubli de l’action de G. Le
groupe G e´tant un groupe alge´brique connexe (lisse ou non), agissant sur une varie´te´
normale X , on sait qu’il y a une suite exacte
0→ H1(G,Γ(X,OX)
∗)→ Pic(X)G
α
→ Pic(X)→ Pic(G) (5.4)
La description du noyau de α traduit le fait qu’une line´arisation du fibre´ trivial de
rang un X × A1 → A1 est de´crite au niveau des points par
(g, x, t) 7→ (gx, ϕ(g, x)t)
la fonction ϕ ve´rifiant la relation de cocycle
ϕ(gg′, x) = ϕ(g, g′x)ϕ(g′, x)
et e´tant de´termine´e modulo un cobord (g, x) 7→ f(gx)
f(x)
. Dans la situation qui nous
occupe X est un ouvert affine d’un espace affine, on a donc Pic(X) = 0, on est ainsi
essentiellement ramene´ au calcul du groupe H1(G,Γ(X,OX)
∗). Avec les hypothe`ses
faites sur X , le re´sultat de Rosenlich rappele´ au-dessus montre qu’un cocycle est
repre´sente´ par un caracte`re de G. Le reste en de´coule imme´diatement.
On est maintenant en mesure de calculer le groupe de Picard du champ Hg sur un
corps alge´briquement clos k de caracte´ristique deux, et prouver le re´sultat annonce´ dans
l’introduction. La conclusion qui peut surprendre, est que le re´sultat est le meˆme qu’en
caracte´ristique p 6= 2. Cela est sans doute a` rapprocher du fait que pour les reveˆtements
doubles la lissite´ est pre´serve´e. On notera cependant que dans cette description la
premie`re classe de Chern du fibre´ de Hodge n’est pas dans tous les cas un ge´ne´rateur
du groupe de Picard (Remarque 4.5). Tenant compte de [AV], le re´sultat suivant
montre (5.1) est vrai en toute caracte´ristique.
The´ore`me 5.2. Le groupe de Picard du champ Hg = Hg,k (g ≥ 1), suppose´ de´fini
au-dessus d’un corps alge´briquement clos k de caracte´ ristique p = 2, est :
Pic(Hg) =
{
Z
(8g+4)Z
si g est impair
Z
(4g+2)Z
si g est pair
(5.5)
Proof. Le the´ore`me 4.2 dit que Hg = [X/G], le groupe G e´tant de´crit dans le lemme
4.1, et avec X = A3m+2 − {∆ = 0}. Il a e´te´ observe´ d’autre part (§3) que le diviseur
irre´ductible et re´duit ∆ = 0 est invariant sous l’action naturelle de G, et que plus
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pre´cise´ment ∆ est un polynoˆme irre´ductible semi-invariant. Si χ ∈ Gˆ est le poids de
∆, alors (Lemme 5.1) on peut conclure:
Pic(Hg) =
Gˆ
Zχ
Comme le groupe G est produit semi-direct de GL(2)/µm par un groupe unipotent,
il en de´coule que Gˆ = ̂GL(2)/µm et donc Gˆ = Zψ avec ψ = det
m si m est impair,
sinon ψ = det
m
2 si m est pair. Il reste donc a` trouver le poids χ = ψe de ∆. Il est
suffisant pour cela de faire agir le sous-groupe des matrices diagonales, c’est a` dire
Gm via λ 7→
(
λ 0
0 λ
)
. Alors A est de poids m (relativement a` l’action de Gm) , et
A′X
2B+B′X
2 est de poids 4m−2. Donc le poids correspondant de Res(A,A′X
2B+B′X
2)
est 2m(4m − 2). Finalement celui de ∆(A,B) est 2m(4m − 2)− 2m = 2m(4m− 2) .
Si on revient au calcul de l’exposant e, on trouve en conclusion
e =
{
4m− 2 si m impair
8m− 4 si m pair
ce qui est le re´sultat annonce´.
Remarque 5.3.
Si g = 1, le fait que M1,1 6= H1 (Remarque 4.5), et le fait que ces deux champs ont
un groupe de Picard identique, admet une explication simple. On peut aussi de´duire
du the´ore`me 5.2 le re´sultat fameux Pic(M1,1) =
Z
12Z
. Pour que les choses soient claires,
on notera que le champ M1,1, a` la diffe´rence de H1, n’est pas un champ quotient
[BCK]. Ceci e´tant il n’est pas difficile de voir que ψ⋆ : Pic(H1) → Pic(M1,1) est
un isomorphisme. Cela re´sulte par exemple de l’interpretation de ψ, donne´e dans la
remarque 4.5. En effet, X ayant la signification des sections 3 et 4, et donc fournissant
un atlas X →H1, on a remarque´ (loc.cit.) que le carre´ suivant est 2-carte´sien:
M1,1
ψ
−−−→ H1,1y y
F
π
−−−→ X
Ainsi un faisceau inversible sur M1,1 est incarne´ par un faisceau inversible sur F . Si
F ′ = F ×X F , il est facile de voir que ce faisceau inversible se trouve eˆtre muni d’une
donne´e de descente relativement a` ψ. On utilise pour cela la translation qui relie les
deux sections au dessus de F ′. Ainsi il provient d’un unique faisceau inversible sur H1.
♦
Revenons au cas ge´ne´ral. Nous allons identifier dans Pic(Hg) =
Z
eZ
(e e´tant comme
dans le the´ore`me 5.2) les deux classes naturelles
λ = c1(E) = det(Rp!(ωC/S)) (5.6)
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le de´terminant du fibre´ de Hodge [AV], [BR] et la classe du diviseur Hg(2, 1, · · · , 1)
parame´trant les courbes non ordinaires. On notera [Hg(2, 1, · · · , 1)] cette classe.
Proposition 5.4. Dans Pic(Hg) =
Z
eZ
avec e = 4m−2 si m impair, sinon e = 8m−4,
on a:
1. λ =
{
m−1
2
si m impair
m− 1 si m pair
2. [Hg(2, 1, · · · , 1)] = 2λ.
En particulier λ est ge´ne´rateur si m est pair, ou bien m ≡ 3 (mod 4).
Proof. (1) Soit p : C → S une courbe hyperelliptique de base S, q : D → S le fibre´ en
coniques quotient de C par l’involution τ , et π : C → D le reveˆtement de degre´ deux
correspondant. Le faisceau inversible λ ∈ Pic(Hg) est de´fini par
λ(C → S) = det(Rp!(ωC/S)) = det(p⋆(ωC/S))
vu que R1p∗(ωC/S = OS. Si R ⊂ C est le diviseur de ramification relatif, la formule de
ramification donne
ωC/S = π
∗(ωD/S)⊗O(R) (5.7)
Par ailleurs on sait que R = F , le diviseur des points fixes de l’involution hyperelliptique
τ , et que O(R) = π∗(L−1) (Lemme 3.3). Donc finalement
λ(C → S) = det(q⋆π⋆(π
∗(ωD/S ⊗L
−1))
ce qui, par la formule d’adjonction, et la suite exacte (3.2), conduit a`
λ(C → S) = detRp⋆(ωC/S) = det q⋆(ωD/S ⊗ L
−1)
Pour identifier ce faisceau inversible, on se place sur l’atlas X de´crit dans la section
3, alors D = P1 × X et L = O(−m). L’expression (5.6) de´finit un module libre
de rang un sur k[X ], e´quipe´ d’une action de G, donc de´finie par un caracte`re de
G. Ce caracte`re est facile a` expliciter14. Il faut pour cela pre´ciser la G-line´arisation
supporte´e par ωD/S⊗L
−1. C’est le produit tensoriel d’une part de la G-line´arisation de
ωD/X) = OD(−2) qui provient de celle canonique, sous PGL(1), donc avec les notations
de la section 3, de´crite par g ∈ GL(2) 7→ det(g)α
⊗(−2)
g . Pour le second facteur L−1, la
G-line´ arisation est donne´e par g ∈ GL(2) 7→ α⊗mg . En conclusion, on trouve que la
G-line´arisation de ωD/X) ⊗L
−∞ est de´finie par
g ∈ GL(2) 7→ det g α⊗(m−2)g
14On peut de manie`re plus ge´ne´rale de´crire le fibre´ de Hodge E. Il correspond au (k[X ], G)-module
libre de rang g, Γ(P1X , ωP1
X
⊗ O(m)). Le re´sultat est le module libre O(X)[X,Y ]m−2 des formes de
degre´ m− 2 a` coefficients dans l’anneau des fonctions O(X). Ce module est muni de l’action de G,
g.F = det(g)F.g−1 qui de´coule de la line´arisation produit tensoriel.
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En particulier la matrice diagonale µ12 agit par le facteur µ
m(m−1); en comparant au
ge´ne´rateur ψ (The´ore`me 5.2), le re´sultat (1) en de´coule.
(2) Le discriminant ∆m(A) d’une forme binaire A de degre´ m, e´tant de´ fini par
Resm,m−1(A,A
′
X) = a0∆m(A)
L’e´quation du diviseur H(2, 1 · · · , 1) est, au niveau de l’atlas X donne´e par ∆m(A) = 0.
Le discriminant est une forme de degre´ 2m − 2 en les ai, de sorte que relativement
au sous-groupe a` un parame`tre µ 7→ µ.12, son poids est m(2m − 2). Le re´sultat en
de´coule du fait du the´ore`me 4.2.
Remarque 5.5.
Le re´sultat explicite de dessus montre que λ = c1(E) engendre le groupe cyclique
Pic(Hg) si et seulement si m est pair, ou bien m ≡ 3 (mod 4); sinon λ est d’ordre
deux. C’est le cas si g = 2. Si g = 2, et en caracte´ristique 6= 2, 3, Vistoli [V] a montre´
que le l’anneau de Chow de H2 sur Z est de´crit par
A(H2) = Z[λ1, λ2]/(10λ1, 2λ
2
1 − 24λ2)
ou` λi = ci(E), i = 1, 2. Il serait inte´ressant d’e´tendre cette description au cas p = 2.
On peut se demander si la proprie´te´ de lissite´ subsiste en les points du bord de la
compactification stable Hg. Rappelons qu’une courbe hyperelliptique de genre g ≥
2 stable est donne´e par une courbe stable C de genre g, munie d’une involution τ
telle que C/τ soit de genre ze´ro, cette involution est alors unique. Dans ce contexte,
le proble`me propre a` la caracte´ristique deux, vient du fait qu’on ne peut e´liminer
l’eventualite´ de points ge´ne´riques de composantes, des P1, fixe´s par τ . Cela apparaˆit
en codimension ≥ 2. En ces points l’anneau de de´formation universelle n’est pas
lisse. Il serait utile dans ce cas de pre´ciser la nature des obstructions a` la de´formation
des courbes hyperelliptiques stables, c’est a` dire de´crire les e´quations qui de´finissent
l’anneau de la de´formation universelle. Ce proble`me avec des re´ponses partielles est
aborde´ dans [BMG]. ♦
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