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1. INTRODUCTION 
In applied mathematics we often deal with dynamical systems which 
have velocities that are not uniquely determined by the state of the system, 
but depend loosely upon it, i.e., the usual differential equation i =f( t, x) 
describing the dynamics of the system is replaced by an inclusion equation 
of the form i E F(t, x). This is the case of control systems which are 
described by an equation of the form i =f(t, x, U) with u E U being the 
control variable; if we set F(t, x) = {f(t, x, u): u E U> and we consider 
,-? E F(t, x), then any solution of the control system also solves this differen- 
tial inclusion and this formulation has the advantage that the control 
variables do not appear explicitly. Also implicit differential equations can 
be viewed as differential inclusions. Specifically, if we have f(t, x, a) = 0, 
then if we define F(t, x) = {z: f(t, x, z) = 0} the implicit differential 
equation takes the form i E F(t, x). Also, differential inclusions appear in 
the study of Hamiltonian systems with nondifferentiable energy function 
(see Clarke [3]), and they are the appropriate tool to handle differential 
equations with a discontinuous forcing term (see Filippov [7]). 
The purpose of this note is to prove a stability result for differential 
inclusions defined on a separable Banach space. In doing that we prove a 
new existence result for such inclusions and obtain some other interesting 
general results about measurable multifunctions. In the last section of the 
paper we use all this analytical machinery to prove convergence results for 
the sets of fixed points and integrable selectors of a sequence of measurable 
multifunctions. 
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In the rest of this section we will develop some of the mathematical 
background needed to understand this paper. So let (52, C, /J) be a com- 
plete a-finite measure space and X a separable Banach space with X* being 
its topological dual. We will use the following notations: 
P&X) = {A E X nonempty, closed, (convex)}; 
P,,,,,,,(X) = {A E X: nonempty, (w)-compact, (convex)}. 
If A EP~(X), we set (Al =sup,,,llXll. Also by gA(.) we denote the sup- 
port function of A, i.e., crA(x*) = SUP,,~(X*, x) for all x* o X*. 
A mutlifunction (set valued function) F: Sz + PJX) is said to be 
measurable if it satisfies any of the following equivalent conditions: 
(i) F-(U)=(wEQ:F(o)nU#@}>Eforall USXopen. 
(ii) w  + &(,)(x) = i& +) 11x-zli is measurable for all XE X. 
(iii) There exists a sequence {fn(. )},, 1 of measurable selectors of 
Ft.1 s.t. I;(~)=cl{fnw)..l for all w  E 52 (Castaing’s representation). 
For a detailed treatment of measurable multifunctions we refer to any of 
the following four excellent references: Castaing and Valadier [2], Him- 
melberg [9], Rockafellar [18], and Wagner [21]. 
We denote by Sk the set of all selectors of F(. ) that belong to the 
Lebesgue-Bochner space L:(Q), i.e., 
It is easy to see that this is closed in L:(O) and nonempty if and only if 
ink E F(w) llxll EL,‘(Q). Using that set we can now define an integral for 
measurable multifunctions. This was first introduced by Aumann [ 1 ] for 
the case X= [w” as the natural generalization of the Minkowski sum of sets 
and of the integral of single valued functions. So we have 
where the vector valued integrals are taken in the sense of Bochner. 
We will say that F( . ) is integrably bounded if and only if it is measurable 
and there exists h(.) E L\(Q) s.t. IF(w)1 6 h(o) p-a.e. Also by Gr F we will 
denote the graph of F(.) i.e., Gr F= {(co, x)EQxX: XE F(w)}. 
Let Y be a normed space and F: X + 2 ‘\ { a}. We say that F( 1) is upper 
semicontinuous (u.s.c.) if and only if for every U c Y open the set {x E X: 
F(x) c U} is open in X. We say that F(.) is h*-upper semicontinuous (h*- 
u.s.c.) if for every x E X the map z + h*(F(z), F(x)) = s~p,,.~~~~d~~~~( y) is 
continuous at x. It is easy to see that each U.S.C. multifunction F( . ) is h*- 
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U.S.C. The converse is not true in general. For a family { Fi(. )}i,, of mul- 
tifunction we say that it is equi-h*-u.s.c. at x if and only if for every E > 0 
there exists a V neighbourhood of x s.t. for z E P’, h*(Fi(z), Fi(x)) < E for all 
FEZ. We say that {Fi(.)}i,, is equi-h*-u.s.c. if it is equi-h*-u.s.c. at every 
XEX. 
Finally we would like to introduce a mode of set convergence, weaker 
than the convergence in the Hausdorff metric, which we are going to use in 
this work. So let {A,},rl be a sequence of nonempty subsets of X and 7 a 
topology on X. We say that A, r-converges to A in the Kuratowski sense if 
z-El, _ ~ A,GAG~-~,,+,A, where 
7 
r-hm A,={x=z-lim xnk,xnk~Ank,kZ1) 
n-02 k-m 
7-b A,={x=z-lim x,,x,~A.,nal}. 
n-m n-+oo 
Since we always have that 7-l& n _ m A, c r-i&, _ r*) A, we deduce that 
A, z-converges to A in the Kuratowski sense if and only if r-i&, _ m  A,, = 
A=t-lim.,, A,. In that case we write that A, -+rK A as n + 00. When w- 
iki”,, A,=A=s-lirJ,,, A, (where w  stands for the weak topology 
w(X, X*) on X and s for the strong (norm) topology on X), then we say 
that A, converges to A in the Kuratowski-Mosco sense and we write that 
A, -tK--M A as n + co. For details on this type of convergence we refer to 
Mosco [14] and Salinetti and Wets [19]. 
2. DIFFERENTIAL INCLUSIONS 
In this section we deal with differential inclusions in Banach spaces and 
we obtain a new stability result. But first we need to develop some auxiliary 
material. The next theorem was first proved by the author in [ 161. For the 
convenience of the reader we present here a complete proof of it. So assume 
that (Q, Z, ,u) is a complete a-finite measure space and X a separable 
Banach space. 
THEOREM 2.1. If F: Q + P,&,(X) is integrably bounded then Si is a 
weakly compact, convex subset of L:(Q). 
Proof Convexity follows immediately from the fact that F( . ) is convex 
valued. Also Sk is closed and bounded so by James’ theorem (see Diestel 
[5]) it suffices to show that every g( *) E [L?Jf2)]* achieves its supremum 
on Sk. From the Dinculeanu-Foias theorem (see Ionescu-Tulcea [IO]), we 
know that [L:(Q)]* = L?:,(G) and their duality brackets are given by 
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(g,f) =j&(w),f(~~)) 44~) for any g(.)EL&,(Q) and any 
CELL. Then we have for g(*)EL$,(fi): 
From Hiai and Umegaki [8, Theorem 2.23 we know that 
sup J- (g(o),f(o)) 440) = J- sup (g(o), x) 4.40). 
/Es; Q Q xeF(o) 
Let R(o) = {z E F(o): (g(w), z) = M(4), where M(o) = 
sup,= F(o)( g(o), x). Using Castaing’s representation we see that M(o) = 
sup,> 1(g(o),f,(o)) and so M( * ) is measurable. Hence 6(w, x) = 
(g(o), x) - M(o) is a Caratheodory function from a x X-t R and so it is 
jointly measurable. Now note that Gr R = {(co, x) E Q x X: 6(w, x) = 0} n 
Gr F. From what we said about 6( ., . ) we see that {(w, x) E Sz x X: 
6(0, x) = 0} E Z x B(X). Also since F( * ) is measurable, Gr FE C x B(X) 
(see, for example, Himmelberg [9]). Therefore Gr R E C x B(X). Invoking 
Aumann’s measurable selection theorem we can find f 52 + X measurable 
s.t. f(m) E R(o) for all w  E 52. 
J- sup (g(o), x) Mm) = il, (&M(4) &L(w) 
QxsF(o) 
= bd> 
Since g(*)E [Lk(sZ)]* =L$(s2) was arbitrary, we deduce using James’ 
theorem that Sk is w-compact m L:(a). Q.E.D. 
Remarks. (1) If (a, C, p) is in addition nonatomic and X* is separable 
then we can have the converse of this result. Namely, with those additional 
assumptions if Sb is w-compact, convex in L:(0), then F(o) E P,,&X) for 
all o~sZ (for details see [17]). 
(2) Our result generalizes in the context of separable Banach spaces 
Theorem 2 of Diestel [6]. 
(3) If F( *) is as in the statement of the theorem then Jn F(o) dp(o) E 
PwkcW 
We continue developing the necessary material to prove the main results 
of this section. So assume that X is a Banach space and denote by Jlr,(O) 
the filter of weak neighbourhoods of the origin. Then we have 
409/118/l-16 
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LEMMA 2.1. 
7 
If {A.,A}.a,~Pf(X), w-hm,,, A,sA and for all n> 1 
A, E K where KE P,,JX), then for every VE J,,,,(O) there exists n, > 1 s.t. 
for n>n, we have A,cA+ V. 
Proof. Suppose not. Then there exists V06 J:,(O) and a subsequence 
{nklk, I s.t. x,,~ E A,,, xnk $ A + V,k > 1. Note that {x,~}~>, s K and K is 
w-compact, which by the Eberlein-Smulian theorem means that it is w- 
sequentially compact. So by passing to a subsequence if necessary we may 
assume that x,, -+ w  x as k + co. Hence x $ w-int(A + I’,) ax $ A, a con- 
tradiction to the hypothesis that w-i&, _ m A,, c A. Q.E.D. 
Now we are ready to pass to the study of differential inclusions. We are 
going to examine the following Cauchy problem: 
(D) f~F(t, x), x(0)=x, 
where t E [0, T], T< co, with the Lebesgue measure and x E X, a separable 
Banach space. By a solution of (D) we understand an absolutely con- 
tinuous function x: [0, T] + X s.t. a(t) E F(t, x(t)) a.e., and x(0) = x0. 
From now on for economy in the notation, when no confusion is possible, 
we will write T for [0, T]. 
We will start with an existence result. Our theorem generalizes Theorem 
VI-8 of Castaing and Valadier [2]. Assume that T and X are as above. 
THEOREM 2.2. If F: TX X -+ Pwk,(X) is a multifunction s.t. 
(1) for all x E X, F( . , x) is measurable and F( t, x) 5 G(t) a.e., where 
G: T + P&X) is integrally bounded, 
(2) for all t E T, F(t, .): (X, w) -+ (X, w) is u.s.c., 
then (D) admits a solution. 
Proof: Let W= {x(+&(T): x(t)=x,,+J;f(s)ds, tET and 
f( .) E Sh}. First we will show that W is a compact subset of C,,j T), where 
X, is the space X endowed with the weak topology (i.e., X, = (X, w)). Note 
that for all t E T we have 
x(t)exo+ ‘G(s)ds. 
s 0 
From Theorem 2.1 we know that x0 + 1; G(s) dsE P,,,,JX) for all t E T. 
Hence we have that for all t E T, { x(t)},(. jE ,+, is relatively w-compact in X. 
Next from the absolute continuity of the Lebesgue integral we have that 
given E > 0 there exists 6 > 0 s.t. if t, , t, E T, t, < t2, and t, - t, < 6, then 
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j; IG(s)l ds < E (observe that thanks to Castaing’s representation, 
s + IG(s)l is measurable). So we can write for x( .) E W 
This shows that W is an equicontinuous set and so a fortiori it is also 
weakly equicontinuous. 
Now if we show that W is closed in C,(T), then the Arzela-Ascoli 
theorem will tell us that it is compact in C,(T). Let {x,( . )} s W be a net 
s.t. x,( . ) + cxJT) x(. ). Then for every a we have x,(t) = x0 + j;fJs) ds with 
$I. i E Sk. price again we use Theorem 2.1 to get a subnet {fb(. )} s.t. 
b ’ -4’-‘=)f(+$. H ence we have that for all t E T 
xb(t) = x,, + f&) dS 3 X0 + 
We already know that xb( . ) + cXP) x( . ). Thus for all t E T we have x(t) = 
x0 + jhj(s) ds with f( . ) E Sk, i.e., x( . ) E W. Therefore W is closed in C,(T) 
and by the Arzela-Ascoli theorem compact in Cxw(T). Next consider the 
multifunction 
defined by 
y(.)ECx(T):y(t)=xo+ jhds, tET,g(9+.,x,-,, 
0 
First we will show that L( . ) has nonempty values in W. That the values of 
L( .) are in W follows immediately from the fact that F(t, x) c G(t) p-a.e. 
for all XE X (see hypothesis (2)). Also by approximating x(.) with simple 
functions and using the fact that F(t, .) is ww-U.S.C. we deduce that 
t -+ fit, x(t)) 
admits measurable selectors and clearly all such selectors belong to the 
Lebesgue-Bochner space L?J T). This then means that S& .,xt.jj # @ and 
for g( . ) E S& , X(. )) we have that y(t) = x0 + s:, g(s) ds, t E T, is a function of 
W belonging to the set L(x). So indeed L: W + 2w\{ 0). 
Furthermore using the fact that for all x( . ) E W, S&(., X(. )) is w-compact in 
L:(T) we can see that L(. ) is closed, convex valued in W. Also the 
topology on W induced by C,(T) is the topology of pointwise con- 
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vergence on a countable dense set in T and so W is metrizable in CXW( T). 
Next let (x,, v,J -+ Wx W (x, y) with y, E L(x,), n > 1. Then we have 
yn(t)=xo+ Isnws. I 0 where TV T,f”(.)~s~~.,.~“(.)). 
Theorem 2.1 tells us that by passing to a subsequence if necessary we 
may assume that f,( . ) + w  - Lfi’)f( * ) E Sk. Invoking Mazur’s theorem we 
know that we can find z,(.)~conv Uk>,,fk(.) s.t. z,(.) +‘-Lti”T’f(*) and 
again by passing to a subsequence we may assume that z,(t) +“f(t) for 
t E r\N, I(N) = 0. Because by hypothesis F(t, . ) is weakly-weakly U.S.C. 
(ww-u.s.c.) we know that given u E JVJO) convex there exists n 2 1 s.t. for 
k2n we have 
f-(6 Xk(t)) G F(4 x(t)) + v 
where NW(O) is the filter of w-neighborhoods of the origin. Hence 
and since the right-hand side is also convex, we can write that 
cm-iv u I;(t,Xk(t))~F(t,x(t))+ B*f(t)EF(t,x(t))+ v. 
k,n 
But I’ was arbitrary. So f(t) E F(t, x(t)) and since t E T\N was arbitrary 
we finally have f( . ) E Sk(., X( )). Then we have shown that L( . ) has a closed 
graph. This then by Delahaye and Denel [4] means that L(. ) is U.S.C. So 
we can apply Fan’s fixed point theorem [22] and deduce that there exists 
a(. ) E W s.t. a( * ) E L(i). Clearly then, this jZ( * ) solves (D). 
Q.E.D. 
Now we will state and prove a stability result for a sequence of Cauchy 
problems. So we are given the following problems: 
(Dn) i~F,(t,x), x(0)=x,, 
and 
D ii-~F(t, x), x(0)=x,. 
Assume that the hypotheses of the existence theorem are in effect so that all 
the Cauchy problems have a solution. Then we have the following stability 
theorem, which generalizes Theorem 2 of Markin [ 131. 
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THEOREM 2.3, If F,,, F: Sz + P,,&X) are multifunctions s.t. 
(1) F,( ., a), F( *, .), n > 1 are measurable and F,( t, x), F(t, x) E G(t) 
a.e. where G: T + P,,,,JX) is integrably bounded, 
(2) for all x, +“‘x we have that F,(t, x,) +K--M F(t, x) as n -+ co, 
(3) x,(.) solues (Dn) and x,(e) -+-LkT)x(.) asn+co, 
then x( . ) solves (D). 
Proof: By passing to a subsequence if necessary we may assume that 
x,(t) -+’ x(t) a.e. Consider the multifunctions R,, R: L?J T) -+ 2Lk(T)\{ aa) 
defined by 
Y(.)EL:(T):y(r)=xo+f’f(s)ds,f(.)Es~”(.,.(.,, 
0 
and 
R(x)= y(.)EL:(T):y(t)=xo+l’f(s)ds,f(.)ESX.,,,,, 
0 
We will show that Gr R, +sK Gr R. For that purpose consider (x, y) E s- 
7 
hm Gr R,. Then we know that there exist (x,, y,) EGO R,n k 1 s.t. 
(x,, y,) --+’ (x, y). By definition, y,,(t) =x0 + f;f,,(s) ds, t E T, with f,( *) E 
Sb”,., X.(.jJ. Note that all n > 1, Sb”,., X.(.jj c Sk and the latter is w-compact in 
L!J T) by Theorem 2.1. So using the Eberlein-Smulian theorem and by 
passing to a subsequence if necessary we may assume that 
f”(.) -+ “-“h”“f(.). We need to show that f(~)~S~~.,,~.~~. Once again 
employ Mazur’s theorem to find z,(. ) E conv{ fk( * ): k 2 n} s.t. 
z,(.) ,s-&T) f( .). Without loss of generality we may assume that 
z,(t) -+“f(t) for all teT/N1, where A(N,) =O. Since we have that 
x,(t) +’ x(t) a.e., by hypothesis (2) we get that w-i&, _ m F(t, x,(t)) = 
F(t, x(t)) for all t E UN,, where A(N,) = 0. Let N = N, u N, which is still a 
null set and fix t E I”\N. Then Lemma 2.1 tells us that for any VE X-,(O) we 
can find no 2 1 s.t. for n > no we have 
Fn;,(t, x,(t)) E F(t, x(t)) + v 
*{fn(t):n>no}~F(t,x(t))+V. 
Since (X, w) is locally convex, V can be taken to be convex so we get 
ERiT{ f”(t): n > no} c F(t, x(t)) + V 
f(t) E F(t, x(t)) + I’. 
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Since this is true for all VEJV,,(O) we get that 
fob n ~(6 x(t)) + I/= ~(6 x(t)). vt.h;.(o) 
Because t E nN was arbitrary we conclude that f(. ) E Sk.,., r(. )). Then 
y,(t)=x,+S~f,(s)ds-,y(t)=x,+S~f(s)ds with f(.)~Sk~.,~(.), and so 
(x, v) E Gr R. Thus we have shown that 
s-hm Gr R, c Gr R. 
n-r’x 
Next let (x, y) E Gr R. Then y(t) = x0 + lkf(s) ds t E T, f(t) E Sit,, rc. )). 
For n > 1 consider the following metric projection: 
Note that P,(t) # 0 for all t E T. Also from hypothesis 1 we know that 
t + P’,( t, -w,(t)) is measurable and so t + dFncl, x,(rI)(f( t)) is measurable, 
while z + IIf - zll is continuous. Thus 
(c 2) -+ 4~ z) = IIf - 4 - h,u, .w,U-(t)) 
is a Carathtodory function, hence jointly measurable. So 
GrP,={(t,z)~TxX:u(t,z)=O)nGrP’,J~,x,(~))~Zx~(X). 
Apply Aumann’s theorem to find f,: T-+ X measurable s.t. for all t E T, 
f,(t) E P,(t). Then we have 
IV(t) -fn(t)ll = dmr, ,.df(t)) 
From Theorem 2.2 of Tsukada [20] we know that 
iiiii dw,x,(r))(f(t)) G ds-lim,,,F.(t,x.(t))(f(f)) “-CC 
and by hypothesis F,( t, x,(t)) -+ K- M F( t, x(t)) a.e. So we get 
=-f,(t) -s-)f(t) a.e. as n + co 
=ayn(t)=xo+ d~~(s)ds_5_y(t)=h-0+Sr~(~)dS 
s 
asn-+cc 
0 
=-(x,,,YJ-~-) (x,y)inL:(T)xL:(T) and (x,,y,)EGr&n21. 
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So we deduce that Gr R c s - h,, co Gr R,. Thus we finally have that 
Gr R, +sK GrR as n+co. Note that (x,,x,)EGrR, and (x,,x,)+’ 
(x, x) in L!J T) x Lk( T) as n + co. Hence (x, x) E Gr R, which means that 
x(t) = x0 + j&f(s) a3 t E T, f( . ) E SbC _, xC. )) =z= a(t) =f( t ) a.e. * x( * ) solves 
(D). Q.E.D. 
The next proposition elaborates on hypothesis (2) of the above theorem 
and provides a sufficient condition for it to hold. So suppose X is any 
Banach space. We point out that a family of multifunctions {Fi(. )}i,, is 
weakly-equi-h*-u.s.c. if in the definition of equi-h*-upper semicontinuity we 
consider the domain space X with the weak topology. 
PROPOSITION 2.1. If F,,, FI X+ P&X) are multijiinctions s.t. 
{FA%,, is an equi-h*-U.S.C. (resp. w-equi-h*-u.s.c.) family, 
GrF,,sGrF and x, -% x (resp. x, 2 x) as n+cc, 
then F,(x,) +Kp M F(x). 
Proof: Let y E F(x). Then (x, y) EGO F. Since by hypothesis 
GrF”+ KPMGrF as n+co, there exist (z,,y,)EGrF,,, nZ1 s.t. 
(z,, y,) +’ (x, y). Then for any E>O there is no> 1 s.t. for nan, we will 
have 
h*(Fn(zn), Fn(xn)) < 42 
* 4”(,)(YJ < E/2. 
Let u,~&~(~,,,(YJ = (WE Wd = IIY,- 4 = ~Fn(x,,~(~n)l. Then we have 
lb,-Yll G II&-Ynll + IIYn-Yll =4n,x”)(Y”)+ IIYn-Yll 
and this for large enough n will be less than E > 0. So u, --+’ y as n + CO. 
Recall that u, E FJx,) for all n 2 1. So y E s - bF,,(x,). Hence 
F(x)Gs- !&I FJx,). (1) 
n--r* 
Next let ye w-i&,,,, F,(x,). Then y = w-lim,, oD y,,, where ynt E 
F&J, k 2 1. Thus (xnk, y,,) E Gr F,,, k b 1. Since (x,~, y,,) 
+sxw(resJ’~wxw)(x,y) and GrF, +KPMGrF we deduce that (x, y)~ 
Gr F* y E F(x). So we have that 
f 
w-hm F,(x,) E F(x). (2) 
n-m 
From (1) and (2) above we finally get that 
F,(x,) +K- M F(x) as n-too. Q.E.D. 
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3. FIXED POINTS AND INTEGRABLE SELECTORS OF 
A SEQUENCE OF MULTIFUNCTIONS 
In this section we examine the stability of the sets of fixed points and 
integrable selectors of a family of multifunctions as these multifunctions 
vary in a certain sense. Such sensitivity analysis for the sets of fixed points 
was conducted previously by Nadler [15] and Markin [ 123 but under 
more restrictive hypotheses. 
For the next result assume that both X and X* have Frechet differen- 
tiable norms. Also by L, and L we will denote the sets of fixed points of the 
multifunctions F,( .) and F( * ), respectively. Finally recall that X is said to 
have property (H) if for any sequence {x, }, b 1 E X s.t. x, + w  x and 
llx,,ll + IIxII, we have that 11x, --XII +O as n + co. 
THEOREM 3.1. If F,,, F: X+P,,(X) are Hausdorff-Lipschitz with the 
same Lipschitz constant 1 E [0, 1) and s.t. 
(1) for all x E X, F,(x) c W where WE Pwk,(X), 
(2) for all x, --fS x we have that F,(x,) -+K--M F(x) as n + 00 
then L, + SKLasn-+cO. 
Proof: From Nadler [ 151 we know that for all n > 1, L, and L are 
nonempty. Let x E L. For all n > 1 set P,(x) =pF,Jx), the metric projec- 
tion map. Because of our hypotheses about X and X* we know that this is 
a well-defined, single valued map. We claim that it is continuous. So let 
x, +’ x. For fixed n > 1 we have 
IIP F,(&m) - PF”&)ll G II PF”(*-,)(X,) - PF,(x)kn)II 
+ II PF”&J -P,&N 
Our hypotheses about X and X* imply that the metric projection is norm 
to norm continuous. So there exists m, s.t. for m > m0 we have 
IIPF”(x)hn) -PF”&Nl < 42. 
Also from Theorem 4.1 of Tsukada [20] we know that the Kuratowski- 
Mosco convergence induces a metric topology on P,,(X) which is weaker 
than the Hausdorff metric topology. So our Lipschitz assumption about 
the F,‘s implies that F,,(x,) +K--M F,,(x) as m + cc. Furthermore because 
of the hypothesis on X*, X has property (H ). So there exists m, s.t. for 
m 2 m, we have that 
IIP F”(x,)kn) -PF,~x,hn)ll < 42. 
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Therefore for m >, fi = max(m,, m,) we have that 
IIP F,cx,~kJ -pFn&)li < E 
* Pn(-Gl) A P”(X) as m+co. 
From Nadler [15] we know that the iterates of p,(x) converge to an 
element in L,, i.e., p; +’ z, EL, as m + co. Also from that same paper we 
have that for all n> 1, IIp;(x)-z,ll <C,“=, (d+r) I’, where d=diam W. 
So given E > 0 there is an m, 2 1 s.t. for m 2 m, we have 
II P:(x) - znll < 42 (1) 
for all n 2 1. Also we claim that for all m 2 1, Ilp;(x) - XII + 0 as n + co. 
The proof of that goes by induction. 
For m = 1 we have that IIp,(x) - XII = IlpFnc,,(x) - XII. But from Theorem 
3.2(i) of [20] we know that pFncxj(x) +spF~,~(x) =x (recall that since X* 
has Frechet differentiable norm, X is reflexive, strictly convex, and has 
property (8-l)). Now assume that our claim is true for m - 1. Given E > 0, 
let 6 > 0 be such that if IIx - yl( < 6, then I/p,(x) -p,(y)l( <s/4. From the 
induction hypothesis and the already checked case m = 1 we can find n, s.t. 
for IZ 2 no we have 
IlP::-‘c4-xll -cd and II P,(X) - XII < E/4. 
Hence for n > n, we have 
II P;(x) - XII G II Pi+) -Pnb)ll + II P,(X) - XII 
= II P,(P:: - l(x)) - Pn(X)ll + II P,(X) - XII 
< E/4 + E/4 = E/2 (2) 
and the claim follows. Adding (1) and (2) we get that 
lb,-P%)ll+ IlP%)-XII <E 
for m > m, and n 2 n,. So the triangle inequality tells us that for n > no we 
have 
II% - XII < E 
*z, -Psx as n-+co. 
But recall that Z,E L,. So XES-l&,, o. L, which means that 
LGS- !iIJ L,. (3) 
n-02 
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Next let XE.Y-iim,, o. L,. From (3) and the fact that L#@ we know 
that s-i&,, _ oo L, # a. Then there exist x,,~ E L,, s.t. x,~ +’ x as k + a. But 
x,~ E Fnk(xnk) and by hypothesis Fnk(xnk) +KP M F(x) as k + co. So x E F(x), 
i.e., x E L. Thus we can write that 
s-lim L,G L. 
n-cc 
(41 
From (3) and (4) above we conclude that 
L,---“1,L as n-co. Q.E.D. 
Remarks. (1) Every Hilbert space has a Frechet differentiable norm. So 
our theorem is valid for Hilbert spaces. More generally the assumptions on 
X and X* are not so strict, because every reflexive Banach space can be 
equivalently re-normed so that both the space X and its dual X* are 
simultaneously locally uniformly convex and Frechtt differentiable (see 
Diestel [ 53). 
(2) If WE P,JX), then L, -+” L as n + cc where h( *, . ) denotes the 
Hausdorff metric. This is because in compact metric spaces Kuratowski 
and Hausdorff convergences coincide. So in this context we have a 
significantly stronger version of Markin’s result [12]. 
We will close this work with an interesting stability result concerning the 
set of integrable selectors of a sequence of multifunctions. So let (52, .Z‘, p) 
be a complete a-finite measure space and X a separable Banach space: 
THEOREM 3.2. If F,, I;: Q -+ P,=(X) are measurable multifunctions s.t. for 
all n > 1, F,(w) s G(w) p-a.e., where G: 52 + P,&X) is integrably bounded 
and F,(w) +K--M F,(w) CL-a.e. as n -+ co, then S& jKpM Si as n + CO. 
Proof Let g( . ) E L:(Q). Then we have 
d~~~(g)=f(-i)?fs~IIg-fIl= inf, 5 lldw) -f(w)1 h(w). 
n f(.)ESF" R 
Using Theorem 2.2 of Hiai and Umegaki [S] we have that 
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Then employing Fatou’s lemma and Tsukada’s Theorem 2.2 [20] we 
have 
= I R 4+&Y(~)) 440) = Q(g). 
Since g( *) E L:(Q) was arbitrary, once again Theorem 2.2(ii) of [20] gives 
us that 
$5 s-lim Skn. (1) n-m 
Next let u( . ) E W-E, _ oo Sk”. Then we know that there exist 
f,(.)ES&, n2 1 s.t.f,(.) + w-Ltin) u( .) as n + co. Mazur’s theorem tells us 
that we can find z,(.)~conv(f,(*): k>n} s.t. z,(s) +‘-Lhn)~(.) as 
n + cc. By passing to a subsequence if necessary we may assume that 
z,(w) +’ U(O) for all ~ESZ\N,, where p(N,)=O. Also we know that 
F,(o) hK- M F(o) as n -+ cc for all o ESZ\N, with p(N,) = 0 and 
F”(o) c G(o) for all CI.I E S2\N3 with p(N3) = 0. Set N= U:= 1 Ni and let 
o E a\N. Then from Lemma 2.1 we know that given any VE NW(O) we can 
find n, s.t. for n > n, we have 
F,(o) G F(w) + v. 
Since V can be taken to be convex we have that 
m-iv u F,(o)cF(o)+V 
n 2 ncl 
* u(0) E F(o) + I/ 
=sU(O)E (I F(o)+ V=F(o) 
vEJ-w/Yw(o) 
* u( . ) E s:, 
=s W-E Sk” G Sk. 
n-cc 
From (1) and (2) above we conclude that 
(2) 
Q.E.D. 
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