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Abstrak 
 
Kebakaran hutan menimbulkan berbagai permasalahan seperti asap yang dapat mengganggu sistem 
pernapasan, kerusakan lingkungan dan bencana lainnya. Kebakaran hutan juga dapat berdampak pada 
biaya yang akan dikeluarkan untuk menyelesaikan masalah yang timbul akibat kebakaran hutan, 
sehingga diperlukan penelitian untuk mengukur tingkat radiasi api pada area yang terbakar. Algoritma 
LR (Linear Regression), K-NN (K-Nearest Neighbor) dan SVM (Support Vector Machine) merupakan 
metode untuk regresi dan klasifikasi. Pada penelitian ini dilakukan perbandingan atau komparasi untuk 
mendapatkan algoritma terbaik dalam estimasi area kebakaran hutan. 
 
Kata Kunci : Estimasi, Kebakaran Hutan, Linear Regression, K-Nearest Neighbor, Support Vector 
Machine. 
 
 
I. PENDAHULUAN 
 Kebakaran hutan merupakan salah satu 
masalah lingkungan yang sering terjadi dan 
menimbulkan dampak negatif seperti nyawa 
manusia yang terancam karena asap dari 
kebakaran hutan, sumber daya yang habis 
terbakar dan kerusakan lingkungan. Dampak 
dari kebakaran hutan adalah biaya yang sangat 
tinggi untuk memperbaiki masalah yang 
ditimbulkan. Berbagai studi dilakukan untuk 
mengurangi dampak yang ditimbulkan akibat 
kebakaran hutan. Akan tetapi masih terdapat 
kendala pada keterbatasan pemahaman tentang 
dampak negatif kebakaran hutan terhadap 
ekosistem, serta sulitnya melakukan analisis 
penyebab kebakaran hutan. Disamping itu, 
antisipasi terhadap meluasnya area yang 
terbakar juga masih sulit dilakukan karena 
keterbatasan informasi terhadap indikator-
indikator penyebab meluasnya area yang 
terbakar. Sehingga mengakibatkan 
ketidakpastian dan lambatnya penanganan 
terhadap kebakaran hutan 
[1]
.  
 Disamping dampak negatif terhadap 
lingkungan dan kesehatan, asap dari kebakaran 
hutan dapat mengganggu aktivitas sehari-hari. 
Asap yang ditimbulkan oleh kebakaran dapat 
membatasi jarak pandang, terutama untuk 
transportasi penerbangan 
[2]
. Kebakaran hutan 
membutuhkan biaya yang sangat besar terukur 
dari hilangnya nyawa manusia, sumber daya, 
kerusakan lingkungan dan biaya untuk 
perbaikan daerah yang terkena bencana 
[3]
. Area 
yang terbakar harus dilakukan estimasi untuk 
menentukan seberapa kuat radiasi api pada 
vegetasi disekitarnya 
[4]
 sehingga dapat 
memberikan informasi mengenai kerusakan 
lahan yang terjadi akibat kebakaran hutan. 
  Penelitian terhadap estimasi area 
kebakaran hutan yang sudah dilakukan 
diantaranya dengan menggunakan metode 
komputasi antara lain Linear Regression 
[5]
, K-
Nearest Neighbor 
[6]
, Support Vector Machine 
[7]
. Pada penelitian ini menggunakan dataset 
kebakaran hutan yang merupakan dataset publik 
dari UCI Repository. Alasan penggunaan 
dataset publik pada penelitian ini dikarenakan 
dataset publik dapat dengan mudah diperoleh 
oleh peneliti lain sehingga hasil penelitian dapat 
dibandingkan secara langsung. Disamping itu, 
prosentase penggunaan dataset publik untuk 
penelitian lebih besar dibandingkan dengan 
penggunaan dataset privat 
[8]
. 
 Pada penelitian ini akan digunakan tiga 
algoritma pembelajaran, yaitu algoritma Linear 
Regression (LR), K-Nearest Neighbor (K-NN) 
dan Support Vector Machine (SVM), kemudian 
dari ketiga algoritma ini di cari algoritma 
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terbaik untuk model estimasi area kebakaran 
hutan.  K-Nearest Neighbor merupakan 
algoritma regresi yang cukup popular 
[6]
. 
Sedangkan SVM merupakan algoritma yang 
baik untuk mengatasi masalah klasifikasi dan 
regresi baik linier maupun nonlinier 
[9] [10]
. 
 
II. KAJIAN LITERATUR 
2.1. Kebakaran Hutan 
 Kebakaran hutan adalah peristiwa 
dimana wilayah yang terdapat banyak pohon, 
semak, paku-pakuan dan rumput mengalami 
perubahan bentuk yang disebabkan pembakaran 
yang besar-besaran. Kebakaran hutan 
menyebabkan hutan dilanda api sehingga 
membuat ekosistem hutan menjadi rusak 
bahkan hilang. Dampak yang disebabkan 
kebakaran hutan dapat berupa positif dan 
negatif tetapi dampak negatif melebihi dampak 
positif 
[11]
. 
 Dampak yang ditimbulkan kebakaran 
hutan sangat kompleks. Kebakaran hutan tidak 
hanya berdampak terhadap ekologi dan 
mengakibatkan kerusakan lingkungan, akan 
tetapi dampak dari kebakaran hutan ternyata 
mencakup bidang lainnya 
[12]
, salah satunya 
dampak ekonomi yang tak terhitung akibat 
rusak atau hilangnya sumber daya hutan 
[13]
.  
 
2.2. Dataset 
 Dataset kebakaran hutan terdiri dari 517 
record dan 12 atribut, dimana 12 atribut ini 
sebagai variabel prediktor dan 1 atribut sebagai 
variabel target. Atribut ini terdiri dari sumbu x, 
sumbu y, bulan, hari, data meteorologi (temp, 
relative, humadity, wind, rain) dan 4 indeks 
cuaca kebakaran yaitu fine fuel moisture code 
(FFMC), duff moisture code (DMC), drought 
code (DC), dan initial spread index (ISI). 
FFMC merupakan atribut indikator untuk bahan 
yang mudah terbakar. DMC merupakan atribut 
yang mengukur konsumsi bahan bakar pada 
kayu. DC merupakan indikator dari efek 
kemarau pada bahan bakar hutan. Sedangkan 
ISI merupakan indikator tingkat penyebaran api 
dan indikator kesulitan pengendalian api. Pada 
Gambar 1 dapat dilihat peta alam Taman 
Montesinho di Portugal yang menjadi sumber 
referensi dataset kebakaran hutan yang diteliti. 
Pada Tabel 1 dapat dilihat deskripsi atribut dari 
dataset kebakaran hutan. 
 
 
Gambar 1. Peta Alam Taman Montesinho 
 
Tabel 1. Deskripsi Dataset Kebakaran Hutan 
Attribute Description 
X x-axis coordinate (from 1 to 9) 
Y y-axis coordinate (from 1 to 9) 
Month Month of the year (January to 
December) 
Day Day of the week (Monday to 
Sunday) 
 
FFMC FFMC code 
DMC DMC code 
DC DC code 
ISI ISI index 
Temp Outside temperature (in ◦C) 
RH Outside relative humidity (in %) 
Wind Outside wind speed (in km/h) 
Rain Outside rain (in mm/m2) 
Area Total burned area (in   ) 
 
2.3. Linear Regression 
 Linear Regression atau Regresi Linear 
menemukan garis terbaik dari 2 atribut atau 
variable, sehingga salah satu atribut tersebut 
dapat memprediksi atribut yang lain. Model 
regresi dan log-linear dapat digunakan untuk 
memperkirakan data yang diberikan. 
Sederhananya data Linier Regression 
dimodelkan agar sesuai dengan garis lurus, 
contohnya secara acak variabel   (disebut 
variabel respon) dapat dimodelkan sebagai 
fungsi linier dari yang lain variabel acak   
(disebut variabel prediktor) dengan persamaan: 
       
 
 Dimana varians   di asumsikan kontans. 
Pada data mining   dan   adalah atribut basis 
data numerik. Koefisien   dan   (disebut 
koefisien regresi), tentukan kemiringan garis 
dan irisan  , masing-masing. Koefisien ini bisa 
diselesaikan dengan metode kuadrat terkecil, 
yang meminimalkan kesalahan antara garis 
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sebenarnya yang memisahkan data dan 
perkiraan garis 
[14]
. 
 
2.4. K-Nearest Neighbor 
 Golongan K-Nearest Neighbor 
mengadaptasikan jumlah smoothing untuk 
kepadatan data lokal. Tingkat smoothing 
dikendalikan oleh k, jumlah tetangga yang 
diperhitungkan, yang jauh lebih kecil daripada 
 , ukuran sampel. Mari kita tentukan jarak 
antara a dan b, misalnya      , dan untuk 
setiap  , kita definisikan: 
 
  ( )    ( )   ( ) 
 
menjadi jarak yang diatur dalam urutan menaik, 
dari   ke titik 
dalam sampel   ( ) adalah jarak ke sampel 
terdekat,   ( ) adalah jarak ke terdekat 
berikutnya, dan seterusnya. Jika    adalah titik 
data, maka kita tentukan   ( )         
   , dan jika   adalah indeks dari sampel 
terdekat, yaitu,              
  , lalu 
  ( )            
 , dan seterusnya. 
 
Estimasi kepadatan K-Nearest Neighbor (K-
NN) adalah 
 
 ̂( )  
 
    ( )
 
 
 
Gambar 3. Perkiraan K-Nearest Neighbor untuk 
Berbagai Nilai K [15] 
  
 Ini seperti penduga yang naif dengan 
     ( ), perbedaannya adalah untuk 
memperbaiki   dan memeriksa berapa banyak 
sampel yang jatuh kedalam bin, disini   
diperbaiki, jumlah observasi yang jatuh ke 
dalam bin, dan hitung ukuran bin. Di mana 
kepadatan tinggi, bin kecil, dan di mana 
kepadatan rendah, bin lebih besar. Hal ini dapat 
dilihat pada Gambar 3
 [15]
. 
 
2.5. Support Vector Machine 
 Metode Support Vector Machine (SVM) 
berakar dari teori pembelajaran statistik yang 
memberikan hasil lebih baik dibandingkan 
metode lain. SVM dapat bekerja dengan baik 
pada pembelajaran dataset yang memiliki 
dimensi tinggi 
[16]
.  
 Dasar algoritma SVM adalah 
memaksimalkan batas hyperplane. Hyperplane 
merupakan batas keputusan pemisah terbaik 
antara kedua kelas, karena dapat menemukan 
pengukuran margin dan mencari titik 
maksimalnya. Margin merupakan jarak antara 
hyperplane dengan data terdekat dari masing-
masing kelas. Data yang paling dekat ini 
disebut sebagai support vector 
[17]
. Contoh SVM 
pada kasus dua kelas yang terpisah secara 
linear. Kumpulan data   sebagai 
(     ) (     )  (         ), dimana    
adalah himpunan tupel pelatihan dengan label 
kelas terkait   . Setiap    dapat mengambil 
salah satu dari dua nilai,    atau    (   
*     +). Pada Gambar 1 menunjukkan 
adanya kelas                   dan 
                . Pada grafik dalam 
Gambar 4 bahwa data terpisah secara linear 
dengan garis lurus yang dapat ditarik untuk 
memisahkan semua tupel kelas    dan kelas 
   [14]. 
 
Gambar 4. Data training yang terpisah secara 
linear dengan dua Kelas [14] 
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2.6. RMSE (Root Mean Square Error) 
 
 RMSE (Root Mean Square Error) adalah 
salah satu statistik indeks error yang umum 
digunakan dan merupakan akar kuadrat dari 
MSE (Mean Squared Error) dan menghitung 
perbandingan (quantifies) kinerja model untuk 
setiap variable 
[18].
 Statistik    mengukur 
kebaikan kesesuaian regresi dari kumpulan 
data. Selanjutnya, statistik, yang dikenal 
sebagai kesalahan standar perkiraan, adalah 
sebuah ukuran ketepatan estimasi yang 
dihasilkan oleh regresi. Detailnya,   adalah satu 
dari statistik yang paling penting untuk 
dipertimbangkan ketika melakukan analisis 
regresi. 
 Untuk menemukan nilai  , pertama-tama 
kita menemukan Mean Square Error: 
 
    
   
     
 
 
dimana   menunjukkan jumlah variabel 
prediktor, yaitu 1 untuk linear sederhana kasus 
regresi dan lebih besar dari 1 untuk kasus 
regresi berganda. Seperti SSE, MSE mewakili 
ukuran variabilitas dalam variabel respon yang 
tidak dapat dijelaskan oleh regresi. 
 
Kemudian kesalahan standar perkiraan seperti 
ini: 
 
  √    √
   
     
 
 
 Nilai   memberikan perkiraan residual 
"khas", sama dengan nilai dari standar deviasi 
dalam analisis univariat memberikan perkiraan 
deviasi tipikal. Dengan kata lain,   adalah 
ukuran kesalahan khas dalam estimasi, 
perbedaan yang khas antara nilai respons yang 
diprediksi dan nilai respons aktual. Dengan cara 
ini, kesalahan standar perkiraan   menunjukkan 
ketepatan prediksi yang dihasilkan oleh 
persamaan regresi yang diperkirakan 
[19]
. 
 
III. METODE PENELITIAN 
 
Metode penelitian yang digunakan adalah 
pendekatan kuantitatif. Tujuan dari metode 
kuantitatif adalah untuk mengembangkan 
model, teori, dan hipotesis yang berkaitan 
dengan fenomena alam. Aspek kuantitatif 
adalah untuk menekankan pengukuran yang 
mendasar karena memberikan hubungan antara 
observasi dan formalisasi model, teori dan 
hipotesis [20]. Penelitian merupakan kegiatan 
yang bertujuan untuk membuat kontribusi 
orisinil terhadap ilmu pengetahuan 
[21]
. Terdapat 
empat metode penelitian yang umum 
digunakan, yaitu: penelitian langsung, 
eksperimen, studi kasus dan survey. Metode 
penelitian yang dilakukan pada penelitian ini 
dapat dilihat pada Gambar 5. 
 Metode penelitian ini dilakukan beberapa 
tahapan dalam penelitian sebagai berikut:  
1. Pengumpulan data  
Pada tahap ini akan dijelaskan bagaimana 
data tersebut dikumpulkan dan darimana 
data tersebut diperoleh sehingga data 
tersebut dapat digunakan dalam 
eksperimen penelitian. 
2. Pengolahan data awal  
Pada tahap ini akan dijelaskan bagaimana 
pengolahan data untuk mendapatkan data 
yang sudah ditransformasikan agar sesuai 
dengan bentuk yang diinginkan.  
3. Model yang diusulkan  
Setelah dilakukan tahap pengolahan data 
pada tahap sebelumnya, selanjutnya adalah 
menentukan model yang kemudian akan 
dilakukan pengujian terhadap data yang 
sudah ada.  
4. Eksperimen dan pengujian model  
Selanjutnya dalam tahapan ini akan 
dilakukan pengujian terhadap model yang 
diusulkan untuk mendapatkan hasil kinerja 
dari model yang diusulkan.  
5. Evaluasi dan validasi model  
Pada tahapan penelitian terakhir ini akan 
dilakukan evaluasi terhadap eksperimen 
dan pengujian pada model yang diusulkan 
sehingga dapat mengetahui hasil kinerja 
dalam penelitian ini. 
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Pengumpulan Data
Pengolahan Data Awal
Model yang Diusulkan
Eksperimen dan 
Pengujian Model
Evaluasi dan Validasi 
Hasil
 
Gambar 5. Metode Penelitian 
 
3.1. Metode Pengumpulan Data 
Data yang digunakan dalam penelitian ini 
adalah data sekunder, yaitu data yang tidak 
diperoleh langsung melainkan dikumpulkan 
oleh pihak lain. Data sekunder yang digunakan 
adalah dataset publik kebakaran hutan dari 
bulan Januari tahun 2000 sampai bulan 
Desember tahun 2003.  
Data tersebut dapat di unduh melalui 
situs 
https://archive.ics.uci.edu/ml/datasets/Forest+Fi
res. Data ini berjumlah 517 record dan 12 
atribut sebagai variabel prediktor dan 1 atribut 
sebagai variabel target seperti atribut area. 12 
Atribut atau fitur variabel prediktor pada dataset 
ini terdiri dari sumbu x, sumbu y, bulan, hari, 
data meteorologi (temp, relative, humadity, 
wind, rain) dan 4 indeks cuaca kebakaran, yaitu 
FFMC, DMC, DC, dan ISI. Fine Fuel Moisture 
Code (FFMC) merupakan indikator untuk 
bahan yang mudah terbakar dan mudah 
membentuk pengapian di dalam hutan, Duff 
Moisture Code (DMC) merupakan indikasi dari 
konsumsi bahan bakar pada kayu. Drought 
Code (DC) merupakan indikator dari efek 
kemarau pada bahan bakar hutan. Sedangkan 
Initial Spread Index (ISI) merupakan indikator 
tingkat penyebaran api dan indikator kesulitan 
pengendalian api.   
 
3.2. Pengolahan Data Awal 
3.2.1. Penghapusan Atribut yang tidak 
Relevan 
Pada dataset kebakaran hutan terdapat 
beberapa atribut yang tidak relevan seperti 
atribut temporal yaitu bulan dan hari (month 
and day), atribut spatial yaitu sumbu x dan y 
[7]
 
sehingga atribut tersebut dihapus. 
 
3.2.2. Transformasi Label 
Atribut area yang terbakar pada dataset 
memiliki kecenderungan positif 
[7]
 oleh karena 
itu untuk mengurangi kecenderungan dan 
meningkatkan kesimetrisan maka fungsi 
logaritma     (   ) diterapkan pada 
atribut area sebagai transformasi umum yang 
cenderung meningkatkan hasil regresi untuk 
target condong kanan. Kemudian area yang 
telah ditransformasi akan dijadikan target 
prediksi atau label. 
 
3.3. Model yang diusulkan 
Model yang diusulkan pada penelitian ini 
diawali dengan menghapus atribut yang tidak 
relevan dan mentransformasi label, kemudian 
akan terbentuk dataset yang baru. Dataset baru 
dibagi menjadi beberapa 10 bagian yang terdiri 
dari 10% data testing dan 90% data training 
yang diolah menggunakan 10-fold cross 
validation. Setelah dibentuk menjadi beberapa 
bagian selanjutnya data diolah menggunakan 
algoritma LR, K-NN dan SVM Setelah 
melakukan training dan testing, algoritma 
tersebut akan menghasilkan RSME atau tingkat 
error dimana semakin nilainya kecil maka 
semakin mendekati nilai nol. Langkah-langkah 
dapat dilihat pada Gambar 6. 
 
Gambar 6. Metodologi Penelitian 
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IV. HASIL DAN PEMBAHASAN 
 
Pengukuran model dilakukan dengan 
penghapusan atribut yang tidak relevan, dimana 
atribut tersebut adalah atribut temporal seperti 
atribut bulan (month), hari (day) dan atribut 
spatial yaitu koordinat X dan Y, dimana atribut 
tersebut dianggap tidak relevan. Pada dataset 
kebakaran hutan juga memiliki kencenderungan 
positif pada area yang terbakar 
[7]
, dimana 
kecenderungan tersebut dapat meingkatkan 
kesimetrisan sehingga digunakan fungsi 
logaritma      (   ). Fungsi ini di 
implementasikan pada atribut area sebagai 
transformasi umum yang dapat meningkatkan 
hasil regresi untuk target condong kanan. 
Kemudian area yang sudah di hitung dengan 
fungsi logaritma menjadi atribut target atau 
label. Pengolahan data ini menggunakan 
aplikasi Rapidminer dengan menggunakan 3 
algoritma, yaitu LR, K-NN dan SVM. Hasil 
pengukurannya menggunakan RMSE. Rule 
algoritma yang muncul pada pengolahan data di 
Rapidminer di implementasikan pada aplikasi 
berbasi web yang di rancang dan dibangun oleh 
peneliti. Pada Tabel 3 merupakan hasil RMSE 
pada 3 algoritma, dimana hasil terbaik ada pada 
algoritma LR atau Linear Regression sebesar 
1.496. Nilai terbaik kedua terdapat pada 
algoritma K-NN atau K-Nearest Neighbor 
sebesar 1.981 dan algoritma SVM atau Support 
Vector Machine mendapat nilai RMSE terbaik 
ketiga sebesar 3.088. 
 
Tabel 3 merupakan rule dari algoritma Linear 
Regression 
 
Algoritma RMSE 
LR 1.496 
K-NN 1.981 
SVM 3.088 
 
 
Pada Tabel 4 berisi mengenai rule 
algoritma Linear Regression yang di dapat pada 
saat melakukan pengolahan data di Rapidminer, 
sedangkan Tabel 5 merupakan rule dari 
algoritma K-Nearest Neighbor dan Tabel 6 
adalah rule dari algoritma Support Vector 
Machine. 
 
 
 
Tabel 4 Rule Algoritma Linear Regression 
Att
rib
ute 
Co
effi
cie
nt 
St
d. 
Err
or 
St
d. 
Co
eff
irc
ien
t 
Tol
era
nce 
t-
Stat 
p-
Val
ue 
Co
de 
FF
M
C 
0.0
08 
0.0
14 
0.0
30 
0.9
56 
0.5
28 
0.5
98 
 
D
M
C 
0.0
01 
0.0
01 
0.0
58 
0.9
13 
0.9
04 
0.3
66 
 
DC 0.0
00 
0.0
00 
0.0
51 
0.9
11 
0.8
22 
0.4
11 
 
ISI -
0.0
23 
0.0
16 
-
0.0
76 
0.8
90 
-
1.4
33 
0.1
52 
 
RH -
0.0
06 
0.0
04 
-
0.0
66 
1.0
00 
-
1.3
76 
0.1
69 
 
wi
nd 
0.0
75 
0.0
36 
0.0
96 
0.9
60 
2.0
93 
0.0
37 
** 
rai
n 
0.1
01 
0.2
10 
0.0
21 
1.0
00 
0.4
80 
0.6
31 
 
(int
erc
ept
) 
0.2
80 
1.2
97 
? ? 0.2
16 
0.8
29 
 
Tabel 5 Rule Algoritma K-Nearest Neighbor 
1-Nearest Neighbour model for regression. 
The model contains 517 examples with 8 
dimensions. 
 
Tabel 6 Rule Algoritma Support Vector 
Machine 
Total number of Support Vectors: 517 
Bias (offset): 0.505 
w[FFMC] = 1.251 
w[DMC] = 0.642 
w[DC] = 0.767 
w[ISI] = -1.365 
w[temp] = 0.175 
w[RH] = -1.669 
w[wind] = 0.487 
w[rain] = 1.470 
 
Pada Gambar 7 dapat dilihat grafik 
perbandingan RMSE dari ketiga algoritma yang 
digunakan, yaitu algoritma Linear Regression 
(LR), K-Nearest Neighbor (K-NN) dan Support 
Vector Machine (SVM). Nilai tertinggi pada 
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perbandingan ketiga algoritma yang digunakan 
ada pada algoritma SVM, akan tetapi untuk 
pengukuran nilai RMSE, nilai terkecil 
merupakan nilai terbaik dalam penelitian 
estimasi. Sehingga algoritma terbaik pada 
penelitian estimasi kebakaran hutan adalah 
algoritma Linear Regression (LR). 
 
 
Gambar 7. Grafik Perbandingan Nilai RMSE 
 
V. PENUTUP 
Estimasi tingkat radiasi api pada 
kebakaran hutan dapat membantu untuk 
mengukur seberapa tinggi atau besar area yang 
terbakar, sehingga diharapkan penanganan 
kebakaran hutan dapat dengan cepat dan tepat. 
Pada penelitian ini dilakukan estimasi dengan 
menggunakan tiga algoritma yaitu Linear 
Regression (LR), K-Nearest Neighbor (K-NN) 
dan Support Vector Machine (SVM). Dataset 
yang digunakan dalam penelitian ini adalah 
dataset publik kebakaran hutan yang diperoleh 
dari UCI Repository. Hasil pengolahan terhadap 
dataset dengan menggunakan ketiga algoritma, 
menunjukkan bahwa nilai RMSE terbaik 
terdapat pada algoritma Linear Regression (LR) 
sebesar 1.496, nilai RMSE terbaik kedua ada 
pada algoritma K-Nearest Neighbor (K-NN) 
sebesar 1.981 dan terbaik ketiga untuk nilai 
RMSE adalah algoritma Support Vector 
Machine (SVM) dengan nilai 3.088. Untuk 
penelitian selanjutnya dapat menggunakan 
beberapa metode lain seperti Neural Network 
dan metode ensemble seperti Bagging untuk 
meningkatkan nilai RMSE. 
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