
























る［ 1－ 3］。我々はベイズ推論におけるマルコフ連鎖モンテカルロ法（Markov chain Monte 






アルゴリズムは，ギブズサンプラー（Gibbs sampler）［ 7 , 8 ］を用いている。この可視化ツー
ルを開発した背景として，我々が長年，文書からのトピック抽出の研究をしてきたことがある。
手法としては，潜在的ディリクレアロケーションモデル（Latent Dirichlet Allocation model），及




























するが，これは，z1, z2, ... , zDを意味する。シンプルトピックモデルは，モデルとして簡素であり，





























Hyperparameters of Dirichlet distribuons



































































フレーズ項目分布が得られる。例として，図 4にクラス ID 5のフレーズ項目分布を示す。こ
のフレーズ項目分布から，そのクラスの特徴を解釈していく。我々がまとめた各クラスの特徴
を表 1に示した。クラス ID 5は，他の 4クラスに比較して非常にスコアが高い。クラス ID 2は，
医大，薬科大，農業工業関連大学などが含まれていた。高校生が専門性が高い大学として評価
していることに合致していると考えられる。クラス ID 3は，高校生のイメージが，上品，おしゃ














































































は，TOPIC IDと document IDの確率分布である。換言すると，クラスと大学の確率分布である。
どの大学がどのクラスに属しているかを示している。ラウンド10後の各大学のクラス確率分布
（図では，TOPIC ID）を見ると，高校生のイメージで最有名大学としての評価が高い大学の多
くは，クラス 5で確率 1になっていることが見える。興味深いことに，東大はクラス 5とクラ
ス 4をMCMC定常状態で行き来している（図 5参照）。図 5は，横軸に大学および，ラウン


















































































































［ 1］ P. D. Hoff, A First Course in Bayesian Statistical Methods: Springer, 2010.
［ 2］ M. D. Lee, and E.-J. Wagenmakers, Bayesian Cognitive Modeling: A Practical Course: Cambridge 
University Press, 2014.
［ 3］ J. Kruschke, Doing Bayesian Data Analysis, Second Edition: A Tutorial with R, JAGS, and Stan: 
Academic Press, 2014.
［ 4］ Y. Shirota, T. Hashimoto, and B. Chakraborty, “Visual Materials to Teach Gibbs Sampler,” 2016 
International Conference on Knowledge （ICOK 2016）, London, UK, May 7-8, 2016., pp.（in printing）, 
2016.
［ 5］ Y. Shirota, T. Hashimoto, and B. Chakraborty, “Deductive Reasoning for Joint Distribution Probability in 
Simple Topic Model,” Proc. of IIAI International Congress on Advanced Applied Informatics 2016, 12-16 
July, 2016, Kumamoto, Japan, 2016.
［ 6］ D. M. Blei, A. Y. Ng, and M. I. Jordan, “Latent dirichlet allocation,” Journal of Machine Learning 
Research, vol. 3, pp.993-1022, 2003.
［ 7］ D. Blei, and J. Lafferty, “Dynamic topic models,” Proceedings of the 23rd International Conference on 
Machine Learning, 2006.
［ 8］ D. M. Blei, “Probabilistic topic models,” Commun. ACM, vol. 55, no. 4, pp. 77-84, 2013/07/01, 2012.
［ 9］ T. Hashimoto, T. Kuboyama, and Y. Shirota, “Graph-based Consumer Behavior Analysis from Buzz 
Marketing Sites,” Proc. of 21st European Japanese Conference on Information Modelling and Knowledge 
Bases, Estonia, June 6-10, 2011.
［10］ Y. Shirota, T. Kuboyama, T. Hashimoto, S. Aramvith, and T. Chauksuvanit, Study of Thailand People 
Reaction on SNS for the East Japan Great Earthquake -Comparion with Japanese People Reaction-, 
Occasional Papers No. 59: Research Institute for Oriental Cultures Gakushuin University, 2015.
［11］ Y. Shirota, T. Hashimoto, and S. Tamaki, “MONETARY POLICY TOPIC EXTRACTION BY USING 
LDA －JAPANESE MONETARY POLICY OF THE SECOND ABE CABINET TERM－,” Proc. of IIAI 




［12］ Y. Shirota, T. Hashimoto, and T. Sakura, “Topic Extraction Analysis for Monetary Policy Minutes of 
Japan in 2014,” Advances in Data Mining: Applications and Theoretical Aspects, Lecture Notes in 
Computer Science P. Perner, ed., pp. 141-152: Springer International Publishing, 2015.
［13］ T. Hashimoto, and Y. Shirota, “Framework of an Advisory Message Board for Women Victims of the East 
Japan Earthquake Disaster,” Prof. of JADH2013 （Japanese Association for Digital Humanities）, Sept 19-
21, Kyoto, pp. pp. 31-32, 2013.
［14］ Y. Shirota, T. Hashimoto, and B. Chakraborty, “Visualization for University Brand Image Clustering With 
Simple Topic Model,” Proc. of IIAI International Congress on Advanced Applied Informatics 2016, 12-16 
July, 2016, Kumamoto, Japan, 2016.
［15］ 橋本隆子，久保山哲二，白田由香利，“ソーシャルメディアを対象としたマーケティング解析 
－時事問題をきっかけとした想定外の消費行動抽出－，” 学習院大学経済論集，Vol.47, No.4, 
2012年1月，pp.263-280,  2011.
［16］ Y. Shirota, and B. Chakraborty, “Visual Explanation of Mathematics in Latent Semantic Analysis,” Proc. 
of IIAI International Congress on Advanced Applied Informatics 2015, 12-16 July, 2015, Okayama, 
Japan, pp. 423-428, 2015.
［17］ 岩田具治，トピックモデル：講談社サイエンティフィク，2015.




［21］ D. Koller, and N. Friedman, Probabilistic Graphical Models: Principles and Techniques: The MIT Press, 
2009.
［22］ リクルート社 , “ 進学ブランド力調査2015,”リクルート　カレッジマネジメント，vol.194 / Sep. - 
Oct. 2015, pp. 6-44, 2015.
［23］ I. Sato, Statistical Latent Semantic Analysis Based on Topic Model: Corona Publishing Co., 2015.
［24］ D. J. MacKay, Information Theory, Inference, and Learning Algorithms: Cambridge university press, 
2003.
［25］ A. Gelman, J. B. Carlin, H. S. Stern, D. B. Dunson, A. Vehtari, and D. B. Rubin, Bayesian Data Analysis, 
third edition ed.: Chapman & Hall / CRC, 2004.
［26］ A. J.-B. Chaney, and D. M. Blei, “Visualizing Topic Models,” Proceedings of the Sixth International 
Conference on Weblogs and Social Media, Dublin, Ireland, June 4-7, 2012, 2003.
