Abstract. If I(a) is the Lebesgue integral of a measurable function a with respect to a probability measure and ϕ is a convex function then, according to Jensen's inequality, ϕ(I(a)) ≤ I(ϕ(a)). We extend this estimate to a certain class of functionals I defined on an abstract function space, which includes some non-linear functionals. We apply our result to operator-valued functions a and, using an infinite dimensional version of Birkhoff's theorem for doubly stochastic matrices, reformulate Jensen's inequality for unitary invariant convex functions ϕ on the space of operators in terms of their spectra and numerical ranges.
If I(a) is the Lebesgue integral of a measurable function a with respect to a probability measure and ϕ is a convex function then ϕ(I(a)) ≤ I(ϕ(a)). This estimate is called Jensen's inequality and is often proved in the very first sections of any textbook on Lebesgue integration. The main aim of this paper is to show that this inequality holds true for much a wider class of functionals I including some non-linear functionals. Keeping in mind possible applications to operator-valued functions, we consider functions a with values in an infinite dimensional linear space X. However, the main result (Theorem 2.1) is not quite obvious even if a is real-valued.
In Section 1 we recall some definitions and elementary results of convex analysis. Most of these results are well known and can be found in standard textbooks, for example, in [AB] or [B] . Nevertheless, we include their proofs for the sake of completeness. Section 2 is devoted to Jensen's inequality. We give a simple proof of the general result which uses the Legendre transform and seems to be new even in the classical case, where X = R and I is the Lebesgue integral. A similar proof involving the supporting hyperplanes is known (see [AB] , [LL] or [MO] ) but it does not work in the infinite dimensional case (see Examples 1.7 and 1.8). In Section 4 we consider unitary invariant convex functions on the space of linear operators acting in a Hilbert space and, using an infinite dimensional version of Birkhoff's theorem proved in Section 3, reformulate Jensen's inequality in terms of their spectra (see also Example 2.7). All these and much more advanced results for finite matrices can be found in [MO] but in the infinite dimensional space they are probably new (a similar technique was applied in [Ma1] to the study of s-numbers of compact operators). Note that our results do not have anything to do with functional calculus or so-called Jensen's operator inequality [Ha] , [HaP] , as we deal with real-valued rather than operator-valued functions ϕ.
Throughout the paper we denote by C ∞ and R ∞ the real linear spaces of complex and, respectively, real sequences provided with the weakest locally convex topology with respect to which all the linear functionals {c 1 , c 2 , . . . } → c k , k = 1, 2, . . . , are continuous. If Ω is a subset of a linear topological space then conv Ω denotes the closure of its convex hull. Recall that an element of Ω is called an extreme point if it cannot be represented as a convex linear combination of two other elements of Ω. If Ω is a compact subset of a locally convex vector space and Ω ′ is the set of its extreme points then, according to the Krein-Milman theorem, conv Ω = conv Ω ′ .
Convex functions
Let X be a locally convex real vector space and X * be the dual space endowed with the weak * topology. Then X * is also a locally convex real vector space and X * * coincides with X as a set [Ru] , [AB] (of course, the weak * topology on X * * may not coincide with the original topology on X). Let ϕ : X → [−∞, +∞] be a function on X. Denote D(ϕ) := {x : ϕ(x) < +∞} ⊂ X, R(ϕ) := {t ∈ R : ϕ(x) = t for some x ∈ D(ϕ)}, E(ϕ) := {(t, x) ∈ R × X : x ∈ X , t ≥ ϕ(x)}.
The sets D(ϕ), R(ϕ) and E(ϕ) are called respectively the effective domain, range and epigraph of ϕ. The function ϕ is said to be
• proper if |ϕ| ≡ ∞, • closed if its epigraph is closed in R × X, that is, if ϕ is lower semicontinuous throughout X, • convex if its epigraph is a convex subset of R × X.
A proper closed convex function never takes the value −∞. Indeed, if ϕ(x) = −∞ and ϕ(x 0 ) < +∞ then
Lemma 1.1. Let ϕ be a proper closed convex function and x 0 ∈ X. Then for every r < ϕ(x 0 ) there exists x * r ∈ X * such that
If λ r ∈ R andx * r ∈ X * are defined by Λ r (t, 0) = λ r t and Λ r (0, x) = x,x * r then this inequality takes the form
(1.2) If λ r = 0 then, letting t → +∞, we see that λ r > 0 and obtain (1.1) with
Applying (1.1) with an arbitrary
ϕ) and all C > 0. If C is sufficiently large then the right hand side is greater than r and we have (1.1) with
is called the conjugate of ϕ.
The conjugate function ϕ * is always closed and convex. We have
Proof. Taking x * = −x * r and applying (1.1) we obtain ϕ * * (x 0 ) = sup
Remark 1.4. If ϕ is a proper closed convex function then, by Lemma 1.3, we have inf ϕ * = −ϕ(0) . If ϕ * is semibounded from above then ϕ * ≡ −ϕ(0) and ϕ(x) = +∞ whenever x = 0. Remark 1.5. If ϕ is a proper closed convex function on R then D(ϕ * ) ⊂ R + if and only if ϕ is non-decreasing and D(ϕ * ) ⊂ R − if and only if ϕ is nonincreasing. Remark 1.6. The inequality (1.1) with r = ϕ(x 0 ) does not necessarily hold true even if X = R and ϕ(x 0 ) is finite. A counterexample is x 0 = 0 and
However, if there exists a sequence of functionals Λ r k satisfying (1.2) which uniformly converges to a non-zero functional Λ 0 as r k → ϕ(x 0 ) < 0 then, passing to the limit in (1.2), we obtain
is dense in X. In this case (1.4) implies that the restriction of the function ϕ to the hyperplane {x ∈ X : x − x 0 ,x * 0 = 0} takes its minimal value at the point x 0 .
The inequality (1.4) means that E(ϕ) lies to one side of the hyperplane
passing through the point (ϕ(x 0 ), x 0 ). Such a hyperplane is called a supporting (or tangent) hyperplane at the point (ϕ(x 0 ), x 0 ). If dim X < ∞ and ϕ(x 0 ) < ∞ then one can always find a uniformly convergent sequence of the functionals Λ r k and obtain (1.4). In the infinite dimensional case the supporting hyperplane may not exist. Example 1.7. Let A be an unbounded operator in a real Hilbert space X with a dense domain D(A). Denote by · and (·, ·) the norm and inner product in X and consider the convex function
The function ϕ is closed whenever the quadratic form Ax 2 is closed. If (1.4) holds true then λ 0 > 0 because D(ϕ) = D(A) is a dense subspace. Therefore (1.4) implies Example 1.8. Let X = R ∞ be the linear space of all real sequences x = {x 1 , x 2 , . . . } . Consider an arbitrary convex function ϕ on R ∞ satisfying the following conditions:
(1) for every x 0 ∈ D(ϕ) and every positive integer N there exists x ∈ D(ϕ) such that the first N entries of x and x 0 coincide and ϕ(x) < ϕ(x 0 ), (2) for every x 0 ∈ D(ϕ) the set (1.5) is dense in X. For instance, one can take where R ∞ + is the cone of sequences x ∈ R ∞ with strictly positive entries. The function ϕ defined by (1.8) is obviously convex and closed and satisfies the condition (1). If x 0 ∈ D(ϕ) then the set (1.5) contains all sequences with finitely many nonzero entries and is therefore dense in X.
Every linear continuous functional on R ∞ is represented as a finite linear combination of the basis functionals {x 1 , x 2 , . . .
where x 0,j are the entries of the sequence x 0 and c j are some positive constants. In view of (2), we have λ 0 > 0 (see Remark 1.6). However, this contradicts to (1). Thus, if ϕ satisfies (1) and (2) then E(ϕ) does not have any supporting hyperplanes. In other words, no linear continuous functional takes its minimal value on the set E(ϕ), which implies that the projection of E(ϕ) on every finite dimensional subspace of R × X spanned by the basis sequences
is open (even though the set E(ϕ) itself is closed).
Jensen's inequality
Let Ξ be a non-empty set, 1 Ξ be the function identically equal to 1 on Ξ and a be a function on Ξ with values in X. The following simple result is a generalization of Jensen's inequality.
Theorem 2.1. Let ϕ be a proper closed convex function on X and L a,ϕ be a set of real-valued functions on Ξ which contains ϕ(a) and a, x * −ϕ
Proof. If the conditions (1) and (2) are fulfilled then
for all proper functions ϕ and x * ∈ D(ϕ * ). If ϕ is closed and convex then (2.1) follows from (2.2) and Lemma 1.3. (2) is fulfilled for all x * ∈ X * and c ∈ R then (2.1) holds true for all convex functions ϕ (provided that the domain of definition of the functional I contains ϕ(a) and a, x * + c 1 Ξ for all x * ∈ X * and c ∈ R). Note that the set L a,ϕ is not necessarily a linear subspace and the functional I does not have to be linear (see Examples 2.5-2.7).
Remark 2.2. Let I be a linear functional on a linear subspace L a,ϕ which contains the constant functions. If X = R and I R (a) = I(a) or X = C and I C (a) = I(Re a) + iI(Im a) (here we identify C with R 2 ) then we have
. If this equality holds true for all x * ∈ D(ϕ * ) and ϕ * ≡ −ϕ(0) then, in view of Remark 1.4, the condition (2) is equivalent to the inequality I( 1 Ξ ) ≤ 1 whenever ϕ(0) ≤ 0 and to the identity I( 1 Ξ ) = 1 whenever ϕ(0) > 0.
Example 2.3. Let I be the Lebesgue integral with respect to a probability measure or, say, the normalized Perron integral over a finite interval and I X (a) be the corresponding integral of a understood in the weak sense (in the case X = C it is the usual integral of the complex-valued function a). Then the conditions (1), (2) are fulfilled for every proper closed convex function ϕ and we have ϕ( a) ≤ ϕ(a) provided that the functions a and ϕ(a) are integrable.
Example 2.4. Let (Ξ, Σ, ν) be a probability space and Σ 0 be a sub σ-algebra of Σ. If f is a real-valued measurable function on Ξ, denote by E 0 f the conditional expectation of f given Σ 0 , that is, the Σ 0 -measurable function such that Ω E 0 f dν = Ω f dν for all Ω ∈ Σ 0 . Let a be a measurable function on Ξ with values in X which has a conditional expectation E X a ∈ X defined by E X a, x * := E 0 a, x * , ∀x * ∈ X * . If ω ∈ Ξ then the functional I : f → E 0 f (ω) and I X (a) = E X a(ω) satisfy the conditions (1), (2) for every proper closed convex function ϕ and therefore ϕ(E X a) ≤ E 0 ϕ(a) almost everywhere. In [MO] this inequality was proved for a finite dimensional space X with the use of supporting hyperplanes.
Example 2.5. Let Ξ be a metric space with a positive Borel measure ν and g 1 , g 2 be measurable non-negative functions on Ξ such that (g 1 + g 2 ) dν = 1. Consider the space L of all bounded real-valued function f on Ξ and define
The functions f sup and f inf are always measurable and
then the conditions (1), (2) are fulfilled for all proper closed convex functions ϕ and all a ∈ L. Therefore (2.3) implies ϕ(I(a)) ≤ I(ϕ(a)).
Example 2.6. Let Ξ be a non-empty set and ν k be a sequence of measures defined on the same σ-algebra over Ξ such that
Let us fix an arbitrary ε ∈ [0, 1] and consider the functional (1), (2) are fulfilled and therefore ϕ(I(a)) ≤ I(ϕ(a)) whenever a ∈ L and ϕ(a) ∈ L. Since ϕ is lower semicontinuous, the classical Jensen's inequality implies that
However, the upper limit on the right hand side may well not be the same as I(ϕ(a)) (even if the sequences ϕ(a) dν k and c
with domain D(Q) is semibounded from below and closable. Let A f be the self-adjoint operator generated by the closure of Q f and λ 1 (f ) ≤ λ 2 (f ) ≤ . . . be the eigenvalues of A f counted with their multiplicities; if A f has only k eigenvalues lying below its essential spectrum then we define λ j (f ) to be the smallest number in the essential spectrum for all j > k.
Let X = R, I : f → λ n (f ) and I R (a) = I(a). By the Rayleigh-Ritz variational formula, the functional I satisfies the condition (1).
for all a ∈ L Q and all proper closed convex functions
Remark 2.8. The inequality (2.1) does not directly involve topological characteristics of X. However, the topology is important in our scheme because the proof of Lemma 1.1 uses a separation theorem. If we consider a stronger topology on the same vector space X then the class of closed functions becomes wider but the condition (2) is more restrictive.
Remark 2.9. Every closed convex subset of a locally convex space coincides with the intersection of all half-spaces containing this set [AB] , [B] . Our proof of Theorem 2.1 is based on this geometric result. However, Lemma 1.3 allows us to consider only the half-spaces
which makes the conditions of Theorem 2.1 less restrictive. It is tempting to use the half-spaces bounded by the supporting hyperplanes but the set of these hyperplanes may be empty (see Example 1.8).
Remark 2.10. If a takes its values in a convex subset X 0 ⊂ X and ϕ is a convex function defined on X 0 then one can try to refine Theorem 2.1 by considering all possible extensions of ϕ to a convex function on the whole space X, applying Theorem 2.1 to the extended functions and optimizing the choice of the extension.
Birkhoff's theorem
In Section 4 we shall need a special version of Birkhoff's theorem for infinite doubly stochastic matrices. Recall that a (possibly infinite) matrix is said to be doubly stochastic if all its entries are non-negative and the sum of the entries in every row and every column is equal to one. Obviously, the doubly stochastic matrices form a convex set. Birkhoff's theorem says that (i) the set of doubly stochastic matrices is contained in the closed convex hull of the set of permutation matrices and (ii) the extreme points of the set of doubly stochastic matrices are the permutation matrices. Many proofs of Birkhoff's theorem are known for finite matrices (see, for example, [MO] or [BP] ). An infinite dimensional version of this theorem was proved in [Ke] . However, in our notation, Kendall considered only t k = 0 which is not sufficient for our applications in Section 4.
We give here a simple combinatorial proof of (i) and (ii) for some special classes of doubly stochastic matrices. It works equally well for finite and infinite matrices and includes the classical Birkhoff's theorem as a particular case. We prefer to state and prove our results in terms of graphs rather than matrices, which reveals the geometric nature of Birkhoff's theorem.
Let G = {G 1 , G 2 , . . . } be a family of countable sets G k which may have non-empty intersections. Define a simple graph G as follows: the set of vertices of G coincides with k G k and two vertices are joined by an edge in G if and only if these vertices belong to the same set G k . Then G k become complete subgraphs of G.
Let W(G) be the linear space of real valued functions w on k G k and W + (G) ⊂ W(G) be the subset of non-negative functions w. We call the elements of W + (G) weights over G and denote by w(g) the weight assigned to g ∈ G (that is, the value of w at g). A weight w ∈ W + (G) is said to be stochastic if g∈G k w(g) = 1 for every k. Let S(G) be the convex set of all stochastic weights and P(G) be the set of stochastic weights w such that w(g) are equal either to 0 or to 1. Clearly, w ∈ P(G) if and only if the restriction of w| G k takes the value 1 at one element of G k and is equal to 0 at all other elements of G k for each k = 1, 2, . . .
Let us enumerate elements of the sets G k and let m k be the number of elements of G k (if G k is an infinite set then m k := +∞). Given an arbitrary sequence of vectors t k ∈ C m k , we denote by W t (G) the subspace of W(G) which consists of all weights w ∈ W(G) such that
where t k,1 , t k,2 , . . . are the entries of t k . We always have P(G) ⊂ W t (G) but S(G) is not necessarily a subset of W t (G). Consider the linear functionals
and denote by T t the weakest locally convex topology on W t (G) with respect to which all the functionals (3.1), (3.2) are continuous. Obviously, P(G) and S(G) W t (G) are T t -closed subsets of W t (G) and the set S(G) W t (G) is convex.
Remark 3.1. A stochastic weight w ∈ S(G) can be considered as a family of probability measures w k := w| G k on the sets G k such that w k = w j on G k G j . Then t k are given random variables on G k and the condition w ∈ S(G) W t (G) means that the expectation of | t k | := {|t k,1 |, |t k,2 |, . . . } is finite for every k.
We shall call a path g 0 → g 1 → · · · → g l in G admissible if g j+2 ∈ G k whenever g j ∈ G k and g j+1 ∈ G k . Note that every two vertices lying in the same connected component of G can be joined by an admissible path. Indeed, if g 0 → g 1 → · · · → g l is an arbitrary path from g 0 to g l then, replacing g j → g j+1 → · · · → g j+i with g j → g j+i whenever g j , g j+1 , . . . , g j+i belong to the same set G k , we obtain an admissible path from g 0 to g l . We shall be assuming that (a) every vertex of G does not belong to more than two sets G k , (b) every admissible cycle in G has an even number of vertices.
If the conditions (a) and (b) are fulfilled then G can be split into two groups
. . } in such a way that any two sets from the same group do not have common elements (two sets G k and G j belong to the same group if every admissible path 
. If the conditions (a) and (b) are fulfilled then the set of extreme points of S(G) W t (G) coincides with P(G).
Proof. Since 0 and 1 are the extreme points of the interval [0, 1], every element of P(G) is an extreme point of S(G) W t (G). In order to prove the converse, let us consider a weight w ∈ S(G) W t (G) which has at least one value w(g) lying strictly between 0 and 1. Let G w be the subgraph of G which includes all vertices g ∈ G with w(g) ∈ (0, 1) and all edges joining these vertices, G ′ be a connected component of G w and w ′ be the restriction of w to G ′ . If G ′ contains an admissible cycle G = g 0 → g 2 → · · · → g n = g 0 then, using the condition (b), we define two weights w + ε ∈ W(G) and w
provided that ε is sufficiently small. In view of (a), if g j ∈ G k then one of the adjacent vertices g j−1 , g j+1 belongs to G k and the other does not. This implies that g∈G k w ± ε (g) = 1 for every k and, consequently, w ± ε ∈ S(G) W t (G). Assume now that G ′ does not contain admissible cycles. Then every two vertices g 0 , g l ∈ G ′ are joined by a unique admissible path. Indeed, if g 0 → g 1 → · · · → g l and g l → g l+1 → · · · → g 0 are two admissible paths in G ′ and
Let us fix g 0 ∈ G ′ and denote by G n the set of vertices in G ′ obtained from g 0 by moving along all admissible paths of length n. Then for every k and n there are three possibilities: either the intersection of G k and G n is empty, or G k ⊂ G n−1 G n , or G k ⊂ G n G n+1 . Let us fix ε ∈ (0, 1) such that ε w(g 0 ) < 1 − w(g 0 ) and consider two sequences of weights w + ε,n and w − ε,n which are defined as follows:
One can easily check that w(g) = 
Thus, under conditions of the theorem, w can always be represented as a convex linear combination of two other elements of S(G) W t (G) and therefore is not an extreme point.
The sets S(G) and P(G) may well be very poor or even empty, as happens in the case of a non-square matrix. However, even in this situation Theorem 3.3 may be useful. In particular, if G is a finite graph then, by the KreinMilman theorem, the set S(G) coincides with the convex hull of its extreme points. Therefore in order to show that S(G) = ∅ it is sufficient to prove that P(G) = ∅.
For infinite graphs G the set P(G) is normally not compact in any topology which is stronger than the topology of simple (element-wise) convergence [Ke] . Therefore in the next theorem we shall need two additional conditions. Let W 0 (G) be the set of weights w ∈ W(G) which take only finitely many non-zero values and S 0 (G) be the set of weights w ∈ S(G) which take only finitely many values in the open interval (0, 1). Given a collection F = {G k 1 , G k 2 , . . . } of the sets G k , let us denote by F the subgraph of G generated by G k 1 , G k 2 , . . . in the same way as G is generated by G 1 , G 2 , . . . Let S G (F ) be the set of weights w ∈ W + (F ) such that g∈G k F w(g) ≤ 1 for all G k ∈ G and g∈G k w(g) = 1 for all G k ∈ F.
Theorem 3.4. Let the conditions (a) and (b) be fulfilled. Assume, in addition, that (c) if j = k then the intersection G k G j either is empty or contains only finitely many elements, (d) there exists a sequence of finite collections
, where the closure is taken in the T ttopology.
Proof. Since P(G) ⊂ S(G) W t (G) and the set S(G) W t (G) is closed and convex, we only have to prove that S(G) W t (G) ⊂ conv P(G). Theorem 3.3 and the Krein-Milman theorem imply that S 0 (G) ⊂ conv P(G).
If w ∈ conv P(G) then, by the separation theorem (Theorem 3.4, [Ru] ), there exists a linear continuous functional Λ on W t (G) such that Λ(w) ≥ ε 1 > ε 2 ≥ Λ(w) for allw ∈ conv P(G). Therefore it is sufficient to prove that for every w ∈ S(G) W t (G) and every linear continuous functional Λ there exists a sequence of weightsw m ∈ S 0 (G) such that Λ(w m ) → Λ(w).
The functional Λ is a finite linear combination of the functionals (3.1), (3.2). Therefore there exists a finite collection G Λ of the sets G k such that Λ(w) = 0 whenever all the weights w(g) assigned to the vertices g ∈ G k ∈ G Λ are equal to zero. If G Λ ⊂ F i then Λ(w m ) = Λ i (w m ), where Λ i and w m are the restrictions of Λ andw m to F i . Thus, in view of the condition (d), the theorem will be proved if we construct a sequence of weights
is finite, the conditions (a) and (c) imply that v(g k j ) → 0 as j → ∞. Therefore for every k there exists j k such that v(g k j k ) < 1. Denote d := max{j 1 , j 2 , . . . } and define w m as follows: 
Remark 3.5. The conditions (c) and (d) are fulfilled if G satisfies the conditions of Remark 3.2 with m + = m − = m and the elements w ∈ W(G) are identified with m × m-matrices. Indeed, in this case (c) is obvious and if we take
is a consequence of the following elementary result: any i × i-matrix with non-negative entries whose row-sums and column-sums are not greater than 1 can be extended to a doubly stochastic 2i × 2i-matrix. A finite collection G of finite sets G k also satisfies (c) and (d) because we can take F 1 = G.
Convex functions on the space of linear operators
Consider a linear operator A in a separable complex Hilbert space H. Let Q A [·] be its quadratic form with domain D(Q A ) := D(A) and σ(A) and Σ(A) be its spectrum and numerical range respectively. Definition 4.1. Let m be a positive integer lying between 1 and dim H. We shall denote by σ(m, A) the closure of the set of all vectors µ = (µ 1 , µ 2 , . . . ) ∈ C m such that
• if λ is an isolated eigenvalue of A of algebraic multiplicity j then the number of entries µ k which coincide with λ does not exceed j, and by Σ(m, A) the closure of the set Remark 4.2. In [BD] , Section 36, the authors defined a matrix m-numerical range as the set of all m × m-matrices of the form ΠAΠ, where Π is an orthogonal projection of rank m < ∞. On the other hand, Halmos in [H] , Chapter 17, defined an m-numerical range as the set of traces of such matrices. Our definition lies in between: we consider the sets of diagonal elements of the matrices ΠAΠ instead of their traces. It is known that the m-numerical range introduced in [H] is always convex. Theorem B.2, Chapter 9 and Corollary B.3, Chapter 2 in [MO] imply that the set Σ(m, A) is convex whenever A = A * and dim H < ∞. In the general case Σ(m, A) = conv Σ(m, A) , even if the operator A is normal and dim H < ∞, but it may be possible to prove that Σ(m, A) is convex whenever A is self-adjoint [Ma2] .
Recall that an eigenvalue λ of the operator A is said to be normal if λ is an isolated point of σ(A), λ has a finite algebraic multiplicity and the image of the operator A − λI is closed [GK] .
Lemma 4.3. We have
whenever at least one of the following conditions is fulfilled:
(1) A is normal, (2) σ(A) consists of normal eigenvalues, (3) A is compact.
Proof. If A is normal then (4.1) is an elementary consequence of the spectral theorem. Assume that A satisfies (2). Let λ k (A) be its eigenvalues counted with their algebraic multiplicities and H A be the closed subspace of H spanned by the corresponding generalized eigenvectors. Then, by the Schur lemma (see, for example, [GK] , Chapter I, Section 4), there exists an orthonormal basis {u 1 , u 2 , . . .
Finally, let us assume that A is compact and denote by λ j (A) its non-zero eigenvalues counted with their multiplicities. Then there exists a sequence of finite rank operators A n such that A − A n → 0 as n → ∞. If λ j (A n ) are the eigenvalues of the operators A n numbered in a suitable way and counted with their multiplicities then, according to Theorem 4.2 in [GK] , we have λ j (A n ) → λ j (A) for every j.
Let us fix a sequence µ = {µ 1 , µ 2 , . . . } ∈ σ(m, A). The entries µ k are equal either to λ j (A) or to 0. If we define µ n = {µ 1;n , µ 2;n , . . . } ∈ C m by
then µ n ∈ σ(m, A n ) for every n and µ n → µ in C m as n → ∞. Applying the Schur lemma to A n , we see that for every n there exists an orthonormal set {u 1;n , u 2;n , . . . } such that µ k;n = Q An [u k;n ]. We have
for every k = 1, 2, . . . , which implies (4.1).
Remark 4.4. In Corollary 4.11 we only need the inclusions
which may well be valid for a wider class of operators A. 
Proof. Since the m ′ -spectra and m ′ -numerical ranges are projections of the m-spectrum and m-numerical range for all m ′ < m, it is sufficient to prove the theorem only for m = dim H.
Let us assume first that A has a complete orthonormal set of eigenvectors {e 1 , e 2 , . . . } with eigenvalues λ 1 , λ 2 , . . . If {u 1 , u 2 , . . . } ⊂ D(A) is an arbitrary complete orthonormal set then u k = j u kj e j and Q A [u k ] = j |u kj | 2 λ j , where {u kj } is a (possibly infinite) unitary matrix. Since {u kj } is unitary, the matrix {|u kj | 2 } is doubly stochastic. If dim H = ∞ then the condition u k ∈ D(A) implies that the series j |u kj | 2 λ j is absolutely convergent for each fixed k. Therefore (4.3) follows from Theorem 3.4.
Assume now that A does not have a complete set of eigenvectors. Let ε > 0 and g ε : σ(A) → C be an arbitrary measurable function such that sup z∈σ(A) |g ε (z) − z| ≤ ε , the image g(σ(A)) is a countable subset of σ(A) and g ε (z) = z whenever z is an eigenvalue of A. Then, by the spectral theorem, for every ε the operator A ε := g ε (A) has a complete system of eigenvectors and we have D(A) = D(A ε ) , σ(m, A ε ) ⊂ σ(m, A) and
If {u 1 , u 2 , . . . } is an arbitrary complete orthonormal set then
and
Since the set conv σ(m, A) is closed in C m , this implies (4.3).
Remark 4.6. Let A be a non-negative self-adjoint operator or, more generally, a normal m-sectorial operator generated by a closed sectorial quadratic form Q (see [Ka] or [RS] ). Then Theorem 4.5 remains valid if we define Σ(m, A) as the union over all orthonormal sets {u 1 , u 2 , . . . } ⊂ D(Q) because the series j |u kj | 2 λ j is still absolutely convergent.
Let H 0 be a dense subspace of H and U(H 0 ) be the group of unitary operators acting in H 0 . Consider an arbitrary subspace of the real linear space of (unbounded) linear operators A : H 0 → H such that U * AU ∈ X whenever A ∈ X and U ∈ U(H 0 ). We shall be assuming that X is endowed with the weak operator topology, that is, its dual space X * is the set of finite rank operators S : H 0 → H 0 , A, S := Re (Tr AS) and the topology on X is generated by the corresponding seminorms.
Definition 4.7. A real-valued function ϕ on the space X is said to be unitary invariant if ϕ(U * AU) = ϕ(A) for all A ∈ X and U ∈ U(H 0 ). 
Φ( µ) .
If Φ = 0 on conv ω∈Ξ σ(m, A ω ) and F = +∞ otherwise then this inequality implies (4.5).
Remark 4.10. Let {A ω } ⊂ X be a family of operators depending on the parameter ω ∈ Ξ. Obviously, if A ∈ conv {A ω } then there exists a sequence of probability measures ν k on Ξ such that the integrals Ξ A ω dν k are well defined and converge to A as k → ∞ (with ν k being finite linear combinations of δ-measures). The converse is also true: if there exists a sequence of probability measures ν k on Ξ such that Ξ A ω dν k → A ∈ X as k → ∞, where the integrals are understood in the weak sense, then A ∈ conv {A ω }. Indeed, if {A ω } lie to one side of a hyperplane in X then the integrals Ξ A ω dν k also lie to the same side of this hyperplane and, in view of Remark 2.9, we have Ξ A ω dν k ∈ conv {A ω } for all k. Note that the sequence of measures ν k may not be convergent. However, according to Theorem 3.28 in [Ru] , if Ξ and conv {A ω } are compact sets then A ∈ conv {A ω } if and only if A = Ξ A ω dν for some Borel probability measure ν on Ξ. Example 4.13. Let Ξ be a compact subgroup of U(H 0 ) , U(ω) = ω and ν be the invariant Haar measure on Ξ . Then E Ξ : A → U * (ω)AU(ω) dν is a projection onto the linear subspace X Ξ ⊂ X of operators commuting with all elements of Ξ; if X is the space of all bounded operators then E Ξ is a normal conditional expectation of X onto X Ξ (in the sense of [D] ). If A is a normal operator then Theorem 4.9 implies that Σ(m, E Ξ (A)) ⊂ conv σ(m, A). If, in addition, E Ξ (A) satisfies one of the conditions of Lemma 4.3 then, by Corollary 4.11, we also have σ(m, E Ξ (A)) ⊂ conv σ(m, A). The simplest example is the subgroup Ξ which consists of all unitary operators of the form N k=1 e iθ k Π k , where θ k ∈ (−π, π] and Π k : H 0 → H 0 are fixed commuting orthogonal projections such that N k=1 Π k = I. In this case integration with respect to the Haar measure gives E Ξ (A) = N k=1 Π k AΠ k . Note that we can take N = ∞ because, by Tychonoff's theorem, the infinite dimensional torus is compact in the direct product topology.
