Introduced in the late 1990's, the ABC method can be considered from several perspectives, ranging from a purely practical motivation towards handling complex likelihoods to non-parametric justifications. We propose here a different analysis of ABC techniques and in particular of ABC model selection. Our exploration focus on the idea that generic machine learning tools like random forests (Breiman, 2001) can help in conducting model selection among the highly complex models covered by ABC algorithms. Both theoretical and algorithmic output indicate that posterior probabilities are poorly estimated by ABC. We thus strongly alters how Bayesian model selection is both understood and operated, since we advocate completely abandoning the use of posterior probabilities of the models under comparison as evidence tools. As a substitute, we propose to select the most likely model via a random forest procedure and to compute posterior predictive performances of the corresponding ABC selection method. Indeed, we argue that random forest methods can clearly be adapted to such settings, with a further documented recommendation towards sparse implementation of the random forest tree construction, using severe subsampling and reduced reference tables. The performances of the resulting ABC-random forest methodology are illustrated on several real or realistic population genetics datasets.
Introduction
Since its introduction by Tavaré et al. (1997) , the Approximate Bayesian computation (ABC) method has found an ever increasing range of successful applications covering diverse types of complex models (see, e.g., Beaumont, 2010) . However, the calibration of the algorithm has always been and still is a critical feature in its implementation and this partly explains why ABC has not been more widely accepted in standard statistical settings. More specifically, the major feature in this calibration process is the selection of a vector of summary statistics on which the difference between the observed data and the simulated data is quan-tified. While this vector should be as large as possible from an ideal statistical perspective (that is, when assuming an infinite computing power), both practice and finite sample theoretical analyses show that it should be of the same dimension as the estimated parameter, despite almost surely leading to insufficiency (Casella and Berger, 2001 ). The construction of this summary statistic is therefore paramount and obvious examples can be produced about poor performances of ABC algorithms under specific choices of summary statistics. In particular, in the setting of ABC model choice, and demonstrated the crucial role of the summary statistic in providing consistent versus inconsistent answers.
We suggest here a drastic modification of the way ABC model selection is conducted, namely to step away from a mere mimicking of exact Bayesian solutions like Bayes factors and posterior probabilities and to reconsider the very problem of constructing efficient summary statistics, when based upon a possibly large pool of available summary statistics, by simply avoiding selecting a subset of summary statistics. This new perspective is due to the recourse to machine learning techniques such as boosting (Aeschbacher et al., 2012) and random forests. A second stage in the major modification advocated therein is to completely bypass the reliance on the posterior probabilities of models, as we deem the potential ABC approximations to be both untrustworthy and lacking a measure of untrustworthiness. This is well-known in machine learning that the Bayesian classifier, based on the maximum a posteriori (MAP) model, minimize the 0-1 loss. But trying to estimate those posterior probabilities to build a MAP classifier leads to poor performance when compared to clever classifiers. Indeed, the regression problem of approximating those probabilities is a problem of much larger dimension that predicting solely a class index, see Devroye et al. (1996) . Renouncing the evaluation of the posterior probabilities, we suggest a shift toward a posterior loss estimator for the model selection step to assess the reliability of the model selected by the classifier. This estimator is directly based on the ABC posterior predictive distribution, as we can evaluate the posterior predictive error (of selecting the wrong model) by simulating pseudo-data associated with the ABC parameter sample.
A machine learning tool we recommend for this purpose is the technique of random forests (Breiman, 2001) . We show here that this solution performs well for model selection while suggesting a tailored implementation in the setting of ABC models. The supporting arguments in favor of relying on random forests when compared with the existing machinery are that (a) the computation of a random forest is usually a moderate expense with regards to the production of the ABC reference table; (b) the random forest algorithm provides both a predicted value, i.e., a direct inference for classification purposes, and a tool for amalgamating a disparate and possibly large collection of summary statistics; (c) the resulting random forest delivers as a by-product a natural distance (the so-called proximity measure) that escapes the partly arbitrary selection of an artificial distance in common ABC settings; (d) random forests rank the summary statistics in terms of their classification importance (e.g., in how many leaves do they appear).
We illustrate the performances of this novel approach on generated examples as well as in realistic population genetics scenarii. In Section 2, we provide a review of existing ABC algorithms, especially for model choice issues. In Section 3, we introduce the proposed methodology and then show how the random forests technique can be adapted to select a model using a simulated reference table. Then, in Section 4, we argue in favor of replacing posterior probabilities with posterior predictive expected losses. In Section 5, we give results on the some challenging population genetics examples, before concluding in Section 6.
ABC algorithms for model choice
ABC was introduced in Tavaré et al. (1997) and Pritchard et al. (1999) for solving intractable likelihood issues in population genetics. Although the reader is referred to, e.g., Beaumont (2008) , Toni et al. (2009) , Beaumont (2010) , Csilléry et al. (2010) and for more thorough reviews on this approximation method, the current section will highlight the issues at stake.
In the 1990's, geneticists were facing computational difficulties of magnitude that Monte Carlo methods were unable to overcome (Stephens and Donnelly, 2000) . The alternative proposed by ABC is to compare observed data with a massive collection of pseudo-data, generated from a prior sample of parameters, and to accept only the parameter values for which both kinds of data are sufficiently similar. In particular, this new technique avoids the computation of the likelihood function (hence the alternative name of likelihood-free methods, Ratmann et al., 2007) and it progressively turned into a much more generic form of approximation technique, with applications to other forms of complex data, as covered in the above reviews.
Principle of the algorithm
Given a Bayesian model with likelihood function f (·|θ), parameter θ, (observed) data x 0 , and prior distribution π(·), Algorithm 1 gives a schematic representation of the ABC method. It requires a distance or divergence measure, denoted (·, ·), and a threshold ε often called the tolerance level. While the latter should be equal to zero for ABC to be exact (Tavaré et al., 1997) , non-parametric arguments lead to a choice of ε = O(N 1 /4+d ) (Blum, 2010) . The outcome is then an approximation of the true posterior distribution π(θ|x 0 ), even though it can be interpreted as an exact posterior distribution for a randomized version of the data x 0 (Wilkinson, 2013) .
In practice, ABC is rarely implemented as above because this version is facing an "information paradox", namely, it rarely makes sense (for a given computing budget) to directly compare raw datasets. In most realistic settings, the signal-to-noise ratio is too low to extract useful features from this unprocessed comparison. For one thing, comparing raw datasets forces the above algorithm to resort to a very large tolerance ε (for a sufficient proportion of proposals to be accepted) and hence to a very imprecise approximation to the posterior (see, e.g., Marin et al., 2011 for illustrations) . Therefore, in practice, the acceptance step in the above Algorithm 1 is in fact always based on a distance between summary statistics, (S(x 0 ), S(x * )), rather than between the raw data and its simulated counterpart, as in Algorithm 2.
The corresponding factors in this algorithm, (·, ·) and ε, are obviously dependent on the choice of the summary statistics S(·). In practice, the tolerance ε is generally chosen as a quantile of the simulated (S(x 0 ), S(x * ))'s. This implies that in ABC software like DIYABC , a whole collection of pairs (θ * , x * ) is first generated and saved in a socalled reference table, with the distances (S(x 0 ), S(x * )) being computed for all those pairs, by who use it to produce convergence properties of the resulting ABC parameter estimators.
In a model choice perspective (Berger, 1985; Robert, 2001; Grelaud et al., 2009 ), M models are under comparison. Each model with index m ∈ {1, . . . , M } is characterized by a likelihood function f m (·|θ m ) with associated parameter θ m and a prior distribution π m (·) on θ m . A prior distribution, τ • say, on the model index M complements the prior modelling, with τ 1 = P (M = 1) , . . . , τ M = P (M = M ) .
Algorithm 4 is the resulting adaptation of the standard ABC Algorithm 3 to Bayesian model choice. This version produces k model index values that are approximately distributed from the posterior distribution on the model index. When selecting a model, the user has just to choose the model with the highest frequency, this frequency being an ABC approximation to the posterior probability of the model.
Selecting summaries
The choice of the summary statistic S(·) is paramount in most implementations of the ABC methodology if one wants to avoid producing simulations straight from the prior distribution.
As explained in Blum et al. (2013) , for the case of parameter estimation, there are two major classes of dimension reduction methods for summary statistics selection in ABC. The first one follows a best subset selection approach where candidate subsets are evaluated and ranked according to various information-based criteria, such as sufficiency measures (Joyce and Marjoram, 2008) , the entropy of the posterior distribution (Nunes and Balding, 2010) , and AIC or BIC criteria based on the local linear regression results (Sedki and Pudlo, 2012; Blum et al., 2013) . The second class can be characterized as made of projection techniques. Dimension (of the original dataset or of the collection of summary statistics) is reduced by considering linear or nonlinear averagings of the available summary statistics. These methods rely on the introduction of a regression layer within the ABC framework. They include the local linear regression of Beaumont et al. (2002) based on Cleveland (1979) , the partial least squares regression (Wegmann et al., 2009) , feed-forward neural networks , regression guided by minimum expected posterior loss considerations (Fearnhead and Prangle, 2012) , and boosting (Aeschbacher et al., 2012) . When considering the distinct goal of model selection per se, ABC aims at approximating the Bayes factor. While Toni et al. (2009) and Grelaud et al. (2009) proved that ABC can easily include this goal as a natural extension, leading to Algorithm 4, pointed out that the ABC approximation to the Bayes factor is consistent only for a special type of summary statistics, characterized in . The selection of summary statistics is therefore crucial. For model choice, two projection techniques have been introduced. First, show that the Bayes factor itself is an acceptable summary (of dimension one) when comparing two models. This result extends to more that two models by considering instead the vector of evidences. Those authors propose to use a pilot ABC simulation to estimate the vector of evidences, which is then used in a second ABC simulation adopting this estimate as the new summary statistic. Second, the proposal of Estoup et al. (2012) is to instead use Linear Discriminant Analysis (LDA) projection. When facing a selection problem with M competing models, the LDA approach returns (M − 1) optimal statistics that are linear combinations of the summary statistics first considered in the problem. While this approach provides a fast mean of separating between models and of selecting a small number of summary statistics for ABC model comparison, as demonstrated in Estoup et al. (2012) , it is not always a panacea as exemplified by embedded models where a linear separation may be unrealistic.
Example 1 -A revealing example: MA(1) versus MA(2) models -If we consider a time series (x t ) of length T and compare its fits to both moving average models of order 1 and 2, MA(1) and MA(2), namely
respectively, there is no sufficient statistic associated with the model choice issue. As suggested by , a possible set of summary statistics is made of the first two (or further) autocorrelations. For both models, the priors are uniform distributions on the stationarity domains. In that special case, the true marginal likelihoods can be computed by numerical integrations of dimension 1 and 2 respectively, while the posterior probabilities based on the summary statistics are derived from the ABC reference table by a kernel density estimation. Following the knn perspective, the ABC tolerance levels are determined as 1% quantile of the MAD (median absolute deviation) normalized distances (Blum et al., 2013) . Figure 1b shows how different the (estimated) posterior probabilities are when based on (a) the whole dataset and (b) only the summary statistics, even though the latter are truly informative for the problem. This graph naturally leads to a generic conclusion as of mistrusting ABC approximation to the posterior probabilities of the compared models. Simulating from the joint (prior) distribution of the parameter and data shows just as clearly that the distribution of the summary statistics (i.e., the first two autocorrelation) does not allow for an hyperplane separation between both models, since Figure 1a exhibits a highly non-linear distribution of the summary statistics for the M A(1) model. The current perspective on ABC model choice as expressed in is thus that (a) poor statistics do lead to non-sense decisions; and (b) proper statistics produce converging approximations and consistent Bayes factors, but still at the cost of an information loss that may be of a significant magnitude. Given this fundamental difficulty in producing reliable tools for model choice based on summary statistics, we now propose to switch to machine learning tools for this purpose, as detailed in the following section.
ABC model choice via random forests
The most powerful tools to learn how to discriminate between classes from a learning database are all issued from the machine learning methodology (Hastie et al., 2009 ). As explained above, the ABC approach presented in Algorithm 4 is interpretable as a machine learning technique in that it produces a k-nearest neighbors (knn) approximation of the target (Devroye et al., 1996; Hastie et al., 2009 ). Indeed, the tolerance level ε might be (and usually is) calibrated as the k-th smallest distance between a simulated dataset and the observation. While this point is mostly stated from an interpretation perspective, it (2) on time series of length T = 100. The blue dots correspond to time series simulated from MA(1) models while the orange dots are associated with simulations from MA(2) models, which parameters are generated from the prior distribution.
also induces practical consequences, namely that the value of k and hence of the resulting ε can be chosen in a machine-learning framework (Devroye et al., 1996) . In practice, this means running a (cross-)validation experiment on a testing sample extracted from the ABC reference table towards selecting the value of k that minimizes the empirical error. We are therefore shifting to a machine learning paradigm, even though our training set is still simulated from the prior by the very nature of ABC, see Algorithm 5.
We also note that the local logistic regression approach for computing the posterior probability, as implemented within the DIYABC software , can be considered as a specific machine learning strategy. This is equally the case with the LDA strategy developed in Estoup et al. (2012) . (Furthermore, Aeschbacher et al., 2012 use the boosting methodology for the selection of summary statistics in estimation problems.) The purpose of the current paper is to advocate a more suitable machine learning technique for the considered problem of model selection.
We indeed privilege here the call to random forest classifiers. Random forests are a technique that stemmed from Leo Breiman's bagging (which stands for bootstrap aggregating) machine learning algorithm for both classification and regression (Breiman, 1996) . It improved earlier classification performances by averaging over classification schemes built from randomly generated training sets. Experimentally, this admittedly involved classification procedure has proven to be mostly insensitive to both strong correlations between predictor variables and the presence of noisy variables, even in relatively large number (Hastie et al., 2009, Chapter 5) .
This robustness justifies our choice of machine-learning strategy to exploit our ABC reference table towards Bayesian model selection. The principle behind our approach is thus to rely on a classifier that can handle a relatively large number of summary statistics and extract the maximal information from the reference table, instead of selecting among the statistics or relying on the expertise of the user to pick up a relatively small number of statistics relevant for the problem at hand. Some statistics in the original collection of summary statistics may be strongly correlated while others may be completely unrelated to the problem of interest, without jeopardizing the performances of the classifier. Furthermore, there is recent theoretical evidence of such a behavior of random forests. For instance, Biau (2012) analyzes a simplified version of the random forest: he establishes that this procedure is consistent and that its rate of convergence only depends on the intrinsic dimension of the problem. Moreover, Scornet et al. (2014) achieved a consistency result for Breiman's (2001) original algorithm in the context of additive regression models. They notably show how random forests can nicely adapt to sparsity in high-dimensional settings.
Without engaging into a detailed description of random forest algorithms, we recall that Breiman (2001) induces randomness in the trees of the random forest by (a) bootstrapped resampling of the dataset for each CART tree, (b) random subsampling of the predictors at each node for each CART tree. As in the CART algorithm, the covariate that drives the node separation and the separation bound are both chosen as minimizing node impurity (e.g., Gini index). However, contrary to CART, there is no pruning in the trees of random forests: those trees are grown until each leaf has no impurity, i.e., is made of a single category or class. In the specific case of classification, following Breiman (2001) , if d is the total number of predictors, the default number of variates that are sampled at each node is of order √ d. Furthermore, the default bootstrap sample size is equal to the original data-size. However, when the training set is large, it has been shown that it is more efficient to implement the algorithm with a much smaller bootstrap sample, called N boot , and then use a sub-bagging procedure. For instance, Scornet et al. (2014) have proved the consistency of random forest classifiers only when such a sub-sampling step is implemented. This feature is not surprising: subsampling induces further independence between the trees of the random forest and thus improves the performance of the aggregated classifier. Beyond that theoretical argument, note that the ensuing computing time is drastically reduced. The value of N boot can be easily chosen by simulation to ensure a reasonably high probability of covering the entire sample over the tree replications. In the setting of ABC simulations, we have complete freedom about the number N ref of simulated dataset in Algorithm 5 and we can thus produce a large learning set. For instance, it is customary to rely on parallel simulations within a computer cluster and thus to take N ref as large as the computing time allows. Note that an important part of the computing time is allocated to the calculation of the summary statistics.
We stress that the outcome of the random forest is intended to predict a model index, given the observed dataset. The said predictor provided by the forest is thus sufficient to select the most likely model. To derive an associated approximation to the posterior probability, we could further use the random forest outcome by computing the respective frequencies of the model allocations for the data at hand. Unfortunately, the variability of this estimation is too high to be trustworthy, while its connection with the genuine posterior probability is often very loose. (Note that it still constitutes a form of ABC posterior probability.) Due to those difficulties, we thus propose an alternative posterior assessment in the following section.
Example 2 -MA(1) versus MA(2) (continued) -To illustrate how widely the probability assessment provided by a random forest can differ from both the true posterior probability and an approximation provided by ABC based on the two autocorrelation summary statistics, Figure 1c plots 1, 000 replications of the three probabilities for simulated time series of length T = 100 from either the MA(1) or MA(2) models. (As in , the ABC approximation is based on a kernel estimation of the joint density of the summary statistics.) While all quantities tend to agree on a rough scale and towards the (same) selected model, they still sufficiently differ to be unreliable substitutes. As expected, the random forest procedure is more extreme in its allocation to the chosen model, when compared with the ABC approximation (Figure 1c right) . And it is more conservative than when the allocation is based on the whole data (Figure 1c left) . We thus advise keeping the qualitative part of the information contained in those evaluations, namely the ordering, while forsaking the quantitative part.
From posterior probabilities to posterior predictive error rate
As shown in the MA(1) vs. MA(2) example, the use of both insufficient statistics and of ABC non-zero tolerance values leads to a wide variability in the estimated produced posterior probabilities. That they may remain a consistent approximation ) is far from a sufficient guarantee when dealing with finite sample size and non-zero tolerance. A worse feature is that assessing the variability of the approximation itself requires further and expensive computations. If one instead turns to solutions such as machine learning classifiers, those simply miss the distinct advantage of posterior probabilities, namely that they evaluate the confidence degree in the selected (maximal probability) model. Therefore, given the unacceptable variability of the ABC approximation of the model posterior probabilities, especially with fewer simulations in the reference table, and the likely biases induced by insufficient statistics , the analysis of ABC model choice faces the same dilemma as pollsters do with opinion polls. Those probabilities are endowed with too large a variability to trust the numerical value of the estimate, while experience well-reported within the machine-learning literature shows the method usually provides a trustworthy ranking of the models.
A machine-learning alternative to the above that is worth pursuing is the prior classification error, as it provides a first clue on the global quality of a given classifier on the whole feature space. The prior error rate is easily evaluated by the "out-of-bag" procedure in random forests: for each tree, the parameter values of the reference table that were not subsampled for that tree can be used as a test sample to check the performances of that very tree. The average rate of erroneous allocation of those parameter values, i.e., the frequency of values ending up in a wrong model, is computed and the overall error is the average rate over all trees. This indicator is a prior indicator, though, and can be considered as mostly irrelevant since the only point that matters in the feature space is the observed dataset.
We thus suggest replacing an unstable approximation of the posterior probability P(M = m|x 0 ), where x 0 is the observed sample and m is a possible model index, with an average of the selection errors across all models given the data x 0 , i.e., P(M(X) = |x 0 ), where the pair (M, X) is generated from the posterior predictive
andM(x) denotes the model index predictor. This solution answers the above criticism against the prior error evaluation as it centers on the area of interest, conditional on the observed dataset.
Example 3 -Normal mean test -Consider the simple case of a normal observation x ∼ N(θ, 1) when facing the null hypothesis H 0 : θ = 0 versus the alternative H a : θ = 0. And assume the prior distribution under H a is θ ∼ N(θ, σ 2 ). The marginal distribution under H a is then x ∼ N(θ, 1 + σ 2 ). Therefore, the posterior predictive distribution given the observation x 0 is x|x 0 ∼ N(σ 2 x 0 /1 + σ 2 , 1 + 2σ 2 /1 + σ 2 ) under H a and x|x 0 ∼ N(0, 1) under H 0 , hence x|x 0 ∼ π(x|x 0 ) with
The corresponding posterior predictive error rate is thus
This posterior predictive error rate is represented on Figure. 2 for several values of σ. As can be expected from the Lindley-Jeffreys paradox (Lindley, 1957; Robert, 2014) , the error near x 0 = 0 decreases as σ increases while the maximal error stabilizes around 0.3.
We strongly support the recourse to the posterior predictive error rate as the relevant quantity assessing the performances of a random forest model selection procedure, in lieu of the associated posterior probabilities for the following arguments.
(a) This quantity produces the estimated error as an average over the a posteriori most likely part of the parameter space, rather than weighting solely by the prior, by integrating out the information contained in the data. (c) In the special case of comparing multiple hypotheses (a frequent setting in population genetics studies), the posterior probability of a given hypothesis (or scenario) may be low, while the error loss may still turn up as quite small for all scenarii.
(d) The estimated posterior predictive error rate is a convergent evaluation of the true error made by the random forest procedureM(x) itself, a natural sibstitute to the usually biased approximation of a posterior probability at the core of ABC model choice. And (e) this indicator is straightforward and computationally inexpensive to evaluate within an ABC setting, given that the reference table has already been produced and the ABC posterior sample derived.
In practice, the computation of the ABC posterior predictive error rate of a classifierM is indeed easily derived. It relies on the ABC posterior sample of (m (t) , θ (t) )'s produced by Algorithm 4, which is derived from the k-nearest neighbors of x 0 in terms of (S(x), S(x 0 )).
(Note that the distance may be chosen as the intrinsic proximity distance naturally provided by the estimated random forest.) For each term (m, θ m ) in the sample, N pp independent pseudo-datasets are then generated from the corresponding model f m (x|θ m ), which produces an overall sample of size k × N pp (m i , θ i m , x i ). This sample constitutes an ABC approximation of the posterior predictive distribution. The posterior predictive error rate is then derived by computing the predictedM(x i )'s over the sample and checking whether or not it returns the true index m i . Note that this is computationally inexpensive since the predictor is already available.
Example 4 -MA(1) vs. MA(2) (continued) - Table 1 provides a comparison of classical classification methods (Hastie et al., 2009) ( Toni et al., 2009 ). To provide a fuller picture, we also considered the setting where the first seven autocorrelations are used as summary statistics. As already shown by Figure 1a , linear separation between both models does not discriminate properly and this is reflected by the high error rate of LDA and logistic regression in both cases. Standard ABC model choice does really well in this example, reaching one of the lowest error rates when optimized over the number k of neighbors. Interestingly, most methods presented in this table display degraded performances when moving from two to seven summary statistics: such known degradation justified the many procedures to select the relevant statistics presented in Section 2.2.
Nonetheless, random forests achieve the absolute minimum in this comparison and manage to take advantage of a larger set of summary variables. If we now turn to the performances of the posterior version of the classification error, we have computed the posterior predictive error rate averaged on an ABC reference table of size 10 4 . This reference table is used to construct a global model predictor, via either a knn procedure or a random forest. Figure 3 (top) shows how the posterior predictive error rates evolve according to the position of the two-dimensional summary statistics, with larger errors at the boundaries between both models and overall for the MA(1) model. (The shape of the posterior predictive distribution of this statistics is obviously the same as in Figure 1a .) A second evaluation is provided in Figure 3 (bottom), which draws a comparison between standard ABC (labelled as knn since the tolerance ε is determined as a knn estimation) and random forest ABC. In both cases, the posterior predictive error rate can be evaluated following the above scheme and using N pp = 10 new pseudo-datasets per parameter from the ABC posterior sample. This display demonstrates that both approaches lead to similar posterior predictive error rates, with a slight advantage to the random forest procedure (more occurrences below the diagonal). Note that a few simulations can reach a 30% error rate, in which case the prior error rate of 17% is an inappropriately optimistic report. 
Population genetic applications
Establishing historical relations between natural populations from polymorphism data is a recurring and challenging issue in population genetics (see, e.g., Cavalli-Sforza and Edwards, 1967; Felsenstein, 1982; Cann et al., 1987) . Our first illustrations on synthetic data cover SNP and microsatellite data in Section 5.1 and 5.2 respectively. The goal is to discriminate between three possible histories or scenarii of evolution, including population splits, admixture events and changes in population sizes, as described by the population trees in Figure 4 . Relying on various versions of ABC model choice, we then infer the most likely ancestry of a population, given two candidate and older populations.
In a third illustration we re-analyse the real microsatellite data set of Lombaert et al. (2011) which aimed at making inferences about worldwide routes of invasion of the harlequin ladybird H. axyridis H. axyridis, considering simultaneously populations from the native range, the introduction range, and biocontrol release actions, with potential admixture events between them.
SNP data
Three competing scenariis of interest are provided sketched in Figure 4 . The corresponding models have 6 or 7 parameters that are integrated out by some standard ABC model choice procedures. We weight all three models identically in the prior modelling.
The six parameters common to all models are made of
• four effective population sizes, namely N 1 , N 2 , N 3 , and N 4 for Population 1, Population 2, Population 3, and the native or ancestral population, respectively;
• the time t a which corresponds to divergence between Population 1 and 3 in model 1, between Population 2 and 3 in model 1, and the admixture of Population 3 with Populations 1 and 2 as sources in model 3;
• the time t s of divergence between Population 1 and 2. We have simulated datasets made of 1, 000 autosomal SNPs for 75 diploid individuals (i.e., 25 individuals per population). We use all the summary statistics offered by the software DIYABC for SNP markers , namely 48 summary statistics in this setting. The corresponding statistics are described in Appendix A1.
ABC and other machine learning techniques are trained on 20, 000 simulations from the prior predictive, which then constitute our reference table (10, 000 simulations) and learning set (10, 000 simulations). Our standard ABC methods have been tested on three different sets of summary statistics. The first set is made of the original 48 statistics, while the second only considers the LDA axes. In the first case, we used a standard Euclidean distance with a MAD normalization of each variable, while the LDA statistics need no further normalization. The fundamental choice of the ABC tolerance level is handled by interpreting the standard ABC scheme as a knn procedure; the number of selected neighbors, namely k, have been optimized against the prior error rate. Figure 5a illustrates this selection: when considering the 48 summary statistics in DIYABC the "optimal" number of neighbors is 30, while considering solely the first two LDA components leads to an "optimal" number of neighbors equal to 920. Obviously, these evaluations are both subject to variability and moderately impacting the prior error rate.
The random forest estimate is made of 500 classification trees and each tree is constructed from a sub-sample of 4, 000 points. Table 2 provides the estimated prior error rates for various classification techniques (Hastie et al., 2009) , based on a test sample of 10, 000 points, independent of the reference table. For random forest techniques, we stress that the "out-ofbag" error rates derived solely from the learning set are very close to the error rates obtained with the test sample of size 10, 000. This indicates that the random forest procedure does not require a test sample in its evaluation of prior error rates, which constitutes a computational advantage of the approach. We further recalll that the local logistic regression implemented by does require substantially larger values of k to fit local parameters of the model, typically 10 5 to 10 6 per model. This table shows that the best error rate is associated with the random forest solution that includes both the DIYABC original summary statistics and the LDA axes. The gain against the "standard" ABC solution is equal to 6%, revealing that random forest outperforms other methods on a non-negligible part of the feature space. Some interesting features exhibited in Table 2 are (a) worse performances of random forests when using both LDA axes when compared with the original LDA, (b) good performances of the original LDA due to a good separation between the three populations, as exhibited in Figure 5b , albeit involving overlap between model populations, and (c) the local logistic regression of Beaumont et al. (2002) brings the second best solution. Figure 6 describes further investigations into the random forest solutions. This graph expresses the contribution of the main summary statistics through the average decrease in mean Gini index over the nodes driven by the corresponding summary statistic. The appeal of including the first two LDA axes denoted as LDA1 and LDA2 in Figure 6 ) is quite clear: those statistics contribute much more significantly than any other to a fast separation between the models. Note also that the FMO variables are an FST distance between Populations 1 and 3, and Populations 3 and 2, respectively, which are meaningful statistics to discriminate between the compared models.
In order to illustrate the performances of the posterior predictive error rate, we simulated two typical test datasets (pods), hereafter considered as pseudo-observed (target) datasets (pods). The first pod (green triangle in Figure 5b) 21.89 optimal standard ABC using the initial 48 summaries 25.46 optimal standard ABC using only the two LDA axes 21.65 local logistic regression on the two LDA axes with k = 5, 000 21.61 random forest using the 48 initial summaries 20.84 random forest using only the two LDA axes 22.50 random forest using both the 48 summaries and the two LDA axes 19.20 Table 2 : SNP data: estimated prior error rates for standard classification methods (based on 10, 000 simulations, independent of the reference table).
Figure 6: SNP data: contributions to the random forests of the most important variables evaluated with Gini index (top) when using the 48 DIYABC summary statistics and (bottom) when adding the first two LDA axes. The meaning of the variable acronyms is provided in Appendix A1.
which Model 3 can be in principle easily discriminated from Models 1 and 2. The parameter values used to simulate this pod indeed correspond to a recent balanced admixture beween strongly differenciated source populations (N 1 = 20, 000, N 2 = 15, 000, N 3 = 10, 000, N4=25000, r=0.5, ta=500 and ts=20000). The second pod (red triangle in Figure 5b ) corresponds to a less favorable setting where it is more difficult to discriminate Model 3 from Model 1 and 2. The parameter values used to simulate this second pod correspond to an ancient unbalanced admixture beween the source populations (N 1 = 20, 000, N 2 = 15, 000, N 3 = 10, 000, N 4 = 25, 000, r = 0.1, t a = 10, 000, and t s = 20, 000). For both pods, an ABC posterior sample was selected from the 100 nearest neighbors provided by the random forest based on the 48 DIYABC summary statistics complemented with the two LDA axes. Since each of the 100 nearest neighbors is associated with a model index and a parameter value, we use those parameters to generate ten new and independent pseudo-datasets. For each dataset of the resulting sample of size 1, 000, we can compare the prediction of the random forest procedure with the actual model index and thus derive the empirical posterior predictive error rate. In the favorable case of the green triangle dataset, the error rate is zero as no simulation ever got allocated to the wrong model. In the more challenging case of the red triangle model, the error rate rises to 0.09. (Augmenting the number of new pseudo-datasets to 10, 000 did not modify significantly those figures.) These posterior predictive error rates can be set against the 19% prior error rate from Table 2 . The (average) prior error rate is considerably higher because the parameter space defined by our ABC setting inclues a large proportion of worse cases (i.e. vector of parameter values) than the ones selected for the pods represented by both the green and red triangle in Figure 5b . For some even less favorable cases, posterior predictive error rates can be higher than the (average) prior predictive error rate (results not shown).
Microsatellite data
This illustration reproduces the same settings as in the SNP data above when the information provided by the data is considerably sparser. The models and prior distributions are the same as in Section 5.1. The synthetic dataset is made of 20 microsatellite loci for 75 individuals, with 25 individuals per population. With microsatellite markers, DIYABC ) produces 39 summary statistics described in Appendix A2. The reference table contains 20, 000 simulations. As shown on Figure 7b , the optimal number k of neighbors when using the 39 DIYABC summary statistics is 60 while k = 720 when using the LDA axes. Table 3 is the equivalent of Table 2 for this new data structure. The random forests are composed of 500 trees and each tree is constructed using a sub-sample of 4, 000 points. Due to the lower information content of the data, the prior error rate is higher in all cases, but the conclusion about the gain brought by random forests using all summaries plus the first two LDA statistics stands.
A comparison with Figure 6 is provided by Figure 8 . It shows the interesting feature that the AML summary statistic contributes more to separate the model indices than the second LDA axis. We recall that AML is an admixture rate computed by maximum likelihood on a simplified model considering that the admixture occurred at time t = 0. The role of the LDA axes in building the random forest remains nevertheless very high in this setting. As in the SNP case, we simulated two test datasets (pods), one highly favorable (green triangle) and a second one quite challenging (red triangle) on Figure 7a (the same vector of parameters as for the SNP example were chosen for the two pods). The setting was exactly the same as in the previous section, producing a posterior predictive error rate of 0.11 in the green triangle case and of 0.46 in the red triangle case. Note that we obtained in this case a posterior predictive error rate that was larger than the average prior error rate of 0.34.
Classification method
Prior error rate naïve Bayes (with Gaussian marginals) 40.02 linear discriminant analysis (LDA)
35.64 optimal standard ABC using the initial 39 summaries 37.47 optimal standard ABC using only the two LDA axes 35.14 local logistic regression on the two LDA axes with k = 5, 000
35.57 random forest using the 39 initial summaries 35.14 random forest using only the two LDA axes 37.25 random forest using both the 39 summaries and the LDA axes 33.62 Table 3 : Microsatellite data: estimated prior error rates for standard classification methods (based on 10, 000 simulated datasets, independent of the reference table).
Figure 8: Microsatellite data: contributions to the random forests of the most important variables evaluated with Gini index (top) when using the 39 DIYABC summary statistics and (bottom) when adding the first two LDA axes. The meaning of the variables is provided in Appendix A2.
Prior error rate naïve Bayes (with Gaussian marginals) 54.20 linear discriminant analysis (LDA) 38.94 optimal standard ABC using the initial 130 summaries 54.40 random forest using the 130 initial summaries 38.80 random forest using the 130 initial summaries and the LDA axes 33.62 Table 4 : Harlequin ladybird data: estimated prior error rates for standard classification methods (based on a test sample of size 60, 000, independent of the reference table).
Tracking the invasive Harlequin ladybird
We re-evaluate in this section a real dataset to further assess the power of the ABC-random forest methodology in a substantially more challenging and realistic context. This dataset was first analyzed in Lombaert et al. (2011) and relates to the invasive coccinellidae Harmonia axyridis, which native area lies in eastern Asia. The species, which was first initially introduced in 1916 North America as a biocontrol agent against was first introduced in 1916 North America as a biocontrol agent for aphids, eventually managed to survive in the wild and invaded four continents, including Europe. Establishing the history of the various invasive populations of Harlequin ladybird is important for both management and academic purposes. Using an ABC-based scenario, Lombaert et al. (2011) compared ten different scenarii to identify the source population of the European invasion. We now compare our results with the original paper, to which we refer the reader for more details on the biological issue (see also Lombaert et al., 2011 and Estoup et al., 2012) .. The data in Lombaert et al. (2011) is made of samples from five populations (18 to 35 diploid individuals per sample), genotyped at 18 autosomal microsatellite loci. The inferential challenge here is to discriminate among ten evolutionary scenarii, accounting for different plausible routes of invasion of Europe by the Harlequin ladybird. The problem we face is considerably more complex than the above simulated population genetic illustrations in that the numbers and levels of complexity of competing models and of sampled populations are noticeably higher (see Lombaert et al., 2011 and Estoup et al., 2012 for descriptions of the compared models). In particular, since the summary statistics proposed by DIYABC describe features per population, per pair or per triplet of populations, averaged over the 18 loci, we can include up to 130 of those statistics. The gap in the dimension of the summary statistics is then major when compared with the 48 and 39 sizes in the previous sections. Lombaert et al. (2011) relied on a set of 86 summary statistics, selected thanks to the recognized expertise of the authors in population genetic model choice.
In this setting, random forests are clearly able to automatically determine the (most) relevant statistics for model comparison. As an illustration, we decided to perform our computations on the comprehensive set of 130 summary statistics. As expected in such high dimensional settings, see Hastie et al. (2009) , knn classifiers perform uniformly badly when trained on a reference table of 20, 000 simulations or even larger numbers, as shown in Table 4 .
This means that the standard ABC model choice algorithm, even when optimized in k, is strongly outperformed by other classifiers, the best solution being again random forests. To reach a more definitive conclusion in a such high dimensional setting, we have studied how the prior error rates of the knn classifier depends on k and on the size of the reference table (i.e., the number of simulations in the training set); we have reported the numerical results in Figure 9a . Those curves exhibit that the estimated prior error rate of the k-nearest neighbor classifier do not fall below 44% whatever the optimization of k, while the prior error rate of random forest on a set of 20, 000 simulations is about 33%. As for the two previous examples, the random forest are composed of 500 trees and each tree is constructed using a sub-sample of 4, 000 points.
The evolutionary scenario selected by our random forest strategy fully agrees with the earlier conclusion of Lombaert et al. (2011) , based on approximations of posterior probabilities with local polytomous logistic regression solely on the LDA axes (i.e., the same scenario displays the highest posterior probability and the largest number of selection in the respective ABC approaches). When extracting the most important variables within the random forest, Figure 9b shows that the random forest algorithm was able to extract additional information from the original summary statistics, mostly from some crude estimates of admixture rate as defined in . The latter are certainly relevant for model choice. Another noteworthy feature of this re-analysis is that the confidence in the evolutionary scenario selected by both Lombaert et al. (2011) and random forest assessed through our posterior predictive error rate greatly differs from the original ABC assessment. Indeed, the estimated posterior predictive error rate is equal to 40%, when based as above on 100 neighbors of the actual, genetic dataset and 10 new simulated datasets per neighbor. This value is much lower than the prior error rate of 90% (i.e., when chosing a model at random out of ten) of a totally random classifier, but it raises down the optimistic confidence assessment of Lombaert et al. (2011) , based on a posterior probability value close to 60% for the best scenario they have chosen.
Conclusion
Important warnings have been raised in the literature regarding model choice with the ABC machinery and non sufficient summary statistics Didelot et al., 2011) . Specifically, there is a fundamental discrepancy between the genuine posterior probabilities and the probabilities based on summary statistics, see also our own results on MA(1) vs MA(2) in Section 4. The debate was closed by who provided general conditions on summaries that imply consistency of ABC model choice: the discrepancy remains, but the algorithm will eventually pick up the correct model. The present paper is purposely focused on selecting a model, i.e., a classification problem trained on the ABC simulations to predict the model that fits the observed data.
Our first concluding message is to rely on the best classification algorithm to select a model from the simulations provided by the ABC reference table. We recall that a classifier that minimizes the prior error rate under a 0-1 loss is the one that best mimics the Bayes classifier, i.e., that selects most often the maximum a posteriori (MAP) model. We furthermore propose to assess our confidence in the selected model (selection based on posterior probability estimates) through the computation of the posterior predictive error rate.
Our second concluding point is that a machine-learning perspective sheds new lights on ABC model choice, in particular that the standard algorithm relies on a k-nearest neighbor classifier, see also . The present paper shows that the standard ABC algorithm might be greatly improved by replacing the knn classifier with more clever procedures, like random forests. Additionally, random forests manage to deal with substantially larger sets of summary statistics, even when those are far from all being relevant, since random forests do not immediately suffer from the curse of dimensionality and since their performances mainly depend on the intrinsic dimension of the classification problem (Biau, 2012; Scornet et al., 2014) . Moreover, the training of random forest requires a much lower simulation effort when compared with standard ABC inference. Therefore, the novel perspective we advocate here will undoubtedly extend the range and complexity of models and datasets that ABC can handle under a given amount of computation time. It will also allow for a more reliable handling of the degree of uncertainty in the choice between models, possibly in contrast with earlier and over-optimistic assessments. We argue that our random forest ABC algorithm will be of considerable interest for the statistical processing of massive SNP datasets whose production is on the increase within the field of population genetics.
