Abstract. Parameter estimation is the problem of finding values of the unknowns of a mathematical model for simulating a complex system. A model is generally given by differential equations or systems of equations or inequalities. Interval computations are numerical computations over sets of real numbers. In this paper intervals are used to model uncertainty in parameter estimation problems, for instance some noise associated with measured data. Interval-based algorithms using consistency techniques and local search are developed. The goal is to reliably approximate the set of consistent values of parameters by inner and outer intervals. Such computations allow one to take all possible decisions. Applications from pharmacokinetics, biology or census are described. Finally a set of experimental results is discussed.
1. Introduction. The simulation of real-life phenomena through mathematical models is important for many reasons: analysis of system behavior, optimization, simulation of extreme situations. For instance dynamical systems (systems that are function of time) are often modeled by differential equations, e.g., an ODE dy dt = g(y, x, t) (1.1) where y is the output of the system, t is the time and x ∈ R n the vector of parameters. In this equation g is given while x is unknown. If possible the integration of the ODE gives an equation
y(t) = f (x, t).
(
1.2)
In most cases observations of the system are given. Suppose that a set of data {(t j ,ỹ j )} j is known, where eachỹ j is expected to be approximately y(t j ). The model driven inverse problem consists in finding x such that ∀j :ỹ j = f (x, t j ).
(1.
3)
The problem of finding x that satisfies the above equations is generally insolvable. This problem has to be relaxed, which leads to numerical data fitting. In the literature [11, 1, 37 ] the fitting of y to experimental data is often implemented by iterative methods for nonlinear regression analysis, which compute "best-fit" shapes. For instance, the least squares method corresponds to the minimization of the expression However, this approach may be weak for the following reasons. First of all no noise is taken into account: if the system is very noisy then the resulting curve may be far from some interesting model. If the objective function has many local minima the optimization process is very sensitive to initial values. Standard least squares algorithms compute local minima, whereas one may be interested in a global minimum, and thus the entire feasible set has to be examined. A possible approach to overcoming ill-posedness lies in regularization methods [40] , yielding smooth solutions.
For nonlinear inverse problems, these techniques are based on global optimization. However, it is in general difficult to provide indicators of reliability for solutions. A possible approach will be described in the following paragraph.
The data driven inverse problem considers some error (e.g., of measurement), which leads to the expression ∀j :ỹ j = f (x, t j ) + e j .
(1.5)
Now suppose that reliable bounds of e j are known, namely a j e j b j . Then the problem is to find x such that
In other words f (x, t j ) ranges over a continuous bounded set of real numbers, namely an interval (see Fig. 1 .1). Interval algorithms were developed in the context of nonlinear bounded-error estimation [24] and refined using consistency techniques [23, 13, 17] . In this paper new algorithms are developed for this problem using consistency techniques and local search methods. The goal is to compute a reliable approximation of the set of consistent values of parameters that may help in decision making. From the extra knowledge that the decider might have the set of acceptable solutions may be subsequently focused into some region of interest defined by means of additional constraints. In this article applications from pharmacokinetics or census (see below) are presented. At the end of the paper a set of experimental results is discussed. Drug Concentration. Pharmacokinetics [16] is the quantitative study of the time course of drug concentrations in body fluids. This is a means of predicting conditions not experimentally tested or biological levels in tissues not sampled, of comparing animals within species or analyzing the biological variability. Moreover, physiologically the pharmacokinetics properties of a particular drug should be unique for a patient. As a consequence the results can be reused when the same drug is injected at a different period of time.
Drug distribution or elimination are assumed to be first-order in concentration, i.e., a constant percent per time unit, and the distribution or elimination rate decreases as the drug concentration decreases. Pharmacokinetics models are built out of networks of compartments. For instance, the two-compartments model is shown in Fig. 1 Each distribution and elimination process is governed by a first-order kinetics process. As a consequence, the mathematical model is an ODE system
where y is the concentration in the central compartment, namely the concentration that can be measured, and z is the concentration in the peripheral compartment. Generally the peripheral compartment is not accessible to direct measurement and is not a site of drug elimination. The solution to this equation is a sum of exponentials
depending on four parameters a, b, α, β, which can be used to express the rates as follows.
The drug concentration profile is biphasic: the first exponential term models the distribution phase and the second one represents the elimination phase. Clinical studies measure the behavior of drug as series of time-concentration data points (t i ,ỹ i ). The aim is to compute values of the rate constants k for the fitting of y(t) to experimental data. The resulting shape y(t) is used to calculate clinically useful parameters, e.g.: the half-life, which is the period of time required for the concentration to be reduced to one-half; the apparent volume of distribution, which is the volume of fluid that the drug would occupy if it was distributed as the concentration measured in the central compartment (for instance, a large volume implies wide distribution); the clearance, which is the volume of fluid from which the drug is completely removed by transformation or excretion, per unit time; the bioavailability, which is the percent of dose entering the systemic circulation after administration. Given an initial dose D, the volume of distribution V c in the central compartment and the clearance C are obtained as follows.
Census. The Census problem models the time variation of a population with limited growth, taking into account overcrowding and depletion of resources. It assumes that the relative growth rate is not constant: the growth rate decreases as the population approaches some fixed upper bound called the carrying capacity. The mathematical model is the logistic equation
where y is the population and L is the carrying capacity. The solution to this equation, obtained through the so-called separation of variables method, is
where y 0 is the initial population. Given census data over a time period a main use of the model is to estimate the carrying capacity L. This information also leads to determine an inflection point in the logistic curve, which appears when the population is equal to L/2. Epidemics. Epidemics is the subject of many mathematical models that have been proved useful for the understanding and control of infectious diseases. One such model, the SIR model [30] , divides a population into three classes of individuals and is based of the following parametric ODE system:
where S are the susceptibles -individuals who can catch the disease, I are the infectives -individuals who have the disease and can transmit it, R are the removed -individuals who had the disease and are immune or died, and r and a are positive parameters. The model assumes a constant population N = S(t) + I(t) + R(t) and a negligible incubation period. Parameter r accounts for the efficiency of the disease transmission (proportional to the frequency of contacts between susceptibles and infectives). Parameter a measures the recovery rate from the infection. Frequently, there is information available about the spread of a disease on a particular population. This is usually gathered as time series of the number of infections (t i ,I i ) or number of removed (t i ,R i ) together with the values (t 0 ,S 0 ), (t 0 ,I 0 ) or (t 0 ,R 0 ) that initiated the epidemics on the population. An important problem is to predict the behavior of a similar disease (with similar parameter values) when occurring in a different environment, namely with a different population size or a different number of initial infectives. Therefore, the aim is to compute values of the parameters r and a for the fitting of the model with the available data to answer important questions in similar epidemic situations. Such questions are, for example, whether the infection will spread or not, what will be the maximum number of infectives, when will it start to decline, when will it ends and how many people will catch the disease.
Interval Computations.
Interval computations, which have been introduced by Moore in the early sixties [29] , can be used in many problems:
• Modeling of uncertainty: in many engineering problems data are not precisely known, due to inaccuracy of measurements, approximations in modeling, phenomena that are not precisely handled. However, reliable bounds can be provided in many situations, leading to interval data.
• Rounding errors of machine arithmetic [25, 21] : every real number can be enclosed by an interval and rounding errors during computations can be accumulated.
• Set computations over the real numbers: rather than approximated computations over the real numbers, intervals support reasonings over sets.
• Reliable numerical algorithms like integration, equation solving [34] , differentiation or global optimization [19] .
2.1. Numbers. Let R be the set of real numbers. Let F ⊂ R be a finite subset of reals corresponding to binary floating-point numbers in a given format [21] . Let F ∞ be the set F compactified with {−∞, +∞}. 
F ∞ is an ordered set: for every a ∈ F ∞ , let a − be the greatest element in F ∞ smaller than a and a + be the smallest element in F ∞ greater than a (with the conventions: (+∞)
Given an integer n 1 a n-ary box X = x 1 × · · · × x n is a Cartesian product of intervals, namely an axis-aligned n-dimensional rectangle. Given a set ρ ⊂ R, the convex hull of ρ is defined as the smallest interval enclosing ρ. In practice, the hull is computed using the outward rounding mode of floating-point computations. For every r ∈ R, let r ↓ be the greatest element of F ∞ smaller than or equal to r (downward rounding), and let r ↑ be the smallest element of F ∞ greater than or equal to r (upward rounding). The hull of ρ is then defined by
Given a set ρ ⊂ R n and an integer i ∈ {1, . . . , n} the i-th projection of ρ is the set
The hull of ρ ⊂ R n is the box
As a consequence, every subset of R n can be enclosed by a box or more generally a set of boxes. [20] is defined as a set theoretic extension of the corresponding real operation. For every couple of intervals x, y ∈ I and every operation ∈ {+, −, ×, /}, we have
Operations. Each interval operation
Due to monotonicity properties, these operations can be implemented by floatingpoint computations over the bounds of intervals.
Elementary functions are also defined in such a way. Given φ : R → R and its domain D φ , for every interval x ∈ I , we have
Many numerical algorithms have been extended to intervals, using the notion of interval extension of a real function.
In other words, the range of f is included in the evaluation of f over X. The natural interval extension of a function f corresponds to a componentwise extension of a given expression of f , where each real number r is replaced with hull({r}), each variable is replaced with an interval variable, and each operation is replaced with the corresponding interval operation.
. . , x n ) be an equality or an inequality over the real numbers. Exact constraint solving is generally intractable due to the limitations of machine arithmetic. However, two kinds of proofs can be obtained using interval reasonings. Given a relation symbol ♦ ∈ {=, , } and two intervals x, y, define the following interpretations:
The interval relation is true if there exists a couple of real numbers verifying the relation over R. The computational expressions are as follows:
The interval relation is true if the relation is verified for all couples of real numbers. The computational expressions are as follows:
Now, let f be an interval extension of f and g be an interval extension of g. Given a n-ary box X = x 1 × · · · × x n the interval reasonings are as follows:
These interval tests give a characterization of a box wrt. a constraint. In the first case the box contains no solution and in the second case the box is entirely included in the solution set. The resulting properties are very strong, as shown in the following example. 3] . Consider the following constraints and apply the interval tests.
Example 2. Consider the natural interval extension f of the function
• c 1 : [4, 4] is false then we conclude that c 1 has no solution in X.
• c 2 :
c [4, 4] is true then we conclude that each point of X is a solution of c 2 . Such a box is called an inner approximation.
• c 3 : f (x 1 , x 2 ) 2: no conclusion can be drawn using the interval tests. In this case X can be bisected in several parts and the tests implemented for each smaller box. These interval tests can be applied over constraint systems as follows. If at least one constraint is false given the possibly interpretation then the system has no solution. If all constraints are satisfied given the certainly interpretation then the box is an inner approximation of the whole system. The principle of interval bisection algorithms is to process a constraint system using box bisection and the aforementioned interval tests. The result is a set of boxes characterized by the following properties:
• Each box is either inner to the solution set or small enough wrt. a given precision, i.e., the width of the box in each dimension is smaller than a real number ε > 0; • Each solution is contained in at least one box (reliability property).
• If the set of boxes is empty then the solution set is empty.
• If an inner box is computed then the solution set is not empty. 3. Constraint Satisfaction. Consider the model
where x ∈ R n and suppose that a set of data {(t j ,ỹ j )} m j=1 is known. We consider the following hypotheses.
• Each parameter x i belongs a priori to some known interval representing the region of interest fixed by the user. Let X = x 1 × · · · × x n denote the initial box for x.
• Eachỹ j is subject to an error ±e j , e j 0. As a consequence, the exact value
Let f(x) denote the vector of functions (f (x, t 1 ), . . . , f (x, t m )). The data driven inverse problem aims at characterizing the set
Moreover, an auxiliary problem consists in removing from Y the values that do not correspond to images of f over X.
3.1. Constraint-based Model. The set S defined in (3.2) can be computed by interval computations. Each data (t j ,ỹ j ) leads to the membership relation
that is equivalent to the inequalities
The interval tests presented in Section 2 can be directly applied to process 3.4. However two problems remain. First bisection algorithms are NP-complete, and their time-complexity is exponential in the worst case. So there is a great importance to accelerate computations using tractable algorithms. Two techniques can be combined: use of consistency techniques to reduce boxes and use of local search to find inner boxes. Second the box Y cannot be reduced using the aforementioned constraints (3.4). Variable y j has to be explicit. Formula (3.4) is then transformed into the existentially quantified equation
where y j is a constrained variable. A solution to (3.5) is a point x ∈ X such that the formula is verified. The resulting constraint system is a conjunction of existentially quantified equations associated with all data
3.2. Outer Computations. Consistency techniques can be used to process the system (3.6). The first goal is to reduce boxes by removing inconsistent values, i.e., values that do not satisfy constraints. The so-called outer computations are based on constraint projections, i.e., projections of the constraint solution set. Consider a constraint c(x 1 , . . . , x k ) and a box X = x 1 × · · · × x k . Suppose that a superset P i of the projection of c over x i is known. Then the values in the set x i \P i are inconsistent, i.e., they do not participate in any solution to c. The domain of x i can be reduced by the operation
while preserving the constraint solution set. The hull is enforced since the set P i may be non convex. Two consistency techniques have been proposed for computing supersets of projections.
Hull consistency [8, 5] is based on constraint inversion. Consider an equation f (x 1 , . . . , x k ) = 0, a box X and a variable x i and suppose that an equivalent constraint
Given an interval extension g of g the domain of x i can be reduced as follows.
It suffices to note that g(x 1 , . . . , x k ) is a superset of the projection of c over x i . The inversion algorithms are described in the cited references. . The domain of x 2 is reduced as follows.
The reduction of x 1 needs the constraint to be inverted. Denote h the square inverse operation (non convex operation that uses the square root). Then we have
Hull consistency can be directly used to reduce the box Y wrt. constraint (3.5) . If an interval extension f of f is known the domain y j is reduced by the operation
The reduction of X requires the constraint to be inverted. Box consistency [6] combines box bisection and the interval test based on the possibly interpretation. The algorithm implements a dichotomous search used to eliminate sub-domains. ] cannot be removed using the interval test. In this case the precision of interval arithmetic does not permit to eliminate the canonical intervals at domain bounds. Box consistency is more efficient than hull consistency when variables occur more than once in constraints [5] .
3.3. Inner Computations. The computation of inner boxes is very important for decision making since all computed points are known to be solutions of the constraint system. This approach makes sense for systems of inequalities since the volume of the solution set needs to be nonzero. To this end recall that the equations in (3.6) can be replaced with inequalities. Two kinds of algorithms are described in the following.
The first algorithm [4] implements consistency techniques to process constraint negations. For instance consider the constraint c : f (x 1 , . . . , x k ) 0 and the box X. Suppose that a point (a 1 , . . . , a k ) ∈ X violates the negation f (x 1 , . . . , x k ) (a 1 , . . . , a k ) 0. We just conclude that the point is a solution to c. Now it suffices to enforce some consistency technique over the negation of c. Every eliminated box X ⊂ X is proved to be an inner box. The second approach uses the interval test based on the certainly interpretation. The main problem here is that the initial box is not necessarily an inner box, and then a search procedure has to be executed. The simplest approach is to bisect boxes and use the interval test over every generated box to process the center. Once an inner point is found a box enclosing this point can be extended using the method of [9] .
3.4. Constraint Solving Algorithm. When implementing numerical algorithms there is a main question: what is the kind of approximation needed by the user? We believe that two important motivations are to preserve the solution set of the constraint system in order to allow all possible decisions and to control the approximation size, for efficiency reasons and easy representation in the user's mind.
In the following we propose a skeleton of algorithm that compute two boxes: a box B o enclosing the solution set and a box B i which each facet crosses the solution set. Note that this idea has been proposed in [23] . However, in [23] , the algorithms do not take care about rounding errors and the computed results may be wrong. Fig. 3 
is empty, and otherwise as the real number
This number provides some useful information about the precision of computations around the frontier of the solution set S.
The algorithm presented in Table 3 .1 combines the aforementioned techniques. Three data are processed: a list of boxes L to be processed and the boxes B o and B i . During the while loop the current box is processed in several steps:
• The box is reduced by the reduce algorithm that implements consistency techniques (e.g., a combination of hull and box consistency [5] ).
• If it is precise enough the new box Y is added in B o since the precision of interval arithmetic does not allow to deduce additional information. In this case Y may contain a solution. Actually a precision ε ∈ R + is fixed a priori. A box is precise enough if the width componentwise is smaller than or equal to ε. The value ε = 0 corresponds to canonical boxes.
• Otherwise the infer algorithm is used to compute a box Z, each facet of which crosses the solution set. Inner computations techniques are implemented as described above. If such a box is obtained, i.e., Z is not empty, then it is added to B o and B i . The remaining boxes in Y \ Z are added in L for further search. Note that a complete description of efficient inner algorithms is out of scope of this paper.
• The last case just corresponds to a failure of all interval reasonings. As a consequence the current box is bisected in two parts, which are added in L for further search.
We have the following proposition stating properties of Algorithm Solve. 
due the properties of the bisection operation, and then it is added in L.
The proof of (2) just follows from the properties of the algorithm infer.
The proof of (3) uses a loop invariant on L: at each step either the cardinality of L decreases or the boxes pushed in the list (Y \ Z or Y 1 and Y 2 ) are strictly smaller than X. Each precise enough box is removed from L and processed at line 13. So the end condition of the while loop is necessarily verified after a finite number of iterations.
Finally the Solve algorithm may be integrated into interactive solving processes. Given a result (B o , B i ) from an initial box X the user (1) would focus on some region (2) would extend the initial box X or (3) would focus on another region. Actually it suffices to run the algorithm another time. Furthermore the algorithm could be optimized using an input box to initialize B i at the beginning of the algorithm: for case (1) it can be equal to the intersection of B i and the new region; for case (2) it is simply equal to B i .
Differential Equations.
Parametric differential equations are general and expressive mathematical means to model system dynamics. Notwithstanding its expressive power, reasoning with such models may be quite difficult. Analytical solutions are available only for the simplest models. Alternative numerical simulations require precise numerical values for the parameters involved, often impossible to gather given the uncertainty on available data. This may be an important drawback since small differences on input values may cause important differences on the output produced.
To overcome this limitation, Monte Carlo methods rely on a large number of simulations to estimate the likelihood of the different options under study. However, they cannot provide safe conclusions regarding these options, given the various sources of errors accumulated in the simulations (both input and rounding errors).
In contrast, interval methods [29, 27, 32] for solving differential equations with initial conditions do verify the existence of unique solutions and produce guaranteed error bounds for the solution trajectory along an interval of time T . They use interval arithmetic to compute safe enclosures for the trajectory, explicitly keeping the error term within safe interval bounds.
The application of constraint techniques provided competitive results either in the precision of the trajectory enclosure bounds or in the efficiency of the computations [14, 22] . However, these methods, do not allow full constraint reasoning in general differential problems, since they do not explicitly model the solution functions. Hence, it is not possible to declaratively handle constraints such as "the solution function should not exceed a certain value" or "should not exceed a value for more than a certain period of time", neither is it possible to derive safe ranges for the parameters that satisfy such constraints. Data driven inverse problems cannot be easily handled by such approaches.
The full integration of differential equations into the constraint framework was only recently proposed [12] . In this approach (used for solving the epidemic problem), an ODE system together with related information is denoted a Constraint Satisfaction Differential Problem (CSDP) and is integrated in the framework as a new kind of constraint. The procedure proposed for solving CSDPs is used as a safe procedure for pruning the variable domains accordingly to the specification of the differential equations and an associated set of restrictions. Initial and boundary conditions are represented by an appropriate set of constraints denoted value restrictions, which associate variables with the value of trajectory components at particular time points.
Besides initial and boundary conditions, and viewing an ODE solution as a continuous vector function (and each of its components as a continuous real function), several other conditions of interest may be imposed in the CSDP framework, namely, maximum, minimum, time, area, first and last restrictions. For instance, a maximum restriction maximum j,τ (x) associates x with the maximum value of a trajectory component j within a time interval τ , and the area restriction area j,τ, θ (x) associates x with the area of a trajectory component j, within time period τ , above threshold θ.
The next subsection extends the data driven inverse problem to models defined as differential equations and subsection 4.2 presents the respective constraint-based model represented as a CSDP.
Data Driven Inverse Problem. Consider the differential model
where x ∈ R n and y is a function from T ⊂ R to R k . Suppose that a set of data
is known, where eachỹ i,j is expected to be approximatively the i th component of vector y(t j ) with t j ∈ T . We consider the following hypotheses.
• Eachỹ i,j is subject to an error ±e i,j , with e i,j 0. In particular, e i,j = +∞ if the i th component of vector y(t j ) is unknown. Hence, the exact value of the i th component of vector y(t j ) lies in the domain
Let Y j = y 1,j × · · · × y k,j denote the initial box for the known data at t j .
The data driven inverse problem aims at characterizing the set
Moreover, an auxiliary problem is removing from each Y j the values that do not correspond to images of y(t j ) when x ranges over S.
Constraint-based Model.
The previous data driven inverse problem is represented in the extended constraint framework as a CSDP associated, for every t within the interval T , with the following (k + n)-ary ODE system
where
The last n components of the ODE system represent the n parameters x of the original data driven differential model. Hence, for each t j corresponding to a known data point (1 j m), n value restrictions are added:
Additionally, other value restrictions are included for associating constrained variables with the first k components of the ODE system. For each t j a set of k value restrictions is added:
To sum up, the aim is to find vectors x ∈ x such that the following formula is satisfied.
where F T is the set of all functions from T to R k+n . Note that, as in the case of the non differential model, the y variables are existentially quantified.
Solving CSDPs.
The solving procedure for CSDPs maintains a safe enclosure for the set of functions that are solutions of the ODE system and satisfy all the restrictions. Such trajectory enclosure is based on an Interval Taylor Series method [29, 32] for solving ODE problems with initial conditions. A sequence of discrete time points t 0 , t 1 , . . . , t i is considered within the whole interval of time T and enclosures are computed not only for the trajectory values at these time points but also for every time gap between two consecutive points. An enclosure at a time point is obtained from a Taylor series expansion around an adjacent time point with the error term bounded as a result of an a priory enclosure computed for the time gap between the two points. An a priory enclosure between two consecutive points is computed based on the interval Picard operator (see appendix A for details).
Consider the following binary ODE system defined for t ∈ [0, 6]:
and the initial condition y 1 (0) = 1.25 and y 2 (0) ∈ [0.4, 0.8]. Fig. 4 .1 shows the set of real functions that satisfy the ODE system with the required initial condition. For keeping the illustration in two dimensions, each component (y 1 and y 2 ) of each real function (y) is represented in a different graphic sharing the same time axis. A single line represents its first component y 1 and the grey area its second component y 2 .
A possible trajectory enclosure computed by the successive application of the Interval Taylor Series method is also presented in Fig. 4.1 . The ODE trajectory is defined through a sequence of seven time points and the time gaps in between. For each component, the interval enclosures associated to each time point and time gap are represented, respectively, as a vertical line and a dashed rectangle. Such trajectory enclosure includes all functions whose components are continuous functions enclosed by the rectangles and crossing all the vertical lines, thus, it is a safe enclosing for the set of real functions that satisfy the ODE system and the initial condition. The improvement of the quality of a trajectory enclosure is combined with the enforcement of the ODE restrictions through constraint propagation on a set of domain reduction functions associated with the CSDP. Some are responsible for reducing the domain of a restriction variable according to the current trajectory enclosure. Others are responsible for reducing the uncertainty of the trajectory enclosure according to the domain of a restriction variable. Finally there are domain reduction functions responsible for reducing the uncertainty of the trajectory enclosure by the successive application of the validated method between consecutive time points.
In the previous example, with extra knowledge about the possible values of the second component at particular (observed) time points, a better trajectory enclosure could be computed. For instance, observingỹ 2 (3) = 1.1 andỹ 2 (6) = 1.1 and admitting an error of ±0.2 for both observations, the current enclosures for y 2 (3) and y 2 (6) could be updated by intersecting their current values with the interval [0.9, 1.3]. Such local updates of the trajectory should then be propagated along the whole trajectory enclosure through the reapplication of the Interval Taylor Series method.
The new trajectory enclosure computed for the second component y 2 is illustrated in Fig. 4 .2. Such enclosure is safe as can be easily checked in the figure, where the grey area represents the set of real functions for y 2 that satisfy the ODE system, the initial condition and the additional value restrictions. Hence, the enclosures for the restriction variables representing the values of y 2 at time points 0, 3 and 6 may be safely narrowed by intersecting their current domains with y 2 (0), y 2 (3) and y 2 (6), respectively. Since each restriction variable represents a particular property of a real function (some component of a solution of the ODE system) the safety of its domain pruning may be guaranteed by identifying the functions within the current trajectory enclosure that maximize and minimize its value. Whereas in the case of value restrictions the new enclosures may be obtained directly from the respective time point enclosures, for other types of restrictions the new safe bounds must be computed from the current trajectory enclosure. For example, the domain of a restriction variable representing the maximum trajectory value during some period of time τ may be safely upper bounded by the maximum of the upper bounds of the trajectory enclosures within τ and safely lower bounded by the maximum of the lower bounds of the enclosures at the time points within τ . Conversely, if the domain of such restriction variable is upper bounded by some known value, then the trajectory enclosures within the time period τ should also be upper bounded by the same value.
Experimental Results.
The experiments have been conducted on a PCLinux/Celeron 733MHz using RealPaver [18] for constraint satisfaction problems and algorithms from [12] for solving differential equations. The precision of Algorithm Solve is fixed to 10 −5 .
Drug Concentration.
Consider the problem of a bolus intravenous injection of 800mg of a drug to a patient. Data for the concentration in the central compartment over a period of time are given in Table 5 .1. The model is the exponential sum
Note there is a symmetry between the two exponential terms. The symmetry can be broken if we consider that the amplitude of the elimination phenomenon (modeled by the second term) is smaller than the distribution. As a consequence we fix the domain of α to [0, 10] Table 5 .2. The error e j for each data is equal to 1. Recall the model is
The unknowns are L, r defined as kL and y 0 since the initial population is not exactly known. The initial box for (L, r, y 0 ) is given by [1, In particular we see that the carrying capacity is bounded by 260, which was the population of the US in the mid 90's. Actually the population did not level off. In this case we may conclude that the model is too simplistic to be used for predictions for human populations.
Epidemics.
In the British Medical Journal (4th March 1978) the following data was reported from an influenza epidemic that occurred in an English boarding school (taken from [30] ): a single boy (from a total population of 763) initiated the epidemics and the evolution of the number of infectives, available daily from day 3 to day 14, is shown in Table 5 .3. The goal of our study is to characterize an epidemic disease which is similar to the one reported in the boarding school, that is, to determine values or ranges for its parameters r and a.
Solving the model driven inverse problem, and using the least squares method, the parameter values r = 0.218 and a = 0.440 are computed (in the model equations the r parameter is multiplied by 0.01 re-scaling it to the interval [0, 1]). However, generating a single value for each parameter does not capture the essence of the problem which is not to determine the most similar disease but rather to reason with a set of similar enough diseases. Moreover such approach does not provide any sensitive analysis about the quality of the data fitting, namely on the effects of small changes on the parameter values.
Alternatively, the data driven inverse problem considers acceptable errors for the observed data and the goal is to compute ranges for the parameters such that the distance between the model predictions and the observed data does not exceed these errors. Since the epidemic model has no analytical solution form, the classical constraint approaches cannot be applied for obtaining such ranges.
However, the problem can be handled by the extended constraint framework presented in section 4. A CSDP constraint with value restrictions at each observed data point t j is considered for obtaining the value of the infectives trajectory at those points. The parameter ranges are then obtained by enforcing some consistency requirement.
For example, by considering an acceptable data error within [−30, +30], and enforcing global hull-consistency [13] Once obtained the parameter ranges that may be considered acceptable to characterize epidemic diseases similar to the one observed, they can be used for making predictions in the new environment contexts. Again, the expressive power of the extended constraint framework may be used for representing the relevant epidemic properties. A maximum restriction may represent the infectives maximum value and a first restriction may represent the time of such maximum. A last restriction may represent the duration of the epidemics as the last time that the number of infectives exceeds 1. Finally a value restriction may represent the number of susceptible at a time safely after the end of the epidemics.
6. Conclusion. We have shown that interval-based algorithms can reliably handle parameter estimation problems. The main improvement compared to more classical numerical approaches is that uncertainty in modeling is quantified and propagated using interval algorithms. ODE or constraint systems are handled by consistency techniques to approximate the parameters consistent values. The experimental results show that this approach is useful. This framework can be extended to tackle two specific problems.
It is assumed that uncertainty can be bounded in a reliable way. However this task may be difficult in itself. If the assumptions on the uncertainty is too broad, the solution set may be too large and then useless. We propose to develop some "Russian doll" algorithm for refining the bounds of uncertainty, from an initial overestimated value, according to the size of the solution set (which is estimated using inner boxes).
Only one erroneous data may lead to conclude that no reliable model exists (empty solution set). In this case two approaches may be useful. First constraints may be relaxed, i.e., changing hard constraints in soft constraints [7] . Second erroneous data may be extracted using explanation-based techniques for constraint programming [35] .
Further work should show the scalability of interval-based techniques, to process e.g., problems with more than 10 variables and hundreds of ODEs.
initial guess S 0 for the enclosure (with S i ∈ S 0 ). Then the interval Picard operator is applied to obtain the box S = Φ(S 0 ). If S ⊆ S 0 then, by theorem A.1, S is an enclosure for the set of solution functions between t i and t i+h . Otherwise, two different strategies may be recursively applied: either the initial guess S 0 is inflated to enclose more solutions of the ODE for the same step size; or the step size is reduced to satisfy Φ(S 0 ) ⊆ S 0 (note that for a small enough step h this property can always be satisfied). The final result of such algorithms is a box S [i,i+1] and a step size h (not necessarily the initially one) for which the box is an enclosure of the set of solution functions whose values at t i are within the box S i .
Several ITS proposals [26, 15, 27, 39] rely on the use of a first order enclosure method for the validation and enclosure of ODE solutions at its first phase. The major drawback of these approaches is that the step size restriction imposed by the (firstorder) interval Picard operator is often much more severe than the limitations imposed in the second phase, based on higher order Taylor series expansions. Alternative higher order enclosure methods [28, 10, 32, 31] were also proposed for this first phase, allowing larger step sizes more compatible with the second phase algorithms.
Once obtained an enclosure box S [i,i+1] for the set of solutions between two points, t i and t i+1 , a straightforward ITS method for computing a tight enclosure at t i+1 is directly based on the interval extension of (6):
where S i and S i+1 are enclosing boxes at points t i and t i+1 respectively, and F [k] (S) is a reliable enclosure of the k th Taylor coefficient of the solution function at any point within the box S.
However, the above method usually leads to large overestimations of the enclosing box at point t i+1 . A better approach is to use a Mean Value interval extension of the Taylor series with respect to the box S i . In this case, a method known as the ITS direct method is obtained:
(A.6) where c is the mid point of box S i and J(f [k] , S i ) is the Jacobian of f [k] evaluated at box S i . The Jacobian may be obtained by automatic differentiation of the Taylor coefficient [2, 3] .
The above form possesses a quadratic approximation property, quite advantageous when the boxes are small. However, the overestimation of enclosing boxes at consecutive points may accumulate as the integration proceeds (a phenomenon known as the wrapping effect) and lead to unreasonable results.
Several strategies have been proposed for reducing the overestimation and, in particular, for handling the wrapping effect [29, 26, 15, 27, 36] . The most successful enclosing methods are based on changes of the coordinate system at each step of the integration process, aiming at reducing the most the overestimation of the domains box representation.
