Pan-sharpening is a significant task that aims to generate high spectral-and spatial-resolution remote-sensing image by fusing multi-spectral (MS) and panchromatic (PAN) image. The conventional approaches are insufficient to protect the fidelity both in spectral and spatial domains. Inspired by the robust capability and outstanding performance of convolutional neural networks (CNN) in natural image super-resolution tasks, CNN-based pan-sharpening methods are worthy of further exploration. In this paper, a novel pan-sharpening method is proposed by introducing a multi-scale channel attention residual network (MSCARN), which can represent features accurately and reconstruct a pan-sharpened image comprehensively. In MSCARN, the multi-scale feature extraction blocks comprehensively extract the coarse structures and high-frequency details. Moreover, the multi-residual architecture guarantees the consistency of feature learning procedure and accelerates convergence. Specifically, we introduce a channel attention mechanism to recalibrate the channel-wise features by considering interdependencies among channels adaptively. The extensive experiments are implemented on two real-datasets from GaoFen series satellites. And the results show that the proposed method performs better than the existing methods both in full-reference and no-reference metrics, meanwhile, the visual inspection displays in accordance with the quantitative metrics. Besides, in comparison with pan-sharpening by convolutional neural networks (PNN), the proposed method achieves faster convergence rate and lower loss.
I. INTRODUCTION
At present, it is hard to obtain high quality images with high spatial-resolution and multi-spectral-resolution through a single sensor [1] , [2] . Generally, the satellites are equipped with multiple sensors, which capture two types of remotesensing images simultaneously: One is panchromatic (PAN) image with high-spatial resolution and low-spectral resolution; the other is multi-spectral (MS) image which has abundant spectral information and low-spatial resolution. As is well-known, a remote-sensing image with high-spatial resolution and multi-spectral characteristic is significant to target The associate editor coordinating the review of this manuscript and approving it for publication was Huazhu Fu . detection, pattern recognition, land-cover classification and change detection [3] - [8] . Then pan-sharpening is developed as a key issue in remote-sensing image fusion, in which the PAN images and MS images are fused to yield images with high resolution in both spatial and spectral domains [9] . As a result, it has maintained considerable interests in the past decades [10] - [12] .
Numerous methods were proposed for pan-sharpening so far. And most of them can be divided into three categories.
A. COMPONENT SUBSTITUTION (CS)
Component substitution (CS) is the most classical approach [13] . This kind of methods involve transforming MS images VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ into a different color space and substituting one of the components with the high-resolution PAN image. Then the whole data is back-transformed after up-sampling the other components. It is clearly that the spectral fidelity of the pansharpened image is closely related to the similarity between PAN image and the replaced component. A fast and simple transformation, which is based on intensity-hue-saturation (IHS), was proposed in [14] . Yet this approach can be used only on three bands imagery. To modify the former method, a generalized IHS [15] , in which the near-infrared (NIR) band was incorporated successfully, was developed and applied to IKONOS imagery. Furthermore, an IHS-Based pan-sharpening method for spectral fidelity improvement using Ripplet transform and compressed sensing is proposed [51] , which implements discrete ripplet transform to obtain multi-scale sub-images and compressed sensing to reconstruct the intensity component. And outperforms five advanced methods on WorldView-2, Pleiades and Triplesat datasets. On the basis of previous research, the principle component analysis (PCA) [16] , the Brovey transform (BT) [17] and Granm-Schmidt (GS) [18] were used to fuse PAN and MS images with different transformation ways. Despite the spatial information are guaranteed accurately, the massive spectral distortions seriously affect the usability of the results. Thus two modified versions of GIHS and GS [19] were proposed to address this problem, while an adaptive approach using partial replacement (PRACS) was proposed in [20] with the same purpose. In summary, CS-based methods always lead to unsatisfied spectral fidelity.
B. MULTI-RESOLUTION ANALYSIS (MRA)
Multi-resolution analysis (MRA) aims to extract high frequency details from PAN image and inject them into up-sampled MS image. In comparison to CS-based methods, MRA-based methods are less susceptible to spectral distortions. In [21] , àtrous wavelet transform (ATWT) was proposed, in which the PAN image is decomposed into some wavelet planes firstly, then the high-frequency details are extracted and injected into luminance component. Moreover, a novel multiresolution analysis method [22] was proposed to obtain decomposition bands instead of simple low-pass filter [23] . Yet these methods rely on redundant representations. In order to extract spatial details with directional property, an improved method based on non-separable transforms was explored [24] . Disappointedly, massive spatial distortions are produced via MRA-based methods, which directly degrades the quality of pan-sharpened image.
Aiming to further reducing distortions and artifacts, the modulation transfer functions (MRFs) were introduced. In [25] , a smoothing-filter-based intensity modulation (SFIM) was proposed, which tuning spatial details by the relation between high spatial image and low-pass version. However, it depends on the accuracy of image registration. Once the registration results are terrible, the pan-sharpened image also performs negative. To achieve high quality of registration, [26] used the Indusion scaling technique to register before fusion process. Other methods following the same philosophy work in a MRA setting, such as ATWT [27] , [28] , Laplacian Pyrimid representations [29] , and Bayesian-based method [30] . However, these methods depend on massive prior data and well registration process, it may cause undesired results when the prior knowledge is not satisfactory.
C. DEEP LEARNING-BASED APPROACHES (DLA)
With the observation of existing methods, there are much loss in both spectral and spatial domains. Firstly, in the CS-and MRA-based fusion methods, the transformation from observed images to fusion targets is not rigorously modeled, which mainly leads to massive spectral distortions. Secondly, the linear simulation is still a limitation, especially when the spectral coverages of the PAN and MS images do not fully overlap. Additionally, the reliance on prior constraints may also cause severe quality degeneration in cases where the prior knowledge does not fit the problem, which make the model not robust. To overcome the shortcomings mentioned-above, advanced deep learningbased methods have been introduced in recent years with promising potentiality. Deep learning models are built with multiple transforming layers, and in each layer, the input is linearly filtered to produce an output, and multiple layers are stacked to form a total transformation with high nonlinearity.
Deep learning, especially CNNs, provides a better modeling of the transformation, which could help to fit complex transformations. During training process, the parameters updated under the supervision of training samples. Thus the limit prior knowledge could meet the requirements and the fitting accuracies are increased. Inspired by the strong ability of deep learning in the field of computer vision, especially in single image super-resolution [31] , many methods based on deep neural networks were proposed for pan-sharpening [32] , [33] , [40] , [41] , [52] .
Among them, [34] firstly build a convolutional neural networks architecture for remote-sensing image pan-sharpening. The framework is shown in figure 1 , which achieves impressive performance on many kinds of sensors' data, including Ikonos, GeoEye-1, and WorldView-2. It is evidently that the deep learning-based pan-sharpening methods demonstrate their powerful representation and fusion ability. Basically, we test the PNN model with our datasets, the results are undesirable. Then we improved PNN model with additional layers (10, 20, 25, 30 and 40 layers) . However, the enhancement of fusion quality is not significant and the training error and test error are on a declining curve when stacking more layers. In [42] , the authors analyze this degradation problem and expose that not all systems are similarly easy to optimize. So the appropriate optimization methods that boost PNN are the key to further improve the quality of results.
Deep residual learning is proposed to address the degradation problem [42] . Instead of hoping each few stacked layers directly fit a desired underlying mapping, they explicitly let these layers fit a residual mapping. Drawing on the successful application in image recognition, deep residual learning is introduced to pan-sharpening to ameliorate this problem [33] , [38] , and helps the network to quickly reach state-of-the-art accuracy within about 50 training epochs. The results indicate that both fusion quality and efficiency are boosted. Skillfully, deep metric learning [39] , which generates a new learning strategy with several stacked sparse auto-encoder and a deep distance metric manner, is developed to address the certain problem in pan-sharpening. Though the results are improved, most of CNNs-based models usually treat the channel-wise feature maps equally, lacking flexibility in handling different levels of information among discriminative channels. Consequently, these models usually introduce residual block rigidly and cut down the representational ability of CNNs to some extent.
To effectively address these practical problems, a multiscale channel attention residual network (MSCARN) architecture for remote-sensing image pan-sharpening is proposed, which achieves better performance without sacrificing too much resources compared with PNN model. Specifically, a multi-scale residual block with channel attention (MSRBCA) is presented within the proposed network. In MSCARN, the multi-scale features are comprehensively extracted with different kernels and the informative channelwise features are adaptively considered. Owing to the superiority of residual learning, multiple short skip connections and a long skip connection are presented in MSRBCA to reduce spatial and spectral loss. Besides, a lightweight channel attention (CA) mechanism [44] is incorporated to recalibrate and reweight the channel-wise feature adaptively. Therefore, MSCARN improves the fusion quality without putting computational complexity on. Finally, the experiments are carried on GaoFen-1 (GF-1) and Gaofen-2 (GF-2) remotesensing data. The results illustrate that the proposed method outperforms many representative methods.
To sum up, the main contributions of this study are as follows:
1). A multi-scale channel attention residual network (M SCARN) is designed to enhance pan-sharpened image's quality and improve pan-sharpening efficiency.
2). A multi-scale residual block with channel attention (MSRBCA) is designed to achieve multi-scale feature extraction and feature recalibration. In this block, channel attention mechanism is explicated as squeeze-and-excitation block (SE Block) to adaptively recalibrate the interdependencies of different channels.
3). A multi-scale feature extraction block is suggested, which aims to fully extraction the coarse low-frequency structures and high-frequency details. Particularly, this block is embedded into the MSRBCA to preserve the original feature when transforming and reconstructing.
II. PRELIMINARIES
A. PNN ARCHITECTURE PNN [33] is a simple three-layer network model, which helps us obtain desired results end-to-end. The architecture is presented in figure 2 .
Taking the GaoFen-1 data as an example, which has a four bands multispectral image and a panchromatic band with 4 * 4 higher spatial resolution. Firstly, the four bands multispectral image is up-sampled and interpolated. The whole task is transferred into founding results with 5 components without any other up/ down-sampling operation. And the results' spectral characteristics corresponding to the input multispectral bands while spatial resolution extend to the same resolution as PAN image.
Assuming the parameters of the CNN architecture are shown in table 1. Among the parameters, c i represents the channels before each convolution layers. Particularly, c 1 is the input bands and c 4 is the output bands. k i × k i is the kernel of i layer, f i (x) is the activation function, which opts ReLU (Rectified Linear Unit) in network.
Therefore, the computation items of three layers are as follows,
With regard to loss function, this PNN method adopts mean square error (MSE) between pan-sharpened data (I _HM ) and reference data (I _REF). Specifically, the ground truth data with high spatial and spectral resolution is not available. We produce the reference data through wald protocol [43] . During the model training phase, the remote-sensing images are tiled into several blocks as the least cells. Thus the loss function can be described accordingly,
where contains all parameters (weights and biases parameters) and n t denotes the number of tailed cells. Stochastic gradient descent (SGD) uses a momentum parameter to reduce randomness. Therefore, the iteration (i + 1) can be computed as follow formulation,
where µ represents the momentum, and learning rate denoted as α. As we all know, the learning rates and the momentum parameter impacts the results directly. So the optimized parameter settings are also a crucial problem to be coped.
B. FEATURE EXTRACTION
To comprehensively and accurately represent the features, both low-frequency coarse structures and high-frequency details should take into account. In other words, different context requires different extraction blocks. In CNN-based methods, the convolution operator is an efficient way to achieve feature extraction. So far, there are various feature extraction blocks based on convolution operator. For instance, inception block [45] is incorporated to extract different features in the same layer by different size of convolution kernels. The parallel merging of discriminative convolution kernels undoubtedly increases the richness of extracted features. Multiple different feature extraction blocks are presented in figure 3 which arise from the existing articles. Figure 3 (a) presents a gated convolution block in PixelCNN [46] . And the basic inception block in figure 3(b), the basic residual block in figure 3(c). Figure 3(d) shows the recently proposed residual dense block [47] . These methods have the following common characteristic: stacking residual blocks with identity skip connections to constitute the residual networks. Specifically, in figure 3(d), the dense thinking is incorporated with residual learning block to fully extract local and global features, of which the skip connection structures provide complementary details. Moreover, the ''concat'' denotes a fusion operation, which aims to fuse the information under different receptive fields. According to the specific characteristics of multi-spectral and panchromatic remote-sensing images, the abundant spectral information and spatial details are crucial to fusion quality. Therefore, the multi-scale feature extraction provides us a potential way to adaptively extract spectral information and spatial details.
C. ATTENTION MECHANISM
Attention mechanism was firstly proposed as a guidance that biasing the distribution of available resources towards the most informative compositions of an input. And the gating function is the general way to reach, such as sigmoid or softmax function. This mechanism has been applied for many tasks with significant improvements, for instance image captioning [48] , and image classification. Specifically, [49] proposed a residual attention network with a formidable trunk-and-mask attention mechanism for image classification. After that, a squeeze-and-excitation (SE) block was developed in [43] , which explicitly models the interdependencies across discriminative channels. Thus the channelwise feature maps can be recalibrated. To ameliorate the representational ability of CNN, we rescale the channel-wise features by CA mechanism.
D. SQUEEZE-AND-EXCITATION BLOCK
The Squeeze-and-Excitation block is a computational unit which can be constructed for any given transformation. For simplicity, let F to be a convolutional operator, V = [v 1 , v 2 , . . . , v c ] denotes the learned set of filter kernels, where v c refers to the parameters of the c-th filter. Then the outputs of F can be denoted as
In this equation bias terms are omitted to simplify the notation. Assuming v s c is a 2D spatial kernel, it represents a single channel of v c which acts on the corresponding channel of X . Since the output is produced by a summation through all channels, the channel dependencies are implicitly embedded in v c , but these dependencies are entangled with the spatial correlation captured by the filters. Through the SE block, the network can increase its sensitivity to informative features so that subsequent transformations can exploit them, and to suppress less useful ones. Moreover, this block explicitly modeling channel interdependencies to recalibrate filter responses in two steps, squeeze and excitation, before fed into the next stage. The details are illustrated in figure 4 . In addition, 'FC' represents a fully connected layer and ⊗ is an element-wise product.
The squeeze operation makes use of the information aggregation, and the excitation aims to fully capture the channelwise dependencies. To fulfil this objective, the two criteria are noticed: first, the function must be flexible; second, it must learn a non-mutually-exclusive relationship since we would like to ensure that multiple channels are allowed to be emphasized opposed to one-hot activation. In this paper, we adopt a simple gating mechanism with a sigmoid activation.
III. THE PROPOSED METHOD
Based on the basic architecture of a CNN with three convolutional layers for pan-sharpening, we chose three operator to modify the networks: the multi-scale feature extraction, the multi-residual learning strategy, and channel attention mechanism. In this section, the details of proposed method are explains.
A. NETWORKS ARCHITECTURE
Clearly stated in figure 5 , the whole framework of MSCARN is shown as follows. The network architecture are presented, which contains fundamental CNN layers and MSRBCA blocks. Generally speaking, the input data C = S + 1, H denotes the height, W is the width, S represents the number of spectral bands. To be specific, the output of N lf mainly contains the low-frequency information, the output of N hf contains the high-frequency details. Then the reconstruction can be realized by a global skip connection with the two outputs from the relative networks. Thus the desired results with regard to a high spatial resolution and relative spectral bands is obtained. According to the network architecture, a MSCARN for pan-sharpening contains multiple MSRBCA. However, taking consideration of the computational complexity, in experiments we opt two MSRBCA in N hf and one in N lf , which lead to the desired results. 
B. MULTI-SCALE FEATURE EXTRACTION BLOCK
In this part, the details of multi-scale feature extraction block is described. As discussed above, the multi-spectral feature is derived from the MS images, and spatial textual information from PAN images. Aiming to improve the fusion quality, the results reach high spatial resolution while maintain high spectral fidelity. Thus, the multi-scale feature extraction is proposed to address this issue. Taking account of different kinds of remote-sensing images, we introduce the multi-scale feature extraction block which is shown in figure 6 . PNN [34] contains two size of kernels (5 × 5 and 9 × 9), which achieves optimal feature extraction results. In order to extract features more comprehensively, we embed 7 × 7 kernel in multi-scale feature extraction block to ensure the extraction of mediumscale features.
This block was firstly applied in image super-resolution and classification and proved the superiority. For example, the larger size filters could effectively extract lake area, desert, wide river, the smaller size for vegetation textures, shallow water edges, small buildings. The accurate feature extraction suppresses the spectral distribution. After extraction, the concatenation operator forming the output along with the relative spectral dimension.
C. MULTI-SCALE RESIDUAL BLOCK WITH CHANNEL ATTENTION
In this part, a thorough introduction of MSRBCA is presented in figure 7 . In the view of framework, the MSRBCA is constitute of two parallel branches. Moreover, the whole block can be divided into three parts: initial stage, multi-scale feature extraction stage, and channel attention mechanism. 1). Initial stage. This stage aims to extract feature roughly by a single convolution layer,
where W and b denotes the weights and bias, the subscripts 7 × 7 denotes the kernel size, M n−1 is the input, S 1 represents the results of initial stage.
2). Multi-scale feature extraction stage. As discussed above, this paper constructs a two-pass branches of different convolution kernels (5 × 5, 7 × 7 and 9 × 9) to realize feature extraction. For the sake of precise conveyance, batch normalization (BN) [50] and ReLU does not presented in figure.
In our networks, BN exists after each convolution layer in MSRBCA except the last 5 × 5 convolution layer. And ReLU exists after the first layer of multi-scale block, such as figure 6 . The identity skip connections that embedded in the block are supposed to produce supplementary context. As to stage 1, the thorough implement can be described as follows,
where W and b denotes the weights and bias of each neuron, the subscripts refer to the kernels' size, σ represents the ReLU function. U 1 , Z 1 , D 1 represent the intermediate outputs of 5 × 5, 7 × 7 and 9 × 9 branch. U 1 , Z 1 , D 1 are formed by the identity skip connections. C denotes concatenation, respectively. For stage 2, a similar description is presented.
Note that S 2 denotes the outputs of 1×1 convolution, while other symbols' meaning is similar to stage 1.
We introduce multi-residual connections in the block and whole network. For whole network, it is able to address the degradation problem and ease train process, with the increase of network depth. In MSRBCA, skip connections help us keep the transformed feature maps consistent with original extracted features, which effectively avoid some distortions.
3) Channel attention mechanism. To avoid the independencies negligence between channels, we exploit the CA mechanism that discussed in section II. During squeeze stage, the global average pooling is adopt as the aggregation strategy. Formally, suppose U = [u 1 , u 2 , . . . , u k ] as the input with k different channels, and w × h represents the spatial size. Each feature channel of 2D turns into a statistic, which has a global receptive field to some extent. A statistic P ∈ R k characterizes the global distribution of responses on the features and allows the layer near the input to obtain a global receptive field simultaneously. Obviously, the dimension of output matches the input feature channels. Thus,
where P c represents the global average pooling operation and u c (i, j) is the value of c-th layer feature u c at (i, j). Then a gate mechanism is referred to long short-term memory (LSTM), which is used to produce weights for each feature maps. Here the sigmoid function is chosen. Then the implementation process is described as
where G ex denotes the excitation operation, f and σ represents sigmoid and ReLU function, W is the weight set, s denotes the final channel statistics. For each element, u c = s c · u c where u c is the final output. To simplify, the CA model is marked as CA(·), thus this stage can be defined as follows according to the networks.
where M n denotes the output feature maps of MSRBCA corresponding to the input M n−1 .
D. LOSS FUNCTION
Given training sets that contains PAN and MS images, which described as {I _PAN i , I _MS i |i = 1, 2, . . . , n t }, let F(·) denote the network for pan-sharpening, where n t is the number of tailed data blocks. In a nutshell, the all parameters is contained in , = {w i , b i |i = 1, 2, . . . n b }, where the n b is the number of bands. The mean-square error (MSE) is opted to optimize the network.
where F(I _PAN i , I _MS i ; ) is the pan-sharpened image with the parameters, and I _REF is the reference data, which obtained by Wald protocol [21] .
IV. EXPERIMENTAL RESULTS AND ANALYSIS A. DATASETS
To evaluate the fusion quality, the experiments were conducted on two kinds of real-datasets from GaoFen-1 and GaoFen-2 satellite. Thus the results could be more persuasive in proving the robustness of the proposed method. The main characteristics of two datasets are presented in table 2. The first group of dataset is from GaoFen-1 satellite which is equipped with two multispectral scanners with a 2m-resolution panchromatic band, four 8m-resolution multi-spectral bands with four bands. The other group is from GaoFen-2 satellite, which has 0.8m spatial resolution panchromatic band and 3.2m multi-spectral bands.
Additionally, the details of training patches and validation patches are demonstrated in table 3. Particularly, the patch 
B. IMPLEMENT DETAILS
In this part, we'd like to introduce the experiment settings. As stated before, we adopt two MSRBCA in N hf and one in N lf in experiments. The proposed MSCARN model is trained by stochastic gradient descent (SGD), which is the fastest optimizer. The training process stops when no improvement of the cost function occurs after 150 epoches. Overview, the input channel is 5, taking Gaofen-1 as example, which contains 4 channel from interpolated MS and 1 channel from PAN image. Finally, we obtain a 4 dimension multi-spectral high-resolution image.
In our experiments, the PAN and MS images were downsampled to simulate the low-resolution input, while the original MS images were employed as the ground truth to evaluate VOLUME 8, 2020 the results. Based on the discussion in [34] and the practical training process, the momentum and learning rate are initialed as µ = 0.9 and ε = 0.1.
Note: MSCARN is carried on GPU (Nvidia GTX1060 with CUDA7.5) through the deep learning framework Tensor-Flow 1.8.
C. EVALUATION METRICS
It is worth mentioning that we adopt two categories of evaluation metrics. One is full-reference metrics which is obtained by comparison with reference data. And the main purpose is to reduce the errors during the downgrading process. The other one do not need reference data to evaluate the results. To sum up, a high quality pan-sharpened image should be superior with and without reference. Here, we'd like to introduce the evaluation metrics detailedly.
1) FULL-REFERENCE METRICS
In this part, the full-reference metrics are introduced. The first index is correlation coefficient (CC), which is computed as equation (17) below.
CC(a, b) =
where a and b denotes original image and pan-sharpened image, N is the size of image, a(j) b(j) represents the value of one of the pixels. Besides,ā andb are the average of original image and pan-sharpened image. As is defined, a better quality of pan-sharpened image has a higher CC with the original data. In other words, we pursue a strong correlation between the pan-sharpened image and the reference image.
The second index is spectral angle mapper (SAM ), which calculates the similarity in spectral characteristic. The computational formula is presented below,
where a, b denotes the inner product of a and b
The third index is erreur relative global adimensionnelle de synthese (ERGAS). In particular, the root-mean-squared error (RMSE), which reflects the standard difference, is needed to obtain the former index. Then the ERGAS evaluates the comprehensive quality of the pan-sharpened images. Thus the ERGAS is formulated as follows,
where d h and d l denote the spatial resolution of PAN images and MS images, a j and b j are the j'th band. As can be seen above, the smallest ERGAS value represents the best results. The fourth index is Q 4 , which is a four-band extension of Q.
In which σ ab denotes the covariance,ā andb are the means, σ 2 a and σ 2 b are the variances of a and b, respectively.
2) NO-REFERENCE METRICS
In this part, the no-reference metrics are introduced. The first index is spatial distortion index (D s ) which is calculated as follows,
where P is the PAN image,P is the low resolution version of PAN image, and q is a selection of norm. In addition, in this paper, the Q that presented in equation (21) refers to Q 4 that mentioned before. The second index is spectral distortion index (D λ ) which is calculated as follows, (23) whereG l ,G r are the low-resolution MS bands whileĜ l ,Ĝ r refer to the fused results.
In summary, a jointly spectral and spatial quality index is introduced to take full account of D λ and D s that reflects the fused results in both spectral and spatial domains. The formulation is shown below,
where α, β need to be consistent. And α, β is selected as 1 in our researches.
D. COMPARATIVE METHODS
In this section, we compare the quality of pan-sharpened image with several pan-sharpening methods, in which are the competitive ones. The following list shows the comparative methods that we realize. 1) GS: Gram-Schmidt Spectra Sharpening [18] .
2) IHS: Intensity-Hue-Saturation Method [19] . Special note: We are thankful to Masi [33] Canbay [35] for providing the source codes that help us to realize the comparative methods.
E. EXPERIMENTAL ANALYSIS 1) QUANTITATIVE INDEX ANALYSIS
As mentioned above, our experiments are carried on two real datasets. Here we exhibit the results that refer to GaoFen-1 and GaoFen-2 datasets. The numeric metrics that mentioned above are used to quantify the results. As discussed previously, the main objective of the study is get high quality pan-sharpened image using the modified pansharpening method based on MSCARN. Table 4 shows the results of GaoFen-1 remote-sensing data and table 5 for GaoFen-2. In our experiments, the test data contains water areas, vegetation areas, roads, towns, mountains and other land-cover types. This choice aims to further verify the robustness of the proposed method. And the final values are average of 50 test samples. From the numeric assessment results listed, comparing with other kinds of methods, the deep learning-based methods reveal significant improvements, which gives rise to the accurate feature representation ability of deep neural networks.
From table 4 , the values of quantitative metrics growing apparently. It reaps huge fruits from the novelty of proposed network, which comprehensively preserves the spatial and spectral information. More specifically, according to ERGAS and SAM , our method almost entirely preserves the original spectral features, especially the correlation between spectrums. As to spatial loss, the highest CC indicates the superiority of CNN in protecting textural information. Since the incorporation of multi-scale feature extraction blocks, the multiple scales of land-covered objects are fully considered. As to DRPNN, the deep residual learning illustrates higher spectral fidelity. Beyond that, the channel-wise weights are recalibrated by MSRBCA, which is helpful to keep the original features un-distorted during the transformation and re-construction as much as possible. Taking lake areas as example, the big scale filters works on low-frequency water areas and small scale filters on edges, buildings, boats and other high-frequency details. After the accurate and comprehensive extraction of the relative features, the concatenation operator fuses the extracted information to form the feature maps. Although PNN and DRPNN improves the results revealingly, MSCARN expresses less distortions both in spatial and spectral domains in conformity with QNR.
The experimental results on GaoFen-2 data are presented in table 5. In general, the results are similar with GaoFen-1 data. Comparing with CS-based and MRA-based methods, the deep learning-based methods significantly improve the values of evaluation metrics, which results from the strong ability in feature representation and image reconstruction. But PNN is vulnerable to complex data properties that a trained model could only be used to certain sensor data. With the introduction of deep residual learning, DRPNN achieves higher fusion quality than PNN, both spatial and spectral fidelity are enhanced. Furthermore, MSCARN effectively addresses this problem under the multiple reinforced remotesensing data. Because the network adaptively increases the weights of small-scale feature maps to protect massive original feature information. Therefore, the pan-sharpened images' quality is enhanced. More concretely, according to the no-reference metrics, the lowest values of D λ and D s directly reflect the least distortions in fusion images. As to SAM and ERGAS, the improvement is not significant. How- ever, the results indicate that our method keeps same level with the state-of-the-art method. This arises from the full consideration of multiple features by MSCARN. Specifically, CC reaches nearly 95% for GaoFen-1 and GaoFen-2 data, which indicates that the proposed method keeps spatial fidelity completely, both in low and high resolution.
In general, according to evaluation metrics, MSCARN performs the advanced pan-sharpening ability.
2) VISUAL INSPECTION
We conclude our analysis with a careful visual inspection of results. Numerical indicators, in fact, represent only proxies for quality, especially useful during development phases. Only visual inspection allows one to discover a number of artifacts and distortions that elude quantitative analyses. We post the sample image that contains several kinds of areas. Each of the sample includes 320 * 320 pixels' MS image and 1280 * 1280 pixels' PAN image.
In figure 8 and figure 9 , the pan-sharpened images that obtained by the comparative methods and proposed method are illustrated. Figure 8 (a), 8(b) and figure 9(a), 9(b) are the original multi-spectral low-resolution image and the PAN image without any other pre-processing. The others are the pan-sharpened images through different methods. First of all, in terms of the whole visual perception quality, the deep learning-based methods provide strong robustness to image registration. GS, IHS and Brovey, which are representative CS-based methods, obtain pan-sharpened image with suitable spatial resolution while much spectral distortions occurs similarly. C-BDSD returns images which look even sharper than the original, with many more high-frequency details, such as the mountains. As shown in figure 8(i) and figure 9(i), although the spectral fidelity is maintained by C-BDSD and NNDiffuse, the visual quality presents varying degrees' spatial mismatches which directly lead to the reduction of fused images' quality. In particular, figure 8(k), figure 8(l) and figure 8(m) show the high spectral similarity and spatial correlation with original MS image and PAN image, such as mountain textures, river water bodies, even the ice cover areas. DRPNN performs better fusion quality than PNN, which verifies that deep residual learning helps the target image keep up with the original image. With the incorporation of multi-scale feature extraction and the channel attention mechanism, our method further enhance the fusion quality than DRPNN. On the contrary, ATWT-M3 and NNDiffuse provides images of consistently very low quality, with intense blurring, arguably worse than the original images. Furthermore, the incorporation of multi-residual learning architecture makes our method achieve lower loss in spatial and spectral domain refers to the original characteristics. This results further support the values of the quantitative indices. Additionally, the proposed network architecture effectively avoids gradient vanishing issues and accelerate convergence, which explained in the next part.
In figure 9 , similar results are obtained for higher resolution remote-sensing data. The higher resolution stands for more sensitive, and the details are reinforced. Although the results are relatively poorer, the proposed method works well likewise. Overview of the sample image, small scale buildings, multi-farmlands, roads and other kinds of objects are included in. Figure 9 (m) shows the fusion image by our method, which perfectly re-constructs the spectral and spatial characteristics. This results keep up with the quantitative evaluation indices. Instead, the PNN could not satisfy the higher resolution data enough. It shows as the evident increase of spectral loss, owing to the limit learning ability of PNN. Thus the proposed network enhances the robustness of learning ability, which significantly improves the fusion quality. Other kinds of methods are ill in many aspects. The colored areas in the C-BDSD and ATWT-M3 images verify the mentioned spectral distortion. Mismatch phenomenon and spatial distortions exist more than deep-learning based methods. It is obviously that these methods cannot adaptively pan-sharpening for multi-resolution remote-sensing data.
In summary, the deep learning-based methods take into full consideration of spatial and spectral features and accurately represent them, then bring a desired result after fusion. The preferable network architecture leads to better fusion quality and faster convergence rate. Through multi-scale feature extraction, multi-residual learning strategy and attention mechanism, MSCARN performs better than traditional methods and basic PNN method, according to the quantitative metrics and visual inspection.
3) EFFECTS OF CHANNEL ATTENTION MECHANISM
In this part, we'd like to attest to the effects of channel attention mechanism explicitly. Previous CNN-based methods treat channel-wise features equally, which is not tractable for real cases. The channel attention mechanism is incorporated to make the network concentrate on more informative features. To further evaluation, we introduce the SEblock into PNN and DRPNN model intuitively before the re-construct phase of the output. Then training on Gaofen-1 and Gaofen-2 datasets which we produced previously. Finally, the test phase are realized with regard to the trained model. Similar to the former section, the numerical values are an average of 50 samples.
From table 6 and 7, the effects of CA on Gaofen-1 and Gaofen-2 data are demonstrated. To comprehensively investigate the CA mechanism, we implement the PNN model and the DRPNN model with CA operation beyond the proposed method. The execute environment is the same as before. The networks are re-trained with CA with regard to the same training set and validation set.
The overall trends reveal that the numerical improvements with the introduction of the CA mechanism. Through the assessment of spectral and spatial fidelity, we find that networks with CA would perform better than those without CA. Taking SAM and QNR values as example, the outstanding completion of the CA mechanism is exploited. Profiting from adaptively rescale channel-wise features by considering interdependencies among channels, the networks with CA achieve a significant reduction in terms of spatial and spectral loss. Unmistakably, on some specific samples, PNN with CA achieves better fusion quality than DRPNN. The CC and Q 4 values of PNN + CA and DRPNN provide a satisfactory testification. Even to our proposed method, the version without CA is inferior.
In conclusion, the CA mechanism explicitly enhances the relative networks' capability.
4) FURTHER DISCUSSIONS
to further illustrate the analyses completely, we execute extra experiments and exploit the relevant results in this part.
a: SETTING HYPER-PARAMETERS FOR TRAINING
As mentioned above, the momentum and learning rate are initialized as µ = 0.9 and ε = 0.1, and the learning rate is divided by ξ = 2 for every 50 epochs, while momentum is fixed. Practically, we strive to analyze the specific hyper-parameter selection comprehensively. Considering the curve of QNR with epochs on Gaofen-2 datasets, the leaning is illustrated in figure with regard to divergent ξ . As depicted in figure 10 , the results help us confirm that the default setting of ξ = 2 is the most stable decision between the QNR increase and training epochs.
b: CONVERGENCE EFFICIENCY
To further highlight the validity of the model, we make the following comparisons. The loss of mean square error during the training process is delineated in figure 11 . Performance is assessed in terms of an average error on the validation data set versus the training epoch. MSCARN, PNN and DRPNN model are summarized. We do use the epoch as a primary unit instead of training time (which seriously depends on devices). Accordingly, the MSCARN perform better convergence speed and iteration efficiency than PNN and DRPNN. Meanwhile, MSCARN exhibits a more stable capability than DRPNN. Under the parameters we set before, we can see that the multi-residual learning architecture helps the proposed network achieve convergence efficiently. This statement can be regularly summarized in figure 11 . With the increase in the training epoch, the training efficiency is boosted of MSCARN by the multi-residual learning strategy. Intuitively, MSCARN achieves convergence at about 90 epochs, while DRPNN and PNN need more than 100 epochs. Specifically, the introduction of the ca mechanism enhances the contribution of feature maps with sufficient information. This operation directly reduces loss. Obviously, the loss of mscarn is lower than the two state-of-the-art methods. Though slightly improvement, it proves a brilliant way to improve the deep learning-based pan-sharpening practices.
V. CONCLUSION
This paper comprehensively analyzed the shortcoming of the traditional pan-sharpening methods, such as CS methods, MRA methods, and sparse representation methods. There are varying degrees of spatial and spectral distortions with these methods. The essence of the methods limit the potential of further exploration. However, with the development of computer vision techniques, the deep learning-based methods have been applied to extensive fields. Pan-sharpening is viewed as a special image super-resolution issue. Then the PNN method was proposed, which firstly adopt CNN to realize remote-sensing image pan-sharpening. Based on the previous research, we improve the PNN and construct our MSCARN framework. Comparing with various methods, the proposed method performs better than several methods, such as GS, Brovey, NNDiffuse, PCA, C-BDSD and so on. According to the full-reference and no-reference evaluation metrics and visual quality, the proposed method maintain the highest level of spectral fidelity and spatial correlations. In addition, MSCARN has a higher convergence rate than PNN with the improved architecture.
The proposed method is robustness of multi-resolution images and shows the superiority in current pan-sharpening researches. Through this study, the advanced computer vision techniques exhibit their generalization and novelty on pansharpening issues. Further study is expected to follow two directions: 1) The exploration of better neural network architecture for remote-sensing image pan-sharpening, 2) At the same time, an optimal loss function to calculate spatial and spectral loss is still needs further study, which would help us decrease the loss furthermore. 3) An enhanced version of this kind of method is urgent to be study, which could effectively resist cloud interference and suit for more scale resolutions, such as ZY-03 with 6m for MS image and 2m for PAN image.
