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Abstract- Dissociated 1 or 2 days old postnatal rat cortical cells
were cultured onto multi electrode arrays (MEA’s) with 61
electrode sites. They were trained with two protocols, i.e. the
tetanic stimulation method from the report by Jimbo et al.
(1998) and the selective adaptation protocol (report Shahaf and
Marom, 2001). Tetanic stimulation training changed the net-
work response significiantly. But training had no lasting effect,
which means no learning result. The selective adaptation proto-
col did also not lead to lasting learning effects. 
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I INTRODUCTION
Neuronal cultures from rat dissociated cortical cells can be
grown on  Micro Electrode Arrays (MEA’s), with 61 elec-
trode sites, (12 µm diameter, spacing 80 µm) on the bottom
of a culture dish. The cells develop into networks which be-
come spontaneously active after about 7 days in vitro (
DIV). They show mixed patterns of isolated neuron firing
and ensemble bursts [1].  Our research program aims at the
characterization of the spatio-temporal patterns of spontane-
ous spike activity and on the modification of stimulus-
response patterns by external stimulation and training. 
One presumed property of neural networks is the ability to
learn: changes in the efficiency of pathways between neu-
rons. In this paper learning is considered as changing the
pathways between neurons, which should lead to lasting
changes in the input-output relationship in a cultured neural
network. The process that brings about the learning of the
network is called training. The central question is:
Is it possible to demonstrate learning in 
cultured neural networks?
In this paper, we report on training experiments. We repli-
cated the training methods of Jimbo [2] and of Shahaf and
Marom [3]. 
II. MATERIALS AND METHODS
A. Cortical neuron isolation and procedures:
Dissociated (Trypsin/EDTA) cortical neurons (neonatal rat
cerebellum) were seeded onto MEA’s with a plating density
of 5000 living cells/mm2. Cells were allowed to adhere onto
the surfaces during a time period of 4 hours. Samples were
rinsed with NaCl (0.9%) solution to remove non-adherent
cells. Neurons were cultured in R12 medium
(DMEM/HAM’s F12, Gibco) without serum. The cultures
are stored in a CO2 incubator with a constant temperature of
37° C, and a constant CO2 level of 5%. The culture medium
is refreshed half, 3 times a week.  Cultures lasted for 70
DIV.
B. Recording of spikes  
Electrode signals are amplified, filtered between 0.3 kHz and
6 kHz (first order) and captured by a 12 bit National Instru-
ments PCI-6023E Data Acquisition PC-card 916 channels).
The input range as well as the sampling frequency is soft-
ware controlled by a Labview program. The real time data
processing software reduces the data stream by rejection of
data which does not contain bioelectric activity. Artifact
rejection is severe: if activity is measured at the same time in
different channels, the waveforms are rejected. In each
channel, the rms noise level is constantly monitored and de-
termines the setting of a level detector to detect spike activ-
ity. The level detector threshold is set at 6 times noise level
(noise level is typically 7 µV rms). Stimulus artefacts are
removed by artefact curve fitting/model approximation and
subsequent subtraction from the response. 
C. Tetanic stimulation
 Jimbo et al [2] use repetitive stimulation for training of
cultured neural networks. Potentiation or depression of ac-
tivity in particular pathways is observed. When this change
in network response lasts these changes can be called learn-
ing. 
In five experiments rapid (20 Hz) tetanic stimulation was
applied as training method. Two different protocols are used:
10 trains of 11 pulses with an inter-pulse-interval (IPI) of 50
ms (20 Hz) and an inter-train-interval (ITI) of 5 seconds, and
20 trains of 10 pulses with an IPI of 50 ms and an ITI of 5 s. 
D.  Selective adaptation
Another method [3], conditional repetitive stimulation,
measures each time the response to a stimulus and removes
the stimulus when a series of stimulus-response pairs  meets
a pre-determined criterion, for example a 10% response yield
criterion (i.e. out of 100 test stimuli, 10 times a response is
observed in a predetermined interval after the stimulus). The
decrease in number of stimuli (so, decrease in time) neces-
sary to reach the criterion upon repeated trials is called
learning. 
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III. RESULTS
Development of spontaneous activity
The development of spontaneous activity is derived from 18
different moments during the development of culture 134-
11. The measurements started at 7 DIV, the last measure-
ment was performed at 69 DIV. All 61 electrodes were
measured each time. A first general description of network
development is shown in figure 1. This picture shows the
average spike rate in spikes per second, in all 15 recording
electrodes together with the number of active electrodes over
the age of the culture. Until 27 DIV the spike rates slowly
increase, after this the spike rates drop together with a drop
in the number of active electrodes. From 48 DIV the spike
rates start increasing, while the number of active electrodes
slowly decreases.
Tetanic stimulation
The responses are evaluated by observing changes in the late
response: the number of spikes in a window between 20 ms
and 270 ms after the stimulus event, the responses are put in
one 250 ms bin. This response level must exceed the level of
spontaneous spikes (mean + standard deviation), calculated
also in 250 ms bins. Before calculation of the rates, windows
with bursts are excluded from the spontaneous activity and
response windows with distinctively higher rates are ex-
cluded from the calculation of the average response. This is
performed by calculation of the burst intensity product (BIP
: number of spikes over all electrodes per bin times the num-
ber of participating electrodes). 
Spontaneous windows and stimulus response windows with
a BIP exceeding 50 are excluded from further processing.
From the remaining data the stimulus responses and sponta-
neous activity levels are calculated per electrode for all con-
trol measurements. In experiment 8 (culture 195-8), experi-
ment 12, experiment 15 and experiment 21 (all culture134-
11) the late responses do not exceed the spontaneous activity
on any electrode.
In experiment 14 (culture 134-11, DIV 23) the spontaneous
activity is surpassed by the late responses on 4 electrodes.
The experiment started with evaluation of 6 stimulation am-
plitudes through one stimulation electrode pair (E24, E41).
The smallest stimulation amplitude resulting in late re-
sponses (at first sight) is selected, to prevent for damage to
electrodes or network at higher stimulation amplitudes. Next
a protocol is started with 13 control measurements: 50 pulses
of 2 µA 300 µs with an IPI of 5s. These measurements are
used as evaluations of the network response. In between the
control measurements 7 training sessions are performed:
stimulation with 20 trains of 10 pulses (IPI 50 ms, ITI 5s).
The training sessions are started after two control measure-
ments, the experiment is concluded with 4 control measure-
ments at 15 minutes intervals.
From results on all electrodes , electrodes 45, 21, 20 and 22
show responses exceeding the spontaneous level, these re-
sponses are shown in figure 2. In this figure the control ex-
periments are shown on the horizontal axis in four plots,
together with the mean level of spontaneous activity and the
mean level plus the standard deviation. On electrode 45 the
response changes without training between the first two
control experiments. During training the response gradually
decreases until it equalizes with the spontaneous level. The
responses on electrode 21 start increasing after three training
sessions, but decrease again after five training sessions. The
same effect is seen on electrode 20 only the response starts
increasing after the first training session and decreases after
three sessions. The responses on electrode 22 show fewer
fluctuations during training. None of the responses seem to
stabilise after the training sessions.
Fig.1. Upper panel: The average spike rate in two sets of 16 recording elec-
trodes up to 70 DIV.  Lower panel: number of active channels in each set.
Fig. 2. Tetanic stimulation. Late responses on 4 electrodes in traning
experiment. Vertical scale: spikes/250 ms. C: control experiment. T:
training sessions. Changes due to stimulation vary with time, but no lasting
learning effect can be seen.
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Conditional repetitive stimulation
In four experiments training with conditional repetitive
stimulation is applied. Results of one experiment, labeled
#19,  are shown. In experiment 19 (culture 134-11, DIV 39)
measurements are performed with 1 Hz repetitive stimula-
tion. The stimulation is stopped if a response criterion is met
on an electrode in a certain time window. To choose an
electrode and time window 50 stimulus pulses of 5 µA , 300
µs are applied at  6 different electrode pairs while evaluating
the network responses. Electrode 17 and 18 are chosen as
stimulation electrodes, electrode 6 as evaluation electrode,
with a stimulus response time window 10-30 ms after the
stimulus. A series of 500 test pulses show a relatively stable
response ratio (moving average) of 0.5 on this electrode, in
this window. The criterion is set to twice this response ratio:
1.0.
The 1 Hz, 5 µA , 300µs pulses are started and continued for
maximally 10 minutes or the stimulation is stopped when the
criterion is reached. The development of the response ratio
in the first stimulation session is shown in figure 3. As can
be seen the moving average response ratio shows large fluc-
tuations, the criterion is reached after 159 stimulus pulses.
After each stimulation session the network gets 5 minutes
rest. The learning curve shows the time per stimulation ses-
sion before the criterion was reached and is shown in figure
4.  In the first 6 stimulation sessions the response time de-
creases suggesting learning, after this the response time in-
creases again. No stable response time is reached and the
experiment is stopped after 15 sessions. In figure 5 the level
of spontaneous activity during the stimulation sessions is
shown 
Fig. 3. Conditional repetitive stimulation [3]. Average response ratio on
electrode 6, first stimulation session. The criterion is reached after 159
pulses (=159 seconds).
Experiment 19: response times on electrode 6
window 10-30 ms start ratio 0.5, criterion 1.0
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Figure 4. Conditional repetitive stimulation [3]. Response times over 15
stimulation sessions on DIV 39. Response time decreases in the first ses-
sions, indicating learning, but increases later again. 
Figure 5. Development of spontaneous spike rates (shown as #pikes/20ms)
during experiment 19 on electrode 6.
IV  DISCUSSION
In the tetanic training experiments the training did signifi-
cantly change the network response on some electrodes, see
figure 2. On electrode 45 the stimulation seems to depress
the network response while on other electrodes (20, 21) the
responses seem to be potentiated. Subsequent training ses-
sions cancel this effect again, see electrode 20 from control
measurement 5 to 6. Electrode 22 shows a significant net-
work response, but no changes due to the training sessions.
Training thus differently influences the pathways between
simulation electrodes and the recording electrodes. This be-
havior complies with the potentiation and depression as de-
scribed by Jimbo [2][4] in similar experiments. In none of
the electrodes in figure 2 the changes due to the training stay
equal between two control experiments. Only when the re-
sponses decrease to the spontaneous level, the responses
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equalize. The definition of learning demands the changes to
be lasting for some time, so learning is not demonstrated.
The establishment of the network response measured in the
control experiments should be extended before and after the
training sessions. In that way changes due to the training can
be more emphasized, compared to changes in the network
responses without training. This also increases the chance of
proving lasting changes, i.e. learning.
The conditional repetitive training algorithm assumes stabil-
ity of the spontaneous activity during the experiment. Re-
sponses are averaged over only ten responses, so spontane-
ous bursts appearing close to the stimulus event may have
distorted the measurements of responses. During the experi-
ment, variability in the moving averages of the network re-
sponses is observed on all electrodes, see one example in
figure 3. Nevertheless, the responses are significant, com-
pared to the spontaneous activity level as displayed in figure
5. 
The response times in figure 4 decrease in the first 6 meas-
urement sessions, indicating learning, but the short response
time doesn’t last. The response time varies and increases to
170 pulses in the 15th session. The experiment might have
proved learning when the stimulation was continued, as
some of the experiments of Marom and Shahaf [3] [5] also
show stabilization of the response after more than 15 stimu-
lus sessions. 
Evoking a significant network response to a stimulus is not
straightforward. When dealing with high levels of spontane-
ous activity and bursting behavior distinguishing spontane-
ous activity from stimulated activity is difficult. At some
level the difference between both disappears: when stimula-
tion influences the network behavior it also influences the
spontaneous activity. Nevertheless, training can induce
changes in the network responses that exceed changes in the
network without training. This depends on the spontaneous
changes of the network, measured by continuous evaluation
of the mean and standard deviation of the spontaneous ac-
tivity. 
The supposed definition of learning demands lasting of
changes, the demand on this ‘memory’ is disputable. One
could also state that the network has learned when the re-
sponse has changed significantly, but has ‘forgotten’ when
this change has disappeared in the next measurement. In that
light the decrease of the response on electrode 45 in figure 2
can be called ‘unlearning’ and the decreasing response time
in the first 6 measurement sessions in figure 4 can also be
called learning. 
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