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Abstract
We describe some techniques that can be used to represent and detect deformable
shapes in images. The main diﬃculty with deformable template models is the very
large or inﬁnite number of possible non-rigid transformations of the templates. This
makes the problem of ﬁnding an optimal match of a deformable template to an im-
age incredibly hard. Using a new representation for deformable shapes we show how
to eﬃciently ﬁnd a global optimal solution to the non-rigid matching problem. The
representation is based on the description of objects using triangulated polygons. Our
matching algorithm can minimize a large class of energy functions, making it applica-
ble to a wide range of problems. We present experimental results of detecting shapes
in medical images and images of natural scenes. Our method does not depend on ini-
tialization and is very robust, yielding good matches even in images with high clutter.
We also consider the problem of learning a non-rigid shape model for a class of objects
from examples. We show how to learn good models while constraining them to be in
the form required by the matching algorithm.
Keywords: Shape representation, Object recognition, Deformable templates, Chordal
graphs, Dynamic programming.
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Figure 1: The function f maps a template to the image plane, characterizing the location
and shape of a non-rigid object.
1 Introduction
The study of shape is a recurring theme in computer vision. For example, shape is one of
the main sources of information that can be used for object recognition. In medical image
analysis, geometrical models of anatomical structures play an important role in automatic
tissue segmentation. The shape of an organ can also be used to diagnose diseases. In
a completely diﬀerent setting, shape plays an important role in the perception of optical
illusions (we tend to see particular shapes) and this can be used to explain how our visual
system interprets the ambiguous and incomplete information available in an image.
Our main goal is to develop techniques that can be used to represent and detect relatively
generic objects in images. The techniques we present here revolve around a particular shape
representation, based on the description of objects using triangulated polygons. Triangulated
polygons allow us to describe complex shapes using simple building blocks. As we show in the
next section, the triangles that decompose a polygon without holes are connected together in
a tree structure, and this has important algorithmic consequences. By picking a particular
triangulation for the polygons we obtain decompositions of objects into meaningful parts.
This yields a discrete representation closely related to Blum’s medial axis transform [6].
In this paper we concentrate on the task of ﬁnding the location of a deformable shape in an
image. This problem is important for the recognition of non-rigid objects. Moreover, objects
in many generic classes can be described as deformed versions of an ideal template. In this
setting, the location of an object is given by a continuous map from a template to an image.
Figure 1 illustrates how we use a deformable template to detect a particular anatomical
structure in an MR image. We will show how triangulated polygons provide rich models
for deformable shapes. These models can capture both boundary and interior information
of an object and can be deformed in an intuitive way. Equally important, we present an
eﬃcient algorithm for ﬁnding the optimal location of a deformable shape in an image. In
contrast, previous methods that take into account the interior of deformable objects are too
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Figure 2: Two examples of a deformable object (a), and the learned model (b). The color of
each triangle in the model indicates how much their shapes vary across diﬀerent examples
(darker triangles vary more).
slow for practical use or rely on local search techniques to perform detection. These local
search techniques require initialization near the correct answer, while our algorithm ﬁnds
the optimal location for the object without such information.
Initially we use templates that are constructed from a single picture of an object. In this
case the deformation model for the template is relatively generic. We then describe how
to learn a deformable template model for a class of objects by observing multiple instances
of the objects in the class. In this case we obtain a deformation model that can be quite
speciﬁc, capturing which parts of the template are deformable and which parts are mostly
rigid. Figure 2 illustrates the learning procedure for a simple object. The learning method
is useful for constructing good models of diﬀerent object classes in a semi-automatic way.
Below we brieﬂy review some of the shape representations that have been previously used
in computer vision. In Section 2 we describe how we can represent objects using triangulated
polygons and some of the important properties of this representation. In Section 3 we show
how triangulated polygons can be used to model deformable shapes and how these models
can be used to eﬃciently detect the location of non-rigid objects in images. In Section 4 we
show how we can learn a deformable model from multiple examples of the objects in a class.
1.1 Shape Representations
The geometric properties of rigid objects are well understood. We know how three dimen-
sional features such as corners or edges project into images, and there are a number of
methods that can be used to represent rigid shapes and locate their projections. Some tech-
niques, such as the alignment method [23], use explicit three dimensional representations.
Other techniques, such as linear combination of views [36], capture the appearance of three
dimensional shapes using a small number of two dimensional pictures. These and similar
3techniques assume that all shape variation comes from the viewpoint dependency of two
dimensional images.
A number of representations describe objects in terms of a small set of generic parts. This
includes representations based on generalized cylinders [27] and geons [5]. These approaches
are appealing because they provide symbolic descriptions of objects. A shortcoming is that
some objects do not have a clear decomposition into generic parts. For example, what are
the parts that make up a shoe? Another problem is that we do not know how to extract
generic parts from images in a robust way. On the other hand, models based on pictorial
structures (e.g. [14, 13]) have been successfully used to characterize and detect objects that
are described by a small number of simple parts connected in a deformable conﬁguration. In
this approach, generic parts are not extracted from images on their own, the whole object
model is used at once. Our representation is similar in that objects are represented by
a number parts connected together. When matching a triangulated polygon to an image
we also consider the whole model at once instead of trying to detect the generic parts
individually.
We can represent objects in terms of their boundaries, which for two dimensional objects
are curves, and for three dimensional objects are surfaces. Such representations are com-
monly used both in the context of image segmentation and object recognition. One example
is a popular technique for image segmentation known as active contour models or snakes
[25, 15]. Boundary models are also used for generic object recognition. Grenander et al. [20]
pioneered the use of Markov models to represent the boundaries of non-rigid objects. They
demonstrated how these models can be used to detect objects in noisy images. The work
in [2] describes how we can measure similarity between objects in terms of the amount of
stretching and bending necessary to turn the boundary of one object into the boundary of
another one. One problem with deformable boundary models is that they do not capture
well how the interior of objects deforms.
Blum introduced a representation known as the medial axis transform [6] that is now
widely used. The medial axis of an object is deﬁned as the set of centers of all maximally
inscribed disks (disks that are contained inside the object but not contained in any other
such disk). The medial axis transform is the medial axis together with the radius of each
maximal disk. For two dimensional objects the medial axis is one-dimensional and if the
shape has no holes the medial axis has no loops. The tree structure is appealing from a
computational point of view. The medial axis captures local symmetries of an object and
provides a natural decomposition of the object into parts (corresponding to branches in the
one-dimensional structure). A closely related representation known as the shock graph [32]
4makes even more information explicit. In general, representations based on the medial axis
seem well suited to capture the geometry of generic objects. A model of how the shock graph
deforms and changes structure was presented in [30]. As shown in [29], medial axis models
can better capture natural deformations of objects when compared to boundary models.
An example of generic object recognition using a representation related to the medial axis
transform is described in [38]. Our triangulated polygon representation is closely related to
the medial axis transform. We obtain a discrete version of the medial axis similar to the
representation based on self-similarities described in [16]. In particular our models capture
local symmetries and provide natural decompositions of shapes into parts.
Statistical shape theory [33, 12] has been used to study objects that are deﬁned by a set
of labeled landmarks. In this scenario, the space of possible landmark conﬁgurations has
led to natural notions of distances between shapes. Moreover, with this approach we can
characterize generic object classes using probability distributions in shape space. In computer
vision these techniques became popular with active shape models [8]. While active shape
models can capture the typical variation in shape among certain classes of objects fairly well,
the problem of detecting objects in images using these models is hard and so far we need to
resort to local search methods. These methods perform well as long as a good initial guess
for the location of the target object is available, but they do not tend to work without such
information. As shown in [1] the object detection problem can be solved eﬃciently if we
constrain the distribution over shapes to be of a particular form, in terms of decomposable
graphs. This is a promising approach and is closely related to how we represent deformable
shapes. As described in the next section, a triangulation of a simple polygon yields a natural
decomposable graph that can be used for modeling shape.
2 Triangulated Polygons
In this section we describe how objects can be represented by triangulated polygons. Intu-
itively, a polygonal boundary is used to approximate the actual boundary of an object, and
a triangulation provides a decomposition of the object into parts. Some examples are shown
in Figure 3. As we will see below, this representation has many nice properties. It captures
perceptually important features of an object and its structure can be exploited by eﬃcient
computational mechanisms.
We assume that objects are connected subsets of R2 whose boundaries are smooth except
at a ﬁnite number of points. Also, we only consider objects without holes (their boundaries
are simple closed curves). In this case an object can be approximated to any desired precision
5Figure 3: Pear, and hand represented by triangulated polygons. The polygonal boundaries
represent the outlines, while the triangulations decompose the objects into parts.
by a simple polygon, which is a polygon without holes. A triangulation of a polygon P is
a decomposition of P into triangles, deﬁned by diagonals. Each diagonal is a line segment
that connects two vertices of P and lies in the interior of the polygon. Moreover, no two
diagonals cross. We know (see [11]) that every simple polygon can be triangulated, and any
triangulation of a polygon with n vertices consists of exactly n − 2 triangles.
There are two natural graphs associated with a triangulated polygon. Let T be a tri-
angulation of a polygon P. The graphical structure of the triangulation is denoted by GT.
The nodes of GT correspond to the polygon vertices while the edges correspond to the poly-
gon boundary and the diagonals in the triangulation. The dual graph of the triangulation
is denoted by DT. The nodes of DT correspond to the triangles in T and two nodes are
connected when the corresponding triangles share an edge. These two graphs are illustrated
in Figure 4.
It is well known that the dual graph of a triangulated simple polygon is a tree. Note
that every tree has a leaf, and a leaf in the dual graph corresponds to a triangle with some
polygon vertex v that is not in any other triangle. If we delete v and its triangle from T we
obtain a new triangulated polygon. Repeating this procedure we get an order of elimination
for the vertices and triangles of T. The order is such that when eliminating the i-th vertex,
it is in exactly one triangle of the current triangulated polygon. If we consider the graph
structure deﬁned by the triangulation, this ordering is a perfect elimination scheme for the
vertices of the graph. Graphs which admit perfect elimination schemes form an important
class which we discuss in Section 2.1.
In principle there are many possible ways to triangulate a polygon but if we use a partic-
ular class of triangulations known as constrained Delaunay triangulations (CDT) we obtain
a representation that is closely related to the medial axis transform. A good introduction
to the Delaunay triangulation can be found in [3]. To deﬁne the CDT we need to introduce
6Figure 4: The graphical structure of the triangulation, GT, is shown with black nodes and
solid edges while the dual graph, DT, is shown with gray nodes and dotted edges.
the notion of visibility. Given a polygon P, we say that a point a is visible to a point b if the
line segment ab lies entirely inside the polygon. Similarly, a is visible to the line segment bc
if it is visible to some point on bc.
Deﬁnition 1. The constrained Delaunay graph contains the edge ab if and only if a is visible
to b and there is a circle through a and b that contains no vertex c visible to ab.
If no four vertices are collinear then this deﬁnition yields the (unique) CDT of the poly-
gon. Otherwise we call any triangulation obtained by adding diagonals to the constrained
Delaunay graph a CDT. A constrained Delaunay triangulation can be computed eﬃciently
and yields a decomposition of the polygon into meaningful parts. We can see the relation-
ship between the CDT and the medial axis transform by considering what happens as the
distance between neighboring polygon vertices decreases. In the limit the circles that deﬁne
the Delaunay graph are inscribed in the polygon, and correspond to the disks that deﬁne
the medial axis. In general the diagonals in a Delaunay triangulation will connect vertices
that are approximately locally symmetric.
By looking at Figure 3 we can see how the diagonals in a CDT decompose the objects
into natural parts. For example, there is a diagonal separating each ﬁnger from the rest of
the hand. A natural way to decompose objects into parts is to split them at places where
the boundary has curvature minima (see [22, 31]). This is because joining two parts together
usually creates such minima. Figure 5 illustrates how the CDT always includes diagonals
that split a limb from the rest of an object and diagonals that cut objects at points where
they are “pinched”. In both cases the diagonals connect pairs of boundary points with locally
minimal curvature.
7Figure 5: Limbs and pinch points are naturally represented in the CDT. These pictures show
the deﬁning circle for a diagonal that corresponds to a limb boundary and a diagonal that
corresponds to a pinch point.
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Figure 6: Diﬀerent triangle types. The ﬁrst triangle type corresponds to ends of branches,
the second type corresponds to branches and necks while the last corresponds to connections
between multiple branches and necks.
There are three possible types of triangles in a triangulated polygon, corresponding to
nodes of diﬀerent degrees in the dual graph. The three types are shown in Figure 6, where
solid edges are part of the polygon boundary, and dotted edges are diagonals in the trian-
gulation. Sequences of triangles of the second type form branches (or necks) of a shape.
Triangles of the ﬁrst type correspond to ends of branches, and triangles of the third type
connect multiple branches together. We can see how in Figure 3 each ﬁnger in the hand is
formed by sequences of triangles of the second type and end with a triangle of the ﬁrst type.
A nice property of triangulated polygons is that the triangulations give a simple and
intuitive way to non-rigidly deform the objects. For example, the rabbit’s ear in Figure 7
can be bent by changing the shape of a single triangle. In the next section we will use this
idea to detect non-rigid objects in images. The exact relationship between the shape of a
triangulated polygon and the shape of each of its triangles will be clariﬁed in Section 2.3.
2.1 Chordal Graphs and k-trees
Chordal graphs and k-trees play an important role in our work, so we review some of their
properties here. Chordal graphs are also known as triangulated or decomposable graphs.
These graphs are important because many problems that are hard to solve for arbitrary
graphs can be eﬃciently solved in this class. Most algorithms for chordal graphs rely on the
8Figure 7: The rabbit ear can be bent by changing the shape of a single triangle.
following characterization. Let G = (V,E) be a graph. Recall that a clique is a set of nodes
where there is an edge between each pair of them. If S is a subset of V , then the graph
induced by S consists of S itself and all edges in E that connect pairs of nodes in S. A
vertex is called simplicial if its neighbors form a clique. We say that a graph is chordal if it
admits a perfect elimination scheme as deﬁned below.
Deﬁnition 2. Let G = (V,E) be a graph and σ = (v1,...,vn) be an ordering of its vertices.
The ordering is a perfect elimination scheme if each vi is a simplicial vertex of the subgraph
induced by S = {vi,...,vn}.
There are several eﬃcient algorithms that can be used to compute a perfect elimination
scheme for a chordal graph (see [17]). The graphical structure of a triangulated simple
polygon belongs to a well-known subclass of chordal graphs known as 2-trees.
Deﬁnition 3. A clique on k + 1 vertices is a k-tree. Given any k-tree G on n vertices, we
can construct a k-tree on n+1 vertices by adding a new vertex to G which is made adjacent
to each vertex of some k-clique.
Every maximal clique in a k-tree has size k+1 and a k-tree can be thought of as a set of
k-dimensional simplices connected along (k −1)-dimensional faces. With this interpretation
k-trees are acyclic simplicial complexes. A simplicial vertex in a k-tree is always in a single
k + 1-clique. Moreover, if we delete a simplicial vertex from a k-tree on more than k + 1
nodes we obtain another k-tree. These and other characterizations of k-trees are described
in [28] and [21].
2.2 Shape of Landmark Data
Here we review some basic concepts from statistical shape theory. First let us deﬁne what
we mean by the shape of an object that lives in an Euclidean space. The following deﬁnition
is from [12]:
9Figure 8: Diﬀerent objects with the same shape.
Deﬁnition 4. Shape is all the geometrical information that remains when location, scale
and rotational eﬀects are ﬁltered out from an object.
This makes the shape of an object invariant to Euclidean similarity transformations.
(i.e. two objects have the same shape if one can be translated, scaled and rotated to exactly
match the other one). Figure 8 illustrates diﬀerent objects that have the same shape.
To describe shape we consider the location of a ﬁnite number of points on each object.
Points that mark the location of important object features are called landmarks. We assume
that landmarks are labeled so that each one corresponds to a particular object feature. In
the case of a polygon we can take the vertices as the landmarks. Note that a polygon is fully
determined by the location of its vertices. In general a set of landmarks provides a partial
description of an object.
Deﬁnition 5. A conﬁguration is the set of landmarks on a particular object. The conﬁgu-
ration of an object with n landmarks in m dimensions is given by a n × m matrix X, where
the i-th row of X gives the coordinates of the i-th landmark.
The conﬁguration space is the set of all possible conﬁgurations for an object and it usually
equals Rnm minus some possible singularities (we may want to exclude conﬁgurations where
landmarks coincide). Let X ∼ Y denote that X is related to Y by a similarity transformation.
The space of possible shapes is the set of equivalence classes deﬁned by this relation. We
denote the shape of X by [X] and we say that a shape is degenerate if it is the shape of a
conﬁguration with coinciding landmarks.
2.3 Shape of Triangulated Polygons
Suppose we have an object with n labeled landmarks in R2. The object is described by
a n × 2 conﬁguration matrix X, and its shape is given by [X]. We will show that if we
eliminate some singularities, [X] is determined by the shapes of the triangles in a 2-tree over
the landmarks, and each triangle can have an arbitrary non-degenerate shape. This means
that by ﬁxing a 2-tree over the landmarks we obtain a decomposition of the object into parts
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of a polygon deﬁnes a 2-tree, so we can represent the shape of a triangulated polygon by
describing the graph structure of the triangulation and specifying the shape of each triangle.
Let G be a 2-tree with vertices (v1,...,vn). The 2-tree deﬁnes a set of triangles (the 3-
cliques in the graph), and we will use (vi,vj,vk) ∈ G to denote that three particular vertices
form a triangle in G. We denote by Xi the i-th row of X. Similarly Xijk is the sub-matrix
obtained by selecting rows i, j and k of X. Consider conﬁgurations X for n landmarks in R2
where Xi, Xj and Xk are all diﬀerent for each triangle (vi,vj,vk) ∈ G. Clearly, X deﬁnes a
non-degenerate shape [Xijk] for each triangle (vi,vj,vk) ∈ G. In fact, [X] deﬁnes the shape
of each triangle because X ∼ Y implies Xijk ∼ Yijk. The following theorem shows a converse
to this statement.
Theorem 1. Given a 2-tree G, and non-degenerate shapes s(i,j,k) for each triangle of G,
there is a unique shape [X] such that [Xijk] = s(i,j,k).
Proof. If n = 3 we only have one triangle and the result is trivial. Now suppose n > 3. Let
vi be a simplicial vertex of G. We know that vi is in exactly one triangle, say with vj and vk.
Let G′ be the 2-tree obtained by deleting vi from G, and X′ the matrix X without the i-th
row. By induction we can assume [X′] is deﬁned by the shapes of the triangles in G′. For
ﬁxed vj and vk, each position of vi gives a diﬀerent shape for the triangle (i,j,k). Moreover,
by varying vi we can obtain any shape for this triangle. So X is deﬁned by X′ and the shape
s(i,j,k).
This result allows us to describe the shape space for a triangulated polygon in terms of
shape spaces for triangles. Let M be a space of triangle shapes. There are two canonical
choices for M, either Kendall’s or Bookstein’s space of triangles [33]. A triangulated polygon
on n vertices has n − 2 triangles and we can take its shape space to be M1 ×     × Mn−2,
where we label the triangles in some arbitrary order. The metric structure of M induces
a metric on the cross product space. Figure 7 shows how an object can be deformed by
changing the shape of a single triangle. In this case the ﬁgure on the left can be seen as
a point (x1,...,xn−2) in our shape space, where the coordinate xi ∈ Mi parametrizes the
shape of the i-the triangle. The ﬁgure on the right has the same coordinates except for one
of the xi that changed.
113 Deformable Template Matching
In this section we show how triangulated polygons can be used to detect non-rigid objects in
images. Our approach falls within the framework of deformable template matching, where
one wants to ﬁnd a non-rigid transformation that maps a model to the image. Figure 1
illustrates the situation, where we have a template and a non-rigid map that indicates how
the template is deformed to align with the target object in an image.
An energy function associates a cost with each potential transformation of the model,
and we want to ﬁnd a transformation with the lowest possible cost. Typically the energy
function is a sum of two terms: the data term attracts the deformed model toward salient
image features, while another term penalizes large deformations of the model. Most of the
existing non-rigid matching techniques require initialization near the correct solution or are
too slow for practical use. This is because the number of possible non-rigid transformations
of a template is very large. In contrast, we present an algorithm that can quickly ﬁnd
a globally optimal non-rigid transformation without any initialization. The search over
transformations is done eﬃciently by exploiting special properties of triangulated polygons
and their deformations.
We consider energy functions that can be written as a sum of terms, one for each triangle
in a triangulated polygon. This type of energy function is quite general, and can be used to
represent a wide range of deformable models, including ones that capture both the boundary
and the internal structure of a two dimensional object. Even when we use an energy function
with a data term that depends only on the boundary of a shape we take into account region
information when measuring shape deformation. In this way we obtain more realistic models
of deformation than are possible using only boundary models.
Our experimental results illustrate the robustness of our method, showing accurate de-
tection of non-rigid objects even in highly cluttered scenes. We show results both on medical
images and images of natural scenes, demonstrating the wide applicability of our technique.
The basic idea of matching a deformable model to an image goes back to the pictorial
structures work of Fischler and Elschlager [14], the rubber mask technique of Widrow [37]
and the pattern theory framework of Grenander [19]. Other important models are described
in [24] and [8]. A few eﬃcient and provably good matching algorithms have been developed
for very restricted sets of models. For example, in [10] a dynamic programming algorithm
was used to detect open deformable curves in images. Dynamic programming was also used
in [1] to match models consisting of a number of sparse landmarks with positions constrained
by a decomposable graphical model. Eﬃcient algorithms also exist for the related problem
of computing a non-rigid match between two pre-segmented objects (such as [2] and [30]).
123.1 Matching
Let P be a simple polygon corresponding to an object template. An embedding of P in
the image plane is deﬁned by a continuous function f :P →R2, where f is deﬁned over both
the boundary and the interior of the polygon. We consider a set of embeddings that are
extensions of maps g:V →R2, where V are the vertices of P. Let T be a triangulation of P.
The triangulation gives a natural extension of g to all of the polygon as a piecewise aﬃne map
f. The function f sends each triangle (v1,v2,v3) ∈ T to a triangle (g(v1),g(v2),g(v3)) in the
image using linear interpolation. In this way, f restricted to each triangle t ∈ T is an aﬃne
map ft. To see that f is well deﬁned (and continuous) just note that if two triangles a,b ∈ T
touch, then fa and fb agree along the intersection of a and b. What may seem surprising
is that all embeddings which map each triangle according to an aﬃne transformation are
extensions of some g. This follows from the fact that an aﬃne transformation is deﬁned by
the image of three non-collinear points.
We deﬁne an energy function that assigns a cost to each map g, relative to an image I.
The matching problem is to ﬁnd g with minimum energy (corresponding to the best location
for the deformable template in the image). Consider energy functions if the following form:
E(g,I) =
X
(vi,vj,vk)∈T
cijk(g(vi),g(vj),g(vk),I). (1)
Each term cijk should take into account the shape of the embedded triangle and the image
data covered by the embedding. For the experiments in this section we use a simple en-
ergy function similar to other deformable template matching costs. For each triangle t, a
deformation cost measures how far the corresponding aﬃne map ft is from a similarity trans-
formation. This makes our models invariant to translations, rotations and uniform scalings,
which is important for detecting objects from arbitrary viewpoints. A data cost attracts the
boundary of the embedded polygon to image locations with high gradient magnitude. In
particular, we expect the target object to have diﬀerent intensity or color from the back-
ground, and the intensity gradient should be roughly perpendicular to the object boundary.
More details are given below.
While our implementation uses a fairly simple energy function, the formulation can handle
richer concepts. For example, the deformation costs could be tuned for individual triangles,
taking into account that diﬀerent parts of the shape may be more ﬂexible than others. This
involves selecting diﬀerent costs cijk for each triangle in T. In fact, in Section 4 we describe
a method that learns deformation parameters from training data. Also, the data costs could
take into account the whole area covered by the embedded polygon. For example, if we have
13a grayscale or color texture map associated with a model we can use the correlation between
the deformed texture map and the image to obtain a data cost.
3.2 Energy Function
In our framework, each triangle in a template is mapped to the image plane by an aﬃne
transformation. In matrix form, we can write the aﬃne transformation as h(x) = Ax + a.
We restrict our attention to transformations which preserve orientation (det(A) > 0). This
ensures that the global embedding f is locally one-to-one. Let α and β be the singular values
of A. The transformation h takes a unit circle to an ellipse with major and minor axes of
length α and β. The value log(α/β) is called the log-anisotropy of h and is a measure of
how far h is from a similarity transform. This quantity has also been used by Bookstein [7]
to measure distance between triangle shapes. We use the log-anisotropy measure to assign a
deformation cost for each aﬃne map (and let the cost be inﬁnity if the map is not orientation
preserving). The deformation costs are combined with a data cost that attracts the template
boundary to locations in the image that have high gradient magnitude:
E(g,I) =
X
t∈T
def(ft)
2 − λ
Z
∂P
 (∇I ◦ f)(s) × f′(s) 
 f′(s) 
ds,
where def(ft) is the log-anisotropy of ft. The term  (∇I ◦ f)(s) × f′(s)  is the component
of the image gradient that is perpendicular to the shape boundary at f(s). We divide this
term by  f′(s)  to make the energy scale invariant. The integral can be broken up into an
integral for each boundary edge in the polygon. This allows us to write the energy function
in the form of equation (1), where the cost for each triangle will be a deformation cost plus
one integral term for each boundary edge that belongs to the triangle.
Note that for a deformation cost def(ft) to be zero, ft must be a similarity transformation.
Thus the global map f has zero deformation cost exactly when it preserves the shape of each
triangle. In this case Theorem 1 implies that the shape of the object does not change and f
must be a global similarity transformation. If each ft is close to a similarity transformation
the global deformation cost will be small. In this case the shape of the object is preserved
locally but the overall shape can change quite a bit. For example, an elongated branch of
a triangulated polygon could twist into a spiral even if each triangle shape does not change
much. Sometimes this is a good property, but other times it could be a problem. Since the
energy function is a sum of costs per triangle we can not explicitly capture relationships
between distant parts of an object. For example we can not enforce symmetries between
diﬀerent branches of a deformable object.
143.3 Algorithm
The matching problem is to ﬁnd a map g:V →R2 with lowest possible energy. The only
approximation we make is to consider a ﬁnite set of possible locations for each polygon
vertex. Let G ⊂ R2 be a grid of locations in the image. For example, each location in the
grid could correspond to an image pixel. Normally we use a coarser grid, with about 60×60
locations independent of the image size. In the discrete setting g maps each vertex vi to a
location li ∈ G. For a polygon with n vertices, the number of diﬀerent such maps is |G|n. Our
matching algorithm ﬁnds an optimal map in time O(n|G|3), which is exponentially better
than just trying all possible maps.
The algorithm uses a technique known as non-serial dynamic programming (see [4] and
[1]). Typical applications of dynamic programming relies on a chain structure. Non-serial
dynamic programming generalizes the standard technique to certain problems deﬁned on
decomposable graphs that do not have large cliques. As described in Section 2, there is a
nice order of elimination for the vertices and triangles of a triangulated simple polygon (a
perfect elimination scheme). The order is such that when eliminating the i-th vertex, it is
in exactly one triangle of the current triangulated polygon. Figure 9 shows a triangulated
polygon with vertices labeled by their order in a perfect elimination scheme. Such an order
can be computed in time linear in the number of polygon vertices using one of the algorithms
in [17]. Note that in general there are several valid elimination orders and the matching
algorithm described here works with any of them.
The algorithm works by sequentially eliminating the vertices and triangles of a triangu-
lated polygon. As an illustration lets consider how we would eliminate v1 when matching
the example in Figure 9 to an image. This vertex is in a single triangle (with v2 and v10),
so its location in the image, g(v1), contributes to a single term in an energy function of the
form in equation (1). Thus we can compute an optimal location for v1 as a function of a
pair of particular locations for v2 and v10. Now the quality of the best location for v1 can
be associated with the placements of v2 and v10. At this point we remove v1 and its triangle
from the model and solve the matching problem for a smaller triangulated polygon. Intu-
itively the energy function is updated so that the cost for the triangle (v1,v2,v10) is taken
into account with the placement of v2 and v10 alone.
Let (v1,...,vn) be a perfect elimination scheme for the vertices of the triangulated poly-
gon. After eliminating v1,...,vi−1, vertex vi is in exactly one triangle, say with nodes vj and
vk. The two nodes vj and vk are the parents of vi, which we indicate by letting p[i].a = j and
p[i].b = k. We compute the cost of the best placement for vi as a function of the locations
for vj and vk. This cost is stored in V [j,k](lj,lk). At this point we can associate the costs
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Figure 9: Perfect elimination scheme for the vertices of a triangulated simple polygon.
in V [j,k] with the placement of vertices vj and vk and forget about vertex vi. When we get
to the last two vertices we can solve for their best locations and trace back to ﬁnd the best
locations of the other vertices, as is typical in dynamic programming. Pseudocode for this
procedure is show in in Algorithm 1.
Algorithm Match(I)
1. for i = 1 to n − 2
2. (∗ Eliminate the i-th vertex ∗)
3. j ← p[i].a
4. k ← p[i].b
5. for each pair of locations lj and lk in G
6. V [j,k](lj,lk) ← minli∈G cijk(li,lj,lk,I) + V [i,j](li,lj) + V [i,k](li,lk)
7. Pick ln−1 and ln minimizing V [n − 1,n] and trace back to obtain the other optimal
locations.
Algorithm 1: Find the best embedding of a shape in an image.
This algorithm runs in O(nm3) time and uses O(nm2) space, where n is the number of
vertices in the polygon and m is the number of possible locations for each vertex. In practice
we can speed up the algorithm by noting that given positions lj and lk for the parents of
the i-th vertex there is a unique similarity transformation taking vj and vk to the respective
locations. This similarity transformation deﬁnes an ideal location for vi. We only need
to consider locations for vi that are near this ideal location, because locations that are far
introduce too much deformation in the model. With this heuristic the running time of the
algorithm is essentially O(nm2).
16Note that in line 7 of the algorithm each entry in V [n−1,n] gives the cost of an optimal
embedding for the deformable shape given particular locations for vn−1 and vn. We can
detect multiple instances of a shape in an image by ﬁnding local minima in V [n − 1,n]. We
simply trace back from each local minima that has value below a ﬁxed threshold.
3.4 Experimental Results
We present experimental results of our matching algorithm on both medical and natural
images. In each case we used a binary picture of the target object to build a triangulated
polygon template. From the binary picture we computed a polygonal approximation of
the object and then computed a Delaunay triangulation of the resulting polygon. For the
matching results shown here we used a grid of 60 × 60 possible locations in the image for
the vertices of the polygon. The matching algorithm took approximately ﬁve minutes when
running on a 1Ghz Pentium III machine.
Figure 10(a) shows a model for the corpus callosum generated from a manually segmented
brain MRI. The best match of the model to several images is shown in Figure 11. Note how
these images have very low contrast, and the shape of the corpus callosum varies considerably
across them. We are able to reliably locate the boundary of the corpus callosum in each
case. The quality of our results is similar to the quality of results obtained using the best
available methods for model based segmentation of medical images (such as [26]). The main
advantage of our method is that it does not require any initialization.
Figure 10(b) shows a model for maple leaves, constructed from a binary silhouette. The
best match of the model to a few images is shown in Figure 12. The leaves in each image are
diﬀerent, and the viewing direction varies. Note how our method can handle the variation
in shape even in the presence of occlusion and clutter. In particular, the last image shows
how we automatically “hallucinate” the location of a large occluded part of the leaf.
Since our models are invariant to similarity transformations we can detect the target
object independent of of its position, scale and orientation. Figure 13(a) demonstrates
detections at very diﬀerent scales. In Figure 13(b) we demonstrate how we can detect
multiple instances of an object in an image. As discussed in the last section we simply
selected local minima in V [n−1,n] with value below a pre-determined threshold to generate
each detection.
To check the performance of our algorithm on inputs with low signal to noise ratio we
corrupted one of the leaf images with random Gaussian noise. Figure 14 shows the corrupted
image with increasing amounts of noise (corresponding to σ = 50, 150 and 250) and the
matching results for each input. We can identify the approximate location of the leaf even
17(a) corpus callosum
(b) maple leaf
Figure 10: Models for the corpus callosum (a) and maple leaves (b) generated from binary
pictures (see text for description).
18Figure 11: Matching the corpus callosum model to diﬀerent images.
19Figure 12: Matching the maple leaf model to diﬀerent images.
when it is barely visible.
Our matching algorithm performs well in situations where local search techniques tend
to fail. To illustrate this we used a public implementation of a local search method known
as active appearance models [34]. Every local search technique depends on initialization,
so we show results of matching using diﬀerent initialization parameters on a ﬁxed image.
Figure 15 illustrates typical results obtained with active appearance models. It is clear
that good initialization parameters are necessary to obtain a good match. This experiment
illustrates the advantage of global methods.
4 Learning Deformable Template Models
Now we consider how to learn a deformable shape model for a class of objects from examples.
Intuitively the learning problem is the following. We are given a number of examples for
the shape of an object, each of which is a polygon on a ﬁxed number of vertices. Moreover,
the vertices of each example are in correspondence with each other. We want to ﬁnd a
triangulated model that can be easily deformed into each of the examples. Each triangle in
the model should have an ideal shape and a parameter that controls how much it is allowed
to deform. Figure 2 illustrates the learning procedure. Each triangle in the model is shown
in its ideal shape, and the triangles are color coded, indicating how much they are allowed
to deform. Below we describe how the shape detection problem can be cast in a statistical
20(a)
(b)
Figure 13: Our models are invariant to similarity transformations so we can detect de-
formable objects at arbitrary scales, positions and orientations (a). Detection of multiple
objects in one image is illustrated in (b).
21Figure 14: Matching to an image corrupted by increasing amounts noise.
Figure 15: Results of a local search method with diﬀerent initialization parameters. The
ﬁrst row shows the initialization and the second row shows the resulting match in each case.
22setting, this allows us to derive the learning procedure in terms of maximum likelihood
estimation.
There are other techniques for learning the typical shape variation among objects in a
population. Our models are unique in that they can characterize objects that deform by large
amounts. Moreover, we concentrate on models that can be used by the eﬃcient matching
algorithm described in the last section.
4.1 Statistical framework
We want to model the shape of a polygon on n vertices. Each instance of the polygon is given
by a n × 2 conﬁguration matrix X where the i-th row gives the location of the i-th polygon
vertex. The deformable object detection problem can be posed in a statistical framework in
the following way. Given an image I, we look for a location for the object that has highest
probability of being its true position. Using Bayes’ law, the optimal location is deﬁned as,
X
∗ = argmax
X
p(X|I) = argmax
X
p(I|X)p(X),
where p(I|X) is normally called the likelihood model, and p(X) is a prior distribution over
conﬁgurations. The likelihood model encodes the image formation process. For example, the
image tends to have high gradient near the object boundary. The prior distribution p(X)
encodes which conﬁgurations the object is likely to assume.
The matching problem from the last section can be cast in this statistical framework,
by considering the energy we were minimizing as the negative logarithm of the posterior,
p(X|I), up to an additive constant. Previously we deﬁned the location of a deformable
template by a map from the vertices of the template to the image plane g:V →R2. In this
setting, the conﬁguration of the object in the image is given by Xi = g(vi). The energy
function we used for the matching experiments was deﬁned in Section 3.2,
E(g,I) =
X
t∈T
def(ft)
2 − λ
Z
∂P
 (∇I ◦ f)(s) × f′(s) 
 f′(s) 
ds.
The ﬁrst term in the energy is a cost for deforming the template, and corresponds to the
negative logarithm of p(X). The second term in the energy encourages the shape boundary to
align with areas in the image with high gradient, and corresponds to the negative logarithm
of p(I|X).
The choice of deformation costs in the energy function above is somewhat arbitrary. The
learning problem we address is to ﬁnd a prior distribution ˆ p(X) that approximates the true
one by observing examples of the object. This will allow us to have more speciﬁc deformation
23models. By restricting ˆ p(X) to a particular form we can use the learned model to detect
shapes in images using our matching algorithm.
4.2 Procrustes Analysis
Before describing our learning technique we review a standard method for estimating the
mean shape and typical variation of landmark data known as generalized Procrustes analysis.
See [12] or [18] for more details.
Say we have a set of random conﬁgurations {X1,...,Xm} obtained from a mean   by a
small perturbation and a similarity transformation, Xi ∼  +ǫi. Assuming the perturbations
are independent and distributed according to a spherical Gaussian distribution a maximum
likelihood estimate of the mean can be obtained as follows,
ˆ   = argmin
||µ||=1
min
Y i∼Xi
m X
i=1
||  − Y
i||
2.
We can eﬃciently compute ˆ   by solving a complex eigenvector problem. The optimal align-
ment, Y i, between each conﬁguration and the mean can also be computed eﬃciently. For
each conﬁguration we deﬁne the Procrustes residuals by Ri = Y i − ˆ  . Detailed analysis of
the residuals can be performed using principal component analysis as discussed in [8]. The
sum of squares of the residuals gives an estimate of the overall shape variability,
RMS(ˆ  ) =
v u u t1
n
m X
i=1
||Ri||2.
One problem with Procrustes analysis comes from the assumption that objects can be
approximately aligned using similarity transformations. In practice this means that these
techniques are useful to model objects that are almost rigid. In the next section we will relax
this assumption using triangulated models.
4.3 Triangulated Models
We represent an object using a 2-tree over its vertices, and assume that the shapes of the
triangles in the model are independent. Theorem 1 implies that this makes sense. Note that
we only assume independence between the shapes of the triangles. Their conﬁgurations are
dependent as certain triangles share vertices.
Recall that our matching algorithm can minimize energy functions that are sums of costs,
one for each triangle in a 2-tree. As discussed above the energy function can be seen as the
24negative logarithm of the posterior distribution p(X|I) ∝ p(I|X)p(X). The assumption that
the shapes of the triangles in the model are independent ensures that the prior, p(X), is in
the right form. At a minimum, the image likelihood, p(I|X), should depend on the boundary
of the object. This implies that the 2-tree we choose for the model should include the edges
corresponding to the object boundary. If we want the likelihood to depend on the interior
of the object we need the 2-tree to be a planar triangulation of each example.
Let {X1,...,Xm} be a set of conﬁgurations for a polygon on n vertices and let T be a
2-tree over the polygon vertices. Our prior over conﬁgurations is given by,
pT(X) =
Y
(vi,vj,vk)∈T
pijk(Xijk),
where Xijk is the sub-conﬁguration of X containing landmarks i, j and k. When T is ﬁxed
we can obtain an estimate for the prior, ˆ pT(X), by using generalized Procrustes analysis
separately for each triangle in the model. That is, ˆ pijk(Xijk) is estimated from the sub-
conﬁgurations {X1
ijk,...,Xm
ijk}. The Procrustes residuals give a measure of how much each
triangle in the model deforms across the diﬀerent examples. Triangles with small residuals
correspond to areas of the model that are almost rigid, while triangles with large residuals
correspond to parts of the model that tend to deform. Note how this procedure does not
assume that the polygons can be accurately aligned to each other using global similarity
transformations. The alignment only needs to be relatively accurate for each set of corre-
sponding triangles in the examples. Intuitively, our models makes sense under an assumption
that objects are locally almost rigid.
Now we consider the case where no 2-tree is given a priori. In this case the choice can
be made using a maximum likelihood principle. Let T be the set of 2-trees that have the
n-cycle (v1,...,vn,v1) as a subgraph. These are the 2-trees that contain the edges in the
object boundary. The following theorem makes it possible to eﬃciently select an optimal
graph.
Theorem 2. Graphs in T correspond to triangulations of a convex n-gon with boundary
vertices sequentially labeled by (v1,...,vn).
Proof. First, if we have a triangulation of a convex n-gon, the boundary edges form the cycle
(v1,...,vn,v1), and we know that any triangulation of a simple polygon is a 2-tree.
Now suppose we have a convex n-gon and a 2-tree T with the special cycle. If n = 3
the 2-tree is a triangle and we are done. We proceed by induction. Let vi be a simplicial
vertex of T. This vertex must be connected to vi−1 and vi+1 by the cycle condition. Since
vi is simplicial, it is not connected to any other vertices, and vi−1 is connected to vi+1.
25Removing vi from T we obtain a 2-tree T ′ over the remaining n − 1 vertices, with the cycle
(v1,...,vi−1,vi+1,...,vn) in T ′. By induction, T ′ is a triangulation of the convex (n − 1)-
gon induced by the remaining vertices. Adding the triangle (vi−1,vi,vi+1) back we obtain a
triangulation of the original convex n-gon.
This correspondence implies that when searching for the graphical structure of the model
we can search over triangulations of a convex n-gon. A well known algorithm (see [9]) can be
used to ﬁnd an optimal triangulation for a convex polygon, where the cost of the triangulation
is a sum of arbitrary costs, one for each triangle. It remains to see that this can be used to
solve our problem, and what the costs for each triangle should be.
The maximum likelihood estimate for the 2-tree deﬁning the model structure is,
ˆ T = argmax
T∈T
m Y
l=1
ˆ pT(X
l) = argmax
T∈T
m Y
l=1
Y
(vi,vj,vk)∈T
ˆ pijk(X
l
ijk),
where ˆ pijk is the maximum likelihood estimate for the shape prior of triangle (vi,vj,vk). By
taking the negative logarithm of this equation we can express the optimal 2-tree as the one
minimizing a sum of costs for each triangle,
ˆ T = argmin
T∈T
X
(vi,vj,vk)∈T
cijk,
where,
cijk = −
m X
l=1
log ˆ pijk(X
l
ijk).
With some algebra we can see that the costs are equal to the log of the root mean square
of the Procrustes residuals up to multiplicative and additive constants. These constants do
not aﬀect the solution for the optimal 2-tree so we can take cijk = logRMS(ˆ  ijk). Because of
the logarithmic dependence on the residuals, the maximum likelihood solution for the model
tends to concentrate all of the variation in shape to as few triangles as possible. The learn-
ing procedure will pick models that are rigid almost everywhere, keeping the deformations
localized.
Recall that we may want to enforce that the learned model yield a planar triangulation
for each input polygon. If this is the case we just need to set cijk = ∞ for each triangle that
is not in the interior of some polygon. The planarity requirement may not be satisﬁable as
not every set of polygons have a common planar triangulation. This would cause the optimal
triangulation with the modiﬁed cijk to have inﬁnite cost.
We do not have to use Procrustes analysis to estimate the shape prior of each triangle in
the model. Whatever form we choose for the prior distribution of a triangle shape, we just
26(a) examples (b) procrustes mean (c) our model
Figure 16: Comparing the procrustes mean and triangulated model for the two input poly-
gons shown in (a). Procrustes analysis breaks down when the samples can not be aligned
using similarity transformations (b), while our model is good (c).
need to be able to estimate ˆ pijk and compute the costs cijk accordingly. Then the optimal
triangulation is selected with the same algorithm. Note that the optimal triangulation may
be diﬀerent for diﬀerent choices of priors. A number of diﬀerent shape priors for landmark
data that could be used here are described in [12].
4.4 Experimental Results
One problem with Procrustes analysis (and active shape models) is the assumption that
objects from a population can be approximately aligned using similarity transformations.
When this assumption breaks, the Procrustes mean shape can be quite bad as shown in
Figure 16. The same ﬁgure shows a model learned with our technique, which only assumes
that the object is locally almost rigid. The mean shape computed by our method is exactly
what we expect from a deformable average of the two objects shown.
We trained a model to capture the shapes of maple leaves. In this case we used 34 example
pictures, each annotated with the location of landmarks corresponding to curvature extrema
along the boundary of the leaves. Some examples of the objects in this data set are shown in
Figure 17(a). To see how well the learned model captures the typical shape variation among
the leaves we can generate random samples from ˆ p(X). Some of the random samples are
shown in Figure 17(b). Note how the shape variation among the samples is similar to the
variability present in the training set.
We also considered a more challenging problem, of modeling the shape of a set of hands.
In this case we used a database with 40 pictures of hands from [35] as the input to the learning
procedure. Each picture is annotated with the location of 56 landmarks along the boundary
of the hand. Some examples of the objects in this data set are shown in Figure 18(a), while
Figure 18(b) shows random samples from the learned prior. The random samples capture
27(a) examples (b) samples
Figure 17: A few of a total of 34 example leaves are shown in (a). Random samples from
the learned model are shown in (b).
the typical shape variability for hands reasonably well, but the prior can not enforce that
the relative lengths and thicknesses of the ﬁngers be perfect because of the assumption that
the shape of each triangle in the model is independent.
5 Conclusion
In this paper we described how triangulated polygons can be used to represent two dimen-
sional shapes. This representation is closely related to the medial axis transform and provides
a natural decomposition of planar shapes into simple parts. The triangles that decompose
a polygon without holes are connected together in a tree structure, and this has important
computational consequences. For example, we have shown how triangulated polygon models
can be used detect non-rigid objects in images. Our detection algorithm eﬃciently computes
a global optimal solution to the deformable template matching problem. We have also con-
sidered the problem of learning accurate non-rigid shape models for a class of objects. Our
learning method computes good models while constraining them to be in the form required
28(a) examples (b) samples
Figure 18: A few of a total of 40 example hands are shown in (a). Random samples from
the learned model are shown in (b).
29by the detection algorithm.
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