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Los procesos de voto electro´nico hacen uso de un gran nu´mero de protocolos crip-
togra´ficos de gran complejidad. La firma digital y, en particular, la firma digital de umbral
es una de las componentes ba´sicas de dichos processos.
Pese a que existe una extensa literatura en lo que se refiere a firma digital a nivel
teo´rico, son pocos los estudios que se ocupan de desarrollar los aspectos pra´cticos de
su uso en los procesos electorales y, a fin de suplir esa carencia, se ha llevado a cabo
un estudio de las posibilidades que ofrece la firma RSA de umbral en los procesos elec-
torales. Esta memoria pretende resumir y estructurar las conclusiones que se derivan de
dicho estudio.
Los objetivos perseguidos en el Trabajo de Final de Master que ha dado lugar a esta
memoria son:
Estudiar el estado del arte en lo referente a firmas RSA de umbral.
Desarrollar un protocolo de firma RSA que sea distribuido y robusto.
Determinar la viabilidad de dicho protocolo y sus prestaciones.
Proponer mejoras de cara a futuras investigaciones en este campo.
La motivacio´n esencial para el uso de firmas RSA en detrimento de otras opciones
basadas en, por ejemplo, el logaritmo discreto, es la mayor disponibilidad de hardware
especializado en la realizacio´n de las operaciones propias de dicho esquema de firma.
Sin embargo, es importante tener en cuenta que es necesario valorar el resto de opcio-
nes, en especial las que hacen uso del logaritmo discreto y del logaritmo el´ıptico, antes
de llevar a cabo la implementacio´n definitiva del esquema de firma.
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0.2. Estado del arte
En general, puede afirmarse que tanto la generacio´n de para´metros RSA como la
firma de umbral RSA son problemas resueltos a nivel teo´rico, si bien los protocolos
propuestos en uno y otro caso presentan serias deficiencias a nivel pra´ctico que se han
procurado solventar en este proyecto.
A continuacio´n se detalla la base teo´rica en la que se basan los protocolos propues-
tos en los capı´tulos siguientes. Dado que hasta el momento todos los artı´culos te´cnicos
tratan ambos problemas por separado, es mejor discutir las propuestas tambie´n por
separado. Sin embargo, es necesario tener en cuenta que las peculiaridades de un pro-
tocolo de firma pueden afectar gravemente al protocolo de generacio´n de para´metros
RSA y viceversa.
Generacio´n distribuida de para´metros RSA
De los dos problemas a tratar, la generacio´n distribuida de para´metros RSA es, sin
duda, el ma´s complicado. Sin ir ma´s lejos, las u´nicas propuestas realizadas hasta el
momento para la generacio´n del mo´dulo RSA N se basan en multiplicar dos nu´meros
aleatorios de gran taman˜o y comprobar a posteriori que ambos son, en efecto, primos.
No es necesario decir que se trata de un me´todo altamente ineficiente y complicado, si
quiere llevarse a cabo de manera segura y robusta.
La generacio´n de la clave privada d a partir de los valores de N y e es un problema
igual de delicado pero mucho menos costoso computacionalmente.
En 1997 Boneh y Franklin [BF97] presentaron un protocolo para generar mo´dulos
RSA de manera distribuida que era seguro contra adversarios pasivos, es decir, aque-
llos que siguen las especificaciones del protocolo pretendiendo obtener informacio´n de
los participantes honestos. Sin embargo, dicho protocolo no protege contra adversa-
rios activos, que son aquellos que no siempre siguen las especificaciones del protocolo.
Ası´ pues, y pese a ser el artı´culo fundamental que permitio´ posteriores avances en esta
materia, la propuesta de Boneh y Franklin no es suficiente segura como para ser usada
en procesos electorales.
En 1998, Frankel, MacKenzie y Yung [FMY98] consiguieron mejorar el protocolo de
Boneh y Franklin para hacerlo seguro frente a adversarios activos. Las mejoras incor-
poradas por estos autores incluı´an te´cnicas de comparticio´n de secretos verificable1, la
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Todas estas mejoras hacen que el protocolo sea robusto y resistente a una minorı´a
de adversarios activos, lo que significa que siempre finalizara´ con e´xito au´n en el caso
de que varios usuarios (menos de la mitad) actuen maliciosamente. Ello se consigue
detectando a los usuarios maliciosos y elimina´ndolos del protocolo para, acto seguido,
reiniciar el sistema.
Lamentablemente estas mejoras tienen un alto coste computacional, que hay que
tener en cuenta a la hora de desarrollar una implementacio´n efectiva del mismo. Con-
cretamente, Frankel et al. aseguran en su artı´culo que el algoritmo, en el mejor de los
casos, tiene un coste 100 veces superior a la versio´n no robusta de Boneh y Franklin,
hacie´ndolo impracticable en el contexto de un proceso de votacio´n electro´nica.
En an˜os posteriores se han presentado nuevas opciones para generar para´metros
RSA de manera distribuida pero ninguna de ellas es plenamente satisfactoria. Algeshei-
mer, Camenish y Shoup [ACS02] propusieron un protocolo que produce mo´dulos RSA
que son producto de dos primos seguros4, requisito necesario para algunos protocolos
de firma pero no para el que finalmente se utiliza en este proyecto. Esta propuesta es
adema´s, algo ma´s ineficiente que la de Frankel et al. de manera que no vale la pena
tenerla en cuenta en nuestro caso.
Finalmente Damga˚rd y Mikkelsen [DM10] presentaron recientemente un protocolo de
generacio´n de para´metros cuya prueba de primalidad finaliza en una ronda, lo cual es
un avance respecto a la propuesta de Frankel et al., que requerı´a unas 80. Lametable-
mente, en las pruebas preliminares que se realizaron en el transcurso de este proyecto
se comprobo´ que a efectos pra´cticos ambos tests eran comparables dado que el test de
primalidad de Miller-Rabin que usan Damga˚rd y Mikkerlsen es mucho ma´s costoso que
el test de Fermat usado por el resto de propuestas.
Firma RSA distribuida
La firma RSA distribuida esta´, sin duda, mucho ma´s desarrollada que la generacio´n
de para´metros. Esto se debe, por un lado, a que resulta mucho ma´s sencillo desarrollar
un protocolo seguro y robusto para realizar firmas, y por otro, a que es habitual que una
tercera parte de confianza genere los para´metros RSA y distribuya los fragmentos de
la clave privada entre los participantes, haciendo innecesario el costoso protocolo de
generacio´n distribuida y dotando de intere´s independiente al protocolo de firma.
La no interactividad es una propiedad siempre deseable en los protocolos distribuidos
para evitar cuellos de botella que congestionen la ejecucio´n de los mismos. Ası´ mismo,
la no interactividad hace inu´tiles ataques que pretendan sabotear el proceso mediante
la ralentizacio´n del protocolo (falta de respuesta, retrasos injustificados, etc...). Es, por
lo tanto, muy deseable que el protocolo escogido sea no interactivo adema´s de robusto.
4p es un primo seguro si es de la forma p = 2q + 1 con q primo.
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Shoup [Sho00] presento´ en el an˜o 2000 un esquema de firma de umbral RSA que es
eficiente, robusto y no interactivo. Hasta ese momento tan so´lo se conocı´an protocolos
que, o bien no eran robustos o bien eran interactivos o bien generaban firmas de taman˜o
excesivo y, por lo tanto, la propuesta de Shoup resulta muy atractiva de cara a su uso
pra´ctico.
Sin embargo, dicho protocolo requiere el uso de un mo´dulo RSA formado por dos pri-
mos seguros y, si bien existen protocolos que nos permiten obtener ese tipo de para´me-
tros de forma distribuida (como por ejemplo el ya mencionado de Algesheimer, Came-
nish y el propio Shoup [ACS02]), son varios los motivos que hacen poco recomendable
su uso. Sin ir ma´s lejos, resulta mucho ma´s costoso dar con un primo seguro que con
un primo normal, cosa que tiene una gran repercusio´n en el nu´mero de iteraciones que
sera´n necesarias para generar los para´metros RSA.
Algo ma´s tarde, Damga˚rd y Koprowski [DK01] presentaron un protocolo de firma
RSA de umbral que podı´a usar un mo´dulo RSA cualquiera. Su propuesta es robusta y
no interactiva como la de Shoup pero basa su seguridad en dos hipo´tesis ad-hoc que, si
bien parecen razonables, es mejor evitar. Adema´s, el mo´dulo RSA que usa este protoco-
lo tiene que cumplir ciertos requisitos que supondrı´an la modificacio´n de los protocolos
de generacio´n de para´metros comentados en el apartado anterior.
Afortunadamente en un artı´culo de Damga˚rd y Dupond [DD05] se propone una nueva
versio´n del protocolo anterior que basa su seguridad en la hipo´tesis RSA esta´ndar y no
impone ninguna condicio´n al mo´dulo RSA usado. Lamentablemente estas mejoras se
hacen a costa de perder la no interactividad del protocolo y por lo tanto tampoco se trata
de una propuesta plenamente satisfactoria.
A pesar de todo, el protocolo de Damga˚rd y Dupond es la mejor opcio´n hasta el mo-
mento y por lo tanto es la que se ha usado como base para este proyecto. En particular,
se han an˜adido las modificaciones necesarias para hacerlo no interactivo a costa de
perder eficiencia cuando se trabaja con muchos usuarios (caso que no se contempla en
este proyecto).
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0.3. Estructura de la memoria
Esta memoria esta´ estructurada de la siguiente manera:
En el capı´tulo 0 se resume el contenido de este proyecto y se presentan los resulta-
dos previos que han dado lugar al mismo. Se explican, adema´s, las convenciones que
se seguira´n a lo largo de toda la memoria.
En el capı´tulo 1 se contextualiza el proyecto en el a´mbito de los procesos de votacio´n
electro´nica mientras que en el capı´tulo 2 se describen las primitivas criptogra´ficas que
conforman la base de los protocolos que se describen en el capı´tulo 3.
Finalmente se dedica el capı´tulo 4 a comentar los resultados obtenidos y a sugerir
posibles mejoras para los protocolos descritos.
Adema´s, se an˜ade un ape´ndice en el que se comentan las bondades del esquema
de comparticio´n de secretos Replicated Integer Secret Sharing a la hora de detectar
participantes que actu´en de manera fraudulenta durante el proceso de firma.
Representacio´n gra´fica de los protocolos
Para expresar con mayor claridad los diferentes protocolos se usara´n diagramas
MSC5 que seguira´n las siguientes convenciones:
Dada la simetrı´a de los protocolos utilizados, todos ellos se representara´n gra´fica-
mente desde el punto de vista del participante i−e´simo. El resto de participantes quedan
representados por un participante gene´rico j, lo que significa que damos por supuesto
que cuando i envı´a un mensaje a j en realidad esta´ enviando un mensaje a todo j me-
diante comunicaciones seguras punto a punto. Por el contrario, cuando i quiera enviar un
mismo mensaje a todos los dema´s participantes lo hara´ a trave´s del canal de broadcast
que inmediatamente lo reenviara´ a todos los participantes (en la figura 1 se representa
este envı´o mediante lineas discontı´nuas pero, en general, estas se omitira´n). Hay ma´s
detalles del canal de comunicacio´n en la seccio´n 2.1.
Los ca´lculos que efectua cada participante se explicitara´n en sus respectivas l´ıneas
de ejecucio´n. Las llamadas a subprotocolos se pueden representar de la manera usual
(mediante una caja de texto) o de manera transparente (explicitando el subprotocolo).
Ası´ mismo se establecera´n puntos de control en base a una condicio´n dada. Si no se
dice lo contrario se sobreentiende que en caso de cumplirse la condicio´n el protocolo
prosigue y en caso de no cumplirse el protocolo se reinicia (con la posible expulsio´n de
algu´n miembro).
Adicionalmente, se an˜adira´ una flecha discontinua, justo despue´s de la condicio´n,
para sen˜alar el punto exacto en el que debe reiniciarse (	) el protocolo.
5Message Sequence Charts [MB01]











mensaje C mensaje C
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¿Condicio´n? → Que´ hacer si se cumple la condicio´n
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Figura 1: Ejemplo de Diagrama MSC
Finalmente, es posible que algu´n usuario malicioso sea expulsado del protocolo. Esto
se representara´ mediante unas aspas que, a efectos pra´cticos, significan el cierre de
todo canal de comunicacio´n (tanto punto a punto como broadcast) con dicho usuario por
parte de todos los dema´s usuarios.
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Capı´tulo 1
Votacio´n electro´nica
Tradicionalmente se asocia la criptografı´a al cifrado y descifrado de mensajes sen-
sibles que quieren mantenerse en secreto. Sin embargo, en la era de las telecomunica-
ciones, la criptografı´a se ha convertido en una herramienta ubı´cua que se encarga de
multitud de aspectos.
Los procesos de voto electro´nico son, sin duda, una de las aplicaciones ma´s com-
pleja y sensible de la criptografı´a. Demostrar que las elecciones se llevan a cabo de
manera justa y equitativa mientras se garantiza la privacidad del votante es una tarea
que requiere herramientas criptogra´ficas de gran complejidad y grandes precauciones
a la hora de usarlas. No en vano se trata de un campo en plena expansio´n y que au´n
genera mucha desconfianza.
A pesar de todo ello, resulta totalmente evidente que el futuro de los procesos elec-
torales pasa por digitalizar dichos procesos, solventando ası´ los problemas logı´sticos
asociados y hacie´ndolos mucho ma´s accesibles al conjunto del electorado. La digita-
lizacio´n de los procesos electorales permitira´, ası´ mismo, alcanzar mayores cotas de
participacio´n ciudadana en la toma de decisiones con la consiguiente mejora de la cali-
dad democra´tica de los paı´ses que adopten dicha medida.
1.1. Requisitos de seguridad
Como ya se ha dicho, los procesos de votacio´n electro´nica son especialmente sensi-
bles desde el punto de vista criptogra´fico y, por lo tanto, es necesario que todo protocolo
relacionado con ellos cumpla los estrictos requisitos de seguridad que se detallan a
continuacio´n:
Autenticidad del votante: Debe garantizarse que tan so´lo votara´n aquellas personas
que tengan derecho a voto y que e´stas no emitira´n ma´s de un voto.
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Privacidad del votante: Debe garantizarse que es imposible relacionar a un votante
con su voto, manteniendo ası´ en secreto la eleccio´n que ha hecho el votante.
Precisio´n en los resultados: Los resultados obtenidos deben reflejar fielmente los vo-
tos emitidos de manera legı´tima, impidiendo que se an˜adan, se borren o se modi-
fiquen votos de manera ilegı´tima.
Privacidad de los resultados intermedios: Debe ser imposible obtener informacio´n al-
guna de las votaciones hasta que no termine todo el proceso para evitar influenciar
a los votantes que au´n no han ejercido su derecho.
Verificabilidad del voto: Cada votante debe poder verificar de forma independiente
que su voto ha sido incluido en el recuento final.
No coaccio´n: Debe ser imposible para un votante demostrar el contenido de su voto
para evitar casos de coaccio´n o compra de votos.
No es en absoluto obvio co´mo pueden compatibilizarse todos estos requisitos y en
muchos casos es necesario hacer uso de herramientas criptogra´ficas sofisticadas a tal
efecto. Es habitual, por ejemplo, hacer uso de computaciones distribuidas para repartir
las responsabilidades y evitar que un u´nico usuario corrupto comprometa la seguridad
del protocolo.
Ası´, un proceso electoral electro´nico podrı´a seguir la siguiente estructura: Los votos
se emiten cifrados con la clave pu´blica de la mesa electoral y firmados con el certifica-
do digital de cada votante (asegurando su privacidad y su autenticidad). Una vez que
los votos llegan a la mesa electoral, que esta´ formada por unas 10 personas aproxi-
madamente, e´sta se encarga de verificar que las firmas corresponden a personas con
derecho a voto para, acto seguido, descifrar cada voto, recontarlos en paralelo y firmar
la lista de votos descifrados1. Este proceso se lleva a cabo de manera distribuida para
que la responsabilidad no recaiga en una u´nica persona y de e´l depende en gran parte
la seguridad de todo el protocolo de voto electro´nico.
En esta memoria se estudia un protocolo para generar firmas digitales de umbral,
que es la estructura de acceso ma´s habitual en este tipo de procesos. En todo momento
se han tenido en cuenta los para´metros habituales de una mesa electoral (10 o menos
usuarios, comunicaciones en red local seguras y fiables, hardware disponible, ...) y las
necesidades propias de un proceso electoral (duracio´n breve, ma´xima seguridad, sin
hacer uso de terceras partes de confianza, ...). Por todo ello se ha optado por una firma
RSA, para la que se disponde de hardware especializado de alta velocidad y se han
adaptado los algoritmos teo´ricos existentes hasta el momento, cambiando algunos pro-
cedimientos por otros que son igual de seguros pero mucho ma´s eficientes en el rango
en el que nos movemos.
1Los protocolos basados en esquemas de cifrado homomo´rficos no requieren descifrar cada voto para
hacer el recuento. Au´n ası´ es frecuente que la mesa electoral firme, de manera conjunta, el resultado.
Capı´tulo 2
Primitivas criptogra´ficas
2.1. Canal de comunicacio´n
A la hora de implementar un protocolo criptogra´fico es necesario hacer alguna supo-
sicio´n respecto al hardware del que dispondra´n tanto los usuarios como los adversarios.
En particular, el canal de comunicacio´n es un punto de especial relevancia en los pro-
tocolos interactivos y por ello es conveniente aclarar aquı´ algunas suposiciones que se
hacen al respecto.
Punto-a-punto
En un protocolo de computacio´n distribuida es frecuente usar comunicaciones se-
guras punto-a-punto entre usuarios. Es decir, asumimos que existe algun tipo de infra-
estructura real o virtual que nos asegura el envı´o de mensajes entre usuarios con las
siguientes propiedades:
Confidencialidad: Tan so´lo el receptor del mensaje sera´ capaz de leer su contenido.
Autenticidad: Nadie puede enviar mensajes en nombre de otra persona.
Integridad: Una vez enviado un mensaje no podra´ ser modificado.
No-Repudio: El autor de un mensaje no puede negar su autorı´a.
Estas propiedades pueden implementarse de manera fı´sica (con hardware auditado
de alta seguridad y conexiones punto a punto) o de manera virtual (con, por ejemplo,
una infraestructura de clave pu´blica que permita cifrar y firmar mensajes). Si bien la pri-
mera opcio´n es, en general, mucho ma´s eficiente, en algunos contextos resulta inviable
por motivos econo´micos (cuando una infraestructura fı´sica no pueda ser reutilizada) o
pra´cticos (cuando los participantes trabajen de manera remota).
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Demoras injustificadas
Adema´s de las propiedades anteriormente citadas es necesario exigir al canal un
tiempo de respuesta acotado y consistente. Es decir, el mensaje debe llegar siempre a
su destino y debe hacerlo en un intervalo de tiempo razonable. Todo ello se exige para
evitar que un participante malicioso pueda afirmar que ha enviado un mensaje que en
realidad no ha enviado o, incluso, detenga el avance del protocolo.
Este u´ltimo punto esta´ muy relacionado con la fiabilidad del hardware usado en el
canal de comunicacio´n y puede gestionarse mediante subrutinas que sen˜alen como
maliciosos a los usuarios que demoren el envı´o de sus mensajes ma´s alla´ de cierto
l´ımite razonable.
No es sencillo establecer un l´ımite a priori para el envı´o de mensajes porque e´ste
depende tanto de la capacidad de ca´lculo de los diferentes participantes como de las
propiedades del canal. Resulta imprescindible pues determinar en cada caso cua´l debe
ser el criterio de deteccio´n de usuarios maliciosos.
Directorio pu´blico y canal de broadcast
Por u´ltimo es necesario fijar nuestra atencio´n en que algunos pasos del protocolo
distribuido de Generacio´n de Pa´rametros RSA (ver seccio´n 3.1) requieren un mecanismo
de broadcast que permita a un usuario enviar, de manera eficiente, un mensaje a todos
los dema´s usuarios con los mismos requisitos exigidos a la comunicacio´n punto-a-punto.
Existen diversos protocolos que resuelven el problema de los Generales Bizantinos
[LSP82], uno de cuyos casos particulares es el broadcast, como por ejemplo el propu-
esto en [BTHR07], pero estos suelen ser bastante ineficientes en general y a efectos
pra´cticos es ma´s u´til utilizar un esquema de directorio pu´blico1 que permite a los usu-
arios publicar mensajes y leer lo que otros han publicado pero no borrar o modificar
ningu´n mensaje (ni siquiera los propios). El directorio pu´blico debe asegurar, ası´ mismo,
la identidad de los autores de los mensajes.
Por u´ltimo, el directorio pu´blico puede servir para obtener informacio´n del exterior.
A la hora de usar un esquema de compromiso (ver seccio´n 2.3) es necesario disponer
de algunos para´metros que debera´n ser calculados por una tercera parte de confianza
(lo que se conoce como Common Reference String Model). No´tese que estos para´me-
tros no permiten a dicha tercera parte obtener informacio´n del protocolo y, por lo tanto,
no ponen en peligro la seguridad del mismo ni entran en conflicto con su naturaleza
distribuida.
1En ingle´s suele usarse la denominacio´n Public Board
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2.2. Comparticio´n de secretos
La comparticio´n de secretos es una primitiva fundamental en el a´mbito de la compu-
tacio´n distribuida. En nuestro protocolo usaremos diversos esquemas de comparticio´n
de secretos en funcio´n de la naturaleza de la informacio´n a compartir y la estructura de
acceso requerida en cada caso.
2.2.1. Estructuras de acceso
Una estructura de acceso, Γ, asociada a un conjunto C = {x1, . . . , xn} es un conjunto
de subconjuntos de C que denominaremos subconjuntos autorizados, Γ ⊂ P(C).
En general, las estructuras de acceso se usan para determinar que´ subconjuntos
de usuarios esta´n autorizados a realizar una determinada accio´n. En el caso particular
de la comparticio´n de secretos la estructura de acceso determina que´ subconjuntos de
usuarios esta´n autorizados a recuperar el secreto si colaboran mutuamente.
Es importante notar que en este a´mbito hablaremos siempre de estructuras de ac-
ceso mono´tonas, que son aquellas tales que si A ∈ Γ y A ⊂ B entonces B ∈ Γ.
Estructuras de acceso de umbral
Las estructuras de acceso de umbral son una familia especialmente importante de
estructuras de acceso mono´tonas. Se definen en funcio´n de un para´metro t y son de la
forma: Γt = {A ⊂ C | #A > t}.
Es decir, todos los subconjuntos de C que contengan al menos t miembros son
subconjuntos autorizados. Esto se suele denominar habitualmente esquema de acceso
t-de-n, siendo n = #C.
Existen dos casos particulares de estructura de acceso de umbral que es necesario
destacar: el esquema dn+12 e-de-n, o mayorı´a simple, y el esquema n-de-n, o unanimidad.
Obse´rvese que en el esquema de mayorı´a simple, se requiere que los subgrupos
autorizados sean estrictamente mayores que n2 . Es, por lo tanto, un esquema o´ptimo pa-
ra protocolos distribuidos que pretendan ser seguros y robustos, permitiendo el ma´ximo
nu´mero de usuarios maliciosos (n − t) sin que la seguridad del mismo se vea compro-
metida (t > n− t).
2.2.2. Comparticio´n de secretos de Shamir
En 1979, Adi Shamir [Sha79] publico´ un me´todo para compartir secretos con una
estructura de acceso del tipo t-de-n que hoy es esta´ndar. Existen, de hecho, numerosas
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adaptaciones de su esquema original y a continuacio´n se detallan las ma´s relevantes
para este proyecto.
El esquema original permite compartir un elemento s de Zq (con q primo) mediante
un polinomio de grado t− 1 de la forma:
p(x) = a0 + a1x+ a2x
2 + · · ·+ at−1x
t−1
con el te´rmino independiente igual al secreto a compartir, a0 = s, y el resto de coeficien-
tes elegidos de manera independiente, aleatoria y uniforme, ai ∈R Zq.
Para compartir el secreto s es necesario que un repartidor de confianza2 genere el
polinomio p(x) y envı´e a cada usuario el par (i, si) donde i es el identificador u´nico de
dicho usuario (tı´picamente: 1, 2, 3, . . . , n) y si = p(i).
Para recuperar el secreto, un subgrupo S de al menos t miembros puede interpolar
el polinomio p(x) a partir de los t pares (i, si) usando interpolacio´n de Lagrange:












Reconstruyendo secretos en el exponente








donde mi = msi = mp(i)
Para el caso particular n-de-n existe un esquema ma´s eficiente que el propuesto por





2En la literatura criptogra´fica suele usarse la denominacio´n inglesa: Trusted Dealer
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Otra de sus ventajas es la capacidad para controlar errores de redondeo a la hora










donde k es un divisor de s y ε ≤ n.
Por todo ello a veces es conveniente usar este esquema cuando se trabaja con una
estructura de acceso n-de-n. A fin de poder pasar de una comparticio´n de secretos del
tipo Shamir a un esquema aditivo se usara´n dos mecanismos de conversio´n: el sum-of-
poly3 y el poly-to-sum4.
Sum-of-poly
Realizando un sum-of-poly es posible transformar un secreto compartido aditivamen-





Cada participante debe generar un polinomio aleatorio pi(x) de grado t − 1 tal que
pi(0) = si y, a continuacio´n, enviar el valor si,j = pi(j) al usuario j−e´simo mediante una
conexio´n segura punto a punto (sin olvidarse de guardar para sı´ el valor si,i).






donde las s′i cumplen la relacio´n s′i = p(i) siendo p(x) un polinomio aleatorio de grado




Es fundamental observar que en este caso no hemos necesitado un repartidor de
confianza para repartir un secreto entre los participantes y que e´ste es, en general, un
3Del Ingle´s: suma de polinomios
4Del Ingle´s: de polinomio a suma
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buen me´todo para generar de manera distribuida un valor s y repartirlo entre un grupo
de usuarios siguiendo un esquema t-de-n tal y como se explica en [GJKR01].
Poly-to-sum
Realizar un poly-to-sum [FGMY97] es mucho ma´s sencillo que realizar un sum-of-
poly dado que para pasar de un esquema Shamir t-de-n a un esquema aditivo basta con
multiplicar cada si por el coeficiente de Lagrange adecuado.
En particular:
s′i = si · λ
C






2.2.3. Shamir sobre los enteros
Hasta ahora se han discutido mecanismos de comparticio´n de secretos pertenecien-
tes al cuerpo finito Zq. Sin embargo, todas estas te´cnicas pueden usarse en Z aplicando
las pequen˜as modificaciones que se explican a continuacio´n.
El principal problema de trabajar en Z es no poder realizar inversos en el exponente.
Para solventarlo es necesario an˜adir, en algunos puntos, un factor ∆(= n!) que nos
asegure que el resultado de todas las divisiones sera´ siempre entero. Hay al menos dos
maneras equivalentes de hacer esto. En [FGMY97] se propone generar los coeficientes








ai ∈R {0,∆, 2∆, 3∆, . . . ,∆
3K2}
donde s se elige en el intervalo [0,K]
En [DD05] se usa un me´todo ligeramente diferente para reconstruir el secreto con un










donde si = p(i) y λSi (x) son los coeficientes de Lagrange habituales.
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Otro problema relacionado con la eleccio´n de los coeficientes de los polinomios (lo
que incluye a0, que es el secreto a compartir) es co´mo conseguir que e´sta sea aleato-
ria y uniforme en Z. Para solucionarlo se elige un intervalo finito (pero suficientemente
grande) sobre el que escogeremos dichos coeficientes. Dicho intervalo dependera´ de
un para´metro de seguridad que marcara´ la distancia estadı´stica entre los coeficientes
de un polinomio p1(x) tal que p1(0) = s y los coeficientes de otro polinomio p2(x) tal que
p2(0) = 0 como se sen˜ala en [DD05].
2.3. Compromisos
La otra primitiva imprescindible para llevar a cabo cualquier computacio´n distribuida
en presencia de adversarios activos es el compromiso de valores.
Un compromiso es una primitiva que impide a un participante malicioso cambiar los
valores con los que esta´ trabajando sin que el resto de participantes lo sepa.
Lanzamientos de monedas virtuales
El ejemplo ma´s comu´n de compromiso es el lanzamiento de moneda virtual o Coin
Flipping. Los participantes i y j quieren elegir un bit b de manera aleatoria y conjunta.
Para ello basta con que cada cual escoja un bit (bi, bj) para, acto seguido, combinarlos
mediante una operacio´n XOR. Si ambos bits se han elegido de manera uniformemente
aleatoria dicha operacio´n garantiza la obtencio´n de un bit que es, ası´ mismo, uniforme-
mente aleatorio.
Sin embargo el participante j podrı´a esperar hasta haber recibido el bit bi y fabricar
entonces un bit bj tal que el resultado final, b, le favorezca. Para evitar esta estrategia
se puede usar una tercera parte de confianza que intercambie los valores de manera
honesta una vez recibidos ambos, pero este nuevo protocolo tan so´lo traslada el proble-
ma de la fiabilidad a un nuevo participante, introduciendo mayor complejidad sin apenas
mejorar la seguridad.
Gracias a los esquemas de compromiso es posible realizar un lanzamiento de mone-
da virtual sin necesidad de una tercera parte de confianza. Para ello se sigue el protocolo
descrito en la figura 2.1.
Si ambos participantes siguen fielmente el protocolo al final del mismo habra´n inter-
cambiado sus respectivos bits aleatorios (Completeness). Mientras que si alguno de los
dos intenta mentir el protocolo deberı´a alertar de ello al otro (Soundness).

















b = bi ⊕ bj b = bi ⊕ bj
msc
Figura 2.1: Lanzamiento de moneda virtual
Para que se cumpla esta u´ltima condicio´n es necesario que el esquema de compro-
miso utilizado tenga dos propiedades ba´sicas:
Hiding Un esquema es hiding si es imposible distinguir entre com(x, r) y com(x′, r) para
todo par de posibles valores, x, x′ y para todo valor aleatorizador r.
Binding Un esquema es binding si, para un par dado (x, r), es imposible encontrar otro
par (x′, r′) tal que x 6= x′ y com(x, r) = com(x′, r′).
La primera propiedad nos asegura que el participante que recibe el compromiso no
puede hacer trampas dado que es imposible para e´l recuperar el valor x. La segunda
nos asegura que el participante que emite el compromiso no puede cambiar el valor
comprometido, x, a posteriori. Es imposible encontrar un esquema de compromiso que
cumpla las dos propiedades de manera ideal dado que si los conjuntos de compromisos
para un valor dado Cx = {com(x, r)}r son disjuntos dos a dos (∀ x 6= x′ Cx ∩ Cx′ = ∅)
entonces bastarı´a con examinar todos los posibles compromisos para distinguirlos entre
sı´ (perdiendo la propiedad de hiding). Si, por el contrario existe alguna interseccio´n,
entonces se pierde la propiedad de binding.
Por todo ello suele hablarse de compromisos que son perfectamente hiding y compu-
tacionalmente binding o de compromisos que son computacionalmente hiding y perfec-
tamente binding. A efectos pra´cticos se trata de una distincio´n poco relevante dado que
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se pueden disen˜ar esquemas de compromiso tales que la probabilidad de e´xito de un
usuario malicioso sea arbitrariamente pequen˜a.
2.3.1. Compromisos de Pedersen
Pedersen introduce en [Ped91] un esquema de compromiso orientado a la Verifi-
cacio´n de Secretos Compartidos que es perfectamente hiding y computacionalmente
binding (asumiendo que el ca´lculo de logaritmos discretos es un problema difı´cil).
En dicho esquema se trabaja con elementos de Zq, que es el subgrupo de Z∗p de
orden q (con p y q primos de gran taman˜o tales que q divide a p− 1).
Concretamente, si g es un generador de Zq y h = gν para algu´n ν ∈ Zq desconocido
tanto por el usuario que genera el compromiso como por el que lo recibe, entonces:
com(x, r) = gxhr mo´d p
donde x es el valor de Zq que queremos comprometer y r es el elemento de Zq que
aleatoriza el resultado.
Dado que g, h y p son pu´blicos, para abrir el compromiso basta con revelar el par (x,
r) y comprobar que, en efecto, com(x, r) = gxhr mo´d p.
Este esquema es interesante por, entre otras propiedades, permitir la verificacio´n de
secretos compartidos (ver seccio´n 2.3.3) gracias a sus propiedades homomo´rficas5.
2.3.2. Compromisos de Damga˚rd–Fujisaki
Tal y como pasa con los esquemas de comparticio´n de secretos (ver seccio´n 2.2.3),
los compromisos de Pedersen tambie´n pueden extenderse para compartir elementos de
Z. Damga˚rd y Fujisaki proponen en [DF02] el me´todo para realizar compromisos que se
describe a continuacio´n:
com(x, r) = gxhr mo´d Nc
dondeNc es un mo´dulo RSA (producto de dos primos de gran taman˜o), g es un elemento
de orden grande de ZNc y h = gν para algu´n ν ∈R [0, 23 logN ] desconocido tanto por el
usuario que genera el compromiso como por el que lo recibe.
Los compromisos de Damga˚rd–Fujisaki conservan muchas de las propiedades u´tiles
de los compromisos de Pedersen siempre que los elementos que intervienen en ellos
(g, h, x, r, . . . ) se elijan en el intervalo adecuado (ver [DF02]).
5Decimos que un esquema de compromiso es homomo´rfico si cumple la relacio´n: com(x+ x′, r + r′) =
com(x, r) · com(x′, r′)
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2.3.3. Verificacio´n de Secretos Compartidos
Como se ha visto en la seccio´n 2.2.2, para compartir un valor a0 podemos usar un
polinomio aleatorio de la forma:
a(x) = a0 + a1x+ a2x
2 + · · · + at−1x
t−1





ak se escoge de manera aleatoria uniforme para todo k, es posible generar los compro-
misos necesarios, α0, . . . , αt−1, para probar que los fragmentos del secreto repartidos a
los dema´s usuarios han sido correctamente calculados.
Ası´ pues, para compartir el valor a0 se enviara´ al jugador j−e´simo el par (a(j), a′(j))
y se publicara´n los compromisos αk = gakha
′
k mo´d p para que cada cual pueda com-








Es preciso observar que los valores αk no ofrecen informacio´n alguna al resto de
usuarios pero sı´ permiten verificar que los elementos a(j) y a′(j) son evaluaciones de
polinomios de grado t− 1.
2.3.4. Pruebas de conocimiento
En la seccio´n 2.3.1 se ha hablado de la posibilidad de abrir un compromiso com(x, r)
enviando los valores x y r al receptor del mismo. Sin embargo, en muchas ocasiones
sera´ necesario demostrar al verificador que poseemos dichos valores sin que e´ste pueda
obtener informacio´n alguna sobre ellos.
A toda prueba de conocimiento se le deben exigir tres propiedades fundamentales:
Completeness Si el usuario dispone de la informacio´n que dice conocer, entonces la
prueba debe ser superada.
Soundness Si el verificador no dispone de la informacio´n que dice conocer, entonces
la prueba no debe superarse.
Conocimiento cero El verificador no puede obtener informacio´n alguna respecto a los
valores que el usuario esta´ poniendo a prueba.
La propiedad de soundness no se cumple de manera absoluta en algunos pruebas
de conocimiento cero. Cuando e´se sea el caso hablaremos del error de soundness, es
decir, la probabilidad de que un usuario engan˜e al verificador.
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Pruebas de conocimiento cero de un valor comprometido
En [DF02] se propone el protocolo descrito en la figura 2.2 para demostrar que, en












d = gyhs mo´d p
d
e
u = y + ex mo´d q






Figura 2.2: Prueba de conocimiento de un valor comprometido
Dicho protocolo consiste en generar un par de valores aleatorios y, s y el correspon-
diente compromiso6 d = gyhs. Acto seguido se usa el valor aleatorio e que ha generado
el verificador para calcular u = y + ex mo´d q y v = s+ er mo´d q.
Una vez que el verificador recibe los valores u y v tan so´lo tiene que comprobar que
guhv = dce.
Pruebas de conocimiento cero de igualdad de logaritmos
Otra prueba de conocimiento cero que se usara´ en el protocolo de generacio´n y firma
RSA distribuida sera´ la que permite a un usuario demostrar que conoce los valores x,
y y z tales que c1 = gxhy y c2 = g˜xh˜z donde c1, c2, g, h, g˜ y h˜ son conocidos pero, no
interesa revelar los exponentes.
6De Pedersen
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La prueba de conocimiento descrita en la figura 2.3 tiene un error de soundness
del 50 %, es decir, en cada prueba, el usuario que quiere demostrar que conoce los
valores x, y y z tiene un 50 % de probabilidades de engan˜ar al verificador. Sin embargo,
repitiendo las pruebas κ veces de manera independiente la probabilidad de engan˜o se
reduce a 2−κ. A efectos pra´cticos con κ = 40 habra´ suficiente.
Cada una de las κ pruebas consiste en generar una tripleta de nu´meros aleatorios












gqkhrk mo´d N ∀k
g˜qk h˜sk mo´d N ∀k
bk
k=1..κ
←−−−−− Lanzamiento de moneda virtual
uk = bkx+ qk
vk = bky + rk
wk = bkz + sk














Figura 2.3: Prueba de conocimiento de igualdad de logaritmos
7Se trata de compromisos de Damga˚rd – Fujisaki
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Acto seguido, ambos participantes realizan un lanzamiento de moneda virtual obte-
niendo ası´ un bit aleatorio b que se usara´ para calcular los valores u = bx+ q, v = by+ r
y w = bz + s.
Finalmente, se envı´an estos tres valores u, v y w al verificador para que compruebe
que se cumplen las relaciones cb1gqhr = guhv y cb2g˜qh˜s = g˜uh˜w.
Si se cumplen ambas relaciones durante las κ iteraciones se considera superada la
prueba de conocimiento.
2.4. Firmas digitales
Es preciso finalizar este apartado de primitivas criptogra´ficas con una breve introduc-
cio´n a los esquemas de firma digital.
La firma digital es una primitiva criptogra´fica que, aplicada sobre un mensaje M ,
debe asegurar las siguientes propiedades:
Autenticidad El receptor del mensaje puede estar seguro de quie´n es el emisor.
No-Repudio El emisor del mensaje no puede negar su autorı´a.
Integridad Un mensaje firmado no puede ser modificado por terceras partes sin que el
receptor se de´ cuenta de ello.
Algunos esquemas de firma digital se basan en una Infraestructura de Clave Pu´blica8
a trave´s de la cual todo usuario puede obtener de manera fiable la clave pu´blica ek de
cualquier otro usuario. La PKI proporciona, adema´s, los algoritmos de cifrado y descifra-
do necesarios (E(·, ek) y D(·, dk) respectivamente). Por u´ltimo, cada usuario dispone de
una clave secreta dk tal que: E(D(m,dk), ek) = m.
Ası´, algunos esquemas elementales de firma digital basados en una PKI aprovechan
las funciones E y D para genenerar una firma del tipo σi(m) = D(m,di), donde di es la
clave privada del usuario i.
Si un usuario j quisiera verificar que el emisor es i y que el mensaje no ha sido ma-
nipulado deberı´a comprobar que m = E(σi(m), ei). Esta verificacio´n puede ser llevada
a cabo por cualquier usuario dado que tanto las funciones E y D como la clave ei son
pu´blicas.
Adema´s, el usuario j puede demostrar ante cualquier otro usuario que ha recibido el
mensaje m simplemente revelando el par (m,σi(m)) para que dicho usuario realice la
misma comprobacio´n (que no depende de j).
8En adelante PKI, del Ingle´s Public Key Infraestructure
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Como puede verse, la seguridad de un esquema de firma depende fuertemente de
que para todo usuario j (con j 6= i) sea imposible generar un par (m,σi(m)) va´lido, que
es una hipo´tesis algo ma´s fuerte que la hipo´tesis esta´ndar de los esquemas de cifrado
de clave pu´blica9.
Con el fin de mejorar su eficiencia, es frecuente combinar los esquemas de firma con
una funcio´n resumen10 H(·). Estas funciones toman una entrada m de taman˜o arbitrario
y devuelven un elemento de un conjunto finito (generalmente un invervalo de Z).
Ası´, para firmar un mensaje m el usuario i calculara´ el valor σi(m) = D(H(m), di) y
para verificar la firma el usuario j comprobara´ que H(m) = E(σi(m), ei).
Esta modificacio´n del protocolo original depende de las hipo´tesis antes mencionadas
y, adema´s, de lo resistente a colisiones que sea la funcio´n resumen. En particular, para
garantizar la integridad y el no-repudio del mensaje firmado es imprescindible que dado
un valor H(m) sea virtualmente imposible encontrar un valor m′ tal que H(m) = H(m′).
2.4.1. Firmas de umbral
En ocasiones se precisa que un determinado grupo de usuarios firmen un documento
de manera conjunta segu´n establezca una determinada estructura de acceso Γ (ver
seccio´n 2.2.1).
Ası´, dado un conjunto C de usuarios, se requiere que cualquier subconjuntoA tal que
A ∈ Γ pueda generar una firma va´lida para un mensaje m dado mientras que cualquier
subconjunto no autorizado sea totalmente incapaz de ello.
Con frecuencia se exige, adema´s, que el taman˜o de la firma obtenida no dependa del
taman˜o de A ni del taman˜o de C. Tambie´n es usual imponer que no se pueda identificar
el subconjunto concreto de usuarios que ha generado la firma (proporcionando ası´ cierto
anonimato) si bien en ocasiones es u´til precisamente lo contrario.
Por u´ltimo, la estructura de acceso ma´s frecuente para las firmas descritas en los
pa´rrafos precedentes es la estructura de umbral (ver seccio´n 2.2.1). Las firmas que
cumplen lo anterior para dicha estructura de acceso se llaman firmas de umbral y son
de gran utilidad en numerosos protocolos criptogra´ficos.
9Dicha hipo´tesis establece que, dado E(m, ei) es imposible recuperar el valor de m pero esto no implica
que no se pueda encontrar un valor m′, probablemente sin sentido, tal que E(m,ei) = E(m′, ei)
10En la literatura criptogra´fica es frecuente referirse a las funciones resumen por su denominacio´n inglesa
Hash fuctions.
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2.4.2. RSA
Antes de dar por finalizada esta introduccio´n a las firmas digitales es preciso dar un
ejemplo de firma digital de uso habitual, la firma RSA.
Los protocolos de firma y cifrado RSA fueron descritos por Ron Rivest, Adi Shamir y
Len Adleman en [RSA78] y au´n hoy constituyen la base de la mayorı´a de protocolos de
clave pu´blica.
Cifrado RSA
Cifrar un mensaje con un esquema RSA consiste, ba´sicamente, en realizar la expo-
nenciacio´n modular:
E(m, e) = me mo´d N
donde m es el mensaje a firmar, e es la clave pu´blica y N es un mo´dulo RSA, es decir,
N = pq con p y q primos y de gran taman˜o (actualmente se usan primos de 1024 bits).
Para descifrar tan so´lo es necesario disponer de d ≡ e−1 mo´d φ(N), donde φ(N) =
(p− 1)(q − 1), y realizar la siguiente exponenciacio´n modular:
D(E(m, e), d) = E(m, e)d mo´d N = med mo´d N = m
No´tese que es necesario que gcd (e, φ(N)) = 1 para que el proceso de cifrado sea
invertible, y que para obtener la clave privada d basta con disponer de φ(N)11, que a
su vez se puede calcular con facilidad a partir de p y q. La seguridad del cifrado RSA
depende, por lo tanto, de la dificultad de la factorizacio´n de enteros de gran taman˜o.
Firma RSA
El proceso de firma es totalmente ana´logo al de cifrado pero intercambiando el uso
de la clave pu´blica y la clave privada. Ası´, para generar una firma RSA del mensaje M
se debe calcular:
Sign(m) = D(m,d) = md mo´d N
y enviar el par (m,Sign(m)) al receptor para que pueda comprobar que, en efecto,
Sign(m)e mo´d N = m.
11La identidad de Bezout establece que existen a, b tales que ae + bφ(N) = gcd (e, φ(N)) y el algoritmo
extendido de Euclides nos permite calcular a y b eficientemente a partir de e y φ(N) obteniendo, a ≡ e−1
mo´d φ(N)
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Firma RSA de umbral
El esquema de firma RSA puede combinarse con el esquema de comparticio´n de
secretos de Shamir para obtener una firma de umbral como las descritas en la sec-
cio´n 2.4.1.
En particular, haciendo uso de la te´cnica de reconstruccio´n en el exponente (ver
seccio´n 2.2.2) podemos realizar la exponenciacio´n modular de la firma RSA con un
exponente compartido mediante un polinomio aleatorio p(x) tal que p(0) = d:






donde σi = mp(i) mo´d N son las firmas parciales y λAi (x) son los coeficientes de La-
grange correspondientes a los participantes que esta´n generando la firma (i ∈ A ∈ Γ).
Ası´ pues, cada participante del conjunto autorizado A genera su firma parcial σi
y la envı´a al encargado de reconstruir la firma, que debera´ combinarlas para obtener
D(m,d).
No´tese que en ningu´n momento se reconstruye expl´ıcitamente la clave secreta d y,
por lo tanto, es imposible falsificar una firma D(m′, d) a partir de las firmas parciales del
mensaje m. Adema´s es necesario que ningu´n usuario conozca p, q o φ(N) ya que de lo
contrario podrı´a calcular d y firmar por su cuenta.
Tambie´n es de vital importancia observar que los elementos en el exponente son de
Zφ(N) y que, al ser φ(N) desconocido para todos los participantes, sera´ necesario usar
te´cnicas especiales (ana´logas a las que se explican en la seccio´n 2.2.3) para calcular
los coeficientes de Lagrange.
Capı´tulo 3
Protocolo robusto para firmas RSA
distribuidas
Una vez vistos los antecedentes (seccio´n 0.2) y explicadas las principales herramien-
tas necesarias (capı´tulo 2) ha llegado la hora de entrar de lleno en el protocolo distribuido
y robusto de firma RSA.
El protocolo descrito a continuacio´n ha sido adaptado a los requisitos especı´ficos de
los procesos de voto eletro´nico (seccio´n 1). En particular se han usado dos hipo´tesis no
esta´ndar, a saber, que el nu´mero de participantes serı´a del orden de la decena y que
habrı´a ma´s de un 50 % de usuarios honestos. Ası´ mismo se ha requerido que tanto la
generacio´n de para´metros RSA como el proceso de firma sean totalmente distribuidos
y que el protocolo sea robusto, es decir, que se necesite la colaboracio´n de mu´ltiples
usuarios para llevarlo a cabo y que ninguna minorı´a maliciosa pueda impedir que el
protocolo termine exitosamente.
Como puede observarse en la figura 3.1, el procolo se divide en dos partes bien
diferenciadas, la Generacio´n distribuida de los para´metros RSA (seccio´n 3.1) y el
proceso de Firma RSA distribuida (seccio´n 3.2). Ambas partes podrı´an ser substitui-
das modularmente por otras que realizasen la misma funcio´n. Es decir podrı´amos usar
otro procolo de generacio´n de para´metros RSA1 siempre que e´ste proporcione a los
usuarios un mo´dulo RSA N , una clave pu´blica e y los fragmentos di correspondientes
a la estructura de acceso usada en la firma distribuida. Ası´ mismo podrı´an usarse los
para´metros generados en la primera parte del protocolo para otros usos menos habitua-
les como, por ejemplo, un esquema en el que se requiera la colaboracio´n de un grupo
de personas para descifrar un mensaje cifrado con la clave pu´blica RSA (N, e).
A continuacio´n se detallan los pasos que sigue cada protocolo y las modificaciones
realizadas respecto a lo descrito en los artı´culos mencionados en la seccio´n 0.2.
1Podrı´amos, por ejemplo, confiar en una tercera parte de confianza, ganando en eficiencia pero perdien-
do la naturaleza distribuida del protocolo a nivel global.
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Canal
Broadcast i j
Generacio´n distribuida de N
¿Problemas? → Acusacio´n y Reiniciar Generacio´n
	
Test de Biprimalidad
¿Problemas? → Acusacio´n y Reiniciar Generacio´n
¿N no va´lido? → Reiniciar Generacio´n
Generacio´n distribuida de d










Figura 3.1: Esquema general del protocolo
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3.1. Generacio´n distribuida de para´metros RSA
La generacio´n de para´metros RSA se basa en el esquema propuesto en [FMY98],
que a su vez se basa en el esquema de [BF97]. Ambas propuestas usan una estructura
en tres partes, a saber, generacio´n y multiplicacio´n distribuida de N , test de biprimalidad
sobre N y generacio´n de los fragmentos de clave secreta di.
3.1.1. Generacio´n distribuida de N
Para obtener los para´metros necesarios para realizar una firma RSA no distribuida
es necesario disponer de informacio´n privilegiada. Concretamente, a partir del par de
primos p, q se pueden obtener N = pq y d ≡ e−1 mo´d (p− 1)(q − 1). Sin embargo, en la
versio´n distribuida no disponemos expl´ıcitamente de dichos valores sino de fragmentos
de dichos valores. Ası´, al principio del protocolo de generacio´n de para´metros RSA,
cada participante generara´ los valores pi y qi que le permitira´n encontrar los para´metros
(N, e, di) con la colaboracio´n del resto de participantes.









sin embargo dichos valores no se reconstruira´n expl´ıcitamente en ningu´n punto del pro-
tocolo (a menos que se detecten irregularidades, momento en el cual quiza´ sea necesa-
rio calcular dichos valores para expulsar a los usuarios maliciosos).
Al generar p y q de manera aditiva en base a unos fragmentos aleatorios escogidos
de manera independiente es relativamente difı´cil conseguir que ambos sean primos. En
concreto, si tenemos en cuentra que en promedio es necesario hacer h pruebas antes
de obtener un nu´mero primo de h bits, es obvio que tardaremos aproximadamente h2
intentos en encontrar un mo´dulo RSA N que sea producto de dos nu´meros primos de h
bits. La idea es calcular N y comprobar su biprimalidad hasta obtener un mo´dulo va´lido.
Para los para´metros que se manejan actualmente en el a´mbito de la votacio´n electro´nica
podemos esperar que este proceso se repita 1,000,000 de veces.
Por motivos que quedara´n claros en la seccio´n 3.1.2 nos interesa que tanto p como
q sean congruentes con 3 mo´d 4. A tal efecto el participante 1 debera´ escoger sus
fragmentos de tal manera que p1 ≡ 3 mo´d 4 y q1 ≡ 3 mo´d 4 mientras que el resto de
participantes deberı´an escoger sus respectivos pi y qi de tal manera que pi ≡ 0 mo´d 4
y qi ≡ 0 mo´d 4. Este requerimiento no afecta de manera significativa a lo explicado en
el pa´rrafo anterior.
Esta parte del protocolo esta´ representada en las figuras 3.2 y 3.3.



































































































































ζi,k ∀k = 0.,2t Zi(j), Z
′
i(j), Ri(j)
ζj,k ∀k = 0.,2t ∀j 6= i Zj(i), Z
′
j(i), Rj(i)
Verificar Compromisos ζj,k → Acusacio´n y Reiniciar Generacio´n
Continua en la siguiente figura...
msc
Figura 3.2: Generacio´n distribuida de N (1 de 2)
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En la primera de ellas pueden verse co´mo cada participante elige sus dos fragmentos
pi y qi de manera aleatoria y uniforme en el intervalo [0,H], donde 2 log2H es el nu´mero
de bits que tiene que tener N .
A continuacio´n genera dos polinomios Pi(x), Qi(x) de grado t cuyos coeficientes se
eligen de manera aleatoria y uniforme en el intervalo [0,∆3H] de manera sean mu´ltiplos
de ∆(= n!) y tales que Pi(0) = ∆2pi yQi(0) = ∆2qi como ya se explico´ en la seccio´n 2.2.
Ası´ mismo se generan unos polinomios auxiliares P ′i (x) y Q′i(x), sin ninguna res-
triccio´n en lo que al te´rmino independiente se refiere, que servira´n para generar los
compromisos αi,k y βi,k respectivamente tal y como se explico´ en la seccio´n 2.3.
El siguiente paso consiste en generar un polinomio aleatorio Zi(x) de grado 2t tal
que Zi(0) = 0 y su correspondiente polinomio auxiliar Z ′i(x) para poder obtener los
compromisos ζi,k.
Finalmente se genera un u´ltimo polinomio aleatorio Ri(x), tambie´n de grado 2t, que
servira´ para aleatorizar los compromisos.
Conforme se generan estos polinomios se envı´a, a cada usuario, su correspondien-







j(i) y Rj(i) para todo valor de j entre 1 y n y, adema´s,
podra´ obtener del canal de broadcast los compromisos αj,k, βj,k y ζj, k para todo valor
de j entre 1 y n y para todo valor de k entre 0 y t (o entre 0 y 2t en el caso de ζj,k).
Con toda esa informacio´n podra´ asegurarse de que, en efecto, todos los valores se
corresponden a evaluaciones de polinomios del grado que toca. En caso contrario se
procederı´a a denunciar pu´blicamente al usuario que haya proporcionado datos erro´neos
y se hara´n pu´blicos los mismos para que cada cual pueda comprobar quie´n miente (si
el acusado o el acusador) y expulsar de comu´n acuerdo al usuario malicioso2.
Una vez recibidos y comprobados todos esos fragmentos, estos se usara´n para ge-
nerar compromisos del polinomio Ni(x) = P (x)Qi(x) + Zi(x), donde P (x) =
∑
k Pi(x).






Zk(j) y se generan los
compromisos Vj,k que se usara´n para comprobar dicho valor.
A continuacio´n se realizara´n pruebas de conocimiento (explicadas en la seccio´n 2.3)









Por u´ltimo, cada participante interpola el valor deN(0) y lo divide por ∆4 para obtener
el mo´dulo RSA N .
2Descartando tanto a acusado como a acusador au´n tenemos una mayorı´a de usuarios honestos de
manera que una simple votacio´n deberı´a ser suficiente para determinar quien miente. Adema´s, cualquiera
que apoye al usuario malicioso en dicha votacio´n puede ser considerado, ası´ mismo, malicioso.







...viene de la figura anterior










Vi,k ∀k = 0..t
Verificar Nk(j) con los Vj,k → Acusacio´n y Reiniciar Generacio´n
Pruebas de conocimiento→ Acusacio´n y Reiniciar Generacio´n
	
N(i) = P (i)Q(i)+Z(i) N(j) = P (j)Q(j)+Z(j)
N(i)
Verificar N(j) con los Vj,k → Acusacio´n y Reiniciar Generacio´n
N(1), . . . , N(n)
Interpolar
−−−−−−−−→ N(0) = ∆2p∆2q
N = N(0)/∆4 N = N(0)/∆4
msc
Figura 3.3: Generacio´n distribuida de N (2 de 2)
En este punto del protocolo hemos obtenido el producto N de dos valores p y q sin
que ningu´n usuario pueda, de manera unilateral, obtener ninguno de los dos valores.
Ası´ mismo, y dado que todos los participantes (y en particular los participantes ho-
nestos) han aportado sus fragmentos pi, qi, podemos estar seguros de que e´stos se
hallan en el rango adecuado.
Ahora queda por comprobar que, efectivamente, tanto p como q son nu´meros primos.
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3.1.2. Test de biprimalidad
Para poder utilizar el mo´dulo N en una firma RSA es necesario que e´ste sea pro-
ducto de dos primos p y q. Por el me´todo de construccio´n utilizado (ver seccio´n 3.1.1)
sabemos que N es, en efecto, producto de dos enteros p y q. Pero dichos nu´meros
se han generado de manera aleatoria con la colaboracio´n de todos los participantes y,
adema´s, no disponemos de los mismos de manera expl´ıcita ası´ que, a priori, no tenemos
ninguna garantı´a de que sean primos.
Para asegurarnos de queN es un mo´dulo va´lido se necesita un test de primalidad. La
propuesta que se presenta a continuacio´n se basa en el test de biprimalidad de Boneh
y Franklin [BF97] que ma´s tarde harı´an robusto Frankel et al. en [FMY98].
Se trata, de hecho, de un test de biprimalidad que comprueba al mismo tiempo la
primalidad de p y q. Dicho test esta´ basado en el test de primalidad de Fermat (ver, por
ejemplo, [DK02]), que, a su vez, tiene su origen en el teorema de Euler, que afirma que
para todo N y para todo g tal que gcd(g,N) = 1 se da la siguiente congruencia:
gφ(N) ≡ 1 mo´d N
El test tan so´lo sirve para valores de N que sean Enteros de Blum, es decir, tales
que N = pq con p ≡ 3 mo´d 4 y q ≡ 3 mo´d 4. Esto ya se ha tenido en cuenta durante
la generacio´n distribuida de N (seccio´n 3.1.1). Se requiere adema´s que el Sı´mbolo de





Una vez se cumplen ambas condiciones ya se puede calcular de manera distribuida













































, que, junto a las congruencias que se acaban
de ver, implica que gφ(N)/4 ≡ ±1 mo´d N .
En caso de que o p o q (o ambos) no sean primos el test puede dar falsos positivos
con probabilidad 1/2. Es decir, si el test da positivo la probabilidad de que N sea un
mo´dulo RSA va´lido es mayor o igual al 50% mientras que si el test da negativo sabremos
que N no es un mo´dulo RSA va´lido3.
Para mejorar la fiabilidad del test podemos repetirlo κ veces de manera independien-
te para obtener una probabilidad de falso positivo menor o igual a 1/2κ.
3La demostracio´n de este hecho y otros detalles interesantes respecto a este test de biprimalidad pueden
hallarse en [BF97].

































Multiplicacio´n Distribuida: z = (∑ ri) (−1 +
∑
(pi + qi)) mo´d N
mcd(z, N)
?
> 1→ N no va´lido, reiniciar Generacio´n
msc
Figura 3.4: Test de Biprimalidad de N
Se recomienda, adema´s, an˜adir un u´ltimo paso que elimina aquellos nu´meros que,
como sucede con los enteros de Carmichael en el test de Fermat esta´ndar, superan
siempre el test pese a no ser va´lidos.
Dichos nu´meros son de la forma N = pq con p = rd11 y q = rd22 , siendo r1 y r2
nu´meros primos y cumpliendo que d1 > 1 y q ≡ 1 mo´d rd1−11 . Los valores de N que
cumplen dichas condiciones siempre superan las primeras iteraciones del test pero son
descartados con esta u´ltima prueba.
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Lamentablemente, este u´ltimo paso descarta tambie´n algunos mo´dulos va´lidos (fal-
sos negativos) pero la probabilidad de obtener dichos mo´dulos es despreciable y, ade-
ma´s, siempre es preferible obtener falsos negativos ya que estos ralentizan el protocolo
pero no afectan a la seguridad mientras que los falsos positivos podrı´an comprometer la
seguridad de la firma.
En la figura 3.4 pueden verse resumidos los pasos del test de biprimalidad.
Para empezar es necesario elegir aleatoriamente un entero g con sı´mbolo de Jacobi( g
N
)
= 1. Esto se puede hacer usando un mismo generador pseudoaleatorio para que
todos los participantes inicialicen con la misma semilla.
A continuacio´n cada participante calcula su fragmento de φ(N) =∑φi(N):
φ1(N) = N − p1 − q1 + 1
φi(N) = −pi − qi
y publica el valor vi = gφi(N)/4 mo´d N .
Para verificar que, en efecto, los valores vi esta´n bien calculados se realizan unas
pruebas de conocimiento4 de igualdad de logaritmo discreto como las descritas en la
seccio´n 2.3.4. En particular se comprueba que los compromisos de pi y qi publicados
durante la generacio´n de N sean coherentes con el valor de vi publicado en este paso.
Por u´ltimo se calcula el valor
∏n
i=1 vi mo´d N . En caso de que este valor sea igual a
1 o −1 declaramos que N es va´lido con probabilidad 1/2. En caso de que sea diferente
de ±1 descartamos N y reiniciamos el protocolo de generacio´n de para´metros RSA.
Como ya se ha explicado antes, este test se repite κ veces para conseguir una fiabi-
lidad de, al menos, 2−κ.
Por u´ltimo, si N supera κ rondas de este test, se realiza un u´ltimo paso que consiste





(pi + qi)) mo´d N usando el mismo protocolo que el que se ha usado en
la seccio´n 3.1.1 para calcular N .
Con el valor z se calcula el ma´ximo comu´n divisor de z y N . Si ambos son copri-
mos declaramos que N es un mo´dulo RSA va´lido. En caso contrario descartamos N y
reiniciamos el proceso de generacio´n de para´metros RSA.
4En adelante PoK del Ingle´s Proof of Knowledge
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Escenario optimista
Las pruebas de conocimiento que hay que realizar en el proceso de generacio´n de
N y en el test de biprimalidad resultan muy costosas. Esto es ası´ dado que no puede
usarse la heurı´stica de Fiat–Shamir [FS86] para evitar la interactividad de las mismas.
Por todo ello es interesante evitar dichos pasos siempre que sea posible.
Usando un generador pseudoaleatorio fiable es posible implementar una variante del
protocolo en el que estas pruebas de conocimiento tan so´lo se realizan en caso de que
se detecte alguna irregularidad.
La idea ba´sica es realizar el protocolo sin pruebas de conocimiento hasta el test de
biprimalidad. En este punto, si el test da negativo se sabe que los fragmentos pi y qi no
valen para nada y, por lo tanto, se pueden publicar para que cada cual compruebe que,
en efecto, o p o q (o ambos) son compuestos. Si ambos fuesen primos algu´n participante
habrı´a mentido y serı´a necesario publicar la semilla del generador pseudoaleatorio uti-
lizada por cada participante para que todos los dema´s comprueben que la informacio´n
publicada por ese participante fue correctamente calculada.
Si llegados al test de biprimalidad resulta que N es aceptado entonces se debe
repetir, usando los mismos valores pi y qi, tanto la multiplicacio´n distribuida de p y q
como el test de biprimalidad realizando, ahora sı´, las pruebas de conocimiento. Si en
esta segunda ejecucio´n del protocolo se detectase alguna irregularidad (el nuevo N no
concuerda con el anterior o es declarado inva´lido en el test de biprimalidad) deberı´amos
revelar los fragmentos de p y q y las semillas aleatorias usadas para que todos los
participantes comprueben quie´n ha mentido.
Con esta versio´n del protocolo, las pruebas de conocimiento, que son el cuello de
botella del protocolo, tan so´lo se realizan en una ocasio´n (cuando N es un mo´dulo
RSA va´lido) en vez de realizarse cada vez que se genera un candidato a mo´dulo RSA
(del orden de 106 veces para primos de 1024 bits). En las otras ocasiones, aquellas en
las que el mo´dulo generado no es va´lido y que por lo tanto no es necesario mantener
los para´metros privados en secreto, cada jugador puede comprobar que el resto ha
calculado correctamente los valores que ha ido publicando de manera ası´ncrona y con
un coste mucho menor del que suponen las pruebas de conocimiento.
Como ya se ha dicho, tambie´n es posible que se deban ejecutar las pruebas de
conocimiento si algu´n jugador miente y consigue que un valor de N no va´lido pase
el test de biprimalidad en la primera ejecucio´n, pero dado que cada vez que esto pase
eliminaremos, al menos, a un participante malicioso, esta situacio´n tan so´lo se dara´ unas
n/2 veces.
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3.1.3. Generacio´n distribuida de d
El u´ltimo paso que es necesario realizar antes de poder firmar mensajes usando el
mo´dulo RSA que tanto ha costado encontrar es el proceso de generacio´n de las claves
pu´blica y privada (e y d respectivamente).
La clave pu´blica e servira´ para verificar la firma. De hecho, para verificar que una de-
terminada firma σ = Sign(m) es correcta basta con realizar la exponenciacio´n modular:
m′ = σe mo´d N
y comprobar que m′ = m.
En general tenemos cierta libertad a la hora de escoger e y la u´nica condicio´n que
impondremos sera´ que sea un nu´mero primo suficientemente grande (de ma´s de 16
bits).
En realidad tambie´n es necesario que e y φ(N) = (p− 1)(q− 1) sean coprimos, pero
resulta difı´cil comprobar tal extremo dado que no disponemos expl´ıcitamente del valor de
φ(N)5. De hecho es imprescindible mantener φ(N) en secreto dado que, de lo contrario,
cualquiera podrı´a encontrar la clave privada d y firmar mensajes de manera unilateral.
Una vez fijada una clave pu´blica e es necesario generar la clave pivada d que se
corresponde con esta. Concretamente buscamos una d tal que:
d ≡ e−1 mo´d φ(N)
Para ello se seguira´ el protocolo propuesto en [BF97] y mejorado en [FMY98].
Dicho protocolo calcula la clave pu´blica d a partir de los valores pi y qi que los parti-
cipantes han usado en la generacio´n de N adema´s del propio valor de N (que ahora es
ya pu´blico) y del valor de e.
Lo primero que se debe hacer es calcular de manera distribuida ψ = r · φ(N) mo´d e
usando el protocolo de multiplicacio´n distribuida descrito en la seccio´n 3.1.1. Esto puede
llevarse a cabo dado que los participantes disponen de fragmentos aditivos de r y φ(N).
En dicha multiplicacio´n distribuida se comprobara´, mediante unas pruebas de cono-
cimiento de igualdad de logaritmo discreto (seccio´n 2.3.4) que el valor de φ(N) usado en
este paso es coherente con los compromisos publicados por cada participante durante
la generacio´n de N .
5En su lugar, lo que se puede comprobar con facilidad es que ψ = r ·φ(N) sea invertible mo´dulo e donde
r es un valor aleatorio que se genera de manera distribuida (cada participante elige un ri y se trabaja con
el valor implı´cito r =
∑
ri). De esta manera es posible que ψ y e no sean coprimos por culpa de r y, en
consecuencia, es razonable probar diversos valores de r antes de descartar una clave pu´blica (descartar
φ(N) no es una opcio´n dado que implicarı´a reiniciar el costoso proceso de generacio´n de N ).

















PoK: φ(N) esta´ bien calculada
mcd(ψ, e)
?
= 1→ ψ no va´lido, generar otro
	
Zi = −riψ−1 mo´d e Zj = −rjψ−1 mo´d e





PoK: φ(N) esta´ bien calculada
PoK: Estamos usando la misma ri
Poly-to-sum: Di
poly−to−sum








Figura 3.5: Generacio´n de los fragmentos de d
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A continuacio´n se reconstruira´ y se hara´ pu´blico el valor de ψ para que cada partici-
pante pueda calcular Zi = −ri · ψ−1 mo´d e. En caso de que ψ no sea invertible mo´dulo
e es necesario reiniciar el protocolo de generacio´n de d con nuevos valores de ri. Si
despue´s de probar varios valores de r no se ha obtenido un ψ invertible es probable que
φ(N) sea mu´ltiplo de e y sera´ necesario buscar un nuevo valor de e antes de proseguir.
Con los valores Zi los participantes realizan una segunda multiplicacio´n distribuida
para obtener fragmentos de T =
∑
Zi · φ(N) mo´d e. En dicha multiplicacio´n distribuida
se realizan dos pruebas de conocimiento para verificar que tanto los fragmentos de r co-
mo los fragmentos de φ(N) usados son coherentes con los usados en pasos anteriores.
No´tese que T + 1 ≡ 0 mo´d e y T + 1 ≡ 1 mo´d φ(N) de manera que T + 1 = ee−1
mo´d φ(N) y tan so´lo tenemos que realizar una divisio´n para encontrar el valor de la clave
privada que buscamos.
Los fragmentos Ti + 1 ocultan el secreto T + 1 mediante un esquema polino´mico
de Shamir, que es co´mo deseamos obtener la clave privada d. Sin embargo es mucho
ma´s sencillo realizar la divisio´n anteriormente citada si los fragmentos son aditivos. Para
ello se usa la transformacio´n Poly-to-sum explicada en la seccio´n 2.2.2 para obtener
fragmentos aditivos Di de d · e mo´d φ(N), se divide cada uno de dichos fragmentos por
e sin tener en cuenta el resto de dicha divisio´n. Para corregir los errores derivados de no
tener en cuenta dicho resto se realiza un proceso de rectificado que consiste en firmar
un mensaje m carente de siginificado de la siguiente manera:
Cada participante calcula y publica σi = mDi/e mo´d N . Todos los participantes cal-
culan σ =
∏
i σi mo´d N . Si no se hubiesen cometido errores de redondeo sucederı´a
que m = σe mo´d N ya que σ = m
∑
Di/e mo´d N = mde/e mo´d N .
En caso de que σ no sea una firma va´lida de m el error cometido sera´ pequen˜o
(menor que n) y podra´ corregirse por ensayo y error. Para ello basta con multiplicar σ
por m o por m−1 hasta obtener una firma va´lida. Sea ε el nu´mero de veces que se ha
multiplicado σ por m en su rectificado, entonces basta con que uno de los participantes
(por ejemplo el participante nu´mero 1) sume dicho valor (que puede ser negativo) a su
fragmento de la clave privada Di.
Por u´ltimo debe restablecerse el esquema de Shamir realizando un Sum-of-poly co-
mo se ha explicado en la seccio´n 2.2.2. En este punto del protocolo los participantes
disponen de los para´metros pu´blicos N y e y de fragmentos polino´micos di de la clave
privada d.
En te´rminos de eficiencia e´sta es una parte poco siginificativa del protocolo. Hay que
tener en cuenta que, pese a requerir dos multiplicaciones distribuidas y tres pruebas de
conocimiento (que son muy costosas y altamente interactivas), la generacion de la clave
privada d tan so´lo se ejecuta una vez mientras que en la generacio´n de N se esperan
varios miles de iteraciones.
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3.2. Firma distribuida
El objetivo fundamental de este proyecto es la consecucio´n de un protocolo de firma
distribuida. A tal efecto, se han generado los para´metros RSA necesarios para la realiza-
cio´n de la firma RSA distribuida y podemos asumir en este punto que los n participantes
disponen de fragmentos de la clave privada d que permiten reconstruir e´sta en virtud
de alguna estrucutra de acceso (tı´picamente una estructura de acceso de umbral t-de-n
como las descritas en la seccio´n 2.2.1).
El protocolo de firma distribuida que se propone a continuacio´n sigue, fundamental-
mente, lo establecido en [DD05]. La principal diferencia entre ambos protocolos esta´ en
la interactividad de los mismos. Mientras que la propuesta de Damga˚rd y Dupont re-
quiere la realizacio´n de pruebas de conocimiento interactivas, en el protocolo propuesto
en esta memoria se eliminan dichas pruebas y se consigue una firma RSA distribuida
totalmente no-interactiva.
A continuacio´n se ofrece un esquema general del protocolo, se explican detallada-
mente las dos partes del mismo (Generacio´n de la firma parcial y Reconstruccio´n de la
firma) y se justifican los cambios introducidos.
3.2.1. Generacio´n de la firma parcial
Un protocolo de firma de umbral (ver seccio´n 2.4.1) suele componerse de dos sub-
protocolos. En el primero los participantes generan una firma parcial mi del mensaje
mientras que en el segundo se combinan dichas firmas parciales para obtener una firma
va´lida del mensaje Sign(m).
Las firmas parciales no deben revelar informacio´n alguna respecto a la clave privada
ni deben permitir que ningu´n subconjunto no-autorizado de usuarios sea capaz de re-
construir la firma total. De hecho, las firmas parciales se realizan con la finalidad de que
en ningu´n momento sea reconstruida la clave privada d, de manera que para firmar cada
mensaje sea necesaria la colaboracio´n de un subconjunto autorizado de usuarios6.
En el protocolo propuesto en la figura 3.6 puede comprobarse que los participantes
reciben un mensaje m y se limitan a calcular mi = m2∆di (donde di es su fragmento de
la clave privada d) y enviar dicha firma parcial al reconstructor.
Este procedimiento puede hacerse de manera totalmente independiente y ası´ncrona
gracias a haber eliminado las pruebas de conocimiento que proponian Damga˚rd y Du-
pond en su artı´culo. La eliminacio´n de dichas pruebas no hace menos seguro ni menos
robusto el protocolo aquı´ presentado dado que la u´nica finalidad de e´stas era reducir el
6Nos podrı´amos limitar a reconstruir la clave d y generar la firma md, que es un protocolo mucho ma´s
sencillo, pero en ese caso, aquel que obtuviera el valor de d podrı´a generar cualquier firma sin la participa-
cio´n del resto de usuarios, que es algo que queremos evitar.
































Figura 3.6: Protocolo de firma distribuida
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nu´mero de reconstrucciones que es necesario realizar antes de obtener una firma va´li-
da, a una constante independiente del nu´mero de participantes. En la siguiente seccio´n
se explica por que´ podemos obviar dichas pruebas sin poner en riesgo la robustez del
protocolo y co´mo, de hecho, se mejora la eficiencia del protocolo con esta medida.
3.2.2. Reconstruccio´n de la firma
La reconstruccio´n de la firma RSA distribuida puede llevarse a cabo por cualquier
participante e, incluso, puede ser delegada en terceros sin que esto comprometa la
seguridad del protocolo dado que es imposible obtener informacio´n alguna de la clave
secreta a partir de las firmas parciales.
Para obtener una firma Sign(m) a partir de las firmas parciales σ1, . . . , σn es nece-
sario escoger, de manera aleatoria y uniforme, un subgrupo de t participantes S ∈ Γt.







donde ∆ = n!.







Si todas las firmas parciales σi han sido calculadas correctamente podemos asumir
que ω = m4∆2d mo´d N . Ahora bien, la firma que deseamos obtener es de la forma md
mo´d N y por lo tanto au´n tenemos que realizar los siguientes pasos.
Primero usamos el algoritmo de Euclides extendido para encontrar un par de valores
a, b tales que a·4∆2+b·e = 1. No´tese que esto tan so´lo puede hacerse siMCD(4∆2, e) =
1 pero dado que estamos trabajando con un nu´mero pequen˜o de participantes (n ≈ 10)
y que es habitual escoger como clave pu´blica e un nu´mero primo de ma´s de 16 bits, este
requerimiento se cumple de manera automa´tica.
Ahora sı´, estamos en condiciones de obtener una firma global de m:
σ = ωamb mo´d N = ma4∆
2dmb mo´d N
De nuevo, si todas las firmas parciales usadas en esta reconstruccio´n han sido co-
rrectamente calculadas es obvio que:
σe mo´d N = ma4∆
2de+be mo´d N = ma4∆
2+be mo´d N
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y por lo tanto ya hemos obtenido la firma global deseada. Sin embargo, es posible que en
S haya algu´n usuario malicioso que haya mentido y por lo tanto es necesario comprobar
que, efectivamente σe = m mo´d N . En caso de que no se cumpla la anterior relacio´n el
protocolo de reconstruccio´n debe reiniciarse con un nuevo subgrupo de usuarios.
Como usamos la hipo´tesis de que hay, al menos, t usuarios que actu´an hones-
tamente es obvio que en algu´n momento conseguiremos la firma que estamos bus-
cando. Lamentablemente, el nu´mero de reconstrucciones que sera´ necesario realizar
en el caso peor crece exponencialmente. Concretamente puede ser necesario realizar(n
t
)
= n!t!(n−t)! , que para n = 11 y t = 6 es igual a 210.
Si bien lo expuesto en el pa´rrafo anterior puede ser inaceptable en general, en el
escenario particular al que se orienta este protocolo es, de hecho, ma´s eficiente que
la alternativa. En [DD05] se usan pruebas de conocimiento para reducir el nu´mero de
reconstrucciones esperadas a un nu´mero constante que no depende de n ni de t. No
obstante dichas pruebas de conocimiento son necesariamente interactivas y adema´s
tienen un gran coste computacional.
Ası´, si comparamos el volumen de ca´lculos que debe realizar el reconstructor en un
caso y en otro, obtenemos que con pruebas de conocimiento se realizan del orden de
unas 4096n log2(3t





. Es obvio que la segunda opcio´n se vuelve inviable para valores grandes de n
pero en el rango en el que nos movemos parece razonable usarla si, adema´s, ganamos
la no interactividad con ello.
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La figura 3.7 nos permite observar que el me´todo propuesto en esta memoria es
mucho ma´s eficiente en el rango en el que se movera´n los para´metros en el escenario
de votaciones electro´nicas (ver seccio´n 1).
Adema´s, en caso de que todos los participantes se comporten de manera honesta
estarı´amos hablando de una mejora de hasta 5 o´rdenes de magnitud si se omiten las
pruebas de conocimiento. Este es, de hecho, el caso ma´s frecuente y el que, con di-
ferencia, dominara´ el co´mputo global de tiempo de ejecucio´n dado que cada vez que
un usuario actu´a de manera il´ıcita el protocolo es capaz de detectarlo y expulsarlo. En
consecuencia, podemos esperar un comportamiento honesto la mayor parte del tiempo
y tal suposicio´n esta´ en concordancia con el me´todo aquı´ propuesto.
Es importante notar que obviar las pruebas de conocimiento no nos impide detectar
y expulsar a los usuarios que mientan a la hora de realizar sus firmas parciales7. En
efecto, una vez obtenida una firma va´lida, realizando tan so´lo n − t reconstrucciones
ma´s, podemos verificar las firmas parciales de todos los usuarios.
El subgrupo de usuarios S que ha permitido reconstruir la firma global esta´ formado,
obviamente, por t usuarios honestos. Por otra parte, para comprobar las firmas parciales
de cada uno de los restantes n−t usuarios tan so´lo es necesario reconstruir la firma con
las firmas parciales de t − 1 usuarios de S y la firma parcial del usuario que queramos
poner a prueba. Si esta nueva reconstruccio´n es ası´ mismo una firma global va´lida8
sabremos que el nuevo usuario no ha mentido mientras que si el resultado no es va´lido
sabremos que el usuario es malicioso y podremos expulsarlo.
7Esta es la otra funcio´n que tienen las pruebas de conocimiento en [DD05].
8De hecho es suficiente con comparar la ω generada por S y la ω˜ generada por el nuevo subgrupo.
Capı´tulo 4
Conclusiones
Tras estudiar las diferentes propuestas teo´ricas, seleccionar las ma´s adecuadas e
implementarlas an˜adiendo las modificaciones necesarias para mejorar su rendimiento
en el contexto para el que se ha realizado esta investigacio´n, es hora de repasar los
resultados obtenidos tanto a nivel teo´rico como a nivel pra´ctico.
4.1. Resultados Teo´ricos
Si bien es cierto que a nivel teo´rico el problema de generar los para´metros y las
firmas RSA de manera distribuida se daba por resuelto, no es menos cierto que en la
literatura te´cnica se presta poca atencio´n a la implementacio´n pra´ctica de los protocolos,
descuidando ası´ la eficiencia de los mismos.
Tambie´n es cierto que las propuestas presentadas hasta el momento no se centraban
en un escenario concreto y, bien al contrario, pretendı´an abarcar un amplio rango de
aplicacio´n, cosa que, de nuevo, mermaba su eficiencia.
A nivel teo´rico los principales resultados obtenidos durante este proyecto son:
Se ha disen˜ado un protocolo integrado de generacio´n de para´metros RSA y firma
RSA distribuida orientado a procesos electorales.
Dicho protocolo no hace uso de terceras partes de confianza ni de hipo´tesis no
esta´ndar.
Dicho protocolo es robusto, seguro y completamente distribuido (siguiendo una
estructura de acceso de umbral o´ptima1)
1En este caso se entiende por o´ptima aquella que admite el ma´ximo nu´mero de usuarios maliciosos, en
particular cualquier minorı´a.
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Dicho protocolo es suficientemente eficiente como para ser usado en el contexto
para el que ha sido disen˜ado usando hardware esta´ndar.
4.2. Resultados Empı´ricos
Los resultados empı´ricos se han obtenido midiendo el tiempo que dedica a ejecutar
el protocolo cada uno de los usuarios. A tal efecto se ha implentado el protocolo en Java
y se han usado varios ordenadores en red local para simular los diferentes usuarios (y
el Canal de Broadcast, como ya se explico´ en la seccio´n 2.1).
Generacio´n de para´metros RSA
En lo que se refiere a la generacio´n de para´metros RSA el dato que hay que tener
en cuenta es el tiempo que tarda en ejecutarse una ronda consistente en la generacio´n
distribuida de N (ver seccio´n 3.1.1) y el test de biprimalidad (ver seccio´n 3.1.2). Esto es
ası´ dado que la tercera parte del protocolo, que es la generacio´n de las claves e y d (ver
seccio´n 3.1.3), se ejecuta tan so´lo una vez y equivale, aproximadamente a un par de
dichas rondas.
Tiempo por ronda (ms.)





Tabla 4.1: Generacio´n de para´metros RSA con 3 usuarios
Los resultados obtenidos no son malos a pesar de que la implementacio´n con la que
se obtubieron dichos resultados no ha sido optimizada (pues se trataba de un prototipo)
ni se ha usado en las pruebas hardware especializado.
Es de esperar que una implementacio´n plenamente optimizada y, sobretodo, una
red local que permita gestionar las conexiones con mayor rapidez puedan mejorarse los
tiempos descritos en la tabla 4.1. En este sentido, cabe citar los resultados publicados
por Malkin, Wu y Boneh, [MWB99] quienes consiguieron generar para´metros RSA de
2048 bits en poco ma´s de 18 minutos usando una versio´n muy optimizada del protocolo
no robusto de Boneh y Franklin.
Por otra parte, es fundamental recordar que dado que se trata de un algoritmo pro-
babil´ıstico del tipo Las Vegas no podemos predecir de antemano el nu´mero de rondas
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que se necesitara´n para obtener la respuesta correcta (que en este caso es un juego de
para´metros RSA).
A pesar de ello, como el e´xito del programa tan so´lo depende de la capacidad de e´ste
para encontrar una pareja de nu´meros primos de una determinada longitud podemos
hacer estimaciones en funcio´n de resultados bien conocidos respecto a la densidad de
los nu´meros primos en un determinado rango.
Ası´, si deseamos obtener un mo´dulo RSA de taman˜o 2κ (que sea producto de dos
nu´meros primos de κ bits) el protocolo aquı´ presentado hara´, de media, κ2 rondas antes
de finalizar.
Afortunadamente, con las mejoras introducidas en la seccio´n 3.1.2 podemos suponer
que todas esas rondas (a excepcio´n de la u´ltima) se ejecutara´n en tiempos comparables
a los obtenidos con la versio´n no robusta del protocolo.
Firma Distribuida
En lo referente a la firma RSA (ver seccio´n 3.2) los tiempos varı´an mucho en funcio´n
de si se usa el me´todo interactivo o el me´todo no interactivo.
Parado´jicamente, el me´todo no interactivo es mucho ma´s ra´pido que el interactivo
debido a que las pruebas se hicieron con pocos usuarios (que es el escenario para el
que se disen˜o esa versio´n del protocolo). Para entender mejor los detalles de ambas
versiones del protocolo es necesario remitirse a la seccio´n 3.2.2 (la figura 3.7 es espe-
cialmente reveladora).
Tiempo por mensaje firmado (ms.)
Taman˜o de N (bits) No Interactivo Interactivo
256 ∼ 0 2350
512 ∼ 0 3650
1024 258 10850
2048 1040 59700
Tabla 4.2: Firma RSA con 3 usuarios
En cualquier caso, el proceso de firma es mucho ma´s sencillo que el proceso de
generacio´n de para´metros y, adema´s, si se usa la versio´n no interactiva del protocolo,
es posible delegar la reconstruccio´n de la firma (ver seccio´n 3.2.2) en terceras partes
mientras los usuarios se dedican, exclusivamente, a realizar las firmas parciales (ver
seccio´n 3.2.1). El proceso podrı´a, incluso, realizarse en diferido y tan so´lo en caso de
que se detectasen irregularidades en el recuento de votos (ver seccio´n 1).
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4.3. Posibles mejoras
A lo largo de esta memoria se han propuesto diversas mejoras sobre los protocolos
de Frankel et al. [FMY98] y Damga˚rd et al. [DD05]. En particular, cabe destacar el uso
del escenario optimista en el protocolo de generacio´n (ver seccio´n 3.1.2) y la eliminacio´n
de las pruebas de conocimiento del protocolo de firma (ver seccio´n 3.2.2). Ambas me-
joras han sido tenidas en cuenta a la hora de presentar los resultados empı´ricos y han
demostrado ser fundamentales para la aplicacio´n pra´ctica del protocolo de generacio´n y
firma RSA.
Por otra parte hay una serie de mejoras que no se han implementado pero que
parecen interesantes de cara a optimizar el rendimiento o a proporcionar una mayor
flexibilidad en su uso. En particular, el uso del Replicated Integer Secret Sharing, tal y
como se describe en el ape´ndice A, permite implementar otras estructuras de acceso
mono´tonas mejorando incluso el rendimiento del proceso de firma.
En lo que se refiere a optimizar la generacio´n de para´metros, que es, sin duda, el
proceso ma´s costoso de este protocolo, es interesante estudiar las mejoras introduci-
das por Malkin, Wu y Boneh en el protocolo no robusto de Boneh y Franklin. Segu´n
afirman en su artı´culo, [MWB99], las mejoras ma´s significativas que pueden aplicarse
a la generacio´n distribuida de para´metros RSA pasan por realizar test de divisibilidad
sobre N antes de aplicarle el test de biprimalidad y por paralelizar el procedimiento en
sı´ para aprovechar la capacidad computacional de los participantes que ahora se pierde
mientras esperan la respuesta del resto de usuarios.
La primera mejora es obvia y fa´cil de implementar. Basta con que cada participante
compruebe por su cuenta la divisibilidad de N por cierto nu´mero de primos de pequen˜o
taman˜o para eliminar ra´pidamente aquellos N que tengan factores pequen˜os y, en con-
secuencia, no sean va´lidos.
Otra manera de eliminar de antemano los mo´dulos RSA con factores pequen˜os es
asegurarse de que ni p ni q son divisibles por primos de pequen˜o taman˜o. Lamentable-
mente ambos nu´meros esta´n distribuidos y resulta fundamental para la seguridad del
protocolo que permanezcan en secreto. Afortunadamente hay procedimientos, como el
descrito en la seccio´n 4,1 de [MWB99], que permiten que cada participante genere sus
fragmentos de p y q de manera que el resultado no sea divisible por primos de pequen˜o
taman˜o sin que de ello pueda deducirse informacio´n alguna sobre ambos nu´meros.
Finalmente, resulta u´til que cada participante ejecute en paralelo varias copias del
protocolo de generacio´n de para´metros RSA de manera que se aprovechen los tiempos
de espera entre que se envı´a un mensaje y se reciben los mensajes del resto de parti-
cipantes. Esta mejora se basa en el hecho de que el cuello de botella del protocolo son
las comunicaciones y no los ca´lculos. Malkin et al. comprobaron empı´ricamente que 6
ejecuciones en paralelo consiguen reducir a un tercio el tiempo necesario para obtener
los para´metros.
Ape´ndice A
Replicated Integer Secret Sharing
A la hora de repartir la clave privada en un protocolo de firma de umbral es frecuente
utilizar el esquema de comparticio´n de secretos de Shamir (ver seccio´n 2.2.2) o alguna
de sus variantes (ver seccio´n 2.2.3). Sin embargo, el de Shamir no es el u´nico esquema
de comparticio´n de secretos que permite implementar una estructura de acceso de um-
bral (ver seccio´n 2.2.1). A continuacio´n se exponen las ventajas del esquema Replicated
Integer Secret Sharing1 en el contexto de las firmas de umbral en presencia de usuarios
maliciosos.
A.1. Introduccio´n
El RISS es un esquema de comparticio´n de secretos muy flexible pero, en general,
poco eficiente. En particular, se pueden implementar con dicho esquema todas las es-
tructuras de acceso mono´tonas (ver seccio´n 2.2.1) pero el nu´mero de fragmentos que
cada usuario tendra´ que guardar (y, en consecuencia, el nu´mero de firmas parciales que
debera´ realizar) es mucho mayor que en el caso del esquema de Shamir.
En particular, sea C = {1, 2, . . . , n} el conjunto de usuarios entre los que se quiere
compartir un secreto s y sea Γ el conjunto de subconjuntos de C que pueden reconstruir
el secreto, definimos Γ como aquellos subconjuntos de C que no esta´n autorizados a
reconstruir el secreto. En particular Γ ∪ Γ = P(C) y Γ ∩ Γ = ∅.
Sea Υ el subconjunto de elementos maximales de Γ, es decir, aquellos que no esta´n
contenidos en otro elemento de Γ y sea υ el cardinal de Υ. Entonces podemos imple-
mentar la estructura de acceso Γ mediante un esquema RISS en el que el secreto se
reparte en υ fragmentos de manera aditiva (s = s1 + · · ·+ sυ) y cada participante recibe
tantos fragmentos del mismo como elementos de Υ a los que no pertenece (recordemos
1En lo sucesivo: RISS
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que Υ esta´ formado por subconjuntos no autorizados maximales: C ⊂ C tal que C /∈ Γ y
@C ′ ∈ Υ tal que C ⊂ C ′).
Para ello se asocia el fragmento i−e´simo del secreto si al elemento i−e´simo de Υ
Ci de manera que todos los participantes que no pertenecen a Ci tendra´n una copia de
dicho fragmento del secreto. En particular cada participante posee varios fragmentos y
cada fragmento es poseı´do por varios participantes.
Es un sencillo ejercicio comprobar que este esquema cumple realmente con su co-
metido (permite recuperar el secreto a todo los subconjuntos autorizados mientras que
impide que los subconjuntos no autorizados tengan acceso a e´l).
A.1.1. RISS para estructuras de umbral
El el caso particular de las estructuras de umbral t-de-n tenemos que:
Para´metro Shamir RISS
Me´todo de recuperacio´n Interpolacio´n Suma
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firmas parciales (msi) y enviarlas al reconstructor. Este u´ltimo debera´ elegir
una firma parcial de cada tipo (habra´ ( nt−1) diferentes, y dispondra´ de n − (t− 1) copias





i si = ms
A pesar de que el me´todo de reconstruccio´n es mucho ma´s sencillo que en el es-
quema de Shamir (( nt−1) − 1 productos contra n exponenciaciones modulares y n − 1
productos), si comparamos ambos me´todos resulta evidente que el RISS es mucho ma´s
ineficiente ((n−1t−1) firmas parciales por participante contra 1 firma parcial por participante).
Esto es particularmente notable si t ≈ n/2, punto en el que cada participante firmara´ un
nu´mero exponencial de mensajes (exponencial respecto a n).
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Sin embargo, resulta que pese a su ineficiencia es posible que el RISS sea la mejor
opcio´n a la hora de reconstruir la firma en presencia de usuarios maliciosos.
A.2. Deteccio´n de usuarios maliciosos mediante RISS





firmas parciales al reconstructor y que este u´ltimo, que dis-
pondra´ de n−(t−1) copias de cada firma parcial2, seleccione una de cada y reconstruya
la firma.
En el caso en el que todos los participantes son honestos el reconstructor cuenta con
n−(t−1) copias ide´nticas de cada firma parcial pero en presencia de usuarios maliciosos
es posible que algunas de esas copias sean incorrectas y, por lo tanto, incoherente con
el resto. Esto impedirı´a, a priori, reconstruir la firma dado que en presencia de dos ver-
siones de una misma firma parcial el reconstructor no sabrı´a cua´l escoger para realizar
la reconstruccio´n.
Una posible solucio´n consiste en probar todas las combinaciones posibles hasta ob-
tener una firma parcial va´lida3. Pero llegados a este punto es necesario determinar cua´l
es el nu´mero ma´ximo de reconstrucciones que sera´ necesario realizar y comparar el






por interpolacio´n en el caso peor.
Para reconstruir un secreto debemos usar una copia de cada firma parcial de manera
que, a priori, podrı´an necesitarse (n− (t− 1))(
n
t−1) intentos. Sin embargo, tambie´n es
suficiente con escoger el grupo de t usuarios cuyas firmas parciales se usara´n en la





cota mejora el resultado obtenido con Shamir dado que las reconstrucciones con el
RISS son ma´s eficientes pero, de hecho, es fa´cil ver que hacen falta muchos menos
intentos.
En efecto, si escogemos un grupo de t usuarios tal que al menos dos usuarios del
mismo hayan enviado copias incoherentes de una misma firma parcial, sabemos, de
inmediato, que al menos uno de esos dos usuarios no es honesto y, por lo tanto, pode-
mos ahorrarnos la reconstruccio´n correspondiente a ese grupo (que adema´s estarı´a mal
definida respecto a esa firma parcial). Dado que existen al menos t usuarios honestos
sabemos que siempre habra´, al menos 1 grupo de t usuarios que es coherente. Adema´s,
2Si todos los participantes actuasen de manera honesta serı´a suficiente con que t de ellos enviasen sus




firmas, pero en este caso usamos la estructura t-de-n para evitar que los usuarios maliciosos puedan
boicotear el proceso de firma ası´ que le pedimos a los n usuarios que envı´en sus firmas parciales pero
asumimos que algunos de ellos (como mucho t− 1) pueden mentir en este punto.
3Pese a que el reconstructor no es capaz de distinguir una firma parcial correcta de una incorrecta, sı´ es
capaz de determinar si la firma total es correcta o no, dado que conoce la clave pu´blica.
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si un grupo de t+ k usuarios es coherente en todas las firmas parciales podemos tratar




subgrupos de t usuarios que hay en su interior en
lo que a opciones de reconstruccio´n se refiere.
Llegados a este punto quiza´ convenga replantear el problema usando terminologı´a
de la Teorı´a de Grafos:
Sea G = {V,E} el grafo cuyos conjunto de ve´rtices representa a los diferentes usua-
rios (V = {1, 2, . . . , n}) y cuyas aristas representan la coherencia entre pares de usuarios
(E = {(i, j) | i es coherente con j en todas las firmas parciales }), entonces el nu´me-
ro ma´ximo de reconstrucciones que hay que hacer hasta conseguir una firma correcta
es igual al nu´mero de t−cliques maximales del G, siendo un t−clique maximal H un
subgrafo de G que cumple las siguientes condiciones:
Coherencia: El subgrafo debe ser completo, es decir, i, j ∈ H ⇒ (i, j) ∈ E.
Maximalidad: El subgrafo no esta´ contenido en ningu´n otro t−clique maximal.
Taman˜o: El subgrafo contiene, al menos, t ve´rtices de G.
En particular, si todos los usuarios son honestos tan so´lo existe un t−clique maximal,
que es el propio G y, por lo tanto, tan so´lo es necesaria una reconstruccio´n para obtener
la firma. Por otra parte, si los t− 1 usuarios maliciosos mienten en todas sus respuestas
resulta que tambie´n existe un u´nico t−clique maximal, el formado por los t usuarios
honestos.
Desde esta perspectiva es fa´cil realizar algunas observaciones que ilustran co´mo el
RISS ayuda a detectar ra´pidamente los comportamientos maliciosos4:
Los usuarios maliciosos mentira´n poco: La mejor estrategia para los usuarios mali-
ciosos no puede ser mentir en toda ocasio´n ya que, como se ha visto, esto reduce
el nu´mero de t−cliques maximales. En particular, todo ve´rtice deG cuyo grado sea
inferior a t − 1 puede ser eliminado directamente (simplificando ası´ el problema)
y, por lo tanto, los usuarios maliciosos deben ser coherentes con, al menos, otros
t−1 usuarios. Pese a que en este grupo de t−1 usuarios puede haber tanto usua-
rios honestos como usuarios maliciosos, es obvio que su capacidad de maniobra
es muy reducida.
Si todas las copias de una firma parcial son coherentes, todas con correctas: Esto
es obvio dado que entre todos los usuarios honestos se genera al menos una
copia de cada firma parcial. Ası´ pues, si todas las copias son coherentes entre sı´,
en particular lo son con la del usuario honesto, que sabemos que es correcta.
4No´tese que la estructura del grafo G puede ser reconstruida y estudiada por el reconstructor en tiempo
O(n2) simplemente comparando las firmas parciales recibidas.
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La mejor estrategia supone, como mı´nimo, t reconstrucciones: La mejor estrate-
gia para los usuarios maliciosos debe ser mejor o igual a la que se describe a
continuacio´n: supongamos que los usuarios maliciosos dicen la verdad en todos
los casos excepto en una de las firmas parciales que tienen en comu´n. En dicha
firma parcial generan t− 1 respuestas diferentes entre sı´ y diferentes a la respues-
ta correcta que generara´ el usuario honesto que tambie´n participa en dicha firma
parcial. Esto nos deja con t opciones indistinguibles a priori.





En referencia a la u´ltima observacio´n, es razonable conjeturar que la cota inferior
dada es o´ptima. De hecho, esto se cumple para los casos n = 3, 5, 7 y 9, como se ha
podido comprobar computacionalmente. Lamentablemente no se ha encontrado ningu´n
resultado en la literatura, ni se ha podido demostrar de manera concluyente que esto es
ası´ para todo n.
Sin embargo, y dado que la cota superior iguala a la obtenida con el esquema de
Shamir podemos concluir que el RISS es ma´s eficiente desde el punto de vista del re-
constructor (a expensas de ser menos eficiente desde el punto de vista de los firmantes
y desde el punto de vista de las comunicaciones).
Se trata pues de un me´todo ideal cuando la capacidad computacional del recons-
tructor sea muy limitada en comparacio´n con la de los firmantes (por usar un hardware
poco potente o por tener que reconstruir firmas de muchos grupos de firmantes). Por el
contrario, es un me´todo poco recomendable en caso de que los firmantes no dispongan
de mucha capacidad computacional o de que las comunicaciones resulten costosas.
Finalmente es necesario remarcar que el RISS es un esquema mucho ma´s flexi-
ble que el esquema de Shamir y que permite implementar otras estructuras de acceso
mono´tonas aparte de los umbrales. Adema´s, se pueden conseguir mejoras sustanciales
en la eficiencia del esquema RISS si asumimos la presencia de pocos usuarios malicio-
sos (n− t n/2).
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