Strong divergent selection leading to local adaptation is often invoked to explain the staggering diversity of bacteria in microbial ecosystems. However, examples of specialization by bacterial clones to alternative niches in nature are rare. Here, we investigate the extent of local adaptation in natural isolates of pseudomonads and their relatives to their soil environments across both space and time. Though most isolates grew well in most environments, patchily distributed low-quality environments were found to drive specialization. In contrast to experimental evolution work on microbial adaptation, temporal adaptation was stronger than spatial adaptation among the isolates and environments we sampled. Time-shift analysis of fitness across two seasons of growth revealed an unexpectedly strong effect of preadaptation. This pattern of apparent future adaptation may be caused by unknown abiotic properties of these environments, phages, bacterial competitors or general mechanisms of ecological niche release, and warrants future study.
Introduction
Despite the importance of microbial communities in processes such as nutrient cycling and primary production, we know little about the ecological and genetic properties that determine their distribution across a landscape. The data we have, derived largely from culture-independent methods such as metagenomic sequencing, reveal an astounding level of diversity [1, 2] and growing evidence for dispersal limitation in many microbial communities [3] . While such data provide insight into one fundamental process governing the dynamics of diversity (dispersal), it cannot tell us about the other (selection). Consequently, our knowledge about the scale at which selection acts in space and time in all but the most contrived laboratory environments remains limited.
One promising approach to investigating selection directly in natural communities is to isolate bacteria from an environment and then measure their fitness across a range of spatial and temporal scales in conditions that are as similar as possible to their environments. This method combines a conventional reciprocal transplant experiment in space, where the fitness of a focal isolate is measured at a range of other spatial sites, with a time-shift analysis, where the fitness of a focal isolate is measured in its contemporary 'local' environment as well as 'foreign' environments from the isolate's past and future [4] [5] [6] , and thus provides direct insight into the extent and nature of local adaptation in space and time.
Previous results using this approach have revealed striking patterns. Overall, local adaptation among microbes seems to be rare, at least in comparison with macroorganisms [7] . When local adaptation is detected, it is usually in strongly host-associated microorganisms like pathogenic fungi [8] [9] [10] [11] [12] [13] and bacteriophage [14, 15] , consistent with strong selection imposed by the host on pathogens. Reports of local adaptation among free-living bacteria are more sporadic: Johnson and co-workers [16] demonstrated local adaptation among Prochlorococcus isolates in marine environments, Hoostal et al. [17] found bacterial communities in lake water to be adapted to local heavy metal conditions, and Miller et al. [18] showed evidence for local adaptation to temperature among cyanobacteria isolated from a thermal hotspring. However, other studies have revealed no & 2016 The Author(s) Published by the Royal Society. All rights reserved. evidence of local adaption by bacteria to environments such as soil versus leaf litter [19] , lake water [20] or nitrogen conditions within hotsprings [21] .
To our knowledge, only two studies have directly investigated local adaptation of bacterial isolates to their soil environment. Belotte and co-workers [22] found evidence for local adaptation in space, at least for a subset of well-growing Bacillus isolates, using a reciprocal transplant experiment. By contrast, our own previous work investigated local adaptation in space and time of soil pseudomonads sampled at nine sites over the course of a single growing season [23] . While we found evidence that the strength of divergent selection increased as sites become more distant from each other in both space and time, it was never strong enough to generate local adaptation on the scales investigated in our experiment. The overall rarity of experiments directly investigating the scale of local adaptation of free-living microbes makes assessing the role of selective forces in structuring microbial communities difficult.
To fill this gap, we provide a more extensive investigation of the strength of selection in time and space experienced by a collection of soil microbes related to the genus Pseudomonas isolated from soil in southwestern Quebec, Canada. Our previous work revealed that spatial variation contributed more to the variation in fitness among isolates than temporal variation did, suggesting that environmental variation in space is more important than selection in time in generating local adaptation [23] . Here, we test this prediction directly by expanding the temporal scale of sampling to include a second growing season and using time-shift analysis to make inferences about the nature of selection occurring at scales from months to years.
Our results reveal a number of important insights about the nature of selection across multiple growing seasons. First, there is substantial genetic variation on which selection can act in our collection of isolates, and a small but statistically significant portion of this variation is associated with divergent selection that is strong enough to generate local adaptation. Second, time makes a larger contribution than space to total variation in performance relative to our previous experiment, suggesting that inferences about the scale of local adaptation depend to some extent on the scale of sampling. Third, time-shift analysis showed that at time scales beyond a single growth season, isolates had highly positive time-shift interactions into the future. Intriguingly, this cross-season time-shift pattern mimics the dynamics of predator-prey co-evolutionary systems. We put forward several explanations of this pattern.
Material and methods (a) Collection of isolates and environments
Bacterial isolates and their respective soil environments were obtained from soil samples collected over the course of 2 years in a temperate beech maple forest in Gatineau Park, Quebec, Canada. Samples were collected monthly from April to November 2012 (first year, representing a subset of samples used in previously published work [23] ), and from May to December 2013 (second year). Each month, soil was collected at different points (sites) along two 12 m-long transects labelled C and N. The two transects were located 600 m from each other. This study uses samples from sites C1 and C12, which were located 12 m away from each other, and sites N1 and N6, which were located 6 m apart.
We isolated one well-growing pseudomonad per soil sample following the same procedure as in our previous work [23] . Briefly, for each sample, we carefully removed leaf litter and scooped approximately 20 g of topsoil into a sterile Falcon tube. Soil samples were immediately transferred to the laboratory and stored for a maximum of 24 h at 48C before further processing. All soil samples were passed through a sterile 3 Â 3 mm mesh sieve to remove any remaining leaf litter and larger debris. All but 0.5 g of each sieved sample were stored frozen until preparation of soil infusion media. To isolate the most common soil pseudomonad, we immediately suspended the remaining 0.5 g of soil into 15 ml of sterile ddH 2 O. Soil suspensions were briefly vortexed and then incubated for 10-20 min at room temperature, before being diluted onto Pseudomonas isolation agar with sterile ddH 2 O. Agar plates were incubated for 48 h at 288C and then very briefly exposed to UV light, when the most common fluorescent phenotype per plate was picked. To ensure clonality of these isolates, they were streaked three times onto King's B (KB) agar plates and incubated at 328C. For long-term storage, each isolate was grown in liquid KB broth until turbid, then mixed with glycerol to a final concentration of 20% and frozen at 2808C. Each isolate's name consists of the spatial site it was collected from, followed by the year and month of sampling. For example, isolate C1-2012-June was collected at site C1 in June 2012.
Individual assay environments were made with soil infusion medium following the protocol of Belotte et al. [24] as described in [23] . Briefly, samples were first thawed and then dried at 708C for 48 h. In total, 3.33 g per sample were transferred into an empty tea bag, which was sealed with a metal clip. ddH 2 0 (50 ml) were added to each tea bag and incubated for 24 h at room temperature to create a soil infusion medium. This medium was then passed through a 0.2 mm filter to ensure sterility, brought to 50 ml volume with sterile ddH 2 0 and supplemented with 10 g l 21 glycerol to ensure measurable growth. Glycerol is a simple carbohydrate that can diffuse through bacterial cell walls in an energy-independent manner [25] and so should facilitate growth of all isolates indiscriminately. Soil infusion media were prepared immediately before the first temporal replicate block of the growth assay and stored at 48C. Infusion media were stored for no more than one month.
(b) Isolate identification
DNA from isolates was obtained by lysing cells either through re-suspension into 100 ml ddH 2 0 and placing them on ice for 30 min to induce cell wall disruption or with the DNA Wizard Kit (Promega, Madison, USA). To identify isolates, we amplified and sequenced part of the 16S rRNA gene following the procedure of Kraemer & Kassen [23] and used the sequences to assign genera using the RDP database identifier algorithm [26] . All sequences are available under GenBank accession nos. KM819176-KM819461 and KX500157-KX500188. Isolates with the same 16S rRNA sequence were assigned identifiers using an abbreviated genus name (e.g. 'Pseudo' for 'Pseudomonas') plus a letter; identical name-letter combinations indicate that the 16S rRNA sequence is identical. In what follows, we use the term 'haplotype' to mean the collection of all isolates sharing the same 16S rRNA sequence whereas 'isolate' refers to the bacterial strain associated with each site-month combination.
We built a phylogenetic tree of the isolates using the RAXML v. 8.2 algorithm with a GTR model with GAMMA-distributed rate heterogeneity [27] (electronic supplementary material, figure  S1 ), after determining the appropriate nucleotide substitution model using JMODELTEST2 [28] . Genetic distances between pairs of isolates, based on 16S rRNA sequence data, were obtained using the distance matrix option in RAXML v. 8.2. The three genera Yersinia, Erwinia and Serratia called by RDP were combined for further analyses because they formed non-monophyletic clades.
(c) Growth assays
In total, we measured the growth of 64 isolates in 63 environments (one environment was excluded due to a lack of sufficient soil after rspb.royalsocietypublishing.org Proc. R. Soc. B 283: 20161652 sieving to prepare growth media). Soil environment naming conventions follow those for naming isolates: the spatial site the soil was collected from, followed by the year and month of collection (e.g. N6-2012-Nov for soil infusion medium made with soil from site N6 collected in November of 2012). The suffix 'new' attached to six of the soil sample names refers to soil infusion media preparations made to estimate the effect of soil storage conditions (see below and electronic supplementary material for a more detailed explanation). For each combination of isolate and environment, we obtained three growth measures in temporally independent replicates. Owing to the large number of environments tested, each temporally independent replicate was divided into two blocks by assigning half the environments randomly to block one or two, respectively. Environments assigned to the same block were assayed at the same time.
One day prior to the experiment, all 64 isolates plus two replicates of the laboratory strain SBW25 lacZ as a positive growth control were inoculated into the central wells of a 96-well plate filled with 200 ml KB medium and grown overnight at 328C. Six wells were left empty to serve as negative controls for contamination. Following overnight growth, we transferred 5 ml aliquots into a new 96-well plate containing 195 ml of the appropriate soil infusion medium per well. We measured optical density (OD) at 660 nm immediately following inoculation and then again after 48 h of incubation at 328C. We did occasionally observe growth in the uninoculated negative control wells, and so applied a correction to our OD measures that accounts for contamination and has been described previously [23] . Average number of contaminated wells and average OD of contaminants per plate can be found in electronic supplementary material, table S1.
(d) Controlling for different soil storage conditions between the two seasons
Soil collected in the 2 years was treated slightly differently during processing, which led to a systematic difference between media made under each condition. All analyses therefore use a corrected dataset that accounts for this difference (details: electronic supplementary material, figure S2 and table S2). Importantly, applying this correction (which is independent of the correction to account for growth associated with background contamination described in §2c) did not substantially change our results. We provide the non-corrected results as electronic supplementary material. Note that four environments, C1-2012-July, C1-2013-Nov, C12-2013-Sep and N6-2012-Sep, failed to support growth of any isolates in one or two of the three replicates for unknown reasons and so were removed from all further analyses.
(e) Model fitting
To test for local adaptation among the isolates and environments sampled, we fitted a model of the form
A significant gentoype-by-environment interaction (G Â E) term in the model is necessary (though not sufficient) evidence for local adaptation. Investigation of the variance components at different genetic (isolate versus haplotype) and environmental (meter versus hundred-metre) scales revealed most variation at the haplotype and hundred-metre scales; all subsequent analyses therefore use haplotype and hundred-metre scale as the genotypic (G) and environmental (E) components of variation, respectively (electronic supplementary material, table S3). Note that the 'genotype' term in these models may be either 'haplotype' or 'isolate', depending on the genetic scale of the analysis. When investigating the main effects of genotype, environment and genotype-by-environment (G Â E) interactions, we treated genotypes and environments as fixed effects as we were specifically interested in the response of genotypes across environments.
We used the packages asreml (VSN International, Hemel Hempstead, UK) and MCMCglmm to incorporate phylogenetic distance calculated from 16S rRNA sequences into our models by including the inverse of the relationship matrix as a random effect [29] .
(f ) Partitioning G Â E We undertook a closer examination of G Â E using the Robertson equation [30 -32] , which partitions G Â E into several (dimensionless) components
where s G1 and s G2 are the genetic standard deviations of fitness of all genotypes growing in environments 1 and 2, respectively. r G1G2 is the genetic correlation of growth between the two environments. The first term on the right-hand side of the equation is often referred to as 'inconsistency' and reflects the degree to which the rank order of genotypic growth, measured by the genetic correlation, changes across environments. Genetic correlations close to 1 indicate that the rank order of growth among the set of genotypes measured does not change across a pair of environments. As variation in growth among genotypes across the two environments increases, the genetic correlation declines towards 0 and may even become negative if the rank order of genotypes switches, reflecting strong divergent selection and local adaptation, with distinct genotypes having highest fitness in different environments [23, 31, 33] . The second term on the right-hand side is referred to as 'responsiveness' and reflects the change in genetic variation expressed by the same set of genotypes when measured in a pair of environments.
To estimate G Â E and its components for each pair of environments, we calculated a linear mixed model of the form fitness genotype, treating environments as a random effect with heterogeneous variance, where 'genotype' are isolates from our experiment, as defined above. This model allows us to extract the environmental variance components, which include the between-environment correlation of growth among all genotypes (i.e. the genetic correlation of growth between environments), as well as the change in expressed genetic variances (i.e. the responsiveness) across a pair of environments and calculate total G Â E [23] . G Â E and its components were plotted against the standard deviation of mean growth between two environments, a measure of environmental dissimilarity. We expect that, as environments become more different, divergent selection will become stronger and this will be reflected in the behaviour of G Â E and its components. More specifically, increasing environmental dissimilarity will be associated with (i) an increase in total G Â E, (ii) a decrease in the genetic correlation of growth between environments and (iii) an increase in responsiveness. A comparable set of calculations was made partitioning G Â E between two genotypes across all test environments (see electronic supplementary material).
As G Â E analyses are performed in a pairwise fashion, each point representing a measure based on a pair of genotypes or environments, data points are non-independent and regular parametric statistics are not appropriate. We thus estimated the probability of an observed relationship between G Â E and its components against genetic or environmental dissimilarity directly using randomization tests involving 10 000 permutations.
To investigate patterns of G Â E between pairs of genotypes as a function of genetic distance, we performed quasi-random subsampling using a custom-made R script available upon request [34] . Briefly, G Â E measures were pooled according to the relatedness between the two genotypes: within-species diversity (relatedness 0), species-level diversity (0.0001-0.05) and
a genetic correlation of growth significantly less than one indicates that environment specific responses of the isolates are not identical. To ensure independence of G Â E measures for each level of relatedness, we drew a random sample of G Â E measures for the first category and subsequently excluded the two genotypes contributing to the measure from all other random samples drawn for the other categories. This method ensures independence of samples and minimizes autocorrelations. To estimate G Â E at different genetic distances, the script was run six times and analysis performed on the six mean G Â E values of the runs.
(g) Time-shift analysis
To understand the nature of selection through time in more detail, we modelled the effect of time shift (the temporal distance between the time point the isolate was collected and the medium it was tested in) on fitness treating haplotype and environment as random effects. Treating these two factors as random effects is justified because our main interest is in the effect of time shifts on adaptation rather than the specific response of a genotype to a particular environment.
This model generates a coefficient for each time shift that reflects the average selection coefficient among all haplotypes. Note that the coefficients we report are relative to the mean fitness of all haplotypes across all environments, which is done by subtracting the model intercept from the coefficient. By the nature of the experimental design, extreme time shifts are represented by less data than more intermediate ones. To minimize the effect of outliers on our analysis, we thus excluded the time-shift data points 220, 219, 19 and 20 months, as the estimates for their coefficients were based on fewer than 10 individual haplotypes.
(h) Software
All statistical analyses were performed in R (v. 3.2.2) [35] . Model fitting was performed with the gls function from the nlme package [36] . Variance components were calculated using the lmer function from the lme4 package [37] . We used the asreml package to implement phylogenetic structure into the models and to calculate G Â E and its components (VSN International, Hemel Hempstead, UK). Tree manipulations were performed using the package ape [38] . All model formulae can be found in the electronic supplementary material, statistics section.
Additionally, we re-fitted all models with 'block' as a random effect. Results were highly similar to the ones presented here and all models are shown in the electronic supplementary material, statistics section.
Results (a) Strain identification
Pseudomonas was the most common genus among the 64 isolates we recovered (30 isolates representing 18 haplotypes). The second most common genus in both years was Yersinia/ Serratia/Erwinia (23 isolates, 18 haplotypes), followed by, in decreasing order, Aeromonas (six isolates, four haplotypes), Stenotrophomonas (four isolates, two haplotypes), and Rhizobium (one isolate). Isolate representation was similar during both years, indicating that while our isolation protocol is somewhat leaky with respect to species other than pseudomonads, it consistently selects the same set of genera. In total, there were 43 haplotypes from among the 64 isolates, 15 of which were sampled more than once and 10 of which were found in both years of sampling (electronic supplementary material, table S4), indicating that at least some haplotypes persist in the region from year to year.
(b) General patterns of growth across sites Figure 1 shows the average growth of all isolates across all environments (uncorrected values: electronic supplementary material, figure S3 ). Average growth was consistent across months, years and locations with the exception of three sites (C1-2012-Nov, C12-2013-Jul, N1-2013-Sep) that supported markedly lower growth. These sites do not show any monthly or seasonal clustering (figure 1; electronic supplementary material, figure S3 ).
(c) Genetic and environmental impact on fitness
A model of the form shown in equation (2.1) reveals that environment and genotype have significant impact on fitness (i.e. growth values after correction for different storage conditions; all p , 0.001), as does genotype-by-environment interaction (G Â E; p , 0.001). Genotype explains the vast majority of variance (approx. 69%) while only approximately 3% of the variance is attributable to variation among environments, consistent with the observation that most environments supported roughly similar levels of growth (figure 1). Of similar magnitude as environmental variance, G Â E variance explains only approximately 1% of the total variance. Partitioning G Â E into spatial and temporal components revealed a significant interaction associated with the response of genotypes to variation in time ( p , 0.001) but not space ( p ¼ 0.076). This is reflected in the model variance components: temporal interactions explain 0.5% of the variation in the model, while spatial interactions explain only 0.07% (other variance components in the model: genotype, 68.66%; main effect of spatial environment, 0.62%; main effect of temporal environment, 0.27%; spatial environment Â temporal environment, 2.82%). Notably, accounting for phylogeny does not improve model fit: a model with no phylogenetic structure provides a significantly better fit than one that accounts for phylogeny.
(d) Genotype-by-environment interaction
Plots of genetic parameters of G Â E and its components as a function of environmental standard deviation reveals patterns consistent with previous work: G Â E and responsiveness increase while the genetic correlation of growth decreases as environments become more different (figure 2; uncorrected values: electronic supplementary material, figure S4 ). Of particular note is the genetic correlation of growth across environments, which not only decreases significantly with increasing environmental dissimilarity, but falls below zero within the environmental range sampled. This result is important because it indicates that the rank order of genotypes changes as environments become more different (i.e. genotypes growing well in one of the pair of environments grow poorly in the other and vice versa). Such a negative genetic correlation is a necessary condition for specialization and adaptation to local conditions [23, 31, 33, 39] . Interestingly, all of the most negative correlations are consistently associated with one environment, C12-2013-Jul, which also happens to be one of the three environments that support the lowest average growth among all test environments ( figure 1) . Likewise, (e) G Â E patterns and levels of relatedness G Â E variation can arise from genomic differences as small as one or a few single nucleotide polymorphisms [40] . To investigate in more detail the quantity of G Â E associated with different scales of genetic divergence, we calculated G Â E variance and its components between all possible pairs of isolates using the Robertson equation (corrected values: electronic supplementary material, figure S5 ; uncorrected values, electronic supplementary material, figure S6 ). We also conducted more focused tests of the significance of G Â E and the environmental correlation of growth (r E1E2 ) between genotypes at three levels of genetic distance: 0 (distinct isolates of identical haplotypes), 0.0001-0.05 (among species) and more than 0.05 (above the species level). We found that distinct isolates of identical haplotypes had G Â E interactions significantly greater than 0 (one-sided t-test, mean ¼ 0.0003, t ¼ 5.726, n ¼ 6, p ¼ 0.001). Moreover, the average correlation of growth across environments at this level of relatedness was significantly lower than one (one-sided t-test, mean ¼ 0.9725, t ¼ 22.7, n ¼ 6, p ¼ 0.021). At the species level, G Â E was significantly greater than 0 (one-sided t-test, mean ¼ 0.0007, t ¼ 5.375, n ¼ 6, p ¼ 0.0015) and environmental growth correlations were significantly less than unity (one-sided t-test, mean ¼ 0.8905, t ¼ 26.39, n ¼ 6, p , 0.001). The same pattern was observed above the species level (one-sided t-test, mean ¼ 0.0007, t ¼ 6.976, n ¼ 6, p , 0.001, and mean ¼ 0.8674, t ¼ 24.508, n ¼ 6, p ¼ 0.0032, respectively). These results suggest there is substantial genetic divergence sufficient to generate G Â E variance even among haplotypes deemed 'identical' by standard taxonomic methods based on 16S rRNA variation.
(f ) Time-shift analysis
To directly investigate the scale of local adaptation in time, we analysed a time-shift model that assesses how the fitness of isolates from a given spatial site changes when that isolate is grown in soil infusion media at different times from the same site in either the past or future. While within season time shifts show no strong directional trends (figure 3; electronic supplementary material, figures S7 and S8) time shifts across longer temporal distances, either into the past or into the future, reveal a striking pattern: when shifting isolates between growth seasons, they are strongly mal-adapted to sites from the distant past but pre-adapted to those in the distant future ( figure 3) . Importantly, similar results are obtained when we use the uncorrected data (electronic supplementary material, figure S7 ) or drop the low-quality environments from the analysis (electronic supplementary material, figure S8 ), suggesting the pattern is not caused by the corrections we applied to the data nor to the inclusion of highly unusual sites.
Discussion
We have investigated patterns of selection and local adaptation in soil bacteria sampled over the course of 2 years. Our leading results are: (i) most variation in fitness in our dataset is explained by differences among genotypes, in comparison with environments or genotype-by-environment interactions; (ii) though small, G Â E variation is significant, even among genotypes that would otherwise be identified as identical through conventional sequence analysis, and sufficient to generate strong divergent selection among the most disparate environments; (iii) temporal adaptation can be substantial, especially relative to spatial variation, and more complex than we would expect from simple models of directional selection. Below we discuss these observations and what they mean for understanding how selection works in natural communities of microbes. The main effect of genotype contributed close to 70% of the variation in fitness in our experiment, dwarfing that contributed by the average effect of environment and genotype-byenvironment interaction by an order of magnitude. This result is consistent with our previous study focusing on variation within a single year [23] and implies that there is abundant genetic variation on which selection can act, at least in response to the range of physical conditions associated with soil infusion media. The source of this genetic variation can stem from three processes: bacterial clones could be constantly introduced to the environment via dispersal, arise de novo from resident strains via mutation, or could represent a contribution from slow-growing, quiescent or dormant cells stored as spores and emerging only under certain conditions. Previous work has shown the potential importance of these processes in generating variation in natural microbial populations. For example, both culture-dependent and independent studies have found microbial dispersal to easily span ranges of tens of kilometres [41, 42] . Likewise, metagenomic studies of bacterial ecosystems have shown the existence of an extensive seed bank of microbial metabolically inactive cells [43] . While the ability of free-living bacteria to adapt via de novo mutations has been well documented in the laboratory [44] [45] [46] , much less is known about microbial generation times in situ, and thus their ability to generate mutants, under natural conditions. Notably, we detected significant G Â E variation among isolates with the same 16S rRNA haplotypes. This result suggests that, even among isolates deemed identical through sequence-based analyses, these isolates differ at other sites in the genome in ecologically relevant ways. This result is perhaps not surprising in the light of previous work showing that substantial G Â E can be generated by one or a few genetic changes [40] and it underscores the limitations of metagenomic approaches that seek to infer properties of microbial communities on the basis of sequence data alone.
The source of these different strains is not something we can easily determine with our experimental design. Nevertheless, it is notable that of the 43 haplotypes collected during the 2-year sampling period, roughly one-quarter (10) were collected in both years. While it is tempting to infer from this result that some bacteria persist in the soil environment for relatively long periods of time, in the absence of further data on dispersal or more extensive sequence analyses to distinguish among haplotypes we cannot exclude the possibility that these strains are derived from a common dispersal pool or arose in situ via mutation. Clearly, a more detailed study is needed to accurately estimate the contribution of these processes to the diversity observed.
Importantly, the large fraction of variance attributable to a main effect of genotype does not necessarily indicate a lack of local adaptation. While the G Â E variation in our study was small in comparison with the main effect of genetic variance, it was statistically significant. Moreover, the genetic correlation in fitness across environments, a key component of G Â E that reflects the degree of divergent selection, declined in a manner indicative of local adaptation, becoming negative within the range of environments we have studied. While a decreasing relationship between the genetic correlation and environmental disparity has been seen before [31, 47] , including in our previous study [23] , the negative genetic correlations we observed here are less commonly observed. It is notable that these negative genetic correlations in fitness across environments are associated with especially low-quality environments, although the proximate reason why remains unclear. Aside from supporting weak growth on average, these low-quality environments do not stand out in any obvious way. The chemical composition of low-quality environment C1-2012-Nov, for example, does not obviously differ from other environments sampled at the same site with respect to nutrient or heavy metal ions (electronic supplementary material, table S5), and all three low-quality environments have soil moisture contents comparable with high-quality environments (electronic supplementary material, table S5). Moreover, low-quality environments are not characterized by obvious macroscopic differences such as, for example, extreme temperatures or water availabilities (http://climate.weather.gc. ca/climateData), nor are the isolates recovered from them distinct from those identified at other sites. Future work directed at more fully characterizing the niche dimensions of low-quality environments (for example with respect to the availability of organic carbon [48] or pH [41] ) and assessing the frequency of such low-quality patches in space and time, and thus their contribution to local adaptation, is warranted.
Dissecting G Â E further reveals some intriguing results about the nature of selection in our sample. First, selection in time appears to be much stronger than selection associated with different locations in space, contrary to what we found previously within a single growing season [23] . This result suggests that temporal variation in selection can play an important role in governing the composition and structure of microbial populations and that the inferences we make about how selection works in natural populations can depend intimately on the scale of the study. Moreover, this result underscores the need for more data on the nature of selection across a range of scales of both space and time to provide a more accurate picture about how these forces contribute to adaptation and diversity in microbial populations.
Time-shift analysis allows us to say substantially more about the nature of temporal selection in our study. There is a weak trend within growing seasons suggesting that genotypes are best adapted to environments they experienced in the recent past, as we might expect through a conventional model of directional selection. However, a quite different result-one that is hard to interpret with any conventional model of selectionis apparent across larger temporal scales: genotypes tended to be maladapted to environments from the previous year and pre-adapted to those in the year to come. This result could arise if different seasons are characterized by genuine differences in the soil environments between the two sampling years (similar to the environmental degradation over time as shown in [6] ). However, this interpretation seems unlikely because, apart from the time-shift pattern, we do not see any evidence for systematic differences in fitness between the two seasons ( figure 1 ). Moreover, we recovered similar or even the same haplotypes during both seasons, suggesting that these two seasons do not represent profoundly different sets of environments. Future work should be aimed at directly interrogating the chemical and physical properties of the environment that might contribute to the patterns observed.
In addition to unknown abiotic environmental components, the time-shift patterns across years may be explained by biotic components of the soil environment such as bacteriophage, which can be present in the samples and have previously been documented to be major predators of natural bacterial populations [15, 49, 50] . Our results would suggest that phage from previous years are highly effective at infecting bacteria, while rspb.royalsocietypublishing.org Proc. R. Soc. B 283: 20161652 phage from the future are not, thus allowing bacterial hosts to grow undisturbed. Such a time-shift pattern of phage infectivity is predicted under selective-sweep-like dynamics sampled during the sweep of a new host genotype [5] . While plausible, this explanation is probably not appropriate for our data because we did not see any obvious evidence of widespread phage infection, which would be revealed as plaquing on plates or spontaneous clearing of liquid cultures. Moreover, selection by phage cannot explain the apparent decreasing pattern of time shifts seen within a growing season. Alternatively, interactions among competitors mediated, for example, by bacteriocins could also generate a similar time-shift pattern. Bacteriocins are costly anti-competitor molecules that primarily act among closely related strains and have been shown to be agents of microbial interactions in nature [51] . This hypothesis requires the existence of a particularly aggressive competitor whose antagonistic effects impacted the majority of isolates in this sample and whose anticompetitor toxins are able to persist without degradation during long-term soil storage. Both situations seem unlikely, however, for two reasons. First, bacteriocins are known to have variable effects on strains within a species [52] , and are often ineffective against distinct species. Second, most bacteriocins are proteinaceous in nature and so are unlikely to persist for long periods of time in stored soil.
Alternatively, the long-term patterns of temporal adaptation could reflect a general niche shift response associated with competition mediated by the surrounding biotic community. Known as 'ecological release' in the zoological literature, this model posits that the distribution of most populations or species is constrained by ecological interactions with competitors or predators [53] . In the absence of ecological interactions, such as when a population disperses to a new habitat where its previous suite of competitors is absent, the species is able to occupy a much broader niche space that reflects the range of abiotic tolerances more closely [53] [54] [55] .
For bacteria, growth in the complex and resource-sparse soil environment will probably represent a high-competition scenario. Growing communities can alter abiotic aspects of the environments in specific ways, for example by shifting the ratio of complex and simple carbohydrates available. Even though the environmental medium utilized in our growth assays is sterile, it nonetheless may carry over these signatures of past community growth through changes in the suite of resources available. Removing a microbe from its environment and transplanting it into the future, for example, could thus allow it to radically broaden its niche breadth by utilizing nutrients not available in contemporary environments due to resource competition and niche partitioning, thus causing a positive time-shift coefficient. Importantly, this scenario does not require invoking specialized co-evolved interactions. However, it cannot easily account for the low fitness of isolates shifted far into the past. Future work is aimed at investigating the role of previously unmeasured abiotic factors, as well as phages, niche competition and bacteriocins as agents of selection in the soil Pseudomonas system.
Conclusion
The genetic and ecological structure of microbial communities is a topic of active investigation, one that metagenomic techniques alone cannot resolve. The use of reciprocal transplant experiments at fine scales of space and time constitutes a valuable tool to complement broader-scale taxon-based approaches. Our work highlights the complexity of adaptive forces operating in natural microbial populations. Specifically, we find evidence that environmental variation in time can cause complex patterns of local adaptation, and specialization might be largely driven by patches of varying environmental quality. Across growing seasons, the dynamics of temporal selection are complicated and may involve interactions between resource competition and long-term coevolution. These broader-scale patterns and dynamics deserve closer attention if we are to understand the general principles governing the composition of natural microbial communities.
Data accessibility. All sequences are available under GenBank accession nos. KM819176-KM819461 and KX500157-KX500188. Model codes can be found in the electronic supplementary material, statistics section.
