INTRODUCTION
A collection of subgroups Ot. O 2 , .. . , On of a group 0 constitute a partition of 0 if every non-zero element of 0 is in one and only one of the groups 0 1 , O 2 , ... , On. We shall give conditions on the existence of partitions that consist of n i groups of order qi i = 1, 2, ... ,k and where ql < q2 < ... < qk' We shall always assume that 0 is a finite abelian group.
If a finite abelian group 0 has a nontrivial partition then 0 is elementary abelian of type (p, p, ... , p) p a prime, see e.g. [7] . ql, q2, ... , qk and the number of elements in 0 are powers of the same prime p. If k = 2, ql = pn ', q2 = pn, n> n', d = g.c.d.(n, n') and if the order of the group 0 is p2n then it is easy to prove that n l = s(pn _1)/(pd -1),
for some integer s, see Proposition 7 in Section 3. We shall show, Theorem 2 in Section 3, that if p = 2 and d = 1 then this condition also is sufficient, i.e. to each integer s with 0,;;; s,;;;(2 n + 1)/ (2 n '-1) there is a partition that satisfies (1) . Probably, condition (1) is sufficient for every p and d. In Theorem 1 in Section 3 we shall show that for arbitrary p, nand n' (n > n') there is to every integer s with 0,;;; s,;;; m, m as in Lemma 4 in section 3, a partition which satisfies (1) .
In Section 4 we shall show, using a result for mixed perfect codes, that the following condition . .
is necessary. A well-known necessary condition is nl(ql -1) + n 2 (q2 -1) + ... + nk(qk -1) = q -1, (3) where q denotes the number of elements in G. We shall show in Section 5 that this condition together with the condition (2) is sufficient if 0 = GF (8) x GF(2 n ), n;?; 6; OF(q) is the Galois field with q elements, and the partition contains one group of order 2n. However, there is one exception, no partition contains 5 groups of order 2, 3 groups of order 4, 2 n -2 groups of order 8 and one group of order 2n. Other results on the existence of partitions of finite Abelian groups are to be found in [1] , [4] and [6] .
PRELIMINARIES
If the groups 0 1 , O 2 , ... , On constitute a partition of 0 then each non-zero element of 0 is in precisely one of the groups 0 1 , O 2 , ... , On. Hence
where 10il denotes the number of elements of Oi' This necessary condition for existence of partitions we shall call the packing condition.
If a finite abelian group G has a nontrivial partition then G is an elementary abelian group of type (p, p, ... , p) , see [7] . One consequence of this is the following proposition which we frequently will use. PROPOSITION 1. Suppose that G and G' are elementary abelian groups of the same type (p,p, ... ,p) and suppose that IGI=IG'I. If G has a partition containing the groups G I , G2, ... , Gn then G' has a partition containing groups G;, G~, ... , G~ where IGil = IG:I i = 1, 2, ... , n.
PROOF. According to our assumptions on G and G' there is an isomorphism qJ : G ~ G'.
Put G: = qJ( G i ) for i = 1,2, ... , n. Since qJ is an isomorphism we deduce that the groups G;, G~, ... , G~ constitute a partition of G'.
The finite field with pn elements we shall denote by GF(p"). The additive group of GF(pn) is elementary abelian of type (p,p, ... ,p) . By a partition ofGF(pn) we shall always mean a partition of the additive group of GF(p"). PROOF. See Theorem 1 in [4] .
Suppose thatthe number of elements in n i of the sets Sio S2, ... , Sn are qi, i = 1, 2, ... , m.
We also suppose that ql < q2 < ... < qm and that n l + n2+· .. + nm = n. With the weight of an element s in S we mean a m-tuple (db d 2 , ... , dm) where d i is the number of non-zero coordinates of s belonging to sets of cardinality qi. 
Finite abelian groups
The weight enumerator of a code is defined to be the polynomial
where we sum over all the codewords c and where (dl>"" d m ) is the weight of c.
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(3') EXAMPLE 2. Let 5 be as in Example 1. If C consists of the words (al> a2, a 3 , 0, 0), (0, a2, a3, a4, 0) and (0,0, a 3 , a4, as) , where ai '" 0 i = 1, 2, ... ,5, then the weight enumerator of C is ZiZ2+2Z~.
In [3] we proved that if C is a perfect code then m m 
where we sum over those x = (XiI' ... , Xi p ) for which x = yp for some Y that satisfies (5) .
PROOF.
If we substitute Zi = 0 if i e P in the equation (3) for C(ZI, ... , Zm) we get (6) . If we perform the same substitution in (4) we get (7). PROOF. See Theorem 1 in [3] .
The following proposition can be proved in the same was as Theorem 1 in [3] . PROPOSITION 6 PROOF. From the packing condition we deduce that
In this section we shall give values of s of which the necessary condition of the proposition is sufficient.
We say that a group is K'-stable if G is a subgroup of the additive group of a field K, K' a subfield of K and kg E G for each k E K' and g E G. 
PROOF. Let f3o, f31, ... , f31 be a system of coset representatives of the multiplicative group K'* of K' in the mUltiplicative group K* of K. We put Hi = {f3ih I h E H} i == 0,1, ... , I. Since G is K-stable the groups H o , Hi>"" HI are in G. We first show that the union of the groups Hi i = 0, 1, ... ,I equals the union of the groups 
where /3j, /3j, k, k', a v and a,. are as above. We consider two cases.
. Since /3j and /3j are distinct coset representatives we deduce that
Let G = K x K where K is a finite field. lt is easy to check that the sets K", = {(k, ak)\kE K}, a E K, are subgroups of K x K which together with the group {O}x K constitute a partition of K x K. We denote this partition by '/TK' Suppose that K' is a subfield of K and that K is a finite field. The group of automorphisms of Kover K' is cyclic, see [5, p. 185] Let u denote an element that generates this group. To each K'-stable subgroup H of K we define a K'-stable subgroup Her of G=KxK by
Supppose that (x, u(x» and (y, u(y» with x¥-O and y¥-O are 
Since u generate the Galois group of Kover K' we deduce that xl y belongs to the fixed field of the Galois group, i.e. xl y E K'. Then PROOF. Case 1: r= n'. Then n' divides n and hence GF(pn') is a subfield ofGF(pn). In the same way as in the proof of Lemma 2 in [4] we construct a partition of GF(pn) . pn' is the order of the groups in this partition. From the construction in [4] it follows that these groups are GF(pn')-stable and thereby also GF(pd)-stable. Case 2: r¥-n'. Consider the additive group of GF(pn) as a vectorspace over GF(pd) . According to the paragraph after the proof of Lemma 4 in [1] , this vector space has a partition II which consists of one subvectorspace of dimension rl dover GF(pd) and m -1 subvectorspaces of dimension n'l dover GF(pd). These vectorspaces are GF(pd)-stable subgroups of GF(pn) (2 n ) to GF(2 n ). As (Th is a homomorphism we conclude that for any subgroup H of the additive group of GF(2n) the subset (2 n ' -1) . Hence the theorem follows from Lemma 1. We now consider partitions of GF(pn) x GF(pm), where m> n, that beside the groups {O} x GF(pm) and GF(pn) x {O} contain groups of order pn respectively pn', n> n'.
The following lemma will be of great importance in the sequel. PROOF. We show that G is the union of the groups in II. That the intersection of two distinct groups only is the element (0,0) can be proved in a similar manner.
The elements (h,O) 
{OJ x GF(p') and GF(pn) x {OJ contains p' -1-s(pn' _1)/(pd -1) groups of order pn and s(pn _1)/(pd -1) groups of order pn'.
The proof is the same as the proof of Theorem 3.
In the two theorems above we considered partitions of GF(pn) x GF(p') where t;;:. 2n.
The next lemma can be used to construct partitions where n < t < 2n. 
The groups G'II L L E II constitute a partition II' of G'. II' contains besides H x {OJ and {OJ x GF(p') groups of order pn-l and of order pn-2. the number of groups in II' of order pn-2 does not depend on the choice of the group H'.
The construction in this lemma is the same as in Lemma 5 of [1] . The proof also will almost be the same.
PROOF. Trivially,

O'n(GF(p")x{O})=Hx{O} and
O'n({O}xGF(p'»=
{O} x GF( p').
Note that if LE II\( GF( p") x {O} u {O} x GF( pi» then those elements h of GF( p") for whicn there is kh E GF(p') with (h, k h ) E L consitute a subgroup of GF(p")
with the same order as L, else L should contain an element (0, k) where k ¥-0, which contradicts our assumption on L. We denote this subgroup of GF(p") by L I .
By this and the observation above we conclude that II' besides H x {O} and {O} x GF( p') consists of groups of order p"-I or p"-2.
By the packing condition the number of groups in II is uniquely determined by the number of groups in II of order p"-I. On the other hand, the number of groups of II' of order p"-2 is uniquely determined by the number of groups of II'. Since n > 2, II and II' contains the same number of groups. Now the proof of Lemma 6 is complete.
REMARK. If n = 2 then the situation is trivial. Every abelian group of order p2 and type (p, p) has a partition that consists of p + 1 groups of order p.
From Lemma 6 we can deduce results analogous to those in Theorem 1,2 and 3. We give an example that we need in Section 5.
EXAMPLE. Let 0 = GF (16) x GF (16) . By Theorem 2, G has one partition III which consists of GF (16) 
SOME NECESSARY CONDITIONS
The set of groups of least order in a partition II of a group 0 we shall call the tail of the partition. The number of groups in the tail we shall call the length of the tail. In this section we show that the tail of a partition has a certain minimal length.
Suppose that the partition II of 0 consists of n; groups of order qi, i = 1,2, ... , m, and suppose that ql < q2 < ... < qm· since ISI(O)I = 101. Since tl < t2 < ... < tm < t we deduce from Equation (8) PROOF. Suppose that G has a partition II with n l < (q2 -I)/(ql -1). In the direct product of the groups in the par.t~tion there is a perfect I-code, Proposition 2 in Section 2. If an m-tuple (XI, X 2 , ••• , xm) satisfies Equation (5') in Section 2 then, by the proof of Lemma 7 q2/ ql divides XI. Further, from our assumption on n l and by Lemma 7, we deduce that q2/ ql"; n l < 2q2/ ql. Now, by Proposition 4 in Section 2, the weight enumerator according to the subset {I} of {I, 2, ... , m} may be written (9) where XI = q2/ ql and where A and B are constants.
As the minimum distance between codewords is 3 and as the word (0, 
If we calculate the coefficients of 1 and ZI in (9) and use (10) we get two equations for A and B. These equations have the solution 
On the other hand, since the minimum distance between codewords' is 3, we can have at most q~l/(1 + nl(ql -1)) such words. If n l < (q2 -1)/(ql-l) this number if according to (12) less than C(l), which gives a contradiction. The inequality in the theorem may not be improved generally. GF(p4), i.e. has a partition that consists of p2+ 1 groups H;, i = 1,2, . .. , p2+ 1, each of order p2. HI has a partition consisting of p + 1 groups L; i = 1, 2, . .. , p + 1 each of order p. The groups LI> ... , Lp+1> H 2 , .. . , H p 2 +J constitute a partition with n l = (q2 -1)/ (ql -l).
In [6] Lindstrom proved that if a partition of a finite abelian group consists of one group of order pa and groups of order pb then a;3 b. This result follows from Theorem 1 since we never have n l = 1.
We need the following result in Section 5. (x;, x~, ... , x: ..) are two m-tuples satisfying (13) and Xl = X; then X2 == x~ (mod 2). Now the weight enumerator according to the subset {I,2} of {I, 2, ... , m} can, by Proposition 4 in Section 2, be written
(Z] = U and Z2 = Z) for some constants A, A', B, B', C and C. As in the proof of Theorem 4 we get that C(Z, U) = 1 + terms of degree;;;. 3.
Thus the coefficients of Z, U, Z2, U 2 and ZU in (14) (14) we get -6 which is impossible.
EXAMPLE. Consider GF(64) and a partition of GF (64) that consists of groups of order 2, 4 respectively 8. Let n] , n2 and n3 be as above. Theorem 4 excludes the following 6 possibilities for (nlo n 2 , n 3 ) (1, 2, 8) , (2, 4, 7) , (1, 9, 5) , (2, 11, 4) , (1, 16, 2) and (2, 18, 1) .
These possibilities are, however, not excluded by the packing condition. Theorem 5, but not Theorem 4 or packing condition, exclude (nlo n2, n3) = (5, 3, 7) . For all the remaining 3-tuples (nlo n 2 , n 3 ) that satisfies the packing condition there is a partition as we shall see in the next section. (8) x GF(2") WHERE n > 2 THEOREM 6. GF (8) x GF(2") n;;;. 6 has a partition that besides GF (8) That the condition (a) is necessary follows from the packing condition, since the number of elements in the set GF(8) xGF(2")\(GF (8) x{0}u{0}xGF(2"» is 7· (2"-1) . From the results of Section 4, as in the example of that section, it follows that condition (b) is necessary. It remains to prove that the conditions (a) and (b) are sufficient.
PARTITIONS OF GF
Let n], n2 and n3 be as in Theorem 6. We shall say that a partition II of H x K where IHI = 8 and IK 1= 2" n;;;' 3 is of type PI if
LEMMA 8. IfG == GF(8) x GF(2") n;;;. 6 has a partition of type Prfor t = 0,1, ... ,2"-1 then for each 3-tuple (n l , nz, n3) that satisfies condition (a) and (b) of Theorem 6 there is a partition of G that besides GF (8) x {OJ and {OJ x GF(2") consists of n i groups of order 2i, i == 1, 2, or 3. We deduce that 3 divides n~ -n 1 • From II we can construct a partition with n~ groups of order 4 by splitting up (n~ -n 1 )/3 of the groups of order 4 in groups of order 2.
The partitions of type P, are optimal in the sense that there do not exist partitions which for a given number of groups of order S contains more groups of order 4 than those of type Pro This follows from the results of Section 4.
To show that conditions (a) and (b) of Theorem 1 are sufficient it is, according to Lemma S, enough to prove the following theorem. THEOREM 7. GF(S) x GF(2") n ~ 6 has a partition of type P, for t = 0,1, ... , 2"-1.
We shall prove this theorem by induction. However, we need a couple of lemmas.
LEMMA 9. IfGF(S) x GF(2"), n ~ 3, has a partition of type PJor t == 0 (mod 3) t ~ 2"-2 then G has a partition of type P,+ l ' G always has partitions of types Po, P 1 and P 2 .
PROOF. Let II be a partition of type P, t == 0 (mod 3). If H is a group of order S in
II then H has a partition consisting of one group of order 4 and 4 groups of order 2. If we in II substitute H by these groups we get a partition of type P,+l'
In the same way we deduce that Gf(S) x GF(2") always has partitions of type Po, P 1 and P 2 • LEMMA 10. G = GF(S) x GF(S) has a partition of type PJor t = 0,1,2, ... ,7.
PROOF. From Theorem 2 in Section 3 and Lemma 9 above we deduce that G has a partition of type P, for t = 0, 1, 2, 3, 4, 6 and 7 . We now construct a partition of type P s .
Let e denote an element of GF(S) that satisfies e 3 + e + 1 = O. Then e is a primitive element of GF(S), i.e. GF(S) = {O, eO, e\ ... , e 6 }. Put i = 5 or 6.
Hs, H 6 , GF(S) x {O} and {O} x GF(S) constitute together with the following groups a partition of type P s . In the enumeration below we write i instead of e i; only elements which are not equal to (0,0) will be indicated: (1, 3) , (3, 5) }, {(O, 4), (1, 5) , (3, O)}, {(I, 2), (2, 4) , (4, I)} {(2, 2), (3, 4) , (5, I)}, { (3, 3) , (4, 5) , (6, 2) }, { (4, 4) , (5, 6) , (0, 3)} {(4, 6), (5, 2) , (O,O)}, { (5, 5) , (6, 0) , (I, 4)}, {(5, 0), (6, 3) , (I, I)} { (6, 6) , (0, I), (2, 5) }, {(3, 6)}, {(4, O)}, {(6, I)}, {(2, 6)}, {(2, 3)}.
LEMMA 11. G = GF(S) x GF(16) has a partition of type P, for t = 0, 1, 2, 4, 5, 6, 7, S, 11, 12, 13, 14 and 15. REMARKS. It is not known to the author of this paper if G has partitions of type P 3 , P 9 and P lO • Probably there is a partition of type P lO and possibly also of type P 9 • PROOF. From the example of Section 3 and from Lemma 9 it follows that G has partitions of type P, for t = 1, 2, 6, 7, 12 and 13. GF(16) (16) . We shall now construct partitions of H x GF (16) . As Hand GF (8) have the same number of elements we get, according to Proposition 1 in Section 2, from each partition of H x GF(16) a partition of GF (8) (8, 14) , (1, 8) }, MIO = {(10, I), (8, 0) , (1, 4) }. We get a partition of type P s in a similar way using the following 17 subsets of HxGF (16) . NI = {(8, 5) , (0, 12), (2, 14)}, N3 = {(5, I), (2, 8) , (1, 10 )}, Ns = { (5, 14) , (2, 1) , (I,7)}, N7 = {(I, 12), (8, 2) , (10, 7)}, N9 = {('I, 3), (1, 4) , (0,7)}, Nl1 = {(10, 4), (4, IT), (2, 13 )}, N\3 = {(O, 6), (10, 2) , (5, 3) }, N 1s = {(O, 13), (10, I), (5, 12)}, N17 = {(8, 0), (5, 8) , (4, 2) }. N2 = {(5, 4), (2, 5) , (1, 8) }, N4 = {(I, 0), (8, 7) , (10, 9)}, No = {('I, 0), (1, 14) , (0,3)}, Na = {(10, 6), (4, 13) , (2, O)}, NIO = {(O, 14), (10, 13), (5, 2)}, N12 = {('I, 10), (I, 13), (0,9)}, NI4 = {(10, 8) , (4, 7) , (2, IT) (1, 2) , (4, 8) }, L3 = {(I, 1), (2, 12) , (5, 13 )}, Ls = {(2, 3), (4, 12) , (10, 10)}, L7 = {('I, 4), (5, 5) , (8, 8) }, L9 = {(5, 6), (10, IT), (0, I)}, Ll1 = {(10, 14), (8, 12) , (I, 5)}, L\3 = {(8, 9), (0,5), (2,6)}, , 8) , (1, 6) , (4, 14) }, L4 = {(I, 11), (2, 2) , (5, 9)}, L6 = {(2, 10), (4, 5) , (10, LEMMA 14. Suppose that n = n'+2, n';?;6. If GF(S) xGF (2",) n -2 groups L; i = 1,2, ... ,2"-2 of order 4. In the groups GF(S) xL;, i = 1, 2, ... ,2"-2, we choose partitions of type L. According to our assumptions, GF(S) x K' has partitions of type P, for t = 0, 1,2, ... , 2"-2 -1. By using Lemma 5 of Section 3, we get partitions of a of type p. for t = 3· 2"-2,3' 2"-2+ 1,3' 2"-2+ 3,3' 2"-2+4, ... ,2"-1.
Finally, we have to construct a partition of type P, where t == 6 . 2"-3 + 2. Let K and K;, i = 1, 2, ... ,2"-3, be as above. As n;?; S K has a partition which consists of one group K" of order 2"-5 and 2"-5 groups L;, i = 1, 2, ... ,2"-5, each of order 4. If w.e choose a partition of type Po in GF(S) x K" and partitions oftype Lin GF (8) xL;, i == 1,2, ... ,2"-5, we get a partition of type P" t = 3 ·2"-5 in GF (8) x K. Using this partition and suitable partitions of type p. of the groups GF(8) x K;, i = 1, 2, ... , 2"-3, we get partitions of type P, for 3 . 2"-5 + 3:0:;; t ~ 3 . 2"-5 + 6 . 2"-3 + 1. 6 . 2"-3 + 2 is surely in this interval.
PROOF OF THEOREM 7. According to Lemmas 12 and 13, the theorem is true if n = 6 and n = 7. By Lemma 14 and induction, the theorem is true for every n;?; 6. REMARK. By lemma 2 in [6] if a finite abelian group a has a partition that consists of the groups 01> O 2 , ••• , a" then lad· 1 ql:o:;; 101 for every i and j, i ¥-j. Consequently if 0= GF(8) x GF(2") has a partition II that contains one group of order 2" then the remaining groups in the partition have orders 2, 4 or 8. Thus Theorem 6 gives a necessary and sufficient condition for existence of partitions of a that contains n 1 groups of order 2, n2 groups of order 4, n3 + 1 groups of order 8 and one group of order 2".
