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Deflection of Sodium四Si 1 icate Self- Hardening Mold 
at a High Temperature. 
Minoru YOHDA， Toshio NAKADA 
In order to appreciate the movement of the mold wall by the pressure of the poured mol ten metal， the 
deflection test at a high temperature is usually adopted. 
Therefore in these experiments， the authors have investigated about the properties of the self-hardening 
mold by considering chiefly the value of mold deflection at a high temperature. 
Resul ts obtained were as follows : 
( 1 )lt is necessary to add the sodium-silicate and the slag in proper ratio and in proper amounts. 
(2 )Generally， when the reclaimed sand is reused， the deflection value usually will become larger. 
But， we recognized that when some amounts of the reclaimed sand which were exposed at a high 







































No. モノレ比 B品 Na.O SiO. 比 重
1 2.31 52.6 14.52 32.53 1.55 
2 2.60 47.6 11.84 30.83 1.46 
3 3.00 42.9 9.85 29.55 1.42 










すばやく5 0 mmØX5 0 mmhの試験片を作成 し， 24時間
放置後，2 00 'C ，40 0 'C ，6 0 0 'C ，80 0 'C ，1 0 0 0 'C ，12 0 0 'Cに
保持 された 炉の中で一定時間放置後大気 中で冷却 し
破砕 したものを古砂として実験に使用した。










粒度(μ) > 149 149-74 












水ガラスはモル比 2 .3 ，2.6 ，3 . 0 ，3 .2の各種を使用
じ配合はけい砂 10 0 ， 水ガラス 6 ， フエロクロムス
ラグ 3 を基本配合としてシンプソンミル (容量10 kg，
3 6rpm) で一定時間混練 し，混練後ただちにたわみ試
験片 2 0 mmロX2 0 園田ロX12 0 mmt を作成 して一定条件中
(気 温3 0 'C湿度70 %)に 設定された 恒 温 恒 湿器で24時
間放置後， シリコニット炉で一定速度で10 0 0 'Cまで




図 -1 に高温たわみ試験方法， 図 -2 に鋳物砂中に
含まれてい ゐ アル カリ分の溶出方法を 示 す。 なお ア





( 1) 凶 じI Id bI凶醐Og �秤量
ω凶凶凶凶凶純水1∞∞を添
加
( 3) 凶 凶 凶 b1 � 術品主主
仏) 凶 IcJ bJ凶 凶 ン最下一一
(5) 赤 赤 赤 無 無 色を見る
中和点と定義
砂中のアルカリ%は 酸性に変ったときのINHCl の cc
数を用い， 次式により計算した。
(INHCl cc数)X (40 $' )(NaOHの分子量)X 1 0 0 
1 0 0 0 (cc) X5 0 ( $' ) (試料の重量)





図 -3 (a)に水力、ラスモル比 2.3 ，2. 6 ，3 . 0 ，3 .2の各



















水7ゲラスの添加量 ( 4 ， 5 ，  6 ，  7 ， 9 %) を変
化した場合の常温抗圧力， 残留アル カリ， 高温たわ
みの関係を図 -3 (b)に示す。 これを見ると水カ守ラス
の添加量の増加とともに常温抗圧力及び残留アルカ
リは高くなっているが， しかし高温たわみは水 カ、ラ
















5- 3  フエロクロムスラグ添加量の影響
フェロクロムスラグ添加量 ( 1 ， 3 ， 5 ，  7 %) 
を変化したときの常温抗圧力，残留アル カリ，高温た
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る Fe.Oa Al.Oa MgO， CaO が多くなりこれによっ
て Ig・ Lossが大となりたわみも大きくなったものと
水ガラス系自硬性鋳型の高温たわみについて
自硬性鋳型に各々添加されている ピッチ( 0 .2 ，0 .4
0 .6%)ベントナイト( 0 .5 ，1 . 0 ，1 .5%)，澱粉(0 .1 ，0 .2 ，
0 .3 ，0 .4%)を種々添加したときの常温抗圧力とたわ















ピッチ添加量， % ベントナイト添加量， % 澱粉添加量， %
図 - 5 高温たわみに及ぼす ピッチ， ベントナイト， 澱粉添加の影響
5 - 6 古砂の加熱温度と残留アル カリ
水 カ。ラス添加量を5 ，6 ，7%と変化させたときの各
温度 (3 0 .C，2 0 0 .C， 40 0 .C ，6 0 0 .C ，80 0 .C， 1 0 0 0 .C ， 12 0 0 
.C) にさらされた後の古砂の残留アル カリ量の変化
を図 - 6 に示す。
これを見ると3 0 .C，2 0 0 .C ，40 0 .C ，6 0 0 .C付近までは残

















-企 11 5% 
図-6
養回 実・中田登志夫
5 -7 各古砂の残留アル カりとたわみ
各温度 (3 0 .C，2 0 0 .C ，40 0 .C ，6 0 0 .C ，80 0 .C ，10 0 0 .C ， 
1 2 0 0 .C) にさらきれた古砂を使用したときの残留ア




図 -7 古砂の種類とたわみ及び溶出 アル カリ量
この図から残留アル カリ量は加熱温度の上昇とと
もに減少の傾向を示し， これにともなって高温たわ
























2 0 0 .C， 6 0 0 .C ， 1 0 0 0 .C各古砂の配合割合 ( 2 0 ，40 ，60 ，
80 ，10 0 %) による常温抗圧力， 古砂中に残留する ア




常温抗圧力は前 回述べた通りであるが， 残留アル カ
リと高温たわみは各古砂配合割合の増加とともに多
くあるいは大きくなっている。 2 0 0 .C，6 0 0 .C古砂では
配合割合と残留アル カリ， たわみとの関係はほほ、同






























5)2 0 0 "C， 60 0 "C，1，0 0 0 "C各古砂配合割合を多くして
いくとたわみ， 残留アル カリは大きくなっている。
2 0 0 "C， 60 0 "C古砂は同じ傾向を示すが， 1 ，0 0 0 "C 
古砂は前2 つの古砂より小さくなっている。
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ある非線形微分方程式の図式解法とその考察
明石 一九中川 孝之・大住 問。
The graphical method and the consideràtion for the solution 
of a certain nonl inear differential equation 
Hajime AKASHI・Takayuki NAKAGAWA・Tsuyoshi OSUMI 
The e quations describing the movement of the hydraulic driving mec hanism are got in the form of 
the simultaneous first-order differential e quations. 
This paper shows the method how the solutions of these e quations are graphically obtained in the 



























生=a ，y- Q(x)O dt -"' .Y ( 1) 
b 金=-b，x + R(y)o dt - UIA I J.\. \Y ( 2) 
ここで， Q(x)=a2 F o(x)， R(y)= 均一bay， a o， a "  
…b o， b ， ……は定数で. F o(x)は x の多項式である。















いま，a o b，/b o a ， =m2とおき，X 三mx， Y=Y， b./b t= tt， 
b 3 Ib， = b， a2 I a ，  =ゐ としてxy平面の代りに X Y平
面を考え . この面上で式(3)は
d Y_ -X一(m b) Y+(m tt) _ -X -m t2 Y+m t， 
dX Y - t3F o(益) - Yー ゐ Fφ) ( 4) 
となる。 このとき， X Y面上の状況点変化の有様は
つぎの方法によってもとめられる。





図 -1 作 図 法





すなわち， 図上九( X o ， Y o)より X， Y 軸に垂線を
/一一\ 一一一一一←
下し， これと曲線ABCDの交点をNo， 線分 RSTの
交点をM 。とし， 三点PoN oM 。を頂点とした矩形の対角
線百両は解曲線の接線に垂直である?)したがって，






一方， X Y面上の解曲線が定まると， この曲線上
を状況点が微小変化するに要する時聞が， つぎの関
係から求められる。
L ムYムt=b o b1 X+R(y ) =bo L ( 5) -�X 十R( Y)
ムY( 5)式において， 右辺の は， X Y面上-b，X+mR( Y) 
の解曲線上の微小変位をするに要する時間ムt oに等
しいから， 式(5)は






例1 :式( 3)においてa ob，/b o a ，  =m2= 1 ， Y -�千五(x)




0.4 8 X 
図 - 2 作 図 例
り， また笠宮古古曲線近傍の折線A oBoCoD。と直線RST
とで定められる解曲線は実線で表される。 図におい
て，笠宮でtrとA oBoC oD。とは曲線の形が異なるが， 図
式的に求めたリミット サイクルおよび解曲線は， 両
者がごく接近して求められることがわかる。
例 2 :例 1 において， mが 0 .6，1. 0，1. 25，および1. 5
- 9 -
明石 ー・中川孝之・大住 剛
のとき， mx=X， y=yとし，横軸を拡大縮小した 場


















- 3と同ーの曲線がえ られる。 すなわち， 軸の拡大縮
小は， 作図解に影響をほとんどあたえ ないことがわ
かった。
例 3 :以上の作図解の x， yの時間的変化が求める振
動解で， これを x-t， y-tの関係として図示すると，




1.25 ， m= 1. 0 および、m= 0 .6の場合に関する図ー 3 の
解曲線に対して， 式( 6)の関係から数値計算を行なっ
て求めたものである。
以上しめした解は， 式( 1)， ( 2)であたえ られた微分
方程式において軸の拡大率mと図式解との関係を示
したものである。
例 4 :つぎに式( 3)において分子= 0 とした(b2/b， ) 









tan8= (�) F'= -0.5 
1.2 1.6 x 
図 - 5 (a2/a ， ) F' を一定としb，/b3
を変化した時の作図例
0.4 0.8 1.2 1.6 2.0 x 
図 - 6 b，/b3を一定としb2/b，
を変化した時の作図例





b. ， b， t-x一( ;;: )y= 2. 07 -xー O.57y









4 nU 9白nU AU 
4 ー ーー-m=1.4
0. 6 0.8 1.0 1.2 1.4 1.6 X 





一一m=O.87一一-m=1.O ー- m=1.12 一一- m=1.4 
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 x 
図 -7 ( b) 電子計算機による演算例




ることがよくわかる。 図- 8( a)( b)に m=O.5，1.12に
対応するx�t， y�tの作図による結果 (図- 8( a))と





節点) か， 不安定(渦状点， 結節点) かによる特徴
から状況点の動作が推測される。 つぎにこのことを
ハUnu 一一一一L一一一一ーー一一一」ー12 18 24 t 
Y 
2.5 




18 24 t 
y 
2.0 
12 18 24 t 
図 8 ( b) 電子計算機による x�t， y�tの関係
検討する。
式( 3)および式( 4)の何れに対しでもこの特徴は変ら
ないから， ここでは式( 4)について取扱う。 式( 4)の線
形化方程式を考え る。 変数 Y= Y O+ムY， および，
X=Xo+ムXとする。そして， Xo， Y 。は午寺異点のf貨で、
ある。 式( 4)の線形化方程式は
d Y  ι日ムX+βムY
dX . y.ムX+ð'ムY




λ 2 λ(β+y)一(að' βy)= 0 の根によって考察さ












































る。 またβ〔式(4)の分子= 0 とした式をあらわす曲線






のβ+y=oの線分 で区別きれる。 なお， 他の曲線は
それぞれ状況点 動 作 の特徴がβ%仏および8によっ
て区別される境界をあらわしている。 さらに， これ
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(富山)発表)
(1976. 10. 19. 受付)
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Theory of Surface Excitons in Molecular Crystals 
Hiromu UEBA and Shoji ICHIMURA 
Department of electronics, Faculity of Engineering, 
Toyama University, Takaoka, Toyama 
A theory of surface excitons in molecular crystals is presented using the localized perturbation 
method. Conditions for the existence of surface excitons and the criterion to determine whether 
surface exciton states lie above or below bulk exciton states are given in terms of the enviromental 
shift term and the exciton transfer term within a nearest neighbour approximation. It is shown that 
localization energies of surface excitons are not sensitive to the crystal thickness. Densities of 
states for bulk and surface exciton states are calculated. The Davydov splitting of surface excitons 
is also evaluated. 
1 . Introduction 
The existence of the surface electronic states in crystals has been studied for many years. The 
role which surface states play in determining the electronic properties of crystals was first discussed 
by Tamm1l using a semi-infinite Kronig and Penny model. He showed that the surface states might 
appear when the surface perturbation is sufficient ly strong. When the surface states exist its energy 
dispersion will be two dimensional separated from the three dimensional dispersion of the bulk state. 
Recentry, the possibility of the surface electronic states in molecular crystals has been investigated 
by taking into account the difference in the interactions of molecules near the surface from those in 
an infinite crystal. Stern and Green2l calculated the surface states of anthracene and naphthalene, 
which might facilitate the injection of electrons and holes into the crystals. The electronic excited 
surface state, the surface exciton state in crystals plays an important role in optical properties. 
Two independent calculations have been performed, which demonstrate the possible conitions for 
the existence of surface excitons in molecular crystals. Schipper3l discussed the condition in terms 
of the resonance integral, so called, exciton transfer term and van der Waals integral , so called, 
enviromental shift term. He showed that surface excitons exist when the resonance or van der 
Waals term is greater than the band-width determined by the exciton transfer term. 
Hoshen and Kopelman4l odtained the condition that the absolute valuse of the enviromental shift 
term must be greater than the exciton transfer term in simple cubic crystals with an inversion center 
containing one molecule per unit cell .  Their calculations are based on the localized perturbation 
method which was first proposed by Koster and Slater5� This method was also by Foo and Wong6l 
- 13 -
for Shockley and Tamm surface state of a semi-infinite linear chain of atoms. In this model the 
localized perturbation is introduced to form a finite system by the cleavage between two adjacent 
crystal planes of an infinite (perfect) crystal with the cyclic boundary condition. The exciton trans­
fer terms which couple the two cleaved crystals are set to be zero. The difference between the 
perfect crystal and the cleaved crystals is treated as the localized perturbation. The surface is then 
treated as a plane defect of the perfect crystaL 
In this paper, we investigate the possible conditions for surface exciton states for molecular crys­
tals with two translationally nonequivalent molecules per unit cell based on the method which 
was developed by Hoshen and Kopelman4� In 2 we shall derive the planewise matrix elements of 
molecular excitons and introduce the localized perturbation matrix- which causes surface exciton 
states. Section 3 is devoted to give the energies and the Davydov splitting of surface excitons and 
the expansion coefficients of the surface exciton wave function. In 4 densities of states for bulk 
and surface excitons are given. Discussions are given in 5. 
2. Basic Equations and Localized Perturbation Matrix. 
The Hamiltonian of a molecular crystal may be written as an usual form: 
H = 'J., H0 + 'J., v , na na na I mfj na,m/3 
(2.1) 
where H 0 is the Hamiltonian for a free molecule which is localized at the a-site m the n-th unit na 
cell and V:,a,mP is the intermolecular pair interaction, which is assumed to be a function of the inter­
molecular distance. 
Now we consider a perfect crystal with lattice vector a1, a2, a3• A set of integer �, n,, l may 
be used to index the unit cell into which the origin of the unit cell  is carried by the translation 
Rn,t = � a, + n, a. + Ia, -
Assuming that the perfect crystal is built up from plane crystals (a, -a. planes) by stacking along 
the a.. direction, we define the excited state function localized at the /-th plane as follows. 
(2.2) 
where A is the antisymmetrization operator permuting electrons between the molecules and 1/J�ar 1/J",.pt 
are the excited and ground state wave function of the free molecule, respectively. In general ¢0, ¢' 
correspond to the bonding and the antibonding orbital states of the free molecules, respectively. 
The crystal eigenstates are assumed to be constructed by a linear combination of the plane localized 
excited state function: 
I k, a, l > 
(N, N, T112 'J., ikRn,t I n, a, l> (2.3) 
where I n, a, l> 
n 
<P�at and k is the dimensional wave vector. When crystals have two translationaly 
- 14 -
non-equivalent molecules the exciton wave function is given by 
1 
ci> w = 2 < I k, a, t > ± I k, !3. t >) (2.4) 
The planewise matrix elements between the exciton state and the ground state are given as follows. 
l H(k) l l(±t) = ( "rlN.)-1
12 .., eikRn U( O l + O l) 1 r 1v. "" n, , ; n m, , ' n,m 
+ ] (n, /3, l; n+ m, /3, l) (1- on,o)] 
1 + - � [D (n, 0, l; m, 'Y. l') +D (n, /3, !; m, y, l') 2 n,m 
r.l' 
-D (n, /3, !; m, /3, !') O't,l' On,m 
-D (n, 0, l; m, 0, l') au· on,m 
± (2N, N.) -1/2 � eikRn [eik� p ] (n, 0, l; n+ m, /3, l) n,m 
+ e-ik�p ] (n, /3, l; n+ m, 0, l)] , 
(±) -1/2 ikRn U jH (k)f 1, r = (2N, N.) � e (n, /3, l; n+ m, /3, l') n,m 
+] (n, 0, l; n+ m, 0, l') 
(2.5) 
± eik�p ] (n, 0, l; n+ m, p, l') ± e-ik�p ] (n, /3, l; n+ m, 0, !')] , (2.6) 
where the excitation energy of the free molecule is dropped in eq. (2.5) and 'Y = 0, -rp. The exciton 
transfer term ] and the enviromental shift term D are given as 
] ( n, a, l; m, /3, l ') = < A r/J�al r/J�pt� V I r/J�al r/J�pr> ' 
D(n,a, l;p, l') = < A,p•natr/J'natl VI A¢�r¢�r> 




where c1 (k) are the expansion coefficients for the surface state wave function. With the help of eq. 
(2.9) crystal eigenstates are given by the following secular equation. 
� I <II H (k) ll'>-E(k)ot 1,r I cr(k) = o . l' 
or in matrix form: 
- 15 -
H (k) c (k) = E(k) c (k) ( 2 . 10) 
where the diagonal and the off-diagonal elements of the matrix H(k) are given by eq. (2.5) and eq. 
(2.6), respectively. 
On the other hand, the perfect crystal exciton wave function have the form: 
(2 . 1 1) 
where the matrix elements of H0 (K) are those defined by eq. (2.5) and (2.6) and evaluated for the 
perfect crystals, i.e., for the bulk excitons. We shall define the perturbation matrix 6. (k), 
6. (k) = H (k) - H0 (k) (2. 13) 
The perturbation matrix has finite elements only for planes near the surface and is zero for regions 
away from the surface. We assume that crystal planes l = 0, N. - 1 are the adjacent planes and 
the surface crystal planes are obtained by the cleavage between this two planes as is stated in 1 . 
Under these assumptions planewise matrix elements of H (k) become zero between these planes. 
The perturbation matrix has the following explicit form: 
6. (k) 
( lH (k)f N -1 N, -1-JHo (k)f N, -1 N -1 s , 3 3 , 3 
-JH0 (k)fO,JV.-1 
= 
(-D -] ) 
-] -D 
- lN" (k) f N, -1 0 ) 




(k)f O O ' ' 
(2. 14) 
where the enviromental shift term D and the exciton transfer term f within the nearest neighbor 
approximation are given as follows; 
(2 .15) 
Inserting eq. (2 .13) to eq. (2.10) we obtain 
[6. (k) + H0 (k)] c (k) = E (k) c(k) (2.16) 
Equation (2.16) is reduced to the matrix equation which determines c (k) in terms of c0 (k) , 
or in the explicit form as follows: 
-16 -
cp 
�I' I" k, 
(K) c?· (K) l� (k) lr.r"cl" (k) 
E (k) -E o (K) 
�l'J" Dl,r (k) l� (k) lrr cl" (k) 
where Green's function C of the perfect (unperturbed) crystal is defined as 
cj' ( k) c'/· (K) co 0 (k) = � ------1'1 k. E (k) - E" (K) 
where k. = 2nl/ N., l = 0, 1, 2, ... , N. -1 . 
(2 .17) 
(2. 18) 
The matrix equation (2 .17) correspond to the usual perturbation expansion for Green's function. 
The perturbed Green's function is given in matrix form: 
G = G0 + G0 � G = [1 - �co ] -1 co = co + C o [1 - �co ] -1 �co , (2 . 19) 
where G, Go are Green's function matrices with elements Cu·, C9.r· The poles of eq. (2.19) give the 
energies of the perturbed system, which are determined by 
det I a1.r - Ru· I = 0 , (2.20) 
where 
0 
Ru· (k)  =:r, . Cu" (k) l� (k)ll".t' . 
3. Energies and Davydov Splitting of Surface Excitons. 
The determinantal eq. (2.20) is reduced to two equations which give the energies of surface exci· 
tons: 
where 
1 + [C�.0(E) + C�.N.-z (E)] (D+J) = 0 , 
1 + [�.o (E)- G3.N.-1(E)] (D-J) = 0 , 
1 ei(l
-l'J k. a. 




In eq. (3.2) the energy is measured relative to the diagonal matrix element of the perfect crystal, 
which is given by 
E0 = jH0 (k)l o,o = 2] (a, ) COS.;+ 2] (a. ) COS 1] ± 2] ( Tp) COS' 
+ 2D(a,) +2D(a, ), .;=k, a,, n=k. a. , '=(k, +k.) Tp 
- 17-
For a finite number N., it is difficult to solve eq. (3.la) and (3.lb) analytically. In the limit N.->=--, 
one can obtain the solution by replacing the summations by integrations over k3 in eq. (3.2). From 
eq. (3.la) the energy of surface excitons is given by: 
]• E = -D --' D 
The following conditions must be satisfied for the existence of surface excitons: 
(D+]) <0 or (D-]) >0 
(3.5) 
(3.4) 
At this point we set that the exciton transfer term ] is possitive 4'7). Equation (3.3) is rewritten as 
which determine the Davydov splitting of surface excitons: 
E; _ E-;, = _ 4], ]2 cos C D 
Energies of surface excitons for N3->== are shown m Fig.l, where cos C is chosen as 1 .  
(b) (c) 






...  �"'"" 















•Fig. I Energies of surface excitons E,+ (solid line), E, (dashed line) in the limit N,--><>o. The enviromental 
2.0 
shift teerm D and the exciton transfer term ] 1 , ] , are chosen so as to satisfy the conditions D+ !< 0, ], > ], ; 
(a):vs. the enviromental shift term. ], =1.0, ], =0.5 are fixed. (b):vs. the ekciton transfer term],. D=�6.0,], = 
0.5 are fixed. (c):vs. the exciton transfer term ], . D= �6.0, ], =3.0 are fixed. 
When the energy of surface excitons is obtained the expansion coefficients for the surface exciton 
wave function are calculated by ep. (2. 17) .  
Ct (E) = - [G?,a(E) D+ G0 t,N,-1 (E)]) C0 (E) 
- [GY.0(E) ]+ G1,N,-1 (E) D] cN,-1 (E) 
J 
= (-�15.)1 c. (3.7) 
for the symmetric solution c0 = cN,_1. The localization condition I ] I < I -D I which is obtained 
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from eq. (3.7) coincides with eq. (3.4). The normalized coefficient for the surface plane is given by 
(3.8) 
From eq. (3.1b) the antisymmetric solution corresponding to c0 = - cN,-1 is also given by eq. (3.3). 
The symmetric and the antisymmetric solutions are degenerate in the limit N.-> - when surface 
exciton states are localized at the plane l = 0, N,-1. 
As is shown in the above calculations, it is easy to give the energy of surface excitons in the 
limit N3->=.-. For a finite N,, numerical calculations are carried out to give the solution of eq. (3. 
1a). The resuts are shown in Fig.2a as a function of N,, in Fig.2b as a function of D and in Fig. 
2c as a function of ], . Figure Ia shows thet the surface exciton energies are independent of the 
crystal plane number and coincide with that for the case of the semi-infinite crystal in the region 
where N. are larger than 10. Hence, the surface exciton energy can be approximated by the solu­
tion for the semi-infinite crystals. 
ro.----------------------. 
(a) 














Fig.2 Energies of surface excitons for finite crystal plane number N,.  (a):vs. the number of the crystal plane, ]1 =0.5, 
]2 =0.3 are f ixed. (b):vs. the enviromental shift term. Solid line: N,=lO.Dashed line: N,=4, ]1 =0.5, ]2 =0.3 are 
fixed. (c):vs. the exciton transfer term ]1• Solid line:JI,[ =10.  Dashed line:N,=4. D= -6.0, ]2 =0.5 are fixed. 
4. Density of States for Bulk and Surface Excitons. 
The density of states of the perturbed system is given by 
P(E) = Pb(E) +Ps(E) 
= __l__N [ImTr G• (E) +lmTrG• (E) ll-�CO (E)} - � G o (E)] 2;or (4 .1 )  
where P b ,p s are the density of states for bulk and surface exciton states, respectively and Im stands 
for imaginaly part and Tr for trace. After straightforward calculation, one can obtain the density 
of states for N,->c.,: 
P b (E) = ;or� lm [ G&.o (E) + G&,N,-1 (E)] 
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Ps (E) 
1 (2]+E) 112 




1rN m 1 + 1G&.0(E)+ G&.N.-l (E)f(D+]) 
J 
(D+J)a 
D"(D-J) o(E-E,) E>2], E< -2], 
where E, are given by eq. (3.3) 
(4.2) 
(4.3) 
From eq. (4.2), the band-width of the bulk exciton is given by the exciton transfer term 4] One 
can easily notice from eq. (4.3) that the surface exciton states are localized outside the bulk exciton 
band. It is important to give the conditions which determine whether the surface exciton states 
are localized below or above the bulk exciton state. This conditions are given by the following 
equations: 
for surface excitons above the bulk one and 
-2 1-E = 
(D-J)• >0 " ' D , 
for surface excitons below the one. 
Fig.3 
Schematical density of states for bulk and 
surface exciton states. In this figure, sur· 
face exciton states are localized above bulk 
exciton states for negative values of the 
enviromental shift term. As is shown in 
fig.5, the intensity of E,-is larger than 




From eqs. (4.4), the surface exciton states are localized above the bulk exciton state for the condi· 
tion D<O and below the one for the condition D >0. The densities of states for bulk and surface 
excitons are shown schematically in Fig.3.  As is shown in Fig.3, two splitting lines are the Davydov 
splitting of surface excitons. Equation (4.3) is rewrtten as 
(4.5) 
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where the intensities of the o- function are given by 
(D+f1 ±f. cos,)• 
(D-f, ±f. cos') D• 
and the intensity ratio of the Davydov components is given by 
(D+f1 ±f. cos,)• (D-f1 +f. cos') 
(D+f, -f. cos,)• (D-f, -f. cos') 
(4_6) 
(4_7) 
The intensities /,+ and /,- are shown in Fig.4.  It is clear from Figs. 4 that the intensity ratio given 
by eq. (4.7)  is smaller than unity for all values of D, f,, f2• This result is shown in Fig.3. The 
behaviors of the intensities /,+, I,- as a function of D, f,, f. qualitatively agree with that of the 
expansion coefficients given by eq. (3.7) which determines the degree of the localization of surface 
excitons. The result that the localization of the surface exciton state increases with an increase in 
the magnitude of D is already obtained by Hoshen and Kopelman 4� The decrease of the localiza­
tion with an increase of f is explained by the fact that the surface exciton easily penetrates into 
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Fig.4 Intensities of the density of states for surface excitons r,+ =N,I; (solid line),  r:-=N,I;(dashed line). (a):vs. 
the enviromental shift term. ]1 =0.5 J, =0.3 are fixed. (b): vs. the exciton transfer term J, . D= -6.0, ], =0.5 are 
fixed. (c):vs. the exciton transfer term ], . D= -6.0, ]1 =3 .0 are fixed. 
5. Discussions. 
As we have seen in preceding sections, the conditions for the existence of surface excitons in 
molecular crystals are given in terms of the enviromental sfift term D and the exciton transfer 
term J The results are summarized as follows: 
Case (1) Surface exciton states are localized above the bulk exciton state under the conditions; 
(D+ f) < 0 and D <  0 ;i. e., D+ f, ±f. cos '<O . 
Case (2) surface exciton states are below the bulk state under the conditions; 
(D-f)>o and D>O ;i.e., D-f, ±f. cos,>O . 
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In aromatic hydrocarbon crystals, the enviromental shift term D is negative and its absolute value 
is larger than that of the exciton transfer term J The conditions for Case (1) seem to be satisfied 
in these crystals. 
Recently Turlet and Philpott8"9) have measured the reflection spectra of crystalline anthracene 
and tetracene, over a range of temperatures from 180 to 1 .6 K.Two anomalous reflectivity minima 
located above the zero phonon line of bulk excitons are observed and they become more sharpe 
with the decrease of temperature. These features are common to anthracene and tetracene. Turlet 
and Philpott tentatively attributed two minima to surface excitons. For tetracene crystal, the envi ­
romental shift term of bulk excitons is about - 2000 em -I, implying that all the planewise enviro­
mental shift terms are negative and its absolute values are largei- than the exciton transfer term. 
According to their experimental results, two reflectivity minima are observed approximately 5 em -I 
and 160 em -I above the b-polarized bulk exciton transition at 18694 em -I for tetracene crystal and 
are 7 em -I and 195 em -Iabove the one at 25108 em -I for anthracene crystal. 
Brodin et al. 10) reported a similar reflectivity minima, and Glockner and Wolf11) observed two 
emission l ines at 25298 em -I (1) and 25103 em -1(11 ) above the fluorescence at 25097 em -I for anth­
racene. Several assignments are given for the line (II). Brodin et al. assigned line ( I ) to emission 
from the surface exciton and line (II) to fluorescence due to the zero phonon line of the bulk exci­
ton. An alternative explanation is given by Turlet and Philpott S) that line (II) is the emission from 
a second surface state to the first surface state. Assignment of both lines, (which are observed as 
dips in the reflection spectra) to surface excitons seems to rationalize their similar behaviors with 
respect to temperature. 
As we have shown in preceding sections, the Davydov splitting of surface excitons is expected 
for crystals with two translationally non-equivalent molecules per unit cell such as anthracene and 
tetracene. The origin of the two reflectivity minima may be attributed to the Davydov splitting of 
surface excitons. In this cace, the energy of the Davydov splitting is given by eq. (3.6). Using the 
energies anb the Davydov splitting of bulk and surface excitons, one can calculate the enviromental 
shift term and the exciton transfer term. At this stage, we can not determine the absolute values 
of D, ]1 , ]2 owing to a lack of experimental data. The Davydov splitting of surface excitons be­
comes more clear by the observation of the a- and b-polarized reflection spectra of the (001) face of 
these molecular crystals. 
As a final remark, we mention to Case (2). The rare gas solid have the positive enviromental 
shift term. The condition for Case (2) seems to be satisfied in these crystals. Anomalies in the 
reflection spectra have been observed below the bulk exciton band in these crystals12> . These ex­
perimental results qualitatively agree with our theoretical ones. 
The investigation of the effect of surface excitons on the reflection spectra will be shown in the 
following paper 13>. 
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Plasmon-Phonon Coupled Mode Sideband of Excitons 
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Abstract 
Plasmon-LO-phonon coupled mode sideband of exciton absorption spectra is investigated by 
means of the dielectric function formalism. Exciton-coupled mode field coupling strength is calcula­
ted against the free carrier concentration, 101� 1018 em-� At any concentrations it is found that the 
coupling strength is very small. A possibility of the observation of this sideband is discussed. 
1 . Introduction 
In a highly doped semiconductor the free carrier concentrations are high enough for a plasma 
mode to be observed, of which frequency is controlled by impurity concentrations. This carrier 
plasmon interacts with a longitudinal optical(LO)-phonon and when its frequency is close to a LO­
phonon frequency, the plasmon-LO-phonon, (which is denoted by P-LO, hereafter) coupled mode states 
are realized in crystals. Such a coupled mode state was observed by the Raman spectra in In-doped 
CdS[1] and theoretically studied by calculating the charge-charge correlation function for a plasmon­
phonon system[2] . 
A simillar state can be expected in a high density electron-hole system under an intense laser 
excitation. When high densities of carriers and excitons are created in crystals, the properties of 
excitons themselves may be drastically changed, exciton-electron, exciton-exciton[3] and excitonic 
molecule [4] processes have been proposed to acount for observed stimulated emission spectra. In the 
case of low densities of electron-hole pairs, all the electrons and holes are coupled to one another to 
form excitons. With increasing an electron-hole pair density, excitons dissociate to create free 
electron-hole pairs due to the exciton-exciton collision. or the dynamical screening effects of free 
carriers. The free carrier densities therefore increase rapidly with increasing the excitation intensities. 
The aspects of emission spectra due to the exciton-electron collision suggest the existence of a vast 
number of free carriers[3]. One may expect that an exciton co-exists with a free carrier plasmon 
at the limitted excitation intensities. In the case of CdS, this carrier plasma frequency is close to a 
LO-phono frequency near below the critical density of the Mott transition. The P-LO coupled mode 
state may be realized at the free carrier density, 101!. 1018 cm-3• 
Recently, Souma and Yaj ima [5] have observed new emission spectra below one-LO-phonon l ine 
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of excitons in CdS. From the excitation intensity dependence of the peak energy shifts and the in­
tensities of this line, they tentatively attributed it to the P-LO coupled mode sideband of excitons at 
certain excitation region. 
In this paper , the P-LO sideband of exciton absorption spectra is formulated by means of the 
dielectric function method. A possible condition to observe this sideband is discussed. 
2. Calculation of the P-LO Coupled Mode Sideband of excitons 
Exciton absorption spectra are calculated by the change of the dielectric field, which is the P-LO 
coupled field in our model. For simplicity, the relative motion of excitons is restricted to IS exciton 
level neglecting the interband scattering of excitons. 
The Hamiltonian for the initial state is written as 
(1) 
and that for the final state as 
Hr = H; + H•""+ H' , (2) 
where He is the unperturbed coupled field Hamiltonian and H•"" is the kinetic energy of excitons. 
The perturbed Hamiltonian H'  is given as follows: 
(3) 
where pq is the density fluctuation operator of the P-LO coupled field and c;, Ck are the creation 
and anihilation operator of excitons. The exciton P-LO field coupling matrix element Vq is given 
as 
V _ �e• ( 1 _ 1 J q- a• q• l(l)•+a"q•l• j(l)•+pq•l• ' a a (4) 
where a is a Bohr radius of an exciton and a=m./M, j3=mh/M, M=m.+mh.Here m., mh are the 
effective mass of electrons and holes, respectively. The material constants of CdS in Table 1 are 
used here. 
Table 1 Material constants of CdS 
effective electron mass m .  0.2 m [6] 
effective hole mass m h 1 .4 m [6] 
Bohr radius of the exciton a 25 A 
static dielectric constant €o 8.46 [7] 
optical dielectric constant €.., 5.20 [8] 
LO phonon frequency 320 em -1 [3] WL 
TO phonon frequency -1 CVr em 
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The line shape of the absorption spectra of this system is represented by the well known formula, 
+ . • F(w)=� r I <f I ck I I> I O(w-E r+E ;) . (5) 
where w is the photon energy I i> and E ;, I f> and E r  are the eigenstate and eigenvalue of H ;, H r. 
respectively. Equation (5) is rewritten as 
F(w)= f dt exp(iwt)<i I Ck exp[-i(H ,-E ;)t]C: I i> (6) 
In calculating equation (6), it is convenient to calculate its Fourier transform, i. e., the so-called 
generating function: 
f(t)= <i I Ckexp [ -i(H ,-E ;)t] c: I i> 
= <i I Ckexp [-i(H o-E ;)t] U(t)Ct I i> 
= exp(-iE 0t)<  e I U (t) I e> (7) 
where I e>=C: I i> is the ground state of H 0=H ;+H:". and 
U(t)= Texp [ -i J dt exp(iH 0t)H 'exp(-iH 0t) ] , (8) 
is the S-matrix. In equation (7) E0=E g-Egxc, is the IS exciton energy, where Egxc is the exciton 
binding energy and the excxciton momentum created by optical transitions is put equal to zero. 
In the present calculations, we restrict the discussion within the second order perturbation 
expansion of <e I U(t) I e), which gives 
q• 1 <e I U(t) I e>=�- I Vq 1• f dwlm[ -�) ] 1t .,,q,w 
(9) 
where wq=il• q2/2 M is a recoil energy of an exciton. In deriving (9) we used the following relation, 
q• 1 <pq(t) p q(t)>=- J dwlm[-�) ] exp(-iwt) . 1t .,,q,w (10) 
The dielectric function E(q,w) of the P-LO coupled field appeared in (9) and (10) can be written as 
the sum of a lattice and a free carrier term as follows. 
(11) 
In equation (11 )  w is the backgroud dielectric constant, w L and wr are the LO-, TO-phonon frequen­
cies and w p = 41C'ne2/ J.t, is the electronhole plasma frequency. H ere J.l is a reduced mass of an exciton. 
The coupled mode pole approximation is introduced for Im [-e(O,w)-1] at this stage. 
(12) 
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Thus we assume that the dielectric function of this system has poles at w= ww,w1 which are the p. 
LO frequencies as are shown in Fig. 1. The parameter Ow. 01, related to the residue of the pole are 
given as 
n. 
(w�+w¥ -w2) w.-wpW1 Wt 0 _ WpW1 w.-(w�+w¥-wf) Wt 2 (w�-wl) ' 1 - 2 (w�-wf) (13) 
which are shown in Fig.2 as a function of free carrier concentrations. Inserting (12) to (9), <e 1 U(t) 1 e> 
is expressed as 










The plasmon-phonon coupled mode f requencies vs. 
carrier concentrations (n) in CdS. 
(14) 
Fig. 2 
The concentration dependences of the dielectric 
function pole intensity n., n, . 
Then we approximate the second factor of the right hand side of (7) by equation (14) ,  namely the 
generating function f (t) is obtained as follows. 
f (t)=exp (-iE0t) exp (-<e I U (t) I e>) 
=exp (-iE0t-S+S (t)+i�t) , (15) 
where S, S (t) and � are the first, second and third term of equation (14) ,  respectively. The Fourier 
transform of equation (15) yield the final form of F (w): 
F (w)=exp ( -S) J dtexp!i (w-E0+�) t\expl-S (t)\ (16) 
This is the same form as that for the phonon sideband theory of excitons [9]. The important diffe­
rence from the phonon sideband case is that the coupling strength S and the self-energy � are the 
function of free carrier concentrations. The coupling strength which determines the intensity of the 
sideband structure is expressed as 
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Fig.4 
The concentration dependences of the coupling strengh 
S (solid line), dashed and dot-dash l ine are the upper 
and the lower branch contributions, respectively. 
The concentration dependence of the zero l ine 
intensity. 
The concentration dependences of the coupling strength are shown in Fig.3. The zero line and the 
one P-LO coupled mode sideband of exciton absorption spectra are obtained by writing expj-S (t)f 
= 1-S (t) in equation (16) ,  which gives 
F (w)=F"(w)+ F'(w) , (18) 
where F0 (w) and F1 (w) are the zero and the one P-LO line shape, respectively, are given as 
X 
2 z 2 M � 
2 (-)+-( a2+m) (w -w ) a 1'J.2 JJ • 
(19) 
(20) 
This sideband shape function starts at the threshold w = w1, and the peak appears somewhere be­
yond this threshold because of the recoil energy of excitons, extending towards the higher energ y 
side. The overall line shape are shown in Fig.5 for various free carrier concentrations. The ab­
sorption edges shift to the higher energy side with concentrations and the integrated intensities of 





The one coupled mode sidebands of exciton absorption spectra for various 
concentrations. The energy measured from the bottom of a lS exciton 
band. 
b 
We have calculated the overall line shape of the P-LO coupled mode sidebands of exciton absorp-
tion spectra by means of the dielectric function formalism. The dielectric function of the coupled 
mode field was further approximated by the two coupled mode poles. 
In the present model the exciton instability due to the screening effects by free carriers is not 
considered. It is therefore inapplicable to the high concentration region where excitons lose its 
meaning to dissoiate to free electron-hole pairs. The coupling strength shown in Fig.3 represents 
the weak coupling of an exciton-coupled mode interaction, the multi-mode sideband structures are 
negligible small. The one P-LO sideband intensity is therefore approximated by I, =1-exp (-S), 
which gives the intensity ratio the sideband to the zero line 
I, 1-exp ( -S) 
I 0 exp (-S) 
s 
This is an order of magnitude amaller than the estimated. by the ordinary phonon sideband theory 
of excitons [9, 10]. Unfortunately, available experimental data have not been reported. This is 
because, as are stated at the beginning of this paper, that the P-LO coupled states will be realized 
in a high concentration electron-hole system. It seems very difficult to obtain exciton absorption 
spectra because of a fast recombination between electrons and holes. Then the P-LO sideband of 
an exciton may be observed in emission spectra, if possible. 
The results of this paper suggest that this emission band has remarkable feutures, i.e., the inte­
grated emission intensities increase a few percents and its peak positions shift towards lower energy 
side correspondiog to the coupled mode frequencies with increasing carrier concentrations. Further­
more, the lower branch assisted spectra may not be observed at any concentrations by the following 
reason. In the low value of n, it is buried in the tail of the zero l ine because of the weak intensity 
and the small energy separation from the zero line. On the other hand, in the high value of n, the 
integrated intensity is very small as is shown in Fig. 3. The upper branch assisted spectra may be 
observed at suitable concentrations, 1017- 18'8 em -a. The coupling strength represents the minimum 
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value at n� 5 X 1017 cm-3, which may be a transition concentration from the coupled mode state to 
the plasmon- like state. 
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Abstract 
The instability of bound electron-hole pairs in semiconductors is discussed using the Gorkov type 
pairing theory. Screening effects to destroy the binding of electrons and holes are evaluated as a 
function of pair densities. The qualitative criterions for the existence of bound pairs are presented 
and its relation with the gasliquid phase transition is also discussed. 
1. Introduction 
It is well known that electrons and holes in semiconductors are bound into excitons at low tem­
peratures by coulomb attractive force and excitons behave in a way similar to a weak nonideal 
Bose gas. We note, however, that the bound complex of two fermion particles is ,strictly speaking, 
not a Bose particle. The deviation from the Boson like character of excitons depend on the total 
electron-hole pair density and hence the exciton instability with increasing a pair density plays an 
important role in semiconductor physics, such as the condensation of free excitons into electron-hole 
drops, the formation of excitonic molecules and the transition between metallic and semiconducting 
phases. Hanamura [1] calculated the total energy and the number of Bose-condensed exciton in the 
presence of many Wannier excitons by taking into account the effects of the deviation from ideal 
Bose particle. On the other hand, the ground state energy of an electron-hole metallic system were 
investigated assuming that the electron-hole interactions responsible for the existence of excitons are 
unimportant at a high density phase [2 to 5] .  In this phase the contribution to the ground state 
energy due to the formation of electron-hole bound pairs is quite small, since the bound state energy 
is screened by density fluctuations due to plasma oscillations. 
In this paper, we discuss the instability of a bound electron-hole pair as a function of pair den­
sities and temperature . To this aim, we introduce an anomalous Green's function to descrive the 
propagation of a bound pair in direct analogy to the Gorkov function in the theory of superconduc-
- 31 -
tivity [6 to 8]. Gorkov theory using a Hartree-Fock approximation cannot be expected to predict 
accurately the metal-insulater transition in which the correlation effects play an important role. It 
can however serve the qualitative instability of a bound pair, in going from weak screening of a 
bound state to screening sufficient to cause the state disappear. Relations with a gas-liquid phase 
transition are also discussed. 
2. Basic Equations 
We derive the basic equations to describe the motion of bound electron-hole pairs. Let us start 
from the following Hamiltonian by introducing the creation and anihilation operators of a conduction 
band electron (at, a. ) and a valence band hole (b,+, b, ); 
(1) 
where c:� = k2 I 2m, + E. and d =- k2 I 2mh. Here m, and mh are the effective mass of electrons 
and holes, respectively, and E. is the band gap energy. The third term in (1) is the Coulomb inte­
raction potential V., = 4 7Ce2 I Eq 2, where c: is the lattice dielectric constant and p� is the electron-hole 
density operator defined by p� = ::2: (a;+q ak + b;+q bk ). k 
In the presence of bound electron hole pairs, we define the pairing Green's function defined as; 
E;_" (k, k';t-t') = -<Tat(tlbt(t')> (2) 
where Tis Wich's time ordering symbol and the imaginary times t, t' are confined to 0< t, t'< (3, (3 
being the reciprocal of temperature. Solving the equation of motion for a i (t) and bt (t) in the 
Heisenberg representation within a Hartree-Fock approximation, we obtain the pairing Green's func­
tion after Fourier transformation. 
Fe+_h (k,k') = G,(k) :2:;_�z(k,k') Gdk')IRk.k" , (3) 
Rk.k" = [1-::2:, G,(k)][l-::2:h�(k')]-G,(k) �(k') I :2:e-h(k,k') 12 (4) 
in terms of the free electron and the free hole Green's function G, (k ), � (k) and the self-energy 
::2:., :2;h. The pairing self-energy which appeared in equation (3) is defined as follows. 
Inserting (3) into (5), we obtain the self-consistent equation for ::2:e _ h, which differs from zero if 
electron-hole bound states take place and vanish when there are not any bound states. The electron­
hole pairing energy is considered to describe the binding energy in the pair, i.e., the magnitude of 
the energy gap for elementary excitations in the system. The condition :2:e-h = 0 therefore gives the 
pairing instability towards the free electron-hole pair states. 
In order to solve the equation (5) we make the following approximations for simplicity, i.e., we 
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replace the bare-Coulomb potential � by the screened-Coulomb potential Vq' instead of neglecting 
the single particle self-energy � •• �h and furthermore neglect the momentum and the frequency depen­
dences of �e-h· 
Then equation (5) is written as, 
1= �Vp' /(w,) - f(w.) (6) 
q 
where /(w) is the Fermi distribution function and w, w2 are the poles of the pairing Green's function 
which determine two branches of the elementary excitation spectra of this system. In equation (6) 
we assumed the quasi-equilibrium distributions of electrons and holes and introduced the chemical 
potential J.le, J.lh in the conduction and the valence band respectively. The difference in the chemical 
potentials is determined by the density of electrons and holes. For the absolute zero temperature 
it is equal to 
where kr = (3n-" n /13, n is the density of electron-hole pairs and J.l -I= m;1 + rn,.-1. An approximate 
solution of (6) for high density regions where the condition �e-hl Ef << 1 is satisfied is given as 
follows [9]. 
2 k/ 
�e-h = �- exp l J.l (8) 
where we used the Thomas-Fermi screening parameter qt" = 4(m. + rn,.) e2 k1/nE. It is convenient 
to measure energy in unit of the binding energy of an exciton, R = J.le4 I 2 E2 • The corresponding 
unit of length is the Bohr radius of an exciton, a= E/ J.le2• In this unit �e-h is rewritten as 
2/3 ( 1 + a") 
• n2 (a an /13 
�e-h= 4n->R(a•n) exp 1- a" 
-
4 I , a"= m.l mh . (9) 
On the other hand, in the low density regions, we introduce the pairing wave function [10] de­
fined as 
(10) 
Then equation (6) may be rewritten as 
(11) 
For sufficient low density regions we replace approximately the pairing wave function <Pe-h(k) by 
the hydrogen-like atomic wave function 'l'(k) = (l+a2 k2 )-2[11]. In this case we can obtain the 
approximate solution for �e-h in (11) as follows; 
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-2 � e-h = Rl( 1 + aq, ) . (12) 
One can easily notice that the equation (12) agrees with the binding energy of an exciton when the 
screening parameter q, is put equal to zero. This result is qualitatively agreement with that ob· 
tained by Gay [12] . Equation (12) ,  (9) are shown in Fig. 1 ,2 respectively. 
10"' 
Fig.1 The pairing energy for low density regions at 
T=O. The Thomas-Fermi screening pr rameter 




Fig.2 The pairing energy for high density 
regions at T = 0. 
3. Phase Boundary between Bound Pair and Free Pair Phases 
Within a Gorkov type pairing theory , the distinction between the free pair state of electrons and 
holes and the bound state is characterized by the condition that the pairing energy �e-h is equal to 
zero or not. The phase diagram of this system is therefore calculated by the condition �e-h = 0 in 
equation (6). 
High density regions where both electrons and holes are degenerate are characterized by 13 k? 12 
2m., f3k1 I 2mh >> 1. In this regions the critical density nc and temperature 1'c satisfy the follow· 
ing equation. 
1 = 
2(/3c R)112 J dx (x+a)112 1 1 1C -a (x+ o) I X I 2a-exp(- ---;;+]1 xI) +1 
2 
exP(- -1-1 x 1)+1 a-+ l ' 
(13) 
where a =f3ckc2l2p., o = /3cqfl2p.+ a, kc=(3rnc)113, Q1,c= 4(m.+mh)e2kci1CE and f3c is a 
inverse of the critical temperature. 
We obtain the approximate solution of (13) for a- =  1 after straight-forward calulations; 
(14) 
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where Euler's constant y = 1. 781 and n;, = a3 nc. 
We also performed the numerical calculations to find the exact solution of (13). The results are 
shown in Fig.3 together with the approximate solution (14) . The approximate phase boundary is 
fairy agreement with that obtained by the numericl calculations. With increasing the pair densities 
the transition temperature 1; normalized by the binding energy of an exciton becomes one or two 
order smalled than unity and exhibit the clear cur at the maximum density, which shifts the lower 
density side when we change the electron-hole mass ratio from unity. 
Fig.3 
The phase boundary curve between the bound 
pair and the unbound phases for a-= 1. 
The solid line represents the result by nume­
rical calculations and the dashed line shows 
the approximate result (14). 
a•n 
On the other hand, in low density regions we assume [:Jk(/2m,, [:Jk(/2m h<<1 . so that both elec­
trons and holes are nondegenerate. In this regions the lowest approximation for q, is given by the 
Debye-Huckel expression qd = Bn[:J ne2 I e, For a= 1 the phase boundary condition ( n c, 1;) satisfy 
the following equation. 
2(flc R )1/2 1/2 1 =  J----x __ _ 
where d= tJcqJ!m. 
n x(x + d )  
Integrating (15) by part, we obtain 





1 arctan ( T' ) 
flc qd e2 F(d); F(d) = J----'--- dx. 7C o X cos2 h(2) 
(15) 
(16) 
One can easily notice that the second term of the right hand side of (16) is the correction to the 
Matt criterion for nondegenerate carriers based on the Debye-Huckel screening. By numerical cal­
culations its correction was found to be small, then we obtain the following equation for sufficient 
low density regions. 
(17) 
This phase boundary is however resricted by the condition [:Jk(/m<< 1, then the following relation 
must be held, i.e., 1; I R >> 0.2. 
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4. Evaluation of the Density of Bound Pairs 
As are stated at the beginning of this paper, it is well established that bound electron-hole pairs, 
i.e., excitons exist at low densities in the gas phase. With increasing densities or temperatures 
bound pairs are not so well bound because of screening or thermal ionization effects. The pairing 
energy �e·h which are shown in Fig.l, 2 may be interpreted as the degree of the binding of electron­
hole pairs due to the screening effect. The number of unbound pairs therefore increases with den­
sities. In other words , it may be considered that the electron-hole gas phase consists not only of 
bound pairs but also of unbound ones. 
It is therefore interesting to evaluate the density ratio of bound pairs ne-h to total electron-hole 
pairs n. The bound pair density is calculated by the pairing Green's function. For T= 0, it is 
given by 
(18) 
where the momentum of the center of gravity is put equall to zero. The numerical calculations 









The density ratio of the bound electron-hole 
pair to the total pair density at T=O. 
As is shown in Fig.4 , the behavior of n._Jn is a expected one. In low density regions electrons and 
holes are almost coupled to one another and hence n._Jn is closer to unity with decreasing total 
densities. For intermediate densities the density of bound pairs is the same order as for the un­
bound. In high density regions a3 n >> 1,' the bound pairs are almost dissociated into free electron­
hole pairs, the ratio is therefore orders of magnitude smaller than that for low density regions. 
These behaviors are consistent with that of pairing energy. The temperature dependences of its 
ratio were also calculated for a= 1 . As are shown in Fig.5 for various densities, the ratio decreases 
with increasing temperatures. This may be attributed to the thermal dissociation of bound pairs. 
Unfortunately, there are few available experimental data for our evaluations, because that the electron­
hole droplet or the excitonic molecule processes were not considered in the present model. 
The free carrier generation in highly excited ststes in pure semiconductors is mainly caused by 
the inelastic exciton-exciton scattering process and the existence of a free electron is confiremed by 





The temperature dependences of the density 
ratio for various densities. 
The temperature is normalized by the binding 
energy of an exciton R. 
The temperature dependences of this E-line were observed by Saito and Shionoya [13]. Accord-
ing to their results. the E-line becomes to appear with increasing temperature, its intensity reaches 
the maximum and then slowly decreases. 
In the present model the decrease of a bound pair gives rise to the increase of an unbound pair 
since that the total pair density created by optical transitions satisfy the following equation at a 
given excitation intensity. 
ne-h + n. = n (19) 
where n. is a free electron density. 
The temperature dependences of E-line are approximately proportion to the product ne-hne except 
for the scattering cross-section of this process. In this case the intensity of E-line is expected to 
show the maximum at a certain temperature. Therefore the thermal dissociation of an exciton into 
a free electron-hole pair seems to qualitatively contribute to the temperature dependences of the 
E-line. 
5. Discussions 
We have evaluated the screening effect to destroy the bound electron-hole pair and obtained the 
phase boundary where the pairing energy was equal to zero. It must be however mentioned that 
we inevitably obtain the second order phase transition since we used a Hartree-Fock approximation 
in introducting the pairing Green's function. The calculated phase diagram do not show the phase 
transition between metallic and semiconducting phases, which must be first order at zero temperature 
as was first suggested by Mott [14]. In other words the compulsory condition �e-h = 0 does not 
correspond to the gas-liquid type phase transition but gives the criterion for the existence of a bound 
electron-hole pair in semiconductors. Within a Hartree-Fock approximation a possibility of a first 
order phase transition was discussed by Silver [15]. In his calculations pairing effects of electrons 
and holes were not taken into considerations, hence it is not clear the effects on the order of a phase 
transition and furthermore it is doubtfull whether the Mott transition, to which the correration 
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Fig.6 
The schematic ground state energy of an electron· 
hole system in semiconductors. The solid curve on 
the left is the suggested curve to represent the 
metallic phase with including the correlation effects. 
while the right hand curve denotes the low density 
excitonic phase. The dot-dash line shows the energy 
within a Hartree-Fock approximation. In this case 
the ground state energy shows no minimum point 
and hence the condensed phase is not expected. 
The ground state energy of the present model is shown schematically Fig 6. The system seems 
to go continuously from a bound pair phase to an unbound one at the point indicated by an arrow 
in Fig. 6, where the condition �e-h = 0 is satisfied. This point may be an unreal transition point 
when the coexistent state of excitons and electron-hole metallic droplets is realized at low tempera­
tures. With increasing a temperature, the coexistent state becomes unstable due to the evaporation 
of electron-hole pairs within droplets. It can be expected that the phase diagram of this paper 
gives an qualitative criterion whether the evaporated electron-hole pair would form an exciton or an 
electron-hole plasma. This criterion may be confirmed by the following experimental approch. At 
a certain temperature where the coexistent state ceases to be realized in crystals, drastic changes 
of luminescence spectra are expected corresponding to the bound pair rich phase or the election-hole 
plasma phase. 
Acknowledgement 
The authors are grateful to Professor C. Tatuyama for valuable discussions, also wish to thank 
Dr. A. Kotani for his useful suggestions. The numerical calculations were carried out with FACOM· 
230-45S at the Computer Center of Toyama University. 
References 
1. E. Hanamura, ]. Phys. Soc. Japan 37, 1545 (1974). 
2. W. F. Brinkman and T. M. Rice, Phys. Rev. B 7, 1508 (1973). 
3. M. Combescot and P. Nozieres, J .  Phys. C5, 2369 (1972). 
4. M. Inoue and E. Hanamura, ]. Phys. Soc. japan 34, 654 (1973). 
5. P. Vashishta, Shashikala G. Das and K. S. Singwi, Phys. Rev. Lett. 33, 911 (1974). 
6. L. P. Gorkov, Soviet Phys. ·JEPT 34, 505 (1958). 
7. L.V . Keldysh and Yu. V.  Kopaev, Soviet Phys. -Solid State 6, 2219 (1965). 
8. L. V. Keldysh and A. N. Kozlov, Soviet Phys. ·JETP 27, 521 (1968). 
9. A. L. Fetter and ]. D. Walecka, Quantum Theory of Many-Particle Systems, McGraw-Hill, New York 1971. 
10. D. Jerome, T. M. Rice and W. Kohn, Phys. Rev. 158, 462 (1967). 
- 38 -
11 .  E. Hanamura, J.Phys. Soc. Japan 29 , 50 (1970) .  
12. ] .  G. Gay, Phys. Rev. 8 4 ,  2567  (1971). 
13. H.  Saito and S. Shionoya, J .  Phy. Soc. Japan 37,423 (1974). 
14. N.  F. Mott, Proc. Phys. Soc. London 62 , 416 (1949). 
15. R. N .  Silver, Phys. Rev. 8 8 ,  2403 (1973).  
1975if. B:if>:!JWJ:E!I!."J':� #( <7) 5j-f4� JllliiJ!:. ( 1975. 10 . 1 1) 
( 1976 . 10 .  201t1t)  
- 39 -
Finite Element Application to Two Dimensional Excitons 
Hiromu UEBA (a), Hideyuki ARAI (b) and Shoji ICHIMURA (a) 
Department of Electronics, Fuculty of Engineering, 
Toyama University, Takaoka, Toyama, Japan (a), 
Computer Center of Toyama University, Toyama, Japan (b) 
Abstract 
The finite element method is applied to solve the Shrodinger equation for two dimensional exci­
tons. With the second order polynomial for a triangular element, the eigen-values and -functions 
are obtained by numerical calculations. The decrease of the binding energy of excitons due to the 
static screening effect is also discussed. 
1 .  Introduction 
The finite element method, (which is denoted by FEM, hereafter), a variant of the Rayleigh-Ritz 
procedure, is a method to minimize the functional corresponding to governing differential equation, 
so called Euler equation [1]. Different from other approximate procedure, one can easily find a trial 
function by discretizing a contnuum field into elements. One of authors (H.A) showed that FEM 
was an effective method to solve the eigenvalue problem, the Shrodinger equation for rare gas spec­
tra with one dimensional Lennard-Jones potential [2]. 
The purposes of this paper are the application of FEM to two dimensional excitons which may 
exist in layer type semiconductors. The eigenvalues and the eigenfunctions of ideal two dimensio­
nal exciton were shown in an excellent work by Shinada and Sugano [3] . In this paper the Shrodin­
ger equation for a hypothetical two dimensional hydrogen atom is solved and furthermore the decrease 
of the binding energy of excitons due to the static screening effect as a function of the screening 
length, i.e., as a function of electron-hole pair densities are obtained by numerical calculations. 
Throughout of this paper we use the second order polynomial in plane for a triangular element 
having six nodes since that the selection of a trial function depends on the way to divide the field 
into elements. 
In section 2 the functional is derived and in Section 3 the finite element formulation is carried 
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out. Results and discussions are given in Section 4. 
2. Functional for Hypothetic Two Dimensional Excitons 
Within the effective mass theory the envelope function q, ( r) of the exciton descriving the relative 
motion of an interacting electron and hole pairs is given by the solution of the following two dimen­
sional Shrodinger equation with an attractive coulomb potential 
--ti • a• a• e2 
- ( - + - ) q, + l/J = - E q, , 2J.l ax• ay• e (x• + y• ) 112 (1)  
where J.l is a reduced mass and e is a dielectric constant of the crystals. When we discuss the effect 
of the static screening the bare coulomb potential is replaced by the screened coulomb potential: 
( e• I r ) exp ( - J..r ) , r = (x• + y• ) 112, J.. is a inverse of a screening length. 
Introducing the Bohr radius a = e1Z 2 /J.le2 and the Rydberg constant R, = J.le4 /2h • e• ,  eq. (1)  is 
rewritten as 
a• a• 1 1 �  ( - + - ) q, + ( - ) F q, = - ( - ) E q, ax• ay• a a • • 




Region R bounded by a curve C,s and n 
represent an arc length and normal 
direction respectively. 
In deriving the functional in our model we assume the following expression; 
l =f j R ( q,, l/Jax . tPaY •  X, Y) dXdY , 
(2) 
(3) 
where f is a continuous and possesses two continuous derivatives with respect to its five aruguments, 
R is a given region bounded by a curve C in X - Y plane as shown in Fig. 1. In eq. (3) X = x/ a, 
Y = y/ a and l/Jax = aq,/ aX, l/Jay=aq,/ a Y are the partial differentiation. We assign arbitrary indepen­
dent variation to q, and its derivatives to obtain the variation ol, which is given as follows: 
(4) 
Equation (4) is rewritten by integrating by parts and using Green's theorem in plane as follows. 
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(5) 
where s and n represent an arc length and normal direction on C, respectively. When oc/J is specifi­
ed to be arbitrary ol will vanish irrespective of oc/J, if the two terms in brackets are zero in their 
domains of an integration. Then one can obtaine the stationary conditions as follows. 
in R .  
at ax at a Y  
-- -- + -- -- 0 on C . acPoX an acPoY an 
Here we assume f as 
1 




Substituting eq. (8) into eq. (6) and performing the differentiations, we finally obtain the following 
equation: 
cPoXX + cPoYY + (F + E ) cP = 0 , 
where c/JoXX = a• c/J/ aX• , cPoYY = a• c/J/ a Y 2 • 
It is clear that eq. (9) is identical to eq. (2). 
(9) 
With the above assumption the functional which sa tisfies the Euler equation corresponding to eq. 
(2) is defined as follows: 
(10) 
In this case, the natural boundary condition must be taken into account when c/J (x, y) is not prescriv­
ed on C, which is given by substituting eq. (8) into eq. (7) 
0 on C . ( 11 )  
The solution of  eq. (2 )  is therefore equivalent to find the function c/J which minimizes the functional 
I in eq. (10) .  
3. Finite Element Formulation 
We divide the region into small triangular elements as shown in Fig.2 .  The trial function in a 
typical triangle m specified by the nodes 1 ,2 ,3 ,  . . .  , 6 is assumed to be given in the following form; 
cP = [N] [a ]  (13) 
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where [NJ = [ 1 X Y X•  XY Y 2 J , [a] = [a1 a2 a, a. a5 a6 J T, ai ( i = 1, 2, . . .  , 6) are constants 
to be chosen so as to satisfy the nodal value at the element node and T represents a transposition. 
The function <P is therefore uniquely specified within the element by the nodal value 4>1, t/>2, • • •  , 4>6 and 
their associated coordinates as 
(13) 
where suffix (m ) refers to the typical triangular element ' and elm) J represents the values of <P at 
the nodes, which is given by 
(m) [ T [<P J = tPt </>. • • • •  <Ps ] 





Division of the region into triangular elements and 
X m represents the typical triangular element defined --t'\r--------'lr---f----7"'---- by nodes 1, 2, . . .  , 6 .  
From eq. ( 12 ) ,  ( 13 )  we obtain the trial function as follows; 
(16) 
Substituting eq. (16) into eq. (10) ,  the functional for the element is expressed as 
(17) 
where [A(mJ ]  = ff
m
l ( a� [N] T ) <:x [NJ )  + ( aaY [N] T ) ( a� [N] ) - F [N] T [N] f dXdY , 
(18) 
[.EfmJ ] =ff [N{ [N] dXdY m 
(19) 
In eq. (18), (19) the integration is carried out over the element. 
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The tototal energy is given by the summation of its element fmJ ,  
J = � fm) . (20) 
To minimize the total energy L we minimize the energy of the element fmJ by taking the partial 
derivative with respect to [ q/mJ]; 
(21) 
It should be noted that eq. (21) holds for all elements in the region. With the compatibility, the 
values of </J; at the interconnecting nodes detween adjointing elements must be same, we finally ob· 
tain the linear algebraic equation; 
(A - E B) [ <P] = 0 . (22) 
Equation (22) is the well known secular equation which determines the eigen-values and -functions. 
y 
Fig. 3 
A hatched part in a circular region where the 
numerical calculation is carried out. 




Triaangular elements which a hatched regioR is divide 
divided into. 
The functional given by eq. (10) is defined in unbound space, where the integration is carried out. 
Performing numerical calculations we therefore deal with our problem in a circular region as shown 
in Fig. 3, with a natural boundary condition given by eq. (1 1) .  Since we are interested in the lower 
discrete states, it is sufficient to take a hacthed part in a circular region instead of the whole q�gion 
because of the symmetry of the potential energy curve. Then we divide a hacthed region into tri· 
angular elements having 25 elements and 66 nodes as shown in Fig.4.  The number of elements are 
restricted to a certain extent because of the limitation of the computer capacity. The best condition 
must be determined by adjusting the length R1o £?., . . .  , R,, fixing the number of the elements. We 
determined the length of R1, £?., . . .  , R,, considering the shape of the potential curve and the length 
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of Bohr radius. With the above numerical example we obtained the eigenvalues of two dimensional 
hydrogen atom, i. e. , two dimensional excitons as shown in Table I with the analytical result by 
Shinada and Sugano [3] . ,  E = - 1/(n + 1/2) 2 , n = 0, 1, 2 ,  . . . .  It should be noted that a noticeble dif· 
ference between the three- and two-dimensional cases is that in the two-dimensional case the deno­
minator of the energy eigenvalue is (n + 1/2) • instead of n• and n starts from zero. The numerical 
results are fairly agreement with the analytical ones, especially for case 5 in Table 1 .  Table 2 shows 
the values of R1, £., . . .  , R. corresponding to each cases of Table 1. The radial part of the eigenfunc­
tions obtained from the nodal values of case 5 are shown in Fig. 5 .  From Table 1 ,2  one notices 
that one must employ smaller elements nearby Bohr radius and where the potential curve changes 
abruptly. One can also recognize that .the region of an integration must be extended and the num­
ber of the elements have to be increased to obtain the higher energy levels. These complications 
are not an essential defect of FEM but come from the limitation of the · computer used. 
t/JJr) 
Fig. 5 
The shape of the wave function tf>. (r) ,  n = 0, 1, 2 
(not normalized) oatained from the nodal values. 
The dotted lines show negative. 
Table 1 The calculated eigenvalues of two dimensional 
hydrogen atom E as a function of R1, £., . .  , R,. 
Finite Element Method 
Analytical 
Case 1 Case 2 Case 3 Case 4 Case 5 
- 4.000 - 4.014 - 3.739 - 3.905 - 3.479 - 3.926 
- 0.444 -0 .062 - 0.503 - 0 .509 - 0 .425 - 0 .448 
- 0. 160 8.946 0 .121 0.105 -0 . 176 - 0. 169 
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Table 2 The values of R,, R. . . . .  , !?., corresponding to each 
cases of Table 1 .  
R, R. R. R. !?., 
Case 1 0.3779 0. 7559 1 . 1339 1 .5118 1 .8898 
Case 2 1 . 1339 2.2677 3.4016 4 .5354 5.6693 
Case 3 0.3779 1 . 1339 2.2677 3.7795 5.6693 
Case 4 1 .8898 3.7795 5.6693 7.5591 9.4488 
Case 5 0.3779 0.7559 1 .5118 3.0326 8.5039 
As are stated at the beginnings of this paper, excitons, composite particles of electrons and holes 
are instable due to many effects. One is the static screening effect due to free carriers. This 
effect is easily estimated by FEM using a screened coulomb potential F with non-zero values of A.. 
Performing numerical calculations to obtain the decrease of the binding energy of exciton, the mate­
rial constant of GaSe, typical layer type semiconductor, are used, i. e. , E = 10.2 and ,u = 0 .14[4] . As is 
shown in Fig. 6, the lowest binding energy of excitons decreases with increasing ,t, which is connect­
ed to the number of the electron-hole pairs. In a case of two dimensional electron·hole systems the 
inverse of the screening length A. is approximately given by the formula A. • = 16 7en0 I a instead of A. 2 
= 4 n� 13 I a in three dimensional one, where n0 is a density of electron hole pairs. 
This gives the Mott criterion [5] . for the existence of bound electron-hole pairs in semiconductors, 
a • n0= 0.02.Unfortunately, no available experimental results concerned with the instability of approxi­
mate two-dimensional excitons are reported. 
-4.0 
0 .05 0 .10 0 .15  0 .20 
Fig. 6 
The decrease of the lowest binding energy of 
excitons as a fuction of the inverse of the screening 
length A. The parameters R,, R,, ... , R, of case 
5 are used here. 
We confined ourselves FEM to two-dimensional case but we can extend this theory to three­
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Optical Properties and Electro-Luminescence 
of Anthracene thin fi lms (1) 
Toyokazu TANBO and Shoji ICHIMURA 
We have me as ure d the X-ray diff raction pattern， the abs or ption s pe ctra， f l uoresce nce and its excita­
tion s pe ctra of anthrace ne thin f il ms. X-ray analyses s how the e vaporate d  thin f il ms of anthrace ne 
are accumul ate d  paral le l to a-b pl ane. We f irs t observed the e le ctro- l uminesce nce of anthracene 
f il ms with Na- me tal e le ctr ode f or e le ctron inje ction and Nesa ele ctrode f or hol e inje ction. W e  
f ound that the e nhance d  hole inje ction at the high e l ectric f ie l d occurre d in anthrace ne f il ms as 








































昇華し， その蒸気 分子をるつぼの上 3 - 5 cmぐらい
においであるか、ラス基板に蒸着させる。 その時の真
空度は約2 XlO-4 Torrであり， 膜の厚きはるつぼ
の上にあるシャッタ ーの開放時間で調節した。 本実
アントラセン蒸着膜の光学的特性と電場発光(l)
験に用いた試料は約0. 1μ mから約20μ mまでのもの
であり， その厚きは干渉顕微鏡で測定したものであ
る。
粉未法によるX線回折は，理学電機のX-ray diff rac t 
materを用い， 蒸着膜で行なった。
吸収スペクトルには日本 分光UVID EC- 1 型デジ
タルダブ ルビ ーム 分光光度計を用い， 蛍光スベクト










とシク ロヘキサン) での光学的性質を測定した。 試
料は最初に溶媒 100meに対し，1. 8 mgのアントラセン
をとかし， 10-4モル/R，の試料を作りその中から2. 5
meとり出し22. 5 meの溶媒を加え 10-5モルIQの試料




膜におけるElec tro-lu minesc e nc e  測定用セルを作定





ッチ型セルを用い約 2 X 10-4 Torrの真空中で方形










金属N a電極の大きさは約 0. 3 XO. 3 XO. 1 cmである。
用いたアントラセン蒸着膜の厚きは約0. 6，u m- 5. 1，u m
のものである。 電流一電圧特性に用いた電源は菊水
電子の 直流安定化電源7372型であり， 電流計には菊
水電子のミリボ ルトーアンメータ 1 1 5型を用いた。 本
実験は室温で行なった。
3. 実験結果と考察
3 - 1 X線回折
アントラセン蒸着膜の構造を調べるため， X-ray 
diff rac t materでの回折実験を行なった。 図 - 3 は
その時の反射の様子を示す。 この図 にみられるピー
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。=sin-1|- L ( 4t半笠 + 4-盆位!?f}_)-!: I ， 2 sinβ α U 
-・・・・(1)












図 - 3 D iff ract ion P att ern 
λはCu -Kα線の波長であり，んk ，1は面指数である。
上式と実験値が一致するのはh=k=O ，1宇 O のとき
である。 これよりアントラセン蒸着膜は基板に対し，
a- b面に平行に積層構造をなしていることがわかる。
3 - 2 吸収スベクトル
蒸着膜の吸収スベクトルを図 - 4 に示す。 膜厚は
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図 一 5 A bso rpt ion sp ect ra in an ev apo rat ed 
f il m  a nd solut ion s  
nu t-v 













蒸着膜ではOー O遷移 ( 3 - 3 ) に対応する吸収が






吸収の最も大きい遷移が 0 - 0 遷移から 0 - 1 遷移
になり又吸収スベクトルも短波長側へシフトすると
思われる。
3 - 3  蛍光スベクトル
































図 - 8 Fluo rescen ce sp cct ra o f  C ，. H ，o in C SH '2 
溶媒中と蒸着膜で 0 - 0 遷移に対応するエネルギー
にはO.l eV程度の差のあることがわかる。 これも先
に述べた溶媒効果によるものであろう。 この分子問
相互 作用の大きさを表わすF ran k-Con don不安定化
エネルギ-EFC は ， E FC = hνA - hνFで求められる。
ここで hνAは吸収の極大ピークに対応するエネルギ
ーであり， hνFは蛍光の極大ピークに対応するエネ
ルギー である。 CsHs中で10- 4 モル/1の場合EFCは
0 .34 eV， CSH，.中で10-4 モル/1の場合のEFCは0 .35eV
G .1μmの蒸着膜で0.16 eVと求められる。これより蒸
着膜のアントラセン分子の方が溶媒中のアントラセ
ン分子 より約0.18 eVだけF ran k-Con don エネルギー
の4、さいことが、わかる。
3 - 4 蛍光の励起スベクトル
図 - 9 で0.1μmの蒸着膜の蛍光の励起スベクトル
(実線)を示す。 413nmのピークは励起光のもれによ






アントラ セ ン 単 結品に お け る E L (El e ctro­
lumin escen ce)は， 注入された電子 とホールとの再
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図一7 Fl uor escen c e  sp ect ra o f  C 1.H ，0 in C sH s 
この鏡像関係よりCsHs中でのアントラセンの0 -
0遷移に対応する波長は 37 9nmであり， エネルギー
に換算すると3 .27 eVである。 又CSH'2中で、は376nmで
3 .2g eVである。0.1μmの蒸着膜の各スペクトルと溶
媒中での各スベクトルを対応させると， 蒸着膜での












図- 9 Fluo rescen ce e xcit ation sp ect rum o f  
a film 
結合により発光する。 注入に最も適切な電極材料と















数1000CPS. パルス巾 100μ sec. 電圧 100V程度 で
発光が観測され始め， その明るさは周波数， パルス
巾，電圧が増加するとより明る さを増した。又60Hz
ACを用いると120V程度で発光カ叫ら九 D Cでは 230V
程度で観測され始めた。 国一10はアントラセン蒸着
膜での電流一電圧特性である。 膜厚はそれぞれ3.0
μm， 3.9μm， 4.5μm である。 三者とも 130Vぐら
いまではオーミック特性を示すが，200V以上になる
とそれぞれI∞V6， I oc  V10 ， I oc  Vaに従う特性を示す。
ELはオー ミ ックからはずれた領域で観測される。
ところで D.F. Willi ams(S)らは， 電導ガラスは ア


















した電子数， αn T はELが生じたときELによって
det rappin gし電位障壁に接近した電子数である。 (2)








dEB 4π e(nt+αn T )  
(ij[ーー らê.







比例するので， (3)， (4)， (5)より
2 m+ ø吾 (ε. ên)+ ，，--A­み ; 1 \ c;.，c;.q ' \ -l- V ー す 13πtも息苦(nt+ anT)+ 
- 52 一
d::::: 吋 ーか(2 m(ゆ- eEB x ))国







電極面積約o . 1 cm'を用いると， ρ= SR/L= 2 X1012 









































我々はア ントラセ ン蒸着膜を作り， その組成， 吸
収， 蛍光， 励起スペクトルを測定し， 又ア ントラセ
ン蒸着膜によるEL測定用セルを 作りその再結合の
状態を電流一電圧特性より考察した。 その結果ア ン
トラセ ン蒸着膜においても， 高電界のもとでト ンネ
リ ングによる e nh anc e d hol e  inj e ct io nが行なわれ
ていると思われる。
4. 結
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Self Phase Locking In Gas Laser 
Koichi Nakano， Hiroshi Inoue 
The a na l ysis of s el f mod e l oc k ing of thr e巴 mod es operation in H e-N e  gas l as er using the c orr ec ted 
L amb' s equation is d esc ribed. S el f  mod e l oc k ing is d ue to s ome l as er parameters， for exampl e，optic a l 
l ength(L) ， mod e s p ac e  between the osc il l a ting mod es(ム) a nd r el ative exc itation ra tio(万). C ons equentl y 
we obtained the r el ati ve p has e， the three mod es ampl itud es of s el f mod e l oc k ed l as er in the stead y 





れている伊3X4 XS)前者が 2 つの周波 数 聞に起こる現象
であるのに対して， 後者は 3 つの周波 数成分間に起
こる現象 のために類似性はあるが， 後者の方は複雑
さを示す。 Adlerl)が前者に対し振巾， 周波 数の関係
係を示したのと同じようにLαmが2)の修正 3 モード微







- 5 5 一
3 モードで発振している時の発振振巾を夫々E"E2' 
E 3' 位相を<p"仰，仰とし， 相対位相を 2和一<p， 仰
とする。 このとき各モード聞には次の修正Lamb の
3 モード微分 方程式が成 立することが知られている。
定常状態の解を求 めるためには時間的微分E" E2' 
E3， <p" <P2， 仰を 0 として，，E陶 仰を決定すること
ができる。
E1 = a，_E， β，mθ'2E，E�θ'3E，E� 
一(叩23COSψ+Ç23 sinψ) Elli3 (1 )  
E2= a2E2-ß2E�- e21EÆ�- e23EÆ� 
一(7]13COSψ-Ç13sinψ)EÆÆ3 (2) 
E3-日3E3 β'3m- e31E3m- e32E3E� 
一(叩21COSψ- ç2，sinψ) Elli， (3) 
<P1十)I，=Q，+σ1+ρ，E�+ T '2 E � 
+τ13E�-Elli3E，'(平23Sinψ-Ç23COSψ)(4)
<P2+ν2=Q2+の+ρ2E�+ T2，E� 
+ T23EH EtE3(叩'3sinψ+Ç'3COSψ) ( 5) 
伊3+ν3=Q3+σ3+ρ3E�+ T3， m+ T32m 
-Elli，E.'(η凶inψ-Ç2'COSψ) (6) 
ψ= 2 <P2一<P，- <P3+(2 )l2-II， -1I3)t ( 7) 
中野幸一・井上 治
X= 2σ'2-U，ーの+(2 '2 1-P，ーτ8 ，)Ei
+( 2 P2-'12-'S2)Ei+( 2 '2'一ρ8-'1 8)Ei 
+ ( 2 E，E8 7]'8 + EmsEï'7] 2 s  + EiE，Eず)sinψ
+ ( 2 E，E8 Ç'8 -Em，Eã' ç剖-E iE 8Eï'ç踊)c osψ (8)
上 式の各パラメータは， Lambの 定義そのまま使用
する。 これらは発振モードがドップラー巾のどの位
置にあるか関係するもので， 予め求めておく。 例と
してレーザ長L ，=70cm， 鏡とレーザまでL 2=13.5cm
とし， L .は可変とする(図- 1参照)。 ドップラー巾
は， 1200MHZ，緩和定数)'ø =12MHZ， ')?， =23MHZ， 






a)( l)， (2)， ( 3)式における下線の部分だけにより解E"
E2' E8を求めて第一近似解とする。
b)このE" E2' E.を初期値とし， 相対位相ψを微小
量づっ変化して， 第( 1)， (2)， ( 3)の完全なる式を用























図- 2 FLOW CHART 
を判定し， 安定なる解をとることとする。
d)ドップラー巾中の中心周波数よりモードの位置を
微小量ずらして， ( 1)， (2)， (3)..・H・の計算を反復する。
もし(c)においてXの符号の正手負に反転する点がな
い時は除周波数を求める。




図-3 には，相対励起比 布=1.04(a図)， 甲=1.5 (b図)
としたときの各モード振巾の自乗EJ， E�， E�を表わ
したもので， ( 1)， (2)， ( 3)式の第 1 次近似解を実線，
第 2近似解E抗E�2，E;2を点線で示す。E:が負となる
ような場合は， 3 モード発振でなくなる領域である。
(図中のxu=ドップラー巾=1200MHZ， /::，. =C /2L 




囲でし か も 3 モード発振しているので， 除周波数
2 均-11，一均の存在する領域である。
図-4 は， XU=1200MHZ， 叩=1.20を一 定として，
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図- 5 c  
4. 同期域内の相対位相の変化
図- 5aは，横軸に離調度， 縦軸に相対位相を示し
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相対励起比 が大きくなるにつれて 0 離調度附近の相
対位相の立ち上がり傾斜が大きくなり位相最大のと
きの離調度は 0 離調度の方へ接近する。 相対励起比






上げるにつれて， 正弦的曲線より 3次 5次高調波を
含むような波形を示し， 途中に非同期域が現われる。
図-6 aにおいて甲=1. 04のとき，8=50%まで同期域
が存在する。 6 b図では，η=1. 04とη=1. 50で非同期
領域が現われ， 6 c図では甲=1. 04で同期域がなくな
り， 6d図では，各がこ対して8=35%のときに非同期
域が現われる。 特に6 b図に叩=1. 04だけがψの傾斜
が逆方向である。
\\ '. �. 
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l i / 
.. \ / I 
町 田 /-tj\JhくJ








5. 非同期域内の喰周波数 (2 11.-111一均)
同期しない場合には， 相対位相の時間的微分は 0
とならず2112-111一均は値を有し稔周波数となる。
図- 5 ， 図-6 において位相同期が起らない時には，
3 モード発振し得ないときを除いて稔周波数が見い
出させる。 図ー7 a， b， c，dは相対励起起比 (叩)1. 04，
1. 10， 1. 20， 1. 50の場合の稔周波数と離調度との関
係を示したものである。 図-7aにおいては， b. =100 
MHZ， 16 0MHZのときには，8< 50%の範囲で除周波
数を見い出しうるが，8= 0 附近では発振停止してい
るのでプランクのままである。
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稔厨波数を示したもので，a，b， c図は， ð. =120， 140， 


















自己位相同期が行なわれ易< ， キャ ビティの端にお
かれたときはこの逆である。ドップラー巾=1200MHZ，
ð.=l00MHZ， 申立1.1の場合，レーザー長L1=50cm，
キャ ビティ長Ls=150cm一 定としL2を 0，25，50，100
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日(t)= CE1cos 12π(均 ム)t -l判
+ E2 cos 12πν2t +(ψ-!qJl十和)/21
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ψ 1を基準として 0 とし， XU(ドップラー巾)=1200 
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8. 自己位相同期について
式(4)， (5)， (6)において， (5)式の 2倍から(4)(6)式と
の和を引けば， 相対位相ψに関する微分方程式が見
い出される。
ψ=σ+Asinψ+ Bc osØ (9) 
しかし， ここでは簡単にするためにt.... T酬を含む小
きな周波数反撲項を無視する。 ここで
σ= 2 の一σ 1ー の である。








る。(A=2 山品開 山山 市 2 1
B= 2 E，E3Ç 13-Em3Eï'ç 2 3-Em，E;;'ç 2 ， (12) 
又， レーザ動作においてYab<ム<XU (Yab; 2 レベ
ル聞の平均緩和定数， XU; ドップラー巾) が成立し
ている時は， 次の様に近似される。
A:::::::，台77:'20"'(ε0113XUム 2) -1!(N+ 2 N 2)E� 
+ 2 (N- 2 N 2)E�1 
ところで，
X10・ 手 、
06 ! 1 \ 
0.4 � \ 
� /'ん\、 \0.2 t 、、
Z ・ -�τ士一ーーーー--o þ: -50 -30 -10 .0 10 30 50 
� -一ーー-二二ニユエ〆 --.._-;..__ー割問)
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図-8 c  
B:::::::O 
0-;電気双極子モーメントの密度マトリックス
(0. 79829 X 10- 29) 
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Annealing Effects on Ferroelectric Domain Configuration 
of Tri-Glycine Sulfate 
Noriyuki NAKATANI 
A nnea l ing effects on the domain configura tion of TGS singl e cr ysta ls  ar e examined with etching 
the ( 0 1 0 )  p l a ne. The domain of the one annea l ed at a tempera tur e  high巴r than 70 0C is fine l amel l ar 
el ongated a l ong the dir ection per pendicul ar to the c-axis. The l amel l ar becomes l ar ger with the l a ps e  
of time a fter the a nnea l ing. The change l asts mor e  tha n  1 0 0  da ys. The moving domain boundaries， 
during thi s change， ar e not ca ught by dis l oca tions intr oduced in the pr ocess of the cr ysta l gr owth. The 
a nnea 1 ing effect on the domain is not r el a ted to the a nnea l ing tim巴 a nd the cool ing ra t巴.
1 . 緒 言
硫酸グリシン (TGS; ( NH2CH2COOH)3・H2S04)
の強誘電性に関しては， その 典型的な 2次相転移
(Tc =49 .4"C)を中心にさまざまな角度から 研究き
れている�1)，(2)TGS単結品は強誘電相においていわゆ
る 180 。分域にわかれる少(4)その 独特のレン ズ状の分
域自体極めて興味のあるものであるが， 分域構造が
結品の マク ロな性質に 直接あるいは 2次的に 影響を





一方， TGSの転移点近傍の critica lな性質を調べ
る実験等(7)において， より純粋な結晶を得る必要か
ら， いわゆる「熱処理」がなされ， それ相 当の 効果
をあげイ尋ることが判明したが?熱処理によってその
分域構造に大きな 変化があることも指摘きれている。





























晶の温度が極端に異なると therm a l shockによる分
域があらわれるのでヂこの点に注意した。
3. 実験結果及び考察
3 - 1 熱処理後の分域構造の経時変化
図- 1 は， 7 5.C で15時間熱処理した結晶の経時変
化の一部を示したものである。 これは一個の単結品
の( 0 1 0 )面全体を示したもので， 周囲はいずれも







( 3 0 す)面と一致する境界をもっ直線的な分域とが
みられるが， 熱処理直後はいわゆるラメラー状の細
かい分域になる。 ( 0 0 1 )面に近い周辺部では，( 0 






あり作(1日以前にいわれ ていた(3)ように(1 0 τ)面 で
はない。




























図-2 は 熱処理温度を種々に変えた場合の 分域構
造を 熱処理後24時間の時点で示したものである。 熱




いずれの場合も 熱処理 直後は 分域が細かし時間の














図-2 熱処理温度による 分域構造の変化， いずれも 1 時間 熱処理後24時間 経過した時点で撮 影(x 8 ) 
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3 - 3 熱処理時間の 影響





度を(700C以上まで) あげれば 熱処理は充 分で、ある
といえる。 しかし 2 - 2 で示したような比較的低温
での 熱処理も充 分に時間をかければラメラー状の 分
域を示す程度にまでなるかどうかは， 確認できなか
った。
図 - 3 熱処理時間による 分域構造の変化， 750Cで 熱処理後24時間経過したもの。 (x 8 ) 
図 - 4 冷却速度による 分域構造の 変化， 数値は転移点通過時の冷却速度を示す。 750Cで 1 時間処理後冷却，
転移点通過後24時間 経過した時点で撮 影(x 8 ) 
3 - 4 冷却速度の 影響
熱処理後の 分域構造が冷却速度， とりわけ転移点
通過時の冷却速度によってどのような 影響をうける




無いが， 図 - 4 に示したように(転移点通過時の) 冷
却速度を 3 桁以上変えても 分域構造にはほとんど差




と考えられる。 熱処理後のラメラーの巾は 2 -5 μ
で あるが:'\9)これは転移点における一種の相関距離を
示すものと考えられる。
なお， 図 - 1 -3 および図 6 ，  7 で示した場合
の冷却速度はいずれも 3 0C/ min程度で、ある。





構造をもつことが期待される。 T G S の場合はそもそ
Fhu cu 
空査盟主
図-5 導体中での分域構造の変化(x 8) 
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