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Abstract
The single stretched-wire method is commonly used to measure the magnetic
field strength and magnetic axis in an accelerator magnet. The integrated volt-
age at the connection terminals of the wire is a measure for the flux linked
with the surface traced out by the displaced wire. The stretched wire can also
be excited with an alternating current well below the resonance frequency. It is
thus possible to measure multipole field errors by making use of the linear re-
lationship between the wire-oscillation amplitude, integrated field, and current
amplitude.
This technique is a good example for solving partial differential equations, or
more precisely, boundary value problems in one and two dimensions. In partic-
ular, the field in the aperture of accelerator magnets is governed by the Laplace
equation, which leads to a boundary-value problem that is solved by deter-
mining the coefficients in the series of eigenfunctions from measurements of
the field components or wire-oscillation amplitudes on the domain boundary.
The oscillation of the taut string is an example of a one-dimensional, in-homo-
genous wave equation. The metrological characterization of the oscillating-
wire system yield the feedback on the uncertainties (and limitations) of
the method, as only the linearized equations of the wire motion and the in-
tegrated field harmonics of the magnet are considered.
1 Introduction
It is said that (partial) differential equations are solved employing specific, albeit not universal, methods,
of which there are far more than can be discussed in this short writeup. However, we, engineers and
applied physicists, are usually not solving partial differential equations; as they have been solved for us,
we look them up in a book.
What we solve indeed are boundary-value problems in a coordinate system appropriate to the prob-
lem domain, for example, the round or elliptical aperture of an accelerator magnet. For this purpose we
look up functions that obey the differential equations that are often been derived after serious lineariza-
tion and only for trivial domains. In any other case, one has to resort to numerical methods.
If said functions are orthogonal and complete, a finite sum over these eigenfunctions can be shown
to be the best approximation of a systems response in this dimension. The sum of eigenfunctions must
then be matched with given initial and/or boundary data derived from mere assumptions, computations,
or measurements.
In the aperture of an accelerator magnet, free of currents and magnetized material, both magnetic
scalar and vector potentials can be employed for the formulation of a boundary value problem. For
magnets that are long compared to their fringe-field region, a 2D field description of the integrated
field quantities is often sufficient. The domain boundary is often chosen as a circle with a outer radius
of two-thirds of the aperture radius. Both potential formulations yield scalar Laplace equations. Its
Available online at https://cas.web.cern.ch/previous-schools 1
ar
X
iv
:2
00
6.
09
82
8v
1 
 [p
hy
sic
s.a
cc
-p
h]
  1
7 J
un
 20
20
eigenfunctions are the trigonometric functions and thus the field quality is conveniently described by
a set of coefficients, known as field harmonics.
These coefficients are then determined by comparison with the boundary values; in circular coor-
dinates these boundary values are given by the radial or azimuthal field components (or the horizontal or
vertical wire-oscillation amplitudes) that are developed into Fourier series. If magnet design is not in our
agenda (as for beam-physicists or magnetic measurement engineers), the problem will be solved.
However, by studying the theorems on harmonic functions we will find that if a scalar field is har-
monic in a closed domain, then the potential cannot take a maximum or minimum at any interior point of
that domain. Harmonic fields are therefore unable to account for the line-currents used for the calcula-
tion of coil fields in (superconducting) magnets. Through the superposition principle for linear operator
problems, the convolution of a Green’s function with an excitation function will also obey the differential
equation. If the linear differential operator admits a set of eigenvectors, i.e., eigenfunctions and scalar
coefficients, then it is possible to develop the Green’s function into these eigenfunctions, a process know
as Fredholm theory.
In this write-up, we will focus on the oscillating-wire technique for measuring magnetic fields in
accelerator magnets. It is a fine case study for the treatment of boundary-value problems. The method
requires the study of field harmonics in the aperture of the magnet and of the wave equation for a taut
string acting as a transducer for the integrated magnetic field.
2 The architecture of the stretched-wire systems
Figure 1 shows the systems architecture of the wire measurement system. A Copper-Beryllium wire of
diameter 0.125 mm is guided by two displacement stages (denoted A and B), at which the two end-points
of the wire are fixed by ceramic ball bearings and kept electrically on a floating potential. The wire can
be considered free of martensitic contaminations, which would otherwise introduce a position-dependent
magnetic force and add an uncertainty to the measurement. The wire is passed through the magnet
aperture and pulled taut by means of a servo motor.
Two phototransistors are positioned on Stage A in order to transduce the wire oscillations in x−
and y−directions into voltages. This sensor output, pre-amplified and low-pass filtered by an anti-
aliasing filter, is sent to a 18 bit acquisition system. The same system also acquires the wire-excitation
current on a reference resistor.
The voltage integration is performed by the Fast Digital Integrator (FDI) V.3, a PXI-based card
with an on-board digital signal processor. The integrator includes an analog front-end, based on a fully
programmable input amplifier and features a self-calibration capability. The Flexible Framework for
Magnetic Measurements (FFMM) is used as a software framework for data acquisition, driving the motor
Fig. 1: Systems architecture of the wire system.
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controllers and measurement post-processing.
3 The vibration of a taut string
The stretched wire can be described as a line structure, parametrized with respect to its arc length s and
suspended at its two extremities. This is often referred to as the taut string. If the displacement from
the equilibrium position is small, the vibration is governed by linear differential equations. The classical
analysis of these equations leads to the so-called normal modes of vibration. The following assumptions
must be made, and shall be challenged at a later stage.
– Uniformity: The string has a constant linear mass density λm.
– Rigid ends: There are no parametric excitations from end motions in transverse or axial directions.
– No bending stiffness: The string has no bending stiffness, that is, the flexural and torsional rigidi-
ties can be neglected.
– Planar oscillations: The string deflection u(z, t) is caused by the distributed force f(z, t), which
is proportional to the local velocity and the normal component of the magnetic flux density to this
uz-plane.
– Uniform tension: Each segment of the string pulls on its neighbouring segments with the same
magnitude of force T .
– The only force in the string is its tension and the Lorentz force exerted by the driving current and
magnetic field.
– Small vibrations: The slope can be sufficiently well approximated by ∂u(z, t)/∂z on the entire
interval [0, L].
– Steady state oscillations: After an initial setting time, the string oscillates in the form of a stand-
ing wave. Then there will be no energy flow along the string and no energy loss in the fixed
suspensions.
Consider fixed points are at z = 0 and z = L. Let the cross-sectional area of the wire be A. If there is
an initial stretching of ∆L, the initial tension is
T = EA
∆L
L
, (1)
according to Hook’s law, where E is the Young modulus, [E] = 1 N m−2, and T is the tension [T ] =
1N = 1 kg m s−2. Contrary to a beam, a string has no bending stiffness, that is, the flexural and
torsional rigidities can be neglected. When the deflections are small (s ≈ z), the distributed force is
independent of the deflection and the tension remains the same along the string.
The tension varies in time, however. This is mainly due to the elongation of the wire at maximum
displacement, uncertainties in the stage alignment, torque ripples in the tensioning motor, and variations
of the friction in the end-points. And even though the vibration amplitude is small, it is still large with
respect to the sag.
The boundary values for the mathematical model are given by
u(0, t) = u(L, t) = 0 (2)
and the initial displacement and transversal velocity are
u(z, 0) = u0(z),
∂u
∂t
(z, 0) = v0(z) . (3)
This is the characteristic of a Cauchy initial value problem. In the first class of initial conditions the string
is released from a displaced position with zero velocity. This is the condition of a plucked string on
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a guitar. In the second class of initial conditions the string starts from the equilibrium position with
specified velocities like in struck-string instruments such as the piano.
Consider a line segment dz in the uz-plane as shown in Fig. 2. By the law of conservation of
transverse momentum, the total force on the string element must be balanced by its inertia. The net
transverse force due to the difference of tension at both ends of the element is
T sinβ − T sinα , (4)
where
sinα =
∂u
∂z√
1 +
(
∂u
∂z
)2
∣∣∣∣∣∣
z
, sinβ =
∂u
∂z√
1 +
(
∂u
∂z
)2
∣∣∣∣∣∣
z+dz
. (5)
For small angles α and β the horizontal forces cancel, leaving a net force in the u-direction. The tension
T sinα
T sinβ
z z + dz
α
du
β
F (t)
mg
u
Fig. 2: Local deformation of a taut string.
force on the string T is acting in z-direction and is the same at both vertices, because the segment is
assumed not to accelerate in z-direction. The arc length s(z, t) of the string from 0 to z is given by
s(z, t) =
∫ z
0
√
1 +
(
∂u
∂z
)2
dz = z
(
1 +O
(
∂u
∂z
)2)
. (6)
As the string length, and hence the tension, is unchanged with an error of O
(
∂u
∂z
)2
, the tension is taken
as a constant. In the u-direction the forces on the segment can then be approximated as
T sinβ − T sinα ≈ T
((
∂u
∂z
)∣∣∣∣
z+dz
−
(
∂u
∂z
)∣∣∣∣
z
)
. (7)
The force due to gravity is −mg ~ey · ~eu and the Lorentz force is F (t) = I(t)Bn(z), where Bn(z) is
the magnetic flux density normal to the uz-plane (notice the typesetting of the index n).
The linear damping force is −α(∂u/∂t) acting in the opposite direction of the velocity. This
is a low-strain approximation as otherwise a term due to hysteresis damping (an energy dissipation in
the bulk of the of the string) would need to be considered. The acceleration of the string segment
is ∂2u/∂t2. If the mass per unit length of the string is λm, the inertia of the element is λm ∂
2u
∂t2
dz.
Momentum conservation requires that
λm
∂2u
∂t2
dz = T
((
∂u
∂z
)∣∣∣∣
z+dz
−
(
∂u
∂z
)∣∣∣∣
z
)
− λmg ~ey · ~eu dz + I(t)Bn(z)dz − α∂u
∂t
dz . (8)
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For any smooth function f the Taylor series expansion yields
f(z + dz)− f(z) =
(
∂f
∂z
)
dz +O(dz)2 . (9)
Disregarding the sag due to gravity1, dividing by dz and rearranging terms in Eq. (8) yields the linear
equation of motion
λm
∂2u
∂t2
+ α
∂u
∂t
− T ∂
2u
∂z2
= −I(t)Bn(z), (10)
where λm is the mass per unit length [λm] = 1 kg m−1, α the damping coefficient [α] = 1 kg m−1 s−1.
Note that the physical unit of the coefficient T/λm is [T/λm] = 1 s−2 and therefore
c :=
√
T
λm
(11)
is the characteristic (wave) velocity of the system. Equation (10) is the dynamic force-balance equation
at each point of the structure and at each instant of time. It has the form
inertia + damping + spring = excitation force . (12)
Neglecting the damping term and the excitation function results in the scalar wave equation in one spacial
dimension:
∂2u
∂t2
= c2
∂2u
∂x2
. (13)
Plane-wave eigenmodes for the free, undamped system can be found by means of the separation of
the space and time variables,
u(z, t) = U(z)Q(t) . (14)
This yields
U(z)
∂2Q(t)
∂t2
= c2
∂2U(z)
∂z2
Q(t) , (15)
or
∂2U(z)
∂z2
U(z)
=
1
c2
∂2Q(t)
∂t2
Q(t)
. (16)
The left-hand side depends only on z and the right-hand side only on t. Both sides are equal and therefore,
equal to a constant value µ, which is called an eigenvalue. Thus we obtain the two equations
∂2U(z)
∂z2
+ µU(z) = 0 , (17)
∂2Q(t)
∂t2
+ c2µQ(t) = 0 . (18)
In this way we have obtained the eigenvalue problems
LU = µU, L˜Q = µQ . (19)
The following eigensolutions fulfill Eq. (17) for µ < 0:
U(z) = Ae
√−µz + Be−
√−µz , (20)
Q(t) = Cec
√−µt +De−c
√−µt , (21)
1This is motivated by measuring the peak-to-peak oscillation amplitudes instead of the displacements u(z).
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for µ > 0:
U(z) = A sin(√µz) + B cos(√µz) , (22)
Q(t) = C sin(c√µt) +D cos(c√µt) , (23)
and for µ = 0:
U(z) = A+ Bz , (24)
Q(t) = C +Dt . (25)
Only one of the three sets of solutions will be able to satisfy the boundary conditions, which separate
in the same way as the displacement function. Substituting u(z, t) = U(z)Q(t) into the boundary
conditions u(0, t) = 0 and u(L, t) = 0 yields
U(0)Q(t) = U(L)Q(t) = 0 , (26)
which yieldsU(0) = U(L) = 0, because otherwiseQ(t) would need to be zero for all times. Substituting
z = 0 into Eq. (22) implies B = 0, substituting z = L yields
A sin(√µz) = 0 , (27)
which requires either A = 0 or
√
µ =
npi
L
, n = 1, 2, . . . . (28)
Upon inspection, it is clear that substituting the boundary conditions into the two other sets of solutions
only yield the trivial results for A = B = C = D = 0. Next we substitute the eigenvalues into Eq. (18)
to find Q(t). This yields
∂2Q(t)
∂t2
+ c2
(npi
L
)2
Q(t) = 0 , (29)
with the solutions
Qn(t) = An sin(ωnt) + Bn cos(ωnt) , (30)
or
Qn(t) = Un sin(ωnt+ ϕn) , (31)
where ωn are the normal mode frequencies
ωn =
npi
L
√
T
λm
, (32)
and Un and ϕn are still unknown coefficients to be determined from the initial conditions.
Thus we obtain an infinite summation of the corresponding mode-shape functions and nodal dis-
placement function:
u(z, t) =
∑
n
Un sin
(npi
L
z
)
sin(ωnt+ ϕn) , (33)
where the terms npi/L are the spatial frequencies of the wave, which are known as wave numbers.
In the linearized theory, periodic solutions (normal modes) remain periodic solutions if all the dis-
placements are increased at the same ratio. Consequently, if a norm on the displacement is introduced,
for example, the potential energy, then one can find a periodic solution for any prescribed value of this
norm. This is not the case for a non-linear string motion.
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A more general form of the one-dimensional wave equation is given by
a2
∂2u
∂z2
+ F (z, t) =
∂2u
∂t2
+ α
∂u
∂t
+ ku , (34)
in the form
spring + excitation = inertia + damping + elasticity . (35)
A well know avatar of this equation is the telegraph equation that describes the voltage U(x, t) in a seg-
ment of transmission line with resistance R′, inductance L′, capacitance C ′ and conductance G′, all
defined per unit length and, in general, as a function of x. [R′] = 1 Ωm−1.
1
L′C ′
∂2U
∂x2
=
∂2U
∂t2
+
(
G′
C ′
+
R′
L′
)
∂U
∂t
+
G′R′
L′C ′
U . (36)
For the damped taut string (k = 0), separation of variables yields
∂2U(z)
∂z2
U(z)
=
1
c2
∂2Q(t)
∂t2
+ α∂Q(t)∂t
Q(t)
= −µ , (37)
or written in two equations
∂2U(z)
∂z2
+ µU(z) = 0 , (38)
∂2Q(t)
∂t2
+ α
∂Q(t)
∂t
+ c2µQ(t) = 0 . (39)
Equation (39) is a special form of a Sturm-Liouville equation with a self-adjoint differential operator.
The underlying theory states that:
– all the eigenvalues are real
– to each eigenvalue there is one and only one linearly dependent eigenfunction
– the eigenfunctions are orthogonal
– if the function is continuously differentiable on the interval, the function can be expressed as
a convergent series of these eigenfunctions.
Finding the eigenvalues and their corresponding eigenfunctions of the (spatial) boundary-value problem
is a familiar task known from above. The nodal displacement function has a different kind of solution,
depending on the roots of its characteristic equation. To find the solution for Q(t) we substitute Q = ert,
which yields
r2 + αr + c2µ = 0 . (40)
Solving this quadratic equation for r gives
r = −α
2
±
√(α
2
)2 − c2µ . (41)
The solutions Qn(t), corresponding to the eigenvalues µn =
(
npi
L
)2, are oscillatory if r has a complex
part, that is, if
(
α
2
)2 − c2µn < 0 for all n and therefore(α
2
)2
< min{c2µn} = min
{
c2
(npi
L
)2}
, (42)
from which follows
c2pi
αL
> 1 . (43)
Under this condition, which in practice means a ”sufficiently” small damping coefficient, it holds that
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√(
α
2
)2 − c2µ = i√c2µ− (α2 )2 for c2µ− (α2 )2 > 0, and Qn(t) is a linear combination of ert with
Qn(t) = e
−α
2
t
(
Cnei
√
c2µ−(α2 )
2
t +Dne−i
√
c2µ−(α2 )
2
t
)
= e−
α
2
t
(
(Cn +Dn) cos
(
c2µ−
(α
2
)2
t
))
(
+i(Cn −Dn) sin
(
c2µ−
(α
2
)2
t
))
= e−
α
2
t
(
An cos
(
c2µ−
(α
2
)2
t
)
+ Bn sin
(
c2µ−
(α
2
)2
t
))
(44)
or in amplitude-phase notation
Qn(t) = Une−α2 t sin(ω˜nt+ ϕn) , (45)
where
ω˜n =
npi
L
√
T
λm
−
(α
2
)2
. (46)
Notice that the normal mode frequency is decreased for positive damping α > 0 and that the normal
mode decays with time, as expected. Thus we obtain an infinite summation of the corresponding mode-
shape functions and nodal displacement function:
u(z, t) =
∑
n
Une−α2 t sin
(npi
L
z
)
sin(ω˜nt+ ϕn) . (47)
or
u(z, t) =
∑
n
e−
α
2
t sin
(npi
L
z
)
(An sin(ω˜nt) + Bn cos(ω˜nt)) . (48)
With the separation of variables method we have obtained an infinite number of solutions to the associ-
ated ordinary differential equations and their boundary conditions. We will now show that if we are able
to represent these (known) boundary conditions in the form of a series of these solutions, the (unknown)
coefficients in these solutions can be obtained by a simple comparison of coefficients. We first recall
that the trigonometric functions form an orthonormal basis of the Hilbert space L2(Ω),Ω = [−pi, pi] of
square integrable functions:∫ pi
−pi
cos(mx) cos(nx) dx =
1
2
∫ pi
−pi
cos((n−m)x) + cos((n+m)x) dx = piδmn, (49)∫ pi
−pi
sin(mx) sin(nx) dx =
1
2
∫ pi
−pi
cos((n−m)x)− cos((n+m)x) dx = piδmn, (50)∫ pi
−pi
cos(mx) sin(nx) dx =
1
2
∫ pi
−pi
sin((n+m)x) + sin((n−m)x) dx = 0 . (51)
where δmn is the Kronecker delta and m,n ≥ 1. Furthermore, the sines and cosines are orthogonal to
the constant function. The final task is to satisfy the initial conditions of the string at rest or at a plucked
position, e.g., a triangular initial profile
u(z, 0) = u0(z) . (52)
Substituting the general solution (48) into this expressions yields
u0(z) =
∑
n
Bn sin
(npi
L
z
)
, (53)
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because the exponential term is one. Multiplying both sides of Eq. (53) with sin
(
mpi
L z
)
and integrating
over the interval [0, L] gives∫ L
0
sin
(mpi
L
z
)(∑
n
Bn sin
(npi
L
z
))
dz =
∫ L
0
sin
(mpi
L
z
)
u0(z)dz . (54)
Hence
Bn = 2
L
∫ L
0
u0(z) sin
(npi
L
z
)
dz = Cn , (55)
because
∫ L
0 sin
(
mpi
L z
)
sin
(
npi
L z
)
dz = L/2 for m = n. The Bn are thus determined by the (known)
Fourier coefficients Cn of the initial profile of the stretched wire.
3.1 The inhomogeneous wave equation
The solution of the homogenous equation corresponds to the transient behavior of the string, which
depends on the initial displacement and velocity. The second part of the solution is the particular solution
for the forcing function, which determines the steady state behavior of the string. The gravitational force
on the wire and the resulting sag give rise to a constant inhomogeneity of the equation of motion
λm
∂2u
∂t2
+ α
∂u
∂t
− T ∂
2u
∂z2
= −λmg . (56)
As the right-hand side is independent of time, a constant displacement from the reference trajectory can
be expected:
T
∂2u
∂z2
= λmg . (57)
Integrating twice and considering the boundary conditions yields
u(z) =
λmg
2T
z(z − L) , (58)
which describes the shape of a parabola. At the point z = L/2, the function takes its minimum, which is
the sag
S =
λmg
2T
L2 . (59)
Combining this result with Eq. (32) for the fundamental mode frequency yields
S =
g
32
(
2pi
ω1
)2
, (60)
which allows us to determine the sag from the measurement of the fundamental frequency. Consider now
the time dependence of the driving current expressed as I0 sin(ωt) so that the harmonic forcing term will
be
F (z, t) = −Bn(z)I0 sin(ωt) . (61)
If the forcing is sinusoidal, the response will be also sinusoidal, but it would be expected that both
the amplitude and the phase will differ from the input signal, so the response will be
u(x, t) =
∑
n
U sin
(npi
L
z
)
sin(ωt− ϕn) . (62)
9
The method used for finding a particular solutions is an expansion of the forcing term into these
spatial eigenfunctions. Substituting the above equation into Eq. (10) yields for k = 0:∑
n
Un sin
(npi
L
z
)(
−λmω2 sin(ωt− ϕn) + αω cos(ωt− ϕn) + T
(npi
L
)2
sin(ωt− ϕn)
)
= −Bn(z)I0 sin(ωt) . (63)
The orthogonality of the sine function can be used to eliminate the summation. Multiplying both sides
with sin
(
mpi
L z
)
and integrating over the interval [0, L] yields
UmL
2
(
−λmω2 sin(ωt− ϕm) + αω cos(ωt− ϕm) + T
(mpi
L
)2
sin(ωt− ϕm)
)
= −I0 sin(ωt)
∫ L
0
Bn(z) sin
(mpi
L
z
)
dz . (64)
Equation 64 can be rearranged to(
−λmω2 + T
(mpi
L
)2)
sin(ωt− ϕm) + αω cos(ωt− ϕm)
= − 2I0
LUm sin(ωt)
∫ L
0
Bn(z) sin
(mpi
L
z
)
dz . (65)
To determine the phase shift ϕm and the coefficients Um, we use the trigonometric identity
a sin(ωt− ϕm) + b cos(ωt− ϕm) =
√
a2 + b2 sin
(
ωt− ϕm + arctan b
a
)
. (66)
The ϕm and Um are therefore given by
ϕm = arctan
(
αω
−λmω2 + T
(
mpi
L
)2
)
, (67)
Um = 2I0
L
∫ L
0 Bn(z) sin
(
mpi
L z
)
dz√[
T
(
mpi
L
)2 − λmω2]2 + (αω)2 , (68)
and the particular solution for the inhomogeneous wave equation is
I(t) = I0 sin(ωt) , (69)
u(z, t) =
2I0
L
∑
m
∫ L
0 Bn(z) sin
(
mpi
L z
)
dz√[
T
(
mpi
L
)2 − λmω2]2 + (αω)2 sin
(mpi
L
z
)
sin(ωt− ϕm) . (70)
Finally, we shall do some notational cleanup by defining the modal force as
Fm :=
∫ L
0
I0Bn(z) sin
(mpi
L
z
)
dz , (71)
the mode-shape function as
Ym(z) := sin
(mpi
L
z
)
, (72)
the nodal displacement function as
qm(t) := sin(ωt− ϕm) , (73)
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and the resonance condition
ωm = 2pifm =
mpi
L
√
T
λm
=
mpi
L
c . (74)
With these conventions we can write Eq. (70 ) in the compact form
u(z, t) =
2
L
∑
k
Fm Ym(z) qm(t)√
[λm(ω2m − ω2)]2 + (αω)2
. (75)
The phase angle is given by
ϕm(ω) =
arctan
(
αω
λm(ω2m−ω2)
)
, if FmYm(z) > 0
arctan
(
αω
λm(ω2m−ω2)
)
+ pi , if FmYm(z) < 0 .
(76)
One of the main assumptions was that the string oscillates in a plane. This is not always the case in
real world situations, but it can easily be verified during the measurements. Two examples are shown in
Fig. 3.
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Fig. 3: Wire oscillations in the xy-plane: Left: Measurement of a single quadrupole magnet. For the small
oscillation amplitudes, the motion is confined to a plane. Right: Measurement of a string of magnets consisting
of a quadrupole and a sextupole of about equal strength. The different field directions in the magnets give rise to
circular polarized motion of the wire.
4 Field harmonics
In the aperture of an accelerator magnet, free of currents and magnetized material, both magnetic scalar
and vector potentials can be employed for the formulation of a boundary value problem. For magnets
that are long compared to their fringe-field region, a 2D field description of the integrated field quantities
is often sufficient. In 3D, the solutions are based on Fourier-Bessel series that lead to so-called pseudo
mutlipoles or generalized gradients. The treatment of these exceeds the aim of this introductory lecture.
In 2D, both formulations yield a scalar Laplace equation for the magnetic scalar potential and for
the z-component of the magnetic vector potential. In what follows, we denote the problem domain Ω
and consider smooth scalar fields φm, Az ∈ S(Ω).
The field quality in accelerator magnets is conveniently described by a set of Fourier coefficients,
known as field harmonics. The method used for the calculation of field harmonics is based on finding
a general solution that satisfies the Laplace equation in a suitable coordinate system. The integration
constants in the general solution, obtained with the separation of variables technique, are then determined
by comparison with the boundary values; in circular coordinates these boundary values are given by
the radial or azimuthal field components at a given reference radius.
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In the case of accelerator magnets, the domain boundary is often chosen as a circle with a radius
of two-thirds of the aperture radius. For the time being we shall assume that the field components are
known from measurements or numerical field calculations. A general solution that satisfies the Laplace
equation,∇2Az = 0, can be found by the separation of variables method. For Az = ρ(r)φ(ϕ) we obtain
∂Az
∂r
=
dρ(r)
dr
φ(ϕ),
∂2Az
∂r2
=
d2ρ(r)
dr2
φ(ϕ),
∂2Az
∂ϕ2
=
d2φ(ϕ)
dϕ2
ρ(r). (77)
Therefore, the Laplace equation in circular coordinates,
r2
∂2Az
∂r2
+ r
∂Az
∂r
+
∂2Az
∂ϕ2
= 0 , (78)
can be rewritten in the form
1
ρ(r)
(
r2
d2ρ(r)
dr2
+ r
dρ(r)
dr
)
︸ ︷︷ ︸
n2
= − 1
φ(ϕ)
d2φ(ϕ)
dϕ2︸ ︷︷ ︸
n2
. (79)
Since the left-hand side of Eq. (79) depends only on r and the right-hand side only on ϕ, a separation
constant n2 can be introduced, and for the case n 6= 0, two ordinary differential equations are obtained:
r2
d2ρ(r)
dr2
+ r
dρ(r)
dr
− n2ρ(r) = 0, (80)
d2φ(ϕ)
dϕ2
+ n2φ(ϕ) = 0, (81)
with the solutions,
ρn(r) = An rn + Bn r−n, φn(ϕ) = Cn sinnϕ+Dn cosnϕ. (82)
As the vector potential is single-valued, it must be a periodic function in ϕ with Az(r, 0) = Az(r, 2pi).
The separation constant n takes integer values and therefore the general solution of the homogeneous
differential Eq. (78) is
Az(r, ϕ) =
∞∑
n=1
(Anrn + Bnr−n)(Cn sinnϕ+Dn cosnϕ). (83)
We can now express the field in the aperture of an accelerator magnet according to Eq. (83). We will
define our model problem as shown in Fig. 4, consisting of an aperture domain Ωa and an exterior domain
Ωe, with ∂Ωa = Γa and ∂Ωe = Γe ∪ Γ∞.
Let us consider the magnet aperture as the problem domain. The condition that the flux density is
finite at r = 0 imposes Bn = 0. In the exterior domain Ωe the field must vanish at Γ∞, which results in
An = 0. As the coefficient are not determined at this stage, we save on notation and rewrite Eq. (83) for
the vector potential in Ωa:
Az(r, ϕ) =
∞∑
n=1
rn(An sinnϕ+ Bn cosnϕ). (84)
The field components can then be expressed as
Br(r, ϕ) =
1
r
∂Az
∂ϕ
=
∞∑
n=1
nrn−1(An cosnϕ− Bn sinnϕ), (85)
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Fig. 4: Boundary value problem in 2D circular coordinates. The aperture domain is denoted Ωa and the exterior
domain Ωe. The boundary ∂Ωa of the aperture domain is denoted Γa. The boundary of the exterior domain consists
of two parts: ∂Ωe = Γe ∪ Γ∞.
Bϕ(r, ϕ) = −∂Az
∂r
= −
∞∑
n=1
nrn−1(An sinnϕ+ Bn cosnϕ), (86)
in Ωa. Each value of the integer n in the solution of the Laplace equation corresponds to a specific flux
distribution generated by ideal magnet geometries. The three lowest values, n = 1,2,3 correspond to
the dipole, quadrupole, and sextupole flux density distributions.
The same expressions for the field components are obtained by separating the Laplace equation
for the magnetic scalar potential and arranging the coefficients such that
φm(r, ϕ) = −
∞∑
n=1
rn
µ0
(An cosnϕ− Bn sinnϕ). (87)
The field harmonics An and Bn, are undetermined at this stage. Assuming that the radial component
of the magnetic flux density is measured or calculated at a reference radius r = r0 as a function of
the angular position ϕ, we obtain the Fourier series expansion of the radial field components:
Br(r0, ϕ) =
∞∑
n=1
(Bn(r0) sinnϕ+An(r0) cosnϕ), (88)
where
An(r0) =
1
pi
∫ 2pi
0
Br(r0, ϕ) cosnϕdϕ, n = 1, 2, 3, . . . , (89)
Bn(r0) =
1
pi
∫ 2pi
0
Br(r0, ϕ) sinnϕdϕ, n = 1, 2, 3, . . . . (90)
Because the magnetic flux density is divergence free it yields that A0 = 0. Comparing the coefficients in
Eqs. (85) and (88) we obtain for r0 < ra:
An = 1
n rn−10
An(r0) , Bn = −1
n rn−10
Bn(r0) . (91)
The vector potential in Ωa can now be expressed as a function of the multipoles obtained from the Fourier
series expansion of the radial flux density, measured or calculated at r0:
Az(r, ϕ) = −
∞∑
n=1
r0
n
(
r
r0
)n
(Bn(r0) cosnϕ−An(r0) sinnϕ). (92)
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Therefore, the field components at any radius in Ωa are given by
Br(r, ϕ) =
∞∑
n=1
(
r
r0
)n−1
(Bn(r0) sinnϕ+An(r0) cosnϕ) (93)
Bϕ(r, ϕ) =
∞∑
n=1
(
r
r0
)n−1
(Bn(r0) cosnϕ−An(r0) sinnϕ) (94)
Transformation of the components and application of De Moivre’s theorem for trigonometric functions,
yields:
Bx(r, ϕ) =
∞∑
n=1
(
r
r0
)n−1
(Bn(r0) sin(n− 1)ϕ+An(r0) cos(n− 1)ϕ) (95)
By(r, ϕ) =
∞∑
n=1
(
r
r0
)n−1
(Bn(r0) cos(n− 1)ϕ−An(r0) sin(n− 1)ϕ) (96)
The normal and skew multipole coefficients Bn(r0), An(r0) are given in units of tesla at a reference
radius r0. It is common practice to normalize the multipole coefficients with respect to the main field
component2 BN (r0), which yields in case of the radial field component:
Br(r, ϕ) = BN
∞∑
n=1
(
r
r0
)n−N
(bn(r0) sinnϕ+ an(r0) cosnϕ) . (97)
In numerical field computation, it is useful to perform a Fourier analysis of the vector potential on the
reference radius, thus avoiding the calculation of the flux density by means of numerical differentiation.
Fourier series expansion of the magnetic vector potential at a reference radius r0 yields
Az(r0, ϕ) =
C0
2
+
∞∑
n=1
(Cn(r0) sinnϕ+Dn(r0) cosnϕ) . (98)
Substituting (91) into Eq. (84), setting C0 = 0 and comparing the coefficients, we obtain
Bn(r0) =
−nDn(r0)
r0
, An(r0) =
nCn(r0)
r0
. (99)
For the magnetic scalar potential we obtain
φm(r, ϕ) = −
∞∑
n=1
r0
nµ0
(
r
r0
)n
(An(r0) cosnϕ+Bn(r0) sinnϕ). (100)
The curl operator acting on vector fields has thus been replaced by algebraic operations in the corre-
sponding sequence space l2 of the Fourier series. A similar procedure applies for the series expansion of
the magnetic scalar potential.
Hence we can express the components of the magnetic flux density as a function of the multipoles
obtained from the Fourier series expansion of the vector potential at r0:
Br(r, ϕ) =
∞∑
n=1
n
r0
(
r
r0
)n−1
(−Dn(r0) sinnϕ+ Cn(r0) cosnϕ), (101)
Bϕ(r, ϕ) =
∞∑
n=1
−n
r0
(
r
r0
)n−1
(Dn(r0) cosnϕ+ Cn(r0) sinnϕ). (102)
2This is B1 for the dipole, B2 for the quadrupole, etc.
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Table 1: Relations between the multipole coefficients and the Fourier coefficients of the expansion of
Br, Bϕ, Bx, By , and Az , φm.
Br Bϕ Bx By Az φm
Bn = Cn Dn Cn−1 Dn−1 −nDnr0
−nµ0Cn
r0
An = Dn −Cn Dn−1 −Cn−1 nCnr0
−nµ0Dn
r0
Instead of the radial component of the magnetic flux density we may expand the azimuthal and the Carte-
sian components along the closed circle inside the aperture of the magnet, that is, the 2pi periodic signals
S = Br, Bϕ, Bx, By, Az, φm are transformed using the discrete Fourier transform and expressed as
S =
∞∑
n=1
(Cn(r0) sinnϕ+Dn(r0) cosnϕ) . (103)
Comparison of coefficients yields the results shown in Table 1.
Using this technique we have:
– found a convenient way to describe the field imperfections in accelerator magnets
– have been able to reconstitute the vector field ~B in the entire aperture of the magnet from measure-
ments of only one component on its circular boundary, and
– use the systems variables of numerical field computation (magnetic vector potential and magnetic
scalar potential) without the need for local, numerical differentiation.
5 The oscillating-wire method
To measure the transversal field harmonics, the wire is positioned step-by-step on the generators of
a cylindrical domain inside the magnet aperture, that is, its end-points at the stages are moved on a cir-
cular trajectory (r0, ϕk), k = 1, · · · ,K in the transverse plane. This is shown schematically in Fig. 5.
The longitudinal coordinate is denoted z, as usual. The radius r0 of the circular trajectory is chosen as
large as possible in order to increase the sensitivity of the multipole measurement.
The frequency of the driving current in the wire is chosen such that the resonance frequencies are
avoided. In this way, the oscillation can be treated as a quasi-static problem when the settling time of
the system is respected.
The method is based on the Lorentz force displacement of the wire, which is fed by an alternating
current. The wire thus vibrates in the direction orthogonal to the magnetic field. If the amplitude of
the wire motion is small, it can be assumed (and experimentally verified) that the wire moves in a plane
with coordinates u and z.
At each position (r0, ϕk), the wire displacements are measured by means of phototransistors ar-
ranged in orthogonal directions at a longitudinal position z0 close to Stage A. In this way, the wire
displacements dx(r0, ϕk) and dy(r0, ϕk) are obtained. The displacements in x− and y-directions are
proportional to the Lorentz force, which is in turn proportional to the integral field components:
dky(r0) = λy
∫ L
0
Bx(r0, ϕk)dz , d
k
x(r0) = λx
∫ L
0
By(r0, ϕk)dz . (104)
Experiments have shown that the effect of gravity, causing wire sag in y-direction, can be minimized by
measuring the peak-to-peak oscillation amplitudes rather than the absolute wire displacements. The dis-
placements dkx(r0) and d
k
y(r0) are then determined from the wire amplitudes δ
k
x(r0) and δ
k
y (r0) by cor-
relating the voltage signal from the phototransistors with the phase of the driving current measured over
a shunt resistor.
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dkx(r0) = δ
k
x(r0) sign
(
σx,k − pi
2
)
, dky(r0) = δ
k
y (r0) sign
(
σy,k − pi
2
)
, (105)
where the σ are the phase angles between the voltage signals from the phototransistors and the excitation
current. Measuring the wire amplitudes yields a rectified signal for the x and y-channels. To recconstruct
2pi periodic functions in ϕ, the polarity must be introduced by the signum function in Eq. (105).
We will now assume that the proportionality between the integrated field components and the wire
displacement is independent of the angular position ϕk; a statement that we must challenge later. Under
this assumption, the Fourier series expansion can be performed directly on the wire displacements, that
is,
A˜n(r0) =
2
K
K−1∑
k=0
dky(r0) cos nϕk , B˜n(r0) =
2
K
K−1∑
k=0
dky(r0) sin nϕk . (106)
The tilde is used to distinguish these from the coefficients obtained from the series expansion of the radial
field component. However, by normalizing the Fourier coefficients A˜n(r0) and B˜n(r0) to the main
component, and again under the assumption that the λx and λy do not vary for the different angular
positions, the relative multipoles can be obtained from:
an+1(r0) =
A˜n(r0)
B˜N (r0)
, bn+1(r0) =
B˜n(r0)
B˜N (r0)
. (107)
The index n + 1 stems from the fact that the wire displacement is proportional to the integrated Bx
component and not the Br component; note the relations shown in Table 1.
Equation (107) thus relate in a straightforward manner the relative field multipoles to the coeffi-
cients of the Fourier series of the wire oscillation amplitudes (in the x− and y-directions), measured on
the circular trajectory. Owing to the holomorphic properties of the integrated field, the field harmonics
calculated separately on the set of displacements dx(r0, ϕk) and dy(r0, ϕk), must yield the same results.
Both x and y oscillation amplitudes are nevertheless acquired for redundancy and checking the effect of
gravity and wire suspension at the stages.
Let now the maximum wire displacements at a given longitudinal position z0 be denoted
dkx := maxt{ux(r0, ϕk, z0, t)}, dky := maxt{uy(r0, ϕk, z0, t)} . (108)
If these displacements are directly proportional to the integrated By and Bx components, the discrete
Fourier transforms of dkx or d
k
y yield the relative transverse field harmonics as long as the proportionality
factor λk does not vary as a function of the wire’s angular position.
To derive the theory of the taut string moving in the uz-plane we consider, more generally, the am-
plitude u(z, t) := u(r0, ϕk, z, t) and the static field component normal to this plane of oscillation
Bn(z) := Bn(r0, ϕk, z) and omit, in what follows, the notation of the position r0 and ϕk.
As shown above, the steady state solution of the corresponding wave equation is given by
u(z, t) =
2I0
L
∑
m
∫ L
0 Bn(z) sin
(
mpi
L z
)
dz√[
T
(
mpi
L
)2 − λmω2]2 + (αω)2 sin
(mpi
L
z
)
sin(ωt− ϕm) , (109)
when the wire is excited with the current I(t) = I0 sin(ωt). Using again the notation for the modal
force, Eq. (71), the mode-shape function (72), the nodal displacement function (73), and the resonance
condition (74) we can write
u(z, t) =
2
L
∑
m
Fm Ym(z) qm(t)√
[λm(ω2m − ω2)]2 + (αω)2
. (110)
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Fig. 5: Reference frame for magnet axis and plane of wire oscillation
Considering the wire properties, the phase angles for all oscillation modes are very small (< 0.1 deg),
that is, the wire follows the field instantaneously. It can be seen from Eq. (110) that the shape of the wire
motion is given by a linear combination of eigenmodes that depend on the modal force, the wire length,
the tension and the viscous-damping coefficient. The quotient of integrated field component
∫ L
0 Bn(z)dz
and oscillation amplitude at z0 may therefore depend on the angular position ϕk of the wire. To better
understand the shape of the oscillating wire described by Eq. (110), we will first study some special cases.
5.1 Fourier transform of the field distribution
The term
∫ L
0 Bn(z) sin
(
mpi
L z
)
dz can be reduced if we express the longitudinal variation of the magnetic
flux density by a Fourier series.
Bn(z) =
∑
n
Cn sin
(npi
L
z
)
, (111)
where
Cn = 2
L
∫ L
0
Bn(z) sin
(npi
L
z
)
dz. (112)
We thus obtain:
u(z) ∼
∑
m
Cm√
[λm(ω2m − ω2)]2 + (αω)2
sin
(mpi
L
z
)
. (113)
If the shape of the vibrating wire is known, the left-hand-side of this equation can be expanded into
Fourier series and the (so far unknown) Cm can be obtained by a simple comparison of coefficients.
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5.2 Vanishing tension; the slackline
We can further neglect constant factors and the time dependency. If the wire is not tensioned (T = 0),
the denominator in the sum becomes independent of k and can therefore be written in front of the sum:
u(z) ∼ 1√
(λmω2)
2 + (αω)2
∑
m
Cm sin
(mpi
L
z
)
=
1√
(λmω2)
2 + (αω)2
Bn(z) . (114)
Thus, if the wire swings loosely in the magnetic field, it will take exactly the form of the magnetic
field. But since we measure the displacement only at one point z0 outside the magnet’s field region,
the measured displacement will be zero.
5.3 The hard-edge magnet model
Consider a magnet with a field that can well be characterized by a hard-edge model, that is, the transver-
sal field drops instantaneously to zero, or in other words, there is no fringe field. Magnets built with
permanent magnet excitation come relatively close to this assumption. The longitudinal distribution of
the magnetic field simplifies a lot in this case. The amplitude can therefore said to be B0 and the (active)
length of the magnet is 2ε around the center at L/2. Thus, the integral results in:
B0
∫ L
2
+ε
L
2
−ε
sin
(mpi
L
z
)
dz = B0
[
− L
mpi
cos
(mpi
L
z
)]L2+ε
L
2
−ε
= −B0L
mpi
[
cos
(
mpi
L
(
L
2
+ ε
))
− cos
(
mpi
L
(
L
2
− ε
))]
= −B0L
mpi
[
−2 sin
(mpi
2
)
sin(ε)
]
, (115)
where we have used the trigonometric identity cos z − cosu = 2 sin u+z2 sin u−z2 . This results in:
u(z, t) =
4I0B0
pi
sin(ε)
∑
m=1,3,5,7,...
sin
(
mpi
2
)
m
([
λm(ω
2
m − ω2)
]2
+ (αω)2
)− 1
2
Ym(z) qm(t).
The terms under the summation are all independent of the angular position ϕk of the wire within
the magnet bore. Therefore, the amplitude of the oscillation is strictly proportional to the transversal field
component B0, as required. Note, however, that the transversal field component is indeed a function of
ϕk.
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5.4 Intrinsic measurement error of the oscillating-wire method
Simulations have shown that the intrinsic error made by only measuring the oscillation amplitude at a sin-
gle point, is fortunately relatively small. This error can be estimated with the simulated 3D field distribu-
tion of the magnet. The numerical field computation ROXIE was used to calculate the field for the magnet
that has been measured with the oscillating-wire method. Simulation routines in Matlab® were devel-
oped to study the influence of the different wire parameters on the multipoles measurements. The magnet
is an iron-dominated quadrupole designed for the LEP project at CERN. According to the CERN naming
convention, this magnet is subsequently referred to as the LEP-IL-QS magnet. A spare unit is used as
a reference magnet in CERN’s magnetic measurement laboratory. Figure 6 shows a photograph of this
magnet with a tube mounted to accommodate a rotating-coil magnetometer. This transducer was used as
a reference for the validation of the stretched-wire technique.
Fig. 6: Photograph of a reference dipole magnet with a tube mounted to accommodate a rotating-coil magnetome-
ter. This transducer was used as a reference for the validation of the stretched-wire technique. The numerical
model of the magnet is shown in Fig. 5.
For the positioning angles between zero and 2pi, Fig 7 (top) shows the normalized oscillation
amplitude at z = 0.1 m compared to the normalized quantity of the integrated magnetic flux density∫ L
0 Bxdz. The differences of the normalized oscillation amplitudes and integrated flux densities are
given in the second image from the top. This error is on the order of a few units in 10−6.
Figure 7 also shows the field harmonics reconstructed from the wire oscillation amplitudes and
reference values from field computation and rotating-coil measurements. Notice that for this magnet
the only relevant field error is the integrated sextupole component of about -12 units in 104. The intrin-
sic errors (due to an assumption of constant proportionality and in-plane motion) have propagated into
the transversal b4 field harmonics with about 0.04 units in 104. This error is small compared to the sys-
tematic measurement errors (from stage misalignment and systematic variations in the wire tension) and
the uncertainty errors from due to environmental effects, non-linearity in the sensors, and non-infinitely
rigid suspension points.
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Fig. 7: Oscillation amplitudes and integrated flux densities for 32 angular positions ϕk. Top: Normalized oscilla-
tion amplitude at z = 0.1m compared to the normalized quantity of the integrated magnetic flux density. Second
from top: Differences of the normalized oscillation amplitudes and integrated flux densities. Second from bottom:
Transversal field harmonics reconstructed from the wire oscillation amplitudes and reference values from field
computation. Bottom: Differences between reconstructed and reference values.
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