In this paper a method based on the well-known frame theory is presented for the identification and classification of objects inside a scene. Three-dimensional (3D) point clouds have been firstly acquired using a laser triangulation system exploiting a high resolution camera, in order to derive accurate datasets for the method validation. The method performs a quadratic fit on the acquired samples and then extracts local curvatures from the analytical reconstructed surfaces. Such information is referred to a vocabulary of curvatures, created making use of the frame basis. Meaningful signatures can be finally analyzed to derive the recurrences of objects in the investigated scene. Specifically, by fixing a threshold value ζ, similarities can be estimated and thus objects can be recognized. Results prove the capability of the method to distinguish surface properties among several objects, validating this algorithm against the contributions of the measurement noise.
I. INTRODUCTION
Object recognition is one of the most important issue in the field of three-dimensional (3D) environmental modeling. Although considerable progresses have been made in Literature, it is still widely accepted that the recognition of the real world is a difficult task, especially when the scene representation is affected by occlusions [1] . The scene understanding becomes challenging especially whenever complex-shaped objects with ambiguous geometries are investigated [2] .
Model-based algorithms can be classified in those looking at global or local features [3] .
Global methods can exploit a new reference system, referred to the object under investigation. These objects are then modeled in terms of a parametric function defined in the new system of coordinates. Among them, the 3D generalized cylinder (GC) can be used to approximate the shape of objects [4] . However, the parameters involved in the GC can fit objects only in intensity images, thus disabling their applicability for the analysis of complex 3D point clouds, where samples are expressed in terms of spatial coordinates. Also super-quadratics are often used to derive a global representation of complexshaped objects [5] . However, only few shapes can be represented with small residuals by means of this simple formulation and, consequently, intricate scenes incur huge computational costs, since objects have to be further segmented. Another global method is the one based on the Gauss Map [6] , which confers good results that are independent of translations and perspective deformations. In this case, the limit of the technique is given by the presence of errors when the scene is partially occluded.
On the other hand, local methods try to represent objects by segmenting them. An example, of local descriptor can be found in the Normal Aligned Radial Feature (NARF) algorithm [7] , where different kinds of edges are investigated and classified to derive the properties of the scene objects. In this case, once edge points are found, radial tangent patches are analyzed to classify whether the considered edge divides foreground objects or background/occluded regions. Despite of the good results provided [8] , the analysis of edges can suffer from 3D measurement noise.
The problem of recognizing objects in a complex environment is one of the most considerable interest in the field of robotics, since it can be directly inverted for the motion estimation of autonomous vehicles (visual odometry [9] ). In particular, whenever a couple of images can be acquired by a camera mounted on a mobile robot in two different consecutive time instants, it is possible to match the distinguishable features, i.e. signatures. As also valid for the well-known Iterative Closest Point (ICP) and RANdom SAmple Consensus (RANSAC) algorithms, relations can be inverted to estimate the robot movement in the environment [10] . In this context, the reference techniques for object recognition are the Scale Invariant Feature Transform (SIFT) [11] and the Speeded Up Robust Feature (SURF) [12] , which operate only in two-dimensional images. As a consequence, this kind of algorithms need sophisticated camera calibrations to translate pixel displacements in terms of robot movements in world coordinates.
In this paper a method based on the frame theory for the definition of local surface descriptors obtained by 3D datasets is developed. Preliminary analyses have been performed on 3D point clouds derived by means of a triangulation-based laser scanner assisted by a high definition camera. Each returned measurement is labeled by a set of coordinates in a given reference system. For each sample of the dataset, a set of points belonging to a spherical volume with known radius is extracted, and then processed to define a least square (LS) fit on a quadratic function. The curvature information is then represented on a vocabulary, defined following the frame theory. The non-orthonormal but complete basis of the equivalent space is able to express the contribution of precomputed Gaussian and mean curvatures on the actual surface under analysis, made of the actual points. The final feature descriptor is thus derived in terms of a surface signature, which is directly linked to the weight of each element of the initial characteristic basis (frame). The paper is organized as follows: Section II discusses on the theory beside the proposed method and focuses attention of the steps for the method implementation, whereas Section III introduces results on real data derived by the analysis of actual objects. Final conclusion and remarks on further activities will be presented in Section IV.
II. MATHEMATICAL FRAMEWORK

A. Frame Theory
As stated previously, the presented method represents the object properties, derived by the analysis of 3D data, in terms of a projection on an equivalent space, following the frame theory [13] .
A frame F: ℝ n  ℝ l can be expressed as a l×n matrix which constitutes a basis, or in other words, the dictionary of the equivalent space. The matrix F can be defined as:
where the vectors φ i that set up the dictionary are called atoms. Under these hypotheses, given an input vector α, which is related to the input points, it is possible to compute the corresponding signature vector c by means of the following formulation:
where F * is the pseudo-inverse of the Frame F.
Accordingly to the frame theory, the matrix F can be effectively considered as a frame whether it satisfies a fundamental condition: the eigenvalues of the matrix F·F T have to be higher than zero, i.e. comparable to the order of magnitude of the entries of the input vector α.
After this brief introduction to the Frame theory, it is fundamental to define the way the input vector α has to be created. As already described, the entries of the vector α are defined as an ordered set of couples of Gaussian and mean curvatures, computed punctually over a grid resampling the input surface. Given a generic point p of the input differentiable surface S, two principal curvatures, i.e. the maximum and the minimum curvatures (k 1 and k 2 , respectively), can be determined. As known, the product of the principal curvatures is named as Gaussian curvature (K) of S in p, while the mean of the same is called mean curvature (H) of S in p. Qualitatively, these terms are linked to the maximum and minimum radii of a curve passing through p and belonging to the surface S. Therefore, elementary surfaces, such as planes, cylinders and spheres, have known curvature values, which are reported in Tab. I.
From a computational point of view, given the differentiable surface z = f(x,y), where x and y are the independent variables belonging to ℝ, the Gaussian and the mean curvatures are defined as:
For more details the reader can refer to Ref. [14] . In this case, the local Gaussian and mean curvatures have been chosen as characteristic descriptors of the surface properties, since these are perspective invariant. In particular, the Gaussian curvature takes advantage of the theorema egregium, which states that this feature is only ascribable to the properties of the object surface, regardless the observer point of view. In actual context, also mean curvatures own the same property, since wrapped surfaces can be observed in a one-shot acquisition from a single point of view. As a consequence, perspective ambiguities due to the possible existence of negative values of the mean curvature are practically avoided. By this way, the method can overcome one of the most relevant problem in object recognition and modeling, regarding the perspective deformation of scenes, when the same environment is acquired in two consecutive time instants from different points of view [15] .
B. Frame generation
In the presented framework, a generic indoor environment is modeled as a combination of quadratic surfaces. In particular, paraboloid surfaces ( Fig. 1 ) are the best candidate to fast and easily represent many kinds of actual primitive surfaces, such as spheres, cylinders and planes. The analytical formulation exploits within these lines is the following: 
where, the values assumed by the coefficients in Eq. (5), determines whether the generic paraboloid is hyperbolic or elliptic.
The generation of the dictionary, i.e. of the frame, is the first step in the dataset processing. As shown previously, curvatures can be easily derived by exploiting Eqns. (3) and (4) . As a consequence a square domain of x and y, having side length of 40 mm, has been created and sampled by steps of 4 mm. In this domain, several paraboloids have been artificially created by varying the values assumed by the parameters in Eq. (5) . For this purpose, parameters have been limited within the boundaries in Tab. II. Once all paraboloids have been generated, these are further selected by looking at their extensions. Since actual measurements will be limited by the sensor depth of field, only those paraboloids inscribed in a sphere of diameter equal to 3 times the patch size are kept in the frame generation. Once again, in this way, the real surfaces and the ones that artificially constitute the dictionary will undergo the same geometrical constrains.
Then, the Gaussian and mean curvatures of the generated paraboloids are computed for each point of the planar grid by using Eqns. (3) and (4) . Here the partial derivatives are easily derivable:
Therefore, K and H are two different matrices of the same size of the mesh grid (11×11 entries), representing the punctual values of the surface curvatures of the analytical functions z in Eq. (5) . The two matrices are then reshaped columnwise in arrays of 121 elements each and then are concatenated to produce the specific atom φ i of the frame. Therefore, each column of the frame comprises the Gaussian and mean curvatures of the analytical surfaces satisfying the previous fixed condition.
The final check for the produced matrix consists of the verification of the condition of non-vanishing eigenvalues of the product F·F T . In this case, the smallest returned value was about 2.5×10 -4 , i.e. comparable with the size of the geometrical square domain of existence of the generated paraboloids.
C. Processing of real data
As shown in the previous paragraphs, the validity of the proposed method has been tested by processing real data. In particular, several primitive objects, such as spheres, cylinders and planes, have been acquired under altered conditions, residing in different relative displacements and orientations. For each object under investigation, a 3D point cloud is extracted. An example of real data is reported in Fig. 2 , where two spheres having different radii are displayed. The green dots represent the points used for the signature extraction. These are enclosed in a sphere of diameter equal to the initial patch side D, and centered on a sample belonging to the object under analysis. It is important to notice that, from now on, the reference system is oriented oppositely with reference to the vertical axis, and therefore heights are developed along the negative part of the z-axis.
The six parameters of the quadratic surface that best-fits the extracted points in the least square sense are determined by solving a system of nonlinear equations. Corresponding results are shown in Fig. 3 , where the paraboloid approximating the green points in Fig. 2 is highlighted. It is worth noticing that the sampling grid is centered on the specific reference point around which the green dots in Fig. 2 are extracted. In this case, it is clear how real data suffers from the presence of measurements errors that produce holes in the acquired samples. Nevertheless, these issues do not affect the data processing, since the extraction of information is performed on the analytically reconstructed surface resulting from the nonlinear least square fit.
The object under investigation is represented in terms of curvatures, which can be compared with the atoms of the vocabulary, i.e. the columns of the frame, by computing the partial derivatives in Eqns. (6) -(10), together with Eqns. (3) and (4) .
The local signature can be obtained as a linear combination of the frame columns. In other terms, the vector α, having information about the surface curvatures, is used in Eq. (2) to compute the signature vector c that contains the weights of the linear combination of the frame columns. Therefore, different measurements of the same object generates the same signatures. An example of signature vectors derived by the analysis of a planar and spherical surface is reported in Fig. 4 .
III. RESULTS
As already discussed, object recognition is a complex task aimed to derive the recurring instances of a specific object in an actual environment, captured in several frames from different points of view. The following results are computed by comparing local signatures belonging to several real objects, scanned by means of a triangulation-based laser scanner.
The comparison is performed using a metrics defined as the dot product of the two signature vectors. Exploiting the definition of the dot product in Eq. (11), the distance between vectors is carried out using the normalized form in Eq. (12) .
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The proposed normalize distance ζ can also play the role of a confidence level bounded between 0 and 1. In this case, the following classification can be derived:
 ζ ≥ 0.9: optimal similarity;  0.5 ≤ ζ < 0.9: good similarity;  0 ≤ ζ < 0.5: dissimilarity.
Although many experiments have been performed, for the sake of simplicity, only twenty acquisitions are reported in this manuscript. Tab. III lists the set of acquisitions performed for the model validation and the corresponding identification number used in the following lines. Specifically, acquisition 1, 2 and 3 are derived from the inspection of three horizontal planes. The first is made of plastic, and the remaining of aluminum. The acquisitions of index i = 4,…,7 are obtained by tilting the plastic plane, following the direction described by the normal vectors n i . Acquisitions 8 and 9 are related to different cylinders with comparable radii (r 8 and r 9 ), whereas the acquisitions of index j = 10,…,19 are obtained by scanning the surfaces of seven spheres having different radius r j . Acquisitions 16, 18 and 19 are redundant, since these are obtained by applying rigid displacements to the spheres of acquisition 11, 14, and 15, respectively. Finally, acquisition 20 is performed on an irregular surface. Fig. 5 reports the point cloud corresponding to the acquisition 5 (tilted plane 2). Green dots again displays the extracted patch used to derive the surface signatures. The inspection of Fig. 5 gives evidence to the contribution of noise due to the presence of cloud outliers, which can lead to processing errors.
The signature vector is compared with those derived by the other acquisitions, producing the results in Tab. IV, which The dataset reported in Fig.6 is related to acquisition 8, where a cylinder is scanned by the laser profilometer. Results of the comparison of signatures are highlighted in Tab. V, where the term ζ is shown. Also in this case bold values are those that indicate the best matching of signatures. Note that the only one value that passes the confidence check is the one related to the comparison with the second cylinder. In this case, the comparison produces a lower ζ value, since the considered cylinders have actually slightly different radii. On the contrary, the other values are much more different than the previous one, since different kinds of surfaces are compared.
Finally, Fig. 7 shows the point cloud related to acquisition 14, where a 28-mm-diameter sphere is investigated. Corresponding results of signature comparison are reported in Tab. VI. Also the results in Tab. VI prove the capability of the proposed method to recognize the sphere 5 in the other measurements: the highest value, marked in bold, is obtained for acquisition 19, which is performed on the same object under different conditions. On the contrary, the remaining spheres produce lower values of ζ as the radius difference increases. 
IV. CONCLUSION AND FUTURE WORKS
In this paper a method object detection has been described and tested on real data. The method is implicitly unaffected by perspective deformations since it exploits Gaussian and mean curvatures to produce robust signatures, in accordance with the frame theory. An analytical basis of linearly dependent elements, the frame, is created by inspecting the curvature of parametric surfaces. This matrix is then used to derive the local signature of the actual surface, which is decomposed in terms of a weighted summation of the frame entries. Results confirm that the method can distinguish elementary objects among several primitives, i.e. planes, cylinders and spheres, regardless the entity of the measurement noise and without any ambiguity. This preliminary work opens the way for further activities which will lead to the use of the propose method for the motion estimation of autonomous vehicles through the pose estimation of recognized objects. Also the use of corner detectors for the unsupervised determination of interesting surface regions can improve the proposed method since it enables the automatic detection of the patch center, which constitutes the starting point of the proposed algorithm.
