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Abstract
Oxygen precipitate caused by oxygen supersaturation is the most common and important
defects in Czochralski (CZ) silicon. The presence of oxygen precipitate in silicon wafer
has both harmful and beneficial effects on the microelectronic device production.
Oxygen precipitates are useful for gathering metallic contaminants away from the device
regions and for increasing the mechanical strength of the wafer [Borghesi, 1995], but
they also can destroy the electrical and mechanical characteristics of the semiconductor
and microelectronic devices [Abe, 1985; Kolbesen, 1985]. The understanding of the
mechanism of the formation and growth of the oxygen precipitates in CZ silicon is a key
to improve the quality of silicon wafer. The goal of this thesis is to provide a full
understanding of the growth of an isolated oxygen precipitate in CZ silicon and its
morphological evolution by means of phase-field method, and to gain the insight of the
morphological transition of the oxygen precipitate and the distribution of oxygen,
vacancy, and self-interstitial around the single oxygen precipitate.
The traditional approach to simulate multiphase system is the sharp interface model.
Sharp interface model requires tracking the interface between phases, which make the
simulation much difficult and complicate. Phase-field model offers an alternative
approach for predicting mesoscale morphological and microstructure evolution of
inhomogeneous multiphase system. The most significant computational advantage of a
phase-field model is that explicit tracking of the interface is unnecessary. In this thesis,
the phase-field model is applied to simulate the evolution of oxygen precipitates in CZ
silicon.
A phase-field model for a two-component inhomogeneous system was first derived to set
up the framework of phase-field method and a dynamically adaptive finite element
method also was built to specifically solve phase-field equations. This model was used to
investigate the effects of interfacial and elastic properties on the growth of a single
precipitate, coarsening of two precipitates, and competitive growth of multiple
precipitates. For an isolated precipitate growth, both elastic energy and interfacial energy
affect the precipitate morphological evolution. Numerical results show the shape of the
precipitate is determined by the relative contributions of elastic energy and interfacial
energy, the degree of elastic anisotropy, and the degree of interfacial anisotropy. A
dimensionless length scale LS3 was defined to represent the relative contributions of the
interfacial energy and elastic energy. For large LS3 (LS 3 > 5), the anisotropic elasticity
plays a dominant role and precipitate evolves to held the elastic anisotropy even if the
interfacial anisotropy is very strong. However, if LS3 -1 or elasticity is isotropic, the
strong anisotropy (64 0.05 ) of the interface will be the dominant factor to determine the
precipitate shape. The growth rate of an isolated precipitate follows the diffusion-
controlled power law. The elasticity significantly decreases the precipitate growth rate,
while the anisotropy of the interface does not. Coarsening of two precipitates was also
explored with different interfacial and elastic properties. The results also show that both
elasticity and interfacial anisotropy enhance the coarsening rate. For competitive growth
of multiple precipitates, a gap was found to be developed between the precipitates
because of the precipitate screening, but this gap could be destroyed by increasing the
interfacial energy or introducing elastic energy.
Based on the framework of the previous phase-field model, another phase-field model
coupling CALPHAD thermodynamic assessment was developed to simulate the growth
of the oxygen precipitate in CZ isilicon. An asymptotic analysis was performed to
understand the phase-field model at the sharp interface limit and all physical principles of
the solid precipitate growth problem were recovered.
a Cristobalite and amorphous oxygen precipitates were calculated at different
orientations and temperatures. Disk-like shape, square, ellipse, a slightly deformed
sphere are reproduced for oxygen precipitates, which agrees with the experimental
observations very well. In addition, the growth rates of amorphous precipitates and a
cristobalite precipitates at different temperatures show that at high temperature 1100 "C,
amorphous precipitate has the largest growth rate, while at low temperature 900 "C, a
cristobalite precipitate grows faster. This qualitatively explained why different
polymorphs and shapes of the oxygen precipitate were observed in experiments at
different annealing temperatures.
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Chapter 1
Introduction
Today the microelectronics industry plays a significant role in our society, as the devices
created on silicon substrates permeate much of our daily life and power the information
technology that is the key to our economy. Single crystalline silicon wafers produced by
Czochralski (CZ) crystal growth technique are the foundation of this industry. Over the
past several decades, the art of producing high quality single crystalline silicon has
gradually been perfected by controlling the number, size, and distribution of defects in
the material caused by native point defects - vacancy and self-interstitial, and by the
ever-present oxygen impurity. As a result, the silicon-based microelectronics industry is
developed at an unprecedented speed and revolutionized our world.
However, the trend of the miniaturization of the microelectronic devices with lower cost
and more powerful functions today demands even higher quality silicon wafer with larger
size, and smaller defect size and lower defect density [Allan, 2007]. The design rule
establishing minimum dimensions of a transistor and minimum spacing between adjacent
components in the microelectronic devices is being decreased from 0.18 Am to 65 nm. In
the projected future, it could be reduced to 11 nm. The smaller size of the characteristic
design features significantly decreases the tolerable levels and sizes of defects in the
crystal.
To understand the mechanism of the formation and growth of the defects in CZ silicon is
the key to improve the quality of silicon wafer. Oxygen is the main impurity in the CZ
silicon and oxygen precipitate caused by oxygen supersaturation is the most important
defects. Oxygen precipitate can destroy the electrical and mechanical characteristics of
the semiconductor and microelectronic devices [Abe, 1985; Kolbesen, 1985], on the other
side, oxygen precipitate serves as an effective internal gettering site for gathering metallic
contaminants introduced during wafer fabrication [Borghesi, 1995]. Moreover, further
advances in microelectronic device processing require double side polished silicon wafers
to achieve higher flatness and low particle generation [Sueoka, 2003]. The
implementation of external gettering at the back surface of the wafer is hard to realize, so
that internal gettering by oxygen precipitates is critical for those wafers. Hence the
presence of oxygen precipitate brings both beneficial and detrimental effects and requires
better understanding and controlling the oxygen precipitation process. Although many
studies were performed to simulate and understand the growth of the oxygen precipitate
[Schrems, 1994; Sin, 2000; Wang, 2002; Sueoka, 2003], there is still not a model for
quantitatively predicting the morphological evolution of an isolated oxygen precipitate.
The morphological information is essential for accurately simulating the oxygen
precipitate size and density distribution. Today most of the reported models assume
spherical precipitates or preset the shape of the precipitate [Sueoka, 2003], but the shape
of oxygen precipitates varies according to their thermal history.
This thesis is devoted to understand the growth of an isolated oxygen precipitate in CZ
silicon and its morphological evolution by means of phase-field method, and to gain the
insight of the morphological transition of the oxygen precipitate and the distribution of
oxygen, vacancy, and self-interstitial around the single oxygen precipitate. The research
in this thesis is composed of two phase-field models: 1) a phase-field model of 2-
component system to set up the framework of phase-field method and to build the
suitable adaptive numerical method for solving phase-field equations; 2) a phase-field
model of Si-SiO2 system to simulate the growth of oxygen precipitate polymorphs in CZ
silicon at different annealing temperatures.
1.1 Oxide defects in silicon
1.1.1 Oxygen precipitates in silicon
Czochralski (CZ) crystal growth is the dominant method for producing silicon wafers
used as substrates in microelectronic device fabrication [Borghesi, 1995]; over 95% of
commercial silicon is grown by this technology [Abe, 1998]. A schematic diagram is
shown in Figure 1.1; description of the method is available in [Lin, 1987; Plummer,
2000]. One of the most important features of the CZ silicon is the high oxygen
concentration in the crystal caused by the dissolution of the quartz (SiO2) crucible used to
hold the silicon melt during growth. The oxygen is dissolved into the melt, convected to
the melt/gas and melt/crystal interfaces and is either transported into the gas in the CZ
chamber as SiO(g) or incorporated into the crystal at the solidification interface.
Incorporation of oxygen into the crystal at the solidification interface typically occurs as
interstitial oxygen in silicon at concentration in the crystal of about 1 x 1018 atoms/cm3
[Kobayashi, 1997].
As the silicon crystal cools, the oxygen concentration becomes supersaturated, leading to
the nucleation and growth of oxygen precipitates. Oxygen precipitates have been well
studied experimentally [Bender, 1984; Bergholz, 1985; Borghesi, 1995; Bourret, 1984;
Chung, 1989; Sueoka, 1993, 1994]. Other defects including oxygen also are well known,
such as the dislocations and stacking faults that form as the precipitates grow [Hu,
1974; Maroudas, 1991], and thermal donors [Lindstr6m, 1994] and new donors [Qian,
1990] formed by small oxygen clusters and which may affect electrical properties of the
silicon crystal.
(C)
(e) (d)
Figure 1.1 Czochralski single silicon crystal growth (a) Czochralski furnish; (b) poly-
crystalline silicon hold in crucible; (c) seed down; (d) seed pulling; (e) shoulder
formation (Taken from [Plummer, 2000]).
Much of the interest in oxygen precipitates has derived from the knowledge that these
and some related defects serve as intrinsic/internal gettering sites for metal impurities
[Borghesi, 1995]. If oxygen precipitates are confined below the surface of the silicon
wafer, then the precipitates serve as effective gettering sites for metallic contaminants
introduced during device fabrication [Tan, 1977]. Oxygen precipitates have other
positive effects on the properties of the silicon crystal [Borghesi, 1995]. For example,
they can effectively increase the resistance of silicon to warpage; this effect has been
postulated to be linked to the role of oxygen in dislocation propagation. It is thought that
--III
" ::
I
, 
(c)
(e) 
(d)
oxygen precipitation suppresses dislocation generation and retards dislocation motion,
thereby resulting in high yield strength [Marouda, 1991; Sumino, 1994]. However, too
much oxygen precipitation can degrade the mechanical properties of the crystal by
leading to large numbers of dislocations.
Hence, material processing of silicon requires a delicate balance between creating
precipitates for gettering and producing excess precipitates that lead to dislocations. As a
result, the concentrations of oxygen and oxygen precipitates in silicon wafers must be
controlled. An ideal distribution of oxygen precipitates is confined to the middle of
wafer, with a concentration that is high enough to enhance gettering, while not so high to
avoid degradation of the mechanical properties of the wafer. To do this requires a
mechanistic understanding of the formation and growth of oxygen precipitates during
crystal annealing. The modeling described in this thesis is aimed at this result.
1.1.2 Mechanistic description of oxygen precipitation
Oxygen precipitates grow by the incorporation of oxygen atoms to form an oxide of
silicon. Using silicon dioxide as a model, the density of the precipitate is about half that
of the silicon crystal. This density difference results in stress in the lattice as the
precipitate forms. According to a calculation by Hu [Hu, 1986], if the strain related to
this stress cannot be released, the precipitates cannot grow. Therefore, this stress creates
an energy difference that must be overcome for precipitate growth. Free volume for
growth can come either from vacancy absorption into the precipitate or the ejection of
silicon self-interstitials in the lattice. The overall reaction describing precipitate growth
is written mechanistically as [Wang, 2002]
P + (0.5 + y,)Si + +yrV ++ P1 + y I + stress energy
where P, is an oxygen precipitate of size n which forms by aggregating oxygen (0) and
silicon (Si), ejecting interstitials (I), and absorbing vacancies (V). The stoichiometric
coefficients yI and yv give the number of self-interstitials ejected and vacancies
absorbed, respectively, during the reaction. This growing oxygen precipitate acts as a
sink for oxygen atoms and vacancy point defects and as a source of self-interstitial
defects [Tan, 1994; Sin, 2000; Wang, 2002]; this dynamics is illustrated in Figure 1.2.
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Figure 1.2 Schematic diagram of the mechanistic oxygen precipitate growth.
1.1.3 Morphology of oxygen precipitate
An important characteristic of oxygen precipitation is the morphological evolution of the
precipitates. Treating the precipitate as a continuum particle, the surface concentration
(1.1)
on the precipitate is determined by the elastic stress and the curvature of the interface,
which lead to equilibrium concentrations and fluxes that vary along the surface. As a
result, the growth rate varies along the surface and this variation drives the evolution of
the shape of the precipitate. It is well known that the morphology of oxygen precipitates
depends on the annealing temperature of the crystal. There are many experiments
[Bender, 1984; Bergholz, 1985; Borghesi, 1995; Bourret, 1984; Chung, 1989] aimed at
understanding the effect of temperature on oxygen precipitation, typically using different
annealing strategies known as single-step annealing and multi-step annealing. For single-
step annealing, the wafer is annealed for a set time at a single temperature; while in
multi-step annealing treatments, multiple temperatures and time durations are used.
Generally, the multiple steps are divided into steps for a) generation of precipitate nuclei
and b) growth of the precipitate [Borghesi, 1995]. The temperatures of both steps
influence the shape and size of the precipitates.
sphere
550 700 900 1100 T(OC)
Figure 1.3 Morphology of oxygen precipitates created with different nucleation
temperatures (taken from [Bergholz, 1994]).
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Three temperature regimes for precipitate formation are generally distinguished as
resulting in precipitates with varying morphologies [Hu, 1986]. Ribbon-like defects
thought to be form of coesite [Bergholz, 1985] are seen upon annealing at temperatures
below 800 "C; disk-like precipitates most likely made of a cristobalite [Shimura, 1980] or
amorphous SiO 2 [Bergholz, 1994] are dominant at the range of 800-1050 "C; and
octahedral precipitates made of amorphous SiO2 are formed above 1050 "C. Bergholz
[Bergholz, 1994] presented a detailed classification with five temperatures with different
morphologies. As shown in Figure 1.3, they are rod shapes below 550 "C, a mixture of
rod and disk-shaped shapes between 550 and 700 "C, disk-shaped shapes between 700
and 900 "C, octahedral shapes between 900 and 1100 "C, and polyhedral or nearly
spherical shapes above 1100 "C.
In many cases, these precipitate forms are seen as part of more complicated defect
structures. Ribbon-like defects are generally aligned with dislocation dipoles and
sometimes are found near dislocation cores. When the annealing temperature is above
700 "C , these ribbons transform into elongated narrow dislocation loops. It was
concluded by Bourret et al. [Bourret, 1984] that ribbon-like defects are a preliminary
state of the formation of dislocation dipoles and are postulated to be made of coesite,
which is a dense high pressure form of silica that has monoclinic pseudohexagonal
structure [Borghesi, 1995]. A major objection to this hypothesis is the requirement of
enhanced interstitial oxygen diffusion at the low temperature of defect formation.
According to the calculations of Bergholz [Bergholz, 1985], the diffusion of oxygen to
coesite ribbons seems to be enhanced by nearly four orders-of-magnitude compared with
the diffusion coefficient of oxygen in silicon at the same temperature. Several
mechanisms [Bergholz, 1985] have been proposed to explain this enhance of diffusivity
involving the diffusion of silicon-oxygen pairs, oxygen-vacancy complexes, and oxygen
molecules. No conclusive explanation is available.
Disk-like precipitates are related to minimization of the total strain energy, while the
spherical precipitates are related to minimization of the total surface energy [Nabarro,
1940]. If the interface free energy is anisotropic, the spherical precipitate will facet to
lower the precipitate's total free energy and the sphere relaxes to a polyhedron bounded
by planes with the lowest interfacial energy. For silicon these are planes (100) and (111),
which is in good agreement with high-resolution TEM observations [Tiller, 1986].
1.1.4 Models for oxygen precipitate in silicon crystal
Mathematical modeling and numerical simulation gives a powerful tool for studying
oxygen precipitation as a function of processing conditions. Several models have been
presented for the physics governing the dynamics and thermodynamics of oxygen
precipitation [Kobayashi, 1997; Sin, 2000; Sueoka, 2003; Wang, 2002]. The goal of
these efforts has been to reduce a number of expensive experiments and eventually to
optimize operating conditions and system design for single crystal growth and wafer
annealing processes.
Schrems [Schrems, 1994] summarized a variety of physical models applied in the
simulation of oxygen precipitation. Based on different physical descriptions of
precipitation, many phenomenological models have been developed to predict density,
growth rate and size distribution of the oxygen precipitate. Recently, Sin [Sin, 2000]
provided a more rigorous continuum model to study equilibrium morphologies of a single
oxygen precipitate and its evolution. These models are described in detail below.
1. Phenomenological model
The phenomenological models used to simulate oxygen precipitation fall into four
categories [Wang, 2002]: classical nucleation models, growth law models, combinations
of classical nucleation models and growth law models, and rate equations models. Each
model can provide information about different aspects of the oxygen precipitate and each
model has specific limitations.
In the classical nucleation model, the total oxide precipitate density is approximated from
classical nucleation theory [Kashchiev, 2000]. However, this approach neither takes into
account the mass balance of the oxygen and is very sensitive to oxygen super-saturation,
nor does it predict the size of oxygen precipitate. In the growth law model [Sueoka, 1993;
Vanhellemont, 1995], the growth rate and size of an individual precipitate are calculated
from a growth law obtained by solving a diffusion equation for a single precipitate within
the surrounding silicon matrix [Ham, 1958, 1959]. However this model cannot predict the
total oxygen precipitate density, because a model based on a single precipitate does not
consider the conservation of oxygen. A model that combines classical nucleation theory
and precipitate growth law can predict the number density of precipitates, precipitate size
and growth rate [Isomae, 1991; Kobayashi, 1997], but this approach also has the
shortcoming that no estimate is made of the evolution of the precipitate size distribution.
Precipitation models based on rate equations are a more rigorous approach and provide
estimates of the evolution of the size distribution of the precipitates [Senkader, 1995;
Esfandyari, 1996; Wang, 2002]. This approach is to solve the rate equations including
discrete rate equations and the continuous rate or Fokker-Planck equations. Because the
growth of oxygen precipitates is related to vacancy absorption and self-interstitial
ejection in the crystal, the rate equations for precipitation are also coupled to the species
equations for point defect distributions.
The model developed by Wang [Wang, 2002] was the first attempt at a self-consistent
rate equation model. A free energy model for the oxygen precipitation is at the core of
this approach. Wang analyzed separately the free energy function of formation for
spherical and disk-shaped precipitates. The free energy is minimized with respect to y,
and y, and shows that either y1 = 0 or yv = 0. Physically, growth proceeds either by
vacancy adsorption y, = 0 or interstitial ejection Yv = 0.
Wang [Wang, 2002] used the rate equations for precipitate formation and continuity
equations for conservations of oxygen monomer to develop a self-consistent model for
oxygen precipitation based on the transport, reaction and aggregation of vacancies, self-
interstitials, and oxygen. This model was used to investigate disk-like and spherical
oxygen precipitates and provided the information about the number density of
precipitates and the precipitate size evolution during a variety of processes including CZ
crystal growth and wafer annealing using different temperature cycling.
Wang's analysis was based on a simple phenomenological model for precipitates of
predetermined shape and isotropic properties. This is an over-simplification because of
the crystalline structures of silicon and the precipitate. The preset shape of the oxygen
precipitates in Wang's model is a more serious restriction. Only the oxygen precipitates
with sphere and disk shape were investigated by Wang [Wang, 2002], and precipitates
with polyhedral shapes, faceted morphologies, and rod-like shapes were ignored. In
addition, because the assumption of the shape of the oxygen precipitate is its prerequisite,
the rate equation model of Wang predicts the competitive dynamics between size
distributions of defects with known shapes, but it cannot give accurate insight into the
details of the evolution of individual precipitates. This is the goal of the analysis in this
thesis.
2. Continuum dynamical model
Sin [Sin, 2000] was the first to attempt to describe the growth of an individual oxide
precipitate. He developed a continuum dynamical model for describing the evolution of
precipitate shapes by formulating the free-boundary problem for the growth of an
individual coherent precipitate in an infinite silicon matrix in an attempt to predict the
morphological evolution of oxide precipitates.
Sin assumed that the oxygen precipitate has the composition of stoichiometric SiO2.
The stresses in both the precipitate and matrix phases are described by Cauchy's
equations. Displacements are assumed to be continuous across the interface to satisfy the
requirement of a coherent interface. The interface of the precipitate is described by a
Gibbs-Thomson equation that includes the contributions of the diffusion potential, the
elastic and surface energies in determining the equilibrium morphology of the precipitate
[Johnson, 1986; Voorhees, 1986]. The evolution of the precipitate interface is given by
the balance of fluxes of oxygen, vacancy, and self-interstitial at the interface.
This continuum model is a sharp interface model which requires to compute and track the
interface position explicitly. Sin adopted a simple coordinate transform method to
describe the interface shape, but this coordinate transform introduced an additional
boundary problem aside from the original free boundary problem, which makes the
calculation much complex and difficult. Through this method, both the stress fields and
unknown interface shape are calculated simultaneously and the unknown interface shape
is represented by an isocoordinate curve.
Sin used this continuum model to simulate the morphological evolution of the oxygen
precipitate. He reproduced the oxygen precipitates with square shape and near spherical
shape, but the highly deformed disk-like shape wasn't recovered. There are two possible
reasons for this: 1) the diffusion potential in Gibbs-Thomson equation cannot accurately
represent the chemical driving force for the precipitate growth; 2) it is hard for the simple
coordinate transform to represent the highly deformed interface. In addition, the
distribution of vacancies and self-interstitials are assumed to be quasi-steady in Sin's
model. The concentrations of vacancies and self-interstitials at each time step have
nothing related to their historical contents. Hence this model hardly simulates the
vacancy adsorption evolution process because excess vacancies generally are generated
before the growth of oxygen precipitate.
1.2 Overview of phase-field method
The conventional approach to modeling microstructure evolution is based on the sharp
interface model that derives from Gibbs description of a continuum material interface.
Different phases are described by multiple sets of bulk continuum equations, respectively,
and an additional boundary condition problem has to be introduced to compute the
interface, as mentioned in Sin's model for precipitate growth [Sin, 2000]. Phase-field
models offer an alternative approach for modeling mesoscale morphological and
microstructure evolution in materials, such as grain growth, coarsening, and dislocation
microstructures [Boettinger, 2002; Chen, 2002]. Phase field models replace the sharp,
discontinuous interface between phases with a description in which material properties
change continuously on a very small length scale from one bulk phase to the other. One
set of equations is used to describe the multiphase inhomogeneous system. The essence
of the phase-field model is the introduction of a non-conserved auxiliary continuous
phase-field or order-parameter which is a function of time and position and governed by
an additional nonlinear differential equation. The value of the phase-field or order-
parameter denotes the phases in a multiphase system. The most significant
computational advantage of a phase-field model is that explicit tracking of the interface is
unnecessary. Also, the boundary conditions at the interface are replaced by models in the
bulk phase-field equations. The price paid for these advantages is the need to resolve
variations in the order parameter on the small length-scale for changes between phases so
as to accurately portray the interface.
A simple phase field model includes equations for both conserved variables such as
concentration c(r,t) and non-conserved variables such as the order-parameter 7(r, t).
The model described below is for a one-dimensional system written with x as the single
space coordinate. The important feature in the phase field model is the introduction of a
non-conserved order parameter q(x, t) to describe the local phase. As shown in Figure
1.4 for this one-dimensional model, this field variable has a fixed value in a bulk phase,
e.g. q = 0 in the matrix phase and q = 1 in the precipitate and is continuous across the
interface, which is modeled by smooth but highly localized changes in rq(x). The
location of the interface x = x* is approximated at zr(x*) - 1/ 2.
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Figure 1.4 Schematics of order parameter q(x).
1.2.1 Diffuse-interface theory
Phase field models are the natural extensions of the diffuse-interface models developed
by Cahn, Hilliard, and Allen [Cahn, 1977, 1958]. Before talking about the phase-field
model, the seminal work of Cahn and Hilliard introducing the diffuse-interface concept is
reviewed first for an equilibrium inhomogeneous system. Let fo(c) represent the free
~B~J~i~
energy of a homogeneous system as a function of the solute composition c(x). The
simplest form of free energy is a double-well potential function representing an
isostructural decomposition as shown in Figure 1.5. For an isothermal system, the local
free energy f(c) per unit volume in a region of non-uniform composition is given by a
Taylor series expansion in c as
f (c, Vc,V 2c, ) f (c) + KAV2C + KV(Vc)2+ (1.2)
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Figure 1.5 Schematics of the double well form of free energy fo(c).
Using the divergence theorem, the total free energy F of an inhomogeneous system is
obtained by integrating the local free energy over the system volume V as
F =[fo (c) + iK(Vc) 2 +--.]dV
V
(1.3)
Eq. (1.3) suggests that, to a first approximation, the free energy of an inhomogeneous
system can be expressed as a sum of a homogeneous contribution and a gradient energy,
which is a function of the local composition c(x). From eq. (1.3), the interfacial energy
(in a one dimensional planar interface) is expressed as a sum of the gradient in the field
variable and bulk free energy difference of the materials in the interface as
0  d e
r- [Af (c) + ( )2 ]dxc (1.4)
where Af(c) is the free energy referred to a standard state of an equilibrium mixture of
the two phases. At equilibrium, the interfacial energy will be a minimum and the calculus
of variations yields
Af(c) = K( d)2 (1.5)
dx
= 2 Af (c)dx = 2 [Af (c)]2dc (1.6)
The concentration profile across the interface and the interface thickness are computed as
de _Af
= ( )2 (1.7)dx K
ca - Cf C
-
-2Ac( )2 (1.8)
dc Af x
dx C
If the system includes the order-parameters q, then the interfacial energy is described
as [Vaithyanathan, 2002]
o = [Af( ) + ,i + K' )2 ]dx (1.9)
There are no analytical expressions for the profiles c(x) and the order parameters 7i(x)
[Chen, 2002].
1.2.2 Phase-field model
The phase-field model is a mesoscale model based on the diffuse-interface concept. It
introduces the order parameter rt(r,t) to describe the transition between phases and
interface. The order parameter is governed by an additional partial differential equation
for the evolution of q(r, t) .
Phase-field models have been derived by appealing to various physical principles.
Several examples are summarized below. Fried and Gurtin [Fried, 1994; Gurtin, 1996]
derived a phase-field model on the basis of continuum mechanics and the balance of
forces, which was used to study solid-solid phase transitions dominated by material
deformation. Beckermann et al. [Beckermann, 1999] provided a geometrical method
with a single scalar order parameter to study the solidification problem where the phase-
field equations reduce to the classical velocity-dependent Gibbs-Thomson equation for a
sharp interface. This formulation leads to an asymptotic relationship between terms in
the phase-field equation and continuum quantities that arise in the description of a
solidification interface, such as the interface curvature and interface velocity.
The most popular methods for deriving phase-field description are based on concepts in
irreversible thermodynamics [Bi, 1998; Boettinger, 2002; Chen, 2002]. According to this
approach, an equilibrium state of a multiphase system corresponds to a minimum free
energy. The system is driven towards this equilibrium by the reduction in free energy.
The driving force for the temporal evolution of a coherent multiphase solid
microstructure consists of the following contributions [Li, 1998a, 1998b]: (1) the
reduction in the chemical free energy; (2) the decrease in the total interfacial energy of
the interphase boundary between different phases and boundaries or between differently
oriented variants; (3) the relaxation of the elastic strain energy caused by the lattice
mismatch between the matrix and the precipitate phase; and (4) the reduction in the
potential energy that couples between the internal strain and external load. All these
contribution to the total free energy are included and expressed in terms of a set of
conserved (cl,c 2,.-.,c ) and non-conserved (r 1 ,r 1,---,rP, ) field variables. On the basis of
the diffuse-interface concept, the total free energy of an inhomogeneous microstructure
system is expressed as [Chen, 2002]:
33p
F = f(c,c2  ,7,1, 2,--,77p) + a (Vc,) + I Z pj ipkVIik (1.10)
i=1 i=1 j= k=1 (1.10)
+ JG(r - r')d3rdr'
where the first volume integral in eq. (1.10) represents the local contribution to the free
energy from short-range chemical interactions including the chemical free energy and
interfacial energy, and the second integral in eq. (1.10) represents a nonlocal term that
contains the contributions to the total free energy from any one or more of the long-range
interactions such as elasticity. Each of these terms is described below.
1. Chemical free energy function
The local chemical free energy density function f(c,c2,,..,cnqr,l2,-,r , p) describing
the bulk energy is an important component in the phase-field model. It determines the
driving force for the phase transformation. A main requirement for the local free energy
density function is that f(c,c2,,, c ,rl 1 2z,.. qr,) has 2p degenerate minima located at
(r1,rz,--.,rp)= (1,0,---,0),(0,1,---,0),---(0,0,.-.,1) at a given concentration, which
ensures that each point in space can only belong to a certain orientation of a given phase.
The simplest local free energy function is the double-well function [Chen, 2002] as
shown in Figure 1.5, which was widely applied in many phase-field models involving
only one field variable, especially in solidification modeling. A prototypical model is
f (q) - 4A 2 (1 - )2 (1.11)
This free energy function has doubly degenerate minima at q =0 and q = 1 . Some
models adopt a function with the two minima located at r= -1 and r= 1. Eq. (1.11) is
rewritten to have these minima as:
12 1f (q) = 4Af (- Iq2 4) (1.12)2 4
In many processes, such as coarsening, precipitation and phase transformation, it is
necessary to introduce more than one field variable or to couple one type of field with
another. For grain growth which the field variables describe the spatial distributions of
grains with different orientations, the free energy function can be developed by a simple
extension of the double well potential to one with 2p minima [Chen, 1994]:
f(q) = 4Af(-2 - j4) + a L / (1.13)
i=1 i=1 i=1 j>i
For many solid-state phase transformations like precipitation, the field variables
correspond to well-defined physical order parameters. The local free energy function is
typically expressed as a polynomial of field variables, such as a conventional Landau-
expansion [Li, 1998b; Wang, 1998]:
1 1f(c,r,q 2,, 3) = fd(c,T) +- A2(c,T)(77 +q +77+ +-A 3 (c,T)q1r 2q3 (1.14)
1 1 2
+-A41(c,T)(77j +r24 +7734)+ A42(c,T)(r7 + 277 + 734 4
Many researchers also coupled the CALPHAD method for free energy calculation with
phase-field models [Qin, 2003; Loginova, 2004]. Through CALPHAD, the
thermodynamic properties of the system are assessed and the chemical free energy
function can be formulated as a combination of the energy function of different phases
[Kim, 1998, 1999]
f(c, q, T) = [1- h(7)]fM (c, T) + h(q)fP(c,T) + wg(q) (1.15)
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Figure 1.6 Schematic diagram of the double well function g(r) and interpolation
function h(r).
where f (c, T) and fP (c, T) are the chemical free energy of matrix phase and
precipitate phase. In eq. (1.15), g(r/) is a double-well potential, w is the height of the
A
double-well potential g(q). The function h(q) is an interpolation function to ensure the
smooth transition between phases. Schematic diagrams of the functions g(17) and h(q)
are shown in Figure 1.6.
Note that the accuracy of the chemical free energy is not critical as long as it provides
accurate information about the equilibrium compositions at stress-free state and the
driving force for phase transformation [Li, 1998a, 1998b].
2. Interfacial energy
The excess free energy associated with the compositional or structural inhomogeneous at
the interphase boundary is the interfacial energy and also contributes to the total free
energy [Chen, 2002]. According to the diffuse-interface theory, for an isotropic interface,
interfacial energy is introduced through the gradient term of ( c,c 2,...,c,, ) and
(q1,, q, ---, ) field variables as shown in eq. (1.10).
Interfacial energies of crystalline solid phases are usually anisotropic and the degree of
interfacial energy anisotropy can have a significant effect on the growth morphology and
equilibrium shape of particles [Eggleston, 2001]. In solid-state phase transformations,
the anisotropy of the interfacial energy can be introduced into a phase-field theory
through the gradient terms by the gradient energy coefficients. One approach used by
Kobayashi et al. [Kobayashi, 1993] is to make the coefficients depend on the orientation
of the interface defined by the normal to the level curves of r, . This approach
parallels the method used in continuum description of phase boundaries [Taylor, 1992]
and is applied to this thesis. Another approach is to relate the coefficients to the
microscopic interaction energies in a pair-wise interaction model [Khachaturyan, 1983;
Wang, 1998]. For example, the following formulation was used for the coefficients
[Khachaturyan, 1983]
1k - I W(x), k2(p)= xx,xW(x)e -  (1.16)
2 -- i•
where k, , kj(p) are the gradient energy coefficients, W(x) is the effective pair
interaction energy, and ko, is the super-lattice vector corresponding to the order
parameter rp .
3. Elastic energy
Solid phase transformations usually produce coherent microstructure at their early stages,
where in a coherent microstructure, the lattice directions and planes vary continuously
across the solid-solid interfaces. In order to maintain this lattice continuity, the lattice
mismatch between phases and domains is accommodated by elastic displacements of
atoms from their equilibrium lattice positions. Therefore, the elastic energy is a key
component of total free energy for the phase transformation processes. The elastic
energy can be determined by the displacement field which is obtained in the small
deformation limit by solving Cauchy equations describing elastic stress in each solid
phase [Love, 1944].
Consider a microstructure described by a conserved composition field c and non-
conserved order parameters (rql,ql,---, r). Generally, assuming that the local stress-free
strain varies with composition and order parameters according [Chen, 2000] as
Pzr- (r) ,= e, ijc()-CO]+ e, 7(r)2 (1.17)
where c° is the local transformation strain or stress-free strain, gc( is the linear
composition expansion coefficient and Ei is the stress-free strain caused by the order
parameter component q,, and J is the Kronecker-Delta function. Eq. (1.17) has been
successfully computed in a series of phase-field models for microstructure evolution,
such as coarsening and phase transformation [Hu, 2001; Vaithyanathan, 2002].
elastic strain is written as
o.. (r) = 6 -
The
(1.18)
where ey" is the local elastic strain, and 6, is the total local strain. Using Hook's law for
linear elasticity, the local elastic stress a in a coherent microstructure is given by
. () = CUk, (r)ei (r) (1.19)
where is the elastic constant. e can be obtained by solving the Cauchy's equation.
= -0 (1.20)
Then th  total elastic energy of a microstructure isr.
Then the total elastic energy of a microstructure is
E = ICj k el I6 el'dV (1.21)
If an external stress o.eI is present, the elastic energy becomes
E -= Ck,(r) eleldV - fo(r ()r)dV (1.22)
V V
If the solid is elastically homogeneous, C kl(r) is a constant and the elastic fields can be
analytically evaluated by Fourier transformations. If the system is elastically
inhomogeneous, Cukl(r) is a function of position.
4. Evolution equations
With the total free energy function F in eq. (1.10), the equilibrium state is defined by
minimizing F with respect to the field variables according to the calculus of variations
[Bolza, 1961]. Based on non-equilibrium thermodynamics [Boettinger, 2002], the time
evolution of the field variables is considered to be proportional to the variation in the free
energy near the thermodynamic equilibrium so that evolution equations for the field
variables are written as the so-called Cahn-Hilliard and Allen-Cahn equations [Cahn,
1958, 1961, 1977], respectively:
ac, (,t) SF= VM ..V (1.23)
at 3cj (r,t)
rlB,(r,t) 6Fa = -M 6F (1.24)
at q,"'" q, (, t)
where M,i and M,,pq are related to atomic or interfacial mobility, respectively. The
Cahn-Hilliard evolution equation is for the conserved field variables, while the Allen-
Cahn equation is for the non-conserved field variables. These two equations are
rigorously valid only near equilibrium. A steady-state solution to eqs. (1.23)-(1.24)
corresponds to an extremum in the free energy. The minima in the free energy give
linearly stable steady states.
One thing should be pointed out is the interfacial thickness. The interface is diffuse in
phase-field model and possesses finite width. The phase field method reduces to the
sharp interface picture of a phase transition in the limit where the interface thickness goes
to zero [Caginalp, 1989; 1993]. Therefore, the interface thickness should be very small
to make the phase-field model physically meaningful. The interfacial width used in the
researches has a wide range from several A to order of gm [Li, 1999; Wang, 2001;
Diepers, 1999]. A simple numerical experiment comparing the phase-field model with
sharp interface model shown that the phase-field model with order of 10 nm interfacial
thickness gave same results as the sharp interface model [Hu, 2004].
1.2.3 Numerical methods
Both the Cahn-Hilliard and Allen-Cahn equations are temporal differential equations.
Because the Cahn-Hilliard equation described the dynamics of the conserved field
variables such as concentration, it has higher order of differential than Allen-Cahn
equation, which makes it more difficult to be solved. Equation (1.25) is a one-
dimensional Cahn-Hilliard equation taken from [Eggleston, 2001] and is a fourth-order
differential equation, e.g.
ac = McV2( kcV'c) (1.25)
at ac
After the high-order differential equations have been established, then modeling the
microstructure evolution using the phase-field approach is reduced to finding solutions to
the kinetic eqs. (1.23)-(1.24). The solution will be numerically determined. For the
temporal evolution of these field variables, the stability, accuracy and computational time
of a simulation have to be considered. A number of numerical methods have been
implemented to solve the equations involved in phase field models.
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Figure 1.7 Effects of grid spacing (taken from [Eggleston, 2001]).
Because the phase field variable has the property of highly localized changes in the
interface whose thickness generally is about several nanometers, the grid space at the
interface must be very fine and at least has the same order as the thickness of interface in
order to obtain correct numerical solution. Figure 1.7 shows the results of order
parameter in different grid spaces. It is demonstrated that the grid spacing has a great
influence on the accuracy of the numerical solution, but that with fine spacing accurate
results are achievable.
Many previous attempts at numerical solution of phase field models use the explicit
forward Euler method in time and centered space finite-difference approximation in
space with uniform grid due to its simplicity and small memory requirement [Chen,
2002]. To maintain the numerical stability of the time integration and accuracy in space
for the solution, the time step and spatial grid size have to be very small; these constricts
seriously limit the system size that can be simulated and the cost of the simulation.
Eggleston [Eggleston, 2001] performed a von-Neumann stability analysis for eq. (1.25)
and derived a relation between the time step and spatial grid size as eq. (1.26) for center
difference approximation with grid size h and explicit Euler's method with time step At to
yield the stability criteria.
MkAt 1
h4  - 1 (1.26)h4 8
From eq. (1.26), it is clear that for k, << 1 and h2 << k,, At = O(h 2) , i.e., there is a more
severe time step constraint on temporal evolution.
Recently, Chen et al. [Chen, 1998] developed a semi-implicit Fourier-spectral algorithm
to solve phase-field equations. Time intervals is done by a semi-implicit scheme in
which the principal elliptic operator is treated implicitly to reduce the associated stability
constraint, while the nonlinear terms are still treated explicitly to avoid the expensive
process of solving nonlinear equations at each time step. At each time step, a constant-
coefficient elliptic problem with periodic boundary conditions is solved efficiently and
accurately by the Fourier-spectral method which has a convergence rate that is
exponential (for smooth functions) as opposed to second-order in space, as is the case for
the usual finite-difference approximation. This method is more efficient for elasticity
problems modeling an elastically homogeneous system which can be analytically solved
in Fourier space. However, the spectral method typically uses a uniform grid for the
spatial variables. This method has difficulty solving an extremely sharp interface
problem just as does the centered space finite-difference method with a uniform mesh. In
addition, the assumption of elastically homogeneous system is not realistic for most solid
multi-phase problems.
Figure 1.8 An example of adaptive finite element method (taken from [Provatas, 1998]).
Because the phase field variables evolve slowly in the bulk phase, but quickly in the
interfacial region, more efficient numerical methods using adaptive grid algorithms have
been applied to solving the phase-field equations. Adaptive techniques based on finite-
difference and finite-element methods have been developed [Braun, 1997; Provatas,
1998]. An example of the adaptive technique based on finite-element method is shown in
Figure 1.8 for the growth of a dendrite crystal [Provatas, 1998]. Here the grid space
dynamically coarsens away from the interface and refines in the vicinity of the interface.
Although adaptive methods are generally much more complicated to implement than
uniform grids, it has been shown that the number of variables in an adaptive method is
significantly reduced compared with those using a uniform mesh. As a result, adaptive
techniques allow solution of phase field model in much larger computational domains
and for longer time.
1.3 Thesis objectives and outline
The goal of this thesis is to develop a phase-field model to simulate the oxygen
precipitate growth without a priori assumption, and to predict the morphology and its
evolution of the oxygen precipitate during wafer annealing process.
A phase-field model of binary system is studied first in Chapter 2 to establish a
framework for the phase-field model and its numerical solution. The phase-field model,
the incorporation of the anisotropic interface and either isotropic or anisotropic elasticity,
and a dynamically adaptive finite element method are described here. The phase-field
model is investigated for the growth of a single precipitate, for precipitate coarsening,
and for competitive growth of multiple precipitates.
The precipitate growth of Si-SiO 2 system for is discussed in Chapter 3. A phase-field
model coupling CALPHAD thermodynamic calculation was developed to calculate
oxygen precipitate growth and predict its morphological evolution with different
structures of the silicon oxide and temperature.
Chapter 2
Morphological evolution during particle growth and
coarsening processes
The morphological development of precipitates in heterogeneous material has drawn a
great deal of attention in last several decades because the macroscopic properties of
multiphase materials rely on their microstructure. Many experimental and theoretical
considerations have been made to study the shape evolution of precipitates during their
growth and coarsening process [Leo, 1993; Li, 2003; Pollock, 1994; Schmidt, 1997;
Sankarasubramanian, 2002]. All these results show that the elastic and interfacial
properties of the precipitates have a big impact on their morphological evolution. If only
interfacial energy is taken into account, the polyhedron provided by the Wulff
construction is the result [Johnson, 1965; Porter, 1992]. If the elasticity is considered and
the interfacial energy is neglected, the plate-like shape is the equilibrium shape for a
homogeneous inclusion [Khachaturyan, 1967]. However, the situation is changed
drastically for an inhomogeneous inclusion with isotropic/anisotropic elasticity in an
isotropic/anisotropic matrix and no simple conclusion can be made [Schmidt, 1997].
There are two approaches to calculate the shape evolution of an unconstrained precipitate:
sharp-interface model and phase-field model. As discussed in Chapter 1, phase-field
model has a big computational advantage over sharp-interface model and provides insight
into the phenomena of material processing such as phase transformation, coarsening,
precipitation etc. In this chapter, two phase-field models were built for a pure material
and a two-phase two-component system, respectively, to set up the framework of phase-
field method and adaptive numerical technique solving phase-field equations. The phase-
field model for the pure material was solved in one-dimensional space and used to
understand the interfacial profile and interfacial energy of the diffuse-interface theory.
The phase-field model of two-phase two-component system was used to investigate the
effects of interfacial and elastic properties of precipitate and/or matrix on the
morphological evolution of initially cylindrical precipitates during precipitate growth and
coarsening processes.
2.1 A pure material system
2.1.1 Phase-field model
A steady-state phase-field model for the phase transformation of a pure material is
formulated as a test problem for our analysis. A pure material with two phases: matrix
and precipitate, is considered. Therefore the system is described by a single order
parameter qr. The chemical free energy is approximated by the double well function:
f() = wr (1 - 1)2  (2.1)
where w is the double well potential depth and set to be 1 x 108 J/m3 . This function f has
minima at r = 0 and q/ =1, that describe the two equilibrium phases, as shown in Figure
2.1.
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Figure 2.1 Schematics of the double well function of free energy f (q) , eq. (2.1).
Neglecting the elastic energy, the total free energy including the chemical free energy and
isotropic interfacial energy is expressed according to Cahn and Hilliard [Cahn, 1958] as
F - [f() + k (V q)2 ]d 3r (2.2)
For a steady-state problem, a size constraint on the system is introduced to determine a
unique solution. Here the volume of the precipitate is set to be V . Therefore, the
equilibrium problem corresponds to the following constrained minimization problem
min: F = f[f(rq)+k,(V )2]d3r (2.3)
Subject to: h= rd3r - V = 0(2.4)
Introducing the Lagrange multiplier A and rewriting eqs. (2.3) and (2.4) as
.2
0.07-
L F + Ah
= [f() +k,(V )2 + rl]d 3r -AV
lead to the Lagrange equation for an extremum as
3L _ af0  (k,(V))
sq aq a(Vq)
= 2w(1 - q)(1 - 2r) - kV 2r+ A
L= ,d3r - Vo
The equilibrium state gives the governing equations and volume constraint as
k,V2 - 2w-(1- )(1 - 2) -A 0=
(2.5)
(2.6)
(2.7)
(2.8)
(2.9)qdx - Vo = 0
For a one dimensional system -L x < L, the boundary conditions on the order
parameter are
x=-L, q=1
x=L, 7=0
(2.10)
(2.11)
2.1.2 Results
The characteristic length in this calculation is set to be L = 100 nm . The model problem
(2.8)-(2.11) is composed of a second-order differential equation and an integral constraint.
The central finite difference method is used to discretize the derivatives and the
trapezoidal rule is used to approximate the integral. The resulting set of nonlinear
algebraic equations is solved by Newton's method. The calculation is performed for
different values of k, and volume constraints. The values of k, and the corresponding
surface energies cr and interfacial thicknesses I calculated according to the diffuse-
interface theory are listed in Table 2.1. Converged solutions are shown in Figures 2.2-2.4
for different volume fractions of precipitate.
Table 2.1 The values of k, and the corresponding surface energies a and interfacial
thickness I
k,, (J/m) 1 x 10-7  1 x 10-  1 x 10-9  1X 10-0
a (J/m 2) 0.373 0.118 0.0373 0.0118
1(nm) 178.885 56.569 17.888 5.657
In Figures 2.2-2.4, it is clearly shown that interfaces locate at different positions to satisfy
volume constraints according to volume fractions of precipitate. The larger the volume
fraction of precipitate, the further to the right is the interface. If the location of
r(x*) =1/2 is viewed as the interphase plane, the precipitate volume constraints are
satisfied very well. The profiles of interface demonstrate the sharpening of the interface
with decreasing k,I. If defining the interfacial thickness of order parameter profiles as eq.
(2.12),
S=0x-9 - X7=0.01 (2.12)
the interfacial thickness 8 is evaluated based on the simulation date and plotted in Figure
2.5 as a function of k, and compared with the diffuse-interface theoretic predictions. It
is evident that the interfacial thicknesses become smaller as k, decreases and log 6 is
linear proportional to log k,7, which is consistent with the diffuse-interface theory [Cahn,
1977] as eq. (2.13).
1 1 32log/= -logk +-log (2.13)
2 2 w
The variation of interfacial thickness is a result of the competitive balance between the
interfacial energy and chemical free energy. Decreasing k, reduces the interfacial energy,
therefore the system sharpens the interface to decrease the chemical free energy at the
interfacial region but increase the interfacial energy somehow, finally reaches a new
balance state. Moreover, the interfacial widths calculated agree with the diffuse-interface
theoretic predictions well although there is a small difference between them when the
interfacial thickness becomes smaller. This difference probably comes from the
numerical error since the difference is more obvious when the interfacial thickness
becomes smaller. Smaller interfacial thickness requires a finer mesh while same grids are
used here for all calculations, so the coarse grid may lead some numerical error and this
difference when the interfacial width is small.
Figure 2.2 Profile of phase field with 1 x 10- 'OJ/m k,, _ 1 x 107 J/m at Vo = 1.OL.
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Figure 2.3 Profile of phase field with 1 x 10- 0 J/m < k, 1 x l0 -7 J/m at Vo = 2 / 3L.
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Figure 2.4 Profile of phase field with 1 x 10 -10 J/m < k 1 x 10- 7J/m at V = 1.2L .
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Figure 2.5 The interfacial thickness as a function of k, at constraint V0 = 1.OL.
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2.2 Two-phase two-component system: Model Problem
A phase-field model for a two-phase inhomogeneous system was developed and explored
by using an adaptive finite element method for time-dependent simulations.
2.2.1 Phase-field model
A phase-field model is developed for a two-component system composed of precipitate
and matrix phases. The variables in the model are a single order parameter r(x,t) and
the concentration of the dilute component c(x, t), where the order parameter q(x, t)
distinguishes the structural difference between the precipitate and matrix and the
concentration c(x, t) describes the local concentration in both precipitate and matrix
phases.
1. Chemical free energy
The chemical free energy for this two-phase system is approximated by a simplified
fourth-order truncated Landau polynomial [Vaithyanathan, 2002], which describes the
free energy as
fo ( )2 2 _ 2 4  (2.14)
2 2 3 4
where A, = 238.3653, A2 = 57.96, A3 = -21.14, A4 = 21.14 with the units of Eo =
3.35x10 7 J/m, and ci=0.1123, c2 = 0.23388. The contours of the free energy are shown
in Figure 2.6 as a function of the concentration and order parameter; the double-well free
energy structure is clearly visible.
Figure 2.6 Contours of the Chemical free energy as a function of q and c.
The equilibrium order parameter q,(,x) is obtained by minimizing fo(c, r) with respect
to q(x) at any given total concentration. The problem is stated as
fO =0 (2.15)
which gives
(2.16)A2 (c2 - c)q + A3 q2 +A4 73 = 0
and allows for three solutions q,(x) for a given value of c(x).
-A + A -4A 2A4(c2 - c)
e1,2 3 2A4
(2.17)
Sr
ie3 =0
(2.18)
One solution is the homogeneous state 13 = 0 (eq. (2.18)), and of the two other roots (eq.
(2.17)), only one q, is physically important because it corresponds to the lower energy
state compared with r, .
Consequently, the chemical free energy can be rewritten as a function of the
concentration only by substituting eqs. (2.17) and (2.18) into eq. (2.14). Figures 2.7 and
2.8 represent the effect of concentration on the equilibrium order parameter r and
chemical free energy. The equilibrium order parameter and chemical free energy have
two branches: one corresponding to the matrix phase and the other corresponding to the
precipitate phase. The two-phase inhomogeneous system will evolve to these two
minima in order to decrease the system energy.
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Figure 2.7 Equilibrium order parameter q, as a function of concentration c.
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Figure 2.8 The chemical free energy eq. (2.14) as a function of concentration c for
precipitate and matrix phases.
2. Interfacial energy
The interfacial energy in the phase-field model is represented by the gradient term in q
in eq. (1.10). For the anisotropic interfacial energy, the gradient energy a and its
coefficient k, are defined to be dependent on the angle of the normal to the contours of
constant 1, as [McFadden, 1993; Eggleston, 2001]
0 ( arctan( r ' ) (2.19)
In our simulations, a crystal with four-fold symmetry is studied and the interfacial energy
was modeled as
a(0) = or 1 +[ 4 cos(40)] (2.20)
e4 in eq. (2.20) defines the degree of interfacial anisotropy and cr is the a unit of
interfacial energy. Figure 2.9 plotted the interfacial energy with 4 = 0.3. It clearly
shows that the interface has lower energy at <11> directions. According to the Wulf
construction, the precipitate has a faceted equilibrium shape to minimize the surface
energy [Johnson, 1965; Porter, 1992].
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Figure 2.9 Polar plot of the interfacial energy a; e4 = 0.3.
Because the interfacial energy a is proportional to the interfacial energy coefficient
as
(2.21)6 2
Defining e(0) = X
equation is obtained.
and o- = Co from eqs. (2.20) and (2.21), the following
0 = 6 2 - [1 +64 cos(40)] (2.22)
Hence c(0) is describes as
e(0) = co[l +4 cos(40)] (2.23)
Eq. (2.23) will be used in the phase-field model to introduce the interfacial anisotropy.
Moreover, 84 provides an effective way to control the degree of interfacial anisotropy in
the simulation.
3. Derivation of phase-field model
The total free energy for the two-component inhomogeneous system, including
precipitate and matrix phases, consists of contributions of chemical free energy,
interfacial energy, and elastic energy. The total energy function is
F -I[fo(,c)+ I- 2 (V1)2 +1k(Vc)2
V2 2
V
+ f,i (t)]d3r
(2.24)
where k, is the interfacial coefficient of concentration and fela (q) is the elastic energy
density.
In eq. (2.24), the chemical free energy is
fo(q, c)=[A' (c -c,) 2 + (c 2 c)7 +Ar i A4o (2 2 3 4
and the elastic energy (isotropic elasticity is used in this derivation as an example) is
1
l,(7) = - ,Cki Tkl2
1 1
= -,(u - Su) - (u
\ ,l I/ I ,j
(.
+ j,,) - ef ]2
where Tj = E, - E, Ciki = 26i-k, + u kI + tUl 6k , A is the Lam& modulus, ,u is the
shear modulus, and u is the displacement and obtained by solving the Cauchy's eq.
(1.20).
The first variation of the total free energy of eq. (2.24) is written as
6F=4-- f[J d J d dJ ]~r3
0 77 dx Or/ dyary
+ [-jr c
(2.27)
- V( )]cd 3r+
a(Vc) 9 0
Each of the three integrals in eq. (2.27) are considered separately. The first integral is
rewritten as,
8J Df0  afeiaa- a+ a , d 8J ddx(2 d),xdx 8r 4 dx
d 8J d
dy 0 q dy
2.25)
2.26)
(2.28)
Jr8J d J d OJ
a ]Syd3r =
, By dx 8, dy 8d.
d d(E2x)- (.21 ,)]gyd3r
dx dy
V(e 2V q)]36d3r
The derivatives of chemical free energy f o(q, c) and elastic energy feta(q) with q in eq.
(2.29) are written as
afo
aq [A4r77 + A3 ,2 + A 2(c 2 - c)q7]E
8fK _1 Aea - (u 
- Ea "'aq 2 aq
aef
C9 1
(2.30)
(2.31)
+ [-(u +(U + -6 Eg_]2 _ P[U + u
aql 2 ;
-2c3 ] 3
- 47'
The second integral in eq. (2.27) is rewritten as
8J af 8J
-= -f V =V(kCVc)
ac ac a(Vc)
f[tJ V( _J )]3cd3= af0 - V(kcVc)]3cd 3r
-ac a(Vc) , ac
The third integral in eq. (2.27) is rewritten as
8J
_ = 6E'(V q)2
90
(2.29)
(2.32)
(2.33)
(2.34)
where
f 8 f0r a7l
- -y 8q
= [ fo , a,v aq aq
)2 _(_ c - f gi)
de
e'(0) = -4oe4 sin(40)
dO
80 80
s = s ax +- s]
1
2 ( x Y y , x)
1
= 2xy yx
f- Od3r = fe (V 17)2 1
V (V 7)Y
- q7Yq )d 3r
= fe '( 7 - 77 y(q,)d 3r
(2.37)
=- Je'37 9yd3r- Je'qycixd 3ry
V V
d d
=f [ ( Y7,)- d (cc'q,)]Syd'r
v dy dx
Using eqs. (2.29)-(2.31), (2.33), and (2.37), the variation of total free energy in eq. (2.27)
is rewritten as
F = f[f fla _ V(C2V)_ d (cc11x)
v O 7 d r a
+ f - V(keVc)],cd 3r
V c
Therefore,
9Fa f a -d d
S -aq a dy dx
(2.35)
so that
(2.36)
+ d-( ' iY)]85d 3r
dx
(2.38)
(2.39)
SF _ Of
- V(kcVc) (2.40)Sc dc
The phenomenological Cahn-Hilliard and Allen-Cahn equations describing time
evolution of the inhomogeneous system are derived as eqs. (2.41) and (2.42):
dq SF
dt " Sq
dy dx
2 Aqy 2
ai 1 dE,
+ [ (u 1 ±.+ u,)- E ~, ] 2 - [ iu + Uj - 2f ]aq 2 'a
dc F_ 5
dt [ 1cc(2.42)
= M c { [AV 2 _ A 2 2 2]E - kcV 2G}
2
where
G - V 2c (2.43)
In eqs. (2.41) and (2.42), M, is referred to as the interfacial kinetic parameter and Mc is
the solute mobility; both M, and Mc are assumed to be constants in this calculation.
Eq. (2.43) was introduced to lower the differential order of Cahn-Hilliard equation and is
used in the computation.
The characteristic length used in this simulation is L = 1 x 10-6 m. L and the units of
chemical free energy Eo= 3.35x10 7 J/m 3 are used to scale the length and energy. The
equations are put in dimensionless form by defining = x / L, j = y / L, V = V- L,
V2 =V2 -L2, =G.L 2 , t=t/t*, t*=L2 /(McEo), kc=k/(L2 Eo), =Ic/(L fj ),
= / Eo, i = f/Eo. Substituting the defining terms into eqs. (2.41)-(2.43) yields
d,7_ MLZ
dq M
-(~, d7) d( ) +
(2.44)
+-- (u. - eS,)2 
- , - f ) ii
2 a 'i a7
+, ]2 i D ji - 2 , ]f}
aq 2 (u17
= -kV G + A, c _ 22 (2.45)di 2
V2c - G =0 (2.46)
2.2.2 Numerical method
The phase-field model developed in eqs. (2.44)-(2.46) is a set of time-dependent
nonlinear partial differential equations. Several numerical methods are combined to
integrate these equations in time. The differential terms are discretized in space by the
adaptive finite element method and the equations are integrated in time terms by the
implicit Euler method to yield a set of nonlinear equations at each time step that are
solved by Newton's method. The linear equation set at each Newton's iteration is solved
by the GMRES method because the linear system is asymmetrical [Saad, 1986].
Figure 2.10 An example of quadrilateral finite elements.
The phase-field model eqs. (2.44)-(2.46) are first discretized in space by adaptive finite
element method. The computation domain is discretized into quadrilateral finite elements
as shown in Figure 2.10 as an example. In each element, the unknown variables
77(x, y,t), c(x, y,t) , (x, y,t) are approximated as
q(x, y,t) = - Z (t)Nj(x, y)
c(x, y,t) = cj (t)N (x, y)
G(x,y,t) = G,(t)N,(x,y)
(2.47)
(2.48)
(2.49)
where rj(t), c(t), and (G(t) are the unknown functions of time, and N,(x,y) is the
finite element basis functions in the element. In this calculation, bilinear basis functions
Taking inner product on eqs. (2.44)-(2.46) with Ni(x, y) and
substituting eqs.
equations (DAEs).
(2.47)-(2.49) into them give the following differential algebraic
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In eq. (2.50), 2, i, and ef are functions of q as
2 = (;P - ;")h(r) + M
JN -NdA
A
+J {7jA 2 (C2
i A
(2.50)
.NjdA
-VN dA
(2.51)
(2.52)
(2.53)
Nj (x, y) are used.
+) ' N',N dA- 77'fZ Ni.
A = ( - ")h(q) + M  (2.54)
ef = (c - _f)h'(q) + eI (2.55)
where h(r) = (10-15i+ 6112) is the interpolation function smoothly and
monotonously varying from h l_,0= 0 to h I,== 1 and has been plotted in Figure 1.6.
Substituting eq. (2.47) into h(q) gives
h(rq)= (Y Nj,)[1 0 -15(j qN)+ 6(y rjNj)2] (2.56)
The integrations in eqs. (2.50)-(2.52) are evaluated by second-order Legendre-Gauss
quadrature method [Hildebrand, 1956].
A library of adaptive finite element algorithm - "Deal.II Library" [Wolfgang Bangerth] is
adopted in this study. Deal.II Library, emerged from work at the Numerical Methods
Group at Universitfit Heidelberg, Germany, is a C++ program library targeted at adaptive
finite elements and error estimation in one, two, and three space dimensions. The library
provides two criteria based on the error estimation which basically measures the jumps of
the gradients of the solutions over cells and scales it by the size of the cell to dynamically
refine or coarsen the mesh. This adaptive finite element algorithm has been used in many
problems such as fluid flow, elasticity, etc. The details of the implementation of this
library can be referred to [Wolfgang Bangerth]. In this calculation, this library is used to
generate the mesh, assemble the linear system in each Newton step, and estimate error of
solution in each element. However, the criteria of dynamically updating the mesh given
by the library cannot work with phase-field equations well. Because of the sharp
variation of order parameter at the interfacial region, the dynamically adaptive mesh is
always over-refined and the degrees of freedom become out of control. In this work, a
user-defined criterion setting the minimal length of all elements and an algorithm
measuring the size of each element are supplemented to the criteria of the library and
makes sure that the adaptive mesh is fine enough but not over-refined. The minimal
length of the grid is set to be 1/6 of the interfacial thickness because it is known that
accurate solutions can be obtained when the grid spacing is less than 1/4 of the interfacial
thickness [Eggleston, 2001].
step-0
PreSolution Mesh
Solution Mesh
step-50000
Solution Mesh
step-I 00000
Solution Mesh
Figure 2.11 A prototypical adaptive mesh.
Figure 2.11 shows an example of the adaptive technique based on finite-element method
used in this work. It is clearly illustrated that the grid space dynamically coarsens away
from the interface and refines in the vicinity of the interface. The mesh can also
dynamically capture the change of the solution structure, especially in the interfacial
IlnterfacEInterface
region. The refinement and coarsening criteria are based on the grid length of the
element and the error estimation in each element. Therefore, this technique can produce
meshes with reasonable length that are well adapted to the features of solutions such as
regions of great variation or discontinuities. Using this adaptive method efficiently
reduced the number of variables compared with those using a uniform mesh. This
technique allows solution of phase field model in much larger domains and for time
integration for longer time.
Although discretization using the finite element method gives the set of DAEs
eqs. (2.50)-(2.52), the index of the DAEs is one, so implicit Euler method can be used to
integrate the equations and calculate irj(t), cj(t), and Gj(t). The time dependent terms
drq dc
and in eqs. (2.50)-(2.51) are approximated as:di di
= n+l = f(x " ' )  (2.57)
and gives th  nonlinear algebraic equations:
and gives the nonlinear algebraic equations:
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J A A
2, j, ef, and I are the functions of n.+1, which guarantees that the time integration is
fully implicit. Defining Fli, F2 and F3j as eqs. (2.58)-(2.60), Newton's method is used to
solve the nonlinear eqs. (2.58)-(2.60) and get the solution of 7 1, c.', and di' by the
iteration:
J(x). Axn = -F(x") (2.61)
xn+ = X n + &n (2.62)
where
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An important derivative used in assembling the matrix is derived below, as:
0 = arctan(--) (2.63)
=[ - + V o +_ Y
9rij aq7 r 7Y a 17j
1 eN 8N.
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+77+, Yx ay
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The numerical algorithm to time integrate equations (2.44)-(2.46) is shown in Figure 2.12.
First, calculating the elastic tensor and misfit ef from 1 of previous time step; second,
solving Cauchy equation by finite element method to get the displacement field u; after
that, computing the time-dependent phase-field model using the implicit Euler method
and update q, c, G; then repeating this process until the system reaches steady state or
maximum simulation steps.
J =
=F3
to=O, Initial condition: q, c, G
Calculate the A, A d at t=-to
Solve Cauchy equations and
get displacements u
Solve time-dependent phase-
field equations and get j7, c, G
at tl=to+At
I
Converged?
No
Yes
End
I
Figure 2.12 Algorithm for solving time-dependent phase-field problem.
2.2.3 Results and discussions
1. Parameters
The characteristic length used in this simulation is L = 1 x 10.6 m. The coefficients used in
the chemical free energy are A1 = 238.3653, A2 = 57.96, A3 = -21.14, A4 = 21.14 with the
units of Eo= 3.35x107 J/m3, and c1=0.1123, c2 = 0.23388. The diffusion coefficient for
the solute is D = 1x10 -18 m2/S, so that the atomic mobility is Me = D/(A1Eo)=1.252x 10-28
mS/(J-s) and the interfacial mobility M, = ME o / L = D /(AL 2) =4.195x 10-9 m3/(J-s).
The interfacial coefficients for concentration and order parameter are set to be kc = 1 x 10-7
J/m and k,= c2 = 1 x 107 J/m, then the interfacial energy is ao= 0.265 J/m2. For an
isotropic elastic material, the Lam6 modulus for matrix and precipitate are AM = 34.456
GPa and AP = 19.067 GPa; the shear modulus are pM = 43.852 GPa and / = 40.517
GPa. For an anisotropic elastic material, the elastic stiffness tensor for matrix is
cm = c" = 166.20 GPa, cm = 64.40 GPa, c6 = 79.80 GPa; for the precipitate, the stiffness
tensor is c1 = c22 = 140GPa, c = 20 GPa, c6, = 60 GPa. It is assumed that the matrix
phase is free of misfit strain, i.e., ef = 0.
5 6 6( I I
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t (s)
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Figure 2.13 The evolution of the radius of the precipitate with an
function of the time for At = 5 x 10-6 and At= 5x 10-7 .
isotropic interface as a
2. Length scale analysis
The description of the two-phase inhomogeneous system includes the contributions of
chemical free energy, interfacial energy, and the elastic energy. Energy minimization
drives the microstructure evolution of the inhomogeneous system to reach an equilibrium
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state. Every energy contribution will affect the equilibrium behaviors of the system such
as equilibrium concentration, precipitate shape, and growth rate.
Three dimensionless parameters are defined to scale the relative contributions of these
three energies: Ls, for chemical free energy and interfacial energy, LS2 for chemical free
energy and elastic energy, and Ls3 for interfacial energy and elastic energy. Moreover,
Ls3 is the most important one because the morphology of the precipitate is controlled by
interfacial energy and elastic energy [Thompson, 1994; Eshelby, 1957, 1959;].
lL / fela fa (2.67)
Lsl A , LS2 A LS3 (2.67)
where f0 and fell represent the chemical free energy and elastic energy and scale with
the volume of the precipitate, respectively, while c/ L describes the interfacial energy
and scales as the surface area of the precipitate. Hence, Lsl, and LS3 basically are the
dimensionless measures of the precipitate size and measure which energy contribution is
dominant for a given precipitate size, while Ls2 represents the relative contribution of
chemical free energy and elastic energy for the inhomogeneous system and is a measure
how elastic energy affects the equilibrium state of the system.
If the simple double well function eq. (2.1) is used as an approximation for the chemical
free energy , the chemical free energy and elastic energy can be characterized by the
double well height, f , and, fea = TCkTk P 2 , respectively. The
64 energy is calculated from the diffuse interface theory as
interfacial energy is calculated from the diffuse interface theory as
=2 Af(7)d-x = 'e6 [Af(y)]2d7 - (2.68)
-~ 0 612-
From the diffuse-interface theory, the interface thickness is
1c, c - - 2 4 , w (2.69)
( d ) V A C2 1 -dx( 4 w
Therefore, the parameters (Ls;, LS2 , LS ) are
o / L 16r2E 1
Ls,- = I i-L (2.70)
f 34L L
Ls feta - 64c4(,f)2  (2.71)
LS2 =- (2.71)
LS3 - -w (2.72)
o/L ev '
Note that Ls1 is at the same order-of-magnitude of the dimensionless interface width; this
balance confirms that interfacial thickness is controlled by the competition of the
chemical free energy and interfacial energy.
Ls2 describes the relation between chemical free energy and elastic energy. It is believed
that LS2 determines whether elastic energy affects the equilibrium behavior of the system
and how it does so. For a stress-free system or LS2 = 0, the equilibrium concentrations of
the system are controlled by chemical free energy only, but introducing elastic energy or
varying the value of LS2 will affect the equilibrium concentrations of both phases
[Williams, 1984; Cahn, 1984; Huh, 1993; Miyazaki, 1994].
As discussed above, both elastic and interfacial energies determine the shape of the
precipitate, while Ls3 is direct measure of their relative contribution, so it is the most
important parameter to understand the morphological evolution of the precipitate. For
small precipitates, corresponding to LS3 << 1, the interfacial energy is the dominant
factor determining the precipitate morphology, while for larger sized precipitates,
corresponding to LS3 >> 1, the elastic energy dominants. An intermediate region, where
LS3 0 O(1), exists, where the morphology of the precipitate is determined by the balance
of the elastic energy and interfacial energy.
For this arbitrary model problem, LS3 is calculated from the parameters given above for
different elastic properties as eqs. (2.73) and (2.74).
0.2 (ef = 0.002)
LS3 E' = 1.251 (c = 0.005) (Isotropic elasticity) (2.73)
5.003 (e- =0.01)
LS3 E 1.852 ( =0.005) (Anisotropic elasticity) (2.74)S/ L 7.409 (f = 0.01)
For ef > 0.005, the elasticity is more significant than interfacial energy in determining
the precipitate shape, while for ef ; 0.005, elastic and interfacial energies compete and
their balance decides the precipitate shape. For c <0.005, the interfacial energy is
more important and becomes the dominant factor for the precipitate morphological
evolution.
3. Morphology evolution of an isolated precipitate
The morphological evolution of a single precipitate has been studied with different
interfacial and elastic conditions. The initial condition for single precipitate growth is
that of a circular precipitate with radius L embedded in the matrix with radius 10L, as
shown in Figure 2.14.
Figure 2.14 Computational domain of an isolated precipitate growth problem.
The initial concentration of the precipitate is equal to c2 and the concentration of the
matrix is c, + (c2 - c) / 4 which acts as a source of solute for precipitate growth. Natural
boundary conditions are used at the far field of the computational domain as shown in eq.
(2.75), which defines a close system for the precipitate growth.
=0, c 0,0,
dG
= 0,
ac
=0,
ay
S=0 (2.75)
1). Morphology evolution with isotropic interface
The precipitate growth is simulated for an isotropic interface and in the absence of
elasticity. The variation of the shape with time is shown in Figure 2.15. At the beginning,
the precipitate is circular. With time increasing, the precipitate absorbs solute from the
matrix and grows. Because there is no elasticity and the interface is isotropic, the
precipitate remains circular so as to minimize the interfacial area and the interfacial
energy. The order parameter and concentration profile measured along the line across the
center of the system (y-0) are shown in Figure 2.16. The solute diffuses from the matrix
into precipitate and a depletion region forms along the interface in the matrix. This
depletion region becomes larger and moves away from the center with the growth of the
precipitate. This result also verified that the system is molecular diffusion controlled
because of X << 1 [Wang, 1998; Simmons, 2004]. Figure 2.16 also clearly shows that the
velocity of the interface gradually decreases as the precipitate grows. The growth rate
will be discussed in section 5).
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Figure 2.15 The morphological evolution of a single precipitate growth with an isotropic
interface.
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Figure 2.16 The order parameter and concentration profile under isotropic interface,
measured along the line across the center of the system (y=0O).
2). Effect of anisotropic interface properties
Anisotropic interfacial properties cause nonuniform interfacial energy at the interface and
then change the shape of the interface. As described in eq. (2.23), a fourth-fold
symmetry of the interfacial energy is introduced.
Figure 2.17 shows the equilibrium shape of the precipitate with values of 84, which
measures the degree of anisotropy. Increasing E4 causes the precipitate to evolve from a
circle to a diamond-shape. Recalling the Wulff plot of surface energy, Figure 2.9, the
surface orientation is constructed about an origin such that the free energy of any plane is
equal to the distance between the surface and the origin when measured along the normal
to the plane. The equilibrium shape should minimize the total surface energy. The shape
of precipitate in Figure 2.17 exactly satisfies those conditions and follows the Wulff
I ,_,, I
construction [Johnson, 1865; Porter, 1992]. The surface with higher energy shifts more
from the original circular shape and makes itself to have the same orientation as the
surface with lower energy.
- 4=O -- 64=0.03 - 64=0.05
Figure 2.17 The equilibrium shapes of the precipitate with varying 64.
The morphological evolution of a single precipitate with an anisotropic interface is shown
in Figure 2.18. Initially, the precipitate embedded in the matrix is circular. With time
increasing, the shape of the precipitate gradually changes to have the expected four-fold
symmetry. The plane with low surface energy becomes flat while the surface with high
surface energy minimizes its own area and becomes a tip. Finally the precipitate
becomes a diamond-like shape, and then the precipitate possesses this symmetry and
continues to grow. However, after long time evolution, the flat surface of the precipitate
becomes concave. The concave shape has a greater interfacial area and thus higher
interfacial energy than flat one. This instability starts to develop near the comers
between facets. This is because corners have the maximum exposure area per unit
volume to the oncoming diffusional flux of solute [Yeon, 2005]. Moreover, the
concentration gradient at the tip region is larger than that at the flat plane region as shown
in Figure 2.18, so the growth rates at the tip region are enhanced. It is this growth rate
anisotropy that causes concave interface. However, if the supersaturation of the matrix
phase vanishes, the concave square is expected to be transformed back into a convex
shape. Therefore, initially the morphology of the precipitate is determined by the
thermodynamics and kinetics, but as the precipitate approaches its equilibrium shape,
thermodynamics dominate and the shape becomes convex.
However, with the anisotropic interface model (eq. (2.23)) and with the value of
64 >1/15, the polar plot of 1/e is non-convex because e+e" < 0. Thus, for E4 >1/15,
there are missing orientations and the precipitate surface may become facetted [Frank,
1963]. The numerical method used in this thesis fails when 4 > 1/15 because the
precipitate shape becomes discontinuous and the Newton's method used in the
calculation requires continuous derivatives of the function of order parameters, so only
84< 1/15 is discussed in this thesis.
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3). Effect of elasticity
When a precipitate is coherent with a surrounding matrix, the lattice mismatch between
the precipitate and the matrix causes an elastic strain field around the precipitate
[Khachaturyan, 1983]. Therefore, the elastic energy contributes to the microstructure
evolution of the precipitate.
The elastic energy is generally very large compared to the chemical free energy and
interfacial energy. In order to reduce the elastic energy, the compositions of matrix and
precipitate of the system may deviate from the equilibrium state without considering
elasticity [Williams, 1984; Cahn, 1984; Huh, 1993; Miyazaki, 1994]. This deviation may
increase the bulk chemical free energy, but minimize the total energy.
pitate
Figure 2.19 Sketch of the calculation domain.
A simple numerical calculation of the total energy of the system is conducted. As shown
in Figure 2.19, fixing the average composition co of component 2 in the whole system
(eq. (2.76)) at co = 0.1436, and varying the radius of the precipitate, the total energy of
the whole system was calculated for various stress-free misfits. The stable composition
of both phases and the radius of precipitate for each misfit were obtained at the minimal
total energy.
-I c(r)dV = co = const (2.76)
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Figure 2.20 The equilibrium compositions of matrix and precipitate phases, the size of
precipitate, and the values of LS2 for a coherent system with different misfit strain.
The compositions, radius and the values of LS2 with different misfit are plotted in Figure
2.20. It is clear that increasing the elastic energy or misfit, LS2 becomes larger, the
compositions of both phases increase, and the radius of the precipitate decreases. When
there is no elastic energy, or ef = 0, the radius of the precipitate is about 5.07, and the
equilibrium compositions of both phases are 0.1123 and 0.23388 which agrees with the
chemical free energy analysis. As sp is increased to 0.01, the compositions of both
phases increase to c,= 0.11725 and c2 = 0.24845, and the radius decreases to about 4.48.
This phenomenon is due to that with increasing the misfit, the elastic energy and LS2
increase because both of them are approximately proportional to the square of the misfit,
which means that elastic energy gradually becomes a more important part of the total
energy than the chemical free energy. Then the system reduces the elastic energy by
n rrn re~
0.23
decreasing the precipitate phase, as the composition is conserved, both precipitate and
matrix phases' compositions are increased and higher than the equilibrium values of
0.1123 and 0.23388. Although this increase results in an increase of the bulk free energy,
the reduction of the elastic energy compensates and finally, the total energy of the system
is minimized.
In the simulation of the precipitate growth with different misfits, the order parameter and
concentration profiles are extracted along the line across the center of the system (y=0)
from the 2D morphology plot and illustrated in Figure 2.21. In these calculations, the
concentrations of the matrix and precipitate increase with increasing misfit, which agrees
with the equilibrium energy calculation results. When the misfit is not zero, the
concentrations of both phases deviate from the equilibrium ones; correspondingly, the
order parameter r also deviates from the equilibrium value, but it remains qr= qq (c)
(eqs. (2.17) and (2.18)). The precipitate growth is clearly diffusion controlled from the
concentration profiles.
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Figure 2.21 The order parameter and concentration profile with an isotropic interface
and isotropic elasticity, measured along the line across the center of the system (y=O).
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Figure 2.22 displays that the morphological evolution of a single precipitate with an
isotropic interface and isotropic elasticity with cf = 0.01. The dimensionless length scale
LS3 is equal to 5.003, so elasticity dominates in the determination of the precipitate shape.
But both elasticity and interface are isotropic, hence the precipitate growth is similar to
the case without elasticity. The precipitate remains circular in shape and as the system
minimizes the interface area and interfacial energy. As the displacement contour was
shown in the Figure 2.22, the largest deformation happens at the interface as expected
because of lattice mismatch. The precipitate absorbs solute from the matrix and a
depletion region also forms in the matrix which is also shows in the Figure 2.21 and 2.22.
However, because the precipitate growth causes misfit between the matrix and precipitate
and then increases the elastic energy, the precipitate grows much slower than the growth
of precipitate without elasticity. This will be discussed again in the growth rate part.
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Figure 2.22 The morphological evolution of a single precipitate with an isotropic
interface and isotropic elasticity (tc4 = 0.01).
Figure 2.23 and 2.24 show that the morphological evolution of a single precipitate with
an isotropic interface and anisotropic elasticity with different values of elastic misfits. In
Figure 2.23, f=0.01 and LS3 = 7.409; hence, the elasticity has a greater influence on the
shape of the precipitate than interracial energy. In this simulation, the elastic stiffness
tensor is set to parameters for a cubic material, so that the shape of the precipitate
gradually varies from a circle to a square. In Figure 2.24, f =0.005, L 3 = 1.852, and the
elastic energy and interfacial energy have similar impact and the shape of the precipitate
is determined by the competitive balance of these effects. The morphology of the
precipitate is between a circle and a square. In addition, comparing Figure 2.23 with 2.24,
large values of the misfit, ef , leads to faster changes of the precipitate shape. This result
is because larger misfit produces higher elastic energy and provides larger driven force
for the morphological variation. As in the isotropic elastic case, the largest deformation
occurs at the interface due to the lattice mismatch. The precipitate absorbs the solute
from the matrix and a depletion region forms in the matrix, which is also shows in the
concentration plots in Figures 2.23 and 2.24.
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Figure 2.23 The morphological evolution of a single precipitate with an isotropic
interface and anisotropic elasticity (f = 0.01).
t= Os
r
/
-4 -2 0 2 4
X
t=Os
C
"10 -5 0 5 10
t = 2.384x10 6s t = 2.384x106 sC
. /,1
410 -5 0 0 10
x
t = 2.384x106s
Ur
t= Os
C
/
/
t= Os
t= 2.384x10 6s
t= Os
Ur
-n
r-L'~ ' ' ' ' ' ' ' '
r
U
r
'''''''''''''''''''
I
-10
A -2 0
x
t = 4.767x10 6s t = 4.767x10s t = 4.767x10
11
/
K )
• . . . - , , i . , , i , , ,
4 -2 0 2 4
Figure 2.24 The morphological evolution of a single precipitate with an isotropic
interface and anisotropic elasticity (ef = 0.005).
4). Morphology evolution with anisotropic interface and elasticity
Precipitate growth with both anisotropic interface and elastic effects is simulated. The
morphological evolution of the precipitate with anisotropic interface and isotropic
elasticity is shown in Figure 2.25. With cf= 0.01, LS3= 5.002, and the elastic energy is
more important than the interfacial energy. Because the elasticity is isotropic, as shown
in Figure 2.22, isotropic elasticity does not affect the initially circular shape. The
interfacial anisotropy e4 = 0.05 is very strong, which is discussed before in Figures 2.17
and 2.18. In Figure 2.25, similar to the precipitate growth with only anisotropic interface
in Figure 2.18, the shape evolution of the precipitate is control by the anisotropic
interfacial contribution, and the precipitate gradually transforms from a circle to a
diamond, but the elasticity lowers the growth velocity of the precipitate.
If the elasticity is also anisotropic, both elastic and interfacial contributions control the
morphological evolution of the precipitate. Figures 2.26-2.29 show the precipitate
growth with different misfits 4f and different values of interfacial anisotropy 84 . Both
4
22
-2
--
C Ur
S
anisotropic interfacial and anisotropic elastic contributions affect the shape evolution. In
Figure 2.26 and 2.27, with ef= 0.01 and LS3 = 7.409, the elastic anisotropy determines
the precipitate morphology and the shape of the precipitate evolves to be a square. While
in Figure 2.28, the misfit ef= 0.005 and LS3 = 1.852, the elastic energy contribution is
the same order as the interfacial energy. If e4 is set to be 0.05, the interface is strongly
anisotropic. The simulation results show that the strongly interfacial anisotropic factor
becomes dominant, and the precipitate gradually transforms from a circle to a diamond.
If the interfacial anisotropy is decreased to ef = 0.03, then both effects are comparable
and the shape of the precipitate is between a square and a diamond, as shown in Figure
2.29.
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Figure 2.25 The morphological evolution of a single precipitate with an anisotropic
interface ( 4 = 0.05) and isotropic elasticity (ef = 0.01).
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interface ( 4 = 0.05) and anisotropic elasticity (f = 0.005).
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5). Kinetics of the precipitate growth
The growth rate of an isolated precipitate can be explicitly solved using a sharp-interface
model. The diffusion limited growth of a spherical or nonspherical precipitate in an
infinite matrix with an initially uniform concentration field was analytically solved by
Zener [Zener, 1949] and Ham [Ham, 1958, 1959], respectively. Without considering the
effect of curvature on the surface concentrations, they derived the relation that the radius
of the spherical or nonspherical precipitate evolves as a square root of time, R - tl/2
Lifshitz and Slyozov [Lifshitz, 1961] extended Zener and Ham's results by taking into
account the effect of the curvature on the surface concentrations and shown that the
growth law for an ensemble of precipitates should be R - t"/3 . Sin [Sin, 2000] derived
similar result to Lifshitz and Slyozov for the growth of a single precipitate.
In this simulation, the precipitate is a 2D cylinder, so the growth rate was derived in 2-
dimensional space. The concentration distribution around the growing precipitate in the
matrix is described by the diffusion equation
-- DMV2C (2.77)
at
Subject to the initial condition of a constant concentration profile equal to the far field
concentration cM
t =O, c = cM (2.78)
And the boundary conditions at the precipitate interface r = R and far field r = RfaR
r=R, c=c' (2.79)
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r= R, c = cM (2.80)
where c' is the concentration at the interface. Because the timescale of interface motion
is much longer than the solute diffusion timescale, the time-dependent diffusion equation
(2.77) is treated as quasi-steady. The concentration field in the matrix for quasi-steady
diffusion is calculated in a cylindrical coordinate as
In(r/R ,)C= CM -(CM -CI) (rR) (2.81)ln(R/ Rr)
The interface moves according to a mass balance at the precipitate surface
cdR
(cP - C') = DVc.n (2.82)dt
The interfacial concentration c' is a function of the curvature and characterized by the
Gibbs-Thomson equation [Qian, 2002; Langer, 1980]
CI = CM(1- ) (2.83)
eq ~2R
where I~ is the capillary length and cM is the equilibrium concentration in the matrix.
From the concentration profile and Gibbs-Thomson equation, the mass balance eq. (2.82)
is rewritten as
-dR CM - cI  1
dt R In(Ra / R)
Because cp >> cI , and for small supersaturation, cM , Cm in the matrix,
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P DM eq"c 1 (2.85)
dt 2R2 ln(Rar /R)
R 3[1 -31n ]=D t~Ct (2.86)
9 R 2cp
Because the value of R varies only between 0.1 Rjar and 0.2 Rar , the term
1 R
-[1-31n -] is approximately constant and the precipitate size is approximately
9 R
proportional to
R _ t1/3  (2.87)
For the morphological evolution data simulated before, it was known that both
anisotropic interfacial and elastic contributions can exert a great influence on the growth
of precipitate. Figures 2.30-2.32 show the evolution of mean radiuses of the precipitate
computed using different interfacial and elastic properties with time. From Figures 2.30-
2.32, it is clear that elasticity has a greater influence on the precipitate growth velocity
irrespective of whether the elasticity is isotropic or anisotropic. The larger the misfit
between matrix and precipitate, the smaller the mean radius of the precipitate. The
growth rate of the precipitate is reduced by the elastic energy. There are three possible
reasons behind this: the elasticity affects the common tangent line of the system free
energy and then decreases the driving force of phase transformation; second, the misfit
causes the deformation of the lattice of the matrix and precipitate, which may decrease
the diffusion rate of the solute; third, the elasticity increases the steady concentration of
both phases, thus the driving force - concentration gradient in the matrix decreases, so
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resulting in retarding the precipitate growth. Figure 2.32 shows the anisotropic interface
effects on the growth rate of the precipitate. With the same misfit, precipitates with
different anisotropic interfacial coefficients e4 have the same evolution of the mean radii
with time, which clearly demonstrated that anisotropic interface has little influence on the
growth rate of the precipitate.
From the analytically solution of eqs. (2.86)-(2.87), it was indicated that the growth
should follow the power law R" - t. It is also well known that a generalized model is
used to describe the radius evolution of precipitate growth as
Rn - = kt (2.88)
where n and k are two variables of this model. The time dependent simulation data
were nonlinear fitted to this power model and the parameters are listed in Table 2.2.
From the fitted values of n and k in Table 2.2, in the absence of elasticity, the
precipitate grows with n ~ 3 under isotropic interface. These results agree with the
analytic solution eqs. (2.86)-(2.87). If elasticity is introduced, n becomes larger for both
anisotropic and isotropic elasticity. No theoretical analysis exists for the dependence of n
on elasticity. In many researches that when the elastic constants of the precipitate are less
than those of the matrix, the calculations would suggest that the exponent of the temporal
power law for the precipitate radius is less than one third [Voorhees, 1992]. Our
calculations agree with this prediction. In addition, the coefficient k becomes smaller
with increasing misfit ef, which suggests that elasticity retards precipitate growth.
Similar values of n and k are obtained for the precipitate growth with different
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interfacial anisotropies e4 and same misfits e , which indicates that the interfacial
property is not an important factor affecting the precipitate growth rate.
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Figure 2.30 The evolution of the mean radius of single precipitate with an isotropic
interface and different values of the misfit with isotropic elasticity.
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S4=0
S4=0.05
C4=0
4=0.03
84=0.05
84=0
4=0.03
4=0.05
Table 2.2 Parameters k and n of the power law for precipitate growth with different
interfacial and elastic conditions
4. Coarsening of two precipitates
Coarsening of multiple precipitates is driven by the minimization of the interfacial energy
of the system. A high density of small precipitates tends to coarsen into a lower density
of larger particles with a smaller total interfacial area and surface energy [Voorhees, 1992;
Porter, 1992]. The coarsening of a system of two precipitates with different sizes was
calculated as a function of interfacial and elastic properties. The computation domain
with R1=1.6 and R2=0.8 is shown in Figure 2.33 as an example. The initial condition for
coarsening process is two circular precipitates with different radii embedded in the matrix.
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The concentrations in the matrix and precipitate are equal to their equilibrium values,
respectively. Natural boundary conditions eq. (2.75) are used for the far field boundary.
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Figure 2.33 An example of computational domain for the coarsening problem.
Coarsening of the two precipitates was calculated with either isotropic or anisotropic
interface in the absence of elasticity. Initially, the two precipitates were placed in the
matrix as shown in Figure 2.34. Figures 2.34-2.37 illustrated coarsening process of two
precipitates with isotropic interface under different sizes and different separation
distances. In these coarsening processes, the smaller precipitate has higher interfacial
energy density, so it shrinks and acts as a source of solute, while the larger precipitate
acts as a sink and grows. The centers of mass of both the precipitates move to the right
and the larger precipitate undergoes a larger shape distortion than the smaller precipitate.
This distortion and mass center movement are the result of the inter-precipitate
diffusional interactions. The mass from the smaller precipitate was locally deposited on
the larger precipitate, therefore, both precipitates are most deformed along the line y=O.
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After coarsening, the large particle relaxes into a circular shape again to minimize the
surface energy.
Figures 2.34-2.37 also show that the size of the precipitates and separation distance
between precipitates affect the coarsening rate. The larger precipitate in Figures 2.34 and
2.35 have the same radius as that in Figure 2.36, while the radius of the smaller
precipitate in Figures 2.34 and 2.35 are just half of that in Figure 2.36 and the separation
distances in Figures 2.34, 2.35, and 2.36 are same. In Figures 2.34 and 2.35, after about
5.959x106 s, the smaller precipitate disappeared, but in Figure 2.36, it takes about
5.959x10 7 s which is 10 times longer than that in Figures 2.34 and 2.35 although the
smaller precipitate is twice as big as that in Figures 2.34 and 2.35. Figures 2.36 and 2.37
have the precipitates with same size but different separation distances. The interval
between precipitates in Figure 2.37 is twice of that in Figure 2.36, but the coarsening rate
is just a little slower. This indicates that both the diffusion distance and interfacial
curvature affect the coarsening rate, but the interfacial curvature is the main factor and
the separation distance is not the major limited step in this system. These effects also can
be derived from the mean-field theoretic analysis. The coarsening rate can be
approximately described as [Wagner, 1961]
A <r> 1  (2.89)
where i is the larger precipitate growth rate or smaller precipitate shrinking rate, A is a
lumped constant of surface tension, diffusivity, and molecular volume etc., < r > is the
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average precipitate radius, x is the solute diffusion distance. If r = a < r > is assumed,
then eq. (2.89) becomes
= A 1 1  (2.90)
When the separation distance x is reduced to its half or the radius of precipitate becomes
its half, the coarsening rates ri and i2 are obtained as following equations, respectively.
x<r> [ 1 -- (2.91)
x<r> a
2 A 1 (2.92)
x < r> aj
For the shrinking rate of smaller precipitates, a < 1, so the inequality 1- 21 > 2-1
always holds, so
1>1 (2.93)
Therefore, the process of larger difference in precipitate size has larger coarsening rate
and the size or curvature difference of the precipitates has greater impact on the
coarsening rate as the simulation results shown before.
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energy.
- t=Os
- t=2.384xIOs
- t = 4.767x10s
t = 7.151x106s
A 7
384x107s
I , ,I
Figure 2.35 Evolution of contours of two precipitates (RI=1.6, R2=0.4) during
coarsening in the absence of elastic energy.
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coarsening in the absence of elastic energy.
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Figures 2.38 and 2.39 display the coarsening process for two precipitates with an
anisotropic interface (4 = 0.05). The initial condition is same as for the calculation in
Figures 2.34 and 2.35. During coarsening, the anisotropic interface changed the shape of
both precipitates from circle to diamond. The morphology of the smaller precipitate is
changed faster than the larger precipitate because of its higher interfacial energy density
or surface curvature. In fact, this shape evolution caused a high curvature of the interface
at the corner area and this high curvature enhanced the coarsening rate comparing to the
rate shown in Figures 2.34 and 2.35. In Figure 2.34, the smaller precipitate disappeared
at about 5.959x 106 s, while it only takes about 3.575x 106 s with the anisotropic interface.
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Figure 2.38 Coarsening of two precipitates (RI=1.6, R2=0.4) with an anisotropic
interface (e4 = 0.05) in the absence of elastic energy.
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Figure 2.39 Evolution of contours of two precipitates (R1=1.6, R2=0.4) during
coarsening with an anisotropic interface (ec = 0.05) in the absence of elastic energy.
Figures 2.40-2.41 display coarsening of two precipitates with an isotropic interface in the
presence of isotropic elasticity. The initial condition is the same as in Figures 2.34 and
2.35, respectively. Comparing Figures 2.34 and 2.35, the elasticity increases the
coarsening rate. In addition, the larger precipitate moves towards the smaller precipitate
during the process. This phenomenon is caused by two factors: one is the interfacial
driving force, another is the elasticity increased the equilibrium concentration for both
phases, so both precipitates will shrink a little, which also contribute to increasing the
coarsening rate. Finally, the surface of the larger precipitate facing smaller precipitate
will grow, while the other side of larger precipitate shrinks, then the mass center of the
precipitate moves towards the smaller precipitate.
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Figure 2.42 shows the effect of anisotropic elasticity. The anisotropic elasticity has the
similar effect on the coarsening as the isotropic elasticity. If comparing with the
anisotropic interface in Figures 2.38 and 2.39, it is clear that anisotropic interface has
larger impact on the smaller precipitate shape, while anisotropic elasticity changed the
shape of larger precipitate more. This result is simply because interfacial energy is
dominant for the smaller precipitate while elastic energy dominates for the larger
precipitate.
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Figure 2.40 Coarsening of two precipitates (R1=1.6, R2=0.8) with an isotropic interface
and isotropic elasticity (f = 0.005).
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5. Competitive growth
The competitive growth of multiple precipitates in a supersaturated matrix is an important
and common process for phase transformation. Two identical precipitates within a closed
box and a periodic array of precipitates were calculated as two examples.
1). Competitive growth of two identical precipitates
The initial condition for two-precipitate growth is that two circular precipitates with
radius L are embedded in a closed box of the matrix. The concentrations of the
precipitate and the matrix were set to be c2 and c1 + (c2 - c)/4, respectively, so that the
supersaturation provides the solute for precipitate growth. Natural boundary conditions
are used at the far field boundary. The growth of two precipitates was simulated with
different interfacial and elastic properties.
The simulation was first conducted with an isotropic interface and without elasticity in a
relatively small box of length 10L. The morphological evolution is shown in Figures
2.43. Initially, two precipitates are circular, but with time increasing, it is evident that the
precipitates start to distort and develop a nearly flat interface in the region between the
two particles. The distortion in the precipitate morphology results from the screening
provided by the two precipitate interfaces. Voorhees also theoretically calculated the
concentration field around two spherical particles by using a bispherical coordinate
system and shown that the flux along the interfaces of the precipitates was nonuniform
for finite particle separations, hence the circular precipitates were not stable and could
deform [Voorhees, 1987]. In Figure 2.43, as time increases, the solute in the region
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between the precipitates is quickly depleted and very little solute is able to diffuse into
the region between the precipitates, which can be viewed from the concentration plot.
Thus the interfacial growth rates are nearly zero in this region. In addition, because of
the limited solute in the box, the matrix phase provides more solute in the y-direction
than in the x-direction, so the solute is gradually absorbed as the precipitates growing,
thus the concentration gradient become small along the x-direction shown in
concentration plot in Figure 2.43, as a result, the interfacial velocity becomes slow and it
appears that the precipitates are elongated in the y-direction.
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Figure 2.43 The morphological evolution of two identical precipitates with an isotropic
interface and without elasticity; box size of 10 L.
In order to remove the limitation of the box length, another simulation was conducted in a
large box with side length 50L. The initial conditions are the same as the previous
calculation. The morphological evolution is shown in Figures 2.44 and 2.45. At short
times, the growth of the two precipitates is similar to the calculations with box size 10L.
A nearly flat interface forms in the region between two precipitates, but because the box
is larger, the matrix phase provides enough solute along every direction, except in the
region between the two precipitates, and the elongation distortion didn't occur again.
With long time evolution, the precipitate growth is similar to the case with anisotropic
interface, as the tip region growth is faster, so the flat surface becomes slightly concave,
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because of the kinetic effect caused by smaller concentration gradient. This phenomenon
is shown much more clearly in Figures 2.46 and 2.47. Figures 2.46 and 2.47 show the
competitive growth of two identical precipitates with an anisotropic interfaces and
without elasticity. A similar gap is developed between the two precipitates, but because
of the anisotropy of the interface, both precipitates grow to be diamond-shape, then
kinetics causes the comer region to grow at a higher velocity.
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Figure 2.44 The morphological evolution of two identical precipitates with an isotropic
interface and without elasticity; box size of 50L (The plot of r is enlarged in order to
show clearly the shape of precipitate).
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Figure 2.45 Evolution of contours of two identical precipitates with an isotropic
interface and without elasticity; box size of 50L (The plot is enlarged in order to show
clearly the shape of precipitate).
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Figure 2.47 Evolution of contours of two identical precipitates with an anisotropic
interface ( 4 = 0.05) and without elasticity; box size of 50L (The plot is enlarged in order
to show clearly the shape of precipitate).
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Two identical precipitates growing with isotropic interfaces and without elasticity are
shown in Figure 2.44. After 2.384x10 7 s, the system was added the isotropic elasticity
and set the precipitates to be elastically harder or softer than the matrix, then the two
precipitates continued to grow as shown in Figure 2.48. Comparing Figure 2.48 with
Figure 2.45, no matter whether the precipitates are softer or harder than matrix, the two
precipitates first shrink a little because the equilibrium concentrations of both phases
increase and then continue growing, and elasticity retards the growth of the two
precipitates. The shear moduli of precipitate and matrix in the calculation are almost
equal, p / P M = 1.082 for the hard precipitates while /P/ "M = 0.924 for soft
precipitates. For hard precipitates, the comer region grows slightly faster and forms a
surface with higher curvature than for soft precipitates. The gap developed between hard
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precipitates is slightly narrower than that for soft precipitates. This is more evident in the
competitive growth of a pair of precipitates with symmetric boundary shown in the
Figures 2.59-2.62. The differences between hard precipitates and soft precipitates are
caused by the fact that hard precipitate tends to keep circular shape and form high
curvature side at <10> direction, while the soft precipitate has the high curvature surface
at < 11> direction, which were also shown in some equilibrium calculations of elastically
inhomogeneous systems [Eshelby, 1957; Schmidt, 1997]. Figures 2.49-2.52 show the
competitive growth of two identical precipitate with isotropic or anisotropic interfaces
and with anisotropic elasticity, respectively. With ef = 0.01 and LS3= 7.409, as used for
the single precipitate growth, the elastic effect is dominant, and the two precipitates
evolve to have square shape. Comparing Figure 2.50 with Figure 2.52, the anisotropic
interface contribution slows the process that the flat surface becomes concave.
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Figure 2.49 The morphological evolution of two identical precipitates with an isotropic
interface and anisotropic elasticity (e = 0.01); box size of 50L (The plot of q is enlarged
in order to show clearly the shape of precipitate).
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Figure 2.50 Evolution of contours of two identical precipitates with an isotropic
interface and anisotropic elasticity (4 4= 0.01); box size of 50L (The plot is enlarged in
order to show clearly the shape of precipitate).
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Figure 2.51 The morphological evolution of two identical precipitates with an
anisotropic interface( 4 = 0.05) and anisotropic elasticity (ef = 0.01); box size of 50L
(The plot of r is enlarged in order to show clearly the shape of precipitate).
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Figure 2.52 Evolution of contours of two identical precipitates with an anisotropic
interface( = 0.05) and anisotropic elasticity (e = 0.01); box size of 50L (The plot is
enlarged in order to show clearly the shape of precipitate).
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2). Competitive growth of a periodic array of precipitates
A periodic array of precipitates with radius L separated by the distance L is shown in
Figure 2.53. Because of symmetry, the simulation was limited to the region shown in the
shaded box (25Lx 1.5L). A quarter of a circular precipitate was put in the matrix with the
symmetric boundary conditions at the boundaries. Initially, the concentration of the
precipitate and the matrix were set as c2 and c + (c2 -c 1)/4, respectively, so that
supersaturation in the matrix provides the solute for precipitate growth.
Figure 2.53 Periodic array of precipitates;
shaded box.
the computational domain is shown by the
The precipitate growth was first calculated with an isotropic interface and without
elasticity; as shown in Figures 2.54 and 2.55. With time progressing, the precipitate
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grows very fast along the y-direction while at the x-direction, the precipitate develops a
flat surface and forms a gap because the solute is depleted, which is similar as the case of
the growth of two identical precipitates in Figures 2.44 and 2.45. This gap could be
destroyed by increasing the interfacial energy. If the higher surface energy is used, then
the gap may disappear and the periodic array of precipitates fuses. This phenomenon is
shown in Figure 2.58.
As mentioned in the model, X is very small, this problem is diffusion-controlled. The tip
velocity along y-direction is shown in Figure 2.56. It illustrated that the tip growth
follows the diffusion growth law R oc t"' except the initial stage. In addition, the
concentration evolution at location (1.5, 0) or the center of the gap is shown in Figure
2.57, it is clear that the solute is rapidly depleted, and then the concentration keeps
constant equal to the equilibrium value.
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Figure 2.54 The morphological evolution of a precipitate growth with an isotropic
interface and without elasticity (The plot of q is enlarged in order to show clearly the
shape of precipitate).
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Figure 2.55 Evolution of contours of a precipitate with an isotropic interface and
without elasticity (The plot is enlarged in order to show clearly the shape of precipitate).
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Figure 2.56 The tip velocity of the precipitate growth shown in Figure 2.55.
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Figure 2.57 The concentration evolution at location (1.5, 0).
As mentioned before, the gap developed between the precipitates in the Figures 2.54 and
2.55 can be destroyed by increasing the interfacial energy because higher interfacial
energy tried to minimize the interfacial area for each precipitate and keep the circular
shape. While the spacing between precipitates in x-direction is very small, so the
precipitates may fuse together at this direction. Comparing with Figures 2.54 and 2.55,
Figure 2.58 shows the growth of the precipitate by increasing the interfacial energy by 3
times. It can be seen that as the precipitates grow, the precipitates fuse together and the
gap disappears. The higher interfacial energy shrinks the gap more quickly. After the
gap disappears, the interface gradually changed to be a flat surface to decreasing the
surface energy because the problem is infinite in the x-direction. The precipitate keeps
growing and the flat surface moves towards y-direction.
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Figure 2.58 The morphological evolution of a precipitate with an isotropic interface and
without elasticity; interfacial energy is 3 times as big as that in Figure 2.54 (The plot of q
is enlarged in order to show clearly the shape of precipitate).
The multiple precipitates growth problem is also calculated with isotropic elasticity as
shown in Figures 2.59-2.62. Figures 2.59 and 2.60 show the growth of an elastically soft
140
6
5
4
3
1
0 1 2 01 2
x x
L
i;l;
_ =I
0
precipitate within a hard matrix. The Ef is 0.01 and LS3 is 5.002. The elasticity is
expected to dominate the shape evolutions. Since both interface and elasticity are
isotropic, the growth is similar as that without elasticity but the growth rate is much
smaller. The precipitate grows much faster along y-direction than x-direction, so it
evolves to be prolate and a gap was developed. If the elastic tensors for precipitate and
matrix are switched, then an elastically hard precipitate is embedded in the soft matrix.
This misfit also is set to be 0.01 and Ls3 becomes 5.415. It is known that the hard
precipitate tends to keep an equiaxed circular shape [Eshelby, 1957, 1959]. The
simulation results are shown in Figures 2.61-2.62. The interface of the precipitate at x-
direction continues moving outside and tries to hold the equiaxed shape although the
moving velocity in the x-direction is much slower than in the y-direction. The interface
moving in the x-direction results in shrinking the gap. About 9.892x 107 s, the gap finally
disappears and the periodic array of precipitates fuses together.
The mean radius and concentration at location (1.5, 0) or the center of the gap are plotted
at Figures 2.63 and 2.64, respectively. Comparing the evolutions of the hard precipitate
with the soft precipitate, the soft precipitate has larger portion of the total elastic energy
that is stored in the precipitate [Schmidt, 1997], hence in order to minimizing the total
elastic energy, the soft precipitate has smaller size and slightly higher equilibrium
concentration than these of hard precipitate.
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Figure 2.59 The morphological evolution of a soft precipitate with an isotropic interface
and isotropic elasticity (The plot of r is enlarged in order to show clearly the shape of
precipitate).
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Figure 2.61 The morphological evolution of a hard precipitate with an isotropic interface
and isotropic elasticity (The plot of q7 is enlarged in order to show clearly the shape of
precipitate).
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Figure 2.63 The growth rate of the hard precipitate and soft precipitate.
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location (1.5, 0).
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2.3 Summary
In this chapter, phase-field models were developed for a one-dimensional equilibrium
problem and several two-dimensional precipitate growth and coarsening problems.
The equilibrium phase-field model coupled with the Lagrange method was used to study
the interface between two phases of a pure material and to highlight the critical ideas in a
diffuse-interface model, such as the interfacial thickness.
The two-dimensional phase-field model for precipitate growth established the phase-field
framework, and the numerical method and adaptive grid technique. The phase-
transformation of a two-component inhomogeneous system was studied by this model.
Isolated precipitate growth was simulated to understand how interfacial and elastic
properties affect the morphological evolution. For a precipitate growth without elasticity,
the interfacial characteristics determine the precipitate shape. The precipitate is a sphere
if the interface is isotropic, while for anisotropic interface, the precipitate possesses the
interfacial anisotropy. If the elasticity is introduced into the system, then both elastic and
interfacial characteristics determine the morphology of the precipitate. A dimensionless
length scale Ls3 was defined to represent the relative contribution of the two factors:
elasticity and interface. Simulation results show that for large Ls3 (Ls 3 > 5 ), the
anisotropic elasticity plays the dominant role and precipitate evolves to be hold the elastic
anisotropy even if the interfacial anisotropy is very strong. However, if LS3 - 1 or
elasticity is isotropic, then the anisotropy (64 2 0.05) of the interface is the dominant
factor determining the precipitate shape.
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The growth rate of an isolated precipitate also is affected by the elastic and interfacial
characteristics. A generalized model R, - R = kt is used to characterize the growth rate.
In the absence of elasticity, the precipitate grows with n - 3 when the interface is
isotropic. When either anisotropic or isotropic elasticity is introduced, the exponential
coefficient n becomes larger and k decreases with increasing misfit ef ; both effects
demonstrate that elasticity retards precipitate growth. While for the precipitate growth
with different values of the anisotropic interfacial coefficient 4 , simulation results show
that the precipitate growth rate was not affected.
The simulation results of coarsening of two precipitates verified that interfacial energy is
the driving force and the smaller precipitate is dissolved to support the larger precipitate
growth. During coarsening, both precipitates deform because of inter-precipitate
diffusion. After the smaller disappears, the larger precipitate relaxes and recovers itself
from a deformed shape to its equilibrium shape according to the interfacial and elastic
characteristics. The results also show that elasticity and interfacial anisotropy may affect
the coarsening rate. In the model developed in this chapter, both elasticity and interfacial
anisotropy enhance the coarsening rate, but the reasons are different. The elasticity
increases the equilibrium concentration of both phases, and then develops a larger
concentration gradient and leads to higher coarsening rate. Interfacial anisotropy
decreases the inter-precipitate diffusion distance and results in a higher coarsening rate.
For competitive growth of multiple precipitate, it was found that a gap was developed
between the precipitates because of the precipitate screening, but increasing the
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interfacial energy or introducing elasticity may destroy this gap and make the periodic
array of precipitates fuse.
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Chapter 3
Phase-field model for oxygen precipitate in silicon
3.1 Overview
As discussed in Chapter 1, because of the dissolution of the quartz crucible used to hold
the silicon melt in the CZ crystal growth technique, CZ silicon typically has very high
oxygen concentration of about 1 x1018 atoms/cm 3 compared to the solubility of oxygen in
solid silicon [Kobayashi, 1997]. The oxygen atoms generally occupy the interstitial sites
in the silicon lattice and as the silicon ingot becomes cool, the oxygen becomes
supersaturated in the silicon and causes the nucleation and precipitation of oxide
precipitates [Borghesi, 1995].
Since the development of intrinsic/internal gettering (IG) as a means of gathering metal
impurities in silicon [Tan, 1994; Borghesi, 1995], oxygen precipitate has become an
active research subject. If oxygen precipitate and its associated defects such as
dislocation loops are confined well below the wafer surface region, they could serve as
effective gettering sites for metallic contaminants introduced during device fabrication.
However, oxygen precipitates also can destroy the mechanical and electrical
characteristics of the silicon wafers and microelectronic devices [Abe, 1985; Kolbesen,
1985]. Therefore, it is crucial to understand the process of oxygen precipitation in order
to produce high quality silicon wafers.
The morphology of oxygen precipitate is a key input for the numerical simulation of the
nucleation and growth of oxygen precipitates. Multiple types of oxygen precipitates have
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been observed experimentally; as shown in Figure 3.1. The morphology and 
crystal
structure of oxygen precipitates depend on the thermal history or annealing 
temperature
of the silicon. It is illustrated in Figure 3.1, the main types of oxygen precipitates 
are
[Bergholz, 1994]
* Spherical SiO2 precipitates (Figure 3.1a)
" Polyhedral SiO2 precipitates (Figure 3.1b)
• Octahedral SiO2 precipitates (Figure 3.1 c)
* Platelike SiO 2 precipitates (Figure 3.1d)
* Ribbonlike crystalline precipitates (Figure 3.1 e)
AoTi i
(a)
(a)
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(d)
Figure 3.1 High resolution transmission electron microscopy (HRTEM) direct lattice
images (except c) of (a) a spherical amorphous oxygen precipitate; (b) a polyhedral
amorphous oxygen precipitate; (c) a weak-beam transmission electron microscopy (TEM)
image of an octahedral amorphous oxygen precipitate; (d) a disk-shaped amorphous
oxygen precipitate; (e) a cross section of a ribbonlike crystalline oxygen precipitate
(Taken from [Bergholz, 1994]).
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Different types of oxygen precipitates seem to be present at different temperatures.
Bergholz [Bergholz, 1994] presented a detailed classification with five temperatures
ranges with those morphologies. These shapes are ribbons below 550 °C, a mixture of
ribbon and disk-shaped shapes between 550 and 700 'C, disk-shaped shapes between 700
and 900 °C, octahedral shapes between 900 and 1100 °C, and polyhedral or nearly
spherical shapes above 1100 °C.
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Figure 3.2 Phase diagram of SiO 2 (taken from [Menard; Kuwayama, 2006]).
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The phase diagram of silicon dioxide is shown in Figure 3.2. Silicon dioxide possesses a
remarkable variety of polymorphs such as a-quartz, tridymite, ca-cristobalite, coesite,
stishovite, CaC12-type, columbite, and pyrite-type. There is no definitive knowledge of
the crystalline structure of oxygen precipitate formed in silicon ingot growth or wafer
annealing. Some researches have postulated that ribbon-like defects are made of coesite
[Bergholz, 1985] but this suggestion is still controversial; disk-like precipitates are most
likely made of ax-cristobalite [Shimura, 1980] or amorphous Si0 2 [Bergholz, 1994]; and
octahedral and spherical precipitates are thought to be made of amorphous SiO2
[Bergholz, 1989, 1994]. In this work, amorphous and ca-cristobalite SiO 2 phases will be
used in the analysis.
A phase-field model coupling with CALPHAD data is developed in this chapter and used
to simulate the growth of amorphous and a-cristobalite oxygen precipitates in CZ silicon
at T = 900 'C and T = 1100 C.
3.2 Phase-field model of silicon - oxygen system
The Si-SiO2 system includes two phases: a silicon matrix and an oxygen precipitate. The
silicon matrix phase is crystalline silicon and dilute amount of point defects such as
oxygen, self-interstitials, and vacancies. The oxygen precipitate phase is assumed to be
Si0 2. Taking the melting temperature 1412 C of silicon as a reference temperature and
calculating the equilibrium compositions of silicon, oxygen, vacancy, and self-interstitial
in the matrix phase, we find cf = 5x 1022 cm -3 = 1.271x 10 cm -3 , c = 9.962xl0 14
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cm-3, and cv = 1.207x105 cm-3, so that cM and c, are much smaller than c, which in
turn is much smaller than cm . The diluteness of the point defects in the matrix is
obvious.
Four phase-field variables are introduced into the phase-field model to describe the Si-
SiO2 system. One non-conserved variable, order parameter r7, represents the local
phases, and three conserved variables (co, c1 , cv ) are associated with the compositions
of (oxygen, self-interstitial, vacancy), respectively. The governing equations are phase-
field evolution equations for the order parameter q and compositions (co, c,, cv).
3.2.1 Thermodynamic model of silicon - oxygen system
The total free energy of the Si-SiO2 system including the chemical free energy, interfacial
energy, and elastic energy is described in terms of these phase-field variables as
F = [ fo(q, co, c,cV)+ 2 (V )2 +fea () 3 r (3.1)
where f 0(q, c0 ,c, cv) is the chemical free energy, fq(r) is the elastic energy, and e is
the interfacial coefficient. Following the chemical free energy introduced by Kim [Kim,
1998, 1999], the chemical free energy is written as
fo(co, c,, c,,T) = fch (rl ,P cM , MT)+ wg(r)
= [- h()]f ( c, T) + h(f(c T) + g) (3.2)
= [1 - h(l)] fM (c ,c ,, c, CT) + h(l) fv (c , T) + wg(r)
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where f M (c ,c' ,c' ,T) and f P(co, T) are the chemical free energies of the matrix and
precipitate phases. Superscripts M and P are used to denote the matrix and precipitate
phases, respectively. g(q) is a double-well potential and w is the height of the double-
well potential g(r). The function h(q) is an interpolation function to ensure the smooth
transition between phases. The functions g(q) and h(;q) are
g(7) 2(1 )2 (3.3)
h(r) - = qr3(10-15q + 6q2 ) (3.4)
Jg(q)dri
0
So that g(qr) has two minima located at q =0 and q = 1. The function h(r) smoothly
and monotonicly varies from h ,=0=0 to h ,7=, 1 and has a first derivative
h'(q)= 30r2 (1-r ) 2 that is zero at q =0 and q= 1. The function h'(q) also will be
used as an interpolation function in the Cahn-Hilliard equation for the precipitation
reaction of self-interstitial and vacancy occurring within the interfacial region. A simple
one-dimensional solution for q for a two-phase system is shown in Figure 3.3 along with
the functions h(q) and h'(q). It is clear that h(q) varies smoothly between phases and
h '(q)= 0 in the bulk phases, but has a peak in the interfacial region.
The interfacial region is considered to be a mixture of matrix and precipitate phases with
composition cM and cP and with the same chemical potential for component i. Then
the following set of equations can be obtained [Kim, 1998, 1999]
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c, = [1 - h(q)]ci + h(q)cp
af" M af'
acM ac"
1f 1f
Figure 3.3 Interpolation functions h(q)
transformation.
and h'(r) in one-dimensional phase
There are several advantages of this approach compared to the Wheeler-Boettinger-
McFadden (WBM) phase-field model [Wheeler, 1992, 1993]. One is that there is no
contribution of the actual chemical free energy fM (co, cm, cm , T) and f (c, T) to the
total interfacial energy at equilibrium. The interfacial energy and thickness are entirely
determined by the double-well potential wg(ql) and the interfacial coefficient e.
Therefore, a larger interfacial width may be employed to fit same interfacial energy, thus
increasing the length scale of the phase-field simulation and allowing solution of phase
field model in much larger computational domains and for longer times. A simulation
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(3.5)
(3.6)
restriction for our model is the double-well potential wg(r) must be much larger than the
actual chemical free energy driving force. Another advantage is that this model is able to
directly use a chemical free energy of a compound defined at a specific composition, as is
the case for the oxygen precipitate phase.
Researchers have assessed the thermodynamic properties of the Si-SiO2 system using the
CALPHAD method. For simplicity, the solid silicon solution is described by a
substitutional solution model [Hallstedet, 1992; Schnurre, 2004].
G = G + xoG RT(xs, Inxsxo nxo) + soLsio (3.7)
where xi is the molar fraction of species i, G° is the Gibbs energy of species i, Lsi,o is
the interaction parameter between silicon and oxygen and represents the nonideal excess
Gibbs free energy, R is the gas constant, and T is temperature. Although it is known that
oxygen is soluble in crystalline silicon, on interstitial rather than on substitutional sites,
there is no advantage in using a more complex interstitial solution model to describe the
extremely low solubility of oxygen [Hallstedet, 1992].
The CALPHAD assessments provide the chemical free energy for silicon, the silicon-
oxygen solution, and silica of different crystal structures including quartz, ot-cristobalite,
and tridymite. The thermodynamic description for Si-SiO 2 system is given below (Unit
of Gibbs free energy is J/mol) [Hallstedet, 1992, Schnurre, 2004]:
Gs = -8162.609 + 137.227259T - 22.8317533T1n T
- 0.001912904T 2 - 3.552 x 10-9 T3 + 176667T - 1 (298.15K < T < 1687.00K)
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G° = 30000 + (-6961.74451 -51.0057202T -22.2710136T In T -0.0101977469T2
+ 1.32369208 x 10-6T 3 - 76729.7484T - ')/2 (298.15K < T < 1000.00K)
Go = 30000 + (-13137.5203+ 25.3200332T - 33.627603T In T - 0.00119159274T 2
+ 1.35611111 x 10-8 T3 + 525809.556T-1) / 2 (1000.00K < T < 3300.00K)
Lsi,o = -340000 + 85.3T
Gsrmite = -919633.42 + 210.51651T -35.605T nT - 0.03049985T2sio,
+ 4.6255 x 10-6T3-162026T -1 (433.00K < T < 900.00K)
Gsioymite = -979377.7 + 848.3098T - 128.434T1n T + 0.03387055T2sio2
- 3.786883 x 10-6 T3 + 7070800T -1 (900.00K < T < 1668.00K)
Gcristobalite = -943127.51 + 493.26056T -77.5875T1n T + 0.003040245T 2Si0 2
- 4.63118 x 10-7 T3 + 2227125T -1 (543.00K < T < 3300.00K)
G""" = -928732.923 + 356.218325T - 58.4292T In T - 5.15995 x 10-3 T 2sijo
- 2.47 x 10-10 T3 - 95113T -1 (848.00K < T < 1800.00K)
The composition of defects of self-interstitial and vacancy are extremely small,
(c, cY) << c << c , so that the vacancy and self-interstitial are modeled as the
substitutional components with dissolved oxygen atoms and no excess Gibbs free energy
contribution from the interactions between vacancies, self-interstitials and oxygen atoms.
The Gibbs free energy is modeled as
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11 -+c + c lg, + c g
VM to
M
RT(cm In C i
Ctot
M
COin +
Ct
M
cM in II MCtot
M
RT(c'In s
tot
M
C O
+cIlnO +C
o
lot
where c" is total atomic concentration of silicon, oxygen, vacancy, and self-interstitial,
VM is the atomic volume of the matrix phase. Because the precipitate is a compound of
SiO 2 , the Gibbs energy for a-cristobalite, or tridymite is directly applied. For a-
cristobalite, this expression is
1
'(c ,T) Gcristobalite
3V SV 2
=COnSt , X 2/3, , C =
where V, is the atomic volume of the precipitate phase.
The elastic energy in the precipitate and matrix is computed from linear elasticity as
1
fe,(r7) = jTCUkTkI2
(3.9)
(3.10)
where Ckik is the elastic stiffness tensor and a function of order parameter i7, T is the
actual elastic strain and defined as
Tk1 - ic kIc
1
(uk,l + 1,k) - EI2
M
+c "in )+
Ctottot
S[cMG +cMGO +
M Ctot
M M
Ctot
(3.8)
M
c In ciC eq
I
M
+clnc )+C
VV
MM
Csi C
Clot
(3.11)
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where Ek, is the total strain, 6 , is the stress-free strain, e is the misfit, and u is the
displacement and given by solving Cauchy's eq. (1.20).
3.2.2 Derivation of the phase-field model
The phase-field equations are derived by taking the first variation of the free energy with
respect to q and ci
SF
as variations
97(r,t)
SF S Using eq.
9c,(L,t)
(3.1), this gives
SF af, Ofe) d
Sq a7 a,7 dy
SF afo
Sc i aci
i = O, V, I
Define the following derivations as
, afp '(cf)
ac
fM (2 fM (c)
Scici - (c)~l ) 2
fp =a2 fP(CiP)
cic - 2
Taking derivative of eqs. (3.5) with q yields
= 0 = h '(7)(P -CiM ) + [1 - h()] a + h(e) ciP
a li a i arl
and multiplying eq. (3.15) by f," or f ' and summing over all species gives
-cm )f m = [1- h(q L. + h(qff aci a17 , a17
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d
-( y) (3.12)
(3.13)
f c - 1c /
)M afM(c)
ci = ac
(3.14)
(3.15)
(3.16)
h '(-q) (c"-c)f,= [1 c +h(q)f f Cc__ r/
then the derivative of chemical free energy, (afo /c9r), is obtained as eq. (3.18).
af = -h'()f + h'(q)f + [I - h(q7)]Zf c +h(q)f P +wg'()
a q i a7a
= -h '(r)[(f - fP) - - )fM + wg'(77)
So that the first variation (6F / 6r ) is
SF
97
- V(C 2V 17) d (
dy
d
dx
Following a similar development, from eqs. (3.5) and (3.6), the variation (SF/Sc, ) is
derived as
ac c" c
ac [1 - h(q)] + h( ) ac
acj1 ac1 ac
ac i=j
i=J
(3.20)
(3.21)
{[1 - h()]f a + h(q)
Sac
[1-h()] "
cc.
ac}
ac1
+ h(7)j
= Cf fP = "
c .
a c
- f' = fCP
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(3.17)
(3.18)
wg'(7q) +
(3.19)
fo
ac i
(3.22)
(3.23)
-h(q)] MI
-h'(r)[(f" - fP) - I_(c' - cP )c "]+
and
F fo, = f =
9c, ac,
Therefore, the Allen-Cahn and Cahn-Hilliard equations (eqs. (3.25)-(3.26)) are
-= -M
dt 9S7
= -M,{-h'(qr)[(fM - ]+ wg'(q) + afela
a77
-V( 2V) Id(E7,)
dy
dc SF
= V ' {Mc:'V- c} i= , V, I (3.26)
= v - MCc, (, +fo,C,cV 171j k
Because {Mc, } are determined from the diffusivity matrix Dik Mc,cic
2005; Zhang, 2006], the Cahn-Hilliard eq. (3.26) may be rewritten as
[Cha,
v. { DikVCk + c MeI, fo,cjV }
Two reactions occur during the oxygen precipitation and must be incorporated into the
conservative equations. One reaction describes the precipitate growth; as in eq. (3.28).
P, + (0.5 + 1y)Si + 0 + 7rV +- P,, + y + stress energy (3.28)
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(3.24)
(3.25)
de,
dt
i= O, V, I (3.27)
f ') - (c," - c) f"
d
- (.6E' y))dx
It'i.
As the precipitate grows, self-interstitials produced and injected into the matrix, and
vacancies absorbed from the matrix into the precipitate. Hence the source terms, So = 0,
S,=yaco/8t , S, = aco/at , have to be incorporated. y and y, are the
stoichiometric coefficients and give the numbers of self-interstitials ejected and vacancies
absorbed per oxygen atom incorporated into the precipitate, respectively. co / at gives
the number of oxygen absorbed by the precipitate from the matrix. So that the source
terms S,, S, represent the number of vacancy consumed and self-interstitial generated
due to the oxygen precipitation.
Vacancies and self-interstitials also are created or destroyed in the matrix by
recombination according to the reaction
Si < V + I (3.29)
The source terms describing this reaction are Ro = 0, Rv = R, = -kv(r)(cc, - cvqc q ) in
the matrix phase.
Therefore, the Cahn-Hilliard equation is
c'= V {M, cV - }+R, +h'(q)S,Sdt (' Si = O, V, I (3.30)
= V.{-DkVck + Me,., focV } + R, + h'(q) S,
k i
where h'(q) is an interpolation function plotted in Figure 3.3. Because h'(q)= 0 at the
bulk phase and its integral in the interfacial region is unity, multiplying interfacial terms
Si by h'(q) makes this term important only in the interfacial region. In addition, the
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silicon solution of matrix is very dilute, and the interactions among the solutes (O, I, V)
are weak, so the off-diagonal elements of diffusion matrix {Dik} are neglected and the
diagonal elements are assumed to be equal to the corresponding binary values [Cussler,
1976; Zhang, 2006].
Dik =
ij
i=k (3.31)
Moreover, it is reasonable to assume fM >> f. for the dilute solution, therefore fromfe Cci cjcj te f
eq. (3.24) so that
k Pfo.= M =ac ac , a M M c
f k ar -k fAfckfick acj C acfk cick k aq C q Ce
foxiq = CC IC Ck C ,
fo.,, i foc, ~ h '(q)(c - ciP)
The Cahn-Hilliard equations are rewritten as
dc = V -. DVci + D,h '(q)(c' - cf)V q} + R, + h '(q)S
,dt
Finally, the phase-field model for Si-SiO2 system, including
phase-field equations for order parameter and concentrations, is
(3.32)
(3.33)
(3.34)
i= O,V, I (3.35)
Cauchy's equation and
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= -M {-h'(q)[(fM  - f ) - (cy - c7)f,] + wg '(q) +
dt ai7
d d
-V(62V 17) _ d (66' q,)+ d (-6'qry)}dy dx
dc
do= V -{DoVc o + Doh'(q)(c - CoP)V q}dt
c--= V -{DVc, + Dh'(q)(cM 
- cp)V q} + RI + h '(rq)S,dt
dc
=v V -{D Vc + Dh'()(c"vM - cVP)V i} + Rv + h'(y)Svdt
S- (C -T) =0
together with the interfacial constraint condition from eqs. (3.5) and (3.6):
M c - h(7)c
1-h(q)
(3.36)
(3.37)
(3.38)
(3.39)
(3.40)
(3.41)
where Rv = R, = -kv ()(cc, -c" e) , S= -rV -{DoVco + Do h'(qr)(c f -c )V} ,q
and S, = y,V . {DVco + Doh'(q)(cM - cO)V } .
The values of the misfit e , elastic tensor Ck, , diffusion coefficients D, and the
recombination reaction constant kv(r) are different between the matrix phase and the
precipitate phase, but are described as the continuous functions of q through the
interpolation function h(q) between phases; as eqs. (3.42)-(3.45).
(3.42)Eq = [1 - h(rq),' M + h(q)< ' "P
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Ckl = [1 - h(7)]Cm, + h(q)C; (3.43)
Di = [1 - h(q)]D + h(r)Dj (3.44)
k,, = [1 - h(q)]km + h(rl)kjv (3.45)
where 8Of I, Cm1, DiM, and k"/ are the misfit, elastic tensor, diffusion coefficients, and
the recombination reaction constant for the matrix phase, and l'P C, ,, DP , and kr are
for the precipitate phase. For example, diffusivity of oxygen, Do, at 1400 "C is plotted
in Figure 3.4. It is constant when q= 0 or q7= 1, but smoothly cross the interfacial region
(0 < 7 <1).
x 10"3
4.5  
D
31 N.5 -
1.5-
0
.5-
4050
- 0.2 O.4 0.6 0.8 1 1.2
Figure 3.4 The diffusivity of oxygen as a function of the order parameter.
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3.2.3 Dimensionless phase-field model
In order to put the phase-field model in dimensionless form, the concentrations of oxygen,
self-interstitials, and vacancies are scaled by their respective equilibrium values ci at the
temperature of research, and the point defect diffusivities are scaled by the oxygen
diffusivity D . A characteristic length scale is defined as L = 10 nm and the following
dimensionless variables are introduced.
i=x/L, =yl , V L, V2V2-L2, D,=D,/D
, t*= D, t/tt*,
fP fP/l P _P PP j;f/P
M fM /cP4 (L 1, fJel la cL44
c, / c M ,Lc ID4 , Da(q) kv (q)c L2 /D
S C44 '17 444
The dimensionless phase-field equations are
d= -M -h'(q)[(f P- f oP g'() +
(3.46)
d d
dcdWa (2 )_ ( q)+ ((3),)}
+ c1 (3.48)
o = ,h '() C o {DoVE + Doh'(q)(Eo -}P)V 4}
CI
174
div = )v (l)Vv - Da(r)(jv 
- Eq eq)di (3 AQ
- y.h '(q) o - oo + Doh'(q)(Oo - )P)' q}.
c,
V.(C.T) = 0 (3.50)
3.2.4 Asymptotic analysis of the Si-SiO z phase-field model
Asymptotic analysis is used to gain the insight into the structure of phase-field model
derived by eqs. (3.46)-(3.50). The phenomenological Cahn-Hilliard and Allen-Cahn
equations can be approximated as
dM f fch + fela 
_
2 V 2 }
a77 a77 a77
dc D v fchdc' =V V { } + R,dt fox,, aci
(3.51)
(3.52)i = O, V, I
where the source terms in eqs. (3.47)-(3.49) are lumped into a term Ri in the Cahn-
Hilliard equations.
In the sharp interface limit, c - 0, w --> +oo, and M,7 - +oo, with finite 62M, and c2w
[Caginalp, 1989]. We define a 1 - e2M, a 2w, so that the Cahn-Hilliard and Allen-
Cahn equations are rewritten as
d-a64
dt
a +
a)7
2 ch + f ) 
_'  4V217
a7
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(3.53)
dc D 8f ch= V ' V{ }af +R,
dt fo,cic aci
i = O, V, I (3.54)
Equations (3.53) and (3.54) are evaluated in the bulk phase or outer region and in the
interface or inner region.
1. Outer expansion solution
In the bulk phase, the order parameter r and concentration ci are treated as a function of
C2 and expanded as a power series:
r/ = ()( Yx, y,t) + E2/(1)(x, y,( ) + 64r(2)(x, y, t) + O(66)
Ci = c,(O)(x, y,t) + 2C 1 (X, y,t) + 4C2)(, y,t) +O(
6 )
At leading order, the equation (3.53) gives
a g =0
asr
which has two solutions:
(3.55)
(3.56)
(3.57)
(3.58)
denoting the two bulk phases, matrix (Tr = 0) and precipitate (r = 1).
The eq. (3.54) is
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dci D, Vafch
=V V{- } + R,dt fo,,, ac,
=V_ { (f )Vc,+ ( )Vr/}+ R (3.59)
= V -D,Vc, + Ri
and the leading-order balance recovers the solute diffusion equations for oxygen, vacancy,
and self-interstitial in the both matrix and precipitate phases.
2. Inner expansion solution
A moving coordinate system (r, s) is defined in the interfacial region as shown in Figure
3.5. The r -coordinate is normal to the interface and the s-coordinate is parallel to it.
The time derivative and Laplacian operator in this local coordinate are
- = - + v - + v- (3.60)at at ar as
V2= + V IVs2 a + V2S -  (3.61)
r 2  r s2  Os
Interface o s
Figure 3.5 Schematics of the moving coordinate system (r, s).
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In order to asymptotically approximate the small size of the interfacial region, the
coordinate along the r -direction is rescaled by 1/ E2 as = r / 2 and V 2r = Kc. Then the
eqs. (3.60) and (3.61) become
8 8 v 8 8
- -+ +v - (3.62)
at at E2 a s as
1 a2V 4  2
4 2
Ka a2
+ Va+ aI
C 2 ar aS2
(3.63)
The variables (q, ci), and functions (f(q) , ag()/la, afch"lac,) are expanded in the
inner region as
S= i (0)(,s,t) + .62 '(1)( ,s, t)+ 8 4 7(2)(r,S,t) + O(86)
S-= o)(, s, t) + 2 '(1) ,(S, t) + e
4 (2)(r,S, t) + O(86)
f(q) = f(q(O) + (21(1) +84 4(2)
= f(q())+ 2 77(1) af
a rl1=o0)
ag(77)
Or/
ag(Q0))
~8(7)
+ O(C4)
+ C2 '(1) a 2g(q ) + O(4)
ach c (0)
aci a c, )
S(1 2 ch (0)
+ c
2C i + O(C4)
Substituting eqs. (3.64) and (3.67) into eq. (3.53) gives
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(3.64)
(3.65)
(3.66)
(3.67)
(3.68)
ag(77) a2r
aqO 7P2
(3.69)
+ fch f 
_ o 4 277q+ O2q K as 2
a7 a 77 a dS2
where the leading-order (0(1)) contribution is
a Og(170 ) a 02 1 =
(77(0O) (0 (3.70)
For the interfacial region, the appropriate boundary conditions are F -+ +o0, rl - 1, and
F -> -00, q -+ 0. Using these conditions in the solution of eq. (3.70) gives
7(o) = - [12 - tanh(4Pa-7i)] (3.71)
For the order parameter q within the interface, the order parameter q(7,s) continuously
and smoothly varies in the interface region and asymptotically matches the solution of
order parameter in the outer region.
Collecting O(c2) terms in eq. (3.69) gives
- (0)
-av- -
aFP
aOfch [77(0)2(1) a2 ( (0 ))
. [r170)] 2 + d (0) (0)a7 (0)
Multiplying eq. (3.72) by on both sides
0?
and integrating -oo to +oo in r give
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-ac2 v -+ - v -4
aP at as
(3.72)
(qa2]g(r(o) a2 .) ?(o)
8[rq(0) ]2 8T2 a i
- K/ dF
- r1 td
The first integral in the right hand side of eq. (3.73) is rewritten as
00aqO) a2g (77r ) )S ( 8[ 1 (0) ]2J 00(r a
2 7 (o ) +c (agq0)J a7(1)d ag(7u(0)])
fd
___ r
= () a g(
=0
so eq. (3.73) is reduced to
± a 7(0)]
Defining the interfacial energy
(-av + K)" =
as cr a 2 d, eq.a - )
-
f' 1(0)
--c 0 7(')
(3.75) reduces to
afl[r°(o)] (0) d
+ q a
-Id{f ch [ (0)]+ fea [P(/ ]}
= {fch [r()]+ e.f [)(O)] P - {fch [r(o)] + la [r(0) ] }M
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-a , (-a, 0 ,
+ 4-{0/" °O ]_ (o) 1.+ af, 17'7()]
-00 077 0777'0
(3.73)
(3.74)
- 2 (0)r
_ a0 - ) 2
-ay dP=
+O ch (0)
{ (0
ci?'0
a? (3.75)
(3.76)
-3 \4-00
-,, a }
which is equivalent to a Gibbs-Thomson description of the interface as the balance of the
interfacial energy, elastic energy, and chemical free energy at the interfacial region
[Johnson, 1986; Voorhees, 1986].
The inner expansion of the Cahn-Hilliard eq. (3.54) gives
ac,4 C
at as ,2 
ai _ D, 
v F a [ 0,ci, a
+ 2K 1D, a+e2 D 1 a
af ch
ac
afch 4 as
ac, + as f0,c, as
afch 1
ac,
(3.77)
+64Ri
and as O(1) yields
a D, o a (0)a
a fo,c,c, a ac, ) 1=0 (3.78)
(3.79)af 
ch (0)
aci
The matching conditions, that
= B = consti )c,
fch PM°
fC) = Apt = const = li =/ti
aci
will be finite, force
(3.80)
(3.81)
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lim (-c
F-+±00 a'hci
which verifies that common tangent construction for equilibrium is included in the phase-
field model. Hence, each component described in the phase-field model in different
phases has the same chemical potential.
The O(62) balance, eq. (3.77) also gives
C a) F D , a ) a2fch (0) D, a afch (0)vOcc- c) +,, aD,
S f c, ? (3.82)
a= LD1 ac
Integrating eq. (3.82) from -oo to +oo in i yields
SvP -[ = d[D l (3.83)
v [co) - c oM] D'[ d " ]  (3.84)a a?
According to the matching condition [Caginalp, 1989]:
i C(1)MP aC(O)MPlim = lim (3.85)
[C) M D[(i)P ac(0)M
v[c ' - c D [ ]  (3.86)rr ar
So the mass balance equation at the interfacial region is fully recovered at O(c2) and the
velocity of the interface is determined by the net flux of solute towards the interface. As
expected, the asymptotic analysis of the phase-field model reproduces the essential
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physical principles of a precipitate growth problem in the sharp interface limit, such as
solute diffusion equation, Gibbs-Thomson description, common tangent rule, mass
balance condition.
3.3 Numerical method
The numerical method developed in section 2.2.2 is used to solve the phase-field model
(eqs. (3.46)-(3.50)) for Si-SiO2 system in two-dimensional space. The phase-field
equations (3.46)-(3.50) are first discretized in space by adaptive finite element method.
The unknown variables q, o,, t, v , u are approximated as
q(x, y, t)
00(x, y, t)
a (x, y, t)
u(x,y,t)
=
7i(t)
0? (t)
R(t)
_u(t)
(t)
N,(x, y) (3.87)
where qrl(t), 0g(t), jl(t), (jjv, (t) and uj(t) are the unknown functions of time, and
Nj(x, y) is the finite element basis functions in the element. In this calculation, bilinear
basis functions Nj(x, y) are used. Then Implicit Euler method is used to integrate eqs.
(3.46)-(3.50) and gives the nonlinear algebraic equations as
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Z 7 N' j  N J4~ + AtMt1 iwjg'( 7,n N,) N~dA ±+~~ NdA
- h i ,"Nj) [(f m - jp) - ( m- -j)Jj] Nd
A
JY 2(Zhmnl+1'7N j *V N )dA J )7in+i
A J A I
J Nj
A
- J I Z,±l~
A I . Ii
N.-_ *NA*'dA
.NdA}- 0
I A
NdA +AtD0 { jo I + f' N dA
+ Jh '(IZt72n'N 1 )(E"'
E ,n~ JN- NidA
I A
f N.
+ Jh'(Zzi~2±1+Nj
A I
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Because the diffusivities of self-interstitial and vacancy are about 6 order-of magnitude
larger than that of oxygen, equations (3.88)-(3.92) are divided into three sets of equations:
eqs. (3.88) and (3.89) for r and ao, eqs. (3.90) and (3.91) for j and v, and eq. (3.92)
for u, and solved separately to avoid the numerical singularity. Another advantage of the
division is to reduce the size of the variables solved each time. The nonlinear equations
sets, eqs. (3.88) and (3.89) for q and jo and eqs. (3.90) and (3.91) for jQ and av, solved
by Newton's method and the linear equations in each Newton's iteration are solved by
GMRES method. The eq. (92) is a linear equation and solved by CG method.
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to=O, Initial condition: i7, co, c, cv,
Set to=t,.
Solve the time-dependent phase-
field equations for q, co at tl=to+At
Solve the time-dependent phase-
field equations for c, cv at tl=to+At
Converged?!
es
End
and update
?I, co, c, c
Figure 3.6 Algorithm for solving time-dependent phase-field problem.
The algorithm of this simulation is shown in the Figure 3.6. Starting from the solution of
previous step, the variables of u, q and 6o, and 6, and 6~ are computed step by step.
As a whole, the method is a semi-implicit method because all equations are divided into
three sets of equations and solved separately.
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3.4 Results and discussion
3.4.1 Initial conditions and boundary conditions
Modeling precipitate growth requires specifying the initial shape of the precipitate, initial
conditions for the concentration fields of the matrix and precipitate phases, as well as the
boundary conditions for the far field of the matrix phase. Due to the limitations of the
finite element library used in this work and the computational capacity, the simulation is
run in two-dimensional space only. Hence, the phase-field model is calculated for the
{001} and {010} orientations of the oxygen precipitate, respectively. The computational
domain is shown in Figure 3.7 and a precipitate with radius L is placed in the matrix with
radius 20L. The initial shape of the precipitate is assumed to be cylindrical. For small
precipitates (R-10nm), this assumption of a circular morphology is reasonable because
interfacial energy is dominant for small precipitates and then causes circular shape. In
addition, only circular precipitates are observed experimentally at this size and the
numerical analysis of the equilibrium shape yield only slightly deformed spherical
precipitates.
x
Figure 3.7 Computational domain of the oxygen precipitate growth problem.
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Generally the concentration of oxygen in the silicon phase is about 1 x 1018 atoms/cm3 , but
with this supersaturation of oxygen, the growth of precipitate is very slow. Figure 3.9
shows the growth rate of an amorphous precipitate growing on the [001] plane at T =
1100 "C with different initial concentration of oxygen, co , in the matrix phase. The
dimensionless time step used in the calculation is At = lx10 -3.  For the initial
concentration CoM= 1x 1018 atoms/cm 3, the radius of precipitate only increases from 1 to
1.02 after 35000 steps (0.378s). One possible solution to speed up the simulation is to
use larger time step At, but it was found that larger time step At would cause higher
singularity of the linear system of the phase-field model and failure of the numerical
method. If recalling the precipitate growth rate eq. (2.84) in Chapter 2 as
(c - ,) dR = DC - c 1 (3.93)
dt R In(R, / R)
For Si-SiO 2 system, c' >> c' and cM >> c" - c' in the matrix, so that eq. (3.93) is
rewritten as
pdR cM 1
co-- D (3.94)
dt R ln(Rf /R)
R 4 MR 2[1- 21n ]= ,4 - cot (3.95)
Rr coRar CO
From eq. (3.95), the radius of the precipitate is a function of cot. Therefore, the higher
concentration of oxygen in the matrix, cof , can enhance growth rate dR / dt as eq. (3.94)
and reduce the simulation time t. A higher supersaturation of oxygen with cf = 5x 1021
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atoms/cm3 gives a reasonable simulation speed as shown in Figure 3.8 and similar
morphological evolutions as the results of cf = 1x1018 atoms/cm . According to eq.
(3.95), this precipitate growth at c M = 5x1021 atoms/cm 3 is approximately equivalent to
that the precipitate grows from 10 nm to 30 nm after 20 minutes annealing with co =
1x10' 8 atoms/cm3 at T = 1100 '"C, which is a reasonable result compared to the
experimental observations [Bergholz, 1994; Sueoka, 1994; Vanhellemont, 1995; Wada,
1980].
I),'%3.
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Figure 3.8 The effect of initial concentrations of oxygen in the matrix phase on the
growth rate of the precipitate.
Therefore, in our calculation, the initial oxygen concentration in the matrix phase is
assumed to be much higher than the equilibrium value to support precipitate growth and
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the initial oxygen concentration in the precipitate is set at its equilibrium value, as eqs.
(3.96)-(3.97).
cM = 3 x 104CMeq  (3.96)
c = cI 'eq  (3.97)
For different temperature annealing, the initial condition eq. (3.96) in the matrix gives the
same supersaturation of oxygen. The compositions of vacancy and self-interstitial are set
to be their equilibrium values. For the far field boundary, Dirichlet boundary conditions
are set for the oxygen and self-interstitial species, and natural boundary conditions are
used for order parameter and vacancy as shown in eq. (3.98). That is:
=0, o = ,c = c = 0 (3.98)
These boundary conditions model a source of oxygen for precipitate growth, a sink at the
far field for self-interstitial, and a close box for vacancy. Dirichlet boundary condition is
not used for vacancy because vacancy in the matrix generally is consumed quickly and
then no more vacancies are available for oxygen precipitate growth, hence the natural
boundary condition is used.
3.4.2 Physical parameters
The phase field model for the Si-SiO2 system is solved with specific values of the
parameters. The equilibrium concentrations and diffusivities for oxygen, vacancy, and
self-interstitial are important inputs for the phase-field model. There are numerous
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correlations for these thermodynamic properties. In this work, the diffusivities and
equilibrium concentrations of vacancy and self-interstitial are taken from [Sinno, 1998]
where the values were obtained by molecular dynamics simulations coupled with fitting
to experimental data. These values are
Cq = 2.97xlO 1023exp 1.40 + 3.85x l O 10 3T- (3.46+3.08x -4T)eVcm-3 (3.99)
Cq = 4.97 x 1022 exp 3.70+3.53 x 10-3T (2.48+2.33x I-4T)eVc-3 (3.100)
D7 = 0.242 exp(- 0937eV)cm2 /s (3.101)kTD = 0.242 exp(- 0. ) cm2 / S (3.101)
D = 1.0 x10 -3 exp(- 0.457V)cm2 /S (3.102)
kT
For the oxygen interstitials in silicon, the equilibrium concentration is taken from [Tan,
1994], and the diffusivity is from [Corbett, 1964] at high temperature (T>750 C) and
from [Senkader, 2001] at low temperature (T<750C) as
C = 1.53x10 21 exp(- )cm-3 (3.103)
kT
2.56eVDoM = 0.23exp(- )cm2 /s (T>750C) (3.104)
kT
1.55eV
DfM = 2.16x 10-6 exp(- )cm 2/s (T<750"C) (3.105)
kT
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The equilibrium concentrations and diffusivities of oxygen, vacancy, and self-interstitial
in the matrix phase are plotted in Figures 3.9 and 3.10 according to eqs. (3.99)-(3.105),
respectively.
The rate coefficient km in the recombination reaction in silicon (eq. (3.29)) is modeled
by diffusion-limited reaction with the activation energy and is written as [Fahey, 1989]
k = 4 a [DI + Dv ]exp(- UI)
a3CSi kT
(3.106)
where the effective capture radius ar = 10 A, atomic volume of a silicon atom Q = a3 /8
with the lattice constant a = 5.43095 A, atomic density of silicon csi = 5 x 1022 cm-3 . The
activation energy barrier AGv is given by Sinno [Sinno, 1998], so that
km = 1.2 x 10 (DI + Dv)exp(2.30 - 7.38 x 10-3T 6 eV)cm3 / s
kT
(3.107)
Because the precipitate phases is only composed of the compound of SiO2, the DP , D ,
Do, and kP are set to be 0.
The surface energy between the precipitate and the matrix is a function of temperature
because of the excess interfacial entropy. The surface energy of oxygen precipitates used
in this project is taken from Wang [Wang, 2002] as
o7= 0.51+ 3 x 10-4(T -873K) J/m 2 (3.108)
which gives 0.465J/ m2 < r < 0.66J /m 2 for 450 0C < T 1100 'C.
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The stoichiometric coefficients (y71 , Yv ) are important in the oxygen precipitate growth
reaction, eq. (3.28). The model for releasing elastic energy in eq. (3.28) actually includes
two mechanisms: vacancy absorption and self-interstitial ejection according to
P, + (0.5 + y1 )Si +0 ++ P,,, + y, + stress energy (3.109)
P, + 0.5Si +O0 + yvV ++ P,, + stress energy (3.110)
If either coefficient is 0, then that mechanism is not included. Because the equilibrium
concentration of vacancies in crystalline silicon is generally about 10-10 of the oxygen
concentration in oxygen precipitate, there are not enough vacancies in the silicon matrix
to support prolonged oxygen precipitate growth. The self-interstitial mechanism is
always operating while the vacancy absorption mechanism depends on the available
vacancy concentration in the silicon at the onset of growth. When the vacancy
concentration is larger than its equilibrium value, vacancy absorption helps release the
elastic energy; otherwise the self-interstitial ejection is the only mechanism available to
provide the extra free volume for precipitate. In the simulation reported here, y, = 0.5
and yv = 0 if the vacancy concentration is less than its equilibrium value at the interfacial
region, otherwise yv = 0.5.
193
400 600 800 1000 1200 1400 1600
T (oC)
Figure 3.9 Equilibrium concentrations of oxygen (0), vacancy (V) and self-interstitial (I)
in crystalline silicon as a function of temperature.
I F
S- - - - -
- I F F
I F .,, I F
, F i F
SI I II F
F II I
1000 1200 1400 1600
Figure 3.10 The diffusivities of Oxygen (0), vacancy (V), self-interstitial (I) in
crystalline silicon as a function of temperature.
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Elastic energy plays a significant role in the oxygen precipitation process. It is assumed
that the misfit or lattice mismatch between the precipitate and the matrix is the only
source of stress or elastic energy in the system. The matrix is set to be free of misfit
strain and the precipitate phase only has the purely dilatational misfit given in eq. (3.111),
which characterizes the elastic properties of the system.
S811
6.. =4 0
O
O'
0
-'33)
(3.111)
The lattice constants of silicon and silica polymorphs are taken from [Wyckoff, 1963]
and are listed in Table 3.1.
Table 3.1 Lattice constants of silicon and several silicon dioxide polymorphs (from
[Wyckoff, 1963])
Lattice Density A (A) b (A) c (A) Structure
Parameters (g/cm3 )
Silicon 2.328 5.45 5.45 5.45 cubic
Amorphous 2.204 5.51 5.51 5.61
a-Cristobalite 2.335 4.973 4.973 6.926 Tetragonal
It is assumed that one unit cell of SiO2 aligns with one silicon unit cell. From Table 3.1,
the misfit e. is calculated from a simple ratio of the lattice constants of the silicon and
the silica as [Sin, 2000]
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'P
S= -1Y (3.112)
where e, is the misfit tensor and 1, is the component of the lattice parameter in the i
direction. In eq. (3.112), the superscripts (P, M) signify oxygen precipitate and matrix
respectively. The values of the misfit e, are listed in Table 3.2 for the amorphous and a-
cristobalite oxygen precipitates used in our simulations.
Table 3.2 Misfit tensor for different polymorphs of SiO 2
Misfit 11 22 C33
Amorphous 0.01 0.01 0.03
a-Cristobalite -0.087 -0.087 0.2708
The elastic constants of silica polymorphs and silicon are taken from Bass [Bass, 1995]
and Sin [Sin, 2000] and are listed in Table 3.3. Standard Voigt notation is used to
represent the moduli as components of a 6x6 matrix Ci, i = 1,...6 and j = 1,...6 [Nye,
1976].
The constant, LS3(T), scales the relative contributions of elastic energy and interfacial
energy, and is calculated as
E CP (f) 2 L
LS3(T) = - = 4('
cr L o
(3.113)
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Table 3.3 Elastic constants for the matrix and precipitate phases
Parameters Silicon Amorphous ca-Cristobalite
C11 (GPa) 166.2 140 59.4
C22 (GPa) 166.2 140 59.4
C33 (GPa) 166.2 140 42.4
C4 4 (GPa) 79.8 60 67.2
C55 (GPa) 79.8 60 67.2
C66 (GPa) 79.8 60 25.7
C12 (GPa) 64.4 20 3.8
C13 (GPa) 64.4 20 -4.4
C23 (GPa) 64.4 20 -4.4
Table 3.4 Dimensionless parameters LS3(T) and A for oxygen precipitate as a function
of temperatures
Amorphous Amorphous a-Cristobalite ca-Cristobalite
plane {001} plane {010} plane {001} plane {010}
Ls3 (900 °C) 0.1 0.9 3.242 82.126
LS3 (1100 -C) 0.09 0.818 2.947 74.66
A 1 1 0.924 2.106
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LS3 (T) varies with temperature because of the variation in the interfacial energy. Values
of Ls3 for amorphous and a-cristobalite oxygen precipitates are listed in Table 3.4 for
different temperatures. In fact, the elastic constants also change with temperature, but
this variation is small and neglected in our model. As shown in Table 3.4, LS3 increases
at the lower temperature. The at-cristobalite precipitate has much larger value of Ls3
than the amorphous precipitate due to bigger lattice mismatch.
As discussed in Chapter 2, L 3 (T) directly reflects the relative contribution of elastic and
interfacial energies and strongly influences the morphology of the precipitate. For a-
cristobalite precipitate, with LS3 > 1, the elastic energy is dominant and determines the
shape of the precipitate. While for amorphous structures, LS3 < 1, so that interfacial
energy plays a more important role. The parameter A, given in Table 3.4, is
A = 2c44  (3.114)
Cl I - C12
and scales the anisotropic nature of the materials; the values listed in Table 3.4 are for
different orientations of different silica polymorphs. For amorphous oxygen precipitate,
A = 1, which means that the amorphous precipitate is elastically isotropic. For a-
cristobalite oxygen precipitate, the values of A are different at different orientations.
When A is either greater or less than unity, the elastically softer or harder directions are
along the <100> axis, and the harder or softer along the <111> directions of the cubic
phase [Thompson, 1994]. In two dimensions on the (001) plane, when A > 1, the elastic
hard directions are along the <11> directions [Sankarasubramanian, 2002].
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3.4.3 Isothermal anneal
The isothermal anneal of a-cristobalite and amorphous oxygen precipitates was studied
at T = 1100 C and T = 900 "C. A circular oxygen precipitate is initially embedded in the
silicon matrix, and then the oxygen precipitate grows by absorbing the oxygen atoms
from the matrix. The simulation results of the morphological evolution and growth rate
of the precipitates are presented below for ax-cristobalite and amorphous precipitates,
respectively.
1. a-Cristobalite precipitate
a-Cristobalite silica has the tetragonal crystalline structure as shown in Figure 3.11.
Planes {010} and {001 } have different lattice parameters and elastic constants as listed in
Tables 3.1 and 3.3. Parameter A of an a-cristobalite precipitate growing on the {001 }
and {010} planes are computed as 0.924 and 2.106 in Table 3.4, respectively, which
indicates that different orientations of ca-cristobalite precipitate have different elastically
anisotropic properties. It is expected that the {010} plane will experience higher
anisotropic deformation than the {001 } plane since parameter A on the {010} plane is
further away from 1. The simulations are performed in these two orientations at T =
1100 "C and T = 900 "C, respectively.
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Figure 3.11 Unit cell of a-cristobalite (Taken from [Keskar, 1992]).
The shape evolution of an a-cristobalite precipitate growing on the {010} plane at T =
1100 "C is shown in Figures 3.12 and 3.13. The precipitate evolves from a circle to be a
disk-like shape. Initially, the equiaxed circular shape is not stable. The precipitate is
compressed and dissolved at the [01] direction, and is elongated at the [10] direction, so
that the precipitate forms a highly anisotropic disk-like shape. The driving force of
growth is determined by the volume-dependent free energies including the chemical free
energy and the strain energy [Wang, 1993]. Figure 3.12 shows that the particle grows
much faster along the [10] direction than the [01] direction that is parallel to the direction
along which the lattice misfit is maximal as plotted in Figure 3.14. This demonstrated
that the anisotropic elastic energy sets the morphological evolution of the precipitate.
The larger the lattice mismatch, the slower the growth rate of the precipitate. It is known
that the shape of the precipitate is determined by both elastic energy and interfacial
energy. The parameter Ls 3 scales the relative contributions of elastic energy and
interfacial energy and is equal to 74.66 as listed in Table 3.4. Ls,>> 1, the elastic energy
is dominant over the interfacial energy. Therefore, the anisotropic growth caused by the
elastic energy results in the highly deformed plate-like precipitate shape. Further growth
maintains this morphology; e.g., there is a self-similarity between the particle shapes at
200
different times. This morphological prediction is actually in a good agreement with the
experimental observations in Figures 3.15-3.17 [Sueoka, 1993, 1994; Bergholz, 1994].
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Figure 3.12 The morphological evolution of an o-cristobalite precipitate growing on the
(010) plane at T = 1100 °C.
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Figure 3.13 Evolution of contours of an a-cristobalite precipitate growing on the (010)
plane at T = 1100 °C.
' ^^ .1
ZU
10
N 0
-10
-20,
u10 s
Ur
0.16
0.15
0.14
0.13
0.12
0.11
0.1
0.09
0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01
Figure 3.14 The radial displacement field of an ca-cristobalite precipitate growing on the
(010) plane at T = 1100 °C.
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Figure 3.15 Two-beam bright field transmission electron microscopy (TEM) image of
oxide precipitates in samples preannealed at 900 0C for 4 hours: (a) platelet without
dislocations annealed at 1100 °C for 1 hour, (b) platelet with dislocations annealed at
1100 0C for 1 hour (Taken from [Sueoka, 1994]).
Figure 3.16 High resolution transmission electron microscopy (HRTEM) direct lattice
images of a disk-shaped amorphous oxygen precipitate (Taken from [Bergholz, 1994]).
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Figure 3.17 Lattice image of a platelet in the sample heated at 700 "C for 700 hours.
Note that an image typical for amorphous material is observed inside the platelet (Taken
from [Sueoka, 1993]).
Figure 3.18 Sketch of highly deformed shape represented as an ellipse.
The highly deformed precipitate shape is represented in Figure 3.18 as an ellipse with an
aspect ratio g defined as
a (3.115)
The aspect ratio of a-cristobalite precipitate growing on the (010) plane at T = 1100 C is
plotted in Figure 3.19. The precipitate grows with the aspect ratio varying from 1 to
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about 16. Interestingly, the majority of the deformation of the precipitate shape takes
place during an initial transient period, and then the deformation rate gradually becomes
small. This is resulted from the instability of the initially circular shape caused by the
high elastic energy or large value of LS3 . Moreover, as the precipitate grows, Ls3
becomes even larger. So that after the initial period, the precipitate deforms to be the
disk-like shape and minimizes the elastic energy, and then the deformation rate becomes
small.
Figures 3.20 and 3.21 show the evolution of the order parameter q(x,0,t) and r(O,z,t)
for an a-cristobalite precipitate growing on the (010) plane at T = 1100 "C. In Figure
3.20, the interface at [10] direction clearly moves outwards very fast at the initial period,
and then the growth rate gradually becomes slow. While in Figure 3.21, the interface in
the [01] direction initially moves inside because of the instability of circular shape, and
then slowly grows. The size of the precipitate is characterized in the [10] direction, [01]
direction, and the mean radius of an equivalent circle with the same area, and plotted in
Figure 3.22 as a function of time. The radius in the [10] direction increases much faster
than that in [01] direction and mean radius, which clearly characterized the anisotropic
nature of the a-cristobalite precipitate.
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Figure 3.19 The mean radius and aspect ratio of an ca-cristobalite precipitate growing on
the (010) plane at T = 1100 OC as a function of time.
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Figure 3.20 The order parameter along the [10] direction (z=0) for an a-cristobalite
precipitate growing on the (010) plane at T = 1100 0C.
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Figure 3.22 The growth rate of ana-cristobalite precipitate growing on the (010) plane
at T = 1100 °C.
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The concentration profiles of oxygen, self-interstitial, and vacancy along the center lines
(z=0) of the computational domain are plotted in Figure 3.23-3.25 for an ot-cristobalite
precipitate growing on the (010) plane at T = 1100 "C. In Figure 3.23, an oxygen
depleted region is shown around the interface, which indicates that the precipitate growth
is diffusion-controlled. The self-interstitial concentration shown in Figure 3.24 is very
high adjacent to the interface; approximately O(105 x cq). This high content of self-
interstitial is generated by the ejection of self-interstitial needed to provide extra free
volume for oxygen precipitate growth. Three-dimensional defect, stack fault, may be
formed at this high concentration of self-interstitial in reality. The stack fault is a sink for
the self-interstitial and reduce the concentration of self-interstitial in the matrix, so that
slightly enhance the driving force for the oxygen precipitate, but this effect should be tiny
because the oxygen precipitate growth is essentially oxygen diffusion-controlled
[Vanhellemont, 1995; Bulyarskii, 1999; Svetukhin, 2003]. In this work, this effect is
neglect and the self-interstitial simply diffuse to the sink at the far field. The
concentration of vacancy in the matrix phase is predicted to be spatially homogeneous
and decreases with time as shown in Figure 3.25. This behavior is caused by the
recombination reaction and high diffusivity of vacancies. Because the vacancy
concentration is lower than the equilibrium value, vacancy does not provide extra free
volume for the precipitate. Hence, only the recombination reaction and diffusion affect
the vacancy distribution. The recombination reaction consumes vacancies and lowers c,,
whereas diffusion smoothes the vacancy distribution. The Damkohler number scales the
relative ratio of the recombination reaction and diffusion and is defined as
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From the thermophysical data used in this simulation, Dam = 1.9x1011, so that the
vacancy distribution is diffusion-controlled. In addition, because the natural boundary is
used for vacancies and no additional vacancies enter the domain.
r
,',.
×
Os0.'s
VSS
07'S0.2,r
Figure 3.23 The concentration of oxygen along the [10] direction (z=0) for an a-
cristobalite precipitate growing on the (010) plane at T = 1100 *C.
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Figure 3.24 The concentration of self-interstitial along the [10] direction (z=0) for an a-
cristobalite precipitate growing on the (010) plane at T = 1100 *C.
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Figure 3.25 The concentration of vacancy along the [10] direction (z=0) for an a-
cristobalite precipitate growing on the (010) plane at T = 1100 "C.
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The growth of an a-cristobalite precipitate on the (010) plane is also calculated at T =
900 °C. Because the value of Ls 3 becomes even larger than that at T = 1100 "C as listed
in Table 3.4, elastic energy dominates the morphological evolution of the precipitate and
a highly deformed shaped is expected. Figure 3.26 shows the shape evolution of an a-
cristobalite precipitate growing on the (010) plane. Similar to the growth at T = 1100 "C
in Figures 3.12 and 3.13, the precipitate deformed from a cylinder to a disk-like shape
initially, then kept the highly anisotropic disk-like shape and continued growing. The
concentration of self-interstitial is shown in Figure 3.27. Due to the much lower
diffusivity of self-interstitial at T = 900 "C, although the smaller growth rate of the
precipitate as shown in Figure;s 3.28-3.29 generates fewer self-interstitial, the
concentration of self-interstitial is higher at T = 900 "C than that at T = 1100 'C. Figures
3.28-3.29 plotted the radius and growth rate of the a-cristobalite precipitate at T = 900 "C
and T = 1100 "C. It is obvious the precipitate grows much slower at T = 900 "C than that
at T = 1100 "C. This is caused by the much smaller diffusion rates of oxygen, lower
equilibrium concentration of oxygen, and higher concentration of self-interstitial at the
lower temperature. The lower diffusion rate and lower concentration of oxygen in the
matrix reduces the flux of oxygen to the precipitate and the high self-interstitial
concentration also decreases the driving force for oxygen precipitation and the precipitate
growth rate. If recalling the growth rate eq. (3.94), the growth rate dR / dt oc DMC~, so
the ratio of growth rate at T = 900 'C than that at T = 1100 "C is approximately equal to
[dR/ Idt]=,oo~c [Dmc'],r=oooc = 177 (3.117)
[dR / dt]r=900 [Dc ]T=9000C
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This value is about equal to the simulation results as shown in Figure 3.29. The possible
reason for the difference between analytic result (eq. (3.117)) and simulation results in
Figure 3.29 is because the eq. (3.94) is derived from a simple diffusion growth model
without considering the elasticity and effects of self-interstitial and vacancy.
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Figure 3.26 Evolution of contours
plane at T = 900 C.
1 +U
8E+06
6E+06
4E+06
2E+06
0,
of an a-cristobalite precipitate growing on the (010)
Figure 3.27 The concentration of self-interstitial along [10] direction (z=0) for an a-
cristobalite precipitate growing an on the (010) plane at T = 900 C.
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Figure 3.28 The radius of an a-cristobalite precipitate growing on the (010) plane at
annealing temperatures of 900 °C and 1100 °C as a function of time.
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Figure 3.29 The growth rate of an a-cristobalite precipitate growing on the (010) plane
at annealing temperatures of 900 "C and 1100 "C.
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Planes {001 } of an a-cristobalite precipitate have lower values of A and LS3 than on
growing on the {010} planes, so the precipitate growing on the {001 } plane may deform
less. Moreover, the value of Ls3 is just slightly larger than 1, so that both elastic and
interfacial energies are important in setting the shape of the precipitate.
Figures 3.30 and 3.31 show the morphological evolution of an a-cristobalite precipitate
growing on the (001) plane at T = 1100 *C. The precipitate evolves from circular to
square shapes. This shape is a direct result of the elastic energy. Figure 3.32 shows the
radial displacement of a-cristobalite precipitate with orientation (001) at T = 1100 *C.
Since both the precipitate and matrix phases have the tetragonal elastic properties and
four-fold symmetry, the displacement field mirrors this symmetry and drives the
precipitate to be square. In Table 3.4, LS3 = 2.947, the interfacial energy is almost at the
same order-of-magnitude of elastic energy and also makes important contribution to the
shape evolution. Therefore, the interfacial energy leads to smoothly curved facets and
corners of the precipitate as shown in Figures 3.30 and 3.31. However, as the precipitate
grows, the effective value of LS3 increases and the elastic energy gradually becomes
dominant, so that more pronounced facets may be obtained for large size precipitate.
This phenomenon has been observed in experiments and numerical simulation in Mg-Y
PSZ system [Wang, 1993]. The square shape obtained in this simulation is in good
agreement with some experimental observations of oxygen precipitate shown in Figures
3.33-3.35.
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Figure 3.30 The morphological evolution of an a-cristobalite precipitate growing on the
(001) plane at T = 1100 "C.
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Figure 3.31 Evolution of contours of an a-cristobalite precipitate growing on the (001)
plane at T = 1100 °C.
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Figure 3.32 The radial displacement field of an ac-cristobalite precipitate growing on the
(001) plane at T = 1100 °C.
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Figure 3.33 Two-beam bright field transmission electron microscopy (TEM) image of
an isolated polyhedron without dislocations in the sample annealed at 1100 "C for 16
hours after preannealing at 900 "C for 1 hour (Taken from [Sueoka, 1994]).
Figure 3.34 Weak-beam transmission electron microscopy (TEM) images of pyramidal
precipitates in a two step (750 "C, 16 hours + 1050 "C, 16 hours) annealed Si. The
bounding base plane is perpendicular to the electron beam direction (Taken from [Tsai,
1985]).
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Figure 3.35 Weak-beam and bright-field transmission electron microscopy (TEM)
images of a polyhedral precipitate with the electron beam direction along near a <110>
direction. (Taken from [Tsai, 1985]).
Figures 3.36 and 3.37 show the evolutions of the order parameter and oxygen
concentration along the center line (x=0) of the computational domain for an a-
cristobalite precipitate growing on the (001) plane at T = 1100 C. The growth rate
gradually decreases with increasing radius, and a region of depleted oxygen forms near
the interface because of diffusion-controlled growth. Figure 3.38 shows the profile of
self-interstitial concentration along the center line (x=0). The highest concentration is in
the vicinity of the interface because of the ejection of self-interstitial from the precipitate
to provide free volume for oxygen precipitate growth. This self-interstitial concentration
is slightly higher than that during growth of an ca-cristobalite precipitate growing on the
(010) plane at T = 1100 C. This difference possibly results from the aX-cristobalite
precipitate has higher growth rate on plane (001) because of the lower elastic energy.
The vacancy concentration in the matrix is also almost homogeneous as shown in Figure
3.39 due to the much higher diffusion rate of vacancy in silicon.
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Figure 3.36 The order parameter along [10] direction (y=O) for an a-cristobalite
precipitate growing on the (001) plane at T = 1100 *C.
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Figure 3.37 The concentration of oxygen along [10] direction (y=O) for an ca-cristobalite
precipitate growing on the (001) plane at T = 1100 "C.
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Figure 3.38 The concentration of self-interstitial along [10] direction (y=O) for an ca-
cristobalite precipitate growing on the (001) plane at T = 1100 °C.
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Figure 3.39 The concentration of vacancy along [10] direction (y=0) for an a-
cristobalite precipitate growing on the (001) plane at T = 1100 'C.
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a-Cristobalite precipitate growing on the (001) plane at T = 900 0C is plotted in Figure
3.40. The morphological evolution is similar to the results for T = 1100 C. The
precipitate shape deforms from a circle to a square. Figure 3.41 shows the self-interstitial
concentration along the center lines (x=0) of the computational domain. Due to the much
smaller diffusivity at T = 900 C, the concentration is higher than that at T = 1100 "C.
The radius and the growth rate of an a-cristobalite precipitate growing on the (001) plane
at T = 900 'C and 1100 C are plotted in Figures 3.42 and 3.43. It is obvious that the
precipitate grows at much high velocity at 1100 C than at 900 'C. Again, the lower
growth rate is a result of the lower diffusion rate and lower equilibrium concentration of
oxygen atoms in the silicon and higher concentration of self-interstitial at lower
temperature. The growth rates at 900 C and 1100 "C approximately satisfy eq. (3.117).
* . n
1
0
-1
-t= 1.726s
t = 3.456s
- t = 5.185s
- t= D.Y914S
t= 8.644s
0 1
x
Figure 3.40 Evolution of contours of an a-cristobalite precipitate growing on the (001)
plane at T = 900 "C.
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Figure 3.41 The concentration of self-interstitial along [10] direction (y=0) for an cc-
cristobalite precipitate growing on the (001) plane at T = 900 C.
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Figure 3.42 The radius of an a-cristobalite precipitate growing on the (001) plane at
annealing temperatures of 900 °C and 1100 'C as a function of time.
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Figure 3.43 The growth rate of an a-cristobalite precipitate growing on the (001) plane
at annealing temperatures of 900 "C and 1100 "C.
2. Amorphous precipitate
The properties used in the simulations of the growth of an amorphous oxygen precipitate
are listed in Tables 3.2 ad 3.3 and as indicated by the computation of A (eq. (3.102))
listed in Table 3.4, A of amorphous oxygen precipitate is essentially elastically isotropic.
Moreover, for an amorphous oxygen precipitate, LS3<< 1, indicating that the shape of
amorphous precipitate is determined predominantly by the interfacial energy and a
smoothly (unfaceted) morphology is expected.
The amorphous oxygen precipitate has tetragonal misfit, so it has different elastic
properties on different orientations. The value of LS3 in Table 3.4 is approximately 10
times larger on the (010) plane than it on the (001) plane, suggesting that the growth rate
and morphological evolution will be dramatically different on the (010) and (001) planes.
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The morphological evolution of an amorphous precipitate growing on the (010) plane at
T = 1100 C is shown in Figures 3.44 and 3.45. The precipitate deforms slightly from a
circle to an ellipse. LS3 of an amorphous precipitate growing on the (010) plane at T =
1100 C is equal to 0.82, but as the precipitate grows, the effective value of Ls 3 increases
and varies from less than 1 to larger than 1. The elastic energy gradually becomes more
important in determining the shape of the precipitate. Although the precipitate is
elastically isotropic, the misfit along [01] direction is 3 times larger than that in the [10]
direction. Moreover, the matrix is elastically cubic material, as shown by the
displacement field displayed in Figure 3.46. The elastic stress is higher in the [01]
direction, and decreases the growth rate in that orientation. The impact of anisotropic
elasticity and interfacial energy leads to an elliptically cylindrical precipitate as shown in
Figures 3.44 and 3.45.
The evolution of aspect ratio g (see eq. (3.115)) and the mean radius for an amorphous
precipitate growing on the (010) plane at T = 1100 C are shown in Figure 3.47. The
aspect ratio g is slightly larger than unity and the deformation evolves gradually, unlike
the a-cristobalite precipitate which has majority of deformation at the initial stage. The
possible reason is that as the radius of precipitate increases, Ls3 varies from less than 1 to
larger than 1. Neither interfacial energy nor elastic energy is dominant, but the elastic
energy gradually becomes preponderant, so the deformation gradually happens.
The order parameters of the growing amorphous precipitate are shown along the [10]
(z=0) and [01] (x=0) directions of the computational domain in Figures 3.48 and 3.49.
The velocity of the interface is larger in the [10] direction and in the [01] direction, which
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leads to the anisotropic ellipse shape. In addition, the velocity of the interface decreases
as the precipitate grows in each direction. The concentrations of oxygen and self-
interstitial along the [10] direction (z=0) are shown in Figures 3.50 and 3.51. Since the
precipitate grows by absorbing the oxygen atoms and ejecting self-interstitial, a depletion
region of oxygen is formed and high concentration of self-interstitial is produced near the
interface.
The morphological evolution of an amorphous precipitate growing on the (010) plane at
T = 900 0C is shown in Figure 3.52. Similar to the results for the T = 1100 0C annealing
temperature, the precipitate grows as an ellipse, but the aspect ratio is larger than that at
T = 1100 0C at the same mean radius since LS3 is larger at T = 900 C; this effect is
shown in Figure 3.53. The concentration of self-interstitial is plotted in Figure 3.54 and
much higher than that at T = 1100 0C again because of the much lower diffusivity of self-
interstitial at T = 900 *C. Figures 3.55 and 3.56 compare the radius and the growth rates
of amorphous precipitate on plane (010) at T = 900 "C with those at T = 1100 "C. It is
obvious that the lower temperature significantly decreases the growth rate because of the
lower diffusion rate and the equilibrium concentration of oxygen and higher
concentration of self-interstitial. The growth rate in Figure 3.56 approximately agrees
with the result of eq. (3.177).
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Figure 3.44 The morphological evolution of an amorphous precipitate growing on the
(010) plane at T = 1100 "C.
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Figure 3.45 Evolution of contours of an amorphous precipitate growing on the (010)
plane at T = 1100 °C.
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Figure 3.46 The radial displacement field of an amorphous precipitate growing on the
(010) plane at T = 1100 C.
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Figure 3.47 The mean radius and aspect ratio of an amorphous precipitate growing on
the (010) plane and T = 1100 'C as a function of time.
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Figure 3.48 The order parameter along [10] direction (z=0) for an amorphous precipitate
growing on the (010) plane at T = 1100 "C.
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Figure 3.49 The order parameter along [01] direction (x=O) for an amorphous precipitate
growing on the (010) plane at T = 1100 "C.
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Figure 3.50 The concentration of oxygen along [10] direction (z=0) for an amorphous
precipitate growing on the (010) plane at T = 1100 "C.
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Figure 3.51 The concentration of self-interstitial along [10] direction (z=0) for an
amorphous precipitate growing on the (010) plane at T = 1100 "C.
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Figure 3.52 Evolution of contours of an amorphous precipitate growing on the (010)
plane at T = 900 0C.
233
I I I I I I I ' I I I I I. I li , I I I I , I
i - i
1.4
1.3
1.2
1.1
1
1 1.5 2 2.5 3
R 
I
Figure 3.53 The aspect ratio of an amorphous precipitate growing on the (010) plane at
annealing temperatures of 900 'C and 1100 "C.
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Figure 3.54 The concentration of self-interstitial along [10] direction (z=0) for an
amorphous precipitate growing on the (010) plane at T = 900 C.
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Figure 3.55 The radius of an amorphous precipitate growing on the (010) plane at
annealing temperatures of 900 C and 1100 C as a function of time.
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Figure 3.56 The growth rate of an amorphous precipitate growing on the (010) plane at
annealing temperatures of 900 C and 1100 *C.
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Plane {001 } of an amorphous precipitate has even smaller LS3 than on the {010} plane as
listed in Table 3.4. The value of Ls3 is about 0.1 which is much less than 1. This means
that the interfacial energy is the dominant factor over the elastic energy to determine the
precipitate shape and a nearly circular shape is expected. The morphological evolution of
an amorphous precipitate growing on the (001) plane is shown in Figures 3.57 and 3.58.
Initially, a circular precipitate is embedded in the matrix. With time increasing, the
precipitate deforms slightly when the radius becomes larger. This is because as the
precipitate grows, the effective value of LS3 becomes large and elastic energy plays a
more important role in setting the shape of the precipitate. In addition, the precipitate is
elastically isotropic, but the matrix has cubic elastic property. As shown in Figure 3.59
of the radial-displacement, the displacement field displays the cubic property and four-
fold symmetry of the elasticity. Therefore, after long time growth, the precipitate
deforms a little from a circle to possess the symmetry of cubic elasticity, but the
interfacial energy is still dominant, so the precipitate still has a very smoothly curved and
nearly circular shape.
The profiles of order parameter, and concentrations of oxygen and self-interstitial along
the [10] (y=0) direction through the center of the amorphous precipitate are shown in
Figures 3.60-3.61. Similar results to the a-cristobalite precipitate growing on the both
(001) and (010) planes and the amorphous precipitates growing on the (010) plane are
obtained. As the precipitate grows, the velocity of the interface gradually decreases as
shown in Figure 3.60, and in Figure 3.61, the oxygen atoms is absorbed from the matrix
and forms a depletion region in the vicinity of the interface. A high concentration profile
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of self-interstitial near the interface is gotten as shown in Figure 3.62 because of the
ejection of the self-interstitial needed to provide the free volume for precipitate.
Amorphous precipitate growth on plane (001) and T = 900 'C is shown in Figure 3.63.
Similar morphological evolution to the results at T = 1100 °C is observed but with much
slower growth rate. The comparisons of the radius and the growth rate at T = 900 C and
T = 1100 "C are displayed in Figures 3.64 and 3.65. Similar to the results of other cases,
the growth is much slower at the lower temperature and the growth rate at T = 900 °C and
T = 1100 "C approximately satisfy eq. (3.117). The concentration of self-interstitial is
higher at lower temperature as shown in Figure 3.66 due to much low diffusion rate at the
lower temperature.
From the simulation results of the amorphous precipitates growing on the (010) and (001)
planes and at the annealing temperatures 900 'C and 1100 "C, the precipitate in silicon
matrix grows to be a highly smoothly curved and nearly circular shape such as ellipse and
squircle. Similar morphologies of oxygen precipitates in silicon have been observed
experimentally as shown in Figure 3.67-3.68 as well.
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Figure 3.57 The morphological evolution of an amorphous precipitate growing on the
(001) plane at T = 1100 "C.
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Figure 3.58 Evolution of contours of an amorphous precipitate growing on the (001)
plane at T = 1100 °C.
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Figure 3.59 The radial displacement field of an amorphous precipitate growing on the
(001) plane at T = 1100 "C.
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Figure 3.60 The order parameter along [10] direction (y=O) for an amorphous precipitate
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Figure 3.61 The concentration of oxygen along [10] direction (y=0O) for an amorphous
precipitate growing on the (001) plane at T = 1100 °C.
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Figure 3.62 The concentration of self-interstitial along [10] direction (y=O) for an
amorphous precipitate growing on the (001) plane at T = 1100 0C.
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Figure 3.63 Evolution of contours of an amorphous precipitate growing on the (001)
plane at T = 900 'C.
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Figure 3.64 The radius of an amorphous precipitate growing on the (001) plane at
annealing temperatures of 900 0C and 1100 "C as a function of time.
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Figure 3.65 The growth rate of an amorphous precipitate growing on the (001) plane at
annealing temperatures of 900 "C and 1100 "C.
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Figure 3.66 The self-interstitial concentration along [10] direction (y=0) for an
amorphous precipitate growing on the (001) plane at T = 900 C.
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Figure 3.67 High resolution transmission electron microscopy (HRTEM) direct lattice
images of a spherical amorphous oxygen precipitate (Taken from [Bergholz, 1994]).
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Figure 3.68 Two-beam bright field transmission electron microscopy (TEM) image of
oxide precipitates in samples preannealed at 900 °C for 4 hours, isolated polyhedron
without dislocations in the sample annealed at 1100 "C for 4 hours (Taken from [Sueoka,
1994]).
3. Growth rate
The growth of oxygen precipitate involves the incorporations of oxygen, vacancy, and
self-interstitial, but it is an oxygen diffusion controlled process [Vanhellemont, 1995;
Bulyarskii, 1999; Svetukhin, 2003] and the dynamics of the self-interstitial and vacancy
field have limited impact on the driving force of precipitation. In addition, the growth
rate of oxygen precipitates depends on many factors, including the morphological
structures of the precipitate, orientation, precipitate size, elastic properties, and
temperature.
Based on the data of time-dependent oxygen precipitate growth calculated before, the
radius and growth rate at T = 900 C are plotted in Figures 3.69-3.71. Figure 3.69 shows
the evolutions of the mean radii of the amorphous and a-cristobalite precipitates. The
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radius of the amorphous precipitate is larger than the a-cristobalite precipitate, and the
amorphous precipitate growing on the {001 } plane has the largest size among them. Due
to higher co is used in the calculation, the precipitate computed is approximately
equivalent to an oxygen precipitate growing with cm =- 11018 atoms/cm3 after 4 hours
annealing at 900 C according to eq. (3.95). The size of the precipitates calculated is
similar to the experimental observations [Sueoka, K., 1993; Wada, 1980]. The growth
rate of the oxygen precipitate is shown in Figures 3.70 and 3.71 as a function of time and
radius at T = 900 *C. It is clear the a-cristobalite precipitate growing on the (010) plane
has the highest growth rate at the same growth time. Since the dissolution of a-
cristobalite growing on the {010) plane at the beginning, its size is smaller than others.
If comparing the growth rate at same mean radius, the growth rate of a-cristobalite
growing on the {010} plane is similar to that of the amorphous precipitate. Moreover,
both the a-cristobalite precipitate on the {010} plane and the amorphous precipitate on
the {010} plane lead to highly anisotropic morphology such as disk-like shape and ellipse
with large aspect ratio. Therefore, at the low temperature, highly anisotropic shape with
larger aspect ratio probably is favorable for oxygen precipitate.
The radius and growth rate at T = 1100 "C are plotted in Figures 3.72-3.74. In Figure
3.72, similar results to that at T = 900 "C is obtained. The amorphous precipitate has
larger radius than a-cristobalite. The precipitate computed here is approximately
equivalent to an oxygen precipitate growing with cMf = 1 xl018 atoms/cm3 after 20
minutes annealing at 1100 °C according to eq. (3.95). The size computed from the phase-
field model in Figure 3.72 approximately agrees with the experimental results [Wada,
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1980; Vanhellemont, 1995]. In Figures 3.73 and 3.74, the growth rate of the oxygen
precipitate is plotted as a function of time and radius, respectively. At the initial stage,
the growth rate of the a-cristobalite growing on the {010} plane is higher than others,
however, after long time growing, the amorphous precipitate has larger growth rate than
the a-cristobalite precipitate. Moreover, the amorphous precipitates growing on the {001 }
and {010} planes have similar growth rate and also obtain similar precipitate size.
Therefore, the nearly circular shapes of amorphous precipitate on the {001 } and {010}
planes is the favorable shape at T = 1100 'C.
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Figure 3.69 The radius of oxygen precipitate as a function of time at T = 900 °C.
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Figure 3.70 The growth rate of oxygen precipitate as a function of time at T = 900 °C.
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Figure 3.71 The growth rate
900 "C.
of oxygen precipitate as a function of mean radius at T =
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Figure 3.72 The radius of oxygen precipitate as a function of time at T = 1100 "C.
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Figure 3.73 The growth rate of oxygen precipitate as a function of time at T = 1100 "C.
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Figure 3.74 The growth rate of oxygen precipitate as a function of mean radius at T =
1100 °C.
If recalling the experimental observation of the morphology of oxygen precipitate at
different temperatures, and comparing them with the simulation results, as shown in
Figure 3.75, there is a good agreement for morphological transition at different
temperatures. a-Cristobalite precipitate evolves to be a disk-like shape on the {010}
plane and a square shape on the {001 } plane. Amorphous precipitate evolves to be an
ellipse on the {010} plane and a slightly deformed circle on the {001} plane. The
simulation results reproduced the circular, polyhedral, highly deformed disk-like shapes
observed in the experiments. Moreover, at high temperature 1100 C, amorphous
precipitate has the largest growth rate, while at low temperature 900 °C, a-cristobalite
precipitate grows fastest. This qualitatively explained why at high temperature, only
spherical and polyhedral amorphous precipitates were observed in experiments and at
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low temperature, the amorphous precipitate and a-cristobalite precipitate with disk-like
shape were observed.
sphere
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Figure 3.75 Summary of the oxygen precipitate growth rate and morphology.
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3.4.4 Low-high anneal
During wafer annealing process, multiple steps with different temperatures is generally
used to control the density and spatial distribution of oxygen precipitation. In this work,
a two step annealing cycle is performed to demonstrate this effect on the growth of
oxygen precipitate. The low temperature anneal occurs at 900 C for 20000 time steps
(8.644s) and then the high temperature anneal occurs at 1100 °C for 4000 time steps
(1.585s), the reference temperature used in this calculation is 900 "C.
The diffusivities of oxygen, vacancy, and self-interstitial are increased by several order-
of-magnitude when temperature increases from 900 °C to 1100 C. This variation of
diffusion rate makes a big impact on the precipitate growth. ca-Cristobalite precipitate
growing on the (001) plane is taken as an example to demonstrate the effect of low-high
two step annealing cycle. The morphological evolution is shown in Figure 3.76. At first,
the precipitate grows and forms a squire at 900 C. Then increasing the temperature to
1100 cC, the growth rate of the precipitate comer is significantly larger than other part
because of the larger concentration gradient, and the precipitate forms a concave shape.
The larger concentration gradient also exists at lower temperature, but the diffusion
coefficient is very small, so this phenomenon is not obvious. Figure 3.77 plotted the
variation of the mean radius of the precipitate as a function of time. The change of the
radius at 1100 "C is much faster than that at 900 "C. At 1100 "C, the radius change in
2000 steps is about 5 times of that in 20000 steps at 900 °C.
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Figure 3.76 Evolution of contours of an a-cristobalite precipitate growing on the (001)
plane with low-high temperature anneal.
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Figure 3.77 The growth rate of an a-cristobalite precipitate growing on the (001) plane
with low-high temperature anneal.
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3.5 Summary
A phase-field model coupling CALPHAD thermodynamic assessment was developed to
simulate the growth of the oxygen precipitate in the CZ silicon. Comparing to the
traditional phase-field model, this model was modified to incorporate the effects of the
reactions on the compositions of oxygen, vacancy, and self-interstitial by adding the
source terms into Cahn-Hilliard equations.
An asymptotic analysis was performed to understand the phase-field model at the sharp
interface limit. In the bulk phase, the outer solutions of the phase-field model gave the
phase information and the solute diffusion-reaction equations in each phase. In the
interfacial region, the inner solutions of the phase-field model provided the unique
solution of order parameter continuously across the interface and recovered the Gibbs-
Thomson effect, common tangent rule, and mass balance equation at the interface. In a
sum, the phase-field model reproduced the essential physical principles of a precipitate
growth problem.
Through this model, a-cristobalite and amorphous oxygen precipitates were simulated at
different orientations and temperatures. a-Cristobalite precipitate evolves to be a disk-
like shape on the {010} plane and a square shape on the {001} plane. Amorphous
precipitate evolves to be an ellipse on the {010} plane and a slightly deformed circle on
the {001 } plane. These morphological results agree with the experimental observations
very well. In addition, the growth rate data of amorphous precipitate and a-cristobalite
precipitate at different temperature show that at high temperature 1100 C, amorphous
precipitate has the largest growth rate, while at low temperature 900 "C, a-cristobalite
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precipitate grows faster on the {010} plane. This qualitatively explained that different
polymorphs and shapes of the oxygen precipitate are observed experimentally at different
temperatures.
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Chapter 4
Conclusions
Czochralski (CZ) silicon is widely used as substrates in microelectronic device
fabrication. Oxygen precipitate is the most common defects in CZ silicon. Since the
development of intrinsic/internal gettering as a means of gathering metal impurities in
silicon and oxygen precipitate and some related defects can be the effective gettering
sites, it is crucial to understand the behaviors of oxygen precipitation in CZ silicon. This
thesis provided a quantitative and deeper understanding of oxygen precipitation including
the precipitate growth dynamics and morphological evolutions.
The approach to model the oxygen precipitation in this thesis is the phase-field method
based on diffuse-interface theory. Comparing with traditional sharp-interface model, the
most significant computational advantage of a phase-field model is that explicit tracking
of the interface is unnecessary, which significantly reduces the computational complexity.
A dynamically adaptive finite element method is developed to solve the phase-field
equations. The grid space dynamically coarsens away from the interface and refines in
the vicinity of the interface, and the mesh also can dynamically capture the change of the
solutions. Therefore, the adaptive technique greatly reduces the number of variables and
allows solution of phase field model in much larger domains and longer time.
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4.1 Conclusions
4.1.1 Phase-field model for two-component inhomogeneous system
A two-dimensional phase-field model for two-component inhomogeneous phase-
transformation system is built and solved by adaptive numerical method to simulate the
growth of an isolated precipitate with different interfacial and elastic properties.
Numerical results show that elastic energy, interfacial energy, the degree of interfacial
anisotropy, and the degree of elastic anisotropy have great influence on the shape and
growth rate of the precipitate. For an isolated precipitate growth without elasticity, the
interfacial property determines the morphology of the precipitate. The precipitate will be
a circle if the interface is isotropic, or the precipitate possesses the interfacial anisotropy
if the interface is anisotropic. If the elasticity is introduced into the system, the
equilibrium concentrations of both phases will vary to minimize the total energy of the
system. Elastic and interfacial characteristics determine the morphology of the
precipitate together. A dimensionless length scale Ls3 was defined to scale the relative
contributions of the interfacial energy and elastic energy. Simulation results show that
for large LS3 (Ls 3 > 5), the anisotropic elasticity plays a dominant role and precipitate
evolves to held the elastic anisotropy even if the interfacial anisotropy is very strong.
However, if LS3 -1 or elasticity is isotropic, then the strong anisotropy (4 2 0.05) of
the interface will be the dominant factor setting the precipitate shape.
The growth rate of the isolated precipitate follows the diffusion-controlled power law. A
generalized model R" - R" = kt is used to characterize the growth rate. In the absence of
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elasticity, n - 3 for the precipitate growth with an isotropic interface. If the elasticity
was introduced, n becomes larger and k becomes much smaller with increasing misfit.
The simulation results also show that the anisotropy of the interface does not affect the
precipitate growth rate.
Numerical results of coarsening of two precipitates verified that interfacial energy is the
driving force and smaller precipitate is dissolved to support the growth of larger
precipitate. Both elasticity and interfacial anisotropy may affect the coarsening rate. In
the model developed in this chapter, both elasticity and interfacial anisotropy enhance the
coarsening rate. The elasticity increases the equilibrium concentration of both phases,
and then develops a larger concentration gradient and leads to higher coarsening rate.
While the interfacial anisotropy simply decreases the inter-precipitate diffusion distance,
then results in the higher coarsening rate. For competitive growth of multiple precipitates,
it was found that a gap was developed between the precipitates because of the precipitate
screening, but this gap could be destroyed by increasing the interfacial energy and
introducing the elastic energy.
4.1.2 Phase-field model for silicon-oxygen system
Based on the framework of previous phase-field model and numerical method, another
phase-field model coupling CALPHAD thermodynamic assessment was developed to
simulate the growth of oxygen precipitate in the CZ silicon. This phase-field model was
asymptotically analyzed at the sharp interface limit and all essential physical principles of
a precipitate growth problem, such as common tangent rule, Gibbs-Thomson effect, mass
balance equation, solution diffusion equation, were recovered.
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a Cristobalite and amorphous oxygen precipitates were simulated at different orientations
and temperatures. Disk-like shape, square, ellipse, a slightly deformed sphere were
reproduced for oxygen precipitate and the results agree with the experimental
observations very well. In addition, the growth rates of amorphous precipitate and a
cristobalite precipitate at different temperature show that at high temperature 1100 °C,
amorphous precipitate has the largest growth rate, while at low temperature 900 'C, a
cristobalite precipitate growing on the {010} plane has the largest growth rate. This
qualitatively explained why different polymorphs and shapes of the oxygen precipitate
are observed experimentally at different temperatures.
4.2 Directions of future work
Oxygen precipitate shows different morphologies at different annealing temperatures.
Spherical, polyhedral, rod-like, and disk-like shapes were observed experimentally. In
this work, a cristobalite and amorphous precipitates were simulated and only spherical,
polyhedral, and disk-like shape precipitates were reproduced. For the rod-like precipitate,
two-dimensional simulation performed in this work cannot reproduce it because the rod
shape cannot be represented in two-dimensional space. Therefore, a three-dimensional
code has to be developed. However, for three-dimension problem, there is another
concern about the computational capability and memory capacity. The total variables for
oxygen precipitate problem will be about 6 million, although the whole equation set can
be divided into several sets like this work did to reduce the size of the problem, the
variables for each equation set will still be more than 1 million. Hence, parallel
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computation technique has to be used. The finite element library used in this work does
not support transforming solutions from an old mesh to a new one at each mesh update in
parallel, but adaptive mesh technique used in this thesis requires frequent mesh update.
Therefore, if this library is still used, then a self-defined code has to be incorporated into
the library to solve the solution transformation problem in parallel, otherwise, a new
approach has to be taken.
In the simulation of silicon-oxygen system, large time step At cannot be used because of
the limitation of the linear solver. From numerical experiments, it was found that
preconditioner of the linear solver has big impact on solving the phase-field equations. In
this work, "SOR" is used as the preconditioner and is the best choice among the available
preconditioners: "SSOR", "SOR", "Jacobi", and "Richardson" in the Dealii library
[Wolfgang Bangerth]. Therefore, if possible, a better preconditioner may help calculate
the phase-field model with large time step At.
The simulation shows that oxygen precipitates generate very high self-interstitial
concentration in the matrix phase. In the model developed here, the self-interstitial just
diffuses out to far field, but it may form three-dimensional stacking fault. Therefore, if
the model can incorporate another mechanism about the formation of stacking fault, it
could be more accurate to predict the behavior of self-interstitial. The possible way to do
this in phase-field model is to view stacking fault as another phase and introduce another
order parameter to denote it. The stacking fault phase and oxygen precipitate phase are
connected by the self-interstitial, so a new chemical free energy has to be developed to
represent their phase behaviors.
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Linear elasticity is used in this work. This assumes that the oxygen precipitate is
coherent with the silicon matrix. However, it is doubtful that the precipitate remains
coherent as it grows. As the size of precipitate increases, the elastic energy becomes
larger, which may cause the incoherent interface between the oxygen precipitate and
silicon matrix. If this is true, then the linear elasticity is not applicable and a new elastic
model has to be incorporated into the phase-field model.
In addition, it is assumed that the oxygen precipitate has the composition of
stoichiometric SiO 2 in the thesis. However, some investigators argued that the
precipitated phase is closer to SiO than to SiO 2 [Vanhellemont, 1995]. Therefore, a new
form of oxygen precipitate may need to be included in the phase-field model.
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