Weighting Scheme for a Pairwise Multi-label Classifier Based on the
  Fuzzy Confusion Matrix by Trajdos, Pawel & Kurzynski, Marek
ar
X
iv
:1
71
0.
09
71
0v
2 
 [c
s.L
G]
  3
 Fe
b 2
01
8
1
Pattern Recognition Letters
journal homepage: www.elsevier.com
Weighting Scheme for a Pairwise Multi-label Classifier Based on the Fuzzy
Confusion Matrix.
Pawel Trajdosa,∗∗, Marek Kurzynskia
aWroclaw University of Science and Technology, Department of Systems and Computer Networks
Wyb. Wyspianskiego 27, 50-370 Wroclaw, Poland
ABSTRACT
In this work, we addressed the issue of improving the classification quality of label pairwise
ensembles. Our goal is to improve the classification quality achieved by the ensemble via
modification of the base classifiers that constitute the ensemble. To achieve this goal, a
correction procedure that computes the measures of competence and cross-competence of a
single classifier is proposed. These measures are used to modify the prediction of a base
classifier. The measures are calculated using a dynamic confusion matrix. Additionally, we
provide a weighting scheme that promotes the base classifiers that are the most susceptible
to the correction based on the fuzzy confusion matrix. During the experimental study, the
proposed approach was compared to two reference methods. The comparison was made in
terms of eight different quality criteria. The result shows that the proposed method is able
to improve classification quality when compared to baseline methods.
c© 2018 Elsevier Ltd. All rights reserved.
1. Introduction
Under the traditional, supervised classification frame-
work, an object is assigned to only one class. However,
many real-world datasets contain objects that are assigned
to different categories at the same time. All of these con-
cepts constitute a full description of the object and the
omission of one of these tags induces a loss of informa-
tion. For example, an image may be described using such
tags as sea, beach and sunset. The classification process
in which such kind of data is involved is called multi-label
(ML) classification [1]. In the last 15 years, multi-label
learning has been employed in a wide range of practical
applications, including text classification [2], multimedia
classification [3] and bioinformatics [4], to name a few.
Multi-label classification algorithms can be broadly par-
titioned into two main groups i.e. dataset transformation
algorithms and algorithm adaptation approaches [1].
The method that belongs to the group of algorithm
adaptation approaches provides a generalisation of an ex-
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isting multi-class algorithm. The generalised algorithm
is able to solve the multi-label classification problem in
a direct way. Among the other methods, the most known
approaches from this group are: multi label Nearest Neigh-
bours algorithm [2], the ML Hoeffding trees [5], the struc-
tured output support vector machines [6] or deep-learning-
based algorithms [7].
On the other hand, methods from the former group de-
compose a multi-label problem into a set of single-label
classification tasks. During the inference phase, outputs
of the underlying single-label classifiers are combined in
order to create a multi-label prediction. An example of
this is the binary relevance (BR) approach that decom-
poses a multi-label classification task into a set of one-vs-
rest binary classification problems [8]. This approach as-
sumes that labels are conditionally independent, however
the assumption does not hold in most real-life recognition
problems and the BR framework is considered to be one of
the most widespread multi-label classification methods [9],
due to its excellent scalability and acceptable classification
quality.
An alternative technique of decomposing the multi-label
classification task into a set of binary classifiers, which
2is studied in depth throughout this article, is the label-
pairwise (LPW) scheme [10]. Under this framework, each
pair of labels is assigned with a one-vs-one binary classi-
fier. The outcome of the classifier is interpreted as an ex-
pression of pairwise preference in a label ranking [11]. In
contrast to the previously mentioned decomposition tech-
nique, the pairwise method considers the paired-inter-label
dependencies. Contrary to the BR approach, this kind
of decomposition produces a significantly larger number
of base classifiers that must be built. The transformed
datasets are, in general, less imbalanced than datasets pro-
duced using one-vs-rest transformation. What is more, the
resulting base classifiers tend to produce simpler models
than one-vs-rest classifiers [10].
This study is conducted with the aim of assessing the
results of the application of an information-theory-based
competence measure when improving the classification
quality obtained by label-pairwise multi-label classifiers.
Focus is especially put on investigating the impact of
the aforementioned quality criterion on a classifier that
is corrected using a procedure based on the fuzzy confu-
sion matrix (FCM) [12] and Random Reference classifier
(RRC) [13]. The procedure corrects predictions of the clas-
sifiers constituting the LPW ensemble. The outcome of
each of the LPW members is individually modified ac-
cording to the confusion pattern obtained during the val-
idation stage. The members are then combined using a
combination method driven by the information-theoretic
competence measure.
The concept of the fuzzy confusion matrix was first in-
troduced in research aimed at improving the classification
quality of systems that recognise hand gestures [14, 12].
In the above-mentioned research, the FCM-based system
was used because it possesses the ability to utilise soft
class-assignment. Its ability to improve the response of
base classifiers was also seen to be noteworthy. The fuzzy-
confusion matrix-based approach was also employed under
a multi-label classification framework [15]. Namely, it was
used to improve the quality of Binary Relevance classi-
fiers. Experiments confirmed the validity of its use, but
also showed sensitivity to the unbalanced class distribu-
tion in a binary problem. This study focuses on address-
ing this issue via the employment of the LPW technique,
which produces more balanced single-label problems than
the BR approach. This work is an extension another pa-
per that is yet to be published [16]. In the mentioned
paper, the application of imbalance reduction procedures
on the FCM-based LPW classifier is investigated. In this
work, on the other hand, the impact of employing the
information-theoretic measure of correction ability is in-
vestigated. What is more, in comparison to the previously
conducted research, the experimental design has changed
significantly in that feature selection and thresholding pro-
cedures are employed (For more details see Section 3).
During the prediction phase, a weight function based
on information theory is employed. The decision theoretic
measures have proven to be effective methods of assessing
the competence of a single-label classifier [17, 18]. The
main motivation was that the information-theoretic mea-
sures hold a few properties that make them very reliable
indicators of the competence of an FCM-corrected clas-
sifier. That is, these criteria assess mutual dependence
between random variables [17].
The main motivation of employing an information-
theory-based measure was that it allows us to determine if
the correction procedure will provide a valuable result. To
be more precise, the previously conducted research showed
that although the FCM model is able to correct a ran-
domly guessing classifier, the correction is most effective
when the underlying base classifier makes a systematic er-
ror [12]. The information-theoretic competence criterion
allows such a situation to be detected, and more weight to
be put on classifiers with higher correction ability.
This paper is organized as follows. Section 2 provides
the formal notation used throughout the article, and intro-
duces the FCM correction algorithm and its weighted ver-
sion. Section 3 contains a description of the experimental
setup. In section 4, the experimental results are presented
and discussed and section 5 concludes the paper.
2. Proposed method
2.1. Preliminaries
Under the Multi-label formalism, a d− dimensional ob-
ject ~x = [x1, x2, . . . , xd] ∈ X = Rd is assigned to a
set of labels indicated by a binary vector of length L:
~y = [y1, y2, . . . , yL] ∈ Y = {0, 1}L, where L denotes the
number of labels. Each element of the binary vector cor-
responds to a single label. In this study, a multi-label clas-
sifier ψ is built in a supervised learning procedure using
the training set SN containing N pairs of feature vectors
~x and corresponding label vectors ~y.
The proposed classification method follows the statisti-
cal classification framework. As a consequence, vectors ~x
and ~y are assumed to be realisations of random variables
~X and ~Y, respectively.
2.2. Pairwise Transformation
The label-pairwise (LPW) transformation builds the
multi-label classifier ψ, using an ensemble of binary clas-
sifiers Ψ and a single binary classifier is assigned to each
pair of labels:
Ψ = {ψm, m = 1, 2, ..., L(L− 1)/2}. (1)
During the training phase of a binary classifier ψm only
learning objects belonging to either the m1-th or m2-th
label are used. Examples that appear in both classes are
ignored. Instances assigned to other labels are also ignored
because they hold no information that can be used by the
binary classifier [11].
During the inference stage, a binary classifier ψm(~x),at
the continuous-valued output level, produces a 2-
dimensional vector of label supports
[
dm1m (~x), d
m2
m (~x)
]
∈
3[0, 1]2. Without loss of generality it is assumed that the
output vector is normalised, that is the label specific out-
puts sum up to one: dm1m (~x) + d
m2
m (~x) = 1. Label support
dm1m expresses the degree of confidence that the classifier
ψm(~x) gives to the hypothesis that m1 is a true class.
Higher support stands for better confidence.
The final decision of the LPW ensemble is obtained
by combining the continuous-valued outputs of the bi-
nary classifiers that constitute the ensemble. Thus, the
final support for the i-th label d(i) is calculated using the
weighted average of the soft outputs of adequate binary
classifiers dmkm (~x):
d(i)(~x) =
∑
m:mk=i
wm(~x)dmkm (~x)∑
m:mk=i
wm(~x)
, (2)
where wm(~x) is a weight calculated in a dynamic way for
the input vector ~x that is assigned to a pair-specific binary
classifier.
The final response of the multi-label classifier ψ(~x) is
the binary vector obtained as a result of the thresholding
procedure that is applied to the soft outputs, which are
calculated using formula (2):
ψ(~x) =
[
[[d(1)(~x) > θ1]], [[d
(2)(~x) > θ2]], . . . , [[d
(L)(~x) > θL]]
]
,
(3)
where θi i ∈ {1, 2, · · · , L} are label-specific thresholds that
can be set manually or determined using SCut or RCut
procedures [19].
2.3. Proposed Correction Method
The proposed correction method is based on an assess-
ment of the probability of classifying an object ~x to the
class hm ∈ {m1,m2} using the binary classifier ψm. The
proposed approach provides an extension of the Bayesian
model defined in the previous section. Namely, the above-
mentioned Bayesian model requires that the object de-
scription ~x and its true label sm ∈ {m1,m2} are real-
izations of random variables ~X and Sm, respectively. Our
method, on the other hand, assumes that the prediction
of the classifier ψm is made in a random way according to
the probabilities P (ψm(~x) = hm) = P (hm|~x) ∈ [0, 1] [20].
As a result the classification result hm is a realization of
the random variable Hm.
The extended Bayesian model allows the posterior prob-
ability P (sm|~x) of label sm to be defined as:
P (sm|~x) =
∑
hm∈{m1,m2}
P (hm|~x)P (sm|hm, ~x). (4)
where P (sm|hm, ~x) denotes the probability that an object
~x belongs to the class sm given that ψm(~x) = hm.
Unfortunately, assuming that the base classifier assigns
labels in a stochastic way is rather impractical, because
most real-life classifiers are deterministic. This issue was
dealt with by employing deterministic binary classifiers in
which their statistical properties were modelled using the
RRC procedure [13].
2.4. Confusion Matrix
During the inference process of the proposed approach,
the probability P (sm|hm, ~x) is estimated using a local,
fuzzy confusion matrix. An example of such a matrix
for a binary classification task is given in Table 1. The
rows of the matrix correspond to the ground-truth classes,
whereas the columns match the outcome of the classifier.
The confusion matrix becomes a soft/fuzzy one because
the decision regions of the random classifier are expressed
in terms of fuzzy set formalism [21]. Thus, the member-
ship function of a point is proportional to the probability
of assigning the point to a given class by the randomised
model of the classifier.
To provide an estimation of P (sm|hm, ~x) that depends
on the description of the instance ~x, a confusion matrix
that is built using the concept of the neighbourhood of
the instance is defined. The neighbourhood of the instance
is also defined using the fuzzy set formalism. The fuzzy
neighbourhood is employed in order to utilize all the points
included in the validation set.
The local fuzzy confusion matrix is estimated using a
validation set:
V =
{
(~x1, ~y1), (~x2, ~y2), . . . , (~xM , ~yM )
}
, (5)
where ~xk ∈ X and ~yk ∈ Y denotes the description of the
k−th instance and the corresponding vector that indicates
label assignment, respectively. On the basis of this set,
pairwise subsets of the validation set, the fuzzy decision
region of ψm and the neighbourhood of ~z were defined,
respectively:
Vmsm =
{
(~xk, ~yk, 1) : (~xk, ~yk) ∈ V ,
ykm1 + y
k
m2 = 1, y
k
sm = 1
}
, (6)
Dmhm =
{
(~xk, ~yk, µDm
hm
(~xk)) : (~xk, ~yk) ∈ V
}
, (7)
N (~z) =
{
( ~xk, ~yk, µN (~z)(
~x(k))) : (~xk, ~yk) ∈ V
}
, (8)
where each triplet (~xk, ~yk, ζ) defines the fuzzy membership
value ζ of instance (~xk, ~yk), and µDm
hm
(x) = P (RRC)(hm|~x)
indicates the fuzzy decision region of the stochastic classi-
fier. Additionally, µN (~z)(~x) denotes the fuzzy neighbour-
hood of the instance ~z. The membership function of the
neighbourhood was defined using the Gaussian potential
function:
µN (~x)(z) = exp(−βδ(~z, ~x)
2), (9)
where β ∈ R+ and δ(~z, ~x) is a distance function between
two vectors from the input space X .
The above-defined fuzzy sets are employed to approxi-
mate P (sm|hm, ~x): The following fuzzy sets are employed
to approximate entries of the local confusion matrix:
εˆmsm,hm(~z) =
|Vmsm ∩D
m
hm
∩ N (~z)|
|N (~z)|
(10)
where |.| is the cardinality of a fuzzy set [22]. Finally, the
approximation of P (sm|hm, ~x) is calculated as follows:
P (sm|hm, ~x) ≈
εˆmsm,hm(~z)∑
u∈{m1,m2}
εˆmu,hm(~z)
. (11)
4Table 1. The confusion matrix for a binary classification
problem.
estimated
hm = m1 hm = m2
true
sm = m1 ε
m
m1,m1
ε
m
m1,m2
sm = m2 ε
m
m2,m1
ε
m
m2,m2
2.5. Weighting Scheme
In this section, the weighting approach that is used dur-
ing the prediction phase to promote the base classifiers is
defined.
Considering the confusion matrix (Table 1), let us de-
fine the boundary distributions within the neighbourhood
of ~z ∈ X , of the true class and classifier response, respec-
tively:
fmsm(~z) =
∑
u∈{m1,m2}
εˆmsm,u(~z), (12)
gmhm(~z) =
∑
u∈{m1,m2}
εˆmu,hm(~z). (13)
These are used to compute the mutual information and
joint entropy of the above-mentioned random variables:
ICMm(~z) =
∑
u,v∈{m1,m2}
εˆmu,v(~z)
fmu (~z)g
m
v (~z)
log2
(
εˆmu,v(~z)
fmu (~z)g
m
v (~z)
)
,
(14)
HCMm(~z) =
∑
u,v∈{m1,m2}
εˆmu,v(~z) log2
(
εˆmu,v(~z)
)
. (15)
Finally, the classifier-specific weight is proportional to
normalised mutual information [23]:
wm(~z) =
(
ICMm(~z)
HCMm(~z)
)γ
, (16)
where γ ∈ (0, 1) is a factor which decides how uniform the
weight is. Thus, for γ equals to zero the weights are uni-
form. For values close to zero, only the classifiers that have
a low correction ability are assigned with a low weight.
The value of the γ coefficient is tuned individually for each
classifier during the experimental phase.
2.6. System Architecture
The detailed description of learning and inference phases
are provided in Figures 1 and 2, respectively.
3. Experimental Setup
The conducted experimental study provides an empiri-
cal evaluation of the classification quality of the proposed
method and compares it to reference methods. Namely,
our experiments were conducted using the following algo-
rithms:
1. An unmodified LPW classifier [11],
2. An LPW classifier corrected using a confusion matrix.
Fig. 1. Pseudocode of the learning procedure.
Input data:
SN - the initial-training set;
t ∈ (0, 1) -the split percentage;
BEGIN
Split SN randomly into T and V using t
as the ratio between
training and validation sets:
|T | = t|SN |
|V| = (1− t)|SN |
V, T ⊂ S, V ∩ T = ∅, T ∪ V = SN
Build the LPW ensemble:
Ψ = {ψm, m = 1, 2, ..., L(L− 1)/2} using T ;
For 1 ≤ m ≤ L(L− 1)/2 and hm ∈ {m1,m2}
build Dmhm according to (7);
For 1 ≤ m ≤ L(L− 1)/2 and sm ∈ {m1,m2}
Vmsm according to (6)
Save V, Dm,n
h
and Vmsm;
END
Fig. 2. Pseudocode of the classification procedure.
Input data:
V - the validation set;
Dmhm- decision regions:
Vmsm- subsets of validation sets:
~x - the testing point;
BEGIN
build N (~x);
For 1 ≤ m ≤ L(L− 1)/2:
calculate εˆmsm,hm (~x) according to (10)
calculate approximations of P (sm|hm, ~x)
according to (11);
calculate P (sm|~x) according to (11);
assign class-specific supports:
dm1m = P (sm = m1|~x),
dm2m = P (sm = m2|~x).
calculate weight wm(~x) according to (16)
Build final ranking according to (2)
Convert ranking into
response vector ψ(~x) using (3)
Return ψ(~x);
END
3. The LPW classifier corrected using FCM with fusion
performed using information theoretic weight.
In the following sections of the paper, the investigated al-
gorithms will be referred to using the above-said numbers.
The following base single-label classifiers were employed:
the J48 Tree classifier, which is a weka implementation
of C4.5 algorithm [24]; the Na¨ıve Bayes classifier [25]
combined with attribute selection using the CSF Subset
method [26]; the voted perceptron algorithm [27].
The thresholds responsible for computing the final pre-
diction vector (see equation (3)) were computed using the
SCut algorithm that was tailored to optimise the macro-
averaged F1 loss.
The β ∈ {1, 2, · · · , 10} and γ ∈ {2−7, 2−6, · · · , 2−1} co-
efficients were determined using grid search and internal
3-CV cross-validation.
Base classifiers implemented in WEKA framework [28]
were utilised. The classifier parameters were set to its de-
faults. All multi-label algorithms were implemented using
the MULAN framework [29].
The experiments were conducted using 33 multi-label
benchmark sets. The main characteristics of the datasets
are summarized in Table 2.
5The extraction of training and test datasets was con-
ducted using 10 fold cross-validation. The proportion of
the training set T was fixed at t = 0.6 of the original train-
ing set SN (see Fig. 1). Some of the employed sets needed
some preprocessing. Thus, multi-label multi-instance [30]
sets were used (No.:1,3,4,13,14,24,25), which were trans-
formed to single-instance multi-label datasets according to
the suggestion made by Zhou et al. [30]. Two of the used
datasets are synthetic ones (No. 27,28) and they were gen-
erated using the algorithm described in [31]. To reduce the
computational burden, only a subset of original Tmc2007
set was used.
Datasets were used from the sources abbreviated as fol-
lows:A –[32] M–[29]; W–[4]; X–[33]; Z–[30]; T–[31]; S–[34].
The algorithms were compared in terms of 8 different
quality criteria coming from three groups [35]: Ranking-
based; Instance-based (Hamming, Zero-One, F1); Label-
based. The last group contains the following measures:
Macro Averaged (False Discovery Rate (FDR, 1- Preci-
sion), False Negative Rate (FNR, 1-Recall), F1) and Micro
Averaged (F1).
Statistical evaluation of the results was performed using
the Wilcoxon signed-rank test [36, 37] and the family-wise
error rates were controlled using the Holm procedure [36,
38]. For all statistical tests, the significance level was set
to α = 0.05. Additionally, the Friedman [39] test was also
applied, followed by the Nemenyi post-hoc procedure [36].
To provide a more detailed look at the properties of the
proposed approach, the relations between the classifica-
tion quality obtained by the investigated algorithms and
the chosen dataset characteristics were also analysed. The
above-mentioned assessment allows determination of how
the investigated classifiers respond to changes in the vital
properties of datasets. In order to assess the relations in a
quantitative way, the Spearman correlation coefficient was
used [40]. The significance of the obtained correlations was
tested using two-tailed t-test [41]. As in the experiments
related to classification quality, the significance level was
also set to α = 0.05 and the Holm method was employed
to adjust p-values [36, 38].
4. Results and Discussion
This section shows the results obtained during the con-
ducted experimental study. The following subsections pro-
vide a detailed description of the outcome related to clas-
sification quality and the dependencies between results ob-
tained by investigated algorithms and the set characteris-
tics, respectively.
4.1. Classification quality
During our study, three different base classifiers were
studied for the pairwise ensemble. As can be seen in Fig-
ures 3, 4 and 5, ensembles built using different base classi-
fiers follow the same pattern. Thus, the relation between
the investigated multi-label classifiers is quite similar for
all base classifiers.
Table 2. Summarised properties of the datasets employed
in the experimental study. Sr denotes the source of the
dataset, No. is the ordinal number of a set, N is the number
of instances, d is the dimensionality of input space and L
denotes the number of labels. LC, LD, avIR and AVs are
label cardinality, label density, average imbalance ratio and
label scumble, respectively [35, 42].
Name SrNo. N d L CD LD avIR AVs
Azotobacter W 1 407 20 131.469 .113 2.225 .010
Birds M 2 645 260 191.014 .053 5.407 .033
Caenorhabditis W 3 2512 20 212.419 .115 2.347 .010
Drosophila W 4 2605 20 222.656 .121 1.744 .004
Eclipse-churn S 5 997 17 5 .264 .05328.916 .018
Eclipse-ent S 6 997 17 5 .264 .05328.916 .018
Emotions S 7 593 72 6 1.868 .311 1.478 .011
Enron M 8 17021001533.378 .06473.953 .303
Equinox-churn S 9 324 17 5 .423 .08541.050 .015
Equinox-ent S 10 324 17 5 .423 .08541.050 .015
Flags M 11 194 43 7 3.392 .485 2.255 .061
Genbase M 12 662 1186271.252 .04637.315 .029
Geobacter W 13 379 20 111.264 .115 2.750 .014
Haloarcula W 14 304 20 131.602 .123 2.419 .016
Human X 15 3106 440 141.185 .08515.289 .020
Lucene-churn S 16 691 17 5 .093 .019 .200 .000
Lucene-ent S 17 691 17 5 .093 .019 .200 .000
MimlImg Z 18 2000 135 5 1.236 .247 1.193 .001
Mylyn-churn S 19 1862 17 5 .236 .04721.011 .011
Mylyn-ent S 20 1862 17 5 .236 .04721.011 .011
Pde-churn S 21 1497 17 5 .186 .03711.454 .012
Pde-ent S 22 1497 17 5 .186 .03711.454 .012
Plant X 23 978 440 121.079 .090 6.690 .006
Pyrococcus W 24 425 20 182.136 .119 2.421 .015
Saccharomyces W 25 3509 20 272.275 .084 2.077 .005
Scene M 26 2407 294 6 1.074 .179 1.254 .000
SimpleHC T 27 3000 30 101.900 .190 1.138 .001
SimpleHS T 28 3000 30 102.307 .231 2.622 .050
Slashdot M 29 37821079221.181 .05417.693 .013
Stackex chemistry A 30 6961 540 151.010 .067 3.981 .024
Stackex chess A 31 1675 585 151.137 .076 4.744 .025
Tmc2007 M 32 2857 500 222.222 .10117.153 .195
Yeast M 33 2417 103 144.237 .303 7.197 .104
Due to the page limit in this paper, only the results
for the J48 classifier are investigated in a detailed way.
The results are shown in Tables 3 and 4. Full results are
presented online [43].
First of all, it is worth noting that the results reveal
that the methods based on FCM correction significantly
outperform the unmodified pairwise algorithms in terms
of any quality criterion except for Ranking loss.
What is more, the weighted algorithm outperforms the
unweighted FCM approach in terms of the macro aver-
aged F1 measure. This result indicates that the proposed
weighting scheme allows the FCM classifier to achieve a
better performance for rare labels. This phenomenon can
be explained by the fact that the weighting scheme as-
signs lower weights to the FCM classifiers that are biased
towards the majority class, since those classifiers cannot
be successfully corrected using the FCM approach. As a
consequence, the outcome for a given label is produced
using base classifiers that were built for more balanced
binary sub-problems. The reported property reduces the
tendency of the original FCM algorithm to increase the
bias towards the majority class [15] and allows the FCM-
based algorithms to be successfully employed in the task of
multi-label imbalance classification. This property is also
confirmed by the outcomes under macro-averaged FDR
and FNR. Thus, the average ranks show that there is al-
most no difference in terms of the FDR criterion (pre-
cision). On the other hand, the average ranks under the
FNR criterion suggest that the weighted approach is not so
biased towards the majority class as its unweighted coun-
terpart.
6Table 3. P-values for the Friedman test.
Loss pValue Loss pValue
Hamming .000048 Macro FDR .000005
Zero-One .000000 Macro FNR .000118
EX F1 .005553 Macro F1 .000384
Ranking .623300 Micro F1 .012779
What is more, the classification quality expressed using
the micro-averagedF1 criterion does not differ significantly
between the FCM and its weighted version. It demon-
strates that the increase of classification quality for rare
labels is not followed by an improvement of classification
quality for frequent labels.
The weighting procedure also causes no significant dif-
ference in classification quality under example-based F1
loss. Moreover, in the case of micro-averaged and example-
based F1 measures, the approaches based on the idea of the
fuzzy confusion matrix significantly outperform the base
label pairwise algorithm. On the other hand, no significant
improvement for frequent labels shows that the proposed
methods offer almost no improvement when the LPW en-
semble is built using label-balanced datasets. However, the
base binary classifiers are competent for those datasets.
Nonetheless, these competent classifiers tend to commit
systematic errors. As a result, the utilisation of the FCM-
based approach allows us to improve classification quality
when compared with uncorrected label pairwise ensemble
for frequent labels.
The proposed algorithm does not improve the un-
weighted one in terms of the zero-one quality criterion.
The lack of significant improvement under this criterion
shows that the proposed method does not achieve a signif-
icantly greater number of exact match results among the
investigated procedures. When combining these results
with the performance achieved under macro-averaged F1
loss, it can be concluded that the increase in the perfect
match ratio is a consequence of the improved classifica-
tion of rare labels. However, the increase in the perfect
match ratio is not followed by an improvement in terms of
zero-one loss.
The experiments show that assessed classifiers do not
differ in a significant way when we consider their ability to
produce label ranking instead of a simple binary response.
The results under the Hamming loss follow the gen-
eral trends under other loss functions in that the meth-
ods based on FCM outperform the base binary-relevance
approach. However, the weighting approach does not al-
low the classification quality to be increased under this
criterion.
4.2. Impact of dataset properties
In this section, we assess the relations between the clas-
sification quality obtained by a classifier employed on a
given multi-label dataset and the properties of this set.
At the beginning of the correlation analysis, it is worth
mentioning that the lack of a significant correlation be-
tween the multi-label dataset characteristics and the clas-
sification quality obtained by an algorithm, under specific
circumstances, can be interpreted as an advantage of the
Fig. 3. Base classifier – J48. Visualisation of the multi-
criteria Nemenyi post-hoc test for the investigated algo-
rithms. The black bars parallel to the criterion-specific axes
denote the critical difference for the Nemenyi tests.
Fig. 4. Base classifier – Naive Bayes. Radar plot.
classifier. The algorithm can be seen to be more elastic, as
it offers a possibility of being employed in order to solve
multi-label classification problems for data sets that sig-
nificantly differ in terms of characteristics. However, the
classifier can only be said to be elastic when it offers an
acceptable classification quality for a wide range of data
sets. Achieving a satisfactory quality is an important con-
dition, since it is easy to build a classifier that is both
completely independent of the set characteristics and that
also achieves a low classification quality.
In general, it can be observed in Table 5 that if label den-
sity (LD) increases, the classification quality also increases.
What is more, in most cases, correlations are significant.
This strong correlation is a result of the employment of la-
bel pairwise decomposition of the multi-label task. Thus,
when LD is high, the instances are better utilised during
training and validation phases. In other words, an in-
stance that is relevant to many categories simultaneously
more often becomes a member of a training or validation
set. As a consequence, the underlying binary classifiers
is built using a larger number of training instances. The
7Table 4. Wilcoxon test – p-values for paired comparisons of investigated algorithms. Algorithms are numbered according
to Section 3. The last row of the table presents the average ranks achieved over the test sets.
Hamming Zero-one Ranking Macro FDR
1 2 3 1 2 3 1 2 3 1 2 3
1 0.000 0.000 0.000 0.0005 1.000 1.000 0.000 0.000
2 0.361 0.148 1.000 0.536
Rnk 2.636 1.712 1.652 2.636 1.727 1.636 1.879 2.091 2.030 2.697 1.636 1.667
Macro F1 Micro F1 Example F1 Macro FNR
1 0.003 0.001 0.004 0.003 0.007 0.005 0.000 0.000
2 0.017 0.057 0.054 0.320
Rnk 2.545 1.848 1.606 2.394 1.924 1.682 2.455 1.864 1.682 1.424 2.364 2.212
Fig. 5. Base classifier – Voted Perceptron. Radar plot.
main exception to this rule is the Ranking loss criterion.
It can also be seen that the classification quality de-
creases when the imbalance ratio increases. However, this
fact is a widely known observation for machine learn-
ing [44], or particularly for under the multi-label classi-
fication framework [42]. Exceptions to this trend are the
results obtained in terms of ranking loss. However, no cor-
relations under this criterion can be considered significant.
Similarly, no consistent tendency for the average Scum-
ble measure can be observed.
5. Conclusion
During this study, the issue of eliminating the drawbacks
of the previously proposed correction algorithm based on
the fuzzy confusion matrix was successfully tackled. To
reach this goal, we proposed an information theoretic com-
petence measure that assesses if the base binary classifier
can take benefits from correction based on the FCMmodel.
During the experimental study, interesting results were
obtained such as the proposed approach is being able
to improve classification quality for rare labels (macro-
averaged F1 loss) and under zero-one loss. What is more,
the proposed weighting scheme does not achieve a signifi-
cantly lower quality in terms of any criterion. In addition,
the approach reduces the impact of changing set-specific
characteristics. As a consequence, the improved version of
the FCM-based algorithm is recommended for use instead
of the original one.
Since the obtained results are promising, we are willing
to continue the development of FCM-based algorithms.
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