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Abstract
Decomposing an exposure effect on an outcome into separate natural indirect effects
through multiple mediators requires strict assumptions, such as correctly postulating
the causal effects among the mediators, and no unmeasured confounding among the
mediators. In contrast, interventional indirect effects for multiple mediators can be
identified even when - as often - the mediators either have an unknown causal structure,
or share unmeasured common causes, or both. Existing estimation methods for inter-
ventional indirect effects require calculating each distinct indirect effect in turn. This
can quickly become unwieldy or unfeasible, especially when investigating indirect effect
measures that may be modified by observed baseline characteristics. In this article, we
introduce simplified estimation procedures for such heterogeneous interventional indi-
rect effects using interventional effect models. Interventional effect models are a class
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of marginal structural models that encode the interventional indirect effects as causal
model parameters, thus readily permitting effect modification by baseline covariates
using (statistical) interaction terms. The mediators and outcome can be continuous or
noncontinuous. We propose two estimation procedures: one using inverse weighting by
the counterfactual mediator density or mass functions, and another using Monte Carlo
integration. The former has the advantage of not requiring an outcome model, but is
susceptible to finite sample biases due to highly variable weights. The latter has the
advantage of consistent estimation under a correctly specified (parametric) outcome
model, but is susceptible to biases due to extrapolation. The estimators are illustrated
using publicly available data assessing whether the indirect effects of self-efficacy on
fatigue via self-reported post-traumatic stress disorder symptoms vary across different
levels of negative coping among health care workers during the COVID-19 outbreak.
1 Introduction
Mediation analysis is widely used to assess the effect of an exposure or treatment (A) on
an outcome (Y ) that is transmitted via an intermediate variable that lies on a causal path-
way from A to Y . A formal framework for mediation analysis has been developed using
counterfactual-based distribution-free definitions of natural direct and indirect effects (Robins
and Greenland, 1992; Pearl, 2001). These developments elucidate the ignorability assump-
tions needed to identify the natural (in)direct effects, and explicates decomposing the total
effect into a direct and an indirect effect regardless of the statistical model. Nonlinear models
for the mediator and the outcome may therefore be used in practice under this framework.
Notwithstanding these advances, natural (in)direct effects may be uninformative of real-life
interventions as it may be unfeasible to set multiple variables simultaneously to individual-
specific counterfactual values (Didelez et al., 2006; Petersen et al., 2006; Naimi et al., 2014),
and it is impossible to perform experiments in which the identification assumptions for nat-
ural (in)direct effects are guaranteed to be satisfied (Robins and Richardson, 2010).
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The problem lies in that natural (in)direct effects are defined in terms of so-called cross-
world counterfactuals (Robins and Richardson, 2010) involving composite, or nested, coun-
terfactuals for the mediator and outcome. Identification thus demands either specifying
Non-Parametric Structural Equations Model (Pearl, 2009) structures for all observed vari-
ables, or assuming independence of mediator and outcome counterfactuals under different
exposures; see Andrews and Didelez (2020) for a discussion of the latter assumption. In
particular, this “cross-world” independence assumption is violated when there are multiple
mediators with one mediator affecting another mediator so that the former is an exposure-
induced (also termed time-varying) confounder of the mediator-outcome relation for the
latter (Avin et al., 2005). Mediation analyses in most substantive applications involve mul-
tiple mediators, either because scientific interest is in investigating the effects transmitted
via multiple candidate or putative mediators, or because certain confounders affected by
exposure are concurrently perceived as competing mediators. Extensions of mediation anal-
ysis using natural effects to settings that involve multiple mediators are therefore restricted
to (fine-grained) decompositions that assume (i) the mediators to either be independent
(Lange et al., 2013; Taguri et al., 2018) or conform to a correctly postulated causal structure
(Vansteelandt and VanderWeele, 2012; Daniel et al., 2015; Steen et al., 2017; Albert et al.,
2019), and (ii) the mediators share no hidden (or unmeasured) common causes. But in most
realistic scenarios, the causal effects among the mediators and the hidden common causes of
the mediators are unknown, thus violating the assumptions needed for identification.
In contrast, interventional (in)direct effects, first introduced by Didelez et al. (2006) and
VanderWeele et al. (2014) for a single mediator, are not defined in terms of cross-world coun-
terfactuals. Unlike natural effects that are defined in terms of individual-level (deterministic)
interventions on the mediator, interventional effects consider population-level (stochastic)
interventions that set the value of the mediator to a random draw from its counterfactual
distribution. Interventional effects therefore remain meaningful even when the exposure can-
not be manipulated at the individual level. For example, Jackson and VanderWeele (2018)
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describe interventional (in)direct effects using race as the exposure and socioeconomic status
as the mediator, without having to define nested potential outcomes with respect to race
or the exposure effects of race. Vansteelandt and Daniel (2017) generalized the definition
of interventional effects to the multiple mediator setting, and demonstrated that the joint
indirect effect of an exposure on an outcome can be decomposed into separate indirect effects
via each distinct mediator, and an indirect effect via the mediators’ mutual dependence, re-
gardless of the underlying causal structure of the mediators. In particular, an interventional
indirect effect via a mediator is defined to capture the combined effect along all underlying
causal pathways leading from exposure (possibly via other mediators) to the mediator of
interest, then from the mediator directly to the outcome. Interventional (in)direct effects
for multiple mediators are well-defined and can be identified, and thus unbiasedly estimated,
even when the directions of the causal effects between the mediators are unknown, or the
mediators are manifestations of an underlying latent process, or the mediators share hidden
common causes. Recent discussions of interventional (in)direct effects have been carried
out for a single mediator (Moreno-Betancur and Carlin, 2018; Lok, 2019; Quynh Nguyen
et al., 2019), a longitudinal mediator (VanderWeele and Tchetgen Tchetgen, 2017), and
path-specific interpretations for multiple mediators (Lin and VanderWeele, 2017).
In this article, we consider heterogeneous interventional (in)direct effects for multiple me-
diators that can vary across different levels of the observed baseline characteristics. We build
on the framework of Vansteelandt and Daniel (2017) to develop interventional indirect effect
measures that may be modified by the baseline covariates. The mediators and outcome can
be continuous or noncontinuous. Existing estimation methods demand either deriving closed
form expressions of the estimators when the assumed mean models for the mediators and the
outcome are linear, or separately calculating each (in)direct effect in turn when the assumed
models are nonlinear. When estimating interventional indirect effects that may take on dif-
ferent values for different levels of the observed covariate(s), either the derivations become
complicated and prone to miscalculations, or the calculations have to be repeated for each
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unique covariate level in turn. Existing methods for inferring heterogeneous interventional
(in)direct effects can potentially be unwieldy or unfeasible in such settings. To address this
shortcoming, we propose using interventional effect models for straightforward and simulta-
neous modeling of the interventional (in)direct effects when there are multiple mediators.
Interventional effect models adopt the functional form of natural effect models for multiple
mediators (Lange et al., 2013; Steen et al., 2017), a class of marginal structural mean models
(Robins, 2000), that express the mean potential outcomes in terms of hypothetical exposure
levels for each mediator. Indirect and direct effects can be readily encoded as causal param-
eters that index these models, while allowing for effects to vary between different covariate
levels via interactions between the exposure levels and the covariates. Directly modeling the
interventional (in)direct effects of interest can therefore simplify estimation and inference.
We propose two estimation procedures for fitting interventional effect models for multiple
mediators: inverse weighting by the counterfactual mediator density or mass functions, or
Monte Carlo integration. The key advantage of the former is that no outcome model needs
to be (correctly) specified. However, this estimator can be susceptible to non-negligible fi-
nite sample biases due to highly variable weights. In contrast, the latter estimator has the
advantage of consistent estimation under a correctly assumed (parametric) model for the
outcome. But specifying an outcome model that is coherent with the posited effect model
can be difficult or impossible for nonlinear effect models due to noncollapsibility (Greenland
et al., 1999). This renders the latter estimator susceptible to biases due to extrapolation.
The remainder of this article is as follows. In Section 2 notation is introduced, and the
heterogeneous interventional (in)direct effects are defined following Vansteelandt and Daniel
(2017). The exact decomposition of the total effect into the direct effect and indirect effects
via each mediator is presented, and the existing estimation method is briefly reviewed. In
Section 3 interventional effect models are introduced, and the estimation procedures, using
either inverse weighting (by the counterfactual mediator density or mass functions), or Monte
Carlo integration, are described. In Section 4 the proposed methods are assessed via extensive
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simulation studies. In Section 5 the methods are utilized to assess the effect of self-efficacy
on fatigue that is possibly mediated by different post-traumatic stress disorder symptoms,
and whether the indirect effects vary across different levels of negative coping, among health
care workers in China during the COVID-19 outbreak (Hou et al., 2020). A brief discussion
is provided in Section 6.
2 Interventional effects
2.1 Notation for counterfactual mediators and potential outcomes
Consider the setting with an exposure A, multiple mediators M1, . . . ,Mt, and an outcome
Y . For s = 1, . . . , t, let Ms,a denote the (individual) counterfactual for Ms when A is set to
a. Let M˜s,a|L denote a random draw from the marginal counterfactual mediator distribution
that does not depend on any other mediators (given baseline covariates L) when exposure A
is set to a; i.e., M˜s,a|L ∼ F (Ms,a|L), where F (·) denotes a cumulative distribution function. It
is assumed that all such covariates L are themselves unaffected by exposure or any mediators;
otherwise they should be included among the set of mediators. For notational simplicity,
write M˜s,a|L as M˜s,a where the dependence on L is implied. Hence M˜s,a = Ms,a when the
covariates L are sufficiently rich so that F (Ms,a|L) is degenerate with support only at the
value of Ms,a; otherwise M˜s,a will differ from Ms,a.
Let Yam1···mt denote the potential outcome for Y if, possibly counter to fact, A is set to a,
and each mediator Ms is set to the value ms, s = 1, . . . , t. For example, the potential outcome
for Y if exposure A = a(0) and when Ms = M˜s,a(s) , s = 1, . . . , t, is thus Ya(0)M˜
1,a(1)
···M˜
t,a(t)
.
Let M˜a = (M˜1,a, . . . , M˜t,a) denote a random draw of the counterfactual mediators from their
joint distribution under exposure A = a (given L); i.e., M˜a ∼ F (M1,a, . . . ,Mt,a|L). Here and
throughout (counterfactual) mediators are written in bold if and only if referring to (values
from) their joint distribution. Note that both marginal and joint (counterfactual) mediator
distributions are conditional on the baseline covariates L, although we omit the dependence
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for notational convenience. Let Ya(0)M˜
a(1)
denote the potential outcome if exposure A is set
to a(0) and when the values of the mediators are jointly drawn from F (M1,a(1) , . . . ,Mt,a(1) |L).
2.2 Definition and decomposition of interventional effects
In this section, we define the interventional (in)direct effects and describe possible decom-
positions for a binary exposure A following Vansteelandt and Daniel (2017). The average
potential outcomes (hereafter termed “estimands”) among individuals with a fixed value of
the baseline covariates L = l are defined by:
E(Ya(0)M˜
a(1)
|L = l) =
∫
E(Ya(0)m1···mt |L = l) dF (M1,a(1) =m1, . . . ,Mt,a(1) =mt|L = l),
and
E(Ya(0)M˜
1,a(1)
···M˜
t,a(t)
|L = l) =
∫
E(Ya(0)m1···mt|L = l) dF (M1,a(1) =m1|L = l) · · · dF (Mt,a(t) =mt|L = l).
For notational simplicity, we henceforth write the conditional expectation as EL(·) = E(·|L).
Let g(·) denote a user-specified canonical link function. Define the total effect as g {EL (Y1M˜1)}−
g
{
EL
(
Y0M˜0
)}
, which can be decomposed into a direct effect and an indirect effect, respec-
tively:
DEL = g
{
EL(Y1M˜1)
}− g {EL(Y0M˜1)} , (1)
IEL = g
{
EL(Y0M˜1)
}− g {EL(Y0M˜0)} . (2)
The direct effect describes the difference between the (transformed) estimands under different
exposures, while holding the (joint) distribution of the (counterfactual) mediators fixed under
exposure A = 1, in the subgroup defined by the covariate(s) L. The indirect effect is the
difference between the (transformed) estimands when the (counterfactual) mediators’ (joint)
distribution is shifted from exposure to control, among individuals whose exposure levels
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are set to control in the subgroup defined by L. The (joint) indirect effect (2) can be
further decomposed into separate indirect effects via each mediator, and an indirect effect
via the mutual dependence of the mediators. Define the indirect effect via the s-th mediator
Ms, s = 1, . . . , t, as:
IELs = g
{
EL(Y0M˜1,1···M˜s−1,1M˜s,1M˜s+1,0···M˜t,0)
}
− g
{
EL(Y0M˜1,1···M˜s−1,1M˜s,0M˜s+1,0···M˜t,0)
}
. (3)
The exposure a(s) for the s-th mediator takes the value 1 in the first term, and the value 0
in the second term. This indirect effect is therefore the difference between the (transformed)
estimands when the s-th mediator’s (marginal) distribution is shifted from one exposure level
to another, while holding the distributions of all other mediators fixed among individuals
with covariate value L whose exposure levels are set to control. The mediators indexed
by Ms′ , s
′ = 1, . . . , s − 1, are drawn from their respective (marginal) distributions under
exposure A = 1, whereas the mediators indexed by Ms′′ , s
′′ = s+1, . . . , t are drawn from their
respective (marginal) distributions under control A = 0. Because the (possibly arbitrary)
mediator indices are used merely as labels and need not imply any assumed causal ordering,
a sensitivity analysis can be readily carried out by permuting the mediator indices and
assessing the indirect effects under each permutation. We conduct such a sensitivity analysis
in the applied example.
The total, direct and joint indirect effects are defined using potential outcomes where
the mediators are drawn from their joint (counterfactual) distribution, whereas the separate
indirect effects via each mediator are defined using potential outcomes where the mediators
are drawn from their respective marginal (counterfactual) distribution. This distinction leads
to the following difference between the joint indirect and the sum of the separate indirect
effects, where the latter equals:
t∑
s=1
IELs = g
{
EL(Y0M˜1,1···M˜t,1)
}
− g
{
EL(Y0M˜1,0···M˜t,0)
}
. (4)
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In general, the sum (4) need not equal the (joint) indirect effect (2). The difference is termed
the indirect effect via the mutual dependence of the mediators, and is defined as:
[
g
{
EL(Y0M˜1)
}− g {EL(Y0M˜0)}]− [g {EL(Y0M˜1,1···M˜t,1)}− g {EL(Y0M˜1,0···M˜t,0)}] . (5)
This indirect effect is an important component in the decomposition of the joint indirect ef-
fect: it describes the mediated effect of exposure on outcome when the relationships between
the mediators, and their subsequent effects on the outcome, differ for different exposure lev-
els, so that the indirect effect via the mediators cannot be considered separately through any
lone mediator. For example, under linear mean models for the mediators and the outcome,
this indirect effect is non-zero if (i) there is non-zero mediator-mediator interaction in the
outcome model; and (ii) the covariance of the mediators differs with exposure. Closed form
expressions of the interventional direct and indirect effects under (correctly) assumed linear
models for the mediators and the outcome when there are two mediators are provided in
Appendix A.
2.3 Identification of interventional effects
In general, the observed (baseline) covariates L used to define subgroups for the hetero-
geneous interventional effects may be confounders of the exposure-outcome, mediator(s)-
outcome, and exposure-mediator(s) relations. Again, we note that all confounders in L are
assumed to be unaffected by the exposure or any mediators, otherwise any exposure-induced
confounders should be listed as additional mediators. Identification of the interventional
effects defined above therefore requires the following assumptions (Vansteelandt and Daniel,
2017):
• the effect of exposure A on outcome Y is unconfounded conditional on L, i.e.,
Yam1···mt ⊥ A|L ∀ a,m1, . . . ,mt; (6)
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• the effect of all mediators M1, . . .Mt on outcome Y is unconfounded conditional on A
and L, i.e.,
Yam1···mt ⊥ (M1, . . . ,Mt)|(A = a, L) ∀ a,m1, . . . ,mt; (7)
• the effect of exposure A on all mediators is unconfounded, i.e.,
(M1,a, . . . ,Mt,a) ⊥ A|L ∀ a. (8)
2.4 Existing estimation methods
In this section, we briefly review existing estimation methods for interventional (in)direct
effects as described in Vansteelandt and Daniel (2017). Estimation requires specifying an
appropriate mean model for the outcome and a model for the mediators’ joint distribution.
The outcome mean model is conditional on the mediators M1, . . . ,Mt, exposure A and all
covariates L. The model for the mediators’ joint distribution is conditional on the exposure
A and all covariates L; the (implied) model for each mediator’s marginal distribution can be
obtained by (numerically) averaging over the distribution of the other mediators. For each
specific interventional (in)direct effect in turn, the (counterfactual) mediators are randomly
sampled from their distributions under the corresponding exposure levels. The potential
outcomes are predicted given the sampled mediator values using the fitted model. Monte
Carlo integration is carried out by making repeated stochastic draws of the mediators, then
averaging over the predicted potential outcomes across all mediator draws. However, to
estimate the aforementioned heterogeneous indirect effects, the potential outcomes would be
averaged only among the subset of individuals who share the same value of the observed
covariate(s) L. Repeating this calculation for each subgroup in turn can quickly become
unwieldy in practice, especially when there are more than two mediators or more than a few
unique covariate values, or both. Furthermore, it is unfeasible to carry out these calculations
when the covariates are continuous and only a few individuals are in a subgroup defined by the
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same covariate value(s). In the next section, we propose an approach to simplify estimation
of heterogeneous interventional effects.
3 Interventional effect models
3.1 Effect models
We now describe the interventional effect models that facilitate estimating the interventional
(in)direct effects proposed in this article. We adopt the same functional form as natural effect
models (Lange et al., 2012; Steen et al., 2017) that generalize marginal structural models
(Robins, 2000) to express the mean potential outcomes in terms of hypothetical exposure
levels for each mediator. The parameters in natural effect models describe differences between
the estimands that exactly encode the natural (in)direct effects. But unlike natural effect
models that focus on decomposing natural indirect effects, we will use interventional effect
models to parametrize the aforementioned interventional (in)direct effects so as to allow
simultaneous estimation.
For pedagogical purposes, we will consider the setting with two mediatorsM1 andM2, and
two covariates L1 and L2, and defer models for settings with more mediators and covariates
to the simulation studies and the applied example. An (interventional) effect model that
encodes (in)direct effects that are modified only by the covariate L1 is:
g {EL (Yam1m2)}
= µ0 +
{
θ1a
(1) + θ2a
(2) + θ1ca
(1)L1 + θ2ca
(2)L1
}
(1− J) + µ1L1 + µ2L2
+
{
µ0J + γ0a
(0) + γ0ca
(0)L1 + γ1a
(1)
1
(
a(1) = a(2)
)
+ γ1ca
(1)
1
(
a(1) = a(2)
)
L1
}
J. (9)
The indicator function 1 (B) takes value 1 when event B is true, or 0 otherwise. The
interactions between the mediators’ exposure levels and the covariate L1 allow for (in)direct
effects to vary across different values of L1. (The subscripts c in the coefficients θ1c, θ2c, γ0c, γ1c
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emphasize the interactions that encode the effect modification by the covariate of interest.)
The indicator J takes value 0 when the potential outcomes are defined using mediators
that are randomly drawn from their respective marginal (counterfactual) distributions, or
1 when drawn from their joint (counterfactual) distribution. When J = 0, the indirect
effect via M1 is encoded by (θ1 + θ1cL1) for some fixed value of L1. Similarly, the indirect
effect via M2 is encoded by (θ2 + θ2cL1) for some fixed value of L1. The indirect effect
measures are therefore modified by the covariates when the parameters θ1c or θ2c are non-
zero. The sum of the indirect effects via both mediators is readily obtained by summing the
parameters
∑2
s=1(θs + θscL1). The joint indirect effect is defined using potential outcomes
where the mediators are drawn from their joint (counterfactual) distribution under exposure
level A = a(1), hence restricting the exposure levels for both mediators to be the same when
J = 1, i.e., a(1) = a(2). The joint indirect effect is thus encoded by (γ1+γ1cL1) for some fixed
value of L1. The indirect effect via the mutual dependence of the mediators is the difference
between the joint indirect effect and sum of the separate indirect effects, and is thus encoded
by (γ1 + γ1cL1)−
∑2
s=1(θs + θscL1). There is no main effect for the exposure a
(0) alone when
J = 0 because the indirect effects defined in this paper are fixed at a(0) = 0. The direct effect
is encoded by the parameters (γ0 + γ0cL1) for some fixed value of L1 when J = 1. Lastly,
the total effect is the sum of the direct and joint indirect effects, which is simply the sum of
the parameters
(∑1
j=0 γj + γjc
)
. Because interventional effect models are conditional mean
models for the potential outcomes, main effects for both L1 and L2 are included in the effect
model to adjust for confounding, even when the association between L2 and the (potential)
outcome is not of primary interest (Vansteelandt et al., 2012). Interaction terms J ×L1 and
J × L2 may also be included in the effect model to allow the effect of each confounder on
the (potential) outcome to differ depending on whether the (counterfactual) mediators are
randomly drawn from either their respective marginal distributions (J = 0), or their joint
distribution (J = 1).
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3.2 Estimation via inverse weighting
Estimators of the interventional direct and indirect effects can be obtained by fitting the effect
model using weights that are (inversely) proportional to the counterfactual mediator density
or mass functions. For each individual, duplicated data is constructed using different levels
of the exposure a(0), a(1), a(2), under either marginal (J = 0) or joint (J = 1) distributions,
for the counterfactual mediators. The posited effect model is then fitted to the duplicated
data using weighted regression. The procedure is as follows:
A1. Fit a propensity score model for exposure conditional on all observed baseline con-
founders to the observed data. This is required to adjust for exposure-outcome and
exposure-mediator(s) confounding toward satisfying the identifying assumptions (6)
and (8). For example, a logistic regression model may be:
logit{Pr(A = 1|L)} = β0 + βlL.
Let pˆ = expit(βˆ0 + βˆlL) denote the (individual) predicted probability of receiving the
observed exposure based on the maximum likelihood estimates of the parameters βˆ0
and βˆl. Calculate the estimated weight for each individual as wˆ
a = A/pˆ+(1−A)/(1−pˆ).
A2. Within each observed exposure group A = a, fit a group-specific model for the joint
density or mass function of the (counterfactual) mediators, conditional on all ob-
served baseline confounders L, to the observed data. The confounders L are in-
cluded in the mediator models to adjust for mediator(s)-outcome confounding to-
ward satisfying the identifying assumption (7). Denote the resulting estimated den-
sity by fˆa(M |L), a = 0, 1. For example, suppose that M1 is a binary mediator
and M2 is a normally-distributed mediator. The joint density can be factorized as
fˆa(M |L) = fˆa(M2|M1, L)fˆa(M1|L). A logistic regression model for M1 among indi-
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viduals with exposure A = a may be:
logit{Pr(M1 = 1|A = a, L)} = αa10 + αa1lL,
where logit(x) = log(x)/ log(1− x) and the superscript a in the regression coefficients
denote their dependence on A = a. The implied estimated distribution is therefore
a Bernoulli distribution with probability of success Eˆ
a
(M1|L) = expit(αˆa10 + αˆa1lL),
where αˆa10 and αˆ
a
1l are the maximum likelihood estimates (MLE) of the parameters,
and expit(x) = exp(x)/{1 + exp(x)}. A linear regression model for M2, conditional on
M1 and L, among individuals with exposure A = a may be:
Ea(M2|M1, L) = αa20 + αa21M1 + αa2lL, Va(M2|M1, L) = (σa2)2 ,
where Ea(X|U) and Va(X|U) respectively denote the (conditional) expectation and
variance of a random variable X given U and treatment A = a. The implied estimated
distribution is therefore a Normal distribution with mean αˆa20 + αˆ
a
21M1 + αˆ
a
2lL and
(constant) variance (σˆa2)
2, where αˆa20, αˆ
a
21, αˆ
a
2l and (σˆ
a
2)
2 are the MLE of the parameters.
Let fˆa(Ms|L), a = 0, 1, denote the marginal density of each mediator Ms, s = 1, 2,
unconditional on all other mediators but given the baseline confounders L, as im-
plied by the mediators’ joint distribution fˆa(M |L). Continuing the above example,
it follows from the laws of total expectation and of total variance that M2 given L is
Normally distributed with mean αˆa20 + αˆ
a
21Eˆ
a
(M1|L) + αˆa2lL and (constant) variance
(σˆa2)
2 + (αˆa21)
2 Vˆ
a
(M1|L), where Vˆa(M1|L) = Eˆa(M1|L){1− Eˆa(M1|L)} for binary M1.
A3. Construct the duplicated data for each individual as shown in Table 1. In the first row,
set all the hypothetical exposure levels to 0; e.g., a(0) = a(1) = · · · = a(t) = 0. In each
row s = 2, . . . , t+1, set the hypothetical exposure levels as a(k) = 1 if k ∈ {1, . . . , s−1},
or a(k) = 0 otherwise. The difference between the estimands in rows s and s−1 therefore
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Table 1: Duplicated data for each individual with six rows when there are two mediators for
a binary exposure A, used to estimate the parameters in an (interventional) effect model.
The (counterfactual) mediators are randomly drawn from either their respective marginal
distributions (J = 0) or their joint distribution (J = 1). The observed covariates L (including
L) are omitted for simplicity.
a(0) a(1) a(2) J wˆmi (a
(1), . . . , a(t), J) Y
0 0 0 0 fˆ 0(M1|L)fˆ 0(M2|L) / fˆA(M |L) Y
0 1 0 0 fˆ 1(M1|L)fˆ 0(M2|L) / fˆA(M |L) Y
0 1 1 0 fˆ 1(M1|L)fˆ 1(M2|L) / fˆA(M |L) Y
A 1−A 1−A 1 fˆ 1−A(M |L) / fˆA(M |L) Y
A A A 1 1 Y
corresponds to the interventional indirect effect via the mediatorMs−1; e.g., the indirect
effect via M2 corresponds to the difference between the estimands in the third and
second rows. Similarly, the difference between the estimands in rows 1 and t + 1
corresponds to the sum of the interventional indirect effects via the distinct mediators.
In the last two rows, set the hypothetical exposure levels a(0) to the observed value A;
in the penultimate row set a(1) = a(2) = 1−A, and in the last row set a(1) = a(2) = A.
A4. For each row in the duplicated data, calculate the weight:
wˆi(a
(0), . . . , a(t), J) = 1
(
a(0) = A
)
wˆai wˆ
m
i (a
(1), . . . , a(t), J),
where wˆmi (a
(1), . . . , a(t), J) =

∏t
s=1 fˆ
a(s)(Ms|L)/fˆA(M |L), J = 0;
fˆa
(1)
(M |L)/fˆA(M |L), J = 1.
A5. Fit the effect model to the duplicated data in Table 1 with the (observed) outcomes
and computed weights from the previous step using weighted regression.
Nonparametric boostrap confidence intervals (Efron and Tibshirani, 1994) may be con-
structed by randomly resampling observations with replacement and repeating all the steps
for each bootstrap sample.
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In step A2, separate exposure group-specific mediator models may potentially be simpler
to specify (correctly) than models with interaction term(s) between the covariate(s) and
exposure. Furthermore, it allows for exposure effects on the (joint) mediators’ distributions
(including their residual variances), and not merely their means (as implied by interaction
terms in a single mediator model for both exposure groups). We emphasize that the factor-
ization of the mediators’ joint density is not predicated on any (correctly) assumed causal
ordering among the mediators; e.g., fˆa(M |L) = fˆa(M1|M2, L)fˆa(M2|L) may be used in-
stead. The proposed estimation procedure follows Lange et al. (2013), by fitting the effect
model to the observed outcomes using weighted regression techniques. However, inverse
weighting by the joint mediator density or mass functions (Hong, 2010; Lange et al., 2012;
Steen et al., 2017) may result in highly variable or volatile weights that induce estimators
with non-negligible finite sample bias under certain situations. In particular, when the medi-
ators are (strongly) associated with one another, given A and L, due to either causal effects
on each other or unobserved confounding, estimators of the separate indirect effects through
the mediators may be biased. We demonstrate the biases empirically in a simulation study.
3.3 Estimation via Monte Carlo integration
To avoid potential biases resulting from less stable or volatile weights, we propose a second
estimator that does not require inverse weighting. Instead, Monte Carlo draws of the coun-
terfactual mediators are made at different exposure levels in a duplicated dataset similar to
Table 1. A specified outcome model is used to predict potential outcomes given the coun-
terfactual mediators and observed confounders in the duplicated data. Estimators of the
interventional (in)direct effects are then obtained by fitting the posited effect model to the
duplicated data, using either ordinary least squares or maximum likelihood estimation. The
procedure is as follows:
B1. Within each observed exposure group A = a, fit a group-specific outcome model condi-
tional on all mediators and observed baseline confounders, e.g., E(Y |A = a,M1,M2, L),
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Table 2: Duplicated data for each individual with six rows when there are two mediators for
a binary exposure A, used to estimate the parameters in an (interventional) effect model.
The (counterfactual) mediators are randomly drawn from either their respective marginal
distributions (J = 0) or their joint distribution (J = 1). The asterisk denotes a stochastically
imputed counterfactual mediator. The observed covariates L (including L) are omitted for
simplicity.
a(0) a(1) a(2) J M˜1,a(1) M˜2,a(2) h
a(0)(m1=M1,a(1) ,m2=M2,a(2) , L)
0 0 0 0 M∗1,0 M
∗
2,0 hˆ
0(m1=M
∗
1,0,m2=M
∗
2,0, L)
0 1 0 0 M∗1,1 M
∗
2,0 hˆ
0(m1=M
∗
1,1,m2=M
∗
2,0, L)
0 1 1 0 M∗1,1 M
∗
2,1 hˆ
0(m1=M
∗
1,1,m2=M
∗
2,1, L)
1−A A A 1 M = (M1,M2) hˆ1−A(m1=M1,m2=M2, L)
A A A 1 M = (M1,M2) Y
to the observed data. Each separate outcome model can be expressed as a function
of its inputs, e.g., E(Y |A = a,M1 = m1,M2 = m2, L) = ha(m1,m2, L), where ha(·)
is a user-specified function with the superscript a denoting its dependence on A = a.
Denote the estimated functions by hˆa(m1,m2, L), a = 0, 1. For example, a logistic
regression model for a binary outcome among individuals with exposure A = a is:
logit{Pr(Y = 1|A = a,M1,M2, L)} = βa0 + βa1M1 + βa2M2 + βa1lM1L+ βa2lM2L+ βal L.
B2. Following step A2, within each observed exposure group A = a, fit a group-specific
model for the marginal density of each mediator Ms, s = 1, 2, conditional on all baseline
confounders L, to the observed data. Denote the resulting estimated distribution by
Fˆ a(Ms|L).
B3. Construct the duplicated data for each individual as shown in Table 2, which differs
from Table 1 only in the last two rows. In the last two rows of Table 2, set the
hypothetical exposure levels a(1) and a(2) to the observed value A; in the penultimate
row set a(0) = 1− A, and in the last row set a(0) = A.
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B4. For each row s = 1, . . . , t+ 1 where J = 0, randomly sample the counterfactual media-
tor values (denoted by asterisks in the superscripts) from their respective (estimated)
marginal distributions Fˆ a
(s)
(Ms|L).
B5. Using the separate fitted outcome models for A = 1 and A = 0, impute the expected
potential outcomes in each row as predictions hˆa
(0)
(m1 = M˜1,a(1) ,m2 = M˜2,a(2) , L),
depending on whether a(0) = 0 or a(0) = 1. In the last row where a(0) = A and J = 1,
set the potential outcome to its observed value.
B6. Fit the effect model to the duplicated data for the observed sample.
Nonparametric boostrap confidence intervals may be constructed by randomly resampling
observations with replacement and repeating all the steps for each bootstrap sample.
No (propensity score) model for the exposure (given the observed confounders L) is
required, even when exposure is non-randomly assigned, because including the observed
confounders L in the outcome and mediator models suffices to adjust for exposure-outcome
and exposure-mediator(s) confounding toward satisfying the identifying assumptions (6) and
(8). In step B1, separate exposure group-specific outcome mean models are recommended
for the same reason as separate exposure group-specific mediator models in step A2. The
models can potentially be simpler to specify (correctly) than a single model that includes
covariate-exposure and (possibly numerous) exposure-mediator(s) interaction effect(s) on
the observed outcome. Assuming that the residuals from the mediator models fitted to the
observed data in step B2 are independent of all variables, an alternative to random draws
of the mediators from specified parametric distributions in step B4 is to resample (with
replacement) the residuals, then attach them to the predicted (counterfactual) mediators.
Because our interest is only in the expected potential outcome in each row, steps B4 and
B5 may be repeated e.g., 100 times, to average over the (counterfactual) distributions of the
mediators using Monte Carlo integration. In each row of the duplicated data, the averaged
(predicted) potential outcomes over all Monte Carlo draws can then be employed as the
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imputed potential outcome for that individual.
The proposed imputation-based procedure follows the estimation strategy of Vanstee-
landt et al. (2012) for a single mediator. It is similar to the imputation-based strategies for
G-computation (Snowden et al., 2011), and shares their virtues and limitations (Vansteelandt
and Keiding, 2011). However, its simplicity may belie the same difficulty facing multiple im-
putation estimators for missing data analyses: specifying a model for the outcome that is
“congenial” (Meng, 1994), or “coherent,” with the effect model of interest. An assumed
outcome model that is uncongenial with the posited effect model may result in extrapolation
bias. In principle, uncongeniality can be avoided by using saturated outcome models; but in
practice, it may be unfeasible to fit such models to the observed data when there are con-
tinuous covariates or mediators. When the effect model is linear, i.e., g(·) being the identity
link, an outcome model that reflects the structure of the effect model may be obtained by
e.g., considering only the submodel where J = 0, replacing a(s) with Ms, s = 1, . . . , t, then
adding mediator-mediator(-covariate) interaction terms, such as M1×M2 and M1×M2×L,
as well as an exposure A and covariate-exposure interaction(s) A×L. We provide an exam-
ple in the illustration. But specifying an outcome model with the correct structure as the
posited effect model can be difficult when the latter is nonlinear due to noncollapsibility;
see e.g., VanderWeele and Vansteelandt (2010) and Tchetgen Tchetgen (2014) when using
logistic regression for binary outcomes. Consistent estimation is predicated on the outcome
model ha(m1, . . . ,mt, L) being well-defined for all possible values of a,m1, . . . ,mt, L, and
converging in probability to E(Yam1···mt|L). Notwithstanding the concerns about unconge-
niality between the effect model and the outcome model, when the latter is sufficiently rich
to correctly impute the potential outcomes, then even if the former is misspecified and thus
uncongenial with the latter, the parameters that index the effect model may be viewed as
(simplified) summaries of the indirect effects.
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4 Simulation studies
Three simulation studies across different settings were conducted to empirically assess the
operating characteristics of the proposed estimators using either inverse weighting or Monte
Carlo integration. Details of the procedures and results of these simulation studies are
deferred to Appendix B. To provide an overview, in study 1, we compared the empirical
biases of the estimators when the causal ordering of the mediators was incorrectly assumed.
In study 2, we compared the empirical biases, and coverage of the confidence intervals, of
the estimators when the indirect effects via each mediator were modified by a covariate. In
study 3, we compared the biases from misspecifying an outcome model when using the Monte
Carlo procedure to estimate the indirect effect via the mediators’ mutual dependence that
was modified by a covariate. In all three studies we considered settings with two (normally-
distributed) mediators, where one may have been affected by the other, and with an outcome
that was binary in studies 1 and 3, and normally-distributed in study 2.
The results of the simulation studies showed that estimators of the indirect effects using
the proposed imputation-based Monte Carlo procedure were empirically unbiased, and the
confidence intervals approximately attained the nominal coverage, when the outcome model
was correctly specified. Estimators using the inverse weighting procedure were empirically
unbiased, even when the assumed direction of the causal effect between the mediators was
incorrect, but only when there were no or weak exposure effects on the mediators so that the
weights were most stable. However, in most of the considered settings, the inverse weighting-
based estimators of the indirect effects were biased, and the coverage of the confidence
intervals were (far) below their nominal levels, when the exposure effects on the mediators
were stronger and the weights were less stable.
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5 Application
5.1 Data and variables
The proposed estimation procedures were illustrated by reanalyzing a publicly available data
set1 from an observational study exploring the association between self-efficacy and fatigue
among n = 527 health care workers during the COVID-19 outbreak (Hou et al., 2020).
The data was collected between March 13 and 20, 2020, from a cross-sectional survey of
workers in Anqing City, Anhui Province, China, which borders Hubei province, the epi-
center of the COVID-19 outbreak. Frontline health care workers experience the recurring
strains and grief of treating patients during the pandemic which severely affects their mental
health (Noguchi, 2020). Hou et al. investigated whether the effect of self-efficacy on fatigue
among these workers could be mediated by their self-reported post-traumatic stress disorder
(PTSD) symptoms. We describe the variables merely for illustrating the proposed interven-
tional (in)direct effects and estimation procedures in this article. Readers interested in the
study details and substantive justification of the self-reported PTSD symptoms as a (set
of) mediator(s) lying on the causal path between the exposure self-efficacy and the outcome
fatigue are referred to Hou et al.. Self-efficacy (exposure A) was measured by 10 items each
scored on a 4-point Likert scale from 1 (not true at all) to 4 (exactly true). Fatigue (out-
come Y ) was measured by 14 dichotomous items, each indicating the presence of a symptom
of physical or mental fatigue (1 if having the symptom, 0 if no symptom reported). The
PTSD symptoms were measured by 17 items, each rated on a 5-point Likert scale from 1
(not severe at all) to 5 (extremely severe). The items could be classified into three subscales
(re-experiencing, avoidance and hyperarousal), although Hou et al. defined a single mediator
using the sum scores for all 17 items. Hou et al. further assessed whether indirect effects
varied across different levels of negative coping, which was measured by 8 items each rated
on a 4-point Likert scale from 0 (never used) to 3 (often used).
1https://www.openicpsr.org/openicpsr/project/119156/version/V1/view
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For the purposes of illustration, we dichotomized the sum score for self-efficacy at the
empirical median so that A = 1 if self-efficacy was above the sample median, or 0 otherwise.
Following the recommendation by Hou et al., we dichotomized the sum score for fatigue so
that individuals were deemed to be fatigued (Y = 1) if they reported having at least seven
symptoms, or not fatigued (Y = 0) if they reported fewer than seven symptoms. In this
paper, we considered each PTSD subscale as a separate mediator that was measured (without
error) by their respective sum scores. The three (continuous) mediators were therefore re-
experiencing (M1; 5 items), avoidance (M2; 7 items) and hyperarousal (M3; 5 items). We
defined the sum score of the 8 items measuring negative coping as the covariate L1 that
potentially modified the (in)direct effects, with higher scores indicating greater tendency to
use negative coping. To ease interpretation of the indirect effects, we standardized the sum
scores so that the sample mean and standard deviation of negative coping were zero and one
respectively. The remaining observed covariates were age, gender, marital status, education
level, working experience (in years) and job rank seniority; we denoted these variables, as
well as negative coping, jointly by L. For the sole purposes of illustration, we assumed the
(possible) confounders L to be unaffected by exposure, mediators or outcome, and that they
were sufficient for the identification assumptions (6)–(8) to hold.
5.2 Analysis without effect modification
We first posited the following effect model for the interventional direct and indirect effects
without any effect modification by the covariates.
logit {EL (Yam1m2m3)}
= µ0 +
(
3∑
s=1
θsa
(s)
)
(1− J) + {µ0J + γ0a(0) + γ1a(1)1 (a(1) = a(2) = a(3))} J
+ µageage + µgengender + µmarmarital status + µedueducation level
+ µworworking experience + µsenrank seniority + µnegnegative coping. (10)
22
The interventional indirect effects via each mediator Ms, s = 1, 2, 3 were encoded by θs. The
joint indirect effect was encoded by γ1, and the indirect effect via the mediators’ mutual
dependence was encoded by γ1−
∑3
s=1 θs. The direct effect was encoded by γ0. Because the
exposure was not randomly assigned, we assumed the following propensity score model with
main effects for all covariates in L for the inverse weighting procedure.
logit {Pr(A = 1|L)}
= ν0 + νageage + νgengender + νmarmarital status + νedueducation level
+ νworworking experience + νjobrank seniority + νnegnegative coping.
The joint mediator distribution was factorized as fa(M |L) = fa(M1|L)fa(M2|M1, L)fa(M3|M1,M2, L).
We assumed all three mediators to be normally distributed, and fitted to the observed data
the following linear regression models for the mediators within each exposure group A = a:
E(Ms|A = a, L)
= αas0 + α
a
s,ageage + α
a
s,gengender + α
a
s,marmarital status + α
a
s,edueducation level
+ αas,worworking experience + α
a
s,jobrank seniority + α
a
s,negnegative coping, s = 1;
E(Ms|A = a,M1, . . . ,Ms−1, L)
= ηas0 +
s−1∑
k=1
ηas,kMk +
s−1∑
k,l=1:k>l
ηas,k,lMkMl
+ ηas,ageage + η
a
s,gengender + η
a
s,marmarital status + η
a
s,edueducation level
+ ηas,worworking experience + η
a
s,jobrank seniority + η
a
s,negnegative coping, s = 2, 3.
Constant error variances were assumed in each mediator model. The Monte Carlo estimation
procedure required further assuming the following logistic regression outcome model that was
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fitted within each exposure group A = a:
logit{Pr(Y = 1|A = a,M1,M2,M3, L)}
= βa0 +
3∑
s=1
βasMs +
3∑
s,k=1:s>k
βas,kMsMk
+ βaageage + β
a
gengender + β
a
marmarital status + β
a
edueducation level
+ βaworworking experience + β
a
jobrank seniority + β
a
negnegative coping.
Mediator-mediator interaction terms were included in the mediator and outcome models to
allow for a non-zero indirect effect via the mutual dependence of the mediators. We carried
out both inverse weighting and Monte Carlo estimation procedures. The resulting weights
using the former procedure were relatively unstable as shown in Figure 1.
Nonparametric bias-corrected and accelerated bootstrap 95% confidence intervals (DiCi-
ccio and Efron, 1996) were constructed by applying the bca function (Kropko and Harden,
2020) to n bootstrap samples that randomly resampled n observations with replacement
and repeated the estimation procedures for each bootstrap sample. Because the estimated
interventional (in)direct effects using the inverse weighting procedure differed from those
using the Monte Carlo procedure, and the weights appeared to be highly variable, we only
presented the 95% confidence intervals (CIs) for the Monte Carlo procedure in Table 3. The
estimated interventional indirect effects of self-efficacy on fatigue that were mediated through
each of the subscales for the self-reported PTSD symptoms (θs, s = 1, 2, 3) suggested that
shifting the (counterfactual) distribution of each subscale from those with self-efficacy levels
above the empirical median to those with levels below the median resulted in lower fatigue on
average, while holding the distributions of the other subscales fixed and setting self-efficacy
to below the empirical median. In particular, the effect mediated through the hyperarousal
subscale (θ3) was statistically significant at 5%. There was insufficient evidence to suggest
that the subscales’ mutual dependence on each other mediated the effect of self-efficacy on
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Figure 1: Weights used in the inverse weighting procedure to estimate the interventional
(in)direct effects in the applied example. No mediator-covariate interaction terms were
assumed in the mediator and outcome models. The row numbers index the duplicated data
used to fit the interventional effect model. The weights were log-transformed (base 10). For
each row, only the non-zero weights were plotted.
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fatigue, with the 95% CI including zero. The interventional direct effect of self-efficacy on
fatigue that was unmediated through the measured PTSD symptoms (γ0) had the largest
magnitude among the estimated (in)direct effects, and was statistically significant at 5%.
The interventional indirect effects via each mediator as defined in this article can differ
depending on the (arbitrary) indices used merely to label the mediators, because the other
mediators are fixed at different hypothetical treatments levels. Nonetheless, the conceptual
interpretations of the interventional indirect effect via each mediator are invariant to the
choice of labels. We carried out a sensitivity analysis, by considering each of the 3! = 6
possible permutations of the three mediators in turn, and calculated the indirect effects (and
the 95% CIs) for each permutation using the Monte Carlo procedure. The minimum and
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Table 3: Estimates and 95% bootstrap (percentile) confidence intervals (“CI”) for the inter-
ventional (in)direct effects, as encoded by the parameters in (10), for the applied example.
The estimates were obtained using either the inverse weighting (“IW”) procedure, or the
imputation-based Monte Carlo (“MC”) procedure. The CIs were calculated for the MC esti-
mator. No mediator-covariate interaction terms were assumed in the mediator and outcome
models. All results were rounded to two decimal places.
Effect Parameter IW MC 95% CI
Indirect via re-experiencing θ1 0.05 -0.02 -0.21 0.16
Indirect via avoidance θ2 -0.53 -0.22 -0.52 0.04
Indirect via hyperarousal θ3 0.00 -0.29 -0.53 -0.06
Indirect via mutual dependence of all mediators γ1 −
∑3
s=1 θs -0.31 -0.04 -0.28 0.13
Direct γ0 -0.56 -0.76 -1.20 -0.40
Table 4: Interventional indirect effect estimates and 95% bootstrap (percentile) confidence
intervals (“CI”) using the Monte Carlo procedure for the applied example. The minimum
(“min.”) and maximum (“max.”) estimates, and 95% CI lower and upper bounds, across all
3! = 6 possible permutations of the mediator indices are presented. No mediator-covariate
interaction terms were assumed in the mediator and outcome models. All results were
rounded to two decimal places.
Estimate 95% CI (lower) 95% CI (upper)
Interventional indirect effect Min. Max. Min. Max. Min. Max.
Re-experiencing -0.09 -0.00 -0.32 -0.21 0.14 0.25
Avoidance -0.22 -0.12 -0.53 -0.44 0.04 0.23
Hyperarousal -0.32 -0.29 -0.58 -0.52 -0.10 0.00
maximum estimates (and bounds of the 95% CIs) across all the permutations are shown in
Table 4. Inference for the indirect effects was generally unchanged across the different de-
compositions of the joint indirect effect resulting from different permutations of the mediator
indices. Among the three PTSD subscales, the estimated interventional indirect effect was
strongest for hyperarousal, and remained (almost) statistically significant at 5% under the
different decompositions. All the 95% CIs for the indirect effects via the other two subscales
included zero.
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5.3 Analysis with effect modification
We further assessed whether the interventional indirect effects were modified by the baseline
covariate negative coping, by positing the following effect model:
logit {EL (Yam1m2m3)}
= µ0 +
{
3∑
s=1
θsa
(s) + θsca
(s)negative coping
}
(1− J)
+
{
µ0J + γ0a
(0) + γ0ca
(0)negative coping
+ γ1a
(1)
1
(
a(1) = a(2) = a(3)
)
+ γ1ca
(1)
1
(
a(1) = a(2) = a(3)
)
negative coping
}
J
+ µageage + µgengender + µmarmarital status + µedueducation level
+ µworworking experience + µsenrank seniority + µnegnegative coping. (11)
The interventional indirect effects via each mediator Ms, s = 1, 2, 3 (at the sample average
level of negative coping) were encoded by θs, and the effects were modified by negative coping
when the parameters θsc were non-zero. Similarly, the joint indirect and direct effects were
encoded by γ1 and γ0 respectively; the effect measures were modified by negative coping
when γ1c and γ0c were non-zero respectively.
We carried out both inverse weighting and Monte Carlo estimation procedures. The
inverse weighting estimators were calculated using the same fitted propensity score model
as before. The linear mediator mean models, and logistic regression outcome model, were
augmented with interaction terms between the mediator(s) and negative coping to allow
the effects of the mediators on each other, and on the outcome, to differ based on negative
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coping; i.e.,
E(Ms|A = a,M1, . . . ,Ms−1, L)
= ηas0 +
s−1∑
k=1
(ηas,k + η
a
s,k,negnegative coping)Mk +
s−1∑
k,l=1:k>l
(ηas,k,l + η
a
s,k,l,negnegative coping)MkMl
+ ηas,ageage + η
a
s,gengender + η
a
s,marmarital status + η
a
s,edueducation level
+ ηas,worworking experience + η
a
s,jobrank seniority + η
a
s,negnegative coping, s = 2, 3;
logit{Pr(Y = 1|A = a,M1,M2,M3, L)}
= βa0 +
3∑
s=1
(βas + β
a
s,negnegative coping)Ms +
3∑
s,k=1:s>k
(βas,k + β
a
s,k,negnegative coping)MsMk
+ βaageage + β
a
gengender + β
a
marmarital status + β
a
edueducation level
+ βaworworking experience + β
a
jobrank seniority + β
a
negnegative coping.
The results from fitting the models to the observed data are displayed in Appendix C.
Because the estimated weights for the inverse weighting estimator were similarly unstable as
those shown in Figure 1, we only calculated the 95% confidence intervals (CIs) for the Monte
Carlo estimator. The estimated interventional indirect effects suggested that negative coping
primarily modified the indirect effect via the hyperarousal subscale for the self-reported
PTSD symptoms (θ3c). Shifting the (counterfactual) distribution of hyperarousal from those
with self-efficacy levels above the empirical median to those with levels below the median,
while holding the distributions of the other subscales fixed and setting self-efficacy to below
the empirical median, resulted in lower fatigue on average, with greater reductions for those
with higher negative coping levels. Conversely, the effect of self-efficacy that was mediated
through the re-experiencing subscale was higher fatigue, with larger increases for those with
higher negative coping levels. However, there was insufficient evidence to suggest that any
indirect effects were modified by negative coping; all the 95% CIs for the interactions between
a mediator(’s exposure) and negative coping in the effect model contained zero. Similar
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conclusions from the previous analysis were reached. The estimated interventional indirect
effects of self-efficacy on fatigue were primarily mediated through the hyperarousal subscale;
it was the only statistically significant (at 5% level) indirect effect among the three subscales.
The interventional direct effect that was unmediated through the measured PTSD symptoms
(γ0) was statistically significant at 5%; however, the direct effect was not estimated to be
(statistically) significantly modified by negative coping. Inference for the indirect effects was
generally unchanged after considering the different decompositions in a sensitivity analysis,
as shown in Table 6. There was however, at least one decomposition where the 95% CI for the
interventional indirect effect via hyperarousal only just included zero. When merely changing
the mediators’ labels leads to conflicting inferences about the indirect effects, as shown using
this example, theoretical knowledge is needed to determine the most scientifically relevant
decomposition (of the joint indirect effect) and the implied definitions of the indirect effects.
For this reason, substantive interpretations of the (statistically) significant effects are beyond
the scope of this paper.
Table 5: Estimates and 95% bootstrap (percentile) confidence intervals (“CI”) for the inter-
ventional (in)direct effects, as encoded by the parameters in (11), for the applied example.
The estimates were obtained using either the inverse weighting (“IW”) procedure, or the
imputation-based Monte Carlo (“MC”) procedure. The CIs were calculated for the MC
estimator. All results were rounded to two decimal places.
Effect Parameter IW MC 95% CI
Indirect via re-experiencing θ1 0.01 0.01 -0.25 0.17
Indirect via re-experiencing (with negative coping) θ1c -0.11 0.13 -0.21 0.33
Indirect via avoidance θ2 -0.55 -0.23 -0.50 0.13
Indirect via avoidance (with negative coping) θ2c -0.22 0.01 -0.42 0.34
Indirect via hyperarousal θ3 0.00 -0.32 -0.59 -0.01
Indirect via hyperarousal (with negative coping) θ3c -0.00 -0.19 -0.43 0.14
Indirect via mutual dependence γ1 −
∑3
s=1 θs -0.16 -0.00 -0.29 0.14
Indirect via mutual dependence (with negative coping) γ1c −
∑3
s=1 θsc -0.11 -0.09 -0.22 0.21
Direct γ0 -0.63 -0.76 -1.12 -0.39
Direct (with negative coping) γ0c 0.50 0.07 -0.27 0.39
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Table 6: Interventional indirect effect estimates and 95% bootstrap (percentile) confidence
intervals (“CI”) using the Monte Carlo procedure for the applied example. The minimum
(“min.”) and maximum (“max.”) estimates, and 95% CI lower and upper bounds, across
all 3! = 6 possible permutations of the mediator indices are presented. Indirect effects that
were possibly modified by negative coping were denoted using a colon (“:”). All results were
rounded to two decimal places.
Estimate 95% CI (lower) 95% CI (upper)
Interventional indirect effect Min. Max. Min. Max. Min. Max.
Re-experiencing -0.09 0.02 -0.34 -0.25 0.17 0.22
Re-experiencing:Negative coping -0.02 0.14 -0.27 -0.21 0.26 0.33
Avoidance -0.23 -0.13 -0.55 -0.45 0.10 0.19
Avoidance:Negative coping 0.01 0.12 -0.43 -0.36 0.30 0.40
Hyperarousal -0.34 -0.31 -0.60 -0.56 -0.06 0.02
Hyperarousal:Negative coping -0.26 -0.13 -0.50 -0.43 0.12 0.24
6 Discussion
In this article we introduced interventional effect models for estimating interventional indirect
effects for multiple mediators that may be modified by observed baseline covariates. We
described two estimation procedures for the causal parameters that index the effect models:
inverse weighting by the counterfactual mediator density or mass functions, or Monte Carlo-
based integration. The former approach may be better suited when the mediator weights
are relatively stable, such as when the mediators are weakly (or un)affected by treatment
or each other, whereas the latter approach may be better suited when it is reasonable to
assume that the parametric outcome model is correct.
There are several avenues of possible future research related to mediation analyses with
multiple mediators using interventional effects developed in this paper. While the interven-
tional indirect effects defined in this paper have been fixed at a(0) = 0, in principle, the
indirect effects can be defined using a(0) = 1. More general definitions of the interventional
indirect effects permit exploring different decompositions, by including interactions between
the hypothetical exposures, e.g., a(0) with either a(1) or a(2), or both, in the posited effect
model. However, more complex interventional effect models may be required, with additional
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interaction terms between the covariate(s) and the (mediators’) exposure levels when the in-
terventional effects may be modified by baseline covariates. Furthermore, estimation using
the inverse weighting procedure may require calculating (non-zero) weights for all individuals
that may exacerbate any finite sample biases due to unstable weights. Flexible or machine
learning-based outcome models may be considered for predicting the potential outcomes in
the duplicated data, but would require a debiasing step similar to Dı´az et al. (2019) and
Benkeser (2020). A nonparametric outcome model is appealing because it can theoretically
eliminate any extrapolation bias arising from an outcome model that is uncongenial with
the effect model when the (models for the) mediator distributions are correctly specified.
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SUPPLEMENTARY MATERIAL
A Linear models
Estimation of the interventional indirect effects simplifies when the assumed models for the
outcome and mediators are linear, because closed-form solutions for the estimators can be
obtained by combining coefficients in the assumed models. For example, suppose that there
are two mediators M1 and M2, and that the indirect effects are modified by a covariate L.
For simplicity, we will assume in this example that there are no other confounders. The
(saturated) outcome mean model is:
E(Y |A = a,M1 = m1,M2 = m2, L = l)
= β0 + βaa+ β1m1 + β2m2 + βll
+ βa,1am1 + βa,2am2 + β1,2m1m2 + βa,1,2am1m2
+ βa,lal + β1,lm1l + β2,lm2l + β1,2,lm1m2l + βa,1,lam1l + βa,2,lam2l + βa,1,2,lam1m2l.
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The (saturated) mean model for each mediator is:
E(Ms|A = a, L = l) = αs,0 + αs,aa+ αs,ll + αs,a,lal, s = 1, 2.
The (joint) indirect effect among individuals with covariate value L = l is thus:
IEL = (β1 + β1,ll)(α1,a + α1,a,ll) + (β2 + β2,ll)(α2,a + α2,a,ll) + (β1,2 + β1,2,ll)× [{Σ12(1, l)− Σ12(0, l)}
+ {(α2,0 + α2,ll)(α1a + α1,a,ll) + (α1,0 + α1,ll)(α2a + α2,a,ll) + (α1,a + α1,a,ll)(α2a + α2,a,ll)}],
(12)
where the (conditional) covariance between the mediators is denoted by Σ12(a, l) = Cov(M1,M2|A =
a, L = l). The indirect effect (12) can then be decomposed into an indirect effect via M1
and an indirect effect via M2 as follows:
IEL1 = (β1 + β1,ll)(α1,a + α1,a,ll) + (β1,2 + β1,2,ll)(α2,0 + α2,ll)(α1,a + α1,a,ll),
IEL2 = (β2 + β2,ll)(α2,a + α2,a,ll) + (β1,2 + β1,2,ll)(α1,0 + α1,ll + α1,a + α1,a,ll)(α2,a + α2,a,ll).
The indirect effect via the mediators’ mutual dependence, as defined in (5), is (β1,2 +
β1,2,ll){Σ12(1, l)− Σ12(0, l)}.
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B Simulation study details
B.1 Study 1
The observed data was generated as follows:
L ∼ N (0, 1)
A ∼ Bernoulli{expit(0.7L)}
M1 = A− 2L+ 1, 1 ∼ N (0, 1)
M2 = a2A+ e21M1 + L+ 2, 2 ∼ N (0, 1)
Y ∗ = b1M1 +M2 + L
Y ∼ Bernoulli{expit(Y ∗)}.
The indirect effects via M1 and via M2 were non-zero (on a risk difference scale) when b1 and
(a2 + e21) were non-zero respectively; the indirect effect via their mutual dependence, and
the direct effect, were both zero. We simulated 1000 datasets of sample size n = 500, with
true values b1 ∈ {0.0, 0.8} and (a2, e21) ∈ {(0.0, 0.0), (0.0, 0.4), (0.0, 0.8), (0.4, 0.0), (0.8, 0.0)}.
In particular, the indirect effect via M2 was transmitted only via either a direct effect of A
on M2 (so that the mediators were independent conditionally on A and L), or an indirect
effect of A via M1 (so that the mediators were correlated given A and L).
We assumedM2 to affectM1 and decomposed the joint mediator distribution as f
a(M |L) =
fa(M2|L)fa(M1|M2, L) to demonstrate the invariance of the assumed causal ordering in
yielding unbiased estimators. For each simulated dataset, we assumed the mediators to be
normally distributed as M2|A = a, L ∼ N{E(M2|A = a, L), σ22} and M1|A = a,M2, L ∼
N{E(M1|A = a,M2, L), σ21}. The following linear mediator models and logistic outcome
model were fitted within each exposure group A = a to estimate the (counterfactual) medi-
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ator densities or to impute the (potential) outcomes:
E(M2|A = a, L) = αa20 + αa2lL,
E(M1|A = a,M2, L) = ηa10 + ηa12M2 + ηa1lL,
logit{Pr(Y = 1|A = a,M1,M2, L)} = βa0 + βa1M1 + βa2M2 + βal L.
A propensity score model with a main effect for L was fitted. We fitted the effect model
in (9) (without any interactions terms with L, and with the logit link) using either the in-
verse weighting or Monte Carlo procedure. The resulting parameter estimates that indexed
the effect model are displayed in Table 7. The interventional direct effect was unbiasedly
estimated using both methods, were omitted. Estimators of the interventional indirect ef-
fects using the Monte Carlo procedure were empirically unbiased. Estimators of the joint
indirect effect using the inverse weighting procedure were empirically unbiased, even when
the assumed direction of the causal effect between the mediators was incorrect. The inverse
weighting estimators of the separate indirect effects via each mediator were unbiased when
there was either a weak or no causal effect between the mediators (b21), but were biased
when this effect was stronger and the weights were less stable. The standard deviation of
the weights (across all simulated datasets) for each row of the duplicated data are shown in
Table 8. The weights in rows 1 to 3 of the duplicated data that were used to calculate the
indirect effects via each mediator were more variable when the mediators were more strongly
correlated.
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Table 7: Average estimates (“est.”) and empirical standard errors (“ese”) of the interven-
tional indirect effects in simulation study 1. The estimators were obtained using either the
inverse weighting (“IW”) procedure, or the imputation-based Monte Carlo (“MC”) proce-
dure. The true values of the indirect effects were calculating by applying the Monte Carlo
estimation method to a population of 5 × 104 individuals. All results were rounded to two
decimal places.
IW MC
b1 e21 a2 Effect true est. ese est. ese
0.00 0.00 0.00 IE1 0.01 -0.00 0.20 -0.00 0.14
0.00 0.00 0.40 IE1 0.00 -0.01 0.21 0.00 0.15
0.00 0.00 0.80 IE1 0.00 -0.00 0.21 -0.01 0.15
0.00 0.40 0.00 IE1 -0.00 0.02 0.25 0.00 0.13
0.00 0.80 0.00 IE1 0.01 0.11 0.30 0.00 0.14
0.80 0.00 0.00 IE1 0.63 0.60 0.16 0.61 0.12
0.80 0.00 0.40 IE1 0.61 0.61 0.16 0.62 0.12
0.80 0.00 0.80 IE1 0.60 0.61 0.17 0.62 0.12
0.80 0.40 0.00 IE1 0.59 0.60 0.23 0.60 0.14
0.80 0.80 0.00 IE1 0.60 0.61 0.34 0.57 0.17
0.00 0.00 0.00 IE2 0.01 -0.00 0.09 -0.00 0.08
0.00 0.00 0.40 IE2 0.35 0.34 0.13 0.35 0.10
0.00 0.00 0.80 IE2 0.68 0.68 0.22 0.69 0.13
0.00 0.40 0.00 IE2 0.33 0.32 0.13 0.33 0.09
0.00 0.80 0.00 IE2 0.62 0.55 0.20 0.61 0.11
0.80 0.00 0.00 IE2 -0.00 -0.00 0.08 -0.00 0.07
0.80 0.00 0.40 IE2 0.32 0.30 0.11 0.31 0.09
0.80 0.00 0.80 IE2 0.63 0.63 0.18 0.63 0.12
0.80 0.40 0.00 IE2 0.31 0.30 0.13 0.30 0.09
0.80 0.80 0.00 IE2 0.57 0.55 0.23 0.58 0.13
0.00 0.00 0.00 Joint IE 0.03 -0.01 0.17 -0.00 0.14
0.00 0.00 0.40 Joint IE 0.34 0.34 0.18 0.35 0.14
0.00 0.00 0.80 Joint IE 0.68 0.67 0.23 0.68 0.16
0.00 0.40 0.00 Joint IE 0.33 0.32 0.16 0.33 0.13
0.00 0.80 0.00 Joint IE 0.63 0.61 0.15 0.61 0.13
0.80 0.00 0.00 Joint IE 0.63 0.60 0.15 0.61 0.12
0.80 0.00 0.40 Joint IE 0.93 0.90 0.15 0.92 0.13
0.80 0.00 0.80 Joint IE 1.24 1.22 0.19 1.25 0.13
0.80 0.40 0.00 Joint IE 0.86 0.83 0.16 0.85 0.13
0.80 0.80 0.00 Joint IE 1.09 1.04 0.17 1.08 0.15
0.00 0.00 0.00 DE 0.00 -0.00 0.27 -0.01 0.23
0.00 0.00 0.40 DE -0.02 -0.01 0.25 -0.02 0.23
0.00 0.00 0.80 DE -0.02 0.03 0.30 0.01 0.24
0.00 0.40 0.00 DE 0.00 -0.00 0.23 -0.01 0.21
0.00 0.80 0.00 DE -0.03 0.01 0.21 0.00 0.19
0.80 0.00 0.00 DE -0.04 0.01 0.20 0.00 0.18
0.80 0.00 0.40 DE 0.01 0.03 0.21 0.01 0.19
0.80 0.00 0.80 DE -0.01 0.03 0.26 -0.00 0.21
0.80 0.40 0.00 DE -0.01 0.02 0.21 -0.00 0.18
0.80 0.80 0.00 DE -0.01 0.03 0.23 0.01 0.18
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Table 8: Standard deviation of the weights in each row of the duplicated data for the inverse
weighting estimator in study 1. All results were rounded to two decimal places.
Row in Table 1
b1 e21 a2 1 2 3 4 5
0.00 0.00 0.00 0.79 3.18 3.23 3.18 0.78
0.00 0.00 0.40 0.78 3.17 3.42 3.49 0.76
0.00 0.00 0.80 0.79 3.07 4.48 4.70 0.77
0.00 0.40 0.00 1.35 5.59 4.11 3.12 0.78
0.00 0.80 0.00 17.53 13.79 12.14 3.15 0.77
0.80 0.00 0.00 0.79 3.07 3.16 3.10 0.78
0.80 0.00 0.40 0.78 3.01 3.55 3.77 0.77
0.80 0.00 0.80 0.80 3.12 5.16 4.93 0.78
0.80 0.40 0.00 1.39 5.12 3.98 3.24 0.76
0.80 0.80 0.00 6.86 12.82 6.53 3.08 0.77
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B.2 Study 2
The observed data was generated as follows:
L1 ∼ N (0, 1)
L2 ∼ Bernoulli(0.1)
A ∼ Bernoulli{expit(0.7L2)}
M1 = AL2 − L2 + L1 + 1, 1 ∼ N (0, 1)
M2 = a2A+ e21M1 + L1 + L2 + 2, 2 ∼ N (0, 1)
Y = b1M1 +M2 + L1 + L2 + y, y ∼ N (0, 1).
Exposure A was strongly associated with L2 where individuals with L2 = 1 had a much higher
chance (than those with L2 = 0) of being assigned to A = 1. The mediator M1 was not only
associated with L2, but the exposure effect of A on M1 was restricted to individuals with
L2 = 1. We assumed continuous mediators and outcome so that closed form expressions
of the interventional indirect effects could be determined in terms of the data-generating
model coefficients as described in Appendix A. The indirect effect via M1, which equalled
b1 among individuals with L2 = 1 but was zero otherwise (regardless of the assumed value
of b1), was thus modified by L2. Furthermore, when e21 was non-zero, the indirect effect via
M2 was modified by L2 through the dependence of M2 on M1; e.g., the indirect effect via
M2 equalled a2 among individuals with L2 = 0, or a2 + e21 among individuals with L2 = 1.
We simulated 1000 datasets of sample size n = 100, with true values b1 ∈ {0.0, 1.6}
and (a2, e21) ∈ {(0.0, 0.0), (0.0, 1.6), (1.6, 0.0)}. For each simulated dataset, we assumed the
mediators to be normally distributed as M1|A = a, L1, L2 ∼ N{E(M2|A = a, L1, L2), σ21}
and M2|A = a,M1, L1, L2 ∼ N{E(M2|A = a,M1, L1, L2), σ22}. The following (correctly-
specified) linear mediator and outcome models were fitted within each exposure group A = a
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to estimate the (counterfactual) mediator densities or to impute the (potential) outcomes:
E(M1|A = a, L1, L2) = αa10 + αa1,l1L1 + αa1,l2L2,
E(M2|A = a,M1, L1, L2) = ηa20 + ηa21M1 + ηa21,l2M1L2 + ηa2,l1L1 + ηa2,l2L2,
E(Y |A = a,M1,M2, L1, L2) = βa0 + βa1M1 + βa2M2 + βa1,l2M1L2 + βa2,l2M2L2 + βal1L1 + βal2L2.
The mediator-covariate interaction terms were included to allow the effects of the mediators
to vary depending on L2. A propensity score model with main effects for L1 and L2 was
fitted. We fitted the effect model in (9) (with the identity link) using either the inverse
weighting or Monte Carlo procedure. The resulting parameter estimates that indexed the
effect model are displayed in Table 10. Furthermore, we assessed the empirical coverage of
nonparametric bias-corrected and accelerated bootstrap 95% confidence intervals (DiCiccio
and Efron, 1996), constructed by applying the bca function (Kropko and Harden, 2020) to
100 bootstrap samples that randomly resampled observations with replacement and repeated
the estimation procedures for each bootstrap sample.
Estimators using the Monte Carlo procedure were empirically unbiased, and the confi-
dence intervals approximately attained the nominal coverage, under all considered settings.
Estimators using the inverse weighting procedure were empirically unbiased only when there
were no exposure effects, due to the weights being most stable. In all other settings, the
inverse weighting estimators were biased, and the coverage of the confidence intervals were
below their nominal levels.
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Table 9: Average values (“est.”), empirical standard er-
rors (“ese”), and coverage of the 95% confidence inter-
vals for the interventional indirect effect estimators in
simulation study 2. The estimators were obtained us-
ing either the inverse weighting (“IW”) procedure, or the
imputation-based Monte Carlo (“MC”) procedure. Indi-
rect effects among individuals with L2 = 1 (L2 = 0) are
with(out) “ L2” appended in the label. All results were
rounded to two decimal places.
IW MC IW MC
b1 e21 a2 Effect true est. ese est. ese 95%
0.00 0.00 0.00 IE1 0.00 -0.00 0.11 -0.00 0.11 0.99 1.00
0.00 0.00 1.60 IE1 0.00 -0.00 0.10 0.00 0.11 0.99 1.00
0.00 1.60 0.00 IE1 0.00 0.00 0.22 0.00 0.22 0.93 1.00
1.60 0.00 0.00 IE1 0.00 -0.00 0.45 -0.00 0.51 0.93 0.92
1.60 0.00 1.60 IE1 0.00 0.00 0.45 -0.00 0.51 0.94 0.92
1.60 1.60 0.00 IE1 0.00 0.03 0.50 0.03 0.51 0.91 0.95
0.00 0.00 0.00 IE1 L2 0.00 0.01 0.32 0.00 0.29 0.93 0.93
0.00 0.00 1.60 IE1 L2 0.00 -0.02 0.32 -0.01 0.30 0.93 0.93
0.00 1.60 0.00 IE1 L2 0.00 0.63 0.46 -0.01 0.61 0.42 0.94
1.60 0.00 0.00 IE1 L2 1.60 1.24 0.67 1.59 0.59 0.82 0.94
1.60 0.00 1.60 IE1 L2 1.60 1.23 0.68 1.56 0.59 0.82 0.93
1.60 1.60 0.00 IE1 L2 1.60 1.54 0.86 1.63 0.82 0.94 0.94
0.00 0.00 0.00 IE2 0.00 -0.01 0.27 -0.02 0.31 0.93 0.92
0.00 0.00 1.60 IE2 1.60 1.17 0.56 1.60 0.47 0.71 0.93
0.00 1.60 0.00 IE2 0.00 -0.01 0.37 -0.01 0.59 0.91 0.93
1.60 0.00 0.00 IE2 0.00 0.01 0.29 0.01 0.33 0.95 0.96
1.60 0.00 1.60 IE2 1.60 1.17 0.70 1.59 0.47 0.79 0.94
1.60 1.60 0.00 IE2 0.00 0.02 0.48 0.01 0.58 0.90 0.94
0.00 0.00 0.00 IE2 L2 0.00 -0.01 0.31 -0.00 0.35 0.93 0.91
0.00 0.00 1.60 IE2 L2 1.60 1.03 0.66 1.60 0.54 0.65 0.92
0.00 1.60 0.00 IE2 L2 1.60 0.82 0.60 1.58 0.77 0.58 0.93
1.60 0.00 0.00 IE2 L2 0.00 -0.02 0.33 -0.01 0.36 0.97 0.95
1.60 0.00 1.60 IE2 L2 1.60 0.82 0.78 1.59 0.58 0.59 0.94
44
1.60 1.60 0.00 IE2 L2 1.60 1.22 0.80 1.60 0.76 0.85 0.94
0.00 0.00 0.00 Joint IE 0.00 -0.01 0.27 -0.02 0.30 0.95 0.92
0.00 0.00 1.60 Joint IE 1.60 1.22 0.42 1.59 0.39 0.77 0.92
0.00 1.60 0.00 Joint IE 0.00 -0.03 0.54 -0.02 0.56 0.95 0.92
1.60 0.00 0.00 Joint IE 0.00 0.01 0.52 0.01 0.55 0.94 0.92
1.60 0.00 1.60 Joint IE 1.60 1.20 0.66 1.58 0.61 0.85 0.92
1.60 1.60 0.00 Joint IE 0.00 0.05 0.92 0.05 0.94 0.96 0.92
0.00 0.00 0.00 Joint IE L2 0.00 0.00 0.36 -0.00 0.37 0.96 0.92
0.00 0.00 1.60 Joint IE L2 1.60 1.17 0.46 1.59 0.42 0.76 0.93
0.00 1.60 0.00 Joint IE L2 1.60 1.32 0.62 1.57 0.62 0.90 0.93
1.60 0.00 0.00 Joint IE L2 1.60 1.35 0.60 1.60 0.62 0.92 0.92
1.60 0.00 1.60 Joint IE L2 3.20 2.39 0.68 3.14 0.65 0.71 0.91
1.60 1.60 0.00 Joint IE L2 3.20 2.71 1.06 3.21 1.05 0.90 0.92
0.00 0.00 0.00 DE 0.00 -0.01 0.26 -0.00 0.24 0.95 0.92
0.00 0.00 1.60 DE 0.00 0.42 0.37 0.02 0.32 0.64 0.93
0.00 1.60 0.00 DE 0.00 0.13 0.32 0.00 0.25 0.93 0.93
1.60 0.00 0.00 DE 0.00 0.12 0.32 -0.00 0.24 0.92 0.94
1.60 0.00 1.60 DE 0.00 0.57 0.48 0.01 0.31 0.61 0.93
1.60 1.60 0.00 DE 0.00 0.26 0.48 0.00 0.24 0.91 0.93
B.3 Study 3
The observed data was generated as follows:
L1 ∼ N (0, 1)
L2 ∼ Bernoulli(0.1)
A ∼ Bernoulli{expit(0.7L2)}
M1 = AL2 − L2 + L1 + 1, 1 ∼ N (0, 1)
M2 = a2AM1 + e21M1 + L1 + L2 + 2, 2 ∼ N (0, 1)
Y ∗ = b1M1 +M2 − 0.4M1M2 + L1 + L2
Y ∼ Bernoulli{expit(Y ∗)}.
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This study differed from the previous study in that (i) the effect of one mediator M1 on the
other mediator M2 was now dependent on exposure A due to the A −M1 interaction term
in the model for M2, (ii) there was a mediator-mediator interaction term in the outcome
model, and (iii) the outcome was binary.
We simulated 1000 datasets of sample size n = 500, with true values b1 = 0 and
(a2, e21) ∈ {(0.0, 0.0), (0.8, 0.0), (0.0, 0.8)}. For each simulated dataset, the propensity score
and correctly-specified mediator models (as described in the previous study) were fitted. We
fitted the effect model in (9) (with the logit link) using either the inverse weighting or Monte
Carlo procedure. For the Monte Carlo procedure, the following outcome model was fitted:
logit{Pr(Y = 1|A = a,M1,M2, L1, L2)} = βa0 + βa1M1 + βa2M2 + βa1,l2M1L2 + βa2,l2M2L2
+ βa12M1M2 + β
a
12,l2M1M2L2 + β
a
l1L1 + β
a
l2L2.
The biases from incorrectly specifying the outcome model were assessed by considering an
additional Monte Carlo estimator that omitted all mediator-mediator interaction terms.
Estimators using the Monte Carlo procedure were empirically unbiased when the outcome
model was correctly specified, under all considered settings. Omitting the mediator-mediator
interaction terms from the outcome model resulted in biased estimates of the interventional
indirect effects via each mediator and via their mutual dependence, and thus biased estimates
of the joint indirect effect. Estimators using the inverse weighting procedure were empirically
unbiased only when there were no exposure effects; in all other settings, the estimators were
biased.
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Table 10: Average estimates (“est.”) and empirical stan-
dard errors (“ese”) of the interventional indirect effects
in simulation study 3. The estimators were obtained us-
ing either the inverse weighting (“IW”) procedure, or the
imputation-based Monte Carlo (“MC”) procedure. The
assumed outcome (Y ) model in the latter procedure was
either incorrect (“Y mis.”) or correct. Indirect effects
among individuals with L2 = 1 (L2 = 0) are with(out)
“ L2” appended in the label. All results were rounded to
two decimal places.
IW MC (Y mis.) MC
e21 a2 Effect true est. ese est. ese est. ese
0.00 0.00 IE1 0.00 0.00 0.05 0.01 0.03 0.00 0.04
0.00 0.80 IE1 0.00 -0.01 0.07 -0.00 0.04 0.00 0.04
0.80 0.00 IE1 0.02 0.02 0.13 0.02 0.05 0.02 0.06
0.00 0.00 IE1 L2 -0.13 -0.07 0.35 -0.07 0.23 -0.10 0.25
0.00 0.80 IE1 L2 -0.05 -0.06 0.42 -0.07 0.26 -0.10 0.27
0.80 0.00 IE1 L2 0.05 0.16 0.45 -0.01 0.30 0.01 0.35
0.00 0.00 IE2 0.00 -0.00 0.10 -0.00 0.10 -0.00 0.10
0.00 0.80 IE2 -0.02 -0.03 0.20 0.01 0.12 -0.04 0.12
0.80 0.00 IE2 0.02 -0.00 0.12 -0.00 0.11 -0.01 0.11
0.00 0.00 IE2 L2 -0.02 0.00 0.15 0.00 0.16 0.00 0.14
0.00 0.80 IE2 L2 -0.36 -0.32 0.35 -0.42 0.21 -0.42 0.19
0.80 0.00 IE2 L2 0.56 0.50 0.33 0.67 0.21 0.57 0.23
0.00 0.00 Mutual IE 0.01 -0.00 0.06 -0.01 0.06 -0.00 0.08
0.00 0.80 Mutual IE -0.16 -0.13 0.23 0.02 0.07 -0.14 0.12
0.80 0.00 Mutual IE -0.02 -0.03 0.20 -0.04 0.07 -0.03 0.12
0.00 0.00 Mutual IE L2 0.01 -0.03 0.19 -0.03 0.13 -0.01 0.13
0.00 0.80 Mutual IE L2 -0.12 -0.14 0.41 0.02 0.14 -0.09 0.17
0.80 0.00 Mutual IE L2 -0.01 -0.09 0.39 -0.10 0.15 -0.00 0.17
0.00 0.00 Joint IE 0.02 -0.00 0.11 -0.00 0.11 -0.00 0.13
0.00 0.80 Joint IE -0.17 -0.17 0.26 0.03 0.12 -0.18 0.17
0.80 0.00 Joint IE 0.01 -0.02 0.13 -0.02 0.12 -0.02 0.15
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0.00 0.00 Joint IE L2 -0.14 -0.10 0.29 -0.11 0.24 -0.11 0.25
0.00 0.80 Joint IE L2 -0.53 -0.51 0.41 -0.47 0.24 -0.61 0.26
0.80 0.00 Joint IE L2 0.59 0.57 0.33 0.56 0.23 0.58 0.29
0.00 0.00 DE -0.00 -0.00 0.31 -0.01 0.30 -0.01 0.30
0.00 0.80 DE -0.01 -0.03 0.39 -0.24 0.31 -0.02 0.31
0.80 0.00 DE -0.00 -0.01 0.33 -0.02 0.31 -0.02 0.30
C Applied example
Table 11: Regression coefficient estimates from the fitted logistic propensity score model.
Estimate Std. Error z value Pr(>|z|)
(Intercept) -2.37 0.71 -3.36 0.00
age 0.08 0.02 4.06 0.00
gender -0.03 0.20 -0.15 0.88
years working -0.46 0.30 -1.56 0.12
marital 0.02 0.26 0.07 0.95
edu 0.43 0.22 2.00 0.05
rank -0.42 0.20 -2.08 0.04
neg cop -0.04 0.09 -0.48 0.63
Table 12: Regression coefficient estimates from the fitted
linear mediator models.
Estimate Std. Error t value Pr(>|t|)
E(M1|A = 0, L)
(Intercept) 11.51 2.12 5.44 0.00
age -0.06 0.06 -0.94 0.35
gender 0.98 0.63 1.55 0.12
years working 0.40 0.85 0.47 0.64
marital -0.83 0.76 -1.08 0.28
edu -0.65 0.64 -1.02 0.31
rank 1.22 0.64 1.90 0.06
neg cop 1.61 0.29 5.57 0.00
E(M1|A = 1, L)
(Intercept) 7.96 1.65 4.82 0.00
age 0.00 0.04 0.09 0.93
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gender 0.40 0.48 0.84 0.40
years working 0.07 0.74 0.09 0.92
marital -1.01 0.63 -1.60 0.11
edu 0.60 0.53 1.14 0.26
rank 0.08 0.45 0.18 0.86
neg cop 0.94 0.21 4.59 0.00
E(M2|A = 0,M1, L)
(Intercept) 5.85 1.71 3.43 0.00
M1 0.95 0.05 17.69 0.00
neg cop 0.87 0.51 1.70 0.09
age -0.03 0.05 -0.73 0.47
gender -0.87 0.48 -1.80 0.07
years working -0.14 0.65 -0.22 0.83
marital -0.88 0.58 -1.52 0.13
edu -0.76 0.49 -1.56 0.12
rank 0.16 0.49 0.32 0.75
M1:neg cop -0.03 0.05 -0.61 0.54
E(M2|A = 1,M1, L)
(Intercept) 3.20 1.21 2.65 0.01
M1 0.89 0.04 20.79 0.00
neg cop -1.42 0.37 -3.81 0.00
age 0.01 0.03 0.30 0.76
gender 0.07 0.34 0.20 0.85
years working -0.66 0.52 -1.27 0.21
marital 0.18 0.44 0.41 0.68
edu -0.58 0.37 -1.55 0.12
rank 0.16 0.32 0.51 0.61
M1:neg cop 0.23 0.04 5.48 0.00
E(M3|A = 0,M1,M2, L)
(Intercept) -1.81 1.73 -1.04 0.30
M1 0.27 0.12 2.23 0.03
M2 0.79 0.10 7.75 0.00
neg cop 1.15 0.98 1.16 0.25
age 0.03 0.04 0.91 0.36
gender 0.45 0.38 1.18 0.24
years working -0.14 0.51 -0.27 0.78
marital -0.54 0.46 -1.17 0.24
edu 0.39 0.38 1.01 0.31
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rank -0.70 0.39 -1.82 0.07
M1:M2 -0.01 0.01 -1.63 0.10
M1:neg cop -0.02 0.11 -0.22 0.83
M2:neg cop -0.13 0.09 -1.43 0.16
M1:M2:neg cop 0.01 0.01 1.21 0.23
E(M3|A = 1,M1,M2, L)
(Intercept) 2.41 1.63 1.48 0.14
M1 0.28 0.13 2.13 0.03
M2 0.55 0.13 4.36 0.00
neg cop 0.78 1.07 0.73 0.47
age -0.04 0.03 -1.50 0.13
gender -0.12 0.33 -0.36 0.72
years working 0.58 0.51 1.15 0.25
marital -0.03 0.43 -0.06 0.95
edu -0.27 0.37 -0.75 0.45
rank 0.29 0.31 0.94 0.35
M1:M2 -0.01 0.01 -0.77 0.44
M1:neg cop -0.07 0.13 -0.53 0.60
M2:neg cop -0.08 0.13 -0.63 0.53
M1:M2:neg cop 0.01 0.01 0.89 0.38
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Table 13: Regression coefficient estimates from the fitted logistic outcome model.
Estimate Std. Error z value Pr(>|z|)
logit{Pr(Y = 1|A = 0,M1,M2,M3, L)}
(Intercept) -3.93 2.06 -1.90 0.06
M1 0.27 0.24 1.15 0.25
M2 0.35 0.24 1.44 0.15
M3 0.09 0.25 0.34 0.73
age -0.01 0.04 -0.33 0.74
gender -0.41 0.41 -1.00 0.32
years working -0.17 0.57 -0.30 0.76
marital 0.32 0.47 0.68 0.50
edu -0.42 0.41 -1.04 0.30
rank 0.50 0.42 1.19 0.23
neg cop -0.63 1.26 -0.50 0.62
M1:M2 -0.03 0.02 -1.60 0.11
M1:M3 0.01 0.03 0.44 0.66
M2:M3 0.00 0.02 0.12 0.90
M1:neg cop 0.30 0.24 1.24 0.21
M2:neg cop -0.24 0.24 -0.99 0.32
M3:neg cop 0.06 0.26 0.22 0.82
M1:M2:neg cop -0.00 0.02 -0.11 0.92
M1:M3:neg cop -0.03 0.03 -1.16 0.25
M2:M3:neg cop 0.03 0.02 1.25 0.21
logit{Pr(Y = 1|A = 1,M1,M2,M3, L)}
(Intercept) -6.11 1.88 -3.25 0.00
M1 0.13 0.24 0.53 0.60
M2 0.30 0.23 1.28 0.20
M3 0.57 0.21 2.70 0.01
age -0.03 0.03 -0.82 0.41
gender 0.24 0.34 0.68 0.49
years working 0.33 0.52 0.64 0.52
marital 0.07 0.45 0.16 0.87
edu -0.27 0.37 -0.73 0.46
rank -0.04 0.32 -0.12 0.90
neg cop 0.48 1.42 0.34 0.74
M1:M2 -0.01 0.02 -0.64 0.52
M1:M3 -0.00 0.02 -0.04 0.97
M2:M3 -0.02 0.02 -0.75 0.45
M1:neg cop 0.18 0.31 0.59 0.55
M2:neg cop -0.19 0.28 -0.69 0.49
M3:neg cop -0.08 0.23 -0.33 0.74
M1:M2:neg cop 0.01 0.02 0.52 0.60
M1:M3:neg cop -0.03 0.03 -0.89 0.37
M2:M3:neg cop 0.02 0.03 0.69 0.49
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