This paper contains the results of radionuclides transportation modeling under National Radioactive Waste Disposal (NRWD) grounds in Różan (northeast Poland). The disposal is of the low-and intermediate-level waste (LILW) type. We simulated the radionuclides transportation process through sandy soils. The simulation was performed in a self-written simulator in Scilab using the finite difference method. The model included diffusion, advection and radioactive decay. The model was tested according to convergence and stability. Assuming the hydrological gradient being 0.008, the contamination transportation time was 30-46 years depending on the modeled problem. The modeled distance of 600 m was from underneath the disposal to the exudation in the Narew ravine. Radioactive decay for both cesium (Cs 137 ) and strontium (Sr 90 ) had a significant impact on the results. The model proved to be a useful tool for performing simple scientific simulations. This survey was part of a PhD thesis.
Introduction
The city of Różan is located about 90 km to the northeast of Warsaw. Since 1961, the old military fort in Różan has been used as the NRWD [1] . The military fort was built in 1905 -1908 , the disposal spans 1.7 ha. The International Atomic Energy Agency (IAEA) classification specifies the disposal as a surface-type object for low-and intermediatelevel waste (LILW) [8] . In this type of disposal, only radionuclides with a half-life ≤ 30 years ( -and -type) can be deposited. The long-life -decay isotopes can be stored there only in limited amounts and for a limited time [9] . The disposal is about 800 m from Narew River. The fort was built on sandy soil, which is highly permeable. Nevertheless, selecting this structure as the NRWD was probably the best possible solution at that time.
The archaic construction of the fort, the vicinity of Narew River and the sandy base have led to the potential soil contamination becoming a very interesting research problem.
We modeled the contamination leakage in a self-written simulator.
Software and data availability section
The simulation was performed in Scilab 5.5.2 (64-bit). The computer parameters were: Intel Core i7-2600 CPU processor @ 3.40 GHz 3.70 GHz x64, 8.00 GB RAM, Windows 10 Pro. Soil type was determined by geological and granulometric analysis of 7-and 8-m deep cores sampled about 100 m from the National Radioactive Waste Disposal (NRWD) in the direction of Narew River. Sand, clay and gravel were identified in the samples.
The diffusion coefficient was assumed to be 10 -9 m 2 /s; advection velocity was calculated from hydraulic conductivity and assumed pressure difference. Hydraulic conductivity was calculated both as an average for all sand, clay and gravel content from table values and from the literature for this particular hydrogeological unit. Pressure difference depended on the modeled scenario. The conceptual model was defined based on a geological cross-section ( Figure 1 ) and two cores sampled about 100 m to the east of the NRWD (Narew River direction). The Różan NRWD is located on approximately 16-20 m dry sand, and there are several meters of hydrated sand and boulder clay reaching the Narew riverbed to the east. The Narew riverbed lies at an altitude of about 90 m above sea level; the disposal is about 115 m above sea level and the clay begins about 105 m above sea level [2] .
This information aided the determination of the spatial model frames. The modeling area encompassed 600 m from the NRWD to the slope of the ravine on the west bank of Narew River, where exudation is expected. At this point, the clay layer changes into the sand layer. The vertical model dimension is 20 m, which is the depth under the disposal where the clay layer appears.
The modeling area was divided into two regions. The first region covered an area of dry sand assumed to be 16 m below the bottom of the disposal (this can change according to seasonal rain intensity). The second region covered a range of 4 m hydrated sands of up to 20-m deep and 600 m from the NRWD to Narew River. This 4-m region was qualified as the first aquifer [2] . These two regions yielded two connected 1-dimensional (1-D) models. The flow rate in the first region is driven by gravity but can also be counteracted by suction pressure [3] (related to absorption), adsorption or radioactive decay. The balance between hydrostatic pressures (gravity-driven flow) and suction pressure results from the saturation level of the dry sands. For weakly loamy sands, field water capacity corresponding to a suction pressure of 100 cm (which corresponds to 100 hPa) is achieved for the saturation value θ = 20% [3] . A saturation θ > 20% indicates gravity-driven flow, while for θ ≤ 20%, the water is retained in the ground until it exceeds 20%. The above considerations can be implemented into the Darcy equation (1) as shown below. Darcy low indicates that the flow is due to the pressure difference and has the following form: 
The ������⃗ is a filtration coefficient. When the only pressure is suction pressure, then the fluid velocity is calculated as below (equation 3):
where:
is a velocity resulting from the suction pressure and F [cm] the suction pressure expressed in the difference in the liquid column height.
Equation 3 indicates that the flow will not occur if F = 1 m, which corresponds to a weak loam sands field water capacity equal to 20% saturation. For F in the range of 0-1 m, water will flow according to gravity, but slower; for F ≤ 0 m, water will flow freely according to gravity, and for F > 1 m, water will be retained in the soil pores. It follows that for irrigated sands, three options should be considered: F ≥ 1 m, ∈ (1 m, 0 m) and F = 0 m.
For the first case, absorption will be the process that will halt the spread of contamination beneath the landfill (analogous to a dry sponge retendering water). Assuming that the ground under the landfill is completely dry, then its absorption capacity would be equal to 20% of its volume, according to θ [3] .
In the second case, the gravity flow will take precedence, but it will be slowed by the suction pressure. For the third situation, there will be free gravity flow.
In the case of the hydrated sand layer, within the first aquifer, flow will be determined by the pressure difference resulting from the difference in groundwater levels below the disposal and the exudation on the bank of Narew River. Then, equation 1 will be transformed as follows (4): where h [ ] is height, ∇h a hydraulic gradient, ∆h[ ] the difference in ground water levels between the area underneath the disposal and the exudation on the Narew riverbank, and [ ] the distance between the abovementioned localizations without including tortuosity in porous connections.
The hydraulic gradient for the first aquifer can differ according to seasonal rain intensity.
h [ ] is height, ∇h is a hydraulic gradient, ∆h[ ] is the difference in a ground water levels between the place underneath the disposal and the exudation on the Narew river bank, [ ] is the distance between mentioned localizations without including tortuosity in porous connections. The hydraulic gradient for the first aquifer can differ according to seasonal rain intensity.
In the experiment that was part of the PhD thesis, the adsorption parameters for four layers of sediments from the 8-m deep core were explored. Based on granulometric analysis, the filtration coefficients for each layer were calculated to be about 5 × 10 -5 m/s.
In the literature, the given filtration coefficient for the fine sands underneath the landfill is between 6 × 10 -6 and 6 × 10 -5 m/s [4]. The upper limit corresponds to the values calculated by the authors based on granulometric analysis. The diffusion coefficient was assumed to be 10 -9 m 2 /s [3]. The flow through dry sands will be in the vertical direction and the flow through the aquifer will be in the horizontal direction. Therefore, the computer model was divided into two 1-D models. The initial condition for the system is a point source of contamination equal to 50 kBq/ml. The contamination distribution is driven by the diffusion resulting from the concentration difference and advection. The advection is driven by gravity or hydraulic gradient according to the vertical or horizontal model. The adsorption, if present, would counteract the contamination spread.
The preliminary analysis divided the second sampled core into four layers. During the PhD experiment, adsorption analysis was performed. Adsorption was also simulated in the computer model, but due to some numerical problems, the results were not valuable. The adsorption parameters in the model were set for the Langmuir isotherm from the experiment for the least-adsorbing layer. This was mainly because there is no exact knowledge of the kind of settlements below the level of 8 m, i.e. the depth of the second core. The model was divided into a grid of 16 × 3 knots for the "dry" sands layer (WN), and 3 × 60 knots for the irrigated sand (WW) layer. For the dry sands, the spatial step in the vertical direction (△y) was 2 m, so it mapped the equivalent of 32-m depth. In the horizontal direction (△x), the spatial step was also 2 m, but it was relevant only to the stability of the calculation and the resolution of the baseline on graphics, as both the diffusion coefficient and advection velocity in the x-direction were set as 0. In the case of the hydrated sands, a spatial step in the horizontal direction △x was 20 m and that in the vertical direction △y was 10 m. As was in the case of the dry sands, but for the y-direction, this step was important only because of the calculation stability and the baseline resolution in the graphic it mapped, which was equivalent to 1200 m of the horizontal model. For the hydrated sands, the advection velocity and diffusion coefficients were 0 in the y-direction. The whole model area was covered by the 16 × 3 grid in the dry sand model and by 3 × 60 m in the hydrated sand model. The numerical models were extended twice their size in comparison to the conceptual models because this allowed us to retain all outflow data. If the model was set for 8 × 3 and 3 × 30, then the boundary conditions could influence the outflow results. The computer model accuracy is strongly related to grid density. A denser grid indicates a longer calculation time. The spatial step, time step, advection velocity, initial value of contamination and distance from the source to the edges of the model influence the model convergence, stability and computation time. It is necessary to compromise between these model parameters. For dry sands, three simulations were performed: the first for suction pressure F = 0.01 m (θ ~ 42%, assuming the sand was wet), corresponding to free gravity flow [3] and the source of 50 kBq/ml with only diffusion and advection, the second had the same parameters as the first plus the radioactive decay for cesium (Cs), and the third was like the second but included strontium (Sr) decay instead of Cs decay. For the hydrated sands, we also performed three simulations: the first was for a groundwater level gradient of 0.008 (groundwater level difference Δh = 5; distance 600 m) with only advection and diffusion, the second was like the first but with radioactive decay for Cs, and the third was like the second but with radioactive decay for Sr instead of for Cs. The simulation results for the dry sands were set as input data to the hydrated sands model. In the presented simulator, it was also possible to implement a linear adsorption isotherm, but this approximation is only real for microconcentrations [3] of the contaminant. The Langmuir isotherm was implemented to the code, but there were some numerical problems we could not solve.
Mathematical model
In the mathematical sense, the studied phenomenon can be described by three equations: the transportation equation 5 [5], the Darcy low equation 1 and radioactive decay law equation 6. The transportation equation here includes adsorption, advection and diffusion.
is the tracer concentration in the solution, 0 the initial tracer concentration in the solution, a radioactive decay constant, the soil bulk density, the adsorption (the unit of adsorbed matter per unit of soil), the porosity, ��⃗ the advection velocity, the diffusion coefficient. The adsorption is described by the adsorption isotherm. In this case, the Langmuir isotherm was used (equation 7).
where
is the retardation factor. = R * or = R * (8) Equations 8 means that the transportation time of the tracer is delayed according to solution transportation by the factor R. The same relation is valid for advection velocity [5] . In the model, the searched is a contamination expansion in the entire modeled area. In the model, there were Neumann boundary conditions. For the dry sands, both advection and diffusion coefficient for the top and side edges were defined as 0. For the hydrated sands, both advection velocity and diffusion coefficient for the top, bottom and left edges were defined as 0 as well.
The numerical model
In the form of a difference equation, the transportation equation that includes advection and diffusion but not adsorption can be expressed as follows (9) 
Equation 10 has been changed from a differential to difference equation 11:
Indexes i, j, k, and l in equation 11 mean: i and j are spatial steps with ∆ and ∆ length, k a time step with Δ length and l a concentration step with Δ length. Therefore, equation 7 can be expressed in the form of a difference equation as follows:
(12) The system of equations was built by writing the difference equation for each knot point. Initially, the matrix was constructed for a small grid and then according to recurrence was expanded into the planned size. Then, the parameters were grouped according to the element ( … … … k+1 ) position in the matrix. The system of equations was calculated and results of the previous calculation were set as known to the next step. Based on the known value of k , the retardation factor R k ( ) was calculated for each step for the assumed value of Δ . Then, elements k+1 and k were multiplied by the value of R k ( ). For each time step, the matrix of known was multiplied by the exp (− * Δ ), yielding +1 (equation 13).
The initial condition for the dry sands model was the source equal to 50 kBq/ml in node (2,2) of the 16 × 3 grid. The 8 × 3 model was extended to 16 × 3 to retain information on the peak contamination spread when the maximum reached outflow [node (8,2)]. The second reason for the model extension was to test whether the sum of radionuclide concentration in all model knots when the maximum reached the outflow [node (8,2)] was convergent to the initial concentration.
For the hydrated sands, the modeled area was related to the 3 × 30 grid, but calculations were done for the 3 × 60 grid. The outflow from the dry sands was an inflow for the hydrated sands.
Testing model convergence and stability
The convergence and stability were tested by setting for all four edges Neumann boundary conditions with advection velocity and diffusion coefficient equal to 0 on these edges. Then, for an assumed number of time steps, the simulation was run assuming a different time step each time, as spatial steps had already been defined according to the model geometry. At the end, the contaminant concentration in all model nodes was summed and divided by the source defined in the initial conditions. The chosen parameters yielded error not greater than 0.1%. The following parameters were set for the dry sands (WN) and the hydrated sands (WW): S = 50000 Bq/ml, Δ = 50 s; and S = 50000 Bq/ml, Δ = 500000 s, respectively.
As numerical problems, calculations in practice do not include adsorption. For Cs 137 , the adsorption isotherm parameters were 580 Bq/g and 0.0035 ml/Bq. This as well as the adsorption parameters for Sr 90 were found in the first experimental part of the PhD research. In the case of Cs
137
, it was necessary to use ∆ = 30000 Bq/ml; otherwise, the model would not be convergent. On the other hand, using a big concentration step caused the loss of information on the adsorption. It stemmed from the fact that derivative from equation 10 for → ∞ goes to 0 (equation 14).
The situation was the same for Sr. The adsorption capacity from the Langmuir isotherm was 0.39 Bq/g and ∆ = 60 Bq/ml. This problem could be resolved by setting ∆ dependent on the current value in the local model area. The solution was possible but complicated the problem significantly. In the Table 1 simulation parameters for different scenarios are compared. Figure 2 and 3 illustrate the contamination infiltration through the modeled area for the first case (model without radioactive decay): Scenario I, for the dry and hydrated sands, three time steps are shown as an example of a graphical solution of simulated problems. * Sum (ww) is a sum of contaminant concentration in every knot when the simulation is completed. Sum (ww) for the WN layer is an input data to the WW layer. ** Source multiplied by exp (− , * Δ * ). ***After 30 years, the contamination peak reached the distance of 400 m, i.e. 66% of the distance from disposal to exudation. 
Results

Tab
Discussion
As shown in Table 1 , the simulations had very good convergence. Testing the 8 × 3 grid for higher contamination values (10 times, 100 times, etc.) showed that the concentration distribution was not changed besides the decimal place shift. It can be assumed that for a higher source concentration value than the one defined in the model, the concentration distribution also would not change besides the decimal place shift. That would allow the extrapolation of the results for higher source values.
Due to radiological protection, the peak concentration dispersion is very important. The higher the dispersion, the lower the exposition in the case of contact with exudation water.
The infiltration time of the peak concentration to the model edge differed in dependency on the assumed humidity for the dry sands and on the hydrological gradient for the hydrated sands. The distance from the disposal bottom to the level of the hydrated sands is only about 16 m, and the infiltration time is about 3 days; in the context of decades, it is negligible. The infiltration time is important for the 600-m distance through the hydrated layer to Narew River.
Depending on the assumed scenario conditions, it is equal to 30 years for the advection-diffusion process and to 46 years for the advection-diffusion-radioactive decay process. Moreover, hydrological conditions influence the transportation time. The rain intensity differs between subsequent years, so the more valuable calculation of the infiltration time would require the use of archival data on the hydrological gradient on this area. Then a few more simulations can be performed and the weighted average could be calculated with respect to the rain intensity.
Conclusions
The simulator is a useful tool for simple engineering calculations, especially if the modeled area has a simple geometry. It is a sufficient alternative to commercially developed and expensive simulators. The available commercial products are relatively expensive in relation to the range of use.
The transportation equation can be used to simulate many physical problems, i.e. not only of concentration distribution but also for mass, charge, temperature and many others. This renders the simulator a universal tool.
According to the assumed parameters, the infiltration time of the contamination from below the bottom of the disposal to exudation in the Narew riverbank is 30-46 years.
The infiltration time through the dry sands layer is about 3 days. This time is very short on a century time scale, but it influences the pollution peak dispersion, which is meaningful because of radiological protection.
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