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Abstract
We give a new construction of the Kimberling sequence deﬁned by:
(a) 1 belongs to S;
(b) if the positive integer x belongs to S, then 2x and 4x − 1 belong to S; and
(c) nothing else belongs to S,
hence,
S = 1 2 3 4 6 7 8 11 12 14 15 16 . . .
which is sequence A052499 in the Sloane’s On-line Encyclopedia of Integer Sequences, by proving
that this sequence is equal to sequence 1+A003754, the sequence of integerswhose binary expansion
does not contain the block of digits 00. We give a general framework for this sequence and similar
sequences, in relation to automatic or morphic sequences and to non-standard numeration systems
such as the lazy Fibonacci expansion.
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1. Introduction
In a recent paper, Kimberling [12] studied the set of positive integers S deﬁned as
follows:
(a) 1 belongs to S;
(b) if the positive integer x belongs to S, then 2x and 4x − 1 belong to S; and
(c) nothing else belongs to S.
Hence, writing the integers in S in increasing order, we obtain
S = 1 2 3 4 6 7 8 11 12 14 15 16 . . . .
Kimberling found a close relationship between this set and the Fibonacci sequence
0 1 0 0 1 0 1 0 0 1 . . . ,
deﬁned as the ﬁxed point of the morphism 0 → 01, 1 → 0.
Here we give a different proof of Kimberling’s result, showing in particular that the Kim-
berling sequence (sequence A052499 in [19]) is equal to 1+ A003754, where A003754
is the sequence of integers whose binary expansion does not contain the block of digits 00.
We show furthermore that Kimberling’s result can be considered as a typical example of
results for sequences deﬁned by a “missing digits” or “missing blocks” property.
2. The sequence studied by Kimberling
2.1. Kimberling’s result
The main statement in [12] can be summarized as follows:
Theorem 1 (Kimberling). Let S be the increasing sequence of integers whose correspond-
ing set, also denoted S, is deﬁned as follows:
(a) 1 belongs to S;
(b) if the positive integer x belongs to S, then 2x and 4x − 1 belong to S; and
(c) nothing else belongs to S.
Hence,
S = (S(n))n0 = 1 2 3 4 6 7 8 11 12 14 15 16 . . . .
Then, omitting the ﬁrst term, this sequence reduced modulo 2 is the Fibonacci sequence
0 1 0 0 1 0 1 0 0 1 . . . , deﬁned as the ﬁxed point of the morphism 0 → 01, 1 → 0.
In particular the ranks of the even terms of this sequence, i.e., the terms of the sequence
R = (R(n))n1 := 1 3 4 6 8 9 11 . . . ,
are given by R(n)= ((1+√5)/2)n.
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Remark 1. Theoccurrenceof the golden ratio (1+√5)/2 is unexpected, since the condition
deﬁning S is a condition on the binary expansion of the integers involved.
Remark 2. For more about the sequenceR= (R(n))n0, see sequence A000201 in [19].
2.2. Integers whose binary expansion has no 00
Let us change the set S slightly by translating it. Deﬁne the set T by T := S− 1. In other
words,
T := (T (n))n0 = 0 1 2 3 5 6 7 10 11 13 14 15 . . .
The following lemma is straightforward.
Lemma 1. The set of integers in the increasing sequence T = (T (n))n0, also denoted T,
can be deﬁned as follows:
(a) 0 belongs to T;
(b) if the non-negative integer x belongs to T, then 2x + 1 and 4x + 2 belong to T; and
(c) nothing else belongs to T.
The next lemma is an easy consequence of Lemma 1. We remark that we assume the
binary expansion of a number does not start with any leading zeros.
Lemma 2. The set T is the set of integers that do not contain the block 00 in their binary
expansion.
As an immediate corollary we have
Corollary 1. Sequences A052499 and A003754 in [19] are related by the formula
A052499= 1+ A003754.
2.3. The characteristic function of the set T is 2-automatic
In this section we prove that the characteristic function of the sequence T is 2-automatic,
and also that the sequence T reduced modulo any integer 2 is morphic. For deﬁnitions
and properties of automatic and morphic sequences we refer to [5]. It is known that the
characteristic function of a set deﬁned by conditions similar to those in Lemma 1 is 2-
automatic. However, we give a quick proof for the characteristic function of T, since we
will need an explicit uniform morphism.
Proposition 1. Deﬁne the morphism  over the alphabet {a, b, c, d} as follows: (a)=ab,
(b)= cb, (c)= db, and (d)= dd. Deﬁne the map f : {a, b, c, d} → {0, 1} by f (a)=
f (b) = f (c) = 1, f (d) = 0. Then the image under f of the ﬁxed point of the morphism 
beginning with a is the characteristic function of the set T.
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Proof. Using Lemma 1 it is clear that the characteristic function of T, say (un)n0, satisﬁes
the relations
• u0 = 1,
• u2n+1 = un, for all n0,
• u4n =
{
0 if n1,
1 if n= 0.
Hence, deﬁning
V (n) :=
(
un
u2n
u4n
)
, A0 :=
(0 1 0
0 0 1
0 0 1
)
, A1 :=
(1 0 0
1 0 0
0 0 0
)
,
we have
V (2n)= A0V (n) and V (2n+ 1)= A1V (n)
for all n0. Deﬁning
a := V (0)=
(1
1
1
)
, b :=
(1
1
0
)
, c :=
(1
0
0
)
, d :=
(0
0
0
)
,
and the morphism  by (a)= ab, (b)= cb, (c)= db, (d)= dd , we thus have
(V (n))= (V (2n), V (2n+ 1)),
hence the result. 
2.4. Generating the sequence (T modulo 2) by substitution
If we consider the 2-dimensional sequence
((
un
nmod 2
))
n0
,
i.e., the sequence
(
u0
0
) (
u1
1
) (
u2
0
) (
u3
1
)
· · ·
it is clear that it can be obtained by combining the two morphisms  and , where  is
deﬁned on {0, 1} by (0)= 01, (1)= 01. In other words we have just proved the following
proposition.
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Proposition 2. The sequence
((
un
nmod 2
))
n0
can be obtained by taking the image under the map g of the ﬁxed point of the morphim 
deﬁned on the alphabet
A :=
(
a
0
)
, B :=
(
b
1
)
, C :=
(
c
0
)
, D :=
(
d
0
)
, E :=
(
d
1
)
,
by:
(A)= AB, (B)= CB, (C)=DB, (D)=DE, (E)=DE,
where
g(A)=
(
1
0
)
, g(B)=
(
1
1
)
, g(C)=
(
1
0
)
, g(D)=
(
0
0
)
, g(E)=
(
0
1
)
.
An immediate corollary gives a way of generating the sequence T mod 2; it sufﬁces,
in the construction of Proposition 2, to erase the letters whose ﬁrst coordinate is d, i.e.,
the letters D and E. But this can also be done by restricting the morphism to the alphabet
{A,B,C} and erasing the letters D and E from the images of A, B and C by the original
morphism.
Proposition 3. The sequence (T mod 2) can be obtained as the image by the map h of the
ﬁxed point of the morphism  on the alphabet {A,B,C}, where  and h are
deﬁned by
(A)= AB,
(B)= CB,
(C)= B,
and h(A)= 0, h(B)= 1, h(C)= 0.
Actually the same method gives a more general result.
Proposition 4. Let e be an integer 2. Then the sequence (T mod e) is morphic (i.e., it can
be obtained as the image of the ﬁxed point of a morphism on some ﬁnite
alphabet).
Proof. The proof is left to the reader. The main two ideas are to take a cartesian product
of two morphisms where the second morphism is a 2-morphism that generates the periodic
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sequence (0 1 2 . . . (e − 2) (e − 1) 0 1 2 . . .). One can take
if e is even, if e is odd,

0 → 01
1 → 23
2 → 45
...
e − 2
2
→ (e − 2)(e − 1)
e
2
→ 01
1+ e
2
→ 23
...
(e − 1) → (e − 2)(e − 1)


0 → 01
1 → 23
2 → 45
...
e − 1
2
→ (e − 1)0
e + 1
2
→ 12
e + 3
2
→ 34
...
(e − 1) → (e − 2)(e − 1)
For example the patient reader can check that the sequence (T mod 3) can be generated as
the image under the map
p, s, t → 0, q, v → 1, r, u → 2
of the ﬁxed point of the morphism
p → pq, q → rs, s → tq, r → u, t → q, u → vu, v → s. 
Remark 3. The construction of a morphism obtained by “erasing” some letters in a given
morphismwas easy here, since the letters we erased had the property that their images under
the original morphism were also erased. Nevertheless, this restriction can be dropped (see
Theorem 3 below).
2.5. Complements
Actually it happens that the sequence (T mod 2) is a ﬁxed point of a simpler morphism,
namely the morphism deﬁned on {0, 1} by 0 → 01, 1 → 011. Furthermore, the shifted
sequence obtained from (T mod 2) by erasing the ﬁrst 0 is the ﬁxed point of the morphism
1 → 10, 0 → 1 (i.e., it is equal to the Fibonacci sequence beginning with 1).
Proposition 5. • The sequence (T mod 2) = (T (n)mod 2)n0 is the ﬁxed point of the
morphism  deﬁned on {0, 1} by (0)= 01, (1)= 011.
• The sequence (T (n+ 1)mod 2)n0 is the ﬁxed point of the morphism 1 → 10, 0 → 1
(i.e., it is equal to the Fibonacci sequence beginning with 1).
Proof. •We know from Proposition 3 that the sequence (T (n)mod 2)n0 is equal to the
sequence limk→∞ h(k(A)).
J.-P. Allouche et al. / Discrete Mathematics 292 (2005) 1–15 7
We ﬁrst prove by induction on k0 that 1 h(2k(A))=h(2k(BC)). Namely, the result
clearly holds for k = 0. Then, if the result holds for k, we have
1 h(2k+2(A))= 1 h(2k(ABCB))= 1 h(2k(A))h(2k(BCB))
= h(2k(BC))h(2k(BCB))= h(2k(BCBCB))
= h(2k+2(BC)).
Nowweprove by induction on k0 thatk+1(0)=h(2k(A)) 1 and 1 k(1)=h(2k(B)) 1.
The result holds for k = 0 and k = 1. If it holds for k1, we have
1 k+1(1)= 1 k(011)= 1 k(0)k(1)k(1)
= 1 h(2k−2(A)) 1 k(1)k(1)
= 1 h(2k−2(A))h(2k(B)) 1 k(1)
= 1 h(2k−2(A))h(2k(B))h(2k(B)) 1
= h(2k−2(BC))h(2k(B))h(2k(B)) 1
= h(2k−2(BC))h(2k−2(2(B)))h(2k−2(2(B))) 1
= h(2k−2(BCBCBBCB)) 1
= h(2k+2(B)) 1
and
k+2(0)= k+1(01)= h(2k(A)) 1 k+1(1)
= h(2k(A))h(2k+2(B)) 1= h(2k(ABCB)) 1
= h(2k+2(B)) 1.
This ﬁnally implies
(T (n)mod 2)n0 = lim
k→∞h(
k(A))= lim
k→∞h(
2k(A))
= lim
k→∞
k+1(0)= lim
k→∞
k(0).
• To prove the second claim, it clearly sufﬁces to prove that we have limk→∞ k(A) =
A limk→∞ k(B), where  is themorphism deﬁned on the alphabet {B,C} by (B)=BC,
(C)= B.
Clearly 2(B)=(B)B, so by applying k to both sides, we obtain the relation k+2(B)=
k+1(B)k(B). We will now prove by induction on k0 the relations
B (k(C))= k(B) B and B (k(B))= k+1(B) B.
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These relations are clearly true for k = 0. If they are true for k, then
B (k+1(B))= B (k(BC))= B (k(B)) (k(C))
= k+1(B) B (k(C))= k+1(B)k(B) B
= k+2(B) B
and
B (k+1(C))= B (k(B))= k+1(B) B.
Our last step is to prove that for all k0 we have
k(A)= A k(B) k−1(B) · · · (B) B.
Again this is true for k = 0, and if it is true for k, then
k+1(A)= (k(A))= (A) (k(B)) (k−1(B)) · · · ((B)) (B)
=A B(k(B)) (k−1(B)) · · · ((B)) (B)
=A k+1(B) B (k−1(B)) · · · ((B)) (B)
=A k+1(B) k(B) B · · · ((B)) (B)
= · · ·
=A k+1(B) k(B) · · · (B) B.
It is now clear that
lim
k→∞ 
k(A)= A lim
k→∞ 
k(B). 
2.6. The sequence T and the lazy Fibonacci expansion
We have seen that the integers in T are exactly the integers whose binary expansion does
not contain the block 00. Writing these expansions in increasing order
0, 1, 10, 11, 101, 110, 111, 1010, . . . ,
we obtain exactly the representations of the integers 0, 1, 2, . . . in the “lazy Fibonacci
expansion” (i.e., as expansions in the Fibonacci base F2=1, F3=2, . . . , Fn+2=Fn+1+Fn
that do not contain two consecutive 0’s; see for example [10]). In other words, we have the
following proposition.
Proposition 6. The binary representation of T (n) is given by the lazy Fibonacci expansion
of n.
Remark 4. The above proposition, which can be read between the lines of [12], contains
in particular the equality (with our notation)
T (Fn+3 − 2)= 2n − 1,
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due to Bottomley (see sequence A052499 in [19]). Namely,
Fn+3 − 2= F2 + F3 + · · · + Fn+1.
Actually, introducing the concept of generalized automatic sequences in [17] and the
concept of generalized regular sequences in [2], we can prove the following theorem.
Theorem 2. The sequence (T (n))n0 is Fibonacci regular. For each e2, the sequence
(T (n)mod e)n0 is Fibonacci automatic.
Proof. As a consequence of [2, Theorem 5.2], it sufﬁces to prove the ﬁrst assertion. We
deﬁne two maps and two languages as follows:
• the maps x → [x]2 and x → [x]F are deﬁned from {0, 1}∗ toN by
[w0w1 · · ·wk]2 = w02k + w12k−1 + · · · + wk20,
[w0w1 · · ·wk]F = w0Fk+2 + w1Fk+1 + · · · + wkF2.
• the setF (resp.L) is the subset of {0, 1}∗ consisting of all words beginning with 1 and
having no subword equal to 11 (resp., beginning with 1 and having no subword equal to
00). In other words,F is the set of Fibonacci expansions of integers, andL is the set
of lazy Fibonacci expansions of integers.
We then deﬁne a map  fromF toL by noting that for all w ∈F, there exists a unique
(w) ∈ L such that [w]F = [(w)]F (by the uniqueness of lazy Fibonacci expansions of
integers). Forw inF, it is clear that (w) can be computed fromw by repeatedly applying
the rewriting rule 100 → 011 and erasing leading zeros if any; this process converges (look
at the total number of 0’s at each step), and the order in which the rewriting rules are applied
does not matter, since the ﬁnal result must be the unique lazy Fibonacci expansion of the
integer with Fibonacci expansion equal to w.
Note that, applying the rewriting rules tow ∈Fwithout erasing the leading zeros if any
appears during the process leads to some word ′(w) with the same length as w, and which
must be either (w) or 0(w) (easy induction on the length of w). In particular if w and z
are two words beginning with 1, we have (wz)= ((w)′(z)).
Notice that, with this notation, Proposition 6 can be written as follows: for all w ∈ L
we have T ([w]F)= [(w)]2.
To prove the claim in our Theorem 2 it sufﬁces to prove the following relations that were
discovered experimentally:
T ([10000x]F)=−2T ([10x]F)+ T ([100x]F)+ 2T ([1000x]F),
T ([100010x]F)=−2T ([1000x]F)+ T ([1010x]F)+ 2T ([10010x]F),
T ([10010x]F)=−2T ([10x]F)+ 3T ([1000x]F),
T ([101000x]F)=−6T ([10x]F)+ 7T ([1000x]F),
T ([1010010x]F)=−6T ([1000x]F)+ 7T ([10010x]F),
T ([10101x]F)=−4T ([1x]F)+ 5T ([101x]F).
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We will prove only the ﬁrst one; the remaining relations are proved analogously. We also
will prove the ﬁrst relation only in the case x begins with 1 (if x begins with 0 . . . 01 the
proof is the same, it is also similar if x = 0 . . . 0). We will use the fact that x begins with 1,
and the above reformulation of Proposition 6. Let us distinguish two cases.
• First case: ′(x)= (x).
Then
T ([10000x]F)= T ([(10000x)]F)= T ([1011(x)]F)= [1011(x)]2,
T ([10x]F)= T ([(10x)]F)= T ([10(x)]F)= [10(x)]2,
T ([100x]F)= T ([(100x)]F)= T ([11(x)]F)= [11(x)]2,
T ([1000x]F)= T ([(1000x)]F)= T ([110(x)]F)= [110(x)]2.
Looking at the binary expansions, it is then apparent that
[1011(x)]2 − [11(x)]2 = 2[110(x)]2 − 2[10(x)]2,
which is exactly the relation we want to prove.
• Second case: ′(x)= 0(x).
Then
T ([10000x]F)= T ([(10000x)]F)= T ([10110(x)]F)= [10110(x)]2,
T ([10x]F)= T ([(10x)]F)= T ([11(x)]F)= [11(x)]2,
T ([100x]F)= T ([(100x)]F)= T ([110(x)]F)= [110(x)]2,
T ([1000x]F)= T ([(1000x)]F)= T ([1011(x)]F)= [1011(x)]2.
Looking at the binary expansions, it is then apparent that
[10110(x)]2 − [110(x)]2 = 2[1011(x)]2 − 2[11(x)]2,
which is exactly the relation we want to prove. 
3. A general framework
The sequence studied by Kimberling can be seen as a typical example of a family of
similar sequences. Before giving the general result, we need some intermediate statements.
The ﬁrst one, due to Cobham [8] (see also [5, Theorem 7.7.4]), states that erasing given
symbols in automatic (or, more generally, morphic) sequences essentially gives morphic
sequences.
Theorem 3 (Cobham). Let U be a morphic sequence deﬁned on the ﬁnite alphabet . Let
 ⊆ . Let V be the sequence obtained from U by erasing all occurrences of the letters
belonging to . Then the sequence V is either ﬁnite or morphic.
Now we recall that two-dimensional sequences whose coordinates are k-automatic are
also k-automatic, and that periodic sequences are k-automatic.
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Lemma 3. Let k be an integer 2.
• If the sequences (un)n0 and (vn)n0 are k-automatic, then the sequence ((un, vn))n0
is k-automatic.
• Any periodic sequence is k-automatic.
Proof. The ﬁrst assertion is clear: look at the k-kernel of the sequence ((un, vn))n0 (for
the deﬁnition of the k-kernel, see for example [5, pp. 185, 409]).
For the second assertion, let e1 be the period of the sequence and let w be the preﬁx
of this sequence of length e, say w = a0a1 · · · ae−1. Let A := {A0, A1, . . . , Ae−1} be
an e-letter alphabet. Write the word wk as the concatenation of e words of length k, say
wk := z0z1 · · · ze−1. It is clear that our periodic sequence is the image under the map
Ai → zi of the ﬁxed point beginning with A0 of the morphism
Ai → AA˜f 0 . . . A(k−1), A˜, Aˆ∀ i ∈ [0, e − 1]. 
Now we can prove a general theorem similar to Propositions 3 and 4.
Theorem 4. Let k be an integer 2. Let (un)n0 be a k-automatic sequence. Let a be an
element of the set of values of (un)n0. Let i0< i1< i2< · · ·< in < · · · be the increasing
sequence of the integers j such that uj =a. Let e be an integer 2. Then either the sequence
(inmod e)n0 is ﬁnite or it is the image of the ﬁxed point of a (not necessarily uniform)
morphism.
Proof. The proof goes as above. First, the characteristic function of the set of the integers
j such that uj = a is k-automatic. Then, if the sequence (vn)n0 is the periodic sequence
0 1 2 · · · (e − 1) 0 1 2 · · ·, the sequence ((un, vn))n0 is k-automatic (use Lemma 3).
Finally, if the sequence (inmod e)n0 is not ﬁnite, then it is morphic from Theorem 3:
it sufﬁces to erase in the sequence ((un, vn))n0 all terms for which (un, vn) is equal to
(b, ') for b = a and ' ∈ [0, e − 1]. 
Actually, even more is true. By using a result of Dekking [9], we can prove the following
result.
Theorem 5. Let (un)n0 be a morphic sequence. Let a be an element of the set of values of
(un)n0. Let i0< i1< i2< · · ·< in < · · · be the increasing sequence of the integers j such
that uj = a. Let e be an integer 2. Then either the sequence (inmod e)n0 is ﬁnite or it
is the image of the ﬁxed point of a (not necessarily uniform) morphism.
Proof (sketch). Dekkingproved [9] that any transduction of amorphic sequence ismorphic.
The sequence (un)n0 is transduced by just looking at the value of each letter to see whether
it is equal to a, while counting the rank of this letter modulo e. As output take the residue
modulo e in this count. 
4. Other examples in the literature
Actually, other examples of the situation described in the previous section can be found
in the literature. We describe some of them below.
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4.1. A result of Cateland
The following result is due to Cateland (see the chapter “Sur la représentation en base
(q, d)” pp. 90–108 in [7]). It shows how sequences of integers obtained by forbidding
digits are p-regular (in the sense of [3]) while their characteristic functions are known to be
q-automatic.
A particular case of the sequences studied by Cateland is given by Kimberling in [13]:
take q = 3, d = 0, and look at the integers that contain only the digits {0, 1} in their ternary
expansion. Then the increasing sequence S of these integers can be deﬁned by: 0 belongs
to S; if the non-negative integer x belongs to S, then 3x and 3x+1 belong to S; nothing else
belongs to S (see below).
Theorem 6 (Cateland). Let q and d be two integers such that q3 and 2− qd0. Let
(d)q := {d, d + 1, . . . , d + q − 1}. Every integer n1 can be uniquely written as
n=
L∑
j=0
	j (n)qj
with 	j (n) ∈ (d)q , for all j ∈ [0, L] and 	L(n)> 0.Call this expansion the (q, d)-expansion
of n. Fix p digits in the set (d)q where at least one of these digits belongs to {1, 2, . . . , d +
q− 1}. Then, the increasing sequence of the integers whose (q, d)-expansion contains only
these p digits is p-regular.
An immediate corollary is:
Corollary 2. With the above notation, reducing modulo e2 the increasing sequence
of the integers whose (q, d)-expansion contains only these p digits gives a p-automatic
sequence.
4.2. The examples of Kimberling
In paper [13] Kimberling studies sets of integers deﬁned as follows. Let F be a countable
set of afﬁne functions with integer coefﬁcients. The set of integers SF is the smallest set
of integers that contains 1 and is closed under any function in F. We now show how the
examples of sets SF given by Kimberling enter our framework.
• Example 1 of [13] considers the sequence SF where F := {2t + 1, 4t, 4t + 1} which is
sequence A003159 in [19]:
1 3 4 5 7 9 11 12 13 15 16 17 19 20 21 23 25 . . . .
It is not difﬁcult to see from Kimberling’s deﬁnition that this sequence consists exactly
of the integers whose binary expansion does not end with an odd number of 0’s. The
reader can check that the characteristic sequence 
 of A003159 (with a 0 inserted at the
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beginning) satisﬁes
∀n0, 
(2n+ 1)= 1, 
(4n)= 
(n), 
(4n+ 2)= 0.
It is an easy exercise to prove that the sequence (
(n))n0 is 2-automatic: it is the image
by the map a → 1, b → 1, c → 0, of the ﬁxed point of the 2-morphism
a → ab, b → cb, c → bb.
Note that it is easily proved that, for n1, we have 
(n) = |M(n) − M(n − 1)|, where
(M(n))n0 is the celebrated Thue–Morse sequence
0 1 1 0 1 0 0 1 1 0 0 1 0 1 1 0 1 . . .
(the Thue–Morse sequence can be deﬁned as the ﬁxed point beginning with 0 of the 2-
morphism 0 → 01, 1 → 10; see for example [4]). In other words, 
(n) = 1 if and only if
M(n − 1) = M(n). This implies that the sequence A003159 is the summatory function
of the sequence
1 2 1 1 2 2 2 1 1 2 1 1 2 1 1 2 2 . . . ,
the ﬁxed point of the morphism 1 → 121, 2 → 12221. (Note that the shifted sequence
2 1 1 2 2 2 1 1 2 1 1 2 1 1 2 2 . . . ,
is the ﬁxed point of the morphism 2 → 211, 1 → 2; see [6]; for more on the links between
the Thue–Morse sequence and the sequence A003159 see also [1].)
• Example 2 of [13] considers the sequence SF where F := {3t, 3t + 1} which, up to
inserting 0, is sequence A005836 in [19]:
0 1 3 4 9 10 12 13 27 28 30 31 36 37 39 40 81 . . . .
As noted by Kimberling, this sequence consists exactly of the integers whose ternary
representation does not contain the digit 2.
Theorem 6 implies that this sequence (U(n))n0 is 2-regular: it satisﬁes the relations
U(2n) = 3U(n), U(2n + 1) = 3U(n) + 1. Note that the reduction modulo 2 of this
sequence is the Thue–Morse sequence.
• Example 3 of [13] considers the sequence SF where F := {2t, 4t + 1} which, up to
inserting a 0, is sequence A003714 in [19]:
0 1 2 4 5 8 9 10 16 17 18 20 21 32 33 34 36 . . . .
As noted by Kimberling, this sequence consists exactly of the integers whose binary
expansion has no two adjacent 1’s (sometimes called “Fibbinary numbers”; see [19]).The
reader can easily check that the characteristic sequence 
 of A003714 is 2-automatic:
it is the image by the map a → 1, b → 1, c → 0, of the ﬁxed point of the 2-morphism
a → ab, b → ac, c → cc.
Reasoning analogous to the proof of Proposition 6 gives a method to compute this
sequence by showing that, with the notation of Section 2, we have for all w ∈ F the
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relation V ([w]F ) = [w]2. In particular this sequence-reduced modulo 2 is nothing but
the Fibonacci sequence.
• Example 4 of [13] considers the sequence SF whereF := {2t, 4t+3}∪{2k+1t+2k+1 :
k2} which is sequence A000069 in [19]:
1 2 4 7 8 11 13 14 16 19 21 22 25 26 28 31 32 . . . .
As noted by Kimberling, this sequence consists exactly of the integers whose binary ex-
pansion has an odd number of 1’s. It is not hard to deduce that the characteristic sequence

 of sequence A000069 is 2-automatic: this is the ﬁxed point of the 2-morphism
0 → 01, 1 → 10,
hence (
(n))n0 is the Thue–Morse sequence beginning in 0.As noted in [19], sequence
A000069 is the sequence 2n + 1 −M(n), where (M(n))n0 is the Thue–Morse se-
quence beginning with 0. Hence sequence A000069 is 2-regular. We see that sequence
(A000069modulo 2) is also the Thue–Morse sequence up to changing 0’s into 1’s and
1’s into 0’s.
• Example 5 of [13] considers the sequence SF whereF := {2t+1, 4t}∪{2k+1t+2k−2 :
k2}which is sequenceA059010 in [19] (note that the integer 16 is incorrectlymissing
in the sequence given in [13]):
1 3 4 7 9 10 12 15 16 19 21 22 25 26 28 31 33 34 . . . .
As noted by Kimberling, this sequence consists exactly of the integers whose binary
expansion has an even number of 0’s. It is easy to show that the characteristic sequence
of sequenceA059010with a 0 inserted is 2-automatic: it is the image by themap a → 1,
b → 1, c → 0, of the ﬁxed point of the 2-morphism
a → ab, b → cb, c → bc.
Note that it can be proved that sequence A059010 is the sequence (2n − 1 −Q(n −
1))n1, whereQ(n) is the parity of the number of 0’s in the integer n; hence, sequence
A059010 is 2-regular.
5. Questions
We list below some related questions.
• How far can the sequence proposed by Kimberling be generalized? One possible answer
is given in paper [13] with the sets SF quoted above. Under which conditions is the
corresponding characteristic sequence automatic? More precisely if we have “mixed
base” rules (for example, SF := {2t + 1, 3t}), then the corresponding characteristic
sequence is probably not k-automatic for any k.
• Are the sequences of integers with missing blocks always particular cases of sequences
deﬁned à la Kimberling as above?
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• Is it possible to study a more general situation where notions of “automaticity” or
“regularity” in the sense of [17] or of [14,16] and of [2] are considered? In particu-
lar papers [11,15,18] might prove useful in this context.
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