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Abstract 
A graph G with n nodes and e edges is said to be t-optimal if G has the maximum number 
of spanning trees among all graphs with the same number of nodes and edges as G. Hitherto, 
t-optimal graphs have been characterized for the following cases: 
(a) n=sp, and e=(s (s -  1)/2)p 2, when s and p are positive integers, and s > 1; 
(b) e<<.n + 2; 
(c) e>~n(n - 1)/2 - n/2. 
In this paper we use algebraic techniques involving eigenvalues to determine t-optimal 
graphs for e>~n(n - 1)/2 - n + 2. This range is extended to include e = n(n - 1)/2 - n + 1 and 
e= n(n -  1)/2 - n, provided n(n -  1)/2 - e is a multiple of three. 
1. Introduction and preliminaries 
Let G=(V(G) ,E (G) )  denote a graph with vertex set V(G)={Vl,V2 . . . . .  v,} and 
edge set E(G)={Xl ,X2 . . . . .  xe} and f2(n,e) denote the class of  all simple graphs 
(i.e., graphs without multiple edges of  self-loops) with n vertices and e edges. I f  
more than one graph is under discussion we shall denote the number of  nodes and 
edges of  the graph G by n(G) and e(G) for the sake of clarity. For other standard 
graph-theoretic notions and terminology we refer to Harary [5]. If G E ~2(n, e) and t(G) 
denotes the number of  spanning trees of  G, G is said to be t-optimal if t(G)>~t(G ~) 
for all G t E f2(n, e). Even though the problem of characterizing t-optimal graphs is open 
at present, some partial results have been obtained. Specifically, the t-optimal graphs 
are known for the following cases: 
(a) n=sp and e=(s (s -  l ) /2 )p  2, where s and p are positive integers, and s > 1; 
(b) e<~n + 3; 
(c) e>~n(n - 1)/2 - n/2. 
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Kelmans and Chelnokov [6] and Shier [9] independently solved the problem for 
case (c) using a linear algebraic approach. Cheng [4] used an approach using clas- 
sical optimization techniques to solve the problem for cases (a) and (c). Recently, 
Boesch et al. [2] handled part of case (b), and recently it was completed by Wang 
[10]. 
The purpose of this paper is to determine t-optimal graphs for e >>,n(n - 1 ) /2 -n  +2. 
This range is extended to include e/> n (n - 1 ) /2 -n  + 1 and e = n(n - 1 ) /2-n,  provided 
n(n - 1)/2 - e is a multiple of three. 
Our methodology involves the use of a collection of graph transformations, each 
of which transforms a graph in f2(n,e) to another in f2(n, e) having more spanning 
trees. These transformations are first used to show that if a graph in O(n,e) is not 
almost-regular, i.e., has a pair of nodes with degrees differing by more than one, 
there is another graph in f2(n, e) with more spanning trees. Next the transformations 
are employed to eliminate those almost regular graphs which are not t-optimal. The 
transformations are of two types: those of one type are shown to be tree-increasing by
using the linear algebraic methods introduced by Kelmans [7]; the other is derived by 
using implicit properties of the Lagrange multiplier optimization technique mployed 
by Cheng [4]. 
The remainder of this section is devoted to the presentation of some fundamental 
notions and results required in the next two sections. In the next section, we introduce 
the tree-increasing transformations u ed in the third section to determine the t-optimal 
graphs. 
If G E f2(n, e), we denote by H(G) the n × n matrix with hii equal to the degree 
of node vi and -hi j  equal to the number of edges joining nodes vi and vj. H(G) is 
often called the Laplacian of G; it is also known as the nodal admittance matrix or 
Kirchoff matrix. An excellent survey of its properties was given by Merris [8]. The 
(n -  1)× (n -  1) matrix H(G)v, obtained by deleting the row and column of H(G) 
corresponding to node v, has determinant equal to the number of spanning trees of G, 
independent of the choice of v (see [5]), i.e., 
t(G) = det(H(G)v). (1.1) 
It is readily seen that H(G) is symmetric, non-negative definite, and has row sum 
equal to zero. Thus, the eigenvalues of H(G) are real, non-negative, and at least one 
is zero. Let 
0~<2o(G)~<2~(G)~< ... ~<2,_ ~(G) 
denote the eigenvalues of H(G) and 
2(G) = (21 (G), 22(G) . . . . .  2n - 1 (G)). 
One may obtain ~.(G c) (where G c denotes the complement of G) from 2(G); indeed 
~.i(G c) = n - )~n-i( G) (1.2a) 
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for 1 <~i<~n - 1. As each ~i(GC)>~0 it follows that 
2, _ t(G) ~<n. (1.2b) 
By standard linear algebraic methods it follows that 
n-- I  n 
)~i( G ) = ~_, di( G ) - -  2e  (1 .3 )  
i=1 1 
and 
n-- I  n 
22(G) = ~ d2(G) + 2e, (1.4a) 
1 1 
where di(G) denotes the degree of node vi in G. Henceforth, we shall denote 
~;~-l I 22(G) by B(G) and the minimum possible value of B(G) for GE~2(n,e) by 
B(n,e). Furthermore, we shall use d(G) to denote (dl(G),d2(G),...,dn(G)), the de- 
gree sequence of G, and a(d(G)) shall denote ~,i~=1 d2(G). So that if a(n, e) denotes 
the minimum value of a(d(G)) for G E f2(n, e), it follows that 
B(n,e)=a(n,e) + 2e. (1.4b) 
As it happens, the problem of finding t-optimal graphs is intimately related to the 
determination f B(n, e), or equivalently, ¢r(n, e). In the next result, we see that B(n, e) 
is realized by each almost regular graph in f2(n, e), where a graph is said to be almost 
regular provided Idi(G)- dj(G)q<<, 1 for each pair 1 <~i,j<~n. To state the result we 
consider the following related problem: 
k 
Problem (Q): mina(£)= ~ x 2, £=(x~,x2 .... ,xk), (1.5) 
j= l  
where (1) ~)=j xj =I and (2) xj is a non-negative integer for each j--- 1,2 .... ,k. 
The solution to (Q) is unique up to permutation of the components and is easily 
shown to be given by 
x*=I/k for j=  1,2 . . . . .  k 
provided k divides I, or, in the event hat k is not a divisor of I, 
~s+l  for j - -  1 .. . . .  l, 
4-- s for j=  l + 1 .... ,k, 
where 1 = ks + l and 0 ~< l < k. 
If n and e are fixed integers such that 0<e~<(2 ) then the solution of (Q) for 
k = n and I = 2e is graphical, i.e., there is a graph G in f2(n, e) such that d(G) is the 
solution, and a(n,e) is the optimal objective value of (Q). Furthermore, by (1.4), it 
also follows that B(n,e) is realized by any almost regular graph in O(n,e). 
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Since the above result is established in a routine manner, it is left to the reader. The 
following observation, which we shall require in the third section, follows immediately 
from the fact that the sum of the degrees is even if and only if a(d(G)) is even: 
B(G) and B(n, e) are non-negative ven integers. (1.6) 
It is well known (see [1]) that another formula for t(G) is given by 
t (G)= 1 nl~iI 2i(G). (1.7) 
/'/ i=1 
This formula was used by Cheng [4] to show that regular complete multipartite graphs 
are t-optimal. One of his results is of importance to us, and we record it here. Consider 
the problem: 
n--I  
Problem(I~#): max F (2)= 1-[2i J=(21 .... ,2n-~) 
i=1 
n-- I  
s.t. (2) ~-'~2i ----- a, 
i=1 
n--I 
(3) = #. (1.8) 
i=1 
We assume that 0<~t~<n(n-1)  and 0 <fl~<~t 2 so that (I~#) is well-posed and we 
denote the optimal value by Me(~,fl). Fix ~, and suppose that there are integers m,s 
with m> I and O<~s<n such that 
2 .={ 7 for l~<i~<m- I,
for m<~i<<.n- 1. 
and E/=a'  2* ct. Let fl* ~in~ l 2T 2 and 2~= * * * " -  = = (21,22 .... , An - l )" Then F(2 "g) > 
MF(2, fl), whenever fl >/3*. 
We mention in passing that an important -optimal result follows immediately from 
(1.8). Indeed, the complete graph with a matching removed is the unique almost regular 
graph in f2(n,e). Hence, by (1.5), it is the unique graph in I2(n,e) with B(G)=B(n,e). 
Furthermore, it has exactly two distinct eigenvalues and so it follows it is the unique 
t-optimal graph in its class. 
Henceforth, C(2, G) and My(A, G) will denote the characteristic polynomials of H(G) 
and H~(G), respectively, i.e. 
C(2, G) = det(2I - H(G)) (1.9) 
and 
My(2, G) = det(2I - Hv(G)). ( 1.1 O) 
Yet another well-known formula for t(G) (see [1]) will be required in the sequel: 
t(G) = 1C(n, GO). (1.11) 
n ~ 
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We shall compare the values of t(G) for various graphs using (1.11). For precisely 
this purpose, we now list some results which will be used in the next section. To this 
end, it is noted that whenever the union of two or more graphs is formed, the graphs 
are assumed to be pairwise node disjoint. Also we use Pn and Cn to denote the path 
and cycle on n nodes, respectively. 
(1.12) [7]. If F and G are arbitrary node disjoint graphs, uEV(F) and vEV(G) 
let Fu-vG denote the graph obtained by adding the edge u,v to F U G and 
Fu.vG by contracting u,v in Fu_vG. Then C(2,F U G) > C(2,F,.vGUKI) for all 
2>~n(FUG). 
(1.13) [7]. If F and G are arbitrary node disjoint graphs, uE(F)  and v, wE 
V(G) then, for any 2~>2n-1(F), C(,~,Fu.vG)> C(2,Fu.~G) iff Mo(2,G) < 
Mw(2,G). 
(1.14) [7]. If GEf2(n,e) is connected, and is not a path, and P is a path having e 
edges then 2-fC().,P) > 2e-"C(2, G) for all 2 >~max()~n_ I(G),4). 
(1.15) [7]. For 2~<j + l~<i -  1, C(2,P,-_I UPj+I)~>C(2,P~ UPj) for each 2>14. 
(1.16) [7]. For n~>5 C(2,C3UP~-3)> C(2,Pn) for each 2~>n. 
(1.17) [3]. For each n>~3, C(2,C~)=(-1)~[y ~ + y-" - 2], where y=(2  - 2)/ 
(2) - x/((2 - 2)/2) 2 - 1. 
(1.18) For each pair (H1,H2) listed below, C().,H1)>C(2,H2) for each 
2 >~ n(H1 ) =n(H2): 
(a) (C3UP3UKz, ZP4). 
(b) (2P3,P4UK2). 
(c) (C3U2Kg,P.UP3). 
(d) (C3 u 3K2, 3P3). 
(e) (C3 uP4, C4 uP3). 
(f) (C3UP3, C4UK2). 
(g) (C3UP4, CsUK2). 
(h) (2C3 U K2, C5 U P3). 
(1.19) [7]. For any uEV(C,) and n~>3, 2M~(2, C,)=C(2,Pn) for each ,~>4. 
Finally, we state a result which is easily established by a straightforward counting 
argument: 
(1.20) Suppose that Gea(n,e), where, e=( '2 ) -n+m and O<~m<.n. Let 
T(G c) denote the collection of components of G c which are trees, U(G e) 
the unicyclic components of G e and X(G c) all other components of G c. If 
Y'~mex(6o) [e(H) - n(H)] is denoted by s then IT(GO)[ = m + s. 
2. Tree increasing transformations 
We begin with an observation that follows immediately from (1.11) and the fact 
that C(2, G UH)= C(2,G)C().,H), whenever G and H are node disjoint. 
(2.1) If GbG2EO(n,e) and C(2,GI)> C(2,G2) for all 2>~n then, for any graph H 
node disjoint from G1 and G2, t((Gl UH) e) > t((G2 UH)e). 
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The following results from [7] are immediate consequences of (2.1) and the facts 
from Section 1: 
(2.2) (see 1.12). If F, G, and H are arbitrary pairwise node disjoint graphs, uE V(F), 
and vE V(G) then t((F LJ G UH) c) > t((F~.~G UK1 UH)C). 
(2.3) (see 1.14 and 1.2a). If G is connected and not a path, and P is a path with 
e(G) edges and H is node disjoint from G and P then t((PUH)C)> 
t((GU(e(G)- n(G)+ 1)KI UH)C). 
(2.4) (see 1.16). If n~>5 and H is node disjoint from P, and C3UP,_3, then 
t((C3 UPn-3 toll) c) > t((Pn UH)C). 
(2.5) (see 1.18). If H is node disjoint from /-/1 and /-/2 then t ( (H1UH)c)> 
t((H2 UH) c) for the pairs (H1,H2) given in (1.18). 
Our next result requires facts much like the ones from Section 1 that we used to jus- 
tify (2.2)-(2.5). We establish these hitherto unproven results in the body of the proof. 
(2.6) If m~>7 and H is node disjoint from C,n and Cm-3UC3 then 
t((C3 L3 C,n-3 UH) c) > t((Cm UH)C). 
Proof. By (2.1) it suffices to prove that for all 2>~5 and m~>7 C(2, C3UCm_3)> 
C(L Cm). 
Case 1: m is even. It is easily shown by formula (1.17) that C(2, C3UCn-3)- 
C(2, Cm) = C(2, C,~-6)+2C(2, Cm-3 )+2C(2, (73). Also, since the eigenvalues of H(Cm ) 
are given by 2 -2cos(2~zi/m) for O<~i<~m - 1, it follows that the largest such 
eigenvalue is no greater than 4, whence C(2, Cy)>O for 2/>5 and j~>4. Hence, 
C(2, C3 to Cm-3) > C(2, Cm) for 2 ~> 5 and even m ~> 8. 
Case 2: m is odd. In this case C(2, C3toC~-3)- C(2, Cm)=C(A, Cm-6)+ 
2C(2, Cm-3)- 2C(2, C3). (Note that CI is interpreted as Kj .) Thus, it suffices to prove 
that C(2, Cm-3) t> C(2, C3) for 2 ~> 5 and m/> 7. To this end observe that the eigen- 
values of Cm-3 are given by 2 - 2cos2~zi/(m - 3) for i=O, 1,...,m - 4. Of course 
i = 1 and i = m-  4 yield the same value ~ = 2 -  2 cos 2~/(m- 3). But m ~> 7 forces 
2~z/(m-3)<~/2 so that u~<2. Hence, C(2, Cm-3)= 2(2-~)  2 ]'-Ij~5(2-flj), where fly = 
m-5 ~. >_ 2-2cos2nj/(m--3). Since flj~<4 for all j=2  .... ,m-5,  it follows that 1-Ij=2 ( -]?j)-" 1 
when 2~>5 and so C(2, Cm--3)~<2(2 -- C0 2 for 2~>5 since C(2, C3)=2(2 - 3) 2. The 
desired result follows. 
(2.7) Suppose that C is a cycle on which node y lies, P is a path with endpoint z, Q is 
a path on two, three or four nodes with endpoint x, and H is an arbitrary graph 
which is node disjoint from all of the above graphs. Then t((C U~.xQ toll) c) > 
t((Cy.zP U O U H)  c). 
Proof. By (2.1) we need only show that C(2, CUPz.xQ)> C(2, Cy.zPtoQ) for 2 ~> 
n(CuPz.xQ). But if we set L = C U Q and F= P then Cy.zP U Q = Fz.yL and C t_J Pz.xQ = 
Fz.xL and so by (1.17) and the fact that n(CUPz.xQ)>~n(P)>~2n(F)-I, it suffices to 
show that My(2,L)> Mx(2,L) for 2>~n(CUPz.xQ). Now Mx(2,L)=Mx(2,Q)C(2, C)
and My( 2, L ) = My( 2, C)C(2, Q). We know from (1.19) that 2My(2, C)=C(2,P,~c)) 
for 2~>4. Thus, 2My(2,L) = C(2,P,(c))C(2, Q) = C((2,P~(c) to Q) for 2~>4. 
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For the first case, i.e., Q=K2, we have 2Mx(2,L) -~2(2-  1)C(2, C) so that for 
2>~n(C) + 2 
2Mx(2,L) < 22C(2,C) 
= C(2, CU2K1) 
< C(2,P.(c)+l UKI) 
< C(2,P.(c) U Q) 
=- 2My(2,L), 
where the third and fourth inequalities follow from (1.14) and (1.15), respectively, but 
n(CUPz.x) > n(C) + 2 so that the first case follows. 
In the second case, i.e., Q =P3, we have 
2Mx(2,L) = 2(22 -32  + 1)C(2, C) 
< ,~(~)(2 - 2 )c (L  c )  
=- C(2, CUK2UKj)  
for 2>n(C)+3.  Thus, for 2>~n(C)+3 
2M~(2,L) < C(2,P.(c)+z UK1) 
< C(2,P.(c) U Q) 
= 2My(2,L). 
For the same reasons as given in the previous case, and the second case follows because 
n(CUPz.xQ) > n(C) + 3. 
As for the third case, i.e., Q = P4, we may write 
2Mx(2, L) - 2(23 - 522 + 62 - 1 )C((2, C) < C(2, C U/°3 U Kj ) 
for 2>~n(C) + 4. Thus, for 2>~n(C) + 4 
2Mx(2,L) < C(2,P.(c)+l UP3) 
<~ C(2,Pn(c) U Q) 
= 2My(2,L), 
as in the previous cases so that the inequality n(C UPz.xQ)> n(C)+ 4 completes the 
proof. [] 
The final result of this section hints at the connection between increasing the number 
of spanning trees and reducing the value of B(G). 
(2.8) Suppose that G has the same number if nodes and edges as G ~= (jKs U pKl) 
where j, p ~> 0 and s > 0. Then, for any graph H, node disjoint from G and G r, 
t((G'UH)C)) > t ( (GUH) ¢) whenever (i) B(G) > B(G ~) or (ii) B(G)=B(G')  
but 2(G)¢ 2(G'). 
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Proof. Let m=[V(H) ] ,  n=m +is  + p, and consider GI=(G 'UmKI )  c and (72= 
(GUmK1)  ~. Clearly 2 (G l )=(n-  s . . . . .  n -  s,n . . . . .  n) with n having multiplicity 
m+p+j -  1 and n-s  having multiplicity ( s -  1 )j. Now B(G~) =B(G ' )  < B(G) ---- B(G~) 
so that B(Gj ) < B(G2). Thus, it follows by (1.7) and (1.8) that t (Gl)  > t(G2). But by 
(1.11) t( Gl )=(1/n2)C(n, G')n m and t( G2 )=(1/n2)C(n, G)n m so that C(n, G') > C(n, G). 
Thus, t((G' UH) c) = [C(n, G')C(n,H)] /n 2 > [C(n, G)C(n,H)]/n 2 = t((G U H)C). 
3. t-optimal graphs 
In this, the main section of the paper, we present hree theorems. The first theorem 
establishes the intermediate r sult that if B(G)=B(n ,e )+ 2 then G is not t-optimal. 
In the second theorem we prove that, for the range described in the introduction, 
t-optimal graphs must always be almost regular. The final theorem establishes the 
identity of the t-optimal graphs. 
Theorem 3.1. l f  e = (2) - (n -  m) where m is a non-negative integer no larger than n 
and G E f2(n, e ) with B( G) = B(n, e ) + 2 then G c has one o f  the following descriptions: 
(i) G c has at least one isolated node and each non-trivial component of  G c is either 
a path o f  a cycle. Furthermore, i f  G c does not have a cycle then it must have a 
path with at least three nodes. 
(ii) G c has no isolated nodes and one o f  the components i  either a tree or a unicyclic 
graph with exactly one node o f  maximum degree three. All  other components, i f
any exist, are cycles or paths. 
Moreover, G is not t-optimal whenever m>~ 1 or m--O and n-O(mod3) .  
Proof. We begin by observing that a(d(G) )= a(n, e)+ 2 (see Section (1.4)). 
(i) Suppose G c contains at least one isolated node so that the degree sequence of G c is 
given by d(GC)=(O, d2(G c) . . . .  ,dn(Ge)). Suppose that dj(G c) > 2 for some j~>2 and 
consider the sequence d' = ( 1, d2 ( G c ) . . . . .  dj _ i ( G c ), dj ( G c ) - 1, dj+ 1 ( G c ) . . . .  , dn ( G e )). 
Now, both sequences have the same degree sum while a(d ' )=t r (d ' (GC) )+ 
2(1-  dj(GC))<<.a(d(GC))- 4=a(n ,e ) -  2. But this contradicts (1.5). Hence, 
di(GC)<~2 for all i~>2. Furthermore, we claim that at least one di(GC)=2 or other- 
wise G e is almost regular and B(G)=B(n ,e ) .  Thus, (i) follows. 
(ii) Suppose G c does not contain isolated nodes. If di(GC)>~2 for each 1 <<.i<~n then 
m = 0 and B(G) = B(n, e),which is a contradiction. Thus, G c has a node of degree qual 
to one and d(GC)=(1,dz(G ¢) . . . . .  dn(GC)). 
Now suppose that dn( G ~ ) ~>4 and consider d' = (2, d2(G c) . . . . .  d , -  i ( Ge ), dn( G ~ ) - 1 ). 
Then a(d 7) = a(d(G ~)) + 4 - 2dn-1 (G c) ~< a(n, e) - 2, a contradiction to (1.5). 
Next suppose that d,_ i(G c) = dn(G c) = 3. It follows that d2(G)= 1 from the fact that 
2(n - m) = ~-~inl di. Now, consider the sequence ~ = (2, 2, d3(G ~) . . . .  , d,_2(G~), 2, 2). 
Clearly, a(d "--7) - -a(d(G~)) -4  = a(n, e) -2  which is also a contradiction to (1.5). Hence 
if G c has no isolated nodes then it has at most one point of degree three. That G c must 
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have a node of degree three follows because the assumption to the contrary implies 
that G is almost regular and B(G)=B(n,e). Thus, (ii) follows. 
To see that G cannot be t-optimal suppose first that (i) holds. If  G c contains a 
cycle then we may apply (2.3) to obtain a graph in f2(n,e) with more spanning trees 
than G. I f  G c does not contain a cycle then it must have a path with at least three 
nodes and we may apply (2.2) to obtain a graph in f2(n, e) with more spanning trees 
than G. If (ii) holds and G ~ has a component which is a tree with exactly one node 
of degree three we may apply (2.3) to obtain a graph in f2(n,e) with more spanning 
trees than G. Otherwise G c has a unicyclic component Gl ----- Cxy P. Now if m >~ 1 then 
G c has at least one tree. By (2.3) every such tree must be a path. We also know that 
if the path has five or more points then we may apply (2.4) to obtain a graph with 
more spanning trees than G. Otherwise, such a graph with more spanning trees than 
G exists by virtue of (2.7). Finally, if m=0 and n=3k for some k then (kC3) c has 
more spanning trees than G by virtue of (2.8). 
Theorem 3.2. Suppose that e= (g) - (n -  m), where n>/m>2 or m=0 or 1 and 
n - m is a multiple of three. Then /f G E f2(n, e) and is t-optimal then G is almost 
regular. 
Proof. Suppose that G E O(n,e) is not almost regular. We shall argue that there must 
exist another graph with n nodes and e edges having more spanning trees than G. 
First, we concentrate on the nature of T(G c) (see (1.20)). Of course, it follows by 
(2.3) and (2.4) that unless each TE T(G c) is a path with no more than four nodes there 
is a graph in t2(n,e) with more trees than G. Furthermore, if IT(GC)I~>2, the same 
conclusion follows by (2.5) provided P4,PkET(GC), where 2~<k~<4 and by (2.2) if 
P4,Kj E T(Ge). In addition, (2.5) also guarantees that if T(G c) contains more than two 
copies of P3 then G is not t-optimal. Thus, we need only consider those cases, where 
T(GC)=0 or T(GC)={Pk}, where l~<k~<4, or where IT(GC)]~>2 and T(G ~) has at 
most two copies of P3 and possibly some copies of/(2 and Kl. 
Next we consider the possibility that Kj E T(GC). In this event, if G c also has a 
unicyclic component i follows by (2.3) that G is not t-optimal. Also if P3ET(G c) 
then G is not t-optimal by (2.2). Thus, it remains to consider the case where each 
component in T(G c) is a copy Kl or K2 and U(GC)=0 (see (1.20)). 
Since G is not almost regular we see that X(GC)¢0.  Suppose that p denotes 
the number of copies of Kl in G c and that s - -  ~14~x(6o)(e(H) - n(H)) < p. Let 
= UH~X(G~)H and note that e(G)-n(G)= s. It follows by (2.3) that, by replacing 
and s+l  copies of K1 by a path on n(G)+s+l  nodes in G c, we obtain a graph in f2(n,e) 
with more trees than G. Next, we consider the case, where p ~<s. In this event we set 
G=GUpKI U(s -  p)K2 so that by (1.20) GC=GUmK2. Of course e (G)=n(G) .  If 
e(G)---3k for some integer k, the almost regular graph G*= (kC3 U mK3) c has more 
trees than G by (2.8) because B(G*)< B(G). 
I f  e (G)=3k + 1 we consider G*=((k + 1)C3U2KjU(m- 2)/(2) c. It is clear 
from (1.4) that B(G*)-----B(n,e)+ 4. Thus, if B(G)>B(G*) or B(G)=B(G*) and 
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2(G) ¢ 2(G*) it follows by (2.8) that t(G*)> t(G). On the other hand, i fB(G*)=B(G)  
and 2(G*)=,~(G) then t(G)=t(G*) by (1.7). In this case we consider the case that 
H=(kC3 UP4UK1U(m-  2)K2) c has more trees than G* by (2.3). Hence, t (H)> 
t(G*)-=t(G) and G is not t-optimal. It remains to consider B(G)=-B(n,e) + 2 to 
complete this subcase. But then Theorem 3.1 guarantees that G is not t-optimal. If 
e(G) = 3k + 2 then we consider G* = ((k + 1 )C3 U K1 U (m - 1 )/(2)c. Clearly B(G*) = 
B(n, e)+2. Again, if B(G) > B(G* ) then (2.8) applies while B(G) = B(G* ) =B(n, e)+2 
is dispensed with by application of Theorem 3.1. 
Finally, suppose that G c has no isolated nodes. Initially, assume that [T(G~)I >~2 and 
let ~ denote a subset of T(G c) consisting of m trees. The graph (Gt) c obtained from 
G ~ by deletion of the graph Urc.~, T has the same number of nodes as edges. Consider 
the possibility that e((G~)C)=3k. Then G* =(kC3 U UTC.Y~r T)C is almost regular so 
that B(G*) <B(G)  by (1.5). Therefore, it follows by (2.8) that t(G*) > t(G) and G is 
not t-optimal. If e((G~) c) = n((G') ~) = 3k+ 1 and ~ contains a copy of P3 (since m/> 2, 
by (1.20) 351 ~>2) then set G*=( (k  + 1)C3UKt U UTc.~ T) c, where f2 is obtained 
from 3] by removing one copy of P3. Now G* has n nodes, e edges, and more spanning 
trees than G = (G ~ UP3 U Ur~5 T) ~ by (2.8) unless B(G)=B(G*)=B(n,e) + 2 and 
2(G*) = 2(G). The exceptional case, i.e., B(G)=B(n,e)+ 2 is dealt with by Theorem 
3.1. If e((G~)C)=n((G')C)=3k +1 and T(G ~) consists only of copies of K2 then 
consider G* = ((k + 1 )C3 U 2K1 U Ur~,~3 T) c, where ~3 is obtained from ~ by the 
deletion of two copies of K2. Of course, G* has n nodes, e edges, and more spanning 
trees than G=(G'U2K2 U Ur~ T) c by (2.8) provided B(G) >B(G*)=B(n,e) + 4 
or B(G)=B(G*) and 2(G)¢2(G*). If 2(G)=,~(G*) then t(G*)=t(G). However, 
in this event it follows by (2.3) that t((kC3 UP3 UK1 U Ur6.~-~ T) c) > t(G*)>t(G) 
so that G is not t-optimal. By (1.6) it only remains to consider B(G)=B(n,e)+ 2, 
which is handled by Theorem 3.1. Next suppose that e((G~)C)=n((G')~)=3k + 2. 
If 3] contains a copy of K2 then, with Y33 obtained from ~ by the removal of a 
copy of K2, it follows that G* =((k  + 1)C3 UK1U Ur~.73 T) c has n nodes, e edges 
and B(G*)= B(n, e)+ 2. The argument follows as in the previous cases. On the other 
hand, if ~ consists of precisely two copies of P3 then G* =((k + 2)C3 U2P3) c has 
the same number of nodes and edges as G and B(G)>B(G*)=B(n,e) because G* 
is almost regular and G is not. Thus (2.8) applies. 
Finally, we consider the cases IT(GC)[ = 1 or 0. If T(G¢)=O then m =0 and e(G~)= 
n = 3k for some k by our hypothesis. Then G* = (kC3) c is regular and B(G)> B(G*) 
so that (2.8) applies. If T(G ~) has a single tree then m=0 or m = 1. It remains 
to consider m= 1. Then, by hypothesis, e(GC)=3k for some integer k. Thus, G*= 
(kC3UK1)¢6f2(n,e) and B(G*)=B(n,e)+ 2 so that the argument proceeds as in 
previous cases. 
Theorem 3.3. Suppose that e= (2) - (n -m) ,  where n)m>~2 or m=0 or m= 1 and 
n -  m is a multiple of three. Consider G* E f2(n, e), where G *c is one of the following 
graphs: 
(i) a matching with n - m edges, whenever n> m>~n/2. 
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(ii) ( (n -2m-2) /3 )C3  U 2P3 U (m-2)K2,  whenever n -2m ~ 2 (rood 3) and 2 <,m < n/2. 
(iii) ( (n -  2m - 1 )/3)C3 U P3 U (m - 1 )1£2, whenever n- 2m -= 1 (rood 3) and 2 <~ m < n/2. 
(iv) ((n - 2m)/3)C3 O mK2, whenever n - 2m _~ 0 (mod 3) and m < n/2. 
(v) ((n - 1)/3)C3 UP4, whenever m = 1. 
Then G* is the unique t-optimal 9raph in (2(n, e). 
Proof. I f  n > m >t n/2, the graph obtained by removing a matching from Kn is the only 
almost regular graph in f2(n,e). Thus, by Theorem 3.2, it is the unique graph that 
maximizes the number of spanning trees among all G E f2(n,e). 
Next, suppose that m < n/2, G E f2(n, e), G is almost regular, and G c is not one of 
the graphs described in the statement of the theorem. Of course, each component of G c 
is either a path or a cycle. As we have previously observed, if G c contains a path on 
five or more nodes then G is not t-optimal by (2.4). Furthermore, we may invoke (2.6) 
and (2.8) to conclude that whenever G c contains a cycle on six or more nodes then G 
is not t-optimal. It also follows by (2.8) that whenever G ~ has three or more copies of 
C4 or C5 then G is not t-optimal. Thus, it remains to consider the cases where U(G c) 
consist of copies of C3, at most two copies of 6'4 and at most two copies of Cs and 
all paths in T(G c) have fewer than five nodes. 
Next we focus on all those cases in which m ~>2. In this event, we recall that the 
presence of a copy of P4 or three or more copies of P3 in T(G ~) implies by (2.5) 
(a), (b), (c), and (d) that G is not t-optimal. Moreover, it also follows by (2.5)(e), (f), 
(g), and (h) that the complement of a t-optimal graph cannot contain even a single 
copy of Ca or C5. Thus, we are led to the conclusion that T(G c) must consist of  at 
most two copies of P3 and perhaps some copies of/£2 and U(G ~) can contain only 
copies of C3. 
Now it remains to consider the two cases: m = 1, m-  0. I f  m = 1 then since s : 
SHEX(G c) [e (H) -  n (H) ]=0,  [T(GC)I : 1. I f  T(G c) consists of a single copy of  K2 
then the remainder of G c, namely U(GC), must include a copy of C4 or a copy of 
C5 by virtue of the fact that e(G c) - 1 =n -2=3k-  1 for some integer k. Then, 
it follows by (2.5)(f) and (g) that G is not t-optimal. I f  T(G c) = {P3} then U(G c) 
contains a copy of Ca or C5 by the fact that e(G c) - 2=n - 3 =3k  - 2 and so G is 
not t-optimal by (2.5)(e) and (h). Finally suppose that P4 is the only component in 
GL Then U(G ~) has 3k -  3 nodes and it follows by (2.8) that either U(GC)=O or 
consists of just copies of C3. Lastly, suppose that m =0 so that GC= U(G ~) consists 
of disjoint cycles. Hence, if G is t-optimal and e(G c) = n - -3k  it follows by (2.8) that 
G = (kC3)c. 
4. Conclusions 
The open cases given by e : (2) - (n - m) where m : 0, 1 and n-m is not a multiple 
of three seem to require different techniques than that are used here and are being 
considered at present. 
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