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Summary
Over the last two decades, high-dimensional vector data has become widespread
to support many emerging database applications such as multimedia, time series
analysis and medical imaging. In these applications, the search of similar objects
is often required as a basic functionality.
In order to support high-dimensional nearest neighbor searching, many in-
dexing techniques have been proposed. The conventional approach is to adapt
low-dimensional index structures to the requirements of high-dimensional index-
ing. However, these methods such as the X-tree have been shown to be inefficient
in high-dimensional space because of the ”curse of dimensionality”. In fact, their
performance degrades so greatly that sequential scanning becomes a more efficient
alternative. Another approach is to accelerate the sequential scan by the use of
data compression, as in the VA-file. The VA-file has been reported to maintain its
efficiency as dimensionality increases. However, the VA-file is not adaptive enough
to retain efficiency for all data distributions. In order to overcome these draw-
backs, we proposed two new indexing techniques, the Diagonal Ordering method
and the SA-tree.
Diagonal Ordering is based on data clustering and a particular sort order of
the data points, which is obtained by ”slicing” each cluster along the diagonal
direction. In this way, we are able to transform the high-dimensional data points
into one-dimensional space and index them using a B+ tree structure. KNN search
is then performed as a sequence of one-dimensional range searches. Advantages
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of our approach include: (1) irrelevant data points are eliminated quickly without
extensive distance computations; (2) the index structure can effectively adapt to
different data distributions; (3) online query answering is supported, which is a
natural byproduct of the iterative searching algorithm.
The SA-tree employs data clustering and compression, i.e. utilizes the char-
acteristics of each cluster to adaptively compress feature vectors into bit-strings.
Hence our proposed mechanism can reduce the disk I/O and computational cost
significantly, and adapt to different data distributions. We also develop an effi-
cient KNN search algorithm using MinMax Pruning method. To further reduce the
CPU cost during the pruning phase, we propose Partial MinDist Pruning method,
which is an optimization of MinMax Pruning and aims to reduce the distance
computation.
In order to demonstrate the effectiveness and efficiency of the proposed tech-
niques, we conducted extensive experiments to evaluate them against existing
techniques on different kinds of datasets. Experimental results show that our
approaches provide superior performance under different conditions.
Besides high-dimensional K-Nearest-Neighbor query, we also extend the skyline
operation to the Skyjoin query, which finds the skyline of each data point in the
database. It can be used to support data clustering and facilitate various data
mining applications. We proposed an efficient algorithm to speed up the processing
of the Skyjoin query. The algorithm works by applying a grid onto the data
space and organizing feature vectors according to the lexicographical order of their
containing grid cells. By computing the grid skyline first and utilizing the result of
previous computation to facilitate the current computation, our algorithm avoids
redundant comparisons and reduces processing cost significantly. We conducted
extensive experiments to evaluate the effectiveness of the proposed technique.
Chapter 1
Introduction
Similarity search in high-dimensional vector space has become increasingly impor-
tant over the last few years. Many application areas, such as multimedia databases,
decision making and data mining, require the search of similar objects as a basic
functionality. By similarity search we mean the problem of finding the k objects
“most similar” to a given sample. Similarity is often not measured on objects
directly, but rather on abstractions of objects. Most approaches address this is-
sue by “feature transformation”, which transforms important properties of data
objects into high-dimensional vectors. We refer to such high-dimensional vectors
as feature vectors, which may bed tens (e.g. color histograms) or even hundreds
of dimensions (e.g. astronomical indexes). The similarity of two feature vectors is
measured as the distance between them. Thus, similarity search corresponds to a
search for nearest neighbors in the high-dimensional feature space.
A typical usage of similarity search is the content based retrieval in the field
of multimedia databases. For example, in image database system VIPER [25], the
content information of each image (such as color and texture) is transformed to
high-dimensional feature vectors (see the upper half of Figure 1.1). The similarity
between two feature vectors can be used to measure the similarity of two images.
Querying by example in VIPER is then implemented as a nearest-neighbor search
1
2Figure 1.1: High-dimensional Similarity Search Example
within the feature space and indexes are used to support efficient retrieval (see the
lower half of Figure 1.1).
Other applications that require similarity or nearest neighbor search support
include CAD, molecular biology, medical imaging, time series processing, and DNA
sequence matching. In medical databases, the ability to retrieve quickly past cases
with similar symptoms would be valuable for diagnosis, as well as for medical
teaching and research purposes. In financial databases, where time series are used
to model stock price movements, stock forecasting is often aided by examining
similar patterns appeared in the past.
While the nearest neighbor search is critical to many applications, it does not
help in some circumferences. For example, in Figure 1.2, we have a set of hotels
with the price and its distance from the beach stored and we are looking for inter-
esting hotels that are both cheap and close to the beach. We could issue a nearest
neighbor search for an ideal hotel that costs $0 and 0 miles distance to the beach.
3Although we would certainly obtain some interesting hotels from the query result,
the nearest neighbor search would also miss interesting hotels that are extremely
cheap but far away from the beach. As an example, the hotel with price = 20
dollars and distance = 2.0 miles could be a satisficing answer for tourists looking
for budget hotels. Furthermore, such a search would return non-interesting ho-
tels which are dominated by other hotels. A hotel with price = 90 dollars and
distance = 1.2 miles is definitely not a good choice if a price = 80 dollars and
distance = 0.8 miles hotel is available. In order to support such applications in-
volving multi-criteria decision making, the skyline operation [8] is introduced and
has recently received considerable attention in the database community [28, 21, 26].
Basically, the skyline comprises data objects that are not dominated by other ob-
jects in the database. An object dominates another object if it is as good or better
in all attributes and better in at least one attribute. In Figure 1.2, all hotels on
the black curve are not dominated by other hotels and form the skyline altogether.
Figure 1.2: Example dataset and skyline
Apart from decision support applications, the skyline operation is also found
useful in database visualization [8], distributed query optimization [21] and data
4approximation [22]. In order to support efficient skyline computation, a number
of index structures and algorithms have been proposed [28, 21, 26]. Most of the
existing work has largely focused on progressive skyline computation of a dataset.
However, there is an increasing need to find the skyline for each data object in
the database. We shall refer to such an operator as a self skyline join, named
skyjoin. The skyjoin operation can be used to facilitate data mining and replace
the classical K-Nearest-Neighbor classifier for clustering because it is not sensitive
to scaling and noises.
In this thesis, we examine the problem of high-dimensional similarity search,
and present two simple and yet efficient indexing methods, the diagonal ordering
technique [18] and the SA-tree [13]. In addition, we extend the skyline computation
to the skyjoin operation, and propose an efficient algorithm to speed up the self
join process.
1.1 Basic Definitions
Before we proceed, we need to introduce some important notions to formalize our
problem description. We shall define the database, the K-Nearest-Neighbor query,
and the skyjoin query formally.
We assume that data objects are transformed into feature vectors. A database
DB is then a set of points in a d -dimensional data space DS. In order to simplify
the discussion, the data space DS is usually restricted to the unit hyper-cube
[0..1]d.
Definition 1.1.1 (Database) A database DB is a set of n points in a d-dimensional
data space DS,
DB = {P1, · · · , Pn}
Pi ∈ DS, i = 1 · · ·n, DS ⊆ <d.
5All neighborhood queries are based on the notion of the distance between two
feature vectors P and Q in the data space. Depending on the application to be
supported, several metrics may be used. But the Euclidean metric is the most
common one. In the following, we apply the Euclidean metric to determine the
distance between two feature vectors.
Definition 1.1.2 (Distance Metric) The distance between two feature vectors,
P (p1, · · · , pd) and Q(q1, · · · , qd), is defined as
dist(P,Q) =
√∑d
i=1 (pi − qi)2
K-Nearest-Neighbor query, denoted as KNN, finds the k most similar objects in
the database which are closest in distance to a given object. KNN queries can be
formally expressed as follows.
Definition 1.1.3 (KNN) Given a query point Q(q1, · · · , qd), KNN(Q, DB, k)
selects k closest points to Q from the database DB as result. More formally:
KNN(DB,Q, k) = {P1, · · · , Pk ∈ DB|¬∃P ′ ∈ DB\{P1, · · · , Pk} and
¬∃i, 1 ≤ i ≤ k : dist(Pi, Q) > dist(P ′, Q)}
In high-dimensional databases, due to the low contrast in distance, we may have
more than k objects with similar distance to the query object. In such a case, the
problem of ties is resolved by nondeterminism.
Unlike the KNN query, the skyline operation does not involve similarity com-
parison between feature vectors. Instead, it looks for a set of interesting points
from a potentially large set of data points DB. A point is interesting if it is not
dominated by any other point. For simplicity, we assume that skylines are com-
puted with respect to min conditions on all dimensions. Using the min condition,
a point P (p1, . . . , pd) dominates another point Q(q1, . . . , qd) if and only if
∀ i ∈ [1, d], pi ≤ qi and ∃ j ∈ [1, d], pj < qj
6Note that the dominance relationship is projective and transitive. In other words, if
point P dominates another point Q, the projection of P on any subset of dimensions
still dominates the corresponding projection of Q, and if point P dominates Q, Q
dominates R, then P also dominates R.
With the dominance relationship, the skyline of a set of points DB is defined
as follows.
Definition 1.1.4 (Skyline) The skyline of a set of data points DB contains the
points that are not dominated by any other point on all dimensions,
Skyline(DB) = {P ∈ DB| ∀ Q ∈ DB and Q 6= P , ∃ i ∈ [1, d], qi > pi}
It is well known that the skyline of a set of points remains unchanged for any
monotone scoring function. In fact, the skyline represents the closure over the
maximum scoring points with respect to all monotone scoring functions. Fur-
thermore, the skyline is the least-upper-bound closure over the maximums of the
monotone scoring functions.
We now extend Skyline(DB) to a more generalized version, Skyline(O,DB),
which finds the skyline of a query point O from a set of data points DB. A point
P (p1, . . . , pd) dominates Q(q1, . . . , qd) with respect to O(o1, . . . , od) if the following
two conditions are satisfied:
1. ∀ i ∈ [1, d], (pi − oi) ∗ (qi − oi) ≥ 0
2. ∀ i ∈ [1, d], |pi − oi| ≤ |qi − oi| and ∃ j ∈ [1, d], |pj − oj| < |qj − oj|
To understand the dominance relationship, assume we have partitioned the whole
data space of DB into 2d coordinate spaces with O as the original point. Then,
the first condition ensures that P and Q belong to the same coordinate space of O
and the second condition tests whether P is nearer to O in at least one dimension
and not further than Q in any other dimensions. It is easy to see that when the
query point is set to the origin (0, . . . , 0), the above two conditions reduce to the
7dominance relationship of Skyline(DB). Based on the dominance relationship of
Skyline(O,DB), we define Skyline(O,DB) as follows.
Definition 1.1.5 (Extended Skyline) Given a query point O(o1, . . . , od), Sky-
line(O,DB) asks for a set of points from the database DB that are not dominated
by any other point with respect to O,
Skyline(O,DB) = {P ∈ S|∀ Q ∈ DB, Q 6= P and (pi − oi) ∗ (qi − oi) ≥ 0,
∃ i ∈ [1, d], |qi − oi| > |pi − oi|}
Skyjoin is a self skyline join operation defined upon Skyline(O,DB). The formal
definition is given as follows.
Definition 1.1.6 (Skyjoin) The Skyjoin operation generates the skyline of each
point in the database DB. More formally:
Skyjoin(DB) =
⋃
O∈DB{(O,P )|P ∈ Skyline(O,DB)}
1.2 Motivations and Contributions
There is a long stream of research on solving the high-dimensional nearest neigh-
bor problem, and many indexing techniques have been proposed [5, 7, 9, 12, 15,
27, 29, 30]. The conventional approach addressing this problem is to adapt low-
dimensional index structures to the requirements of high-dimensional indexing,
e.g. the X-tree [5]. Although this approach appears to be a natural extension
to the low-dimensional indexing techniques, they suffer from the “curse of dimen-
sionality” greatly, a phenomenon where performance is known to degrade as the
number of dimensions increases and the degradation can be so bad that sequential
scanning becomes more efficient. Another approach is to speed up the sequential
scan by compressing the original feature vectors. A typical example is the VA-file
[29]. VA-file overcomes the dimensionality curse to some extent, but it cannot
8adapt to different data distributions effectively. These observations motivate us
to come out with our own solutions, the Diagonal Ordering technique and the
SA-tree.
Diagonal Ordering [18] is our first attempt, which behaves similar to the Pyra-
mid technique [3] and iDistance [30]. It works by clustering the high-dimensional
data space and organizing vectors inside each cluster based on a particular sorting
order, the diagonal order. The sorting process also provides us a way to transform
high-dimensional vectors into one-dimensional values. It is then possible to index
these values using a B+-tree structure and perform the KNN search as a sequence
of range queries.
Using the B+-tree structure is an advantage for our technique, as it brings
all the strength of a B+-tree, including fast search, dynamic update and height-
balanced structure. It is also easy to graft our technique on top of any existing
commercial relational databases.
Another feature of our solution is that the diagonal order enables us to derive a
tight lower bound on the distance between two feature vectors. Using such a lower
bound as the pruning criteria, KNN search is accelerated by eliminating irrelevant
feature vectors without extensive distance computations.
Finally, our solution is able to support online query answering, i.e. obtain an
approximate query answer by terminating the query search process prematurely.
This is a natural byproduct of the iterative searching algorithm.
Our second approach, namely the SA-tree1 [13], is based on database clustering
and compression. The SA-tree is a multi-tier tree structure, consisting of three lev-
els. The first level is a one dimensional B+-tree which stores iDistance key values.
The second level contains bit-compressed version of data points, and their exact
representation forms the third level. The proposed novel index structure is based
1The SA-tree is abbreviation of Sigma Approximation-tree, where σ and vector
approximation are used for KNN search of index.
9on data clustering and compression.In the SA-tree, we utilize the characteristics
of each cluster to compress feature vectors into bit-strings, such that our index
structure is adaptive with respect to the different data distributions.
To facilitate the efficient KNN search of the SA-tree, we propose two pruning
methods in algorithm, MinMax Pruning and Partial MinDist Pruning. Partial
MinDist Pruning is an optimized version of MinMax Pruning, which aims to reduce
the CPU cost. Both mechanisms are applied on the second level of the SA-tree,
i.e the bit quantization level. The main advantages of the SA-tree are summarized
as follows:
• The SA-tree retains good performance as dimensionality increases, and can
adapt to different data distributions.
• The SA-tree avoids most of the floating point operations by efficient bit
encoding.
• Two novel pruning methods were proposed to support the KNN search. Par-
tial MinDist Pruning technique is extended from MinMax Pruning and can
further reduce the computational cost.
Both techniques were implemented and compared with existing high dimen-
sional indexes using a wide range of data distributions and parameters. Experi-
mental results have shown that our approaches are able to provide superior per-
formance under different conditions.
One of the important applications of KNN search is to facilitate data min-
ing. As an example, DBSCAN [14] makes use of the K-Nearest-Neighbor classifier
to perform density-based clustering. However, the weakness of the K-Nearest-
Neighbor classifier is also obvious: it is very sensitive to the weight of dimensions
and other factors like noise. On the other hand, using Skyjoin as the classifier
avoid such problems since the skyline operator is not affected by scaling and does
not necessarily require distance computations. We therefore proposed an efficient
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join method which achieves its efficiency by sorting data based on an ordering (an
order based on grid) that enables effective pruning, join scheduling and redundant
comparisons saving. More specifically, our solution is efficient due to the following
factors: (1) computing the grid skyline of a cell of data points before computing
the skyline of individual points to save common comparisons (2) it schedules the
join process over the sorted data and the join mates are restricted to a limited
range (3) computing the grid skyline of a cell based on the result of its reference
cell to avoid redundant comparisons. The performance of our method is inves-
tigated in a series of experimental evaluations to compare it with other existing
methods. The results illustrate that our algorithm is both effective and efficient
for low-dimensional datasets. We also studied the cause of degeneration of skyjoin
algorithms in high-dimensional space, which stems from the nature of the problem.
Nevertheless, our skyjoin algorithm still achieves a substantial improvement over
competitive techniques.
1.3 Organization of the Thesis
The rest of this thesis is structured as follows. In Chapter 2, we review exist-
ing techniques for high-dimensional KNN searching and skyline query processing.
Chapter 3 introduces and discusses our first approach to KNN searching, the Diag-
onal Ordering, and Chapter 4 is dedicated to our second approach to KNN search-
ing, the SA-tree. Then we present our algorithm for skyjoin queries in Chapter 5.
Finally, we conclude the whole thesis in Chapter 6.
Chapter 2
Related Work
In this chapter, we shall survey existing work that has been designed or extended
for high-dimensional similarity search and skyline computation. We start with an
overview over well-known index structures for high-dimensional similarity search.
Then, we give a review of index structures and algorithms for computing the
skyline of a dataset.
2.1 High-dimensional Indexing Techniques
In the recent literature, a variety of index structures have been proposed to facil-
itate high-dimensional nearest-neighbor search. Existing techniques mainly focus
on three different approaches: hierarchical data partitioning, data compression,
and one-dimensional transformation.
2.1.1 Data Partitioning Methods
The first approach is based on data space partitioning, which include the R*-tree
[2], the X-tree [5], the SR-tree [20], the TV-tree [23] and many others. Such index
trees are designed according to the principle of hierarchical clustering of the data
space. Structurally, they are similar to the R-tree [17]: The data points are stored
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in data nodes such that spatially adjacent points are likely to reside in the same
node and the data nodes are organized in a hierarchically structured directory.
Among these data partitioning methods, the X-tree is an important extension to
the classical R-tree. It adapts the R-tree to high-dimensional data space using
two techniques: First, the X-tree introduces an overlap-free split according to a
split history. Second, if the overlap-free split fails, the X-tree omits the split and
creates a supernode with an enlarged page capacity. It is observed that the X-tree
shows a high performance gain compared to the R*-tree in medium-dimensional
spaces. However, as dimensionality increases, it becomes more and more diffi-
cult to find an overlap-free split. The size of a supernode cannot be enlarged
indefinitely as well, since any increase in node size contributes to additional page
access and CPU cost. Performance deterioration of the X-tree in high-dimensional
databases has been reported by Weber et al [29]. The X-tree actually degrades
to sequential scanning when dimensionality exceeds 10. In general, these methods
perform well at low dimensionality, but fail to provide an appropriate performance
when the dimensionality further increases. The reason for this degeneration of
performance are subsumed by the term the ”curse of dimensionality”. The major
problem in high-dimensional spaces is that most of the measures one could define
in a d-dimensional vector space, such as volume, area, or perimeter are exponen-
tially depending on the dimensionality of the space. Thus, most index structures
proposed so far operate efficiently only if the number of dimensions is fairly small.
Specifically, nearest neighbor search in high-dimensional spaces becomes difficult
due to the following two important factors:
• as the dimensionality increases, the distance to the nearest neighbor ap-
proaches the distance to the farthest neighbor.
• the computation of the distance between two feature vectors becomes signif-
icantly processor intensive as the number of dimensions increases.
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2.1.2 Data Compression Techniques
The second approach is to represent original feature vectors using smaller, ap-
proximate representations. A typical example is the VA-file [29]. The VA-file
accelerates the sequential scan by the use of data compression. It divides the data
space into a 2b rectangular cells, where b denotes a user specified number of bits.
By allocating a unique bit-string of length b to each cell, the VA-file approximates
feature vectors using their containing cell’s bit string. KNN search is then equiv-
alent to a sequential scan over the vector approximations with some look-ups to
the real vectors. The performance of the VA-file has been reported to be linear
to the dimensionality. However, there are some major drawbacks of the VA-file.
First, the VA-file cannot adapt effectively to different data distributions, mainly
due to its unified cell partitioning scheme. The second drawback is that it defaults
in assessing the full distance between the approximate vectors, which imposes a
significant overhead, especially when the underlying dimensionality is large. Most
recently, the IQ-tree [4] was proposed as a combination of hierarchical indexing
structure and data compression techniques. The IQ-tree is a three-level tree in-
dex structure, which maintains a flat directory that contains minimum bounding
rectangles of the approximate data representations. The authors claim that the
IQ-tree is able to adapt equally well to skewed and correlated data distributions
because the IQ-tree makes use of minimum bounding rectangles in data partition-
ing. However, using minimum bounding rectangles also prevents the IQ-tree to
scale gracefully to high-dimensional data spaces, as exhibited by the X-tree.
2.1.3 One Dimensional Transformation
One dimensional transformations provide another direction for high-dimensional
indexing. iDistance [30] is such an efficient method for KNN search in a high-
dimensional data space. It relies on clustering the data and indexing the distance
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of each feature vector to the nearest reference point. Since this distance is a simple
scalar, with a small mapping effort to keep partitions distinct, it is possible to used
a standard B+-tree structure to index the data and KNN search be performed
using one-dimensional range search. The choice of partition and reference point
provides the iDistance technique with degrees of freedom most other techniques
do not have. The experiment shows that iDistance can provide good performance
through appropriate choice of partitioning scheme. However, when dimensionality
exceeds 30, the equal distant phenomenon kicks in, and hence the effectiveness of
pruning degenerates rapidly.
2.2 Algorithms for Skyline Queries
The concept of skyline in itself is not new in the least. It is known as the maximum
vector problem in the context of mathematics and statistics [1, 24]. It has also been
established that the average number of skyline points is Θ((ln n)d−1/(d− 1)!) [10].
However, previous work was main-memory based and not well suited to databases.
Progress has been made as of recent on how to compute efficiently such queries
over large datasets. In [8], the skyline operator is introduced. The authors posed
two algorithms for it, a block-nested style algorithm and a divide-and-conquer
approach derived from work in [1, 24]. Tan et al. [28] proposed two progressive
algorithms that can output skyline points without having to scan the entire data
input. Kossmann et al. [21] presented a more efficient online algorithm, called NN,
which applied nearest neighbor search on datasets indexed by R-tress to compute
the skyline. Papadias et al. [26] further improved the NN algorithm by performing
the search in a branch and bound favor. For the rest of this section, we shall review
these existing secondary-memory algorithms for computing skylines.
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2.2.1 Block Nested Loop
The block nested loop algorithm is the most straightforward approach to compute
skylines. It works by repeatedly scanning a set of data points and keeping a window
of candidate skyline points in memory. When a data point is fetched and compared
with the candidate skyline points it may: (a) be dominated by a candidate point
and discarded; (b) be incomparable to any candidate points, in which case it is
added to the window; or (c) dominate some candidate points, in which case it is
added to the window and the dominated points are discarded. Multiple iterations
are necessary if the window is not big enough to hold all candidate skyline points.
A candidate skyline point is confirmed once it has been compared to the rest of
the points and survived. In order to reduce the cost of comparing data points, the
authors suggested to organize the candidate skyline points in a self-organizing list
such that every point found dominating other points is moved to the top. In this
way, the number of comparisons is reduced because the dominance relationship is
transitive and the most dominant points are likely to be checked first. Advantages
of block nested loop algorithm are that no preliminary sort or index building is
necessary, its input stream can be pipelined and tends to take the minimum number
of passes. However, the algorithm is clearly inadequate for on-line processing
because it requires at least one pass over the dataset before any skyline point can
be identified.
2.2.2 Divide-and-Conquer
The divide-and-conquer algorithm divides the dataset into several partitions so
that each partition fits in memory. Then, the partial skyline of every partition
is computed using a main memory algorithm, and the final skyline is obtained
by merging the partial ones pairwise. The divide-and-conquer algorithm is con-
sidered which in some cases provides better performance than the block nested
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loop algorithm. However, in all experiments presented so far, the block nested
loop algorithm performs better for small skylines and up to five dimensions and
is uniformly better in terms of I/O; whereas the divide-and-conquer algorithm is
only efficient for small datasets and the performance is not expected to scale well
for larger datasets or small buffer pools. Like the block nested loop algorithm,
the divide-and-conquer algorithm does not support online processing skylines, as
it requires the partitioning phase to complete before reporting any skyline.
2.2.3 Bitmap
The bitmap technique, as its name suggests, exploits a bitmap structure to quickly
identify whether a point belongs to the skyline or not. Each data point is trans-
formed into a m-bit vector, where m is the total number of distinct values over all
dimensions. In order to decide whether a point is an interesting point, a bit-string
is created for each dimension by juxtaposing the corresponding bits of every point.
Then, the bitwise and operation is performed on all bit-strings to obtain an an-
swer. If the answer happens to be zero, we are assured that the data point belongs
to the skyline; otherwise, it is dominated by some other points in the dataset.
Obviously, the bitmap algorithm is fast to detect whether a point is part of the
skyline and can quickly return the first few skyline points. However, the skyline
points are returned according to their insertion order, which is undesirable if the
user has other preferences. The computation cost of the entire skyline may also
be expensive because, for each point inspected, all bitmaps have to be retrieved
to obtain the juxtaposition. Another problem of this technique is that it is only
viable if all dimensions reside in a small domain; otherwise, the space consumption
of the bitmaps is prohibitive.
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2.2.4 Index
The index approach transforms each point into a single dimensional space, and
indexed by a B+-tree structure. The order of each point is determined by two
parameters: (1) the dimension with the minimum value among all dimensions;
and (2) the minimum coordinate of the point. Such an order enables us to ex-
amine likely candidate skyline points first and prune away points that are clearly
dominated by identified skyline points. It is clear that this algorithm can quickly
return skyline points that are extremely good in one dimension. The efficiency
of this algorithm also relies on the pruning ability of these early found skyline
points. However, in the case of anti-correlated datasets, such skyline points can
hardly prune anything and the performance of the index approach suffers a lot.
Similar to the bitmap approach, the index technique does not support user defined
preferences and can only produce skyline points in fixed order.
2.2.5 Nearest Neighbor
This technique is based on nearest neighbor search. Because the first nearest
neighbor is guaranteed to be part of the skyline, the algorithm starts with finding
the nearest neighbor and prunes the dominated data points. Then, the remaining
space is splited into d partitions if the dataset is d -dimensional. These partitions
are inserted into a to-do list and the algorithm repeats the same process for each
partition until the to-do list is empty. However, the overlapping of the generated
partitions produce duplicated skyline points. Such duplicates impact the perfor-
mance of the algorithm severely. To deal with the duplicates, four elimination
methods, including laisser-faire, propagate, merge, and fine-grained partitioning,
are presented. The experiments have shown that the propagate method is the most
effective one. Compared to previous approaches, the nearest neighbor technique
is significantly faster for up to 4 dimensions. In particular, it gives a good big
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picture of the skyline more effectively as the representative skyline points are first
returned. However, the performance of the nearest neighbor approach degrades
with the further increase of the dimensionality, since the overlapping area between
partitions grows quickly. At the same time, the size of the to-do list may also
become orders of magnitude larger than the dataset, which seriously limits the
applicability of the nearest neighbor approach.
2.2.6 Branch and Bound
In order to overcome the problems of the nearest neighbor approach, Papadias et
al. developed a branch and bound algorithm based on nearest neighbor search. It
has been shown that the algorithm is IO optimal, that is, it only visit once to those
R-tree nodes that may contain skyline points. The branch and bound algorithm
also eliminates duplicates and endures significantly smaller overhead than that of
the nearest neighbor approach. Despite the branch and bound algorithm’s other
desirable features, such as high speed for returning representative skyline points,
applicability to arbitrary data distributions and dimensions, it does have a few
disadvantages. First, the performance deterioration of the R-tree prevents it scales
gracefully to high-dimensional space. Second, the use of an in-memory heap limits
the ability of the algorithm to handle skewed datasets, as few data points can be
pruned and the size of the heap grows too large to fit in memory.
Chapter 3
Diagonal Ordering
In this chapter, we propose Diagonal Ordering, a new technique for K-Nearest-
Neighbor (KNN) search in a high-dimensional space. Our solution is based on
data clustering and a particular sort order of the data points, which is obtained
by ”slicing” each cluster along the diagonal direction. In this way, we are able to
transform the high-dimensional data points into one-dimensional space and index
them using a B+-tree structure. KNN search is then performed as a sequence of
one-dimensional range searches. Advantages of our approach include: (1) irrele-
vant data points are eliminated quickly without extensive distance computations;
(2) the index structure can effectively adapt to different data distributions; (3)
online query answering is supported, which is a natural byproduct of the iterative
searching algorithm. We conduct extensive experiments to evaluate the Diagonal
Ordering technique and demonstrate its effectiveness.
3.1 The Diagonal Order
To alleviate the impact of the dimensionality curse, it helps to reduce the dimen-
sionality of feature vectors. For real world applications, data sets are often skewed
and uniform distributed data sets rarely occur in practice. Some features are
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therefore more important than the other features. It is then intuitive that a good
ordering of the features will result in a more focused search. We employ Principle
Component Analysis [19] to achieve such a good ordering and the first few features
are favored over the rest.
The high-dimensional feature vectors are then grouped into a set of clusters
by existing techniques, such as K-Means, CURE [16] or BIRCH [31]. In this
project, we just applied the clustering method proposed in iDistance [30]. We
approximate the centroid of each cluster by estimating the median of the cluster
on each dimension through the construction of a histogram. The centroid of each
cluster is used as the cluster reference point.
Without loss of generality, let us suppose that we have identified m clusters,
C0, C1, · · · , Cm, with corresponding reference points, O0, O1, · · · , Om and the first
d′ dimensions are selected to split each cluster into 2d
′
partitions. We are able to
map a feature vector P (p1, · · · , pd) into an index key key as follows:
key = i ∗ l1 + j ∗ l2 + ∑d′t=1 |pt − ot|
where P belongs to the j -th partition of cluster Ci with reference point Oi(o1, o2, · · · , od),
l1 and l2 are constants to stretch the data range. The definition of the diagonal
order follows from the above mapping directly:
Definition 3.1.1 (The Diagonal Order ≺) For two vectors P (p1, · · · , pd) and
Q(q1, · · · , qd) with corresponding index keys keyp and keyq, the predict P ≺ Q is
true if and only if keyp < keyq.
Basically, feature vectors within a cluster are sorted first by partitions and then
in the diagonal direction of each partition. As in the two-dimensional example
depicted in Figure 3.1, P ≺ Q, P ≺ R because P is in the second partition and Q,
R are in the fourth partition. Q≺ R because |qx−ox|+|qy−oy| < |rx−ox|+|ry−oy|.







Figure 3.1: The Diagonal Ordering Example
Note that for high-dimensional feature vectors, we usually choose d′ to be a
much smaller number than d; otherwise, the exponential number of partitions
inside each cluster will become intolerable. Once the order of feature vectors has
been determined, it is a simple task to build a B+-tree upon the database. We also
employ an array to store the m reference points. Minimum Bounding Rectangle
(MBR) of each cluster is also stored.
3.2 Query Search Regions
The index structure of Diagonal Ordering requires us to transform a d-dimensional
KNN query into one-dimensional range queries. However, a KNN query is equiv-
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alent to a range query with the radius set to the k-th nearest neighbor dis-
tance, therefore, knowing how to transform a d-dimensional range query into one-














Figure 3.2: Search Regions
Suppose that we are given a query point Q and a search radius r, we want to
find out search regions that are affected by this range query. As the simple two-
dimensional example depicted in Figure 3.2 shows, a query sphere may intersect
several partitions and the computation of the area of intersection is not trivial.
We first have to examine which partitions are affected, then determine the ranges
inside each partition.
Knowing the reference point and the MBR of each cluster, the MBR of each
partition can be easily obtained. Calculating minimum distance from a query point
to an MBR is not difficult. If such a minimum distance is larger than the search
radius r, the whole partition of data points are out of our search range, therefore,
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can be safely pruned. For example, in Figure 3.2, partitions 0, 1, 3, 4 and 6 need
not to be searched. Otherwise, we have to do a further investigation for points
inside the affected partitions. Since we have sorted all data points by the diagonal
order, the test whether a point is inside the search regions has to be based on the
transformed value.
In Figure 3.2, points A(ax, ay) and B(bx, by) are on the same line segment L.
Note that |ax − ox| + |ay − oy| = |bx − ox| + |by − oy|. This equality is not a
coincidence. In fact, any point P (px, py) on the line segment L share the same
value of |px − ox|+ |py − oy|. In other words, line segment L can be represented by
this value, which is exactly the
∑d′
t=1 |pt − ot| component of the transformed key
value.
If the minimum distance from a query point Q to such a line segment is larger
than the search radius r, all points on this line segment are guaranteed not inside
the current search regions. For example, in Figure 3.2, the minimum distance
from line segment M to Q is larger than r, from which we know that point C is
outside the search regions. The exact representation of C need not to be accessed.
On the other hand, the minimum distance from L to Q is less than r. A and B
therefore become our candidates. It also can be seen in Figure 3.2 that some of
the candidates are hits, others are false drops due to the lossy transformation of
feature vectors. Then, an access to the real vectors is necessary to filter out all
the false drops.
Before we extend the two-dimensional example to a general d-dimensional case,
let us define the signature of a partition first:
Definition 3.2.1 (Partition Signature) For a partition X with reference point
O(o1, · · · , od), its signature S(s1, · · · , sd′) satisfies the following condition
∀ P (p1, · · · , pd) ∈ X, i ∈ [1, d′], si = |pi−oi|pi−oi
This signature is shared by all vectors inside the same partition. In other words,
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if P (p1, · · · , pd) and P ′(p′1, · · · , p′d) belong to the same partition with signature
S(s1, · · · , sd′), then







Now we are ready to derive the formula for MinDist(Q, L) in a d-dimensional
case:
Theorem 3.2.1 (MinDist) For a query vector Q(q1, . . . , qd) and a set of feature










Proof: All points P (p1, · · · , pd) with the same key value must reside in a same
partition. Assume that they belong to the j-th partition of the i-th cluster and
the partition has the signature S(s1, · · · , sd′). In order to determine the minimum
value of f = (p1 − q1)2 + · · · + (pd′ − qd′)2, whose variables are subjected to the
constraint relation s1 ∗ (p1 − o1) + · · · + sd′ ∗ (pd′ − od′) + i ∗ l1 + j ∗ l2 = key,




















is a lower bound to dist(P,Q).
Back to our original problem where we need to identify search ranges inside each
affected partition, this is not difficult once we have the formula for MinDist. More
formally:
Lemma 3.2.1 (Search Range) For a search sphere with query point Q(q1, . . . , qd)
and search radius r, the range to be searched within an affected partition j of cluster
i in the transformed one-dimensional space is
[i ∗ l1 + j ∗ l2 + ∑d′t=1(st ∗ (qt − ot))− r ∗
√
d′,
i ∗ l1 + j ∗ l2 + ∑d′t=1(st ∗ (qt − ot)) + r ∗
√
d′]
where partition j has the signature S(s1, · · · , sd′).
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3.3 KNN Search Algorithm
Let us denote the k -th nearest neighbor distance of a query vector Q as KN-
NDist(Q). Searching for k nearest neighbors of Q is then the same as a range
query with the radius set to KNNDist(Q). However, KNNDist(Q) cannot be pre-
determined with 100% accuracy. In Diagonal Ordering, we adopt an iterative
approach to solve the problem. Starting with a relatively small radius, we search
the data space for nearest neighbors of Q. The range query is iteratively enlarged
until we have found all the k nearest neighbors. The search stops when the dis-
tance between the query vector Q and the farthest object in Knn (answer set) is
less than or equal to the current search radius r.
Figures 3.3 and 3.4 summarize the algorithm for KNN query search. The
KNN search algorithm uses some important notations and routines. We shall
discuss them briefly before examining the main algorithm. CurrentKNNDist
is used to denote the distance between Q and its current k -th nearest neighbor
during the search process. This value will eventually converge to KNNDist(Q).
searched[i][j] indicates whether the j-th partition in cluster i has been searched
before. sphere(Q, r) denotes the sphere with radius r and centroid Q. lnode,
lp, and rp store pointers to the leaf nodes of the B+-tree structure. Routine
LowerBound and UpperBound return values i∗l1+j∗l2+∑d′t=1(st∗(qt−ot))−r∗
√
d′
and i ∗ l1 + j ∗ l2 + ∑d′t=1(st ∗ (qt− ot)) + r ∗
√
d′ correspondingly. As a result, lower
bound lb and upper bound ub together represent the current search region. Routine
LocateLeaf is a typical B+-tree traversal procedure which locates a leaf node given
the search value. Routine Upwards and Downwards are similar, we will only focus
on Upwards. Given a leaf node and an upper bound value, routine Upwards first
decides whether entries inside the current node are within the search range. If so,
it continues to examine each entry to determine whether they are among the k
nearest neighbors, and update the answer set Knn accordingly. By following the
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Algorithm KNN
Input: Q, CurrentKNNDist(initial value:∞), r
Output: Knn (K nearest neighbors to Q)
step: Increment value for search radius




while (r < CurrentKNNDist)
r = r + step
for each cluster i
for each partition j
if searched[i][j] is false









if lp[i][j] not null
lb = LowerBound(sv,r)
lp[i][j] = Downwards(lp[i][j]->left,lb)
if rp[i][j] not null
ub = UpperBound(sv,r)
rp[i][j] = Upperwards(rp[i][j]->right,ub)






if the first entry in node has
a key value larger than ub
return node->left




if end of partition is reached
return null
else if the last entry in node has




Figure 3.4: Routine Upwards
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right sibling link, Upwards calls itself recursively to scan upwards, until the index
key value becomes larger than the current upper bound or the end of the partition
is reached.
Figure 3.3 describes the main routine for our KNN search a lgorithm. Given
query point Q and the step value for incrementally adjusting the search radius r,
KNN search commences by assigning an initial value to r. It has been shown that
starting the range query with a small initial radius keeps the search space as tight
as possible, and hence minimizes unnecessary search. r is then increased gradually
and the query results are refined, until we have found all the k nearest neighbors
of Q.
For each enlargement of the query sphere, we look for partitions that are in-
tersected with the current sphere. If the partition has never been searched but
intersects the search sphere now, we begins by locating the leaf node where Q may
be stored. With the current one-dimensional search range calculated, we then scan
upperwards and downwards to find the k nearest neighbors. If the partition was
searched before, we can simply retrieve the leaf node where the scan stopped last
time and resume the scanning process from that node onwards.
The whole search process stops when the CurrentKNNDist is less than r,
which means further enlargement will not change the answer set. In other words,
all the k nearest neighbors have been identified. The reason is that all data spaces
within CurrentKNNDist range from Q have been searched and any point outside
this range will have a distance larger than CurrenKNNDist definitely. Therefore,
the KNN algorithm returns k nearest neighbors of query point correctly.
A natural byproduct of this iterative algorithm is that it can provide fast ap-
proximate k nearest neighbor answers. In fact, at each iteration of the algorithm
KNN, there are a set of k candidate NN vectors available. These tentative re-
sults will be refined in subsequent iterations. If a user can tolerate some amount
of inaccuracy, the processing should be terminated prematurely to obtain quick
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approximate answers.
3.4 Analysis and Comparison
In this section, we are going to do a simple analysis and comparison between
Diagonal Ordering and iDistance. iDistance shares some similarities with our
technique in the following ways:
• Both techniques map high-dimensional feature vectors into one-dimensional
values. KNN query is evaluated as a sequence of range queries over the
one-dimensional space.
• Both techniques rely on data space clustering and defining a reference point
for each cluster.
• Both techniques adopt an iterative querying approach to find the k nearest
neighbors to the query point. The algorithms support online query answering
and provide approximate KNN answers quickly.
iDistance is an adaptive technique with respect to data distribution. However,
due to the lossy transformation of data points into one-dimensional values, false
drops occur very significantly during the iDistance search. As illustrated in the
two-dimensional example depicted in Figure 3.5, in order to search the query sphere
with radius r and query point Q, iDistance has to check all the shaded areas. Ap-
parently, P2, P3, P4 are all false drops. iDistance can’t eliminate these false drops
because because they have the same transformed value (distance to the reference
point O) as P1. Our technique overcomes this difficulty by diagonally ordering
data points within each partition. Let us consider two simple two-dimensional








Figure 3.5: iDistance Search Regions
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Case one The query point Q is near to the reference point O. Figure 3.6 shows
the affected data space by this query sphere in iDistance. Comparing to iDistance,
the affected area by the same query sphere for our technique is much smaller. As
shown in Figure 3.6 (b), P is considered to be a candidate in iDistance since
dist(P,O3) ∈ [dist(Q,O3)− r, dist(Q,O3) + r]; whereas P is pruned by Diagonal










Figure 3.6: iDistance and Diagonal Ordering (1)
Case two The query point Q is far from the reference point O. As shown in
Figure 3.7, the affected area in iDistance is still quite large, which almost consists
of half of the data space. Again, we observe that the affected space under our
technique is a lot smaller comparing to Figure 3.7. This is because partition 0, 2
and 3 are already out of the search region. We only need to consider partition 1
and diagonal ordering helps us reduce the affected space further.
Back to a general example where the cluster does not contain the query point
but intersects with the query sphere. Figure 3.8 (a) and Figure 3.8 (b) demonstrate




















Figure 3.8: iDistance and Diagonal Ordering (3)
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to see that our technique outperforms iDistance as well.
3.5 Performance Evaluation
To demonstrate the practical impact of Diagonal Ordering and to verify our theo-
retical results, we performed an extensive experimental evaluation of our technique






Our evaluation comprises both real and synthetic high-dimensional data sets. The
synthetic data sets are either uniformly distributed or clustered. We use a method
similar to that of [11] to generate the clusters in subspaces of different orientations
and dimensionalities. The real data set contains 32 dimensional color histograms
extracted from 68,040 images. All the following experiments were performed on a
Sun E450 machine with 450Mhz CPU, running SUN OS 5.7. Page size is set to
4KB. The performance is measured in terms of the average disk page access, and
the CPU time over 100 different queries. For each query, the number of nearest
neighbor to search is 10 unless otherwise stated.
3.5.2 Performance behavior over dimensionality
In our first experiment, we determined the influence of the data space dimen-
sion on the performance of KNN queries. For this purpose, we have created five
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Figure 3.9: Performance Behavior over Data Size
Figure 3.9 demonstrates the efficiency of the Diagonal Ordering technique as
we increase dimensionality. It is shown that Diagonal Ordering outperforms other
methods in terms of disk page access and CPU cost.
During the index construction, Diagonal Ordering performs clustering and par-
titioning, which helps to prune faster and access less IO pages. On the other hand,
VA-file cannot make full use of the clustering characteristics and perform worse
than Diagonal Ordering. However, as the dimensionality increases, the gap be-
tween the performance of VA-file and Diagonal Ordering becomes smaller. This is
mainly because it is more and more difficult to find a good clustering scheme as
the dimensionality keeps growing.
The iDistance technique also relies on the efficiency of clustering and partition-
ing of the data space. Diagonal Ordering performs better because it can eliminate
more false drops during the querying process, as we have presented in section
3.4. In Figure 3.9, Diagonal Ordering achieves averagely 30% improvement over
iDistance.
It is also observable that the efficiency of query processing using the X-tree
rapidly decreases with increasing dimensions. When the dimensionality is higher
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than 15, almost all vectors inside the data set are completely scanned. From
this point on, the querying cost of the X-tree grows linearly and even become
worse than a sequential scan, which is mainly due to the X-tree index traversal
overhead. The reason is that the X-tree employs rectangular MBRs to partition
the data space; whereas high-dimensional MBR tends to overlap with each other
significantly. As a result, the X-tree cannot prune effectively in high-dimensional
data space and incurs a high querying cost.
MBR is also used by Diagonal Ordering, but in a different way. First, MBR is
used to represent the data space of each partition. It is not involved in the partition
process at all. The generated MBRs are guaranteed not to overlap with each other.
Second, the partition process is working on a d′-dimensional space instead of the
original d-dimensional space. By using Principle Component Analysis, these MBRs
of size 2 ∗ d′ can still capture the most characteristics of each partition. Therefore,
in our case, using MBR in the pruning process is still valid and effective.
3.5.3 Performance behavior over data size
In this experiment, we measured the performance behavior with varying number of
data points. We performed 10NN queries over the 16-dimensional clustered data











































Figure 3.10: Performance Behavior over Data Size
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Figure 3.10 shows the performance of query processing in terms of page access
and CPU cost. It is evident that Diagonal Ordering outperforms the other four
methods significantly. We also noticed that the X-tree has exhibited an interesting
phenomenon in Figure 3.10 (b): the performance of the X-tree is worse than a
sequential scan when the size of database is small (size < 150K) and slightly
better than a sequential scan when the size of the database becomes large. This is
because the expected nearest neighbor distance decreases as the size of the data set
increases. A smaller KNNDist(Q) will help the X-tree to achieve a better pruning
effect such that less parts of the X-tree will be traversed and the CPU cost could
be improved.
3.5.4 Performance behavior over K
In this series of experiments, we used the real data set extracted from 68,040 pixel
images. The effects of an increasing value of K in a K nearest neighbor search
are tested. Figure 3.11 demonstrate the experimental results when K ranges from
10 to 100. Among these indexes, the cost of the X-tree is still most expensive.
The performance of iDistance and VA-file are pretty close to each other. In fact,
the pruning effect of iDistance keeps degenerating as the dimensionality increases
and it is finally caught up by the VA-file when the dimensionality exceeds 30. As
shown in Figure 3.11, Diagonal Ordering still retains a good performance. The
smarter partitioning scheme and the pruning effectiveness of Diagonal Ordering
helps to benefit more from the skewness of the color histograms.
3.6 Summary
In this chapter, we have addressed the problem of KNN query processing for high-
dimensional data. We proposed a new and yet efficient indexing technique, called








































Figure 3.11: Performance Behavior over K
data clustering to adapt to different data distributions. We also derived a lower dis-
tance bound as the pruning criteria, which accelerates the KNN query processing
further. Extensive experiments were conducted and the results show that Diago-
nal Ordering is an efficient method for high-dimensional KNN searching. We also




In this chapter, we present a novel index structure, called the SA-tree, to speed up
processing of high-dimensional K-nearest neighbor queries. The SA-tree employs
data clustering and compression, i.e. utilizes the characteristics of each cluster to
adaptively compress feature vectors into bit-strings. Hence our proposed mech-
anism can reduce the disk I/O and computational cost significantly, and adapt
to different data distributions. We also develop an efficient KNN search algo-
rithm using MinMax Pruning method. To further reduce the CPU cost during
the pruning phase, we propose Partial MinDist Pruning mthod, which is an opti-
mization of MinMax Pruning and aims to reduce the distance computation. We
conducted extensive experiments to evaluate the proposed structures against ex-
isting techniques on different kinds of datasets. Experimental results show that
our approaches provide superior performance.
4.1 The Structure of SA-tree
The structure of the SA-tree is illustrated in Figure 4.1. The SA-tree consists of
three levels. The first level is a B+- tree which indexes the iDistance key values.
The second level contains bit-compressed version of data points, and their exact
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B+ Tree
Figure 4.1: The Structure of the SA-tree
In the first level, we map the d-dimensional feature vectors into one-dimensional
space and build a B+−-tree using the transformed keys. First, we identify a
set of clusters according to the data distribution and select the central point of
each cluster as the reference points. We employ the same clustering algorithm as
iDistance [30]. iDistance key value of a data point P in cluster i is then obtained
from the following formula:
key(P ) = i ∗ C + dist(P,Oi)
where Oi is the reference point of cluster i and dist(P,Oi) denotes the distance
from P to Oi. C is a scaling constant to stretch the data ranges so that clusters
of data points are mapped into disjoint intervals. More specifically, data points of
cluster i belong to interval [i∗C, (i+1)∗C). Having computed key values for each
data point, we are ready to index them using a B+-tree, which forms the first level
of the SA-tree. We also store the cluster information, such as reference points and
cluster ranges, for the KNN processing.
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Before we store the data points in the index, we introduce an additional level
which keeps the quantized bit-strings of data. For each identified cluster, a regular
grid is laid over the data space, anchored in the cluster center, and with a grid
distance of σ. Different clusters are associated with different values of σ according
to the cluster properties. For each cluster, σ is determined based on the following
two parameters:
• the number of bits used to encode each dimension
• span of current cluster in each dimension
For example, suppose 4 bits are used to encode each dimension and cluster C has




ID (P1) = (2, 3)
              = (010, 011)














Cluster center O (0.6, 0,5)
Point P1 (0.42, 0.47)
Sigma = 0.1
Point P2 (0.75, 0.78)
ID (P2) = (5, 6)
              = (101, 110)
Figure 4.2: Bit-string Encoding Example
Figure 4.2 shows how a data point is represented by a bit-string. A grid nat-
urally divides the cluster into a number of cells. We assign a unique identifier
(c1, · · · , cd) to each cell, where ci denotes the position of cell at the i -th dimension.
As depicted in Figure 4.2, Cell 1 is allocated with identifier (2, 3) and Cell 2 is
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allocated with identifier (5, 6). These identifiers provide us a way to represent data
points in the cluster. Suppose we use bi bits to encode the points, the range that bi
bits can express is integers from 0 to 2bi−1. Given a data point P (p1, p2, · · · , pd) in-
side cluster C with central point O(o1, o2, · · · , od) and grid distance σ, the assigned
identifier ID(P ) is:
ID(P ) = (pid1, · · · , pidd), where pidi = 2bi−1 + bpi−oiσ c
Figure 4.2 illustrates two sample points, P1 and P2, where pidi is encoded with 3
bits. After we process all the data, we fill all the bit-strings into the second level
of the SA-tree, and each pointing to the real data point in the third level.
4.2 Distance Bounds
The bit-string representations are introduced to reduce the disk I/O for KNN
query, because we can prune the unnecessary points before we access the real data.
Since we cannot get the exact distance between the points using the bit-strings, two
distance metrics are proposed for operations on bit-strings, the minimum distance
bound and maximum distance bound [29]. In VA-file, the entire approximation
file has the same quantization level and the distance computation is simple. In the
SA-tree we have to use σ of each cluster to get the distance bound.
Suppose we have a query point Q, a data point P and a cluster with central
point O(o1, · · · , od), P resides in the cluster and ID(P ) = (pid1, · · · , pidd). Cal-
culating the identifier of Q with respect to O gives us ID(Q) = (qid1, · · · , qidd),
where qid = 2bi−1 + b qi−oi
σ
c. Then the minimum distance from Q to P is








pidi − qidi − 1 pidi > qidi
0 pidi = qidi
qidi − pidi − 1 pidi < qidi
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Correspondently, the maximum distance from Q to P is








pidi − qidi + 1 pidi ≥ qidi
qidi − pidi + 1 pidi < qidi
Both MinDist and MaxDist are illustrated in Figure 4.3. P belongs to Cell 1 and
Q belongs to Cell 2. The identifiers for P and Q contain sufficient information to
determine the lower bound and upper bound of the real distance between P and
Q. The lower bound MinDist(Q, P) is simply the shortest distance from Cell 1 to
Cell 2. Similarly, the upper bound MaxDist(Q, P) is the longest distance from
Cell 1 to Cell 2. We are mainly doing integer calculations in this phase.

















R current search radius
r incremental value for search radius
Cluster[i] cluster i
O[i] central point of cluster i
Minr[i] minimum radius of cluster i
Maxr[i] maximum radius of cluster i
CurrentKNNDist the current kth nearest distance
BitString[i] the ith bit-string in the SA-tree
Address[i] the address of ith vector
Candidates a heap storing KNN results
Table 4.1: Table of Notations
4.3 KNN Search Algorithm
In this section, we will describe our KNN search algorithm in detail. We summarize
the notations used in Table 4.1 for quick reference.
The main routine for our KNN algorithm is presented in Figure 4.4. The
iDistance key values enable us to search for KNN results in a simple iterative way.
Given a query point Q(q1, · · · , qd), we examine increasingly larger sphere until all
K nearest neighbors are found. For any search radius R, a cluster Cluster[i] with
central point O[i], minimum radius Minr[i] and maximum radius Maxr[i] is affected
if and only if Dist(O[i], Q)−R ≤ Maxr[i]. The range to be searched within such
an intersected cluster is [max(0,Minr[i]),min(Maxr[i], dist(O[i], Q) + R)], which
are denoted by LowerBound and UpperBound correspondingly [30].
Contrast to the iDistance search algorithm, we do not access real vectors but the
bit-strings after iDistance key operations. Thus, before proceeding to investigate
44
real data points, we will scan bit-strings sequentially to prune KNN candidates fur-
ther by using MinDist and MaxDist bounds. (Routine ScanBitString, Figure 4.5).
Suppose that we are checking BitString[i] and the vector that BitString[i] refers
to is P. Based on the definition of MinDist, we are able to calculate MinDist(P,
Q) from the identifiers of P and Q. If MinDist(P, Q) is larger than the current
search radius R or the current KNN distance, P is pruned and it is not necessary
to fetch the vector of P in the third level. Otherwise, we add it to our K nearest
neighbor candidate set. The current KNN distance is equal to the K-th MaxDist
in the list and used to update the KNN candidate list. Hence, all bit-string with
MinDist larger than the current K-th MaxDist will be pruned. Note we may have
more than K candidates in this phase.
To optimize MinDist(P, Q) calculation, the value of σ2 is precomputed and
stored with each cluster. For simplification, we shall use M to denote Min(R, Cur-




i > M , which can







. Therefore, to determine whether MinDist(P,












i only involves integers.
Finally, we have to access real vectors in Routine FilterCandidates (Figure
4.6) to find out our KNN query result. The candidates are visited in an increasing
order of their MinDist values, and the accurate distance to Q is then computed.
Note that not all candidates will be accessed. If a MinDist is encountered that
exceeds the k -th nearest distance seen so far, we stop visiting vectors and return
the results.
4.4 Pruning Optimization
In the previous algorithm, we need to access the entire bit-string of points, and
hence the distance computation is on the full dimensionality. To prune the bit-
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Algorithm KNN
Input: Q, O, CurrentKNNDist, r




while (R < CurrentKNNDist)
R = R + r
for each cluster Cluster[i]
if Cluster[i] intersects with the search sphere
LowerBound = Min(Maxr[i], i * C + dist(Q, O[i]) - R)
UpperBound = Max(Minr{i], i * C + dist(Q, O[i]) + R)
/* Search for nearest neighbors */
Candidates = ScanBitString(LowerBound, UpperBound)
Knn = FilterCandidates(Candidates)
Figure 4.4: Main KNN Search Algorithm
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Algorithm ScanBitString
Input: BitString, LowerBound, UpperBound
Output: Candidates
ScanBitString(LowerBound, UpperBound)
for each bit-string BitString[i]
between LowerBound and UpperBound
decode BitString[i] to ID[i]
l = MinDist(Q, ID[i])
if MinDist(Q, ID[i]) > Min(R, CurrentKNNDist)
/* BitString[i] is pruned */
else
u = MaxDist(Q, ID[i])




Figure 4.5: Algorithm ScanBitString (MinMax Pruning)
string presentations of points efficiently, we propose a variant of pruning algorithm
to reduce the cost of distance computation, named Partial MinDist Pruning. The
Partial MinDist is defined as follows:
Definition 4.4.1 (Partial MinDist) Let P and Q be two points in a d-dimensional
space, DIM’ be a subset of dimensions in d dimensions. Given the formula of calcu-




i , the partial







Output: Knn(K nearest neighbors to Q)
FilterCandidates(Candidates)
sort candidates by MinDist
while Candidates[i].MinDist <= CurrentKNNDist
load vector V at Address[i]
calculate Dist(V, Q)
if Dist(V, Q) <= CurrentKNNDist




Figure 4.6: Algorithm FilterCandidates
48
Obviously, PartialMinDist(Q, P, DIM’) is always less than or equal to MinDist(Q,
P). Therefore, we have the following simple lemma:
Lemma 4.4.1 Let dist(Q, P) denote the distance between Q and P. The following
inequalities always hold:
dist(Q,P ) ≥ MinDist(Q,P ) ≥ PartialMinDist(Q,P,DIM ′)
To compute the partial distance efficiently, we first re-arrange the dimensions using
the dimension Ranking Array. The definition of Dimension Ranking Array is given
as follows:
Definition 4.4.2 (Dimension Ranking Array) Suppose we have a query point
Q(q1, · · · , qd) and a cluster center O(o1, · · · , od) in d-dimensional data space, the
dimension ranking array for Q and O satisfies the following two conditions:
1. rank[i] ∈ {1, · · · , d}, rank[i] 6= rank[j] ∀ i, j
2. |qrank[1] − orank[1]| ≥ |qrank[2] − orank[2]| · · · ≥ |qrank[d−1] − orank[d−1]|
Basically, we have imposed an order on dimensions according to |qi−oi|. Dimension
with the largest value of |qi − oi| will be ranked first. Dimension with the second
largest value of |qi− oi| will be ranked second, and so on. Larger values of |qi− oi|
generally lead to bigger li terms in the formula for MinDist(P, Q). This property
is captured by the following lemma.
Lemma 4.4.2 Divide [0, 1] into n equal length intervals. A unique number is
assigned to each interval, starting from 1 up to n. Given two points P and Q, if P




0 i = j
|i− j| − 1 i 6= j
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If points are uniformly distributed within [0, 1] and we fix Q, average IntervalDis-
tance(P, Q) will have a larger value when Q is further from the middle value 0.5.
Proof : Let us consider the simplest case first. When n = 4, we number the
intervals as 1, 2, 3, 4. If Q is far from 0.5, i.e. Q is either inside interval 1 or
interval 4, the average IntervalDistance(P, Q) is equal to
∑4
i=1 Probability(P ∈ ithinterval) ∗ IntervalDistance(P,Q)
= 0.25 ∗ (0 + 0 + 1 + 2) = 0.75.
On the other hand, if Q is near to 0.5, i.e. Q is either inside interval 2 or interval
3, IntervalDistance will have an average value of
∑4
i=1 Probability(P ∈ ithinterval) ∗ IntervalDistance(P,Q)
= 0.25 ∗ (0 + 0 + 0 + 1) = 0.25.
Therefore, when Q is further from 0.5, average IntervalDistance(P,Q) will have a
greater value. It is straightforward to extend this proof for general cases.
The terms, li, in the formula for computing MinDist(P, Q) are exactly the Inter-
valDistance between pidi and qidi. Therefore, the larger values of |qi−oi| generally
yield bigger li by Lemma 4.1. To compute MinDist(P, Q), we have to sum up all
l2i values. If l
2
i values are added in a decreasing order, we will always get a bet-
ter approximation to MinDist(P, Q) rather than adding l2i in arbitrary orders.
This heuristic leads to our Partial MinDist Pruning technique. More specifically,
MinDist(P, Q) will be summed up dimension by dimension, in the order of Dimen-
sion Ranking Array. At each step, we shall get a Partial MinDist over a subset of
dimensions. Once Partial MinDist has exceeded the pruning value, the computa-
tion of MinDist can be stopped prematurely to save CPU clocks. The optimized
Routine ScanBitString is presented in Figure 4.7.
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Algorithm ScanBitString
Input: BitString, LowerBound, UpperBound
Output: Candidates
Rank[j]: The j-th ranked dimension in Dimension Ranking Array
ScanBitString’(LowerBound, UpperBound)
for each bit-string BitString[i] between LowerBound
and UpperBound
decode BitString[i] to ID[i]
for j = 1 to d
if PartialMinDist(Q, ID[i], Rank[j]) > Min(R,
CurrentKNNDist)
/* BitString[i] is pruned, break out */




Figure 4.7: Algorithm ScanBitString (Partial MinDist Pruning)
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4.5 A Performance Study
In this section, we present an experimental study to evaluate the SA-tree and
compare its performance with those of the IQ-tree, VA-File and iDistance. The
performance is measured in terms of the average disk page access, the CPU time
and the vector access for KNN search over 100 different queries.
Our evaluation comprises both synthetic and real high-dimensional datasets.
The synthetic datasets are either uniformly distributed or clustered. We use a
method similar to that of [11] to generate the clusters in subspaces of different
orientations and dimensionalities. The real dataset contains 64-dimensional color
histograms extracted from 70,100 images. All experiments were conducted on Sun
E450 machine with 450 MHZ CPU, running SUN OS 5.7. Page size is set to 4KB.
For each query, the number of nearest neighbor to search is 10 unless otherwise
stated.
4.5.1 Optimizing Quantization
The efficiency of KNN query processing in the SA-tree depends on how many bits
we have chosen to encode bit-strings, i.e. what resolution to quantize data points.
Hence, we have to find out the optimal quantization so that we can achieve best
performance in various situations. However, we expect this optimality to be most
sensitive to two factors, dimensionality and data distribution.
To deal with the high-dimensional data, we need to consider the following
effects of quantization. First, the majority of the grid cells in each cluster are
empty. Suppose we have allocated b bits to encode each dimension in d-dimensional
space, there are 2b∗d possibilities. When b = 3 and d = 30, this number is even
larger than 1027 which is far beyond the size of most datasets when dimensionality
is high. Therefore, it is unlikely to have more than one vectors allocated to the same














































Figure 4.8: Optimal Quantization: Vector Selectivity and Page Access
space in second level. Second, since data space is sparsely populated, the expected
distance between any two points is large. Most points tend to have almost equal
distance to any given point [6]. Therefore, to have a better approximation to the
distance between two high-dimensional points, we shall use more bits to encode
each dimension, so that the pruning effectiveness of MinDist(P, Q) doesn’t decrease
with increasing dimensionality. Unfortunately, these two effects are conflicted. We
should use as few bits as possible to reduce the size of our index structure and
save IO cost. On the other hand, to keep MinDist as an effective pruning criteria,
we have to use higher resolution, i.e. more bits for each dimension.
The optimal performance of the SA-tree is a compromise of the above two
factors. We conducted a series of experiments to tune this parameter. The ex-
periments were performed over 100K uniformly distributed datasets of various
dimensionality from 32 to 512. Figure 4.8 and 4.9 show the average performance
of 100 10-NN queries in terms of the percentage of real vector visited, page access
and the CPU cost, when we increase the number of bits per dimension from 3 to
10.
In Figure 4.8 (a), it is evident that the more bits we have used for encoding, the
smaller percentage of real vectors will be visited. We expected this result because
higher resolution improves the accuracy of distance approximations, hence making
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our pruning more effective. Figure 4.8 (b) presents the 10-NN query performance
in terms of page access, which includes the cost of scanning bit-strings and the
cost of accessing real vectors. As we can see from the graph, 5-bit encoding is
optimal for datasets with dimensionality less than than or equal to 256. However,
5-bit encoding loses to 6-bit encoding in 512-dimensional data spaces. Notice that
when the dimensionality reaches 512, 5-bit encoding can’t eliminate false drops
effectively and accesses too many real vectors. On the contrary, 6-bit encoding
keeps the percentage of vector visited less than 1% in 512-dimensional data spaces.
6-bit encoding also outperforms 7-, 8-, 9- and 10-bit encodings because it has a
smaller set of bit-strings to scan. The cost of accessing bit-stings is an overhead.
Using more bits to encode will result in a bit-string with larger size, which makes



















Figure 4.9: Optimal Quantization: CPU cost
Figure 4.9 presents the CPU cost of 10NN query evaluations. Again, we ob-
served that the optimality changes with increasing dimensionality. 5-bit encoding
is the optimal choice when dimensionality is less than 256; whereas 8-bit encoding
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is more suitable for higher dimensionality. This is not surprising. As we have seen
in Figure 4.8 (a), 5-bit encoding is not able to eliminate sufficient false drops in
very high dimensional data spaces. Consequently, we will have more accesses to
real vectors and the computational cost of distance between two high dimensional
points is very CPU intensive. 8-bit encoding outperforms 5-bit in such a case. It
is also interesting to notice the small “hump” between 5 and 8 in curves repre-
senting dimension less than 512. This is mainly due to the cost of uncompressing
bit-strings. Uncompressing more bits will generally consume more CPU cycles.
8-bit, however, is an exceptional case. In practice, 8-bit has the same length as
a character, which makes our uncompressing task extremely easy since we can
directly use it for integer computation.
Typically different datasets have different data distribution. Therefore, a uni-
versal optimal quantization never exists, even for databases with the same dimen-
sionality and size. According to the previous results, we found that 5-bits is near
optimal and we used it as default value for the following experiments.
4.5.2 Comparing two pruning methods
In this experiment, we compared the effectiveness of two pruning methods, Min-
Max Pruning and Partial MinDist Pruning. Figure 4.10 shows one of the results,
which indicate the influence of dimensionality on the performance of MinMax
Pruning and Partial MinDist Pruning. The experiment was carried out on five
100K uniform datasets with dimensionalites 32, 64, 128, 256 and 512.
As shown in Figure 4.10 (a), MinMax Pruning and Partial MinDist Pruning ex-
hibit little difference in vector selectivity. Again, we observed that both techniques
have achieved a very high vector selectivity even in 512-dimensional data space.
The experiment has shown that our techniques are scalable to high dimensional
data space in terms of IO cost. Figure 4.10 (b) compares the CPU cost of MinMax








































Figure 4.10: MinMax Pruning v.s. Partial MinDist Pruning
techniques grows slowly when the dimensionality increases. Partial MinDist Prun-
ing always outperforms MinMax Pruning. The speedup becomes more and more
significant when going to higher dimensions. Partial MinDist is about two times
faster than MinMax Pruning in a 512-dimensional data space. Partial MinDist
Pruning achieved such an improvement because it can terminate the computa-
tion of MinDist as early as possible. When the dimensionality increases, the gap
between two pruning methods is getting larger because the chance of premature
termination becomes greater. We employ Partial MinDist Pruning algorithm to
compare with the other two index structures.
4.5.3 Comparison with other structures
In this section, we compare the SA-tree with some existing methods on different
datasets, such as the IQ-tree, VA-file and iDistance. To ensure a fair comparison,
we shall tune the parameters of different indexes and only present the optimal
result of each structure, e.g. the number of bits is 5 in VA-file.
First, we measured the effect of dimensionality. We have created five 100K clus-
tered datasets with dimensionality 32, 64, 128, 256 and 512 to run our experiments.
Figure 4.11 shows the efficiency of the SA-tree as we increase dimensionality. The







































Figure 4.11: Performance on variant dimensionalities
The SA-tree performs data clustering during the index construction, thus it is able
to prune faster and access less IO pages. The CPU cost of the SA-tree is at least
50% better than those of other structures, and the gap widens when the dataset
dimensionality is high. This is mainly due to the fast pruning of Partial MinDist
Pruning technique and the precomputation savings from σ, and this improvement
becomes more and more significant as dimensionality increases since there is a
higher possibility to terminate the computation of MinDist early.
The VA-File performs only worse than the SA-tree because of efficiency of vec-
tor approximation, but it has two major drawbacks. First, it needs to compute the
distance between the query point and the entire vector approximations. Second,
the deterioration of the VA-File is much more prevalent in clustered or skewed
datasets, because VA-File is generated without considering the characteristics of
dataset.
The iDistance generally performs well when the dimensionality of the database
is less than 30. However, its pruning effectiveness degrades fast once the dimension-
ality goes beyond this point. When the dimensionality is high, iDistance cannot
prune the points efficiently and the performance approximates to the sequential
scan.
Not surprisingly, the IQ-tree performs worst among these indexes. The main
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reason for IQ-tree behavior, in our opinion, is the use of Minimum Bounding
Rectangles (MBRs). In high dimensionality, there are three main drawbacks asso-
ciated with MBRs: First, most MBRs intersect with the searching spheres defined
by queries, which leads to accessing most of the points in the underlying space.
Second, the distance computation between an MBR and a query point is expensive
in a data space of high dimensionality. Third, the representation of each MBR is








































Figure 4.12: Performance on variant K
Second, we compare the performance of these indexes for different number of
KNN. We used 64-dimensional color histograms extracted from 70,100 images to
measure the performance behavior with an increasing value of K. The results are
shown in Figure 4.12. Among these indexes, the cost of IQ-tree is most expensive.
When the dimensionality is high, the MBRs in the IQ-tree cause more disk access
and computational cost. iDistance needs to access most of the data points because
of poor pruning effect, and hence it does not perform well either. The overall cost
of SA-tree is about 60% better than that of SA-tree. The real datasets are typically
skewed. The SA-tree employs effective Partial MinDist Pruning technique and can
benefit more from the skewness of color histograms.
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4.6 Summary
In this chapter, we have addressed the problem of KNN query processing for high-
dimensional data. We presented an efficient index method, called the SA-tree, for
KNN search, and can be easily extended to support other queries, such as range
query. Using the data clustering and compression, the SA-tree works efficiently
and scales gracefully with increasing dimensionality. The SA-tree can be adapted
to different data distributions, because it employs data clustering and performs the
compression according to the characteristics of each cluster. Our We also proposed
two pruning methods, MinMax Pruning and Partial MinDist Pruning, to improve
the efficiency of KNN searches in the SA-tree. As the SA-tree improves on the
iDistance technique, it achieves a better performance result. We also carried out
an extensive performance evaluation and demonstrated the superiority of SA-tree
over other existing methods.
Chapter 5
Skyjoin
In this chapter, we propose a novel algorithm to support efficient processing of the
skyjoin query. The algorithm works by applying a grid onto the data space and
organizing feature vectors according to the lexicographical order of their containing
grid cells. By computing the grid skyline first and utilizing the result of previous
computation to facilitate the current computation, our algorithm avoids redundant
comparisons and reduces processing cost significantly. We conducted extensive
experiments to evaluate the effectiveness of the proposed technique.
5.1 The Skyline of a Grid Cell
Suppose a grid is laid over the whole data space and partitions it into ld rectan-
gular cells, where l is the number of slices along each dimension. By numbering
these slices 1, . . . , l accordingly, we are able to identify each grid cell using a d-
dimensional vector (c1, . . . , cd), where ci is the slice number of the cell on dimension
i. Figure 5.1 gives an illustration of a two-dimensional space partitioned by a 9x9
grid. As an example, grid cell A is identified by vector (5, 3).
We are now ready to define the skyline of a grid cell. Put it simply, the skyline
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Figure 5.1: Dominance Relationship Among Grid Cells
other non-empty grid cells. Note that we are only interested in occupied grid
cells, because empty grid cells do not contain any data point and only data points
participate in the computation of skyjoin. First we give a formal definition of the
dominance relationship between grid cells. A grid cell M(m1, . . . ,md) dominates
N(n1, . . . , nd) with respect to O(o1, . . . , od) if the following two conditions are
satisfied:
1. ∀ i ∈ [1, d], (mi − oi) ∗ (ni − oi) > 0
2. ∀ i ∈ [1, d], |mi − oi| < |ni − oi|
The first condition ensures that M and N belong to the same coordinate space
of O, and the second condition guarantees that all points located inside N are
dominated by any point inside M with respect to any point inside O. This property
is captured by the following theorem:
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Theorem 5.1.1 If grid cell M dominates N with respect to O, for any point
P (p1, . . . , pd) ∈ M , Q(q1, . . . , qd) ∈ N , and R(r1, . . . , rd) ∈ O, P dominates Q
with respect to R.
Proof: From (mi−oi)∗(ni−oi) > 0, it is easy to derive that (pi−ri)∗(qi−ri) ≥ 0
(1) because P ∈ M , Q ∈ N and R ∈ O. Since P , Q and R reside inside M , N
and O correspondently, |pi − oi| < |qi − oi| (2) follows from |mi − oi| < |ni − oi|
naturally. Based on (1) and (2), P dominates Q with respect to R by definition.
It is important to observe the difference between the above two conditions and
what we have in the dominance relationship among data points. First and fore-
most, M ought to be nearer to O than N on all dimensions. Take grid cell A(5, 3)
in Figure 5.1 as an example, grid cell B(3, 5) shall not dominate grid cell C(2, 5),
because point P certainly does not dominate Q with respect to R. For Theo-
rem 5.1.1 to be true, we cannot simply adopt the old dominance relationship here,
since the exact positions of data points inside A, B and C are not known. Second,
any grid cell sharing a same slice number with the query grid cell on any dimen-
sion cannot dominate any other grid cells. As in Figure 5.1, grid cell (5, 6) shall
not dominate grid cell (5, 8), because point S and T , for example, fall into differ-
ent coordinate space of R. Under our definition, the shaded grid cells are indeed
dominated by B with respect to A. We can also easily verify the correctness of
Theorem 5.1.1 from Figure 5.1.
Based on the dominance relationship among grid cells, we give the formal
definition of the skyline of a grid cell as follows.
Definition 5.1.1 (Grid Skyline) Given a grid cell O(o1, . . . , od) and a set of
non-empty grid cells G, GridSkyline(O,G) consists of grid cells from G that are
not dominated by any other grid cell with respect to O.
GridSkyline(O,G) = {M ∈ G|∀ N ∈ G, M 6= N and ∀ i ∈ [1, d],
(mi − oi) ∗ (ni − oi) > 0, |ni − oi| > |mi − oi|}
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In order to facilitate the computation of skyjoin, we utilize the following relation-
ship between GridSkyline(O,G) and Skyline(R,DB).
Theorem 5.1.2 Assume that a grid G is applied onto the data space of data
set DB, the skyline of point R, Skyline(R,DB), and the grid skyline of cell O,
GridSkyline(O,G), satisfy the following relationship if R ∈ O:
∀ P ∈ Skyline(R,DB), ∃ M ∈ GridSkyline(O,G), P ∈ M
5.2 The Grid Ordered Data
Our skyjoin algorithm is based on a particular order of the data set, the grid order.
For this order, a regular grid is first applied onto the data space. We then define
a lexicographical order on the grid cells. This grid cell order is further induced
to the points stored in the database. For two points P and Q located in different
grid cells, P is ordered before Q if the grid cell surrounding P is lexicographically
lower than the grid cell surrounding Q. More formally:
Definition 5.2.1 (Grid Order ≺) Given a grid which partitions the d-dimensional
space into ld rectangular cells, for points P ∈ A(a1, . . . , ad) and Q ∈ B(b1, . . . , bd)
where A and B are cells surrounding P and Q correspondently, P ≺ Q if and only
if
∃ i ∈ [1, d], ai < bi and ∀ j < i, aj = bj
Basically, the grid order sorts data points according to their surrounding cells,
such that points within the same cell are grouped together. In the following, we
show that an important observation which leads to our join algorithm.
Theorem 5.2.1 Given the data set DB, and two points P (p1, . . . , pd) and Q(q1, . . . , qd),
P ∈ Skyline(Q,DB) if and only if <(P,Q) contains no other data points from
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DB. By <(P,Q), we mean the hyper-rectangle defined by taking P and Q as op-
posite corners, with sides parallel to the edge of the universe.
Proof: This theorem can be easily proven by contradiction. Assume that there
exists a point R(r1, . . . , rd) inside <(P,Q). Then, P is dominated by R with repect
to Q, which is a contradiction to P ∈ Skyline(Q,DB). As a result, <(P,Q) must
be empty.
Going back to Figure 5.1, it is quite easy to see that this theorem holds. If we
take point R as the query point, P is obviously a skyline point of R, as <(R,P )
is empty. However, point U does not belong to the skyline of R, because it is
dominated by P and P ∈ <(R,U). From Theorem 5.2.1, we derive the following
lemma naturally:
Lemma 5.2.1 Given the data set DB, and two points P (p1, . . . , pd) and Q(q1, . . . , qd),
P ∈ Skyline(Q,DB) if and only if Q ∈ Skyline(P,DB).
Proof: This lemma follows from Theorem 5.2.1 directly. If P ∈ Skyline(Q,DB),
<(P,Q) must be empty, by Theorem 5.2.1, Q ∈ Skyline(P,DB) and vice versa.
Lemma 5.2.1 states the equivalence of P ∈ Skyline(Q,DB) and Q ∈ Skyline(P,DB).
Essentially, this means that it is sufficient for us to look for only one of them during
the join operation, as the other one is immediately available. Suppose P ≺ Q, we
are safe to delay the determination of Q ∈ Skyline(P,DB) until we look for the
skyline points of Q. Therefore, our join algorithm only needs to consider points
ordered before P to find the skyline points of P , for the remaining skyline points
will be generated later. This gives rise to our skyjoin algorithm.
5.3 The Skyjoin Algorithm
Before we dwell into the details of the algorithm, we would like to illustrate how

















































































Figure 5.2: A 2-dimensional Skyjoin Example
5.3.1 An example
Consider the 2-dimensional data set depicted in Figure 5.2. The whole data space
is partitioned into 18x18 grid cells and data points are readily sorted in the grid
order. The algorithm starts by looking for the grid skyline of each occupied cell.
Following Lemma 5.2.1, we only need to examine cells ordered before M to find
the grid skyline of cell M . Take cell (8, 8) as an example, by examining occupied
cells ordered before it, we can easily identify that those right shaded cells are not
dominated by any other occupied cells with respect to (8, 8). Therefore, all right
shaded cells belong to the grid skyline of (8, 8). At the same time, some other cells,
for example cell (4, 15), are dominated, and we need not investigate points inside
these cells any further. Having obtained the grid skyline of cell (8, 8), we are ready
to generate the skyline of the two data points inside cell (8, 8). By Theorem 5.1.2,
it only takes us to retrieve and compare with those data points which fall into the
right shaded cells.
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We would like to illustrate another important feature of the algorithm using this
example. Suppose we want to find the skyline of the point inside cell (13, 8). We
can certainly perform a similar search as what we have done for cell (8, 8). However,
such a search requires us to examine all grid cells ordered before (13, 8). The
computation of the grid skyline also becomes more and more costly as we proceed
to the end of the file. In order to avoid redundant comparisons, we shall keep the
grid skyline of cell (8, 8) in memory. We can then accomplish the computation of
the grid skyline of (13, 8) by only checking two sets of occupied cells:
• cells ordered between (8, 8) and (13, 8)
• cells belonging to the grid skyline of (8, 8)
Consequently, the grid skyline of (13, 8) consists of those left shaded cells in Fig-
ure 5.2. Note that only two cells, (8, 8) and (2, 9), from the grid skyline of (8, 8)
are not dominated. In such a way, we avoid the examination of many cells like
(4, 15) during the computation of the grid skyline of (13, 8). It is correct to do this
because of the following lemma:
Lemma 5.3.1 Given a set of cells G sorted in the grid order, for two cells M(m1, . . . ,md)
and N(n1, . . . , nd), if m1 < n1 and ∀ i ∈ [2, d], mi = ni,
∀ L ∈ GridSkyline(N,G) and L ≺ N ,
L ∈ {A ∈ GridSkyline(M,G)|A ≺ M} ∪ {B|M ≺ B ≺ N}
Proof: For this lemma to be true, it suffices to show ∀ C ≺ M and C /∈
GridSkyline(M,G), C /∈ GridSkyline(N,G). Assume that cell D dominates
C with respect to M , it is obvious that D still dominates C with respect to N .
Therefore, the claim above is true and the lemma holds.
For simplicity of discussion, we name M(m1, . . . ,md) as the reference cell of
N(n1, . . . , nd), if m1 < n1 and ∀ i ∈ [2, d], mi = ni.
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5.3.2 The data structure
A simple directory structure needs to be constructed for the skyjoin algorithm to
work efficiently. The index is basically a flat array of entries. Each entry stores
information about an occupied cell, including a vector representing the position of
the cell, a pointer to the underlying data points that located inside the cell, and
a pointer to its nearest reference cell. All entries in the directory are also sorted
in the grid order. We shall keep this directory in memory for quick access and
computation.
5.3.3 Algorithm description
We are now ready to describe our skyjoin algorithm in detail. The pseudo-code for
the skyjoin algorithm is shown in Figure 5.3. It starts by sorting the data points
according to the grid order. Then, the flat directory structure is constructed on
the sorted data points.
The join operation processes entries of the directory one by one from the be-
ginning to the end. For each entry, we first compute the grid skyline of the corre-
sponding cell N . If a reference cell M of N exists, we utilize the grid skyline of
M to save redundant comparisons. Otherwise, we examine all cells C(c1, . . . , cd)
where c1 < n1 to obtain a subset GS(N) of GridSkyline(N,G). Once the grid
skyline is ready, we proceed to compute the skyline of points located inside the
current cell N . By checking points inside cells C(c1, . . . , cd) where c1 = n1 and
points inside the cells from GS(N), we are able to quickly generate the skyline
and output the result.
5.4 Experimental Evaluation
We performed extensive experimental study to evaluate the performance of the




sort DB according to the grid order
build the index array structure
for each occupied cell N
// compute the grid skyline of N
GS(N) = {} // to store the grid skyline of N
if the reference cell M of N exists
GS(N) = GS(M)
for each cell C ordered between N and M and C1 < N1
if C dominate some cell E inside GS(N) discard E
if C is not dominated by some cell in GS(N)
insert C into GS(N)
else
for each cell C ordered before N and C1 < N1
if C is not dominated by some cell in GS(N)
insert C into GS(N)
// compute the skyline of points in N
for each data point P inside N
S = {}; // to store the skyline of P
for each cell C where C1 = N1
for each point Q in C and q1 < p1
if Q is not dominated by some point in S
insert Q into S
for each entry E in GS(N)
for each point Q in E
if Q is not dominated by some point in S
insert Q into S
output S
Figure 5.3: Skyjoin Algorithm
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both uniformly distributed datasets and clustered datasets. The synthetic cluster
datasets are generated using the method described in [11].
The experiments were conducted on a SUN E450 machine with 450Mhz CPU,
running SUN OS 5.7. Page size is set to 4KB. Performance is presented in terms of
the elapsed time (which includes both IO and CPU time). We compared skyjoin
with sequential scan and simple indexed loop join using BBS [26]. The BBS is the
current state-of-art method for single point skyline query processing, which has
been shown to outperform other methods significantly.
5.4.1 The effect of data size
In this experiment, we study the performance behavior with varying size of datasets.
We performed skyjoin of uniform and clustered data in the 3-dimensional space
and varied the cardinality from 10K to 90K. The elapsed time of each algorithm







































Figure 5.4: Effect of data size
With the increase of data size, the elapsed time also increases since we have to
find the skyline of more query points. As in Figure 5.4, Our algorithm outperforms
other methods significantly for uniform and clustered datasets. We are able to
achieve a better performance than the indexed loop join using BBS because of
the following two reasons: (1) by computing the grid skyline first, we prune a
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lot of false drops before actually computing the real skyline. On the other hand,
the pruning effectiveness of R-tree degenerates greatly because the MBRs of an
R-tree node often overlaps more than one coordinate spaces of a query point.
As a result, the entire node of points cannot be pruned unless we examine each
point individually. (2) by making use of Lemma 5.2.1 and Lemma 5.3.1, we not
only avoid redundant comparisons between grid cells successfully but also utilize
the previous computation results to facilitate our current computation. However,
indexed loop join using BBS cannot save unnecessary comparisons because each
point is processed separately. Comparing the results in Figure 5.4 (a) and (b), we
note that the improvement of our algorithm over indexed loop join using BBS for
clustered datasets are relatively less than that of uniform datasets. R-tree is able
to partition the data more effectively in clustered datasets. A query point is likely
to find more skyline points from its containing MBR or sibling MBRs; thereby
increases the probability of pruning more R-tree nodes.
5.4.2 The effect of dimensionality
In order to study the effect of dimensionality we use the datasets with cardinality
50K and vary dimensionality between 2 and 4. Figure 5.5 shows the elapsed time
for uniform (a) and clustered (b) datasets. The skyjoin algorithm clearly out-
performs the other methods and the difference increases fast with dimensionality.
Nevertheless, the performance of all algorithms degrades as the dimensionality
grows. The main reason lies in the following fact: the growth of the skyline is
exponential to the dimensionality.
Table 5.1 shows the average size of the skyline for a single query point with a
growing number of dimensions. While the skyline is fairly small for two-dimensional
data, the size of the skyline increases sharply for both uniform and clustered
datasets with larger dimensionalities. As a result, the number of comparisons














































Table 5.1: Skyline sizes
comparisons to confirm a skyline point. Therefore, the quick growth of skyline
causes the performance degeneration directly. Besides this, the degradation of in-
dexed loop join using BBS is further worsen by the poor performance of R-trees in
high-dimensions. On the other hand, our algorithm guarantees a non-overlap par-
tition of the space, in contrast to the significant overlap between high-dimensional
MBRs.
5.5 Summary
In this chapter, we have investigated the skyjoin problem. The skyjoin is a self
join operation which finds the skyline of each point in the dataset. We proposed
an efficient algorithm that exploits sorting, properties of grid skyline and dynamic
programming to reduce computational costs. We presented our performance study
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on both uniform and clustered datasets. The results show that our algorithm
is capable of delivering a good performance for low dimensional datasets, and
outperforms other methods significantly. In high-dimensional datasets, due to
the quick growth of the skyline, the performance of our algorithm degenerates,
although it remains much more efficient than other methods.
Chapter 6
Conclusion
In this thesis, we investigated two interesting problems: K-Nearest-Neighbor search
in high-dimensional space and Skyjoin query. We presented a thorough review of
existing work on high-dimensional KNN searching and skyline query processing.
In order to break the “curse of dimensionality”, we introduced two new indexing
techniques, Diagonal Ordering and the SA-tree, to support efficient processing of
high-dimensional KNN queries. Diagonal Ordering and the SA-tree adopt different
approaches. The approach that Diagonal Ordering has taken is one-dimensional
transformation; whereas the SA-tree makes use of data compression. As an ex-
tension to the skyline operation, we defined the Skyjoin query and proposed an
efficient algorithm to speed up the processing of the Skyjoin query. For all the
proposed techniques, we conducted extensive experiments and provided their per-
formance studies.
Diagonal Ordering reduces the dimensionality of feature vectors by mapping
them into one-dimensional values. This one-dimensional transformation is based
on data space clustering and a particular order on the data set, namely, the di-
agonal order. We proposed such an order because it enables us to derive a tight
lower bound on the distance between two feature vectors. The derived lower bound
can be calculated from the transformed values and we use it as a pruning criteria
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during the K-Nearest-Neighbor search. We also designed an iterative algorithm to
evaluate KNN query as a sequence of increasingly larger range queries over the
transformed one-dimensional space. In this way, we are not only able to provide
a fast approximate K-Nearest-Neighbor answer, but also keeps the search space as
tight as possible so that unnecessary search can be minimized. To demonstrate the
effectiveness of Diagonal Ordering, we ran a variety of experiments on both syn-
thetic and real data sets. The experimental results show that Diagonal Ordering
is capable of delivering a superior performance under different conditions.
The SA-tree is suitable for K-Nearest-Neighbor search in high or very high
dimensional data spaces, because it scales gracefully with increasing dimension-
ality. The general idea of the SA-tree is to use data compression and perform
K-Nearest-Neighbor search by effectively pruning the feature vectors without ex-
pensive computations. It is evident that the performance of the SA-tree depends
on the compression rate. We therefore presented a study of optimal compression
and discussed its dependency on dimensionality and data distribution. The SA-
tree is also adaptive to different data distributions. This is because the SA-tree
employs data space clustering and performs the compression according to the char-
acteristics of each cluster. Furthermore, we carried out an extensive performance
evaluation of the SA-tree and demonstrated the superiority of SA-tree over other
competitive methods.
The skyjoin query is a natural extension to the skyline operator, which finds
the skyline of each data point in the database. We provided the formal definition
and proposed a novel algorithm to support efficient processing of the skyjoin query.
Our solution is based on a particular sort order of the data points, which is obtained
by laying a grid over the data space and comparing the grid cells lexicographically.
The efficiency of our skyjoin algorithm is achieved through three ways:
• Computing the grid skyline of a cell of data points before computing the
skyline of individual points to save common comparisons
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• Based on the equivalence property stated in Lemma 5.2.1, the join process
is scheduled over the sorted data and join mates are restricted to a limited
range
• Computing the grid skyline of a cell based on the result of its reference cell
to avoid redundant comparisons
In order to evaluate the effectiveness of the skyjoin algorithm, we performed a
series of experiments to compare it with other existing methods. Our algorithm is
demonstrated to be both effective and efficient on low-dimensional datasets. We
also studied the cause of degeneration of skyjoin algorithms in high-dimensional
space, which stems from the nature of the problem. Nevertheless, our skyjoin
algorithm still outperforms other methods by a wide margin in high-dimensional
spaces.
For future work we are particularly interested to study the use of Diagonal
Ordering and the SA-tree in high-dimensional similarity join. A cost model for
the SA-tree would be especially useful, as we may use it to determine the optimal
compression rate. We also plan to investigate alternatives for high-dimensional
skyjoin query processing. Another interesting topic is the constrained skyjoin
queries and its applications in practice.
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