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Resumen
En este trabajo proporcionamos condiciones necesarias y suficientes de
optimalidad en problemas de control o´ptimo estoca´stico de tipo Mayer en
tiempo continuo. Nuestro enfoque esta´ basado en el principio del ma´ximo
estoca´stico. Caracterizamos un control o´ptimo directamente mediante una
ecuacio´n en derivadas parciales, alternativa a la ecuacio´n de Hamilton–
Jacobi–Belman, pero que tambie´n permite obtener la funcio´n valor de una
forma indirecta. Los resultados se ilustran con el ana´lisis de un modelo
dina´mico de un plan de pensiones agregado.
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1. Introduccio´n
El trabajo desarrolla un nuevo enfoque que caracteriza a un control markoviano
o´ptimo de un problema de control estoca´stico de tipo Mayer como una solucio´n de
un sistema de ecuaciones en derivadas parciales (EDPs) cuasilineales. El sistema se
obtiene a partir de las condiciones de optimalidad del principio del ma´ximo estoca´stico.
El sistema es equivalente a la ecuacio´n de Hamilton–Jacobi–Bellman (HJB), pero
caracteriza directamente al control o´ptimo mientras que HJB a la funcio´n valor.
Aunque la idea inicial de obtener un sistema de EDPs para el control o´ptimo
aparece en Bourdache–Siguerdidjane and Fliess [1] para problemas de control deter-
ministas, los antecedentes principales de este trabajo son Rinco´n–Zapatero et al [14],
en juegos diferenciales deterministas, y Josa–Fombellida and Rinco´n–Zapatero [9], en
problemas de control estoca´stico con para´metro de difusio´n del proceso de estado
independiente de las variables de control.
Josa–Fombellida and Rinco´n–Zapatero [9] obtiene un sistema de EDPs que debe
satisfacer un control de Markov o´ptimo suave y tambie´n proporciona una condicio´n
suficiente para optimalidad, en el esp´ıritu de los teoremas de verificacio´n que aparecen
en Fleming and Rishel [3] y Fleming and Soner [4]. En el caso tratado en aque´l trabajo
las ecuaciones del nuevo sistema son de diferente tipo a la de HJB, aunque ambas son
semilineales.
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El objetivo de este manuscrito es extender estos trabajos a un problema de control
estoca´stico de tipo Mayer, es decir, sin funcio´n objetivo instanta´nea. En el problema
de control considerado el coeficiente de difusio´n no depende de las variables de control,
el control o´ptimo es interior a la regio´n de los controles, y de clase C1,2, hay exacta-
mente una variable de estado y al menos una variable de control. Estas caracter´ısticas
aparecen en algunos modelos de inversio´n o´ptima de la literatura financiera.
El trabajo se organiza como sigue. En la Seccio´n 2 presentamos el problema de
control de tipo Mayer que estudiaremos, as´ı como algunas definiciones y notaciones.
En la Seccio´n 3 obtenemos condiciones necesarias de optimalidad mediante un sistema
de EDPs que debe satisfacer un control o´ptimo. Una condicio´n suficiente de optima-
lidad se da en la Seccio´n 4. En la Seccio´n 5 proporcionamos una fo´rmula expl´ıcita
para obtener la funcio´n valor a trave´s del sistema, sin recurrir a la ecuacio´n de HJB.
La Seccio´n 6 contiene la aplicacio´n de la teor´ıa a problemas dina´micos de planes de
pensiones. Se finaliza el trabajo con unas conclusiones en la Seccio´n 7.
2. El problema de control
En esta seccio´n formulamos el problema de control estoca´stico. Consideramos
un intervalo de tiempo [0, T ] con 0 < T < ∞ y un espacio probabil´ıstico com-
pleto (Ω,F , {Ft}t∈[0,T ],P), sobre el que esta´ definido un movimiento Browniano d–
dimensional {w(t)}t∈[0,T ]. Denotamos por E la esperanza bajo la medida de probabi-
lidad P.
El espacio de estados es R y la regio´n de los controles es algu´n conjunto convexo
U ⊆ R. Un proceso de control {u(s)} definido en [t, T ]× Ω y con valores en U es una
aplicacio´n Fs–medible de [t, s] × Ω en U , es decir, u(t, ω) es Bs × Fs–medible para
cada s ∈ [t, T ], donde Bs denota la σ–a´lgebra de Borel en [t, s].
El proceso de estado ξ ∈ R verifica la ecuacio´n diferencial estoca´stica (EDE)
dξ(s) = f(s, ξ(s), u(s))ds+ σ(s, ξ(s), u(s))dw(s), s ≥ t, (1)
con condicio´n inicial ξ(t) = x. Aqu´ı σ es una matriz 1× d.
Definicio´n 2.1 (Control admisible). Un control {u(t)}t∈[0,T ] es llamado admisible si
(i) para cada (t, x) la EDE (1) con condicio´n inicial ξ(t) = x admite una u´nica
solucio´n fuerte;
(ii) existe una function φ : [0, T ] × R −→ U de clase C1,2 tal que u es un control
feedback relativo a φ, i.e. u(s) = φ(s, ξ(s)) para cada s ∈ [0, T ].
U(t, x) denota el conjunto de los controles admisibles correspondientes a la condicio´n
inicial (t, x) ∈ [0, T ]× R.
De acuerdo con la definicio´n, estamos considerando controles markovianos. u y φ
sera´n identificados a veces en la notacio´n. Dado que nuestro objetivo es resolver el
problema para cada (t, x) ∈ [0, T ]× R, a veces se escribe U en lugar de U(t, x).
Dado un dato inicial (t, x) ∈ [0, T ]× R, el criterio de maximizacio´n es
J(t, x;u) = Etx {S(T, ξ(T ))} , (2)
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donde Etx denota esperanza condicionada con respecto a la condicio´n inicial (t, x).
Las funciones f : [0, T ]× R× U −→ R, σ : [0, T ]× R −→ R1×d y S : [0, T ]× R −→ R
se asumen de clase C2 con respecto a (x, u) y de clase C1 con respecto a t. Adema´s
suponemos que los para´metros deriva y difusio´n dependen de la variable de control u,
i.e. fu 6= 0 6= σu.
En la especificacio´n del problema hemos supuesto que la dimensio´n del vector de
variables de control es uno. E´sta es una asuncio´n crucial para los siguientes desarrollos.
En la Nota 4.2 mostraremos que el caso con n controles, n > 1, se puede reducir al
caso escalar.
La funcio´n valor se define como V (t, x) = supu∈U(t,x) J(t, x;u). Un control admi-
sible bu ∈ U es o´ptimo si V (t, x) = J(t, x; bu) para cada condicio´n inicial (t, x).
El me´todo cla´sico de resolucio´n de un problema de control estoca´stico esta´ basado
en la programacio´n dina´mica. Consiste en encontrar la funcio´n valor a trave´s de la
ecuacio´n de HJB y a partir de ella el control o´ptimo. Un resultado afirma que si V es
de clase C1,2 entonces satisface la ecuacio´n de HJB
Vt(t, x) + ma´x
u∈U
G(t, x, u, Vx(t, x), Vxx(t, x)) = 0, ∀(t, x) ∈ [0, T ]× R, (3)
V (T, x) = S(T, x), ∀x ∈ R,
y el argumento que maximiza en (3), si es admisible, es o´ptimo. Aqu´ı G(t, x, u, p, P ) =
f(t, x, u)p+ 1
2
σ(t, x, u)σ>(t, x, u)P denota el Hamiltoniano generalizado.
3. Condiciones necesarias
En esta seccio´n deducimos una EDP alternativa a la de HJB que debe satisfacer
un control o´ptimo.
Sea (ξ, u) un control o´ptimo con u(t) = φ(t, ξ(t)). Suponemos que los para´metros
del problema nos permiten aplicar el principio del ma´ximo estoca´stico; ve´ase Assump-
tion A1 en Josa–Fombellida and Rinco´n–Zapatero [9] o Yong and Zhou [15], p. 114.
Aplica´ndolo, existe un proceso verificando la ecuacio´n adjunta de primer orden
dp(s) = −Hx(s, ξ(s), φ(s, ξ(s)), p(s), q(s))ds+ q(s)dw(s), s ∈ [t, T ], (4)
p(T ) =Sx(T, ξ(T )), (5)
donde H(t, x, u, p, q) = f(t, x, u)p+ σ(t, x, u)q> es el Hamiltoniano estoca´stico.
Ahora definimos la funcio´n η en [0, T ]× R× U as´ı
η(t, x, u) =
−fu
σuσ>
(t, x, u). (6)
El siguiente resultado establece una condicio´n necesaria de optimalidad en te´rminos
de una nueva EDP. Para probarlo hace falta suponer que el proceso adjunto p depende
de la variable de estado ξ a trave´s de una funcio´n γ de clase C1,2 en [0, T ]×R definida
de esta forma: p(s) = γ(s, ξ(s)).
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Teorema 3.1 (Condicio´n necesaria) Si φ ∈ U es un control o´ptimo interior marko-
viano del problema (1)–(2) tal que (σuσ
>)(t, x, φ(t, x)) 6= 0 para todo (t, x) ∈ [0, T ]×R,
entonces φ satisface la EDP cuasilineal de segundo orden
∂
∂t
η +
∂
∂x
„
∂
∂x
f +
∂
∂x
σσ>η + fη +
1
2
σσ>
“
η2 +
∂
∂x
η
”«
= 0, (7)
para todo (t, x) ∈ [0, T ]× R, con la condicio´n final
η(T, x, φ(T, x)) =
Sxx(T, x)
Sx(T, x)
, (8)
para todo x ∈ R.
A continuacio´n obtenemos la variable adjunta γ a partir de la EDP (7)–(8). E´sta
sera´ u´til para hallar la funcio´n valor. Si denotamos por Ψ la expresio´n que aparece
afectada en (7) por el signo ∂/∂x,
Ψ(t, x, u) =
∂f
∂x
+
∂σ
∂x
σ>η + fη +
1
2
σσ>
„
η2 +
∂η
∂x
«
, (9)
es posible probar el siguiente resultado, que nos permite encontrar la variable adjunta
a trave´s una solucio´n de la EDP cuasilineal.
Proposicio´n 3.1 (Variable adjunta) Sea bφ un control admisible de clase C1,2 que
verifica (7)–(8). Entonces, dada una condicio´n inicial (t, x), para todo α ∈ R, γ verifica
γ(t, x) = Sx(T, α) exp
Z x
α
η(t, z, bφ(t, z))dz + Z T
t
Ψ(s, α, bφ(s, α))dsff . (10)
4. Condiciones suficientes
En esta seccio´n mostramos que una solucio´n bφ de clase C1,2 de (7)–(8) que ma-
ximiza el Hamiltoniano para todo (t, x) es una solucio´n del problema de control es-
toca´stico (1)–(2).
Consideramos la siguiente hipo´tesis:
(H) El proceso estoca´stico B definido por
B(s) =
∂
∂x
“
σ(s, ξ(s), bφ(s, ξ(s)))γ(s, ξ(s))” = ∂
∂y
“
σ(s, ξ(s), bφ(s, ξ(s)))γ(s, ξ(s))” ξx(s),
para todo s ∈ [t, T ], donde bφ resuelve (7)–(8), verificaZ T
t
EtxB
2(s)ds <∞, ∀t ∈ [0, T ].
El siguiente teorema proporciona una condicio´n suficiente para la optimalidad.
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Teorema 4.1 (Teorema de verificacio´n) Sea bφ una solucio´n admisible de clase C1,2 de
(7)–(8), que verifica H y tal que (σuσ
>)(t, x, bφ(t, x)) 6= 0 para todo (t, x) ∈ [0, T ]× R.
Supongamos que se verifica la condicio´n
G(t, x, bφ, γ(t, x), γx(t, x)) ≥ G(t, x, u, γ(t, x), γx(t, x)), (11)
para todo (t, x) ∈ [0, T ]× R, y para cada control markoviano admisible u. Entonces bφ
es un control de Markov o´ptimo para el problema (1)–(2).
Nota 4.1 La condicio´n (11) se da automa´ticamente cuando bφ es interior al conjunto
de controles U y el Hamiltoniano G es co´ncavo con respecto a u para todo t, x, p, P ,
porque entonces
Gu(t, x, bφ, γ(t, x), γx(t, x)) = Hu(t, x, bφ, γ(t, x), σ(t, x, bφ)γx(t, x)) = 0
se satisface, por el principio del ma´ximo estoca´stico. As´ı, como bφ es un punto cr´ıtico
de la funcio´n co´ncava u 7→ G(., ., u, ., .) entonces es un ma´ximo global de G.
Nota 4.2 El problema de control se puede extender sin dificultad al caso con n va-
riables de control, n > 1. Usando el principio del ma´ximo estoca´stico se puede probar
que un control o´ptimo verifica estas n− 1 igualdades:
fu1
σu1σ
> =
fu2
σu2σ
> = . . . =
fun
σunσ
> .
E´stas, junto con (7)–(8), caracterizan el vector n–dimensional de controles o´ptimos.
5. Funcio´n valor
En esta seccio´n obtenemos la funcio´n valor sin recurrir a la ecuacio´n de HJB.
Denotamos por G al Hamiltoniano generalizado, evaluado en la variable adjunta:
G(t, x, u) = G(t, x, u, γ(t, x), γx(t, x)).
El siguiente teorema establece la relacio´n entre la funcio´n valor del problema de
control y la solucio´n de la EDP cuasilineal.
Teorema 5.1 (Funcio´n valor) Sea bφ un control admisible que verifica las hipo´tesis
del Teorema 4.1 (esto implica que es o´ptimo para el problema (1)–(2)). Entonces, la
funcio´n valor V esta´ dada por
V (t, x) =
Z x
α
γ(t, z)dz + S(T, α) +
Z T
t
G(s, α, bφ(s, α))ds, ∀(t, x) ∈ [0, T ]× R, (12)
donde α es cualquier constante de R.
Este resultado nos permitira´ encontrar la funcio´n valor a partir de la variable
adjunta con la solucio´n de la EDP cuasilineal, sin pasar por la ecuacio´n de HJB. Para
ello sera´ suficiente usar (12). Es importante indicar que el valor α no influye en la
funcio´n valor.
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Ejemplo 5.1 (Lineal cuadra´tico) Dado T > 0 y la condicio´n inicial (t, x) ∈ [0, T ]×R,
la variable de estado esta´ dada por la EDE no–homoge´nea:
dξ(s) = (A(s)ξ(s) +B(s)u(s) + b(s)) ds+ (C(s)ξ(s) +D(s)u(s) + σ(s)) dw(s),
para t ≤ s ≤ T y con ξ(t) = x. Todos los coeficientes son funciones derivables. El
funcional objectivo es de tipo cuadra´tico:
J(t, x;φ) = Etx

1
2
Rξ2(T )
ff
,
con R una constante positiva. Suponemos que, dado u, la EDE admite una u´nica solu-
cio´n y que la funcio´n objetivo esta´ bien definida. Dada (t, x), el objetivo es minimizar
J(t, x;φ) en el conjunto de los controles admisibles U .
Por el Teorema 4.1, un control o´ptimo esta´ caracterizado por (7)–(8), porque el
Hamiltoniano es una funcio´n convexa de u. Efectuaremos algunos ca´lculos antes de es-
tablecer estas ecuaciones. A continuacio´n omitiremos la dependencia de los coeficientes
respecto de la variable de temporal s. Por (6) tenemos
η = − B
D (Cx+Du+ σ)
(13)
y la EDP (7)–(8), que caracteriza a un control o´ptimo u(s) = φ(s, ξ(s)), es
− B˙D (Cx+Du+ σ) +BD˙ (Cx+Du+ σ) +BD
“
C˙x+ D˙u+Dut + σ˙
”
−BD ((BC −AD)xux + (Bσ − bD)ux + (AD −BC)u+ (Aσ − bC))
+
1
2
BuxxD
2 (Cx+Du+ σ)2 = 0,
φ(T, x) = −
„
B(T )
D2(T )
+
C(T )
D(T )
«
x− σ(T )
D(T )
.
Ensayamos una solucio´n lineal φ(t, x) = m(t)x + n(t) y obtenemos un sistema
lineal no–homoge´neo de ecuaciones diferenciales ordinarias:
m˙(t) =
„
B˙
B
− 2 D˙
D
«
m(t) +
1
D
„„
B˙
B
− D˙
D
«
C − C˙
«
, (14)
n˙(t) =
„
Bσ
D
− b
«
m(t)
+
„
B˙
B
− 2 D˙
D
+A− BC
D
«
n(t) +
1
D
„„
B˙
B
− D˙
D
+A
«
σ − σ˙ − bC
«
, (15)
con condiciones finales
m(T ) = − 1
D(T )
„
B(T )
D(T )
+ C(T )
«
(16)
n(T ) = − σ(T )
D(T )
. (17)
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Este sistema tiene una u´nica solucio´n que puede obtenerse expl´ıcitamente. As´ı el con-
trol o´ptimo bφ es una funcio´n lineal no–homoge´nea de la variable de estado.
A continuacio´n vamos a encontrar la funcio´n valor. Para ello necesitamos obtener
previamente la variable adjunta γ. El sistema (14)–(15)–(16)–(17) es equivalente a
∂
∂s
(C +Dm) =
„
B˙
B
− D˙
D
«
(C +Dm), (18)
∂
∂s
(Dn+ σ) =
„
B˙
B
− D˙
D
+A+Bm
«
(Dn+ σ)− (C +Dm)(Bn+ b), (19)
(C +Dm)(T ) = − B
D
(T ), (20)
(Dn+ σ)(T ) = 0. (21)
Es inmediato integrar la ecuacio´n (18) y llegar a
C +Dm = −B
D
, (22)
para todo t. Ahora vamos a encontrar γ con (10). Consideremos cualquier constante
α ∈ R. En primer lugar, por (13), tenemos
η(t, z, bφ(t, z)) = − B
D ((C +Dm)z + (Dn+ σ))
,
y, por tanto, integrandoZ x
α
η(t, z, bφ(t, z))dz = ln ((C +Dm)x+ (Dn+ σ))− ln ((C +Dm)α+ (Dn+ σ)) ,
por (22). En segundo lugar, es fa´cil obtener: ln (Sx(T, α)) = lnR + lnα. Finalmente,
la funcio´n Ψ, definida en (9), esta´ dada por
Ψ(s, α, bφ(s, α)) = ((A+Bm)α+ (Bn+ σ)) (C +Dm)
(C +Dm)α+ (Dn+ σ)
+A+Bm+ (C +Dm)2
=2(A+Bm) + (C +Dm)2 +
B˙
B
− D˙
D
− ∂s(C +Dm)α+ ∂s(Dn+ σ)
(C +Dm)α+ (Dn+ σ)
,
por (18) y (19). Integrando,Z T
t
Ψds =
Z T
t
`
2(A+Bm) + (C +Dm)2
´
ds
− ln
„−B
D
«
+ ln ((C +Dm)α+ (Dn+ σ))− lnα,
por (20) y (21). Ahora usamos (10) para obtener
ln γ(t, x) = ln ((C +Dm)x+ (Dn+ σ)) + lnR
− ln
„−B
D
«
+
Z T
t
`
2(A+Bm) + (C +Dm)2
´
ds.
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En consecuencia,
γ(t, x) = −RD
B
exp
Z T
t
`
2(A+Bm) + (C +Dm)2
´
ds
ff
((C +Dm)x+ (Dn+ σ)) .
No es dif´ıcil integrar esta expresio´n con respecto a x, por (22),Z x
α
γ(t, z)dz
=
R
2
exp
Z T
t
`
2(A+Bm) + (C +Dm)2
´
ds
ff„
(x2 − α2)− 2D
B
(Dn+ σ)(x− α)
«
,
y obtener S(T, α) = Rα2/2. Por (22), el Hamiltoniano generalizado es
G(s, α, φ) =RM
„
A+Bm+
1
2
(C +Dm)2
«
α2
+RM
„
Bn+ b− D
B
(A+Bm)(Dn+ σ) + (C +Dm)(Dn+ σ)
«
α
+RM
„
−D
B
(Bn+ b)(Dn+ σ) +
1
2
(Dn+ σ)2
«
,
donde hemos denotado por M(s), con s ∈ [t, T ], a
M(s) = exp
Z T
s
`
2(A+Bm) + (C +Dm)2
´
dv
ff
. (23)
Despue´s de algunos ca´lculos obtenemos las derivadas con respecto a s:
∂
∂s
„
R
2
M
«
= −RM
„
A+Bm+
1
2
(C +Dm)2
«
,
∂
∂s
„
R
D
B
(Dn+ σ)M
«
= RM
„
Bn+ b− D
B
(A+Bm)(Dn+ σ) + (C +Dm)(Dn+ σ)
«
,
por (22) y (19). As´ı tenemosZ T
t
Gds = − R
2
α2 +
R
2
M(t)α2 −RD
B
(Dn+ σ)M(t)α
+R
Z T
t
M
„
−D
B
(Bn+ b)(Dn+ σ) +
1
2
(Dn+ σ)2
«
ds
por (21). La funcio´n valor es este polinomio de segundo grado en la variables de estado,
obtenido con (12):
V (t, x) =
R
2
M(t)x2 −RD(t)
B(t)
(D(t)n(t) + σ(t))M(t)x
+R
Z T
t
M
„
−D
B
(Bn+ b)(Dn+ σ) +
1
2
(Dn+ σ)2
«
ds, (24)
donde M esta´ dado por (23).
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6. Aplicacio´n a la gestio´n o´ptima de un plan de pensiones
En esta seccio´n aplicamos nuestro enfoque a la gestio´n o´ptima de un plan de
pensiones. Los problemas que vamos a estudiar esta´n muy relacionados con los trabajos
Josa–Fombellida and Rinco´n–Zapatero [7, 8], donde se estudia la modelizacio´n de
un plan de pensiones de prestaciones definidas y se resuelve mediante programacio´n
dina´mica. En ambos trabajos se combinan algunos aspectos tratados en Haberman [5],
Haberman and Sung [6] and O’Brien [12], junto con la teor´ıa de seleccio´n de carteras
de Merton [10].
Los elementos ma´s importantes que intervienen en un plan de pensiones se refieren
al grupo total de part´ıcipes del fondo. Denotamos por F (t) al valor de los activos del
fondo en el instante t; C(t) es el tanto de contribucio´n realizada por el promotor al
proceso de financiacio´n y P son las prestaciones comprometidas con los part´ıcipes en
el momento del retiro del plan. El coste normal para todos los part´ıcipes es NC; la
responsabilidad actuarial, AL; la responsabilidad actuarial no financiada en t, UAL(t)
(diferencia entre AL y F (t)) y el coste suplementario en t, SC(t), (diferencia entre C(t)
y NC).
Suponemos que P , NC y AL son constantes. Esto se justifica, como en Haberman
and Sung [6], si el crecimiento de la poblacio´n del plan es estacionario desde el comienzo
y no hay inflacio´n (o el crecimiento del salario es constante; en este caso el tanto de
retorno es el neto de la inflacio´n). Asumiendo que la valoracio´n del plan se realiza a
un tanto constante δ, las componentes del plan verifican la ecuacio´n
δAL+NC− P = 0, (25)
como se muestra en Bowers et al [2].
Denotamos por r al tipo de intere´s del mercado que suponemos constante. Como
el plan es estacionario, suponemos que coincide con el tipo de intere´s te´cnico, δ = r. A
continuacio´n usamos un me´todo de amortizacio´n del fondo suponiendo que se verifica
la relacio´n
C(t)−NC = k(AL− F (t)), (26)
con k una constante positiva. Esta hipo´tesis es conocida como spread method ; ve´ase
Owadally and Haberman [13].
Consideremos una cartera formada por dos activos, uno S0 sin riesgo verificando
dS0(t) = rS0(t)dt, S0(0) = 1,
y otro S1, un activo con riesgo definido por la EDE
dS1(t) = bS1(t)dt+ σS1(t)dw(t), S1(0) = s1,
donde r, b, σ son constantes positivas con b > r. Los activos del fondo F son invertidos
en esta cartera; una cantidad u en el activo con riesgo y el resto F − u en el bono. La
evolucio´n del fondo es, por tanto,
dF (s) = (rF (s) + (b− r)u(s) + C(s)− P ) ds+ σu(s)dw(s), F (t) = F. (27)
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Usando (25), (26) y (27) se obtiene la EDE que verifica la responsabilidad actuarial
no financiada UAL:
dUAL(s) = ((r − k)UAL(s)− (b− r)u(s)) ds− σu(s)dw(s), UAL(t) = UAL. (28)
A continuacio´n consideramos dos problemas interesantes relacionados con el mo-
delo de pensiones establecido previamente.
6.1. Minimizando el riesgo de solvencia final
Dado un horizonte temporal acotado T > 0, el objetivo es minimizar el riesgo de
solvencia (ve´ase Haberman [5]) es decir la desviacio´n del fondo con respecto a su valor
ideal, la responsabilidad actuarial, en el instante final del periodo. As´ı el funcional
objetivo a minimizar es:
J(t,UAL;u) = EF (AL− F (T ))2 = EUALUAL2(T ). (29)
El problema de control estoca´stico (28)–(29) es de tipo lineal cuadra´tico con una
variable de estado, UAL, y una variable de control u. Siguiendo el Ejemplo 5.1, la
solucio´n o´ptima es u(t,UAL) = m(t)UAL+ n(t), con m, n dadas por:
m˙(t) = 0, m(T ) =
b− r
σ2
,
n˙(t) = (r − k)n(t), n(T ) = 0.
La inversio´n o´ptima es independiente del tiempo y proporcional a la responsabilidad
actuarial no financiada:
u(t,UAL) =
b− r
σ2
UAL.
La evolucio´n de UAL esta´ dada por un movimiento Browniano geome´trico:
dUAL(s) =
 
r − k −
„
b− r
σ
«2!
UAL(s)ds− b− r
σ
UAL(s)dw(s), s ∈ [t, T ],
con UAL(t) = UAL. La funcio´n valor se puede obtener con la EDE anterior o bien con
(24), sin estudiar la dina´mica del proceso UAL, resultando:
V (t,UAL) = EUALUAL
2(T ) = exp
( 
2(r − k)−
„
b− r
σ
«2!
(T − t)
)
UAL2.
6.2. Maximizando una utilidad final del fondo
Siguiendo Moore and Young [11], el objetivo es seleccionar la inversio´n tal que se
maximice una utilidad exponencial:
ma´x
u
EF

a− β
θ
e−θF (T )
ff
,
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sujeto a la evolucio´n del fondo, (27). Suponemos que a, β y γ son constantes, siendo
β y θ estrictamente positivas.
Observamos que la funcio´n de utilidad U(x) = a − βe−θx/θ es creciente y co´nca-
va de x. La eleccio´n de esta utilidad implica que el decisor tiene aversio´n al riesgo,
con coeficiente de aversio´n constante e igual a θ, porque el ı´ndice de Arrow–Pratt es
−U ′′(x)/U ′(x) = θ > 0.
Es un problema de control estoca´stico con variable de estado F y variable de
control u. El Hamiltoniano es una funcio´n co´ncava de u. Si u(t, F ) es un control
o´ptimo entonces debe satisfacer la EDP (7)–(8):
b− r
σ2u2
ut +
b− r
σ2u2
(k − r) (u+ (AL− F )uF ) + b− r
2
uFF =0, ∀(t, F )
u(T, F ) =
b− r
θσ2
, ∀F.
Ensayamos una solucio´n independiente de F , u(t, F ) = u(t), y obtenemos que la
proporcio´n de fondo invertida en el activo con riesgo es
u(t, F ) = u(t) =
b− r
θσ2
e−(r−k)(T−t). (30)
Los activos del fondo verifican la EDE
dF (s) =
 
(k − r)(AL− F (s)) + θ
„
b− r
σθ
«2
e−(r−k)(T−s)
!
ds
+
b− r
σθ
e−(r−k)(T−s)dw(s), t < s < T,
con F (t) = F . As´ı F (s) es un proceso que sigue una distribucio´n normal, con media
EFF (s) = Fe
(r−k)(s−t) +AL
“
1− e(r−k)(s−t)
”
+ θ
„
b− r
σθ
«2
(s− t)e−(r−k)(T−s), ∀s.
A continuacio´n obtenemos la funcio´n valor o´ptimo (ma´xima utilidad final), hallando
previamente la variable adjunta. Usando que la inversio´n o´ptima (30) no depende del
fondo y que η(t, F, u) = −(b− r)/(σ2u) llegamos a que para todo α ∈ R,
Ψ(s, α, bu(s, α)) = −1
2
(b− r)2
σ2
− (k − r)− (b− r)(k − r)
σ2u
(AL− α).
Observamos que u verifica: −u˙(s) = (k − r)u(s), s ∈ [t, T ]. Esta propiedad permite
obtenerZ T
t
Ψds = −
„
1
2
(b− r)2
σ2
+ (k − r)
«
(T − t)− θ
“
1− e(r−k)(T−t)
”
(AL− α).
La integral de η es Z F
α
η(t, z, u)dz = −θe(r−k)(T−t)(F − α)
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y el te´rmino final es SF (T, F ) = βe
−θF . La funcio´n adjunta se encuentra con (10):
γ(t, F ) = β exp

−θAL+ θ(AL− F )e(r−k)(T−t) −
„
(b− r)2
2σ2
+ (k − r)
«
(T − t)
ff
.
Como
γF (s, F ) = − θe(r−k)(T−s)γ(s, F ),
∂s
“
e−(r−k)(T−s)γ(s, F )
”
=
„
(b− r)2
2σ2
e−(r−k)(T−s) + θ(AL− α)(k − r)
«
γ(s, F ),
se verifica, para todo s ∈ [t, T ] y para todo F ; obtenemos
G(s, α, bu(s)) = (k − r)(AL− α)γ(s, α) + (b− r)2
2θσ2
e−(r−k)(T−s)γ(s, α),
Z T
t
Gds = 1
θ
γ(s, α)e−(r−k)(T−s)
iT
t
=
β
θ
e−θα − 1
θ
γ(t, α)e−(r−k)(T−t),
y la integralZ F
α
γ(t, z)dz =
γ(t, z)
−θe(r−k)(T−t)
iF
α
= − β
θ
exp

−θAL+ θ(AL− F )e(r−k)(T−t) − (b− r)
2
2σ2
(T − t)
ff
+
β
θ
exp

−θAL+ θ(AL− α)e(r−k)(T−t) − (b− r)
2
2σ2
(T − t)
ff
.
Sustituyendo las expresiones anteriores y S(T, α) = a−βe−θα/θ en (12), encontramos
la fo´rmula expl´ıcita para la ma´xima utilidad final:
V (t, F ) = a− β
θ
exp

−θAL+ θ(AL− F )e(r−k)(T−t) − (b− r)
2
2σ2
(T − t)
ff
.
7. Conclusiones
Este trabajo proporciona una perspectiva diferente para el ana´lisis de problemas
de control estoca´stico de tipo Mayer. En lugar de los me´todos cla´sicos basados en
la programacio´n dina´mica, el nuevo me´todo esta´ basado en un sistema de EDPs que
caracteriza directamente el control o´ptimo sin recurrir a la funcio´n valor. Adema´s
este sistema permite obtener la funcio´n valor mediante una fo´rmula cerrada a partir
del control o´ptimo. La novedad del enfoque que proponemos esta´ en las condiciones
necesarias y suficientes de optimalidad obtenidas. Nosotros pensamos que para algunos
problemas este nuevo me´todo puede ser interesante.
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