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Abstract
In this article we study the 3D Navier–Stokes equations with Navier friction boundary condition in thin
domains. We prove the global existence of strong solutions to the 3D Navier–Stokes equations when the
initial data and external forces are in large sets as the thickness of the domain is small. We generalize the
techniques developed to study the 3D Navier–Stokes equations in thin domains, see [G. Raugel, G. Sell,
Navier–Stokes equations on thin 3D domains I: Global attractors and global regularity of solutions, J. Amer.
Math. Soc. 6 (1993) 503–568; G. Raugel, G. Sell, Navier–Stokes equations on thin 3D domains II: Global
regularity of spatially periodic conditions, in: Nonlinear Partial Differential Equations and Their Applica-
tion, College de France Seminar, vol. XI, Longman, Harlow, 1994, pp. 205–247; R. Temam, M. Ziane,
Navier–Stokes equations in three-dimensional thin domains with various boundary conditions, Adv. Differ-
ential Equations 1 (1996) 499–546; R. Temam, M. Ziane, Navier–Stokes equations in thin spherical shells,
in: Optimization Methods in Partial Differential Equations, in: Contemp. Math., vol. 209, Amer. Math. Soc.,
Providence, RI, 1996, pp. 281–314], to the Navier friction boundary condition by introducing a new average
operatorMε in the thin direction according to the spectral decomposition of the Stokes operator Aε . Our
analysis hinges on the refined investigation of the eigenvalue problem corresponding to the Stokes operator
Aε with Navier friction boundary condition.
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In this article we study the global-in-time existence of the strong solutions to the 3D Navier–
Stokes equations in thin domains with Navier friction boundary condition in the vertical direc-
tion. In the terminology of [21], the boundary condition of our interest should be denoted by NP,
i.e. Navier friction boundary condition in the vertical direction, while periodic boundary con-
ditions in the horizontal directions. Navier friction boundary condition was first introduced by
Navier in [14], who claimed that the tangential component of the viscous stress at the bound-
ary should be proportional to the tangential velocity. Very recently, it was rigorously justified
as a homogenization of the no-slip condition on a rough boundary, see [8]. Our study under NP
boundary condition was mainly inspired by its significance in geophysical fluid dynamics, see
[11,12,15].
Despite the long-standing, but still stimulating fact that a complete proof of global existence
of strong solutions to the 3D Navier–Stokes equations has not been available ever since its in-
ception, see [10], much endeavor has been devoted to tackling this open problem by assuming
additional regularity and smallness assumptions on the initial data and forcing terms, see [19] for
the review on this subject. In the last decades, remarkable progresses along a distinct direction
have been made by many authors toward this open question by making use of the well-posedness
of the 2D Navier–Stokes equations to enhance the uniqueness and regularity for the 3D Navier–
Stokes equations when the domain in use is thin. Among them, G. Raugel and G. Sell were the
first who in [16,17], proved global existence of strong solutions for large initial data and forcing
terms in the case of periodic conditions PP and mixed conditions PD. They employed the tech-
niques developed in [4,5] to study general damped hyperbolic equations and reaction diffusion
equations in thin domains. Later on, R. Temam and M. Ziane in [21] established systematically
various anisotropic version of Sobolev type inequalities on thin domains, and proved global ex-
istence of strong solutions to the 3D Navier–Stokes equations in thin domains under boundary
conditions, like FP, FD, FF, PP and DD (‘F,’ ‘D’ indicate free, Dirichlet boundary conditions), as
well as to the 3D Navier–Stokes equations in thin spherical domains in [22]. After these initial
results, some improvements on the size of the initial data and external forces were made in [6,
7,13,18] by many authors. It is worthwhile to mention that in [7], Iftimie and Raugel proved the
existence and uniqueness with less regularity assumption on the initial data in the case of PP, PD
and FF boundary conditions.
It occurred to all these studies pertaining to the 3D Navier–Stokes equations in thin domains,
that the vertical mean operator Mε and its complement Nε = I − Mε are essential to the proof
of global regular solutions to the 3D Navier–Stokes equations in thin domains. For all the above
boundary conditions, the mean vertical operator has the advantage of commutativity with dif-
ferential operators ∂/∂xi , i = 1,2,3, the Stokes operator Aε and the Leray projection ε to
divergence free functions. However in the case of Navier friction boundary conditions, these
underlying properties do not hold true. To overcome this difficulty, while studying the Navier–
Stokes equations in the two thin three-dimensional domains with an interface (a slightly more
complicated boundary condition than the Navier friction one), the authors in [3] proposed to
leave the traditional framework of dealing with the Stokes operator Aε with divergence free con-
straint for its domain, i.e., divu = 0, and to work with operator Dε = −νε with the prescribed
boundary conditions, then the divergence free constraint is not enforced for its domain. The
average-like projections Pε and Qε defined in [3] can commute with the operator Dε , but not
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to deriving estimates over the quantities
∣∣(Aε −Dε)u∣∣, ∣∣(1 −ε)DεPεu∣∣, ∣∣(1 −ε)DεQεu∣∣, u ∈ D(Aε) ⊂ D(Dε).
Even more, this non-commutativity produces considerable extra work in deriving a priori esti-
mates to construct the global strong solutions to the 3D Navier–Stokes equations in [3].
In this article, partially motivated by the work in [3], we make an effort to turn back to
the original divergence free framework to study the global existence of strong solutions to the
Navier–Stokes equations. Our believe is that it is more natural and inherent to consider the
Navier–Stokes equations in the divergence free framework. Confronting the difficulty caused
by the non-commutativity, we seek the new average operatorMε and its complement Nε based
on the spectral decomposition for the corresponding Stokes operator Aε . For this purpose, we
first investigate the spectrum of the Stokes operator under Navier friction boundary condition,
then we define the average-like operator Mε as the projection onto some eigen-spaces of the
Stokes operator Aε , so that we preserve the commutativity property of Mε with Aε and ε .
Another significant feature ofMε is the anti-symmetry property (see (5.1)–(5.2) in Section 5),
while Pε,Qε in [3] cannot ensure it. We comment that, though we are considering single 3D
Navier–Stokes equations, we can apply the same technique to the study of interface boundary
value problem handled in [3], which we believe will greatly simplify the proof and improve the
results.
This article is organized as follows. In Section 2, we recall the Navier–Stokes equations and its
mathematical setting, state the main results in this article. In Section 3, we study the eigenvalue
problem associated to the Stokes operator with Navier friction boundary condition. Section 4
gives the definition of the average-like operator Mε as projection onto certain eigenfunction
space of the Stokes operator Aε , and some estimates on the trilinear terms based on the spectral
decomposition ofMε and Nε . Section 5 gives the proof of the global existence of strong solu-
tions of the Navier–Stokes equations for large initial data and forcing terms. Finally in Section 6,
the behavior of the averages of solutions of the 3D Navier–Stokes equations as the thickness ε
goes to zero is addressed.
2. Main results
To set up the problems, we introduce some notations. Let Ωε = ω × (0, ε) = (0,2π) ×
(0,2π) × (0, ε) be the thin domain, where ε is the small parameter throughout this article. We
denote the boundary of Ωε by ∂Ωε = Γt ∪ Γb ∪ Γl , where
Γt = ω × {ε}, Γb = ω × {0}, Γl = ∂ω × (0, ε).
The non-dimensional form of the Navier–Stokes equations in Ωε reads
∂u
∂t
− νu+ (u · ∇)u+ ∇p = f in Ωε × (0,∞), (2.1)
divu = 0 in Ωε × (0,∞), (2.2)
u(·,0) = u0(·) in Ωε, (2.3)
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is the viscous coefficient. Equations (2.1)–(2.3) are supplemented with the boundary condition
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u3 = 0, 1
ε
∂uα
∂x3
+ uα = 0 on Γt ,
u3 = 0, ∂uα
∂x3
= 0 on Γb, α = 1,2,
u is periodic in the directions x1, x2 with period ω.
(2.4)
For the mathematical setting of the Navier–Stokes equations, we consider a Hilbert space Hε ∈
L
2(Ω), such that
Hε =
{
u ∈ L2(Ωε): divu = 0, u3 = 0 on Γt ∪ Γb and u|Γα = u|Γα+3, α = 1,2
}
, (2.5)
where Γα and Γα+3 are the faces xα = 0 and xα = 2π of ∂Ω . The condition u|Γα = u|Γα+3
expresses the periodicity of u in the direction xα,α = 1,2. We also define Vε , a closed subspace
of H1(Ω) as follows
Vε =
{
u ∈ Hε ∩ H1(Ω): u|Γα = u|Γα+3, α = 1,2
}
. (2.6)
The scalar product on Hε is denoted by (·,·)ε , the one on Vε is ((·,·))ε . The associated norms
are denoted by | · |ε and ‖ · ‖ε , respectively. We denote by Aε the Stokes operator defined as an
isomorphism from Vε onto its dual V ′ε , then
〈Aεu, v〉V ′ε,Vε = ((u, v))ε + ε(u, v)L2(Γt ),
where (u, v)L2(Γt ) =
∫
Γt
u · v dx1 dx2 arises from the Navier friction boundary on the top. The
operator Aε can be extended to Hε as a linear unbounded operator. The domain of Aε in Hε is
denoted by D(Aε). Here we characterize the domain D(Aε):
D(Aε) =
{
u ∈ H2(Ωε)∪ Vε; ∂uα
∂x3
= 0 on Γb, 1
ε
∂uα
∂x3
+ uα = 0 on Γt ,
∂ui
∂xα
∣∣∣∣
Γα
= − ∂ui
∂xα
∣∣∣∣
Γα+3
, i = 1,2,3, α = 1,2
}
. (2.7)
We should also recall the Leray projection ε , which is the orthogonal projection of L2(Ωε)
onto Hε . Then the Stokes operator Aε can be described as follows
Aεu = ε(−u) ∀u ∈ D(Aε).
It is evident that Aε is self-adjoint, and also we can claim that Aε has compact inverse in Hε ,
which is a direct consequence of the compactness of embedding Vε into Hε . Then by some
functional analysis, the set of all its eigenfunctions constructs a complete normal base of Hε and
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linear form on Vε defined as
bε(u, v,w) =
3∑
i,j=1
∫
Ωε
ui
∂vj
∂xi
wj dx ∀u,v,w ∈ Vε, (2.8)
and define Bε be the bilinear form associated to bε as follows〈
Bε(u, v),w
〉
V ′ε,Vε
= bε(u, v,w) ∀u,v,w ∈ Vε,
and
Bε(u) = Bε(u,u) ∀u ∈ Vε.
With these notations we can write the Navier–Stokes equations as a differential equation in V ′ε :
du
dt
+ νAεu+Bε(u) = f, u(0) = u0. (2.9)
We recall now the well-known classical results on existence of solutions to the problem (2.9),
see, for instance, [9,19].
Theorem 2.1. For u0 ∈ Hε , there exists at least (not necessarily) a solution to the problem (2.9)
such that
u ∈ L2(0, T ;Vε)∩L∞(0, T ;Hε) ∀T > 0. (2.10)
Moreover, if u0 ∈ Vε , there exists Tε = Tε(Ωε, ν,u0, f ) > 0, and a unique solution u to the
problem (2.9) such that
u ∈ L2(0, Tε;D(Aε))∩L∞(0, Tε;Vε). (2.11)
The solution u which satisfies (2.11) is called the strong solution of (2.9).
We are now in position to state the main results concerning the global existence of the strong
solutions to the Navier–Stokes equations. Let R(ε) be a monotone positive function satisfying
for some 0 < q < 12
lim
ε→0 ε
2qR2(ε) = 0.
Theorem 2.2. Assume the initial data and forcing term satisfy
∣∣A1/2ε u0∣∣2ε + |f |2ε R2(ε), (2.12)
then there exists ε0, such that 0 < ε  ε0, the strong solution u exists for all time t > 0, i.e.
Tε = ∞ in Theorem 2.1. Moreover we have the estimates∣∣A1/2ε u(t)∣∣2ε  σR2(ε) ∀t > 0, (2.13)
where σ > 1 will be determined in the proof.
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strong solutions uε as ε approaches zero. For this purpose, we introduce the spaces
Hω =
{
u˜ ∈ (L2(ω))2: div′ u˜ = 0, u˜α|Γ˜α = u˜α|Γ˜α+2, α = 1,2},
where Γ˜α is the face of ∂ω in the direction xα . Note that in the definition of Hω, the average free
condition
∫
ω
u˜ dx˜ = 0 is not required. We also introduce
Vω = Hω ∩
(
H 1per (ω)
)2
.
The inner products and norms in spaces Hω and Vε are (·,·)ω, ((·,·))ω , and | · |ω , ‖·‖ω, respectively.
Due to the Navier friction boundary condition, we have the 2D Navier–Stokes equations with
damping on ω
∂u˜
∂t
− ν(′u˜− u˜)+ (u˜ · ∇′)u˜+ ∇′p˜ = f˜ in ω × (0,∞), (2.14)
div′ u˜ = 0 in ω × (0,∞), (2.15)
u˜(x′,0) = v˜0(x′) in ω. (2.16)
We denote, here and henceforth, the two-dimensional operators with a prime, for example,
∇′ =
(
∂
∂x1
,
∂
∂x2
,0
)
, x′ = (x1, x2).
The 2D Navier–Stokes equations above are supplemented with the periodic boundary condition.
It is well known that the study of the existence and uniqueness of the solutions to the 2D Navier–
Stokes equations is complete (see [9,19]). We will prove the following convergence theorem.
Theorem 2.3. Given a family of initial data uε0 ∈ Vε and forcing terms fε ∈ Hε defined on the
domain Ωε , assume uε are the corresponding solutions to the 3D Navier–Stokes equations (2.9)
and
Mεu
ε ⇀ u˜0 weakly in Vω,
Mεf
ε ⇀ f˜ weakly in Hω as ε → 0, (2.17)
then, for all T > 0, there exist ε0 such that, for 0 < ε  ε0, there exists a unique strong solution
uε of (2.9) defined on [0, T ] and
Mεu
ε → u˜ in C([0, T ];Hω)∩L2(0, T ;Vω) as ε → 0, (2.18)
where Mε is the standard average operator in the vertical direction, see the definition in Sec-
tion 4, and u˜ is the strong solution of the 2D Navier–Stokes equations (2.14) with damping under
periodic boundary condition.
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We start with a Sturm-Liouville eigenvalue problem in an small interval [0, ε] for a scalar
function u: ⎧⎪⎪⎨
⎪⎪⎩
−∂
2u
∂x2
= λu in (0, ε),
∂u
∂x
(0) = 0, 1
ε
∂u
∂x
(ε)+ u(ε) = 0.
(3.1)
It should be emphasized that we are abusing the notations of u and k above and in the following
lemma. u is the velocity vector through this article, but here it is a scalar quantity. We use k as
a triple integers (k1, k2, k3), here it is just a scalar integer. By some straightforward computation
we have the following lemma.
Lemma 3.1. Consider the eigenvalue problem defined by (3.1), we have the following results.
• There exists a sequence of eigenvalues, {λk}∞k=0, such that λk → ∞ as k → ∞. Moreover
λ0 = 1 +O
(
ε2
)
, λk =
(
kε
)2
, k  1, (3.2)
where kεε is the solution of algebraic equation tan(x) = ε2
x
between (kπ, (k+1/2)π), which
satisfies the asymptotic estimate
kε = kπ
ε
+ ε
kπ
+O
(
ε3
(kπ)3
)
. (3.3)
• The corresponding eigenfunctions are
ωk = αk cos
(
kεx
)
, α−2k =
ε
2
(
1 + cos
2 √λkε
λk
)
, k  0, (3.4)
where we choose αk such that
∫ ε
0 ω
2
k(x) dx = 1.
• {wk}∞k=0 forms a complete normal basis for L2(0, ε).
Proof. Multiply (3.1)1 by u, then integrate over (0, ε), we obtain by integration by parts
ε∫
0
∣∣u′(x)∣∣2 dx + εu2(1) = λ
ε∫
0
∣∣u(x)∣∣2 dx,
which indicates that λ > 0. Then the proof can be reduced to the elementary algebraic equation
by considering the boundary condition in (3.1)
tan(
√
λε) = ε√ . (3.5)λ
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is a standard result on Sturm–Liouville problem, see [1,2]. The proof is complete. 
In the following we will compute the eigenvalues and eigenfunctions corresponding to the
Stokes operators Aε under Navier friction boundary condition. For clarity, we will split it into
three steps. In the first two steps, we search for simple eigenvalues (Types I, II) and corresponding
eigenfunctions; in the last step, we consider the most general eigenvalues, which turn out to be a
mixture of Types I and II eigenvalues.
Type I eigenvalues. We turn our attention to the eigenvalue problem in Ωε for the vector
function u :R3 → R3:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−u+ ∇p = λu in Ωε,
divu = 0 in Ωε,
u3 = 0, ∂uα
∂x3
= 0 at x3 = 0,
u3 = 0, 1
ε
∂uα
∂x3
+ uα = 0 at x3 = ε,
u periodic on ∂ω × (0, ε).
(3.6)
Thanks to the periodicity in x1, x2, we first seek eigenvalues corresponding to eigenfunctions of
the form
u =
⎛
⎝ u1u2
u3
⎞
⎠=
⎛
⎝ sin(k1x1 + k2x2)h1(x3)sin(k1x1 + k2x2)h2(x3)
0
⎞
⎠ , (3.7)
where k = (k1, k2, k3) = (k˜, k3), k1, k3  0. The incompressibility condition (3.6)2 takes the form
k1h1(x3)+ k2h2(x3) = 0. (3.8)
We substitute u in (3.7) into the eigenvalue problem (3.6) to obtain the equations on h1, h2,
⎧⎪⎪⎨
⎪⎪⎩
− sin(k1x1 + k2x2)h′′1(x3)+
∂p
∂x1
= (λ− k21 − k22) sin(k1x1 + k2x2)h1(x3),
− sin(k1x1 + k2x2)h′′2(x3)+
∂p
∂x2
= (λ− k21 − k22) sin(k1x1 + k2x2)h2(x3).
(3.9)
It is trivial to check that λ > k21 + k22 . We eliminate p in (3.9) to obtain
(
k1h2(x3)− k2h1(x3)
)′′ = −(λ− k21 − k22)(k1h2(x3)− k2h1(x3)), (3.10)
which leads to
k1h2(x3)− k2h1(x3) = cos
(√
λ− k2 − k2x3
)
, (3.11)1 2
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∂x3
(0) = ∂h2
∂x3
(0) = 0. Combining (3.8) and (3.11) yields
the expressions of h1 and h2, ⎧⎪⎪⎨
⎪⎪⎩
h1(x3) = −k2|k˜|2 cos
(√
λ− |k˜|2x3
)
,
h2(x3) = k1|k˜|2 cos
(√
λ− |k˜|2x3
)
.
(3.12)
By taking the boundary condition at x3 = ε into account, we arrive at the algebraic equation on λ:
tan
(√
λ− |k˜|2ε)= ε√
λ− |k˜|2
. (3.13)
Let kε3ε be the root of algebraic equation tan(x) = ε
2
x
between (k3π, (k3 + 1/2)π), then kε3 satis-
fies the asymptotic estimate in Lemma 3.1. Hence we have the eigenvalues λ = k21 + k22 + (kε3)2
for k1, k3  0.
Type II eigenvalues. We seek eigenvalues corresponding to eigenfunctions of the form
u =
⎛
⎝ u1u2
u3
⎞
⎠=
⎛
⎝ 0cos(k2x2)h2(x3)
sin(k2x2)h3(x3)
⎞
⎠ . (3.14)
We assume k2 = 0, otherwise the eigenvalue problem (3.6) reduces to the one in 1D space, and
u = (0,ωk2(x2),0)t with λk2 as in Lemma 3.1. The incompressibility condition (3.6)2 takes the
form
h′3(x3) = k2h2(x3). (3.15)
We plug the above u into (3.6) to obtain the equations on h2(x3), h3(x3), notice that p =
p(x2, x3) at this moment,⎧⎪⎪⎨
⎪⎪⎩
− cos(k2x2)h′′2(x3)+
∂p
∂x2
= (λ− k22) cos(k2x2)h2(x3),
− sin(k2x2)h′′3(x3)+
∂p
∂x3
= (λ− k22) sin(k2x2)h3(x3).
(3.16)
We multiply (3.16) by u2, u3, respectively, integrate them over Ωε , and then add them up, by
taking the boundary conditions on h2, h3 into consideration, we obtain
ε∫
0
((
h′2(x3)
)2 + (h′3(x3))2)dx3 + εh22(ε) = (λ− k22)
ε∫
0
(
h22(x3)+ h23(x3)
)
dx3.
Immediately it can been seen that λ > k22 . To eliminate the pressure p = p(x2, x3), we take the∇× on (3.16), then we arrive at(
k2h3(x3)− h′2(x3)
)′′ = −(λ− k22)(k2h3(x3)− h′2(x3)). (3.17)
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k2h3(x3)− h′2(x3) = sin
(√
λ− k22x3
)
. (3.18)
Combining (3.15) and (3.18) yields the single equation on h2
h′′2(x3)− k22h2(x3) = −
√
λ− k22 cos
(√
λ− k22x3
)
, (3.19)
which leads to an expression of h2
h2(x3) = C cosh(k2x3)+
√
λ− k22
λ
cos
(√
λ− k22x3
)
, (3.20)
where C is a constant to be determined. Turn back to Eq. (3.18) we obtain the expression of h3
h3(x3) = C sinh(k2x3)+ k2
λ
sin
(√
λ− k22x3
)
.
Based on the boundary condition at x3 = ε that h3(ε) = 0 and 1ε ∂h2∂x3 (ε)+ h2(ε) = 0, we obtain a
linear system on (k2/λ,C)t ,
⎛
⎝ sin(
√
λ− k22ε) sinh(k2ε)
ε
√
λ− k22 cos(
√
λ− k22ε)− (λ− k22) sin(
√
λ− k22ε) εk2 cosh(k2ε)+ k22 sinh(k2ε)
⎞
⎠
×
(
k2/λ
C
)
= 0.
To ensure a non-trivial solution of the above linear system, we must have
tan
(√
λ− k22ε
)= ε
√
λ− k22
λ+ εk2 tanh−1(k2ε)
. (3.21)
We denote kε3ε be solutions of the algebraic equation
tan(x) = ε
2x
x2 + (k22 + εk2 tanh−1(k2ε))ε2
(3.22)
between (k3π, (k3 + 1/2)π). By elementary computation, we realize that there is no solution
to (3.22) in the interval (0,π/2). So for this type of eigenvalues, we confine k3  1. To derive
the asymptotic estimate on kε3, we consider Eq. (3.22) for x ∈ (k3π, (k3 + 1/2)π). It is straight-
forward to derive
tan(x − k3π) = ε
2(k3π)
(k π)2 + (k2 + εk tanh−1(k ε))ε2 +O
(
ε2
)
(x − k3π). (3.23)3 2 2 2
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of (3.23) is x − k3π = O(ε2), and plug it back to (3.23), by using the fact that tan(x − k3π) =
x − k3π +O((x − k3π)3), we have
x − k3π = ε
2k3π
(k3π)2 + (k22 + εk2 tanh−1(k2ε))ε2
+O(ε4). (3.24)
Let x = kε3ε, we obtain the asymptotic for kε3
kε3 =
k3π
ε
+ εk3π
(k3π)2 + (k22 + εk2 tanh−1(k2ε))ε2
+O(ε3), k3  1. (3.25)
Remark. Plugging h2 in (3.15) into (3.17), we obtain an equivalent differential equation for h3:
d2
dx23
(
k22 −
d2
dx23
)
h3(x3) = −
(
λ− k22
)(
k22 −
d2
dx23
)
h3(x3),
subjected to the boundary condition:
{
h3(0) = h3(ε) = 0,
h′′3(0) = 0, 1ε h′′3(ε)+ h′3(ε) = 0,
which turns out to be a fourth order Sturm–Liouville problem with eigenvalues λ − k22 =
(kε3)
2 > 0. By theory of Sturm–Liouville problem, see [2], for any fixed k2 = 0, all these h3(x3)
corresponding to the sequence kε3 (denoted by wIIk3 in Lemma 3.2) form a complete basis for
L2(0, ε).
Remark. In Types I and II eigenvalues, switching sin to cos and vice versa, we have the identical
analysis and same eigenvalues. This remark also applies to Type III calculation.
Type III eigenvalues. As said in the beginning, the following calculation does not produce
new type of eigenvalues other than those occurring in Types I and II, instead, it will generate
a mixture of them. We move now to the most general case when the eigenfunctions have the
following form
u =
⎛
⎝ u1u2
u3
⎞
⎠=
⎛
⎝ sin(k1x1 + k2x2)h1(x3)sin(k1x1 + k2x2)h2(x3)
cos(k1x1 + k2x2)h3(x3)
⎞
⎠ .
The incompressibility condition becomes
k1h1(x3)+ k2h2(x3)+ h′3(x3) = 0. (3.26)
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
− sin(k1x1 + k2x2)h′′1(x3)+
∂p
∂x1
= (λ− |k˜|2) sin(k1x1 + k2x2)h1(x3),
− sin(k1x1 + k2x2)h′′2(x3)+
∂p
∂x2
= (λ− |k˜|2) sin(k1x1 + k2x2)h2(x3),
− cos(k1x1 + k2x2)h′′3(x3)+
∂p
∂x3
= (λ− |k˜|2) cos(k1x1 + k2x2)h3(x3).
It can be checked that λ > k21 + k22 . We apply ∇× to eliminate pressure p⎧⎪⎪⎨
⎪⎪⎩
(
k2h1(x3)− k1h2(x3)
)′′ = −(λ− |k˜|2)(k2h1(x3)− k1h2(x3)),(
k1h3(x3)+ h′1(x3)
)′′ = −(λ− |k˜|2)(k1h3(x3)+ h′1(x3)),(
k2h3(x3)+ h′2(x3)
)′′ = −(λ− |k˜|2)(k2h3(x3)+ h′2(x3)).
(3.27)
We solve h1, h2, h3 through (3.27)⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
k2h1(x3)− k1h2(x3) = C cos
(√
λ− |k˜|2x3
)
,
k1h3(x3)+ h′1(x3) = C1 sin
(√
λ− |k˜|2x3
)
,
k2h3(x3)+ h′2(x3) = C2 sin
(√
λ− |k˜|2x3
)
.
(3.28)
A trivial computation shows that
C1k2 −C2k1 = −C
√
λ− |k˜|2. (3.29)
We derive from Eqs. (3.26) and (3.28) an equation on h3 only
h′′3(x3)−
(
k21 + k22
)
h3(x3) = −(C1k1 +C2k2) sin
(√
λ− |k˜|2x3
)
,
which gives an expression of h3
h3(x3) = C3 sinh
(|k˜|x3)+ C1k1 +C2k2
λ
sin
(√
λ− |k˜|2x3
)
. (3.30)
Also we can express h1, h2 in terms of h3
⎧⎪⎪⎨
⎪⎪⎩
h1(x3) = − k1|k˜|2 h
′
3(x3)+
Ck2
|k˜|2 cos
(√
λ− |k˜|2x3
)
,
h2(x3) = − k2|k˜|2 h
′
3(x3)−
Ck1
|k˜|2 cos
(√
λ− |k˜|2x3
)
.
(3.31)
We aim to seek for non-trivial solutions h1, h2 and h3 by determining constants C, C1, C2
and C3. To proceed, we split the study into two cases in terms of the C value.
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ε
∂uα
∂x3
+uα = 0
at x3 = ε, α = 1,2, we can determine the eigenvalue λ through the following algebraic equation
tan
(√
λ− |k˜|2ε)= ε√
λ− |k˜|2
, (3.32)
which is exactly Eq. (3.13). Based on the solutions (3.31) for h1, h2, and (3.32), we have the
following:
C3
(
k21 + k22
)
sinh
(|k˜|ε)= εC3|k˜| cosh(|k˜|ε),
which is true only when C3 = 0. Then take that h3(ε) = 0 into consideration, we obtain
C1k1 +C2k2 = 0. (3.33)
Let C = 1 by scaling, then we obtain the h1, h2 and h3 as follows:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
h1(x3) = − k2
k21 + k22
cos
(√
λ− |k˜|2x3
)
,
h2(x3) = k1
k21 + k22
cos
(√
λ− |k˜|2x3
)
,
h3(x3) = 0,
(3.34)
which reduces to Type I eigenvalues.
Case 2. C = 0. Observe that (3.29) becomes
C1k2 −C2k1 = 0, (3.35)
then for these three quantities C1, C2 and C1k1 +C2k2, either all of them are zeros, or are none
of them. By the boundary conditions h3(ε) = 0, 1ε h′′3(ε) + h′(ε) = 0 from (3.31), therefore we
have a linear system concerning C1, C2 and C3, we write C1k1 +C2k2 as one variable
⎛
⎝ sin(
√
λ− |k˜|2ε) sinh(|k˜|ε)
ε
√
λ− |k˜|2 cos(
√
λ− |k˜|2ε)− λ sin(
√
λ− |k˜|2ε) ε|k˜| cosh(|k˜|ε)
⎞
⎠
×
(
(C1k1 +C2k2)/λ
C3
)
= 0.
In order to obtain non-trivial solution of the above linear system, we arrive at the following
algebraic equation:
tan
(√
λ− |k˜|2ε)= ε
√
λ− |k˜|2
˜ −1 ˜ , (3.36)λ+ ε|k| tanh (|k|ε)
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lemma.
Lemma 3.2. Consider eigenvalue problem (3.6), for k = (k1, k2, k3) with k1, k3  0, there are
two types of eigenvalues determined by the two algebraic equations, respectively:
Type I: tan
(√
λ− |k˜|2ε)= ε√
λ− |k˜|2
,
Type II: tan
(√
λ− |k˜|2ε)= ε
√
λ− |k˜|2
λ+ ε|k˜| tanh−1(|k˜|ε) .
For Type I, we have the asymptotic estimates with respect to ε
λIk = k21 + k22 +
(
kε3
)2
,
where kε3ε is the solution between (k3π, (k3 + 1/2)π) of algebraic equation tan(x) = ε2/x. The
corresponding eigenfunctions are of the form
wIk,s =
⎛
⎜⎜⎝
− k2|k˜| sin(k1x1 + k2x2) ·wIk3(x3)
k1
|k˜| sin(k1x1 + k2x2) ·wIk3(x3)
0
⎞
⎟⎟⎠ , (3.37)
wIk,c =
⎛
⎜⎜⎝
− k2|k˜| cos(k1x1 + k2x2) ·wIk3(x3)
k1
|k˜| cos(k1x1 + k2x2) ·wIk3(x3)
0
⎞
⎟⎟⎠ , (3.38)
where wIk3 = ωk3 in Lemma 3.1. For Type II eigenvalues we have k1  0, k3  1,
λIIk = k21 + k22 +
(
kε3
)2
, (3.39)
where kε3ε is the solution between (k3π, (k3 + 1/2)π) of algebraic equation
tan(x) = xε
2
x2 + ε2(|k˜|2 + ε|k˜| tanh−1(ε|k˜|)) .
Corresponding eigenfunctions are
wIIk,s = αIIk
⎛
⎜⎜⎝
− k1|k˜|2 sin(k1x1 + k2x2) · (wIIk3)′(x3)
− k2|k˜|2 sin(k1x1 + k2x2) · (wIIk3)′(x3)
cos(k1x1 + k2x2) ·wII (x3)
⎞
⎟⎟⎠ , (3.40)k3
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⎛
⎜⎜⎝
− k1|k˜|2 cos(k1x1 + k2x2) · (wIIk3)′(x3)
− k2|k˜|2 cos(k1x1 + k2x2) · (wIIk3)′(x3)
sin(k1x1 + k2x2) ·wIIk3(x3)
⎞
⎟⎟⎠ , (3.41)
where wIIk3(x3) is determined by (3.30), and satisfies the boundary conditions
wIIk3(0) = wIIk3(ε) = 0,(
wIIk3
)′′
(0) = 0, 1
ε
(
wIIk3
)′′
(ε)+ (wIIk3)′(ε) = 0, (3.42)
αIIk is chosen such that |wIIk,c|ε = |wIIk,c|ε = 1.
Remark. We observe that when k1 = 0 (or k2 = 0), (3.40) and (3.41) are reduced to (3.14)
discussed in Type II eigenvalue problem, which can also be seen from Eq. (3.31) by noticing
k1 = 0 and C = 0.
In the following lemma, we claim that, we cannot find other eigenfunctions than {wIk,s ,wIk,c,
wIIk,s , w
II
k,c}k1,k30, in other words, they construct a complete normal basis for Hε .
Lemma 3.3. For any ε > 0, the set of eigenfunctions of the Stokes operator Aε{
wIk,s ,w
I
k,c,w
II
k,s ,w
II
k,c
}
k1,k30
form a complete normal basis for Hε .
Proof. From standard functional analysis, it suffices to show, if for any Φ = (Φ1,Φ2,Φ3)t ∈
Hε is orthogonal to the basis, then Φ = 0. Thanks to the periodic boundary conditions in the
horizontal directions, we assume Φ = (Φ1,Φ2,Φ3)t has the form, for i = 1,2,3
Φi(x1, x2, x3) =
∑
k10
hs
i,k˜
(x3) sin(k1x1 + k2x2)+ hc
i,k˜
(x3) cos(k1x1 + k2x2). (3.43)
Then the divergence free condition divΦ = 0 becomes, for any fixed l˜ = (l1, l2), with l1  0
l1h
c
1,l˜ (x3)+ l2hc2,l˜ (x3)+
(
hs3,l˜
)′
(x3) = 0 (3.44)
and
l1h
s
1,l˜ (x3)+ l2hs2,l˜ (x3)+
(
hc3,l˜
)′
(x3) = 0. (3.45)
By orthogonality of Φ to all wIk with k = (k1, k2, k3), we obtain
ε∫ (
hc1,l˜ + hc2,l˜
)
wIl3 dx3 = 0 (3.46)0
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ε∫
0
(
hs1,l˜ + hs2,l˜
)
wIl3 dx3 = 0 ∀l3  0. (3.47)
Due to the completeness of {wIk3} in L2(0, ε) (see Lemma 3.1), we can claim that
hc1,l˜ + hc2,l˜ = 0, hs1,l˜ + hs2,l˜ = 0. (3.48)
By orthogonality of Φ to all wIIk , we arrive at
ε∫
0
(−(hc1,l˜)′ − (hc2,l˜)′ + hs3,l˜)wIIl3 dx3 =
ε∫
0
hs3,l˜w
II
l3 dx3 = 0 (3.49)
and
ε∫
0
(−(hs1,l˜)′ − (hs2,l˜)′ + hc3,l˜)wIIl3 dx3 =
ε∫
0
hc3,l˜w
II
l3 dx3 = 0, (3.50)
∀l3 > 0, where we used (3.48) and integration by parts on first two components. Again, we have
immediately by the completeness of {wIIk3} in L2(0, ε), see the remark after Type II eigenvalue
problem,
hs3,l˜ = hc3,l˜ = 0. (3.51)
Then (3.44)–(3.51) together yield
hc1,l˜ = hc2,l˜ = hs1,l˜ = hs2,l˜ = 0.
Therefore, we have obviously Φ = 0. The proof is complete. 
4. Average operator and functional inequalities
With eigenvalues and eigenfunctions of the Stokes operator Aε , we are able to define its
fractional power. Let us write
u =
∑
k∈N3, k1,k30
(
aIk,cw
I
k,c + aIk,swIk,s + aIIk,cwIIk,c + aIIk,swIIk,s
)
=
∑
k 0
(
Mk3ε u
)
wIk3 +
∑
3
(
aIIk,cw
II
k,c + aIIk,swIIk,s
) ∈ Hε,
3 k∈N , k10, k31
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u ∈ D(Aαε ) if and only if
|u|2Aαε =
∑
k∈N3, k1,k30
∣∣kε∣∣4α(∣∣aIk,c∣∣2 + ∣∣aIk,s∣∣2)+ ∣∣kε∣∣4α(∣∣aIIk,c∣∣2 + ∣∣aIIk,s∣∣2)< ∞,
where kε = (k1, k2, kε3). It is easy to observe that Hε = D(A0ε) and Vε = D(A1/2ε ).
In this article the average operator Mε will be the projection to the space spanned by the
eigenfunctions corresponding to the first type eigenvalues with k3 = 0, i.e.
Mεu =
∑
k10,k3=0
(
aIk,cw
I
k,c + aIk,swIk,s
)= (M0ε u)wI0,
Nεu =
∑
k10, k31
(
aIk,cw
I
k,c + aIk,swIk,s + aIIk,cwIIk,c + aIIk,swIIk,s
)
=
∑
k31
(
Mk3ε u
)
wIk3 +
∑
k10, k31
(
aIIk,cw
II
k,c + aIIk,swIIk,s
)
,
where wI0 is given by (3.2) in Lemma 3.1. We define the classical vertical mean operator Mε as
follows:
Mεu =
⎛
⎜⎝
1
ε
∫ ε
0 u1 dx3
1
ε
∫ ε
0 u2 dx3
0
⎞
⎟⎠ .
The average defined above does not preserve the divergence free property of u ∈ Vε , i.e.
div′ Mεu = 0. To draw a comparison with the classical average operator, we define Mappε =
α0M0ε , where α0 is defined as in Lemma 3.1, α0 = O(ε−1/2). We introduce the eigenfunction
space Hω ·wI0 consisting of multiplication of a function in Hω and wI0. We first list some proper-
ties which are obvious:
• Mε is an orthogonal projector from L2(Ω) onto HωwI0;• MεNε =NεMε = 0;
• ∂
∂xα
Mε =Mε ∂∂xα and ∂∂xαNε =Nε ∂∂xα , α = 1,2;
• |Mεu|2D(Asε) = |M0ε u|2H 2s (ω) =
∑
k10 |k˜|4s(|a(k˜,0),c|2 + |a(k˜,0),s |2).
In the following lemma some further properties onMε are given.
Lemma 4.1. Given p > 2 we have
|Mεu|Lp(Ωε)  c0ε
1
p
− 12 ∣∣M0ε u∣∣Lp(ω)  c0ε 1p − 12 ∣∣M0ε u∣∣H 1(ω), (4.1)
c0
∣∣A1/2ε Mεu∣∣ε  ∣∣M0ε u∣∣H 1(ω)  c0∣∣A1/2ε Mεu∣∣ε, (4.2)∣∣Mappε u−Mεu∣∣H 1(ω)  c0ε3/2∣∣A1/2u∣∣ε. (4.3)
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(Mεu)(x1, x2, x3) =
(
M0ε u
)
(x1, x2)w
I
0(x3).
The first part of (4.1) is readily checked, while the second part is implied by the standard Sobolev
embedding H 1(ω) ⊂ Lp(ω).
Inequality (4.2) is an immediate consequence of the definition ofMε . To prove (4.3), we first
notice that
Mε
( ∑
k10, k31
aIIk,cw
II
k,c + aIIk,swIIk,s
)
= 0,
which can be seen from Lemma 3.2, then we can write the difference as follows:
M
app
ε u−Mεu = α0M0ε u
(
1 − 1
ε
ε∫
0
cos
√
λ0x3 dx3
)
− 1
ε
∑
k31
(
Mk3ε u
) ε∫
0
wIk3 dx3 = Σ1 +Σ2. (4.4)
Now we estimates these two terms separately,
|Σ1|H 1(ω)  c0ε−1/2
∣∣M0ε u∣∣H 1(ω)
∣∣∣∣∣1 − 1ε
ε∫
0
cos
√
λ0x3 dx3
∣∣∣∣∣ c0ε3/2∣∣A1/2Mεu∣∣ε. (4.5)
For the second summation, we calculate
∣∣∣∣∣1ε
ε∫
0
wIk3(x3) dx3
∣∣∣∣∣ ε−1/2 1kε3ε
∣∣sin(kε3ε)∣∣
= ε−1/2 1
(kε3)
2
∣∣cos(kε3ε)∣∣ c0ε3/2, (4.6)
therefore we obtain
|Σ2|H 1(ω)  c0ε3/2
∣∣A1/2Mεu∣∣ε, (4.7)
which, together with (4.5) implies (4.3). Inequality (4.3) indicates that the new average-like
operator Mappε is an approximation of the classical vertical mean operator Mε . The proof is
complete. 
Before proceeding, for the sake of clarity, we summarize the average-related operators. First
Mε is defined as the projection taking values in a eigen-space which consists of the products
of a function in Hω and wI which depends on x3. Then M0ε accounts for the Hω part in Mε ,0
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draw a comparison between Mε andMε , we defined Mappε as a comparable form of Mε . In the
following lemma we consider some Sobolev type inequalities.
Lemma 4.2. Poincaré’s inequality:
|Nεu|ε  c0ε
∣∣A1/2Nεu∣∣ε ∀u ∈ Vε,∣∣A1/2Nεu∣∣ε  c0ε|ANεu|ε ∀u ∈ D(Aε). (4.8)
Ladyzhenskaya’s inequality:
|Nεu|L6(Ωε)  c0
∣∣A1/2Nεu∣∣ε ∀u ∈ Vε. (4.9)
Agmon’s inequality:
|Nεu|L∞(Ωε)  c0ε1/2|ANεu|ε ∀u ∈ D(Aε). (4.10)
Proof. To prove the Poincaré inequality, we notice the asymptotic estimates on the eigenvalues
λ = k21 + k22 + kε3 of the Stokes operator Aε under Navier friction boundary condition. In the first
type eigenvalue problem discussed in Section 3, we have from Lemma 3.1
kε3 =
k3π
ε
+ ε
k3π
+O
(
ε3
(k3π)3
)
, k3  1, (4.11)
then the corresponding eigenvalues λ are of order O(1/ε2). When k3 = 0, the eigenvalue
λ = O(1) from (3.2), the corresponding eigenfunctions are collected in Mε . For the second
type of eigenvalue problem, we recall the asymptotic estimate (3.25) with k2 replaced by |k˜| for
generality
kε3 =
k3π
ε
+ εk3π
(k3π)2 + (|k˜|2 + ε|k˜| tanh−1(|k˜|ε))ε2
+O(ε3), k3  1. (4.12)
Then estimates (4.11), (4.12) imply that all the eigenfunctions of Aε contained in Nεu are cor-
responding to eigenvalues of order O(1/ε2), those corresponding to Mε are of order O(1).
Therefore the Poincaré inequality follows.
To prove the Ladyzhenskaya inequality, we recall the anisotropic Ladyzhenskaya’s inequality
in [21]. Let Ω =∏3i=1(ai, bi), there exists an absolute constant c0 such that
|u|L6(Ω)  c0
3∏
i=1
(
1
bi − ai |u|L2(Ω) +
∣∣∣∣ ∂u∂xi
∣∣∣∣
L2(Ω)
)1/3
. (4.13)
Apply (4.13) to Nεu we obtain
|Nεu|L6(Ωε)  c0
(
1
ε
|Nεu|ε +
∣∣∣∣∂Nεu∂x3
∣∣∣∣
ε
)1/3 2∏
α=1
(
|Nεu|ε +
∣∣∣∣∂Nεu∂xα
∣∣∣∣
ε
)1/3
 c0
∣∣A1/2Nεu∣∣ ∀u ∈ Vε. (4.14)ε
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|u|L∞  c0|u|1/4L2(Ω)
3∏
i=1
(
1
(bi − ai)2 |u|L2(Ω) +
1
bi − ai
∣∣∣∣ ∂u∂xi
∣∣∣∣
L2(Ω)
+
∣∣∣∣∂2u∂x2i
∣∣∣∣
L2(Ω)
)1/4
. (4.15)
Apply (4.15) to Nεu, we obtain
|Nεu|L∞  c0|Nεu|1/4ε
(
1
ε2
|Nεu|ε + 1
ε
∣∣∣∣∂Nεu∂x3
∣∣∣∣
ε
+
∣∣∣∣∂2Nεu∂x23
∣∣∣∣
ε
)1/4
×
2∏
α=1
(
|Nεu|ε +
∣∣∣∣∂Nεu∂xα
∣∣∣∣
ε
+
∣∣∣∣∂2Nεu∂x2α
∣∣∣∣
ε
)1/4
 c0ε1/2|ANεu|ε, (4.16)
where we used (4.8). The proof is complete. 
5. Some estimates on trilinear terms
In this section we focus on estimates on trilinear terms in terms of itsMε andNε components
which will be the major ingredient of the proof of our main results. To proceed, we first introduce
the anti-symmetry property satisfied by the trilinear terms.
bε(u, v, v) = 0 ∀u,v ∈ Vε, (5.1)
bε(Mεu,Mεu,AεMεu) = 0 ∀u ∈ D(Aε). (5.2)
Property (5.2) is a great advantage of the new average operatorMε , which simplifies the proof of
the existence of strong solutions. The average operator defined in [3] does not enjoy this property.
We present a simple proof of (5.2). Bear in mind thatMεu = (M0ε u)(x1, x2)wI0(x3), and M0ε u is
periodic and divergence free, also (M0ε u)3 = 0, we have
bε(Mεu,Mεu,AεMεu) =
2∑
i,j
∫ ∫ (
M0ε u
)
i
∂(M0ε u)j
∂xi
∂2(M0ε u)j
∂x2j
dx1 dx2 ·
ε∫
0
(
wI0
)3
(x3) dx3.
The first part is just the restriction of bε to the 2D with periodic boundary and divergence free
conditions, then vanishes, see [20]. We now proceed to prove an analogue of Lemma 2.7 in [21].
Lemma 5.1. Let 0 < q < 12 . There exists a positive constant c1, we have∣∣bε(Mεu,Nεu,w)∣∣ c1εq ∣∣A1/2ε Mεu∣∣ε|AεNεu|ε|w|ε ∀u ∈ D(Aε), w ∈ L2(Ωε),∣∣bε(Nεu,Mεu,w)∣∣ c1ε1/2∣∣A1/2ε Mεu∣∣ε|AεNεu|ε|w|ε ∀u ∈ D(Aε), w ∈ L2(Ωε),∣∣bε(Nεu,Nεu,w)∣∣ c1∣∣A1/2Nεu∣∣3/2ε |AεNεu|1/2ε |w|ε
 c1ε1/2
∣∣A1/2ε Mεu∣∣ε|AεNεu|ε|w|ε ∀u ∈ D(Aε), w ∈ L2(Ωε). (5.3)
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∣∣bε(Mεu,Nεu,w)∣∣ 2∑
i,j=1
∫
Ωε
|Mεu|
∣∣∣∣∂Nεu∂xi
∣∣∣∣|wj |dx,
according to Hölder’s inequality with exponents p, p, such that 1
p
+ 1
p
= 12 , we write
∣∣bε(Mεu,Nεu,w)∣∣ 2∑
i,j=1
|Mεu|Lp(Ωε)
∣∣∣∣∂Nεu∂xi
∣∣∣∣
Lp

(Ωε)
|wj |ε.
From Lemma 4.1, we have
|Mεu|Lp(Ωε)  c0ε
1
p
− 12 ∣∣M0ε u∣∣H 1(ω)  c0ε 1p − 12 ∣∣A1/2Mεu∣∣ε. (5.4)
By utilization of the commutativity of Nε and ∂∂xi , i = 1,2, we are able to apply Lemma 4.2 and
obtain for p ∈ [2,6]
∣∣∣∣∂Nεu∂xi
∣∣∣∣
Lp

(Ωε)

∣∣∣∣∂Nεu∂xi
∣∣∣∣
6−p
2p
ε
∣∣∣∣∂Nεu∂xi
∣∣∣∣
3p−6
2p
L6(Ωε)
 cε
6−p
2p |AεNεu|ε. (5.5)
Combining (5.4), (5.5), we obtain
∣∣bε(Mεu,Nεu,w)∣∣ ε 1p − 12 − 6−p2p ∣∣A1/2Mεu∣∣ε|AεNεu|ε|wj |ε. (5.6)
For 2 < p  4, the exponent of ε in the inequality above q = 2
p
− 12 , satisfies 0 < q < 12
whenever 2 <p  4.
The second and last inequalities can be derived by using the Ladyzhenskaya inequality (4.9)
and the Agmon inequality (4.10). Since it is similar to those in [21], we omit the details. The
proof is complete. 
Let us now consider the nonlinear terms, which vanish in the case of Navier–Stokes equations
with the usual boundary conditions, see the weak formulation for the Navier–Stokes equations
in, for instance, [21]. In this article we will show they are small perturbation through some
cancelations.
Lemma 5.2. There exists a constant c0 such that for any u ∈ D(Aε), we have
∣∣bε(Mεu,Nεu,AεMεu)∣∣ c0ε2∣∣A1/2ε Mεu∣∣ε|AεNεu|ε|AεMεu|ε, (5.7)∣∣bε(Nεu,Mεu,AεMεu)∣∣ c0ε2∣∣A1/2ε Nεu∣∣ε|AεMεu|2ε, (5.8)∣∣bε(Mεu,Mεu,AεNεu)∣∣ c0ε3/2∣∣A1/2ε Mεu∣∣3/2ε |AεMεu|1/2ε |AεNεu|ε. (5.9)
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bε(Mεu,Nεu,AεMεu) =
2∑
i,j=1
∫
Ωε
(Mεu)i ∂(Nεu)j
∂xi
(Mεu)j dx
=
2∑
i,j=1
∫
ω
(
M0ε u
)
i

(
M0ε u
)
j
dx1 dx2
ε∫
0
(
wI0
)2
(x3)
∂(Nεu)j
∂xi
dx3. (5.10)
Recall the definition of wI0 in Lemma 3.1, we first estimate the integral over the vertical direction:
ε∫
0
(
wI0
)2
(x3)
∂(Nεu)j
∂xi
dx3
= α20
ε∫
0
(
1 − sin2(√λ0x3))∂(Nεu)j
∂xi
dx3
 c0
(∣∣∣∣Mε ∂(Nεu)∂xi
∣∣∣∣+ ε3/2
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2x3 (0,ε)
) (
α0 = O
(
ε−1/2
))
. (5.11)
We turn back to (5.10):
∣∣bε(Mεu,Nεu,AεMεu)∣∣
 c0
2∑
i,j=1
∫
Ωε
∣∣(M0ε u)i∣∣∣∣(M0ε u)j ∣∣
∣∣∣∣Mε ∂(Nεu)∂xi
∣∣∣∣dx1 dx2
+ c0ε3/2
2∑
i,j=1
∫
Ωε
∣∣(M0ε u)i∣∣∣∣(M0ε u)j ∣∣
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2x3 (0,ε)
dx1 dx2 = I1 + I2.
The first term I1 can be bound by applying the same technique as in (4.6) and (4.7), we omit the
details. We focus on the second term I2. By utilizing the Hölder inequality with 14 + 14 + 12 = 1,
we obtain
I2  c0ε3/2
∣∣(M0ε u)i∣∣L4(ω)∣∣(M0ε u)j ∣∣L2(ω)
∣∣∣∣
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2x3 (0,ε)
∣∣∣∣
L4(ω)
.
We use the Ladyzhenskaya inequality in 2D in [9] to calculate the last integral,
∣∣∣∣
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2x3 (0,ε)
∣∣∣∣
L4(ω)

∣∣∣∣
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2x3 (0,ε)
∣∣∣∣
1/2
L2(ω)
∣∣∣∣
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2x3 (0,ε)
∣∣∣∣
1/2
H 1(ω)
=
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
1/2
ε
∣∣∣∣
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2 (0,ε)
∣∣∣∣
1/2
H 1(ω)
.x3
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∂
∂xj
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2x3 (0,ε)

∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
−1
L2x3 (0,ε)
ε∫
0
∂(Nεu)j
∂xi
∂2(Nεu)j
∂xixj
dx3

∣∣∣∣∂2(Nεu)j∂xixj
∣∣∣∣
L2x3 (0,ε)
,
then we have
∣∣∣∣
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2x3 (0,ε)
∣∣∣∣
L4(ω)

∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
1/2
ε
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
1/2
H 1(Ωε)

∣∣A1/2ε Nεu∣∣1/2ε |AεNεu|1/2ε .
Finally we have
∣∣bε(Mεu,Nεu,AεMεu)∣∣ c0ε3/2∣∣A1/2ε Mεu∣∣∣∣A1/2ε Nεu∣∣1/2ε |AεNεu|1/2|AεMεu|ε
 c0ε2
∣∣A1/2ε Mεu∣∣ε|AεNεu|ε|AεMεu|ε.
We apply the same technique to bound
∣∣bε(Nεu,Mεu,AεMεu)∣∣ c0ε3/2 2∑
i,j=1
∫
Ωε
∣∣(Nεu)i∣∣L2x3 (0,ε)
∣∣∣∣∂(M0ε u)j∂xi
∣∣∣∣∣∣(M0ε u)j ∣∣dx1 dx2
 c0ε3/2
∣∣∣∣(Nεu)i∣∣L2x3 (0,ε)
∣∣
L4(ω)
∣∣∣∣∂(M0ε u)j∂xi
∣∣∣∣
L4(ω)
∣∣(M0ε u)j ∣∣L2(ω)
 c0ε2
∣∣A1/2ε Nεu∣∣ε|AεMεu|2ε.
For the last inequality, we have
∣∣bε(Mεu,Mεu,AεNεu)∣∣ c0ε3/2 2∑
i,j=1
∫
Ωε
∣∣(M0ε u)i∣∣
∣∣∣∣∂(M0ε u)j∂xi
∣∣∣∣∣∣(AεNεu)j ∣∣L2
x3(0,ε)
dx1 dx2
 c0ε3/2
∣∣(M0ε u)i∣∣L4(ω)
∣∣∣∣∂(M0ε u)j∂xi
∣∣∣∣
L4(ω)
∣∣(AεNεu)j ∣∣L2(ω)
 c0ε3/2
∣∣A1/2ε Mεu∣∣3/2ε |AεMεu|1/2ε |AεNεu|ε.
So the proof is complete. 
To discuss the convergence of the strong solutions of 3D Navier–Stokes equations to the
solutions of 2D Navier–Stokes equations, we find the following lemma to be useful.
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∣∣bε(Mεu,Nεu,Mεv)∣∣
 ε3/2|Mεu|1/2ε
∣∣A1/2ε Mεu∣∣1/2ε |Mεv|1/2ε ∣∣A1/2ε Mεv∣∣1/2ε ∣∣A1/2ε Nεu∣∣ε, (5.12)∣∣bε(Nεu,Mεu,Mεv)∣∣ c0ε2∣∣A1/2ε Nεu∣∣ε∣∣A1/2ε Mεu∣∣ε|Mεv|1/2ε ∣∣A1/2ε Mεv∣∣1/2ε , (5.13)∣∣bε(Mεu,Mεu,Nεv)∣∣ c0ε2|Mεu|1/2ε ∣∣A1/2ε Mεu∣∣3/2ε ∣∣A1/2ε Nεu∣∣ε. (5.14)
Proof. We apply the same technique as in Lemma 5.2. First we have
∣∣bε(Mεu,Nεu,Mεv)∣∣=
∣∣∣∣∣
2∑
i,j=1
∫
Ωε
(Mεu)i ∂(Nεu)j
∂xi
(Mεv)j dx
∣∣∣∣∣

2∑
i,j=1
∣∣∣∣
∫
ωε
(
M0ε u
)
i
(
M0ε v
)
j
dx1 dx2
ε∫
0
(
wI0
)2
(x3)
∂(Nεu)j
∂xi
dx3
∣∣∣∣
 ε3/2
2∑
i,j=1
∫
ωε
∣∣(M0ε u)i∣∣∣∣(M0ε v)j ∣∣
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2x3 (0,ε)
dx1 dx2. (5.15)
By using Hölder’s inequality with exponent 14 + 14 + 12 = 1 we obtain
∣∣bε(Mεu,Nεu,Mεv)∣∣
 ε3/2
2∑
i,j=1
∣∣(M0ε u)i∣∣L4(ω)∣∣(M0ε v)j ∣∣L4(ω)
∣∣∣∣∂(Nεu)j∂xi
∣∣∣∣
L2(Ωε)
 ε3/2|Mεu|1/2ε
∣∣A1/2ε Mεu∣∣1/2ε |Mεv|1/2ε ∣∣A1/2ε Mεv∣∣1/2ε ∣∣A1/2ε Nεu∣∣ε. (5.16)
For the second one, we have
∣∣bε(Nεu,Mεu,Mεv)∣∣ ε3/2 2∑
i,j=1
∫
ωε
∣∣(Nεu)i∣∣L2x3 (0,ε)
∣∣∣∣∂(M0ε u)j∂xi
∣∣∣∣∣∣(M0ε v)j ∣∣dx1 dx2
 ε3/2
2∑
i,j=1
∣∣∣∣∣(Nεu)i∣∣L2x3 (0,ε)
∣∣∣
L4(ω)
∣∣∣∣∂(M0ε u)j∂xi
∣∣∣∣
L2(ω)
∣∣(M0ε v)j ∣∣L4(ω)
 c0ε2
∣∣A1/2ε Nεu∣∣ε∣∣A1/2ε Mεu∣∣ε|Mεv|1/2ε ∣∣A1/2ε Mεv∣∣1/2ε . (5.17)
We can prove the last one in the same way as we did for the second one, so we omit the details.
The proof is complete. 
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This section is devoted to the proof of the main results, i.e. we will prove the global existence
of the strong solutions to the Navier–Stokes equations (2.9) for large initial data and external
force. We start with the weak formulations satisfied byMεu and Nεu. Let v ∈ Vε , then we have
Mεv,Nεv ∈ Vε, and
(Mεu,Nεv)ε = 0,
(
A1/2ε Mεu,A1/2ε Nεv
)
ε
= 0.
We obtain the following weak formulations forMεu and Nεu:
d
dt
(Mεu,Mεv)ε + ν
(
A1/2ε Mεu,A1/2ε Mεv
)
ε
+ bε(Mεu,Mεu,Mεv)
+ bε(Mεu,Nεu,Mεv)+ bε(Nεu,Mεu,Mεv)+ bε(Nεu,Nεu,Mεv)
= (Mεf,Mεv)ε, (6.1)
and
d
dt
(Nεu,Nεv)ε + ν
(
A1/2ε Nεu,A1/2ε Nεv
)
ε
+ bε(Nεu,Nεu,Nεv)
+ bε(Mεu,Nεu,Nεv)+ bε(Nεu,Mεu,Nεv)+ bε(Mεu,Mεu,Nεv)
= (Nεf,Nεv)ε. (6.2)
Before we proceed, we recall the classical fact, which is a consequence of Theorem 2.1, for
any given σ > 1, such that, there exists T σ (ε) > 0, for any t ∈ [0, T σ (ε))
∣∣A1/2ε Mεu∣∣2ε + ∣∣A1/2ε Nεu∣∣2ε  σR20(ε), (6.3)
where [0, T σ (ε)) is the maximal interval on which (6.3) holds. In the following we will show
that T σ (ε) = ∞, i.e., the strong solution exists for any t > 0. By continuity of the strong solution
in Vε , we can claim that if T σ (ε) < ∞, then at t = T σ (ε), the equity in (6.3) holds, i.e.,
∣∣A1/2ε Mεu(T σ (ε))∣∣2ε + ∣∣A1/2ε Nεu(T σ (ε))∣∣2ε = σR20(ε).
Estimates onMεu. We take v = Aεu in (6.1) and obtain with Lemma 5.1
1
2
d
dt
∣∣A1/2ε Mεu∣∣2ε + ν|AεMεu|2ε

∣∣bε(Mεu,Mεu,AεMεu)∣∣+ ∣∣bε(Mεu,Nεu,AεMεu)∣∣+ ∣∣bε(Nεu,Mεu,AεMεu)∣∣
+ ∣∣bε(Nεu,Nεu,AεMεu)∣∣+ ∣∣(Mεf,AεMεu)∣∣
 c0ε2
∣∣A1/2ε Mεu∣∣ε|AεNεu|ε|AεMεu|ε + c0ε2∣∣A1/2ε Nεu∣∣ε|AεMεu|2ε
+ c0ε1/2
∣∣A1/2ε Nεu∣∣ε|AεNεu|ε|AεMεu|ε + |Mεf |ε|AεMεv|ε.
By utilization of Hölder’s inequality ab ap + bq for a, b > 0, 1 + 1 = 1, we have
p q p q
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∣∣A1/2ε Mεu∣∣2ε + (ν − c0ε2∣∣A1/2ε u∣∣ε − c0ε1/2∣∣A1/2ε Nεu∣∣)|AεMεu|2ε
 c0
(
ε2
∣∣A1/2ε Mεu∣∣ε + ε1/2∣∣A1/2ε Nεu∣∣ε)|AεNεu|2ε + 12ν |Mεf |2ε.
Estimates on Nεu. We take v = Aεu in (6.2) and obtain with Lemmas 5.1 and 5.2
d
dt
∣∣A1/2ε Nεu∣∣2ε + ν|AεNεu|2ε

∣∣bε(Nεu,Nεu,Nεv)∣∣+ ∣∣bε(Mεu,Nεu,Nεv)∣∣
+ ∣∣bε(Nεu,Mεu,Nεv)∣∣+ ∣∣bε(Mεu,Mεu,Nεv)∣∣+ ∣∣(Nεf,Nεv)∣∣
 c0ε1/2
∣∣A1/2ε Nεu∣∣ε|AεNεu|2ε + εq ∣∣A1/2ε Mεu∣∣ε|AεNεu|2ε + |Nεf |2ε. (6.4)
In the same way as we did forMεu, we obtain
d
dt
∣∣A1/2ε Nεu∣∣2ε + (ν − c0ε1/2∣∣A1/2ε Nεu∣∣ε − c0(εq + ε3/2)∣∣A1/2ε Mεu∣∣ε)|AεNεu|2ε
 c0ε3/2
∣∣A1/2ε Mεu∣∣ε|AεMεu|2ε + |Nεf |2ε.
We take ε1 > 0 such that for ε ∈ (0, ε1),
c0
√
σεq
(∣∣A1/2ε Nεu∣∣ε + ∣∣A1/2ε Mεu∣∣ε) ν2 ∀t ∈
[
0, T σ (ε)
)
.
The existence of such an ε1 is ensured by the definition of R2(ε) and the a priori estimate (6.3)
onMεu,Nεu. Therefore we obtain the estimates onMεu and Nεu, respectively,
d
dt
∣∣A1/2ε Mεu∣∣2ε + ν|AεMεu|2ε  ε1/2−q ν2 |AεNεu|2ε + 12ν |Mεf |2ε, (6.5)
d
dt
∣∣A1/2ε Nεu∣∣2ε + ν|AεNεu|2ε  ε3/2−q ν2 |AεMεu|2ε + 12ν |Nεf |2ε. (6.6)
Adding (6.5) and (6.6) together leads to
d
dt
∣∣A1/2ε u∣∣2ε + ν|Aεu|2ε  12ν |f |2ε,
where we used the smallness assumption on ε. Applying the Gronwall inequality, we deduce
from above that
∣∣A1/2ε u∣∣2ε  exp(−λ1t)∣∣A1/2ε u0∣∣2ε + 12νλ1 |f |2ε,
ν
t∫
|Aεu|2ε ds 
∣∣A1/2ε u0∣∣2ε + 12ν |f |2εt ∀t ∈
[
0, T σ (ε)
)
. (6.7)0
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tion argument. The proof of Theorem 2.2 is complete.
By using the Cauchy–Schwarz inequality,∣∣A1/2ε Nεu∣∣ε  c0ε|AεNεu|ε, (6.8)
we derive a sharper estimate on Nεu from (6.6), (6.7):
∣∣A1/2ε Nεu∣∣2ε
 exp
(
− ν
ε2
t
)∣∣A1/2ε Nεu0∣∣2ε + ν2 ε3/2−q
t∫
0
|AεMεu|2ε ds +
ε2
2ν
|Nεf |2
 exp
(
− ν
ε2
t
)∣∣A1/2ε Nεu0∣∣2ε + 12ε3/2−q
(∣∣A1/2ε u0∣∣2ε + 12ν |f |2εt
)
+ ε
2
2ν
|Nεf |2ε. (6.9)
We make a comment on the asymptotic behavior of Nεu as ε → 0. From (6.9), it can be seen
that for any fixed T2 > T1 > 0, then we have limε→0 |A1/2ε Nεu|2ε = 0 uniformly in [T1, T2].
7. Convergence of the average
In this section we establish the convergence of the average in the thin direction, of the strong
solution of the three-dimensional Navier–Stokes equations in thin domains to the strong solution
of the two-dimensional Navier–Stokes equations with damping, when the thickness of the domain
goes to zero. The damping effect is caused by the Navier friction boundary condition on the top.
The proof of this convergence is similar to the case given in [21], so we just sketch the steps.
Consider the following two-dimensional Navier–Stokes equations with damping:
∂u˜
∂t
− ν′u˜+ νu˜+ (u˜ · ∇)u˜+ ∇′p˜ = f˜ ,
div′ u˜ = 0, (7.1)
where u˜ = (u˜1, u˜2), p˜ are the velocity and pressure defined over ω. The 2D Navier–Stokes equa-
tions with damping above are supplemented with the periodic boundary condition. Note that
the study of the existence and uniqueness of the solutions to the 2D Navier–Stokes equations is
complete.
Step 1. In this step we will prove the solution uε converge to the strong solution u˜ to the 2D
Navier–Stokes equations with damping (7.1). Assume that |Mappε u0|H 1(ω) is bounded. It is trivial
to obtain
M
app
ε u
ε is bounded in L∞(0, T ;Hω),
M
app
ε u
ε is bounded in L2(0, T ;Vω). (7.2)
To pass to the limit in the equation on Mappε uε , we need a priori estimates on the time derivative
of Mappε uε . For this purpose, let us recall the weak formulation satisfied by theMεu:
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(Mεu,Mεv)+ ν
(
A1/2ε Mεu,A1/2ε Mεv
)+ bε(Mεu,Mεu,Mεv)
+ bε(Mεu,Nεu,Mεv)+ bε(Nεu,Mεu,Mεv)+ bε(Nεu,Nεu,Mεv)
= (Mεf,Mεv)ε. (7.3)
Note that(
A1/2ε Mεu,A1/2ε Mεv
)
ε
= ε(∇′Mappε u,∇′Mappε v)L2(ω) + ελε0(Mappε u,Mappε v)L2(ω),
where λε0 → 1 as ε → 0. We write the weak formulation satisfied by Mappε uε as follows
d
dt
(
M
app
ε u,M
app
ε v
)
L2(ω) + ν
(∇′Mappε u,∇′Mappε v)L2(ω) + λ0(Mappε u,Mappε v)L2(ω)
+ bω
(
M
app
ε u,M
app
ε u,M
app
ε v
)+ 1
ε
bε(Mεu,Nεu,Mεv)+ 1
ε
bε(Nεu,Mεu,Mεv)
+ 1
ε
bε(Nεu,Nεu,Mεv)
= (Mappε f,Mappε v)L2(ω). (7.4)
We need to estimates those nonlinear terms. First we deduce from Lemma 5.3 that∣∣∣∣1ε bε(Mεu,Nεu,Mεv)
∣∣∣∣ 1ε · ε3/2
∣∣M0ε u∣∣L4(ω)∣∣A1/2ε Nεu∣∣ε∣∣M0ε v∣∣L4(ω)
 ε1/2
∣∣A1/2ε Mεu∣∣ε∣∣A1/2ε Nεu∣∣ε∣∣A1/2ε Mεv∣∣ε, (7.5)
therefore
lim
n→∞
∣∣∣∣1ε bε(Mεu,Nεu,Mεv)
∣∣∣∣= 0, (7.6)
and ∣∣∣∣1ε bε(Nεu,Mεu,Mεv)
∣∣∣∣ ε∣∣A1/2ε Nεu∣∣ε∣∣A1/2ε Mεv∣∣∣∣A1/2ε Mεv∣∣ε, (7.7)
hence
lim
n→∞
∣∣∣∣1ε bε(Nεu,Mεu,Mεv)
∣∣∣∣= 0. (7.8)
Now we use Hölder’s inequality to estimate:∣∣∣∣1ε bε(Nεu,Nεu,Mεv)
∣∣∣∣ 1ε |Nεu|L4
∣∣A1/2ε Nεu∣∣ε|Mεv|L4
 1
ε
∣∣A1/2ε Nεu∣∣2ε∣∣A1/2ε Mεv∣∣
 ε−1/2
∣∣A1/2ε Nεu∣∣2∣∣A1/2Mappε v∣∣ 2 , (7.9)ε 2d L (ω)
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∣∣∣∣1ε bε(Nεu,Nεu,Mεv)
∣∣∣∣
 ε−1/2
(∣∣A1/2ε Nεu0∣∣2 exp
(
−νt
ε2
)
+ ε2|Nεf |2
)∣∣A1/22d Mappε v∣∣L2(ω). (7.10)
Hence
lim
n→∞
∣∣∣∣1ε bε(Nεu,Nεu,Mεv)
∣∣∣∣= 0. (7.11)
We observe that estimates (7.5), (7.7), (7.10) imply
d
dt
M
app
ε u
ε is bounded in L2(0, T ;V ′ω). (7.12)
Hence, there exists a sequence (εn)n∈N, with limn→∞ εn = 0, and a function u such that
lim
n→∞M
app
εn u
εn = v in L2(0, T ;Hω) in norm,
lim
n→∞M
app
εn u
εn = v in L2(0, T ;Vω) weak. (7.13)
Now it is straightforward to pass to the limit in (7.4). We have, for v = (v1, v2) ∈ V ,
d
dt
(
v, v
)
L2(ω) + ν
(∇′v,∇′v)
L2(ω) + ν
(
v, v
)
L2(ω) + bω
(
v, v, v
)= (f˜ , v)L2(ω),
v(·,0) = u˜0. (7.14)
Finally, the uniqueness of solution (7.14) implies that u = u˜.
Step 2. It remains to prove that
lim
ε→0M
app
ε u
ε = u˜ in C([0, T ];Hω)∩L2(0, T ;Vω), (7.15)
where u˜ is the solution to (7.1).
Proof. We will use the technique in [19] to prove (7.15). We introduce the following expression:
eε(t) = 12
∣∣Mappε u− u˜∣∣2L2(ω) + ν
t∫
0
∣∣A1/2ε Mappε u−A1/2ε u˜∣∣2L2(ω) ds
= e1ε(t)+ e2(t)+ e3ε(t), (7.16)
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
e1ε(t) =
1
2
∣∣Mappε u∣∣2L2(ω) + ν
t∫
0
∣∣A1/2ε Mappε u∣∣2L2(ω) ds,
e2(t) = 1
2
|u˜|2
L2(ω) + ν
t∫
0
∣∣A1/2ε u˜∣∣2L2(ω),
e3ε(t) =
(
M
app
ε u, u˜
)
L2(ω) + ν
t∫
0
(
A1/2ε M
app
ε u,A
1/2
ε u˜
)
L2(ω) ds.
(7.17)
We take v = Mappε u in (6.1), and integrate from
e1ε(t) =
1
2
∣∣Mappε u(0)∣∣2L2(ω) +
t∫
0
(
M
app
ε f,M
app
ε u
)
L2(ω) ds +
1
ε
bε(Mεu,Nεu,Mεu)
+ 1
ε
bε(Nεu,Mεu,Mεu)+ 1
ε
bε(Nεu,Nεu,Mεu). (7.18)
By using the a priori estimate (6.7) we claim that
1
ε
bε(Mεu,Nεu,Mεu)+ 1
ε
bε(Nεu,Mεu,Mεu)+ 1
ε
bε(Nεu,Nεu,Mεu) → 0. (7.19)
Then we obtain
lim
ε→0 e
1
ε(t) =
1
2
|u˜0|2L2(ω) +
t∫
0
(f˜ , u˜)L2(ω) ds. (7.20)
By the weak convergence of (7.15) we have
lim
ε→0 e
3
ε(t) = 2e2(t). (7.21)
Finally by making use of the error estimate (4.3) between Mε and Mappε in Lemma 4.1, it is not
difficult to repeat the above steps in term of Mε , so we omit the details. Therefore the proof of
Theorem 2.3 is complete. 
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