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Abstract
McDuff and Schlenk determined when a four-dimensional ellipsoid
can be symplectically embedded into a four-dimensional ball, and found
that when the ellipsoid is close to round, the answer is given by an in-
finite staircase determined by the odd-index Fibonacci numbers. We
show that this result still holds in higher dimensions when we “stabi-
lize” the embedding problem.
1 Introduction.
Recent years have seen much progress on the symplectic embedding problem,
particularly in dimension 4. A highlight was McDuff and Schlenk’s classi-
fication of embeddings of 4-dimensional ellipsoids into balls [MS]. To state
their result let us first introduce some notation that we use throughout this
paper.
Consider Euclidean space R2N , with coordinates xj, yj , 1 ≤ j ≤ N ,
equipped with its standard symplectic form ω =
∑N
j=1 dxj ∧ dyj. Often it
is convenient to identify R2N with CN by setting zj = xj + iyj . Now define
the symplectic ellipsoid:
E(a1, . . . , aN ) =


∑
j
π|zj |2
aj
≤ 1

 .
These are subsets of CN and so inherit the symplectic structure. A ball of
capacity R is simply an ellipsoid B2N (R) = E(R, . . . , R); it is also convenient
to write λE(a1, . . . , aN ) for E(λa1, . . . , λaN ).
Symplectic ellipsoids provide a very fruitful source of examples for study-
ing symplectic embedding problems. Indeed, it is currently very much un-
known when precisely one 2n-dimensional symplectic ellipsoid embeds into
another. In [MS], McDuff and Schlenk completely determined the function
cB(x) = inf{R | E(1, x) →֒ B4(R)},
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where E(1, x) →֒ B4(R) denotes a symplectic embedding. By reordering
factors and appealing to scaling, the function cB(x) for x ≥ 1 completely de-
termines when a four-dimensional ellipsoid can be symplectically embedded
into a four-dimensional ball. It turns out that cB(x) is especially interesting
when 1 ≤ x ≤ τ4, where τ = (1 + √5)/2 is the golden ratio. Here the
function is an infinite staircase defined by ratios of odd Fibonacci numbers,
as we will describe below.
In the current paper, we fix a dimension 2N ≥ 6 and consider the “sta-
bilized” version of cB given by
f(x) = inf{R|E(1, x) × R2(N−2) →֒ B4(R)× R2(N−2)}.
Our motivation is to understand to what extent 4-dimensional features per-
sist for higher dimensional embedding problems. As 4-dimensional embed-
dings E(1, x) →֒ B4(R) induce (by taking a product with the identity) high
dimensional embeddings E(1, x) × R2(N−2) →֒ B4(R)× R2(N−2), we see im-
mediately that
f(x) ≤ cB(x). (1)
One might guess that in fact f(x) = cB(x). This however is not necessarily
the case – there are no volume obstructions to embeddings into a prod-
uct B4(R) × R2(N−2), and the methods applied by McDuff and Schlenk are
explicitly 4-dimensional, relying on Seiberg-Witten theory and special prop-
erties of holomorphic curves in dimension 4. In fact, the following “folding”
construction in [H] shows that there is significant flexibility for the stabilized
problem:
Theorem 1. (Hind, [H]) For any S, x ≥ 1 and ε > 0 there exists a sym-
plectic folding mapping E(1, x, S . . . , S) →֒ B4( 3xx+1 + ε)×R2(N−2).
Work of Pelayo and Ngo.c, see [PN], Theorem 4.1, implies that these
embeddings can be extended to E(1, x)×R2(N−2) and so we have that f(x) ≤
3x
x+1 . On the other hand, the four-dimensional volume obstruction implies
that cB(x) ≥
√
x. It follows that we must have f(x) < cB(x) when x > τ
4.
Nevertheless, our main theorem states that the infinite staircase does in fact
persist:
Theorem 2. If 1 ≤ x ≤ τ4 then f(x) = cB(x).
Thus, Theorem 2 in combination with the discussion above implies that
the optimal embedding for the stabilized problem is given by a product
precisely up until τ4, after which strictly better constructions are available.
It is an interesting open question to determine f(x) for x > τ4.
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Sketch of methods.
To describe our approach to Theorem 2 we recall the structure of McDuff
and Schlenk’s infinite staircase.
Let g0 = 1 and gn for n ≥ 1 be the nth odd Fibonacci number. Thus
{gn}∞n=0 is the sequence beginning 1, 1, 2, 5, 13, 34, . . . . Then we can define
sequences {an}∞n=0 and {bn}∞n=0 by an =
(
gn+1
gn
)2
and bn =
gn+2
gn
. We have
limn→∞ bn = τ4 = 7+3
√
5
2 . Given this, Theorem 1.1.2 in [MS] says the
following.
Theorem 3. (McDuff-Schlenk, [MS], Theorem 1.1.2) On the interval 1 ≤
x ≤ τ4 the function cB(x) is linear on the intervals [an, bn] and constant on
the intervals [bn, an+1]. We have cB(an) =
gn+1
gn
and cB(bn) = cB(an+1) =
gn+2
gn+1
.
The following lemma follows directly from [MS], Lemma 1.1.1.
Lemma 4. If f(bn) = cB(bn) for all n, then f(x) = cB(x) for all x ≤ τ4.
Proof. Since f is nondecreasing, the hypothesis together with (1) imply that
f(x) = cB(x) on the intervals [bn, an+1].
Next, as in [MS] Lemma 1.1.1, we observe that
f(λx) ≤ λf(x) (2)
for λ ≥ 1. Let the interval I = [an, bn] for some n. As the graph of cB |I lies
on a line through the origin, and since from the above f(x) coincides with
cB(x) at the endpoints of I, the observation (2) implies that in fact f = cB
on the whole interval and this completes the proof.
The proof of Theorem 2 thus reduces to showing that f(bn) =
gn+2
gn+1
for all
n ≥ 1 and we will prove this by studying holomorphic curves in symplectic
cobordisms.
Outline of the paper.
Our argument combines ideas from [HK] with some techniques involving
embedded contact homology. The details are as follows.
In section 2 we consider an embedding φ : E(1, bn+ ε) →֒ int(E(c, c+ ε))
where c is slightly larger than cB(bn) and ε > 0 is small. We look at holomor-
phic curves in the completion of the cobordism E(c, c+ε)\φ(int(E(1, bn+ε)))
and establish the nontriviality of a certain moduli space of curves with gn+1
positive ends and a single negative end. This relies heavily on the machinery
of embedded contact homology.
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In section 3 we consider a product embedding φ˜ : E(1, bn+ε, S, . . . , S) →֒
E(c, c + ε) × R2(N−2) and a corresponding 2N dimensional cobordism. For
a suitable choice of almost-complex structure the curves constructed in di-
mension 4 imply that a corresponding moduli space of curves in the high
dimensional cobordism is also nontrivial. We proceed to show that in fact
it is also nontrivial as a cobordism class.
In section 4 we prove a compactness theorem showing that the cobordism
class of the moduli space studied in section 3 is the same for all embeddings
ψ˜ : λE(1, bn + ε, S, . . . , S) →֒ E(c, c + ε) × R2(N−2) with λ > 0, and in
particular is always nontrivial. As holomorphic curves have positive area
this readily implies Theorem 2 as we make precise in section 5.
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2 Four dimensional cobordisms.
2.1 The main proposition
Fix a sufficiently small irrational ε > 0, and consider the four-dimensional
symplectic ellipsoids
E1 := λE
(
gn+2
gn+1
,
gn+2
gn+1
+ ε
)
, E2 := E
(
1,
gn+2
gn
+ ε
)
, .
where λ > 1 is some real number close to 1. As with any irrational ellipsoid
E(a, b), these have a natural contact form with exactly two Reeb orbits, one
of action a and the other of action b. Here, the action of a Reeb orbit γ is
defined by
A(γ) =
∫
γ
µ
where µ is a Liouville form on C2.
Let α1 denote the short Reeb orbit on ∂E1 and let α2 denote the long
orbit; define β1 and β2 on ∂E2 analogously. By an orbit set we mean a
finite collection of distinct embedded Reeb orbits with multiplicities, which
we write with multiplicative notation. For example α = αk1α
l
2 is an orbit set
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in ∂E1 for any k, l ≥ 0. It is useful to define the action of an orbit set by
A
(∑
i
αmii
)
=
∑
i
miA(αi).
Recall that by [MS], see Theorem 3 above, there is a symplectic embed-
ding Ψ : E2 → int(E1) for any λ > 1. Choose such a λ close to 1, let X
denote the symplectic cobordism E1 \ Ψ(E2), and let X denote the sym-
plectic completion of X (see for instance [H2], section 5.5). Let J denote
a “cobordism admissible” (in the sense of [H2] again for example) almost
complex structure on X, and for orbit sets α and β, let M(α, β) denote
the moduli space of J-holomorphic curves in X asymptotic to an orbit set
α at +∞ and β at −∞. Saying that a holomorphic curve is asymptotic to
α = αk1α
l
2 means that its positive ends cover α1 with total multiplicity k and
α2 with total multiplicity l, see eg [H2] for more details.
The goal of this section is to prove the following.
Proposition 5. For any n ≥ 0, if ε is sufficiently small and λ is sufficiently
close to 1, then there is a connected embedded J-holomorphic curve C ∈
M(αgn+12 , βgn+21 ). The curve C has genus 0, gn+1 positive ends, and one
negative end. In other words, each positive end is asymptotic to α2 and the
negative end is asymptotic to the degree gn+2 cover of β1.
To put this slightly differently, let us defineM0 to be the moduli space of
J-holomorphic curves in X with gn+1 positive ends asymptotic to α2 and one
negative end asymptotic to β
gn+2
1 . Proposition 5 says that M0 is nonempty.
2.2 ECH Preliminaries
Let (Y, µ) be a closed three-manifold with a nondegenerate contact form.
The embedded contact homology of Y (with Z/2 coefficients), ECH∗(Y, µ),
is the homology of a chain complex ECC∗(Y, µ). This chain complex is
freely generated over Z/2 by orbit sets, where the definition of orbit set
was given in section 2.1. The orbit sets are required to be admissible. This
means that mi is equal to 1 whenever αi is hyperbolic. The chain complex
differential d is defined by counting ECH index 1 “J-holomorphic currents”
in R × Y , for admissible J . Specifically, the coefficient 〈dα, β〉 is a mod 2
count of ECH index 1 J-holomorphic currents, modulo translation in the
R-direction, that are asymptotic to α at +∞ and asymptotic to β at −∞;
for the definiton of asymptotic in this context, see the previous section. By
a holomorphic current, we mean a finite set {(Ci,mi)}, where the Ci are
irreducible 1 somewhere injective J-holomorphic curves in R×Y and the mi
1We call a somewhere injective curve irreducible if its domain is connected.
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are positive integers. Two J-holomorphic currents are declared equivalent
if they are equivalent as currents. We denote the space of J-holomorphic
currents from α to β by Mcurrent(α, β). If J is generic, then it is shown in
[HT1, HT2] that d2 = 0. The ECH index, which is the key nonstandard
feature of the definition of ECH, will be defined in the next section. For
more about ECH, see [H2].
Now let Ψ : (X2, ω2) → int(X1, ω1) be a symplectic embedding of Liou-
ville domains. Consider the symplectic cobordism
X = (X1, ω1) \Ψ(int(X2, ω2)).
By [HT1], there is an induced map
Φ : ECH(∂X1)→ ECH(∂X2).
This map is defined by using Seiberg-Witten theory. Nevertheless, it satisfies
a holomorphic curve axiom. Namely, it is shown in [HT4] that Φ is induced
from a chain map Φ˜ with the following property: if α and β are nonzero
chain complex generators with 〈Φ˜(α), β〉 6= 0, then there is a possibly bro-
ken J-holomorphic current C ∈ Mcurrent(α, β) with I(C) = 0. A broken
J-holomorphic current from α to β is a sequence of holomorphic currents
C1, . . . , Cn such that Ci ∈ Mcurrent(γi, γi+1), where the γi are orbit sets such
that γ1 = α and γn+1 = β. The Ci are called levels, and in principle could
be curves in either R×∂X1 or R×∂X2, with an R invariant almost-complex
structure, or in X with a cobordism admissible almost-complex structure.
In fact, only one of the levels is a curve in X ; this is called the cobordism
level, and the other levels are called symplectization levels. The ECH index
of a broken holomorphic current is the sum of the ECH indices of each level.
2.3 The ECH index and the J0 index
Let C ∈ Mcurrent(α, β) be a J-holomorphic current in X . The ECH index
only depends on the relative homology class [C]. Specifically, the formula
for the ECH index is as follows:
I([C]) = cτ ([C]) +Qτ ([C]) + CZ
I
τ ([C]). (3)
Here, τ denotes a symplectic trivialization of ξ := Ker(µ) over each embed-
ded Reeb orbit, cτ ([C]) denotes the relative first Chern class c1(TX |[C], τ)
(defined using an admissible almost-complex structure), Qτ ([C]) denotes
the “relative intersection pairing”, and CZIτ ([C]) denotes the total Conley-
Zehnder index
CZIτ ([C]) =
∑
i
mi∑
l=1
CZτ (α
l
i)−
∑
j
nj∑
k=1
CZτ (β
k
j ),
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where α =
∑
i α
mi
i and β =
∑
j β
nj
j . In this formula CZτ (γ
k) denotes the
Conley-Zehnder index of the k-times multiple cover of an embedded Reeb
orbit γ, defined relative to the trivialization τ . We will not define the relative
intersection pairing here, see [H2] for the details, but in section 2.5 we will
give formulas for computing these quantities for ellipsoids.
There is a variant of I which bounds the topological complexity of C,
called the J0 index, which we will also use. It is given by the formula
J0([C]) := − cτ ([C]) +Qτ ([C]) +CZJτ ([C]), (4)
where CZJτ ([C]) =
∑
i
∑mi−1
l=1 CZτ (α
l
i) −
∑
j
∑nj−1
k=1 CZτ (β
k
j ). Assume now
that C is somewhere injective, connected, has genus g, and all ends at elliptic
orbits. It is shown in [H1, Prop 6.9] that
J0(C) ≥ 2(g − 1 + δ(C)) +
∑
γ
(2nγ − 1),
where the sum is over all embedded Reeb orbits γ at which C has ends, nγ
denotes the total number of ends of C at γ, and δ(C) denotes an algebraic
count of the number of singularities of C; in particular, δ(C) ≥ 0, and equal
to 0 if and only if C is embedded.
2.4 The partition conditions
Let C ∈ M(α, β) be a connected somewhere injective curve inX with I(C) =
ind(C) = 0. It is shown in [H1] that we can compute the multiplicities of the
ends of C at α and β purely combinatorially, given the monodromy angles
of the underlying embedded orbits in α and β. This works as follows for
the positive ends, in the case where all orbits in α and β are elliptic. (The
formula for the negative ends is similar, but we will not need this. The
formula when there are hyperbolic orbits is also not hard.)
Suppose then that C is a somewhere injective curve with positive ends at
an elliptic orbit γ˜, with total multiplicity m. This means that the positive
ends of C form an unordered partition (m1, . . . ,mn) of m, called the positive
partition of m. Let γ be the underlying embedded orbit for γ˜ (to clarify the
notation, this means that γ˜ is an m-fold cover of γ).
Here is how we can compute the partition (m1, . . . ,mn). As γ is elliptic
our trivialization τ is homotopic to one where the linearized Reeb flow gener-
ates a rotation through an angle 2πθ. Then θ is the monodromy angle for γ,
and we let L be the line in the xy-plane that goes through the origin and has
slope mθ. Now let Λ be the maximum concave piecewise linear continuous
lattice path that starts at (0, 0), ends at (m, ⌊mθ⌋), and stays below the line
L; this means that the area under Λ is the convex hull of the set of lattice
points in the region bounded by the x-axis, the line x = m, and the line L.
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It is shown in [H1] that the entries mi are the horizontal displacements of
the vectors in Λ.
2.5 The ellipsoid case
We now explain how to compute I and J0 in the case relevant to Proposi-
tion 5.
Recall the notation from the beginning of this section, and let C be a
J-holomorphic current in X (to emphasize, X now denotes the completion
of the cobordism induced by the embedding of the ellipsoids at the beginning
of this section). We can trivialize the contact structure over each embedded
Reeb orbit on the boundary of either E1 or E2 by using the identification
TR4 = C ⊕ C and observing that the contact structure on the boundary of
either ellipsoid restricts to each Reeb orbit as one of these C factors. Call this
trivialization τ . Now assume that C is asymptotic to the orbit set αm11 α
m2
2
at +∞, and asymptotic to the orbit set βn11 βn22 at −∞. We now have the
following formulas for the quantities that enter into I and J0:
cτ ([C]) = (m1 +m2)− (n1 + n2), Qτ ([C]) = 2(m1m2 − n1n2).
We also know that the monodromy angle (with respect to τ) of any of the
four embedded Reeb orbits relevant to the asymptotics is equal to the length
of this Reeb orbit, divided by the length of the other Reeb orbit (so, for
example, the monodromy angle of α1 is slightly less than 1); we can use this
to compute CZIτ or CZ
J
τ . These formulas are proved in [H2], see [Ex. 1.8
and Sec. 3.7]. In this section of [H2], Hutchings is considering the case of
the symplectization of a single ellipsoid; however, since these quantities are
purely topological the computations extend to our situation as well.
The following basic consideration will also be useful:
Fact 6. Let b/a be irrational. Then the chain complex differential d for
ECH(∂E(a, b)) satisfies d = 0.
Proof. As explained in section 2.1, as our ellipsoids are irrational the Reeb
vector field on the boundary has exactly two closed orbits, and they are both
elliptic. Fact 6 now follows, since it is shown for example in [HT5, Lem. 4.1]
that the ECH chain complex differential vanishes for any nondegenerate
contact manifold with only elliptic orbits.
2.6 Proof of the proposition
We now have all the ingredients needed to prove Proposition 5.
Step 1. As stated above, the symplectic cobordism X = E1 \ Ψ(E2)
induces a map
Φ : ECH(∂E1)→ ECH(∂E2).
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This map must be an isomorphism. The reason for this is that the cobordism
X is diffeomorphic to a product, and the ECH cobordism map agrees2 with
the cobordism map on Seiberg-Witten Floer cohomology, which is known to
be an isomorphism for product cobordisms. Now consider the ECH generator
α
gn+1
2 . By Fact 6, we know that the ECH chain complex differential vanishes
for the boundary of any irrational ellipsoid. Hence, [α
gn+1
2 ] defines a nonzero
class in ECH(∂E1). Thus, Φ([α
gn+1
2 ]) 6= 0. We know by the “holomorphic
curve” axiom that for any orbit set Θ appearing in Φ([α
gn+1
2 ]) 6= 0, there is a
possibly broken J-holomorphic current from α
gn+1
2 to Θ, of total ECH index
0.
Step 2. We will first explain why we must have Θ = β
gn+2
1 . This will
follow from ECH index calculations for ellipsoids, together with the fact
that the holomorphic building from α
gn+1
2 to Θ has total ECH index 0.
First note that, as explained in the section 2.3, the ECH index of any
J-holomorphic current in X only depends on the asymptotics of the current.
It also follows from the calculations in section 2.5 that there is a canonical
Z-grading for ECH of the boundary of any ellipsoid with the property that
the ECH cobordism map must preserve this grading. This grading is given
by
gr(γx11 γ
x2
2 ) = x1 + x2 + 2x1x2 +CZ
I
τ (γ
x1
1 γ
x2
2 ),
where τ is the trivialization used in section 2.5. It turns out that
gr(γx11 γ
x2
2 ) = 2#{(a, b)|A(γa1γb2) < A(γx11 γx22 )}, (5)
where A denotes the symplectic action, and a and b are both nonnegative
integers. This can be proved directly by interpreting gr as a count of lattice
points in a triangle determined by (x1, x2), see e.g. Ex. 3.11 in [H2], but also
follows from the fact that the ECH “U”-map is a degree −2 isomorphism on
ECH(S3) which decreases the action.
It follows from this that if ε is sufficiently small then gr(α
gn+1
2 ) = g
2
n+1+
3gn+1. It also follows from the arguments in the previous paragraph that
there is a unique orbit set in any grading (this also follows from the compu-
tation of the ECH of S3). We now claim that
#{(a, b)|A(βa1βb2) < A(βgn+21 )} =
g2n+1 + 3gn+1
2
.
2Indeed, this is currently the definition of the ECH cobordism map.
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To see this, one computes
#{(a, b)|A(βa1βb2) < A(βgn+21 )}
= #{(a, b)|a + b(gn+2
gn
+ ε) < gn+2}
=
gn−1∑
m=0
(⌊gn+2 −m(gn+2
gn
+ ε)⌋+ 1)
= gngn+2 −
gn−1∑
m=1
⌊mgn+2
gn
⌋
=
gngn+2 + gn+2 + gn − 1
2
=
g2n+1 + 3gn+1
2
,
where the second to last equality follows from the identity
q−1∑
i=0
⌊ ip
q
⌋ = (p − 1)(q − 1)
2
for relatively prime positive integers p and q, and the last line follows from
a Fibonacci identity which is easily proved by induction. Note that one can
also prove by induction that gn and gn+2 are always relatively prime. It now
follows that in fact Φ([α
gn+1
2 ]) = [β
gn+2
1 ].
Step 3. Because Φ([α
gn+1
2 ]) = [β
gn+2
1 ], it follows from the properties
of the ECH cobordism map explained in §2.2 that there is a broken J-
holomorphic current Z from α
gn+1
2 to β
gn+2
1 . This broken current could in
principle consist of multiple levels, and multiple connected components. Call
a symplectization level trivial if it is a union of branched covers of trivial
cylinders.
Claim 7. The current Z has a single nontrivial level, consisting of a single
somewhere injective (in fact embedded) connected component.
Note that such a level is necessarily a cobordism level. Claim 7 will follow
from the following:
Lemma 8. Fix orbit sets α on ∂λE(gn+2gn+1 ,
gn+2
gn+1
+ε) and β on ∂E(1, gn+2gn +ε).
Let C ∈ M(α, β) be a somewhere injective connected J-holomorphic curve
in X, and asume that gr(α) < gr(α
gn+1
2 ). If ε is sufficiently small, and λ is
sufficiently close to 1, then A(C) > (λ− 1)gn+2 + ελgn+1.
Here, the action A(C) is defined by
A(C) = A(α)−A(β).
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Proof. Given positive real numbers a, b, let N (a, b) denote the sequence
whose kth term (indexed starting at 0) is the (k + 1)st smallest element
in the matrix (ma+ nb)m,n∈Z≥0 . The motivation for studying this sequence
is as follows. By Step 2, N (a, b)k is the action of the unique ECH generator
for ∂E(a, b) in grading 2k, if a/b is irrational. Moreover, for fixed k, N (a, b)k
is a continuous function of a and b (in fact, N (a, b) is the sequence of ECH
capacities of the ellipsoid E(a, b)).
With this in mind, note first that we know from the calculations in Step
2 that
N (1, gn+2/gn)(g2n+1+3gn+1)/2 = N (gn+2/gn+1, gn+2/gn+1)(g2n+1+3gn+1)/2.
Moreover, it follows from [MS], see also e.g. [CGK], that
N (1, gn+2/gn)k ≤ N (gn+2/gn+1, gn+2/gn+1)k
for all k. In fact, we now claim that we must have N (1, gn+2/gn)k <
N (gn+2/gn+1, gn+2/gn+1)k for 0 ≤ k < (g2n+1 + 3gn+1)/2. Otherwise, there
would exist nonnegative integers x, y and T such that
x+
gn+2
gn
y =
gn+2
gn+1
T,
or, rearranging,
gn+1
gn+2
x+
gn+1
gn
y = T,
with T ≤ gn+1. One can show by induction that gn+1 and gngn+2 are
relatively prime; hence, we must have T = gn+1 and so
gn+2
gn+1
T = N (gn+2/gn+1, gn+2/gn+1)(g2n+1+3gn+1)/2.
Arguing as in Step 2, we see that if k < (g2n+1+3gn+1)/2, thenN (1, gn+2/gn)k <
N (1, gn+2/gn)(g2n+1+3gn+1)/2, and hence the claim follows.
We can now complete the proof of the Lemma. Since C is somewhere
injective, we must have I(C) ≥ 0, for example by [H1]. Therefore gr(β) ≤
gr(α). As explained in Step 2, the action of a generator of ECH(∂E(a, b))
is a strictly increasing function of its grading. Thus, A(α)−A(β) ≥ A(α)−
A(β′), where β′ is the unique orbit set with gr(β′) = gr(α) < gr(αgn+12 ) By
the above claim, if ε is sufficiently small and λ is close enough to 1, then by
continuity of the functions N (a, b)k we have that A(α) −A(β′) is bounded
below by some fixed positive number independent of k = gr(α). This implies
the Lemma by again choosing ε sufficiently small and λ close enough to 1.
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We now explain why the lemma implies Claim 7. Assume that there was
such a building, and look at the cobordism level. This consists of a (possibly
disconnected) holomorphic current B, with A(B) ≤ (λ − 1)gn+2 + ελgn+1
(the action difference between α
gn+1
2 and β
gn+2
1 ). Look at the underyling
somewhere injective curve for any component C˜ of this current; this curve C
must also satisfy A(C) ≤ (λ−1)gn+2+ελgn+1, and if C˜ is an honest multiple
cover, then C must be asymptotic at +∞ to an orbit set with action strictly
less than α
gn+1
2 , and hence grading strictly less than the grading of α
gn+1
2 .
It follows from Lemma 8 that there are no such curves if ε is close to 0 and
λ close to 1; hence, C˜ must be somewhere injective. The same argument
shows that B must consist of a single connected component.
It now follows by general properties of the ECH index, see [H1], that
I(B) ≥ 0. Since the total index of the building is 0, and I(S) ≥ 0 for
any symplectization level of the building, with equality if and only if S is a
union of branched covers of trivial cylinders (again by general properties of
the ECH index), Claim 7 now follows.
Step 4. We can now complete the proof of Proposition 5. By the previous
steps, there is a connected somewhere injective curve C ∈ M(αgn+12 , βgn+21 ).
It remains to show that this curve has the properties claimed in the propo-
sition.
First, note that the partition conditions from earlier in this section show
that if ε is small enough, then C has gn+1 positive ends. This is because one
can make the monodromy angle for α2 arbitrarily small and positive mod 1
by making ε sufficiently small, so that this claim follows by the definition of
the positive partition.
We know by the formulas in section 2.3 that for any current C,
I([C])− J0([C]) = 2cτ ([C]) + CZtopτ ([C]),
where CZtopτ ([C]) =
∑
iCZτ (α
mi
i ) −
∑
j CZτ (β
nj
j ). We also know that for
our particular somewhere injective curve C we have I(C) = 0. It follows
from this, and the formulas in sections 2.3 and 2.5, that
J0(C) = 2gn+2 − 4gn+1 + 2(gn − 1).
By the inequality on J0 at the end of section 2.3 we therefore have
2(g − 1 + δ(C)) +
∑
γ
(2nγ − 1) ≤ 2gn+2 − 4gn+1 + 2(gn − 1),
hence
2(g + x) + δ(C) ≤ 2(gn+2 − 3gn+1 + gn) + 2 = 2,
where x denotes the number of negative ends of C, and we have applied an
identity for odd index Fibonacci numbers that is easily proved by induction.
It follows that g = δ(C) = 0, and x = 1. This proves Proposition 5.
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3 Holomorphic curves for the product embedding.
We begin by describing our cobordism and then the moduli space of interest;
the basic setup we describe here is similar to the setup in [HK, §3]. We want
to understand embeddings in any dimension 2N ≥ 6, but for the analysis
in this section we will assume that N = 3. This simplifies the notation, but
does not result in any loss of generality because we will not use any index
formulas which may be dimension dependent.
Recall from Theorem 3 that there is an embedding
Φ : E(1, bn + ε)→ int(E(c, c + ε)),
where bn =
gn+2
gn
and c can be chosen slightly larger than gn+2/gn+1. Let X
be the cobordism associated to this embedding, and let X be the manifold
obtained by attaching cylindrical ends to X.
For any S we can prolong the embedding Φ to a map
Ψ : E(1, bn + ε, S)→ int(E(c, c + ε))× C,
given by
(z1, z2, z3)→ (Φ(z1, z2), z3).
The projection of the image of Ψ to the C factor lies inside some large
open disc B2(T ). The map Ψ therefore induces an embedding
Ψ˜ : E(1, bn + ε, S)→ int(E(c, c + ε)) × CP 1(2T ),
where T is some large real number that we will say more about later. It is
convenient to think of B2(T ) as embedded in CP 1(2T ) as the lower hemi-
sphere. We can remove the image of Ψ˜ to get a symplectic cobordism M .
Attach ends to M to get a completed symplectic manifold M .
The manifold ∂E(1, bn + ε, S) is contact, and the manifold ∂E(c, c +
ε) × CP 1(2T ) has a natural stable Hamiltonian structure. We will study
J-holomorphic cuves asymptotic to appropriate Reeb orbits, for these stable
Hamiltonian structures.
To specify these orbits, first note that we can regard the orbit β1 from
section 2 as an orbit on ∂E(1, bn + ε, S). This orbit is non-degenerate. We
can regard the orbit α2 from section 2 as an orbit on ∂E(c, c+ε)×CP 1(2T ),
by thinking of it as α2 × {p}. The point p is chosen as follows. There is
an S1 action on CP 1(2T ), with a unique fixed point in the image of the
projection of our embedding to the CP 1 factor. This is the point p. It
will be convenient to choose a coordinate z3 on a neighborhood of this fixed
point, such that z3 = 0 is the fixed point.
We now specify the set of almost complex structures that we want to
consider. First note that E(1, bn+ε, S) and E(c, c+ε)×CP 1(2T ) both have
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an S1 action, given by acting on the third factor. Moreover, we can arrange
it so that the embedding Ψ˜ is equivariant with respect to this action. Thus,
the manifold M has an S1 action. Later we will want to choose J to take
advantage of this. Also, we will want to choose J so that the curves we want
to study avoid the point at ∞ in CP 1(2T ). To accomplish this, denote by
U(T ) the subset
E(c, c + ε)× ((CP 1(2T ) \B2(T )),
where E(c, c + ε) denotes the completion formed by attaching a cylindrical
end. Then, since Ψ˜E(1, bn + ε, S) does not intersect this subset, we can
regard U(T ) as a subset of M .
Now first let J (T ) denote the space of cobordism admissible almost
complex structures on M . Also, fix a positive real number R. Let C be a
curve in M asymototic to orbits α at (∂E(c, c + ε)) × CP 1(2T ) and β at
∂E(1, bn + ε, S). We can define the action of C as before by
A(C) = A(α)−A(β).
Let JR(T ) denote the space of almost complex structures such that any
curve C with A(C) ≤ dπR2 and one negative end has image contained in
the interior of U(T )c. Here, d = gn+1.
Lemma 9. Given R, for sufficiently large T , the space JR(T ) is open and
nonempty.
Proof. This is proved as in [HK, Lem. 3.3].
We will now write JR instead of JR(T ) when the explicit value of T is
not needed and all we need to know is that we have chosen T large enough
so that Lemma 9 applies. Now let J R ⊂ JR denote the space of S1 invariant
almost complex structures, and recall the cobordism X from 2.1. There is
an inclusion X ⊂ M induced by the map (z1, z2) → (z1, z2, p). Note that
if J ∈ J R, then this inclusion is J-holomorphic. As in [HK], say that a
J ∈ J R(T ) is suitably restricted if its restriction to X is regular for all
somewhere injective, finite energy curves of genus 0 in X .
We can now state the main goals of this section. Given J ∈ J R, let
MJ(gn+1α2, βgn+21 ) denote the moduli space of genus 0 somewhere injective
J-holomorphic curves in M with gn+1 positive punctures and one negative
puncture, that are asymptotic to translations of α2 at positive infinity, and
asymptotic to β
gn+2
1 at negative infinity. (Note that for curves in higher
dimensional cobordisms, we will always specify the number of positive and
negative punctures and the corresponding multiplicities, rather than just
the total orbit set). In §4, we will show that this space is compact. For S1
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invariant J the moduli space M0 from the end of section 2.1 of curves in X
is naturally a subset of MJ(gn+1α2, βgn+21 ). It turns out that both of these
moduli spaces have virtual dimension 0; a discussion of the index formulas
in higher dimension is postponed until section 4.
The first result is the following.
Proposition 10. If J ∈ J R is regular and suitably restricted, then the
oriented cobordism class of MJ(gn+1α2, βgn+21 ) is nontrivial.
We prove this in section 3.1.
We will combine Proposition 10 with the following.
Proposition 11. The set of J ∈ J R which are regular forMJ(gn+1α, βgn+21 )
and suitably restricted is nonempty.
This is established in section 3.2.
3.1 The moduli space for invariant almost-complex struc-
tures.
Here we prove Proposition 10 (modulo the compactness of the moduli space,
which is deferred to §4).
Proof. The proof is similar to [HK, Prop. 3.15]. The key will be a version
of automatic transversality in this setting established by Wendl in [Wen].
Step 1.Splitting the normal bundle.
Let C be a curve inMJ(gn+1α2, βgn+21 ). Then C is index 0 (we will prove
this in Lemma 14), somewhere injective, and transverse, hence by [Wen, Cor.
3.17] immersed, since J is regular. Also, since C is transverse, its projection
to CP 1 lives in the fixed point set (otherwise, it would not be rigid), and
thus its projection is p. Hence C ∈ M0. Now let N denote the normal
bundle to C. A linear Cauchy-Riemann type operator is a map:
D : Γ(N)→ Γ(T 0,1C ⊗N).
We first claim that the bundle N splits as a sum of complex line bundles.
N = H ⊕ V.
Here, H and V are defined as follows. First, note that C is a symplectic
submanifold of M . We can therefore identify its normal bundle with a sub-
bundle of TM |C . Now, a point y on C either maps to the complement of the
image of E(1, bn + ε, S), or to the cylindrical end ∂E(1, bn + ε, S)× (−∞, 0].
In the first case, we can write TM |y = Tpi(y)(X)× Tp(CP 1), and in the sec-
ond case we can write TMy = C
3; here π denotes the canonical projection,
15
and we are thinking of ∂E(1, bn+ ε, S)× (−∞, 0] as identified with the com-
plement of the origin in E(1, bn + ε, S). We define V to be the subbundle
that is parallel to the Tp(CP
1) factor in the first case, and the {z3} factor
in the second, and we define H to be the subbundle that is parallel to the
Tpi(y)(X) factor in the first case, and the {z1, z2} factors in the second. Note
that this is well-defined.
The argument in [HK, Lem. 3.17] now says that this is in fact a J-
holomorphic splitting of complex subbundles. In that argument, the map φ0
is induced from an inclusion, but it generalizes to this case without change:
all we need is that the map is induced by an embedding which restricts to
the 3rd coordinate as the identity.
Step 2.Counting with sign.
By Proposition 5, there is at least one element C in the moduli space
M0 ⊂ MJ(gn+1α2, βgn+21 ). If there are no other curves then the Proposi-
tion follows immediately from regularity of J . Assume then that there is
some other curve C ′. We claim that C ′ counts with the same sign as C. To
compute the difference in sign between C and C ′, we identify their normal
bundles, and choose a family of linear Cauchy-Riemann type operators inter-
polating between their deformation operators, with the same asymptotics.
As in [HK, §3.3.1], the difference in sign is then given by computing a sum of
crossing numbers; these crossing numbers are computed at parameter values
where the relevant Cauchy-Riemann type operator has a nontrivial cokernel.
Now note that by Step 1, the deformaton operator for either C or C ′
splits as a sum with respect to this splitting:
D =
(
DH 0
0 DV
)
.
We can choose our interpolating family D(t) to respect this splitting. Now
let D(t0) be some operator in this family. Then we claim that the cokernel of
D(t0) is trivial. This is because the normal Chern numbers of the operators
D(t0)H and D(t0)V are negative, so we can appeal to [Wen, Thm. 1.2]. To
see why they are negative, note first that we can identify the bundle H with
the normal bundle to C in X, and by the conditions on J , we can choose
this identification such that the operator D(t0)H has the same asymptotics
as the deformation operator for C in X.
As for the operator D(t0)V , note first that the stable Hamiltonian struc-
ture on ∂E(c, c + ε) × CP 1 restricts to a stable Hamiltonian structure on
α2×CP 1. The operator D(t0)V is asymptotic at any positive puncture qi at
a Reeb orbit α2×{p} to the asymptotic operator on Tp(CP 1)|α2×{p} induced
by the Reeb flow for this stable Hamiltonian structure. We claim that the
orbit at qi has odd parity, in the sense of [Wen, Sec. 3.2]; given this, the
claimed fact about the normal Chern number will follow. To see why the
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parity is odd, note that we can choose a trivialization for Tp(CP
1) such that
this asymptotic operator is i∂t, where t is the angular coordinate near the
puncture, so if we perturb this operator by adding a constant, the perturbed
operator will have odd Conley-Zehnder index. By the definitions in [Wen,
Sec. 3.2], this says that these orbits count as odd in their contribution to the
normal Chern number. Thus, the operator D(t0)V cannot have a nontrivial
cokernel either, so we are done.
3.2 Regular and invariant structures exist.
Here we prove Proposition 11, that is, we establish the existence of suitably
restricted almost-complex structures J ∈ J R that are regular for curves in
MJ(gn+1α2, βgn+21 ).
We follow the methods of [HK] closely, and the first observation is that
standard transversality arguments imply the existence of suitably restricted
almost-complex structures J ∈ J R which are regular for curves inMJ(gn+1α2, βgn+21 )
which are orbitally simple, that is, curves which intersect at least one orbit
of the S1 action exactly once and transversally, see [HK], section 3.3.2.
We may suppose that our embedding Φ extends to a slightly larger el-
lipsoid (1 + δ)E(1, bn + ε). Denote by
Σ = Φ(∂(1 + δ)E(1, bn + ε))× CP 1(2T ).
This is a stable Hamiltonian hypersurface in M . Furthermore, the same
transversality arguments allow us to find suitably restricted JK ∈ J R which
are regular for orbitally simple curves and also satisfy the following condi-
tions:
• The almost-complex structure JK is stretched to length K along Σ;
• Away from Σ the JK converge smoothly to a fixed almost-complex
structure;
• On (E(c, c + ε)\Φ((1+δ)E(1, bn+ε)))×CP 1(2T ) the natural projection
π :M → X is JK-holomorphic.
Proposition 11 now follows from the next proposition.
Proposition 12. For K sufficiently large, all curves inMJK (gn+1α2, βgn+21 )
are orbitally simple.
Proof. The proof is analogous to [HK], Proposition 3.18. We argue by con-
tradiction and suppose uK is a curve in MJK (gn+1α2, βgn+21 ) which is not
orbitally simple.
Taking a limit as K → ∞ the compactness theorem of Symplectic
Field Theory [BEHWZ] implies that a subsequence of the uK converge to
a holomorphic building with components in the completion A of Φ((1 +
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δ)E(1, bn + ε)×CP 1(2T ) \ Ψ˜(E(1, bn + ε, S)), the completion B of (E(c, c+
ε) \Φ((1 + δ)E(1, bn + ε)))×CP 1(2T ) and possibly the symplectizations of
∂Ψ˜(E(1, bn + ε, S)) and Σ and ∂E(c, c + ε)× CP 1(2T ).
Let SK = u
−1
K (B). By definition π ◦ uK |SK is a nontrivial multiple
covering onto its image. The degree is constant on each component and by
the asymptotic behaviour of the uK near their positive punctures we see that
the degree is bounded by gn+1. The convergence implies that for the limiting
curves v mapping to B the projection π◦v is also a nontrivial multiple cover.
Suppose that π ◦v is a multiple cover of a finite energy curve w mapping
to the completion of E(c, c + ε) \ Φ((1 + δ)E(1, bn + ε)). Counting with
multiplicity suppose that w has k positive ends, l negative ends asymptotic
to β1 and m negative ends asymptotic to multiples of β2. Then up to terms
of order ε, δ the curve w has symplectic area
k
gn+2
gn+1
− l −mgn+2
gn
.
As the curves uK have action of order ε, so does w and therefore the expres-
sion above is 0. Hence
gn+2
gngn+1
(kgn −mgn+1) ∈ Z.
Now, consecutive odd index Fibonacci numbers are coprime. Therefore
gn+1|(kgn − mgn+1) and k is a multiple of gn+1. But as v is a limit of
the uK , by area considerations it can have at most gn+1 positive ends, and if
it does have gn+1 positive ends they must be simply covered. As we have seen
that w must also have gn+1 positive ends this contradicts our assumption
that v covers w nontrivially and completes the proof.
4 Compactness
Continue to consider the manifoldsM and X from the previous section, only
we now allow any N ≥ 3 as a parameter in their construction, rather than
restricting to the case N = 3 as we did in that section. Hence now M is a
completion of E(c, c+ ε)×CP 1(2T )N−2 with the image of an embedding Ψ˜
removed, where
Ψ˜ : E(1, bn + ε, S, . . . , S)→ int(E(c, c + ε))× CP 1(2T )N−2.
Similarly to section 3 we choose coordinates on CP 1(2T )N−2 such that the
fixed point of the (S1)N−2 torus action is z3 = · · · = zN = 0. By choosing T
sufficiently large, by Lemma 9 we need only consider curves whose projection
onto CP 1(2T )N−2 lies in the affine part CN−2.
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Let αi and βi be the embedded closed Reeb orbits on ∂E(c, c + ε) and
∂E(1, bn + ε) as in the previous sections, and continue to denote an r-fold
cover of a simple Reeb orbit γ by γr. We denote by αi,w the Reeb orbit
αi×{w} ⊂ ∂E(c, c+ε)×CP 1(2T )N−2 and βi will also denote a Reeb orbit in
∂E(1, bn+ε, S, . . . , S) using the inclusion E(1, bn+ε) ⊂ E(1, bn+ε, S, . . . , S).
Fix J , an almost complex structure which is compatible with the symplectic
form, and having cylindrical ends.
Define
M(J) =M(αr11 , . . . , α
rn1
1 , α
s1
2 , . . . , α
sn2
2 ;β
t1
1 , . . . , β
tn3
1 , β
u1
2 , . . . , β
un4
2 ;J)
to be a certain moduli space of J-holomorphic spheres in M with n1+ n2 +
n3+n4 punctures, quotiented by reparameterizations of the domain. Specif-
ically, require curves u ∈ M(J) to have n1 positive punctures asymptotic
to covers of some α1,w, with the i
th one covering the simple orbit ri times.
Similarly there must be n2 positive punctures asymptotic to covers of the
α2,w and so on.
The goal of this section is to show that for the relevant values of the
ri, si, ti and ui, the moduli space M(J) is sequentially compact, as is a
related moduli space associated to 1-parameter families of almost-complex
structures, see Theorem 19. To do this, we first need formulas for the virtual
index of holomorphic curves in various cobordisms. The index formula for
holomorphic curves in symplectic cobordisms can be found for example in
[EGH]; the formulas in the case of ellipsoids were worked out in [HK].
Proposition 13. For S sufficiently large and ε small, the virtual deforma-
tion index of curves u ∈ M(J) is given by
index(u) = (N − 3)(2 − n1 − n2 − n3 − n4)
+
n1∑
i=1
(2ri + 2⌊ ric
c+ ε
⌋+N − 1) +
n2∑
i=1
(2si + 2⌊si(c+ ε)
c
⌋+N − 1)
−
n3∑
i=1
(2ti + 2⌊ ti
bn + ε
⌋+N − 1)−
n4∑
i=1
(2ui + 2⌊ui(bn + ε)⌋+N − 1)
= 2(N − 3) + 2n2 − (2N − 4)n3 − (2N − 4)n4 + 4
n1∑
i=1
ri + 4
n2∑
i=1
si
−2
n3∑
i=1
(ti + ⌊ ti
bn + ε
⌋)− 2
n4∑
i=1
(ui + ⌊ui(bn + ε)⌋)
We note that this index is always even. Here is an immediate application
of Proposition 13 that we will need:
Lemma 14. Let M(J) = M(α2, . . . , α2, βgn+21 ;J) with gn+1 copies of α2,
and let u ∈ M(J). Then index(u) = 0.
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Proof. By Proposition 13, we have
index(u) = 2(N − 3) + 2gn+1 − (2N − 4) + 4gn+1 − 2(gn+2 + ⌊ gn+2
bn + ε
⌋)
= −2 + 2gn+1 + 4gn+1 − 2(gn+2 + gn − 1)
= 2(3gn+1 − gn+2 − gn) = 0.
In the last line, we have used a standard Fibonacci identity.
There are similar moduli spaces of curves in the cylindrical manifolds
∂E(c, c + ε) × (CP 1)(N−2) × R and ∂E(1, bn + ε, S, . . . , S) × R that we will
want to study, where the almost complex structure is assumed R-invariant.
In the first case we study moduli spaces
Mball(J) =M(αr11 , . . . , α
rn1
1 , α
s1
2 , . . . , α
sn2
2 ;α
t1
1 , . . . , α
tn3
1 , α
u1
2 , . . . , α
un4
2 ;J)
of curves in ∂E(c, c+ ε)× (CP 1)(N−2)×R. Note that as before, we are only
requiring the ends lie on the Morse-Bott families corresponding to the αi.
The analogue of Proposition 13 in this case is the following.
Proposition 15. The virtual deformation index of curves u ∈ Mball(J) is
given by
index(u) = (N − 3)(2− n1 − n2 − n3 − n4)
+
n1∑
i=1
(2ri + 2⌊ ric
c + ε
⌋+N − 1) +
n2∑
i=1
(2si + 2⌊si(c+ ε)
c
⌋+N − 1)
−
n3∑
i=1
(2ti + 2⌊ tic
c+ ε
⌋ −N + 3)−
n4∑
i=1
(2ui + 2⌊ui(c+ ε)
c
⌋ −N + 3)
= 2(N − 3) + 2n2 + 2n3 + 4
n1∑
i=1
ri + 4
n2∑
i=1
si
−4
n3∑
i=1
ti − 4
n4∑
i=1
ui.
The following is an important application of Proposition 15.
Lemma 16. Let u ∈ Mball(α2, . . . , α2; γ;J); that is, let u be a curve with
positive ends simply covering α2 and a single negative end γ, which may be
a cover. Then index(u) ≥ 2(N − 2)+2(c− 1), where c is the covering degree
of the end in the case when it covers α2 and is 0 otherwise. Moreover, there
is equality if and only if u covers a cylinder over γ = α2.
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Proof. First we suppose γ = αr1 and u has k positive ends. Then by Propo-
sition 15
index(u) = 2(N − 3) + 2k + 2 + 4k − 4r
= 2(N − 2) + 6k − 4r.
But by area considerations, we may assume k ≥ r and so the index is strictly
greater than 2(N − 2).
Now we suppose γ = αr2 and still u has k positive ends. Then
index(u) = 2(N − 3) + 2k + 4k − 4r
= 2(N − 2) + 6k − 4r − 2.
Again as k ≥ r the index is at least 2(N − 2) + 2(r − 1), but now we have
equality only if k = r, which implies that u covers a cylinder.
We can do a similar analysis for curves in ∂E(1, bn + ε, S, . . . , S) × R.
The relevant moduli spaces are now denoted
Mellip(J) =M(βr11 , . . . , β
rn1
1 , β
s1
2 , . . . , β
sn2
2 ;β
t1
1 , . . . , β
tn3
1 , β
u1
2 , . . . , β
un4
2 ;J),
and the corresponding index formula is as follows:
Proposition 17. The virtual deformation index of curves u ∈ Mellip(J) is
given by
index(u) = (N − 3)(2 − n1 − n2 − n3 − n4)
+
n1∑
i=1
(2ri + 2⌊ ri
bn + ε
⌋+N − 1) +
n2∑
i=1
(2si + 2⌊si(bn + ε)⌋+N − 1)
−
n3∑
i=1
(2ti + 2⌊ ti
bn + ε
⌋+N − 1)−
n4∑
i=1
(2ui + 2⌊ui(bn + ε)⌋+N − 1)
= 2(N − 3) + 2n1 + 2n2 − (2N − 4)n3 − (2N − 4)n4
+2
n1∑
i=1
(ri + ⌊ ri
bn + ε
⌋) + 2
n2∑
i=1
(si + ⌊si(bn + ε)⌋)
−2
n3∑
i=1
(ti + ⌊ ti
bn + ε
⌋)− 2
n4∑
i=1
(ui + ⌊ui(bn + ε)⌋).
Here is an important application of this that we will need:
Lemma 18. Let u ∈ Mellip(βr11 , . . . , β
rn1
1 , β
s1
2 , . . . , β
sn2
2 ;β
gn+2
1 ;J); that is u
has arbitrary positive ends, but has only a single negative end covering β1
gn+2 times. Then index(u) ≥ 0, with equality if and only if u also has a
single positive end covering β
gn+2
1 .
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Proof. By Proposition 17, we have
index(u) = 2(N − 3) + 2n1 + 2n2 − (2N − 4)
+2
n1∑
i=1
(ri + ⌊ ri
bn + ε
⌋) + 2
n2∑
i=1
(si + ⌊si(bn + ε)⌋)
−2(gn+2 + ⌊ gn+2
bn + ε
⌋)
= 2n1 + 2n2 + 2
n1∑
i=1
(ri + ⌊ ri
bn + ε
⌋) + 2
n2∑
i=1
(si + ⌊si(bn + ε)⌋) − 2(gn+2 + gn)
≥ 2(
n1∑
i=1
(ri +
ri
bn
) +
n2∑
i=1
(si + sibn + 1)− gn+2 − gn)
with equality here if and only if ⌊ ribn+ε⌋ = ribn − 1 and ⌊si(bn + ε)⌋ = sibn for
all i. These conditions hold if and only if ribn and sibn are always integers.
Now, the area inequality for holomorphic curves implies that
∑n1
i=1 ri +∑n2
i=1 si(bn + ε) ≥ gn+2 and hence for a small choice of ε we have
∑n1
i=1 ri +∑n2
i=1 sibn ≥ gn+2 and
∑n1
i=1
ri
bn
+
∑n2
i=1 si ≥ gn+2bn = gn. It follows that
index(u) ≥ 0 with equality only if n2 = 0 and
∑
ri = gn+2.
We claim that in the case of equality each ri ≥ gn+2. As
∑
ri = gn+2
this immediately implies that there is a single positive end and completes
the proof of the lemma.
To justify the claim, to have equality we have seen that each ri must be a
multiple of bn =
gn+2
gn
, so if the claim were false and some ri < gn+2 then gn+2
and gn have a common factor. Using the identity 3gn+1 = gn+2 + gn we see
that either this common factor is 3, or all gn share a prime factor, which is
certainly not the case. However, in fact none of the gn are divisible by 3. This
is implied, for example, by the Fibonacci identity g2n+ g
2
n+1− 3gngn+1 = −1
(which is shown in [MS]), since −1 is not a square mod 3.
Now we choose a generic family {Jt} of admissible almost-complex struc-
tures on X, all equal outside of a compact set, and study the univer-
sal moduli space M = {([u], t)|[u] ∈ Ms(Jt), t ∈ [0, 1]} where Ms(J) ⊂
M(α2, . . . , α2, βgn+21 ;J), consists of somewhere injective curves, with the no-
tation as in Lemma 14. The main result of this section is the following.
Theorem 19. M is compact.
Proof. Step 1. Gathering together curves into components of the holomorphic
building. By the compactness theorem in [BEHWZ], the limit of curves in
M is a holomorphic building consisting of curves inM and perhaps multiple
levels of curves in ∂E(c, c+ε)×(CP 1)N−2×R and ∂E(1, bn+ε, S, . . . , S)×R
with matching asymptotic limits.
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For the purposes of our index calculations, it will be convenient to think
of certain subsets of curves with matching ends as glued together to form a
single component. This is done as follows:
1. Any two curves which both lie in levels of ∂E(c, c+ε)× (CP 1)N−2×R
or both lie in levels of ∂E(1, bn + ε, S, . . . , S)×R and have a matching
end are glued together to lie in the same component.
2. Any component without negative ends will be glued with the higher
level curves which match its positive ends, and the resulting component
will be thought of as a component in the higher level.
To help avoid confusion we will always denote these components with
upper case letters and individual curves by lower case letters. Note that
Lemmas 16 and 18 apply also to components mapping to ∂E(c, c + ε) ×
(CP 1)N−2 × R and ∂E(1, bn + ε, S, . . . , S)× R defined as above.
After these identifications we will end up with components mapping to
M , each with a single negative end, a single component (perhaps trivial)
mapping to ∂E(1, bn+ε, S, . . . , S)×R with a single negative end asymptotic
to β
gn+2
1 , and perhaps a union of components mapping to ∂E(c, c + ε) ×
(CP 1)N−2×R. Each of the components in ∂E(c, c+ ε)× (CP 1)N−2×R has
positive ends asymptotic to α2 and a single negative end. The control on
the negative ends follows because we are taking limits of curves of genus 0.
Note, however, that it is certainly possible that curves inM (and ∂E(c, c+
ε)× (CP 1)N−2 ×R) have multiple negative ends.
Step 2. Index estimates. We will obtain a useful estimate for the index
of curves in M , and as a result for the index of components in M .
Suppose that a limiting curve u in M lies in a moduli space
M(αr11 , . . . , α
rn1
1 , α
s1
2 , . . . , α
sn2
2 ;β
t1
1 , . . . , β
tn3
1 , β
u1
2 , . . . , β
un4
2 ;J).
For generic 1-parameter families of almost-complex structures we may
assume that somewhere injective curves in M have index(u) ≥ −1. Then
since all indices are automatically even we have that in fact the index is
nonnegative.
In general, suppose that a curve u is a k-times cover of a somewhere
injective curve u˜. Suppose this curve lies in
M(αr˜11 , . . . , α
r˜n˜1
1 , α
s˜1
2 , . . . , α
s˜n˜2
2 ;β
t˜1
1 , . . . , β
t˜n˜3
1 , β
u˜1
2 , . . . , β
u˜n˜4
2 ;J).
This means that the positive ends of u asymptotic to multiples of α1 can be
partitioned into n˜1 blocks according to which end of u˜ they cover. Thus the
sum of the ri in the first block add to kr˜1 and so on, and similarly for the
other limiting orbits.
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Proposition 13 gives us the index of u˜ as follows:
index(u˜) = (N − 3)(2 − n˜1 − n˜2 − n˜3 − n˜4) (6)
+
n˜1∑
i=1
(2r˜i + 2⌊ r˜ic
c+ ε
⌋+N − 1) +
n˜2∑
i=1
(2s˜i + 2⌊ s˜i(c+ ε)
c
⌋+N − 1)
−
n˜3∑
i=1
(2t˜i + 2⌊ t˜i
bn + ε
⌋+N − 1)−
n˜4∑
i=1
(2u˜i + 2⌊u˜i(bn + ε)⌋+N − 1)
= 2(N − 3) + 2n˜2 − (2N − 4)n˜3 − (2N − 4)n˜4 + 4
n˜1∑
i=1
r˜i + 4
n˜2∑
i=1
s˜i
−2
n˜3∑
i=1
(t˜i + ⌊ t˜i
bn + ε
⌋)− 2
n˜4∑
i=1
(u˜i + ⌊u˜i(bn + ε)⌋)
By combining Proposition 13 and (6), and using
∑
ri = k
∑
r˜i, together
with similar formulas, we get:
index(u) = kindex(u˜) (7)
+2(1− k)(N − 3) + 2(n2 − kn˜2) + 2(N − 2)(kn˜3 − n3) + 2(N − 2)(kn˜4 − n4)
−2
n3∑
i=1
⌊ ti
bn + ε
⌋+ 2k
n˜3∑
i=1
⌊ t˜i
bn + ε
⌋ − 2
n4∑
i=1
⌊ui(bn + ε)⌋+ 2k
n˜4∑
i=1
⌊u˜i(bn + ε)⌋.
With this formula in hand for curves in M we proceed to consider com-
ponents in M .
Let us assume that a component C in M consists of curves up in M for
1 ≤ p ≤ P and components W q in ∂E(1, bn+ ε, S, . . . , S)×R for 1 ≤ q ≤ Q.
We assume that the negative end of the component is the negative end of
u1 asymptotic to βt11 . The assumption here is that this negative end is
asymptotic to a cover of β1; the case when it is asymptotic to a cover of β2
follows by the same argument.
We denote the numbers of ends and covering numbers of curves up using
the same notation as above but with a superscript p. We define N3 =
∑
p n
p
3
and N4 =
∑
p n
p
4. The total number of matching ends with components W
q
is then N3 +N4− 1 (because one end is unmatched), and each negative end
of a up (except the first end of u1) matches with a positive end of one of the
W q. Finally, as the component has genus 0 we must have P +Q = N3+N4.
As above, up will be a kp times cover of a somewhere injective curve u˜p,
and we use the natural notation to describe the u˜p.
Our key index estimate can now be stated as follows.
Lemma 20. index(C) ≥ 2∑p(np2 − kpn˜p2) with equality if and only if the
component C contains no curves W q.
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Proof. We sum over all curves to get the total index of our component.
For curves in M we use formula (7) and the fact that somewhere injective
curves have nonnegative index. The index of components W q in ∂E(1, bn +
ε, S, . . . , S)×R with no negative ends is given by Proposition 17 with n3 =
n4 = 0. After summing we end up with
index(C) ≥ 2(P −
∑
p
kp)(N − 3) + 2
∑
p
(np2 − kpn˜p2) (8)
+2(N − 2)(
∑
p
kpn˜p3 −N3) + 2(N − 2)(
∑
p
kpn˜p4 −N4)
−2⌊ t
1
1
bn + ε
⌋+ 2
∑
i,p
kp⌊ t˜
p
i
bn + ε
⌋+ 2
∑
i,p
kp⌊u˜pi (bn + ε)⌋
+2Q(N − 3) + 2(N3 − 1) + 2N4 + 2
∑
(i,p)6=(1,1)
tpi + 2
∑
i,p
upi .
The last line in (8) corresponds to terms in the index formulas for lower
level curves which do not immediately cancel with terms in (7).
We get a rougher estimate by ignoring all nonnegative terms correspond-
ing to the matching ends. Suppose that our unmatched end covers the end
corresponding to t˜11 on u˜
1. Gathering multiples of (N − 3) this results in
1
2
index(C) ≥ (N − 3)(P +Q−
∑
p
kp +
∑
p
kpn˜p3 −N3 +
∑
p
kpn˜p4 −N4) (9)
+
∑
p
(np2 − kpn˜p2) + (
∑
p
kpn˜p3 −N3) + (
∑
p
kpn˜p4 −N4)− ⌊
t11
bn + ε
⌋+ k1⌊ t˜
1
1
bn + ε
⌋.
Note that we have equality in the above formula only if there are no
matching ends in our component. Using the identity P +Q = N3 +N4 and
removing more nonnegative terms (in particular the (N − 3) factor) we get
1
2
index(C) ≥ (N − 3)(−
∑
p
kp +
∑
p
kpn˜p3 +
∑
p
kpn˜p4) +
∑
p
(np2 − kpn˜p2)(10)
+
∑
p
(kpn˜p3 − np3)− ⌊
t11
bn + ε
⌋+ k1⌊ t˜
1
1
bn + ε
⌋
≥
∑
p
(np2 − kpn˜p2) + k1n˜13 − n13 − ⌊
t11
bn + ε
⌋+ k1⌊ t˜
1
1
bn + ε
⌋.
Suppose the unmatched end of C locally covers u˜1 with degree l ≤ k1,
that is, t11 = lt˜
1
1. Then using the inequality l⌊xl ⌋−⌊x⌋ ≥ −l+1 (which follows,
for example, from “Hermite’s identity”) we have that k1⌊ t˜11bn+ε⌋ − ⌊
t1
1
bn+ε
⌋ ≥
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−l+1. On the other hand k1n˜13−n13 is at least k1 minus the number of ends
covering the first end of u˜1, which is at most 1 + (k1 − l). We conclude that
index(C) ≥ 2
∑
p
(np2 − kpn˜p2)
with equality only if there are no matching ends and the proof is complete.
Step 3. Completion of the proof.
Note that although the term
∑
p(n
p
2 − kpn˜p2) in Lemma 20 could be neg-
ative, it is bounded from below by
−
∑
i,p
(spi − 1), (11)
where we recall that the spi are the covering numbers of the limits of our
component on α2. There is equality here if and only if all s˜
p
i = 1.
We can now complete the proof of Theorem 19.
The index formulae and matching conditions in the compactness theorem
imply that the sum of the indices of the limiting components, minus 2(N −
2)m, where m is the number of ends matched on ∂E(c, c+ε)× (CP 1)N−2, is
0, the index of curves inM. Note that the 2(N −2)m term here comes from
the fact that the index formula from Lemma 16 is for curves whose ends are
allowed to vary in the corresponding Morse-Bott family.
Given our various bounds, this is only possible if all inequalities coming
from Lemmas 16 and 18 and 20 are equalities. Specifically, the negative term
for any component inM from (11) must be precisely compensated for by the
terms 2(c− 1) in the index bound for curves in ∂E(c, c+ ε)× (CP 1)N−2×R
from Lemma 16. By Lemma 16, equality in the index then gives that the
components in ∂E(c, c + ε) × (CP 1)N−2 × R are covers of trivial cylinders.
Trivial cylinders have action 0 and so we can also see that there was no gluing
of lower level curves (which necessarily have positive area) to construct these
components.
Also to have equality, Lemma 20 showed that there was no matching to
construct components in M , and we see by Lemma 18 that any components
in ∂E(1, bn + ε, T, . . . , T ) × R must be trivial cylinders. In conclusion the
only limiting curve of nonzero action is a single curve in M .
To finish the proof we need to show that our limiting curve in M is
somewhere injective. This will imply that it has nonnegative index and
hence by Lemma 16 that the curves in ∂E(c, c + ε) × (CP 1)N−2 are trivial
cylinders. Therefore we have compactness as required.
Assume to the contrary that this curve is a multiple cover of degree k of
some underlying curve u˜. For index equality, we have seen that the positive
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ends of u˜ must be simply covered, and so there are exactly gn+1/k such
ends. There is a single negative end asymptotic to β
gn+2/k
1 . By our identity
3gn+1 = gn+2 + gn, we then see then that k actually divides all gn. This is
a contradiction.
Note that the same argument gives that the moduli spaceMJ(gn+1α2, βgn+21 )
from Proposition 10 is compact, as promised.
5 Proof of Theorem 2
Proof. Suppose there exists a symplectic embedding
λE(1, bn + ε, S, . . . , S) →֒ B4(c)× CN−2 ⊂ E(c, c + ε)× CN−2. (12)
Here c = gn+2gn+1 , λ > 0 and S is chosen sufficiently large that the moduli
spaces described in section 4 all have dimension 0 or 1 as claimed.
Arguing as in [HK], Lemma 3.1, there exists a smooth family of symplec-
tic embeddings
φt : λ(t)E(1, bn + ε, S, . . . , S) →֒ E(c, c + ε)× CN−2
where λ(0) = 1 and φ0 is a product embedding as discussed in section 3,
and λ(1) = λ and φ1 = φ is the embedding (12). By slightly enlarging c to
gn+2/gn+1+ ε
′ if necessary, we can assume that φt has image in int(E(c, c+
ε)) × CN−2, and by choosing T sufficiently large, in some int(E(c, c + ε)) ×
CP 1(2T )N−2.
Associated to these embeddings is a smooth family of almost complex
structures Jt on the corresponding completions of E(c, c+ε)×CP 1(2T )N−2\
φt(λ(t)E(1, bn + ε, S, . . . , S)). We can view this family as a family of almost
complex structures on M , and we can assume without loss of generality
that all these almost complex structures are equal outside of a compact
set. We can then consider the universal moduli space M = {([u], t)|[u] ∈
Ms(Jt), t ∈ [0, 1]} as in Theorem 19. By Proposition 11 we may choose J0
as in Proposition 10 so that Ms(J0) represents a nontrivial cobordism class.
Thus, by Theorem 19, Ms(J1) is also nontrivial.
The action of curves in M(J1) is
gn+1(c+ ε)− λgn+2 = gn+2(1− λ) + (ε+ ε′)gn+1.
Therefore since holomorphic curves have positive action and ε and ε′ can be
chosen arbitrarily small we see that λ ≤ 1. This then implies Theorem 2 by
Lemma 4.
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