Abstract: Tree parameter determinations using airborne Light Detection and Ranging (LiDAR) have been conducted in many forest types, including coniferous, boreal, and deciduous. However, there are only a few scientific articles discussing the application of LiDAR to mangrove biophysical parameter extraction at an individual tree level. The main objective of this study was to investigate the potential of using LiDAR data to estimate the biophysical parameters of mangrove trees at an individual tree scale. The Variable Window Filtering (VWF) and Inverse Watershed Segmentation (IWS) methods were investigated by comparing their performance in individual tree detection and in deriving tree position, crown diameter, and tree height using the LiDAR-derived Canopy Height Model (CHM). The results demonstrated that each method performed well in mangrove forests with a low percentage of crown overlap conditions. The VWF method yielded a slightly higher accuracy for mangrove parameter extractions from LiDAR data compared with the IWS method. This is because the VWF method uses an adaptive circular filtering window size based on an allometric relationship. As a result of the VWF method, the position measurements of individual tree indicated a mean distance error value of 1.10 m. The In this study, the accuracy of LiDAR-derived biophysical parameters in mangrove forests using the VWF and IWS methods is lower than in coniferous, boreal, pine, and deciduous forests. An adaptive allometric equation that is specific for the level of tree density and percentage of crown overlap is a solution for improving the predictive accuracy of the VWF method.
Airborne Light Detection and Ranging (LiDAR) technology makes it possible for scientists to analyze the forest structure in a three-dimensions over large areas [27] . The extraction of biophysical parameters in many forest types, including deciduous [28] , conifer [29] and hemiboreal [30] , pine [31, 32] , eucalyptus [33] , and urban forests [34] from LiDAR data both at the plot and individual tree level is possible. However, there are only a few scientific articles discussing the application of LiDAR to mangrove biophysical parameter extraction. Most of these studies were focused on the mapping of mangrove distributions [35] [36] [37] [38] , gap identification [27] , and assessment of hurricane disturbance [10] . LiDAR has been used to generate the canopy height profile for validating the mangrove canopy height, which was computed from the Shuttle Radar Topography Mission (SRTM) at the plot level [39, 40] . Mangrove forests differ from conifer forests in canopy structure (spherical versus conical crown shape) and from deciduous forests in tree density and canopy closure. These differences may directly affect the LiDAR penetration depth and influence the precision of the derived stand attributes [41] . Thus, scientific research is needed to achieve a better understanding of the LiDAR response over mangrove canopies and to derive accurate parameters at an individual tree scale.
In previous studies, several Individual Tree Crown (ITC) algorithms have been developed to delineate individual tree crowns and measure tree parameters from a LiDAR-derived Canopy Height Model (CHM). Variable Window Filtering (VWF) and Inverse Watershed Segmentation (IWS) are LiDAR processing techniques that are typically applied in a variety of applications. Various studies have applied both algorithms to derive forest attributes [29, 32, 42, 43] . VWF is an adaptive local maximum filtering approach with a circular window of variable window size, which is useful for individual tree crown delineation. IWS initially aims to segment the tree crown over the high-spatial-resolution image [44] and has been recently applied to the LiDAR-derived CHM [43, 45] . IWS starts with the inversion of the raster canopy surface into the equivalent of individual hydrologic drainage basins [29, 45] . The inverted raster is then segmented into distinct crown polygons by automatic processing [29] . However, there are pros and cons of the two methods, which need to be explored in the mangrove forest.
The main objective of this study was to investigate the potential of using LiDAR data for estimating mangrove biophysical parameters at the individual tree level. The VWF and IWS methods were investigated by comparing their performance in individual tree detection and in determining tree position, crown diameter, and tree height. The results of this research will be useful for evaluating the capabilities of LiDAR technology for studying mangrove forests. The possibilities and limitations of mangrove attribute acquisition from LiDAR are also discussed to aid in further algorithm improvements.
Materials and Methods

Study Site
This research was carried out in Samut-Prakan Province along the coast of the Thai Gulf (10215'E, 1345'N), Thailand (Figure 1(a) ). The topographical characteristics of the mangrove habitat are as follows: mudflat terrain and lower than mean sea level between the intertidal zones. The natural mangrove trees in this area vary in age. The dominant mangrove species are Avicennia alba Bl. and Avicennia officinalis L., which are members of the AVICENNIACEAE family. Avicennia are generally moderate to large trees and usually have a spherical-shaped canopy. This genus has an aerial root approximately 10-30 cm in height, which grows from the ground without lobes or prop roots. Due to the height density of the canopy cover, small trees, shrubs and understory plants are not typically found with mangroves [46, 47] . To ensure that the collected samples could explain all of the forest structures, three experimental plots (Figure 1(b,c) ) with total areas of 1.68 ha were identified with differences in the tree density level and the percentage of crown overlap. Figure 1(d) shows a sample of the mangrove canopy from an IKONOS image. 
LiDAR Dataset
The LiDAR data were acquired on June 2005 from 9-12 am at a flight altitude of 1,200 m under clear weather conditions. To avoid the effects of water absorption on the emitted laser pulses, the LiDAR measurement was conducted during low tide. The Royal Thai Survey Department, Chulalongkorn University, and LaserMap GPR Consultants of Canada conducted the LiDAR acquisitions using an Airborne Laser Terrain Mapper 2050 (Optech Inc., Vaughan, ON, Canada) [48] , with a specific mission accuracy of approximately 60 cm and 15 cm in the horizontal and vertical dimensions, respectively. The scanner transmits the laser pulse and records two returns (first and last). The LiDAR laser points were then classified as vegetation points and ground points using LiDAR software that processed point clouds. The classification of the LiDAR data was performed using TerraScan software, which was developed by Terrasolid Limited of Helsinki, Finland. The details of classification method using TerraScan, which is based on the geometric characteristics of LiDAR point clouds are described in the TerraScan user's guide, 2012 [49, 50] . The average laser point density in this study was 2.7 points per square meter. The LiDAR system technical information is included in Table 1 . Figure 2 shows the vertical mangrove profile of LiDAR data for the front view of the study plot. LiDAR laser points illustrate the height distribution between −0.3 m and 13.3 m, which is the range from the mud surface to the top of the canopies. 
Field Data Collection
The measurements of the mangrove characteristics in the three experimental plots were conducted on May 2008. There were five variables collected: actual number of trees, tree position, crown diameter, tree height, and DBH ( Table 2 ). The total area was approximately 0.32 ha, 0.67 ha, and 0.68 ha for plots 1, 2, and 3, respectively. The position at the left corner of each plot was designated as a referent point. Its position in the Universal Transverse Mercator (UTM) geographic coordinate system with WGS84 datum was measured using a GPS receiver. Subsequently, the actual positions of all mangroves (n = 214) were manually defined by using a compass and a tape measure to the azimuth angle and the distance from the referent point. The tree height was measured with a laser range finder. Crown diameter, or the average distance between the stem and each cardinal direction, was acquired using a tape measure. The mangroves in the experimental plots vary in age and size. Thus, the collected samples needed to cover the range of tree heights and crown diameters. The descriptive statistics for the collected mangrove samples are summarized in Table 2 . The time lapse between the LiDAR acquisition in 2005 and the field data collection in 2008 had the potential to affect the precision of the mangrove attribute extractions from the LiDAR data. Thus, in 2012, the field survey was re-conducted to monitor the annual growth rate of Avicennia trees, with 30 samples covering the various crown sizes and the height levels. Table 3 summarizes the annual increase in the tree height and crown diameter of alba and officinalis species from 2008 to 2012 within the experimental plots, which were compared with the results of a previous study [51] . The annual increases in height and crown diameter are 13.72 cm and 14.01 cm, respectively, for Avicennia alba and 14.52 cm and 15.34 cm, respectively, for Avicennia officinalis. The results indicated that the growth rate of both mangrove species was minimal. For the disturbance and mortality, study site is located in the inner gulf of Thailand which is not an open gulf. Therefore, it is not directly influenced from strong winds or thunderstorms. In addition, mangrove in the study site is a community forest protected by local people. Therefore, the forest is intact and human-caused disturbance is negligible. The data monitoring for the continuous research during [2008] [2009] [2010] [2011] [2012] shows that there is no standing dead tree within the study site. The annual growth rates were applied to the sampled data to remove the effects of the time lapse.
Data Analysis
Several LiDAR processing algorithms have been developed for delineating tree parameters for an individual tree crown. In this study, the VWF and IWS methods were investigated by comparing their tree detection performance and ability in deriving the tree position, crown diameter, and tree height. The overall methodologies are described below.
Canopy Height Model
Discrete returns from LiDAR pulses provided three-dimensional information on both the ground and the tree canopy. The Canopy Height Model (CHM) was computed from the canopy laser hits and the corresponding ground laser hits. The LiDAR point clouds were classified as vegetation points and ground points by the vendor using TerraScan software which is based on the geometric characteristics of LiDAR point clouds [49, 50] . The vegetation points were then interpolated as a regular grid of the Digital Surface Model (DSM) with a pixel size of 50 cm. The ground points were generated as a Digital Elevation Model (DEM) with the same spatial resolution. The CHM was directly derived by subtracting the DEM from the DSM using the Band Math Tool in ENVI software. In this study, the measured crown diameters of the mangroves ranges from 3 to 15 m, which is equivalent to 6 to 30 pixels on the CHM.
Crown Overlap
The percentage of crown overlap (C OL ) is one of the key indicators for explaining the level of crown density, which influences to accuracy of forest parameter extractions. Figure 3 presents the process of crown overlap extraction of samples from plot 2. Initially, the CHM was separated into crown and non-crown areas (Figure 3(a) ). Subsequently, the actual stem positions were used as a centroid for drawing the circular buffer, based on the radius determined from the field measurements ( Figure 3(b) ). The crown overlap is the intersection area of the circular buffers ( Figure 3(c) ). The percentage of crown overlap is the ratio of the total crown area to crown overlap area. Table 4 summarizes the descriptive statistic of the collected mangroves. The percentage of crown overlap and tree density is highest in plot 1 and lowest in plot 3. Figure 3. The process of crown overlap extractions: (a) the CHM was separated into crown and non-crown areas (green boundary); (b) actual stem positions were used as a centroid for generating the circular buffer, based on the field radius (yellow circle); and (c) the crown overlap areas are the intersected regions (yellow pieces).
Variable Window Filtering
Popescu and Wynne (2004) [42] developed the Tree Variable Window (TreeVaW) program based on single-tree identification using a variable window filtering technique. TreeVaW uses the VWF technique, which involves the extended application of the local maximum focal point in circular window filtering [42, 52] . The VWF method aims to identify the treetop and measure the crown size and tree height from the CHM at an individual tree level. The VWF method is a technique used to identify the tree location using a specified and moving window based on the assumption that the highest laser value within a spatial neighborhood represents the tip of the tree crown. The algorithm reads the height value from the CHM at any pixel and calculates a suitable window size to search for the local maximum. If the considered pixel corresponds to the local maximum, it is flagged as a treetop. Subsequently, the x-y and z values of the corresponding pixel are defined as the tree position and tree height, respectively. The derivation of the appropriate window sizes for searching the treetop relies on the assumption that there is a relationship between tree height and crown size. Thus, two such parameters from the field measurement were used to derive an allometric model that is specific to the Avicennia genus. In this study, an allometric model for Avicennia was developed and is shown in Equation (1). The model was calibrated using the dependent dataset (n = 120) and validated by the independent dataset (n = 90). The model could explain 71% of the crown diameter variation with an RMSE value of 1.6 m. CD = 1.4334H − 1.7675 (1) where CD is the crown diameter and H is the tree height in meters. In addition, the VWF method requires additional field data, including the minimum tree height for removing the effect of ground pixels and the minimum and maximum crown diameter for specifying an appropriate range of the filtering window size. Then, an individual crown diameter is extracted through the LiDAR-derived CHM by measuring two perpendicular profiles centered on the identified treetop. The critical points at both sides of the two extracted perpendicular profiles are determined by fitting a five-degree polynomial function to each profile [52] . The crown diameter is the average distance between the critical points on the two perpendicular profiles.
Inverse Watershed Segmentation
Beucher and Lantué joul [53] proposed the topographic concept of a watershed for the field of image analysis by segmenting the continuous surface into individual catchment basins. The IWS method involves the extended application of watershed segmentation to individual tree crown delineation by inverting a raster surface to the equivalent of individual hydrologic drainage basins [29, 43, [54] [55] [56] [57] . In this study, the CHM was inverted, which resulted in turning the peaks upside down into depressions. Segmentation could then be performed to delineate tree crowns from a depression model. The ArcHydro extension, which is available in ArcGIS software, was used in this study to segment the individual tree crown from the inverted CHM using image filtering techniques [29] . The individual treetops were located on the CHM by applying zonal filtering based on the maximum height value. The x-y and z values of the corresponding treetop pixel became the tree position and tree height, respectively. The crown diameter was the average of the longest diameter path and its perpendicular line.
Tree Matching Evaluation
The accuracy of the determined tree locations was evaluated by comparing the position from the field and the LiDAR measurements. If several extracted tree points had hits on the same tree crown, only the best match according to the distance and height was accepted for inclusion in the analysis. The nearest point to the reference position within the crown boundary or within 3 m from the crown and the height difference of less than 2 m was treated as the matching tree [58] . Omission errors involved actual mangroves found in the plots that could not be detected from the LiDAR-derived CHM. The commission error is the number of extra trees extracted from LiDAR that were not found in the plots. The kappa coefficient of agreement (K), which is a consideration of inter-rater agreement, relative observed agreement, and probability of chance agreement, was utilized to evaluate the performance of the VWF and IWS methods for tree extraction. The K value was calculated by the set of equations below: Table 5 summarizes the data for the number of trees and the essential statistics, which were extracted from the LiDAR-derived CHM. The VWF and IWS methods detected 262 and 295 trees, respectively, from 214 actual trees in the pooled dataset. The VWF method detected 186 matched trees (87%). The IWS method extracted 175 matched trees (82%). However, both methods still resulted in high commission errors (false positive detection), with a value of 0.26 for the VWF method and a value of 0.36 for the IWS method. The K value, which is the measurement of the correlation between observed and chance agreement, yielded a fairly significant degree of consistency for the individual tree detections, with a value of 0.78 for the VWF method and a value of 0.65 for the IWS method. For the partitioning datasets, the K values vary from 0.56 to 0.87, which is directly proportional to the crown overlap and tree density. The plot 3 dataset with the lowest percentage of crown overlap (28%) displayed the highest accuracy for LiDAR tree detection using the VWF method, as indicated by the K value of 0.87, with a commission error of 0.21 and an omission error of 0.06. As a result, the number of matched trees extracted by the VWF method was slightly superior to that extracted by the IWS method. However, the results indicate overestimation, as illustrated by the high commission errors. There are several factors that may influence tree detection overestimates, including CHM pixel size [29] , canopy shape, and canopy density [43, 58] . For this study, the overestimation is mainly due to the effect of the multiple treetops, which relate to the canopy characteristics and the performance of segmented algorithm. At the study sites, we found that some mangrove trees have several branch peaks associated with the same crown. The IWS method directly delineates the CHM to the segmented tree crowns without the need for a priori field knowledge. Some branches up to the equivalent height of the highest level were segmented into smaller tree crowns. This effect was also found in previous studies by Falkowski et al. [43] and Kaartinen et al. [58] . Their experiments were conducted in conifer forests. However, the VWF method could minimize the effects of multiple treetops by requiring the allometric model to adjust the appropriate circular window sizes for searching the treetop location.
Results and Discussion
Individual Tree Detection
Tree Position Accuracy
The extracted tree positions from the LiDAR data were validated by comparisons with the actual tree positions determined using field measurements. Table 6 Table 6 shows that the results derived from the VWF method are better than those based on the IWS method, both for the pooled and partitioning datasets. The UTM geographic coordinate errors at the plot corners influence the predictive accuracy of the tree position extracted from the LiDAR-derived CHM. A handheld GPS unit (Garmin 62 CSX) was utilized to measure the geographical coordinates. The position error is expected to be approximately 2.5-3.0 m in the horizontal direction. Furthermore, with a geometric specification accuracy of 60 cm in the horizontal direction, the LiDAR point clouds include some additional distance errors. This issue was also discussed in previous studies [32, 59] . In addition, we found that an inclination of mangrove stems is one of the limitations for extracting the mangrove position through LiDAR. A tree position-based LiDAR measurement was defined from the corresponding highest pixel value (treetop) within the segmented crown boundary. However, the tree position based on field measurements was specifically determined at the actual tree base. Table 7 illustrates the performance of two LiDAR processing algorithms in estimating crown diameter. The obtained results from the pooled dataset using the VWF method yielded an R 2 value of 0.75, an RMSE value of 1.65 m, and an RE value of 19.7%. The IWS method yielded an R 2 value of 0.71, an RMSE value of 1.87 m, and an RE value of 22.4%. The accuracy of crown diameter-based LiDAR measurements for the two proposed methods tends to decrease as the percentage crown overlap and the tree density increases. The plot 1 data, with the highest ratio of C OL (52%) and tree density (2.5/100 m 2 ), yielded the poorest accuracy in crown diameter estimation (IWS: R 2 = 0.43, VWF: R 2 = 0.58). The highest accuracy (IWS: R 2 = 0.74, VWF: R 2 = 0.77) was achieved using the plot 3 dataset, which had the lowest percentage of C OL (28%) and tree density (0.75/100 m 2 ) as illustrated in Table 7 .
Measurement of Crown Diameter
The results of the VWF method were slightly more accurate than those of the IWS method, with an RMSE difference of 22 cm. This difference is because the VWF method measures the crown features in the CHM while taking into account the crown diameter based on field measurement. The in situ relationships between tree height and crown diameter were explored (Equation (1)) and then utilized to determine the appropriate circular filtering window size for crown diameter estimations. The VWF procedure could reduce the effects of crown fragment and crown overlap, as shown in Figure 5(a-c) . In contrast, the crown diameter derived by the IWS method is directly delineated by the CHM without any prior field knowledge. The IWS algorithm cannot capture the crown areas that overlapped with neighboring areas, as shown in Figure 5 (d-f) of plots 1, 2 and 3, respectively. Thus, the estimated crown size usually results in many small fragments and leads to underestimation of the crown diameter. Figure 6(a,b) displays the estimated crown diameter derived by using the VWF and IWS methods. The IWS-based results tend to underestimate with a mean difference of −0.95 m. The accuracy of the LiDAR-extracted crown diameter using the two proposed methods is still quite low, especially in the experimental plots with a dense canopy. There were large relative error values of 28.5% and 31.2% in plot 1 for the crown diameter derived by using the VWF and IWS methods, respectively. In the case of the VWF method, this error indicates that the linear relationship (Equation (1)) of one independent variable (tree height) might not be sufficient to explain the variations of crown diameter [60, 61] . Tree density directly influences the growth rate in the vertical (tree height) and horizontal (crown diameter) directions because it is closely related to the amount of solar radiation penetrating the canopy. Tree height could explain only 71% of the variance associated with the in situ crown diameter of Avicennia alba and Avicennia officinalis as calculated using Equation (1) . Using the IWS method, the tree crown was segmented into several smaller segmented crowns. However, the actual crown size was measured by considering its full extent according to the field inventory. The low accuracy of crown diameter estimation usually occurs in dense mangrove canopies with a high C OL percentage. Table 8 shows the estimation capability of the two proposed methods for canopy delineation in different forest types. It should be noted that the performances of the VWF and IWS methods for crown diameter estimation as applied to mangroves are worse than in other forest types, e.g., pine (RMSE = 1.36 m), deciduous (RMSE = 1.41 m), and mixed conifer forest (RMSE = 1.66 m). . The results were validated using the reference tree heights (n = 175). The scatter plots in Figure 7 (a,b) illustrated the comparison of the measured and estimated tree height. It should be noted that the tree height extracted using the VWF and IWS methods tends to underestimate the tree height with MDs of −0.42 m and −0.58 m, respectively. The accuracy of the tree height estimation is closely related to the percentage of crown overlap and tree density. The high percentage of both parameters results in decreasing accuracy for the height estimation, which is similar to results obtained for the crown diameter extraction. The VWF method produced more accurate results for tree height determination than the IWS method, with differences in an RMSE of 23 cm and an RE of 3.1% ( Table 9 ). The limitations of tree height extraction from LiDAR measurements of mangroves can be summarized by highlighting several issues, which is consistent with previous studies [34] [35] [36] [37] [62] [63] [64] [65] . The tree height error measurements usually occur in areas of high canopy density [66, 67] because of the low probability of an emitted laser pulse striking the top of a tree crown rather than elsewhere on the crown [31, 43] . The low probability of an emitted laser pulse reaching the ground in a dense forest affects the accuracy of DEM, particularly for valleys or mountains [68] . Nevertheless, the mangroves in this study were typically located in mudflat terrain where this effect could be avoided. In addition, the inclination of the stem can be a problem for tree height measurement of mangroves based on LiDAR data. Inclined trees are usually a result of wave force and the instability of mudflat terrain. The pixel value corresponding to the treetop in the LiDAR data was defined as the tree height. For the field measurements, the tree height was the length from the tree base to the treetop along the inclined stem. This effect leads to the underestimation of tree height. Table 8 summarizes the accuracy of LiDAR-derived mangrove biophysical parameters using the VWF and IWS methods compared with previous studies in different forest types. The accuracy of the height estimation using LiDAR data for mangrove forests is lower than the accuracy for coniferous [31, 43] spruce, pine [41, 42, 44] , and boreal [54] forests. However, the results of this study cannot be compared directly with previous studies because of the differences in the LiDAR point cloud density, tree species, forest structure, and crown density. 
Tree Height Extraction
Conclusions
This study aims to estimate the biophysical parameters of tropical mangrove from an airborne Light Detection and Ranging (LiDAR)-derived Canopy Height Model (CHM). An experiment was conducted at the individual tree level. Two LiDAR processing techniques, Variable Window Filtering (VWF) and Inverse Watershed Segmentation (IWS), were investigated by comparing their performance in individual tree detection and in deriving tree position, crown diameter, and tree height. The most important possibilities and limitations of LiDAR for mangrove attribute acquisition that can be drawn from the results of this study are as follows:
(i) The VWF method yielded a slightly higher accuracy for mangrove parameter extractions from LiDAR-derived CHM compared with the IWS method. The accuracy of the VWF method depends on the allometric relationships between tree height and crown diameter. In contrast, the IWS method does not require an empirical and site-specific allometric model. The benefits of IWS are that it is convenient and it saves time. However, the automatic segmentation of the tree crown usually results in small fragments, particularly in dense mangrove canopies. This problem affects the high commission error of the individual tree detection and underestimation of the crown diameter. (ii) The VWF and IWS methods can detect individual mangroves from the LiDAR-derived CHM with an accuracy of 87% and 82% and mean position error values of 1.10 m and 1.42 m, respectively. Both methods have high commission errors, which results in an overestimate of trees. This overestimation is mainly due to the effect of the multiple treetops, which relate to the canopy characteristics and segmented algorithms. However, the VWF method shows the kappa coefficient of agreement (K) value of 0.78. The VWF method could minimize this effect by requiring the allometric model to specify the appropriate circular window filtering size for searching the treetop location. (v) In this study, the accuracy of the LiDAR-derived biophysical parameters in mangrove forests using the VWF and IWS methods is lower than in coniferous, boreal, pine, and deciduous forests. The lower estimation accuracy is mainly due to differences in forest density, canopy structure and density of the LiDAR point clouds.
The results presented herein suggest that future developments of the VWF method are required to improve individual tree detection and crown diameter estimation in mangrove forests. An adaptive allometric equation that is specific for the level of tree density and percentage of crown overlap is a solution for increasing the predictive accuracy of the VWF method. In addition, linear regression based on an independent variable (height) might not be sufficient for explaining the variations of crown diameter. Thus, the integration of other variables, e.g., DBH, age, and C OL , to the allometric model could possibly improve the accuracy. Moreover, a nonlinear relationship, e.g., logarithmic or polynomial, should be considered.
