















Published for SISSA by Springer
Received: June 19, 2016
Revised: September 23, 2016
Accepted: October 24, 2016
Published: November 2, 2016
Holographic shear viscosity in hyperscaling violating
theories without translational invariance
Yi Ling,a;b Zhuoyu Xiana and Zhenhua Zhoua
aInstitute of High Energy Physics, Chinese Academy of Sciences,
Beijing 100049, China
bShanghai Key Laboratory of High Temperature Superconductors,
Shanghai 200444, China
E-mail: lingy@ihep.ac.cn, xianzy@ihep.ac.cn, zhouzh@ihep.ac.cn
Abstract: In this paper we investigate the ratio of shear viscosity to entropy density, =s,
in hyperscaling violating geometry with lattice structure. We show that the scaling relation
with hyperscaling violation gives a strong constraint to the mass of graviton and usually
leads to a power law of temperature, =s  T . We nd the exponent  can be greater than
two such that the new bound for viscosity raised in [7] is violated. Our above observation
is testied by constructing specic solutions with UV completion in various holographic
models. Finally, we compare the boundedness of  with the behavior of entanglement
entropy and conjecture a relation between them.
Keywords: Gauge-gravity correspondence, Holography and condensed matter physics
(AdS/CMT), Holography and quark-gluon plasmas, Black Holes
ArXiv ePrint: 1605.03879
Open Access, c The Authors.





















2 Scaling behavior of viscosity in hyperscaling violating geometry 3
2.1 Hyperscaling violating metrics 4
2.2 Scaling behavior of viscosity 6
3 Hyperscaling violating solution with lattices 7
4 Isotropic dilaton-axion lattices with nite (z; ) 11
4.1 Scaling solution and stability 11
4.2 UV completion and numerical results 13
5 Isotropic dilaton-linear axion lattices with innite (z; ): -geometry 17
6 Discussion and outlooks 18
6.1 In comparison with the behavior of entanglement entropy 18
6.2 Conclusions and open questions 19
A Shear viscosity with (marginally) relevant axion 21
B Shear viscosity with irrelevant axion 23
B.1 Analytical consideration and approximation 23
B.2 Numerical calculation and tting 25
1 Introduction
1.1 Motivation
In holographic approach the Kovtun-Son-Starinets (KSS) bound for the ratio of shear






Examples violating KSS bound have been proposed in the context of holographic models
with anisotropy, for instance in [2{5], where a lower bound can be found for the longitudinal
shear viscosity in a strongly coupled anisotropic plasma.
Recently, it is found in [6{10] that this ratio is also violated when the translational
invariance is isotropically broken in holographic theories with lattices, massive gravity
or magnetic charges, although in this circumstance the shear viscosity does not have a

















rate of entropy production [7]. A key observation in this direction is that the introduction
of lattices is equivalent to give mass to graviton [11, 12], such that the uctuations of
metric components become massive, giving rise to a lower value for the viscosity bound at
nite temperature. Especially, when the lattice eect is not vanishing in the far IR, the




 T ; as T ! 0; (1.2)
with 0 <   2, where the upper bound for  being 2 comes from a suggested bound for
the entropy production over `Planckian time'. In our current paper we will further disclose
that this power law of =s is the reection of scaling relation which emerges in the far IR.
It is very intriguing to testify whether the shear viscosity bound proposed in [7] holds
in generic circumstances. Motivated by this, we intend to investigate this issue in holo-
graphic models whose background is the hyperscaling violating geometry. In the past few
years, non-relativistic holography has extensively been studied in literature [13{15], among
of which gravitational geometry enjoys the symmetry of Lifshitz xed point and is called
Lifshitz geometry. Its time coordinate scales as the power of space coordinate with order
z, where z is the dynamical critical exponent. The scaling behavior has been found in
some quantum critical phenomena [16]. Later, a more general scaling metric conformal
to the Lifshitz one, has been realized in eective Einstein-Maxwell-Dilaton(EMD) theo-
ries [17{26, 28{31]. Hyperscaling violation presents in those theories, since both actions
and metrics are rescaled following to a rescaling of space, characterized by a hyperscaling
violation exponent . In the perspective of thermodynamics, a system with hyperscaling
violation in d-dimensional space behaves like the system living in a space with an eective
spatial dimension de = d   [27].
Furthermore, when adding isotropic axions to the EMD model, one nds that trans-
lational invariance is broken while hyperscaling violation still holds [32, 33]. A nite DC
conductivity at nite temperature is obtained. A power-law behavior of conductivity with
respect to low frequency and low temperature is also found, which is controlled by the
scaling relation in the IR.
In this paper we intend to investigate the scaling behavior of the shear viscosity in
EMD-Axion models with hyperscaling violation. We will concentrate on the scaling relation
of IR geometry at low temperature and then demonstrate that this relation controls the
temperature behavior of =s. Remarkably, we nd that in a large class of holographic
models with hyperscaling violation, the exponent  can be greater than 2 such that the
new bound proposed in [7] for the viscosity is violated. To make our paper logically clear
and concise, we would like to organize the paper as follows, with a brief summary on the
results of each section.
1.2 Summary
In section 2, the scaling behavior of =s is studied in a generic holographic framework
with hyperscaling violation. We prove that it is determined by a nontrivial scaling dimen-

















the breaking of translational invariance is relevant in the IR. This scaling dimension is
determined by the mass of graviton.
In section 3, we focus on EMD-Axion theory with isotropic and relevant axion and
derive the exponent  in (1.2). It turns out that  can be expressed as a function of spatial
dimension d of the boundary theory, dynamical critical exponent z, hyperscaling violating
exponent  and a positive number e2, which is dened as the ratio of Maxwell term and













where parameters (z; ) are subject to the constraints in hyperscaling violating theory such
as the null energy condition. The above formula can reproduce the results presented in [7]
when  = 0. Novel phenomena emerge when  6= 0. Firstly, the exponent  here can be
greater than 2, violating the new bound (1.2) raised in [7]. Secondly,  can be negative.
When  < 0, it describes the power law of the viscosity in high temperature limit.
In section 4 and 5, we numerically construct specic background solutions which inter-
polate between AdS4 in the UV and hyperscaling violating geometry in the IR in Einstein-
Dilaton-Axion (ED-Axion) model. Our numerical results for the exponent  agree with
the analytical formula (1.3).
In section 6, we discuss the relation between the bound of =s and the behavior of
entanglement entropy in hyperscaling violating theories, which may shed light on under-
standing the underlying reasons leading to the violation of the viscosity bound. Finally,
we give some open questions for further investigation.
2 Scaling behavior of viscosity in hyperscaling violating geometry







(!; k = 0); (2.1)
where x; y are any two dierent spatial coordinates (d  2) and T^ xy is the corresponding
spatial component of energy momentum tensor. As we mentioned before, although the
hydrodynamical interpretation of this quantity is absent since the translational invariance
is broken, the denition (2.1) is still valid and may be understood as the quantity of entropy
production.
For simplicity, we assume that the background metric and energy-momentum tensor
are homogenous and isotropic in spatial directions. Thus they can be diagonalized as




T = diag (Ttt(r); Trr(r); Txx(r);    ; Txx(r)) :
(2.2)
However, we do not assume that matter elds are homogeneous. Translational invariance





















gT   T = 0; (2.3)
where T = gT . As explained in [7], we consider perturbation with the form as (g)
x
y =
h(r)e i!t, whose coecients of boundary expansion give the Green function GR
T^xyT^xy
in the
boundary theory. The perturbation of the (x; y) component of the Einstein equations gives
the shear perturbation equation
1p g@r(
p ggrr@rh(r)) + (gtt!2  m(r)2)h(r) = 0; (2.4)







In standard holographic theories, there usually exists a nontrivial xed point in the
UV, which controls the high energy dynamics. Throughout this paper, we require the UV
xed point to be conformal, which is dual to AdS.
Here we are interested in shear viscosity, dened by (2.1), which is controlled by the
low energy dynamics of a theory. In the holographic perspective, the scaling behavior of
viscosity depends on the IR data. Here we adopt the logic of [20]. In this section, we focus
on the IR geometry with hyperscaling violation, and then study the scaling behavior of
viscosity. We will come back to the issue of UV completion in subsection 4.2.
2.1 Hyperscaling violating metrics
We consider a non-relativistic but isotropic boundary theory in d+ 1 dimensions, which is
dual to a bulk geometry with hyperscaling violation in d+ 2 dimension. The hyperscaling

















where z is the dynamical critical exponent, while  is the hyperscaling violating exponent.
L is the radius of hyperscaling violating geometry and we demand that L2 > 0. Under the
scaling transformation x ! x; r ! r; t ! zt , the metric behaves as ds ! =dds. We
may simply denote this relation as x  r  t1=z  (ds)d=.
Firstly, we remark that the following considerations put constraints on the possible
values of (d; z; ) in this hyperscaling violating metric.
1. To have a well-dened IR in the bulk, we require (   d)(   dz) > 0, or  = d while
 6= dz. The condition of  = d leads to a trivial Rd in spatial directions.1
1In [34], it is argued that the IR geometry of extremal Reissner-Nordstrom(RN) black hole, AdS2 Rd,
is reached by keeping  = d and sending z !1 in metric (2.6), since entanglement entropy shows volume
law when  = d [26, 27]. However, when we only care about geometry, AdS2Rd can be reached by keeping

















2. The location of IR in r direction is determined by the condition that the induced line
element vanishes, which leads to r
IR ! 0; (  d;  > dz) or r IR ! +1; (  d;  < dz).
3. We expect that small perturbations with modes of 0 = d+ z   will generate a ow























; 0 = d+ z   :
(2.7)
It demands that the mode must be relevant, leading to (d+ z    < 0) if r IR ! 0, or
(d + z    > 0) if r IR ! +1. It is indeed the case in hyperscaling violation [20, 21,














is identied with the temperature and the entropy density of the dual boundary
theory. It is worthwhile to point out that both temperature and frequency scale as
the inverse of time, namely T  !  t 1.
4. It is necessary to impose the Null Energy Condition (NEC), which gives rise to
(d  )(d(z   1)  )  0 and (z   1)(d+ z   )  0 [27].
As a result, we conclude that throughout this paper we will only consider the system
subject to the following constraints.
r
IR ! 0 (d    d+ 1 ^ d+ z < ) _ ( > d+ 1 ^ z  1);
r
IR ! +1 (  0 ^ z  1) _







When the black hole becomes extremal, so called extremal limit, there are two cases
for the limit of temperature.2
 Low temperature limit: (d+z )z > 0. For d+z  < 0; z < 0, we have r IR ! 0 and
T / r z+ ! 0; while for d + z    > 0; z > 0, we have r IR ! +1 and T / r z+ ! 0.
For both cases we have T ! 0.
 High temperature limit: (d+ z  )z < 0. Constraints (2.9) give d+ z   < 0; z > 0,
we have r
IR ! 0 and T / r z+ !1.
From s  T d z in hyperscaling violating metric, we know that if the extremal limit
is at T ! 1, the small black hole has negative specic heat and is thermodynamically
unstable [27].
In addition, investigations on the behaviors of entanglement entropy suggest that the
gravitational background with  > d might be unstable [27], which gives constraint stronger
than (2.9). In our paper we will ignore it rst and then come back to this issue in section 6.
2The word of \extremal" here refers to that the black hole solution (2.7) retracts its horizon r+ back
to the IR and returns to the original hyperscaling violating metric (2.6), which is equivalent to the cases

















2.2 Scaling behavior of viscosity
As assumed above, the hyperscaling violating metric (2.7) is the IR limit of the back-
ground metric in (2.2). In the IR region, the Einstein equations (2.3) give a scale relation
as T xx  Rxx  r 2=d. If the breaking of translational symmetry is (marginally) relevant
in the far IR, we have m(r)2  r2  gtt!2  r 2=d in (2.4). Similar scaling of graviton
mass can be found in [32, 33, 35, 36]. It means that the breaking of translational invariance
gives a mass of m(r) to graviton but does not break the scaling relation above, which con-
strains the behavior of the mass strongly. Furthermore, the scaling relation of hyperscaling
violation is preserved for the perturbation modes. If the breaking of translational invari-
ance is irrelevant, m(r)2 becomes subleading comparing to r2 in the IR. In other words,
m(r)2 = 0 at the leading order. While at subleading order, the irrelevant eect disturbs
the r dependence of m(r)2 with the involvement of other scales, which goes beyond the fol-
lowing scaling analysis in the main text. For completeness, we give a perturbation analysis
and numerical calculation on EMD-Axion model with irrelevant axion in appendix B. In
the remainder of our main text, we only consider the leading order eect. At zero frequency
! = 0, we nd the following asymptotic expansion of h0(r)
h0(r) = h r  +   + h+r+ +    (2.10)
where  ; + are two roots of the equation









with M2 = r2=dm(r)2 being the scaleless mass square. The explicit form of (2.10) is
derived in appendix A. Eq. (2.11) gives the relation between the scaling dimension and
graviton mass in the presence of hyperscaling violation. We remark that M2 should be
nonnegative (M2  0) to guarantee the stability of RG ow. Then one of the two branches
in (2.10) is normalizable while another is non-normalizable. For IR region, the scaling
dimension T^ of the operator T^
xy in dual theory should be identied with either  (r
IR ! 0)
or +(r












wherever the IR is located at.




r0 T^ +   + bGR
T^xyT^xy
(!; T )rT^ +   

; (2.13)
where constant b plays no role in the study of scaling of Green function. Closely fol-
lowing the analysis presented in [27].3 the corresponding retarded Green function with
3The dierence in our case is that the square of mass here is not a constant any more, but a quantity

















k = 0 scales as GR
T^xyT^xy




z , whose scaling dimension is 2T^   0. A
general UV-IR matching procedure has been presented in [37, 38], which links the imag-
inary part of the UV and IR Green functions as ImGR
T^xyT^xy
(!; T ) / ImGR
T^xyT^xy
(!; T ) at
low frequency when the black hole is near the extremal limit.4 Applying this relation, we
have ImGR
T^xyT^xy















 1, whose scaling dimension is 2T^   0   z. Remind that the
entropy density scales as s  T d z , thus we obtain the ratio of shear viscosity and entropy
density which scales as

s
















where eective spatial dimension de = d   . A more detailed derivation is given in
appendix A.
For M2 = 0, we have T^ = 0, =s  1, thus obtain the usual scaling dimension of
T^ xy [40, 41] and a constant =s bound [1, 42, 43]. While for M2 > 0, we have a nonzero
exponent  and =s exhibits a power law of temperature. The value of M2 is model-
dependent. In the presence of hyperscaling violation, we nd it is completely possible to
have an exponent  greater than 2 or even less than 0, under the constraints (2.9). We will
push this point forward in next sections.
Moreover, according to the discussion on the limit of temperature above, when
(d+ z   )z > 0 ((d + z   )z < 0), we have  > 0 ( < 0), then eq. (2.14) describes
the low (high) temperature behavior of =s.
In the end of this section, we remark that our results obtained in (2.14) is consistent








where h0(r) is required to be equal to 1 on the boundary. Since the IR regular branch
of h0(r) behaves as h0(r)  r0 T^ , after perturbing to nite temperature (2.7) we have
h0(r+)  r0 T^+ ; T  r z+ and then reproduce the result in (2.14).
In next section we will consider specic models in EMD-Axion theory in which the
graviton mass can be evaluated out explicitly.
3 Hyperscaling violating solution with lattices














4When the extremal limit is at T ! 1, namely 0z < 0, the UV-IR matching between imaginary part
of Green functions is still valid, since ImGR
T^xy T^xy
(!; T ) is small at high temperature for 0z < 0, as can be

















where i = 1; 2 : : : d correspond to spatial directions and c; J(); Z()  0. The equations




















2 + V 0()  Z
0()
4
F 2 = 0;
r(Z()F) = 0; r(J()@i) = 0:
(3.2)
Here we only consider the static and isotropic solutions with matter elds
 = (r); i = kxi; A = At(r)dt (3.3)
and metric (2.2), where k characterizes the lattices scale. The translational invariance is
broken by the axions. Given the action above, the square of varying mass in (2.5) is




where x refers to any one of the d spatial directions and x = kx. The rst equality comes
from that the metric is diagonal and Lm is linear to the spatial components of metric.
Moreover, due to the isotropy of the background, we nd that the Einstein equations
in (3.2) lead to

































Note that the l.h.s. of (3.5) is a purely geometric quantity. When e(r)2 = 0, namely the
Maxwell term in Lm vanishing, both m(r)2 and h(r) in (2.4) depend only on the bulk
geometry of the background as in appearance. It reects a strong constraint to the mass
of graviton, while the presence of the Maxwell eld may modify it.
We assume that a hyperscaling violating solution to the equations of motion (3.2)
















; A = Qr zdt; e = e0r1 ; (3.7)
where  is charge anomaly. This assumption is not dicult to reach. Hyperscaling vi-
olation emerges in the IR of many isotropic extremal solutions of the EMD-Axion The-
ory (3.1) above, except some (possibly) non-scaling solutions such as insulating phase of
Q-lattices [45]. Especially, solutions with ( 6= 0) can be found by choosing the form of
potentials V (); J() and Z() as
V () / e; J() / e; Z() / e; (3.8)
when  ! 1 [30, 32, 33]. If the potentials have some subleading exponential terms
which deviate from an exponential form of , the solution above is valid only at leading

















terms here. It is natural to demand Q2  0 and L2 > 0 which give more requirements to
a certain model.
From the scaling relation of hyperscaling violation, it is reasonable to compare the
scaling of the Maxwell term and axion term in the Lagrangian (3.1) or eq. (3.5). If they
have the same scaling, e(r)2 reaches a nite and scaleless constant. Otherwise, at least
one of them should be subleading, then e(r)2 ! 0 or +1 in the far IR. So we denote













The positivity of M2 is guaranteed by one of the NEC, namely (z   1)(d + z   )  0.















Here we have obtained the specic form for the exponent  in hyperscaling violating
solutions with the action (3.1), which in general is a function of eective spatial dimension
de, dynamical critical exponent z and a number e
2, which is formally dened as the ratio
of the Maxwell term and one of the lattice terms.
As a check, here we may immediately apply our formula in (3.11) to some specic
models previously discussed in [7].
 Neutral linear axion model. Its extremal IR geometry is neutral AdS2  R2, corre-
sponding to the situation of (d =  = 2; z ! +1; e2 = 0). We get that s  T 2.
 Charged linear axion model. Its extremal IR geometry is charged AdS2  R2, cor-
responding to the situation of (d =  = 2; z ! +1; e2 = 42
22







 Neutral Q-lattices. Its extremal IR geometry is neutral AdS4, where dilaton vanishes
exponentially and the translational invariance is recovered. It corresponds to the
situation of (d = 2;  = 0; z = 1; e2 = 0). We get that s  1.
 Metallic phase of charged Q-lattices. Its extremal IR geometry is charged AdS2R2
with irrelevant lattices, corresponding to the situation of (d =  = 2, z ! +1,
e2 ! +1). We get that s  1.
All the results above match the low temperature behavior as described in [7]. There is
no surprise since their extremal IR geometries belong to the special class of hyperscaling
violating geometry with  = 0, and the mass of graviton is restricted by the scaling relation.
5The action (3.1) and matter elds (3.3) in the notation of [7] are c = 0; J() = 1; Z() = 4
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and






























Figure 1. The exponent  of s  T as a function of z, with  = 0 and e2 = 0, for d = 2; 3; 5; 8.
 can be greater than 2 at nite z, when d > 2.
Denitely, we may provide more generic holographic models with attractive features
in the framework of hyperscaling violating theory, among of which we would like to discuss
several special situations as listed below.
 z = 1. Geometries are conformal to AdSd+2, whose lorentz symmetry is preserved
but hyperscaling relation may be violated (if  6= 0). We obtain =s  1 as a usual
constant bound [42].
  = 0; e2 = 0. Geometries are Lifshitz and the constraints (2.9) reduce to z  1.
When d = 2,  is a monotonously increasing function of z and reach its maximum
with  = 2 at z ! 1, which is consistent with the new bound proposed in [7].
When d > 2,  is not monotonous any more and its maximal value can be greater
than 2 at nite z, as shown in gure 1, which is a signal of violating the new bound
above. As a matter of fact, we remark that the vanishing of e2 is not necessary here.
A nonzero but small e2 can make  greater than 2 as well. Solutions with relevant
axions and the full Lifshitz symmetry have been found in [33]. Flows from AdS to
this kind of xed points are worth building.
 e2  0. Under the constraints (2.9), we nd  @
@(e2)
 0, where the equality holds up
if and only if  = 0. It means that in the low (high) temperature limit regions, the
charge is always reducing (enlarging) the exponent, except  = 0.





whose exponent is not greater than 2.
 z;  !1, while keeping   z =  xed. Constraints (2.9) lead to   0. Geometry is
conformal to AdS2 Rd, so called \-geometry", describing the semi-local quantum








. We build model
for this situation in section 5.
In gure 2, we plot the value of  as a function of (z; ) in the allowed region with

















Figure 2. Contour plot of the exponent  of s  T over (z; ) plane with d = 2 and e2 = 0.
The left-upper region corresponds to r
IR ! 0, which is divided into Region A (surrounded by red
line) and Region B (surrounded by green line) as discussed in section 4. The right-lower region
corresponds to r
IR ! +1 and contains Region C (surrounded by blue line). The blank region
violates the constraints (2.9).
Up to now, we have only concentrated on the extremal IR geometry with hyperscaling
violation by an analytical consideration, with a signal that the bound for  could be violated
in some situations. It is still questionable if we could explicitly construct such kind of black
hole solutions with UV completion at nite temperature. As a matter of fact, we point
out with caution that model building may not be realized for all the parameters because
the stability of the IR scaling solution and the existence of UV completion must be taken
into account, as well as other natural requirements, such as L2 > 0; Q2  0. Therefore,
in next two sections we will address this issue by numerically solving the equations of
motion and constructing explicit black hole solutions in which the new bound proposed
in [7] is violated.
4 Isotropic dilaton-axion lattices with nite (z; )
As explained in section 3, charge always reduces the exponent  for  > 0, so usually the
charge plays no role in discussing the upper bound of . For simplicity, we continue to
study on neutral backgrounds with relevant axion, which has already captured the power
laws of s  T  and s  T . We immediately have e2 = 0.
4.1 Scaling solution and stability





























in which we have chosen the potentials as J() = ce2; V () = n1e
. Scaling solutions
have been found in [32, 33]. We deduce them in the hyperscaling violating ansatz (3.7)
here. Looking for a solution of hyperscaling violation with relevant axions, we require that
each term in the Lagrange should scale in the same way, i.e. R  e2(@i)2  e. So their
exponents of r satisfy equalities as
   = 21 + 2   = 1: (4.2)
We immediately have
 = ; 1 =  1: (4.3)
Other parameters are deduced by solving the equations of motion. The result is
z =
2   c  4
2(  2) ; e
0L2 =
((  6)(  2) + c)( 2+ c+ 4)
2(  2)2n1 ;
e20k2 =
((  6)(  2) + c)(c  (  2))
2(  2)2c :
(4.4)
The above neutral solution is just the leading order solution with irrelevant current
in [32, 33]. It should give the same exponent  which only depends on the geometric param-
eters (z; de). Besides, under the constraints (2.9), k
2  0 and L2 > 0 are satised if n1 > 0.



























; e = e0r 1(1+cr):
(4.6)
By solving linearized perturbation equation, we nd two pairs of modes after getting rid
of the trivial modes.6 The two pairs of modes  satisfying   + + = 0 = 2 + z   . The
rst pair has 
(0)
  = 0 and 
(0)
+ = 0 ( ct = cr = r 0+ ; cx = c = 0), which correspond to









0(  + 2z   2) (2 + 8   11z + 2z(9z   7)  4)
  + 2z   2
!
: (4.7)
We point out that the relation + >   is not implied for those two pairs of modes.
Since the location of the IR depends on (z; ) or (; c), we can not determine whether
a mode is relevant or irrelevant from the sign of . A plausible way is to check the sign of
 +. If it is negative, then we always nd that one of the pair of modes is irrelevant and
6The class of trivial modes comes from the redundance of the perturbation. They are proportional to
ct =   2z; cr = + 2; cx =   2; c =  1 for any , which correspond to the innitesimal transformation

















Regions IR Limit of T (z; ) (; c) 
Region A r
IR ! 0 T ! 0 z < 0 ^  > 2 2 <  < p4 + c  > 2
Region B r
IR ! 0 T ! +1 0 < z  1 ^  > z + 2 (2 <   3 ^  
2 + 8  12 < c < 2   4)
_( > 3 ^ 2   2  c < 2   4)
  0
Region C r
IR ! +1 T ! 0  < 0 ^ z  1  < 0 ^ c  2   2 0   < 4
Table 1. Three regions with dierent locations of IR and dierent limits of temperature when
black holes become extremal. In the last column, we show the ranges of  by using (3.11).





+ =  2(z 1)( +z+2)(2z ) +2z 2  0, thus the scaling solution is RG stable.
The irrelevant mode among 
(1)
 is adjusted to satisfy the boundary condition of  on
the UV boundary after UV completion; while the relevant mode of 
(0)
+ = 0 drives the
extremal solution to a black hole with nite temperature. They are generally sucient
to construct a domain wall between AdS and hyperscaling violating geometry at nite
temperature, which will be studied in the next subsection.
4.2 UV completion and numerical results
As mentioned at the beginning of section 2, now we should do the UV completion to
construct the bulk solution which is asymptotic to AdS. As explained in [20], the UV
completing process can be achieved by demanding that e ! 0 in the UV of our previous
solution and modifying the potential like V () ! d(d+1)
l2
+ n1e
, where l is the radius of
AdS and is chosen to be 1 for convenience.
From solution (4.3), we have e / r . The above UV completing process demands
that r  ! 0 in the UV. For r IR ! 0, constraints (2.9) lead to  > 0, then the requirement
e
UV  ! 0 is satised such that we can nd a ow from AdS4. On the other hand, for
r
IR ! +1, we require  < 0, which falls into a region of the constraints (2.9), as shown in
gure 2. Notice that the UV completion process we adopt is not applicable to the region
of 0   < 2. Nevertheless, we expect that other kind of UV completion is helpful, such as
adopting a potential similar to the one in [25, 26]. We expect to realize it in future.
Taking the dierent limits of temperature into account, we conclude that the allowed
values for (z; ) can be classied into three regions, as summarized in table 1, among of
which Region A and C have been mentioned in [32, 33]. These three regions have been
marked in gure 2.
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2 sinh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6 + c2 + : : :, the square of mass of dilaton is  2 on the boundary. Then we choose the
conformal weight of its dual operator as  = 1.
The action does not allow a zero temperature solution with the near horizon geometry
of AdS2R2 and  = 0, since the term in front of axions, namely sinh2(), vanishes when
the dilaton vanishes.7













;  = (u); 1;2 = kx1;2 :
(4.9)
The AdS boundary is located at u = 0. The horizon has been rescaled to u = 1 such that
the temperature and entropy density are T = 14U(1)e
 S(1)=2 and s = 4. The free energy
density is f =    Ts, where the energy density  comes from the boundary expansion
(1  u)U(u)e S(u) = 1 +      2u3 +    . The dimensionless temperature, entropy density











where k is the lattice number. We set the AdS boundary conditions as U(0) = 1; S(0) = 0;
00(0) 0(0) = 0, while impose the regularity boundary condition at horizon. As a result,
each solution here is parameterized by two quantities, (; T=k), where  is a dimensionless
parameter specied by the AdS boundary condition of .
Now we numerically build up the background solution and then solve the perturbation
equation of h(u) (2.4). Changing T=k with a xed  , we can numerically construct hyper-
scaling violating solutions in the IR only within a certain range of  . Finally we calculate
=s numerically with the use of eq. (2.15). We verify the power law behavior of s and =s
for some values of (; c) in Region A and Region B, which is independent of the value for  .
We nd s  14 in all the cases, and the equality holds up only when the black hole reaches
the limit which is opposite to the extremal limit. We give some remarks as listed below.
 gure 3 is a typical plotting for the temperature behavior of s and =s in Region A.
At low temperature, the scaling exponents of s  T  and s  T  through numerical
calculation match the analytical results from eq. (4.5) very well. In particular, the
values of exponent  are greater than 2, in contrast to the results in [7]. At high
temperature, the numerical results approach to s  T 2; s  1, which is the standard
result for the usual AdS-Schwarzschild black hole.
 gure 4 is a typical plotting for the temperature behavior of s and =s in Region B.
In the left-upper plot of gure 4, we notice that above the minimal temperature Tmin,
there are two branches of black hole solutions, one corresponding to big black holes
while the other to small black holes [31, 46, 47]. The T ! +1 limit of the big black
7It is pointed out by [32] that a ground state of AdS2  R2 with nonvanishing dilaton and axions does


















α=3, c=7, z=-1.00, θ=3.00, s∼T^1.00
α=2.7, c=4, z=-0.507, θ=2.70, s∼T^1.38α=3.3, c=9, z=-0.812, θ=3.30, s∼T^1.60









∂s∂T α=3, c=7, z=-1.00, θ=3.00, η/s∼T^4.00
α=2.7, c=4, z=-0.507, θ=2.70, η/s∼T^5.51
α=3.3, c=9, z=-0.812, θ=3.30, η/s∼T^4.69










Tη /s ∂ (η /s)∂T
Figure 3. The scaling exponents of s  T (the left plot) and s  T (the right plot) as a function
of T=k in Region A. Solid lines represent the numerical results; dashed lines represent analytical
results from (4.5). The extremal limit is at T ! 0.
extremal limit
small black holebig black hole


















































Tη /s ∂ (η /s)∂T
Figure 4. Numerical results in Region B with  = 3 and c = 4:3. The left-upper plot shows
T=k as a function of h = (1). The right-upper plot shows the dimensionless free energy density
f=k3 as a function of T=k. The scaling exponents of s  T (the left-lower plot) and s  T (the
right-lower plot) as a function of T=k. The extremal limit is at T ! +1 for small black hole.
hole is the AdS-Schwarzschild black hole. The extremal limit can be approached by
heating the small black hole to T ! +1.
The small black hole branch is thermodynamically unstable as expected, since its
free energy density is greater than the one in big black hole branch with the same
temperature, as shown in the right-upper plot of gure 4. Above certain a critical

















for 0 < T < Tc, the extremal limit with a periodical time of t  t+iT 1 is dominated,
which is the ground state of the system. A rst order phase transition happens at Tc
between the ground state and the big black hole branch.
Anyway, in the extremal limit we nd that the scaling exponents from numerical
calculation match the one of the hyperscaling violating solution (4.5), as shown in
the bottom of gure 4.
In the end of this section we turn to the temperature behavior of s and =s for param-
eters in region C, in which the choice for UV completion is dierent. Since  < 0, if we
expect that the term of e in potential V () is leading in the IR region, we need !  1.
Thus we have to choose J() = c4 sech
2() in order to reach the right hyperscaling violating















It should be noticed that though as !  1, sech2()! 0, we still have
sech2()(@i)
2  r  ! +1 to build up the ground state with relevant lattices.
Besides AdS4 vacuum with unit radius, the action also admits a solution with extremal

















2 = 6  62 +    , the square of eective mass of dilaton is  (2 +
12=c), which violates the AdS2 BF bound of  34 . We expect that a condensation of dilaton
occurs at relatively low temperature (but it is still at high temperature with respect to the
emergence of hyperscaling violation).
Respect to the AdS4 vacuum, the square of mass of dilaton is  2 as well. Here we
choose the conformal weight of the dual operator of dilaton as  = 2 and demand its source
to be zero by choosing one of the AdS boundary conditions as 0(0) = 0 for numerical
convenience. The other boundary conditions are the same as those in Region A and B.
Thus there is only one parameter T=k remaining.
We numerically nd that the dilaton condensates spontaneously at relatively low tem-
perature. It leads to a second order phase transition between pure axion black hole and
dilaton-axion black hole. By comparing the free energy, we nd that the dilaton-axion black
hole is thermodynamically dominated below the critical temperature. When we continu-
ously drop down the temperature, the hyperscaling violating solution is approached and
the power law is veried, as shown in gure 5. We can see that  tends to the predicted

















α=-4, c=72, z=5, θ=-4, η/s∼T^2.15










α=-4, c=72, z=5, θ=-4, η/s∼T^2.15







Tη /s ∂ (η /s)∂T
Figure 5. The scaling exponents of s  T (the left plot) and s  T (the right plot) as a function
of T=k in Region C. The step at T=k  0:06 results from the second order phase transition. The
extremal limit is at T ! 0.
5 Isotropic dilaton-linear axion lattices with innite (z; ): -geometry















where we have chosen the potentials as J() = 1, V () = n1e
. It has a ground state












; e = r1 ; 1;2 = kx1;2;
 =
22
1  2 ; k
2 = n1(1  2); L2 = 2(1 + 
2)




It corresponds to the situation of z;  !1 while keeping   z =  xed.
From L2 > 0; k2 > 0, we have n1 > 0; 
2 < 1;  > 0 and r
IR ! +1. We just choose
0 <  < 1 such that 1 > 0 and ! +1 at IR. Since  > 0, here the -geometry can be
obtained by taking the limit of (z ! 1;  ! 1) in Region A or Region C.













; e = r1(1+cr
);
(5.3)
we nd modes which are similar to section 4. There are two pairs of modes which satisfy
 ++ = 1+  after getting rid of the trivial modes.8 One pair has 
(0)
  = 0 and 
(0)
+ = 1+ 
( ct = cr = r 1 + ; cx = c = 0), which correspond to rescaling of time and creating a







1 +  
p
(1 + )(9 + )

; (5.4)
8The trivial modes are proportion to ct =     2; cr =   + 2; cx =  ; c = 1 which correspond to




































Tη /s ∂ (η /s)∂T
Figure 6. The scaling exponents of s  T (the left plot) and s  T (the right plot) as a function
of T=k. The step at T=k  0:01 results from the second order phase transition between pure axion





+ =  2(1 + ) < 0. Then the scaling solution above are RG stable,
for the same reason in section 4.
As pointed out in section 3, the power law of s and =s reads separately as










From  > 0, we have 2 <  < 4.










Similar to Region C in section 4, the action admits AdS4 vacuum with unit radius and
AdS2R2 with radius of 1=
p
3. The square of mass of dilaton is  2 and violates the AdS2
BF of  34 . We expect a condensation of dilaton.
Ansatz and the boundary conditions for numerical calculation are chosen to be the same
as those in Region C. The hyperscaling violating solution is approached at low temperature
and the power law is veried, as shown in gure 6.
6 Discussion and outlooks
6.1 In comparison with the behavior of entanglement entropy
We have constructed specic models with the violation of the shear viscosity bound (1.2)
in section 4 and 5, which has been veried by numerical calculation. It becomes urgent
to understand the underlying reasons leading to such violations. Apparently, the violation
might be rooted in the nonzero exponent of hyperscaling violation . But our analysis for
higher dimension d > 2 indicates that such kind of violation can occur even  = 0, as
shown in gure 1.
As mentioned in the end of subsection 2.1, investigations of the behaviors of entan-

















that the bound violation may be related to the peculiar behavior of entanglement entropy
in these theories. Explicitly,
 When de > 1 (containing Region C), we nd 0   < 4, suggesting a new bound of
4 rather than 2. Within this region, the entanglement entropy is subject to the area
law, implying that the dual local QFTs do not have large accidental degeneracies in
low energy spectrum [26]. In addition, for -geometry (5.2), the upper bound is 4
and the entanglement entropy satises the area law as well, under the condition that
the width of the strip is large enough [48].
 When 0  de  1, we nd   2 from the power law (3.11), which just coincides
with the bound (1.2). Within this region, the area law of entanglement entropy
receives violations interpolating between the logarithmic and linear behavior [26, 27].
Especially, when de = 1, a logarithmic violation appears, signaling the existence
of fermi surface; when de = 0, a linear violation appears and leads to a volume
law, signaling an extensive ground state entropy. Recall that the known extremal IR
geometries with nonvanishing lattices studied in [7] are AdS2  R2, which belong to
the case of de = 0, and the entanglement entropy shows volume law.
 When de < 0, we nd  > 2 for z < 0 ^ e = 0 (containing Region A) and   0
for 0 < z  1 (containing Region B), which just violate the bound (1.2), neither
more nor less, and suggesting the inexistence of the bound. Within this region,
the entanglement entropy scales faster than the volume, which is not the behavior of
QFT. Moreover, the stationary surface of entanglement entropy becomes a maximum,
which suggests some instability of gravitational background [27]. So the violation of
0 <  < 2 in this region might be related to the abnormality of entanglement entropy
and gravitational background.
From the analysis above, we give a conjecture that the bound of  depends on the
behaviors of entanglement entropy, due to the dierent natures of ground states: when
entanglement entropy shows area law, the bound is 4; when the area law have logarithmic
to linear violation, the bound is 2; when the volume law is exceeded, then there is no bound.
6.2 Conclusions and open questions
In this paper we have investigated the shear viscosity in a general holographic framework
with hyperscaling violation. In the presence of isotropic and relevant lattices, we have
demonstrated that the scaling relation in extremal IR region strongly constrains the mass
term of graviton such that the ratio of shear viscosity to the entropy density always ex-
hibits a power law behavior with temperature, =s  T . Signicantly, we have found
that in the EMD-Axion theory (3.1) the exponent  can be greater than 2 such that the
bound (1.2) raised in [7] is violated. Our above observation has been veried by numerically
constructing a large class of black hole solutions with UV completion in the EMD-Axion
theory. On the other hand, when the axion is irrelevant, at subleading order, k appears in
the expression of =s as another scale and leads to a complicated behavior of temperature

















It is instructive to discuss the bound of entropy production rate in the holographic
framework with hyperscaling violation, closely following the consideration presented in [7].
As analyzed in section 2, when breaking of translational invariance is relevant in the IR,
operate T^ xy acquires a scaling dimension of T^ in the IR, so as its dual source g
(0)
xy acquires
0   T^ , denoted as [g
(0)
xy ] = 0   T^ . Consider the source g
(0)




where c(0) is a time independent constant. Since [t] =  [T ] =  z, then [c(0)] = 0  T^ + z.
On the other hand, from eq. (2.14), we have [=s] = 2(T^   0). Then the equation about













has scaling dimensions of zero on both sides, which is natural. Then the bound of entropy








is the `Planckian time'. Let us assume that temperature T is still a
dominating scale. Then c(0) = T
0 T^
z
+1 is the natural choice which satises the scaling
dimension.9
We have conjectured that the boundedness of  relates to the behavior of entanglement
entropy. In particular, when the area law of entanglement entropy is satised, a higher
bound of 4 for  has been suggested. The reason of the boundedness of  might be ascribed
to the boundedness of scaling dimension of operator T^ xy.
Finally, a lot of open problems deserve for further investigation. Firstly, in this paper
we have only considered the isotropic lattices due to the axion elds. In section 4 and 5,
we only do the calculation at the scaling solutions with vanishing current, and the UV
complete solutions with (marginally) relevant current and (marginally) relevant lattices
are worthy of investigation in future [33, 49]. On the other hand, the anisotropic situation
is interesting as well, since an anisotropic scaling relation will emerge in the IR [32, 36].
Furthermore, by dening an eective (scaleless) mass of graviton, we expect that our
scaling analysis on shear viscosity can be generalized to models in which the translational
symmetry is broken by other eects, such as massive gravity [8, 50, 51], magnetic charge [10]
or disordering [52{54], since the scaling relations emerged in the IR belong to one sort of
hyperscaling violations.
Secondly, since other components of graviton are massive as well, Green functions
associated with other components of energy-momentum tensor may exhibit similar scaling
9Our strategy here is dierent from that in [7], where it is argued that the strain constant c(0) can be


















behaviors, then their susceptibilities, such as bulk viscosity, are expected to exhibit some
power laws of temperature.
Thirdly, we stress that it is very crucial to understand the underlying reasons of bound-
edness or boundlessness of  in dierent regions. One may investigate it from the viewpoint
of dimensional reduction, since the power law to the temperature may return to a more
simple way in higher dimension. In EMD theories, the solutions of higher-dimensional
theories reducing to de < 0 region are asymptotically at p-branes [22, 23]. The bound-
lessness of  in this region may come from the absence of the scaling symmetry of AdS or
Lifshitz in higher-dimensional spacetimes, although the exact dimensional reduction of the
EMD-Axion theories is not clear yet.10
The violation of the area law of entanglement entropy is related to the bound for en-
tanglement entropy production rate [55], which has been studied during thermalization in
holographic system [56, 57]. The relation between the shear viscosity bound and entangle-
ment entropy calls for further investigation.
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A Shear viscosity with (marginally) relevant axion
In this appendix we derive the shear viscosity  through the retarded Green function
explicitly. We will show that the result is consistent with that from the scale analysis (2.14).
















; 0 := d+ z   : (A.2)
Note that we have used m(r)2 = M2r 
2
d as discussed in section 2. We remind that
M2  0; L2 > 0 and temperature is T = j0jr z+ =(4).































where a  0. The new coordinate  covers the region 1    0, with the horizon at  = 1
and the boundary at  = 0. Now, the perturbation equation (A.1) can be rewritten as









2   a(a  1)
2
!
h() = 0: (A.4)
As we will see below, the term of !2 is not important for calculating the viscosity. With
regularity condition at horizon, the zero frequency solution h0() can be obtained as
h0() = 
a




2F1(1  a; 1  a; 2  2a; ); (A.5)




 (1  2a) (a)2 ; (A.6)
while on the boundary, h0() behaves as
h0( ! 0) = a +       (1  a)
2 (2a)
 (2  2a) (a)2 
1 a +    ; (A.7)
which is the explicit form of (2.10).
We next introduce the in-falling boundary condition and expand the solution in power
of the frequency as
h() = (1  ) i!4T h0()(1 + i!H() +O(!)2)
= h0()(1 + i! ~H() +O(!)2);
(A.8)
where H() is regular at the horizon and ~H() = H()   ln(1 )4T . Then, substituting the
above expansion into (A.4), we derive a conservation equation up to the rst order of !
@(h0()
2(1  )@ ~H()) = 0: (A.9)
Now we evaluate the conserved quantity h0()




4T (1  )h0()2 : (A.10)
This result gives the asymptotic behavior of ~H() on the boundary
~H( ! 0) = C + h0(1)
2
4T (1  2a)

















where (A.7) has been used and C is an integration constant. Finally, we have the asymptotic
behavior of h() on the boundary









 a+1+  +O(!2): (A.12)
Next we derive the viscosity from the imaginary part of the retarded Green function
in (2.13). To do that we change the coordinate  in (A.12) back to the original one























where (2.8) has been used and h0(1) is given by (A.6).





















By using the UV-IR matching explained in section 2, we have s / HVs . Therefore, our
result obtained from Green function conrms the temperature behavior of =s given by the
scaling analysis (2.14). Besides, if hyperscaling violation is also valid in the UV, i.e. with-
out the AdS-UV completion, the holographic renormalization for a certain hyperscaling
violating theory is needed, and the constant b in the expansion (2.13) could be determined,
at least for EMD theory [40, 41]. While, for EMD-Axion theory, the holographic renor-
malization may be very dierent, since the scaling dimension of T^ xy is T^ now, which can
deviate from the usual value of 0 = d  + z in the translational invariance cases [40, 41].
B Shear viscosity with irrelevant axion
We are going to study =s on EMD-Axion model with irrelevant axion at subleading order.
We will consider the perturbation of h0(r) and nd the solution up to O(k2) and then
derive the temperature dependence of =s. Finally, we come to numerical calculation to
justify our formula.
B.1 Analytical consideration and approximation










































































The axion back-reacts to the metric and the dilaton with modes SJ(r) for J = ft; r; x; g.
SJ(r) satisfy some nonhomogeneous second order dierential equations with sources of
axion. Since there are freedom for redenition of r as in usual mode analysis, we can
choose the gauge condition of St(r) = 0. Near the boundary, the asymptotic behaviors







+    , where  = 2 + 1. Axion
is irrelevant when 0 < 0. At the horizon, Sr(r+) = Sx(r+) = S(r+) = S
0
r(r+) = 0
are required to eliminate other modes. Then the temperature is T = j0jLt4Lr r
 z
+ . We have
maintained the freedom of rescaling coordinates into fLt; Lr; Lxg for the convenience of
numerical calculation in the next subsection.
Like the case in appendix A, we can rewrite the shear perturbation equation for ! = 0
in (2.4) with coordinate  = (r=r+)




0 () + k
2h
(1)
0 () +    ; (B.4)
which are subject to the following iterative equations
@((1  )@h(0)0 ()) = 0; (B.5)






b 2h(0)0 () S1()@h(0)0 ()+S2()@2h(0)0 (); (B.6)
where S1() and S2() are some linear combinations of SJ and their derivatives and
b = =0 < 0. We expect O(k2) approximation is enough to t the low temper-
ature dependence of =s when k is small. The solution to eq. (B.5) which is reg-
ular at the horizon is h
(0)
0 () = C, with C being a constant. Plug it into (B.6),
we nd that the terms of S1() and S2() vanish and the horizon-regular solution is
h
(1)




















where B(; b+1; 0) is the incomplete beta function whose series denition is B(; b+1; 0) =P1
i=0
b+1+i
b+1+i . Formula (B.7) can tell us how temperature aects the value of h0() at
horizon, namely h0(1). Let us focus on the cases in which the extremal limit is at T ! 0.
At low temperature, hyperscaling violation emerges in the IR and (B.2) is valid only within
an interval between ri and r+. It connects to AdS deformed by matter elds near an
intermediate scale ri. The constant C can be determined by evaluating h0 at ri as
h0(i) =   (B.8)
where i = (ri=r+)
0 and   can be understood as the tunnelling rate. Such an idea was

















is much lower than other scales, it becomes not important to the RG ow from AdS to
hyperscaling violation. The tunnelling rate, which characterizes how h0 decays from the
conformal boundary to ri, becomes insensitive to temperature and is expected to go to a
constant at low temperature. So temperature mainly controls h0 by varying r+ in (B.7).
Although we have no general analytical solution with UV completion and can not determine
C;   or ri analytically, we can estimate them by numerical tting in the next subsection.
By working out C from (B.8), we obtain the value of h0 at horizon as
h0( = 1) =  
(b  1)b K2r+ (bHb   1)
(b  1)b+K2r+















r 0+ +   
!#
; (B.10)
where Hb is the b
th harmonic number. Then =s can be obtained directly by the weaker
horizon formula (2.15). As asserted in the main text, in the expansion (B.10), the leading
term is constant   while scales k2 and e0 appear at the subleading term. We nd that
when the axion becomes irrelevant, the temperature dependence of =s up to O(k2) is more
complicated than the case with (marginally) relevant axion. The reason can be seen by
rewriting the mass-like term as
K2r+ /
8<: k







; for  6= 0; (B.11)
where quantities fLt; Lr; Lxg have been absorbed in fT; e0 ; kg by coordinate transforma-
tions. When axion is (marginally) relevant, namely,  = 0, the other two scales k and
e0 are combined into a scaleless quantity M2 and only enter the scaling dimension (2.12).
While, when axion is irrelevant, namely, 0 < 0, they enter m(r)
2 with a form coupling
to T and lead to a complicated behavior of temperature dependence. Nevertheless, since
axion is irrelevant, =s is nally expected to converge to a nonzero constant at extremal









that could happen to be too slow to be observed numerically. The
full expression (B.9) goes beyond the simple power law and seems hard to obtain through
scaling analysis.
In eq. (B.9), there are two parameters f ; rig which should be given by tting in the
next subsection.
B.2 Numerical calculation and tting
Now we conduct numerical calculation for neutral background with positive specic heat
and irrelevant axion. The allowed parameter space is z = 1;  < 0 and  < 0 [33]. Cases
of z 6= 1 can be constructed with (marginally) relevant current [33]. For generality, we
retain the freedom of z in the following discussion. Dierent from subsection 4.2, the UV
completive form of V () is chosen as
V () = (d(d+ 1)  2n1)
 









































● Lr2■ Lt2◆ eϕ0▲ K2
Figure 7. The exponent  of s  T as a function of T= is shown in the left plot, where solid
line denotes numerical result and dashed line denotes analytical result. Quantities fL2r; L2t ; e0 ;K2g
as a function of T= is shown in the right plot. The parameters are d = 2;  = 0:8;  =  1 and
k= = 0:5, then z = 1;  =  3:56 and  =  2:44.
for the purpose that V () approaches to n1e
 quickly even when  is not too large. Other
settings in (3.1) are J() = e; Z() = 0 and c = 1. The ansatz for the metric in numerical














;  = (u); i = kxi: (B.13)
When  is small, expansion V () = d(d + 1) + d2 +    gives boundary expansion
 = u+   + ud +    . The boundary conditions are U(0) = 1; S(0) = 1; 0(0) = 
at u = 0 and regular conditions at u = 1. In this coordinate, temperature and entropy




and s = 4. The dimensions of T and k are chosen to be can-
celled by unit  . Then our numerical solutions are parameterized by two dimensionless
quantities fT ; k g.
When lowering down T=, we x k=. Hyperscaling violation emerges near the hori-
zon u ! 1 at low temperature. It can be directly observed by coordinate transformation
u! r1  d =; t! t=; xi ! xi= to the one used in (B.2). Then we know the location of
horizon is r+ = 
d
d  and the parameters accordingly transform as T ! T; k ! k and
s ! ds. It means that the temperature, lattices scale and entropy density in coordi-
nate (B.2) are equal to the dimensionless ones in (B.13). Then the quantities fL2r ; L2t ; e0g










d  ; e0 = e(1)
 d1
d  : (B.14)
Then K2 can be calculated by using (B.7).
We demonstrate our numerical calculation in d = 2. The exponent  of s  T  con-
verges to d z at low T= , as shown in the left plot of gure 7. Quantities fL2r ; L2t ; e0 ;K2g
go to constants at low T= as well, as shown in the right plot of gure 7. Numerical solu-
tions for h0(r) at dierent temperatures T= are plotted in the left of gure 8. As expected,
























































T/τ● 0.0735■ 0.102◆ 0.143▲ 0.197▼ 0.261








Figure 8. h0(r) at various temperatures are shown in the left plot, where the numerical solutions
are denoted by points and the results from tting (B.7) are denoted by lines. 4=s as a function
of T= is shown in the right plot, where blue points denote numerical result and red line denotes
result from tting (B.9). The tting values of f ; rig are marked by the black cross in the left plot.
region h0(r & 1) matches well with (B.7) where constant C is the tting parameter. The
temperature behavior of =s is illustrated in the right plot of gure 8. From this gure we
notice that =s falls o quickly at rst which is controlled by AdS deformed by axion. It
goes to the minimum at T=  0:29 then rises again because the axion begins to be sup-
pressed in the IR, which is also hinted by the peak of K2 at T=  0:29 in gure 7. When
T=  0:2, hyperscaling violation begins to emerge and then =s begins to satisfy (B.9).
To t the numerical data of =s by using (B.9), we x the value of K2 at lowest T= and
select the tting interval as T= < 0:116. f ; rig are the two tting parameters, whose
tting values are marked in the left plot of gure 8. The tting curves match the data well
when T= is low. We remark that the tting values of f ; rig are sensitive to the tting
interval of T= but satisfy (B.8) pretty well at low T= .
Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
References
[1] P. Kovtun, D.T. Son and A.O. Starinets, Viscosity in strongly interacting quantum eld
theories from black hole physics, Phys. Rev. Lett. 94 (2005) 111601 [hep-th/0405231]
[INSPIRE].
[2] D. Mateos and D. Trancanelli, The anisotropic N = 4 super Yang-Mills plasma and its
instabilities, Phys. Rev. Lett. 107 (2011) 101601 [arXiv:1105.3472] [INSPIRE].
[3] D. Mateos and D. Trancanelli, Thermodynamics and Instabilities of a Strongly Coupled
Anisotropic Plasma, JHEP 07 (2011) 054 [arXiv:1106.1637] [INSPIRE].
[4] A. Rebhan and D. Steineder, Violation of the Holographic Viscosity Bound in a Strongly


















[5] X.-H. Ge, Y. Ling, C. Niu and S.-J. Sin, Thermoelectric conductivities, shear viscosity and
stability in an anisotropic linear axion model, Phys. Rev. D 92 (2015) 106005
[arXiv:1412.8346] [INSPIRE].
[6] R.A. Davison and B. Gouteraux, Momentum dissipation and eective theories of coherent
and incoherent transport, JHEP 01 (2015) 039 [arXiv:1411.1062] [INSPIRE].
[7] S.A. Hartnoll, D.M. Ramirez and J.E. Santos, Entropy production, viscosity bounds and
bumpy black holes, JHEP 03 (2016) 170 [arXiv:1601.02757] [INSPIRE].
[8] L. Alberte, M. Baggioli and O. Pujolas, Viscosity bound violation in holographic solids and
the viscoelastic response, JHEP 07 (2016) 074 [arXiv:1601.03384] [INSPIRE].
[9] P. Burikham and N. Poovuttikul, Shear viscosity in holography and eective theory of
transport without translational symmetry, arXiv:1601.04624 [INSPIRE].
[10] H.-S. Liu, H. Lu and C.N. Pope, Magnetically-Charged Black Branes and Viscosity/Entropy
Ratios, arXiv:1602.07712 [INSPIRE].
[11] S.A. Hartnoll and D.M. Hofman, Locally Critical Resistivities from Umklapp Scattering,
Phys. Rev. Lett. 108 (2012) 241601 [arXiv:1201.3917] [INSPIRE].
[12] M. Blake, D. Tong and D. Vegh, Holographic Lattices Give the Graviton an Eective Mass,
Phys. Rev. Lett. 112 (2014) 071602 [arXiv:1310.3832] [INSPIRE].
[13] S. Kachru, X. Liu and M. Mulligan, Gravity duals of Lifshitz-like xed points, Phys. Rev. D
78 (2008) 106005 [arXiv:0808.1725] [INSPIRE].
[14] M. Taylor, Non-relativistic holography, arXiv:0812.0530 [INSPIRE].
[15] S.S. Gubser and A. Nellore, Ground states of holographic superconductors, Phys. Rev. D 80
(2009) 105007 [arXiv:0908.1972] [INSPIRE].
[16] S. Sachdev, Quantum Phase Transitions, 2nd edition, Cambridge University Press (2011).
[17] S.S. Gubser and F.D. Rocha, Peculiar properties of a charged dilatonic black hole in AdS5,
Phys. Rev. D 81 (2010) 046001 [arXiv:0911.2898] [INSPIRE].
[18] M. Cadoni, G. D'Appollonio and P. Pani, Phase transitions between Reissner-Nordstrom and
dilatonic black holes in 4D AdS spacetime, JHEP 03 (2010) 100 [arXiv:0912.3520]
[INSPIRE].
[19] K. Goldstein, S. Kachru, S. Prakash and S.P. Trivedi, Holography of Charged Dilaton Black
Holes, JHEP 08 (2010) 078 [arXiv:0911.3586] [INSPIRE].
[20] C. Charmousis, B. Gouteraux, B.S. Kim, E. Kiritsis and R. Meyer, Eective Holographic
Theories for low-temperature condensed matter systems, JHEP 11 (2010) 151
[arXiv:1005.4690] [INSPIRE].
[21] E. Perlmutter, Domain Wall Holography for Finite Temperature Scaling Solutions, JHEP 02
(2011) 013 [arXiv:1006.2124] [INSPIRE].
[22] B. Gouteraux, J. Smolic, M. Smolic, K. Skenderis and M. Taylor, Holography for
Einstein-Maxwell-dilaton theories from generalized dimensional reduction, JHEP 01 (2012)
089 [arXiv:1110.2320] [INSPIRE].
[23] B. Gouteraux and E. Kiritsis, Generalized Holographic Quantum Criticality at Finite

















[24] N. Iizuka, N. Kundu, P. Narayan and S.P. Trivedi, Holographic Fermi and Non-Fermi Liquids
with Transitions in Dilaton Gravity, JHEP 01 (2012) 094 [arXiv:1105.1162] [INSPIRE].
[25] N. Ogawa, T. Takayanagi and T. Ugajin, Holographic Fermi Surfaces and Entanglement
Entropy, JHEP 01 (2012) 125 [arXiv:1111.1023] [INSPIRE].
[26] L. Huijse, S. Sachdev and B. Swingle, Hidden Fermi surfaces in compressible states of
gauge-gravity duality, Phys. Rev. B 85 (2012) 035121 [arXiv:1112.0573] [INSPIRE].
[27] X. Dong, S. Harrison, S. Kachru, G. Torroba and H. Wang, Aspects of holography for
theories with hyperscaling violation, JHEP 06 (2012) 041 [arXiv:1201.1905] [INSPIRE].
[28] M. Alishahiha and H. Yavartanoo, On Holography with Hyperscaling Violation, JHEP 11
(2012) 034 [arXiv:1208.6197] [INSPIRE].
[29] J. Bhattacharya, S. Cremonini and A. Sinkovics, On the IR completion of geometries with
hyperscaling violation, JHEP 02 (2013) 147 [arXiv:1208.1752] [INSPIRE].
[30] B. Gouteraux and E. Kiritsis, Quantum critical lines in holographic phases with (un)broken
symmetry, JHEP 04 (2013) 053 [arXiv:1212.2625] [INSPIRE].
[31] E. Kiritsis and J. Ren, On Holographic Insulators and Supersolids, JHEP 09 (2015) 168
[arXiv:1503.03481] [INSPIRE].
[32] A. Donos and J.P. Gauntlett, Novel metals and insulators from holography, JHEP 06 (2014)
007 [arXiv:1401.5077] [INSPIRE].
[33] B. Gouteraux, Charge transport in holography with momentum dissipation, JHEP 04 (2014)
181 [arXiv:1401.5436] [INSPIRE].
[34] J. Zaanen, Y.W. Sun, Y. Liu and K. Schalm, Holographic Duality in Condensed Matter
Physics, Cambridge University Press (2015).
[35] M. Edalati, J.F. Pedraza and W. Tangarife Garcia, Quantum Fluctuations in Holographic
Theories with Hyperscaling Violation, Phys. Rev. D 87 (2013) 046001 [arXiv:1210.6993]
[INSPIRE].
[36] A. Donos, B. Gouteraux and E. Kiritsis, Holographic Metals and Insulators with Helical
Symmetry, JHEP 09 (2014) 038 [arXiv:1406.6351] [INSPIRE].
[37] A. Donos and S.A. Hartnoll, Universal linear in temperature resistivity from black hole
superradiance, Phys. Rev. D 86 (2012) 124046 [arXiv:1208.4102] [INSPIRE].
[38] T. Faulkner, H. Liu, J. McGreevy and D. Vegh, Emergent quantum criticality, Fermi
surfaces and AdS2, Phys. Rev. D 83 (2011) 125002 [arXiv:0907.2694] [INSPIRE].
[39] T. Faulkner, N. Iqbal, H. Liu, J. McGreevy and D. Vegh, Holographic non-Fermi liquid xed
points, Phil. Trans. Roy. Soc. A 369 (2011) 1640 [arXiv:1101.0597] [INSPIRE].
[40] W. Chemissany and I. Papadimitriou, Generalized dilatation operator method for
non-relativistic holography, Phys. Lett. B 737 (2014) 272 [arXiv:1405.3965] [INSPIRE].
[41] M. Taylor, Lifshitz holography, Class. Quant. Grav. 33 (2016) 033001 [arXiv:1512.03554]
[INSPIRE].
[42] K.S. Kolekar, D. Mukherjee and K. Narayan, Hyperscaling violation and the shear diusion
constant, Phys. Lett. B 760 (2016) 86 [arXiv:1604.05092] [INSPIRE].
[43] X.-M. Kuang and J.-P. Wu, Transport coecients from hyperscaling violating black brane:

















[44] A. Lucas, Conductivity of a strange metal: from holography to memory functions, JHEP 03
(2015) 071 [arXiv:1501.05656] [INSPIRE].
[45] A. Donos and J.P. Gauntlett, Holographic Q-lattices, JHEP 04 (2014) 040
[arXiv:1311.3292] [INSPIRE].
[46] U. Gursoy, E. Kiritsis, L. Mazzanti and F. Nitti, Holography and Thermodynamics of 5D
Dilaton-gravity, JHEP 05 (2009) 033 [arXiv:0812.0792] [INSPIRE].
[47] U. Gursoy, E. Kiritsis, L. Mazzanti and F. Nitti, Deconnement and Gluon Plasma
Dynamics in Improved Holographic QCD, Phys. Rev. Lett. 101 (2008) 181601
[arXiv:0804.0899] [INSPIRE].
[48] H. Liu and M. Mezei, Probing renormalization group ows using entanglement entropy,
JHEP 01 (2014) 098 [arXiv:1309.6935] [INSPIRE].
[49] Y. Ling, Z. Xian and Z. Zhou, Power Law of Shear Viscosity in
Einstein-Maxwell-Dilaton-Axion model, arXiv:1610.08823 [INSPIRE].
[50] D. Vegh, Holography without translational symmetry, arXiv:1301.0537 [INSPIRE].
[51] T. Andrade and B. Withers, A simple holographic model of momentum relaxation, JHEP 05
(2014) 101 [arXiv:1311.5157] [INSPIRE].
[52] S.A. Hartnoll and J.E. Santos, Disordered horizons: Holography of randomly disordered xed
points, Phys. Rev. Lett. 112 (2014) 231601 [arXiv:1402.0872] [INSPIRE].
[53] S.A. Hartnoll, D.M. Ramirez and J.E. Santos, Emergent scale invariance of disordered
horizons, JHEP 09 (2015) 160 [arXiv:1504.03324] [INSPIRE].
[54] S.A. Hartnoll, D.M. Ramirez and J.E. Santos, Thermal conductivity at a disordered quantum
critical point, JHEP 04 (2016) 022 [arXiv:1508.04435] [INSPIRE].
[55] K. Van Acoleyen, M. Marien and F. Verstraete, Entanglement rates and area laws, Phys.
Rev. Lett. 111 (2013) 170501 [arXiv:1304.5931].
[56] H. Liu and S.J. Suh, Entanglement growth during thermalization in holographic systems,
Phys. Rev. D 89 (2014) 066012 [arXiv:1311.1200] [INSPIRE].
[57] M. Alishahiha, A.F. Astaneh and M.R. Mohammadi Mozaar, Thermalization in
backgrounds with hyperscaling violating factor, Phys. Rev. D 90 (2014) 046004
[arXiv:1401.2807] [INSPIRE].
[58] J. Sadeghi and S. Tahery, Validity check for imaginary part of potential of a moving
quarkonia in plasma with hyperscaling violating backgrounds, arXiv:1509.01309 [INSPIRE].
{ 30 {
