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VALUE DISTRIBUTION OF L-FUNCTIONS
ANUP B. DIXIT
Abstract. In 2002, V. Kumar Murty [8] introduced a class of L-functions, namely the Lindelo¨f
class, which has a ring structure attached to it. In this paper, we establish some results on the
value distribution of L-functions in this class. As a corollary, we also prove a uniqueness theorem
in the Selberg class.
1. Introduction
In 1992, Selberg [10] formulated a class of L-functions, which can be regarded as a model for
L-functions originating from arithmetic objects. The value distribution of such L-functions has
been extensively studied [11] in recent times. The study of value distribution is concerned with
the zeroes of L-functions and more generally, with the set of pre-images L−1(c) := {s ∈ C :
L(s) = c} where c is any complex number, which Selberg called the c-values of L.
For any two meromorphic functions f and g, we say that they share a value c ignoring
multiplicity(IM) if f−1(c) is the same as g−1(c) as sets. We further say that f and g share
a value c counting multiplicity(CM) if the zeroes of f(x) − c and g(x) − c are the same with
multiplicity. The famous Nevanlinna theory [9] establishes that any two meromorphic functions
of finite order sharing five values IM must be the same. Moreover, if they share four values CM,
then one must be a Mo¨bius transform of the other. The numbers four and five are the best
possible for meromorphic functions.
If one replaces meromorphic functions with L-functions, one can get much stronger results. In
particular, it was shown by M. Ram Murty and V. Kumar Murty [7] that if two L-functions in
the Selberg class share a value CM, then they should be the same. Steuding [12] further showed
that two L-functions in the Selberg class sharing two values IM, with some additional conditions
should be the same. In 2011, Bao Qin Li [6] proved the result of Steuding dropping the extra
conditions. In a previous paper in 2010, Bao Qin Li [5] also showed that if f is a meromorphic
function with finitely many poles and L is an L-function from the extended Selberg class, such
that they share one value CM and another value IM, then they should be the same.
In this paper, we establish all the above results in the more general setting of the Lindelo¨f
class, where we replace the functional equation and the Euler product in the Selberg class by a
growth condition. This class has a rich algebraic structure and forms a differential graded ring.
In particular, the Lindelo¨f class is closed under derivatives, i.e., if L is in the Lindelo¨f class, then
so is L′. We also show a different kind of uniqueness theorem which states that if a meromorphic
function f with finitely many poles and an L-function L in the Lindelo¨f class share a value CM
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and their derivatives share zeroes up to an error, then they must be the same. As a corollary,
we get the same result for the Selberg class, which is a subset of the Lindelo¨f class.
The article is organized as follows. In section 2, we introduce the class M1 of L-functions
that we will be working with. In section 3, we introduce notations from Nevanlinna theory. In
section 4, we state out main results and in sections 5 and 6, we give the proofs.
2. The class M1
The Selberg class [10] S consists of functions F (s) satisfying the following properties:
(1) Dirichlet series - It can be expressed as a Dirichlet series
F (s) =
∞∑
n=1
aF (n)
ns
,
which is absolutely convergent in the region ℜ(s) > 1.
(2) Analytic continuation - There exists a non-negative integer k, such that (s − 1)kF (s) is
an entire function of finite order.
(3) Functional equation - There exist non-negative real numbers Q and αi, complex numbers βi
with ℜ(βi) ≥ 0, and w ∈ C satisfying |w| = 1, such that
Φ(s) := Qs
∏
i
Γ(αis+ βi)F (s)
satisfies the functional equation
Φ(s) = wΦ¯(1− s¯).
(4) Euler product - There is an Euler product of the form
F (s) =
∏
p
Fp(s),
where
logFp(s) =
∞∑
k=1
bpk
pks
with bpk = O(p
kθ) for a θ < 1/2.
(5) Ramanujan Hypothesis - For any ǫ > 0, |aF (n)| = Oǫ(n
ǫ).
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The constants in the functional equation depend on F , and although the functional equation
may not be unique, we have some invariants, such as the degree dF of F , defined by
dF = 2
∑
i
αi.
The factorQ in the functional equation gives rise to another invariant referred to as the conductor
qF , defined by
qF = (2π)
dFQ2
∏
i
αi
2αi .
These invariants play an important role in studying the growth of the L-function.
Note that the Selberg class is not closed under addition. In [8], V. Kumar Murty defined
a class of L-functions based on growth conditions. We start by defining two different growth
parameters µ and µ∗.
Definition 2.1. The class T. We define the class T to be the set of functions F (s) satisfying
the following conditions:
(1) Dirichlet series - For σ > 1, F (s) is given by the absolutely convergent Dirichlet series
F (s) =
∞∑
n=1
aF (n)
ns
.
(2) Analytic continuation - There exists a non-negative integer k, such that (s− 1)kF (s) is an
entire function of order ≤ 1.
(3) Ramanujan Hypothesis - |aF (n)| = Oǫ(n
ǫ) for any ǫ > 0.
Definition 2.2. For F ∈ T, we define µF (σ) as
µF (σ) :=


inf{λ ≥ 0 : |F (s)| ≤ (|s|+ 2)λ, for all s with Re(s) = σ}
∞, if the infimum does not exist.
(1)
We also define:
µ∗F (σ) :=


inf{λ ≥ 0 : |F (σ + it)| ≪σ (|t|+ 2)
λ},
∞, if the infimum does not exist.
(2)
with the implied constant depending on F and σ. If F ∈ T has a pole of order k at s = 1,
consider the function
G(s) :=
(
1−
2
2s
)k
F (s).
G(s) is an entire function and belongs to T. We define
µF (σ) := µG(σ).
µ∗F (σ) := µ
∗
G(σ).
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Intuitively, µ∗F does not depend on how F behaves close to the real axis.
Since the Dirichlet series is absolutely convergent for Re(s) > 1, we have µ∗F (σ) = 0.
If F ∈ S, by the functional equation(2), using Stirling’s formula, we have (see [8, sec. 2.1])
µ∗F (σ) ≤
1
2
dF (1− 2σ) for σ < 0. (3)
Using the Phragme´n-Lindelo¨f theorem, we deduce that
µ∗F (σ) ≤
1
2
dF (1− σ) for 0 < σ < 1.
The same results hold for µF upto a constant depending on F by a similar argument.
It follows from the definition that µ∗F (σ) ≤ µF (σ) for any σ.
Definition 2.3. The class M. We now define the class M ([8, sec.2.4]) to be the set of func-
tions F (s) satisfying the following conditions:
(1) Dirichlet series - For σ > 1, F (s) is given by the absolutely convergent Dirichlet series
∞∑
n=1
aF (n)
ns
.
(2) Analytic continuation - There exists a non-negative integer k such that (s − 1)kF (s) is an
entire function of order ≤ 1.
(3) Growth condition - The quantity µF (σ)
(1−2σ)
is bounded for σ < 0.
(4) Ramanujan Hypothesis - |aF (n)| = Oǫ(n
ǫ) for any ǫ > 0.
Define
cF := lim sup
σ<0
2µF (σ)
1− 2σ
, c∗F := lim sup
σ<0
2µ∗F (σ)
1− 2σ
.
As we shall see, these will play the role of degree for elements of M.
We further introduce a stronger growth condition on the functions in M. The results in this
paper will hold subject to these conditions.
Definition 2.4. The class M1. A function F ∈M is in M1 if it further satisfies the following.
There exist ǫ, δ > 0 such that
lim sup
|s|→∞
{s : | arg(s)| > π/2 + δ, |F (s)| ≫σ (|s|+ 2)
µ∗
F
(σ)−ǫ} =∞.
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3. Nevanlinna Theory
Nevanlinna theory was introduced by R. Nevanlinna [9] to study the value-distribution of
meromorphic functions. We recall some basic definitions and facts commonly used.
Let f be a meromorphic function and denote the number of poles of f(s) in |s| < r by n(f, r)
counting multiplicities and denote by n(f, c, r) the number of c-values of f in |s| < r, counting
multiplicities. Indeed
n(f, c, r) = n
(
1
f − c
, r
)
.
The integrated counting function is defined as
N(f, c, r) :=
∫ r
0
(
n(f, c, t)− n(f, c, 0)
)
dt
t
+ n(f, c, 0) log r. (4)
and
N(f, r) :=
∫ r
0
(
n(f, t)− n(f, 0)
)
dt
t
+ n(f, 0) log r.
The proximity function is defined by
m(f, r) :=
1
2π
∫ 2π
0
log+ |f(reiθ)|dθ,
and
m(f, c, r) := m
(
1
f − c
, r
)
,
where log+ x = max{0, log x}. The Nevanlinna characteristic function of f is defined by
T (f, r) = N(f, r) +m(f, r).
We recall some basic properties of these functions.
(1) If f and g are meromorphic functions, then
T (fg, r) ≤ T (f, r) + T (g, r), m(fg, r) ≤ m(f, r) +m(g, r).
T (f + g, r) ≤ T (f, r) + T (g, r) +O(1), m(f + g, r) ≤ m(f, r) +m(g, r) +O(1).
(2) The complex order of a meromorphic function is given by
ρ(f) := lim sup
r→∞
log T (f, r)
log r
.
(3) If ρ(f) is finite, then we have the logarithmic derivative lemma (see [9], p. 370),
m
(
f ′
f
, r
)
= O(log r). (5)
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The main theorem of Nevanlinna states that T (f, c, r) := N(f, c, r) +m(f, c, r) differs from
the characteristic function by a bounded quantity.
Theorem 3.1. (First Fundamental Theorem) Let f be a meromorphic function and let c be any
complex number. Then
T (f, c, r) = T (f, r) +O(1),
where the error term depends on f and c and is independent of r.
We also have a bound for the Nevanlinna characteristic in terms of the value distribution
of three or more values. This is often called the Second Fundamental theorem of Nevanlinna
theory.
Theorem 3.2. (Second Fundamental Theorem) Let f be a meromorphic function of finite order.
Suppose aj’s are distinct complex values (including ∞) and q ≥ 3, we have
(q − 2)T (f, r) ≤
q∑
j=1
N
(
1
f − aj
, r
)
+O(log r),
where N is the integrated counting function defined similarly as N , but without counting multi-
plicity.
4. The main results
LetM1 denote the class of L-functions as defined in section 2 and T (r, f) denote the Nevanlinna
characteristic of a meromorphic function f(refer section 3). We establish the following results.
Theorem 4.1. If L ∈M1, then
T (L, r) = Ω(r log r).
Theorem 4.2. If two L-functions L1, L2 ∈ M1 share a complex value c counting multiplicity,
then L1 = aL2 − ac + c for some a ∈ C.
Denote n(f, r) as the number of poles of f counting multiplicity in |s| < r. We say that f
and g share a complex value c up to an error term E(r), if
n
(
1
(f − c)
−
1
(g − c)
, r
)
≤ E(r).
Similarly, denote n(f, r) as the number of poles of f ignoring multiplicity in |s| < r. We say
that f and g share a complex value c ignoring multiplicity, up to an error term E(r), if
n
(
1
(f − c)
−
1
(g − c)
, r
)
≤ E(r).
Theorem 4.3. Let f be any meromorphic function on C with finitely many poles and L ∈M1 be
such that they share one complex value counting multiplicity and another complex value ignoring
multiplicity, up to an error term o(r log r), then f ≡ L.
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Theorem 4.4. Let f be any meromorphic function on C of order ≤ 1, with finitely many poles
and L ∈ M1 be such that they share one complex value counting multiplicity and their derivatives,
f ′ and L′ share zeroes up to an error term o(r log r), then f = µL, where µ is a root of unity.
Since M1 contains the Selberg class, we have, in particular, the following corollary.
Corollary 4.5. Let f be a meromorphic function on C of order ≤ 1 with finitely many poles
and L be an L-function in the Selberg class, such that they share one complex value counting
multiplicity and their derivatives, f ′ and L′ share zeroes up to an error term o(r log r), then
f ≡ L.
Remark 1. We also prove Theorem 4.1 without the assumption of the above stronger growth
condition if one of the following holds.
(1) Distribution on vertical lines: There exist σ < 0 and ǫ > 0 such that
lim
T→∞
1
T
meas{|t| < T : |F (σ + it)| ≫ T ǫ} > 0.
(2) Equidistribution of zeroes: Let N(L, 0, T ) = Ω(f(T )) for T ≫ 1, then
N(L, 0, T + 1)−N(L, 0, T ) = O(f(T )/T ),
where N(L, c, T ) is defined as (4).
Note that the Selberg class satisfies all the above conditions including the stronger growth
condition because of the functional equation. We expect M1 = M, but we do not have a proof.
5. Preliminaries
Using Jensen’s theorem, we know that
N(L, 0, r) :=
∫ r
0
n(L, 0, t)
t
dt =
1
2π
∫ 2π
0
log |L(σ0 + 1 + iT + re
iθ)|dθ − log |L(σ0 + 1 + iT |,
which implies
N(L, 0, r) = O(r log r).
We show that for F ∈ M1 with c
∗
F > 0, the number of zeroes in the disc of radius r is in fact
Ω(r log r).
Proposition 5.1. Let F ∈M1 and c
∗
F > 0, then
N(F, 0, r) = Ω(r log r)
Proof. If F has a pole of order k at s = 1, we define
G(s) := (s− 1)kF (s).
Note that G(s) is entire and also satisfies the growth conditions of F . By Hadamard product
factorization, we have
G(s) = smeAs+B
∏
ρ
(
1−
s
ρ
)
es/ρ,
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where ρ runs over the zeros of G and m,A,B are constants. We use the following result (see [3],
p. 56, Remark 1), which states that if
H(s) =
∏
ρ
(
1−
s
ρ
)
es/ρ
and
∑
ρ 1/|ρ|
2 is bounded, then
log |H(s)| ≪ |s|
∫ |s|
0
n(t, 0, H)
t2
dt+ |s|2
∫ ∞
|s|2
n(t, 0, H)
t3
dt. (6)
Recall that, by Jensen’s theorem we have N(T + 1, 0, G)−N(T, 0, G) = O(log T ). Hence,∑
G(ρ)=0
1
|ρ|2
is bounded. Applying (6) to G, we have
log |G(s)| ≪ |s|
∫ |s|
0
n(t, 0, G)
t2
dt+ |s|2
∫ ∞
|s|2
n(t, 0, G)
t3
dt+O(|s|). (7)
If we assume that N(T, 0, F ) = o(T log T ), then we show that RHS of (7) is o(T log T ). To
see this, we first show that if N(T, 0, G) = o(T log T ), then n(T, 0, G) = o(T log T ). Suppose
n(T, 0, G) is not o(T log T ), then there exists infinitely many T such that n(T, 0, G)≪ T log T .
But, that implies
N(2T, 0, G) =
∫ 2T
0
n(t, 0, G)
t
dt ≥
∫ 2T
T
n(t, 0, G)
t
dt≫ T log T,
which contradicts the assumption that N(T, 0, F ) = o(T log T ). Therefore, it follows that the
RHS of (7) is o(T log T ).
But the strong growth condition implies that we can find s, with |s| arbitrarily large such that
the LHS of (7) is Ω(T log T ). This leads to a contradiction. 
We now show that the above proposition can be realized by dropping the strong growth
condition under some distribution assumptions (see Remark 1).
Proposition 5.2. If F ∈M satisfies one of the following conditions,
(1) there exist σ < 0 and ǫ > 0 such that
lim
T→∞
1
T
meas{|t| < T : |F (σ + it)| ≫ T ǫ} > 0, or
(2) if N(L, 0, T ) = Ω(f(T )) for T ≫ 1, then
N(L, 0, T + 1)−N(L, 0, T ) = O(f(T )/T ),
then N(T, 0, F ) = Ω(T log T ).
Proof. We invoke the following theorem of Landau (see [13], p. 56, sec. 3.9, Lemma α)
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Theorem. If f is holomorphic in |s− s0| ≤ r and |f(s)/f(s0)| < e
M in |s− s0| ≤ r, then∣∣∣∣∣∣
f ′
f
(s)−
∑
|s0−ρ|<r/2
1
(s− ρ)
∣∣∣∣∣∣ ≤
4
1− 2α2
M
r
, (8)
where |s− s0| ≤ αr for any α < 1/2 and ρ runs over the zeroes of f .
If L ∈M, then from Jensen’s theorem, we have
L′
L
(s) =
∑
|s0−ρ|<r/2
1
(s− ρ)
+O(log t),
where s = σ + it.
Let C1, C2, C3 be circles with center 2 + iT and radius 2 − 2σ0, 2 − σ0 and 1/2 respectively,
where σ0 < 0. From (8), we have for s ∈ C2
L′
L
(s) =
∑
ρ∈C1
1
(s− ρ)
+O(log T ).
Moreover, since L has a Dirichlet series on Re(s) > 1, we have that it is bounded above and
below on C3 and hence
L′
L
(s) = O(1).
Define the function
g(s) = L(s)
∏
ρ∈C1
1
s− ρ
.
If N(L, 0, T ) = o(T log T ), then the condition(2) implies that we have for s ∈ C3∣∣∣∣g′g (s)
∣∣∣∣ = o(log T ).
Moreover, for s ∈ C2, we have |g
′(s)/g(s)| = O(log T ). By Hadamard’s three-circle theorem,
we have for any circle C4 with center 2 + iT and radius 2− σ0 + δ,
g′
g
(s)≪ (log T )α1o ((log T )α2) = o(log T ), (9)
where s ∈ C4, δ > 0, 0 < α1, α2 < 1 and α1 + α2 = 1.
Now, consider the integral∫ 2+iT
σ0+3δ+iT
g′
g
(s)ds = logL(2 + iT )− logL(σ0 + 3δ + iT )
−
∑
ρ∈C1
logL(2 + iT − ρ)− logL(σ0 + 3δ + iT − ρ). (10)
By (9), LHS of (10) is o(log T ). But, by the growth condition we can choose T such that
log |L(σ0 + iT )| = Ω(log T ).
Thus, the RHS of (10) is Ω(log T ), because all the terms except log |L(σ + iT )| is o(log T ).
This is a contradiction.
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Instead, if we assume condition(1) and suppose that N(L, 0, T ) = o(T log T ). We have
lim
T→∞
1
T
meas{|t| < T : N(L, 0, T + 1)−N(L, 0, T ) = Ω(log T )} = 0.
But condition(1) implies that we can find T and σ0 such that N(L, 0, T + 1) − N(L, 0, T ) =
o(log T ) and log |L(σ0 + iT )| = Ω(log T ). Now, we follow the same argument as before. 
6. Proof of the theorems
6.1. Proof of Theorem 4.1.
Proof. We evaluate the Nevanlinna characteristics for L-functions in M. For L ∈M, we have
m(L, r) =
1
2π
∫ 2π
0
log+ |L(reiθ)|dθ.
Since, L(s) is bounded on σ > 1, we have
1
2π
∫
θ;r cos θ>1
log+ |L(reiθ)|dθ ≪ 1.
Moreover, using the growth condition, we have
1
2π
∫
θ;r cos θ<1
log+ |L(reiθ)|dθ ≤
1
2π
∫
θ;r cos θ<1
µL(r cos θ)dθ +O(r)
≤
cL
π
r log r +O(r).
Thus, we conclude that
m(L, r) ≤
cL
π
r log r +O(r).
Moreover, since L ∈M has only one possible pole at s = 1, we have for r > 1,
N(L, r) ≤ log r.
Hence,
T (L, r) ≤
cL
π
r log r +O(r).
In order to prove Theorem 4.1, we use Theorem 3.1, namely,
T (L, 0, r) = T (L, r) +O(1).
But, we also know that
N(L, 0, r) ≤ T (L, 0, r).
Hence, from Proposition 5.1 and 5.2, we have N(L, 0, r) = Ω(r log r). Therefore,
T (L, r) = Ω(r log r).
This proves Theorem 4.1. 
Note that, the best known result for the number of zeroes of a general Dirichlet series F (s)
with meromorphic continuation is due to Bombieri and Perelli [1], which states that
lim sup
T→∞
N(T, 0, L) +N(T,∞, F )
T δ
> 0,
for δ < 1. In our case, enforcing a stronger growth condition ensures the number of zeroes to be
Ω(T log T ).
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6.2. Proof of Theorem 4.2.
Proof. Suppose L1, L2 ∈ M share one complex value c, CM. Since L1 and L2 have only one
possible pole at s = 1, we define F as
F :=
L1 − c
L2 − c
Q,
where Q = (s− 1)k is a rational function such that F has no poles or zeroes. Since, L1 and L2
have complex order 1, we conclude that F has order at most 1 and hence is of the form
F (s) = eas+b.
This immediately leads to a = 0, since L1 and L2 are absolutely convergent on Re(s) > 1 and
taking s→∞, L1(s) and L2(s) approach their leading coefficient. This forces
L1(s) = aL2(s) + b.
for some constants a, b ∈ C. Moreover, since they share a c-value, b = c− ac. 
6.3. Proof of Theorem 4.3.
Proof. We argue similarly as in [5]. Suppose L ∈ M and a meromorphic function f share
a complex value a CM and another complex value b IM with an error term up to o(r log r).
Consider the auxiliary function
G :=
(
L′
(L− a)(L− b)
−
f ′
(f − a)(f − b)
)
(f − L). (11)
We first claim that N(r, G) = o(r log r). The only poles of the function G comes from the
zeroes of denominators in (11) and the poles of f .
For any zero z of L − a and f − a, L′/(L − a)(L − b) and f ′/(f − a)(f − b) have the same
principal part in the Laurent expansion at s = z, because L and f share the value a CM. Hence,
every zero of L− a is also a zero of G.
For zeroes of L− b and f − b in |s| < r, except for o(r log r) of them, L′/(L− b) and f ′/(f − b)
have a simple pole at those points which cancel with the zero of (f − L). Thus, there are at
most o(r log r) poles of G in |s| < r coming from the zeroes of L− b and f − b.
Since f has finitely many poles, we conclude that
N(G, r) = o(r log r).
Moreover, since L − a and f − a share zeroes with multiplicity, we have an entire function
which neither has a pole nor a zero given by
F :=
L− a
f − a
Q,
where Q is a rational function such that it cancels the poles of f . Hence, we have
F (s) = eg(s).
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We prove that g is at most a linear function. By Theorem 3.2, we have
T (f, r) < N
(
1
f − a
, r
)
+N
(
1
f − b
, r
)
+N(f, r) +O(log r)
= N
(
1
L− a
, r
)
+N
(
1
L− b
, r
)
+N(f, r) + o(r log r)
= O(r log r).
Hence, the complex order of f , given by
ρ(f) = lim sup
r→∞
log T (f, r)
log r
≤ 1.
Thus, f is of order at most 1 and since L is of order 1, we conclude that g is linear.
In order to prove Theorem 4.3, it suffices to show that G ≡ 0. We establish this by computing
the Nevanlinna characteristic of G.
Since g(s) is linear and Q a rational function, T (F, r) = O(r) and T (Q, r) = O(log r). We
thus have
m
(
f − L
L− a
, r
)
≤ T
(
f − L
L− a
, r
)
= T
(
Q
F
− 1, r
)
≤ O(r).
Similarly,
m
(
f − L
f − a
, r
)
≤ T
(
f − L
f − a
, r
)
= T
(
1−
F
Q
, r
)
≤ O(r).
Using the logarithmic derivative lemma (5), we have
m
(
f ′
f − b
, r
)
= O(log r) and m
(
L′
L− b
, r
)
= O(log r).
Therefore, we conclude
m(G, r) = O(r).
Since, N(G, r) = o(r log r), we get
T (G, r) = o(r log r).
From Theorem 3.1, we have
T
(
1
G
, r
)
= T (G, r) +O(1) = o(r log r).
But, note that every zero of G is also a zero of L− a. Therefore,
N
(
1
G
, r
)
≥ N(L− a, 0, r) = Ω(r log r).
This is a contradiction since
N
(
1
G
, r
)
≤ T
(
1
G
, r
)
= o(r log r).

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6.4. Proof of Theorem 4.4.
Proof. Suppose f is a meromorphic function on C of order ≤ 1, with finitely many poles and
L ∈ M such that they share complex value a counting multiplicity and their derivatives f ′ and
L′ share zeroes up to an error term o(r log r).
Since L− a and f − a share zeroes with multiplicity, we have an entire function which neither
has zeroes nor poles given by
F :=
L− a
f − a
Q,
where Q is a rational function such that it cancels the poles of f . Hence, we have
F (s) = eg(s).
Since f has complex order ≤ 1, we get g(s) is linear.
Consider the auxiliary function
G(s) :=
(
1
(L− a)f ′
−
1
(f − a)L′
)
(f ′ − L′)(f − L). (12)
Now, we do a similar analysis as in the proof of Theorem 4.3. We first claim that N(G, r) =
o(r log r). The only poles of G can arise from the zeroes of the denominator in (12).
For any zero z of L− a and f − a, we have L′/(L− a)L′f ′ and f ′/(f − a)f ′L′ have the same
principal part in the Laurent expansion at s = z, because L and f share the value a CM. Hence,
every zero of L− a is also a zero of G.
For zeroes of L′ and f ′ in |s| < r, except for o(r log r) of them, they are also zeroes f ′ − L′
of same multiplicity. Thus, there are at most o(r log r) poles of G in |s| < r coming from the
zeroes of L′ and f ′.
Since, f has finitely many poles, so does f ′ and hence we conclude
N(G, r) = o(r log r).
In order to prove Theorem 4.4, it suffices to show that G ≡ 0. We establish this by computing
the Nevanlinna characteristic of G.
Since g(s) is linear and Q a rational function, T (F, r) = O(r) and T (Q, r) = O(log r). We
thus have
m
(
f − L
L− a
, r
)
≤ T
(
f − L
L− a
, r
)
= T
(
Q
F
− 1, r
)
≤ O(r).
Similarly,
m
(
f − L
f − a
, r
)
≤ T
(
f − L
f − a
, r
)
= T
(
1−
F
Q
, r
)
≤ O(r).
Note that
f ′ − L′
f ′
= 1−
L′
f ′
.
Since L(s)− a = (f(s)− a) e
g(s)
Q
, taking derivatives we get
L′(s) = f ′(s)
eg(s)
Q
+ (f(s)− a)
(
eg(s)
Q
)′
.
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Dividing by f ′(s), we have
L′
f ′
(s) =
eg(s)
Q
+
(f(s)− a)
f ′
(
eg(s)
Q
)′
.
We calculate the proximity function for the right hand side.
m
(
eg(s)
Q
, r
)
≤ m(eg(s), r) +m(Q, r) = O(r),
m
(
(f(s)− a)
f ′
(
eg(s)
Q
)′
, r
)
≤ m
(
(f(s)− a)
f ′
, r
)
+m
((
eg(s)
Q
)′
, r
)
.
Using logarithmic derivative lemma (5), we get
m
(
(f(s)− a)
f ′
(
eg(s)
Q
)′
, r
)
= O(r).
Therefore, we have
m
(
f ′ − L′
f ′
, r
)
= O(r).
Similarly, we also get
m
(
f ′ − L′
L′
, r
)
= O(r).
Hence, we conclude
T (G, r) = o(r log r).
Now, we again proceed as in proof of Theorem 4.3. By Theorem 3.1, we have
T
(
1
G
, r
)
= T (G, r) +O(1).
Moreover, every zero of L− a is also a zero of G. Hence,
N
(
1
G
, r
)
≥ N(L− a, 0, r) = Ω(r log r).
This contradicts the fact that
N
(
1
G
, r
)
≤ T
(
1
G
, r
)
= o(r log r).

7. Acknowledgements
I would like to extend my gratitude to Prof. V. Kumar Murty for his guidance and insightful
comments.
VALUE DISTRIBUTION OF L-FUNCTIONS 15
References
[1] E. Bombieri and A. Perelli, Zeros and poles of Dirichlet series, Rend. Mat. Acc. Lincei 12, pp. 69-73, (2001).
[2] A.B. Dixit and V.K. Murty, The Lindelo¨f Class of L-functions (II), pre-print.
[3] A.A. Goldberg and I.V. Ostrovskii, Value Distribution of Meromorphic Functions, American Mathematical
Society, Provindence, (2008).
[4] W.H. Hayman, Meromorphic Functions, Oxford University Press, (1964).
[5] Bao Qin Li, A result on value distribution of L-functions, Proceedings of the American Mathematical Society,
vol. 138, pp. 2071-2077, (2010).
[6] Bao Qin Li, A uniqueness theorem for Dirichlet series satisfying Riemann type functional equation, Advances
in Mathematics, 226, pp. 4198-4211, (2011).
[7] M.R. Murty and V.K. Murty, Strong multiplicity one for Serlberg’s class, C.R. Acad. Sci. Paris Ser, I Math.
319 (1994), pp 315-320.
[8] V. Kumar Murty, The Lindelo¨f Class of L-functions, pp. 165-174, eds. L. Weng and M. Kaneko, World
Scientific, (2007).
[9] R. Nevanlinna, Einige Eindeutigkeitssa¨tze in der Theorie der Meromorphen Funktionen, no. 3-4, pp. 367-391,
Acta Math.48, 1926.
[10] A. Selberg, Old and new conjectures and results about a class of Dirichlet series, Collected Papers, vol. 2,
pp. 47-63, Springer-Verlag, Berlin Heidelberg New York, 1991.
[11] J.Steuding, On the value-distribution of L-functions, Fiz. Mat. Fak. Moksl. Semin, Darb, 6 (2003), pp
87-119.
[12] J. Steuding, How many values can L-functions share?, Fizikos ir mathematikos fakulteto, 7, pp. 70-81, (2004).
[13] E.C. Titchmarsh, The theory of Riemann-Zeta function, Second edition, revised by D.R. Heath-Brown,
Clarendon Press-Oxford, (1986).
Department of Mathematics, University of Toronto, 40 St. George St, Canada, ON, M5S2E4
E-mail address : adixit@math.toronto.edu
