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Resumo
Este trabalho de dissertac¸a˜o concentra seu esforc¸o no estudo emp´ırico de treˆs casos
com ambientes de cluster distintos e homogeˆneos, sendo que dois deles sa˜o ambientes ope-
racionais de empresas. Tais agregados sa˜o compostos por computadores multiprocessados
com processadores mono-core e multi-core (dual-core e quad-core), interconectados por
redes Gigabit Ethernet, e outro ambiente interconectado por uma rede Myrinet.
O primeiro estudo de caso foi realizado em um ambiente experimental como um
exerc´ıcio emp´ırico sobre a relac¸a˜o entre tecnologias de rede de interconexa˜o e carac-
ter´ısticas inerentes a aplicac¸o˜es paralelas. Com isso, pretendeu-se entrar em contato com
a realidade da computac¸a˜o paralela por meio de arquiteturas paralelas distribu´ıdas como
os agregados de computadores. Ale´m disso, pode-se conhecer e analisar as diferenc¸as em
desempenho oferecido por sistemas de comunicac¸a˜o distintos, como a tecnologia de rede
Myrinet face a` tecnologia Ethernet, diante de aplicac¸o˜es de granularidades distintas, bem
como compreender as me´tricas comumente adotadas em avaliac¸o˜es de desempenho.
Dentre as contribuic¸o˜es do trabalho de pesquisa e experimentac¸a˜o desenvolvido esta´ a
reduc¸a˜o do tempo de execuc¸a˜o de aplicac¸o˜es cient´ıficas grand challenge, como a modelagem
nume´rica de previsa˜o meteorolo´gica. Sendo assim, busca-se como resultado a otimizac¸a˜o
de desempenho do ambiente de cluster em comparac¸a˜o a` sua condic¸a˜o anterior, sem ne-
nhuma especializac¸a˜o a` aplicac¸a˜o em foco. Nesse sentido, dois estudos de casos foram
realizados em agregados de computadores pertencentes a organizac¸o˜es, em uma apro-
ximac¸a˜o com a realidade da computac¸a˜o de alto desempenho em ambientes de produc¸a˜o.
Com a realizac¸a˜o deste estudo emp´ırico como um todo, pode-se contrastar na pra´tica
os pontos estudados durante a revisa˜o bibliogra´fica. Foi poss´ıvel compreender melhor as
vantagens e desvantangens envolvidas nesses ambientes enquanto sistemas paralelos dis-
tribu´ıdos, com o foco voltado a` modelagem de sistemas de alto desempenho em ambientes
de produc¸a˜o. Durante o processo de otimizac¸a˜o do desempenho, entrou-se em contato
com os mecanismos de interac¸a˜o entre processos e os modelos de programac¸a˜o paralela
envolvidos ao mesmo tempo em que investigou-se o impacto da tendeˆncia atual no que
diz respeito a processadores multi-core, bem como os fatores redutores do desempenho
(que resultam em overhead).
Enfim, o conhecimento adquirido com os estudos de casos possibilita uma melhor
compreensa˜o do processo e dos fatores envolvidos na implementac¸a˜o de ambientes de
cluster adequados a cada aplicac¸a˜o paralela com demanda por alto desempenho, a fim
de aproveitar melhor os recursos agregados. Ale´m disso, a importaˆncia deste trabalho
transcende a` cieˆncia da computac¸a˜o como disciplina acadeˆmica, pois a empresa parceira
ganha em capacidade e qualidade na previsa˜o meteorolo´gica do tempo, seja para prevenir
o impacto de desastres naturais ou para auxiliar na produc¸a˜o agr´ıcola, e tambe´m em
potencial de pesquisa no aˆmbito daquela a´rea de atuac¸a˜o.
Abstract
This dissertation concentrates its effort on the empirical study of three cases with
distinct and homogeneous cluster configurations, two of them operational environments
at organizations. Theses clusters are equipped with multiprocessor computers, including
multiple single-core and multi-core processors (dual-core and quad-core), interconnected
by Gigabit Ethernet networks, and one environment interconnected with a Myrinet device.
The first case study was performed on an experimental environment as an empiri-
cal exercise about the relationship between interconnect technologies and characteristics
inherent to parallel applications, in order to get in touch with the reality of parallel com-
puting through parallel distributed architectures such as a cluster. Furthermore, we could
acknowledge and analyze the differences in performance offered by different communica-
tion systems, opposing Myrinet and Ethernet networking technologies before applications
of different granularity, as well as understand common metrics adopted for performance
assessments.
One of the contributions of this empirical and research work is to reduce the wall
clock (or elapsed) time of grand challenge scientific applications, such as numerical we-
ather prediction models. Therefore, it should result in a better performance of the cluster
environment compared to its previous condition, with no adaptation for the running appli-
cation. Based on that, two case studies were conducted on operational clusters belonging
to organizations in order to interact with the reality of high performance computing in
production environments.
Performing this empirical study as a whole confronts the knowledge obtained through-
out the literature review putting them into practice. Moreover, we could accomplish a
better understanding of the trade-offs involved in cluster environments as distributed
parallel systems for production environments from the point of view of an architectural
designer. During this optimization process, we could understand the mechanisms for pro-
cesses interaction and parallel programming models as well as the factors for overhead
growth and performance reduction.
Finally, the knowledge acquired with these case studies allow us to better comprehend
the process and the factors involved in the implementation and adaptation of cluster en-
vironments to a specific high performance application, in order to better employ the
aggregated computing resources. Furthermore, the importance of this work transcends
computer sciences as an academic subject, because the partner organization gains capa-
city and quality for predicting weather conditions, either to prevent us from the impact
of natural disasters or to enhance agricultural production, as well as gains in research
potential within that specific area.
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Glossa´rio
cluster : e´ o termo ingleˆs para designar um agregado computacional ou agregado de
computadores. E´ usado como sinoˆnimo, indistintamente, bem como ambiente de
cluster ;
sistema: e´ um sistema computacional como um todo, seja um cluster ou uma u´nica
ma´quina na˜o-agregada;
ambiente: e´ usado como sistema computacional, mas tambe´m pode ser entendido como
todo o conjunto de sistemas e aplicac¸o˜es utilizadas em um estudo de caso;
no´: um no´ nada mais e´ do que um dos computadores agregados. E´ uma ma´quina
autoˆnoma com recursos computacionais pro´prios;
computador: ha´ ambigu¨idade com o uso deste termo no seguinte sentido: pode ser
entendido como um no´, uma ma´quina autoˆnoma quando os experimentos sa˜o apre-
sentados, mas na revisa˜o bibliogra´fica tambe´m aparece como no termo computador
paralelo, que engloba multiprocessadores e multicomputadores. Com isso em mente,
a distinc¸a˜o fica facilitada;
processador: e´ o componente que proveˆ os recursos de processamento, podendo ser
mono ou multiprocessado. Pode ser visto como sinoˆnimo de soquete, que e´ onde o
microprocessador e´ encaixado no computador;
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core: em portugueˆs, nu´cleo. E´ a unidade atoˆmica de processamento, tambe´m conhe-
cido como CPU (Central Processing Unit). O termo core se tornou popular com a
tecnologia de processadores com mu´ltiplos nu´cleos de processamento (multi-core).
Antes, computadores multiprocessados eram equipados com mu´ltiplos processado-
res mono-core, chamados SMP’s;
SMP : do termo ingleˆs Symmetric Multiprocessor. E´ um computador com mu´ltiplos
processadores, sejam mono-core ou multi-core;
CMP : do termo ingleˆs Chip-level Multiprocessor. E´ um processador com mu´ltiplos cores
ou nu´cleos de processamento, conhecidos como multi-core;
commodity : e´ um produto comercializa´vel, como processadores ou computadores, ge-
ralmente produzidos em larga escala, que podem ser facilmente adquiridos a um
prec¸o competitivo. Um termo sinoˆnimo em ingleˆs, mais espec´ıfico a produtos de
tecnologia, e´ COTS (Commercial Off-The-Shelf );
network-on-chip: ou NoC. E´ um paradigma de comunicac¸a˜o com mu´ltiplos canais
ponto-a-ponto implementados com base em microprocessadores de rede. O resul-
tado e´ a separac¸a˜o entre computac¸a˜o e comunic¸a˜o, possibilitando overlapping. Ha´
um modelo padra˜o chamado VIA (Virtual Interface Architecture) (DUNNING et al.,
1998);
overlapping : significa sobreposic¸a˜o. Em computac¸a˜o, e´ a habilidade de executar tare-
fas em paralelo, de forma independente. E´ capaz de reduzir o overhead ;
overhead : e´ um fator redutor do desempenho. Ocorre, por exemplo, quando e´ ne-
cessa´rio acessar algum recurso computacional no ambiente paralelo e o tempo de
execuc¸a˜o total da aplicac¸a˜o aumenta, deixando algum processo da aplicac¸a˜o ocioso
ate´ que a condic¸a˜o de dependeˆncia seja satisfeita e seu fluxo de instruc¸o˜es continue.
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1 Introduc¸a˜o
Computadores de alto desempenho, tambe´m conhecidos como supercomputadores,
tornaram-se imprescind´ıveis como ferramenta de aux´ılio ou para a resoluc¸a˜o de alguns
problemas que ainda na˜o podem ser resolvidos em um per´ıodo aceita´vel de tempo, prin-
cipalmente das a´reas cient´ıfica e de engenharia (KUMAR et al., 1994). Sa˜o problemas
fundamentais dessas a´reas que geralmente envolvem modelagem nume´rica e simulac¸o˜es,
conhecidos como grand challenges (em portugueˆs, grandes desafios). A soluc¸a˜o destes
problemas, de enorme impacto econoˆmico ou cient´ıfico, pode ser auxiliada pela aplicac¸a˜o
de te´cnicas e recursos computacionais de alto desempenho (KUMAR et al., 1994).
Pouco mais de uma de´cada apo´s seu surgimento, os agregados de computadores (ou
clusters, em ingleˆs) tornaram-se muito populares na comunidade acerca da computac¸a˜o
de alto desempenho (ou high performance computing, em ingleˆs) pois podem atingir con-
figurac¸o˜es massivamente paralelas de forma distribu´ıda. Hoje em dia, os clusters repre-
sentam a maior fatia das soluc¸o˜es adotadas. Vide, por exemplo, a lista dos 500 super-
computadores mais ra´pidos do mundo, conhecida por TOP500 (MEUER et al., 2008), cuja
atualizac¸a˜o ocorre a cada seis meses. Em novembro de 2007, dos 500 supercomputadores,
406 ou 81,20% sa˜o classificados como clusters. E em junho de 2008, sa˜o 80%.
Apesar da consolidac¸a˜o dos clusters como soluc¸a˜o para prover alto desempenho, a
escolha dos seus componentes, tais como os processadores que equipam os computado-
res ou a rede de interconexa˜o que efetivamente agrega os recursos computacionais, esta´
submetida a` oferta disponibilizada pelo mercado no momento de sua construc¸a˜o.
De fato, o mercado de computadores sofreu uma mudanc¸a com o lanc¸amento dos
processadores multi-core, que oferecem suporte nativo a processamento paralelo. Tendo
em vista o acesso a estes processadores como commodity, sua inserc¸a˜o em ambientes
de cluster ja´ e´ fato. Tambe´m como commodity, as taxas de transfereˆncia da ordem
de megabytes por segundo proporcionadas pelas redes de interconexa˜o Gigabit Ethernet
surgem como uma alternativa de baixo custo quando se pensa em compor um novo cluster.
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Este trabalho de dissertac¸a˜o concentra seu esforc¸o no estudo emp´ırico de treˆs ambi-
entes de cluster distintos, sendo que dois deles sa˜o ambientes operacionais de empresas,
equipados com computadores multiprocessados. Vale ressaltar que sa˜o experimentados
computadores com mu´ltiplos processadores mono-core (Intel R© Xeon DP) e multi-core
(AMD Opteron(TM) dual-core e quad-core), interconectados por redes Gigabit Ethernet,
e outro ambiente interconectado por uma rede Myrinet (BODEN et al., 1995).
Para tanto, foi realizada uma pesquisa sobre a literatura relacionada a` computac¸a˜o
paralela, distribu´ıda e de alto desempenho, concentrando o foco em ambientes de cluster.
Conforme Zamani (2005), o desempenho de aplicac¸o˜es executadas em ambientes de cluster
depende principalmente da escolha do modelo de programac¸a˜o paralela, das caracter´ısticas
da pro´pria aplicac¸a˜o quanto a`s necessidades de computac¸a˜o e comunicac¸a˜o, e o desempe-
nho do subsistema de comunicac¸a˜o. Portanto, estas varia´veis condicionam o desempenho
de aplicac¸o˜es executadas em agregados de computadores.
No Cap´ıtulo 3, e´ apresentado o primeiro estudo de caso, em um ambiente de cluster
experimental. Foi realizado como um exerc´ıcio emp´ırico sobre a relac¸a˜o entre tecnolo-
gias de rede de interconexa˜o e caracter´ısticas inerentes a aplicac¸o˜es paralelas. Com isso,
pretendeu-se entrar em contato com a computac¸a˜o de alto desempenho por meio de ar-
quiteturas paralelas distribu´ıdas como os ambientes de cluster. Ademais, com este estudo
de caso, foi poss´ıvel conhecer e analisar os mecanismos de interac¸a˜o entre processos e
tambe´m tomar conhecimento das diferenc¸as em desempenho oferecido por sistemas de
comunicac¸a˜o distintos, como a tecnologia de rede Myrinet face a` tecnologia Ethernet.
Ja´ os outros dois estudos de casos, apresentados no Cap´ıtulo 4, foram realizados em
agregados de computadores pertencentes a organizac¸o˜es, visando uma aproximac¸a˜o com
a realidade da computac¸a˜o de alto desempenho em ambientes de produc¸a˜o.
Outro objetivo desses estudos e´ a compreensa˜o das me´tricas envolvidas bem como
analisar o comportamento do desempenho de agregados de computadores multiprocessa-
dos, tendo em mente as varia´veis condicionantes citadas acima. Na busca pela otimizac¸a˜o
do desempenho destes ambientes para aplicac¸o˜es cient´ıficas grand challenge, como por
exemplo a modelagem nume´rica de previsa˜o meteorolo´gica, tomou-se como alternativa
uma abordagem h´ıbrida no que tange ao modelo de programac¸a˜o paralela.
Portanto, dentre as contribuic¸o˜es do trabalho de pesquisa e experimentac¸a˜o desenvol-
vido, o desempenho desses ambientes de produc¸a˜o na execuc¸a˜o de aplicac¸o˜es cient´ıficas
devera´ apresentar uma reduc¸a˜o do tempo de execuc¸a˜o em comparac¸a˜o a` sua condic¸a˜o
anterior, sem nenhuma especializac¸a˜o para a aplicac¸a˜o em questa˜o.
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1.1 Motivac¸a˜o
Desestimulada por limitac¸o˜es f´ısicas e pelo alto consumo de energia, e´ prova´vel que a
produc¸a˜o de processadores sequ¨enciais torne-se diminuta dentro de poucos anos, a` medida
que a tecnologia de processadores multi-core seja viabilizada para processadores many-
core, com ate´ dezenas de nu´cleos de processamento em um mesmo processador. Pore´m,
mais do que entender as vantagens e desvantagens desses processadores por si so´, faz-
se necessa´rio compreender o impacto de sua inserc¸a˜o em ambientes de cluster para a
computac¸a˜o de alto desempenho.
Diferentemente da situac¸a˜o inicial, em que os ambientes de cluster eram compostos
apenas por processadores sequ¨enciais e a predic¸a˜o do seu desempenho ja´ vinha sendo
aprofundada ha´ algum tempo pela comunidade cient´ıfica, o contexto atual e´ novo e merece
a devida atenc¸a˜o. E´ poss´ıvel, por exemplo, que as limitac¸o˜es da tecnologia Ethernet
relativas ao processamento dos eventos de comunicac¸a˜o sejam amenizadas com a presenc¸a
de mu´ltiplos nu´cleos de processamento em um mesmo computador, o que sera´ abordado
por um dos estudos de casos.
Ale´m disso, com um crescente nu´mero de nu´cleos ou cores em um mesmo proces-
sador, a importaˆncia de sistemas de comunicac¸a˜o como as arquiteturas network-on-chip
aumenta (FLICH et al., 2008), na˜o para a interconexa˜o entre computadores, e sim para
a interconexa˜o dos pro´prios nu´cleos de processamento dentro do mesmo processador e
internamente ao computador. Portanto, a maior densidade de nu´cleos de processamento
podera´ sobrecarregar o subsistema de comunicac¸a˜o interna a cada computador agregado.
Isso altera o comportamento do desempenho das aplicac¸o˜es em agregados de computado-
res e, por ser uma tecnologia relativamente recente, e´ um campo aberto para pesquisa.
Sendo assim, a motivac¸a˜o deste trabalho surgiu com os olhos voltados a esse novo
contexto e evoluiu no sentido de melhor implementar e utilizar agregados de computadores
multi-core para otimizar o desempenho de aplicac¸o˜es cient´ıficas. Ale´m disso, a intenc¸a˜o era
aproximar-se da realidade da computac¸a˜o de alto desempenho em ambientes de produc¸a˜o.
O passo seguinte foi conhecer os paradigmas de programac¸a˜o paralela que melhor se
adaptam aos ambientes computacionais em questa˜o atrave´s da realizac¸a˜o dos estudos
emp´ıricos com aplicac¸o˜es. Com isso, pretende-se compreender melhor as vantagens e
desvantangens envolvidas nesses ambientes enquanto sistemas paralelos distribu´ıdos, com
o foco voltado a` modelagem de sistemas de alto desempenho.
1.2 Objetivos Gerais 19
1.2 Objetivos Gerais
O presente trabalho tem como objetivo geral elaborar um estudo aprofundado sobre
os mecanismos e componentes envolvidos na comunicac¸a˜o entre processos paralelos e dis-
tribu´ıdos em ambientes de cluster, como por exemplo, a rede de interconexa˜o ou o modelo
de programac¸a˜o paralela, tendo em vista o suprimento das demandas por computac¸a˜o de
alto desempenho no aˆmbito de aplicac¸o˜es cient´ıficas, como as aplicac¸o˜es grand challenge,
em ambientes de produc¸a˜o.
Sendo assim, atrave´s da otimizac¸a˜o do desempenho de ambientes de cluster, princi-
palmente com te´cnicas e mecanismos vistos como melhores pra´ticas, e na˜o com a inserc¸a˜o
de novos componentes de hardware, tem-se em vista a formac¸a˜o de clusters eficientes, de
pequeno e me´dio porte, especializados para determinada aplicac¸a˜o cient´ıfica com demanda
por computac¸a˜o de alto desempenho.
1.3 Objetivos Espec´ıficos
• Estudar ambientes de computac¸a˜o de alto desempenho bem como conhecer as tecno-
logias de rede de interconexa˜o para estes ambientes e sua relac¸a˜o com caracter´ısticas
inerentes a`s aplicac¸o˜es paralelas;
• Conhecer e analisar os mecanismos de interac¸a˜o entre processos e os modelos de pro-
gramac¸a˜o paralela considerando arquiteturas paralelas distribu´ıdas como ambientes
de cluster ;
• Investigar o impacto da presenc¸a de computadores multiprocessados no desempenho
de ambientes de cluster, haja vista a tendeˆncia atual no que diz respeito a` disponibi-
lidade de processadores equipados com mu´ltiplos e possivelmente numerosos nu´cleos
de processamento;
• Compreender as me´tricas comumente adotadas em avaliac¸o˜es de desempenho, bem
como a importaˆncia e a diversidade de algoritmos de benchmarking ;
• Conhecer te´cnicas e mecanismos utilizados no processo de otimizac¸a˜o do desempe-
nho de agregados de computadores, com o foco voltado a` modelagem de sistemas
de alto desempenho;
• Envolver-se com aplicac¸o˜es paralelas cient´ıficas, inclusive com alguma aplicac¸a˜o
grand challenge;
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• Realizar estudos emp´ıricos em ambientes operacionais de cluster, visando uma apro-
ximac¸a˜o com a realidade da computac¸a˜o de alto desempenho em ambientes de
produc¸a˜o.
1.4 Metodologia
Este trabalho de dissertac¸a˜o concentra seu esforc¸o no estudo emp´ırico de treˆs ambi-
entes de cluster distintos, sendo que dois deles sa˜o ambientes operacionais de empresas,
equipados com computadores multiprocessados. Para tanto, foi realizada uma pesquisa
sobre a literatura relacionada a` computac¸a˜o paralela, distribu´ıda e de alto desempenho,
concentrando o foco em ambientes de cluster. Esta investigac¸a˜o, que contextualiza e
embasa os estudos emp´ıricos, e´ apresentada ao longo dos Cap´ıtulos 2 e 3.
Tambe´m no Cap´ıtulo 3, e´ apresentado o primeiro estudo de caso em um ambiente
de cluster experimental. Foi realizado como um exerc´ıcio emp´ırico sobre a relac¸a˜o entre
tecnologias de rede de interconexa˜o e caracter´ısticas inerentes a aplicac¸o˜es paralelas, com
a tecnologia de rede Myrinet face a` tecnologia Ethernet. Ainda no Cap´ıtulo 3, como um
resultado do trabalho de revisa˜o bibliogra´fica, sa˜o apresentados trabalhos cient´ıficos que
apontam algumas tendeˆncias com relac¸a˜o a` computac¸a˜o de alto desempenho em agregados
de computadores, principalmente quanto ao impacto de processadores com uma maior
densidade de nu´cleos de processamento nesse contexto.
Ja´ os outros dois estudos de casos, apresentados no Cap´ıtulo 4, foram realizados
em agregados de computadores pertencentes a organizac¸o˜es, em uma aproximac¸a˜o com
a realidade da computac¸a˜o de alto desempenho em ambientes de produc¸a˜o. Dentre as
contribuic¸o˜es do trabalho de pesquisa e experimentac¸a˜o desenvolvido, o desempenho des-
ses ambientes de produc¸a˜o na execuc¸a˜o de aplicac¸o˜es cient´ıficas devera´ apresentar uma
reduc¸a˜o do tempo de execuc¸a˜o em comparac¸a˜o a` sua condic¸a˜o anterior, sem nenhuma
especializac¸a˜o a` aplicac¸a˜o em questa˜o.
O processo adotado para a experimentac¸a˜o e validac¸a˜o dos resultados leva em con-
siderac¸a˜o variac¸o˜es que dizem respeito aos processadores e a` organizac¸a˜o de clusters, e
tambe´m a` aplicac¸a˜o, com relac¸a˜o a` granularidade e ao modelo de programac¸a˜o utilizado.
Ale´m disso, cada experimento e´ efetuado pelo menos 5 vezes, para prover consisteˆncia es-
tat´ıstica ao ca´lculo da me´dia aritme´tica. Para a ana´lise desses resultados, toma-se como
base as seguintes me´tricas de desempenho, detalhadas no Cap´ıtulo 3: tempo de execuc¸a˜o,
speedup, eficieˆncia e escalabilidade.
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Em n´ıvel de processadores, configurac¸o˜es com mu´ltiplos processadores sequ¨enciais
(mono-core SMP’s) e tambe´m processadores com mu´ltiplos nu´cleos de processamento
(multi-core ou CMP-SMP’s) sera˜o submetidos a` experimentac¸a˜o.
Em relac¸a˜o a` organizac¸a˜o de clusters, sera˜o avaliadas algumas configurac¸o˜es no que
diz respeito a` distribuic¸a˜o dos processos e o nu´mero de nu´cleos de processamento uti-
lizados por computador agregado, visando a otimizac¸a˜o do desempenho. Ale´m disso,
alguns resultados coletados em um u´nico computador multiprocessado com ate´ 8 nu´cleos
de processamento sera˜o apresentados em comparac¸a˜o aos resultados obtidos com as con-
figurac¸o˜es adotadas nos ambientes de cluster em estudo.
Em n´ıvel de aplicac¸a˜o, os experimentos ira˜o abordar os modelos de programac¸a˜o
paralela baseado em passagem de mensagem e baseado em memo´ria compartilhada, bem
como o modelo h´ıbrido. Sera˜o utilizadas categorias distintas de workload, desde micro-
benchmarks ate´ aplicac¸o˜es completas, para a avaliac¸a˜o de desempenho dos ambientes,
servindo como um reforc¸o na validac¸a˜o dos resultados emp´ıricos. Sa˜o eles:
1. b eff (RABENSEIFNER; KONIGES, 2001): micro-benchmark de rede, utilizado
para capturar caracter´ısticas espec´ıficas dos ambientes de cluster estudados, relati-
vos a` comunicac¸a˜o entre processos de interesse prima´rio, como lateˆncia e taxa de
transfereˆncia (COULOURIS; DOLLIMORE; KINDBERG, 2005);
2. Algoritmos com matrizes (PACHECO, 1996): a dependeˆncia de dados dos
algoritmos de multiplicac¸a˜o e transposic¸a˜o de matrizes resulta em comportamen-
tos distintos quanto a` demanda por comunicac¸a˜o entre os processos paralelos. Foi
utilizado no estudo de caso realizado para entrar em contato com as diferentes tec-
nologias de rede de interconexa˜o e sua relac¸a˜o com o desempenho de um ambiente
de cluster experimental executando aplicac¸o˜es de granularidades distintas;
3. NAS Parallel Benchmarks (NPB) (BAILEY et al., 1991): conjunto de ben-
chmarks espec´ıficos para a avaliac¸a˜o de computadores paralelos, utilizado no Caso 1
para investigar caracter´ısticas do cluster e possibilidades de ganho de desempenho
tendo em vista aplicac¸o˜es de diversas granularidades.
4. Weather Research and Forecasting Model (WRF) (MICHALAKES et al.,
1999): aplicac¸a˜o de previsa˜o nume´rica do tempo. Foi escolhida visando uma
aproximac¸a˜o com a realidade da computac¸a˜o de alto desempenho em ambientes
de produc¸a˜o, utilizando-se do mesmo modelo e conjunto de dados dispon´ıveis ope-
racionalmente.
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Enfim, no Cap´ıtulo 5, sa˜o apresentadas as considerac¸o˜es finais e as indicac¸o˜es para
trabalhos futuros. Em anexo, sa˜o citados os artigos cient´ıficos aprovados e publicados, e
tambe´m os artigos submetidos a` aprovac¸a˜o em congressos e confereˆncias.
1.5 Trabalhos Relacionados
Os trabalhos relacionados a` pesquisa desenvolvida nesta dissertac¸a˜o podem ser sub-
divididos em treˆs categorias, descritas a seguir.
1.5.1 Caracterizac¸a˜o de aplicac¸o˜es cient´ıficas
O seguintes trabalhos de caracterizac¸a˜o das aplicac¸o˜es cient´ıficas esta˜o relacionados
com o presente trabalho pois servem como base para descric¸a˜o das aplicac¸o˜es utilizadas
nas ana´lises.
A versa˜o utilizada do micro-benchmark de rede b eff, que foi desenvolvido por Raben-
seifner e Koniges (2001), faz parte do conjunto HPC Challenge Benchmark (LUSZCZEK et
al., 2006). Ja´ os algoritmos de manipulac¸a˜o de matrizes foram desenvolvidos e caracteri-
zados por Pacheco (1996).
Com ao relac¸a˜o ao NAS Parallel Benchmarks baseado em MPI, os trabalhos de Kim
e Lilja (1998), Tabe e Stout (1999), Martin (1999) e Faraj e Yuan (2002) concentram-se
na determinac¸a˜o das caracter´ısticas com relac¸a˜o aos tipos de comunicac¸a˜o, tamanho das
mensagens, quantidade e frequ¨eˆncia das fases de comunicac¸a˜o. Ale´m disso, os trabalhos
de Sun, Wang e Xu (1997) e Subhlok, Venkataramaiah e Singh (2002) tambe´m consideram
o volume de dados comunicado, bem como a porcentagem de utilizac¸a˜o de processador e
memo´ria a fim de caracterizar os algoritmos do NPB.
Quanto a`s caracter´ısticas de funcionamento do modelo WRF, foram encontradas des-
cric¸o˜es e experimentos em trabalhos de Kerbyson, Barker e Davis (2007), National Center
for Atmospheric Research (2007), Amstrong et al. (2006), Michalakes et al. (1999), Mi-
chalakes et al. (2004) e Zamani e Afsahi (2005), ajudando na caracterizac¸a˜o apresentada
no Cap´ıtulo 4.
Ale´m de analisar o comportamento de processadores multi-core e seu impacto no de-
sempenho, o trabalho de Alam et al. (2006) caracteriza diversas aplicac¸o˜es cient´ıficas,
apresentando uma metodologia para validac¸a˜o dos resultados semelhante ao presente tra-
balho com relac¸a˜o a` utilizac¸a˜o de diferentes categorias de workload de origem cient´ıfica,
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desde micro-benchmarks ate´ aplicac¸o˜es completas.
1.5.2 Agregados de computadores com processadoresmulti-core
A inserc¸a˜o de processadores multi-core em ambientes de cluster e´ investigada por
alguns trabalhos.
Chai, Hartono e Panda (2006) deteˆm o foco sobre a comunicac¸a˜o entre processos intra-
no´ (residentes no mesmo computador) baseados emMPI e apresentam uma implementac¸a˜o
espec´ıfica para este tipo de comunicac¸a˜o, tendo como objetivo melhor desempenho e
escalabilidade. Pourreza e Graham (2007) tambe´m analisam a comunicac¸a˜o intra-no´ e
apresentam os ganhos obtidos com a alocac¸a˜o esta´tica de processos vizinhos em nu´cleos
de processamento de uma mesma ma´quina. Ale´m disso, estes dois trabalhos utilizam
apenas benchmarks espec´ıficos de rede para a coleta dos resultados.
Ja´ o trabalho desenvolvido por Chai, Gao e Panda (2007) apresenta modelos de ava-
liac¸a˜o de desempenho espec´ıficos para ambientes de cluster com processadores multi-core
da fabricante Intel R©, que diferem no n´ıvel arquitetural dos processadores multi-core AMD
utilizados neste trabalho. Ademais, este trabalho tambe´m se assemelha ao presente tra-
balho no que tange a`s motivac¸o˜es e, em parte, a` metodologia.
1.5.3 Redes de interconexa˜o network-on-chip em clusters
A investigac¸a˜o de redes de interconexa˜o baseadas na arquitetura network-on-chip,
como Myrinet (BODEN et al., 1995) e Infiniband (CASSIDAY, 2000), em ambientes de
cluster esta´ relacionada com dois dos estudos emp´ıricos realizados. Como ha´ muitos
trabalhos desenvolvidos sobre este assunto, apenas alguns trabalhos com um maior grau
de identificac¸a˜o sera˜o citados.
Lobosco, Costa e Amorim (2002) fazem um extenso estudo sobre o desempenho de
uma rede Myrinet em comparac¸a˜o a duas redes do tipo Ethernet, uma FastEthernet e
outra Gigabit Ethernet, sendo que a avaliac¸a˜o de desempenho e´ feita com o NAS Parallel
Benchmaks.
Brightwell e Underwood (2004) qualificam as fontes de ganho em desempenho poss´ıveis
com o uso dessa arquitetura de rede, embora na˜o sejam exploradas eficientemente em
n´ıvel de aplicac¸a˜o. Para tal estudo, coletam resultados de ambientes de cluster com
redes de interconexa˜o baseadas na arquitetura network-on-chip e tambe´m Ethernet com
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benchmarks de rede e com o NPB.
Pinto, Mendonc¸a e Dantas (2008) analisam o ganho em desempenho proveniente do
uso de redes de interconexa˜o baseadas na arquitetura network-on-chip em comparac¸a˜o
com redes do tipo Ethernet, considerando aplicac¸o˜es de granularidades distintas e suas
curvas de speedup em func¸a˜o do crescimento do tamanho do problema.
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2 Computac¸a˜o Paralela e
Distribu´ıda
Desde a invenc¸a˜o do computador, a busca por um maior desempenho computacional
tem sido uma constante para engenheiros, cientistas e usua´rios de computadores. Nas
u´ltimas de´cadas, o acesso em larga escala a um crescente poder computacional acabou
por incentivar a adoc¸a˜o do computador para a resoluc¸a˜o de problemas de toda ordem,
cada vez mais complexos. E essa tendeˆncia esta´ longe do seu fim.
O meio tradicional para se obter alto desempenho e´ atrave´s de computadores para-
lelos, ou seja, computadores capazes de operar duas ou mais tarefas simultaneamente.
Esta ide´ia na˜o e´ nova, datando de meados de 1950 (ALMASI; GOTTLIEB, 1994). Hoje
em dia, computadores paralelos de uso pessoal ate´ computadores massivamente paralelos,
com milhares de processadores, esta˜o dispon´ıveis no mercado. Um exemplo corrente sa˜o os
processadores multi-core (com mu´ltiplos nu´cleos de processamento), atualmente acess´ıveis
como commodity, e que em poucos anos devera˜o colocar os computadores pessoais mono-
processados nas pa´ginas de histo´ria da computac¸a˜o. Nesse sentido, a computac¸a˜o paralela
e´ vista como uma evoluc¸a˜o da computac¸a˜o sequ¨encial. Todavia, essa tendeˆncia nem sem-
pre foi unaˆnime.
A Lei de Grosch (PARHAMI, 2002), de 1950, afirma que a melhor raza˜o custo/benef´ıcio
(leia-se, custo/desempenho) e´ obtida com um u´nico processador mais poderoso, e nunca
com um conjunto de processadores menos poderosos de mesmo custo total. Esta lei foi
considerada va´lida a` e´poca dos gigantescos mainframes e dos minicomputadores, ate´ o
final da de´cada de 70, quando a computac¸a˜o paralela e mesmo os computadores baseados
em microprocessadores estavam em fase de consolidac¸a˜o. Sua veracidade foi desacreditada
em func¸a˜o das crescentes dificuldades de produzir processadores sequ¨enciais mais ra´pidos
e complexos ao passo que sistemas com mu´ltiplos processadores se mostravam como um
caminho mais fa´cil e mais barato para conquistar melhor desempenho (ENSLOW, 1977).
A Lei de Moore (KUMAR et al., 1994; QUINN, 1994), de 1965, alega que o nu´mero
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de transistores (componente fundamental de um processador) de um circuito integrado
cresce exponencialmente, sem custos adicionais, dobrando a cada dezoito a vinte e qua-
tro meses aproximadamente. Essa tendeˆncia vem sendo corroborada pela histo´ria dos
microprocessadores, como mostra a evoluc¸a˜o apresentada na Figura 1.
Figura 1: Evoluc¸a˜o dos microprocessadores e a Lei de Moore
Apesar desse avanc¸o constante, a capacidade computacional de um processador na˜o
cresce linearmente com o aumento do nu´mero de transistores. Limitac¸o˜es f´ısicas, como a
da velocidade finita de propagac¸a˜o por cabo, conhecida por speed-of-light argument em
ingleˆs, teˆm se mostrado como barreiras cada vez mais fortes, que dificultam ganhos de
desempenho com o aumento do nu´mero de transistores. Por exemplo, temperaturas rela-
tivamente altas podem causar problemas de alto consumo de energia, altos custos para o
resfriamento do processador e ate´ mesmo de confiabilidade em func¸a˜o do perigo de inter-
fereˆncias entre os componentes (CHAPARRO et al., 2007). Com o aumento de transistores
por unidade de a´rea, maior energia e´ consumida e, portanto, maior a temperatura do
sistema. Os primeiros microprocessadores consumiam de´cimos de um watt, enquanto um
Pentium R© 4 operando a 2 GHz consome cerca de 100 watts. Em 2003, ja´ haviam pre-
viso˜es de que a principal limitac¸a˜o em um futuro pro´ximo estaria relacionada a` energia,
e na˜o ao nu´mero de transistores (HENNESSY; PATTERSON, 2003).
Em func¸a˜o disso, houve uma guinada na indu´stria de processadores, como se pode ver
na Figura 2 (INTEL R©, 2006). Primeiro, o foco virou-se para a produc¸a˜o de microprocessa-
dores mais econoˆmicos em termos de consumo de energia, e enta˜o, em direc¸a˜o a modelos
de processamento paralelo. Tome como exemplo o recente lanc¸amento no mercado dos
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Figura 2: Gra´fico de consumo de energia por instruc¸a˜o (processadores Intel R©)
processadores multi-core, com o objetivo de prover mais capacidade de processamento
tanto para computadores pessoais como servidores. Enfim, embora a Lei de Moore seja
verdadeira no que diz respeito ao crescimento do nu´mero de transistores, as limitac¸o˜es
f´ısicas cada vez mais acentuadas na˜o permitem que esta lei continue a incentivar modelos
de processamento sequ¨enciais.
Em resumo, a capacidade do modelo de processamento sequ¨encial esta´ se esgotando em
func¸a˜o de limitac¸o˜es f´ısicas intranspon´ıveis, o que abre um caminho praticamente exclusivo
(pelo menos por enquanto) para o modelo de processamento paralelo na incessante busca
por um desempenho maior.
2.1 Taxonomia de Arquiteturas Paralelas
Sistemas de computac¸a˜o podem ser classificados a` luz de va´rios aspectos arquitetu-
rais. Apresentaremos dois esquemas formais de classificac¸a˜o de computadores paralelos,
um proposto por Flynn e outro por Johnson. A seguir uma classificac¸a˜o tradicional que
faz distinc¸a˜o quanto a` forma como os processadores esta˜o conectados a` memo´ria. Sera˜o
dados exemplos quando for conveniente. Ademais, estas classificac¸o˜es auxiliara˜o no en-
tendimento dos paradigmas de programac¸a˜o paralela discutidos na sec¸a˜o seguinte.
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2.1.1 Taxonomia de Flynn
Amplamente aceita, a Taxonomia de Flynn (FLYNN, 1972) leva em considerac¸a˜o os
mecanismos de controle, a saber, o nu´mero de fluxos de instruc¸a˜o (instruction streams)
e o nu´mero de fluxos de dados (data streams), para classificar os computadores. Sendo
assim, sa˜o quatro as classes de computadores, indicadas na Tabela 1.
Tabela 1: Taxonomia de Flynn (FLYNN, 1972)
Single instruction stream Multiple instruction streams
Single data stream SISD MISD
Multiple data streams SIMD MIMD
A classe SISD (Single Instruction, Single Data) refere-se aos tradicionais computado-
res sequ¨enciais, baseados na arquitetura de von Neumann (FOSTER, 1995). A Figura 3
apresenta uma ma´quina sequ¨encial de von Neumann, na qual ha´ uma u´nica sequ¨eˆncia de
instruc¸o˜es (uma unidade de controle e uma unidade de processamento) operando sobre
uma u´nica sequ¨eˆncia de dados (uma memo´ria), sendo que uma instruc¸a˜o e´ decodoficada
a cada unidade de tempo.
Figura 3: Computador SISD (arquitetura sequ¨encial de von Neumann) (FOSTER, 1995)
Processadores vetoriais, como os presentes em placas de processamento gra´fico, sa˜o
um exemplo da classe SIMD (Single Instruction, Multiple Data). Computadores SIMD
possuem uma u´nica unidade de controle para mu´ltiplas unidades de processamento, ou
seja, uma mesma instruc¸a˜o e´ executada por todas unidades de processamento mas sobre
diferentes dados. Esse tipo de processador e´ comumente espec´ıfico a uma determinada
especialidade.
Para fins de completude do esquema, a classe MISD (Multiple Instruction, Single
Data) tambe´m e´ descrita, ja´ que e´ dif´ıcil e, na maioria dos casos, inu´til se construir um
computador deste tipo.
Enfim, sistemas pertencentes a` classe MIMD (Multiple Instruction, Multiple Data)
possuem mu´ltiplos processadores que podem operar independentemente sobre diversos
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fluxos de dados. Esta classe representa a grande maioria dos computadores paralelos
atualmente e, por isso, merece uma atenc¸a˜o especial.
2.1.2 Taxonomia de Johnson
A forma como esta˜o organizados processadores e memo´rias em computadores MIMD
determinam como se da´ a interac¸a˜o entre os processos em execuc¸a˜o paralela. Tendo
em vista a importaˆncia da classe MIMD, definida pela taxonomia de Flynn, Johnson
propoˆs um esquema para o detalhamento desta classe (JOHNSON, 1988). Os crite´rios desta
classificac¸a˜o levam em considerac¸a˜o aspectos arquiteturais que teˆm impacto relevante no
desempenho do sistema, a saber: o mecanismo de comunicac¸a˜o/sincronizac¸a˜o e a estrutura
da memo´ria. Sendo assim, os computadores MIMD sa˜o classificados em quatro classes,
indicadas na Tabela 2.
Tabela 2: Taxonomia de computadores MIMD por Johnson (JOHNSON, 1988)
Varia´veis Compartilhadas Passagem de Mensagens
Memo´ria Global GMSV GMMP
Memo´ria Distribu´ıda DMSV DMMP
Esta taxonomia e´ interessante pois torna fa´cil a discussa˜o das fontes de overhead
envolvidas, seja por contenc¸a˜o do acesso a` memo´ria global, seja por sobrecarga da rede de
interconexa˜o decorrente de ummaior volume de passagem de mensagem entre os processos.
Os sistemas classificados como GMSV, DMMP e DMSV sa˜o comuns e mapeiam os
treˆs grupos principais que sera˜o detalhados em seguida. Ja´ sistemas do tipo GMMP na˜o
sa˜o comuns, exceto quando se tem em mente sistemas com uma memo´ria virtual que,
embora global, provavelmente e´ distribu´ıda, como em sistemas chamados de memo´ria
compartilhada virtual (Virtual Shared Memory ou VSM, em ingleˆs) (RAINA, 1992).
2.1.3 Sistemas de Memo´ria Compartilhada: Multiprocessadores
Como o pro´prio nome sugere, neste tipo de sistema ha´ um u´nico espac¸o de en-
derec¸amento, global e comum a todos os processadores. Geralmente, a memo´ria consiste
de va´rios mo´dulos, de nu´mero na˜o necessariamente igual ao nu´mero de processadores do
sistema. A comunicac¸a˜o e a sincronizac¸a˜o entre os processos em execuc¸a˜o e´ feita atrave´s
de varia´veis compartilhadas, acess´ıveis a todos eles, o que facilita a programac¸a˜o des-
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tes sistemas. A Figura 4 mostra a organizac¸a˜o ba´sica de um multiprocessador com sua
memo´ria global caracter´ıstica.
Figura 4: Sistema de memo´ria compartilhada (GMSV ou DMSV)
Estes sistemas sa˜o considerados fortemente acoplados ou ligados. Ademais, ha´ duas
formas distintas de acesso a` memo´ria global, diretamente relacionadas ao modo como esta
memo´ria esta´ interconectada aos processadores. Essa distinc¸a˜o e´ descrita a seguir.
2.1.3.1 Memo´ria Compartilhada Centralizada (UMA)
Nesse tipo de sistema, tambe´m referenciado como sistemas UMA (Uniform Memory
Access), todos os processadores compartilham uma u´nica memo´ria centralizada de modo
que o tempo de acesso e´ aproximadamente o mesmo para qualquer um deles e, por isso, o
acesso a` memo´ria e´ dito uniforme. Este tipo de sistema e´ chamado de SMP (Symmetric
Multiprocessor) (HENNESSY; PATTERSON, 2003). Pore´m, o nu´mero de processadores
fica limitado a geralmente 64 processadores em func¸a˜o do congestionamento decorrente da
existeˆncia de um u´nico caminho de acesso a` memo´ria. Por isso, diz-se que a escalabilidade
dos sistemas UMA e´ limitada.
2.1.3.2 Memo´ria Compartilhada Distribu´ıda (NUMA)
Tambe´m conhecido como sistema NUMA (Non-Uniform Memory Access), nada mais
e´ do que a combinac¸a˜o de dois ou mais subsistemas UMA, interligados por uma rede
de interconexa˜o, como mostra a Figura 5. Todos processadores teˆm acesso a qualquer
parte da memo´ria global mesmo que com tempos de acessos diferenciados em func¸a˜o da
localizac¸a˜o f´ısica da parte acessada, o que o torna um sistema assime´trico. Essa abordagem
foi a sa´ıda adotada para melhorar a escalabilidade dos sistemas de memo´ria compartilhada,
possibilitando um nu´mero maior de processadores (HENNESSY; PATTERSON, 2003) nos
tambe´m chamados multiprocessadores.
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Figura 5: Sistema de memo´ria compartilhada distribu´ıda (DMSV)
2.1.4 Sistemas de Memo´ria Distribu´ıda: Multicomputadores
Em um sistema de memo´ria distribu´ıda, o espac¸o de enderec¸amento consiste de
mu´ltiplos espac¸os privados de memo´ria, logicamente separados e que, portanto, na˜o sa˜o
diretamente acess´ıveis por processadores remotos. Ou seja, cada conjunto de processador
e memo´ria esta´ localizado em computadores fisicamente distintos. Por isso, esses sistemas
sa˜o chamados multicomputadores. A comunicac¸a˜o e sincronizac¸a˜o entre os processos em
execuc¸a˜o da´-se atrave´s de mensagens trocadas pela rede de interconexa˜o (FOSTER, 1995;
JORDAN; ALAGHBAND, 2003), que interliga todos os computadores, como mostra a Figura
6. Sendo assim, a dificuldade de programac¸a˜o desses sistemas e´ maior, quando comparada
aos sistemas de memo´ria compartilhada, em func¸a˜o da necessidade de chamadas expl´ıcitas
a`s primitivas de comunicac¸a˜o e sincronizac¸a˜o.
Figura 6: Sistema de memo´ria distribu´ıda (DMMP)
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Diferentemente dos sistemas baseados em memo´ria compartilhada, sistemas baseados
em memo´ria distribu´ıda como os multicomputadores apresentam muito boa escalabili-
dade, suportando ate´ milhares de processadores (KUMAR et al., 1994). Sa˜o considerados
fracamente acoplados ou ligados. O exemplo t´ıpico desse tipo de sistema paralelo sa˜o os
clusters ou agregados de computadores, cuja importaˆncia vem crescendo principalmente
para a resoluc¸a˜o de problemas que demandam ambientes computacionais de alto desem-
penho. Os ambiente de cluster sera˜o abordados em detalhes no decorrer deste trabalho.
2.2 Paradigmas de Programac¸a˜o Paralela
A fim de executar uma aplicac¸a˜o em paralelo, na˜o basta ter a` disposic¸a˜o um compu-
tador paralelo. E´ imprescind´ıvel que o co´digo do problema em questa˜o tenha sido parale-
lizado, manual ou automaticamente. Como mencionado anteriormente, os processadores
em execuc¸a˜o paralela devem interagir atrave´s do compartilhamento de informac¸o˜es para
chegarem a um resultado final. Tais mecanismos de interac¸a˜o sera˜o providos justamente
pela linguagem de programac¸a˜o paralela.
Existem diversas te´cnicas para implementar um algoritmo em paralelo. A escolha do
paradigma de programac¸a˜o paralela na˜o e´ necessariamente dependente da arquitetura do
computador paralelo. Por outro lado, como e´ de se esperar, a elaborac¸a˜o de uma linguagem
de programac¸a˜o paralela, baseada em algum paradigma, geralmente e´ feita tendo em vista
uma aplicac¸a˜o e um sistema computacional em espec´ıfico, para os quais, provavelmente,
tera´ um desempenho melhor. Ale´m disso, as aplicac¸o˜es em si oferecem comportamentos
diversos, resultando em tipos diferentes de paralelismo, e portanto tambe´m teˆm parte
na definic¸a˜o do paradigma. Tambe´m podemos apontar a dificuldade de programac¸a˜o
das linguagens dispon´ıveis como outro fator importante na escolha do paradigma. Por
exemplo, uma linguagem pode demandar mais esforc¸o do programador, enquanto outras
demandam menos mas geralmente resultam em co´digos menos eficientes.
2.2.1 Granularidade da Aplicac¸a˜o
O grau de paralelismo explorado depende do modo como acontece a cooperac¸a˜o entre
os processadores. Por sua vez, isso depende diretamente da aplicac¸a˜o, seja em func¸a˜o de
caracter´ısticas intr´ınsecas ao algoritmo, seja por causa da implementac¸a˜o espec´ıfica do
problema, ou ainda, do paradigma de programac¸a˜o adotado.
Esta questa˜o esta´ diretamente relacionada com o tempo gasto em trocas de in-
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formac¸o˜es entre os processadores. Alguns processadores ou processos geram resultados
intermedia´rios que servira˜o de entrada para que outros processos continuem a busca pela
soluc¸a˜o final do problema, e portanto, os dados do problema em execuc¸a˜o paralela preci-
sam ser compartilhados.
A granularidade de uma aplicac¸a˜o paralela pode ser definida como a raza˜o do tempo
de computac¸a˜o em relac¸a˜o ao tempo gasto com comunicac¸a˜o (e sincronizac¸a˜o) (KUMAR
et al., 1994).
Granularidade =
Tcomp
Tcomm
(2.1)
Sendo assim, se a necessidade de comunicac¸a˜o entre os processos e´ infrequ¨ente, com
longos per´ıodos de processamento independente, diz-se que a aplicac¸a˜o e´ de granularidade
grossa (coarse-grained), ou ainda, fracamente acoplada ou ligada. Por outro lado, quando
ha´ uma grande dependeˆncia de dados, a necessidade de comunicac¸a˜o entre os processos
torna-se frequ¨ente, seja para sincronizac¸a˜o ou para troca de dados entre os processos,
resultando em uma aplicac¸a˜o de granularidade fina (fine-grained), tambe´m chamada for-
temente acoplada ou ligada (JORDAN; ALAGHBAND, 2003).
Entretanto, na˜o ha´ uma diferenciac¸a˜o precisa entre estes graus de paralelismo. Por-
tanto, com base na definic¸a˜o formal acima, costuma-se classificar a granularidade de uma
aplicac¸a˜o em treˆs classes. Assim, definimos granularidade:
• grossa (coarse-grained): necessidade de comunicac¸a˜o infrequ¨ente, com longos
per´ıodos de computac¸a˜o independente de comunicac¸a˜o, e volume total de comu-
nicac¸a˜o pequeno ou ate´ mesmo desprez´ıvel.
• me´dia (medium-grained): necessidade de comunicac¸a˜o infrequ¨ente, com per´ıodos
me´dios a longos de computac¸a˜o independente de comunicac¸a˜o, e volume total de
comunicac¸a˜o considera´vel.
• fina (fine-grained): necessidade de comunicac¸a˜o frequ¨ente, com curtos per´ıodos
de computac¸a˜o seguidos de comunicac¸a˜o, e volume total de comunicac¸a˜o consi-
dera´vel.
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2.2.2 Programac¸a˜o Paralela Expl´ıcita e Impl´ıcita
Quando a abordagem de programac¸a˜o paralela expl´ıcita e´ adotada, a forma como os
processadores ira˜o cooperar na resoluc¸a˜o de um dado problema deve ser explicitamente
especificada. Sendo assim, o problema e´ paralelizado manualmente. Neste caso, a func¸a˜o
do compilador e´ simples e direta: gerar o co´digo em linguagem de ma´quina tal qual foi
definido pelo programador, cuja func¸a˜o e´ mais dif´ıcil.
Ja´ a programac¸a˜o paralela impl´ıcita sobrecarrega o compilador com a paralelizac¸a˜o
de grande parte do co´digo, enquanto o esforc¸o investido pelo programador e´ aliviado.
Embora a necessidade de implementac¸a˜o do problema ainda exista, tal processo e´ facili-
tado pois o programador pode utilizar uma linguagem de programac¸a˜o sequ¨encial. Por
outro lado, a eficieˆncia do co´digo paralelo fica prejudicada com a gerac¸a˜o automa´tica de
co´digo devido a` enorme dificuldade desta tarefa. O compilador deve analisar e entender
as dependeˆncias entre diversas partes do co´digo sequ¨encial para garantir um mapeamento
eficiente para a arquitetura do computador paralelo. Ale´m disso, um mesmo problema
pode ser implementado de diversas formas em uma linguagem sequ¨encial, sendo que umas
facilitam e outras dificultam a gerac¸a˜o automa´tica do co´digo paralelizado.
Portanto, o esforc¸o dispendido na implementac¸a˜o de algoritmos paralelos e´, grosso
modo, proporcional a` eficieˆncia e ao desempenho resultantes do co´digo paralelo gerado
(KUMAR et al., 1994).
2.2.3 Paralelismo Funcional e de Dados (MPMD e SPMD)
O paralelismo funcional ou de tarefas da´-se quando existem duas ou mais sequ¨eˆncias
de instruc¸o˜es distintas e independentes que podem, portanto, serem executadas simulta-
neamente, seja sobre o mesmo fluxo de dados ou sobre diferentes fluxos de dados, o que
e´ mais comum. Neste segundo caso, a aplicac¸a˜o segue o modelo de programac¸a˜o MPMD
(Multiple Program, Multiple Data). Cada sequ¨eˆncia de instruc¸o˜es pode ser vista como
um caminho de execuc¸a˜o, uma tarefa distinta, comumente chamado de thread. Esse tipo
de problema se adapta a computadores paralelos do tipo MIMD (vide Tabela 1), pois os
computadores SIMD na˜o sa˜o capazes de explorar eficientemente o paralelismo funcional
por apresentarem apenas um fluxo de instruc¸o˜es.
O paralelismo de dados acontece quando diversos dados sa˜o processados por uma
mesma sequ¨eˆncia de instruc¸o˜es. Ou seja, elementos de dados podem ser distribu´ıdos para
va´rios processadores que executam computac¸o˜es ideˆnticas sobre esses dados. Algoritmos
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com paralelismo de dados sa˜o mapeados naturalmente em computadores SIMD, resultando
em um u´nico fluxo de instruc¸o˜es s´ıncrono. Por outro lado, a execuc¸a˜o s´ıncrona do in´ıcio ao
fim de um algoritmo em computadores MIMD, ale´m de na˜o ser necessa´ria na maioria dos
casos, dificulta sua utilizac¸a˜o em func¸a˜o de sincronizac¸o˜es globais a cada instruc¸a˜o. Enta˜o,
uma soluc¸a˜o traduz-se no modelo de programac¸a˜o SPMD (Single Program, Multiple Data),
segundo o qual cada processador executa o mesmo programa pore´m de modo ass´ıncrono.
A sincronizac¸a˜o so´ ocorre quando ha´ a necessidade de troca de informac¸o˜es. Assim, o
paralelismo de dados pode ser eficientemente explorado tambe´m em computadores MIMD.
Os dois tipos de paralelismo, funcional e de dados, podem estar presentes em uma
mesma aplicac¸a˜o. Com efeito, isso acontece em muitos problemas. O impacto do pa-
ralelismo funcional no desempenho e´ geralmente independente do tamanho do problema
e, por isso, seu efeito torna-se limitado. Por outro lado, a quantidade de paralelismo de
dados aumenta com o tamanho do problema, o que o torna ainda mais importante para
a eficiente utilizac¸a˜o de sistemas com muitos processadores.
Linguagens baseadas no paralelismo de dados sa˜o mais fa´ceis de programar, pois
fornecem uma sintaxe de alto n´ıvel. O programador deve indicar como sera˜o distribu´ıdos
as porc¸o˜es de dados entre os processadores e, enta˜o, o compilador se encarrega da traduc¸a˜o
para o modelo SPMD, gerando automaticamente o co´digo referente a` comunicac¸a˜o. No
entanto, o co´digo resultante geralmente na˜o e´ ta˜o eficiente quanto co´digos escritos com
base em primitivas de baixo n´ıvel, como as fornecidas em PVM (GEIST et al., 1994) ou MPI
(MESSAGE PASSING INTERFACE FORUM, 1995), pois aquele tipo de linguagem na˜o oferece
a mesma gama de padro˜es de comunicac¸a˜o que as linguagens baseadas em primitivas de
baixo n´ıvel teˆm capacidade de representar (KUMAR et al., 1994).
2.2.4 Memo´ria Compartilhada e Passagem de Mensagens
Estes dois paradigmas de programac¸a˜o paralela sa˜o os mais utilizados atualmente, e
apresentam formas distintas para a interac¸a˜o entre os processos em execuc¸a˜o paralela.
Pore´m, vale ressaltar que estes paradigmas na˜o esta˜o necessariamente vinculados a uma
ou outra arquitetura de computador paralelo. E´ poss´ıvel executar uma aplicac¸a˜o baseada
em passagem de mensagens em um computador com memo´ria compartilhada, e existem
linguagens que criam a abstrac¸a˜o de uma memo´ria compartilhada sobre um computador
com memo´ria distribu´ıda.
Com o paradigma de memo´ria compartilhada, como o pro´prio nome diz, os processos
interagem uns com os outros atrave´s de um espac¸o de enderec¸amento comum a todos, onde
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podem ler e escrever dados de forma ass´ıncrona (FOSTER, 1995). Mecanismo de controle
de acesso, como sema´foros e bloqueios, sa˜o necessa´rios para resolver problemas de exclusa˜o
mu´tua, visto que na˜o existe a noc¸a˜o de que os dados pertencem a algum processo espec´ıfico
(KUMAR et al., 1994). Por outro lado, isto e´ uma vantagem a` medida que facilita o processo
de pragramac¸a˜o, ja´ que na˜o e´ necessa´rio fazer chamadas de comunicac¸o˜es expl´ıcitas entre
os processos como no paradigma baseado em passagem de mensagens.
A programac¸a˜o paralela baseada em passagem de mensagens e´ o modelo mais am-
plamente utilizado atualmente (FOSTER, 1995). Cada processo encapsula seus pro´prios
dados, na˜o havendo a noc¸a˜o de varia´veis compartilhadas. A interac¸a˜o entre os processos
da´-se enviando ou recebendo mensagens, que sa˜o chamadas expl´ıcitas a`s primitivas de
comunicac¸a˜o. Apesar da maior dificuldade de programac¸a˜o deste paradigma, em geral,
sua eficieˆncia e portabilidade sa˜o melhores quando comparadas ao paradigma de memo´ria
compartilhada (KUMAR et al., 1994).
Independentemente do paradigma, a maioria das linguagens de programac¸a˜o paralela
sa˜o essencialmente linguagens sequ¨enciais incrementadas com um conjunto especial de
chamadas de sistema, fornecendo as func¸o˜es necessa´rias para cada caso (KUMAR et al.,
1994).
Nas pro´ximas subsec¸o˜es, algumas dessas linguagens de programac¸a˜o paralela sa˜o apre-
sentadas com mais detalhes.
2.2.4.1 OpenMP
A extrac¸a˜o de paralelismo com OpenMP se da´ em n´ıvel de dados apenas, com o
compartilhamento de um mesmo espac¸o de memo´ria (em n´ıvel de processo) entre mu´ltiplas
tarefas (threads) iguais (PARHAMI, 2002).
Basicamente, o programador define qual e´ a regia˜o do co´digo que deve ser executada
em paralelo com a inserc¸a˜o de diretivas no co´digo-fonte. Em geral, lac¸os de repetic¸a˜o sa˜o
bons candidatos a` paralelizac¸a˜o. Com as diretivas do OpenMP, deve-se indicar a execuc¸a˜o
paralela daquela regia˜o, bem como distinguir quais varia´veis sa˜o compartilhadas e quais
devem ter uma co´pia para cada thread. Enta˜o, quando a execuc¸a˜o da aplicac¸a˜o alcanc¸a
aquela regia˜o do co´digo, o fluxo de execuc¸a˜o u´nico e´ dividido com a criac¸a˜o de mu´ltiplas
tarefas (threads) que operam em paralelo.
Apesar da facilidade de programac¸a˜o com este tipo de linguagem, sua aplicabilidade
se restringe a computadores baseados em compartilhamento f´ısico de memo´ria.
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2.2.4.2 MPI (Message-Passing Interface)
Quando o ambiente paralelo e´ distribu´ıdo, ha´ a necessidade de troca de informac¸o˜es
entre as tarefas distribu´ıdas em computadores fisicamente autoˆnomos. A soluc¸a˜o mais
utilizada e´ a passagem de mensagens (COULOURIS; DOLLIMORE; KINDBERG, 2005), que
dispo˜e de um padra˜o universalmente consolidado: o MPI (MESSAGE PASSING INTERFACE
FORUM, 1995).
A programac¸a˜o com MPI, que fornece primitivas de comunicac¸a˜o e sincronizac¸a˜o
entre processos, na˜o e´ trivial. O programador deve explicitamente chamar a primitiva
MPI desejada no momento adequado para extrair paralelismo com base neste modelo de
programac¸a˜o. Isso torna a implementac¸a˜o mais dif´ıcil do que com o modelo de memo´ria
compartilhada, pore´m na˜o ha´ qualquer restric¸a˜o quanto a` arquitetura paralela do com-
putador. Portanto, e´ poss´ıvel extrair paralelismo com MPI praticamente em qualquer
computador multiprocessado convencional.
Ale´m disso, como a definic¸a˜o da interface MPI foi padronizada em meados dos anos
90, essa tecnologia ja´ esta´ bastante difundida e ha´ um conjunto enorme de aplicac¸o˜es
implementadas com MPI. Hoje em dia, ha´ diversas bibliotecas implementadas segundo
o padra˜o MPI, inclusive com melhorias de desempenho significativas. Dentre elas, a
biblioteca MPICH (GROPP et al., 1996), que e´ amplamente utilizada no meio cient´ıfico.
2.2.4.3 PGAS (Partitioned Global Address Space)
As linguagens PGAS sa˜o trabalhos recentes que seguem o modelo de memo´ria com-
partilhada distribu´ıda (em ingleˆs, distributed shared memory ou DSM). Este modelo cria
uma abstrac¸a˜o para o programador desenvolver a aplicac¸a˜o segundo o modelo de memo´ria
compartilhada, sem precisar se preocupar com a passagem expl´ıcita de mensagens em am-
bientes com memo´ria distribu´ıda. Pore´m, o modelo de passagem de mensangens na˜o e´
evitado, embora seja transparente para o programador. Como as memo´rias na˜o sa˜o fisi-
camente compartilhadas, a camada de abstrac¸a˜o DSM ainda envia e recebe mensagens
entre os computadores.
A sintaxe aproxima-se a de linguagens estruturadas conhecidas. Por exemplo, a lin-
guagem UPC (Unified Parallel C ) e´ semelhante a` linguagem C (CHEN et al., 2003), en-
quanto que a linguagem Titanium e´ semelhante a` linguagem Java (YELICK; AL, 2007).
O desempenho dessas linguagens e´ compara´vel ao desempenho com MPI, mostrando-se
como uma ferramenta promissora. Pore´m, na realidade, ha´ diversas implementac¸o˜es do
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modelo DSM, que ainda na˜o conseguiram revolucionar a ampla utilizac¸a˜o da abordagem
com MPI para comunicac¸a˜o entre processos distribu´ıdos.
2.3 Sistemas Distribu´ıdos
A evoluc¸a˜o das tecnologias de redes de interconexa˜o e tambe´m de microprocessadores
permitiu o que denominamos sistemas distribu´ıdos. Segundo Tanembaum e Steen (2002),
um sistema distribu´ıdo e´ uma colec¸a˜o de computadores independentes que se parecem
para seus usua´rios como um sistema singular e coerente.
Ha´ dois aspectos envolvidos. Em relac¸a˜o ao hardware, os computadores sa˜o autoˆnomos,
podendo ser homogeˆneos ou heterogeˆneos em sua composic¸a˜o, multiprocessados ou na˜o.
Ja´ o software proveˆ a impressa˜o de um sistema singular para o usua´rio.
Com relac¸a˜o a` gereˆncia do sistema como um todo, que se da´ em n´ıvel de software,
pode ser alcanc¸ada com um u´nico sistema operacional distribu´ıdo ou cada computador
pode ter seu pro´prio sistema operacional local. Como uma evoluc¸a˜o dos sistemas operaci-
onais baseados em servic¸os na rede e tambe´m do sistema operacional u´nico e distribu´ıdo,
atualmente e´ mais comum que os sistemas distribu´ıdos sejam constru´ıdos sobre uma ca-
mada adicional chamada middleware, como apresenta a Figura 7 (TANEMBAUM; STEEN,
2002).
Local OS 1 Local OS 2 Local OS 3 Local OS 4
Appl. A Application B Appl. C
Computer 1 Computer 2 Computer 4Computer 3
Network
Distributed system layer (middleware)
Figura 7: Sistema distribu´ıdo baseado em middleware (TANEMBAUM; STEEN, 2002)
Note que apenas os sistemas baseados em middleware realmente atendem a` definic¸a˜o
acima. Nas sec¸o˜es seguintes, sera˜o apresentados dois tipos de sistemas distribu´ıdos: os
agregados de computadores (clusters) e as grades computacionais (grids).
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2.3.1 Agregados Computacionais (Clusters)
Com a evoluc¸a˜o das redes locais (LAN’s) no que diz respeito a` largura de banda e a`
escalabilidade (Ethernet comutada), a agregac¸a˜o de microcomputadores surge como uma
alternativa economicamente mais acess´ıvel do que as MPP’s (massively parallel machines,
em ingleˆs) para suprir as demandas por computac¸a˜o de alto desempenho (HENNESSY;
PATTERSON, 2003). Tome como exemplo o primeiro cluster de PC’s, constru´ıdo em 1994
com 16 microcomputadores interconectados com uma rede Ethernet, que atingiu de forma
sustentada um desempenho de cerca de 70 Megaflops. A`quela e´poca, o custo de uma
MPP com capacidade computacional equivalente era de 1 milha˜o de do´lares americanos,
enquanto que apenas 40.000 do´lares americanos foram gastos na composic¸a˜o do cluster.
No entanto, a consolidac¸a˜o e a popularizac¸a˜o dos clusters como uma soluc¸a˜o de alto de-
sempenho na˜o aconteceu apenas devido ao custo mais baixo, mas tambe´m porque apresen-
tam melhor disponibilidade (falhas ocorrem de maneira isolada) e facilidade de expansa˜o
do sistema (escalabilidade), quando comparados com computadores multiprocessados de
memo´ria compartilhada (HENNESSY; PATTERSON, 2003).
Por outro lado, os computadores agregados se comunicam atrave´s do barramento de
E/S (ou I/O), que apresenta um desempenho pior do que o barramento de memo´ria,
responsa´vel pela comunicac¸a˜o em um multiprocessador (HENNESSY; PATTERSON, 2003).
Nesse sentido, dependendo da necessidade da aplicac¸a˜o com relac¸a˜o a` interac¸a˜o entre os
processos em execuc¸a˜o, o custo da comunicac¸a˜o em um cluster pode se tornar um ponto
cr´ıtico de perda de desempenho.
Enfim, nos pro´ximos cap´ıtulos, sera˜o abordados esses e outros aspectos sobre ambi-
entes de cluster, ja´ que sa˜o o foco deste trabalho de pesquisa e experimentac¸a˜o.
2.3.2 Grades Computacionais (Grids)
A computac¸a˜o em grade (grid computing, em ingleˆs) e´ um paradigma de computac¸a˜o
distribu´ıda relativamente recente, que surgiu com os avanc¸os da internet, da Web, e da
pro´pria tecnologia de redes de interconexa˜o. Seu objetivo e´ prover o acesso remoto a
recursos computacionais geograficamente distribu´ıdos em geral, e na˜o necessariamente
com computadores de alto desempenho (KARNIADAKIS; KIRBY, 2002).
Para tanto, uma grade de computadores deve fornecer uma infra-estrutura de hardware
e software para a localizac¸a˜o eficiente dos recursos, negociac¸a˜o de acesso e a configurac¸a˜o
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necessa´ria para o acesso e uso efetivo dos recursos distribu´ıdos. Geralmente, consiste
de treˆs partes: o cliente (que requisita algum recurso), o agente (que localiza e aloca o
servidor mais adequado para o cliente, retornando para este os resultados) e o servidor
dos recursos (KARNIADAKIS; KIRBY, 2002).
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3 Computac¸a˜o de Alto
Desempenho
Em especial, as a´reas cient´ıfica e de engenharia apresentam problemas com demanda
por computac¸a˜o de alto desempenho (em ingleˆs, high performance computing ou HPC),
principalmente quando envolvem modelagem nume´rica e simulac¸o˜es. Alguns problemas
fundamentais dessas a´reas que ainda na˜o podem ser resolvidos em um per´ıodo aceita´vel
de tempo sa˜o apontados como grand challenges. A soluc¸a˜o destes problemas, de enorme
impacto econoˆmico ou cient´ıfico, pode ser auxiliada pela aplicac¸a˜o de te´cnicas e recursos
computacionais de alto desempenho (KUMAR et al., 1994).
Um desses problemas e´ a previsa˜o meteorolo´gica, ao qual maior atenc¸a˜o sera´ dada
neste trabalho. Neste caso, um modelo nume´rico de simulac¸a˜o e´ constru´ıdo com base numa
subdivisa˜o tri-dimensional da atmosfera. Cada ce´lula desta matriz representa, portanto, o
estado daquele fragmento da atmosfera em um dado momento, com inu´meras informac¸o˜es
pertinentes como temperatura, pressa˜o, etc. Assim sendo, a previsa˜o meteorolo´gica da´-se
em um processo iterativo de ca´lculos complexos sobre cada uma dessas ce´lulas, simulando
a progressa˜o do tempo. A exatida˜o da previsa˜o meteorolo´gica depende basicamente de
dois fatores: (1) o tamanho do espac¸o atmosfe´rico modelado, e (2) a resoluc¸a˜o da matriz
representativa (nu´mero e tamanho das ce´lulas). Grosso modo, quanto mais detalhado o
espac¸o atmosfe´rico, ou seja, quanto maior a resoluc¸a˜o da matriz que representa este espac¸o,
mais exata sera´ a previsa˜o meteorolo´gica resultante e mais poder computacional sera´
necessa´rio. Consequ¨entemente, computadores de alto desempenho sa˜o imprescind´ıveis
para se obter o resultado esperado em um per´ıodo aceita´vel de tempo, afinal de nada serve
uma previsa˜o meteorolo´gica para 24 horas que demande 48 horas para ser computada.
Outros problemas caracterizados como grand challenge envolvem o estudo de fenoˆmenos
qu´ımicos, dinaˆmica dos fluidos computacional (em ingleˆs, computational fluid dynamics
ou CFD), aplicac¸o˜es para prospecc¸a˜o e explorac¸a˜o de petro´leo, dentre outros.
Na maioria dos casos, o problema pode ser subdivido em mu´ltiplas tarefas para serem
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executadas paralelamente por processadores distintos, mas em um dado momento sera´
necessa´rio que tais tarefas compartilhem informac¸o˜es. Para tanto, as tarefas se comu-
nicam entre si para a consecuc¸a˜o de um resultado final, produto dos resultados parciais
de cada uma delas. Sendo assim, as caracter´ısticas do subsistema de comunicac¸a˜o, seja
internamente (barramento) ou entre computadores (rede de interconexa˜o), tambe´m sa˜o
importantes, especialmente no caso de sistemas com muitos processadores dispon´ıveis.
Portanto, ale´m de um alto poder de processamento puro, geralmente medido em FLOPS
(floating-point operations per second) ou MIPS (million instructions per second), a com-
putac¸a˜o de alto desempenho tambe´m engloba altas demandas por outros recursos, como
comunicac¸a˜o entre processos, memo´ria ou armazenamento.
Em resumo, o desempenho resultante de um sistema de computac¸a˜o de alto desem-
penho deve aproximar-se de seu potencial ma´ximo, como um todo, ao mesmo tempo em
que oferece a funcionalidade a que se destina, respeitando restric¸o˜es como, por exemplo,
o tempo ma´ximo de execuc¸a˜o da aplicac¸a˜o em foco. Nesse sentido, faz-se necessa´rio dis-
por de me´tricas de desempenho, descritas a seguir, a fim de possibilitar a mensurac¸a˜o do
desempenho em sistemas computacionais de maneira inequ´ıvoca.
Apo´s a apresentac¸a˜o das me´tricas de desempenho em vista neste trabalho, maiores
detalhes sera˜o discutidos sobre a computac¸a˜o de alto desempenho em ambientes de cluster,
que sa˜o o foco deste trabalho de pesquisa e experimentac¸a˜o. Nesse sentido, e´ apresentado
um estudo de caso sobre o impacto da rede de interconexa˜o para agregar computadores
em um cluster. Enfim, com olhos especulativos, algumas tendeˆncias em relac¸a˜o com a
computac¸a˜o de alto desempenho em ambientes de cluster sera˜o discutidas.
3.1 Me´tricas de Desempenho
Como existem inu´meras formas de medir o desempenho de um sistema computacional,
dependendo do objetivo de cada sistema, na˜o ha´ um conjunto padronizado de me´tricas.
Portanto, e´ fundamental definir que as me´tricas de desempenho descritas a seguir teˆm
como objetivo a mensurac¸a˜o do desempenho em sistemas homogeˆneos de computac¸a˜o
paralela.
Me´tricas de desempenho servem para elucidar o comportamento de sistemas paralelos.
Deve-se ter em mente que a me´trica prima´ria e´ tradicionalmente o tempo de execuc¸a˜o,
sendo que speedup, eficieˆncia e escalabilidade tambe´m sa˜o importantes desde que resultem
em um melhor tempo de execuc¸a˜o (SAHNI; THANVANTRI, 1995).
3.1 Me´tricas de Desempenho 43
3.1.1 Tempo de Execuc¸a˜o
A primeira me´trica, tempo de execuc¸a˜o Texec, refere-se ao tempo decorrido desde o
in´ıcio (Tinicio) ate´ o fim da execuc¸a˜o (Tfim) de uma determinada tarefa, seja em processa-
mento sequ¨encial ou paralelo (KUMAR et al., 1994). Aqui, tarefa foi usada como sinoˆnimo
de carga (workload, em ingleˆs), que faz restric¸a˜o na˜o so´ ao problema ou algoritmo em
espec´ıfico mas tambe´m a um tamanho fixo deste problema. O tempo de execuc¸a˜o pode
ser caracterizado, grosso modo, como uma func¸a˜o do tempo de computac¸a˜o propriamente
dito da tarefa (Tcomp) e do tempo de overhead (Toverhead), que pode ser visto como a
combinac¸a˜o de qualquer excesso ou tempo gasto com o acesso ou utilizac¸a˜o de algum re-
curso, tal como memo´ria, comunicac¸a˜o, E/S (em ingleˆs I/O) ou mesmo o eventual tempo
de computac¸a˜o gasto indiretamente (JORDAN; ALAGHBAND, 2003). E´ importante perce-
ber que o tempo de overhead somente fica caracterizado quando na˜o estiver sobreposto
(overlapping) ao tempo de computac¸a˜o da tarefa, isto e´, quando a tarefa na˜o continuar
sua execuc¸a˜o paralelamente. Enfim, o tempo de execuc¸a˜o pode ser tomado como um
indicativo direto do desempenho de sistemas paralelos (JORDAN; ALAGHBAND, 2003).
Texec = Tfim − Tinicio = F (Tcomp, Toverhead) (3.1)
3.1.2 Speedup e Eficieˆncia
Teoricamente, um problema pode ser dividido em n subproblemas (doravante tambe´m
chamados processos) que, portanto, podem ser resolvidos de modo concorrente com o uso
de, normalmente, tambe´m n processadores (QUINN, 1994). Sendo assim, em um caso
ideal, o ganho de desempenho sera´ linear pois o tempo de execuc¸a˜o do problema em sua
forma paralela, a saber Tn, sera´ de T1/n, onde T1 e´ o tempo de execuc¸a˜o do problema
com o melhor algoritmo sequ¨encial, isto e´, em um u´nico processador. Portanto, a segunda
me´trica, speedup S, refere-se a este ganho de desempenho calculado com base na raza˜o
entre o tempo de execuc¸a˜o do melhor algoritmo sequ¨encial e sua forma paralela (KUMAR
et al., 1994).
S(n) =
T1
Tn
(3.2)
Ademais, na˜o ha´ unanimidade sobre a possibilidade de um speedup mais do que li-
near, ou seja, maior que o nu´mero de processadores utilizados. No entanto, tome como
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exemplo um algoritmo de busca. O algoritmo sequ¨encial pode perder tempo examinando
estrate´gias sem sucesso, uma apo´s a outra. Ja´ com uma versa˜o paralela do mesmo algo-
ritmo, va´rias estrate´gias sa˜o examinadas simultaneamente, o que pode resultar em uma
soluc¸a˜o rapidamente. Isto significa que, como regra geral, dependendo da instaˆncia do
problema, e´ poss´ıvel obter-se um speedup superlinear, pore´m estes casos sa˜o raros na
pra´tica (JORDAN; ALAGHBAND, 2003).
A partir do speedup, e´ poss´ıvel derivar a terceira me´trica, eficieˆncia E, que denota
quanto o sistema paralelo de computac¸a˜o foi explorado pelo algoritmo ou, em outras
palavras, quantifica a adequac¸a˜o do sistema paralelo avaliado ao workload em questa˜o.
Do ponto de vista da aplicac¸a˜o, denota a qualidade da implementac¸a˜o paralela daquele
algoritmo para aquele tamanho de problema. Eficieˆncia e´ definida como a raza˜o do speedup
em relac¸a˜o ao nu´mero de processadores ou processos utilizados (KUMAR et al., 1994).
E(n) =
S(n)
n
=
T1
nTn
(3.3)
Vale ressaltar que, neste trabalho, as me´tricas de speedup e eficieˆncia sera˜o expandi-
das para possibilitar uma ana´lise comparativa tambe´m entre execuc¸o˜es paralelas. Dessa
forma, sera´ poss´ıvel estabelecer o speedup e a eficieˆncia relativos de um mesmo workload
executando, por exemplo, com n e com 2n processos.
Srelativo(n, 2n) =
Tn
T2n
(3.4)
Note tambe´m que a fo´rmula de eficieˆncia S/n vale para todos os tipos de speedup
explicados nas pro´ximas sec¸o˜es.
3.1.3 Escalabilidade
Na pra´tica, tempo de execuc¸a˜o T1/n, speedup linear e superlinear, ou ainda, eficieˆncia
de 1 (ou 100%) raramente sera˜o alcanc¸ados. Quando essas me´tricas sa˜o colocadas em
func¸a˜o do aumento do nu´mero de processadores, ou seja, quando a capacidade com-
putacional do sistema e´ escalada, tem-se a quarta me´trica de desempenho levada em
considerac¸a˜o neste trabalho. Entende-se por escalabilidade de um sistema paralelo sua
capacidade de manter um speedup crescente proporcionalmente ao nu´mero de processa-
dores utilizados, refletindo sua habilidade de efetivamente utilizar os crescentes recursos
computacionais de processamento (KUMAR et al., 1994). A ana´lise da escalabilidade de
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um sistema na˜o e´ trivial e deve levar em conta a variac¸a˜o ou na˜o de paraˆmetros como, por
exemplo, o tamanho do problema ou mesmo o nu´mero de processadores (QUINN, 1994).
3.1.3.1 Lei de Amdahl (fixed-size speedup)
Um fator de influeˆncia para a ana´lise de escalabilidade de um sistema e´ a existeˆncia
de uma componente Cseq necessariamente sequ¨encial no algoritmo, resultando em um
gargalo (bottleneck, em ingleˆs) que pode reduzir o desempenho (KUMAR et al., 1994).
Este modelo de ana´lise do desempenho e´ conhecido como lei de Amdahl (JORDAN;
ALAGHBAND, 2003; QUINN, 1994). Segundo esta lei, o ma´ximo speedup S alcanc¸a´vel por
um computador paralelo com n processadores, para um tamanho fixo w de workload, onde
0 <= Cseq <= 1, e´:
Smax(n) <=
1
Cseq +
(1−Cseq)
n
=
n
1 + (n− 1)Cseq (3.5)
Isto significa que a componente sequ¨encial do algoritmo, por menor que seja em com-
parac¸a˜o a` componente paralela Cpar ou (1 − Cseq), limita o speedup proporcionalmente
a` sua parte no tempo de execuc¸a˜o. Portanto, o speedup na˜o cresce linearmente com o
aumento do nu´mero de processadores e a eficieˆncia, por sua vez, diminui.
Tenha em mente que a lei de Amdahl sugere sua ana´lise com o objetivo de reduzir
o tempo de execuc¸a˜o de um workload de tamanho fixo. Portanto, para determinar
a escalabilidade quando o workload e´ fixo, deve-se analisar a relac¸a˜o entre tempo de
execuc¸a˜o e eficieˆncia em func¸a˜o do aumento do nu´mero de processadores utilizados.
Por outro lado, a tendeˆncia e´ de que, com o mesmo nu´mero de processadores, o au-
mento do workload proporcione maiores speedup e eficieˆncia, pois a componente sequ¨encial
do algoritmo passa a ter menos impacto relativo sobre o tempo de execuc¸a˜o total do pro-
blema. Isso e´ devido ao fato de que parte do overhead total e´ independente do aumento
do workload. Ja´ outra parte do overhead cresce com o aumento do workload mas em uma
acelerac¸a˜o menor do que o ganho proporcionado pelo aumento do potencial de parale-
lismo, resultado do aumento dos subproblemas ou processos. Esse e´ chamado o efeito
Amdahl, comum para uma grande classe de sistemas paralelos (KUMAR et al., 1994), que
esclarece a regra geral de que o speedup e´ uma func¸a˜o crescente quando o workload e´
aumentado em w, como mostra a Figura 8 (QUINN, 1994).
Enfim, dado que um nu´mero crescente de processadores reduz a eficieˆncia de um
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Figura 8: Gra´fico do efeito Amdahl (speedup ma´ximo indicado)
mesmo workload e que um workload de tamanho crescente aumenta a eficieˆncia com um
nu´mero fixo de processadores, deve ser poss´ıvel manter o n´ıvel de eficieˆncia com o
aumento simultaˆneo de ambos os fatores citados. Se isso for realmente verificado, diz-se
que tal sistema paralelo e´ escala´vel (KUMAR et al., 1994).
3.1.3.2 Lei de Gustafson (fixed-time speedup)
O crite´rio baseado em um n´ıvel esta´vel de eficieˆncia, no entanto, na˜o se aplica a
qualquer problema de computac¸a˜o paralela devido a necessidades espec´ıficas, por exemplo:
restric¸o˜es f´ısicas como memo´ria, ou ainda, limitac¸o˜es com relac¸a˜o ao tempo de execuc¸a˜o.
Sendo assim, a simulac¸a˜o geralmente deve obedecer a um tempo de execuc¸a˜o pre´-fixado
e, quando este for o caso, deve-se adotar a ana´lise de desempenho proposta pela lei de
Gustafson (QUINN, 1994), de onde extrai-se a quinta me´trica de desempenho. Speedup
escala´vel (em ingleˆs, scaled speedup) e´ raza˜o entre o tempo de execuc¸a˜o de um workload
de tamanho n.w em um u´nico processador e o tempo de execuc¸a˜o do mesmo workload
por n processadores. Enta˜o:
Sscaled(n) =
T1(n.w)
Tn(n.w)
= S(n) + n(1− S(n)) (3.6)
O gra´fico resultante de Sscaled(n) e´ mostrado na Figura 9.
Quando o objetivo do uso de um sistema paralelo na resoluc¸a˜o de um problema apre-
senta um tempo de execuc¸a˜o pre´-determinado e fixo como alvo principal, e´ indicado o
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Figura 9: Gra´fico representativo de scaled speedup
ca´lculo do scaled speedup Sscaled(n) em detrimento do speedup S(n) como me´trica de de-
sempenho (QUINN, 1994). Neste caso, portanto, a ana´lise da escalabilidade deve levar
em conta a capacidade do sistema de manter um scaled speedup crescente proporcional-
mente ao aumento dos recursos computacionais. Lembre-se que o tamanho do workload
e´ linearmente crescente em func¸a˜o do nu´mero de processadores, tendo em vista que o
objetivo e´ conservar o tempo de execuc¸a˜o em um n´ıvel pre´-fixado.
3.2 Computac¸a˜o de Alto Desempenho em Clusters
Ha´ cerca de quinze anos, eram utilizadas quase que exclusivamente ma´quinas massiva-
mente paralelas (massively parallel machines ou MPP, em ingleˆs), soluc¸o˜es proprieta´rias
e de alto custo financeiro, para suprir a demanda por alto desempenho. No entanto,
com o acesso facilitado a um crescente poder de processamento em computadores de me-
nor porte, a agregac¸a˜o destes computadores mostrou-se como uma alternativa via´vel a`s
MPP’s, tanto do ponto de vista financeiro como da capacidade computacional.
Pouco mais de uma de´cada apo´s seu surgimento, os agregados de computadores
(clusters, em ingleˆs) tornaram-se muito populares na comunidade acerca da computac¸a˜o
de alto desempenho (ou high performance computing, em ingleˆs) pois podem atingir con-
figurac¸o˜es massivamente paralelas de forma distribu´ıda. Hoje em dia, os clusters repre-
sentam a maior fatia das soluc¸o˜es adotadas. Vide, por exemplo, a lista dos 500 super-
computadores mais ra´pidos do mundo, conhecida por TOP500 (MEUER et al., 2008), cuja
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atualizac¸a˜o ocorre a cada seis meses. Em novembro de 2007, dos 500 supercomputado-
res, 406 ou 81,20% sa˜o classificados como clusters. E em junho de 2008, 400 deles sa˜o
ambientes de cluster.
Apesar da consolidac¸a˜o dos clusters como soluc¸a˜o para prover alto desempenho, a
escolha dos computadores que o compo˜e esta´ submetida a` variabilidade do mercado, ou
melhor, a` variabilidade das configurac¸o˜es de computadores dispon´ıveis no mercado ao
longo dos anos. De fato, o mercado de computadores recentemente sofreu uma mudanc¸a
dra´stica, do ponto de vista arquitetural, com o lanc¸amento dos processadores multi-core,
que oferecem suporte nativo a processamento paralelo. Tendo em vista o acesso a estes
processadores como commodity (ou tecnologia de prateleira, em uma tentativa de apro-
ximac¸a˜o ao portugueˆs), sua inserc¸a˜o em ambientes de cluster ja´ e´ fato. Tambe´m como
commodity, as taxas de transfereˆncia da ordem de megabytes por segundo proporcionadas
pelas redes de interconexa˜o Gigabit Ethernet surgem como uma alternativa de baixo custo
quando se pensa em construir um novo cluster.
3.2.1 Redes de Interconexa˜o
O papel de uma rede de interconexa˜o em arquiteturas MIMD com memo´ria distribu´ıda
(isto e´, a arquitetura t´ıpica de agregados de computadores) e´ conectar fisicamente todos
nu´cleos de processamento, suportando comunicac¸o˜es diretas de envio e recebimento de
dados entre os mesmos, de forma confia´vel (JORDAN; ALAGHBAND, 2003). Outros pontos
importantes referem-se a custo financeiro, taxa de transfereˆncia, lateˆncia, concorreˆncia e
escalabilidade da rede que, de fato, agrega os computadores de um cluster. A arquite-
tura de rede implementada pela tecnologia Ethernet, principalmente Gigabit Ethernet, e´
amplamente utilizada na composic¸a˜o de clusters, assim como as redes Infiniband, mais
eficientes e tambe´m economicamente menos acess´ıveis. A Figura 10 ilustra a porcentagem
de cada famı´lia de rede na interconexa˜o dos ambientes listados no TOP500 (MEUER et al.,
2008).
Em sua configurac¸a˜o tradicional, as redes Ethernet tinham sua topologia classificada
como um barramento (bus, em ingleˆs), por meio de um equipamento chamado hub ou
concentrador, que fornece acesso compartilhado ao meio f´ısico como mostra a Figura 11.
Em func¸a˜o das coliso˜es decorrentes desse compartilhamento, tal abordagem arquitetural
(baseada em time-sharing) na˜o permite qualquer concorreˆncia, restringindo sua escalabili-
dade a poucos computadores (JORDAN; ALAGHBAND, 2003). Por outro lado, comunicac¸o˜es
de difusa˜o sa˜o naturalmente eficientes, ja´ que qualquer informac¸a˜o transmitida pelo meio
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Figura 10: Famı´lia de redes de interconexa˜o nos ambientes do TOP500
f´ısico pode ser capturada por qualquer computador conectado a` rede.
Figura 11: Rede de interconexa˜o em barramento.
Uma alternativa consagrada a`s limitac¸o˜es citadas e´ a chamada Ethernet comutada
(fisicamente interconectada com um switch n´ıvel 2), que permite certo n´ıvel de con-
correˆncia atrave´s de domı´nios de colisa˜o independentes (TANEMBAUM, 1997). Isso pos-
sibilita operac¸o˜es de comunicac¸a˜o nos dois sentidos (duplex) e em paralelo, oferecendo
as capacidades nominais da rede de forma escala´vel, geralmente ate´ 32 computadores. O
custo de implementac¸a˜o de uma rede Gigabit Ethernet para 8 computadores, por exemplo,
pode ser ta˜o baixo que geralmente seu custo total e´ menor do que o custo para adquirir
um u´nico computador do cluster (tomando-se como base um computador com custo de
2.000 do´lares americanos).
Pore´m, dependendo do tamanho do sistema e tambe´m de caracter´ısticas espec´ıficas
a` aplicac¸a˜o, a implementac¸a˜o de clusters com base na tecnologia Ethernet pode na˜o
ser adequada, degradando substancialmente o desempenho por se tornar o gargalo do
sistema. Nestes casos, quando ha´ a necessidade de se interconectar centenas ou milhares de
computadores para a composic¸a˜o de um cluster, a utilizac¸a˜o de redes de interconexa˜o mais
eficientes sa˜o imprescind´ıveis para o uso efetivo dos recursos computacionais agregados.
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Essa categoria de redes de interconexa˜o para clusters, tendo como exemplo Myrinet
(BODEN et al., 1995) e Infiniband (CASSIDAY, 2000), apresentam uma topologia crossbar,
em que todos os pontos esta˜o completamente conectados uns com os outros, como mostra
a Figura 12. Ale´m disso, dispo˜em de um processador especializado e dedicado ao processo
de comunicac¸a˜o, localizado na pro´pria placa de rede, e fazem acesso direto a` memo´ria
principal (DMA) sem a necessidade de interromper o sistema operacional. Essa categoria
de redes de interconexa˜o tambe´m e´ conhecida por arquitetura network-on-chip. No intuito
de padronizar essa abordagem, surgiu o modelo VIA (Virtual Interface Architecture) como
uma interface padra˜o para redes de alto desempenho (DUNNING et al., 1998).
Enfim, todas essas vantagens traduzem-se em maior desempenho quando comparado
a` tecnologia Ethernet, que tambe´m podem atingir taxas de transfereˆncia da ordem de
gigabits/segundo. O prec¸o por maior desempenho tambe´m se reflete no custo de imple-
mentac¸a˜o dessas redes, que podem representar a metade do custo total do ambiente de
cluster, dependendo do nu´mero e complexidade dos no´s.
Figura 12: Rede de interconexa˜o crossbar.
Portanto, tendo em mente as vantagens e desvantagens de cada arquitetura, a escolha
da tecnologia de rede de interconexa˜o mais adequada para a composic¸a˜o de um agregado
de computadores e´ dependente diretamente dos objetivos do sistema em construc¸a˜o (se,
por exemplo, existe a previsa˜o de ampliac¸a˜o do nu´mero de computadores agregados) e,
principalmente, dos requisitos da pro´pria aplicac¸a˜o em foco (por exemplo, a necessidade
de se executar a aplicac¸a˜o dentro de um tempo pre´-definido).
Com o objetivo de investigar o impacto da rede de interconexa˜o sobre o desempenho de
aplicac¸o˜es cient´ıficas, foi desenvolvido o estudo de caso a seguir, com base em um mesmo
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ambiente de cluster interconectado com duas redes de interconexa˜o distintas, Ethernet e
Myrinet.
3.2.2 Estudo de Caso: Myrinet vs. Ethernet
Foi realizado um estudo de caso para apresentar o impacto da rede de interconexa˜o
sobre o desempenho de agregados computacionais para aplicac¸o˜es cient´ıficas. Para tanto,
na˜o basta investigar apenas o comportamento da rede de interconexa˜o ou da biblioteca
de comunicac¸a˜o entre processos, pois as aplicac¸o˜es podem ser de naturezas diferentes e
definir necessidades diversas. Portanto, o comportamento de algoritmos com graus de
paralelismo distintos, isto e´, de granularidades fina e grossa, foram observados em um
mesmo agregado interconectado com duas redes distintas: a Ethernet e a Myrinet.
Os experimentos foram realizados em um agregado de cinco computadores: quatro
ma´quinas equipadas com um processador Intel Pentium III 600 MHz e 256 MB de RAM,
exercendo a func¸a˜o de escravas; e uma ma´quina mestre mais potente, equipada com um
processador AMD Athlon XP 1.8GHz e 512 MB de RAM. Todas as ma´quinas operam com
sistema Linux Ubuntu 6.06, baseado no kernel versa˜o 2.6.17-11. Apenas processos ba´sicos
do sistema esta˜o operantes, ou seja, as ma´quinas esta˜o ociosas a` espera dos experimentos.
Com estas medidas, evitam-se questo˜es relativas ao balanceamento de carga no sistema.
Este agregado computacional esta´ interconectado por dois meios f´ısicos distintos, isto
e´, por duas redes de interconexa˜o: Fast Ethernet (placas 100BASE-T) e Myrinet (placas
M3S-PCI64B). Em ambos os casos, o agregado dispo˜e de um segmento dedicado de rede,
o que significa que esta´ isolado de ru´ıdo proveniente de outros servic¸os de rede.
A biblioteca MPICH foi escolhida para configurar o sistema porque e´ uma biblioteca
consagrada e preocupada com o fator desempenho. Entretanto, em func¸a˜o de uma in-
compatibilidade de versa˜o da rede Myrinet a` disposic¸a˜o com a implementac¸a˜o MPICH2
foi necessa´rio adotar a implementac¸a˜o MPICH1.
Na implementac¸a˜o MPICH1 para Ethernet, a comunicac¸a˜o MPI se da´ por meio de
um canal TCP, que e´ um protocolo orientado a` conexa˜o residente no sistema operacional.
Ou seja, quando o processo faz um pedido de comunicac¸a˜o para a biblioteca MPICH1,
o pedido e´ repassado ao sistema operacional (GROPP et al., 1996). Assim, o sistema
operacional e´ chamado a` execuc¸a˜o sempre que for necessa´rio enviar ou receber pacotes de
rede, concorrendo com os processos da aplicac¸a˜o distribu´ıda pela utilizac¸a˜o do processador
principal.
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Diferentemente, a biblioteca MPICH-GM para Myrinet favorece a configurac¸a˜o nati-
vamente ponto-a-ponto da rede de interconexa˜o Myrinet, de topologia mesh (BODEN et
al., 1995), pois ha´ uma conexa˜o f´ısica dedicada de cada ponto com todos os outros perten-
centes a`quele segmento de rede, na˜o existindo problemas de colisa˜o. Outra diferenc¸a da´-se
em n´ıvel de protocolos de comunicac¸a˜o, pois quando a biblioteca MPICH-GM recebe um
pedido de comunicac¸a˜o de um processo, o que acontece e´ uma chamada direta a` biblioteca
de comunicac¸a˜o GM. Ela fornece a interface de acesso a` rede Myrinet e implementa um
servic¸o de rede na˜o-orientado a` conexa˜o e externo ao sistema operacional. Portanto, o
fluxo de comunicac¸a˜o e´ desviado do sistema operacional e a transmissa˜o dos dados e´ feita
via DMA para a placa de rede, enquanto que na rede Ethernet e´ necessa´rio envolver o
sistema operacional e tambe´m algum processador principal no processo de comunicac¸a˜o.
Nas redes Myrinet, isto na˜o e´ necessa´rio pois o switch e as placas de rede Myrinet sa˜o
equipadas com processador e memo´ria especializados e dedicados, tornando-as capazes
de encarregar-se do processamento de pacotes de rede. Na literatura, tal abordagem e´
conhecida como Virtual Interface Architecture (VIA) (DUNNING et al., 1998) e possibilita
ganhos diferenciados no desempenho. A Figura 13 ilustra essas diferenc¸as.
Figura 13: Fluxo dos modelos Ethernet e VIA.
Para melhor caracterizar as diferenc¸as de capacidade das redes Fast Ethernet e My-
rinet, a lateˆncia e a taxa de transfereˆncia (round-trip time) foram medidas com base nas
3.2 Computac¸a˜o de Alto Desempenho em Clusters 53
bibliotecas MPICH para cada ambiente de interconexa˜o. O tamanho das mensagens uti-
lizadas para estas medic¸o˜es corresponde ao tamanho, em bytes, de uma matriz N x N
formada de elementos do tipo de dados inteiro (4 bytes).
Figura 14: Lateˆncia e taxa de transfereˆncia das redes Myrinet e Ethernet
A Figura 14 ilustra o desempenho de cada rede de interconexa˜o, mostrando que o
agregado computacional vale-se de um ambiente de interconexa˜o mais eficiente, Myrinet,
e de outro mais limitado, Ethernet. Como era esperado, a rede Myrinet apresentou um
desempenho diferenciado em func¸a˜o da presenc¸a de processador e memo´ria dedicados em
cada placa.
O ambiente de experimentac¸a˜o deste estudo de caso se constitui tambe´m em n´ıvel de
aplicac¸a˜o. Foram adotados dois algoritmos largamente utilizados em aplicac¸o˜es cient´ıficas:
a multiplicac¸a˜o de matrizes (MM), de granularidade grossa em func¸a˜o do grau nulo de
dependeˆncia de dados e da alta demanda de processamento; e a transposic¸a˜o de matrizes
(TM), de granularidade fina em func¸a˜o do alto grau de dependeˆncia de dados, uma vez que
caracteriza-se pela redistribuic¸a˜o de elementos da matriz. Optou-se por implementac¸o˜es
consagradas no meio acadeˆmico, publicadas por Pacheco (1996).
O tempo de execuc¸a˜o foi coletado no no´ mestre, ao final da execuc¸a˜o de cada ex-
perimento. E´ importante ressaltar que a entrada de dados e´ uma matriz N x N gerada
aleatoriamente, variando de 50 x 50 ate´ 700 x 700. A Figura 15 apresenta o tempo
me´dio, mı´nimo e ma´ximo gasto na execuc¸a˜o de cada algoritmo com o mesmo cluster, ora
utilizando a rede de interconexa˜o Ethernet, ora a Myrinet.
Segundo a Figura 15, a rede Myrinet obteve um desempenho melhor para ambos os
algoritmos. Pore´m, o algoritmo TM (Figura 15(b)) apresentou um desempenho muito
superior com a rede Myrinet por ser de granularidade fina. Em outras palavras, a de-
pendeˆncia de dados deste algoritmo demanda uma rede de interconexa˜o diferenciada.
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Por outro lado, o algoritmo MM (Figura 15(a)) e´ de granularidade grossa e o ganho de
desempenho em comparac¸a˜o a` rede Ethernet e´ menor.
(a) Multiplicac¸a˜o de Matrizes - MM (b) Transposic¸a˜o de Matrizes - TM
Figura 15: Tempo de execuc¸a˜o dos algoritmos MM e TM com as redes Myrinet e
Ethernet
As Figuras 16 e 17 ilustram o speedup como me´trica, considerando o ganho de desem-
penho da rede Myrinet em relac¸a˜o a` rede Ethernet para ambos os algoritmos em func¸a˜o
do crescimento do conjunto de dados operados.
Figura 16: Speedup do algoritmo MM (Myrinet X Ethernet)
Como ilustra a Figura 16, o speedup diminui com o aumento do tamanho da matriz,
ou seja, o ganho em func¸a˜o da rede de interconexa˜o tende a` equivaleˆncia. Isto se deve a`
granularidade grossa do algoritmo MM. Como na˜o ha´ dependeˆncia de dados, a necessidade
de comunicac¸a˜o e´ muito pequena em comparac¸a˜o a` necessidade por computac¸a˜o. Nesse
caso, e´ esperado que o impacto de uma rede de interconexa˜o mais eficiente seja menor
com o crescimento dos dados de entrada.
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Figura 17: Speedup do algoritmo TM (Myrinet X Ethernet)
Por outro lado, no caso do algoritmo TM, veˆ-se o efeito contra´rio, conforme ilustra a
Figura 17. O ganho em desempenho do algoritmo TM, de granularidade fina, mostra-se em
crescimento com o aumento da matriz de entrada, ampliando as diferenc¸as de desempenho
das redes Ethernet e Myrinet. A dependeˆncia de dados existente neste algoritmo provoca
maior demanda de comunicac¸a˜o entre processos. Neste caso, como os resultados indicam,
uma rede de interconexa˜o mais eficiente como a Myrinet e´ mais adequada para a agregac¸a˜o
dos recursos computacionais de um cluster.
A partir dos resultados emp´ıricos conclui-se que o desempenho da rede de interconexa˜o
tem um impacto reduzido sobre o desempenho de aplicac¸o˜es de granularidade grossa. Por
outro lado, a rede de interconexa˜o tem um papel muito importante no desempenho de
aplicac¸o˜es de granularidade fina, pois uma grande dependeˆncia de dados e´ satisfeita de
forma mais adequada com uma rede eficiente como a Myrinet.
Enfim, os experimentos confirmam que a relac¸a˜o entre rede de interconexa˜o e granula-
ridade de aplicac¸o˜es paralelas deve ser levada em considerac¸a˜o para compor eficientemente
ambientes de cluster.
3.2.3 Tendeˆncia: Processadores Many-core ou Nanotecnologia
Nas u´ltimas de´cadas, foi poss´ıvel atingir considera´veis ganhos em desempenho compu-
tacional, sem gerar custos adicionais, com o aumento do nu´mero de transistores em pro-
cessadores sequ¨enciais, como e´ observado pela Lei de Moore (KUMAR et al., 1994; QUINN,
1994). Na˜o obstante, as limitac¸o˜es f´ısicas da mate´ria sempre foram um fator limitante
dos ganhos decorrentes desta abordagem, criando dificuldades econoˆmicas e tecnolo´gicas.
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Hoje em dia, apesar do alto n´ıvel de maturidade tecnolo´gica, o crescente consumo de
energia em consequ¨eˆncia do aumento do nu´mero de transistores tem dificultado a via-
bilidade econoˆmica de tal abordagem. Ale´m disso, essa maior concentrac¸a˜o de energia
pode prejudicar a confiabilidade do sistema, em func¸a˜o do perigo de interfereˆncia entre
os componentes, e tambe´m, o consequ¨ente aumento da temperatura do processador gera
mais custos para seu resfriamento (CHAPARRO et al., 2007).
Enfim, devido a limitac¸o˜es f´ısicas e econoˆmicas, a produc¸a˜o de microprocessadores
com desempenho crescente na˜o esta´ mais apta a seguir as determinac¸o˜es da Lei de Moore,
revelando um esgotamento da tecnologia de processamento sequ¨encial. A soluc¸a˜o ado-
tada pela indu´stria para driblar essas dificuldades foi a mudanc¸a para o paradigma de
computac¸a˜o paralela, atrave´s de processadores multiprocessados, ou seja, com mu´litplos
nu´cleos de processamento.
A Figura 18 apresenta arquiteturas paralelas de microprocessadores Intel R©. Como
uma espe´cie de evoluc¸a˜o, desde uma soluc¸a˜o multiprocessada baseada em dois processa-
dores sequ¨enciais distintos em uma mesma ma´quina ate´ a configurac¸a˜o multi-core com
dois nu´cleos de processamento em um mesmo processador, a tecnologia intermedia´ria
apresenta apenas um nu´cleo de processamento, pore´m com duas unidades controladoras
independentes, possibilitando um ganho de desempenho na˜o pela capacidade maior de pro-
cessamento puro, mas por melhor utilizar o recurso atrave´s de dois fluxos de instruc¸o˜es
(INTEL R©, 2006).
Figura 18: Evoluc¸a˜o dos microprocessadores Intel R© ate´ sua edic¸a˜o multi-core
Com efeito, a complexidade dos processadores multi-core e´ maior, pois neste contexto
ha´, por exemplo, necessidade de comunicac¸a˜o e sincronizac¸a˜o destes nu´cleos. Sendo assim,
a ana´lise de desempenho destas arquiteturas tambe´m torna-se mais complexa e merece
observac¸a˜o mais cuidadosa.
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Com um crescente nu´mero de nu´cleos ou cores em um mesmo processador, a im-
portaˆncia de sistemas de comunicac¸a˜o como as arquiteturas network-on-chip aumenta
(FLICH et al., 2008), na˜o para a interconexa˜o entre computadores, e sim para a interco-
nexa˜o dos pro´prios nu´cleos de processamento dentro do mesmo processador e internamente
ao computador. Portanto, e´ poss´ıvel que a alta densidade de nu´cleos em processadores
multi-core venha a se tornar um fator redutor do desempenho, com maior impacto do que
a reduc¸a˜o provocada pelas implicac¸o˜es da natureza paralela distribu´ıda de ambientes de
cluster, que requerem comunicac¸a˜o atrave´s de redes de interconexa˜o, supostamente mais
lentas do que a comunicac¸a˜o interna entre os nu´cleos de processamento.
Por outro lado, a presenc¸a de numerosos nu´cleos de processamento em um mesmo
computador permite que alguns desses nu´cleos sejam alocados exclusivamente ao proces-
samento decorrente da comunicac¸a˜o via Ethernet, por exemplo. Ale´m disso, as redes Gi-
gabit Ethernet ja´ sa˜o capazes de oferecer altas taxas de transfereˆncia, embora a lateˆncia de
acesso a` rede deixe a desejar. Apesar da eficieˆncia comprovada das redes de interconexa˜o
network-on-chip, seu custo financeiro e´ muito mais alto do que redes como a Ethernet.
A ampla aceitac¸a˜o e a popularizac¸a˜o dos processadores multi-core em diversos seg-
mentos do mercado resultara´ em uma queda de prec¸o, naturalmente. Nesse contexto, se
considerarmos o prec¸o por nu´cleo de processamento, e na˜o por processador, essa queda
sera´ ainda mais significativa. Com o passar do tempo, e´ intuitivo pensar que mu´ltiplos
e numerosos nu´cleos de processamento estara˜o dispon´ıveis em um mesmo computador a
um prec¸o compara´vel ao custo dos melhores processadores sequ¨enciais de hoje em dia.
Como consequ¨eˆncia, podera´ haver uma competic¸a˜o com as redes de interconexa˜o com
arquitetura network-on-chip, que transferem grande parte do processamento relativo a`
comunicac¸a˜o para os chamados processadores de rede, localizados na pro´pria placa de
rede (Network Interface Card ou NIC, em ingleˆs) (BODEN et al., 1995; CASSIDAY, 2000).
Outro paradigma que esta´ em evoluc¸a˜o, podendo se tornar uma alternativa via´vel para
a computac¸a˜o de alto desempenho em um futuro pro´ximo, e´ a computac¸a˜o em nanoescala,
em n´ıvel atoˆmico (BRe´CHIGNAC, 2008).
A abordagem bottom-up, tambe´m chamada nanotecnologia, considera por exemplo a
pro´pria natureza da mole´cula, de pequena escala, em avanc¸os na eletroˆnica molecular para
permitir a produc¸a˜o de circuitos na escala de nanoˆmetros (CHEN, 2004). Mas, a realidade
e´ que esta abordagem esta´ longe de se tornar acess´ıvel no mercado.
Ja´ a abordagem top-down, chamada de nanoCMOS, e´ complexa pois na˜o e´ mais va´lida
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a noc¸a˜o de um u´nico tipo ideal de transistor usado em todo o chip, como nos micro-
processadores comuns (SINNOTT; MILLAR; ASENOV, 2008). Pore´m, com um processador
nanoCMOS, e´ poss´ıvel por exemplo que alguns dos problemas discutidos acima tornem-se
ultrapassados, ja´ que o poder computacional desta abordagem e´ promissor (MAEX, 2004).
Hoje em dia, te´cnicas da nanotecnologia ja´ sa˜o aplicadas na tecnologia nanoCMOS,
trazendo a` pra´tica uma abordagem h´ıbrida em sistemas integrados heterogeˆneos. Estas
abordagens devem se aproximar ainda mais na tentativa de resolver problemas de varia-
bilidade e predic¸a˜o e de toleraˆncia a falhas, intr´ınsecos a este tipo de tecnologia (MAEX,
2004), para avanc¸ar com seguranc¸a na produc¸a˜o de componentes comercializa´veis.
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4 Estudos de Casos com
Aplicac¸o˜es Cient´ıficas
de Alto Desempenho
A principal aplicac¸a˜o cient´ıfica estudada nos casos apresentados a seguir e´ o WRF
(Weather Research and Forecasting Model), um modelo nume´rico para previsa˜o meteo-
rolo´gica do tempo em mesoescala que vem se tornando cada vez mais importante entre a
comunidade desta a´rea de atuac¸a˜o, tanto em ambientes operacionais como em ambientes
cient´ıficos de pesquisa atmosfe´rica.
O modelo WRF e´ uma aplicac¸a˜o grand challenge, cuja demanda e´ pela reduc¸a˜o do seu
tempo de execuc¸a˜o para que, por exemplo, seja poss´ıvel aumentar a resoluc¸a˜o aplicada ao
conjunto de dados ou mesmo a regia˜o escolhida para a previsa˜o do tempo. Sendo assim,
apo´s realizar um estudo emp´ırico sobre determinado ambiente de cluster, o resultado
devera´ traduzir-se em um menor tempo de execuc¸a˜o do modelo.
Seu desenvolvimento e´ um esforc¸o conjunto de um conso´rcio de ageˆncias governa-
mentais, em sua maioria estadunidenses, dentre elas: o NCAR (National Center for At-
mospheric Research), o NOAA (National Oceanic and Atmospheric Administration’s), o
NCEP (National Centers for Environmental Prediction) e o FSL (Forecast System Labo-
ratory); a AFWA (Department of Defense’s Air Force Weather Agency) e o NRL (Naval
Research Laboratory); o CAPS (Center for Analysis and Prediction of Storms) da Uni-
versidade de Oklahoma e a FAA (Federal Aviation Administration) (NATIONAL CENTER
FOR ATMOSPHERIC RESEARCH, 2007). Tambe´m esta˜o envolvidos neste projeto diversos
cientistas da comunidade cient´ıfica mundial, o que dinamiza e intensifica as atividades em
prol de uma aplicac¸a˜o que oferec¸a os u´ltimos avanc¸os em pesquisas da a´rea.
Neste cap´ıtulo, o modelo WRF sera´ apresentado em maiores detalhes, de modo a espe-
cificar as caracter´ısticas de funcionamento do modelo e tambe´m com relac¸a˜o ao escopo da
previsa˜o do tempo realizada pela EPAGRI S.A. (Empresa de Pesquisa Agropecua´ria e Ex-
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tensa˜o Rural de Santa Catarina). Esta e´ uma empresa pu´blica, responsa´vel pela previsa˜o
meteorolo´gica do tempo no estado de Santa Catarina, que utiliza os resultados gerados
pelo modelo WRF para auxiliar a equipe de meteorologistas neste processo. Enfim, sera˜o
apresentados dois estudos de casos realizados nos ambientes de cluster da EPAGRI S.A.
(doravante denominada empresa).
Inicialmente, a empresa dispunha de um u´nico ambiente, utilizado na execuc¸a˜o dos
experimentos do primeiro caso do estudo emp´ırico desenvolvido, cujo objetivo era propor
uma alternativa para reduzir o tempo de execuc¸a˜o do modelo nume´rico WRF sem a adic¸a˜o
de novos componentes de hardware. Naquele momento, tambe´m foi poss´ıvel realizar alguns
experimentos com duas ma´quinas mais recentes, equipadas com processadores dual-core.
Esta primeira parte do estudo, motivada pela necessidade de um maior desempenho em
um ambiente de produc¸a˜o operacional, pode ser vista como um exerc´ıcio de fixac¸a˜o do
conhecimento teo´rico obtido sobre ambientes de cluster por meio de um estudo emp´ırico.
Posteriormente, com a necessidade por uma previsa˜o de tempo com maior resoluc¸a˜o,
o que demanda um poder computacional maior, a empresa adquiriu um novo ambiente de
cluster. Em retribuic¸a˜o a` postura colaborativa para com nossa pesquisa, desenvolvemos a
segunda parte do estudo emp´ırico apresentado neste trabalho, com o objetivo de otimizar
o desempenho do cluster rece´m implantado, antes de coloca´-lo em produc¸a˜o com a u´ltima
versa˜o dispon´ıvel do modelo WRF.
A principal contribuic¸a˜o desta dissertac¸a˜o esta´ no Caso 2. Foi realizada uma pesquisa
aprofundada sobre a pro´pria aplicac¸a˜o WRF e tambe´m uma ana´lise detalhada sobre os
problemas encontrados durante o processo de otimizac¸a˜o no sentido de buscar alternativas
via´veis e eficazes para reduzir o tempo de execuc¸a˜o da aplicac¸a˜o. Com isso, pretende-se
conhecer as melhores pra´ticas (te´cnicas e mecanismos) utilizadas em processos de oti-
mizac¸a˜o do desempenho de agregados de computadores multi-core, com o foco voltado a`
modelagem de sistemas de alto desempenho em ambientes de produc¸a˜o.
Weather Research and Forecasting Model (WRF)
Modelos nume´ricos como o WRF sa˜o muito importantes para auxiliar os profissionais
de meteorologia no processo de previsa˜o meteorolo´gica do tempo. Pore´m, a existeˆncia de
diversos modelos e a consequ¨ente falta de integrac¸a˜o em torno de um modelo utilizado
universalmente, por assim dizer, era um freio para o desenvolvimento cient´ıfico e tec-
nolo´gico desta a´rea de atuac¸a˜o. A fim de avanc¸ar no entendimento meteoro´logico assim
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como acelerar a implementac¸a˜o operacional de resultados alcanc¸ados em pesquisas, um
conso´rcio de ageˆncias governamentais, principalmente estadunidenses, uniu forc¸as para o
desenvolvimento da pro´xima gerac¸a˜o de modelos de previsa˜o do tempo em mesoescala,
lanc¸ando, em 1999, o WRF.
A aplicac¸a˜o WRF consiste de um conjunto de componentes, como: o pro´prio modelo
nume´rico WRF, pre´-processadores para os dados de entrada seja para previso˜es com
dados reais (observados) ou idealizados, po´s-processadores para ana´lise e visualizac¸a˜o, e
um programa para assimilac¸a˜o de dados varia´veis tri-dimensionais (3DVAR). A Figura 19
apresenta um esquema ilustrativo da aplicac¸a˜o WRF como um todo (NATIONAL CENTER
FOR ATMOSPHERIC RESEARCH, 2007).
Figura 19: Esquema ilustrativo da aplicac¸a˜o WRF (MICHALAKES et al., 2004)
O desenvolvimento da aplicac¸a˜o WRF foi modelado segundo alguns objetivos como
(NATIONAL CENTER FOR ATMOSPHERIC RESEARCH, 2007):
• flexibilidade: o WSF (WRF Software Framework) permite que mo´dulos de f´ısica
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sejam facilmente conectados atrave´s de uma interface padra˜o, de modo que novos
componentes possam ser desenvolvidos e testados pela comunidade;
• portabilidade: todo o co´digo implementado no modelo WRF deve ser pass´ıvel de
execuc¸a˜o nas principais plataformas computacionais existentes;
• eficieˆncia: o co´digo e´ desenvolvido de modo que seja eficiente em ambientes de
computac¸a˜o massivamente paralelos;
• co´digo centralizado: o co´digo-fonte e´ mantido centralizado, evitando problemas
de compatibilidade. Isto significa que um novo componente de f´ısica deve ser apro-
vado antes de ser incorporado ao modelo.
Todos esses cuidados em n´ıvel de software permitem que o WRF seja capaz de se
tornar, de fato, o estado da arte em simulac¸a˜o da previsa˜o meteorolo´gica do tempo, o
que tambe´m e´ objetivo do projeto. Existem muitas opc¸o˜es de configurac¸a˜o do modelo
com relac¸a˜o a` f´ısica utilizada nas simulac¸o˜es, compartilhando a experieˆncia da ampla
comunidade envolvida, tanto para fins operacionais como de pesquisa.
Deve ficar esclarecido que o presente estudo leva em considerac¸a˜o ta˜o somente o
modelo WRF, na˜o contabilizando as operac¸o˜es de pre´ ou po´s-processamento. Sendo assim,
reduzir o tempo de execuc¸a˜o do modelo nume´rico torna-se ainda mais importante quando
se tem em mente que existem outras etapas no processo, a fim de efetivamente auxiliar
os meteorologistas na previsa˜o do tempo.
Ale´m disso, todos os experimentos sa˜o realizados com base na mesma configurac¸a˜o do
modelo WRF (relativa aos componentes de f´ısica) e mesmo conjunto de dados de entrada
(do dia 29 de maio de 2008) utilizados no ambiente de produc¸a˜o da empresa na previsa˜o
meteorolo´gica.
O conjunto de dados de entrada do modelo WRF e´ uma matriz tridimensional que re-
presenta a atmosfera de uma determinada regia˜o, desde metros ate´ milhares de quiloˆmetros,
com diversas informac¸o˜es como, por exemplo, a topografia da regia˜o em foco e tambe´m
dados de observato´rios para alimentar a simulac¸a˜o com uma condic¸a˜o inicial. Em todos os
experimentos, o domı´nio utilizado e´ de 100 por 126, com uma resoluc¸a˜o de 15 km, o que
representa uma a´rea territorial de 12.600 quiloˆmetros quadrados. Na vertical, o domı´nio
e´ de 37, totalizando 466.200 elementos na matriz.
As Figuras 20 e 21 apresentam a extensa˜o do conjunto de dados de entrada utilizados
nos experimentos. A regia˜o abrange completamente os estados de Santa Catarina, Rio
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Figura 20: Regia˜o utilizada nos experimentos de previsa˜o meteorolo´gica
Grande do Sul e Parana´, e o Uruguai; e em parte, os estados de Sa˜o Paulo, Rio de Janeiro,
Minas Gerais e Mato Grosso do Sul, e ainda, parte do Paraguai e da Argentina.
Figura 21: Zoom da regia˜o utilizada nos experimentos de previsa˜o meteorolo´gica
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Na execuc¸a˜o paralela do modelo WRF, cada processo recebe uma sub-matriz de ta-
manho aproximadamente igual, que diminui com o aumento do nu´mero de processos. A
principal atividade que demanda comunicac¸a˜o entre os processos e´ a redistribuic¸a˜o dos
dados laterais, nos quatro limites lo´gicos de cada sub-matriz, ocorrendo a cada iterac¸a˜o
com mensagens entre 10 e 100 kilobytes (KERBYSON; BARKER; DAVIS, 2007).
Cada iterac¸a˜o avanc¸a o tempo de simulac¸a˜o em 75 segundos, totalizando 96, 576 e
3456 iterac¸o˜es nas previso˜es para 2, 12 e 72 horas, respectivamente. Ale´m disso, a cada
12 iterac¸o˜es (ou 15 minutos de simulac¸a˜o) ocorre uma iterac¸a˜o de radiac¸a˜o f´ısica, que
se soma ao tempo de processamento da iterac¸a˜o ordina´ria, e a cada 145 (ou 3 horas de
simulac¸a˜o) ocorrem picos por causa da gerac¸a˜o do arquivo de sa´ıda.
E´ utilizado o solver ARW (Advanced Research WRF ), originalmente chamado “em”,
de massa Euleriana (vide Figura 19). Ademais, o arquivo de configurac¸a˜o (namelist.input)
utilizado nos experimentos pode ser visto no Anexo A.
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Neste primeiro caso do estudo emp´ırico, o objetivo e´ propor uma alternativa para re-
duzir o tempo de execuc¸a˜o do modelo nume´rico WRF sem a adic¸a˜o de novos componentes
de hardware ao ambiente de cluster em produc¸a˜o com a versa˜o 2.2 do modelo.
Primeiramente, investigou-se empiricamente alternativas para alcanc¸ar o objetivo, in-
clusive face a duas ma´quinas mais recentes, equipadas com processadores dual-core. A
metodologia de experimentac¸a˜o busca validar os resultados da alternativa proposta atrave´s
de algoritmos de benchmarking com caracter´ısitcas distintas em relac¸a˜o a` granularidade,
que e´ a relac¸a˜o entre tempo gasto com computac¸a˜o e comunicac¸a˜o. Foram, enta˜o, rea-
lizados experimentos com o modelo WRF no ambiente de cluster configurado segundo a
proposta e tambe´m, a t´ıtulo de comparac¸a˜o, em um computador com dois processadores
quad-core. Enfim, a proposta mostrou-se pertinente na busca pela reduc¸a˜o do tempo de
execuc¸a˜o do modelo WRF, sem adicionar novos componentes ao ambiente de cluster.
Esta primeira parte do estudo, motivada pela necessidade de um maior desempenho
em um ambiente de produc¸a˜o operacional, pode ser vista como um exerc´ıcio de fixac¸a˜o do
conhecimento teo´rico obtido sobre ambientes de cluster por meio de um estudo emp´ırico.
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4.1.1 Experimentac¸a˜o Investigativa (Caso 1A)
Foram avaliadas treˆs configurac¸o˜es distintas de um mesmo cluster no que diz res-
peito a` distribuic¸a˜o dos processos e o nu´mero de nu´cleos de processamento utilizados por
computador agregado. Ale´m disso, foi poss´ıvel realizar experimentos em computadores
mais recentes, equipados com processadores dual-core e ate´ 8 nu´cleos de processamento,
ampliando a ana´lise em n´ıvel de ambientes paralelos e de processadores.
De antema˜o, alguns termos devem ser definidos. Um core ou nu´cleo e´ a unidade
atoˆmica de processamento dos sistemas. Um soquete conte´m um ou mais cores. Um no´ e´
uma ma´quina independente com um ou mais soquetes, que compartilham recursos como a
memo´ria principal e o acesso a` rede de interconexa˜o. Um cluster , sistema ou ambiente
e´ um conjunto de no´s interconectados. No entanto, note que o sistema N1xP8 na˜o e´ um
cluster, e sim um no´ multiprocessado.
A nomenclatura dos sistemas apresentados na Figura 22 seguem um padra˜o conforme
o nu´mero de no´s (N) e o nu´mero de nu´cleos de processamento ativos por no´ (P). Por
exemplo, o sistema N8xP1 e´ composto por 8 computadores (N = 8), cada um com 2
nu´cleos de processamento, pore´m apenas 1 nu´cleo e´ alocado para a aplicac¸a˜o (P = 1). O
segundo nu´cleo de cada computador esta´, portanto, ocioso em relac¸a˜o a` aplicac¸a˜o.
Figura 22: Ambientes de experimentac¸a˜o do Caso 1A
A fim de entender devidamente as configurac¸o˜es descritas na Figura 22, note que
todos os sistemas apresentam no ma´ximo 8 nu´cleos chamados ativos, ou seja, havera˜o no
ma´ximo 8 nu´cleos dedicados ao processamento da aplicac¸a˜o. Por outro lado, os nu´cleos de
processamento chamados ociosos na˜o participam do processamento relativo a` aplicac¸a˜o,
ou seja, esta˜o ociosos em relac¸a˜o a` aplicac¸a˜o apenas. Isso na˜o significa que estara˜o ociosos
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de fato, pois podem estar executando processos do sistema operacional, por exemplo. Os
sistemas N8xP1 e N2xP4 apresentam cores ociosos, enquanto os sistemas N4xP2 e N1xP8
na˜o. Note que o sistema N8xP1 apresenta um core ocioso em cada no´, enquanto no sistema
N4xP2 um mesmo no´ possui 4 cores ociosos em relac¸a˜o ao processamento da aplicac¸a˜o.
Os sistemas baseados em processadores Xeon (INTEL R©, 2004) rodam Linux kernel
2.6.8.1 e os sistemas baseados em processadores Opteron (AMD, 2007) rodam Linux kernel
2.6.22.8. Todos os sistemas operacionais esta˜o com suporte a SMP ativado. Ale´m disso,
esta˜o dedicados aos experimentos, isto e´, na˜o esta˜o operando quaisquer outros servic¸os,
exceto a configurac¸a˜o mı´nima necessa´ria a` execuc¸a˜o dos pro´prios experimentos.
A implementac¸a˜o da biblioteca MPI-2 (MESSAGE PASSING INTERFACE FORUM, 1997)
utilizada foi a MPICH2 (GROPP et al., 1996), versa˜o 1.0.6p1, com base no mecanismo de
comunicac¸a˜o por soquete (–with-device=ch3:sock) para todos os sistemas.
4.1.1.1 Benchmark de rede: b eff
Com o objetivo de caracterizar os subsistemas de comunicac¸a˜o entre processos de
cada um dos quatro sistemas descritos acima, foi executado o benchmark b eff (RA-
BENSEIFNER; KONIGES, 2001) para coletar as duas me´tricas de desempenho de redes de
interconexa˜o (descritas anteriormente) em func¸a˜o do tamanho das mensagens. Com este
intuito, a versa˜o do b eff, parte do HPC Challenge Benchmark (LUSZCZEK et al., 2006),
foi adaptada pois originalmente os dados de lateˆncia e taxa de transfereˆncia sa˜o coletados
apenas para mensagens de 8 e de 2000000 bytes.
Dessa maneira, foi poss´ıvel coletar a lateˆncia e a taxa de transfereˆncia de mensagens
entre 2 bytes ate´ 16 megabytes para processos se comunicando. Foram efetuados expe-
rimentos com 2 processos e tambe´m com 8 processos, pois na˜o e´ raro todos processos se
comunicarem simultaneamente.
Os experimentos com 2 processos se comunicando levam em considerac¸a˜o duas for-
mas de comunicac¸a˜o. Na comunicac¸a˜o chamada one-way, um processo envia mensagens
enquanto o segundo apenas as recebe. Na comunicac¸a˜o do tipo two-way, os dois processos
enviam e recebem mensagens simultaneamente. No caso com 8 processos, todos enviam
e recebem mensagens simultaneamente.
Os resultados sa˜o apresentados segundo o tamanho das mensagens. Foram conside-
radas pequenas, mensagens entre 2 e 512 bytes. De tamanho me´dio, mensagens entre 1 e
64 kilobytes. E grandes, as mensagens entre 128 kilobytes e 16 megabytes.
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Figura 23: Lateˆncia entre 2 processos do Caso 1A (msg. pequenas)
Figura 24: Lateˆncia entre 2 processos do Caso 1A (msg. me´dias)
Nas Figuras 23, 24 e 25, os resultados mostram que os sistemas N8xP1 e N2xP4 teˆm
comportamentos similares, apresentando maior lateˆncia na comunicac¸a˜o de mensagens
de qualquer tamanho, tanto nos modos de comunicac¸a˜o one-way como two-way, em com-
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Figura 25: Lateˆncia entre 2 processos do Caso 1A (msg. grandes)
parac¸a˜o aos sistemas N4xP2 e N1xP8. Isso se explica pois, como ha´ apenas dois processos,
a comunicac¸a˜o nos sistemas N4xP2 e N1xP8 acontece internamente aos no´s, sem acesso
a` interface de rede, enquanto os outros dois sistemas se comunicam via rede Ethernet. O
sistema N1xP8 apresentou o melhor desempenho de lateˆncia dentre todos os sistemas.
Com base nas Figuras 26 e 27, podemos perceber que a taxa de transfereˆncia para
comunicac¸a˜o one-way ou two-way dos sistemas N4xP2 e N1xP8 sa˜o superiores a dos siste-
mas N8xP1 e N2xP4 para qualquer tamanho de mensagem. Ale´m disso, o comportamento
da taxa de transfereˆncia da comunicac¸a˜o two-way do sistema N1xP8 e da comunicac¸a˜o
one-way do sistema N4xP2 sa˜o semelhantes. No sistema N4xP2, o padra˜o de crescimento
da taxa de transfereˆncia para comunicac¸a˜o two-way e one-way sa˜o similares para men-
sagens pequenas e me´dias, mas para mensagens maiores que 32KB, seu comportamento
assume um padra˜o constante e seu desempenho comec¸a a diminuir.
Nos sistemas N8xP1 e N2xP4, o padra˜o da taxa de transfereˆncia tanto para comu-
nicac¸a˜o one-way como para two-way sa˜o muito parecidos. Contudo, a taxa de trans-
fereˆncia e´ maior para comunicac¸a˜o two-way do que para comunicac¸a˜o one-way para men-
sagens de ate´ 8KB no sistema N2xP4, e ate´ 64KB no sistema N8xP1. Isso se deve, em
parte, ao algoritmo usado pelo b eff, que calcula a taxa de transfereˆncia para comunicac¸a˜o
one-way com base na lateˆncia ma´xima capturada, enquanto a taxa de transfereˆncia para
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Figura 26: Taxa de transf. entre 2 processos do Caso 1A (msg. pequenas)
Figura 27: Taxa de transf. entre 2 processos do Caso 1A (msg. me´dias e grandes)
comunicac¸a˜o two-way e´ calculada com base na lateˆncia me´dia. De qualquer forma, para
mensagens grandes, a taxa de transfereˆncia para comunicac¸a˜o two-way representa ate´ 80%
da taxa de transfereˆncia da comunicac¸a˜o one-way. Enfim, os resultados da comunicac¸a˜o
entre apenas 2 processos indicam que os nu´cleos ociosos dos sistemas N8xP1 e N2xP4 na˜o
produzem ganhos considera´veis para o desempenho da comunicac¸a˜o, nem one-way nem
two-way.
As Figuras 28 e 29 apresentam os resultados de lateˆncia e taxa de transfereˆncia de 8
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processos se comunicando simultaneamente. Com base nestes gra´ficos, e´ poss´ıvel ter uma
visa˜o mais ampla das capacidades de comunicac¸a˜o dos sistemas do que com apenas dois
processos se comunicando.
Figura 28: Lateˆncia entre 8 processos (Caso 1A)
Com bases nos gra´ficos, e´ poss´ıvel perceber que o pior desempenho de comunicac¸a˜o
neste caso e´ do sistema N4xP2, que na˜o apresenta nu´cleos de processamento ociosos.
Um agravante e´ que os processos competem localmente pelo acesso a` memo´ria e a` rede
devido a` arquitetura de interconexa˜o com topologia em barra dos processadores Intel R©.
Diferentemente, o sistema N1xP8 apresenta o melhor desempenho de comunicac¸a˜o entre
processos, embora tambe´m na˜o disponha de nu´cleos ociosos. Pore´m, tenha em mente
que neste sistema na˜o existe a necessidade de acesso a` rede de interconexa˜o por ser um
u´nico computador com 8 nu´cleos de processamento. De qualquer forma, ha´ uma queda
brusca nas taxas de transfereˆncia para mensagens grandes (maiores que 64KB) ao passo
que a lateˆncia cresce consideravelmente, mas continua sendo a menor dentre os sistemas
em estudo.
Os sistemas N8xP1 e N2xP4 esta˜o configurados com nu´cleos ociosos em relac¸a˜o a`
aplicac¸a˜o (no caso o b eff ). A impressa˜o inicial e´ de que seu desempenho deve, de alguma
forma, se aproximar. No entanto, os gra´ficos da taxa de transfereˆncia do sistema N2xP4
apresentam um comportamento descrecente e seu desempenho e´ bem inferior ao do sistema
N8xP1, que por sua vez apresenta um gra´fico crescente da taxa de transfereˆncia. O sistema
N8xP1 apresenta o segundo melhor desempenho dentre os quatro sistemas, e o melhor
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Figura 29: Taxa de transfereˆncia entre 8 processos (Caso 1A)
desempenho dentre os sistemas interconectados por redes Gigabit Ethernet.
Essa enorme diferenc¸a entre os sistemas que possuem nu´cleos de processamento ociosos
e´ devido a` forma como esta˜o distribu´ıdos estes nu´cleos. No sistema N2xP4, apenas uma
ma´quina possui nu´cleos ociosos e, portanto, o desempenho acaba sendo prejudicado pela
ma´quina que esta´ com todos seus nu´cleos ocupados com a aplicac¸a˜o. Por outro lado,
no sistema N8xP1, cada ma´quina possui um nu´cleo ocioso, o que resulta em um menor
impacto do overhead de comunicac¸a˜o sobre o desempenho.
4.1.1.2 NAS Parallel Benchmarks (NPB)
ONAS Parallel Benchmarks (NPB) e´ um conjunto de algoritmos, derivados de aplicac¸o˜es
reais de dinaˆmica dos fluidos computacional (CFD) utilizadas pela NASA, que foram de-
senvolvidos especialmente para a avaliac¸a˜o de desempenho de computadores paralelos
(BAILEY et al., 1991). O NPB e´ composto por 8 algoritmos, 5 deles sa˜o kernel benchmarks
(EP, FT, IS, CG e MG) e os outros 3 sa˜o benchmarks de aplicac¸o˜es simuladas (SP, BT
e LU). Este trabalho abrange somente os cinco kernels, pois apresentam granularidades
bem distintas. O conceito de granularidade esta´ associado a` raza˜o do tempo gasto com
computac¸a˜o em relac¸a˜o ao tempo gasto com comunicac¸a˜o entre os processos distribu´ıdos.
Os algoritmos foram compilados de forma ideˆntica em todos os sistemas, com diretivas
de otimizac¸a˜o -O3. Optamos pela Classe B para todos os algoritmos, pois na˜o foi poss´ıvel
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rodar alguns deles para a Classe C (vide Tabela 3).
Tabela 3: Classes do NAS Parallel Benchmarks 2.3 (tamanho do problema)
Benchmark Classe A Classe B Classe C
EP 228 230 232
FT 2562x128 512x2562 5123
CG 14000 75000 150000
MG 2563 2563 5123
IS 223 225 227
Os algoritmos do NPB e seus resultados sera˜o apresentandos segundo uma ordem des-
cendente de granularidade dos algoritmos. Como anteriormente explicado, granularidade
refere-se a` raza˜o de computac¸a˜o em relac¸a˜o a` comunicac¸a˜o realizada pelo algoritmo.
Com base na Figura 30, percebe-se que, para o algoritmo EP, o tempo de execuc¸a˜o
alcanc¸ado com os sistemas N2xP4 e N1xP8 supera os tempos dos sistemas N8xP1 e
N4xP2. Note que os sistemas que obtiveram o menor tempo de execuc¸a˜o operam com
processadores AMD Opteron(TM), mais recentes e, ale´m disso, sua frequ¨eˆncia de acesso
a` memo´ria e´ maior do que os processadores Intel R© Xeon R©.
Figura 30: Tempo de execuc¸a˜o: NAS EP classe B
O algoritmo EP (Embarrassingly Parallel) e´ de granularidade grossa, pois sua ne-
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cessidade de comunicac¸a˜o e´ quase desprez´ıvel, limitando-se a` distribuic¸a˜o de dados em
um momento inicial e ao reagrupamento do resultado parcial de cada processo ao final
de sua execuc¸a˜o. Em func¸a˜o dessa necessidade mı´nima de comunicac¸a˜o demandada pelo
algoritmo EP ao passo que o tempo de sua execuc¸a˜o e´ gasto quase que exclusivamente
com computac¸a˜o, tomamos estes resultados como base para definirmos o desempenho
por nu´cleo (ou per-core) dos sistemas. Basicamente, assumiremos que o desempenho por
nu´cleo dos sistemas N2xP4 e N1xP8 e´ maior do que dos sistemas N8xP1 e N4xP2.
O algoritmo FT (FFT 3D PDE ) resolve equac¸o˜es diferenciais parciais utilizando-
se de FFT’s 1D em se´rie. Apresenta necessidade tanto por computac¸a˜o sobre ponto-
flutuante assim como por comunicac¸a˜o, embora atrave´s de mensagens grandes, da ordem
de megabytes, em uma frequ¨eˆncia baixa. Isso ocorre porque os autores do NPB tomaram
o cuidado de agregar as mensagens em n´ıvel de aplicac¸a˜o para minimizar o custo de
comunicac¸a˜o. O resultado e´ um algoritmo de granularidade me´dia com comunicac¸o˜es de
todos para todos perfeitamente balanceadas, o que significa que todo processo envia e
recebe a mesma quantidade de dados que os outros. Ale´m disso, apesar da demanda por
taxa de transfereˆncia crescer proporcionalmente ao desempenho per-core do sistema, na˜o
ha´ um aumento significativo das necessidades de comunicac¸a˜o em func¸a˜o do crescimento
do nu´mero de processadores usados.
Figura 31: Tempo de execuc¸a˜o: NAS FT classe B
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Como se pode ver na Figura 31, os sistemas N8xP1 e N4xP2 apresentam uma melhor
escalabilidade do que os sistemas N2xP4 e N1xP8, pois os ganhos sa˜o mais acentuados
com o aumento do nu´mero de processos. Interessantemente, o tempo de execuc¸a˜o do
algoritmo FT no sistema N8xP1, com um nu´cleo ocioso por ma´quina, acaba sendo pra-
ticamente o mesmo do sistema N1xP8, que e´ na realidade uma u´nica ma´quina com oito
nu´cleos de processamento, e na˜o um cluster interconectado via Gigabit Ethernet. Dado
que o desempenho per-core do sistema N1xP8 e´ maior assim como seu desempenho de
comunicac¸a˜o, como foi apresentado pelos resultados coletados com o b eff.
Ja´ o algoritmo CG (Conjugate Gradient) e´ um me´todo de gradiente conjugado que
consiste de computac¸o˜es sobre ponto-flutuante e testa frequ¨entes comunicac¸o˜es do tipo
ponto-a-ponto de longa distaˆncia e organizadas irregularmente. Embora o algoritmo CG
apresente necessidade de computac¸a˜o considera´vel, e´ caracterizado como de granularidade
fina em func¸a˜o da grande quantidade de mensagens trocadas. O tamanho me´dio das
mensagens e´ o menor dentre os cincos algoritmos estudados, com uma predominaˆncia de
mensagens pequenas e o restante das mensagens tendendo a grandes.
Figura 32: Tempo de execuc¸a˜o: NAS CG classe B
De acordo com a Figura 32, percebe-se uma n´ıtida aproximac¸a˜o entre os resultados
dos quatro sistemas, salvo a execuc¸a˜o com um processo apenas. Quando o algoritmo CG
e´ executado com 4 processos, ha´ uma grande diferenc¸a no tempo de execuc¸a˜o dos sistemas
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N8xP1 e N4xP2, ambos com configurac¸o˜es semelhantes, exceto pela presenc¸a de nu´cleos
ociosos em relac¸a˜o a` aplicac¸a˜o no sistema N8xP1. Evidencia-se neste caso uma enorme
vantagem decorrente da presenc¸a de um nu´cleo de processamento ocioso em cada no´ do
cluster. Para 8 processos, e´ poss´ıvel perceber uma pequena vantagem do sistema N8xP1
sobre os outros sistemas.
Ademais, a Figura 32 mostra ainda que, com o aumento do nu´mero de processos, o
tempo de execuc¸a˜o do algoritmo CG em todos os sistemas se aproxima, neutralizando as
diferenc¸as relativas a` capacidade de processamento puro ao mesmo tempo em que po˜e em
cheque a capacidade do sistema de comunicac¸a˜o entre processos.
Figura 33: Tempo de execuc¸a˜o: NAS IS classe B
O algoritmo IS (Integer Sort) e´ o u´nico que na˜o opera sobre dados do tipo ponto-
flutuante, pois que e´ um ordenador de inteiros. Predominam comunicac¸o˜es de reduc¸a˜o e
de todos para todos na˜o-balanceadas. O padra˜o de comunicac¸a˜o e´ dependente do con-
junto de dados. Ademais, o tamanho me´dio das mensagens e´ mediano, apresentando
muitas mensagens pequenas e de ate´ poucos kilobytes, e tambe´m mensagens grandes, da
ordem de megabytes, enquanto outros tamanhos de mensagem sa˜o raros. Sendo assim, a
granularidade do algoritmo IS e´ fina, embora o volume de dados comunicado para a classe
B seja menor do que do algoritmo CG, pois frequ¨entemente e´ necessa´ria a comunicac¸a˜o
entre os processos para que prossigam a computac¸a˜o do algoritmo.
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Conforme a Figura 33, os sistemas N8xP1 e N4xP2 apresentam tempo de execuc¸a˜o
quase que linearmente descrescente com o aumento do nu´mero de processos, refletindo
melhor escalabilidade do que os sistemas N2xP4 e N1xP8. Note que o gra´fico do tempo
de execuc¸a˜o nos sistemas N2xP4 e N1xP8 apresentam um crescimento mais acentuado em
comparac¸a˜o com os algoritmos FT e CG, quando o nu´mero de processos e´ aumentado de 4
para 8. Esta perda de desempenho constatada com o algoritmo IS e´ atribu´ıda ao overhead
causado pela alta frequ¨eˆncia de mensagens trocadas entre os processos em comunicac¸o˜es
coletivas, ou seja, entre todos os processos simultaneamente.
Figura 34: Tempo de execuc¸a˜o: NAS MG classe B
O algoritmo MG (Multigrid) busca aproximar uma soluc¸a˜o para problemas de Poisson.
Assim como o algoritmo IS, apresenta granularidade fina com fases curtas de computac¸a˜o
intercaladas por comunicac¸o˜es, mas as semelhanc¸as reduzem-se a isso. O algoritmo MG
caracteriza-se por testar comunicac¸o˜es tanto de longa como de curta distaˆncia com uma
frequ¨eˆncia alta e predominaˆncia de comunicac¸o˜es do tipo ponto-a-ponto entre proces-
sos vizinhos. Ale´m disso, a frequ¨eˆncia em que as comunicac¸o˜es ocorrem apresenta uma
distribuic¸a˜o quase uniforme. O tamanho me´dio das mensagens e´ mediano pois as mensa-
gens utilizadas variam segundo um padra˜o uniforme, ou seja, um nu´mero considera´vel de
mensagens de uma variedade de tamanhos, de pequenas a grandes, sa˜o trocadas entre os
processos.
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Mais uma vez, os resultados dos sistemas N8xP1 e N4xP2 apresentam ganhos consi-
dera´veis com o aumento do nu´mero de processos, revelando boa escalabilidade, enquanto
nos sistemas N2xP4 e N1xP8 os resultados ficam pro´ximos uns dos outros. Note que,
estranhamente, o tempo de execuc¸a˜o e´ quase ideˆntico para 2 e 4 processos, e na˜o diminui
nem 30% em relac¸a˜o ao resultado coletado com 8 processos.
A Tabela 4 apresenta resultados espec´ıficos ao sistema N8xP1 em comparac¸a˜o a` con-
figurac¸a˜o original do cluster. O intuito e´ quantificar em termos de execuc¸a˜o as vantagens
da presenc¸a de um nu´cleo de processamento ocioso em cada no´ do cluster em comparac¸a˜o
a` alocac¸a˜o de todos os nu´cleos de processamento dispon´ıveis para a execuc¸a˜o da aplicac¸a˜o.
Tabela 4: Variac¸a˜o no tempo de execuc¸a˜o do NPB no Sistema N8xP1 (Caso 1A)
Benchmark 8 processos 16 processos Variac¸a˜o
EP 47,696 s 25,860 s - 45,78%
FT 53,232 s 57,492 s 8,00%
CG 45,268 s 49,988 s 10,43%
IS 3,234 s 4,066 s 25,73%
MG 6,798 s 7,724 s 13,62%
Segundo a Tabela 4, exceto na execuc¸a˜o do algoritmo EP, ha´ uma perda de desem-
penho quando todos os nu´cleos de processamento esta˜o alocados para a aplicac¸a˜o. A
diferenc¸a no tempo de execuc¸a˜o chega a 25% em comparac¸a˜o ao tempo obtido com o
mesmo cluster configurado com um nu´cleo ocioso por ma´quina.
Com base na Figura 35, percebe-se ganhos em desempenho com o aumento do nu´mero
de processos pore´m, exceto para o algoritmo de granularidade grossa EP, quando todos
os 16 nu´cleos de processamento dispon´ıveis no sistema N8xP1 esta˜o alocados para a
aplicac¸a˜o, o speedup (relativo ao tempo de execuc¸a˜o com 1 processo) diminui. Ale´m disso,
note que o algoritmo EP apresenta um speedup linear, exceto no caso com 16 processos.
Ja´ o algoritmo CG apresenta speedup superlinear.
A Figura 36 mostra o gra´fico da eficieˆncia de cada um dos algoritmos, sendo que
quase todos apresentam padro˜es decrescentes com o aumento do nu´mero de processos,
salvo os casos de 4 para 8 processos dos algoritmos CG e MG. De forma mais acentuada,
todos os algoritmos sofreram perda de eficieˆncia quando se passou de 8 para 16 processos
executando a aplicac¸a˜o, inclusive o algoritmo EP. O algoritmo CG, que apresentou speedup
mais do que linear, foi o u´nico a obter eficieˆncia maior que 1 (ou 100%), embora apresente
uma queda brusca de eficieˆncia quando ha´ 16 processos executando a aplicac¸a˜o.
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Figura 35: Speedup do NPB no ambiente N8xP1 (Caso 1A)
Figura 36: Eficieˆncia do NPB no ambiente N8xP1 (Caso 1A)
Tanto os resultados de speedup quanto de eficieˆncia, apontam uma queda no desem-
penho quando se passa de 8 para 16 processos alocados para a aplicac¸a˜o, principalmente
com os algoritmos de granularidade me´dia e fina. Portanto, os resultados apontam que
a escalabilidade do cluster N8xP1, com um nu´cleo ocioso em relac¸a˜o a` aplicac¸a˜o por
ma´quina, e´ melhor do que a escalabilidade deste mesmo cluster quando todos os nu´cleos
de processamento esta˜o ocupados com a aplicac¸a˜o.
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4.1.1.3 Concluso˜es
Primeiramente, o sucesso da alternativa experimentada esta´ na distribuic¸a˜o adequada
dos nu´cleos ociosos. Os resultados mostram que, em um sistema homogeˆneo, de nada
adianta deixar nu´cleos ociosos em uma ma´quina enquanto outra ma´quina esta´ com todos
nu´cleos executando processos da aplicac¸a˜o, pois esta u´ltima vai acabar determinando o
desempenho do sistema como um todo. Ale´m disso, os resultados indicam que e´ poss´ıvel
obter ganho de desempenho no ambiente de cluster em estudo, atingindo de 8% ate´ 25%
de reduc¸a˜o no tempo de execuc¸a˜o exceto com algoritmos de granularidade grossa, quando
pelo menos um nu´cleo de processamento por ma´quina na˜o e´ alocado para a aplicac¸a˜o,
como no sistema N8xP1.
Com o algoritmo EP, de granularidade grossa e necessidade de comunicac¸a˜o mı´nima,
foi poss´ıvel constatar que o desempenho por nu´cleo dos sistemas N2xP4 e N1xP8 (com
processadores AMD) e´ superior ao dos sistemas N8xP1 e N4xP2 (com processadores
Intel R©). Pore´m, ha´ de se ter em mente que a tecnologia dos processadores usados sa˜o
de gerac¸o˜es distintas. De qualquer forma, esperava-se que o impacto dessa diferenc¸a no
tempo de execuc¸a˜o fosse diminuir com os algoritmos de menor granularidade ja´ que, nestes
casos, o processo de comunicac¸a˜o se torna uma fonte considera´vel de overhead.
No entanto, foi surpreendente constatar com um algoritmo de granularidade me´dia,
o FT, que o sistema N8xP1, configurado com um nu´cleo ocioso por ma´quina, proporcio-
nou um tempo de execuc¸a˜o praticamente igual ao sistema N1xP8, que na˜o e´ um cluster
interconectado por Gigabit Ethernet, e sim uma u´nica ma´quina com oito nu´cleos de pro-
cessamento interconectados em topologia crossbar, com um banco de memo´ria dedicado
para cada dois nu´cleos operando a uma frequ¨eˆncia 50% maior do que a frequ¨eˆncia de
acesso a` memo´ria do cluster N8xP1 (vide Figura 22). Ale´m disso, os resultados coletados
com o b eff mostram que o desempenho da comunicac¸a˜o neste sistema multiprocessado
e´ muito superior ao desempenho da comunicac¸a˜o entre processos das configurac¸o˜es de
cluster interconectadas por Gigabit Ethernet.
Enfim, o tempo de execuc¸a˜o obtido pelo cluster configurado com um nu´cleo ocioso
por ma´quina foi o menor dentre todos os sistemas em quatro dos cinco algoritmos NPB
experimentados. Portanto, mesmo executando a aplicac¸a˜o com apenas 8 nu´cleos de pro-
cessamento em contrapartida a` utilizac¸a˜o dos 16 dispon´ıveis, obteve-se uma configurac¸a˜o
de cluster mais eficiente e com melhor escalabilidade.
Sendo assim, a investigac¸a˜o realizada com o intuito de ganhar desempenho em ambi-
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entes de cluster teve sucesso com essa abordagem, mostrando-se uma alternativa interes-
sante para experimentac¸a˜o com o modelo WRF, a fim de reduzir seu tempo de execuc¸a˜o
no ambiente de cluster em questa˜o.
4.1.2 Abordagem Proposta
Devido a` auseˆncia de um processador de rede, todo processamento decorrente da
comunicac¸a˜o via Ethernet e´ atribu´ıda a um processador principal, isto e´, concorrendo
pelos mesmos processadores utilizados pela aplicac¸a˜o. No caso de um u´nico processador
por computador, a aplicac¸a˜o deve necessariamente parar sua execuc¸a˜o para dar lugar ao
processamento relativo a` comunicac¸a˜o, decorrente da sua pro´pria necessidade de interac¸a˜o
entre os processos distribu´ıdos, o que causa uma grande perda de desempenho.
Quando todos os nu´cleos sa˜o alocados para a execuc¸a˜o da aplicac¸a˜o, ocorrem inu´meras
trocas de contexto entre os processos dos diferentes n´ıveis, ja´ que a efetivac¸a˜o da comu-
nicac¸a˜o na˜o se da´ em n´ıvel de aplicac¸a˜o. Conforme Hennessy e Patterson (2003), uma
troca de contexto de um processo para outro tipicamente requer de centenas a milhares
de ciclos de processamento, provocando um overhead considera´vel.
Pore´m, ainda mais com o advento dos processadores multi-core, o acesso a compu-
tadores com mu´ltiplos nu´cleos esta´ se consolidando como uma tecnologia de prateleira
(commodity) de baixo custo. Quando tais computadores sa˜o agregados via Ethernet para
a composic¸a˜o de um cluster, surge a possibilidade de melhorar o desempenho do sistema
atrave´s da sobreposic¸a˜o do processamento da aplicac¸a˜o e do processamento decorrente da
comunicac¸a˜o entre os processos da aplicac¸a˜o. Sendo assim, dependendo da aplicac¸a˜o, o
tempo gasto com o processamento decorrente da comunicac¸a˜o podera´ ocorrer simultane-
amente, e seu impacto sobre o tempo de execuc¸a˜o final da aplicac¸a˜o podera´ ser reduzido.
Enfim, a abordagem proposta sugere que na˜o sejam alocados aos processos da aplicac¸a˜o
todos os nu´cleos de processamento dispon´ıveis em cada computador, de modo que os
nu´cleos enta˜o ociosos em relac¸a˜o a` aplicac¸a˜o podem se ocupar com as tarefas decorrentes
de sua execuc¸a˜o, como o processamento de pacotes e protocolos de comunicac¸a˜o. Por-
tanto, em func¸a˜o desse paralelismo, espera-se que o tempo gasto com o processamento
decorrente da comunicac¸a˜o entre processos tenha seu impacto reduzido, traduzindo-se em
um menor tempo de execuc¸a˜o da aplicac¸a˜o. Esta e´ a ide´ia norteadora da abordagem
proposta neste estudo de caso.
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4.1.3 Experimentos (Caso 1B)
O modelo WRF foi avaliado no mesmo ambiente de cluster, apresentado na Figura
37 em um esquema ilustrativo, com treˆs configurac¸o˜es distintas. Uma delas segue a
abordagem proposta. Tambe´m foram realizados experimentos com o modelo WRF em
um u´nico computador multiprocessado com ate´ 8 nu´cleos de processamento, a titulo de
comparac¸a˜o.
Figura 37: Esquema ilustrativo do ambiente de experimentac¸a˜o do Caso 1B
A nomenclatura dos sistemas apresentados em detalhes na Figura 38 seguem um
padra˜o conforme o nu´mero de no´s (N) e o nu´mero de nu´cleos de processamento ativos por
no´ (P). Por exemplo, o sistema N8xP1 e´ composto por 8 computadores (N = 8), cada um
com 2 nu´cleos de processamento, pore´m apenas 1 nu´cleo e´ alocado para a aplicac¸a˜o (P =
1). O segundo nu´cleo de cada computador esta´, portanto, ocioso em relac¸a˜o a` aplicac¸a˜o.
Note que o sistema CMP-SMP na˜o e´ um cluster, e sim um no´ multiprocessado com dois
processadores quad-core.
Os ambientes baseados em processadores Xeon (INTEL R©, 2004) rodam Linux kernel
2.6.8.1 e o sistema CMP-SMP, com processadores quad-core Opteron (AMD, 2007), roda
Linux kernel 2.6.22.8, todos esta˜o com suporte a SMP ativado e a memo´ria swap desa-
tivada. Ale´m disso, todos os sistemas esta˜o isolados de ru´ıdos externos e dedicados aos
experimentos, isto e´, na˜o esta˜o operando quaisquer outros servic¸os, exceto a configurac¸a˜o
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Figura 38: Ambientes de experimentac¸a˜o do Caso 1B
mı´nima necessa´ria a` execuc¸a˜o dos experimentos com a biblioteca MPICH2.
E´ importante ressaltar que as aplicac¸o˜es usadas nestes experimentos sa˜o baseadas
exclusivamente em MPI para a extrac¸a˜o do paralelismo, embora haja trabalhos (RA-
BENSEIFNER; WELLEIN, 2003; CAPPELLO; ETIEMBLE, 2000) que indiquem um modelo de
programac¸a˜o h´ıbrida, com OpenMP para paralelismo intra-no´ e MPI entre no´s, como
o meio mais eficiente de utilizar agregados de computadores multiprocessados. Pore´m,
como o foco deste trabalho esta´ em analisar a sobreposic¸a˜o de computac¸a˜o e comunicac¸a˜o,
levou-se em considerac¸a˜o apenas a comunicac¸a˜o MPI por soquete entre os processos, seja
entre no´s ou intra-no´. Ale´m disso, programac¸a˜o paralela com MPI deve continuar im-
portante por razo˜es de portabilidade e ate´ mesmo pela enorme quantidade de aplicac¸o˜es
baseadas em MPI.
4.1.3.1 Benchmark de rede: b eff
Para caracterizar cada ambiente (exceto o sistema CMP-SMP) em relac¸a˜o a` comu-
nicac¸a˜o entre processos com me´tricas de interesse prima´rio, como lateˆncia e taxa de trans-
fereˆncia (COULOURIS; DOLLIMORE; KINDBERG, 2005), foi executado o algoritmo de ben-
chmark de comunicac¸a˜o b eff (RABENSEIFNER; KONIGES, 2001), que possui uma versa˜o
dispon´ıvel como parte do HPC Challenge Benchmark (LUSZCZEK et al., 2006). No entanto,
esta versa˜o testa a taxa de transfereˆncia e lateˆncia apenas para mensagens de tamanho 8 e
2.000.000 bytes. Sendo assim, adaptamos o algoritmo b eff para avaliar as caracter´ısticas
de comunicac¸a˜o para uma gama de tamanhos de mensagens.
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Figura 39: Lateˆncia coletada com o b eff (Caso 1B)
Figura 40: Taxa de transfereˆncia coletada com o b eff (Caso 1B)
Com base nos resultados coletados, conforme as Figuras 39 e 40, verifica-se que as con-
figurac¸o˜es N4xP2 e N8xP1 apresentam resultados de lateˆncia e taxa de transfereˆncia seme-
lhantes para a comunicac¸a˜o entre dois processos, tanto uni-direcional como bi-direcional,
pois esta˜o localizados no mesmo no´ e os processos utilizam, portanto, o barramento in-
terno do computador como rede de interconexa˜o. Ja´ no ambiente N8xP1, a comunicac¸a˜o
entre dois processos e´ cerca de duas vezes pior porque a comunicac¸a˜o se da´ atrave´s da
rede Gigabit Ethernet, ja´ que os processos esta˜o localizados em computadores distintos.
Pore´m, vale ressaltar que em uma aplicac¸a˜o com 8 ou 16 processos, por exemplo, e´
prova´vel que mais do que dois processos se comuniquem simultaneamente, possivelmente
todos. Por isso, foram coletados dados referentes ao pior caso, em que todos os processos
se comunicam ao mesmo tempo e nos dois sentidos, a fim de melhor caracterizar os
ambientes em termos de lateˆncia e taxa de transfereˆncia.
Neste caso, os resultados sa˜o bem diferentes em comparac¸a˜o a` situac¸a˜o em que apenas
dois processos se comunicam. O ambiente de cluster N8xP1 passa a apresentar o melhor
desempenho tanto em lateˆncia como em taxa de transfereˆncia, e o ambiente N8xP2 apre-
senta os piores valores em ambas as me´tricas.
A maior demanda por uma caracter´ıstica de comunicac¸a˜o ou outra dependera´ da
aplicac¸a˜o paralela, pore´m, essa caracterizac¸a˜o mais ampla do desempenho da comunicac¸a˜o
entre processos, atrave´s da taxa de transfereˆncia e lateˆncia de todos processos se comuni-
cando simultaneamente, permite revelar vantagens e desvantagens na˜o percebidas quando
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apenas 2 processos se comunicam.
4.1.3.2 Modelo WRF
Como ja´ mencionado, o WRF utiliza uma matriz tri-dimensional para a representac¸a˜o
da atmosfera, desde metros ate´ milhares de quiloˆmetros, com diversas informac¸o˜es como
de topografia e dados de observato´rios para alimentar a simulac¸a˜o com uma condic¸a˜o
inicial. As simulac¸o˜es aqui apresentadas rodam o modelo ja´ compilado (ifort 9.0 sem
suporte a OpenMP) e dispon´ıvel no ambiente em sua versa˜o 2.2, tomando como entrada
o conjunto de dados da forma que e´ utilizado neste ambiente de produc¸a˜o da empresa.
Na execuc¸a˜o paralela do modelo WRF, cada processo recebe uma sub-matriz de ta-
manho aproximadamente igual, que diminui com o aumento do nu´mero de processos.
Quanto a` comunicac¸a˜o, a redistribuic¸a˜o dos dados laterais, nos quatro limites lo´gicos de
cada sub-matriz, e´ a principal atividade, ocorrendo a cada iterac¸a˜o com mensagens entre
10 e 100 kilobytes (KERBYSON; BARKER; DAVIS, 2007). Cada iterac¸a˜o avanc¸a o tempo de
simulac¸a˜o em 75 segundos, totalizando 96 e 576 iterac¸o˜es nas previso˜es para 2 e 12 horas,
respectivamente. Ale´m disso, a cada 12 iterac¸o˜es (ou 15 minutos de simulac¸a˜o) ocorre
uma iterac¸a˜o de radiac¸a˜o f´ısica, que se soma ao tempo da iterac¸a˜o ordina´ria, e a cada 145
(ou 3 horas de simulac¸a˜o) ocorrem picos por causa da gerac¸a˜o do arquivo de sa´ıda.
Figura 41: Resultados da execuc¸a˜o do WRF nos ambientes de cluster (Caso 1B)
Conforme a Figura 41, as previso˜es de tempo para 2 e 12 horas, apresentaram uma
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reduc¸a˜o maior do que 20% no tempo de execuc¸a˜o. Os resultados obtidos com o WRF
mostram um ganho de desempenho quando o cluster e´ configurado segundo a proposta,
atingindo um speedup relativo de 1,29 em comparac¸a˜o a` previsa˜o do tempo para 12 horas
no ambiente de cluster original, com 16 processos. Observe que o tempo de execuc¸a˜o
aumenta quando todos os processadores dispon´ıveis sa˜o alocados a processos da aplicac¸a˜o,
como e´ o caso dos sistemas N8xP2 e N4xP2.
Figura 42: Speedup do WRF no sistema CMP-SMP (Caso 1B)
Em adic¸a˜o aos experimentos em ambientes de cluster, a Figura 42 apresenta os re-
sultados obtidos em uma u´nica ma´quina multiprocessada, com dois processadores AMD
quad-core. Pode-se observar que, embora a interac¸a˜o entre os processos se deˆ sem neces-
sidade de acesso a` rede, o tempo de execuc¸a˜o aumenta quando todos os processadores
dispon´ıveis sa˜o alocados a processos da aplicac¸a˜o. Esta constatac¸a˜o vem para reforc¸ar as
indicac¸o˜es dos resultados anteriores de que a abordagem proposta e´ pertinente, oferecendo
melhores eficieˆncia e desempenho, traduzidos em um menor tempo de execuc¸a˜o.
4.1.4 Concluso˜es
Como indicac¸a˜o deste primeiro caso do estudo emp´ırico, foi poss´ıvel comprovar o
sucesso da abordagem proposta em reduzir o tempo de execuc¸a˜o do modelo nume´rico
WRF de previsa˜o de tempo sem, no entanto, investir em novos equipamentos para o
cluster, tal como uma rede de interconexa˜o mais eficiente, Myrinet ou Infiniband, por
exemplo. Vale ressaltar que a abordagem aproveita-se da tendeˆncia atual com relac¸a˜o a
computadores multiprocessados.
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Embora apenas 8 nu´cleos tenham sido alocados para a aplicac¸a˜o, houve ganho de
desempenho em relac¸a˜o a` configurac¸a˜o de cluster no qual todos os 16 nu´cleos de pro-
cessamento dispon´ıveis foram alocados a processos da aplicac¸a˜o. O ganho expressivo
no desempenho do modelo WRF, com uma reduc¸a˜o de mais de 20% no seu tempo de
execuc¸a˜o, tambe´m foi verificado para o algoritmo de granularidade fina IS do NAS Paral-
lel Benchmark. Como foi mostrado no Caso 1A, a eficieˆncia e a escalabilidade do cluster
configurado segundo a proposta melhorou em relac¸a˜o a` configurac¸a˜o original. A aborda-
gem se mostrou ineficiente apenas para o caso com o algoritmo de granularidade grossa
EP. Portanto, a eficieˆncia da abordagem dependera´ da aplicac¸a˜o paralela.
Ale´m disso, a caracterizac¸a˜o das capacidades de comunicac¸a˜o de cada ambiente com o
benchmark de rede b eff, atrave´s da taxa de transfereˆncia e lateˆncia de todos processos se
comunicando simultaneamente, tambe´m revelou vantagens do cluster configurado segundo
a abordagem, na˜o percebidas quando apenas 2 processos se comunicam.
Enfim, os resultados dos casos 1A e 1B indicam ganho de desempenho com a imple-
mentac¸a˜o da abordagem proposta, alcanc¸ando assim o objetivo de propor uma alternativa
para reduzir o tempo de execuc¸a˜o do modelo WRF sem, no entanto, adquirir novos com-
ponentes para o ambiente de cluster em questa˜o.
4.2 Caso 2
Este segundo caso foi desenvolvido com o objetivo de otimizar o desempenho do
modelo no ambiente de cluster rece´m adquirido pela empresa, antes de coloca´-lo em
produc¸a˜o com a u´ltima versa˜o dispon´ıvel do WRF.
A principal contribuic¸a˜o da presente dissertac¸a˜o esta´ neste estudo de caso. Foi re-
alizada uma pesquisa mais aprofundada sobre a pro´pria aplicac¸a˜o WRF, de relevante
importaˆncia para a comunidade cient´ıfica, e tambe´m uma ana´lise mais detalhada sobre
as melhores pra´ticas e os problemas encontrados durante o processo de otimizac¸a˜o. Nesse
sentido, foi-se em busca de alternativas via´veis e eficazes a fim de tirar a ma´xima eficieˆncia
deste ambiente de cluster, reduzindo o tempo de execuc¸a˜o do modelo WRF em comparac¸a˜o
a` configurac¸a˜o original, sem nenhuma especializac¸a˜o para a aplicac¸a˜o em questa˜o.
Conforme Zamani (2005), o desempenho de aplicac¸o˜es executadas em ambientes de
cluster depende principalmente da escolha do modelo de programac¸a˜o paralela, das ca-
racter´ısticas da pro´pria aplicac¸a˜o quanto a`s necessidades de computac¸a˜o e comunicac¸a˜o,
e do desempenho do subsistema de comunicac¸a˜o.
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Embora as duas u´ltimas caracter´ısticas sejam praticamente inquestiona´veis, a esco-
lha pelo modelo de passagem de mensagem ou por um modelo h´ıbrido (por exemplo,
MPI+OpenMP) para prover melhor desempenho em agregados de computadores multi-
processados ainda esta´ em debate (ZAMANI, 2005). Este segundo estudo de caso leva
em considerac¸a˜o a utilizac¸a˜o da abordagem h´ıbrida com o modelo baseado em memo´ria
compartilhada para a comunicac¸a˜o de processos localizados no mesmo no´ do cluster como
alternativa para a otimizac¸a˜o de desempenho de aplicac¸o˜es cient´ıficas.
Vale relembrar que o presente estudo de caso leva em considerac¸a˜o ta˜o somente o
modelo WRF, na˜o contabilizando as operac¸o˜es de pre´ ou po´s-processamento. Ale´m disso,
todos os experimentos sa˜o realizados com base na mesma configurac¸a˜o do modelo WRF
(relativa aos componentes de f´ısica) e mesmo conjunto de dados de entrada (do dia 29 de
maio de 2008) utilizados no ambiente de produc¸a˜o da empresa na previsa˜o meteorolo´gica.
Neste segundo caso, as simulac¸o˜es sa˜o configuradas para realizar a previsa˜o do tempo
para 72 horas (3 dias). O arquivo de configurac¸a˜o encontra-se dispon´ıvel no Anexo A.
4.2.1 Experimentos
A Figura 43 apresenta caracter´ısticas do ambiente em foco, descrevendo-o em termos
de componentes. Ja´ a Figura 44 ilustra o ambiente de cluster, tambe´m mostrando como
esta˜o organizados os nu´cleos de processamento em cada no´.
Figura 43: Caracter´ısticas do ambiente de experimentac¸a˜o do Caso 2
O processo de otimizac¸a˜o do ambiente de cluster parte de uma configurac¸a˜o seme-
lhante a` implementada no caso anterior. Os computadores rodam Debian Linux kernel
2.6.18-6-amd64 e o ambiente de cluster esta´ isolado de ru´ıdos externos e dedicado aos
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Figura 44: Esquema ilustrativo do ambiente de experimentac¸a˜o do Caso 2
experimentos, pois na˜o esta˜o operando quaisquer outros servic¸os, exceto a configurac¸a˜o
mı´nima necessa´ria a` execuc¸a˜o dos experimentos com a biblioteca MPICH2 versa˜o 1.0.6p1.
Ale´m disso, tomou-se o cuidado de desativar a utilizac¸a˜o da memo´ria virtual (swap).
Quanto ao subsistema de comunicac¸a˜o, foi utilizada a rede Gigabit Ethernet para
interconectar fisicamente os no´s. As Figuras 45 e 46 ilustram os dados coletados com
o benchmark de rede b eff para 2 processos em um mesmo no´ e em no´s distintos, 8
processos em um mesmo no´, e todos os 48 processadores se comunicando. A comunicac¸a˜o
foi mediada pelo canal CH3:SOCK do MPICH2 (doravante denominado MPICH-SOCK),
que utiliza soquetes para a comunicac¸a˜o entre processos.
Figura 45: Lateˆncia coletada com o b eff (Caso 2)
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Figura 46: Taxa de transfereˆncia coletada com o b eff (Caso 2)
Quanto a` aplicac¸a˜o, conve´m relembrar que o WRF utiliza uma matriz tri-dimensional
para a representac¸a˜o da atmosfera, com diversas informac¸o˜es sobre, por exemplo, a topo-
grafia e a situac¸a˜o meteorolo´gica da regia˜o em questa˜o, a fim de alimentar a simulac¸a˜o com
uma condic¸a˜o inicial. Na execuc¸a˜o paralela do modelo WRF, cada processo recebe uma
sub-matriz da atmosfera de tamanho aproximadamente igual, diminuindo com o aumento
do nu´mero de processos. A redistribuic¸a˜o dos dados laterais, nos quatro limites lo´gicos
de cada sub-matriz, e´ a principal atividade que demanda comunicac¸a˜o entre os processos,
ocorrendo a cada iterac¸a˜o com mensagens entre 10 e 100 kilobytes (KERBYSON; BARKER;
DAVIS, 2007). Cada iterac¸a˜o avanc¸a o tempo de simulac¸a˜o em 75 segundos. Ale´m disso,
a cada 12 iterac¸o˜es (ou 15 minutos de simulac¸a˜o) ocorre uma iterac¸a˜o de radiac¸a˜o f´ısica,
que se soma ao tempo de processamento da iterac¸a˜o ordina´ria, e a cada 145 (ou 3 horas
de simulac¸a˜o) ocorrem picos por causa da gerac¸a˜o do arquivo de sa´ıda.
As simulac¸o˜es apresentadas a seguir rodam o modelo WRF versa˜o 3, compilado com
gfortran 4.1.2.
Figura 47: Durac¸a˜o de cada iterac¸a˜o com MPICH-SOCK, totalizando 34min16seg.
A Figura 47 apresenta a durac¸a˜o de cada iterac¸a˜o ao longo de toda a execuc¸a˜o do
modelo WRF com o MPICH-SOCK. Os 48 processadores dispon´ıveis no ambiente esta˜o
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alocados a processos da aplicac¸a˜o. Os picos que extrapolam o eixo Y do gra´fico referem-se
ao agrupamento dos dados resultantes para a gerac¸a˜o do arquivo de sa´ıda do modelo, que
duram cerca de 8 segundos neste caso.
Pore´m, como ilustra a Figura 48, os processadores esta˜o subutilizados nesta confi-
gurac¸a˜o com o MPICH-SOCK. Durante a maior parte da execuc¸a˜o do modelo, percebe-se
que os processadores na˜o utilizam nem 50% de sua capacidade de processamento.
Figura 48: A utilizac¸a˜o de oito nu´cleos em um mesmo no´ com MPICH-SOCK.
Por na˜o haver distinc¸a˜o entre processos localizados no mesmo no´ ou em no´s diferen-
tes com o MPICH-SOCK, toda operac¸a˜o com o MPI e´ tratada como uma operac¸a˜o de
comunicac¸a˜o comum, como se estivessem em no´s diferentes. Sendo assim, e´ gasto tempo
com a criac¸a˜o de soquetes para a interac¸a˜o entre os processos localizados no mesmo no´,
ale´m de envolver desnecessariamente o sistema operacional neste processo. O resultado e´
a subutilizac¸a˜o dos processadores na execuc¸a˜o da aplicac¸a˜o.
Como ja´ foi explicado, o MPI e´ uma interface padra˜o que proveˆ as primitivas de co-
municac¸a˜o e sincronizac¸a˜o necessa´rias a` execuc¸a˜o paralela e distribu´ıda de uma aplicac¸a˜o,
tendo a melhoria da portabilidade e do desempenho como principais metas. Pore´m, a efe-
tivac¸a˜o da comunicac¸a˜o depende da implementac¸a˜o de uma biblioteca como o MPICH2,
o qual implementa ambos os padro˜es MPI existentes: MPI-1 (MESSAGE PASSING IN-
TERFACE FORUM, 1995) e MPI-2 (MESSAGE PASSING INTERFACE FORUM, 1997). Nesse
sentido, a biblioteca MPICH2 implementa a comunicac¸a˜o efetiva com base em camadas,
como ilustra a Figura 49.
A camada ADI3 apresenta a interface MPI para aplicac¸a˜o e a interface ADI3 para um
device ADI3. O esquema apresenta o device CH3, que pode ser usado para qualquer tipo
de rede, e tambe´m o device para redes Infiniband (CASSIDAY, 2000), que permite tirar
vantagem das caracter´ısticas espec´ıficas dessa rede de interconexa˜o. E´ poss´ıvel tambe´m
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Figura 49: Esquema ilustrativo: MPICH2 (BUNTINAS; MERCIER; GROPP, 2007)
implementar um subsistema de comunicac¸a˜o acoplando um canal ao device CH3, como e´
caso do MPICH-SOCK, por exemplo.
Como soluc¸a˜o para o problema da subutilizac¸a˜o dos processadores na execuc¸a˜o da
aplicac¸a˜o, optou-se por um canal de comunicac¸a˜o do MPICH2 que faz essa distinc¸a˜o,
usando memo´ria compartilhada entre processos localizados no mesmo no´, e comunicac¸a˜o
por soquete entre no´s, como e´ o caso do canal SSM (doravante chamado MPICH-SSM).
Figura 50: A utilizac¸a˜o de oito nu´cleos em um mesmo no´ com MPICH-SSM.
A Figura 50 apresenta a utilizac¸a˜o dos processadores de um dos 6 no´s do ambiente de
cluster durante a execuc¸a˜o do modelo WRF alocando todos os processadores dispon´ıveis.
Percebe-se que o MPICH-SSM solucionou satisfatoriamente o problema da subutilizac¸a˜o
dos processadores, ja´ que os dados mostram todos processadores rodando a 100% de sua
capacidade durante praticamente toda a execuc¸a˜o do modelo.
Ale´m disso, a Figura 51 ilustra o tempo de execuc¸a˜o que baixou de, aproximadamente,
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34 minutos para cerca de 28 minutos, uma diferenc¸a em torno de 18% em comparac¸a˜o
a` execuc¸a˜o com o MPICH-SOCK. Vale ressaltar que os picos que extrapolam o eixo Y
do gra´fico, relativos ao agrupamento dos dados resultantes para a gerac¸a˜o do arquivo de
sa´ıda do modelo, duram cerca de 6 segundos com o MPICH-SSM.
Figura 51: Durac¸a˜o de cada iterac¸a˜o com MPICH-SSM, totalizando 27min59seg.
A Figura 49 tambe´m apresenta o canal NEMESIS, que foi desenvolvido para ser um
subsistema de comunicac¸a˜o escala´vel, baseado em memo´ria compartilhada para proces-
sos localizados em um mesmo no´ do cluster e de alto desempenho. De fato, Buntinas,
Mercier e Gropp (2007) apresentam uma avaliac¸a˜o de desempenho do canal NEMESIS da
biblioteca MPICH2 (doravante chamado MPICH-NEMESIS), que mostrou-se eficiente e
com overhead muito pequeno. Em func¸a˜o dessas caracter´ısticas, a utilizac¸a˜o do MPICH-
NEMESIS surgiu como uma alternativa interessante para o presente estudo de caso.
Figura 52: Durac¸a˜o de cada iterac¸a˜o com MPICH-NEMESIS, totalizando 25min44seg.
Realmente, como mostra a Figura 52, a durac¸a˜o das iterac¸o˜es do modelo WRF com o
MPICH-NEMESIS diminuiu em comparac¸a˜o a` execuc¸a˜o com MPICH-SOCK (vide Figura
47) e com MPICH-SSM (vide Figura 51). Ademais, assim como com o MPICH-SSM, os
picos que extrapolam o eixo Y do gra´fico (gerac¸a˜o do arquivo de sa´ıda do modelo) duram
cerca de 6 segundos com o MPICH-NEMESIS.
Uma tabela comparativa entre as alternativas experimentadas e´ apresentada na Figura
53. Em comparac¸a˜o a` execuc¸a˜o com MPICH-SOCK, os resultados indicam reduc¸a˜o no
tempo de execuc¸a˜o do modelo WRF de cerca de 18% com a utilizac¸a˜o do MPICH-SSM e
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de cerca de 25% com o MPICH-NEMESIS.
Figura 53: Comparac¸a˜o dos resultados com MPICH-SOCK, MPICH-SSM e
MPICH-NEMESIS.
Enfim, os resultados emp´ıricos indicam a adoc¸a˜o do MPICH-NEMESIS para extrair
um maior desempenho deste ambiente de cluster, traduzindo-se em um menor tempo de
execuc¸a˜o do modelo WRF na previsa˜o meteoro´logica para 3 dias ou 72 horas.
Figura 54: Comparac¸a˜o dos resultados com diversas MTU’s (MPICH-NEMESIS).
Em adic¸a˜o a` escolha do subsistema de comunicac¸a˜o da biblioteca MPICH2, o tamanho
ma´ximo das mensagens em n´ıvel de enlace, no caso a MTU (Maximum Transmission
Unit) da rede Gigabit Ethernet, e´ outro aspecto que pode melhorar o desempenho do
ambiente. Pore´m, como mostra a Figura 54, seu impacto e´ bem menor do que a escolha
do subsistema de comunicac¸a˜o, por exemplo. Obteve-se pouco mais de 4% de reduc¸a˜o no
tempo de execuc¸a˜o com a adequac¸a˜o do tamanho da MTU ao modelo WRF.
4.2.2 Concluso˜es
Com base nos resultados coletados neste estudo emp´ırico, apresentados resumida-
mente na Figura 55, indica-se a adoc¸a˜o do MPICH-NEMESIS com a MTU da rede Gigabit
Ethernet configurada para 4500 bytes para extrair um maior desempenho deste ambiente
de cluster na execuc¸a˜o do modelo WRF na previsa˜o meteoro´logica para 3 dias.
Figura 55: Previsa˜o meteorolo´gica para 3 dias antes e depois do processo de otimizac¸a˜o
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A realizac¸a˜o destes experimentos possibilitou uma maior compreensa˜o sobre sistemas
paralelos distribu´ıdos. O cluster utilizado e´ um modelo h´ıbrido no que diz respeito a`
sua composic¸a˜o, pois e´ um multicomputador de multiprocessadores, ou seja, para melhor
atingir o objetivo de reduzir o tempo de execuc¸a˜o da aplicac¸a˜o de alto desempenho, foi
necessa´rio implantar dois modelos de interac¸a˜o entre os processos da aplicac¸a˜o. Nesse
sentido, portanto, os processos distribu´ıdos entre os computadores agregados comunicam-
se por meio de passagem de mensagens, enquanto o modelo de memo´ria compartilhada
permite a interac¸a˜o entre os processos localizados em um mesmo computador do cluster.
Enfim, o objetivo em vista foi alcanc¸ado com sucesso e, como resultado disso, a
configurac¸a˜o proposta foi adotada como soluc¸a˜o para o ambiente de produc¸a˜o que esta´
sendo colocado em operac¸a˜o na empresa. Ademais, vale ressaltar que a empresa parceira
torna-se o segundo centro brasileiro de meteorologia a dispor do modelo WRF em sua
versa˜o mais recente para suas atividades operacionais e de pesquisa.
95
5 Concluso˜es
Apesar da consolidac¸a˜o dos clusters como soluc¸a˜o para prover alto desempenho, a
escolha dos seus componentes, tais como os processadores ou a rede de interconexa˜o que
efetivamente agrega os recursos computacionais, esta´ submetida a` oferta disponibilizada
pelo mercado no momento de sua construc¸a˜o. De fato, com o lanc¸amento dos processa-
dores multi-core como commodity, sua inserc¸a˜o em ambientes de cluster ja´ e´ realidade e
este novo contexto merece a devida atenc¸a˜o.
Neste trabalho de dissertac¸a˜o, foi realizado um estudo emp´ırico sobre treˆs casos dis-
tintos com ambientes de cluster homogeˆneos.
O primeiro estudo de caso foi realizado em um ambiente experimental como um
exerc´ıcio emp´ırico sobre a relac¸a˜o entre tecnologias de rede de interconexa˜o e carac-
ter´ısticas inerentes a aplicac¸o˜es paralelas. Com isso, foi poss´ıvel conhecer e analisar as
diferenc¸as em desempenho de sistemas de comunicac¸a˜o distintos, como a tecnologia de
rede Myrinet face a` tecnologia Ethernet, diante de aplicac¸o˜es de granularidades distintas,
bem como compreender as me´tricas comumente adotadas em avaliac¸o˜es de desempenho.
Ja´ os outros dois estudos de casos foram realizados em agregados de computadores
pertencentes a organizac¸o˜es, em uma aproximac¸a˜o com a realidade da computac¸a˜o de
alto desempenho em ambientes de produc¸a˜o. Com o objetivo de construir sistemas de
alto desempenho adequados a` execuc¸a˜o de aplicac¸o˜es cient´ıficas grand challenge, como
a modelagem nume´rica de previsa˜o meteorolo´gica, foram implementadas te´cnicas para
reduzir seu tempo de execuc¸a˜o em comparac¸a˜o a` condic¸a˜o anterior do ambiente.
Durante o processo de otimizac¸a˜o do desempenho, foi poss´ıvel entender os mecanismos
de interac¸a˜o entre processos e os modelos de programac¸a˜o paralela envolvidos. No u´ltimo
estudo de caso, por exemplo, foi necessa´rio implantar um modelo h´ıbrido de interac¸a˜o
entre os processos da aplicac¸a˜o (passagem de mensagens + memo´ria compartilhada) para
atingir uma reduc¸a˜o de cerca de 30% no tempo de execuc¸a˜o. Ale´m disso, investigou-se o
impacto da tendeˆncia atual no que diz respeito a processadores multi-core, bem como os
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fatores redutores do desempenho (que resultam em overhead).
Dessa forma, portanto, pode-se contrastar na pra´tica os pontos estudados durante
a revisa˜o bibliogra´fica. Ale´m disso, compreendeu-se melhor as vantagens e desvantan-
gens envolvidas nesses ambientes enquanto sistemas paralelos distribu´ıdos, com o foco na
modelagem de sistemas de alto desempenho. Enfim, o conhecimento adquirido com os
estudos de casos possibilita uma melhor compreensa˜o do processo e dos fatores envolvi-
dos na implementac¸a˜o de ambientes de cluster adequados a cada aplicac¸a˜o paralela com
demanda por alto desempenho, aproveitando melhor os recursos agregados.
Ademais, a importaˆncia deste trabalho transcende a` cieˆncia da computac¸a˜o como dis-
ciplina acadeˆmica, pois a empresa parceira ganha em capacidade e qualidade na previsa˜o
meteorolo´gica do tempo com a u´ltima versa˜o do WRF, seja para prevenir o impacto de
desastres naturais ou para auxiliar na produc¸a˜o agr´ıcola, ganhando tambe´m em potencial
de pesquisa no aˆmbito daquela a´rea de atuac¸a˜o.
Perspectivas de Trabalhos Futuros
Como sugesta˜o para poss´ıveis trabalhos futuros esta˜o:
• a aproximac¸a˜o com a realidade de outras aplicac¸o˜es de alto desempenho, envolvidas
com atividades operacionais e de produc¸a˜o provenientes de outras a´reas de atuac¸a˜o;
• a utilizac¸a˜o de um protocolo leve para a comunicac¸a˜o entre os no´s, ja´ que a rede que
interconecta os computadores agregados e´ local e isolada, na˜o oferecendo maiores
riscos de perda de dados, por exemplo;
• a extensa˜o dos experimentos a outros agregados de computadores, se poss´ıvel de
grande escala, a fim de confrontar caracter´ısticas relativas a` escalabilidade, bem
como utilizar redes de interconexa˜o network-on-chip a fim de melhor quantificar os
benef´ıcios alcanc¸ados com as te´cnicas de otimizac¸a˜o do desempenho utilizadas;
• uma investigac¸a˜o aprofundada sobre o comportamento de agregados de computado-
res com processadores multi-core, inclusive com a quantificac¸a˜o do overhead gerado
por um crescente nu´mero de nu´cleos de processamento concorrendo por recursos
computacionais compartilhados, a fim de minimizar a perda de eficieˆncia.
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Anexo A: namelist.input
&time control
run days = 0,
run hours = 72,
run minutes = 0,
run seconds = 0,
start year = 2008, 2008, 2001,
start month = 05, 04, 06,
start day = 29, 07, 11,
start hour = 00, 00, 12,
start minute = 00, 00, 00,
start second = 00, 00, 00,
end year = 2008, 2008, 2001,
end month = 06, 04, 06,
end day = 01, 10, 12,
end hour = 00, 00, 12,
end minute = 00, 00, 00,
end second = 00, 00, 00,
interval seconds = 10800
input from file = .true.,.false.,.false.,
history interval = 180, 60, 60,
frames per outfile = 1000, 1000, 1000,
restart = .false.,
restart interval = 5000,
io form history = 2
io form restart = 2
io form input = 2
io form boundary = 2
debug level = 0
auxinput1 inname = “met em.d〈domain〉.〈date〉”
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auxinput1 inname =“wrf real input em.d〈domain〉.〈date〉”
&domains
time step = 75,
time step fract num = 0,
time step fract den = 1,
max dom = 1,
s we = 1, 1, 1,
e we = 126, 112, 94,
s sn = 1, 1, 1,
e sn = 100, 97, 91,
s vert = 1, 1, 1,
e vert = 37, 28, 28,
num metgrid levels = 27
dx = 15000, 10000, 3333,
dy = 15000, 10000, 3333,
grid id = 1, 2, 3,
parent id = 0, 1, 2,
i parent start = 0, 31, 30,
j parent start = 0, 17, 30,
parent grid ratio = 1, 3, 3,
parent time step ratio = 1, 3, 3,
feedback = 1,
smooth option = 0
p top requested = 5000
interp type = 1
lowest lev from sfc = .false.
lagrange order = 1
force sfc in vinterp = 1
zap close levels = 500
sfcp to sfcp = .false.
adjust heights = .false.
eta levels = 1.000, 0.990, 0.978, 0.964, 0.946,
0.922, 0.894, 0.860, 0.817, 0.766,
0.707, 0.644, 0.576, 0.507, 0.444,
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0.380, 0.324, 0.273, 0.228, 0.188,
0.152, 0.121, 0.093, 0.069, 0.048,
0.029, 0.014, 0.000,
eta levels = 1.000, 0.993, 0.983, 0.970, 0.954,
0.934, 0.909, 0.880, 0.845, 0.807,
0.765, 0.719, 0.672, 0.622, 0.571,
0.520, 0.468, 0.420, 0.376, 0.335,
0.298, 0.263, 0.231, 0.202, 0.175,
0.150, 0.127, 0.106, 0.088, 0.070,
0.055, 0.040, 0.026, 0.013, 0.000
&physics
mp physics = 8, 3, 3,
ra lw physics = 1, 1, 1,
ra sw physics = 1, 1, 1,
radt = 15, 30, 30,
sf sfclay physics = 2, 1, 1,
sf surface physics = 2, 1, 1,
bl pbl physics = 2, 1, 1,
bldt = 0, 0, 0,
cu physics = 3, 1, 0,
cudt = 5, 5, 5,
isfflx = 1,
ifsnow = 0,
icloud = 1,
surface input source = 1,
num soil layers = 4,
ucmcall = 0,
mp zero out = 0,
maxiens = 1,
maxens = 3,
maxens2 = 3,
maxens3 = 16,
ensdim = 144,
/
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&fdda
/
&dynamics
w damping = 0,
diff opt = 1,
km opt = 4,
diff 6th opt = 0,
diff 6th factor = 0.12,
damp opt = 0,
base temp = 290.
zdamp = 5000., 5000., 5000.,
dampcoef = 0.01, 0.01, 0.01
khdif = 0, 0, 0,
kvdif = 0, 0, 0,
non hydrostatic = .true., .true., .true.,
pd moist = .false., .false., .false.,
pd scalar = .false., .false., .false.,
/
&bdy control
spec bdy width = 5,
spec zone = 1,
relax zone = 4,
specified = .true., .false.,.false.,
nested = .false., .true., .true.,
/
&grib2
/
&namelist quilt
nio tasks per group = 0,
nio groups = 1,
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Anexo B: Lista de Publicac¸o˜es
# Uma Abordagem para Composic¸a˜o de Clusters Eficientes na Execuc¸a˜o do
Modelo Nume´rico WRF de Previsa˜o do Tempo
Autores: Luiz Carlos Pinto, Luiz H. B. Tomazella, M. A. R. Dantas
Evento: IX Workshop em Sistemas Computacionais de Alto Desempenho - Simpo´sio
em Sistemas Computacionais (WSCAD-SSC)
Local: Campo Grande, MS, Brasil
Ano: 2008
CAPES Qualis CC: Nacional C
# An Experimental Study on How to Build Efficient Multi-Core Clusters for
High Performance Computing
Autores: Luiz Carlos Pinto, Luiz H. B. Tomazella, M. A. R. Dantas
Evento: IEEE 11th International Conference on Computational Science and Engi-
neering (CSE)
Local: Sa˜o Paulo, SP, Brasil
Ano: 2008
CAPES Qualis CC: Na˜o avaliado
BEST PAPER AWARD: to appear in special issue of the International Journal
of Computational Science and Engineering (IJCSE) and International Journal of
High Performance Computing and Networking (IJHPCN)
# The Impact of Interconnection Networks and Applications Granularity to
Compound Cluster Configurations
Autores: Luiz Carlos Pinto, Rodrigo P. Mendonc¸a, M. A. R. Dantas
Evento: IEEE 13th Symposium on Computers and Communications (ISCC)
Local: Marrakech, Marrocos
Ano: 2008
CAPES Qualis CC: Internacional A
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# Building Efficient Multi-Core Clusters for High Performance Computing
Autores: Luiz Carlos Pinto, Luiz H. B. Tomazella, M. A. R. Dantas
Evento: IEEE 13th Symposium on Computers and Communications (ISCC)
Local: Marrakech, Marrocos
Ano: 2008
CAPES Qualis CC: Internacional A
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para a formac¸a˜o eficiente de agregados de computadores
Autores: Luiz Carlos Pinto, Rodrigo P. Mendonc¸a, M. A. R. Dantas
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Local: Criciu´ma, SC, Brasil
Ano: 2007
CAPES Qualis CC: Na˜o avaliado
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computadores
Autores: Luiz Carlos Pinto, Rodrigo P. Mendonc¸a, M. A. R. Dantas
Evento: 5a. Escola Regional de Redes de Computadores (ERRC)
Local: Santa Maria, RS, Brasil
Ano: 2007
CAPES Qualis CC: Na˜o avaliado
