1. Introduction. In this paper*** we investigate the Peaceman-Rachford Alternating Direction Implicit (ADI) method for solving elliptic partial difference equations with parameters chosen in such a way as to exploit smoothness properties of the initial error.
The first result of this type was obtained by Guilinger [4] . One interpretation of it is as follows. Consider the partial difference equation derived from the twodimensional Poisson problem on a convex polygon by the use of the usual fivepoint approximation on a mesh with spacing h. Make a certain smoothness assumption on the initial error for the ADI method with one parameter p. Then, given € > 0, there is a number K and a parameter p, both independent of h ih sufficiently small), such that by the Kth. iterate of the ADI scheme, the error has been reduced by a factor of at least e. That is to say, the asymptotic rate of convergence of this ADI process with constant p is a constant independent of h. Guilinger uses a different normalization of the parameter than other authors; with the usual normalization, the parameter p does depend on h.
We study the effect of smooth initial conditions with the aid of tensor product analysis [5] [6] [7] and extend and clarify Guilinger's result. Our study is both theoretical and experimental. In the theoretical part we: (1) exhibit more clearly the role of the smoothness of the initial error; (2) relate the choice of parameters to a certain approximation problem; (3) establish the existence, uniqueness, and characterization results for this approximation problem; (4) obtain precise asymptotic results for the case of one parameter and the Poisson problem; and (5) establish a general, but imprecise, extension of Guilinger's result. We have also developed a computational algorithm for calculating the smooth optimum parameters ; it is a modification of the one in [3] and the details of it are not included here.
The use of tensor products is successful because the problems considered are separable. In particular, this restricts our analysis to equations of special form (as in Eq. (2.2) below) and to rectangular regions. Thus, our results are weaker than Guilinger's in this respect. It has been conjectured by several people that there exist bounds on the convergence rate for the ADI method applied to the Poisson problem on a convex region R in terms of the convergence rate on the smallest rectangular region containing R. If this conjecture is true, then our results are immediately applicable to the case considered by Guilinger. In the numerical experiments we: (1) study the nature of the optimum parameters and corresponding deviations; (2) study the actual effect of various sets of parameters for the Poisson problem with different initial estimates of the solution; (3) compare the optimum parameters with discrete optimum parameters for the specific matrix of the problem; (4) study the error reduction as a function of initial conditions and parameter sets, as the mesh length tends to zero; and (5) study the effect on the error reduction of uncertainty in the value of a = Xx/Xn, the ratio of the smallest to the largest eigenvalue associated with the problem.
A variety of conclusions are presented in the final section. The most important is that, with smooth initial error, the number of iterations necessary to achieve a given error reduction is independent of mesh length h. Other important conclusions are: (1) the Wachspress parameters (4.4) should be used unless precise information about the eigenvalues and initial error is available;* (2) the initial error should be as smooth as possible; (3) it is better to underestimate than to overestimate the ratio a for any of the sets of parameters; (4) an explanation of why the Birkhoff, Varga, and Young experiments [2] do not show that their optimum parameters are optimum.
For problems with smooth solutions, smooth initial error can be achieved by use of a proper interpolation procedure. We do not discuss this procedure in detail here. We give the following example of one possible approach. For Dirichlet boundary conditions on a rectangle, initial values in the interior can be obtained from a function with two continuous derivatives by using bicubic spline** interpolation (see de Boor [12] for interpolation formulas). Then, since both the initial estimate and the solution have two continuous derivatives, so does their difference. Smoother initial error can be obtained by use of higher degree polynomial spline functions. If one has such an interpolation formula for functions of one variable, then, of course, the two-variable formula on a square is obtained by forming the tensor product of the one-dimension formula with itself.
2. Problem Statement. Let R denote the unit square {(a;, y)\0 < x < 1, 0 < y < 1}, and let R denote its closure. Consider a second-order linear elliptic partial differential equation in two independent variables (2.1) £v=f, ix,y)eR, subject to given Dirichlet conditions on the boundary of R. We assume that the operator £ has the special form (2.2) £ = £* + £", * Such information is available for the Dirichlet problem for the five-point approximation to the Laplacian operator on a rectangle. For this and similar cases for which this information is available, the smooth parameter theory yields better computational results, as is illustrated in [5] , [6] and [7] . For a given set of positive parameters, pk, k = 1, 2, • • -, the Peaceman-Rachford ADI iteration scheme [8] for obtaining a solution of (2.3) can be written as [3] , [5] 
Let e(k) = u(k) -u denote the error of the fcth iterate, it satisfies
We assume that A and B have complete sets of normalized eigenvectors p,-and q¡, respectively. Then, the matrices P and Q whose columns are p, and q¡ are such that 
¿=] 3=X
By substitution into (2.5) and simplification, the error eim) can be expressed in terms of the coefficients of the initial error as But the variation of the coefficients aW with i and j has been neglected ; equivalently, the assumption has been made that each value af) has equal importance. If some additional information concerning these coefficients is available, then a different set of parameters can be obtained which yields a smaller upper bound on ||c(m>||2.
To study this, we impose the following condition on the initial error. Smoothness Assumption. There are two given positive and bounded functions wi(î), wîO") sucn that (2.10) \a(Y\ á «i(i)«2(j) • To show why (2.10) is a condition on the smoothness of the initial error and to illustrate the nature of suitable functions w we discuss the following.
Example. Suppose -£ is the Laplace operator: £v = -dh/dx2 -d2v/dy2, and that the mesh is uniform, Xi -y, = i/iN + 1), i = 1, • • -, N, and that divided central differences are used to obtain the standard five-point approximation to £v = /. Then, the eigenvalues X; and normalized eigenvectors p, of the matrix A i = B) are known [6] :
where the matrix A is normalized so that its largest eigenvalue, X,v, is unity and the eigenvectors are normalized with respect to the norm 11 • 112. Since we want to use Fourier series and because the difference equation is separable, it is natural to expand e(0) in terms of the tensor products, q¡ ® p" of the eigenvectors* Suppose the solution u has a convergent Fourier expansion and consider the components of the initial approximation, um, to be values of a given function which also has a convergent Fourier series on the interior of R~. For large N, the coefficients of the low frequency terms of the finite Fourier expansion of eco> (on the mesh) will be nearly the same as the corresponding coefficients of the Fourier expansion of e<0) (on R). There is a well-known relation between the smoothness of a function and the asymptotic behavior of its Fourier coefficients. In particular, [10, p. 50] if a periodic function of one variable has a continuous (p -l)th derivative and if its pth derivative has bounded variation, then its Fourier coefficients a, are 0(l/jp+1) as j tends to infinity (this also holds for p = 0 [9, p. 18]). Now, suppose that the components of um are taken to be equal to values of a constant function on the interior of R and that, as usual, e(0) = 0 at boundary points. TheD one would have that, at worst, a^ = 0(l/y), because e(0) would be discontinuous only at the boundary of R. Furthermore, if the error were smoother, then af) tends to zero faster as i and j tend to infinity. For example, if the error were xyil -x)(l -y), then a(0) = Oil/[ijf).
Observe that to determine the smoothness at the boundary, it must be specified how functions which are zero on the boundary of R are extended to be periodic functions on the whole ix, i/)-plane. This extension is made by observing that as N tends to infinity, components of the vectors p¿/V2 tend to values of sin (zVx) so that the error (2.7) is expanded in terms of products of sines; consequently, any function F on R is to be extended to a function on the whole ix, y)-plane which is antisymmetric about x = 0 and y = 0 and periodic: Fix + 2, y + 2) = Fix, y).
Below we refer specifically to the following three initial errors on the unit square S:
The normalizing factors are C2 = 2, C-s = 16 for the uniform norm and C2 = 6, Cz = 36 for the L2-norm. The Fourier expansions of these initial errors are given by
TT odd m,n mn (2.13) e2<0)(x, y) = C2-X ~\ sin imrx) sin iniry) ,
IT odd n n esl0)ix, y) = C3 -. X) -¡isin imirx) sin inwy) .
ir odd m,» m n * For the example of the Laplace operator, g,-= p,. Note that the subsequent analysis is not restricted to the case of the five-point approximation to the Laplacian, but it applies to any separable difference equation approximation to a separable differential equation.
The first two of these satisfy the Smoothness Assumption wi(i) = co2(i) = 1/i, and the third satisfies coi(z') = oe2ii) = 1/i3.
Note that the assumption that the \a\f\ are of equal importance, as in (2.9), is equivalent to the Smoothness Assumption wi(t) = co2ii) = 1 and, moreover, if a\f = 1, the sine series with these coefficients is not convergent.
Returning to the more general formulation, we have, with the Smoothness Assumption, that
||ew|l» =iVMmax "iW 11 r
Xy -Pk
We can now attempt to determine "optimum parameters," px, • • -, pm which minimize the expressions on the right side of (2.14). Clearly, the "optimum parameters" in [2] and [6] are the parameters for the special case that on and £o2 are taken as constants and (£0]£o2)2 = max^o^l2.
One should keep in mind that here, as in many cases, one minimizes an upper bound for ||e(m)||2 and not |[e(m)||2 itself.
In order to proceed with the analysis, we assume that the eigenvalues Xy, m> are real, positive, and distinct and that the system (2.3) has been normalized* so and extend X-1, defined on the discrete set Xi < X2 < ■ ■ • < XN, to be a continuous strictly monotonie increasing function on the interval a = s = 1 ; also, extend £o, defined on 1, 2, ■ ■ -, N, to be a continuous positive and bounded function on the interval 1 = í < ». Denote by E2(-m) the following,
Then, by defining i?i(m) with m in place of X, we have * Guilinger [4] used the normalization min [X,, ¿ii] = 1-This does make certain aspects of the approximation problem easier to treat, but we use the more usual normalization (2.15).
(2.20) i\\e^\\2)2 ¿ Ex{m)E2^, ||e<->||" á NMEx{m)E2™ .
Thus, the question of "optimum parameters" under the Smoothness Assumption leads to the approximation problem of determining parameters px, p2, • ■ •, pm which minimize ¿J2(m). We now treat this problem. The points in a = z = 1 where the value |¿?m(P*, 2) -/(«)| is equal to the deviation are called extremal points. We consider these extremal points Zi to be ordered by Zi < Zi+x.
The theory of Chebyshev approximation by rational functions is well developed [6]- [8] and can be applied directly here to establish the following. Theorem 1. // £0(2) is continuous and positive on a ^ z = 1, then, for any P, EmiP, z) is locally unisolvent of degree m. Corollary 1. (A) There is at most one best approximation. (B) A necessary and sufficient condition that EmiP*, z) is the best approximation to /(z) is that EmiP*, z) -fiz) alternate at least m times on a = z = 1.
The domain of the parameter P is not closed; hence, we cannot conclude immediately that every continuous function possesses a best approximation. Nevertheless, because the function |(a -p)/iz + p)\ is a monotonie decreasing function of p for z > p and a monotonie increasing function of p for z < p, we can conclude that a best approximation does exist for / = 0. Corollary 2. There exists a best approximation to the function fiz) = 0, a = z = 1, and all the parameters pk associated with P* are such that a = pk ^ 1.
Together, these two corollaries state that there exists one and only one set of parameters, P*, which minimize E2<-m) defined in (2.19); moreover, the alternation of EmiP*, z) is a property which characterizes these parameters.
4. Asymptotic Results. In this section we obtain precise asymptotic results for the optimum parameters and deviations as the mesh length tends to zero for the special case of one parameter. We also show for the multiple parameter case that if the initial error satisfies a certain Smoothness Assumption then the number of iterations required to reduce the error to less than a given e > 0 is independent of the mesh length h as h tends to zero.
We now treat a specific case for one parameter which is applicable to the Example in Section 2. We assume
Note that the eigenvalue ratio Xx/Xn in the Example in Section 2 differs from a by Oil/N4) as N tends to infinity (see (2.11)).
Theorem 2. Let p* denote the parameter of best approximation. If the assumptions (4.1) hold, then
(iii) z = a is the extremal point Zx and the second extremal point z2 satisfies
(zl/2) + qiz2 -p*2) = 0 .
(iv) a < p* < 22 = -P*(2 + [q2 + 4]l/2)/q + dp*)2 . (viii) If q = -2, then p* = 1.3a + Oia2) and the deviation, d2iq), is d2( -2) = .13 4-0(a).
(ix) Liny^, a/p* = 1 , Lim,-^ dxiq) = 0 . Proof, (i) Since ExiP*,x) = dX-'ixY^l x + p* and ix -P*)/ix + p*) < 1, co(X-Hl)) -C[2(tf + l)/x]«, it follows that ExiP*, i) ~ (N + iy and, since q ^ -1, the result is established.
(ii) We have w(X-'(a)) = 1 and the choice of p = 1/2 leads to ||£i(l/2, x)\\x < 1 for a S» x á 1.
(iii) We note that Exip*, x) has only one zero, p*, and only one extremum between a and infinity. We find the coordinate 22 of this extremum by differentiation. A manipulation leads to 4p*(z2(l -22))1 2arcsin(22 2) + qiz2 -p*2) = 0 .
(iv), (v), and (vi) We consider the equation
There is only one choice of p* and 22 which satisfies (4.2) and (iii). We show there is a choice of p* and 22 which satisfies these and for which p*/a, z2/a are bounded for large N. These values then must be the desired quantities.
With 22/a bounded we can replace arcsin^'2) with (Z2)"2 + Oia2) and (1 -Z2)1'2 with 1 + Oia) in (iii). Then, with terms Oia) omitted, the solution of the resulting quadratic equation is 22 = "»UT U ± » -9(4p/3 -q)f2} -4p*/3 -q Recall q ^ -1 so that we need to take the plus sign on the square root. Since p* is small, this relation is the one in (iv).
We substitute this value into (4.2) and, after considerable manipulation, obtain It is clear that (4.3) can only be satisfied if p*/a is bounded and hence if (v) holds. We see that (4.3) has a root by evaluating the left side for p* = a (where it is positive) and for p*/a large (with p* still small compared to q). Thus, for N sufficiently large, there is a choice of p* and z2 which satisfies (4.2) and (iii), and p*/a, z2/a are bounded. The final three points are verified by direct calculation from the preceding relationships.
It is interesting to note that one can obtain arbitrarily high accuracy with one iteration of ADI, but one needs a "sufficiently smooth" initial error, i.e. -q sufficiently large and «(a) = 1. This reflects the fact that it is nontrivial to construct initial estimates of u so that e(0) is "sufficiently smooth."
We now treat the problem of achieving a given accuracy with a fixed number of iterations, independent of the number of mesh points. The following assumptions are sufficient to establish such a result. These assumptions are satisfied by many separable partial difference equation problems which approximate separable partial differential equation problems of mathematical physics, such as the Example of Section 2. and rç is positive and, by (4.4ii), it is less than unity, independent of N. Therefore, We also obtain a similar result for the uniform norm of the error. Corollary. Suppose cycles of Wachspress parameters are used to reduce an initial error e,, i = 1,2, or Z of (2.12) in the example of Section 2. Then, given e > 0 there are integers Li, i = 1, 2, 3, such that j Je»^-^»*j 12 < e, i = 1, 2, 3, independent of N, and there are integers M2, Mz such that He.^i'H^ < e, i = 2, 3, independent ofN. 5 . Nature of Parameters and Deviations. For a given smoothness assumption, optimum parameters can be computed efficiently with the Remes algorithm [9] by a modification of a procedure of de Boor and Rice [3] . The computation is made easier by a change of independent variable :* (5.1) 2 = a1-"2, «¿zál.
But, even when v is used instead of 2, caution must be used to obtain fairly accurate initial estimates of the optimum parameters so that the iteration converges. Table 1 contains parameters for weight functions £o(z) equal to 1, 1/i, 1/i2, and 1/i3 for a single value of a and for several values of m. The results of Theorems 2, 3, and 4 can be explained heuristically as follows for the smoothness condition co(z') = i~q with ? = 1 and for initial values of u at mesh points chosen to be values of given function / defined on R. The initial error is expressed as * The change of variables can also be written as y = a~"2, y = z/a, 1 á j S I/o. In effect, Guilinger [4] uses the variable y. and as N tends to infinity a^) tends to the Fourier coefficients of the initial error u -f. Because of the Smoothness Assumption, for large N the major contribution to the error occurs in the modes for which both i/N and j/N are small. In the case of the example in Section 2, for fixed i, |X¿ -Xi| (see (2.11)) tends to zero as N tends to infinity, i.e., the eigenvalues coalesce. For large N, a single parameter pi suitably chosen close to Xi makes the factor (X¿ -pi)/(X¿ + px) very small for all those i which contribute most to the error. Thus, the use of pi causes a large decrease in the amplitudes of those Fourier components; the other error components are already small because of the Smoothness Assumption. Table 1 Optimum Parameters, a = . Fig. 1 shows the error function £2(P*, z) for w(i) = l/i2, for two values of a, plotted as a function of v (see (5.1)); thus the 2-axis has been stretched near 2 = a to show the oscillations there. Observe that in contrast to the case co(t) = 1, even for a = .1 (A/ = 5 in the Example of Section 2), the point z = 1 is not an extremal point. The rightmost extremal point, 23, is in the interior of [a, 1] . Note that for 2 > 23 the error function E2iP*, 2) decreases because of the Smoothness Assumption. Note also that in Fig. 1 the vertical scales of the two graphs are the same; the deviation decreases only slightly as a decreases. Graphs of ¿?m(P*, 2) for m > 2 are similar, but instead of having two zeros as in Fig. 1, they 
One of the most significant features of the functions EmiP*, z), as functions of v, is the regular oscillation from the first extremal point 21 = a to the last, zm. Indeed, the extremal points are almost exactly linearly distributed along the l'-axis. We do not elaborate on this distribution, but only point out that ym = zm/a is a well-behaved function of m. Table 2 gives values of ym for several values of m and a for w(t) = 1/i2. 
700.
The dependence on m, a, and the Smoothness Assumption of the deviation is summarized by the graphs in Figs. 2A and 2B . In Fig. 2A 2) There is a diminishing return in increasing the number of parameters; that is to say, the reduction in the error per iteration decreases with the number of parameters. Similar graphs with Smoothness Assumption w(¿) = i" for different values of q < 0 show that, apparently, the asymptotic limit as a I 0 is reached faster as ( -q) increases.
In Fig. 2B the deviation is plotted versus N + 1 = 1/h (the relationshhip to a is given in (2.12) for the Example in Section 2) for several values of q for m = 4. This shows that for q = -1, -2, and -3, the deviation is bounded below unity independent of N. For comparison, the deviation for four Wachspress parameters is also plotted. 6. Limitations in Use of Parameters. We stress four limitations in using parameters based on some smoothness assumption.
First, as is well known, there is not a simple relationship between the deviations in the approximation problem and the amount that the error will be reduced in an actual calculation. This is because the deviations together with other quantities enter into an upper bound which was derived by some rather crude estimates. Thus, while the (smooth) "optimum parameters" are definitely superior to parameters which assume w(i) = 1, we cannot conclude that they are the only efficient set of parameters for smooth initial errors.
Second, application of m sweeps of ADI with optimum parameters pi, p2, ■ • ■, pm changes the distribution of the error components.* If initially |a^'| ^ <jxii)oo2ij) where «i(l) = £02(1) = 1, then after m sweeps, one has |a$y°| ^ dmil)dmi2). Because the (smooth) optimum parameters are concentrated near a, one still expects that \aiY)\ Ú Kwxii)w2ij), but the coefficient K will, in general, not be dm(l)c?m(2). Furthermore, for small i/N, j/N the error components are more nearly equally important than for the initial error. Consequently, two successive applications of optimum parameters : pi, P2, • ■ •, pm, Px, Pi, • • -, pm are unlikely to reduce the error twice as much as one application, so that one does not necessarily have ||e(2m)|| î dmil)dmi2))2.
Let Gmj denote the error function after j cycles of m parameters; then m GmjiP, x) = EYP, x) II [(* -Pi)/ix + P,)]*'1 i=\ and the deviation dm,j after j cycles of optimum parameters is dm,j = max \Gm.jiP*, x)\ ■ X For example, with a = 0.00001 and m = 2, G2,x -E2 is shown in Fig. 1 and d2,x is taken on by G2,x at three values of x (or v). Graphs of G2j, j = 2 and 5 are shown in Fig. 3 , and d2j is taken on at only one value of x; note that in Fig. 3 the scales on the two y-axes are different. Values of d2j and the points x¡ for which d-i.j = \G2.AP*, Xi)\ are listed in Table 3 . Table 3 Deviations dltj and Extremal Points xk after j Cycles of Tivo Optimum Parameters with £o(t) = 1/i2 and a = 0.00001 Since the distribution of the error components is not known after the first m sweeps, then if the error is not sufficiently small after m sweeps it seems to be advisable to follow a cycle of m (smooth) optimum parameters by a cycle of parameters obtained on the assumption that all error components are equally important. We have used, and recommend for use, the Wachspress parameters (see (4.6)).
Third, for a given problem, instead of using the optimum parameter P* which solves the approximation problem of Section 3, one would like to use the discrete optimum parameter set, Q* = {oi}xm, which minimizes FmiQ) defined by (6.1a) FmiQ) = max \FmiQ, z/)\, (6.1b) %iQ,Zi) =£0(X~1 (2^)17 k=X 2
Zi -Ok
where A denotes the set of eigenvalues of the matrix A (or B). To illustrate the difference between P* and Q* again consider the example of Section 2 and take A7 = 39 (39 X 39 interior mesh points, h = 1/40). Table 4 contains values of m for several m ; compare these with values in Table 1 . Also, compare the parameters with the eigenvalues listed in Table 5 . For small m, p, and m are nearly equal, but as m increases, this is not so. Specifically, for m = 8, £o(¿) = i~3, there are four values of p¡ between Xi and X2, and the deviation of the optimum parameter error curve is 16 times larger than that of the discrete optimum parameter curve. Fig. 4 shows the error curves EsiP*, 2) and FziQ*, z) plotted as functions of v (see (4.1)). Finally, note that for m = N, the discrete optimum parameters are given by a i = Xi so that m sweeps with these parameters annihilates the error [5] . were used so that the components of w(m) were the errors e(m). We report on experiments in which the maximum error of the n iteration, p(n)| |M = max.-yle.-yl, was determined for different parameter sets for the initial errors (2.12) : (7. 2) mix, y) = dix, y) , i = 1, 2, 3 .
The Fourier expansions of these initial functions are given by (2.13).
Figs. 5A and 5B show plots of ||e(n)||M versus n for the three initial errors of (2.12) for both optimum parameters and discrete optimum parameters for £o(¿) = 1, 1/i, 1/i?, and 1/i3, and for m = 8. iii. Successive cycles of discrete optimum parameters: DIS. OPT. iv. Successive cycles of Wachspress parameters: WACH.
In each case the initial error was the pyramid function e2 = u2 (2.12) and m = 4.
Figs. 8A through 8L show the effect of the mesh size on the number of iteration Ke to reduce the error below a prescribed value e. Graphs of ||e(n)||M versus N + 1 = 1/h for several values of n are shown for various initial errors and optimum parameter sets; in each case m = 4, and the parameters were cycled; also, the results for Wachspress parameters are shown.
Eigenvalue uncertainty. In many practical problems the value of a = Xi/Xn is uncertain, and it must be estimated to obtain any of the various sets of parameters. Experiments were made to determine the effect of this uncertainty on the error reduction.
The problem described above was solved with the Wachspress parameters (6.4) on two meshes, N = 39 and N = 159, with uniform initial error ex. The parameters were computed with 5 in place of a = Xi/Xjv such that a/a took on the values 1/10, 1/2, 9/10, 11/10, 2, and 10. The results for N = 39 are illustrated in Fig. 9 , which shows plots of the number Kt of iterations required to reduce the error to e -10~6 versus the number m of parameters. The number of iterations exceeded 50 for a/a = 10, thus these results are not included in Fig. 9. 8. Conclusions. A simple explanation of Guilinger's result [4] follows from the relation between the error function ExiP*, z) and the distribution of the Fourier components of the error; graphs of ExiP*, z) for different a are similar to those in Fig. 1 and their values are, essentially, independent of N. Consequently, with a single parameter pi, independent of N, most (i.e. as much as one pleases) of the initial error can be eliminated. With the normalization Xi = a, X.v = 1, the value of pi does depend on N, and it tends to a as N " °o. It is clear from the experimental results (see Figs. 5A and 5B) that the smoothness assumption does influence the actual error reduction. When discrete optimum parameters are used then, at the mth iteration, the smallest error occurs with the smoothness condition which most closely approximates the behavior of the Fourier components of the initial error. However, for (smooth) optimum parameters, this is not necessarily the case. For example, with m = 8 and initial error e% Fig. 5A shows that the smoothness assumption £o(z) = 1/t2 yields smaller error than £o(¿) = 1/i3; this occurs because of the appreciable difference between the values of the (smooth) optimum parameters p» and the discrete optimum parameters u,-(see Tables 1 and 3 and Section 6). Fig. 6 confirms that the effect of the smaller parameters is greater than the effect of the larger ones. The increasing order yields initially faster error reduction because the majority of the error is contained in the low-frequency Fourier components. Because of this, an increasing sequence of parameter is recommended since with it one is more likely to achieve a prescribed error reduction with fewer iterations.
It is clear from Fig. 7 that successive cycles of optimum parameters are much less effective than the first cycle. This is accounted for by the change in distribution of error components (see Section 6 and Fig. 3) . Consequently, if m has been selected and if at the mth iteration the error is not sufficiently small, the computation should be continued with a different set of parameters. The effectiveness of the Wachspress parameters is probably due to the fact that the parameter px{W) = a, annihilates the largest error component.
Observe that our experimental results (see Fig. 7 ), as well as those of Birkhoff, Varga, and Young [2], indicate that the Wachspress parameters are just about as effective as the (smooth) optimum parameter to reduce the error by a prescribed factor. This can be explained by noting (again) that pi(1F) = a. In both our experiments and those reported in [2], the Fourier coefficient of the initial error associated with Xi was larger than any other. This also shows that it is to be expected that Wachspress parameters give larger error reduction than the Peaceman-Rachford parameters p¿(p) which have pi<-p) > a and an error curve with extremal point at 2 = a, just as do the optimum parameters p,. This is confirmed by the data in [2] . Now, this suggests that the Wachspress parameters should be used in preference to the (smooth) optimum parameters. This is particularly true if there is some uncertainty in the nature of the behavior of the Fourier coefficients or the value of a.
Figs. 8A through 8L confirm the conclusions of Theorem 4 and the Corollary of Section 4 that for sufficiently small h, the number of iterations Ke necessary to reduce the error |[e||oo below a prescribed value t is independent of h when either the pyramid error e2 or the smooth error e3 was used as initial error. Moreover, the Figs. 8A, 8D, 8G, and 8J indicate that this result is false when the uniform initial error ex is used which agrees with results in Birkhoff, Varga, and Young [2] .
It seems to us, therefore, that except for those problems in which considerable information about the eigenvalues is known, such as the problem in the example of Section 2, there are four reasons for using the Wachspress parameters instead of the (smooth) optimum parameters. First, the error reductions are about the same. Second, they are easier to compute than the optimum parameters. Third, the exact value of a is, in general, not known and one cannot compute the exact optimum parameters even if the appropriate smoothness condition of the initial error were known. Fourth, the number of iterations required to reduce the error to a prescribed value is independent of N provided that smooth initial conditions are used.
Our experiments on the effect of the uncertainty in a indicate that one gets much better error reduction by underestimating a than overestimating it. This is readily explained by examining a typical error curve. For z > a (and hence Xy > aXN) the value of the error function is no larger than its deviation. However, for 2 < a, the error function increases very quickly. Thus if a is overestimated, the error associated with Xi is reduced very slowly.
