Abstract. The MATLAB is a technical computing language used in a variety of fields, such as control systems, image and signal process- 
puters, so the number of applications need to be developed as parallel programs has increased dramatically. There is now a great need for software developers to learn about parallel programming. Using several machines simultaneously in applications is harder than in sequential version of it, so computing languages which make this process easier are desirable.
Parallel Matlab
Parallel MATLAB is an extension of MATLAB that takes advantage of multicore desktop machines and clusters. Matlab supports parallel computing in several ways.
Some features can only be set. In other situations programs may need some adaptations or buying a special toolbox. MATLAB supports three types of parallel computing:
• multithreaded (implicit parallelism),
• distributed computing,
• explicit parallelism.
In multithreaded parallelism, one instance of MATLAB automatically generates multiple simultaneous instruction streams. Multiple processors or cores, sharing the memory of a single computer, execute these streams. Elementwise computations on big matrices might benefit most from such solutions.
In distributed computing, multiple instances of MAT-LAB run multiple independent computations on separate computers, each with its own memory. In most cases, a single program is run many times with different parameters.
In explicit parallelism, several instances of MATLAB run on several processors or computers, often with separate memories, and simultaneously execute a single MAT-LAB command or M-function. New programming constructions, including parallel loops and distributed arrays, describe this parallelism. It is not an easy task to choose the most proper form of parallelism for a given type of application. The three ways to write a parallel MATLAB program which was mentioned earlier can be expressed by:
• the parfor statement -the simplest path to parallelism which indicates that a given for loop can be executed in parallel;
• the spmd statement which can create cooperating synchronized processing;
• the task feature creates multiple independent programs.
The parfor approach is a limited but simple way to get started, spmd statement is powerful, but requires rethinking the program and data, the task approach is simple, but suitable only for computations that need almost no communication. A simplified version of MPI programming Instead of having an array created on the client and distributed to the workers, it is possible to have a distributed array constructed by having each worker built its piece.
The result is still a distributed array. Codistributing the creation of an array has several advantages: the array is built faster in parallel, you skip the communication cost of distributing it , the array might be too large to build entirely on one core (or processor). Parallel MATLAB jobs can be run directly, that is, interactively. The matlabpool command is used to reserve a given number of workers on the local (or perhaps remote) machine. Once these workers are available, the user can type commands, run scripts, or evaluate functions, which contain parfor statements.
The workers will cooperate in producing results.
Parallel PARFOR MATLAB jobs can be run indirectly.
The batch command is used to specify MATLAB code to be executed and it starts the computation in the background. Depending on the availability of workers, the iteration range may be divided differently.
Using distributed arrays
In MATLAB there is no syntactic difference in the way users can access elements in distributed arrays among different workers and regular MATLAB arrays. MATLAB takes the responsibility for appropriately shipping data as necessary. Distributed arrays may be used with almost all of the nearly 150 core built-in MATLAB functions including reduction operations, indexing, and linear algebra operations such as LU factorization. For dense linear algebra operations ScaLAPACK library is used whenever it is possible. Other algorithms, such as those for sparse matrices, are implemented in the MATLAB language.
FOR-DRANGE
The for-drange construct lets users iterate over a distributed range. Each worker executes on the piece of range that it owns. The for-drange construct requires loops iterations to be independent of each other and that no communication should occur between labs when executing the loop.
5 Speeding up MATLAB applications by GPU (Graphic Processor Unit) [1] A GPU can be used to speed MATLAB up. Options include MATLAB plug-in written in CUDA language (CUDA is a parallel library that uses an nVidia board).
The latest generation of GPUs offer considerable computing power using their 100 to 512 on-card processors.
The CUDA applications can be called through Matlab 
CUDA function called from Matlab
Computation on GPU is basically a three step process:
• Copy data to the GPU memory,
• Execute code (the "kernel") to process the data,
• Copy the results back from the GPU memory.
In general the code should be designed to minimize all these steps, which when frequently used limit the overall speed of the calculations. Convolutions are used by many applications for engineering and mathematics. Especially it is used in low level image processing with blur filters or edge detectors.
Mathematically, a convolution measures the amount of overlap between two functions [1] . In the context of image processing a convolution filter is just the scalar product of the filter weights with the input pixels within a window surrounding each of the output pixels. In our paper we use algorithms implemented by Dirk-Jan Kroon [5].
The scalar output product of convolution which is a parallel operation is well suited to computation on highly parallel hardware such as the GPU.
In convolution rotationally symmetric Gaussian low pass filter of size 20×20 with deviation sigma equal to 3 is used on the picture of size 720×576 pixels.
At first main matlab file is prepared which is calling convolution on the CPU and GPU.
% Load an image I = i m 2 d o u b l e ( i m r e a d ( ' s c e n a g . t i f ' ) ) ; % C r e a t e a G a u s s i a n f i l t e r i n g k e r n e l H = f s p e c i a l ( ' g a u s s i a n ' , [ 2 0 2 0 ] , 3 ) ; % P e r f o r m t h e c o n v o l u t i o n on t h e CPU t S t a r t = t i c ; J = conv2 ( I , H) ; t E l a p s e d = t o c ( t S t a r t ) ; % P e r f o r m t h e c o n v o l u t i o n on t h e GPU t 2 S t a r t = t i c ; e r r o r ( ' gpuconv2 : i n p u t s ' , ' S i z e M a t r i x A must be l a r g e r t h e n S i z e M a t r i x B ' ) ; end % S i z e o f M a t r i c e s t o CUDA A s i z e _ C u d a = g p u A r r a y ( i n t 3 2 ( s i z e (A) ) ) ; B s i z e _ C u d a = g p u A r r a y ( i n t 3 2 ( s i z e ( B ) ) ) ; % O u t p u t s i z e C i f ( nargin < 3 ) , SHAPE= ' f u l l ' ; end s w i t c h ( l o w e r ( SHAPE ) ) c a s e ' f u l l ' C s i z e = s i z e (A) + s i z e ( B ) −1; c a s e ' same ' C s i z e = s i z e (A) ; c a s e ' v a l i d ' C s i z e = s i z e (A)−s i z e ( B ) + 1 ; o t h e r w i s e e r r o r ( ' gpuconv2 : i n p u t s ' , ' Unknow Shape ' ) ; end % S i z e t o GPU memory C s i z e _ C u d a = g p u A r r a y ( i n t 3 2 ( C s i z e ) ) ; % C a l c u l a t e max B l o c k s i z e s = f l o o r ( s q r t ( C o n v 2 K e r n e l . M a x T h r e a d s P e r B l o c k ) ) ; % C r e a t e B l o c k s o f s x s p i x e l s C o n v 2 K e r n e l . T h r e a d B l o c k S i z e = [ s s 1 ] ; % Make a G r i d t o p r o c e s t h e w h o l e o u t p u t image i n b l o c k s C o n v 2 K e r n e l . G r i d S i z e = c e i l ( C s i z e / s ) ; % I n i t i a l i z e memory f o r t h e o u t p u t image C_Cuda = p a r a l l e l . gpu . GPUArray . z e r o s ( C s i z e ( 1 ) , C s i z e ( 2 ) , ' d o u b l e ' ) ; % P e r f o r m t h e C o n v o l u t i o n on t h e GPU t 2 S t a r t = t i c ; C_Cuda = f e v a l ( Conv2Kernel , C_Cuda , Csize_Cuda , A_Cuda , Asize_Cuda , B_Cuda , B s i z e _ C u d a ) ; t 2 E l a p s e d = t o c ( t 2 S t a r t ) ; % Get t h e d a t a b a c k t o t h e main memory C = g a t h e r ( C_Cuda ) ; % END Parallel convolution algorithm implemented in CUDA and used in Matlab shows four times acceleration so advantages of using it are significant.
