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Abstract
Neural Networks (NNs) are increasingly used as the basis of advanced
machine learning techniques in sensitive ﬁelds such as autonomous
vehicles and medical imaging. However, NNs have been found
vulnerable to a class of imperceptible attacks, called adversarial
examples, which arbitrarily alter the output of the network. We
propose a new method for stabilizing networks, and show that as an
added bonus, our technique results in reliable, high-ﬁdelity
explanations for the NN's decision.

Methods + Results
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Creating a classiﬁer which is robust to adversarial perturbations is the
same as solving a saddle-point formulation for ﬁnding the best-case
classiﬁer when presented with the worst-case input perturbation:

Madry et al. showed that the solution to this equation could be
approximated by sampling the inner maximum [1]. Later work by
Tsipras et al. demonstrated that this method of training could result in
salient features being produced in adversarial examples [2].
We extended this with a variation of the Lipschitz constraint, which
dictates that the derivative of a continuous function shall not exceed
some bound:

Fig. 5: This plot shows how, on CIFAR-10, the accuracies of diﬀerent
classiﬁers deteriorate as the allowable distance of adversarial attacks
are increased. In addition to producing reliable explanations, our
method provides improved resistance against these attacks.

In eﬀect, this limits the eﬃcacy of the maximum in the saddle
formulation. This, along with other modiﬁcations, led to networks
against which adversarial attacks demonstrate salient features.
Fig. 1: An adversarial example against a traditional NN tasked with
identifying tumors demonstrates no signiﬁcant change in the input
image. This is concerning for medical applications, where reliability is
important.

Fig. 5: Our method provides reliable insight as to what the NN
considers salient features for each class.

Fig. 2: If an NN could be made robust to adversarial examples, they
would demonstrate decision boundaries. When such an NN needs
investigation (a, b), an attack may be targeted at a desired new
network output---such as changing a nodule classiﬁcation to a nonnodule classiﬁcation (c) or emphasizing the nodule (d)---to produce a
new image which is minimally changed but produces the desired
output. By comparing these inputs and looking at the diﬀerences, a
human operator can identify relevant features in the input with greater
ﬁdelity than current methods.
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Fig. 3: Traditional NN; object identiﬁcation also suﬀers from adversarial
attacks.

Fig. 6: The samples generated may be used for human-in-the-loop
computation, where adversarial examples are annotated and then
used to further improve the classiﬁer.
Fig. 4: Through a combination of our Lipschitz-inspired techniques and
adversarial training, a robust NN generates adversarial examples
which demonstrate features salient to the classiﬁer. Above, top:
asking what an image with a nodule would look like without a nodule
results in signiﬁcant reduction of the shadowy region, indicating a
good classiﬁcation. Above, bottom: emphasizing a tumor results in
higher contrast at the tumor region.
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Conclusions

• Adversarial examples may be used to explain NNs by demonstrating
the nearest decision boundary. A form of Lipschitz continuity can be
used to dramatically improve the quality of these adversarial
examples.
• The proposed modiﬁcations make it possible to generate reasonable
images of a target class based on a source image.
• Paper pending.

