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Abstract. We consider the problem of the determination of the
potential from the Dirichlet to Neumann map of the Schro¨dinger
operator. We show that this problem is severely ill posed. The
results extend to the electrical impedance tomography. They show
that the logarithmic stability results of Alessandrini are optimal.
1 Introduction
Let Ω ⊂ Rd be a bounded domain with smooth boundary. We suppose d ≥ 2.
Consider the boundary value problem
{
u|∂Ω = f
(−∆+ q)u = 0 in Ω. (1)
We suppose that q is bounded and 0 is not a Dirichlet eigenvalue for −∆+ q.
This implies that the above system has a unique solution u ∈ H1(Ω) for any
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f ∈ H1/2(∂Ω). Then the Dirichlet to Neumann operator Λq is defined by
taking the exterior normal boundary derivative of u: Λqf =
∂u
∂ν
∣∣
∂Ω
.
We shall consider the problem of retrieving q from Λq. It is related to the
electrical impedance tomography, namely, determining the isotropic electrical
conductivity γ of an object, from measurements at its boundary. More pre-
cisely, we want to retrieve γ from the voltage to current map Λ˜γ defined by:
Λ˜γf = γ
∂v
∂ν
∣∣
∂Ω
, with {
v|∂Ω = f
div γ∇v = 0 in Ω. (2)
There is a standard reduction of the inverse problem for (2) to the inverse
problem for (1). Indeed, taking u = γ1/2v, we obtain that (−∆ + q)u = 0,
with q = γ−1/2∆γ1/2 and we get Λq = γ−1/2(Λ˜γγ−1/2 +
∂γ1/2
∂ν
). This requires,
however, to determine the restriction of γ and of its normal derivative to the
boundary first.
The inverse problem of electrical impedance tomography has a long history,
most of the work stemming from Calderon’s idea [7]. The unique determination
of γ and its derivatives at the boundary was obtained by Kohn and Vogelius [9]
and stability by Sylvester and Uhlmann [15]. Global uniqueness in dimension
d ≥ 3, was proved for γ ∈ C2 by Sylvester and Uhlmann [14]. In dimension 2,
it was first proved by Nachman [12] for γ ∈ W 2,p, p > 1, and then by Brown
and Uhlmann [5] for γ ∈W 1,p, p > 2.
For the inverse problem for the Schro¨dinger operator with a smooth poten-
tial, in dimension greater than two, uniqueness is a consequence of the results
in [14]. Nachman [11] extended this results to potentials in Ld/2. In dimension
2, uniqueness is known for small or generic potentials (i.e., for a dense open set
of pairs of potentials in W 1,∞ ×W 1,∞, Sun and Uhlmann [13]). The general
case is open.
The stability in the problem (2) was obtained by Alessandrini in [1], [2]
in dimension d ≥ 3, using the complex geometric optics solutions of [14]. In
dimension two, Liu [10] obtained stability for γ ∈ C2 and Barcelo´, Barcelo´ and
Ruiz [6] for γ ∈ C1+ε, using the approach of [5]. Suppose 1/M < γi < M in
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Ω, i = 1, 2, and ‖γi‖C2 ≤M . Then there are α > 0 and C(M) > 0 such that
‖γ1 − γ2‖L∞ ≤ C(M)( log(1 + ‖Λ˜γ1 − Λ˜γ2‖−1H1/2→H−1/2))
−α. (3)
Using the method in [3], one can show that (3) holds if d ≥ 3 and 0 < α < 2/d.
See also Isakov [8], Theorem 5.2.3.
A similar result holds for (1). For any d ≥ 3 and m > 0, there is an α > 0,
such that for every M > 0 there is C(M) > 0, so that ‖qi‖Cm ≤ M, i = 1, 2
implies
‖q1 − q2‖L∞ ≤ C(M)( log(1 + ‖Λq1 − Λq2‖−1H1/2→H−1/2))
−α. (4)
In fact, one way to obtain (3) is using (4) and the above reduction of (2) to
(1). This was the approach of Sylvester and Uhlmann [14] for uniqueness and
the same way was followed for stability for d ≥ 3.
We show that the estimate (4) is optimal, in the sense that it cannot hold
with α > m(2d − 1)/d. The same restriction holds for (3), if we suppose γi
bounded in Cm, m ≥ 2. Similar instability results were obtained by Alessan-
drini [4] for the reconstruction of a part of the boundary that is unknown.
The paper is organised as follows. In the second section we give the no-
tations, we make some conventions and state the main results. In the third
section we prove a basic estimate for potentials supported strictly inside Ω. In
the fourth section we prove the main result, using a ball packing and covering
by balls argument. In the final section we give an explicit, complex valued
counterexample, discuss the case of radial potentials and make some remarks.
2 Main results
Conventions and notations. In what follows we fix Ω = B(0, 1), the open
unit ball in Rd. If m > 0 is not an integer we denote by Cm the space
C [m],{m}, with [m] and {m} the integer part and the fractional part of m.
We remind that Ck,α is the space of Ck functions, with α-Ho¨lder continuous
derivatives of order k. Cm0 (Ω
′) is the set of functions φ ∈ Cm with compact
3
support suppφ ⊂ Ω′. We will use C as a generic positive constant (differ-
ent from formula to formula—we sometimes use C ′, C ′′, etc, to emphasize
this). It may depend upon the dimension d, the order m, and the number
s (see Theorem 1). We fix an orthonormal basis {fjp : j ≥ 0, 1 ≤ p ≤ pj}
in L2(Sd−1) = L2(∂Ω), with fjp spherical harmonic of degree j. Here
pj =
(
j+d−1
d−1
)−(j+d−3
d−1
)
is the dimension of the space of spherical harmonics of or-
der j; we have pj ≤ 2(j + 1)d−2. In the Sobolev spaces Hs(Sd−1) we will use the
norm ‖∑j,p ajpfjp‖2Hs =∑j,p(1 + j)2s|ajp|2. The notation (ajpkq) stands for a
multiple sequence (we drop the subscript 0 ≤ j, 1 ≤ p ≤ pj , 0 ≤ k, 1 ≤ q ≤ pk).
|A| is the cardinality of a set A. When associating an operator in L2(Ω) to a
formal differential operator, we always assume the Dirichlet boundary condi-
tions. We use polar coordinates (r, ω) ∈ R+ × Sd−1, with x = rω. We denote
by ‖A‖HS the Hilbert-Schmidt norm of the matrix or operator A.
Theorem 1 For any m > 0, any integer d ≥ 2 and any s ≥ 0, there is a
constant β > 0, such that for any ε ∈ (0, 1) there are real-valued potentials
q1, q2 ∈ Cm, such that


‖Λq1 − Λq2‖H−s→Hs ≤ exp
(
−ε− d(2d−1)m
)
‖q1 − q2‖∞ ≥ ε
‖qi‖Cm ≤ β, i = 1, 2
‖qi‖∞ ≤ ε, i = 1, 2
(5)
Corollary For any m ≥ 2, d ≥ 2, s ≥ 0, there is a constant β > 0 such that
for any ε ∈ (0, 1) there are conductivities γ1, γ2 ∈ Cm, with 1 ≤ γi ≤ 2, such
that


‖Λ˜γ1 − Λ˜γ2‖H−s→Hs ≤ exp
(
−ε− d(2d−1)m
)
‖γ1 − γ2‖∞ ≥ ε
‖γi‖Cm ≤ β, i = 1, 2.
Remark We can allow β to be arbitrarily small both in Theorem 1
and its corollary, if we require ε ≤ ε0 and replace the right hand side by
exp
(
−cε− d(2d−1)m
)
, with ε0 > 0 and c > 0 depending on β.
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3 The basic estimate
Lemma 1 Let r0 ∈ (0, 1). Suppose that q is bounded, supp q ⊂ B(0, r0) and
0 is not an eigenvalue of −∆+ q. Then there is a constant ρ = ρ(r0, d), such
that for any 0 ≤ j, 1 ≤ p ≤ pj and 0 ≤ k, 1 ≤ q ≤ pk, we have:
|〈(Λq − Λ0)fjp, fkq〉| ≤ ρ rmax(j,k)0 ‖q‖∞‖(−∆+ q)−1‖L2 . (6)
Proof. We fix the indices j, p, k, q. Consider the problem (1) with f = fjp
and denote its solution by u. Also, denote u0(r, ω) = r
jfjp(ω), the harmonic
function with boundary value fjp. Then u − u0 has zero boundary value, so
it is in the domain of −∆ + q, and since (−∆ + q)(u − u0) = −qu0 in Ω, we
obtain
u− u0 = −(−∆+ q)−1qu0. (7)
Since ‖u0‖L2(B(0,r0)) =
( ∫ r0
0
r2j+d−1
)1/2
‖fjp‖L2(Sd−1) = (2j + d)−1/2rj+d/20 < rj0
and q has support in B(0, r0), we get :
‖u− u0‖L2 ≤ rj0‖q‖∞‖(−∆+ q)−1‖L2 . (8)
The function v := u − u0 is harmonic in Ω\B(0, r0) and equal to zero
on ∂Ω. We extend it to a function in {r0 < |x| < 1/r0}, by putting
v(x) = −|x|2−dv(|x|−2x) for 1 < |x| < 1/r0. Then v is continuous with its first
derivatives across ∂Ω, hence v is harmonic in the annulus {r0 < |x| < 1/r0}.
We can estimate the L2-norm of v in {1 < |x| < min(2, 1/r0)} by its L2-norm
in {r0 < |x| < 1}. Then applying interior estimates for the derivative of v, we
obtain ∂v
∂ν
∣∣∣
∂Ω

L2(∂Ω)
≤ ρ‖v‖L2({r0<|x|<1}), (9)
with a constant ρ depending on r0 and d.
Combining (8) with (9) and taking into account that (Λq−Λ0)fjp = ∂v∂ν |∂Ω,
we obtain (6) for j ≥ k. For k > j we use the fact that Λ∗q = Λq to swap the
roles of j and k. ✷
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4 A fat metric space and a thin metric space
In this section we prove Theorem 1 and its corollary. All the numbers, function
spaces, etc. are supposed real.
Definition 1 Let (X, d) be a metric space and ε > 0. We say that a set
Y ⊂ X is an ε-net for X1 ⊂ X if for any x ∈ X1 there is y ∈ Y such that
d(x, y) ≤ ε. A set Z ⊂ X is called ε-discrete if for any distinct z1, z2 ∈ Z, we
have d(z1, z2) ≥ ε.
Lemma 2 Let d ≥ 2 and m > 0. For ε, β > 0, consider the metric space
Xmεβ = {f ∈ Cm0 (B(0, 1/2)) : ‖f‖∞ ≤ ε, ‖f‖Cm ≤ β}, (10)
with the metric induced by L∞. Then there is a µ > 0 such that for any
β > 0 and ε ∈ (0, µβ), there is an ε-discrete set Z ⊂ Xmεβ with at least
exp(2−d−1(µβ/ε)d/m) elements.
Proof. Take ψ in C∞0 (R
d) with support in (−1/2, 1/2)d and ‖ψ‖∞ = 1. We
put µ = 1
dm/2‖ψ‖Cm . Denote N = [(
µβ
ε
)1/m]. Then ε < µβ implies (µβ
ε
)1/m > 1,
so N > 2−1(µβ
ε
)1/m. The cube
(
− 1
2
√
d
, 1
2
√
d
)d
is included in the ball B(0, 1/2).
We divide it into Nd smaller cubes of edge 1
N
√
d
. Let y1, . . . , yNd be their
centres. Then we take:
Z =

ε
Nd∑
j=1
σj ψ
(
N
√
d(x− yj)
)∣∣∣σj ∈ {0, 1} for any j

 .
This is contained in Xmεβ. Indeed, ‖ψ(a·)‖Cm ≤ am‖ψ‖Cm for a ≥ 1 and
we apply this for a = N
√
d ≤
(
β
ε‖ψ‖Cm
)1/m
. Two distinct functions from Z
differ by at least one of the choices of σj , and in the corresponding cube one
of them is zero and the other is εψ
(
N
√
d(x− yj))
)
. Since ‖ψ‖∞ = 1, we
obtain that Z is ε-discrete in the L∞ norm. The cardinality of the set Z is
2N
d ≥ exp((2−1(µβ/ε)1/m)d log 2) ≥ exp(2−d−1(µβ/ε)d/m). ✷
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Consider an operator A : H−s(Sd−1) → Hs(Sd−1). We denote its matrix
elements in the basis (fjp) by ajpkq := 〈Afjp, fkq〉. Let nl be the number of
4-tuples of integers (j, p, k, q), with j, k ≥ 0, 1 ≤ p ≤ pj , 1 ≤ q ≤ pk and
max(j, k) = l. Then we have nl = 2pl
∑l−1
j=0 pj + p
2
l ≤ 8(l + 1)2d−3. Using this
we can estimate:
‖A‖2H−s→Hs ≤ ‖(ajpkq(1 + j)s(1 + k)s)‖2HS (11)
≤
∑
j≥0,1≤p≤pj
k≥0,1≤q≤pk
(1 + max(j, k))4s|ajpkq|2
≤ 16 sup
j,p,k,q
(1 + max(j, k))4s+2d−1|ajpkq|2
We have used
∑
j,p,k,q
(1 + max(j, k))−2d+1 =
∞∑
l=0
nl(1 + l)
−2d+1 ≤ 8
∞∑
1
l−2 ≤ 16.
We introduce the Banach space
Xs :=
{
(ajpkq)
∣∣∣∣ ‖(ajpkq)‖Xs := sup
j,p,k,q
(1 + max(j, k))2s+d|ajpkq| <∞
}
.
Let us denote Λq − Λ0 by Γ(q). Then Γ(q) is defined for all bounded q such
that −∆+ q does not have the Dirichlet eigenvalue 0. Denote by B∞ the unit
ball of L∞(B(0, 1/2)). We identify in the sequel an operator A : H1/2(∂Ω) →
H−1/2(∂Ω) with its matrix (ajpkq). The estimate (11) shows that ‖A‖H−s→Hs ≤
4‖(ajpkq)‖Xs.
Lemma 3 Γ maps B∞ into Xs for any s. There is a constant 0 < η = η(s, d),
such that for every δ ∈ (0, e−1), there is a δ-net Y for Γ(B∞) in Xs, with at
most exp(η(− log δ)2d−1) elements.
Proof. We can suppose s ≥ 0 as the assertion is stronger in this case. Let
K = max(1, ρ(1/2, d)), with ρ(1/2, d) of Lemma 1. For q ∈ B∞ we have
‖q‖∞ ≤ 1 and ‖(−∆+ q)−1‖ ≤ (λ1−1)−1, with λ1 being the first eigenvalue of
−∆ on Ω. λ1 is increasing with the dimension and for d = 2 we have λ1 ≈ 5.783.
We obtain from (6) that |ajpkq| ≤ K 2−max(j,k) for (ajpkq) ∈ Γ(B∞), hence
‖(ajpkq)‖Xs ≤ sup
l
(1 + l)2s+dK2−l < ∞ for any s and d, so the first assertion
of the Lemma is proven.
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Let lδs be the smallest integer such that (1+ l)
2s+dK2−l ≤ δ for any l ≥ lδs.
Since log δ−1 ≥ 1, we have lsδ ≤ C log δ−1, with C depending only on s and d.
Denote δ′ = (1 + lδs)−2s−dδ. Consider the set
Yδs := δ
′
Z
⋂
[−K,K]
Then |Yδs| = 1 + 2[K/δ′] ≤ Cδ−1(log δ−1)2s+d. We set
Y = {(ajpkq) | ajpkq ∈ Yδs for max(j, k) ≤ lδs, ajpkq = 0 otherwise} .
In order to prove that Y is a δ-net, let (ajpkq) be in Γ(B
∞). We construct an
element (bjpkq) in Y , within Xs-distance δ from (ajpkq). If max(j, k) ≤ lδs, we
take bjpkq to be one of the closest elements of Yδs to ajpkq. Since |ajpkq| ≤ K,
this ensures |ajpkq − bjpkq| ≤ δ′. If j > lδs or k > lδs, we take bjpkq = 0. We
have then (1 + max(j, k))2s+d|ajpkq − bjpkq| ≤ δ. For max(j, k) > lδs, this is
true by the construction of lδs, otherwise, by the choice of δ
′. Then we get
‖(ajpkq)− (bjpkq)‖Xs ≤ δ as required.
It remains to count the elements of Y . There are exactly |Yδs|nδs elements,
where nδs =
∑lδs
j=0 nj ≤ 8(1+ lδs)2d−2. Then using again the fact that log δ−1 ≥
1, and the estimates for |Yδs| and lδs:
|Y | ≤ (Cδ−1(log δ−1)2s+d)8(1+C′ log δ−1)2d−2
≤ exp (C ′′ log δ−1(C ′ log δ−1)2d−2)
≤ exp (C ′′′(log δ−1)2d−1). ✷
Proof of Theorem 1. If the set Xmεβ has an ε-discrete set Z and Γ(Xmεβ)
has a δ-net Y in Xs, and |Z| > |Y |, then there are two points in Z with images
under Γ in the same Xs δ-ball centered at a point of Y , so we get ‖Λq1 −
Λq2‖H−s→Hs ≤ 4‖Γ(q1)−Γ(q2)‖Xs ≤ 8δ for some q1, q2 with ‖q1−q2‖∞ ≥ ε. We
take 8δ = exp
(
−ε −d(2d−1)m
)
, which is the right hand of (5). Since Xmεβ ⊂ B∞
for ε ≤ 1, the set Y constructed in Lemma 3 is also a δ-net for Γ(Xmεβ). It
remains to choose β such that Xmεβ has an ε-discrete set Z with |Z| > |Y |. By
Lemma 3, |Y | ≤ exp(η(log 8+ ε− d(2d−1)m )2d−1) ≤ exp(42d−1ηε−d/m). If β > ε/µ,
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we can apply Lemma 2 and get |Z| ≥ exp(2−d−1(βµ/ε)d/m). Then choosing
β > µ−1max(1, 25mηm/d) the desired inequality |Z| > |Y | is implied by the
above two inequalities. ✷
Proof of the corollary. We use the reduction of the problem (2) to (1).
The conductivities γ1, γ2 are sought in the set X˜mεβ := 1 + Xmεβ (see (10)).
Since each γ ∈ X˜mεβ is 1 in a neighborhood of ∂Ω, we have Λ˜γ = Λq, with
q = γ−1/2∆γ1/2. As in Lemma 2, we can construct an ε-discrete set Z˜ ⊂ X˜mεβ
with γ ≥ 1 for all γ ∈ Z˜ and
|Z˜| ≥ exp(C(β/ε)d/m), (12)
with C > 0 depending only on m and d. Suppose from now on that
γ ∈ Z˜, and q is the corresponding potential. From γ ≥ 1 we get −∆ ≤
− div γ∇ as operators in L2(Ω), hence ‖(− div γ∇)−1‖L2 ≤ 1/λ1. We have
−∆ + q = γ−1/2(− div γ∇)γ−1/2 and γ ≤ 2, so we obtain ‖(−∆ + q)−1‖L2 ≤
2/λ1 < 1. The potential satisfies ‖q‖∞ ≤ C1‖γ‖2C2 ≤ C1β2, because
m ≥ 2. Let δ = 1
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exp(−ε −d(2d−1)m ) as in the proof of Theorem 1. Taking
K = max(1, ρ(1/2, d)C1β
2) ≤ C ′β2 in the proof of Lemma 3, we get a δ-net Y˜
for the image under Γ of the set of potentials corresponding to conductivities
in Z˜, with
|Y˜ | ≤ exp(C ′′ε−d/m log β2). (13)
Comparing (12) with (13) we see that for β big enough, we get |Y˜ | < |Z˜| for
any ε ∈ (0, 1). Then we reason as in the proof of Theorem 1. ✷
5 Further results
We give first an explicit counterexample with complex potential. Let us
consider cylindrical variables (r1, θ, x
′) ∈ R+ × R/2πZ × Rd−2, with x′ =
(x3, . . . , xd), r1 cos θ = x1 and r1 sin θ = x2. Take φ ∈ C∞0 (R2) with support in
B(0, 1/2) ∩ {x1 > 1/4} and with ‖φ‖∞ = 1.
Theorem 2 For m > 0 and integer n > 0, define the complex potential
qnm(x) = n
−meinθφ(r1, |x′|).
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Then ‖qmn‖∞ = n−m and for every d and m there are constants c, c′ > 0 such
that ‖qmn‖Cm ≤ c and ‖Λqmn − Λ0‖L2 ≤ c′2−n/2 for every n.
In a sense, this is stronger than Theorem 1. Indeed, if we take ε = n−m, we
obtain (5) with exp(−Cε−1/m) in the right hand side. An explicit real valued
counterexample should be difficult to find. This is due to the nonlinearity of
the map q → Λq. Roughly speaking, we need to consider powers of q (in fact,
they are intertwined with (−∆)−1, see (14) below). The powers qkmn, k ≥ 1,
have no component in the spherical harmonics of degree < n. By contrast, if
q is real valued, then q2 has already a non-negligible component of degree 0,
and we cannot make use of Lemma 1.
Proof of Theorem 2. First, qmn has support in {r1 > 1/4}, hence
‖qmn‖Cm remains bounded as n→∞. Since ‖qmn‖∞ ≤ 1 < λ1, we can express
the inverse of (−∆+ qmn)−1 in (7) using a Neumann series to obtain, with the
notations of the proof of Lemma 1:
u− u0 =
∞∑
j=1
((−∆)−1qmn)ju0. (14)
For any integer k, let L2k(Ω) := {f ∈ L2(Ω)| e−ikθf does not depend on θ}.
The spaces {L2k(Ω)}k∈Z are orthogonal and span L2(Ω). The potential qmn,
as a multiplication operator, maps L2k(Ω) into L
2
k+n(Ω). On the other hand,
L2k(Ω) are invariant for −∆ hence they are invariant for (−∆)−1.
In a similar way we introduce L2k(∂Ω). Suppose n ≥ 1 and take n′ =
[
n−1
2
]
.
We notice that the harmonics of degree at most n′ on ∂Ω are included in the
direct sum
n′⊕
k=−n′
L2k(∂Ω). We can see this expressing them as polynomials of
z, z, x′, with z = x1 + ix2 = r1eiθ.
We claim that 〈(Λqmn − Λ0)fjp, fkq〉 = 0 for j, k ≤ n′. Supposing this true,
we apply Lemma 1 taking a < 1/2 such that supp qmn ⊂ B(0, a) and we obtain,
in a way similar to (11),
‖Λqmn − Λ0‖L2 ≤ ‖Λqmn − Λ0‖HS ≤
∞∑
j=n′+1
ρ 8(j + 1)2d−3aj ≤ c′2−n/2.
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To prove the claim, suppose j, k ≤ n′. Then fjp ∈
n′⊕
k=−n′
L2k(∂Ω) and u0(r, ω) =
rjfjp(ω) ∈
n′⊕
k=−n′
L2k(Ω). Then we have ((−∆)−1qmn)lu0 ∈
nl+n′⊕
k=nl−n′
L2k(Ω), so, by
(14), u − u0 ∈
∞⊕
k=n−n′
L2k(Ω). This shows that (Λqmn − Λ0)fjp = ∂(u−u0)∂ν |∂Ω ∈
∞⊕
k=n−n′
L2k(∂Ω) and since n − n′ > n′ and fkq ∈
n′⊕
k=−n′
L2k(∂Ω), the claim is
proven. ✷
While this paper was in preparation, professor Isakov suggested that even
radial potentials might give counterexamples to stability. An analog of Theo-
rem 1 can be proved for such potentials, obtaining −1
(2d−1)m as the exponent of
ε in (5), instead of −d
(2d−1)m . This can be improved to
−1
2m
using the following
Lemma 4 An operator A acting on L2(Sd−1), which commutes with rotations,
has the matrix elements ajpkq = ajδjkδpq, with δjk the Kronecker symbol.
Considering only radial potentials has the effect of reducing the size of the ε-
discrete set Z that we can construct in Lemma 2 to exp(C(β/ε)1/m). However,
the size of the δ-net of Lemma 3 is also reduced to exp(η(log δ−1)2), because
by Lemma 4, the number of relevant dimensions for the set Y is reduced to
1 + lδs.
Proof of Lemma 4. If R is a rotation, denote its action in L2(Sd−1)
by R∗f(x) = f(Rx). Then R∗A = AR∗ is equivalent to KA(Rx, y) =
KA(x,R
−1y), where KA is the Schwartz kernel of the operator A. This im-
plies that KA(x, y) = F (dist(x, y)) for a certain F . Let Πm, m ≥ 0 integer,
be the orthogonal projection in L2(Sd−1) on the space of harmonics of degree
m. Then Πm commutes with rotations and applying the same argument as
above, it has a Schwartz kernel Pm(dist(x, y)). Let ed = (0, . . . , 0, 1) be the
North pole, and fm(x) := Pm(dist(x, ed)) = Πmδed(x). Then fm is a spher-
ical harmonic of degree m, and modulo a constant, it is the only one which
is only a function of dist(x, ed). Indeed, according to the parity of m, such
a function is either odd or even. If there were two linearly independent such
functions, we would be able to construct a non-zero spherical harmonic of de-
gree m which vanishes with its first order derivatives on Sd−1 ∩ {xd = 0}, and
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this is not possible. Expanding F (dist(x, ed)) in spherical harmonics we get
F =
∑∞
m=0 amPm, since all components need to be invariant under rotations
that have ed as a fixed point. It follows that A =
∑∞
m=0 amΠm. ✷
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