Abstract-We study two fundamental issues about videobased human walking estimation, where the goal is to estimate 3D gait kinematics (i.e., joint positions) from 2D gait appearances (i.e., silhouettes). One is how to model the gait kinematics from different walking styles, and the other is how to represent the gait appearances captured under different views and from individuals of distinct walking styles and body shapes. Our research is conducted in three steps. 
ranging from biometrics to surveillance and human-computer interface. However, it is also an ill-posed problem due to the ambiguous mapping from 2D visual data to 3D motion data. Various dimensionality reduction techniques have been proposed to explore meaningful low-dimensional structures from the visual and/or motion data, by which the problem of pose estimation can be well formulated. We are particularly interested in human gait motion which is ubiquitous and often studied in the vision community. Usually, a pose manifold is used to represent the cyclic nature of human gaits and can be learned from either motion data [1] , [2] or visual data [3] , [4] , and a view manifold was proposed in [4] , by which gait observations for unseen views can be interpolated. 1 Moreover, when multiple gaits from different individuals are involved, a discrete variable [3] or a linear vector [5] can be used to represent different motion types. The gait manifold was proposed in [6] to capture the gait variability among different individuals, by which a new gait can be synthesized both kinematically and visually, and we can estimate the poses of an unknown subject from an image sequence. It was observed that the pose series from different individuals could vary significantly. This motivated our earlier studies [7] , where a Gaussian process latent variable model (GPLVM) was used to learn the joint gait and pose manifold (JGPM) that couples the two nonlinear factors (gait and pose) via a toroidal topology constraint. JGPM encapsulates two kinds of manifolds, pose-specific gait manifolds (i.e., gait variability under the same pose) and gaitspecific pose manifolds (i.e., pose variability of the same gait), as shown in Fig. 1 . Although the original idea of JGPM is rather heuristic and empirical, it showed some promising results. In this paper, we want to further investigate several fundamental issues. First, we improve the JGPM learning algorithm that is more efficient than the previous two-step one in [7] and is able to accommodate two kinds of topological priors, i.e., a toroidal one and a cylindrical one. Second, we develop a new GPLVM-based validation technique and a series of benchmark tests to examine multiple JGPMs of different degrees of freedom (DoFs). In particular, JGPM-I, JGPM-II, and JGPM-III use the toroidal prior, while JGPM-IV adopts the cylindrical prior. JGPM-I (DoF = 0) involves a direct nonlinear mapping like [8] without probabilistic learning, JGPM-II (DoF = 2) remains an ideal torus with latent points redistributed during probabilistic learning, and JGPM-III (DoF = 4) only resembles a torus that balances the prior with the intrinsic data structure. The progressive improvements on the benchmark tests are observed from JGPM-I to JGPM-II and JGPM-III. It is shown that JGPM-III outperforms other GPLVM-based models [1] , [9] and JGPM-III slightly outperforms JGPM-IV. We anticipate that the closed and smooth nature of the toroidal structure in JGPM-III is more preferable for reliable motion interpolation than the cylindrical one in JGPM-IV. Third, we develop a new visual gait generative model (VGGM) based on JGPM-III for video-based pose estimation that shows competitive results compared with recent algorithms.
The rest of this paper is organized as follows. Section II briefly reviews two related topics. Section III provides some preliminary. The four JGPMs are detailed in Section IV, followed by a GPLVM-based validation technique in Section V. Section VI discusses JGPM-VGGM for videobased pose estimation. Section VII reports both detailed benchmark tests of four JGPMs and GPLVM models and the performance evaluation of pose estimation on two HumanEva data sets. Finally, the conclusion is drawn in Section VIII.
II. LITERATURE REVIEW
There is a great body of studies on video-based human motion estimation. Our brief review in the following is mainly focused on two key related issues, manifold learning for motion modeling and motion manifolds for pose estimation.
A. Manifold Learning for Motion Modeling
Motion models provide an important prior for pose estimation. Graphic model-based approaches represent the spatial and temporal priors of body parts by learning from a set of labeled images [10] or motion capture data [11] . Physical model-based approaches [12] , [13] incorporate various kinematic/dynamic constraints of body movements into the inference process. They may not need any training data, but a detailed physical model is computationally costly. Nonlinear dimensionality reduction (NLDR)-based methods explore the low-dimensional intrinsic structure of human motion by learning from either the kinematic data or the visual data.
There are three main groups of NLDR algorithms, i.e., geometrically inspired, latent variable model-based, and hybrid algorithms. The first group seeks to preserve the local geometrical or proximity among high-dimensional (HD) data in a low-dimensional manifold, such as IsoMap [14] , local linear embedding (LLE) [15] , Laplacian eigenmap (LE) [16] , generalized LE [17] , discriminative locality alignment [18] , double shrinking model [19] , and the other extended DR algorithms [20] . With sufficient training data, those algorithms are normally efficient without initialization or prior constraints. However, the mapping function from the two spaces has to be learned separately using a regression method, such as radial basis function (RBF) mapping functions. The latent variable model-based NLDR methods relate the HD data with the low-dimensional latent space via a nonlinear mapping, such as GPLVM [9] and LE latent variable model [21] . GPLVM is a generalization of the probabilistic Principal Component Analysis that estimates the joint density of the data samples and their latent coordinates. Several GPLVM variants were proposed for human motion modeling, such as the GP dynamic model [1] , scaled GPLVM [22] , back-constrained GPLVM (BC-GPLVM) [23] , balanced GPDM (B-GPDM) [24] , and hierarchical GPLVM [25] . The hybrid methods are motivated by ideas of the previous two. For example, in [26] , a topologically constrained GPDM (LL-GPDM) incorporates the LLE-based cylindrical constraint to accommodate different motion styles in a unified latent structure.
B. Motion Models for Pose Estimation
NLDR-based motion models have successfully been applied to various video-based human tracking applications, such as pose estimation [29] , [30] , articulated body tracking [1] , [31] , 3D joints estimation [32] , activity recognition [2] , [26] , [33] , and even cartoon synthesis [20] , [34] . The key element of video-based human pose estimation is how to bridge the gap between the visual data and the kinematic data, where motion manifolds play an important role, as discussed in the following.
For example, pose is the most basic variable that captures the body configuration variability of a particular motion. The pose manifold 2 is usually a 1D closed loop of cyclic motion, such as walking and running, or a well-formed 1D structure of acyclic motion, such as jumping, sitting, and golf swinging. The pose manifold can be learned either from visual observations [3] , [6] or from kinematics data [2] , [17] , [22] , [35] . The kinematic pose manifold provides an accurate dynamic model for part-based body tracking. The visual pose manifold offers a direct way to generate visual hypotheses for likelihood computation, but it faces some challenges due to the one-to-many mapping problem and the view ambiguity. Although there should be only one pose manifold shared among all the data, visual and kinematic pose manifolds learned by data-driven NLDR algorithms are usually quite different. There are two solutions to resolve this difference. Dual pose manifolds were proposed [27] , [28] , where the kinematic and visual pose manifolds are learned separately and a mapping function between the two manifolds is involved. A single pose manifold can be either learned [4] or designed [6] as an intrinsic connection between the kinematic data and the visual data.
Normally, human motion has a multifactor nature. Instead of having multiple individual manifolds, it would be desirable to learn one manifold that characterizes multiple factors jointly and can be shared by both the visual data and the kinematic data. In [5] , a multifactor GP model was proposed to separate motion type, style (different person) and pose using three nonlinear GP kernels. The new motion can be generated by interpolating each variable individually, but this model can only handle kinematic data. In [2] , a context driven GPLVM-based algorithm is learned by incorporating a context-based motion-type indicator. Several different sitting motions are learned into a single latent space, and the inference process estimates the motion type and pose iteratively. In [8] , a toroidal-shaped manifold is designed for joint pose-view modeling that is shared in both the kinematic and visual spaces. Two mapping functions are needed to map both the kinematic data and the visual data onto the same torus manifold via RBFs. In [17] , multiple styles and pose are integrated together, following a cylindrical structure guidance to expand a dualvariable manifold.
We summarized recent manifold learning methods in Table I for detailed comparisons. The proposed JGPMs fuse two latent variables into one manifold structure constrained by a topological prior. It is worth mentioning that the torus-based manifold used in [8] is a deterministic one without probabilistic manifold learning, and it offers a good starting point (i.e., JGPM-I) of our following discussion. It is our expectation that a more effective and flexible manifold structure should balance both an appropriate topological prior and the intrinsic data structure, as shown by our proposed JGPM-II, JGPM-III, and JGPM-IV to be discussed in the following.
III. PRELIMINARY
We first review the GPLVM and its most relevant variants. Then, we discuss the gait manifold that was proposed in [6] and will be involved in the development of JGPMs.
A. GPLVM, GPDM, and LL-GPDM
GPLVM is a probabilistic NLDR or manifold learning algorithm that can learn a latent space and a nonlinear lowdimensional-to-HD mapping. Let Y = [y 1 , . . . , y N ] T represent the HD data set, in which each row is a single training datum,
whose rows are the corresponding latent coordinates in the low-dimensional space, x i ∈ R d . The likelihood of the HD data given latent positions is
where K Y is an N × N covariance matrix, whose entries are defined by the kernel function,
Considering the sequential nature of human motion data, GPDM proposed in [1] augments GPLVM by defining a GPLVM-based latent dynamical model p(X|α) as
where
and α is the kernel hyperparameters for K X . Then, X is obtained by maximizing the following posterior probability:
To model different motion types (e.g., waking and running), a new prior of latent variables p(X|w) is introduced in the LL-GPDM [26] to preserve the neighboring relationship of HD data, similar to LLE [15] . In the LLE, the neighboring relationship is preserved by finding a low-dimensional representation with an optimized set of local weights that can best reconstruct each data point from its neighbors. Hence, these local weights are employed in the LL-GPDM as prior distribution of latent points, defined as
where w i j is an element of weight matrix defined in the LLE that minimizes local linear neighbor-based reconstruction error of training data, δ 2 is a scaling term, and C is the normalization term. Then, the learning of LL-GPDM is to maximize the posterior probability with p(X|w) as the topological prior.
It provides an effective approach to unify multiple motion manifolds in one latent space given a topology constraint, such as a cylinder. For example, since walking and running are two very different motion types, their corresponding pose manifolds could be well separated along the cylindrical topology. However, when dealing with similar motions, e.g., a set of gait motions from different individuals, additional topology constraint is needed to ensure all the pose manifolds corresponding to different gaits are distributed in a meaningful manner to support effective gait interpolation and accurate pose estimation. This is the core question to be addressed.
B. Gait Manifold and Its Topology
The gait manifold was proposed in [6] that introduces a continuous-valued variable to characterize different gaits, and their neighboring relationship is represented as a 1D closedloop structure due to the intrinsic similarity among all the gaits. Given a gait distance function D(,), the gait manifold topology (a specific order to connect N g training gaits in a closed loop) is defined as the shortest closed path traversing across all the training gaits by this distance function
where Q = {q 1 , q 2 , . . . , q N g +1 } denotes all possible closed paths of N g gaits, where q i = 1, . . . , N g and q 1 = q N g +1 (a closed path). G specifies the optimal ordering which corresponds the shortest closed path according to a certain gait distance D(,). Based on the manifold topology G, the gait manifold is created by connecting all the training gaits in a low-dimensional latent space associated with the kinematic data or visual data. This gait manifold played a central role to bridge the VGGM and the kinematic gait generative model used for video-based motion estimation. However, the gait and pose variables were assumed to be independent, so that they are estimated separately during inference. In addition, the gait manifold has a closed-loop deterministic structure that could be enhanced by probabilistic modeling and learning. These motivate us to learn a JGPM in a GPLVM-based framework that couples two continuous-valued variables, i.e., pose and gait, in one manifold structure, and have potential to improve the video-based motion estimation.
IV. JOINT GAIT-POSE MANIFOLDS
Given a set of gait motion data from different individuals, pose and gait are two key factors for motion representation. While the two variables are assumed to be independent in [6] , we are interested in unifying them into one manifold structure, triggering the idea of JGPM and a new GPLVM-based framework to jointly optimizing the two variables during manifold learning.
A. Two Topological Priors
It is commonly believed that a proper topological prior will provide a useful constraint during the manifold learning, especially when training data set is large with noise. The pose manifold is often assumed to have a circular structure due to the cyclic nature of the gait motion [36] . The key issue is the structure of gait manifold and the corresponding structure of JGPM. Due to the complexity nature of human gait and its variation, we believe a simple manifold structure could facilitate both learning and inferencing, such as a 1D closed structure. As proposed in [6] , due to the intrinsic similarity among all human gaits, the gait manifold was heuristically assumed to be a 1D closed-loop structure. Accordingly, we use a 3D toroidal structure to start our exploration of JGPM, as shown in Fig. 1 . Given a point on the toroidal JGPM, i.e., a point on a torus surface, it belongs to a pose manifold for a specific gait (a vertical circle) or a gait manifold at a specific pose (a horizontal circle). In the polar coordinate system, a torus surface can be parameterized by four variables θ p , θ g ∈ [0, 2π) and r h , r v , which represent two angular variables pose and gait, as well as two radius values of the horizontal and vertical circles, respectively. Hence, every point on the torus denoted by x t (θ p , θ g , r h , r v ) can be uniquely defined as follows:
The four torus-related variables are shown in Fig. 2 (a), where each latent point x(θ p , θ g , r h , r v ) corresponds to HD kinematic data y. The gait manifold topology is obtained by the algorithm described in Section III-B. In the following three different JGPMs (JGPM-I, JGPM-II, and JGPM-III), the toroidal structure is used as a prior, and its parameters and low-dimensional points distribution are optimized during the mapping process or learning process.
As an alternative to the previous JGPMs, we also propose a 3D cylindrical structure as an alternative prior for JGPM, since the gait manifold may not be limited to 1D closed loop. In an ideal cylinder, the pose-specific gait manifolds are positioned along the cylinder axis, and the gait-specific pose manifolds are a set of circles, as shown in Fig. 2(b) . Similar to the toroidal structure, in the polar coordinate system, the cylinder surface can be represented by three variables θ p ∈ [0, 2π), R v , and R h , in which θ p and R v characterize gait-specific pose manifolds and R h represents the distance to the first gait along gait manifold. Then, every point on the cylinder is defined as
Different from the topology in the toroidal structure, we determine an optimal gait ordering along the cylindrical structure by a modified shortest open-path method. We first select the first and last gaits that have the largest dissimilarity among all the training gaits and then find the optimal order by minimizing the total cumulative distance traversing across all the gaits from the first to last gaits.
B. JGPM-I: Torus-Based JGPM
Given the toroidal structure Section IV-A and two fixed torus radius, the torus-based JGPM (JGPM-I) can be parameterized by two variables θ p and θ g ∈ [0, 2π), representing pose and gait, respectively. Given p and g, a latent point can be uniquely defined along the torus as
where θ p , θ g ∈ [0, 2π) and r h and r v are two predefined radius values of the torus.
is the HD kinematic data for pose j of gait i , and we construct JGPM-I according to the given toroidal topology defined in (8) . The pose variable is uniformly distributed between [0, 2π), and the gait variable is nonuniformly distributed between [0, 2π) according to the shortest closed path across all the training gaits given a certain distance metric between the two gaits [6] . Similar to [4] and [8] , we define the one-to-one nonlinear mapping relationship between y i, j (kinematic data) and x i, j (latent coordinate) using the RBF function as
where c p ( p = 1, . . . , N p ) and c g (g = 1, . . . , N g ) are two scaling constants to convert each of the two indices into an angular value between [0, 2π), and ϕ(·) is a nonlinear kernel function. JGPM-I is a rigid conceptual manifold that does not consider any influence from the training data and is used as the starting point to test our hypothesis. Similar to the torus in [8] , JPGM-I is a conceptual manifold, where latent point is distributed along an ideal torus with predefined locations. In order to accommodate the intrinsic structure of training data, we will invoke the two following extensions that are expected to enhance the performance of low-dimensional data representation. 1) We apply the topologically constrained GPLVM for JGPM learning, where two topology constraints (toroidal and cylindrical) are considered and compared. This leads to a GP-based probabilistic nonlinear mapping between the low-dimensional manifold and the HD data. The learned JGPM-III (to be discussed in the following) is not an ideal torus, where all the latent points are optimized to better reflect the intrinsic data structure. On the other hand, a deterministic RBFbased mapping is defined on the ideal toroidal structure in [8] . 2) JPGMs are learned from different gait kinematics from multiple individuals, among which JGPM-III is further used to learn a new VGGM (JGPM-VGGM) to handle multiview and multishape visual observations via nonlinear tensor decomposition. While the one in [8] that is capable of shape adaptation is learned from multiview and multishape visual data captured from different people walking on a treadmill that imposes a similar walking style (gait kinematics). In one word, our model is more general to deal with unknown subjects that have different walking styles compared with those involved in the training.
C. JGPM-II and JGPM-III
To make JGPM more adaptive and flexible, we propose the torus-constrained JGPM (JGPM-II) and the torus-guided JGPM (JGPM-III), which have different flexibilities to balance the effect of the intrinsic data and the heuristic prior structure. While JGPM-II preserves the ideal torus structure, the latent points are redistributed to comply with the data-driven effect. JGPM-III encourages (not enforces) the distribution of latent points to follow the topological prior. To learn JGPM-II and JPGM-III, our goal is to maintain the neighborhood relationship defined on a specific low-dimensional structure and to incorporate the data influence. We first define a set of adjacent points {x k } k∈η i for each latent point x i on JGPM-I, where η i is the collection of all neighbors for the i th latent point. The neighboring relationship is determined according to their Euclidean distance along the torus surface,
2 . In this paper, we select ten nearest neighbors for each latent point, as shown in Fig. 3 .
LLE assumes that every latent point x can be reconstructed by weighted summation of its neighbors. We can find a weight matrix ω from JGPM-I. Different from the LLE, in this paper, to reflect the prior knowledge and prior structures, we construct the covariance matrix based on the prior structure and corresponding neighboring relationship. Given a latent point
with j, k ∈ η i . Then, the weight matrix ω in each dimension can be computed by solving the following equation:
where w i j is an element of the weight matrix ω, and σ represents a scaling term. p(X|ω) encourages latent points distributed as JGPM-I. In other words, p(X|ω) is larger when the latent points are closer to their prior distribution specified in ω. Then, the learning process is to maximize the following posterior probability:
where the first four terms are defined according to GPDM [1] . p(Y|X, β) is the likelihood function, p(X|α) is the dynamic prior, and p(α) and p(β) are prior models for hyperparameters. Since all the latent points can be characterized easily in the polar coordinate system defined in (6), manifold learning can be effectively performed in the polar coordinate. To better illustrate the prior structure of JGPM, we define JGPM-II and JGPM-III by representing X differently. In JGPM-II, there are only two free parameters θ p , θ g and r h , r v are fixed. In this case, the ideal torus structure is preserved, and every latent point is represented by two independent variables θ p and θ g ∈ [0, 2π). Accordingly, the distribution of latent points is optimized by maximizing the posterior in (13) with respect to two radian variables θ p and θ g , defined as
On the other hand, JGPM-III allows latent points to be deviated from the toroidal structure by optimizing four variables θ p , θ g , r h , and r v for each latent point, defined as
In both (14) and (15), p(X|ω) encourages the distribution of latent points to preserve the prior topology structure and neighboring relationship. More importantly, new kinematic data can be generated according to p(Y|X, β) with the probability value as the confidence variance.
The scaled conjugated gradient (SCG) is used to optimize (14) and (15) for JGPM-II and JGPM-III, respectively. θ p and θ g are initialized by the ideal toroidal topology defined in (8) . The initialization of JGPM-III involves two radius values r h and r v , whose ratio affects the weight matrix ω. If the ratio is too large [e.g., (r h /r v ) > 4], latent points are too sparse along the gait manifold, which results in small weights of latent points of adjacent gaits, leading to a weak topology constraint. On the other hand, if the ratio is too small [e.g., (r h /r v ) < 2], latent points are too dense that may corrupts the intrinsic data structure. In practice, a ratio between 2 and 4 was found reasonable. In this paper, we choose (r h /r v ) = 2.5 as the initial radius ratio. Hence, we obtain a torus-guided JGPM (JGPM-III), where latent points do not exactly conform to the ideal torus, so that it can balance the intrinsic data structure with the topology constraint.
D. JGPM-IV: Cylinder-Guided JGPM
The topologically constrained GPLVM learning algorithm can be adapted to other manifold prior with a different treatment of the two latent variables (gait and pose). In addition, compared with previous JGPMs, we further introduce a cylinder-guided JGPM (JGPM-IV) in which a open-loop linear gait manifold is involved. The prior cylinder structure is presented in Section IV-A. In JGPM-IV, the computation of the covariance matrix, the weighted matrix, and the LLE energy function p(X|ω) is the same with those in JGPM-III, as shown in (10)- (12) . It should be noted that the initialization of every point in the 3D cylindrical is [R v cos(θ p ), R h , R v sin(θ p )], which is different from that for the toroidal structure. Due to the linear structure along the gait manifold [i.e., the y-axis in Fig. 2(b) ], we adopt the Cartesian coordinate system for manifold learning. In addition, it is worth mentioning that the local neighborhood of JGPM-IV is half-sided at the two ends of the cylinder due to its open structure. After calculating the local neighborhood prior p(X|ω), the latent points are obtained by optimizing the posterior in (13) (16) where [x 1 , . . . , x n ] is the set of 3D latent points. Using the same learning process, JGPM-IV encourages a cylindrical topology in the latent space while preserving the intrinsic data structure. In particular, the main distinction between JGPM-III and JGPM-IV is that the gait manifold is assumed to be closed loop and nonlinear in JGPM-III and to be open loop and linear in JGPM-IV. As shown in Section VII, JGPM-III achieves a slightly better performance than JGPM-IV in motion modeling. The main reason is likely due to a more uniform and continuous latent point distribution in JGPM-III which seems to be preferred for reliable motion interpolation.
V. GPLVM-BASED MOTION MODEL VALIDATION
We want to conduct a comprehensive evaluation of recent GP algorithms, including the proposed JGPMs, in terms of their performance of human motion modeling. In particular, we develop a model validation technique that supports sequential motion estimation and analysis in the latent space. Each GPLVM algorithm can learn a prior motion model from a set of noise-free training motion data. The motion model includes a latent space along with the low-dimensional-to-HD mapping, and we can use it to process an input motion sequence. We design four types of experiments to evaluate all GP algorithms in the same way and help us understand their applicability from the perspective of signal processing: 1) the interpolation is to recover the full-body motion from partial-body motion; 2) the extrapolation is to synthesize a new motion sequence from unknown subjects; 3) the filtering is to denoise noisy motion data from both known and unknown subjects; and 4) the recognition is to recognize the identity from noisy motion data. It is worth mentioning that these experiments are of great interest to make motion analysis more accurate and practical by a small number of inertial sensors with the assistance of high-quality Mocap data. Hereby, we propose a model validation technique that supports sequential motion estimation in a latent space for an input motion sequence that could be incomplete (some joints are missing), unknown (not from the training subjects), noisy (motion data are corrupted), or poorly known (from the training subjects but noisy).
Given input motion data {u 1 , . . . , u T }, the goal of model validation is to estimate the latent points {x 1 , . . . , x T } and the corresponding HD data {y 1 , . . . , y T } that maximizes the posterior probability, defined as (17) where M GP is a specific GP model, including its latent space and low-dimensional-HD mapping function. The first term in (17) is the likelihood function indicating the similarity between the input data and the estimated motion data, defined as p(u t |y t ) ∝ exp(−( f (u t , y t )/σ 2 )), where σ 2 controls the sensitivity of the observed data and f (·) represents the degree of mismatch (i.e., the averaged 3D joint distance) between two sets of motion data. The second term p(y t |x t , M GP ) represents the likelihood function associated with the given GP model M GP . According to [1] and [9] , p( (17) is the prior of x t that reflects the prior knowledge about the latent space. For example, in the GPDM, p(x t |M GP ) is a Gaussian function N (x t |μ X (x t −1 ), σ 2 X (x t −1 )I) to predict in the latent space [1] . In the JGPMs, p(x t |M GP ) for JGPM-I is a constant, since it is not a GP model, and that for JGPM-II, JGPM-III and JGPM-IV represent a constant velocity motion with a Gaussian disturbance along the gait-specific pose manifold. Essentially, model validation defined in (17) is a sequential maximum a posterior probability (MAP) estimation process that tries to balance what is observed (the first term) and what are known (the second and third terms).
Using (17) , the model validation process is performed sequentially in the latent space, as shown in Fig. 4 . Given the first frame of an input motion sequence, we first search all the training data samples to find the best-matched one, whose corresponding latent point is used as the initialization x (0)
.
Then, we use the SCG-based hill-climbing as the optimization step to search for the optimal point that maximizes (17) . After several SCG iterations, the optimal pointx 1 is found and its corresponding point in the HD data space is the estimated motion for the first frame. Then,x 1 = x (0) 2 is used as the initial point for the second frame and so on. Thus, a motion trajectory in the latent space along with its corresponding HD motion sequence can be estimated sequentially. This process is applied to for all GP algorithms in all the experiments.
VI. VIDEO-BASED HUMAN POSE ESTIMATION

A. JGPM-Based VGGM
We present a new JGPM-based VGGM that can generate the corresponding visual observation for video-based human pose estimation, as shown in Fig. 5 . Due to its best performance among all JPGMs as to be discussed in detail in Section VII-C, we use JGPM-III to bridge the kinematic data and the visual data, which characterizes the pose and gait variables jointly in a toruslike manifold. By associating JGPM-III with the visual data, we develop a JGPM-VGGM using the nonlinear tensor decomposition, such as the one used in [6] , where two additional variables, view and shape, are involved for gait appearance representation.
Given a set of kinematic data of N g gaits, we first learn a JGPM-III, as mentioned earlier. The visual gait data generated by 3D animation software with multiple human shape models [37] (as shown in Fig. 5 ) are denoted as Z = {z (k, j,i,q) |k = 1, . . . , N v , j = 1, . . . , N s , i =  1, . . . , N g , q = 1, . . . , N p }, where z (k, j,i,q) ∈ R c is the visual observation of gait i , pose q, shape j , and view k, and N v , N s , N g , and N p are the numbers of views, shapes, gaits, and poses, respectively. By sharing JGPM-III with kinematic data, a nonlinear mapping function from a point x i,q in JGPM-III to z (k, j,i,q) can be learned via a generalized RBF as
where ψ(·) is a nonlinear kernel function, and kernel centers are uniformly distributed along JGPM-III. D kj is a mapping matrix that encodes the information of view k and shape j . We can stack all
. . , N s } as a tensor and employ the high-order singular value decomposition [38] to decompose the tensor into two independent variables, i.e., view and shape. Then, JGPM-VGGM becomes
where C is a core tensor governing the interaction between three variables. Similar to the view and shape interpolation approach in [6] , we can learn a continuous view manifold by applying spline curve fitting along {v k |k = 1, . . . , N v } in the tensor coefficient space. A new shape vector can be obtained by the linear combination of {s j | j = 1, . . . , N s }. Given a point on JGPM-III that corresponds a particular pose of a specific gait, its corresponding visual appearance can be reconstructed using (19) under the specific view and shape parameters.
B. Inference Algorithm
The inference of the JGPM-VGGM is formulated as a sequential Bayesian estimation problem, where a particle filterbased approach is used. In particular, at each frame t, there are three latent variables in the visual generative model to be estimated φ t = [x t , v t , s t ], i.e., the joint gait-pose variable along JGPM x t , view v t , and shape v t . The latent variables are estimated via MAP aŝ
where p(z t |φ t ) is the likelihood model defined as a typical exponential function of the negative mean square error (scaled by a constant controlling the sensitivity) between the hypothesized visual appearance and the actual observed one. Since three latent variables are independent, we define three individual dynamic models. In other words, three latent variables are estimated individually and sequentially with their own dynamic models. We approximate p(φ t |z t −1 ) in (20) by the product of the prior distribution of each latent variable given the previous state estimation, that is
where v t is a vector in the tensor-decomposed view space and we use a random walk to propagate the view samples along the view manifold V. The shape variable s t is the linear combination of {s j | j = 1, . . . , N s } defined in (19) . We also use a random walk to sample the linear coefficients of {s j | j = 1, . . . , N s } for shape inference. In addition, JGPM-III inference involves four steps: 1) we first interpolate a gait-specific pose manifold along JGPM-III according to the previous estimation result; 2) along the interpolated pose manifold, we draw a sample according to a constant speed dynamic model; 3) given the new sample, we interpolate a pose-specific gait manifold along JGPM-III; and 4) along the interpolated gait manifold, we can draw a new sample according to the segmental jump-diffusion gait dynamic model in [6] . The pseudocode of the complete inference algorithm is presented in Algorithm 1, where the initialization is needed for pose and view parameters. The multicamera framework uses the same inference algorithm by involving the multiview likelihood as the multiplication of likelihoods from multiple video streams.
VII. EXPERIMENTAL RESULTS AND DISCUSSION
We present experimental results in five parts, i.e., the latent space comparison, motion model validation, comparison between the torus prior and the cylinder prior, videobased pose estimation results, and the comparison with recent algorithms on two HumanEva data sets [39] in three different settings.
A. Latent Space Comparison
We compare nine GPLVM models by visualizing their latent spaces in Fig. 6 , where the color variation indicates the prediction confidence, i.e., GPLVM [9] , BC-GPLVM [23] , GPDM [1] , SB-GPDM [22] , [24] , LL-GPDM [26] , and four proposed JGPMs. 3 Ideally speaking, the latent space is expected to reflect the intrinsic data structure in an intuitive and meaningful way, and a well-organized, smooth and compact manifold structure is usually preferred. In (1)- (4) of Fig. 6 , latent spaces are neither smooth nor organized due to the lack of dynmaic models. LL-GPDM in (5) has a relatively well-defined cylinder-shaped structure that implicitly represents two latent variables (pose and gait). Among JGPMs, both JGPM-I and JGPM-II follow an ideal torus. JGPM-III and JGPM-IV are much more organized with larger prediction confidence (smaller variances) compared with others. Although we cannot claim JGPM-III and JGPM-IV are optimal, they are expected to be more reliable than others for general gait modeling due to their smooth, compact, and organized nature. It is worth mentioning that LL-GPDM and JGPM-IV share a similar cylinder structure, but JGPM-IV represents both the gait and pose variables in a meaningful way, while the gait variability is not explicitly factorized in the LL-GPDM.
B. Comparison Between JGPM-III and JGPM-IV
The latent point positions in both JGPM-III and JGPM-IV are redistributed and deviated from an ideal toroidal structure to better reflect the intrinsic structure of HD data. First, we illustrate their 3D latent structures in Fig. 7(a) and (c) , where pose manifolds are color-coded representing three groups of different radii (red: large, green: medium, and blue: small). Although the gait topology of JGPM-III is closed and that of JGPM-IV is open, radius variation patterns are similar. In some extent, both JGPMs can successfully reflect the intrinsic meaning of data. Furthermore, we quantify the dynamic variation of a gait by averaging 3D joint movement across adjacent frames in a one walking cycle, and we compare the radii of pose manifolds in both JGPM-III and JGPM-IV with the dynamic variation of each individual gait. We want to see whether the pose manifolds with different radii are semantically related to the dynamic variations of different gaits. In Fig. 7 (b) and (d), the blue curves show the dynamic variation of each gait along the gait manifold, and the red curves represent the radii of corresponding pose manifolds. There are two major observations: 1) the blue and red curves follow a similar trend, showing that the learned latent structure does capture the inherent nature of the motion data and 2) the blue curves are smoother than the red ones due to the smoothing effect in the latent space after learning. The observations confirm that two gait measures, one in the data space and one in the latent space, are semantically related.
C. GPLVM-Based Motion Model Validation
As discussed in Section V, we quantitatively evaluate and compare nine GPLVM-based algorithms via the model validation process. We use the same kinematic training data as [6] , including 20 different gaits from Carnegie Mellon University (CMU) Mocap Library. To collect the testing data, we selected 20 new motion sequences, among which ten are from known subjects (the same subject but different data) and the other ten are from unknown subjects.
In motion filtering, we used all 20 sequences to generate three types of noisy ones by adding different additive white Gaussian noises (AWGNs), whose variances are 5%, 10%, and 15% of framewise joint angle variation. In motion reconstruction, we employed known subjects testing sequences and studied three cases, i.e., missing the left arm, missing the left leg, and missing the left-sided body. In motion interpolation, we used two sets of unknown motion sequences: ten unknown subjects and three subjects from HumanEva-I data set [39] . For all the above three experiments, we compute local 3D joint position errors with respect to the hip (ERR-I), for quantitative comparison. In the recognition experiment, similar to the motion filtering experiment, we added three levels of AWGN on the ten known subjects motion sequences. The recognition accuracy is computed as the percentage of the correctly recognized identity for every frame.
Quantitative results of five experiments are shown in Fig. 8 . Evidently, BC-GPLVM, GPDM, and SB-GPDM are better than GPLVM due to the back constraints or dynamic prior involved. LL-GPDM is comparable with JGPM-II, while JGPM-III and JGPM-IV yield a better performance, showing the usefulness of coupling the two variables into one unified manifold. Although JGPM-III and JGPM-IV have very similar results, whose difference is moderate (less than 5%), JGPM-III always shows superior performance, indicating that the closed-loop torus structure might be a better fit than the open-loop structure.
D. Video-Based Pose Estimation Results
We used MotionBuilder to create the training data of JGPM-VGGM which involves 20 gaits from CMU Mocap and five character models [6] . The testing data are from three HumanEva-I subjects. We implemented the foreground extraction algorithm in [40] that can provide accurate silhouette contours and effective shadow removal. Performance evaluation is based on the global 3D joint error (ERR-II, mm). Since our JGPM-VGGM can only recover local joint positions with respect to the hip joint (ERR-I), we developed a particle filtering-based tracker to estimate the global position of the hip joint by which the local joint positions are converted into the global ones [6] . We also extended our method to a multicamera framework, where three Red, green and blue (RGB) cameras are used. We show the inference results, the view estimation results, and the ERR-II errors in Fig. 9 . In each subject, there exist more than one dominant gait values (multiple vertical circles around JGPM-III), which is consistent with the dynamic nature of the gait variable mentioned in [6] . The view estimation results reflect the circular walking pattern. The multicamera results provide smoother view estimation and more accurate pose estimation results. The final ERR-II values are reduced by around 20%-30% using three cameras. We also visualize monocular pose estimation results of three subjects in Fig. 10 . Large ERR-II values are usually introduced at the feet, elbows, and hands, where there is significant motion during walking. 
E. Comparative Analysis on HumanEva-I and HumanEva-II Data Sets
Our algorithms (both monocular and multicamera versions) were compared against the recent methods on both HumanEva-I (subjects 1, 2, and 3) and HumanEva-II (subjects 2 and 4) data sets. HumanEva-II is more challenging due to the mixed motion types (walking, jogging, and balancing), where a laser scan mesh model is provided for each subject. Due to the nature of our research, we only consider the walking portions in the HumanEva-II data set. In particular, our comparative analysis is conducted in three algorithm groups according to different experimental settings.
1) Group I [Pose Estimation for Known Subjects (ERR-I)]:
We compare our algorithms with [8] and two related ones [4] , [36] , where the training and testing data are from the same subject and performance evaluation is based on the local joint error (ERR-I). In particular, we have developed the topologically constrained GPLVM (with a toroidal constraint, such as the one in JPGM-III) to learn a toruslike joint pose-view manifold (JPVM) which only resembles a torus and is compared with the torus in [8] . Ideally, we hope to use the training cycle of each HumanEva subject to create synthetic silhouettes for training. However, the HumanEva motion data do not define enough body joints and, therefore, cannot support realistic animation rendering. Thus, we adopted the two-step method used in [8] for training data generation. First, we used MotionBuild to generate a set of realistic-looking silhouettes from one CMU Mocap walking sequence of 30 poses under one general human shape model and observed from 12 different views. Two manifolds, the RBF-based torus [8] and the toruslike JPVM, are learned from this training data set, as shown in Fig. 11 . Second, we computed a pose-to-position mapping to convert the pose indices along the torus or JPVM to the joint's positions of the training cycle for each HumanEva subject. This mapping allows us to evaluate the two manifolds for pose estimation on both the HumanEva-I and II data sets in terms of ERR-I (mm), as reported in Table II which also includes the original results from [8] . It is shown that our Table III , where training and testing data were collected from the same subjects but different trials. Performance evaluation in this group is based on the global joint error (ERR-II, mm), and we have developed a particle filterbased hip tracker in conjunction with JPVM-based pose estimation, as discussed in Group I. Given a sequence of visual observations, algorithms in this group aim to infer the corresponding kinematic poses in a global coordinate. It involves a direct mapping between the visual observations and the body configurations without explicit motion modeling. The key issue is how to handle the multiple-to-one problem due to the ambiguity of visual observations. In Table II , there is a low-dimensional latent space to connect the visual data and the kinematic data. Synchronized multiview observations are an effective way to avoid the ambiguity [31] , [42] , [45] , [46] . In addition, to support fast and accurate pose estimation in noisy real-world observations, the 3D cubic human model (M3) has been proven to be a good body model in [43] [44] [45] [46] . As shown in Table III , our method reaches the best performance in the monocular setting. The use of multiple cameras further improves the results which are very competitive compared with other algorithms. The best multicamera result is reported in [45] , where all seven cameras (three RGB cameras and four grayscale ones) are used and the HumanEva II data set was not involved for evaluation.
3 Table IV , the algorithms either do not require training data or are able to handle new testing subjects different from training ones. Due to fact that it is a more challenging experimental setting, the errors in Table IV  are generally larger than Tables II and III . In this case, body shape modeling plays an important role. For example, the body shape is modeled by tree-structured body parts using 3D visual hulls (M2) in [48] and [49] , rigid 3D/2D cubic (M3) in [13] , [17] , and [50] [51] [52] [53] [54] [55] , or a set of 3D character models (M4) like ours and [6] . Comparably speaking, the rigid 3D/2D body model (M3) has less computational cost but limited representation ability. The number of cameras is another important factor due to the pose ambiguity in monocular sequences. In the case of HumanEva-I, only [51] has better results than ours which is mainly owing to the detailed and scalable body models used. Our algorithm only involves five generic character models for shape modeling and has great potential to be improved by applying more adaptive and detailed shape representation. In the case of HumanEva-II, the comparative analysis is both quantitative and qualitative, because some algorithms [47] , [49] , [50] (including our JGPM-VGGM) only involve the walking portions of the two subjects and others deal with 2-3 activities. The two best results are from [47] and [50] . The 3D laser scan mesh model is used in [47] , and only the lower body joints are considered in [50] , where a kinematic low-body model is involved for motion prediction. Nevertheless, our results are still competitive considering the fact that only 20 CMU gait motions and five shape models are involved for learning JGPM-VGGM. It will be our future research to study a mixed motion model that can handle different motion types. It is also noted that the foreground extraction algorithm is effective, which allows our approach to achieve the performance close to the one from the manually cleaned observations. Our algorithm also significantly outperforms [6] by around 20%. The use of multiple cameras further improves the results which are comparable to the state-of-the-art algorithms in this group.
VIII. CONCLUSION
We have presented a new human gait modeling framework that unifies the pose and gait variables into one lowdimensional manifold structure, referred to as the joint gaitpose manifold. Four versions of JGPMs have been developed and compared with validate underlying assumptions based on a series of benchmark tests. The first three versions involve a toroidal prior and the fourth one uses a cylindrical prior. A specific topologically constrained GPLVM learning algorithm is developed that balances the topological prior and the intrinsic data structure with different DoFs. Experimental results show that JGPM-III (DoF = 4) outperforms JGPM-I (DoF = 0) and JGPM-II (DoF = 2) by offering more flexibility and adaptability, while it is also slightly better than JGPM-IV (DoF = 3) due to its closeness and continuity in the latent space. Then, a new VGGM is learned from JGPM-III for video-based human pose estimation. Experiments on the HumanEva-I and HumanEva-II data sets show the significant advantages of the proposed algorithm over the one in [6] as well as being competitive compared with the state-of-the-art ones. The main contribution of this paper is to jointly learn two nonlinear variables (i.e., gait and pose) in a unified latent manifold, where each variable still maintains its own manifold topology. Although we cannot postulate that the toroidal prior is the optimal one for learning JGPM, this heuristic idea is shown to be promising and could be extended to other manifold learning problems, where multiple latent factors are involved and preferred to be learned in one shared structure to reflect their coupling effect as well as individual topologies.
