We describe a variant of temporal-difference learning that approximates average and differential costs of an irreducible aperiodic Markov chain. Approximations are comprised of linear combinations of fixed basis functions whose weights are incrementally updated during a single endless trajectory of the Markov chain. We present results concerning convergence and the limit of convergence. We also provide a bound on the resulting approximation error that exhibits an interesting dependence on the "mixing time" of the Markov chain. The results parallel previous work by the authors, involving approximations of discounted cost-to-go.
Introduction
Temporal-difference learning, originally proposed by Sutton (1988) , is an algorithm for approximating the cost-to-go function of a Markov chain (the expected future cost, as a function of the initial state). Given a set of basis functions, the algorithm tunes a vector of weights so that the weighted combination of the basis functions approximates the cost-to-go function. The weights are iteratively adapted based on information drawn from either simulation or observation of a Markov process. Updates occur upon each state transition with the objective of improving the approximation as time progresses.
The reason for our interest in cost-to-go functions is their central role in dynamic programming algorithms for solving Markov decision problems. In particular ,
given the cost-to-go function associated with a given control policy, one can perform an iteration of the classical policy iteration method to obtain an improved policy (Bertsekas, 1995) . However, when the state space is large, the exact computation of the cost-togo function becomes infeasible, and this is why we are interested in approximations.
A comprehensive convergence analysis for the case of discounted Markov chains has been provided by the authors (Tsitsiklis and Van Roy, 1997a) . A simplified version of that work, together with extensions to the case of undiscounted absorbing Markov chains, is presented in (Bertsekas and Tsitsiklis, 1995) . Related analyses are given by (Sutton, 1988) , (Dayan, 1992) , (Gurvits et al., 1994), and (Pineda, 1996) . The purpose of the present paper is to describe a variant of temporal-difference learning that is suitable for approximating differential cost functions of undiscounted Markov chains (i.e., solutions to Poisson's equation). This algorithm has been proposed and analyzed in (Tsitsiklis and Van Roy, 1997b) , and we will summarize some of the results in the present paper. We refer the reader to (Mahadevan, 1996) and our full-length paper (Tsitsiklis and Van Roy, 1997b) for overviews of prior work on this topic.
Average Cost Temporal-Difference Learning
In this section, we define precisely the nature of average cost temporal-difference learning. While the temporaldifference learning method as well as our subsequent results can be generalized to Markov chains with infinite state spaces, we restrict our attention to the case where the state space is finite.
We consider a Markov chain with a state space S = (1,. . . , n } . The sequence of states visited by the Markov chain is denoted by {it I t = 0 , 1 , . . .}. The Markov chain is defined by a transition probability matrix P whose ( i , j ) t h entry, denoted by p i j , is the probability that it+l = j given that it = i . We make the following assumption concerning the dynamics of the Markov chain: (Gallager, 1996) . We will refer to J * as the basic differential cost function, and it is known that, under Assumption 1, this function is given bY t=O Furthermore, if J is any differential cost function, then J ( i ) -J ( j ) represents the difference in expected future costs if the initial state j were to be replaced by i, and can be used to guide the policy iteration algorithm.
We consider approximations to differential cost functions using a function of the form It is convenient to define a vector-valued function I $ :
With this notation, the approximation can also be written in Suppose that we observe a sequence of states it generated according to the transition probability matrix P . 
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Given that at a time t , the parameter vector T has been set to some value rt , and we have an approximation ,ut to the average cost p*, we define the temporal difference dt corresponding to the transition from it to it+l
For each time t = 0 , 1 , . . ., the average cost temporaldifference learning algorithm updates the average cost estimate p t and the parameter vector rt. The average cost estimate is updated according to
where PO is an initial estimate and vt is a sequence of scalar step sizes. The parameter vector evolves according to a more complex iteration: t where the components of ro are initialized to arbitrary values, -yt is a sequence of scalar step sizes, and X i s a parameter in [0,1). Since temporal-difference learning is actually a corilinuum of algorithms, pararneterized by A, it is often referred to as TD(X). and the eligibility vectors can be updated according lo
initialized with 2-1 = 0. Note that it is important to set the parameter X to values less than one, since the eligibility vector becomes unstable if X 2 1.
We make one final assumption, regarding the step size sequences.
Assumption 3 (a)
T h e sequence -yt is positive, deterministic, and satisfies E,"=, yt = 00 and $ < CO. 
Convergence Result
In this section, we present the main result of this paper, which establishes convergence and characterizes the limit of convergence of average cost temporal-difference learning. We begin by introducing some notation that helps to streamline the formal statement of results.
Recall that ~( l ) ,
. . . , ~( n )
denote the steady-state probabilities for the process it. We define an n x n diagonal matrix D with diagonal entries ~( l ) ,
.
~. , ~( n ) .
It is easy to see that ( z , y )~ = z'Dy defines a Hilbert space with norm 11 . = m. - is an approximation to the basic differential cost function where the summation in Equation (1) is truncated after m terms, and the remainder of the summation is approximated by P"+lJ. In fact, the remainder of the summation is exactly equal to Pmt'J*, so Pm+'J is a reasonable approximation when J* is unknown and J is its estimate. The function T(') J is therefore a geometrically weighted average of approximations to the differential cost function.
Our convergence result follows 
Approximation Error
The result presented in the previous section establishes that the sequence rt generated by TD(X) converges to r * , which uniquely solves rIT(')(@r*) = Qr*. However, we have not commented on the quality of this final approximation. In this section, we present a definition of approximation error and an associated error bound.
In our analysis of discounted cost TD(X) (Tsitsiklis and Van Roy, 1997a) , we employed the error metric IIQr* -J * \~D , where J* was the cost-to-go function for a discounted Markov chain. This formulation enabled the development of a graceful error bound. In the context of average cost TD(X), one might proceed similarly and define the error to be (IQr* -J*llo, where J * is the basic differential cost function. However, because we would be content with a good approximation of any differential cost function, and not just the basic one, this definition may not accurately reflect our preferences. In particular, there may exist a parameter vector F such that IlQpr-J l l~ is very small for some differential cost function 9, while I I QPT -J * l l~ is large for a11 r . To accommodate this possibility, we will employ as our definition of approximation error the infimum of the weighted Euclidean distance from the set of all differential cost functions, which is given by the following expression:
In addition to catering intuitive appeal, this definition will lead to a graceful error bound.
Our error metric can alternatively be expressed in a form that does not involve infimization. To derive this representation, we first note that any vector J E ?Rn can be decomposed into a component PJ that is Dorthogonal to e , and a component ( I -P ) J that is a multiple of e , where P is the projection matrix defined
by It is easily checked that
t-DO
This implies that P and P commute (i.e., PP = PP).
By definition of J * , we have e'DJ* = T'J* = 0.
It follows that P J* = J * . Since the minimum distance of the vector @r* -J * from the subspace {celc E %} is equal to the magnitude of the projection onto the orthogonal complement of the subspace, we have From here on, we will use this simpler characterization rather than the original definition of approximation error.
The projection matrix P can be applied to each basis function 4 k to obtain the function P d k , which is Dorthogonal to e. It is shown in (Tsitsiklis and Van Roy, 1997b ) that replacing each q5k by Pq5k does not change the limit to which TD(X) converges or the resulting approximation error. In particular, when the basis func- Central to the development of out error bound is the notion of a "mixing time," which represents the time it takes for a Markov process to reach steady state. We define a mixing factor and refer the reader to (Tsitsiklis and Van Roy, 1997b ) for a discussion of its relevance.
For X E [0, l), define a stochastic matrix P(') = (1 -
and we define a scalar a~ for each X E [0, 1) by
Conclusion
We have presented a variant of temporal-difference learning that i s suitable for approximating differential cost functions, as well as results pertaining to its convergence. In addition, we have provided bounds on the distance of the limiting function (a$, from the space of differential cost functions. These bounds involve the expression inf,. IlPQr -J * l ( o , which is natural because no approximation could have error smaller than this expression (when the error is measured in terms of P . ) l l~) . What is interesting is the factor of 1/ SUI 1 -a:. The value of a ' is in [0, 1) and generally decreases as X increases, approaching zero as X approaches one. Although this is only a bound, it strongly suggests that higher values of X may lead to more accurate approximations. However, as has often been observed in the context of discounted cost temporaldifference learning, lower values of X may lead to substantial gains in computational efficiency.
It is interesting to note that even if a given Markov chain takes a long time to reach steady state, the mixing factor ay^ may be small due to the choice of basis functions. In particular, the expected future value E[dk(it)lio] of a basis function may converge rapidly even though E[J(it)lio] converges slowly for some other function J . This may partially explain why small values of X seem to lead to good approximations even with Markov chains that converge to steady state rather slowly. The impressive Tetris player that was constructed using methods similar to temporal-difference learning with small values of X may exemplify this possibility (Bertsekas and Ioffe, 1996) . This mixing factor leads to the following error bound: The TD(X) algorithm we have described simultaneously tunes estimates of the average cost and a. differential cost function. In addition to this algorithm, in our full-length paper (Tsitsiklis and Van Roy, 1997b) , we also consider an interesting alternative that involves first finding an estimate p to the average cost ,U*, and then carrying out the updates given by Equation (3) with dt defined by and limxp ax = 0. Note that the bound is a multiple of
