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Abstract
We describe the construction of explicit two-step Runge–Kutta methods of order p and stage order q=p−1
or q = p with large regions of absolute stability. This process is illustrated for the methods of order p = 2,
and 3 and leads to new methods which are competitive with explicit Runge–Kutta methods of the same
order.
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1. Introduction
Consider the initial-value problem for the system of ordinary di8erential equations (ODEs)
y′(x) = f(y(x)); x∈ [x0; X ];
y(x0) = y0 ∈Rm (1.1)
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and the class of explicit two-step Runge–Kutta (TSRK) methods
yi+1 = yi−1 + (1− )yi + h
s∑
j=1
(vjf(Y
j
i−1) + wjf(Y
j
i ));
Y ji = ujyi−1 + (1− uj)yi + h
s∑
k=1
(ajkf(Y ki−1) + bjkf(Y
k
i )); (1.2)
j = 1; 2; : : : ; s; i = 1; 2; : : : ; N − 1, which can be represented by the table of coeIcients
u A B
 vT wT
=
u1 a11 a12 · · · a1s
u2 a21 a22 · · · a2s b21
...
...
...
. . .
...
...
. . .
us as1 as2 · · · ass bs1 · · · bs; s−1
 v1 v2 · · · vs w1 · · · ws;s−1 ws
:
Here, N is a positive integer; h = (X − x0)=N is a Kxed stepsize; xi = x0 + ih; i = 0; 1; : : : ; N ; yi
is an approximation to y(xi) and Y
j
i is an approximation y(xi + cjh), where y(x) is the solution
to (1.1). It will be assumed throughout this paper that −1¡6 1 which means that the method
(1.2) is zero-stable. These methods were introduced by Jackiewicz and Tracogna [8–10], and further
investigated by Jackiewicz and Vermiglio [11], Tracogna [17], Butcher and Tracogna [5], Hairer
and Wanner [7], Bartoszewski and Jackiewicz [1–3], Tracogna and Welfert [18], and Jackiewicz and
Verner [12].
In [1] the construction of TSRK methods is described for which the stability polynomial assumes
the form prescribed in advance with some desirable stability properties. In the case of explicit
TSRK methods the stability polynomial assumes the form p(; z) = sq(; z), with a root  = 0
of multiplicity s and the quadratic polynomial q(; z) = 2 − p1(z) + p2(z) with large interval of
absolute stability. Such quadratic polynomials can be constructed using the approach based on the
Schur criterion [6,13,14]. In this paper we will take a di8erent approach and choose the remaining
free parameters of the method (after satisfying the appropriate order and stage order conditions)
trying to maximize the area of the intersection of the region of absolute stability with the negative
half plane. After a short review of order conditions and stability properties of TSRK methods in
Section 2 this process is illustrated in Section 3 for methods with s = 1 and p = q + 1 = 2; s = 1
and p= q= 2; p= q+ 1= s= 2; p= q= s= 2; p= q+ 1= s= 3, and p= q= s= 3, where s is
the number of stages, p is the order and q is the stage order of the method. In Section 4 numerical
experiments are presented which indicate that the new TSRK methods are competitive with explicit
RK formulas of the same order. Finally, in Section 5 some concluding remarks are given and plans
for future research are outlined.
2. Order conditions and stability properties of TSRK methods
It follows from the results of [9] (compare also [5,7,11,12,18]) that if
C! :=
c!
!!
− (−1)
!
!!
u− A(c − e)
!−1
(!− 1)! −
Bc!−1
(!− 1)! = 0; (2.1)
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!= 1; 2; : : : ; s, and
Cˆ! :=
1
!!
− (−1)
!
!!
− v
T(c − e)!−1
(!− 1)! −
wTc!−1
(!− 1)! = 0; (2.2)
!= 1; 2; : : : ; s+ 1, then the TSRK method (1.2) is convergent with order p, i.e.,
sup{‖y(xi)− yi‖: 06 i6N}=O(hp);
as h → 0. Moreover, the principal part of the local discretization error at the point xi+1 takes the
form
le(xi+1) =
(
Cˆp+1y(p+1)(xi) + (v+ w)TCp
9f
9y (y(xi))y
(p)(xi)
)
hp+1 + O(hp+2):
If (2.1) and (2.2) are satisKed the method (1.2) is said to be of order p and stage order q=p− 1.
If, in addition, Cp = 0, the TSRK method is said to be of order p and stage order q = p. In this
case the principal part of the local discretization error at xi+1 takes a simple form
le(xi+1) = Cˆp+1y(p+1)(xi)hp+1 + O(hp+2):
To study stability properties of TSRK methods we reformulate (1.2) as general linear method of
the form[
Y
y[i+1]
]
=
[
A1 B1
A2 B2
][
hf(Y )
y[i]
]
; (2.3)
i = 1; 2; : : : ; N − 1, where
Y = [Y 1i−1 · · · Y si−1 Y 1i · · · Y si ]T;
f(Y ) = [f(Y 1i−1) · · · f(Y si−1) f(Y 1i ) · · · f(Y si )]T;
y[i] = [Y 1i−1 · · · Y si−1 yi−1 yi]T;
A1 =
[
0 0
A B
]
; B1 =
[
I 0 0
0 u e − u
]
;
A2 =


A B
0 0
vT wT

 ; B2 =


0 u e − u
0 0 1
0  1− 


and e = [1; : : : ; 1]T ∈Rm, compare [1]. The application of (2.3) to the linear test equation
y′ = $y; x¿ 0; (2.4)
$∈C, leads to the recurrence relation
y[i+1] =M (z)y[i];
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i = 1; 2; : : : ; N − 1; z = h$, where the so called stability matrix M (z) is deKned by
M (z) = B2 + zA2(I − zA1)−1B1:
We also deKne the stability polynomial p(; z) by the relation
p(; z) = det(I −M (z)) (2.5)
and the region of absolute stability A of the method (1.2) by
A= {z ∈C: p(; z) = 1⇒ ||¡ 1}: (2.6)
In the next part of the paper we will illustrate how to construct TSRK methods of order p and stage
order q= p− 1 or q= p with large regions of absolute stability A.
3. Construction of TSRK methods with large regions of absolute stability
After satisfying the appropriate order and stage order conditions we will choose the remaining free
parameters trying to maximize the intersection of the area of absolute stability with negative half
plane. This usually leads to many formulas and we then try to select methods with ‘nice’ coeIcients
and reasonably small error constants. This process is illustrated below for methods of order two and
three.
3.1. TSRK methods with s= 1 and p= q+ 1 = 2
TSRK methods with s= 1 are given by the abscissa c and the table
u a 0
 v w
;
where u; ; a; v; and w are real parameters. Solving the system of order and stage order conditions
Cˆ1 =0; Cˆ2 =0, and C1 =0 with respect to a; v; and w we obtain a three parameter family of TSRK
methods of order p= 2 stage order q= 1. The coeIcients of these methods are given by
a= c + u; v=
− 1 + 2c(1 + )
2
; w =
3 + − 2c(1 + )
2
and the local discretization error takes the form
le(xi+1) =
(
6c(1 + )− 12c − + 5
12
y′′′(xi)
+
(1 + )(2c(1− u)− c2 + u)
2
9f
9y (y(xi))y
′′(xi)
)
h3 + O(h4):
For Kxed values of ;−1¡6 1, we have performed a numerical search in the parameter space
(c; u) trying to maximize the region of absolute stability A of the corresponding TSRK methods.
These stability regions are plotted in Fig. 1 for 0 = −1 (dotted line), i = −0:9 + 0:1(i − 1); i =
1; 2; : : : ; 20, (thin lines) together with stability region of RK method of order 2 (thick line).
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Fig. 1. Stability regions of TSRK methods with s=1 and p= q+1= 2 and RK method of order 2 (thick line). Stability
regions of TSRK methods correspond to the values of 0 =−1 (dotted line), and i =−0:9 + 0:1(i − 1); i = 1; 2; : : : ; 20
(thin lines, from left to right).
3.2. TSRK methods with s= 1 and p= q= 2
Solving in addition to Cˆ1 = 0; Cˆ2 = 0, and C1 = 0 the stage order condition C2 = 0 with respect
to u we obtain a two-parameter family of TSRK methods given by
u=
c(2− c)
2c − 1 ; a=
c(c + 1)
2c − 1 ; c =
1
2
;
where v and w are deKned as in Section 3.1. The local discretization error for these methods takes
now the form
le(xi+1) =
6c(1 + )− 12c − + 5
12
y′′′(xi)h3 + O(h4):
We have plotted in Fig. 2, the area of the region of absolute stability for −16 c6 1 and
−16 6 1 together with contours corresponding to the areas equal to 1, 1.5, 2, 2.5, 3, 3.5, and 4.
3.3. TSRK methods with s= 2 and p= q+ 1 = 2
TSRK methods with s= 2 are given by the vector of abscissa c = [c1; c2] and the table
u1 a11 a12
u2 a21 a22 b21
 v1 v2 w1 w2
;
where u1; u2; ; a11; a12; a21; a22; v1; v2; w1, and w2 are real parameters. Assuming that c1=0; c2=1; =
0, and solving the system of order conditions Cˆ1 = 0; Cˆ2 = 0, with respect to v1 and v2, and stage
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Fig. 2. Area of the stability regions of TSRK methods with s = 1 and p = q + 1 = 2 and contours corresponding to the
areas equal to 1, 1.5, 2, 2.5, 3, 3.5, and 4.
order condition C1 = 0 with respect to a11, and a21, we obtain a seven parameter family of TSRK
methods of order p= 2 and stage order q= 1. The coeIcients of these methods are given by
a11 = u1 − a12; a21 = 1− a22 − b21 + u2;
v1 =
2w1 − 1
2
; v2 =
3− 2w1 − 4w2
2
:
The local discretization error for these methods takes the form
le(xi+1) =
(
5− 12w2
12
y′′′(xi) + (v+ w)TC2
9f
9y (y(xi))y
′′(xi)
)
h3 + O(h4);
where
C2 =
[
2(u1 − a12)− u1
2
1− u2 + 2(1− a22 − b21 + u2)
2
]T
:
Performing a numerical search trying to maximize the region of absolute stability of the resulting
method we obtained a TSRK formula with coeIcients
0:911557 0:692385 0:219172
0:601892 0:635887 0:235132 0:730872
0 −0:163152 −0:0657949 0:892098 0:336848
:
The stability region of this method is plotted in Fig. 3 by thin line and the local discretization error
le(xi+1) has the form
le(xi+1) =
(
0:0798184y′′′(xi) + 0:398787
9f
9y (y(xi))y
′′(xi)
)
h3 + O(h4):
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Fig. 3. Stability region of TSRK methods with s=2 and p=q+1=2 (thin line), TSRK method with s=2 and p=q=2
(thin dashed line) and RK method of order 2 (thick line).
3.4. TSRK methods with s= 2 and p= q= 2
Assuming that c1 = 0; c2 = 1;  = 0, and solving the order and stage order conditions Cˆ1 =
0; Cˆ2 = 0; C1 = 0, and C2 = 0 we obtain a Kve parameter family of TSRK methods depending on
u1; u2; b21; w1, and w2. The coeIcients of these methods are given by
a11 =
u1
2
; a12 =
u1
2
;
a21 =
u2 − 1
2
; a22 =
3− 2b21 + u2
2
;
v1 =
2w1 − 1
2
; v2 =
3− 2w1 − 4w2
2
and the local discretization error takes the form
le(xi+1) =
5− 12w2
12
y′′′(xi)h3 + O(h4):
A computer search in the parameter space u1; u2; b21; w1, and w2 leads to the method with coeIcients
0:308343 0:154172 0:154172
−0:113988 −0:556994 0:00838564 1:43462
0 −0:526458 0:0787465 1:47417 −0:0264581
for which the region of absolute stability is plotted in Fig. 3 by thin dashed line. The local dis-
cretization error of this method is
le(xi+1) = 0:443125y′′′(xi)h3 + O(h4):
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3.5. TSRK methods with s= 3 and p= q+ 1 = 3
We will look for methods with c = [0; 12 ; 1]
T. Solving order and stage order conditions Cˆ1 =
0; Cˆ2 = 0; Cˆ3 = 0; C1 = 0; C2 = 0 we obtain a 12 parameter family of methods depending on
u1; u2; u3; w1; w2; w3; a13; a23; a33; b21; b31, and b32. The coeIcients of these methods are given by
a11 = a13; a12 = u1 − 2a13;
a21 =
4a23 + 4b21 − 3
4
; a22 =
5− 8a23 − 8b21 + 4u2
4
;
a31 = a33 + b31 + 2b32 − 2; a32 = 3− 2a33 − 2b31 − 3b32 + u3;
v1 =
7− 6w2 − 18w3
6
; v2 =
9w2 + 24w3 − 10
3
; v3 =
19− 6w1 − 18w2 − 36w3
6
:
The local discretization error of this method has the form
le(xi+1) =
(
4− 3w2 − 12w3
24
y(4)(xi) + (v+ w)TC3
9f
9y (y(xi))y
′′′(xi)
)
h4 + O(h5);
where
C3 =
[
u1 − 6a13
24
23− 24a23 − 24b21 + 4u2
96
19− 6a33 − 6b31 − 18b32 + u3
24
]T
:
A computer search leads to the method with coeIcients
A=


0:264446 −0:507512 0:264446
0:240292 −0:631471 0:597963
0:0969341 −0:578148 0:98944

 ; B=


0 0 0
0:392328 0 0
0:582927 0:262283 0

 ;
u= [0:0213802 0:0991119 0:353437]T;
v= [0:197972 − 0:543131 0:521515]T;
w = [0:0867149 0:621047 0:115883]T;
whose stability region is plotted in Fig. 4 by thin line. The local discretization error of this method
is
le(xi+1) =
(
0:0310945y(4)(xi) + 0:119185
9f
9y (y(xi))y
′′′(xi)
)
h4 + O(h5):
This method will be implemented in the variable stepsize algorithm tsrk23 and tested numerically
in Section 4.
3.6. TSRK methods with s= 3 and p= q= 3
We assume again that c=[0; 12 ; 1]
T. Solving in addition to Cˆ1 =0; Cˆ2 =0; Cˆ3 =0; C1 =0; C2 =0
the stage order condition C3 = 0 we obtain a nine parameter family of methods depending on
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Fig. 4. Stability region of TSRK methods with s=3 and p=q+1=3 (thin line), TSRK method with s=3 and p=q=3
(thin dashed line) and RK method of order 3 (thick line).
u1; u2; u3; w1; w2; w3; a13; b21; b31, and b32. The coeIcients of these methods are given by
a11 =
u1
6
; a12 =
2u1
3
; a13 =
u1
6
;
a21 =
5 + 4u2
24
; a22 =
2(u2 − 1)
3
; a23 =
23− 24b21 + 4u2
24
;
a31 =
7− 6b32 + u3
6
; a32 =
9b32 + 2u3 − 10
3
; a33 =
19− 6b31 − 18b32 + u3
6
;
v1 =
7− 6w2 − 18w3
6
; v2 =
9w2 + 24w3 − 10
3
; v3 =
19− 6w1 − 18w2 − 36w3
6
;
The local discretization of this method is
le(xi+1) =
4− 3w2 − 12w3
24
y(4)(xi)h4 + O(h5):
A computer search leads to the method with coeIcients
A=


0:0249718 0:0998873 0:0249718
0:206596 −0:673615 0:248254
0:618834 −1:62655 0:466708

 ; B=


0 0 0
0:708342 0 0
1:03838 0:556873 0

 ;
u= [0:149831 − 0:0104229 0:0542442]T;
v= [0:620859 − 1:83706 0:552552]T;
w = [1:40014 0:122363 0:141148]T;
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whose stability region is plotted in Fig. 4 by thin dashed line. The local discretization error of this
method is
le(xi+1) = 0:0807972y(4)(xi)h4 + O(h5):
This method will be implemented in the algorithm tsrk33 and tested numerically in the next section.
4. Numerical experiments
To illustrate the potential of the new formulas constructed in this paper we will compare their
performance with the state-of-the-art Matlab code ode23 described in [16] which is based on em-
bedded pair of RK methods of order 2 and 3 constructed in [4]. This code uses local extrapolation
so it is e8ectively of order 3. To make this comparison we have implemented TSRK methods with
p = q + 1 = s = 3 and p = q = s = 3 constructed in Sections 3.5 and 3.6 in a variable stepsize
environment following the approach described in [2,17]. These methods are not self-starting and we
have used the continuous RK method of uniform order three with four stages constructed by Owren
and Zennaro [15] to compute the required approximations to the solution of (1.1) on the Krst step
from x0 to x1 = x0 + h0. As explained in [2,17] the principal part of the local discretization error of
TSRK methods at the point xn+1 can be estimated by the formula
est(xi+1) = hi+1
s∑
j=1
('1; jF(Y
j
i ) + '2; jF(Y˜
j
i−1)); (4.1)
where Y˜ ji−1 is an approximation to y(xi +(cj − 1)hi+1) and the vectors '1 and '2 satisfy the system
of linear equations
'T1 e = 0; '
T
2 e = 0;
'T1 c
!−1 + 'T2 (c − e)!−1 = 0; != 2; 3;
'T1 c
3 + 'T2 (c − e)3 = 6Cˆ4;
('1 + '2)TC3 = (v+ w)TC3: (4.2)
Here, c! stands for componentwise multiplication. For the methods with p=q+1= s=3 constructed
in 3.5 this system has a unique solution given by
'1 = [− 0:184385; 0:743358;−0:558973]T;
'2 = [0:933562;−2:24171; 1:30815]T:
For the methods with p= q= s=3 given in 3.6 the last equation of (4.1) is automatically satisKed
(since C3 = 0) and we obtain a family of solutions
'1 = [− 3:87826 + ); 6:46377− 1:33333); −2:58551 + 0:333333)]T;
'2 = [1:29275 + 0:333333); −1:29275− 1:33333); )]T;
where ) is a free parameter. In our implementation of this method we have chosen ) = 0. The
computation of the quantities Y˜ ji−1 appearing in (4.1) is discussed in [2]. The resulting algorithms
will be denoted by tsrk23 and tsrk33, respectively.
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Fig. 5. Number of functions evaluations nfe versus A for algorithms tsrk23, tsrk33 and ode23.
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Fig. 6. Global error ge versus A for algorithms tsrk23, tsrk33 and ode23.
We have applied these algorithms as well as ode23 to the Van der Pohl system
y′1 = y2; y1(0) = 2;
y′2 = A(1− y21)y2 − y1; y2(0) = 0; (4.3)
x∈ [0; 20], where A is a real positive constant. Since the TSRK methods employed in tsrk23 and
tsrk33 have larger regions of absolute stability than the RK methods of order three utilized in
ode23 we expect that they should perform better when the stepsize is chosen by stability rather than
accuracy requirements. This should eventually happen if A is large enough and for problem (4.3)
already manifests itself for A greater than about 12 if tol = 10−3 and for A greater than about 25 if
tol = 10−6, where tol is the error tolerance used in tsrk23, tsrk33, and ode23. This is conKrmed
in Fig. 5 where we have plotted the number of functions evaluations (denoted by nfe) for tsrk23
(dotted line), tsrk33 (dashed line) and ode23 (solid line) versus A for the tolerance tol = 10−3
and tol = 10−6. In Fig. 6 we have plotted the corresponding global errors at the endpoint of the
interval of integration. We can see that for A greater than about 12 for tol = 10−3 and for A greater
than about 25 for tol = 10−6 the tsrk33 is not only the most eIcient of the three algorithms but
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Table 1
Cost statistics and global error for tol = 10−3
Code tsrk23 tsrk33 ode23
A 6 18 6 18 6 18
ns 281 268 326 271 175 318
nr 1 8 0 7 35 18
nfe 860 851 992 860 631 1009
ge 1:0 · 10−3 8:1 · 10−5 1:1 · 10−3 1:6 · 10−4 1:7 · 10−4 4:7 · 10−4
Table 2
Cost statistics and global error for tol = 10−6
Code tsrk23 tsrk33 ode23
A 20 30 20 30 20 30
ns 872 373 949 331 843 516
nr 8 13 5 11 22 16
nfe 2663 1181 2888 1052 2596 1597
ge 7:3 · 10−7 2:4 · 10−6 9:9 · 10−7 3:5 · 10−7 2:1 · 10−7 4:8 · 10−7
also more accurate than ode23 which shows the advantage of high stage order for more stringent
tolerances. The more precise cost statistics and global error at the end of the interval of integration
are presented in Table 1 for tol=10−3; A=6 and 18, and in Table 2 for tol=10−6; A=20 and 30,
where ns is the number of steps, nr is the number of rejected steps, nfe is the number of evaluations
of the function f, and ge is the global error at the endpoint of integration.
5. Concluding remarks
We described the construction of explicit TSRK methods of high stage order for ODEs. After
satisfying the appropriate order and stage order conditions the remaining free parameters are then
chosen trying to maximize the region of absolute stability of the resulting TSRK method. This
process is illustrated for methods with s=1 and p= q+1=2; s=1 and p= q=2; p= q+1= s=
2; p=q=s=2; p=q+1=s=3, and p=q=s=3 and leads to methods with larger stability regions
than it is possible for RK methods of the same order. It is also demonstrated that the numerical
algorithms tsrk23 and tsrk33 based on methods with p = q + 1 = s = 3 and p = q = s = 3 are
competitive with the Matlab code ode23.
Future work will address the construction of methods of higher order and stage order and the
implementation issues related to these methods such as estimation of local discretization error, step
control strategy, construction of continuous interpolants as well as testing on problems from real life
applications and comparison with other methods.
J. Chollom, Z. Jackiewicz / Journal of Computational and Applied Mathematics 157 (2003) 125–137 137
Acknowledgements
The authors wish to express their gratitude to anonymous referees for their helpful remarks.
References
[1] Z. Bartoszewski, Z. Jackiewicz, Construction of two-step Runge–Kutta methods of high order for ordinary di8erential
equations, Numer. Algorithms 18 (1998) 51–70.
[2] Z. Bartoszewski, Z. Jackiewicz, Toward a two-step Runge–Kutta code for nonsti8 di8erential systems, Appl. Math.
28 (2001) 353–365.
[3] Z. Bartoszewski, Z. Jackiewicz, Stability analysis of two-step Runge–Kutta methods for delay di8erential equations,
Comput. Math. Appl. 44 (2002) 83–93.
[4] P. Bogacki, L.F. Shampine, A 3(2) pair of Runge–Kutta formulas, Appl. Math. Lett. 2 (1989) 1–9.
[5] J.C. Butcher, S. Tracogna, Order conditions for two-step Runge–Kutta methods, Appl. Numer. Math. 24 (1997)
351–364.
[6] E. Hairer, S.P. NHrsett, G. Wanner, Solving Ordinary Di8erential Equations I. Nonsti8 Problems, Springer, Berlin,
Heidelberg, New York, 1993.
[7] E. Hairer, G. Wanner, Order conditions for general two-step Runge–Kutta methods, SIAM J. Numer. Anal. 34 (1997)
2087–2089.
[8] Z. Jackiewicz, S. Tracogna, A representation formula for two-step Runge–Kutta methods. In: E.A. Lipitakis (Ed.),
Proceedings of the Second Hellenic European Conference on Mathematics and Informatics, September 22–24,
Hellenic Mathematical Society, Athens, Hellas, 1994, pp. 111–120.
[9] Z. Jackiewicz, S. Tracogna, A general class of two-step Runge–Kutta methods for ordinary di8erential equations,
SIAM J. Numer. Anal. 32 (1995) 1390–1427.
[10] Z. Jackiewicz, S. Tracogna, Variable stepsize continuous two-step Runge–Kutta methods for ordinary di8erential
equations, Numer. Algorithms 12 (1996) 347–368.
[11] Z. Jackiewicz, R. Vermiglio, General linear methods with external stages of di8erent orders, BIT 36 (1996)
688–712.
[12] Z. Jackiewicz, J.H. Verner, Derivation and implementation of two-step Runge–Kutta pairs, Japan J. Ind. Appl. Math.
19 (2002) 227–248.
[13] J.D. Lambert, Computational Methods in Ordinary Di8erential Equations, John Wiley, Chichester, New York, 1973.
[14] M. Marden, Geometry of Polynomials, American Mathematical Society, Providence, RI, 1966.
[15] B. Owren, M. Zennaro, Derivation of eIcient, continuous, explicit Runge–Kutta methods, SIAM J. Sci. Statist.
Comput. 13 (1992) 1488–1501.
[16] L.F. Shampine, M.W. Reichelt, The Matlab ODE suite, SIAM J. Sci. Comput. 18 (1997) 1–22.
[17] S. Tracogna, Implementation of two-step Runge–Kutta methods for ordinary di8erential equations, J. Comput. Appl.
Math. 76 (1997) 113–136.
[18] S. Tracogna, B. Welfert, Two-step Runge–Kutta methods: theory and practice, BIT 40 (2000) 775–799.
