A key to obtain a high quality of stacking ensemble is to select a proper configuration for the specific dataset. Various approaches are proposed on this topic. GA-Ensemble is an effective approach using genetic algorithm to select the configuration. However, the weakness of the problem encoding and the reproduction of unnecessary individuals in GA-Ensemble impact the accuracy of the approach. In this work, the subspace partition and a tabu strategy are used to improve the accuracy of GA-Ensemble. The results over 13 UCI datasets show that the new proposed approach has a better performance.
Introduction
Stacking is one of classic ensemble methods, it has been applied in various fields [1, 2, 3, 4] and performs well in several data mining competitions [5, 6] . With the learning combination, stacking is usually constructed of two levels of classifiers. The classifier in the low (base) level is called the base classifier and in the high (meta) level is called the meta classifier.
One problem of stacking is how to select a proper configuration of stacking, i.e., the combination of base classifiers and meta classifier. Both of the base and meta classifiers are considered in this problem. The size of the search space is × 2 − 1 if there are m candidate learning algorithms for the meta classifier and b candidate base classifiers. Exhaustive search, with no doubt, would cause a large cost of time and is impractical. In the earlier years, researchers used fixed configurations for classification [7, 8, 9, 10] . But the results were ragged over multiple datasets because the configuration selection is domain specific. In recent years, researchers introduced heuristic search algorithms such as Genetic Algorithm [11] (GA) and Ant Colony Optimization [12] (ACO) to solve this problem and achieved great results. GA-Ensemble [13] (GA-E) is a simple and efficient approach using GA for the configuration selection. However, the encoding of the individual in GA-Ensemble underestimates the importance of the meta classifier, which lowers the quality of the search process. And when there are more than 2 candidates in the meta level, the limitation of the encoding may cause a loss of a better solution [14] . Besides, there are a number of reproductions of the unnecessary individuals, which takes up the chance of searching better configurations when the search space is not huge but still cost a lot of time.
In this paper, we propose an approach called Advanced GA-Ensemble (AGA-E) to improve the accuracy of GA-E. This new approach selects the configuration by several independent GA processes on subspaces and uses a tabu strategy to deal with the unnecessary reproduction. Empirical results on 13 UCI datasets shows that AGA-E is more adaptive and promising.
The structure of this paper is as follows. Section "Related Work" presents the related work of the configuration selection of stacking. Section "Advanced GA-Ensemble" gives the detailed description of the new proposed approach. In Section "Experiments and Results", the experiments are described and the results are discussed. In Section "Conclusion and Future work", the conclusion and future work are discussed.
Related Work
The selection of the configuration is regarded as a "black art" since the stacking came out [15] . In [7] , a variant of stacking using the Multi-response Logistic Regression (MLR) for the meta classifier is proposed and it makes full use of the class distributions from the base classifiers to gain a good ensemble. In [8] , the stacking using a modified decision tree as the meta classifier is proposed. In [9] , StackingC, a variant of stacking with MLR, is proposed for multi-class classification. In [10] , the stacking with Multi-Response Model Tree (MRMT) is proposed and it was concluded that the stacking with MRMT outperformed to the other variants above. However it is the combination of the meta and base classifiers that decides the performance and these variants of stacking only consider a part of it. And the results of the above work are unconvincing [16] .
The heuristic search algorithms are introduced for the selection of the configuration. In [16] , GA-Stacking which uses the GA to select the dataset dependent configuration is proposed. It selects the combination and the parameters of the classifiers. The authors concluded that it was comparable to the best reported results of fixed configurations but suffered from a long execution time. In [13] , GA-Ensemble is proposed to improve the efficiency of GA-Stacking by using a pool of trained base candidates and reducing the meta candidates to 2 which, as mentioned before, lowers the quality of the output. In [14] , ACO-Stacking is proposed, using the ACO to find the configuration.
Advanced GA-Ensemble

Extension of GA-Ensemble
As mentioned before, the base classifiers and the meta classifier are the two important parts of the configuration, the meta part has the importance as much as the base part, i.e., 50%. The results of above work confirms that the configurations with the different meta classifier but the same base classifiers have different performances. For the analysis, we divide the whole search space into m subspaces by the meta classifier at first. Firstly, an individual in GA-E are represented by a chromosome with b bits of base genes and 1 bit of meta gene. However, the genes in the chromosome are treated equally. Therefore, the meta importance is 1/b of the base one, which means the genetic operations such as mutation, on subspaces happen as b times as the ones cross subspaces. Secondly, as a result of canonical binary encoding, GA-E can't search the rest b-2 subspaces when b>2. These two points make GA-E a weak search ability cross the subspaces and lowers the quality of the selected configuration.
Therefore, the encoding mixing the base and meta genes is not suit for the selection problem in stacking. And then we extend the GA-E by running m independent GA search processes like GA-E on subspaces ( Figure 1 ). So AGA-E has the same search ability on each subspace and can handle the situation of multiple meta candidates. The size of chromosome is b in the processes instead of b+1 in GA-E. The GA search process goes to select a best individual on each subspace. The selected individual and its configuration are called local best individual and local best configuration (LBC) respectively. At the end of AGA-E, the LBC with the highest individual fitness is chosen as final configuration.
Strategy for the Reproduction
It is pointed out that GA-E lacks strategies for the reproductions of the weak individuals [14] . Inspired by this point, we think that there are also some reproductions of unnecessary individuals. These individuals are not the global optima but have a relatively high fitness and therefore are reproduced with a quite probability in the evolution of population. Because of the limited size of population, using the places the unnecessary individuals occupy to search the new space can improve the chance of finding good configurations and the effectiveness of the search. Not only the fitness but also the ensemble size are considered to discriminate the unnecessary individuals. Considering a configuration c with k (≥2) base classifiers, we can obtain k configurations by removing one of the base classifiers from it and these k configurations are called c's sub-configurations, as the example shown in Figure 3 . Once find a sub-configuration sc whose fitness is equal to or higher than c's, c will be regarded as the unnecessary configuration and the individual will be discriminated as the unnecessary individual because compared to c, sc seems to have an equivalent and even higher performance with a smaller size. The tabu table and the generated set are introduced to reduce the reproduction of unnecessary individuals (Figure 2) . The generated set stores all of the individuals generated in the GA process. When a new population is generated, the generated set will be updated and the tabu table will be updated from the generated set. In the next generation, if an individual in the tabu table is generated The configuration k=3
The sub-configurations again in the crossover and mutation operation, the operation will be redone until the max trial value is reached. 
Phases of AGA-Ensemble
The pseudocode of AGA-E is shown in Figure 4 . AGA-E has three main phases: preparation, GA Search and output. In preparation phase (line 1-6), the input training set is split into 2 parts: the training part and the evaluating part. The training part is used to generate the ensemble classifiers in search process. Then, the evaluating part is used to calculate the fitness. In order to save the training time, the pool of b candidate base classifiers is generated in this phase [14] . In GA Search phase (line 7-10), m GA search processes are running to select the LBCs. The pseudocode of GAProcessOn is shown in Figure 5 . In the last phase (line [11] [12] [13] [14] , the final configuration is selected and then the corresponding stacking ensemble classifier is trained on the whole training set as the output of the approach.
Experiments and Results
Experimental Setups
To investigate the performance of AGA-E, the preliminary experiments are conducted in WEKA [17] . This environment includes some well-known ensemble method and all the candidate algorithms for meta and base classifiers in the experiments. 13 benchmarked classification datasets in different domains from the UCI machine learning repository [18] are used. Some basic information of these datasets is listed in Table 1 . The same in [14] , all the datasets are used without any preprocessing or feature selection. 10 different learning algorithms in WEKA are used to generate the candidate base classifiers in AGA-E. They are J48, Decision Stump, PART, Naïve Bayes, IB1, IBk, KStar, Logistic Regression, OneR and ZeroR, which are used in [14] . Except ZeroR, they and MRMT are used to generate the candidate meta classifier, which makes sure the intersection of the search spaces of AGA-E and GA-E.
And AGA-E is compared to the following 7 ensemble approaches. The parameters of AGA-E, GA-E and ACO-S2 in the experiments are shown in Table 2 .
• AdaBoost using C4.5 decision trees as base classifiers.
• Bagging using C4.5 decision trees as base classifiers.
• Random Forest using decision trees as base classifiers.
• StackingC using Naïve Bayes, IBk and C4.5 decision tree as the base classifiers and MRMT as the meta classifier.
• GA-E using the same candidate base classifiers as AGA-E.
• ACO-S2 using the same base and meta candidate classifiers as AGA-E.
Evaluation
To make the experiment results more robust, the 10-fold cross validation is adopted to calculate the average accuracy of each approach on each dataset. Then AGA-E's relative improvement, RAI [14] , with other approaches are calculated. In addition, the paired T-test, Sign test [19] , non-parametric Friedman test [20] and the Holm's procedure [21] are conducted to illustrate the statistical significance between AGA-E and other approaches. Besides to show the utility of the tabu strategy, the average rates of the re-operations of AGA-E are calculated.
Results and Analysis
The results of the average accuracies of the approaches and the results of the paired T-test on 13 datasets are shown in Table 3 . The maximum on each dataset are marked in bold and the significant results are denoted by superscript. 11/ 0/ 2 11/ 0/ 2 9/ 1/ 3 11/ 0/ 2 10/ 0/ 3 9/ 1/ 3 -a worse than AGA-E at the 1% significant level in the paired T-test. b worse than AGA-E at the 5% significant level in the paired T-test. c worse than AGA-E at the 10% significant level in the paired T-test.
AGA-E achieves the maximum on 9 datasets while Random Forest, GA-E and AdaBoost achieve 2, 2 and 1 respectively and the rest of approaches have no maximum on any dataset. However, in the result of T-test, AGA-E significantly outperforms AdaBoost, Bagging, Random Forest and StackingC on some of the 13 datasets and is not significantly better than GA-E and ACO-S2 on any single dataset. Moreover, AGA-E is not significantly worse than these 6 approaches on any dataset.
The counts of wins, ties and losses of AGA-E to other approaches over all datasets are also shown in the last row of Table 3 . The sign test makes use of the w/t/l values to reveal the significant differences over multiple datasets [19] . The results indicate that AGA-E outperforms AdaBoost, Bagging, StackingC and GA-E at the 5% significant level. But when compared to Random Forest and ACO-S2, AGA-E holds 9/1/3 on the w/t/l, which means the advantage of AGA-E is not significant but is near the 10% significant level.
RAI measures the AGA-E's relative improvement with other approaches across multiple datasets. It is calculated by Eq. 1.
where ( , ) and ( , ) refer to the average accuracy of AGA-E and approach x on dataset i respectively. In Table 4 , AGA-E gets a relative improvement of 70.49% with AdaBoost, 58.74% with Bagging, 37.00% with StackingC, 33.58% with Random Forest, 10.10% with GA-E and 9.57% with ACO-S2. In the Friedman test and the Holm's procedure, we focus on comparing the performances of GA-E, ACO-S2 and AGA-E over multiple datasets [22] . The p-value obtained from the Friedman test is 8.29%(<10%), which indicates that the performances of these 3 approaches are significantly different at the 10% level. In Table 5 , the average ranks and the adjusted p-values obtained from the Holm's procedure indicate that AGA-E has a better performance than ACO-S2 and GA-E at the 10% significant level. According to the results of various tests, it is summarized that although having a slightly advantage on the single dataset, AGA-E significantly outperforms other approaches over multiple datasets.
The re-operation rate (ROR) of AGA-E is calculated by Eq. 2.
The ( ) and ( ) refer to the number of the re-operations and the number of the operations on the dataset i respectively. When multiple re-operations are caused by an operation, they count only once. The ( ) represents the proportion of the unnecessary reproduction in the GA search and indicates the frequency of using the tabu strategy of AGA-E on dataset i. In Figure 6 , the ROR ranges from 13% to 19%, which means that there are a quite number of the unnecessary reproductions in the GA search. On one hand, it is worthy of the tabu strategy, on the other hand it confirms that GA search in the configuration selection is promising because of the ROR being not too high. 
Conclusion and Future Work
In this paper, we propose an advanced approach based on GA-E called AGA-E. This approach is more extensible than GA-E at the meta level and can reduces the chance of the reproduction of unnecessary individuals. And the results of experiments show that the new approach is significant superior to GA-E over multiple datasets but is slightly better than GA-E on the single dataset and indicates the value of the tabu strategy introduced. Therefore, the new approach has a higher adaptability and a better performance.
In future work, not only the benchmarked UCI datasets, the real-life application datasets will be used to test the performance of AGA-E.
