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EGFRConfocal microscopy is a powerful tool for the study of cellular receptor trafficking and endocytosis.
Unbiased and robust image analysis workflows are required for the identification, and study, of aberrant
trafficking. After a brief review of related strategies, identifying both good and bad practice, customwork-
flows for the analysis of live cell 3D time-lapse data are presented. Strategies for data pre-processing,
including denoising and background subtraction are considered. We use a 3D level set protocol to accu-
rately segment cells using only the signal from fluorescently labelled receptor. A protocol for the quan-
tification of changes to subcellular receptor distribution over time is then presented. As an example,
ligand stimulated trafficking of epidermal growth factor receptor (EGFR) is shown to be significantly
reduced in both AG1478 and Dynasore treated cells. Protocols for the quantitative analysis of colocaliza-
tion between receptor and endosomes are also introduced, including strategies for signal isolation and
statistical testing. By calculating the Manders and Pearson coefficients, both co-occurrence and correla-
tion can be assessed. A statistically significant decrease in the level of ligand induced co-occurrence
between EGFR and rab5 positive endosomes is demonstrated for both the AG1478 and Dynasore treated
cells relative to a control. Finally, a strategy for the visualisation of co-occurrence is presented, which pro-
vides an unbiased alternative to colour overlays.
 2017 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The signalling and trafficking of cellular receptors are highly
interlinked processes [1–3]. Ligand induced signalling regulates
endocytosis and receptor trafficking within the endocytic network,
which in turn attenuates receptor signalling. Moreover, the
hypothesis of signalling endosomes, for which there is now exten-
sive evidence, implies that the subcellular location of activated
receptor triggers distinct signalling responses [3–8]. Homeostatic
receptor trafficking is essential for organism development [9,10],
and aberrant activity is implicated in numerous diseases [11,12].
Fluorescence microscopy is commonly used to study ligand
induced changes to the quantity of receptor located at the plasma
membrane [13], and also colocalization with subcellular struc-
tures, such as endosomes [14]. Developing a proper understanding
of these experiments requires quantitative, unbiased, and repro-ducible analysis protocols. In this paper, with these requirements
in mind, we describe fully automated image analysis workflows
for analysing live cell 3D time-lapse data. Confocal microscopy is
used exclusively, but all protocols are equally applicable to decon-
volved widefield images [15]. A HeLa cell line expressing fluores-
cent protein tagged constructs for both epidermal growth factor
receptor (EGFR) and rab5 is used as a model system [16]. rab5 is
an early endosome associated GTPase and key regulator of receptor
trafficking [17]. Inhibitors for EGFR kinase (AG1478) [18] and
dynamin (Dynasore) [19] are used to perturb the ligand (EGF)
induced trafficking response. We demonstrate the effectiveness
of the described workflows, and show that both drug treatments
perturb EGFR trafficking and colocalization with rab5 positive
endosomes.
The rest of the paper is structured as follows. In Section 2 a brief
review of related approaches, identifying both good and bad prac-
tice, is presented. Section 3 describes, and shows the use of, the
proposed protocols. Finally, Sections 4 and 5 provide a discussion
and conclusion.
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2.1. Workflows to quantify the subcellular distribution of receptor
Confocal microscopy data can be acquired in either two, or
three, spatial dimensions. In a 3D approach multiple axial slices
are acquired at different focal planes through the sample. A 3D
approach is inherently superior to 2D acquisition as the entire cel-
lular volume can be sampled [5]. In a 2D approach only a single
plane through the cell is acquired, hence key information can be
missed [13]. If the axial position is not set automatically, for exam-
ple at a set distance from the coverslip, or at the widest nuclear
plane, then user bias is introduced to the acquisition [20]. Note that
for live samples light exposure should be kept low. Therefore for
time-lapse imaging there is a practical trade-off between the num-
ber of axial slices, and the frame-rate.
Post-acquisition, data can be processed to isolate biologically
relevant regions of interest (ROIs) such as the plasma membrane.
Subsequently, the fluorescence intensity of a specific marker can
be quantified within each ROI. Selection of ROIs can either be man-
ual or automated. Manual selection should be avoided as it is prone
to user bias and error, and time-consuming and difficult to imple-
ment in 3D. With time-lapse data the change in (normalised)
intensity, within each ROI, over time can be calculated. For exam-
ple Fortian and Sorkin (2014) acquired 3D time-lapse data with
spinning disk confocal microscopy, and used an automated 3D
edge based segmentation protocol to identify the cellular ROI [5].
The segmentation was eroded by a set number of pixels to identify
ROIs for the intra-cellular region and plasma membrane. This was
used to calculate the normalised percentage, of both EGF and Grb2,
associated with the plasma membrane over time. This is an excel-
lent example of an automated 3D strategy for the quantification of
temporal changes to the subcellular distribution of a fluorescent
construct. However, the pre-processing and segmentation proto-
cols are not fully defined, only the software package and associated
components are cited. As the specific image processing algorithms
are not referenced, reproduction of this methodology has not been
possible in an alternative software application.
ROI intensities, and colocalization measures, can be calculated
using either the raw or pre-processed data. Raw data refers to
the unprocessed data as acquired by the microscope. There is
extensive literature on both image denoising and deconvolution
[15,21,22]. These techniques respectively aim to remove corrup-
tion and out of focus contributions within image data. Although
these approaches can be inaccessible for biological researchers,
due to either lack of knowledge or user-friendly tools, working
with raw data cannot be considered best practice. However, the
use of unjustified or poorly specified methods is worse as results
cannot be reproduced. Following the initial pre-processing steps,
data can be further processed to enhance, or isolate, biologically
meaningful components. Note there is no generalised workflow
for image pre-processing and care should be taken to match the
approaches used to both the data and the biological context. For
example, Dunn et al. (2011) suggest that background subtraction,
as calculated with a median filter, is appropriate for the quantifica-
tion of signal within endosomes [14]. When the width of the filter
is at least twice as large as the endosomal structures a reliable esti-
mation of local background is produced.2.2. Colocalization analysis
Colocalization analysis is typically used to determine if labelled
proteins colocalize, or cluster, to the same subcellular structures.
High quality analysis relies on high quality data, and particular
care must be taken to avoid detector saturation and cross-talkbetween channels [23]. The spatial sensitivity of colocalization
analysis is limited by the resolution limit of the microscope, which
is determined by the point spread function (PSF) [24]. According to
the Nyquist criterion the pixel size, and the axial spacing, should be
less than approximately half this limit to accurately represent the
sample at this resolution [25]. However, sampling at this optimal
rate may be practically infeasible for live experiments, or large
scale screens. When using larger pixels, or axial spacing, artefacts
can be introduced and it is the pixel size, not the resolution of
the microscope, which limits the spatial sensitivity of the colocal-
ization analysis. For example, consider the imaging of endosomes
using a pixel size of 0.25 lm, and axial spacing of 0.5 lm. When
using standard imaging wavelengths, and an objective with a
numerical aperture of 1.4, this is larger than the size defined by
the Nyquist criterion. Two endosomes, can only be distinguished
if they are separated by more than approximately 0.5 lm laterally,
or 1 lm axially. Therefore colocalization analysis, even using
super-resolution techniques, is poorly suited to the identification
of direct protein-protein interaction [26]. Techniques such as
Förster Resonance Energy Transfer (FRET) are more appropriate
for this purpose [27]. Conversely, when there is no direct interac-
tion between the proteins but association within subcellular struc-
tures, such as endosomes, FRET cannot be used.
In studies of receptor trafficking, quantitative analysis is often
neglected, and colour merges are used to provide qualitative evi-
dence for colocalization [6,28–30]. This can leave interpretation
and presentation of results open to user bias, either through the
image display settings, or the choice of representative images. Visu-
alisation of correlation is better performed using joint-histograms,
not colour merges [14]. There are two distinct strategies for colo-
calization analysis. The first is based on the overlap, or correlation,
between pixels [14,23,25]. The second detects objects within the
data and uses the centre of mass for each object to determine clus-
tering statistics such as Ripley’s K-function [25,26,31]. Object
based methods have shown promising results for localization and
TIRF microscopy, where the data is well modelled by point, or spot
like, objects [26]. However, for the application of receptor traffick-
ing using confocal microscopy, the receptor is typically localised to
either the plasma membrane or endosomal structures, the former
of which is not well represented by a point distribution. Therefore
we will focus on pixel based measures which can be split into two
categories; co-occurrence and correlation [32]. Co-occurrence
measures quantify how often, or howmuch, signal from each chan-
nel overlaps with the other channel based only on the presence, or
absence, of signal. For example, 50% of channel 1 signal overlaps
with channel 2 signal. Correlation measures assess the extent of
a relationship between the signals from each fluorophore. For
example, if there is high positive linear correlation a pixel with
high intensity in channel 1 would typically also have high intensity
in channel 2. For high negative linear correlation a pixel with high
intensity in channel 1 would typically have low intensity in chan-
nel 2.
The Manders Coefficients (MCs) (M1 and M2) are well-
established co-occurrence measures which simply calculate the
percentage of total signal from one channel which overlaps with
signal from the other, such that [33],
M1 ¼
X
i
C1i;coloc
C1i
M2 ¼
X
i
C2i;coloc
C2i
ð2:2:1Þ
where C1i and C2i represent the intensities of individual pixels
for channels 1 and 2 respectively. C1i,coloc and C2i,coloc represent
the colocalizing pixels such that C1i,coloc = C1i when C2i > 0 and
C1i,coloc = 0 otherwise. Similarly C2i,coloc = C2i when C1i > 0 and
C2i,coloc = 0 otherwise. The Pearson coefficient (PC), R is a well-
established measure of linear correlation, defined such that [34],
1 Matlab code available at https://github.com/JeremyPike/receptor-trafficking-
olbox
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iðC1i  C1avÞ2 
X
i
ðC2i  C2avÞ2
r ð2:2:2Þ
where C1av and C2av are the average intensities for channel 1 and
channel 2 signal respectively. In this work we have avoided the
use of combined correlation and co-occurrence measures such as
the Manders overlap coefficient (distinct from the MCs), and the
more recent measure introduced by Singan et al. (2011), as it is
advantageous to maintain the ability to distinguish between co-
occurrence and correlation [33,35]. The Manders overlap coefficient
is also sensitive to small variations in background signal and detec-
tor offset [32]. A promising new colocalization measure was intro-
duced by Humpert et al. (2015) which is robust at both low signal
to noise ratios (SNR) and varying background levels [36]. It can also
be used to simultaneously analyse more than two fluorescent chan-
nels. However the interpretation of this measure is not yet clear.
To calculate the MCs it is necessary to isolate the pixels contain-
ing biologically relevant signal from both channels. Although signal
isolation is not an essential step for the calculation of the PC, Adler
et al. (2010) argue that, to prevent artificial inflation, only the pix-
els containing isolated signal from both channels should be used to
calculate the PC [32]. When calculated using only pixels containing
isolated signal from both fluorophores, the PC is easily interpreted
as a measure of linear correlation within pixels containing probes
from both channels [14,26]. This will often have a clear biological
interpretation, for example the correlation in endosomes positive
for both rab5 and EGFR. Therefore, if both the PC and the MCs
are calculated, the level of overlap between the two channels,
and the correlation within that overlap can be simultaneously
assessed. If all pixels in the ROI, for example a cell, are used to cal-
culate the PC then the extent of linear correlation between the two
signals across the whole cell is evaluated. In this case we consider
the biological interpretation to be less clear. Signal isolation should
be performed with an automated approach to avoid user bias and
error. In the popular approach introduced by Costes et al. (2004) a
linear fit is found for the joint histogram of the data [37]. The point
on this line of best fit below which there is no correlation (R 6 0) is
used to define the threshold values for both channels. A critical dis-
cussion of this approach is presented in Section 4.2.
Colocalization analysis is typically performed to test one of two
hypotheses; that the level of colocalization is higher than that pre-
dicted for randomly distributed signal (within a ROI), or that there
is a difference in the level of colocalization between test condi-
tions. In the former case each ROI can be considered indepen-
dently, but care must be made to avoid auto-correlation effects
(see [26] for a recent review). However, for most biological studies
it is more informative to consider if the distribution of measure-
ments taken across biologically independent replicates is signifi-
cant. To do this McDonald and Dunn (2013) showed, using
simulated data, that a distribution of PC measurements can be
compared to the expected value of R = 0 using a t-test. Similarly,
a distribution of either M1, or M2, measurements can be compared
to the fractional volume of the ROI occupied by either channel 2, or
channel 1, respectively [38]. The difference between the MCs and
the expected value can be expressed as,
M1diff ¼ M1 V2VROI M2diff ¼ M2
V1
VROI
ð2:1:1Þ
where VROI is the total volume of the ROI and V1, V2 are the volumes
of the isolated signal from channel 1 and channel 2 respectively.
Note that an accurate segmentation of the ROI containing the signal
from both channels is essential for this approach. For the applica-
tion of receptor trafficking, the ROI should contain the cytoplasm
and plasma membrane, but not intracellular structures such as
the nucleus. Moreover it is not clear if an expected value of R = 0is suitable for real data where auto-correlation, or imperfect ROI
selection, can lead to inflation of the PC. McDonald and Dunn also
showed that a two way t-test can be used to test the null-
hypothesis that two distributions of either the PC or the MCs, have
the same mean. This approach is robust, and also easy to imple-
ment, as the effects of ROI selection, signal isolation and auto-
correlation will be reproduced for both conditions. Therefore, when
possible, we consider it highly desirable to design experiments with
a negative control and to test for changes in the level of
colocalization.3. Methods and results
In this section the proposed analysis workflows, designed
specifically for live cell 3D time-lapse datasets, are presented
(Fig. 1). The use of these workflows is demonstrated on confocal
microscopy data of cells expressing both EGFR-EGFP, and
rab5-mRFP constructs. The cells were treated with either
AG1478, Dynasore or a DMSO control. The cell culture and micro-
scopy methodology is described in Appendix A. Unless otherwise
stated, the algorithms were implemented in 3D using Matlab
(v2015a, The Math-Works, Inc., Natick, MA, USA).13.1. Data pre-processing and cellular segmentation
Image pre-processing and segmentation are essential compo-
nents of the analysis. The first step is the manual cropping of each
time-series such that the cropped data contains a single cell. This
quality control measure was the only manual component of the
workflow. This was done blindly and efficiently using a custom-
designed interface, where the only criterion for selection is that
the cell be alive and non-mitotic. A maximal projection of the first
time-point is used to define a region for the cropping of the entire
time-lapse.
Each cropped time-lapse was then denoised using an ImageJ
plugin implementing the PURE-LET scheme described by Luisier
et al. (2010) [39]. ImageJ was run within a Matlab script using
MIJ and the plugin was set to automatically estimate noise param-
eters (4 spin cycles, 3 multi-frame) [40,41]. The PURE-LET scheme
is designed for the removal of Poisson noise, it is simple to use, rel-
atively fast, and has been shown to have similar performance to
other state of the art methods. Noise with a Poisson distribution
is produced in the imaging process by the inherent uncertainty
in arrival time of photons at the detector [42]. Briefly, the PURE-
LET scheme estimates and minimises the error between the
unknown noiseless image and the processed image based on an
assumption of Poisson noise.
To identify the cellular volume (segmentation), the denoised
EGFR-EGFP channel was processed using a 3D level set segmenta-
tion protocol. Specifically, we used a 3D implementation of the
edge based distance regularized level set evolution (DRLSE) frame-
work described by Li et al. (2010) (parameters listed in Table A.2)
[43,44]. This powerful approach facilitated the segmentation of the
cellular boundary using only the EGFR-EGFP signal, where conven-
tional thresholding approaches would fail. The DRLSE term allows
for a simple finite difference implementation without the need for
re-initialising sub-routines. The computational costs of a level set
framework are high so it is advantageous to implement a fast pro-
tocol to obtain an initial estimate of the segmentation, and to use
this estimate as the starting point for the level set algorithm. To
do this an algorithm based on K-means clustering was used
(described in Appendix A, example shown in Fig. 2B). After bothto
Denoise CellularSeg.
Background
Subtraction Threshold
Bulk Coloc.
Measures
Distance
Transform
Banded 
Region
Measures 
Fig. 1. Flowchart summary of image analysis workflows. The first step is data denoising which is performed to reduce the corruption introduced during image acquisition.
This is followed by automated segmentation of the cellular boundary using the membrane bound receptor signal. This is done to produce an accurate region of interest (ROI)
for the subsequent analysis protocols. Background subtraction is followed by automated thresholding to isolate signal in both channels. At this point, bulk colocalization
statistics can be calculated for each cell, or the cellular ROI can be split into banded volumes using a distance transform. The percentage of receptor (without thresholding), or
colocalization measures, can then be calculated for each band. Together these statistics and measures provide a thorough description of the subcellular receptor distribution
and colocalization with endosome sub-populations.
J.A. Pike et al. /Methods 115 (2017) 42–54 45the initial and level set based segmentation the largest connected
component was selected, and any holes were filled.
Ligand treatment triggers receptor internalisation and a
decrease in the SNR for the EGFR-EGFP channel at the plasma
membrane. Therefore this is a complex segmentation problem.
Validation of the segmentation protocol was performed using a ref-
erence produced by blind manual segmentation of EGFR-EGFP and
transmission images. The SNR at the plasma membrane was suffi-
cient at all time-points to perform manual validation, although a
separate membrane stain could have been used if this was not
the case. A key limitation of this approach is that manual segmen-
tation will contain bias and not be perfect, but is currently a widely
accepted approach to segmentation validation. The Jaccard similar-
ity index, J, was used as a performance measure [45]. The Jaccard
index is defined as the intersection divided by the union of the
manual segmentation,M, and the automated segmentation, A, such
that a perfect match would give J = 1;
JðM;AÞ ¼ jM \ AjjM [ Aj ð3:1:1Þ
The results of this comparison are shown in Fig. 2D. Impor-
tantly, a high mean performance (J = 0.87) and a statistically signif-
icant improvement from the level set method over the K-means
based estimate was demonstrated.
The final pre-processing step was background subtraction with
a 3D rolling ball approach [46]. In this approach, a background vol-
ume was obtained by morphological opening (erosion followed by
dilation) of the denoised data using a spherical structure element
(1 lm radius). This background was then subtracted from the
denoised data to produce background subtracted data. When per-
forming rolling ball background subtraction it is important to set
the radius to be at least as large as the width of the largest biolog-
ically relevant structures, in this case, endosomes. Note, for the
denoising, segmentation and background subtraction steps, each
3D time-point, and each channel, were processed independently.3.2. Quantifying subcellular receptor distribution over time
In this subsection, a protocol for quantifying the subcellular
distribution of receptor over time is presented. The data was first
pre-processed, and the cellular ROI was segmented, as described
in the previous subsection. Subsequently, the cellular ROI (for each
time-point) was split into banded volumes of equal width
(0.5 lm), based on Euclidean distance from the segmentation edge
(Fig. 2E). This was done using the computationally fast 3D distance
transform described by Mishchenko (2015) [47]. Importantly, the
transform calibrates for differences in the lateral and axial spacing.
The percentage of the total receptor signal (after pre-
processing) contained within each band was calculated to charac-
terise the subcellular distribution at each time-point (Fig. 2F).These measurements were then volume corrected by subtracting
the fractional volume of the band. This was done to calibrate for
differences in cell size and shape resulting in bands of varying vol-
ume (Section 4.1). Note, bands further than 5 lm from the segmen-
tation edge are not shown as only larger cells will exceed this
depth. When analysing time-lapse data the change in receptor dis-
tribution, for each cell, can be calculated by subtracting the mea-
surements from the first time-point. This is advantageous and
justified as it isolates the ligand induced change in receptor distri-
bution, and corrects for cellular variation in the receptor distribu-
tion before ligand treatment.
The plots in Fig. 3A show the mean change in percentage EGFR
as a function of distance from the segmentation edge across all
time-points and conditions. These plots are useful for identifying
condition-dependent changes to (ligand induced) receptor traffick-
ing. Fig. 3B shows the initial distribution of receptor at the start of
the time-lapse. This can be used to check for any condition depen-
dent variation of receptor distribution before the ligand induced
trafficking response. It is informative to perform a statistical anal-
ysis to determine if the effects of a specific treatment are signifi-
cant, relative to the control population. However, when
considering distributions of single cell measurements the assump-
tion of a normal distribution is unlikely to be valid, and there will
be outliers. Non-parametric tests equivalent to the two-way
ANOVA are not well established, so for simplicity we restricted
the statistical testing to the change between the first and final
time-points (Fig. 3C). For each cell, the mean (absolute) percentage
EGFR change across all bands (up to 5 lm) was calculated. This
characterises the total change in subcellular receptor distribution
30 min post ligand treatment. Using this measure, a non-
parametric Kruskal-Wallis analysis of variance was performed. If
significant (p < 0.05), post hoc-testing using a Mann-Whitney U
test, with Bonferroni correction for multiple hypothesis testing
(n = 2), was performed for each treatment relative to the control.
With this approach, a statistically significant reduction in the mag-
nitude of the trafficking response, for both the AG1478 and Dyna-
sore treatments, was identified.3.3. Signal isolation for colocalization analysis
In the previous subsection, the EGFR-EGFP signal was used to
characterise changes in the subcellular distribution of receptor.
In this section, we suggest and validate a strategy for thresholding
both the EGFR and rab5 channels. It is necessary to threshold the
data to calculate the Manders coefficients and good practice for
the Pearson coefficient (Section 2.2) [32]. After data denoising
and background subtraction, as described in Section 3.1, an auto-
mated global thresholding approach is typically sufficient. Specifi-
cally, we used the Otsu approach where it is assumed that the data
histogram is bi-modal, consisting of background and signal peaks
BA C
E
D F
Fig. 2. Pre-processing, cellular segmentation and band based analysis of 3D time-lapse data. (A) Representative raw EGFR-EGFP image slice from a 3D stack. Scale bar set at
5 lm and contrast enhanced such that the display range is between zero and half the maximum pixel intensity. (B) Pre-processed data after denoising and background
subtraction. The results from the K-means based (red) and level set (green) segmentation protocols are shown. (C) Surface rendering of the level set segmentation result for a
single time-point. (D) The segmentation performance of both the K-means estimation and level set algorithm (3D DRLSE) was quantified using the Jaccard index. This was
done using 10 datasets where 14 evenly spaced slices per time-point were manually segmented. The mean Jaccard index for the K-means and level set protocols were 0.82
and 0.87 respectively. A sign test was used to determine that the level set protocol produced a significant increase in performance (p = 0.002). Central mark on boxplot
represents the median, and the edges of the box are the 25th and 75th percentiles. (E) The cellular ROI is split into banded volumes based on distance from the segmentation
boundary. Each band has a width of 0.5 lm. (F) Uncorrected plot shows percentage of total cellular EGFR signal contained within each band. For the volume corrected plot, the
fractional volume of each band has been subtracted. This was calculated using data from the control population for the first time-point (immediately after EGF treatment).
Error bars given by the SEM (n = 12). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
A
B C
Fig. 3. Band based spatio-temporal analysis of subcellular receptor distribution. (A) Plots of the volume corrected change in percentage EGFR signal over time, for each
banded volume (up to 5 lm), in response to EGF treatment. The data for the DMSO control and the two drug treatments are shown (AG1478 and Dynasore). Error bars given
by the SEM and n > 10 for all treatments. (B) Plot showing the volume corrected subcellular distribution of EGFR for the first time-point. (C) Plot of mean (absolute) change in
percentage EGFR signal (volume corrected) between the first and final time-points (30 min). A Kruskal-Wallis one-way analysis of variance returned p = 0.005, indicating that
there are statistically significant differences between treatments. Post-hoc testing of both drug treatments relative to the control by the Mann-Whitney U test (corrected by
the Bonferroni method), returned p = 0.007, p = 0.03 for the AG1478 and Dynasore treatments respectively. The central band represents the mean, and the error bars are the
standard deviation.
46 J.A. Pike et al. /Methods 115 (2017) 42–54[48]. The threshold value is defined such that the intra-class vari-
ance between the two peaks is minimised. This value best sepa-
rates the signal and background components of the data. Only
pixels contained within the cellular ROIs were included in calcula-tions, and by combining the data from all time-points, a single
threshold value was found for each cell.
To validate this approach on real data, threshold values were
manually set for 15 cells at a single time-point. This was done
Fig. 4. Comparison of the Otsu and Costes thresholding approaches for signal
isolation using real data. Before calculating the threshold values, denoising and
background subtraction was performed. Both methods were compared to manually
set threshold levels from 15 randomly selected cells and time-points. This was done
by calculating the Jaccard index, J, using the resulting binary images. For the EGFR-
EGFP channel, the mean performance was J = 0.66 and J = 0.63, for the Otsu and
Costes methods respectively. A sign test returned p = 0.6 indicating that no
significant difference in performance was detected. For the rab5-mRFP channel,
the mean performance was J = 0.71 and J = 0.22 for the Otsu and Costes methods
respectively. A sign test returned p = 9.8  104 indicating that the Otsu method
performed significantly better than the Costes approach.
2 available at http://uk.mathworks.com/matlabcentral/fileexchange/22940-vol3d-
v2, accessed 26/06/16
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time-points, from the entire data-set. Manual thresholds were
subsequently set using Fiji [49]. The threshold values were chosen
to isolate both the membrane and endosomal associated signal.
The resulting binary data was compared to that generated by
automated Otsu thresholding using the Jaccard index (Eq.
(3.1.1)). The approach proposed by Costes et al. (2004) was also
tested (Section 2.2) [37]. Both approaches demonstrated a compa-
rable mean performance for the EGFR channel, but the perfor-
mance of the Otsu approach was significantly higher for the rab5
channel (Fig. 4).
A comparison of the Otsu and Costes methods was also per-
formed on synthetic data. 3D two channel image stacks of spots
(with Gaussian profile to approximate point spread function) were
generated in the open image analysis platform, Icy, using a mixed
Poisson-Gaussian noise model (Fig. 5A) (detailed in Appendix A)
[50,51]. Synthetic data was generated for low, medium and high
levels of noise. The level of colocalization was varied from 100%
colocalized (spot overlap) to 100% anti-colocalized (spot avoid-
ance). Spots not specified as colocalized (or anti-colocalized) were
distributed randomly. 3D Gaussian filtering (width = 1 pixel) was
used as a simple pre-processing step. Threshold values were then
calculated using either a Costes or Otsu approach on both the
raw and pre-processed data. The MCs (M1 andM2) were calculated
before subtracting the expected value to obtain M1diff and M2diff
(Eq. (2.1.1)). Fig. 5B shows the rate of failure for the Costes
approach in the low noise test data. Failure is defined as extreme
over segmentation resulting in 100% signal overlap and a MC equal
to one. The Costes approach has non-zero fail rate when there is
either no colocalization, or anti-colocalization, indicating that it
is not appropriate under these conditions. The Otsu approach does
not fail for any tested condition. Fig. 5C showsM1diff for all levels of
colocalization and noise.M1diff is shown only where the failure rate
is zero. In all cases, pre-processing increases the performance. Otsu
thresholding (with pre-processing) outperforms the Costes
approach across all noise levels. The implications of this analysis
are discussed in more detail in Section 4.2.
3.4. Quantitative colocalization analysis for 3D time-lapse data
Section 3.1 describes the cellular segmentation and pre-
processing steps of the proposed workflows. Section 3.3 introduces
a strategy for signal isolation. Using only the isolated and pre-
processed signal, the Manders (M1 and M2) and Pearson (R) coef-
ficients were calculated for all time-points. To assess the ligand
induced change in colocalization over time, the change in all coef-
ficients was calculated, for each cell, by subtracting the measure-
ment from the first time-point. Fig. 6A–C show plots for each of
the coefficients across all time-points, and for all conditions.
To identify statistically significant differences in the colocaliza-
tion response for a specific condition relative to the control, the
colocalization coefficients were processed as conventional mea-
surement variables. As in Section 3.2 we restrict our statistical
analysis to the change between the first and final time-points. This
characterises the change in either co-occurrence, or correlation, for
the Manders and Pearson coefficients. A Kruskal-Wallis analysis of
variance with post hoc testing of each treatment relative to the
control (Mann-Whitney U test with Bonferroni correction) was
then used to identify statistically significant changes in the colocal-
ization response. Fig. 6D– F show the results of this analysis for the
Manders and Pearson coefficients. A statistically significant
decrease in the level of EGF induced co-occurrence, as measured
by the Manders coefficients, was shown for both the AG1478,
and Dynasore treatments. No significant change in correlation, as
measured by the Pearson coefficient, was established for either
treatment.3.5. Visualising co-occurrence in 3D
In this subsection an unbiased strategy for the visualisation of
colocalization is presented. The proposed method produces a spa-
tial map of co-occurrence. For a specific cell and time-point, the
relative contribution of each pixel to one of the Manders coeffi-
cients (either M1 or M2) is used to determine the intensity of the
co-occurrence map. For M1 this is the isolated signal from channel
1, which overlaps with isolated signal in channel 2. This 3D map is
then scaled between the maximum and minimum display values,
and normalised by multiplying by M1 (or M2) for the given
time-point. This normalisation allows for unbiased visual compar-
ison between multiple cells.
The co-occurrence maps (and cellular ROIs) can be visualised
interactively in 3D (Fig. 7A). To do this, the Matlab vol3d v2 script2
was used, but any software capable of 3D data rendering could be
used for this purpose. If 2D visualisation is required then either
the maximal projection, or single slices, of the map can be shown.
In Fig. 7B, maximal projections of M1 co-occurrence maps are shown
using a false colour lookup table (LUT) for representative cells from
the control, AG1478 and Dynasore treatments (20 min post EGF
treatment). Finally, recall that it is informative to include joint-
A B
C
Fig. 5. Comparison of the Otsu and Costes thresholding approaches for signal isolation using synthetic data. (A) 3D test data of spots was generated for varying levels of
colocalization (and anti-colocalization), and for three levels of noise. 50 stacks were generated per condition. A single slice from the medium noise level is shown. (B) In some
instances the Costes approach fails to find appropriate threshold values resulting in Manders coefficients equal to one. The percentage of stacks for which the Costes approach
fails is shown for each level of colocalization (low noise). (C) M1diff is calculated by subtracting the expected value from the Manders Coefficient M1. This is shown for all
methods, levels of colocalization and noise levels. Note M1diff is shown only when the failure rate is zero.
Fig. 6. Quantifying colocalization with 3D time-lapse data. (A–C) Plots of change in either the Manders (M1 and M2), or Pearson coefficients. Measurements for a DMSO
control, AG1478 and Dynasore treatments are shown. These plots characterise the change in co-occurrence (Manders) or correlation (Pearson) between EGFR-EGFP and rab5-
mRFP, in response to EGF treatment. Error bars are given by the SEM and n > 10 for all treatments. (D, E) Plots of the change between the first and final time-points for the
Manders and Pearson coefficients. Central band represents the mean, and the error bars are the standard deviation. A Kruskal-Wallis one-way analysis of variance returned,
p = 4  105, p = 0.002, p = 0.08 for M1, M2 and the Pearson coefficient respectively. This indicates that there are statistically significant differences between treatments for
both M1 and M2. (D) For M1 post-hoc testing of both drug treatments, relative to the control, by the Mann-Whitney U test (corrected by the Bonferroni method) returned
p = 0.008, p = 6  104 for the AG1478 and Dynasore treatments respectively. (E) For M2 Post-hoc testing returned p = 0.02, p = 0.007 for the AG1478 and Dynasore
treatments respectively. (F) For the Pearson coefficient the analysis of variance was not significant so no post-hoc testing was performed.
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corresponding joint-histograms where only pixels within the cellular
ROI have been included.3.6. Quantifying subcellular colocalization distribution over time
In Section 3.2 a method was proposed which split the cellular
segmentation into banded regions using a 3D distance transform.
In Sections 3.2–3.5 workflows for quantifying and visualising colo-
calization were presented. Here these two strategies are merged to
quantify the subcellular distribution of colocalization. We propose
two approaches. In the first we consider the signal contained
within each band individually and calculate both the Manders
coefficients and the Pearson coefficient. This quantifies the level
of co-occurrence and correlation for each band. In this approach,
if we compare the measurements from two different bands, we
cannot say if there is more, or less, co-occurring signal, only that
a greater or smaller percentage of that band’s signal is co-
occurring. In the second approach, the percentage of signal from
the co-occurrence map (Section 3.5) contained within each band
is calculated and volume corrected. This approach follows the same
protocol as that described for the EGFR signal in Section 3.2 and
quantifies where the co-occurring signal is located. When compar-
ing two bands we can say that there is more co-occurrence in one
band but we cannot state what percentage of the band’s signal is
co-occurring, or comment on correlation.
The results from the first approach are shown in Fig. 8. Fig. 8A
shows the change in M1 with respect to the first time-point across
all banded regions up to 5 lm from the cellular segmentation. This
characterises the ligand induced changes in co-occurrence on a
subcellular level. Note, in the control population, the dominant
increase in co-occurrence occurs less than 3 lm from the edge.
This is as expected since we are quantifying colocalization between
receptor and early endosomes. Fig. 8B shows the same analysis for
the change in the Pearson coefficient. Fig. 8C and D show M1 and
the Pearson coefficient at the first time-point. Fig. 9 shows the
results from the second approach. Note from Fig. 9A that there is
no clear change in how the co-occurring signal is distributed in
response to ligand. Fig. 9B shows the distribution of the co-
occurrence map at the first time-point. Fig. 9C shows the mean
(absolute) change in percentage signal between the first and final
time-point across all bands up to 5 lm. No statistically significant
change was found.4. Discussion
4.1. Band based analysis of subcellular receptor distribution
In the band-based approach introduced in Section 3.2, the cellu-
lar ROI is split into volumetric regions based on distance from the
segmentation edge. The relative distribution of receptor signal
across the banded volumes can then be calculated. This approach
facilitates the quantification of both the surface (membrane associ-
ated) and intracellular signal. Importantly, the analysis is auto-
mated and performed in 3D, hence avoiding any user bias. The
level set based cellular segmentation protocol has high perfor-
mance when using the receptor signal as the input (Fig. 2D). This
is advantageous for live cell microscopy as the use of a secondary
marker for the plasma membrane, or cytoplasm, would increase
sample exposure and experimental complexity. This increase in
light exposure, and associated photo-toxicity, would reduce the
sampling and/or frame-rate achievable.
The measurement for each band was volume corrected by sub-
tracting the expected value assuming a homogenous distribution
of signal, specifically the fractional volume of each band. This isjustified because cells have varying size and shape which in turn,
change over time. By subtracting the expected value, we calibrate
for varying band volume which facilitates direct comparison
between cells over time. The bands were chosen to be of equal
width (0.5 lm) for ease of interpretation. In this approach the
number of bands per cell will vary and therefore we chose to
restrict plots to a maximum of 5 lm from the segmentation edge.
An alternative approach would be to fix the number of bands but
vary the band width between cells. This would allow for quantita-
tive comparison of the entire cellular volume, but the interpreta-
tion would be less clear.
In the presented workflows, the nucleus is not excluded from
the analysis ROI. Due to cellular size and shape variation, the pro-
portion of nuclear region contained in a specific band will vary.
Since the nuclear region contains less receptor, and no endosomes,
this will introduce noise to bands in the cellular interior. Therefore
using a nuclear stain to segment the nucleus would be advanta-
geous. However, as with the addition of a membrane stain, the
use and imaging of a nuclear marker would require additional light
exposure. If a nuclear stain is used, the band based analysis could
be repeated within the nuclear region, or alternatively extending
outwards from the nucleus to the plasma membrane. Although this
is not particularly relevant for the EGFR and rab5 data presented,
this is an excellent example of how the proposed workflows could
be adapted for a variety of applications.
When using live-cell time-lapse data, the change in a given
measurement can be isolated at a single cell level, by subtracting
the measurement value at the first time-point. This is advanta-
geous as it corrects for cellular variation in the receptor distribu-
tion prior to ligand stimulation. Therefore the ligand induced
change in receptor distribution is isolated (Fig. 3A). This approach
can also be applied to colocalization measurements as shown in
Figs. 6A, 8A, B and 9A.
The mean absolute change in percentage signal (between the
first and last time-points) across all bands provides a single mea-
surement per cell. This quantifies the magnitude of the, ligand
induced, trafficking response (Fig. 3C). This summary measure-
ment is useful as non-parametric hypothesis testing can be
employed to identify statistically significant changes to the traf-
ficking response between two conditions (typically a control and
treatment) (Fig. 3C). However, information is lost by the reduction
of the analysis to a single measurement per cell.
In summary, the proposed band-based analysis provides
researchers with a powerful tool to identify, and quantify, pertur-
bations to receptor trafficking in live cells. Moreover this approach
to quantifying the subcellular distribution of a fluorophore is
adaptable and could be applied to applications outside this field.
4.2. A critical review of Costes thresholding
Costes thresholding is an automated strategy for signal isolation
in colocalization analysis (Section 2.2) [37]. Briefly, the linear line
of best fit for the joint-histogram of the data is found, and the point
on this line below which the data has a Pearson coefficient of less
than zero is used to define global threshold values. This strategy is
cited in review articles as good practice [14,25], and implemented
in many popular image processing applications including Fiji and
Imaris (Bitplane AG, Zurich, Switzerland) [49]. Adler and Parmryd
(2013) note that a Costes approach will fail if there is no correlation
in the data, and Dunn et al. (2011) suggest the approach may fail if
the SNR is too low, the labelling density is too high, or if there are
too many structures in one channel [14,23]. We also note that with
a Costes approach there is an assumption that the data is well rep-
resented by a single linear fit, and therefore has strong correlation.
In Fig. 5 B we show that a Costes approach has non-zero fail rate
when tested on simulated data when there is either no colocaliza-
Fig. 7. Unbiased visualisation of colocalization. (A) Snapshot of a M1 based map of co-occurrence which has been visualised by 3D rendering. The surface of the cellular ROI is
shown in green. (B) Maximal projections of representative cells (20 min post EGF treatment) for the control, AG1478 and Dynasore treatments respectively. Raw unprocessed
data for the EGFR-EGFP and rab5-mRFP channels are shown in the first two rows respectively. The third row shows the normalised M1 based map of co-occurrence. Each map
has been scaled by the corresponding M1 calculation to facilitate visual comparison. Scale bar set at 5 lm. (C) Joint-histograms for the corresponding cells and time-point
(logarithmic scale used). Only pixels within the cellular ROI were included. The line of best fit is shown in white. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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simple test data set, where the intensities of spots in both channels
were non-varying and equal (Appendix A). The Costes approach
fails under these conditions as the gradient of the line of best fit
can by less than or equal to zero. Therefore we conclude that a
Costes approach is appropriate only if it can be assumed before
the study that well correlated colocalization is present. Since the
Costes approach is used to calculate measures of colocalization this
should clearly not be assumed in the majority of cases.
Consider the specific case of receptor colocalization with endo-
somal sub-populations. In such a case there are three key struc-
tures; membrane bound receptor, receptor positive endosomes
and receptor negative endosomes. Each of the structures will have
very different levels of correlation. Therefore the joint histogram
representation will not be well represented by a single linear fit,
and a Costes approach is not applicable (Fig. 10). Moreover it
should not be assumed that there will be correlation between
receptor and early endosomes in the drug treated populations or
for all time-points. Note from Fig. 4 that the Costes approach fails
to reliably isolate signal in the rab5 channel, when compared to
manually set threshold values.
We consider well defined pre-processing of data, followed by
global thresholding strategies, such as Otsu or minimum crossentropy thresholding, to be a more appropriate strategy for signal
isolation in colocalization studies [48,52]. Fig. 4 demonstrates that
Otsu thresholding outperforms Costes thresholding on the real
dataset. For the simulated data, Fig. 5C demonstrates that when
calculated on data pre-processed with a Gaussian filter, the Otsu
approach outperforms the Costes approach for all tested levels of
colocalization and noise parameters. The Otsu approach performs
substantially better at higher noise levels when performed on
pre-processed data. This emphasises the importance of the pre-
processing steps. Finally note, we are not proposing that the Otsu
method will be appropriate for all applications and datasets. Our
conclusion is that custom design and testing of pre-processing
and thresholding steps is necessary to reliably segment biologically
relevant signal for colocalization analysis. Importantly the devel-
oped strategy should be automated and applied consistently to
all conditions to avoid user bias and variability.
4.3. Quantitative colocalization analysis
In Section 3.3, a workflow was presented to quantify colocaliza-
tion for 3D time-lapse data. Both the Manders (M1 and M2) and
Pearson coefficients are calculated (Fig. 4A–C). Note the Pearson
coefficient is calculated only across pixels containing isolated sig-
Fig. 8. Band based analysis using colocalization measures. (A) Plot of the change in the first Manders coefficient, M1, over time, for each banded volume (up to 5 lm), in
response to EGF treatment. The data for the DMSO control and the two drug treatments are shown (AG1478 and Dynasore). Error bars given by the SEM and n > 10 for all
treatments. (B) Plot of the charge in the first Pearson coefficient, R, over time, for each banded volume, in response to EGF treatment. (C, D) Plots of M1 and the Pearson
coefficient for each banded volume at the first time-point.
J.A. Pike et al. /Methods 115 (2017) 42–54 51nal in both channels. Recall this pairing of colocalization measures
is very informative, and has a clear interpretation; the Manders
coefficients quantify signal co-occurrence, and the Pearson coeffi-
cient quantifies the correlation within the co-occurring signal.
For the test data used in this study, M1 represents the percentage
of EGFR signal overlapping with rab5 positive endosomes, and is
therefore the more relevant of the two Manders coefficients.
Non-parametric statistical testing can identify statistically sig-
nificant differences in either co-occurrence, or correlation, between
conditions (Fig. 4D–F). In this approach the statistical analysis is
performed across multiple, as opposed to individual, ROIs which is
advantageous as population based conclusions are essential. We
consider the null hypothesis that the ligand induced change in co-
occurrence, or correlation, is the same in the control and treated
samples. The null hypothesis that the signal is randomly distributed
within the cellular ROI is not considered. There are two reasons for
this; firstly we consider rejecting the former null-hypothesis to be
more informative and useful for the study of receptor trafficking.
Secondly, the technical complications of auto-correlation and accu-
rate ROI detection must be considered to reject the latter null-hypothesis. For example the nuclear region should be isolated and
removed from calculations. The proposed approach is therefore
robust, unbiased and comparatively simple to implement.
In Section 3.6 the band based analysis from Section 3.2 is used
to characterise the subcellular distribution of colocalization. Two
distinct approaches were taken. Firstly, the level of co-occurrence
and correlation was calculated for each band independently
(Fig. 8). Secondly, the distribution of total cellular co-occurrence
was characterised (Fig. 9). These analyses were included to demon-
strate how the workflows presented in this paper can be adapted
and combined for new applications. To clarify the difference
between these two approaches consider a simple example where
a cell is split into just two bands, with equal volume. The outer
band contains 90% of the signal from channel 1 which has 50%
overlap with channel 2 signal. The inner band only has 10% of
channel 1 signal but 100% overlap with channel 2 signal. The first
approach would return M1 = 0.5 and M1 = 1 for the outer and inner
bands respectively, but this could be misleading as 82% of the co-
occurring signal is contained in the outer band. This distribution
of co-occurring signal is calculated by the second approach.
Fig. 9. Band based spatio-temporal analysis of subcellular co-occurrence distribution. (A) Plots of the change in (volume corrected) percentage co-occurrence map signal over
time, for each banded volume (up to 5 lm), in response to EGF treatment. The data for the DMSO control and the two drug treatments are shown (AG1478 and Dynasore).
Error bars given by the SEM and n > 10 for all treatments. (B) Plot showing the (volume corrected) subcellular distribution of the co-occurrence map for the first time-point.
(C) Plot of mean (absolute) change in (volume corrected) percentage co-occurrence map between the first and final time-points (30 min). A Kruskal-Wallis one-way analysis
of variance returned p = 0.07, indicating that there are no statistically significant differences between treatments. Therefore no post-hoc testing was performed.
Fig. 10. Receptor and endosomal two channel data is not well represented by a single linear fit. Joint histograms (logarithmic scale) for a representative cell expressing EGFR-
EGFP and rab5-mRFP. Immediately prior to imaging the cell was treated with EGF. Only pixels within the cellular ROI were included in the plots. The line of best fit for each
plot is shown in white. Note the gradient of the linear fit changes over time as the receptor is internalised. Therefore, if a Costes thresholding approach is used the ratio
between the two threshold values will also change. Also note that for the first two time-points, where the majority of the receptor is membrane localised, the data is weakly
correlated. This is also the case if all time-points are combined to produce a single joint-histogram.
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Colocalization is typically visualised using colour overlays (Sec-
tion 2.2). This approach is open to bias through the choice of dis-
play parameters and contrast. Joint-histograms provide an
effective visualisation of correlation, but do not preserve spatial
information. In Section 3.4 we introduced a spatial map for the
visualisation of co-occurrence. Importantly, this allows for unbi-
ased visualisation of the colocalizing signal, where the spatial
information is preserved. Using 3D rendering techniques, research-
ers can interactively view the co-occurrence in 3D (Fig. 5A). How-
ever 2D images are often required, and as an alternative to colour
overlays, a maximal projection (or single slice) of the co-
occurrence map can be used. The use of maximal projections can
be misleading. If there is more than one pixel with co-occurring
signal along the projection axis then only the maximal value will
be displayed. Therefore visualisation in 3D is preferable. Note that
these visualisation strategies should be performed in parallel with,and not as an alternative to, quantitative analysis (Section 3.4).
Finally note that, as with all visualisation strategies, the choice of
the representative cell can bias the interpretation, emphasising
the importance of quantitative analysis of a population.5. Conclusion
All of the workflows introduced in this study are unbiased and
described in sufficient detail as to be reproducible. These two key
requirements should always be fulfilled by an image analysis pro-
tocol. Custom image analysis solutions are typically required for
the analysis of subcellular signal distribution and colocalization.
Therefore the aim of this work was not to provide step by step pro-
tocols, which researchers should follow exactly. Instead, illustra-
tive examples were used to demonstrate the implementation of
custom workflows which should be adapted by researches for dif-
ferent datasets. The described protocols are specifically designed
Table A.1
Parameters for generation of simulated colocalization data using the Colocalization
Simulator plugin from the software application Icy. The colocalization percentage was
varied and three noise levels were generated (low/medium/high).
Parameter Value
Sequence width/height 256
Number of slices 50
Number of spots (for both channels) 100
Minimum spot intensity (for both channels) 20
Maximum spot intensity (for both channels) 20
Mean colocalization distance 0
Std colocalization distance 0
Maximum number of iterations 50
Poisson noise (low/medium/high) 0/2/4
Mean Gaussian noise (low/medium/high) 0/2/4
Std Gaussian noise 1
Table A.2
Parameters for the distance regularized level set evolution (DRLSE) segmentation
protocol. The full details of the protocol can be found in Li et al. (2010) [43]. A
stopping condition is employed such that the segmentation protocol is stopped if the
volume contained within the zero level set changes less than 0.01% between two
iterations. For the 3D extension the axial and spatial derivatives are scaled using the
pixel size and axial spacing.
Parameter Value
Edge term constant, k 8
Constant force term, a 0
DRLSE constant, l 0.15
Binary step size, c0 2
Update step, Dt 1
Dirac delta width, e 1.5
Stopping condition 0.01%
Maximum number of iterations 50
J.A. Pike et al. /Methods 115 (2017) 42–54 53for 3D live cell time-lapse data, and the statistical analysis is con-
structed to identify differences between treated and control sam-
ples. Such an approach is robust and ideal for confirmatory
studies from larger screens. For example, the workflows presented
in this work could be used to validate and further investigate hits
from a RNAi screen for regulators of endocytosis and trafficking
[53,54]. Finally, we note that the workflows could easily be
adapted for applications other than receptor trafficking.
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Appendix A. Supplementary materials and methods
A.1. Cell culture and transfection
The HeLa cell line was cultured in DMEM (with 4.5 g/l
L-glutamine) (Invitrogen) supplemented with 10% FBS (Biosera)
and 1% Penicillin-Streptomycin solution (Invitrogen) at 37 C and
5% CO2. The EGFR-EGFP construct was a gift from Alexander Sorkin
(University of Pittsburgh, USA) and the rab5-mRFP construct was a
gift from Ari Helenius (Institute of Biochemistry, ETH Zurich). 24 h
prior to transfection, 2  106 cells/well were seeded into 35 mm
glass bottomed dishes (MaTek) with antibiotic free media. Tran-
sient dual transfection of both constructs was performed using
Lipofectamine 2000 (Invitrogen) according to the manufacturer’s
instructions (10 ll of Lipofectamine 2000 and 2 lg of both con-
structs were used per well). 3 h after the addition of the constructs
the media was changed (antibiotic free). Cells were imaged 24 h
after expression.
A.2. Drug treatment and confocal microscopy
Prior to imaging, cells were washed with 1 ml DPBS (Lonza) and
serum starved for 30 min in serum/antibiotic free media (37 C and
5% CO2). Media was then replaced with 2.5 ml cell imaging media
(10 mM HEPES–Hank’s balanced salt solution (Sigma), pH 7.4) and
cells were treated with either 5 lg/ml AG1478 (Sigma) (1 ll/ml
DMSO:MeOH 1:1 vehicle), 80 lM Dynasore hydrate (Sellek Chem-
icals) (1 ll/ml DMSO vehicle) or 1 ll/ml DMSO (Sigma). Cells were
then incubated for a further 30 min before transfer to the micro-
scope where cells were treated with 2 ng/ml EGF (Bachem) imme-
diately prior to initiating the time-lapse. Confocal laser scanning
microscopy was performed with an inverted microscope (Eclipse
Ti, Nikon A1R) at 37 C and 5% CO2 using a 1.49 NA 100X NA oil-
immersion objective. Note a water immersion lens, which closer
matches the refractive index of living cells, could be used to reduce
artefacts and spherical aberration. An argon-ion 457–514 nm laser
was used to excite the EGFR-EGFP construct and a green diode
561 nm laser was used for the rab5-mRFP construct. Images were
acquired, or the data was scaled down, such that the pixel size
was 0.25 lm. Z-stacks with 0.3 lm slice spacing were acquired
every 10 min for a total duration of 30 min. Each stack took
approximately 3 min to acquire.
A.3. K-means based segmentation estimate
To produce the segmentation estimate for the initialisation of
the level set function, the data from the EGFR-EGFP channel wasclustered using a K-means approach (4 clusters) [55]. The 3 clus-
ters with the highest means were combined and subsequently
dilated, filled and eroded with a spherical structural element (with
a 1.5 lm radius). Holes in each axial slice were filled separately.
A.4. Generation of synthetic data for colocalization analysis
To produce the simulated data with positive, or no, colocaliza-
tion the Colocalization Simulator plugin (version 0.0.1.2), from
the open image analysis package Icy, was used [50,51]. To generate
the anti-colocalized data the Colocalization Simulator plugin was
modified. First, the spots in both channel 1 and 2 were randomly
placed. If a spot from channel 2 was less than a set distance
(20 pixels) from a channel 1 spot, then it was randomly
re-positioned. This re-positioning was repeated until all anti-
colocalized spots from channel 2 were at least the minimum
distance from all spots in channel 1. Finally, the remaining spots
from channel 2 (neither colocalized or anti-colocalized) were ran-
domly distributed. The plugin parameters for both the colocalized
and anti-colocalized data were set as specified in Table A.1. 50
stacks were generated per colocalization percentage and noise
level.
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