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Topology is quickly becoming a cornerstone in our understanding of electronic systems. Like their electronic
counterparts, bosonic systems can exhibit a topological band structure, but in real materials it is difficult to
ascertain their topological nature, as their ground state is a simple condensate or the vacuum, and one has to rely
instead on excited states, for example a characteristic thermal Hall response. Here we propose driving a topological
magnon insulator with an electromagnetic field and show that this causes edge mode instabilities and a large
non-equilibrium steady-state magnon edge current. Building on this, we discuss several experimental signatures
that unambiguously establish the presence of topological magnon edge modes. Furthermore, our amplification
mechanism can be employed to power a topological travelling-wave magnon amplifier and topological magnon
laser, with applications in magnon spintronics. This work thus represents a step toward functional topological
magnetic materials.
I. INTRODUCTION
While fermionic topological insulators have a number of
clear experimental signatures accessible through linear trans-
port measurements [1, 2], noninteracting bosonic systems with
topological band structure have a simple condensate or the
vacuum as their ground state [3], making it more difficult to
ascertain their topological nature. Their excited states, how-
ever, may carry signatures of the topology of the band struc-
ture, for example in form of a thermal Hall response [4–6].
There is great interest in certifying and exploiting topolog-
ical edge modes in bosonic systems, as they are chiral and
robust against disorder, making them a great resource to realize
backscattering-free waveguides [7, 8] and potentially topolog-
ically protected travelling-wave amplifiers [9]. It has been
predicted that topological magnon insulators (TMI) are real-
ized, e.g., in kagome planes of certain pyrochlore magnetic
insulators as a result of Dzyaloshinskii-Moriya (DM) interac-
tion [4, 10, 11]. To date, there exists only indirect experimental
proof, via neutron scattering measurements of the bulk band
structure in Cu[1,3-benzenedicarboxylate (bdc)] [12], and ob-
servation of a thermal magnon Hall effect in Lu2V2O7 [5]
and Cu(1,3-bdc) [6]. The main obstacle is that magnons are
uncharged excitations and thus invisible to experimental tools
like STM or ARPES with spatial resolution. An unambiguous
experimental signature, such as the direct observation of an
edge mode in the bulk gap is hampered by limitations in energy
resolution (in resonant x-ray scattering) or signal strength (in
neutron scattering) [12].
Here, we propose driving a magnon edge mode to a para-
metric instability, which, when taking into account nonlinear
damping, induces a non-equilibrium steady state with a large
chiral edge mode population. In such a state the local polar-
ization and magnetization associated with the edge mode are
coherently enhanced, which could enable direct detection of
edge modes via neutron scattering. Crucially, we show that
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selective amplification of edge modes can be achieved while
preserving the stability of the bulk modes and thus the mag-
netic order. Another key experimental signature we predict is
that applying a driving field gradient gives rise to a temperature
gradient along the transverse direction, thus establishing what
one might call a driven Hall effect (DHE). Topological magnon
amplification has further uses in magnon spintronics [13], pro-
viding a way to amplify magnons and to build a topological
magnon laser [14, 15]. Our work on driving topological edge
modes in magnetic materials complements previous investiga-
tions in ultracold gases [16, 17], photonic crystals [9], and most
recently arrays of semiconductor microresonators [14, 15] and
graphene [18].
II. RESULTS
A. Edge mode parametric instability
Before discussing a microscopic model, we show qualita-
tively how a parametric instability may arise from anomalous
magnon pairing terms in a chiral one-dimensional waveguide.
We consider bosonic modes {aˆk} with energies {ωk} (for ex-
ample the magnon edge mode between the first and second
band, as in Fig. 1), labelled by momentum k, interacting with
another bosonic mode (electromagnetic field mode) bˆ, as de-
scribed by generic three-wave mixing (~ = 1)
Hˆint =
∑
k
gk
2
(
aˆ†−kaˆ
†
k bˆ+ bˆ
†aˆkaˆ−k
)
. (1)
Under strong coherent driving, the bosonic annihilation op-
erator bˆ can be replaced by its classical amplitude bˆ ≈
β exp(−iΩ0t)  1, yielding an effective Hamiltonian Hˆ =
Hˆ0 + gkβ[aˆ†−kaˆ
†
k exp(iΩ0t) + aˆkaˆ−k exp(−iΩ0t)]. The sec-
ond term produces magnon pairs with equal and opposite mo-
mentum. The time-dependence can be removed by passing
to a rotating frame with respect to
∑
k(Ω0/2)aˆ
†
kaˆk. From the
Hamiltonian it is straightforward to derive the equations of
motion, which couple particles at momentum k with holes at
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FIG. 1. Magnon band structure and instability. The band structure
of a kagome topological magnetic insulator (TMI) strip with a drive
tuned to the edge modes at momentum pi (lattice constant a = 1),
calculated from the microscopic model in Sec. II B. Instabilities are
marked by coloured disks, with the colour representing the size of the
imaginary part, in units of J . Bottom left (grey) inset: A sketch of
a few unit cells of the kagome lattice, with lattice vectors δi (|δi| =
a = 1) and site vectors ρi drawn in. The system we consider is
infinite along the x-direction and comprises W = 45 unit cells along
the y-direction. Top right (purple) inset: Zoom of the unstable region.
Parameters: Dz/J = 0.2, h/J = 0.01, Ω0/J = 2.578, eˆ = (0, 1),
E/J = 0.0004, γ/J = 0.0001.
−k. Neglecting fluctuations, we focus on the classical ampli-
tudes of the fields αk = 〈aˆk〉 and include a phenomenological
linear damping rate γk to take into account the various damp-
ing processes present in such materials [12, 19]. As we are
interested in amplification around a small bandwidth, we ne-
glect the momentum dependence of the coupling gk ' g and
damping γk ' γ, arriving at
i
d
dt
Ak =
(
ω˜k − iγ2 E−E −ω˜−k − iγ2
)
Ak, (2)
where we have introduced the frequency relative to the rotating
frame ω˜k = ωk − Ω0/2, the vector Ak = (αk, α∗−k), and
the overall coupling strength E = gβ. The eigenvalues of the
dynamical matrix Eq. (2) are the complex energies
ωk,± =
ωk − ω−k
2 −
iγ
2 ±
√
(ω˜k + ω˜−k)2
4 − E . (3)
If the coupling E exceeds the energy difference between
pump photons and magnon pair (the detuning) ω˜k + ω˜−k =
ωk + ω−k − Ω0, the square root becomes imaginary. If fur-
ther its magnitude exceeds γ, more particles are created than
dissipated, causing an instability and exponential growth of
the number of particles in this mode. Eventually the growth
is limited by nonlinear effects, as discussed below. Despite
its simplicity, Eq. (3) provides an accurate account of the fun-
damental instability mechanism in two-dimensional kagome
TMIs, as is illustrated by the quantitative agreement Fig. 2.
This forms the key ingredient for directly observing chiral
magnon edge modes.
B. Microscopic model
Turning to a more realistic model, we consider spins on
the vertices of an insulating kagome lattice ferromagnet that
interact via Heisenberg and Dzyaloshinskii-Moriya (DM) in-
teraction
Hˆ0 =
∑
〈ij〉
[
−J Sˆi · Sˆj + Dij · (Sˆi × Sˆj)
]
−gLµBH0 ·
∑
i
Sˆi.
(4)
Here, Dij is the DM vector that can in principle differ from
bond to bond, but is heavily constrained by lattice symme-
tries. H0 is an externally applied magnetic field, µB the Bohr
magneton, gL the Landé g-factor, and J is the Heisenberg in-
teraction strength. This model has been found to describe the
thermal magnon Hall effect in Lu2V2O7 [5], as well as the
bulk magnon band structure of Cu(1,3-bdc) [12].
The low energy excitations around the ferromagnetic order
are magnons, whose bilinear Hamiltonian is obtained from
a standard Holstein-Primakoff transformation to order 1/S
along the direction of magnetization, i.e., Sˆ+ =
√
2s aˆ, Sˆ− =√
2s aˆ†, Sˆz = s− aˆ†aˆ [4, 10], yielding
Hˆ0 = −12(J + iDz)
∑
〈mn〉
aˆ†maˆn + H.c. + h
∑
m
aˆ†maˆm +K0,
(5)
where K0 is a constant, the sum ranges over bonds directed
counterclockwise in each triangle, and we have chosen the
magnetic field to point along z, introducing h ≡ gLµBHz0 .
To second order, the Hamiltonian only contains the com-
ponent of Dij along z (Dz), which is the same for all bonds
due to symmetry. We take the unit cell to be one upright trian-
gle (red in Fig. 1), with sites ρ1 = (0, 0), ρ2 = (−1,
√
3)/4,
ρ3 = (−1/2, 0). The unit cells form a triangular Bravais lattice
generated by the lattice vectors δ1 = (1, 0), δ2 = (1,
√
3)/2,
δ3 = δ2 − δ1 = (−1,
√
3)/2. For nonzero Dz , the bands
in this model are topological [10, 12] causing exponentially
localized edge modes to appear within the band gaps.
The effect of an oscillating electric field on magnons in a
TMI is characterized by the polarization operator, which can be
expanded as a sum of single-spin terms, products of two spins,
three spins, etc. [20] Lattice symmetries restrict which terms
may appear in the polarization tensor [20]. In the pyrochlore
lattice, the polarization due to single spins (linear Stark effect)
vanishes, as each lattice site is a centre of inversion, such that
the leading term contains two spin operators. The associated
tensor can be decomposed into the isotropic (trace) part pi, as
well as the anisotropic traceless symmetric and antisymmetric
parts Γ and D, viz. Pˆjl = (pijlδβγ + Γ(βγ)jl + D
[βγ]
jl )Sˆ
β
j Sˆ
γ
l
(sum over β, γ implied). Kagome TMIs generically have a
nonzero anisotropic symmetric part, which implies the pres-
ence of anomalous magnon pairing terms in the spin-wave
picture
Pˆmn =
(
Γα,xxmn − Γα,yymn − 2iΓα,(xy)mn
)
aˆmaˆn + · · ·
≡ Qmnaˆmaˆn + H.c. + · · · .
(6)
3The polarization enters the Hamiltonian via coupling to the
amplitude of the electric field, Hˆ(t) = Hˆ0 − E(t) · Pˆ, thus
introducing terms that create a pair of magnons while absorbing
a photon. Pair production of magnons is a generic feature
of antiferromagnets (via pi), [20] but since in ferromagnets it
relies on anisotropy, it is expected to be considerably weaker. A
microscopic calculation based on a third-order hopping process
in the Fermi-Hubbard model at half filling reveals that |Q| =
ae(t/U)3/2, where a is the lattice vector, e the elementary
charge, t the hopping amplitude, and U the on-site repulsion
(see Supplementary Note 1).
As in the chiral waveguide model, assume an oscillating
electric field E(t) = E0 cos(Ω0t). We consider an infinite strip
withW unit cells along y, but remove the lowest row of sites to
obtain a manifestly inversion-symmetric model. Diagonalizing
the undriven Hamiltonian Hˆ0 (4), we label the eigenstates bk,s
by their momentum along x and an index s ∈ {1, 2, · · · , 3W−
2}. After performing the rotating-wave approximation, the full
Hamiltonian reads
Hˆ =
∑
k,s
ω˜k,sbˆ
†
k,sbˆk,s −
1
2
[
E0 · Q˜ss′(k)bˆk,sbˆ−k,s′ + H.c.
]
,
(7)
where we have introduced ω˜k,s = ωk,s − Ω0/2, and Q˜ss′(k),
which characterizes the strength of the anomalous coupling
between two modes. It is obtained from Qmn through Fourier
transform and rotation into the energy eigenbasis (cf. Supple-
mentary Note 3).
As in the one-dimensional waveguide model, a pair of modes
is rendered unstable if their detuning ∆k,ss′ = ωk,s+ω−k,s′−
Ω0 is smaller than the anomalous coupling between them. The
detuning ∆k,ss′ varies quickly as a function of k except at
points where the slopes of ωk,s and ω−k,s′ coincide to first
order, which happens at k = 0, pi when s = s′. At those values
of k, the energy matching condition is fulfilled for a broader
range of wavevectors, which leads to a larger amplification
bandwidth. However, the edge modes are only localized to the
edge around k = pi, such that driving around k = pi is most
efficient, which we consider here (cf. Fig. 1). Expanding the
dispersion to second order around this point, we find ωpi+q '
ωpi + qω′pi +(q2/2)ω′′pi +O(q3), yielding ∆pi+q = 2ωpi−Ω0 +
q2ω′′pi + O(q4). Placing the pump at Ω0 = 2ωpi thus makes
magnon pairs around k = pi resonant, on a bandwidth of order√E/ω′′pi . For weak driving, where the bandwidth is low, higher-
order terms in the dispersion relation can be neglected, and
this simple calculation captures the amplification behaviour
extremely well, as we illustrate in Fig. 2a. We calculate the
band structure and find the unstable modes numerically (see
Methods), with ω˜k,s and Q˜ss′ obtained from a microscopic
model detailed in Supplementary Note 2, and plot the resulting
band structure with instabilities in Fig. 1.
As we have seen above, an instability requires the anoma-
lous terms to overcome the linear damping and the effective
detuning. Linear damping, which we include as a uniform
phenomenological parameter γ, has important consequences,
as it sets a lower bound for the amplitude of the electrical field
required to drive the system to an instability. It also ensures
bulk stability. We have seen that there are three conditions for
(a) (b)
FIG. 2. Characterization of instability. (a) Complex energy of the
edge eigenmodes (cf. Eq. (3)). The real part (frequency) is plotted
in blue, whereas the imaginary part (amplification) is shown in yel-
low. The perfectly matching grey curve is the theory Eq. (3) with
E = gkE0 = |E0||Q˜s¯s¯(pi)| = 4 × 10−4J and ω′′pi ' 0.3605J
(numerically extracted from band structure, not fitted to instability).
Note that the excellent agreement only holds if the polarization of the
electric field points along y, i.e., along the width of the strip, as we
explain in more detail in Supplementary Note 4. (b) The steady-state
edge occupation calculated from Eq. (8) with the same parameters
as in Fig. 1 and nonlinear damping η = 10−5J (the same in micro-
scopic theory and chiral waveguide model). Shown in blue is the
chiral waveguide model, the yellow dots are calculated numerically
from the microscopic Hamiltonian. Parameters are as in Fig. 1, but
with W = 15.
a parametric instability. First, there has to exist a pair of modes
whose lattice momenta add to 0 (or 2pi); Second, the sum of
their energy has to match the pump frequency; and Third, the
strength of their anomalous interaction has to overcome both
their detuning and their damping. While momentum and en-
ergy matching is by design fulfilled by the edge mode, there
is a large number of bulk mode pairs that also fulfil it. We
show in Supplementary Note 4 that choosing the polarization
to lie along y increases the anomalous coupling for modes
with wavevector close to pi and that the coupling is small for
almost all bulk mode pairs. The reason for this is that the
bulk modes are approximately standing waves along y, and
most bulk mode pairs have differing numbers of nodes, such
that their overlap averages to zero. The remaining modes with
appreciable anomalous coupling a far detuned in energy. This
way, robust edge state instability can be achieved without any
bulk instabilities, as demonstrated in Fig. 1. Bulk stability is
crucial for the validity of the following discussion.
In the presence of an instability, the linear theory predicts ex-
ponential growth of edge magnon population. In a real system,
the exponential growth is limited by nonlinear damping, for
which we introduce another uniform parameter η, in the same
spirit as Gilbert damping in nonlinear Landau-Lifshitz-Gilbert
equations [21], such that Eq. (2) becomes
i
d
dt
Ak =
(
ω˜k − iγ+η|αk|
2
2 E
−E −ω˜−k − iγ+η|αk|
2
2
)
Ak. (8)
Microscopically, such damping arises from the next order in
the spin-wave expansion that allows four-wave mixing. While
the linear theory only predicts the instability, Eq. (8) predicts
a steady-state magnon occupation given through |αpi+q|2 =
η−1(
√
4E2 − q4(ω′′pi)2 − γ) (cf. Methods), which we show in
Fig. 2b.
4FIG. 3. Driving and resulting edge current. (a) The two-dimensional kagome lattice ferromagnet is driven by an electromagnetic field
perpendicular to the kagome plane. To observe the driven Hall effect (DHE), the field is applied with a linear gradient along y, which leads to a
temperature difference along x. Colour gradient from blue to red indicates increasing temperature. (b) The current as function of time. The
shades of blue from dark to bright correspond to E = {3, 4, 5, 6} × 10−4J , respectively. The straight line is the theoretical prediction for the
steady-state value (10). From the equation of motion one can estimate the time to reach the steady state to be of order teq ∼ E−1 log(E/η). (c)
The steady-state particle current plotted against the drive strength E . The solid lines correspond to the theoretical formula Eq. (10), whereas the
dots are calculated numerically. In {blue, yellow, red, turquoise} we show (γ, η) = {(1, 0.1), (100, 0.1), (50, 1), (10, 10)} × 10−5J . We see
that Eq. (10) agrees well with the numerically calculated steady-state current. The yellow, red, and turquoise curves have kinks at 2E = γ,
which mark the onset of instability. The clear deviation occurs once bulk modes become unstable, in which case our approximations break down
and system ceases to remain close to the ground state. All unspecified parameters are as in Fig. 1, except for W = 15.
C. Experimental signatures
TMIs exhibit a magnonic thermal Hall effect at low tem-
peratures [4, 5]. A similar effect occurs when the magnon
population is not thermal, but a consequence of coherent driv-
ing, realizing a driven Hall effect (DHE).
We can calculate the steady-state edge magnon current from
the occupation calculated above,
JSS =
∫ Λ
−Λ
dq
2pi |αpi+q|
2νpi+q, (9)
where νpi+q ' ω′pi + qω′′pi is the group velocity and Λ =
4
√
(4E2 − γ2)/(ω′′pi)2 is the range over which the steady-state
population is finite (which coincides with the range over which
the modes become unstable). While the integral can be done
exactly (cf. Methods) an approximation within ±5% is given
through
JSS(E) ≈ 5ω
′
pi
6ηpi
(
4E2 − γ2
(ω′′pi)2
) 1
4
(2E − γ). (10)
For 2E  γ, a characteristic scaling of steady-state current
with driving strength appears, JSS ∝ E3/2, distinct from the
linear dependence one would expect for standard heating.
In Fig. 3b,c, we demonstrate that the steady-state edge cur-
rent depends on the drive strength in a fashion that is well de-
scribed by Eq. (10). The order-of-magnitude equilibration time
can be estimated from the solution to α˙ = (1/2)(E − η|α|2)α,
and for η/E  1 it evaluates to teq ∼ E−1 log(E/η) ∼
104J−1 for our chosen values of E and η.
A DHE arises when a rectangular slab of size Lx × Ly is
driven by a field with a gradient along y, as sketched in Fig. 3a.
If Lx, Ly  νpiteq, the edges equilibrate to a steady-state
magnon population governed by Eq. (10). The difference be-
tween the steady-state magnon currents on top and bottom edge
corresponds to a net energy current Jxnet along x, which to first
order in the drive strength difference ∆yE can be written [22]
Jxnet = κxy(Eavg)∆yE , κxy(E) ≡
dJSS(E)
dE (11)
where one should note that in this non-equilibrium setting κxy
is not a proper conductivity as in conventional linear response.
The net edge current causes one side of the system to heat
up faster, resulting in a temperature difference transverse to
the gradient. As the edge magnons decay along the edge, the
reverse heat current is carried by bulk modes. For small tem-
perature differences the heat current follows the temperature
gradient linearly and thus the averaged temperature difference
∆xT =
∫
dy [T (Lx, y)− T (0, y)]/Ly = Jxnet/κxx. The tem-
perature difference can thus be written in terms of the applied
field strength difference
∆xT =
∆yE
κxx
κxy(E). (12)
As a word of caution, we note that this relation relies on several
key assumptions. To begin with, temperature is in fact not well
defined along the edge, as there is a non-equilibrium magnon
occupation. Edge magnons decay at a certain rate into phonons,
which can be modelled as heating of the phonon bath. If the
equilibration time scale of the latter is fast compared to the
heating rate through magnon decay, one can at least associate a
local temperature to the phonons. Similarly, the bulk magnon
modes can be viewed as a fast bath for the magnon edge mode
and similar considerations apply. Even if these assumptions
are justified, the two baths do not need to have the same tem-
perature. Next, the heat conductivity associated to magnons
and phonons differ in general, such that the κxx appearing in
Eq. (12) can only be associated with the bulk heat conductivity
if the temperatures of the two baths are equal. Some of these
complications have been recognized to also play an important
role in measurements of the magnon thermal Hall effect [22].
5While the above-mentioned concerns make quantitative pre-
dictions difficult, the DHE is easily distinguishable from the
thermal Hall effect, due to the strong dependence of the tem-
perature difference ∆xT on drive frequency and polarization,
as well as the fact that below the cutoff 2E = γ no instability
occurs and that Jnet ∝
√Eavg for 2Eavg  γ, rather than the
linear dependence one would expect from standard heating.
In certain materials such as Cu(1,3-bdc), the appearance or
disappearance of the topological edge modes can be tuned with
an applied magnetic field [12], a property that could be used to
further corroborate the results of such an experiment.
A number of other experimental probes might be used to
certify a large edge magnon current and thus the presence of
edge states. On the one hand, with a large coherent magnon
population in a given mode, the local magnetic field and elec-
tric polarization associated to that mode will be enhanced.
In particular techniques that directly probe local magnetic or
electric fields, such as neutron scattering [12, 23] or x-ray scat-
tering, which to date are not powerful enough to resolve edge
modes [12], would thus have a coherently enhanced signal,
for example by almost two orders of magnitude when taking
the conservative parameters in Fig. 2. On the other hand, het-
erostructures provide a way to couple the magnons out of the
edge mode into another material [21], for example one with
a strong spin Hall effect, in which they can be detected more
easily. In this setup, again the fact that the edge magnons have
a large coherent population should make their signal easily
distinguishable from thermal noise.
D. Material realizations
The model of a kagome lattice ferromagnet with DM interac-
tion has been found to describe the thermal magnon Hall effect
in Lu2V2O7 [5], as well as the bulk magnon band structure
of Cu(1,3-bdc) [12, 24]. These materials are in fact 3D py-
rochlore lattices, which can be pictured as alternating kagome
and triangular lattices along the [111] direction. However, their
topological properties can be captured by considering only the
kagome planes [10–12] (shown in Fig. 1), thus neglecting the
coupling between kagome and triangular planes. It has been
suggested that the effect of the interaction may be subsumed
into new effective interaction strengths [11] or into an effective
on-site potential [10]. Typical values for strength of the DM
and Heisenberg interactions lie between |D|/J ≈ 0.18 [12],
J ≈ 0.6 ± 0.1 meV ' 150 ± 30 GHz [12] in Cu(1,3-bdc)
and |D|/J ≈ 0.32 [5], J ≈ 3.4 meV≈ 0.82 THz [10] in
Lu2V2O7. The energy of the edge states close to k = pi is
approximately J , such that the applied drive needs to be at a
frequency ω0/2pi = 0.3–1.6 THz. While experimentally chal-
lenging, low THz driving down to 0.6 THz has recently been
achieved [18, 25]. Furthermore, the magnon energy can be
tuned by applied magnetic fields.
An instability requires E0ae(t/U)3 & γ. With a '
10 Å [10], J ' 1 meV, and assuming t/U ' 0.1, we can
estimate the minimum field strength required to overcome
damping γk ' 10−4J to be E0 ' 105 V/m, although for quan-
titative estimates one would require both accurate values for
the damping of the edge modes (at zero temperature) and t/U .
This is accessible in pulsed operation [18, 25], and perhaps in
continuous operation through the assistance of a cavity.
Since the qualitative behaviour we describe can be derived
from general and phenomenological considerations, we expect
it to be robust and present in a range of systems, as long as
they allow for anisotropy, i.e., if bonds are not centres of in-
version. We thus expect that topological magnon amplification
is also possible in recently discovered topological honeycomb
ferromagnet CrI3 [26].
III. DISCUSSION
We have shown that appropriate electromagnetic driving can
render topological magnon edge modes unstable, while leaving
the bulk modes stable. The resulting non-equilibrium steady
state has a macroscopic edge magnon population. We present
several strategies to certify the topological nature of the band
structure, namely, implementing a driven Hall effect (DHE),
direct detection with neutron scattering, or by coupling the
magnons into a material with a spin Hall effect.
Our work paves the way for a number of future studies. As
we have pointed out, edge mode damping plays an important
role here. One might expect their damping to be smaller than
that of generic bulk modes as due to their localization they have
a smaller overlap to bulk modes. This suppression should be
compounded by the effect of disorder [21], which may further
enhance the feasibility of our proposed experiments. On the
other hand, rough edges will have an influence over the matrix
element between drive and edge modes, leading to variations
in the anomalous coupling strength. Phonons in the material
are crucial for robust thermal Hall measurements [22] and
could possibly mix with the chiral magnon mode [27], which
motivates full microscopic calculations.
An exciting prospect is to use topological magnon amplifica-
tion in magnon spintronics. There have already been theoretical
efforts studying how magnons can be injected into topological
edge modes with the inverse spin Hall effect [21]. Given an
efficient mechanism to couple magnons into and out of the
edge modes, our amplification mechanism may enable chiral
travelling-wave magnon amplifiers, initially proposed in pho-
tonic crystals [9]. Even when simply seeded by thermal or
quantum fluctuations, the large coherent magnon steady state
could power topological magnon lasers [14], with tremendous
promise for future application in spintronics. In the near future,
we hope that topological magnon amplification can be used for
an unambiguous discovery of topological magnon edge modes.
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METHODS
Numerical Calculation
For the numerical calculation, we choose a manifestly
inversion-symmetric system obtained by deleting the lowest
row of sites, a situation that is depicted in Fig. 1, where the
tip of the lowest blue triangle is part of a unit cell whose other
sites are not included. For example, repeating the star shown
in Fig. 1 along x would result in an inversion-symmetric strip
with W = 3. A Fourier transform of Eq. (5) along x yields a
3W − 2 by 3W − 2 Hamiltonian matrix for each momentum k
H0 = K0 − 12
(J + iDz)∑
k,ly
[
e−ik/4a†1,k,lya2,k,ly
+ e−ik/4a†2,k,lya3,k,ly + 2 cos(k/2)a
†
3,k,lya1,k,ly
+eik/4a†1,k,lya2,k,ly−1 + e
ik/4a†2,k,lya3,k,ly+1
]
+ H.c.
}
(13)
Note that we take ~ = 1. Diagonalizing this matrix yields
single-particle energy eigenstates with annihilation operator
bk,s, and a Hamiltonian H0 =
∑
k,s ωk,sb
†
k,sbk,s. The re-
sulting band structure is shown in Fig. 1. In our convention,
the lowest bulk band has Chern number sgnDz , the middle
bulk band 0 and the top bulk band − sgnDz (calculated, e.g.,
through the method described in Ref. 28). Accordingly, there
is one pair of edge modes in each of the bulk gaps, one right-
moving localized at the lower edge and one left-moving at the
upper.
Including the anomalous terms obtained from a calculation
based on the Fermi-Hubbard model at half filling yields the
full Hamiltonian Eq. (7). By means of a Bogoliubov transfor-
mation we obtain the magnon band structure and the unstable
states [29], which form the basis for Fig. 1 and Fig. 2. The
inclusion of nonlinear damping yields Eq. (8), which has been
used to calculate Fig. 3. In the end, we calculate the current
by evaluating the expectation value of the particle current or
energy current operator, which can be obtained for a given
bond from the continuity equation [30]. The current across a
certain cut of the system is obtained by summing the current
operators for all the bonds that cross it. As the system we study
is inversion symmetric, the total current in the x direction van-
ishes. In order to specifically find the edge current, we thus
define a cut through half of the system, for example from the
top edge to the middle.
Unstable modes in Bogoliubov-de Gennes equation
We consider the full Hamiltonian
H = H0 −Hrot +Hamp. (14)
H0−Hrot gives rise to the band structure shown in Fig. 1 above,
while Hamp contains the anomalous terms. The idea of this
section is to calculate which modes in Eq. (14) are unstable.
Ideally, those should be the relevant edge modes, and only
those. It turns out that this is possible in presence of linear
damping.
Following Ref. 9, we define the vector |ak〉 =
(ak,1, ak,2, . . . , ak,N , a†k0−k,1, . . . , a
†
k0−k,N )
T , where the in-
dex combines the label ly and the site label in the unit cell and
therefore runs from 1 to N = 3W − 2. The Hamiltonian can
generically be written
H =
∑
k
[
a†k,sµk,ss′ak,s′ +
1
2
(
a†k,sνk,ss′a
†
−k,s′ + H.c.
)]
(15)
where µk originates from H0 −Hrot and νk from Hamp. This
form makes it evident that µk = µ†k and νk = νTk . The equa-
tion of motion for this vector can be found from the Hamilto-
nian above and is
d
dt
|ak〉 = −iσzhk|ak〉, (16)
with σz = diag(1, 1, . . . ,−1,−1, . . . ) (N “+1”s and N
“−1”s), with
hk =
(
µk νk
ν†k µ
T
−k
)
. (17)
We can then solve the eigenvalue problem and find stable and
unstable modes. Furthermore, we can find the time-evolution
for operators in the Heisenberg picture from Eq. (16). It is
simply |ak(t)〉 = e−iσzhkt|ak(0)〉.
Steady state of nonlinear equations of motion
We start from the equations of motion (8) given in the main
text, repeated here for convenience
i
(
α˙k
α˙∗−k
)
=
(
ω˜k − iγ+η|αk|
2
2 E
−E −ω˜−k − iγ+η|αk|
2
2
)(
αk
α∗−k
)
.
(18)
In the steady state, |αk|2 = const., so we use the ansatz
αk = exp(i∆t)α¯, and α∗−k = exp(i∆t)zα¯ for some complex
numbers z, α¯ and real frequency ∆. As we are only interested
in a narrow range of momenta, we expand the dispersion rela-
tion to second order, as in the main text. The pump frequency
is set to match the edge mode at k = pi, i.e., Ω0 = 2ωpi. As a
consequence, ω˜pi+q = qω′pi + q2ω′′pi/2 +O(q3).
If there is an instability, the solution α¯ = 0 is unstable.
Assuming α¯ 6= 0 (thus z 6= 0), and for ∆ = qω′pi, we find the
set of equations
1
2q
2ω′′pi −
i
2(γ + η|αk|
2) + zE = 0, (19)
−12q
2ω′′pi −
i
2(γ + η|zαk|
2)− E
z
= 0. (20)
7Multiplying the second equation by |z|2, and subtracting the
complex conjugate of the resulting equation from the first
equation, one can show that |z|2 = 1. With this condition
Eqs. (19) and (20) coincide, such that we can solve them for
the intensity
|αk|2 = 1
η
(−2iEz − iq2ω′′pi − γ) . (21)
This equation has solutions if and only if 4E2 ≥ q4(ω′′pi)2 + γ2,
which coincides with the condition for the instability. If this
condition is fulfilled, we have
|αpi+q|2 = 1
η
(√
4E2 − q4(ω′′pi)2 − γ
)
. (22)
The steady-state edge magnon current
JSS =
∫ Λ
−Λ
dq
2pi |αpi+q|
2νpi+q
= 2ω
′
pi
√
2E
3piη
√
ω′′pi
{
2E F
[
sin−1
(
Λ√
2E/ω′′pi
)
,−1
]
−γ 4
√
1− γ2/(4E2)
}
.
(23)
where F (k,m) is the elliptic integral of the first kind.
Particle current operator
The particle current operator is obtained from the continuity
equation for the number of magnons. We have
n˙n − i[H0, nn] = n˙n − i
∑
m
[hm, nn] = 0, (24)
where hn are local Hamiltonians defined through
H0 =
∑
n
hn. (25)
The second term in Eq. (24) can be interpreted as a sum of the
particle currents from n to the neighbouring sites m.
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9Supplementary Material: Topological Magnon Amplification
SUPPLEMENTARY NOTE 1: EFFECTIVE SPIN HAMILTONIAN FROM FERMI-HUBBARD MODEL
In order to support our qualitative analysis above, we derive the polarization tensor in a kagome TMI from a Fermi-Hubbard
model at half filling, with an on-site Coulomb repulsion U much larger than the hopping t, t/U  1. As is well known, the
low-energy physics can be described by perturbing around the Mott insulator state [31]. A contribution to the polarization arises
to third order in the hopping [32] (hopping around a triangle), which is derived in detail below.
Following Zhu et al. [33], we consider a one-band Hubbard model with SOC
HHubbard = −
∑
〈ij〉
[
c†i (τij + dij · σ) cj + H.c.
]
+ U
∑
j
nj↑nj↓, (26)
with ci = (cj↑, cj↓)T , and SOC vector dij = inijtij sin(θij). The parameterization of d in terms of a unit vector nij and an
angle θij will become useful later.
Zhu et al. [33] derive the effective low-energy spin Hamiltonian to second order in the hopping, which is
H˜eff =
∑
〈ij〉
4t2ij
U
S†iJijSj , (27)
where Sνj = 12c
†
j · σν · cj , and Jij is the exchange tensor pertaining to bond 〈ij〉 and can be written
JijSj = cos(2θij)Sj + sin(2θij)(Sj × nij) + 2 sin2(θij)nij(nij · Sj). (28)
The three terms give rise to the isotropic Heisenberg interaction, to asymmetric, and to symmetric exchange anisotropy, respectively.
SUPPLEMENTARY NOTE 2: POLARIZATION TENSOR
The direction in which the polarization may point is constrained in the same way as the DM vector associated to each bond
[cf. Eq. (4)]. The reflection symmetry around the plane orthogonal to each bond constrains the vector to lie in this symmetry plane.
In addition, the lattice is three-fold rotation symmetric, as well as inversion symmetric around lattice sites, such that the direction
of one vector determines that of all others. The precise direction and magnitude of the vector may be obtained, for example, from
perturbation theory in the Fermi-Hubbard model at half filling, as we demonstrate below. The results in the main text in principle
only require that the anisotropic part of the polarization tensor is nonzero, which is allowed whenever bonds are not centres of
inversion.
Microscopically, the anisotropy is due to spin-orbit coupling (SOC). We follow Zhu et al. [33], who derive the electric
polarization as a third-order hopping process, which is the lowest-order relevant contribution. It is given through [33]
Pij = p0,ij [Si · JijSj cos θijk + nijk · Si × JijSj sin θijk] (29)
where k is the third site in the loop and with
p0,ij ≡ 8eatijtjktki
U3
(ejk − eki) = 8eatijtjktki
U3
(2ρk − ρi − ρj). (30)
The vector p0,ij points into the triangle, orthogonal to the bond 〈ij〉 and in the plane of the triangle. Importantly, this means that,
when following bonds along a straight line, their polarization changes sign from bond to bond.
The angle θ parametrizes the relative strength of the SOC. To first order in θ, the only scalar quantity one can construct with
one vector are of the form n · (S× S), which does not have the form we are interested in. Hence we expand to second order
Pij = P(0)ij + P
(1)
ij + P
(2)
ij +O(θ3), (31)
with
P(0)ij = p0,ijSi · Sj , (32a)
P(1)ij = p0,ij (2θijnij + θijknijk) · (Si × Sj), (32b)
P(2)ij = p0,ij
{−(Si · Sj)[2θ2ij + 2θijθijk(nijk · nij) + 12θ2ijk] + 2θ2ij(Si · nij)(Sj · nij) + 2θijθijk(Si · nij)(Sj · nijk)} .
(32c)
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Physically, in the original Hubbard Hamiltonian, only the SOC term can generate spin flips, which is why we need to go to
second order in the SOC to obtain anomalous pairing terms that generate two magnons from one photon. In the spin wave picture,
terms such as (Si · nij)(Sj · nij) and (Si · nij)(Sj · nijk) can lead to anomalous terms, which can lead to instabilities and thus
amplification. In order to make progress, we need to apply the general model Eq. (27) to our particular problem. Note that while
Eq. (27) predicts a positive J , experiments show that J is in fact negative. This is a result of other contributions, such as exchange.
Thus, the measured J cannot be used to determine the angle θij in Eq. (27). Instead, the angle needs to be fitted independently, or
determined from a measurement of the spin-orbit effect. Comparing Eq. (27) to Eq. (4), we can identify
4t2ij
U
cos(2θij) = JSE,
4t2ij
U
sin(2θij)nij = Dij , (33)
where Dij is the vector in Eq. (4), tan(2θij) = −|Dij |/JSE,ij quantifies the strength of the DM interaction relative to the
Heisenberg coupling from superexchange JSE, and we have used the subscript SE to denote the superexchange contribution. In
principle, all these quantities can differ from site to site, but here we study a translation-invariant Hamiltonian, which simplifies
the description considerably.
By lattice symmetry, D has to lie in the plane orthogonal to the bonds (since that is a symmetry plane). In the pyrochlore lattice,
each bond is part of two triangles. The net DM interaction is the sum of the contribution from each triangle. If we consider the
corner-sharing cube that surrounds the tetrahedron, the DM vector lies in the plane of the cube face that also encompasses the
bond, as derived for instance in Ref. 34. If we choose the upright triangles in Fig. 1 to be part of tetrahedra pointing into the plane
(and thus the upside-down triangles are part of tetrahedra pointing out of the plane), and consider the bond lying along x in an
upright triangle, we have n12 = −(
√
2/3)zˆ− 1/√3yˆ (zˆ points out of the plane, i.e., our coordinate system is right handed with
Fig. 1 being the xy-plane, with x being horizontal and y vertical). The DM vectors for the other bonds in the triangle can be
obtained through rotation by 2pi/3 around z. The DM vectors in upside-down triangle then follow from reversing the vectors in
the upright triangle (v→ −v). This argument assumes ordered bonds (here counterclockwise in all triangles).
This determines nij and θij ≡ θ = (1/2) tan−1(D/JSE). The spin-orbit contribution is assumed to be weak, such that θ is
small. In analogy to a charged particle picking up a U(1) phase when hopping in a loop penetrated by a magnetic field, θijk and
nijk parameterize the SU(2)-phase that is picked up by the electron spin when hopping around the triangle [33]. Writing the
hopping part of the original Hubbard Hamiltonian
Ht = −
∑
〈ij〉
c†iAijcj , (34)
we can identify Aij ≡ exp(iθijnij · σ). The lowest order contribution to the polarization comes from a third order hopping
process around a triangle, during which an electric spin picks up the total rotation
AijAjkAki ≡ exp(−iθijknijk · σ). (35)
This defines θijk and nijk. Due to translation and rotation symmetries, θijk is the same for all bonds, and given through
θl,ijk = cos−1
[
1
8
(
3 cos(θ) + 5 cos(3θ)− 4
√
2 sin2(θ)
)]
=
√
6θ +O(θ2).
(36)
The sign is ambiguous, and we have chosen θijk > 0 in the second equality. The vector nijk depends on the bond we consider.
For the bond connecting site 1 and 2 in the same unit cell (i.e., the lower edge in an upright triangle), we have
nl,123 ∝
(
sin2(θ)(1− 2
√
2 cot(θ)), (2
√
2 cot(θ)− 1) sin2(θ)√
3
,
5 + 7 cos(2θ) + sin(2θ)/
√
2)√
6
)
∼ zˆ +O(θ). (37)
The vectors n231, n312 can be obtained from n123 through rotation by 2pi/3 and 4pi/3 around z.
Terms such as Si · Sj , Szi Szj , Si × Sj cannot change the angular momentum along z and thus do not lead to anomalous terms.
In the second order (in θ) contribution to the polarization [cf. Eq. (32)], we have two promising terms. The second, however, yields
2θijθijk(Si · nij)(Sj · nijk) = 2θijθijk(Si · nij)Szj +O(θ3), (38)
and thus does not contribute to second order. The remaining term is
P(2)ij = p0,ij2θ2Si ·
(
nij − zˆnzij
)
Sj ·
(
nij − zˆnzij
)
+ · · · , (39)
where we have subtracted the component of the vector nij along z, because it does not lead to anomalous terms.
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SUPPLEMENTARY NONE 3: AMPLIFICATION HAMILTONIAN
Independent of whether we justify the existence of an anomalous term via symmetry considerations (Sec. II B) or the microscopic
derivation (Supplementary Note 2), the amplification Hamiltonian takes same form, due to symmetry constraints. Note that due
to symmetry, Pij is constrained to lie in the plane perpendicular to the bond. As the z component is irrelevant, the resulting
amplification Hamiltonian depends only on the modulus of the in-plane component of the polarization P. Taking only the relevant
term, the amplification Hamiltonian is written as (note the slightly odd convention where by addition of the indices, such as m+n
or 1 + 2, we mean that we take the vectors to those sites and add them)
Hamp = −2θ2
∑
〈mn〉
Em+n
2
· p0,mn(Sm ·Qmn)(Sn ·Qmn), (40)
where Qmn = nmn − zˆnmn is perpendicular to the bond and points outside for upright triangles and inside for upside-down
triangles. In fact, it is irrelevant whether Qmn points in or out, since Qmn → −Qmn leaves Eq. (40) unchanged. In the spin-wave
picture, we have (Sm ·Qmn)(Sn ·Qmn) = S−mS−n (Q+mn)2/4 + H.c. + · · · , where Q± ≡ Qx ± iQy. Since Qmn points out of
the upward facing triangles (they are parallel to nmn), we have Q+12 = eipi/6/
√
3, Q+23 = e5ipi/6/
√
3, and Q+31 = −i/
√
3. We
end up with
Hamp = −14
∑
〈mn〉
E(m+n)/2 · p0,mn
[
aman(Q+mn)2 + H.c.
]
= −14
∑
l
[
p0,12a1,l
(
E 1+2
2 ,l
a2,l −E 1+2
2 ,l− 32 a2,l−3
)
(Q+12)2p0,23a2,l
(
E 2+3
2 ,l
a3,l −E 2+3
2 ,l+
3
2
a3,l+2
)
(Q+23)2
+ p0,31a3,l
(
E 3+1
2 ,l
a1,l −E 3+1
2 ,l− 12 a1,l−1
)
(Q+31)2 + H.c.
]
= −
∑
k,ly
E0
12 e
iΩ0t
[
p0,31eipi/3a3,k,lya1,−k,ly2i sin (−kδ1/2) + p0,23e−ipi/3a2,k,ly
(
a3,−k,lye
ikδ2/2 − a3,−k,ly+1e−ikδ2/2
)
− p0,12a1,k,ly
(
a2,−k,lye
−ikδ3/2 − a2,−k,ly−1eikδ3/2
)]
+ H.c.,
(41)
where we have used (Q+12)2 = 13eipi/3, (Q
+
23)2 = 13e−ipi/3, (Q
+
31)2 = − 13 . The minus sign between the two terms in the round
and square brackets above stems from the fact that the induced polarization switches sign going from a bond to an adjacent one.
Ω0 is the frequency of the incoming radiation, E0 = eˆE0 its polarization and amplitude. If the radiation is polarized along z, at
least to this order in perturbation theory, it has no effect on the TMI, thus we choose it to lay in the plane.
Recall p0,ij = 8ea tijtjktkiU3 (2ρk−ρi−ρj) (where i, j, k ∈ {1, 2, 3} and are all distinct). Then 2ρ1−ρ2−ρ3 = (3,−
√
3)/4,
2ρ2 − ρ1 − ρ3 = (0,
√
3)/2 and 2ρ3 − ρ1 − ρ2 = −(3,
√
3)/4. We further define
E ≡
√
3eat3
4U3 |E0|, (42)
proportional to the strength of the electric field, and go into the rotating frame with respect to the Hamiltonian Hrot =
Ω0
2
∑
α,ly,px
a†α,px,lyaα,px,ly . We arrive at
Hamp = −E
∑
k,ly
eˆ ·
{
yˆeipi/3a3,k,lya1,−k,ly2i sin (−δ1k/2) +
√
3xˆ− yˆ
2 e
−ipi/3a2,k,ly
(
a3,−k,lye
ikδ2/2 − a3,−k,ly+1e−ikδ2/2
)
+
√
3xˆ + yˆ
2 a1,k,ly
(
a2,−k,lye
−ikδ3/2 − a2,−k,ly−1eikδ3/2
)}
+ H.c.,
(43)
From this form it is clear that the terms at ±k couple, so that it is we should combine negative and positive momenta. Finally,
choosing eˆ = yˆ, this leads to
Hamp = −E
∑
k>0,ly
aTk,ly
 0 12e−
ikδ3
2 e
ipi
3 2i sin(kδ12 )
1
2e
ikδ3
2 0 − 12e−
ipi
3 +
ikδ2
2
e
ipi
3 2i sin
(−kδ12 ) − 12e− ipi3 − ikδ22 0
a−k,ly
+ 12
(
e
ikδ2
2 − ipi3 a3,k,ly+1a2,−k,ly + e−
ikδ2
2 − ipi3 a2,k,lya3,−k,ly+1 − e−
ikδ3
2 a2,k,ly−1a1,−k,ly − e
ikδ3
2 a1,k,lya2,−k,ly−1
)}
+ H.c.
(44)
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(a) (c)(b)
FIG. 4. Light-magnon matrix element. (a) Modulus of the anomalous coupling between a given pair of modes at k = pi. Dark blue
corresponds to a maximum of 0.038J ≈ 2E , white to 0. (b) The maximum entry of the coupling matrix for wavevectors ranging from 0 to
2pi. A clear maximum arises around k ≈ pi. (c) The same plot, repeated for a polarization along x. In this case the anomalous coupling is
suppressed for modes around k = pi. Parameters are the same as Fig. 1 (except for the polarization in the right plot).
SUPPLEMENTARY NOTE 4: AMPLIFICATION MATRIX ELEMENT
In the section above we have derived the amplification Hamiltonian
Hamp = −
∑
k,s,s′
E0 ·Qss′(k)ak,sa−k,s′ + H.c. (45)
where here the generic indices s, s′ contain both the site label α and the unit cell label ly .
Diagonalizing the bilinear undriven Hamiltonian H0 =
∑
k a
†
kµkak =
∑
k b
†
kωkbk, where bk = U
†
kak is a vector containing
the annihilation operators of the energy eigenmodes and ωk is a diagonal matrix. Writing Eq. (45) in terms of energy eigenstates,
we obtain
Hamp = −
∑
k
bkE0 · (U∗kQ(k)Uk)bk. (46)
We can investigate the coupling strength between the various modes numerically, as is done in Fig. 4. The first conclusion, when
considering the coupling matrix in the energy eigenbasis for wavevectors close to pi is that the anomalous coupling in between
the edge modes is among the largest. Comparable coupling strength is only achieved in between modes in differing bulk bands,
as is seen from the diagonal lines in the off-diagonal blocks. This can be appreciated by thinking about the form of the bulk
wavefunctions along y, which are approximately standing waves with 0 to Ny − 1 nodes. Since the matrix element between two
bulk modes contains their product (with a constant applied field), summed over y, bulk modes with differing numbers of nodes
approximately sum to zero. In between bands, the number of nodes within a unit cell changes, such that a full cancellation no
longer occurs.
We next plot the maximum coupling strength between any of the modes as a function of wavevector. From this plot we conclude
that the anomalous coupling is most efficient around k ≈ pi. This result can be understood to some degree by looking at the form
of the amplification Hamiltonian Eq. (43). Choosing the polarization of the applied field to lie along y, the first term coupling
sites 1 and 3 is dominant. In Fourier space this term has the functional form sin(k), such that it is largest around pi, which roughly
matches the shape in Fig. 4. This conclusion is strongly dependent on the polarization we choose for the applied field. We can
plot the same quantities for a polarization along x, which turns off the coupling between sites 1 and 3. In this case the maximum
coupling strength no longer lies around k = pi, which is plotted in Fig. 4. Finally, this demonstrates one of the reasons why the
agreement between the chiral waveguide model and the microscopic two-dimensional model is so good, namely that the matrix
element is near unity (in units of 2E).
As we emphasize in the main text, the anomalous coupling strength is only one of the factors that influence whether a mode
pair would become unstable under driving. For example, all bulk mode pairs close to k = pi are far detuned in energy and thus
cannot become unstable, regardless of the strength of their anomalous coupling.
