In this work we consider face recognition from Face Motion Manifolds (FMMs). The use of the Resistor-Average Distance (RAD) as a dissimilarity measure between densities confined to FMMs is motivated in the proposed information-theoretic approach to modelling face appearance. We introduce a kernel-based algorithm that makes use of the simplicity of the closed-form expression for RAD between two Gaussian densities, while allowing for modelling of complex and nonlinear, but intrinsically low-dimensional manifolds. Additionally, it is shown how geodesically local FMM structure can be modelled, naturally leading to a stochastic algorithm for generalizing to unseen modes of data variation. Recognition performance of our method is demonstrated experimentally and is shown to exceed that of state-of-the-art algorithms. Recognition rate of 98% was achieved on a database of 100 people under varying illumination.
Introduction
Important practical applications of automatic face recognition (AFR) have made it a very popular research area in the last three decades, see [1, 2, 3, 4] [4] . On the other hand, single-shot face recognition in uncontrolled, or loosely controlled conditions still poses a significant challenge [4] .
The nature of many practical applications is such that more than a single image of a face is available. In surveillance, for example, the face can be tracked to provide a temporal sequence of a moving face. In access control use of face recognition the user may be assumed to be cooperative and hence can be instructed to move the head in front of a fixed camera. Regardless of the setup in which multiple images of a face are acquired, it is clear that this abundance of information can be used to achieve greater robustness of face recognition by resolving some of the inherent ambiguities of the single-shot recognition problem.
In the next section we briefly review relevant literature on face recognition from video. Section 3 introduces the concept of classification using Kernel RAD, followed by a section in which we show how errors in the face registration process can be modelled and incorporated in the described recognition framework. Section 5 describes the pipeline we used to extract and preprocess images of faces from realistic video sequences. Experimental evaluation of the proposed method and its comparison to state-of-the-art methods in the literature is reported in Section 6. We conclude the paper with a discussion of the results and an outline of promising directions for future research.
Related previous work
Single-shot face recognition is a well established research area. Algorithms such as Bayesian Eigenfaces [5, 6] , Fisherfaces [7, 4] , Elastic Bunch Graph Matching [8, 9] or the 3D Morphable Model [10, 11] have demonstrated good recognition results when illumination and pose variations are not large. However, all existing singleshot methods suffer from the limited ability to generalize to unseen illumination conditions or pose.
Compared to single-shot recognition, face recognition from video is a relatively new area of research. Most of the existing algorithms perform recognition from image sequences, using the temporal component to enforce prior knowledge on likely head movements. In the algorithm of of Zhou et al. [12] the joint probability distribution of identity and motion is modelled using sequential importance sampling, yielding the recognition decision by marginalization. In [13] Lee et al. approximate face manifolds by a finite number of infinite extent subspaces and use temporal information to robustly estimate the operating part of the manifold.
There are fewer methods that recognize from manifolds without the associated or-dering of face images, which is the problem we address in this paper. Two algorithms worth mentioning are the Mutual Subspace Method (MSM) of Yamaguchi et al. [14, 15] and the Kullback-Leibler divergence based method of Shakhnarovich et al. [16] .
In MSM, infinite extent linear subspaces are used to compactly characterize face sets i.e. the manifolds that they lie on. Two sets are then compared by computing the first three principal angles between corresponding principal component analysis (PCA) subspaces [14] . Varying recognition results were reported using MSM, see [14, 16, 17, 15] . The major limitation of MSM is its simplistic modelling of manifolds of face appearance variations. Their high nonlinearity (see Figure 1) invalidates the assumption that data is well described by linear subspaces. More subtly, the nonlinearity of modelled manifolds means that the PCA subspace estimates are very sensitive to the particular choice of training samples. For example, in the original paper [15] in which face motion videos were used, the estimates are sensitive to the extent of rotation in a particular direction. Finally, MSM does not have a meaningful probabilistic interpretation.
The Kullback-Leibler (KL) divergence based method [16] is founded on informationtheoretic grounds. In the proposed framework, it is assumed that i-th person's face patterns are distributed according to p i (x). Recognition is then performed by finding p j (x) that best explains the set of input samples -quantified by the Kullback-Leibler divergence. The key assumption in their work, that makes divergence computation tractable, is that face patterns are normally distributed i.e.
. This is a crude assumption (see Figure 1) , which explains the somewhat poor results reported with this method [17] . KL divergence was also criticized for being asymmetric [18] (also see Section 3.1.1).
Recognition using statistical models of FMMs
Assuming that the AFR system user performs random head motion in front of the camera, anatomical constraints of the head and the constraints of the imaging setup make certain head poses more likely than others. This motivates the interpretation of face video sequences that we employ in this work -as sets of independently and identically distributed (i.i.d) samples from the corresponding probability density functions (see Figure 1 ). An attractive feature of this approach is that it inherently encapsulates a statistical interpretation of video sequences and naturally lends itself to probabilistic modelling of noise and outliers.
Formalizing the above, we assume that an image x of subject i's face is drawn from the probability density p p n (note that the noise operates in the image space) to form the observed image X. Therefore the distribution of the observed face images of the subject i is given by:
Note that both the manifold embedding function f and the density p F on the manifold are subject-specific, as denoted by the superscripts, while the noise distribution p n is assumed to be common for all subjects.
Dissimilarity between manifolds

Kullback-Leibler divergence
One of the best known dissimilarity measures between probability density functions (pdfs) is the Kullback-Leibler (KL) divergence, sometimes also called the Mutual Entropy. It is defined as [19] :
It is nonnegative and equal to zero iff p(x) ≡ q(x). Note that it is also asymmetrical.
The appeal of KL divergence stems from its information theory founded approach to quantifying how well a particular pdf q(x) describes samples from anther pdf p(x). To gain the intuition behind this divergence, consider the form of (2). The integrand p(x) log 2 (p(x)/q(x)) can be seen to have a large value when p(x) is significant and p(x) q(x). Therefore, the regions of the integration space that 
. A 1D illustration of asymmetry of KL divergence (a). D KL (q||p) is an order of magnitude greater than D KL (p||q) -the "wider" distribution q(x) explains the "narrower" p(x) better than the other way round. In (b), D RAD (p, q) is plotted as a function of D KL (p||q) and D KL (q||p).
produce a large contribution to D KL (p||q) are those that are well explained by p(x), but not by q(x) (note that owing to the asymmetry of the expression the converse is not true). This makes KL divergence suitable in cases when it is known a priori that one of the densities p(x) or q(x) describes a wider range of data variation than the other (e.g. as in [20] ), see Figure 2 (a). However, in the proposed recognition framework, this is not the case -pitch and yaw changes are expected to be the dominant modes of variation in both training and novel data. Additionally, exact head poses assumed by the user are expected to somewhat vary from sequence to sequence and the robustness to variations not seen in either is desired. This motivates the use of a symmetric "distance" measure.
Resistor-Average distance.
In this paper we use the Resistor-Average distance (RAD) as a measure of dissimilarity between two probability densities. It is defined as:
Much like the KL divergence from which it is derived, it is nonnegative and equal to zero iff p(x) ≡ q(x), but unlike it, it is symmetric. Another important property of the Resistor-Average distance is that when two classes of patterns C p and C q are distributed according to, respectively, p(x) and q(x), D RAD (p, q) reflects the error rate of the Bayes-optimal classifier between C p and C q [18] .
To see in what manner RAD differs from the KL divergence, it is instructive to consider two special cases: when divergences in both directions between two pdfs are approximately equal and when one of them is much greater than the other:
It can be seen that RAD very much behaves like a smooth min of D KL (p||q) and D KL (q||p), also illustrated in Figure 2 (b).
Estimating RAD for Nonlinear Densities
Following the choice of the Resistor-Average distance as a means of quantifying the similarity of manifolds, we turn to the question of estimating this distance for two arbitrary, nonlinear face manifolds. For a general case there is no closed-form expression for RAD. However, when p(x) and q(x) are two normal distributions [21] :
where D is the dimensionality of data,x p andx q data means, and Σ p and Σ q the corresponding covariance matrices.
To achieve both expressive modelling of nonlinear FMMs as well as an efficient procedure for comparing them, in the proposed method a nonlinear projection of data using Kernel Principal Component Analysis (Kernel PCA) is performed first. We shown that with an appropriate choice for the kernel type and bandwidth, the assumption of normally distributed face patterns in the projection space produces good KL divergence estimates. With the reference to (1), an FMM is effectively unfolded from the embedding image space.
Kernel principal component analysis
PCA is a technique in which an orthogonal basis transformation is applied such that the data covariance matrix C = (
When data {x i } lies on a linear manifold, the corresponding linear subspace is spanned by the dominant (in the eigenvalue sense) eigenvectors of C. However, in the case of nonlinearly distributed data, PCA does not capture the true modes of variation well.
The idea behind KPCA is to map data into a high-dimensional space in which it is approximately linear -then the true modes of data variation can be found using standard PCA. Performing this mapping explicitly is prohibitive for computational reasons and inherently problematic due to the "curse of dimensionality". This is why a technique known as the "kernel trick" is used to implicitly realize the mapping. Let function Φ map the original data from input space to a high-dimensional pattern space in which it is (approximately) linear,
In KPCA the choice of mappings Φ is restricted to the set such that there is a function k (the kernel) such that:
In this case, the principal components of the data in R ∆ space can be found by performing computations in the input, R D space only.
Assuming zero-centred data in the feature space (for information on centring data in the feature space as well as a more detailed treatment of KPCA see [22] ), the problem of finding principal components in the feature space is equivalent to solving the eigenvalue problem:
where K is the kernel matrix:
The projection of a data point x to the i-th kernel principal component is computed using the following expression [22] :
Combining RAD and kernel PCA
The variation of face patterns is highly nonlinear (see Figure 3 (a) ), making the task of estimating RAD between two sparsely sampled face manifolds in the image space hard. The approach taken in this work is that of mapping the data from the input, image space into a space in which it lies on a nearly linear manifold. As before, we would not like to compute this mapping explicitly. Also, note that the inversions of data covariance matrices and the computation of their determinants in the expression for the KL divergence between two normal distributions (6) limit the maximal practical dimensionality of the pattern space.
In our method both of these problems are solved using Kernel PCA. The key observation is that regardless of how high the pattern space dimensionality is, the data has covariance in at most N directions, where N is the number of data points. Therefore, given two data sets of faces, each describing a smooth manifold, we first find the kernel principal components of their union. After dimensionality reduction is performed by projecting the data onto the first M kernel principal components, the RAD between the two densities, each now assumed Gaussian, is computed. Note that the implicit nonlinear map is different for each data set pair. The importance of this can be seen by noticing that the intrinsic dimensionality of the manifold that both sets lie on is lower than of the manifold that all data in a database lie on, resulting in its more accurate "unfolding", see Figure 3 (b).
We estimate covariance matrices in the Kernel PCA space using Probabilistic PCA (PPCA) [23] . In short, probabilistic PCA is an extension of the traditional PCA that recovers parameters of a linear generative model of data (i.e. the full corresponding covariance matrix), with the assumption of isotropic Gaussian noise:
Note the model of noise density in (1) that this assumption implies: g
Synthetically repopulating FMMs
For most applications, due to the practical limitations in the data acquisition process, AFR algorithms have to work with sparsely populated face manifolds. Furthermore, some modes of data variation may not be present in full. Specifically, in the AFR for authentication setup considered in this work, the practical limits on 
. A typical face motion manifold in the input, image space exhibits high nonlinearity (a). The "unfolded" manifold is shown in (b). It can be seen that Kernel PCA captures the modes of data variation well, producing a Gaussian-looking distribution of patterns, confined to a roughly 2-dimensional space (corresponding to the intrinsic dimensionality of the manifold). In both (a) and (b) shown are projections to the first three principal components.
how long the user can be expected to wait for verification, as well as how controlled his motion can be required to be, limit the possible variations that are seen in both training and novel video sequences. Finally, the noise in the face localization process (see Section 5) increases the dimensionality of the manifolds faces lie on, effectively resulting in even less densely populated manifolds. For a quantitative insight, it is useful to mention that the face appearance variations present in a typical video sequence used in this paper typically lie on a manifold of intrinsic dimensionality of 3-7, with 85 samples on average.
In this work, FMMs are synthetically repopulated in a manner that achieves both higher manifold sample density, as well as some generalization to unseen modes of variation (see work by Martinez [24] , and Sung and Poggio [25] for related 
. The original, input data (dots) and the result of stochastically repopulating the corresponding manifold (circles). A few samples from the dense result are shown as images, demonstrating that the proposed method successfully captures and extrapolates the most significant modes of data variation.
approaches). To this end, we use domain-specific knowledge to learn face transformations in a more sophisticated way than could be realized by simple interpolation and extrapolation.
Given an image of a face, x, we stochastically repopulate its geodesic neighbourhood by a set of novel images {x S j }. Under the assumption that the embedding function f (i) in (1) is smooth, geodesically close images correspond to small changes in the imaging parameters (e.g. yaw or pitch). Therefore, using the first-order Taylor approximation of the effects of a projective camera, the face motion manifold is locally similar to the the affine warp manifold of x. The proposed algorithm then consists of random draws of a face image x from the data, stochastic perturbation of x by a set of affine warps {A j } and finally, the augmentation of data by the results of the warps -see Algorithm 2. Writing the affine warp matrix decomposed to rotation and translation, skew and scaling:
in the proposed method, affine transformation parameters θ, t x and t y , k, and s x and s y are drawn from zero-mean Gaussian densities. 
Outlier rejection
In most cases, automatic face detection in cluttered scenes will result in a considerable number of incorrect localizations -outliers. Typical outliers produced by the face detector employed in this paper (see Section 5) can be seen in Figure 5 .
Note that due to the complexity of face manifolds, outliers cannot be easily removed in the input space. On the other hand, outlier rejection after Kernel PCA-based manifold "unfolding" is trivial. However, a way of computing the kernel matrix robust to the presence of outliers is needed. To this end, our algorithm uses RANSAC [26] with the underlying Kernel PCA model. The application of RANSAC in the proposed framework is summarized in Algorithm 1. Finally, the recognition method proposed in this paper is in fullness shown in Algorithm 2.
Automatic preprocessing of face images
We use the now acclaimed Viola-Jones cascaded detector [27] for localization of faces in cluttered images. Figure 8 shows examples of input frames, and Figure 6 (b) shows a few examples of the correctly detected faces.
Background removal
The bounding box of a detected face typically contains a portion of the background. The removal of the background is beneficial both because the it can contain signif- Kernel PCA {u i } = KPCA({y i })
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icant clutter and also depending on the environment in which specific people were imaged, there is the danger of learning to discriminate based on the background, rather than face appearance. This is achieved by set-specific skin colour segmentation: Given a set of images from the same subject, we construct colour histograms for that subject's face pixels and for the near-face background pixels in that set. Note that the classifier here is tuned for the given subject and the given background environment. The face pixels are collected by taking the central portion of the few most symmetric images in the set (assumed to correspond to the frontal face images); the background pixels are collected from the 10 pixel-wide strip around the face bounding box provided by the face detector. After classifying each pixel within the bounding box independently, we smooth the result using a simple 2-pass algorithm that enforces the connectivity constraint on the face and boundary regions, see Figure 6 (d).
Algorithm 2 Robust Kernel RAD '
Input: sets of observations
Empirical evaluation
We compared the recognition performance of the the following methods 3 :
• KL divergence-based algorithm of Shakhnarovich et al. (Simple KLD) [16] ,
• Simple RAD (based on Simple KLD),
• Kernelized Simple KLD algorithm (Kernel KLD),
• Kernel RAD,
• Robust Kernel RAD,
• Mutual Subspace Method (MSM) [15] ,
• Majority vote using Eigenfaces, and
• Nearest Neighbour (NN) in the set distance sense; that is, achieving min x∈S 0 min y∈S i x − y 2 .
In the all KLD and RAD-based methods, 85% of data energy was explained by the principal subspaces. In non-kernelized algorithms this typically resulted in the principal subspace dimensionality of 16, see Figure 7 . In MSM, first 3 principal angles were used for recognition, while the dimensionality of PCA subspaces describing the data was set to 9 [15] . In the Eigenfaces method, the 150-dimensional principal subspace used explained ∼ 95% of data energy. A 20-dimensional nonlinear projection space was used in all kernel-based methods with the RBF kernel
The optimal value of parameter γ was learnt by optimizing the recognition performance on a 20 person training data set. Note that people from this set were not included in the evaluation reported in Section 6.2. We used γ = 0.380 for greyscale images normalized to have pixel values in the range [0.0, 1.0].
Data
The evaluation of methods in this paper was done on a database with 100 individuals of varying age (see Table 1 ) and race, and equally represented genders. For each individual in the database we collected a training and a test video sequence of the person's face in random motion, sampled at 10fps. The motion was only loosely controlled, most sequences containing significant yaw and pitch, and some roll. Illumination conditions were mildly different in training and test sequences, see Figures 8 and 9 . 
Results
The performance of evaluated recognition algorithms is summarized in Table 2 .
The results suggest a number of conclusions.
Firstly, note the relatively poor performance of the two nearest neighbour-type methods -the Set NN and the Majority vote using Eigenfaces. These can be considered as a proxy for gauging the difficulty of the recognition task, seeing that both can be expected to perform relatively well if the imaging conditions are not greatly different in training and test data sets. Inspection of the incorrect recognitions of these methods offered an interesting insight in a particular weakness of these algorithms, see Figure 10 (a). This reaffirms the conclusion of [28] , showing that it is not only changes in illumination that are problematic, but that there are also certain intrinsically difficult imaging configurations.
The Simple KLD method consistently achieved the poorest results on our database. We believe that the likely reason for this is the high nonlinearity of face manifolds corresponding to training sets used, caused by near, office lighting used to vary the illumination conditions. This is supported by the dramatic and consistent increase in the recognition performance with kernelization. This result confirms the first premise of this work, showing that sophisticated face manifold modelling is indeed needed to accurately describe variations that are expected in realistic imaging conditions. Furthermore, the improvement observed with the use of Resistor-Average distance suggests its greater robustness with respect to unseen variations in face appearance, compared to the KL divergence. Kernel RAD performance is comparative to that of MSM, which ranked second-best. The best performing algorithm was found to be the proposed Robust Kernel RAD. Significant improvement in recognition (∼ 10%) with synthetic manifold repopulating was found. ROC curves corresponding to the methods that best illustrate the contributions of this paper are shown in Figure 10 (b), with Robust Kernel RAD achieving an Equal Error Rate of 2%.
Summary and conclusions
In this paper we introduced a novel approach to face recognition from Face Motion Manifolds. In the proposed algorithm the Resistor-Average distance computed on nonlinearly mapped data using Kernel PCA is used as a dissimilarity measure between distributions of face appearance, derived from video. A data-driven method for generalizing to unseen modes of variation is described, resulting in stochastic manifold repopulating. Finally, the proposed concepts were empirically evaluated on a database with 100 individuals and mild illumination variation. Our method consistently achieved a high recognition rate, on average correctly recognizing in 98% of the cases and outperforming state-of-the-art algorithms in the literature.
The findings of this paper suggest a number of promising research directions. Firstly, we intend to explore other means of modelling FMMs, with emphasis on methods that provide a more principled way of dealing with noise and can deal with manifolds of higher intrinsic dimensionality. Additionally, the results presented in this paper suggest that a priori learning of reliability of head poses and illumination conditions could be used for information fusing from multiple frames resulting in a probabilistic estimate on the confidence of a recognition decision.
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