This paper presents a new globally convergent secant method for unconstrained optimization. The root rate of convergence of this algorithm is superlinear, between 1 and 2, decreasing with dimension of the problem. It is shown that on a class of problems, it is substantially more efficient than a number of other algorithms.
Introduction
The one variable secant method for the solution of equations has been known for a very long time as being computationally more efficient than Newton's method. Among the extensions of this method to n-dimensional problems, those proposed by Wolfe [9] and Barnes [2] , are among the most interesting ones, because, when they do converge, they are computationally considerably more efficient than Newton's method (see, for example, the discussion in [6]). However, as can be seen from the counterexamples quoted in [61, these methods may not converge. More recently, Ritter [8] proposed a new algorithm for function minimization, combining Goldstein's gradient method [4] with a secant type method, closely related to Wolfe's, which contains an angle test (between the direction of descent and the gradient) to ensure convergence. This angle test depends on a parameter that may be quite difficult to select in advance. A bad selection results in the algorithm staying in the gradient mode most, if not all the time.
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In this paper we present a new gradient-secant algorithm for unconstrained optimization problems of the form min{f(z): z ~ Rn). It differs from Ritter's method both in the manner in which it ensures convergence and in the manner in which it updates the approximate Hessian. Under the assumption that f is continuously differentiable, we have shown that any accumulation point ~ of a sequence constructed by this algorithm must be stationary. Under the stronger hypothesis that f is twice continuously differentiable and strictly convex, we were able to show that any sequence {zi}~= 0 constructed by our algorithm con--Verges superlinearly to the unique minimizer 2 of f(.), with rate rn_l, • where r n is the unique positive root of t n+l-t n-1 --0, i.e., that for some 0 ~ (0, 1) and someR ~ (0,~), i Ilzi-dll <__ RO m-l, i = 0, 1'., 2, ... (r 0 = 2).
If, following Brent [3], we define the efficiency of a superlinearly converging algorithm as E = (ln r)/v, where r > 1 is the root rate of convergence (see [6] for definition) and v is the number of function evaluations per iteration, we find that our method is always more efficient than conjugate gradient and variable metric type methods. It is also more efficient than Newton's method for n >_ 35, but it is always less efficient than the optimally iterated (see [3] ) Brent-Quasi-Newton type methods. However, the efficiency formula E = (ln r)/v does not take into account the time needed to invert the Hessian in the Newton method variants, nor the time used up prior to when the rate of convergence results become valid. Since this time can be considerable, particularly when n is large and f is not convex, the Brent efficiency number does not tell the whole story. Consequently, arguing heuristically we were able to identify a class of problems for which our method should be considerably faster than the optimally iterated Brent-Quasi-Newton methods. We were also able to identify problems for which our method should be inferior. Our experimental results confirm our heuristic arguments and show that, in a favorable case, our method is one and a half to two times as fast as the best of the algorithms discussed by Brent [3] , while in a badly unfavorable case, it is only 25% slower. A comparison of Brent efficiencies alone would have led us to expect our method to be 2.4 times more time-consuming than Brent's for both of the problems mentioned. Thus, there is reason to believe that our algorithm will emerge as one of the more efficient methods for the solution of certain classes of unconstrained optimization problems.
