Abstract: Stereoscopic displays provide viewers with a truly fascinating viewing experience. However, current stereoscopic displays suffer from crosstalk that is detrimental to image quality, depth quality, and visual comfort. In order to reduce the perceived crosstalk in stereoscopic displays, this paper proposes a crosstalk reduction method that combines disparity adjustment and crosstalk cancellation. The main idea of the proposed method is to displace the visible crosstalk using the disparity adjustment in a way that less amounts of intensity leakage occur on perceptually important regions in a scene. To this purpose, we estimate a crosstalk visibility index map for the scene that represents pixel-by-pixel importance values associated with the amount of perceived crosstalk and negative-aftereffects of the crosstalk cancellation. Based on the crosstalk visibility index, we introduce a new disparity adjustment method that reduces the annoying crosstalk in processed images, which is followed by the crosstalk cancellation. The effectiveness of the proposed method has been successfully evaluated by subjective assessments of image quality and viewing preference. Experimental results demonstrate that the proposed method effectively improves the image quality and overall viewing quality of stereoscopic videos.
Introduction
Stereoscopic 3D (S3D) display is a very powerful technology that provides the viewer with a truly unique visual experience. Since our eyes are located at different horizontal positions, the left-and right-eye images are slightly different. The differences in the horizontal positioning of objects in the left-and right-eye images provide disparities, which allow for the human visual system (HVS) to perceive the relative depth of objects. S3D display mimics this situation by presenting the viewer with two slightly different perspective images. The various S3D display technologies differ mainly in how the view separation is made [1, 2] .
When the view separation is imperfect in S3D display, a small proportion of one eye image is seen by the other eye as well. This unexpected light leakage from one image to the other view image (or the degree of the light leakage) is called as system crosstalk, which is related with the optical performance of S3D display [3, 4] . Whereas, perceived crosstalk refers to the system crosstalk perceived by the viewer [3] . The system crosstalk results in mismatches between the left-and right-view images in terms of luminance, color, and structure, etc, which induce binocular asymmetries [5] . As a perceptual consequence of the crosstalk, human subjects perceive ghosts, shadows, or double contours [3, [6] [7] [8] .
It has been widely acknowledged that a high level of the system crosstalk significantly affects the overall viewing experience. In particular, the crosstalk negatively affects not only image quality, but also depth quality and visual comfort [3, [6] [7] [8] [9] [10] [11] . In literature, the crosstalk is known as one of the most detrimental factors that affects the image quality [3, 6, 7] . In addition, a high level of system crosstalk in S3D displays reduces binocular fusion limit [9] , perceived depth magnitude [10] , and even visual comfort [8] . In order to provide the viewer with a high viewing experience of S3D contents, reducing the perceived crosstalk is indeed a very essential task. Thus far, display manufacturers have dedicated significant efforts to minimize the system crosstalk as much as possible. However, the perfect separation of leftand right-view images is still not always possible given a diversity of S3D display characteristics [3, 11, 12] . Therefore, in order to provide a high viewing quality in S3D displays, the development of a tool mitigating the perceived crosstalk is essential.
In the field of image processing, a few number of methods have been proposed to reduce the perceived crosstalk, focusing on crosstalk cancellation (also known as anti-crosstalk) [3, [13] [14] [15] . The purpose of crosstalk cancellation is to hide the system crosstalk by a predistortion of S3D images before displaying them [3, 14] . For instance, a simple crosstalk model [15, 16] can be represented as M' I (x,y) = M I (x,y) + αM U (x,y), where M I (x,y) and M U (x,y) denote intensity values at (x, y) of intended and unintended view images, respectively. In addition, α denotes the level of system crosstalk (0 ≤ α ≤ 1). As such, αM U (x,y) quantifies the intensity leakage at (x, y). In this paper, we refer to αM as the leakage image. The crosstalk cancellation subtracts the amount of expected intensity leakage from the intended image as follows: M I (x,y) − αM U (x,y). In this way, the perceived crosstalk can be significantly suppressed, while the system crosstalk is still presented.
Naturally, the crosstalk cancellation fails when an intended view image is very dark and the amount of intensity leakage from an unintended view image is very large [14, 15, 17] . If the intensity of the intended view image is smaller than that of leakage, the system crosstalk cannot be compensated since intensity values cannot become any negative ones (see Figs. 1(a) and 1(b)). In this case, the crosstalk cancellation cannot hide the system crosstalk, and thus the crosstalk is still perceivable as shown in Fig. 1(c) . Note that hereinafter uncorrectable regions refer to the regions where the system crosstalk cannot be compensated by the crosstalk cancellation.
Existing crosstalk cancellation methods [14, 15, 17] have addressed such problems by manipulating the intensity of a scene, allowing for full compensation of the system crosstalk. Konrad et al. [14] proposed to raise the minimum intensity level of a whole image (i.e., global intensity mapping). Whereas, local intensity mapping methods [15, 17] were also proposed to suppress the system crosstalk while preserving the dynamic range of the scene as much as possible. These approaches locally raise the intensity of uncorrectable regions. By raising the intensity, the system crosstalk can be fully compensated. However, this could negatively affect the overall viewing quality. As shown in Fig. 1(d) , the global intensity mapping method can significantly reduce the dynamic range of a scene. In addition, the local intensity mapping methods can induce visible image artifacts such as halo artifacts around the uncorrectable regions (see the regions around the lamp in the Fig. 1(e) ). Indeed, there exists a trade-off between the amount of perceived crosstalk and image artifacts caused by the crosstalk cancellation methods. For instance, any partial compensation of the system crosstalk may mitigate the loss of image quality caused by the intensity mapping while still lowering the visibility of system crosstalk to a certain acceptable level. However, balancing such a tradeoff is not always feasible given a diversity of scene content characteristics. [3, [14] [15] [16] , (c) crosstalk cancellation without an intensity mapping, (d) crosstalk cancellation with the global intensity mapping [14, 15] , and (e) crosstalk cancellation with the local intensity mapping [15] .
A fundamental solution to mitigate the negative effects of crosstalk cancellation methods is to reduce the perceived crosstalk occurred on uncorrectable regions. Indeed, the intensity leakage on those regions can dominantly affect the overall viewing quality and is likely to cause the negative after-effects of crosstalk cancellation. In particular, the intensity leakage makes larger relative intensity changes on the uncorrectable regions than those on the other regions, and hence the visibility of system crosstalk could be more increased, which is in line with Weber's law [18] (details will be discussed in Section 2.1). In addition, in the same sense, the intensity mapping for those regions can be more visible since the intensity mapping results in larger relative changes in intensity than other regions. For this reason, manipulating intensity of the uncorrectable regions can negatively affects the viewing quality of S3D contents as shown in Figs. 1(d) and 1(e). Accordingly, in order to improve the viewing quality of S3D contents, it is essential to quantify the visibility of system crosstalk on the uncorrectable regions and manipulate the contents to mitigate their negative effects according to their crosstalk visibility. However, it is not a trivial problem since the visibility of crosstalk cannot be simply quantified by the level of system crosstalk. The visibility of crosstalk is strongly affected by scene content characteristics [3, 6, 7] . For instance, although the same level of system crosstalk is occurred on an entire image, the crosstalk is more visible around dark backgrounds of a 3D object with bright textures, possibly due to human's intensity sensitivity (see Fig. 1(a) ). Indeed, humans have a limited ability to distinguish the difference in intensities, well known as Weber's law [18] . This implies that, given the level of system crosstalk, perceptual significance of the uncorrectable regions can be different according to the scene content characteristics. In addition, the extent of uncorrectable regions is also related with disparity magnitude (i.e., the amount of disparity) as shown in Figs. 2(a)-2(c). As such, by analyzing the content characteristics affecting the crosstalk visibility on the uncorrectable regions and by adjusting disparities of the regions according to their visibility, we can effectively reduce not only the amount of perceive crosstalk on those regions, but also the negative after-effects of crosstalk cancellation.
The main contribution of this paper is to propose a crosstalk reduction method that combines disparity adjustment and crosstalk cancellation for displaying S3D videos. In particular, we introduce a method to guide the disparity adjustment that reduces perceptually important regions, where the visibility of crosstalk is more apparent, by analyzing scene content characteristics. The proposed disparity adjustment aims at displacing the perceivable crosstalk regions in a scene in a way that less amounts of intensity leakage occur on the perceptually important regions. To this purpose, disparity shifting is used to adjust the extent of uncorrectable regions, particularly, which have dominant effect on the overall crosstalk visibility. Note that the disparity shifting alters the zero disparity plane of a scene while maintaining its disparity range [19] . In this way, we can reduce the amount of perceived crosstalk and the negative after-effects of crosstalk cancellation as well. To guide the disparity adjustment process, we introduce the crosstalk visibility index that quantifies the severity of crosstalk by considering the scene content characteristics. After the disparity adjustment process, crosstalk cancellation is further applied to fully compensate the remaining visible crosstalk.
The proposed crosstalk reduction method was also demonstrated by conducting subjective assessment experiments of the overall image quality and viewing preference. The results showed that the proposed method provided higher image quality than existing approaches of crosstalk cancellation while well preserving the overall viewing quality of a scene.
The rest of this paper is organized as follows: In Section 2, we present the overall process of the proposed crosstalk reduction method, which consists of an estimation of the crosstalk visibility index, disparity adjustment using the crosstalk visibility index, and crosstalk cancellation processes. Section 3 presents validation experiments that evaluate the performance of the proposed crosstalk reduction method. Finally, conclusions are drawn in Section 4.
Proposed crosstalk reduction method
As aforementioned, the main idea of the proposed crosstalk reduction method is to displace the visible crosstalk regions in a scene so that less amounts of intensity leakage occur on perceptually important regions before the crosstalk cancellation. In this paper, the perceptually important regions refer to the regions where the system crosstalk is highly likely to be more visible than other regions in the scene. In order to quantify the visibility of system crosstalk in a scene and displace the crosstalk regions according to the crosstalk visibility, the proposed crosstalk reduction method mainly consists of three consecutive processes: crosstalk visibility index estimation, disparity adjustment using the crosstalk visibility index, and crosstalk cancellation. Each processing step is described in the following sections.
Crosstalk visibility index estimation
In order to guide the disparity adjustment process, we first estimate the crosstalk visibility index. The crosstalk visibility index quantifies the visibility of system crosstalk occurred on uncorrectable regions in a scene, which may have the dominant influence on the overall perceived crosstalk and cause the negative after-effects of crosstalk cancellation. It is worthy to note that the visibility of system crosstalk (i.e., the amount of perceived crosstalk) is not completely dependent on the level of system crosstalk. Given the system crosstalk, the crosstalk visibility varies with scene content characteristics [3, 6, 7] . For instance, the crosstalk visibility can increase with decrease in the intensity of an intended image as discussed in the Introduction section. As such, in order to estimate the crosstalk visibility index, it is essential to consider not only the amount of intensity leakage, which is determined by the level of system crosstalk and intensity of the unintended view image, but also the influence of scene content characteristics on the visibility of system crosstalk. In this paper, a visibility weight is defined to consider the scene content characteristics in the estimation of the crosstalk visibility index. The visibility weights quantify the perceptual importance of regions according to their contribution to the crosstalk visibility. In particular, given the amount of leakage L at the n-th frame in a stereo video, the crosstalk visibility index Q(n) is estimated as follows:
where Q(n) denotes the crosstalk visibility index at n-th frame in a stereo video, L(x,y,n) denotes the intensity leakage at a pixel position (x,y), and V(x,y,n) denotes the visibility weight at the position (x,y). This visibility weight quantifies how the visibility of system crosstalk differs according to the scene content characteristics. In addition, R denotes a set of pixel positions corresponding to the uncorrectable regions and |R| denotes the number of pixels in R. Notably, the crosstalk visibility index is used as a guidance of the disparity adjustment process to mitigate the negative after-effects of crosstalk cancellation, which is affected by the severity of perceived crosstalk on the uncorrectable regions. For this reason, the crosstalk visibility index is estimated from the uncorrectable regions R. In sum, the crosstalk visibility index Q(n) quantifies the amount of perceived crosstalk occurred on the uncorrectable regions. In order to estimate the visibility weight map V, we consider two important content characteristics that affect the perceived crosstalk: intensity of the intended image and temporal changes of the crosstalk image, which we will describe as follows. Each of them is quantified as a specific feature map for the image and is combined into the visibility weight map. Fig. 3 . Different visibility of system crosstalk: (a) high intensity object, (b) lower intensity object than (a), and (c) object with brighter background than (a). Note the objects in (a) and (c) have the same intensity, but the system crosstalk in (a) is more visible that that in (c).
Intensity of the intended image:
It has been generally agreed that the system crosstalk is more visible around high contrast 3D objects/regions (e.g., bright textures against dark backgrounds) [3, 6] . With the presence of disparity, the intensity leakage from the bright regions in the unintended view image is separated from the original image and makes the perceivable change of intensity as shown in Fig. 3 . In addition, increase in the intensity of the bright regions also makes the system crosstalk more visible since the amount of intensity leakage occurred on those regions also becomes larger (see the examples in Figs. 3(a) and 3(b)). However, although the system crosstalk is occurred on an entire image, the crosstalk is not always visible. This is due to the fact that the visibility of system crosstalk is related with human's ability to discriminate intensity differences. In literature, it has been well known that humans are more sensitive to relative intensity change than absolute change, which is in line with the Weber's law [18] . This implies that, given an amount of intensity leakage, its visibility increases as the intensity of the intended image becomes lower, which makes larger relative intensity difference from the original intensity (see the examples in Figs. 3(a) and 3(c)). Accordingly, for the quantification of crosstalk visibility, both the amount of intensity leakage and intensity of the intended image should be considered.
In literature, it has been well known that human's ability to detect intensity changes is inversely proportional to the original intensity, and the subjective sensation of intensity is proportional to the logarithm of the intensity [18] . Inspired by the Weber's law, we consider the intensity of the intended image as one of feature maps to estimate the crosstalk visibility index as follows:
where M I (x,y,n) denotes the intensity value at (x,y) in the n-th intended image of a stereo video. In addition, γ determines the slop of the log function. In our experiment, γ was set to 2.39 as used in [20] . Equation (2) implies that, given the amount of intensity leakage, the crosstalk visibility increases as the intensity of the intended image becomes lower. 
Temporal changes of the leakage image:
The temporal aspects of the perceived crosstalk are often neglected. However, temporal changes of the leakage image in stereo videos may strongly affect the visibility of system crosstalk (see the Introduction section for the definition of the leakage image). In particular, with the presence of system crosstalk, highcontrast moving 3D objects/regions are accompanied by the temporally changing leakage image across consecutive frames (see the crosstalk occurred on the tire in the examples of Fig. 4(a) ). The fast change of the leakage image on the moving object may be perceived as flickering, and thus increase the visibility of system crosstalk. Indeed, in literature, temporal flickering (i.e., onset and offset of light intensity) is known as one of conspicuous features in a scene [21] . In addition, temporal changes of visible crosstalk regions in depth direction can also increase the visibility of system crosstalk. For instance, in-depth motion can cause sudden changes of the extent of visible crosstalk regions as shown in Fig. 4(b) . Also, the dynamic increase in the object size (i.e., the crosstalk regions in our case) could make the object more conspicuous than other regions in a scene [22] . In sum, given a level of system crosstalk, the crosstalk visibility can be also affected by the temporal changes of leakage image across consecutive frames. In this paper, we quantify the temporal changes of leakage image as the absolute difference in intensities between consecutive frames as follows: ( , , ) ( , , ) ( , , 1) ,
where M U (x,y,n) and M U (x,y,n-1) denote the intensity values at (x,y) of the n-th and n-1-th unintended images in the stereo video, respectively. Lastly, the visibility weight map is estimated by the combination of the extracted feature maps as follows:
, where 1,
where V' S and V' T denote the normalized feature maps of V S and V T , respectively. Note that each feature map has different extraction mechanisms and dynamic ranges. Hence, perceptually important regions in a feature map can be concealed by another map after the combination. For this reason, before combining the two different maps, we normalized each feature map using the normalization operator commonly used in visual saliency estimation [23] , which promotes local maxima in the map. Also note that, in this paper the equal weights (i.e., w S = w T ) were used under the assumption that different attributes contribute independently to the visibility of the crosstalk. Consequently, V quantifies the relative perceptual importance in a scene that affects the visibility of system crosstalk. Given an amount of intensity leakage, the regions with higher values in V represent that the system crosstalk occurred on those regions is highly likely to be more visible. Figure 5 shows an example of the visibility weight map. Figure 5 (a) is the original image with system crosstalk. From the figure, we can observe that the crosstalk occurred on the region around dark and/or moving objects (see the dashed-line rectangle) is more visible than the other regions (see the solid-line rectangle). The zoomed-in images of Fig. 5(a) and the corresponding original images are also presented in Figs. 5(b) and 5(c), respectively. As shown in the visibility weight map presented in Fig. 5(d) , the dashed-line rectangle has relatively large visibility weights, while the solid-line rectangle has relatively small visibility weights in the map. This can be also observed in the crosstalk visibility index map shown in Fig. 5(e) . Note that, in Fig. 5(e) , the regions other than the uncorrectable regions were set to zero since the crosstalk visibility index is estimated from only those regions (see Eq. (1)). The details of the crosstalk visibility index will be explained with Eq. (6) in the following section. Fig. 5 . Crosstalk visibility weight map: (a) image with system crosstalk, (b) zoomed-in images of (a), (c) original zoomed-in images corresponding to (b), (d) crosstalk visibility weight map, and (e) crosstalk visibility index map. Note that, in the visibility weight map, the larger values (i.e., white) represent higher visibility weights. In addition, in the visibility index map, the larger values (i.e., white) represent that the system crosstalk is more visible around those regions. In this figure, the dashed-line rectangles have larger visibility weights than that of the solid-line rectangle. As shown in (b), the crosstalk is more visible around larger visibility weights (see the short pants), which is also indicated in (e).
Disparity adjustment using the crosstalk visibility index
Under the guidance of the crosstalk visibility index, the proposed disparity adjustment method displaces visible crosstalk regions in a scene in a way that high amounts of intensity leakage occur on perceptually less important regions. Specifically, the proposed disparity adjustment method performs the disparity shifting to reduce the uncorrectable regions, particularly, where high amounts of intensity leakage occur and where visibility weights are high. Recall that the visibility weights quantify the perceptual importance of the regions in a scene (see the explanation with Eq. (1)). The disparity shifting changes the maximum and minimum disparities of a scene while the disparity range of the scene is preserved. This is simply performed by shifting all pixels of the left-and right-view images in the opposite directions. Since the disparity shifting changes the position and extent of uncorrectable regions as shown in Figs. 6(a)-6(c) , selecting an appropriate value of disparity shift can prevent that high amounts of intensity leakage occur on those regions. To decide the proper disparity shift value, the proposed method varies the shift value and, at each time, estimates the crosstalk visibility index. Specifically, the disparity shift value for the n-th frame is obtained as follows:
where Q h (n) denotes the crosstalk visibility index given a disparity shift value h at the n-th frame. h min and h max denote the pre-defined minimum and maximum shift values, respectively (More details are described in Section 3.1). The disparity shift values are searched within a limited range in order to ensure that excessive crossed and uncrossed screen disparities do not occur. Indeed, excessive screen disparity is one of major sources of visual discomfort in the viewing of S3D images [24, 25] . Note that a positive shift value of H(n) represents the disparity shifting towards the crossed disparity direction, and a negative shift value represents the disparity shifting towards the uncrossed disparity direction.
The proposed method changes the zero disparity plane of a scene to the one where the uncorrectable regions are induced, particularly, where high amounts of intensity leakage occur and where crosstalk is highly likely to be more visible. Thus, if the uncorrectable regions have crossed disparities, the disparities of the scene are shifted toward the uncrossed disparity direction, which moves the scene depth range farther away from a viewer, and vice versa for the other case. The proposed method was motivated by that if such manipulation of depth information does not negatively affect the overall viewing quality, improvement of the image quality by the disparity adjustment can be beneficial for providing better overall viewing quality.
When there are several uncorrectable regions with different disparities in a frame, the proposed method performs the disparity shifting to change the zero disparity plane to the one which induces relatively large extent of uncorrectable regions and/or where the uncorrectable regions have the dominant effect on the overall crosstalk visibility. Due to the nature of the disparity shifting that displaces the crosstalk regions across different disparity planes (see Fig.  6 ), this could increase the amount of perceived crosstalk on other uncorrectable regions, but which have less effect on the overall perceived crosstalk. In order to ensure that such trade-off is beneficial, the proposed method estimates the crosstalk visibility index with varying disparity shift values and confirms that the disparity shifting can decrease the overall perceived crosstalk in the scene.
As mentioned in Section 2.1, the crosstalk visibility index quantifies the visibility of system crosstalk by considering the perceptual importance of regions in a scene. Given a disparity shift value h, the crosstalk visibility index at the n-th frame is quantified as follows:
where α denotes the level of system crosstalk (0 ≤ α ≤ 1),
( , , )
h U M x y n ′ denotes the linearized intensity value (i.e., converted with 2.2 of gamma value as used in [15] ) at (x,y,n) of the unintended image shifted by h pixels. Notably, ( , , ) h U M x y n α ′ denotes the amount of intensity leakage at (x,y,n). In addition, ( , , )
h V x y n denotes the visibility weight value at the corresponding position. R h denotes the uncorrectable regions where the system crosstalk cannot be compensated. Also, | R h | denotes the number of pixels of the regions. In order to ensure continuous disparity shifting across consecutive frames, the shift values obtained using Eq. (5) need to be temporally smoothed, which is essential to provide a high viewing quality of S3D video [26] . However, it should be noted that the temporal smoothing can average out the shift values, and hence smoothing the shift values could hinder the reduction of perceived crosstalk using the disparity shifting. For this reason, the proposed method first applies a moving maximum filter, which is also known as the dilation filter [27] , in order to enlarge the shift values before smoothing them. Specifically, for each frame, the moving maximum filter replaces the disparity shift value by the one that yields the largest amount of disparity shifting within a certain range from the current frame. Note that, in order to sufficiently smooth the shift values, in this paper the size of filters was set to a large value (e.g., 30 frames in our experiment).
An example of the processed image using the proposed disparity adjustment is presented in Fig. 7 . Figure 7(a) shows the original image with system crosstalk and Fig. 7(b) shows the processed image using the proposed disparity adjustment method. The disparity shifting that minimizes the crosstalk visibility index displaces the visible crosstalk occurred on perceptually important regions (see the dashed-line rectangle in the figure) to less important regions (see the solid-line rectangle in the figure). As shown in Fig. 7(b) , the perceived crosstalk occurred on the less important region (i.e., balloon) is less visible and thus less annoying. More importantly, for those regions, the intensity raised for the crosstalk cancellation is also relatively less visible. Figures 7(c) and 7(d) also show the disparity ranges (i.e., maximum and minimum disparity) of the original stereo video and the processed videos, respectively. In these figures, the red vertical line represents the frame index where Figs. 7(a) and 7(b) were captured. The crosstalk visibility index of the original and processed videos is also presented in Fig. 7(e) . In this figure, x-axis represents a frame index and y-axis represents the crosstalk visibility index. Apparently, from the figure, we can observe that the crosstalk visibility index of the processed video is relatively decreased compared to that of the original video. Fig. 8 . Examples of the processed image: (a) crosstalk cancellation with the global intensity mapping [14] , (b) crosstalk cancellation with the local intensity mapping [15] , and (c) the proposed method that combines the disparity adjustment and crosstalk cancellation with the local intensity mapping. Note that horizontal boundaries of the image in (c) were cropped due to the disparity shifting.
Crosstalk cancellation
The purpose of the disparity adjustment process is to reduce the perceived crosstalk by displacing visible crosstalk regions, but not to fully suppress the crosstalk. As such, an additional processing step is further required to suppress the remaining visible crosstalk. For this purpose, the crosstalk cancellation process is applied to the stereo video produced using the disparity adjustment. In particular, in order to benefit from the proposed disparity adjustment method, we adopt the crosstalk cancellation with the local intensity mapping (i.e., local contrast reduction) [15] . As mentioned in the Introduction, this approach locally raises intensity of uncorrectable regions for crosstalk cancellation so that the dynamic range of an image can be preserved as much as possible. Note that since the disparity adjustment process does not completely eliminate the uncorrectable regions, the use of global intensity mapping [14] cannot elaborate the advantage of the disparity adjustment.
An example of the processed images is presented in Fig. 8 . Figures 8(a) and 8(b) show the output images processed using the crosstalk cancellation methods with the global and local intensity mappings, respectively. In addition, Fig. 8(c) shows the image produced using the proposed method (i.e., the combined disparity adjustment and crosstalk cancellation). From the figures, we can observe that the proposed method provides much higher image quality by displacing crosstalk regions prior to the crosstalk cancellation. In addition, from Figs. 7(b) and 8(c), we can observe that reducing the uncorrectable regions significantly mitigates the negative effects of the intensity mapping for the crosstalk cancellation. Indeed, the intensity changes are more visible on the perceptually important regions with higher visibility weights (see the dashed-line rectangles in the figures) than other regions (see the solid-line rectangles in the figures).
Experiment and result
In this section, we evaluate the validity of the proposed crosstalk reduction method. The main purpose of the evaluation is to demonstrate that the proposed disparity method can provide high quality of the viewing experience while reducing the perceived crosstalk. For the purpose of this study, we conducted subjective assessment experiments in which a panel of viewers assessed the overall viewing quality of S3D videos. In this section, we first present the subjective assessment procedure. Next, we present and discuss the results of the subjective assessment experiments.
Experimental environments
For the evaluation of the crosstalk reduction methods, we used 16 stereo videos that were highly likely to induce high amounts of perceived crosstalk. In particular, 11 synthetic and 5 natural scenes were used to cover a wide range of depth structure and image contrast, which affect the visibility of system crosstalk. The synthetic scenes were generated using a computer graphics tool (3DSMax®). The stereo videos were carefully generated to maximize the visibility of crosstalk. In particular, the objects appeared in the scenes have high levels of luminance/color contrast, large disparity magnitudes, and various motion characteristics. The synthetic scenes had a spatial resolution of 1280 × 720 pixels and were captured with 30 fps for 10 seconds. In addition, for the natural scenes, multi-view sequences from the MPEG [28, 29] were used as in [6] . In our viewing environments, the maximum screen disparity of the stereo videos was 1.18 ± 0.36 degrees (mean ± standard deviation (SD)) and the range of the screen disparity was 0.93 ± 0.39 degrees. Figure 9 shows examples of the stereoscopic videos used in our experiments.
All stereo videos were displayed on a half-mirror type S3D monitor (Redrover SDM-400 ® , a 40 inch linear polarized 3D display). The crosstalk levels of the S3D monitor were 0.75% and 0.27% for the left-and right-eye, respectively, as measured in [5] . In addition, the levels of gray-to-gray crosstalk [3, [30] [31] [32] , which is a measure of the system crosstalk with different gray levels, were 0.27 ± 0.22% and 0.20 ± 0.14% (mean ± SD) for the left-and right-eyes, respectively. As mentioned in [32], the crosstalk levels were measured with 6 × 6 gray-to-gray combinations. The gray levels used were 0, 50, 100, 150, 200, and 255 [32] . Note that the crosstalk levels were measured at the center point of the monitor by using a spectroradiometer (Minolta CS-1000 ® ) placed behind the left and right lens of the glasses, based on previous studies [3, 6, 33 ]. Considering that the crosstalk level was lower than the visibility threshold reported in literature (about 1 to 2%) [3] , [34], we assumed that the system crosstalk of the display did not affect our experimental results. A spatial resolution of the display was 1920 × 1080 pixels. All experimental environments followed the recommendations of ITU-R BT.2021 [35] . A total of 25 viewers participated in our experiments. Three subjects failed the Titmus Stereofly test and thus excluded from the experiments. As a result, 22 subjects participated subjective assessments. All of them had normal or corrected-to-normal vision and a minimum stereopsis of 60 arcsec (in the Stereofly test) [36] . Their average age was 25.4 years, ranging from 21 to 33.
For the use of crosstalk cancellation (see Section 2.3), each color channel of the input S3D videos was simply converted into linear values ranged from 0 to 1 using 2.2 of gamma value, which is commonly used in most displays. In addition, 5% of system crosstalk was simulated, as used in [15] . Note that the level of the crosstalk around 5% significantly affects the image quality and visual comfort [3] . For each stereo video, the search range of disparity shift values, i.e., h min and h max in Eq. (4), was selected for the maximum and minimum values of screen disparity to be fallen within ± 1.5 degrees. Given the disparity range, subjects did not report any visual discomfort due to excessive screen disparity magnitude as observed in [37] . The proposed method was implemented in MATLAB (version 7.13) on a 3.5 GHz dual-core PC. Given our experimental conditions and stereo videos, the average computation time of the proposed disparity adjustment was about 0.732 seconds per frame. Specifically, the computation time was about 0.018 seconds for the visibility weight map generation and 0.714 seconds for the disparity adjustment using the crosstalk visibility index. Most of computation time for the disparity adjustment was dedicated to a grid search of the disparity shift value. For real-time implementation of the proposed method in 3D display systems, the use of more sophisticated searching strategy can significantly reduce the computational load. Fig. 9 . Stereoscopic 3D videos used in our experiments.
Subjective assessment method
In order to demonstrate the validity of the proposed crosstalk reduction method, we conducted subjective assessment experiments and compared the results with those of the existing crosstalk cancellation methods. To measure the viewing quality of the processed S3D videos, the subjects were instructed to assess two perceptual aspects: image quality and viewing preference.
The purpose of image quality assessment is to measure how well the proposed method preserves the image quality of stereo videos. The image quality was measured using the double stimulus continuous scale (DSCQS) method, as recommended in ITU-R BT.2021 [35] . The DSCQS method consists of randomly displaying two versions of the same video, where one is the reference video and the other is the test video. In our experiment, the reference video was always the processed stereo video with the current crosstalk cancellation methods, whereas the test image was the processed stereo video with the proposed method. The presentation of each video lasted for 10 seconds followed by 5 seconds of resting time with a mid-gray image. For the subjective assessment, the subjects were instructed to grade the image quality using a continuous scale divided into five segments, identified by five verbal labels (excellent, good, fair, poor, and bad) [35] . For analysis, the continuous ratings were converted to scores in the range of 0-100, where the higher values indicate better image quality.
For each test condition, the opinion scores were used to compute the difference mean opinion score (DMOS). DMOS is the average of all difference scores, where each difference score is obtained by subtracting the subjective score of the reference video from that of the corresponding test video. As such, positive values of DMOS indicate that the test video (i.e., the processed video with the proposed method) provided better image quality than the reference video.
In addition, the viewing preference of the processed stereo videos was also assessed to evaluate the overall viewing experience considering all perceptual quality aspects [38] . To measure the viewing preference, the subjects were instructed to answer "Which one do you prefer to see considering all quality aspects of viewing experience? Answer as A and/or B" [38]. From these figures, we can observe that the proposed method provided higher image quality than the existing crosstalk cancellation methods. The statistical results of the subjective assessment for visual comfort are also presented in Table 1 . As shown in the table, compared with the existing crosstalk cancelation methods, the improvement of the overall image quality was statistically significant for both existing approaches. Note that the significance level was calculated using a paired t-test with a null hypothesis that there was no improvement of image quality of stereo videos. In addition, the improvement was higher against the crosstalk cancellation with the global intensity mapping method (p < 1.7e −3 ). In line with the previous study in [15] , the global intensity mapping that reduces the dynamic range of a scene could more negatively affect the image quality when the system crosstalk is very severe.
Subjective assessment results
In sum, the experimental results revealed that the proposed approach that combines the disparity adjustment and crosstalk cancellation provided a significantly higher improvement in the image quality. In particular, the results demonstrated that the proposed disparity adjustment method well mitigated the negative after-effects of the crosstalk cancellation under the guidance of the crosstalk visibility index. In order to improve the image quality, the proposed crosstalk reduction method performs the disparity shifting ahead of the crosstalk cancellation. A reasonable concern is that this disparity adjustment process might negatively affect other perceptual aspects of stereo videos, such as visual comfort and depth quality. Accordingly, to verify the suitability of our approach, we measured the viewing preference of the processed videos, which is closely related to the overall viewing quality as mentioned in previous studies [38] . Figure 11 shows the assessment results of the viewing preference. Figure 11 (a) shows the comparison between the proposed method and the crosstalk cancellation with the global intensity mapping, and Fig. 11(b) shows the comparison between the proposed method and the crosstalk cancellation with the local intensity mapping. In these figures, y-axis represents the percentage of answers for each condition. It can be seen from the figures that the proposed method was preferred in most cases (i.e., 90% and 82% against the crosstalk cancellation with the global and local intensity mappings, respectively). In particular, for the stereo videos with severe levels of system crosstalk like the ones used in this study, the disparity adjustment did not have significant negative effect on the overall viewing quality. Overall, the results in Figs. 10 and 11 indicate that the proposed crosstalk reduction method that combines the disparity adjustment and crosstalk cancellation is capable of improving image quality while preserving the overall viewing quality of stereo videos. Examples of the processed videos are presented in Fig. 12 . As discussed earlier, the proposed method could achieve better image quality by avoiding the occurrence of severe crosstalk on perceptually important regions (e.g., see the man in these figures). As shown in the figures, the proposed method well mitigated the negative after-effects of the local intensity mapping used for the crosstalk cancellation. Additional examples of the processed video are presented in Fig. 13 . When the backgrounds of a scene are very dark, the intensity changes produced by the intensity mapping methods are more visible and thus significantly degrade the image quality. As shown in the figure, the proposed approach can be more beneficial for such a case. The crosstalk visibility indices of the original and processed videos using the proposed method are also presented in Figs. 14(a) and 14(b), respectively. Note that Figs. 14(a) and 14(b) correspond to the stereo videos presented in Figs. 12 and 13 , respectively. The figures show that the crosstalk visibility index of the processed video is relatively decreased compared to that of the original video.
For stereo videos with frequent and discontinuous disparity changes, the disparity shifting that minimizes the crosstalk visibility index of all of each frame can cause abrupt changes of the zero disparity plane across consecutive frames. This may lead to unnatural percepts of the processed stereo videos. As described in Section 2.2, in order to mitigate the negative effects of the proposed method, inherited from the disparity shifting, we applied a temporal smoothing filter to the disparity shift values before using them. In particular, as described in Section 2.2, the proposed method applied a moving maximum filter and average filter in order, using the filter size of 30 frames. In this way, given our experimental conditions, we could reduce the perceived crosstalk while well mitigating the negative effects. For the stereo videos that have more frequent and discontinuous disparity changes than those used in our study, enlarging the filter size can be effective to mitigate the negative effects caused by the disparity shifting. 
Discussion
The purpose of the proposed disparity adjustment was to displace some crosstalk occurrence regions in a scene so that high amounts of system crosstalk mainly occur on perceptually less important regions in terms of the crosstalk visibility. To this purpose, we utilized the disparity shifting under the guidance of the crosstalk visibility index. In this way, we could effectively mitigate the negative after-effects of the existing crosstalk cancellation method. However, due to the nature of the disparity shifting that moves the crosstalk regions from one to another regions, there is a chance that the proposed method cannot improve the viewing quality of S3D contents if the same amount of the perceived crosstalk occurred on the all over the depth space. For further quality improvement in such an extreme case, non-linear disparity adjustment methods [2] could be also used under the guidance of the crosstalk visibility index. The use of non-linear disparity adjustment is capable of locally decreasing the disparity of perceptually important regions, while mitigating the perceived crosstalk and negative aftereffects of the crosstalk cancellation. However, such application requires some complex optimization process to preserve the original depth structure of a scene and high computational complexity for rendering S3D videos. For this reason, in this paper, we utilized the disparity shifting as the disparity adjustment method, which might be a more practical and feasible solution for consumer electronic devices (such as S3D television and S3D mobile display) due to its low processing complexity.
Due to the proposed approach that adjusts disparities of the scene, the artistic creativity of a producer can be overruled, particularly in terms of a depth script of a scene. However, we would like to point out that providing high image quality is also very essential to maintain the artistic effect intended by the producer. For instance, halo artifacts and reduction in the dynamic range of a scene, caused by the existing crosstalk cancellation methods, can significantly reduce the overall viewing quality of a scene even though the original depth information of the scene is preserved. Indeed, with the existence of crosstalk in 3D displays, perfect maintenance of the artistic effect may not be possible. As such, the proposed method is motivated by that as long as the disparity adjustment does not negatively affect the overall viewing quality, improvement in the image quality can be beneficial for the overall viewing quality of stereo videos. That is, the proposed disparity adjustment implies the trade-off between preservation of image and depth information of the scene. This trade-off is beneficial, particularly for stereo videos with high levels of crosstalk like the ones used in this study as shown in the subjective assessment results for the viewing preference.
In this paper, in order to estimate the visibility weight map, the same weights (i.e., w S = w T in Eq. (4)) were used. However, the use of different weights for different contents may yield further improvement in the performance of the proposed crosstalk reduction method. This is because the perceptual significance of content characteristics that affect the amount of perceived crosstalk may be different depending on contents. For instance, for the stereo videos that hardly induce temporal changes of leakage image, the amount of perceived crosstalk could be dominantly affected by the intensity of intended image. In this case, the use of a larger weight for the intensity of intended image (i.e., w S ) than that of the temporal change of leakage image (i.e., w T ) may provide better prediction of the perceived crosstalk. As such, in order to improve the performance of the proposed method, it will be worthy of investigating a perceptual model that describes such relation with extensive psychophysical experiments.
Conclusions
In this paper, we proposed a crosstalk reduction method using a combined disparity adjustment and crosstalk cancellation for displaying S3D videos. In particular, we introduced the disparity adjustment that displaced perceivable crosstalk regions in a scene in a way that less amounts of the perceived crosstalk occurred on the perceptually important regions. To guide the disparity adjustment process, we quantified the severity of crosstalk occurred on uncorrectable regions, where system crosstalk cannot be compensated by the crosstalk cancellation, as the crosstalk visibility index by considering the scene content characteristics. After the disparity adjustment process, crosstalk cancellation process was performed to fully reduce the remaining visible crosstalk. In this way, we could reduce the amount of perceived crosstalk and effectively mitigate the negative after-effects of crosstalk cancellation as well. The proposed crosstalk reduction method was demonstrated by subjective assessments of image quality and viewing preference. The results showed that the proposed method could provide higher image quality than existing crosstalk cancellation approaches while preserving the overall viewing quality of S3D videos. We believe that the proposed method can be incorporated into various stereoscopic displays considering its simplicity and effectiveness in the reduction of perceived crosstalk.
