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Abstract
Bose-Einstein condensates (BECs), a quantum state of matter formed when bosonic atoms
are cooled close to absolute zero, have become the premier platform for investigating
fundamental physics with atomic vapours. Experiments on Bose-Einstein condensates
now achieve exquisite control over many aspects of the system, including interactions,
trapping potential, and dynamics. This has precipitated a new wave of research into
many-body quantum phenomena and, in particular, solitons. These structures are fun-
damental excitations of an interacting non-linear medium, of interest to a multitude of
scientific disciplines from non-linear optics to financial markets. The highly controllable
environment of BECs form an attractive playground for the study of solitons allowing
the non-linearity to be dynamically tuned, facilitating deeper investigations into these
structures.
Consistently generating and analysing solitons in BEC experiments continues to be
problematic. In particular, the non-linear dynamics of BECs, though required for the
generation of solitons, produce particularly challenging control and optimization prob-
lems. These control problems must be solved before further investigations into the funda-
mental physics of soliton dynamics can be answered. This thesis makes three important
advances in the control and measurement of BECs that will lead to better generation and
observation of solitons. (1) a theoretical model for a control scheme capable of highly
precise wavefunction engineering, (2) the experimental implementation of a machine
learning algorithm for online optimisation, and (3) a continuous non-destructive imaging
system capable of directly observing soliton dynamics in real-time. Together, these ad-
vances provide a suite of tools for manipulating and exploiting solitons in Bose-Einstein
condensates.
A novel technique was developed theoretically, offering control of the macroscopic
wavefunction of a Bose-Einstein condensate with unprecedented spatial resolution and
speed. The ability to control the atomic wavefunction at the fundamental length scale
is key to the advancement of many quantum technologies such as quantum simulators.
The magnetic resonance control scheme is demonstrated through simulation of a 87Rb
condensate with the exemplar model generating a single dark soliton with correspond-
ing pi phase kink. The soliton represents a structure at the fundamental length scale of
v
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the system, and demonstrates the potential of the scheme for precision state engineer-
ing. The scheme is extended to generate higher-order soliton modes which are yet to be
experimentally realised.
A machine learning algorithm based on Gaussian processes was developed and im-
plemented on the evaporative cooling stage of the production of a 87Rb Bose-Einstein
condensate, successfully demonstrating fast optimisation to condensation. The Gaussian
process develops a statistical model based on the data that enables the characterisation of
the relationship between the experimental controls and resultant quality of the BEC. This
relationship is often obfuscated through technical details of the apparatus, frustrating the
use of theoretical models to design optimal evaporation ramps. These models often only
consider ergodic dynamics with two-body s-wave interactions and no other loss rates
with better ramps likely exploiting more complex interactions.
The internal model generated from the Gaussian process utilised uncertainty in mea-
sured data, making the optimisation more robust to experimental noise than alternate
methods. The algorithm is shown to produce high quality Bose-Einstein condensates in
10 times fewer experimental iterations than previously used online optimisation tech-
niques. By exploiting information on the sensitivity of each control, the model can be
used to aid experimental design. The convergence of the optimisation is further im-
proved by eliminating a superfluous parameter identified by the model. The general
usefulness of machine learning compared with bespoke optimisation algorithms has seen
machine learning approach ubiquity.
Finally, an experimentally straightforward technique for continuous non-destructive
imaging of matter-wave solitons was developed and implemented, facilitating measure-
ments of stochastic phenomena. The technique is readily practicable on any ultracold
atom experiment with an existing absorption imaging system, simply requiring the probe
laser be far-detuned from resonance. With a signal-to-noise of ∼ 33 at 1.25 GHz detun-
ing, the technique is capable of producing 100 images with no observable heating or atom
loss. Coupled with a fast optical phase locked loop, the technique can be used in conjunc-
tion with absorption imaging to generate a series of non-destructive images followed by
a final high signal-to-noise absorption image solely through moving the laser on reso-
nance for the final image. The high performance and utility of this imaging setup make
it a powerful tool for ultra-cold atom experiments.
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Chapter 1
Introduction
THE frontiers of human knowledge push persistently forward, ever driven by hu-manity’s insatiable curiosity. As we delve deeper and deeper into the well of Nature,
those last drops of knowledge become ever more difficult to obtain. To gather these drops
requires the most subtle of tools and the most elegant of methods. The frigid realm of the
Bose-Einstein condensate is one such well for which the frontier is ever harder to reach,
and ever more difficult to expand. Without precise mastery and control of the system,
without the efficient and thoughtful optimisation of current methods, without the ability
to observe that which we create, the frontier will remain steadfast; the well withholding
those last few revitalising drops.
1.1 Bose-Einstein condensation
Our frontier, the Bose-Einstein condensate (BEC), forms the archetypal quantum system
enabling the unparalleled ability to investigate and manipulate quantum fields. Bose-
Einstein condensation has a long and storied history, being theorised early in the twenti-
eth century by Bose [1] and subsequently extended by Einstein [2]. The work described
the statistics of identical integer spin particles called bosons for which the energy spec-
trum in thermal equilibrium is described by the Bose-Einstein distribution. This distri-
bution exhibits a threshold temperature Tc, below which a macroscopic portion of the
atoms will ‘condense’ into a single quantum state, the ground state. Despite the early
theoretical work, it took a further seventy years for the clean experimental realisation of a
Bose-Einstein condensate in dilute alkali gases, requiring elegant advances in laser cool-
ing [3–7] and the development of the more brute force evaporative cooling techniques
[8, 9]. This concerted scientific effort resulted in the 1997 Nobel prize for laser cooling
[10] and the 2001 prize for the experimental realisation of Bose-Einstein condensation
[11, 12], but perhaps most significantly it produced a new tool for studying quantum
phenomena and a rich abundance of new physics to explore. Condensates have now
been successfully generated in a diverse range of atomic species including alkali metals
7Li, 23Na, 39K, 41K, 85Rb, 87Rb, 133Cs [13–19], alkaline earth metals 40Ca, 84Sr, 86Sr, 88Sr
[20–23], lanthanide atoms 174Yb, 164Dy, 168Er [24–26] as well as 52Cr [27], atomic hydro-
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Figure 1.1: Combined experimental images of a dilute ultracold cloud showing the relative veloc-
ity distribution for a series of temperatures down to condensation. The velocity space represen-
tation is acquired through time-of-flight expansion after release from trap.
gen [28], and metastable helium [29]. This vast swathe of candidate condensate species
provides a multitude of unique properties that can be exploited and studied.
Consisting of ultracold gases typically ranging from a few thousand to a few mil-
lion atoms, Bose-Einstein condensates display properties over a range of spatio-temporal
scales. Confined to harmonic traps characterised by a frequency ωHO, with correspond-
ing length scale aHO = [h¯/mωHO]1/2, typically on the order of Hz and µm respectively,
condensates are enlarged by repulsive two-body interactions allowing them to be ob-
served through optical techniques. This has been demonstrated using numerous meth-
ods, most commonly through the use of resonant probe light that is absorbed by the
cloud, allowing a shadow of the cloud to be observed and the density quantified [18].
This process is inherently destructive, requiring dynamics be observed through repeti-
tion of experiments [30, 31]. In contrast, non-destructive imaging methods have been
demonstrated [32], allowing condensates to be probed continuously through observa-
tion within the confining trap. Both momentum and coordinate space representations
of the condensate can be observed through imaging in-trap or after ballistic expansion,
allowing additional insight into the system and dynamics.
The wavelike nature of Bose-Einstein condensates has been demonstrated through
the interference displayed by the overlap of two initially separated clouds [33]. Further,
matter-wave interferometers using Bose-Einstein condensates make some of the best pre-
cision sensors [34], capable of simultaneous measurements of gravitational and magnetic
signals [35]. By virtue of the unprecedented control over temperature, coherence, exter-
nal potentials and interactions, Bose-Einstein condensates provide the ideal system for
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studying quantum phenomena such as quantum tunnelling [36, 37] and form excellent
tools for quantum simulation and emulation [38].
The experimental realisation of Bose-Einstein condensation spurred much theoretical
work to explain condensates and their dynamics, as well as to predict new behaviour
[39]. Mean-field approaches have proven successful, providing closed form equations of
motion that describe the condensate dynamics in experimentally relevant regimes [40,
41]. These equations include a non-linear inter-particle interaction term that gives rise to
many complex non-linear effects.
1.2 Matter-wave solitons
The presence of this non-linearity, arising from inter-particle interactions, results in many
complex non-linear effects that can be studied in the highly controllable environment of
a Bose-Einstein condensate. As a number of atomic species exhibit accessible Feshbach
resonances, the strength of this inter-particle interaction can be precisely tuned using an
external magnetic field [42]. Exploitation of this property provides a playground for the
study of non-linear processes such as the collapse and explosion of condensates [43] as
well as soliton collisions and interactions [44, 45]. In one-dimension, Bose-condensed
systems exhibit repulsive interactions that support dark solitons consisting of a density
minimum [46], while attractive interactions support bright solitons that instead display
density maximums [47].
Matter-wave dark solitons exhibit a discontinuous jump in phase at their density
minimum, making them interesting topological structures. Being ‘degenerate’ one-di-
mensional analogues to vortices, solitons are fundamental non-linear excitations of Bose-
Einstein condensates. A large collection of theory has been developed describing solitons
[48] with their unique properties enabling the investigation of quantum systems at the
mesoscale [49]. More tangibly perhaps, matter-wave dark solitons provide a means of
monitoring phase in an atom interferometer [50] with bright solitons shown to improve
visibility in these interferometric measurements [51], potentially increasing the sensitiv-
ity of these measurement devices.
Dark solitons have been demonstrated experimentally, primarily through phase engi-
neering techniques [52], with more nuanced approaches such as the adiabatic inversion of
a trapping potential enabling generation of vortices [53] and skyrmions [54]. Bright soli-
tons and soliton trains have been generated by changing the inter-particle interactions
from repulsive to attractive [55, 56]. Dark-bright soliton pairs have also been simulated
in a condensate with repulsive interactions, with the bright soliton supported by the non-
linear coupling to the dark soliton component [57]. Indeed, the myriad of applications
enabled by Bose-Einstein condensates and the non-linear physics of solitons compels
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improvement of the way in which they are produced and harnessed. This thesis the-
oretically explores a method for robustly generating dark solitons, exploiting magnetic
resonance techniques to alter the macroscopic wavefunction of a Bose-Einstein conden-
sate. Through the use of generalisable machine learning methods, the evaporative cool-
ing stage of Bose-Einstein condensate production is experimentally optimised. Finally
a non-destructive imaging method is experimentally demonstrated, capable of imaging
soliton dynamics continuously in real-time, allowing stochastic non-linear processes to
be quantitatively analysed.
1.3 Outline of this thesis
This thesis has been divided into three distinct parts linked by the common thread of
the application to ultracold atoms, Bose-Einstein condensates, and matter-wave solitons.
Part I is centred around the development of the magnetic resonance control protocol de-
veloped in collaboration with the team of Russell Anderson, Lincoln Turner and Lisa
Starkey of Monash University. Part II presents the basis and experimental implementa-
tion of a machine learning algorithm to a Bose-Einstein condensate apparatus. Part III
comprises an overview of imaging techniques in the context of ultracold atoms. Theoret-
ical details common to the three parts is delivered in Chapter 2.
Chapter 3 provides a detailed theoretical overview of the magnetic resonance control
scheme in the context of static two-levels atoms, developing a framework for optimal
pulse parameters used for the protocol. Chapter 4 extends this work to the simulation of
a 87Rb condensate in the pseudo-1D regime under application of the scheme with suc-
cessful engineering of a sub-diffraction limit structure written to the macroscopic wave-
function of the condensate.
Chapter 5 provides a background for optimal control theory, culminating in the de-
velopment of a machine learning algorithm based on Gaussian processes. The result
of this algorithm experimentally applied to the production of 87Rb condensates is sub-
sequently presented in Chapter 6, where it is used to optimise the evaporative cooling
stage of condensate production. The results and utility of the algorithm and its inter-
nal model are demonstrated through experimental application, benchmarked against the
commonly used Nelder-Mead algorithm.
Chapter 7 presents theoretical and experimental results pertaining to destructive imag-
ing techniques as applied to Bose-Einstein condensates. The signal-to-noise of each tech-
nique is derived with experimental results providing key examples. Chapter 8 extends
the previous chapter to include dispersive imaging techniques capable of continuously
and non-destructively imaging Bose-Einstein condensates. A robust, technically simple
method is presented with the technique applied experimentally and showcased through
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a number of key applications. The thesis concludes with a summary of the work pre-
sented along with a discussion of future directions and extensions of the research.
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Chapter 2
Background theory
Though broad in scope, the topics of this thesis have many aspects related by a few funda-
mental principles and concepts. These concepts, such as the two-level atom and adiabatic
passage, atom-light interactions and Bose-Einstein condensation are explored briefly in
the following chapter. This theoretical overview provides a foundation for work pre-
sented in this thesis.
2.1 Two-level atom
The interaction of light with matter is one of the most powerful tools in atomic physics,
providing a relatively simple means for cooling, trapping, imaging, and controlling the
atomic system. Though theoretically simple, the coupling of a two-level atom to a classi-
cal electromagnetic field provides an elegant model for much of the physics encompassed
by atom-light interactions. The two-level atom model characterises the system using a
two-dimensional Hilbert space described by a Hamiltonian that yields two eigenstates.
The two levels may be coupled in a number of ways, from optical frequency radiation
coupling electronic states to radio-frequency radiation coupling magnetic sub-states. Be-
ing one of the most widely studied systems in physics, many undergraduate texts pro-
vide extensive analysis of the two-level system [58, 59] necessitating only a brief intro-
duction provided here.
The two-level atom model considered below takes a semi-classical approach whereby
the atom is considered quantum and the light field classical. This approach is valid when
the driving field is large, as is the case for most applications in this thesis. Consider
ω0 ω
Δ
|e〉
|g〉
Figure 2.1: Illustration of a two-
level atom energy level scheme.
The ground state |g〉 and the ex-
cited state |e〉 are separated by a
frequency of ω0. The two levels
are coupled via a classical electro-
magnetic field of frequency ω =
ω0 + ∆ where ∆ is the detuning
from resonance.
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a two-level atom with eigenstates |g〉 and |e〉 corresponding to the ground and excited
states respectively, as illustrated in Figure 2.1. Such a two-level system is valid if the
field is on or near resonance with all other levels far enough detuned such as to be safely
neglected. These two eigenstates are referred to as the ‘bare’ states and correspond to
the eigenstates of the system without coupling. The two levels are separated by a fre-
quency ω0 and coupled via a classical electromagnetic field of frequency ω = ω0 + ∆
where ∆ is the detuning from resonance. Each level is an eigenstate of the system with
corresponding eigenvalues h¯ωg and h¯ωe for the ground and excited states respectively
with the energy separation being h¯ω0. The two levels are coupled by a linearly polarised
classical electromagnetic field, expressed as
E(t) = E0 cos(ωt + φ) , (2.1)
where |E0| is amplitude of the field, ω is the frequency of the light and φ is an arbitrary
phase. The total Hamiltonian of such a system is Hˆ = Hˆatom + Hˆint, where the atomic
Hamiltonian is described by
Hˆatom =
1
2
h¯ω0 (|e〉 〈e| − |g〉 〈g|) , (2.2)
and the interaction Hamiltonian is given by
Hˆint = dˆ · E(t) , (2.3)
where dˆ = erˆ describes the electric dipole moment. Here we have invoked the dipole
approximation, assuming that the wavelength of the light is large compared to the diam-
eter of the atom, as is the case for much of the following work. The dipole operator is a
matrix with elements dij = 〈i| dˆ |j〉. Assuming the atom has no permanent electric dipole
moment, the interaction term of the Hamiltonian thus simplifies to
Hˆint = h¯Ω (|g〉 〈e|+ |e〉 〈g|) cos(ωt + φ) , (2.4)
where we have defined the complex Rabi frequency as
Ω =
edge · E0
h¯
. (2.5)
The Rabi frequency describes the rate at which the population oscillates between the
two states when the coupling is resonant with the transition. This is evident from the
interaction Hamiltonian given by Equation (2.4) where the interaction is seen to couple
the two states with coupling strength given with respect to Ω.
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The total Hamiltonian, described in the Schrödinger picture and expressed using the
basis {|g〉 , |e〉}, is therefore given by
Hˆ =
h¯
2
(
∆−ω 2Ω cos (ωt− φ)
2Ω cos (ωt− φ) − (∆−ω)
)
. (2.6)
Given the time-dependent coupling, the interaction picture provides a simpler repre-
sentation of the system for subsequent analysis. Transforming to the interaction picture
involves separating the time-dependent and independent components of the Hamilto-
nian. Expressing the oscillating term using complex exponentials and performing the
separation produces
Hˆ =
h¯
2
(
−ω 0
0 ω
)
︸ ︷︷ ︸
Hˆ0
+
h¯
2
 ∆ Ω (ei(ωt−φ) + e−i(ωt−φ))
Ω
(
ei(ωt−φ) + e−i(ωt−φ)
)
−∆

︸ ︷︷ ︸
Vˆ
, (2.7)
where Hˆ0 and Vˆ correspond to the time-independent and time-dependent terms respec-
tively. The transformation to the interaction picture is then achieved using the unitary
operator Uˆ = e−iHˆ0t/h¯ such that
HˆI = Uˆ†VˆUˆ (2.8)
=
h¯
2
 ∆ Ωe−iφ (1+ e−2i(ωt−φ))
Ωeiφ
(
1+ e2i(ωt−φ)
)
−∆
 . (2.9)
The interaction picture essentially describes dynamics in the rotating frame. The terms
that oscillate at twice the driving frequency effectively average to zero over any reason-
able time scale of the system and mean the Hamiltonian simplifies to
HI =
h¯
2
(
∆ Ωe−iφ
Ωeiφ −∆
)
(2.10)
This approximation is termed the ‘rotating-wave approximation’ and for most purposes
presented in this thesis, is acceptable. Care must be taken to avoid entering regimes
where ω0  Ω as this approximation is no longer valid.
Given the Hamiltonian found in Equation (2.10), the evolution of an arbitrary state,
given by
|ψ(t)〉 = cg(t) |g〉+ ce(t) |e〉 , (2.11)
where cg(t) and ce(t) are the probability amplitudes of finding the atom in the ground
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or excited state respectively. These probabilities evolve according to interaction picture
form of the Schödinger equation, producing
2ic˙g(t) =∆cg +Ωe−iφce , (2.12)
2ic˙e(t) =Ωeiφcg − ∆cg . (2.13)
If the system is initially in the ground state at time t = 0, then the solution to these
equations for a constant real Rabi frequency and detuning is given by
cg(t) = cos
(
Ω˜t
2
)
− i ∆
Ω˜
sin
(
Ω˜t
2
)
, (2.14)
ce(t) = −iΩΩ˜ sin
(
Ω˜t
2
)
, (2.15)
where the generalised Rabi frequency, Ω˜ =
√
Ω2 + ∆2, describes the frequency at which
population oscillates between states for a particular coupling field [60]. The evolution of
the populations is given by
|cg(t)|2 = ∆
2
Ω˜2
+
Ω2
Ω˜2
cos
(
Ω˜t
2
)
(2.16)
|ce(t)|2 = Ω
2
Ω˜2
sin
(
Ω˜t
2
)
. (2.17)
At resonance, the system oscillates fully between the ground and excited states with fre-
quencyΩ. As the coupling field is detuned the frequency of oscillation increases to Ω˜ and
the amplitude of oscillation increases toΩ2/Ω˜2. The resonant oscillations give rise to two
important pulses, the pi-pulse and the pi/2-pulse. The pi-pulse transfers all population,
initially in the ground state, to the excited state and corresponds to a pulse duration such
that Ωt = pi. This pulse is used in atom-interferometry in analogy to mirrors in optical
interferometry. The pi/2-pulse, analogous to a beam splitter, corresponds to Ωt = pi/2
and results in population equally split between the two states. These pulses can be exper-
imentally challenging to produce, as errors in timings or Rabi frequencies can produce
lower fidelity pulses and imperfect population transfer. Adiabatic passage, discussed be-
low, presents a means of transferring population robust to experimental imperfections
albeit on a much slower time scale.
2.2 Adiabatic theorem
The adiabatic theorem applies across many different physical systems and describes the
result of a Hamiltonian that changes at a sufficiently slow rate. Given a Hamiltonian
2.2 Adiabatic theorem 11
-4 -2 0 2 4
-2
-1
0
1
2
Δ/Ω
E
/ℏ
Ω
|g〉
|+〉
|e〉
|+〉
|e〉
|-〉
|g〉
|-〉
ℏΩ
Figure 2.2: The energy eigenvalues of the two-level system described by the interaction picture
Hamiltonian in Equation (2.10). Red dashed line corresponds to the bare states (|g〉 and |e〉) with
the coupling turned off. The solid black lines correspond to the dressed states (|+〉 and |−〉).
An avoided crossing is observed at resonance for the dressed states with an energy gap corre-
sponding to h¯Ω˜. The avoided crossing can be exploited to efficiently transfer an atom from the
ground to excited state by adiabatically sweeping ∆ from −∞ to +∞ where the initial dressed
state asymptotes to a different bare state.
slowly varying in time, a state initially in an eigenstate of the time-independent Hamil-
tonian will remain in an eigenstate of the new, time-dependent Hamiltonian for all time
[61]. This so-called ‘adiabatic passage’ can be exploited to generate robust population
transfer between atomic states. In the case of the two-level atom and the correspond-
ing Hamiltonian, a slowly varying Rabi frequency and detuning can generate adiabatic
passage. As a result of the slow time-dependent coupling, the {|g〉 , |e〉} basis no longer
corresponds to a stationary solution of the Hamiltonian. The new eigenstates, the so-
called ‘dressed’ states are given in the basis {|+〉 , |−〉} as
|+〉 = e−iφ/2 cos
(
θ
2
)
|g〉+ eiφ/2 sin
(
θ
2
)
|e〉 , (2.18)
|−〉 = −e−iφ/2 sin
(
θ
2
)
|g〉+ eiφ/2 cos
(
θ
2
)
|e〉 , (2.19)
where the so-called ‘mixing angle’, θ is defined by
tan(θ) =
Ω
∆+ Ω˜
. (2.20)
This new set of eigenstates has corresponding dressed-state eigenvalues given by
E± = ± h¯Ω˜2 . (2.21)
As illustrated in Figure 2.2, for a large detuning from resonance, tan(θ) → 0 and the
dressed states asymptotically approach the bare states. Depending on the direction of
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Figure 2.3: Example of the effect of an adiabatic sweep through resonance. Due to the finite
duration of the sweep, small off-resonant Rabi oscillations remain at the culmination of the sweep.
The adiabatic sweep is far longer than a resonant pi pulse, but is more robust to experimental
variations in the frequency and fields, and is capable of efficiently inverting the populations from
the ground to excited state.
the detuning from resonance, the dressed states approach different bare states such that
lim
∆→±∞
{|±〉 , |∓〉} → {|g〉 , |e〉} . (2.22)
Importantly, at resonance (∆ = 0) the states produce an avoided crossing with an en-
ergy gap corresponding to h¯Ω. This convenient property gives rise to the possibility of
adiabatic passage whereby highly efficient population transfer can occur by changing
the Rabi frequency and detuning sufficiently slowly such that the state adiabatically fol-
lows the dressed state and thereby transfers to a different bare state. To illustrate this,
consider a time varying coupling pulse initially negatively far-detuned from resonance
such that the atom is in the dressed state |−〉 corresponding to the bare |g〉 eigenstate.
By sweeping the detuning of the coupling pulse slowly through resonance and on, until
far-detuned in the positive direction, the state will still be in the same dressed eigenstate
|−〉, but this now corresponds to the excited bare eigenstate |e〉. If the coupling is sub-
sequently extinguished, the atoms will be in the excited bare state with high probability.
In the limit that the avoided crossing is traversed infinitely slowly, the population trans-
fer will be perfect and the excited state will be completely populated. If, however, the
sweep through the avoided crossing is too fast, some ground-state population will re-
main. Specifically, given a constant Rabi frequency with an accompanying detuning that
is swept at a constant rate ∆˙, the probability of the atom being in the ground state at the
end of an infinitely slow sweep is given by the Landau-Zener formula
PLZ = exp
(
−piΩ
2
2∆˙
)
, (2.23)
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an expression simultaneously and independently derived by Landau, Zener, Majorana
and Stückelberg [62–65]. The adiabatic limit is then given by Ω2/∆˙  1. This expres-
sion corresponds to the limit where the detuning is swept infinitely slowly. In practice
this is not possible and the problem then becomes designing pulses to achieve some fi-
nite fidelity in a finite time. The particular form of the adiabatic pulse is crucial to the
success of the adiabatic population transfer. Through optimisation of specific adiabatic
pulses, the relative population of an ensemble of two-level atoms can be manipulated.
This forms the basis for the magnetic resonance control scheme presented in Chapter 3
and Chapter 4 with adiabatic coupling pulses exploited to achieve precise wavefunction
engineering.
2.3 Hyperfine splitting in alkali atoms
The energy structure of atoms is crucial to understanding their interaction with the envi-
ronment and exploiting these levels is essential for experimental physics. In the context
of this research, magnetic fields play a critical role in the magnetic resonance control
scheme enabling the precise spatial selectivity necessary for wavefunction engineering.
In addition, 85Rb exhibits a Feshbach resonance allowing for the fine tuning of its scat-
tering length in real-time by manipulation of an external magnetic field. The ability to
image the resulting dynamics is highly desirable yet requires precise knowledge of the
magnetically altered resonance in order to tune the imaging laser to correctly image a
particular transition. The following section outlines the process of determining how the
internal level structure of atoms is affected by an external magnetic field, particularly in
the context of 85Rb and 87Rb.
2.3.1 Effect of an external magnetic field
The level structure of atoms is due to a complex relationship between various elements of
the atom beginning with the interaction of the magnetic moment due to the electron spin
and the electron orbital angular momentum, resulting in the fine structure. More complex
hyperfine structure arises from the interaction of the nucleus with internally generated
magnetic and electric fields with each hyperfine level (F) of an atom containing 2F + 1
magnetic sub-levels which describe the angular distribution of the electronic wavefunc-
tion. When no external magnetic field is present these sub-levels are degenerate. As the
magnetic field is increased this degeneracy is lifted and the magnetic sub-levels split as
various elements couple to the field. This coupling arises from the electron spin, the elec-
tron orbital distribution and the nuclear magnetic moment, resulting in an interaction
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Property 85Rb 52S1/2 85Rb 52P3/2 87Rb 52S1/2 87Rb 52P3/2
gS 2.0023193043622(15)
gL 0.99999354 0.99999369
gI −0.00029364000(60) −0.0009951414(10)
h · Ahfs[MHz] 1.0119108130(20) 25.0020(99) 3417.341305452145(45) 84.7185(20)
h · Bhfs 25.790(93) 12.4965(37)
h · µB[MHz/G] 1.399624604
Table 2.1: Various values used for the calculation of the energy splitting due to an external mag-
netic field. Additional detail can be found in [66].
Hamiltonian given by
HB =
µB
h¯
(gSS + gLL + gII) · B (2.24)
=
µB
h¯
(gSSz + gLLz + gI Iz) Bz , (2.25)
where the magnetic field B is taken to be in the z-direction, gS, gL and gI correspond to
the electron spin, electron orbital and nuclear g-factors respectively and µB is the Bohr
magneton. The values of these constants are provided for reference in Table 2.1. These
factors enable the magnetic moment of the atom to be related to its quantum numbers,
simplifying the expression. In the regime where the energy shift due to the external
magnetic field is small compared to the fine splitting of the atom, the Hamiltonian is
rewritten as
HB =
µB
h¯
(gJ Jz + gI Iz) Bz (2.26)
where gJ is the Landé g factor describing the relationship of the magnetic moment to the
total angular momentum. The Landé g-factor is related to the spin and orbital g-factors
through
gJ = gL
J(J + 1)− S(S + 1) + L(L + 1)
2J(J + 1)
+ gs
J(J + 1) + S(S + 1)− L(L + 1)
2J(J + 1)
(2.27)
The relationship to the spin and orbital g-factors arises from a first-order perturbation
to the energy of an atom under the influence of a weak external magnetic field [67]. If
instead the energy shift due to the external magnetic field is small compared to the hy-
perfine splitting, F becomes the pertinent quantum number, with the Hamiltonian instead
given by
HB =
µB
h¯
gFFzBz , (2.28)
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Figure 2.4: The D2 level struc-
ture of 85Rb illustrating the
fine, hyperfine and magnetic
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where gF is the hyperfine Landé g-factor defined as
gF = gJ
F(F + 1)− I(I + 1) + J(J + 1)
2F(F + 1)
+ gI
F(F + 1) + I(I + 1)− J(J + 1)
2F(F + 1)
. (2.29)
In the low-field limit where the shift in energy of the atomic states is small compared to
the hyperfine splitting the energy levels split linearly, giving rise to the Zeeman effect
∆E|F mF〉 = µBgFmFBz. (2.30)
This is illustrated in Figure 2.4, where the fine, hyperfine and magnetic sub-levels are
shown to scale. The ground-state hyperfine manifold remains in the linear Zeeman
regime for significantly higher magnetic fields than the excited-state manifold. As the
magnetic field increases beyond this regime, the splitting of the energy levels becomes
more complex, necessitating numerical diagonalisation of the interaction Hamiltonian,
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Figure 2.5: Energy splittings
in the anomalous Zeeman
regime for the 85Rb 52P3/2
(top) and S1/2 (bottom) states
under the influence of a
strong external magnetic
field. In this regime, the
energy levels are no longer
grouped according to their
mF quantum numbers, but
instead according to mJ . The
anomalous effects become
evident at much lower mag-
netic fields for the P3/2 level
than the S1/2 level. When
operating at high magnetic
field, it is important to take
into account these non-
linear affects on the energy
splitting.
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H = Hhfs + HB where
Hhfs =AhfsI · J (2.31)
+ Bhfs
3(I · J)2 + 32 (I · J)− I(I + 1)J(J + 1)
2I(2I − 1)J(2J − 1) + HB , (2.32)
and
HB =
µB
h¯
(gJ J + gI I)B , (2.33)
where Ahfs is the magnetic dipole constant, Bhfs is the electric quadrupole constant, pro-
vided in Table 2.1 and given in more detail in [66]. This high-field regime is known as the
Paschen-Back regime [68] and describes the more complex response of the energy levels
to a strong magnetic field.
Although the Hamiltonian given in Equation (2.32) typically requires numerical tools
to calculate energy levels, a closed form analytic expression exists when either J = 12 , or
I = 12 as is the case in the ground-state D transition of
85Rb and other species. Assuming
that J = 12 , then the Hamiltonian reduces to a block diagonal matrix with analytic solution
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given by the Breit-Rabi equation
E|F=I+1/2,mF〉 = −
∆Ehfs
2(2I + 1)
+ gIµBmFB± ∆Ehfs2
(
1+
4mx
2I + 1
+ x2
)1/2
, (2.34)
where
∆Ehfs = Ahfs
(
I +
1
2
)
, (2.35)
and
x =
µB(gJ − gI)B
∆Ehfs
. (2.36)
Extreme care must be taken in the implementation of this solution as there is ambiguity
in the sign of the final term where it must be determined by the sign of the specific mJ
being calculated. Specifically, if we define our new quantum numbers as m = mI ±mJ =
mI ± 12 , the sign in the Breit-Rabi formula is concomitant with this expression.
In the context of the two-level atom described in the previous sections, the magnetic
field generates a modification to the resonant frequency such that
∆ = ωrf −ω0 , (2.37)
where ω0 = 2pi × B × γ defines the splitting due to the magnetic field and |γ| = gFµBh¯
is the gyromagnetic ratio which defines a proportionality between the Larmor frequency
and the strength of the external magnetic field. Relevant to the forthcoming chapter on
magnetic resonance control, the magnetic sub-levels of the ground-state D2 hyperfine
manifold in 87Rb in the low field regime split according to
γF=1 = 2pi × 702.369 kHz/G (2.38)
γF=2 = 2pi × 699.583 kHz/G . (2.39)
with the contribution due to non-linear effects being approximately
q = 2pi × B2 × 71.89 Hz , (2.40)
as determined through the Breit-Rabi equation.
The complex level structure arising from the application of external magnetic fields
enables the precise spatial resolution of the magnetic resonance control scheme presented
in Chapter 3 and Chapter 4. Through the use of a magnetic-field gradient a spatially-
dependent resonance frequency is generated with adiabatic pulses used to generate spa-
18 Chapter 2: Background theory
tially-dependent population inversion. The relationship between internal energy levels
and external magnetic fields is required in order to successfully and accurately model the
scheme. Additionally, magnetic fields play a key role in the generation of soliton dynam-
ics observed through non-destructive imaging methods in Chapter 8, with the specific
operation of the probe laser requiring precise knowledge of the affect of a magnetic field
on the imaging transition.
2.4 Gross-Pitaevskii equation
The Gross-Pitaevskii equation, independently derived by Gross [41, 69] and Pitaevskii
[40], arises through a mean-field analysis for a distribution of atoms at zero temperature.
In this regime, each atom is in the ground state and the evolution of the system can found
by describing the condensate using an order parameter, a complex scalar field defined as
the expectation value of the many particle field operator.
This analysis begins by assuming the field operators describing the system can be
written as a sum of single-particle wavefunctions and their respective annihilation oper-
ators such that
Φˆ(r, t) =∑
i
Φi(r, t)aˆi , (2.41)
where the annihilation operators lower the occupation of a particular mode, i, by 1. In
this way, the field operators Φˆ(r) and Φˆ†(r) represent the creation and annihilation of a
boson at position r and obey the commutation relations[
Φˆ(r′), Φˆ†(r)
]
= δ(r′ − r) , (2.42)
and
[
Φˆ(r′), Φˆ(r)
]
=
[
Φˆ†(r′), Φˆ†(r)
]
= 0 . (2.43)
By definition, Bose-Einstein condensation occurs when a macroscopic number of atoms
occupy the same single particle state, allowing the condensate component to be separated
such that field operator is given by
Φˆ(r, t) = ψ(r, t) + Φˆ′(r , t) , (2.44)
where ˆΦ(r, t) represents the annihilation operator of the non-condensed fraction and
ψ(r, t) ≡ 〈Φˆ(r, t)〉 , (2.45)
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represents an order parameter. The order parameter, often simply referred to as the con-
densate wavefunction, defines the density and phase through
ψ(r, t) =
√
n0(r, t)eiφ(r, t) , (2.46)
with the density and phase given by |ψ(r, t|2 and arg(ψ(r, t)), respectively. Given a cold,
dilute gas, inter-particle interactions take the form of contact potentials [70] described
using a Dirac delta function as
V(r′ − r) = U0δ(r′ − r) , (2.47)
where r and r′ correspond to the position of each particle and
U0 =
4pih¯2as
m
(2.48)
defines the strength of interaction between the particles of mass m with s-wave scattering
length as, generating repulsive interactions when as > 0 and attractive when as < 0. This
framework leads to the closed form equation for the time-dependent evolution of the
order parameter valid for describing macroscopic behaviour of low temperature bosonic
systems dominated by variations at a scale larger than the mean distance between atoms.
This, the so-called Gross-Pitaevskii equation, is given by
ih¯
∂
∂t
ψ(r, t) =
[
− h¯
2∇2
2m
+Vext(r) +U0|ψ(r, t|2
]
ψ(r, t) (2.49)
where Vext describes the external trapping potential, typically taken to be that of the har-
monic potential
Vext =
1
2
m
(
ω2xx
2 +ω2yy
2 +ω2z z
2
)
, (2.50)
where ωi is the trapping frequency in each dimension, with the potential defining the
characteristic length scale of the harmonic oscillator
aHO =
(
h¯
mω
)1/2
, (2.51)
defined in each relevant dimension. The Gross-Pitaevskii equation is valid in the regime
below the condensation transition temperature where the s-wave scattering length is
much smaller than the average inter-particle spacing and when the number of atoms
greatly exceeds unity. Typically the Gross-Pitaevskii equation is solved numerically to
obtain the evolution of the condensate wavefunction, however an analytic ground state
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exists in the regime where Nas/a  1, corresponding to a large number of atoms N
with strongly repulsive interactions. This defines the Thomas-Fermi regime where the
interaction energy is much larger than the kinetic energy, allowing the kinetic energy
to be neglected in Equation (2.49). The Thomas-Fermi regime is a solution to the time-
independent Gross-Pitaevskii equation, with the resulting analytic ground state given
by
n(r) = |ψ(r)|2 =

1
U0
[µ−Vext(r)] µ > Vext(r)
0 otherwise
(2.52)
where µ refers to the chemical potential, a Lagrange multiplier fixing the total particle
number within the condensate and ensuring normalisation of the wavefunction to N
particles. The chemical potential is given by
µ =
h¯ω¯
2
(
15Nas
a¯
)2/5
(2.53)
where a¯ is a measure of the average harmonic oscillator length scale, given by
a¯ =
(
h¯
mωho
)1/2
(2.54)
where ω¯ =
(
ωxωyωz
)1/3. This analytic ground state is an inverted parabola, effectively
a map of the potential within which the condensate resides. The parabola has a radius of
Ri =
2µ
mω2i
(2.55)
where i ∈ {x, y, z} specifies the relevant spatial dimension. The Thomas-Fermi radius
is typically larger than the harmonic oscillator length scale. The Thomas-Fermi approx-
imation provides good agreement with numerical solutions in the appropriate regime,
however relies on the order parameter varying sufficiently slowly across the cloud. This
breaks down at the edges of the condensate, where a sharp discontinuity occurs and re-
sults in the kinetic energy diverging.
2.5 Healing scales
Various length scales are relevant to Bose-Einstein condensates and the mean-field Gross-
Pitaevskii equation describing them. At the smallest scale is the s-wave scattering length
as describing the length scale of inter-particle collisions, approximately 5 nm for 87Rb and
20 nm for 85Rb at zero magnetic field. At the larger scale is the Thomas-Fermi radius or
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the trap dimensions given by the harmonic oscillator length scale aHO, approximately
1.5µm for a typical harmonic trap frequency of 50 Hz. In between exists the healing
length [70, 71], a length scale extremely pertinent to the magnetic resonance control sec-
tion of this thesis, and defined as
ξheal =
h¯√
2mn0U0
, (2.56)
where n0 is the peak density. This length scale is a result of analytic solutions to the
GPE in several regimes. One key example that elucidates this point is the classic box
potential that confines a wavefunction ψ(r) containing N particles to a volume V. When
no interactions are present, this is the well-studied undergraduate problem resulting in
sinusoidal basis functions. When interactions are present, the minimum energy state is
more spread out, being optimal when the density of the condensate is almost constant
across the entire volume. As the wavefunction nears a wall of the box it falls to zero
density with functional form tanh(z/(
√
2ξheal)). The length scale ξheal thus defines the
length over which the perturbation generated by the wall of the box, is healed. For a 87Rb
condensate with peak number density of 1014 atoms/cm3, the healing length is∼ 270 nm.
An equivalent temporal scale is the healing time, which describes the time scale over
which density fluctuations move a distance of the healing length given the relevant speed
of sound in the condensate. The speed of sound in the uniform gas of the condensate is
given by
s =
√
n0U0
m
, (2.57)
where n0 is the peak density. The healing time is therefore given by
theal =
ξheal
s
=
√
2mξ2heal
h¯
. (2.58)
and represents the time over which density fluctuations occur. This gives an approximate
bound on the time scale for which the magnetic resonance control scheme, detailed in
Chapter 3, will efficiently operate. The scheme itself relies on the reversibility of the
process, made more difficult by kinetic energy and inter-particle interactions present at
time scales on the order of the healing time. By performing the control scheme faster than
the healing time, typically on the order of 100µs, these effects are mitigated.
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2.6 Solitons
Analytic solutions to equations of motion provide insight into behaviour of the system
but are often only found for small excitations or under strict approximations. Perhaps
surprisingly, the time-dependent non-linear Schrödinger equation has an exact solution
in the form of solitary waves, or ‘solitons’. These solution arise from a balancing of the
non-linear interaction term with the dispersion term and describe pulse-like waves that
propagate without decaying or changing form. In the context of this research, these
waves are often termed ‘solitonic’ owing to the fact that while the waves are soliton-
like, they do not meet the strict theoretical criteria for a soliton. Having noted this, for
simplicity, the term soliton and solitonic are used interchangeably henceforth.
Solitons are not solely restricted to the non-linear Schödinger equation, having been
observed in many other non-linear media and across numerous scientific fields, from the
the Korteweg-de Vries equation, describing the properties of shallow water waves [72]
to modelling of financial markets [73]. Optical solitons have been observed in optical
fiber as temporal pulses [74, 75] as well as spatial structures [76, 77], while experiments
have produced excitations of non-propagating kinks in shallow water that is parametri-
cally driven [78] and kinks in discrete mechanical systems [79]. Indeed, high-frequency
dark solitons have been observed in magnetic films [80] as well as dissipative dark soli-
tons in plasma [81]. In the context of Bose-Einstein condensates, solitons have a strong
theoretical history with the exact solution to the Gross-Pitaevskii equation having been
linked to that of the Korteweg-de Vries equation [82]. The theoretical results extend be-
yond the GPE to the non-linear Schrödinger equation (for which the GPE is a special
case) with investigations into the collisions of solitons and the resulting dynamics [44].
Experimental work on solitons began soon after the realisation of Bose-Einstein conden-
sates with matter-wave solitons being some of the first non-linear states observed [83–
85]. In one-dimension, soliton solutions exist for attractive potentials, corresponding to
density maximums. These so-called ‘bright’ solitons are self-bound states, localised to
one-dimension. Higher order soliton modes also exist, including breathers [86, 87] and
soliton trains [56] with solitons having been shown to be an extension to the Hermite-
Gauss modes of the linear Schrödinger equation [88, 89], whereby the Hermite-Gauss
modes smoothly transform to solitons as the non-linearity is increased. Non-stationary
multiple dark solitons have been generated using phase imprinting methods [52, 90, 91]
and matter-wave interferometry [92].
Unlike the soliton solutions found for shallow water waves, soliton solutions to the
Gross-Pitaevskii equation with repulsive interactions exist as density depressions, with
the difference being a result of the differing sign between their dispersion relations. These
solitons, in analogy to their optical counterpart, are called ‘dark’ solitons. The functional
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Figure 2.6: Example soliton in one dimension. The discontinuity in phase at the centre of the
condensate causes a density hole to be carved out. For a pi phase discontinuity the soliton is
‘dark’ and the density at the centre of the soliton is zero. For smaller phase discontinuities the
depth of the soliton decreases and the soliton will oscillate in-trap. Inset shows a magnified view
of the soliton and illustrates the width of the soliton being 2.5 times the healing length of the
particular condensate.
form of these stationary solutions is found by extending the derivation of the healing
length found in Section 2.5. This derivation considered a wavefunction confined to a box
potential and found the solution near a wall. Extending this to the whole space, the form
of the soliton is found to be
ψ (x) = ψ0 tanh
(
x− x0√
2ξheal
)
, (2.59)
where x0 describes the position of the centre of the soliton and
ξheal =
h¯√
2mn0U0
, (2.60)
is the healing length described in detail in Section 2.5. The density of a condensate with
such a wavefunction is given by
|ψ(x)|2 = |ψ0|2 tanh2
(
x− x0√
2ξheal
)
(2.61)
= |ψ0|2
[
1− sech2
(
x− x0√
2ξheal
)]
, (2.62)
being the modulation of the original wavefunction with a sech shape corresponding to a
density minimum and a discontinuity in the phase through the centre of the dip corre-
sponding to exactly pi radians. These so-called ‘black’ solitons correspond to a stationary
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state of the GPE. The width of a dark soliton can be determined analytically, with the
full-width at half-maximum (FWHM) given by
FWHM = 2
√
2ξheal arctan
(
1√
2
)
≈ 5ξheal
2
, (2.63)
being slightly larger than the healing length of the condensate. Matter-wave solitons have
typically been experimentally generated using laser light as a ‘mask’ with an intensity
that varies across the extent of the cloud. These methods rely on sharp boundaries in the
pattern of the light in order to generate a phase kink on the condensate wavefunction, but
are fundamentally limited by diffraction. This limitation arises from the finite resolvable
spot size of a given optics system, with the diffraction limit being approximated by the
size of the first order Airy disk and given by
x ≈ 1.22λ f
D
(2.64)
where light of wavelength λ, apertured to a diameter D passes through a lens of focal
length f [93]. This fundamental limitation means that such optical methods generate im-
perfect dark solitons, typically being resolution limited to approximately half the wave-
length (0.5µm). These imperfect solitons are non-stationary solutions, where the density
does not fall fully to zero at the centre on the condensate. These ‘grey’ solitons have a
phase discontinuity diverging from pi and a non-zero velocity causing them to oscillate
back and forth within the trap. In order to surpass this limitation, a magnetic resonance
technique is proposed in Chapter 3 and Chapter 4 whereby the dependence of the spatial
resolution on the wavelength of light is removed, instead depending on the magnitude
of a magnetic-field gradient and exploiting adiabatic transfer to generate sharp spatial
structures in the condensate wavefunction.
Part I
Magnetic Resonance Control
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Chapter 3
Magnetic Resonance Control Theory
The following two chapters present theoretical work on magnetic resonance control and were de-
veloped in collaboration with Lincoln Turner, Russell Anderson and Lisa Starkey from Monash
University and summarised in:
• P. B. Wigley, L. M. Starkey, S. S. Szigeti, M. Jasperse, J. J. Hope, L. D. Turner, and R. P.
Anderson. Precise wave-function engineering with magnetic resonance. Physical Review
A 96, 013612 (2017). DOI: 10.1103/PhysRevA.96.013612.
The precise engineering of a quantum wavefunction at its most fundamental length scale
is vital to the development of many quantum technologies including simulation and
emulation [94–97], topological quantum computing [98, 99], spintronics [100, 101], and
quantum metrology [34, 102–104]. Effective wavefunction engineering requires high spa-
tial fidelity, ideally being finer than the fundamental length scale of the system. If this
requirement is not met, any structure written to the wavefunction will only be approx-
imated. For a Bose-Einstein condensate (BEC) the relevant length scale is the healing
length and is typically shorter than the optical diffraction limit. For this reason, optical
techniques are inferior for wavefunction engineering, requiring alternative methods to
bypass the diffraction limit [105, 106]. The following two chapters outline a theoretical
scheme, referred to as magnetic resonance control, that boasts a resolution uncoupled
from the optical wavelength and therefore capable of sub-diffraction resolution. In ad-
dition, magnetic resonance control can be performed faster than the fundamental time
scale, the healing time, allowing the target state to be written before the system can re-
spond in any adverse way. Precise control can be achieved either through density en-
gineering, phase engineering or a combination of the two. This scheme utilises phase
engineering in order to create a spatially-dependent phase, with the exemplar system be-
ing a Bose-Einstein condensate. In doing so, the spatially-dependent wavefunction ψ(z)
describing the condensate is manipulated such that at a time T at the conclusion of the
scheme
ψ (z, 0)→ ψ (z, T) = ψ (z) eiφ(z) , (3.1)
where φ (z) is the arbitrary desired spatially-dependent phase written by the protocol.
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The central advantage of the magnetic resonance control scheme is the spatial reso-
lution being disconnected from the wavelength of light used for coupling, allowing the
diffraction limit to be overcome. This feature arises from the combined mechanism of
the adiabatic theorem discussed in Section 2.2 and the effect of an external magnetic-field
gradient, discussed in Section 2.3. The adiabatic theorem shows that, given a constant
Rabi frequency, a detuning swept slowly enough will allow an atom to transition from
the ground to excited state with high probability. Providing a constant offset to this de-
tuning sweep causes the probability of excitation to change. This offset can be achieved
by application of an external magnetic field which, through the Zeeman effect, changes
the energy of magnetic sublevels. Crucially, a magnetic-field gradient creates a spatially
dependent detuning offset, resulting in a resonance ‘width’ for the adiabatic pulse. With
such a gradient, the temporal sweep of the detuning now generates an inversion slice
in a spatial ensemble of atoms, with excitation only occurring within the band where
adiabatic transfer occurs with high probability. This mechanism allows the spatial selec-
tivity to be entirely dependent on the strength of the magnetic-field gradient and not the
wavelength of light, ensuring the scheme is not fundamentally limited by diffraction.
The capability of the magnetic resonance control scheme for precise wavefunction
engineering is demonstrated in Chapter 4 through simulation of the scheme applied
to a Bose-Einstein condensate with the goal of writing a stationary dark soliton to the
condensate wavefunction. Optical techniques, despite being inherently diffraction lim-
ited, have used local phase shifts produced via off-resonant lasers to generate a soliton
[52, 107] in a Bose-Einstein condensate. In two-dimensions, vortices have been created
using Laguerre-Gaussian beams to transfer angular momentum, effectively ‘stirring’ the
condensate [108]. Wavefunction engineering not limited by diffraction has been achieved
using novel approaches such as inverting a trapping potential adiabatically, generating
vortices [53] and skyrmions [54]. Despite better resolution, these techniques are inher-
ently limited to producing symmetric structures and are required to be slow on the time
scale of the system. Optically induced magnetic resonance has been used to create a
vortex in a condensate [109], as well as an unstable soliton [85]. Since a soliton in a
Bose-Einstein condensate has a width on the order of the healing length, this example
provides a strict test of any wavefunction engineering scheme and is therefore a useful
demonstration of the capability for precise quantum state engineering using magnetic
resonance control.
The following chapter outlines the theoretical background for magnetic resonance
control, outlining a model scheme for generating a density notch in a spatial ensemble
of two-level atoms. The mechanics of adiabatic pulses are explored, with the required
gradient found to be dependent on the particular adiabatic pulse parameters and the
particular condensate the scheme is applied to. These parameters are discussed and op-
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timised with the aim of generating an inversion slice with the sharpest edge while still
encompassing the condensate. Given this constraint, the gradient required to produce a
structure smaller than the diffraction limit is shown to be extremely experimentally chal-
lenging, being on the order of 103 G/cm (this is discussed in the context of experimental
application in Subsection 4.2.6). Indeed, achieving the required parameters in an exper-
imental setting would be an immense technical achievement. Despite this, the scheme
does represent an alternative method for wavefunction engineering not fundamentally
limited by diffraction.
3.1 Model scheme
While more complex methods are used to simulate the scheme in Chapter 4, this chap-
ter illustrates the fundamental concepts through a simple two-level atom model. This
model captures the salient features while keeping the analysis simple. The two-level
macroscopic wavefunction ψ(z) is used with the wavefunction described in the basis{
ψ↓ (z) ,ψ↑ (z)
}T. The system is initially assumed to be entirely in the ground state ψ↓,
while displaying uniform phase as shown in Figure 3.1(a). The scheme begins by trans-
ferring the left side of the condensate to the excited state. This is achieved by applying
a linear magnetic-field gradient, exploiting the Zeeman effect to split the energy levels
linearly across the condensate. In doing so, the cloud now has a spatially-dependent res-
onance that can be used to excite a specific band of the condensate using an adiabatic
coupling pulse that sweeps through the cloud. Applying such a pulse transfers a slice of
the condensate to the excited state. By adjusting the pulse appropriately, one edge of the
slice may be positioned at the centre of the condensate ensuring that, after application
of the pulse, half the condensate is in the ground state and half is in the excited state, as
illustrated in Figure 3.1(b).
Once half the cloud has been excited, the radio-frequency coupling pulses and mag-
netic-field gradient are extinguished. The states are allowed to freely evolve, with the
excited state evolving faster than the ground state. By allowing the free evolution to oc-
cur for a specific interval of time, a pi phase difference will accrue between the two states,
as illustrated in Figure 3.1(c). Equally the time taken to acquire the phase difference can
be reduced by applying a magnetic-field bias which changes the splitting of the levels
uniformly across the cloud, ensuring that the excited state evolves relative to the ground
state at a tunable rate. Specifically, the bias field must be set to produce a detuning of
∆φ = pi/TφF (3.2)
for a time of Tφ at which point a phase difference of exactly pi will have accrued. Once
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Figure 3.1: (a) Initially the system is in the ground state of the two-level system, ψ↓ (z), with uni-
form phase (argψ↓ (z) = 0). (b) A linear magnetic-field gradient is applied across the condensate,
splitting the energy levels linearly in space. An adiabatic coupling pulse is applied, driving tran-
sitions between the two states. Since the magnetic-field gradient changes the resonant frequency
of each atom according to the position in space, only a segment of the cloud is excited. By cen-
tring one edge of the slice at zero, exactly half the cloud may be transferred to the excited state,
ψ↑ (z). (c) Upon completion of the coupling pulse, half the condensate has been transferred to the
excited state. The magnetic field is then extinguished, and the system allowed to freely evolve
until a pi phase shift between the two states is acquired. At this point the magnetic-field gradient
is reversed and reapplied along with time reversed coupling pulses. This causes the excited state
to be driven back to the ground state as in (d). At the culmination of the pulse scheme, the system
is returned to the ground state, now with a pi phase kink and corresponding density minimum.
this relative phase difference exists, the original magnetic-field gradient is reversed and
reapplied, splitting the energy levels in the opposite way. A time reversed version of
the adiabatic coupling pulse is applied, causing the population in the excited state to
return to the ground state. This leaves the condensate entirely in the ground state, but
with a pi phase kink and a notch in density at the centre of the cloud. By optimising the
pulse parameters and magnetic-field gradient, the sharpness of the phase discontinuity
and the density notch may be made such that the final state is a soliton of correct width,
representing phase engineering at the healing length scale. The details of the magnetic-
field gradient and adiabatic pulses are key to the success of the scheme.
3.2 Adiabatic pulses
The particular adiabatic pulse used plays an important role in the success of the magnetic
resonance control scheme. These pulses are common to both nuclear magnetic resonance
and magnetic resonance imaging. For the past half a century, these fields have optimised
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radio-frequency pulses that obey the adiabatic theorem in order to produce a specific
desired outcome such as inversion or refocussing [110]. Adiabatic pulses are valuable
in this context as they are robust to field inhomogeneities and offsets in frequency. This
improves the experimental viability of adiabatic pulses over methods like resonant pi-
pulses, as they are less susceptible to imperfections in an experimental apparatus.
3.2.1 Landau-Zener pulse
The simplest adiabatic pulse is the Landau-Zener pulse, consisting of a linear sweep of
detuning with a constant coupling, as shown in the top right inset of Figure 3.2 and given
by
Ω (t) = Ω0 , (3.3)
∆ (t) = ∆0
(
t− tpulse
2
)
+ ∆1 , (3.4)
where Ω0 is the peak amplitude of the Rabi frequency, ∆0 is the magnitude of the detun-
ing sweep, ∆1 is some frequency offset and t ∈ [0, tpulse]. This pulse is the archetypal
scheme corresponding to adiabatic passage outlined in Section 2.2, and giving rise to the
Landau-Zener probability given in Equation (2.23). Figure 3.2 illustrates the effect of the
Landau-Zener pulse on a two-level system that is initially in the ground state, with the
dynamics found by numerically solving the Hamiltonian in Equation (2.10). For short
pulse lengths, Rabi oscillations dominate with the population seen to oscillate between
the ground and excited state over the duration of the pulse at a frequency given by the
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Figure 3.2: The effect of a Landau-
Zener pulse on the ground-state
population of a two-level system
initially in the ground state. For
small sweep rates, the system dis-
plays resonant Rabi oscillations
(bottom right column). As the pulse
length increases, the system be-
gins to exhibit adiabatic population
inversion mixed with off-resonant
Rabi oscillations. For large pulse
durations, the system display ef-
ficient adiabatic population inver-
sion with minor remnant oscilla-
tions. As the sweep rate is increased
beyond this, the percent inversion
decreases. The form of the Landau-
Zener adiabatic pulse is shown at
the top. The Rabi frequency (red) is
constant in time while the detuning
(black) linearly sweeps.
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effective Rabi frequency. As the pulse length is increased, adiabatic dynamics begin to
be displayed with efficient population inversion occurring with minor off-resonant Rabi
oscillations present. As the duration is increased further, the efficiency of the adiabatic
transfer begins to decrease. For a pulse where the magnitude of the detuning sweep is
equal to the Rabi frequency, the pulse duration for full adiabatic transfer is approximately
an order of magnitude slower than a resonant pi-pulse. Although more efficient and faster
adiabatic pulses exist and are key to the magnetic resonance control scheme presented in
this chapter, the Landau-Zener pulse is theoretically simple, facilitating deeper analysis.
The regimes illustrated by Figure 3.2 can be quantified analytically, allowing the ef-
fective parameter space to be reduced. In general, and for any arbitrary pulse shape, the
adiabaticity parameter, q is defined as
q =
Ω˜(t)∣∣θ˙∣∣ , (3.5)
where tan θ = ∆(t)/Ω(t) and Ω˜(t) =
√
Ω(t)2 + ∆(t)2. Expanding and simplifying, it
can be shown that
q =
(
∆(t)2 +Ω(t)2
)3/2
Ω(t)∆˙(t)− ∆(t)Ω˙(t) , (3.6)
which, for the Landau-Zener pulse, reduces to
q =
(
t2∆20 +Ω
2
0
)3/2
∆0Ω0
. (3.7)
The adiabaticity varies over the duration of the pulse with the minimum adiabaticity
occurring as the pulse sweeps through resonance. At this point the adiabaticity is given
by q(LZ)min = Ω
2
0/∆0 with the fraction of population left in the ground state given by
PLZ = exp
(
−pi
2
q(LZ)min
)
= exp
(
−pi
2
Ω20
∆0
)
. (3.8)
If the pulse parameters are chosen such that the minimum adiabaticity, q(LZ)min  1, then
the system is operating in the adiabatic limit and the excited state can be perfectly and
efficiently populated through adiabatic passage. This expression corresponds to the limit
that the pulse length goes to infinity and specifically that |cg(t→ −∞)|2 = 1 and |cg(t→
∞)|2 = PLZ. For faster pulses, off-resonant Rabi oscillations become a significant factor
in the evolution providing a second bound to the effective parameter space. In practice,
both the adiabatic limit and off-resonant Rabi oscillations reduce the space of viable pulse
parameters.
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Figure 3.3: Left: Analytic regimes for the Landau-Zener pulse. The asymptotic limit corresponds
to the off-resonant Rabi oscillations. The adiabatic limit corresponds to the Landau-Zener prob-
ability. Note the log scale. The red contour corresponds to 10% of the total population. Middle:
Numerical results showing the final population in the ground state at the culmination of the pulse
as found though numerically solving Equation (2.10). At the bottom of the plot the asymptotic
limit can be seen corresponding to Rabi oscillations with full population inversion occurring ev-
ery Ωtpulse = pi on resonance. On the left of the plot is the adiabatic limit whereby the efficiency
of the adiabatic passage decreases. The blue band corresponds to regions where efficient adiabatic
population inversion occurs.
The bound on effective parameters due to off-resonant Rabi oscillations can be found
by considering the analytic solution to the two-level atom Hamiltonian in the presence of
a constant Rabi frequency and constant detuning corresponding to the value at the limits
of the Landau-Zener pulse. As evidenced in the solutions given by Equation (2.15), the
Rabi oscillations have a magnitude of
e =
Ω2
Ω2 + ∆2
, (3.9)
which in the case of the limits of the Landau-Zener pulse, corresponds to a magnitude of
e =
Ω20
Ω20 +
∆0
2
2 . (3.10)
This parameter estimates the asymptotic limit which, along with the adiabatic limit,
bound the problem space and constrain the set of viable parameters for efficient adiabatic
population inversion. Both the adiabatic and asymptotic limit can be seen in the left of
Figure 3.3 where magnitude of the population remaining in the ground state at the culmi-
nation of the pulse is shown on a log scale. By selecting an acceptable amount of remnant
population, a bound on the parameter space can be obtained. These limits are seen in
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middle of Figure 3.3 where the two-level Hamiltonian has been numerically solved with
the populations at the end of the pulse shown as a function of the pulse area, defined
as Ωtpulse. Typically the Rabi frequency is limited by the particular experiment. Given
this, and selecting an acceptable pulse fidelity, the pulse duration can be determined. In
contrast to a resonant pi-pulse, a Landau-Zener pulse of the same Rabi frequency requires
approximately 30 times the pulse length to achieve a population inversion of> 99% with
off-resonant Rabi oscillations limited to < 1%. Whilst the Landau-Zener pulse is capable
of adiabatic population inversion, more nuanced pulses exist that use the pulse shape
to adjust the adiabaticity across the duration of the pulse to allow better efficiency and
importantly, faster pulses.
3.2.2 Hyperbolic-secant pulse
One particular adiabatic pulse known for having higher adiabaticity at shorter times is
the hyperbolic-secant pulse. This pulse is effectively a truncated and smoothed version
of the Landau-Zener pulse. Whereas the Landau-Zener pulse contains a linear ramp in
detuning, the hyperbolic-secant pulse has a smooth sweep with a tanh functional form.
Further, where the Landau-Zener pulse maintains a constant coupling for the duration
of the pulse, the hyperbolic-secant pulse ramps the Rabi frequency up and down in a
‘chirp’ with a sech functional form, as illustrated in the top of Figure 3.4. This ensures
that the majority of the coupling corresponds to the steepest part of the detuning sweep.
In addition the coupling goes to zero at the limits of the pulse, minimising off-resonant
Rabi oscillations that were deleterious to the Landau-Zener pulse. The hyperbolic-secant
pulse is given by a Rabi frequency and detuning of
Ω (t) = Ω0sech
[
β
(
t− tpulse
2
)]
, (3.11)
∆ (t) = ∆0tanh
[
β
(
t− tpulse
2
)]
+ ∆1 , (3.12)
respectively, where Ω0 is the peak coupling power, ∆0 is the magnitude of the detuning
sweep, β is the sweep rate, tpulse is the length of the pulse such that t ∈ [0, tpulse] and ∆1
represents a constant offset for the detuning sweep. The hyperbolic-secant pulse imitates
the Landau-Zener pulse in the limit that βtpulse → 0 and the detuning is ∆0 → ∆0/β.
The hyperbolic-secant pulse enables faster adiabatic passage as a result of shifting the
minimum adiabaticity away from the avoided crossing. This can be seen by evaluating
Equation (3.6), with the adiabaticity parameter for the hyperbolic-secant pulse given by
qHS =
∆20
Ω0 cosh2 (βt)
(
Ω20
∆20
+ cosh2 (βt)− 1
)3/2
. (3.13)
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Figure 3.4: The effect of a
hyperbolic-secant pulse on the
ground-state population of a two-
level system initially entirely in the
ground state. The key difference
to the equivalent plot in Figure 3.2
is the necessary time scale for
efficient adiabatic population
transfer, being approximately two
orders of magnitude smaller for the
hyperbolic-secant pulse for a given
Rabi frequency. This is a result of
the form of the hyperbolic-secant
pulse scheme, where the majority of
coupling occurs at the fastest part
of the detuning sweep as indicated
by the top figure. In addition,
off-resonant Rabi oscillations are
minimised as a result of the cou-
pling asymptoting to zero at the
culmination of the pulse.
Unlike the Landau-Zener pulse, the minimum adiabaticity across the duration of the
pulse does not necessarily occur as the resonance is swept through. Whilst in the limit
that the hyperbolic-secant pulse reflects the shape of the Landau-Zener pulse, the mini-
mum adiabaticity is the same. Outside this limit the minimum adiabaticity deviates. For
a general hyperbolic-secant pulse, the minimum adiabaticity is given by
q(HS)min =

3
√
3∆20
2Ω0
√
Ω20
∆20
− 1 Ω0∆0 >
√
3/2
Ω20
∆0
Ω0
∆0
≤ √3/2
(3.14)
This is plotted as a function of the Rabi frequency and detuning in Figure 3.5 where it
can be seen that above a value of µ = Ω0/∆0 ≈ 2, the adiabaticity is approximately in-
dependent of µ. As in the Landau-Zener case, this provides a measure of the efficiency
of the adiabatic passage assuming that the pulse duration is such that the system is al-
ready operating in the adiabatic regime. As such that pulse length and sweep rate are
not present in the adiabaticity relationship. These parameters instead dictate the amount
of off-resonant Rabi oscillations in the asymptotic regime. These oscillations can be esti-
mated, as before, through the Rabi equations, given the value of the Rabi frequency and
detuning at the culmination of the pulse. This produces an estimated amplitude of
e =
Ω2
∆2 +Ω2
(3.15)
=
1
1+ µ2 (α−2 − 1) , (3.16)
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Figure 3.5: Left: the minimum hyperbolic-secant adiabaticity parameter, q(HS)min , as given by
Equation (3.14). A value of q  1 ensures the pulse is in the adiabatic limit assuming t → ∞ and
the system is already operating in the adiabatic regime. For values of µ = Ω0/∆0 > 2, q is approx-
imately independent of µ. Given a particular µ, ∆0 can be optimised for a required q. Right: the
magnitude of off-resonant Rabi oscillations as given by the final value of the hyperbolic-secant
pulse provides the asymptotic limit as described by Equation (3.16). The solution is only shown
down to a value of e = 10−2, with the white region representing off-resonant Rabi oscillations
of lower magnitude than this cutoff tolerance. In general a βtpulse > 8 will provide minimal
off-resonant Rabi oscillations. In practice a set of parameters that lie in the adiabatic region with
q  1, while also below a set tolerance in the asymptotic limit will provide efficient adiabatic
population inversion.
where α = Ω0sech (β/2) is the value of the Rabi frequency at the end of the pulse and
µ = ∆0/Ω0 is the normalised pulse bandwidth. The magnitude of the Rabi oscillations
are shown in the right of Figure 3.5 down to one percent of the total amplitude. An ideal
pulse operates with the βtpulse lying above this regime and an adiabaticity q  1. By
numerically solving the two-level Hamiltonian using the hyperbolic-secant pulse, these
regimes can be explicitly seen. This is shown in Figure 3.6 where the final population
is given for a number of values of the pulse truncation α. For large values of α where
the hyperbolic-secant pulse imitates the Landau-Zener pulse, the plot resembles that of
Figure 3.3. For larger values of α, the off-resonant Rabi oscillations are decreased and
the regime where efficient population inversion occurs increases. This also allows the
pulse duration to decrease far beyond anything possible with the Landau-Zener scheme.
Comparing once more to a resonant pi-pulse, a hyperbolic-secant pulse of the same Rabi
frequency requires approximately 5 times the pulse length to achieve a population inver-
sion of > 99% with off-resonant Rabi oscillations limited to < 1% compared to 30 times
for the Landau-Zener pulse. Since the system of choice for the magnetic resonance con-
trol scheme is a Bose-Einstein condensate where the relevant time scale is the healing
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Figure 3.6: Population at end of hyperbolic-secant pulse sequence for a number of values of the
truncation parameter, α. The blue region indicates the smallest residual ground-state popula-
tion. Best parameters exist in this regime, bounded below in detuning and Rabi frequency by
off-resonant Rabi oscillations and the adiabatic limit respectively.
length (on the order of ∼ 100µs for a typical condensate), the hyperbolic-secant pulse
provides a means of performing adiabatic population inversion fast enough that harmful
dynamics are minimised.
3.2.3 Spatial selectivity using a magnetic-field gradient
In order to perform wavefunction engineering, the scheme requires a method of address-
ing different positions in space. This is enabled through a magnetic-field gradient which
provides a spatially-dependent dutuning offset to the system through the Zeeman effect.
This offset shifts the position of the avoided crossing, and alters the amount of population
transfer for a given adiabatic pulse as a function of the position in space. By using large
magnetic-field gradients, the spatial selectivity of the adiabatic pulses is increased, allow-
ing for precise manipulation of the macroscopic wavefunction. The mechanism for this
process is given by the detuning offset, ∆1, as indicated in Equation (3.12). Specifically,
the offset is given by
∆1 = 2pi × B× γ , (3.17)
where
|γ| = gFµB
h¯
(3.18)
is the gyromagnetic ratio describing the proportionality between the Larmor frequency
and the strength of the magnetic field. Since the scheme exploits a magnetic-field gradient,
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∆1 is in fact spatially dependent through B and results in a uniquely traversed avoided
crossing for position in space. This results in a specific spatial slice of the condensate
being inverted by the adiabatic pulse, with the width of the slice dictated by the strength
of the gradient and the parameters of the adiabatic pulse. Choosing the correct gradient
and parameters is crucial to the success of the scheme.
3.3 Hyperbolic-secant pulse heuristics
In order to codify the choice of parameters for the scheme, a set of heuristics is developed
through analysis of the two-level atom model. This allows the problem to be recast to that
of optimising only a single parameter. In the adiabatic limit there exists a solution for the
population after application of the hyperbolic-secant pulse [111], given by
Fz = sech
[
pi
(
∆0
2β
+
∆z
2β
)]
sech
[
pi
(
∆z
2β
− ∆0
2β
)]
cos
pi
√(
Ω0
β
)2
−
(
∆0
β
)2
+ tanh
[
pi
(
∆0
2β
+
∆z
2β
)]
tanh
[
pi
(
∆z
2β
− ∆0
2β
)]
(3.19)
and ∆z = ∆1, altered to reflect the role of the detuning offset in the spatial selectivity
and the mapping between position and detuning with ∆1 effectively corresponding to a
particular position in space. Fz corresponds to the longitudinal spin projection, which is
related to the population in each level by
|cg, e(t)|2 = 1± Fz2 . (3.20)
Applying this transformation, the final population in the ground state at the conclusion
of the hyperbolic-secant pulse is given by
PHS =
cosh
(
pi
β
√
Ω20 − ∆20
)
+ cosh
(
pi
β∆z
)
cosh
(
pi
β∆0
)
+ cosh
(
pi
β∆z
) . (3.21)
Equation (3.21) corresponds to the limit that the pulse length goes to infinity such that
|cg(t → 0)|2 = 1 and |cg(t → ∞)|2 = PHS, but nevertheless reflects the off-resonant Rabi
oscillations, breaking down for large values of β. In the limit that β→ 0 and ∆0 = ∆0/β,
the hyperbolic-secant pulse imitates the Landau-Zener pulse with probability given by
lim
β→0
PHS = exp
(
−pi
2
Ω20
∆0
)
= PLZ , (3.22)
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where PLZ is the Landau-Zener probability given by Equation (2.23). It becomes useful
to consider the problem using the following dimensionless parameters
µ =
∆0
Ω0
(3.23)
Γ =
Ω0
µβ
(3.24)
∆z =dµΩ0 , (3.25)
which simplifies the expression for the population such that
PHS =
cosh
(
piΓµ2
)− cosh(piΓµ√µ2 − 1)
cosh (piΓµ2) + cosh (piΓdµ2)
, (3.26)
where d = ∆z∆0 corresponds to a position in space providing the mapping between mag-
netic-field gradient and detuning. Figure 3.7 shows, for a particular set of parameters,
the excited-state population after the first pulse as a function of this effective position.
Given the position-dependent bias, only a certain band of positions undergo population
inversion resulting in an inversion slice across the profile. In the context of magnetic
resonance control, this corresponds to the first half of the model scheme. If the pi phase
difference were to be acquired and the second half of the scheme implemented a soliton
would be located at each of the two sharp edges. The width of the soliton is dependent
of the size of these edges. In addition, the width of the inversion slice becomes important
when applied to a Bose-Einstein condensate, as the thickness of the slice must be such
that the condensate is encompassed by the whole inversion slice. Ideally only one soli-
ton is required, being located at the centre of the condensate. This can be achieved by
applying some constant offset to the magnetic field to move the position of the inversion
slice. By centring one edge of the slice at the centre of the condensate, the inversion slice
thickness is only required to be half the width of the condensate in order to successfully
generate a single soliton in the centre of the cloud. These constraints provide a somewhat
obvious figure of merit for the pulse scheme, the resolution, defined as
R =
∆z
δz
, (3.27)
where ∆z and δz are the slice thickness and slice sharpness respectively, as illustrated
in Figure 3.7. The slice thickness is required to be ∆z = 5zTF/2, slightly larger than the
Thomas-Fermi radius in order to ensure the outer edge of the slice is sufficiently removed
from the condensate. The single-pulse slice sharpness is related to the final FWHM of
the density notch through FWHM = 4δz/5, which when related to the analytic soliton
FWHM given in Equation (2.63), requires a single-pulse slice sharpness of δz ≈ 3ξ, where
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Figure 3.7: Final excited state
population over a range of
normalised detunings as
given by Equation (3.26),
showcasing the slice thick-
ness, ∆z, and the single-pulse
slice sharpness, δz used as
metrics for the magnetic
resonance control scheme.
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ξ is the healing length of the condensate as defined in Equation (2.56). These conditions
result in a target resolution of
Rtarget =
2zTF
5ξ
, (3.28)
where zTF is the Thomas-Fermi radius and ξ is the healing length of the condensate,
both of which are described in detail in Chapter 2. This target resolution is completely
defined by the condensate parameters such as atom number, trap frequencies and scat-
tering lengths. Once a particular condensate has been chosen, the target resolution is
set and the scheme parameters can be optimised accordingly. In addition, the particular
condensate sets a bound on the time scale of the scheme by way of the healing time
thealing =
√
2Mξ2
h¯
(3.29)
where M is the atomic mass. The healing time dictates the time scale over which the
healing length features evolve under the mean-field interaction of the condensate. Since
the scheme relies on the reversibility of the inversion, it must be performed faster than
the condensate can react to avoid adverse affects. Indeed if the scheme is performed
faster than the healing time, the condensate can be approximated by a static system with
only the internal dynamics being relevant. In this way, the two-level atom heuristics
that follow provide an excellent approximation for use in parameter optimisation which
may otherwise be intractable. The optimisation itself is also constrained by technical
and experimental considerations, typically requiring the lowest peak Rabi frequency Ω0,
and the shallowest magnetic-field gradient dB/dz still able to produce the desired soliton
profile in a time scale short compared to thealing.
In order to calculate an analytic expected resolution, Equation (3.26) can be solved
for the position at which a particular ground-state population is generated. This inverse
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equation is given by
d(PHS) =
1
piΓµ2
cosh−1
[(
P−1HS − 1
)
cosh
(
piΓµ2
)− P−1HS cosh(piΓµ√µ2 − 1)] , (3.30)
and gives the normalised position d at which the population PHS occurs. Given this, we
can determine both the slice thickness and the slice sharpness analytically. Specifically,
the slice thickness is given by the width between the two points at which PHS = 1/2, or
2d(1/2). The slice sharpness is calculated as the 10%− 90% rise distance of the popu-
lation transfer, given by [d(0.9)− d(0.1)]. As previously detailed, this expression corre-
sponds to the adiabatic limit of an infinitely long pulse. As such, this defines our resolu-
tion in the adiabatic limit as
Radiabatic =
∆z
δz
=
2d(0.5)
d(0.9)− d(0.1) , (3.31)
which is entirely dependent on the two parameters Γ and µ. Figure 3.8 illustrates how the
resolution in the adiabatic limit increases with both µ and Γ. The expression generated
by this relationship is complex and difficult to invert, necessitating the approximation
Radiabatic ≈
√
2Γµ2 , (3.32)
which provides an estimate to the resolution to within 1% for Γ ≥ 3 and µ ≥ 1.
In practice, no pulse is infinitely long or purely adiabatic, with off-resonant Rabi os-
cillations contributing to imperfect population inversion through the asymptotic limit
described in the previous section. The addition of ∆z to the hyperbolic-secant pulse al-
ters the asymptotic limit described in Equation (3.16) such that
e =
α2
α2 + µ2
(
d +
√
1− α2
)2 . (3.33)
Ideally the resonant (d = 0) population is not severely limited by either the adiabatic
limit or the asymptotic limit. Equation (3.33) defines a Lorentzian with a FWHM of 2α/µ,
centred at d = −√1− α2. This generates an asymptotic resolution of Rasymptotic which is
adequately described by Radiabatic when
α ≤ µ
η
R , (3.34)
where η is a design parameter that defines the tolerance. In general η ≈ 30 produces a
pulse truncation for which the asymptotic and adiabatic resolution agree to within 1%.
The target resolution, approximate analytic adiabatic resolution, and the constraint on the
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Figure 3.8: The slice thickness divided by the slice sharpness produces the resolution metric for
the magnetic resonance scheme. In the adiabatic limit, this has an analytic solution that is a
function of the two dimensionless parameters µ and Γ. The analytic expression for the resolution
is complex, but in the regime that Γ ≥ 3 and µ ≥ 1, the approximation R ≈ √2Γµ2 is accurate
to within 1%. The fractional error between the analytic and approximate expressions for the
resolution is shown in the right plot.
truncation parameter are sufficient to reduce the parameter space to a search on a single
parameter, µ. That is, equating the target resolution (Equation (3.28)) with the analytic
resolution (Equation (3.32)) and solving for Γ yields
Γ =
√
2zTF
4µ2
. (3.35)
Choosing a design parameter of η = 30 and introducing the above expression for Γ into
the constraint on the truncation parameter yields
α =
µ
12zTF
. (3.36)
Thus, choosing a value of µ will specify the remaining parameters. Given a particu-
lar target pulse area (Ω0t)min → Ω0tξ/4, defined by experimental limitations and the
condensate parameters the dimensionless parameters can then be returned to the real
parameters.
3.3.1 Gradient optimisation and magnetically induced motion
Given the above heuristics the adiabatic pulse parameters can be chosen. All that remains
is the choice of magnetic-field gradient. This is defined through the requirement that the
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inversion slice has a thickness of 6zTF/5 in order to ensure one edge of the inversion
slice is removed from the extent of the condensate. The magnitude of the magnetic-field
gradient required to achieve this is∣∣∣∣dBdz
∣∣∣∣ = 2h¯∆0µBgF∆z = 5h¯∆03µBgFzTF (3.37)
Whilst this magnetic field enables the high spatial precision of the magnetic resonance
control scheme, it simultaneously causes a force on the atoms that can be detrimental to
the efficiency. This is a result of the Stern-Gerlach force, given by
FSG = µBmFgF
dB
dz
(3.38)
where µB is the Bohr magneton, mF is the particular magnetic sub-level occupied by the
atom and gF is the hyperfine Landé g-factor defined in Equation (2.29). This force induces
an acceleration of
aSG = −µBmFgFM
dB
dz
= − h¯γmF
M
dB
dz
(3.39)
for the atom of mass M. The corresponding displacement due to the Stern-Gerlach force
is then given by xSG = 12 aSGt
2. Ideally, the total displacement over the duration of the
pulse is less than the healing length of the condensate. Since the pulse duration is taken
to be tpulse = tξ/4 and tξ =
√
2Mξ2/h¯, the bound on the size of the gradient is found to
be ∣∣∣∣dBdz
∣∣∣∣ < 16h¯γmF Mξ3 . (3.40)
For a typical 87Rb condensate with healing length ξ ≈ 150 nm, the gradient must be
below∼ 8000 G/cm in order to keep the displacement less than one healing length. Since
the model magnetic resonance control scheme is spatially asymmetric in the inversion,
the efficiency of the scheme is sensitive to this dislacement. In particular, the choice of
the sign of the gradient and detuning sweep alters the effectiveness of the protocol. By
choosing a sign that results in both the ground and excited states moving away from
the centre of the condensate (and therefore away from boundary of the slice), the second
pulse is more effective, as atoms are less likely to have accelerated out of the resonant
slice. This choice of sign depends on the particular transition used for the scheme as the
product mFgF will determine the direction of acceleration for each state. Importantly,
the acceleration is exactly reversed by the second half of the protocol ensuring that the
Stern-Gerlach force is not a limiting factor in the scheme.
The heuristics presented in this chapter correspond to the relatively simple case of
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static atoms. In the regime where the pulse duration is small compared to the heal-
ing time, these heuristics provide excellent guidance for pulse optimisation. In prac-
tice, the magnetic resonance scheme must be numerically simulated using the full Gross-
Pitaevskii equation, taking into account the more complex dynamics resulting from ki-
netic energy and inter-particle interactions. These additional dynamics manifest as a
sub-optimal soliton that is non-stationary. This typically requires local optimisation on
the static two-level atom heuristics and is covered in the next chapter.
Chapter 4
Magnetic Resonance Control
Simulation and Optimisation
The previous chapter outlined a model for generating a spatial population inversion slice
using adiabatic pulses on an ensemble of two-level atoms under the effect of a magnetic-
field gradient. In this chapter, the scheme is extended through simulation of a Bose-
Einstein condensate, exemplifying the high spatial resolution capability of the scheme by
writing a soliton to the condensate wavefunction. As outlined in Section 2.6, a soliton is
a density notch with width on the order of the healing length, corresponding to a phase
discontinuity of pi radians. A soliton is a stationary state of the Gross-Pitaevskii equation,
meaning that a condensate with a properly engineered soliton will not change shape as
it freely evolves in time. Any faults in the wavefunction engineering will generate a state
that is not stationary and thus provides an excellent measure scheme’s success. The fol-
lowing chapter explores this goal of generating a soliton, using it to illustrate the key
parts of the magnetic resonance scheme. Finally, the scheme is extended to generating
more complex phase structures such as double solitons, both static and dynamically os-
cillating in-trap. Although the analysis is considered in the context of Bose-Einstein con-
densates, the scheme is not limited to this system. Any spatially-distributed quantum
system containing internal states capable of spatially-dependent splitting and address-
able through time-dependent coupling will permit such a scheme. Fermi gases [112],
atoms confined to optical lattices [113–115] and 3He films [116] have such properties.
4.1 Quasi-1D spin-1/2 Gross-Pitaevskii equation
In order to properly simulate the magnetic resonance control scheme as applied to a
Bose-Einstein condensate, more complex dynamics must be accounted for. The Gross-
Pitaevskii equation (GPE), presented in Chapter 2, provides a means for computing these
dynamics. The 3D GPE accurately captures the dynamics of a Bose-Einstein condensate
and reflects experiment, however the simulations are computationally expensive. The 3D
GPE can be simplistically reduced to 1D through dimensional reduction that involves set-
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ting the 1D chemical potential equal to that of the 3D GPE [117]. Although this produces
more accurate results, especially at large scattering lengths, results still diverge from the
3D simulations. Currently the 1D non-polynomial Schödinger equation (NPSE) most ac-
curately reproduces ground states and dynamics of the full 3D GPE in a dimensionally
reduced system [118]. The method relies on factorising the wavefunction into transverse
and longitudinal components, with the transverse component described by an ansatz.
This method operates under the assumption of weak temporal and z-dependence in the
transverse mode of the condensate, assumptions that are only valid for weak excitations
where the corresponding excitation in the transverse mode is negligible. In this regime,
the transverse mode occupies the ground state, being Gaussian for weak interactions
and Thomas-Fermi for strong interactions. Both Gaussian [118] and Thomas-Fermi [115]
ansatz have been studied, providing superior results in high and low interaction systems
respectively. The ansatz approach effectively requires the excitations to be larger than the
transverse size of the condensate, a regime well suited to the model magnetic resonance
control scheme which aims to produce a one-dimensional soliton using a magnetic-field
gradient confined to a single dimension. This simulation technique, termed a quasi-1D
non-polynomial Schrödinger equation, is used to reduce the number of simulated spatial
dimensions. Bose-Einstein condensates in lower dimensions have been experimentally
realised [119] with the following simulation corresponding to an elongated harmonic
trap that produces a ‘cigar’ shape. The z direction will be taken to be the relevant dimen-
sion, and set to be that of the weakest confinement. The adiabatic coupling will occur
between two states, making the system pseudospin half. Physically this might corre-
spond to |F = 1, mF = −1〉 and |F = 2, mF = −1〉 coupled by a single microwave pulse
or by an optical two-photon Raman transition.
To begin, consider a cylindrically symmetric two-component Bose-Einstein conden-
sate described by the spinor order parameter
Ψ(r, z) =
(
ψ↑ (r, z)
ψ↓ (r, z)
)
, (4.1)
where r is the radial direction, and z represents the relevant dimension over which the
important dynamics occur. The non-polynomial approach involves applying an ansatz
for the radial component of the order parameter. Using the ansatz described in [120, 121],
each component of the wavefunction may be represented by
ψi(r, z) = Φ⊥,i(r,χi(z)) fi(z) , (4.2)
where Φ⊥(r,χi(z)) describes the radial dependence of the density for each component,
assumed to be Gaussian in nature with the scale being dependent on the axial position
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through scaling factors σ↓(z) and σ↑(z). This effectively produces a radial width depen-
dent on the axial position z. The fields are normalised such that∫
|ψi(r, z)|2 dV =
∫ ∞
−∞
| fi(z)|2 dz = Ni , (4.3)
where Ni is the number of atoms in each of the two states. The full three-dimensional
atomic density can be calculated from ψi(r, z) through
ni(r, z) ≡ |ψi(r, z)|2 , (4.4)
where ni(r, z) has units of atoms/m3. Similarly, the linear density along the axial direc-
tion is defined as
ρi(z) ≡ | fi(z)|2 , (4.5)
where ρi(z) has units of atoms/m. Provided the factorisation in Equation (4.2), a Gaus-
sian ansatz can be used for the radial component whereby
Φ⊥,i(r, σi(z)) =
1√
piarσi(z)
exp
(
− r
2
arσi(z)2
)
, (4.6)
where ωr is the trapping frequency in the radial direction producing a harmonic oscillator
length scale of
ar =
√
h¯
mωr
. (4.7)
The axially-dependent scaling factors for the radial components, σ↓ and σ↑, are found
through a set of simultaneous equations,
σ4i = 1+ 2aiiρi + 8aijρj
σ4i(
σ2i + σ
2
j
)2 ; i 6= j , (4.8)
which are solved at each point in time alongside the coupled quasi-1D non-polynomial
Schrödinger equation for the components of the pseudo-spinor f =
(
f↓, f↑
)T,
ih¯
∂ f↓
∂t
=
(
− h¯
2
2m
∂2
∂z2
+V + E⊥,↓ + g↓↓η↓↓ρ↓ + g↓↑η↓↑ρ↑ − ∆2
)
f↓ +
Ω
2
f↑ , (4.9)
ih¯
∂ f↑
∂t
=
(
− h¯
2
2m
∂2
∂z2
+V + E⊥,↑ + g↑↑η↑↑ρ↑ + g↓↑η↓↑ρ↓ − ∆2
)
f↑ +
Ω
2
f↓ , (4.10)
where m is the atomic mass, V = mω2z z2/2 is the spin-independent external poten-
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tial along the axial direction with angular trapping frequency ωz, gij = 4pih¯2aij/m de-
scribes collisional interactions (with aii and ai 6=j the intra- and inter-state s-wave scatter-
ing lengths, respectively), E⊥,i(z) describes the transverse mode energy of each compo-
nent, given by
E⊥,i(z) =
h¯ωr
(
1+ σ4i
)
2σ2i
, (4.11)
and ηij(z) are interaction scaling factors (with units of m−2) given by
η−1ij (z) = pia
2
r
[
σi(z)2 + σj(z)2
]
. (4.12)
Finally, ∆ and Ω are the time-dependent Rabi frequency and detuning coupling the two
states and providing the mechanism for the magnetic resonance control scheme. This
formalism is described in the instantaneous rotating frame of frequency ω, with the de-
tuning described by ∆(z, t) = ∆(t) − γB(t)z where ∆(t) = ω(t) − γB(z = 0, t) is the
detuning at z = 0, Bq = dB/dz is the magnetic-field gradient, and γ = µB |gF| /h¯ is the
gyromagnetic ratio for the hyperfine ground state of 87Rb.
4.2 Numerical simulations of MRC in a pseudospin-half system
All numerical simulations were conducted using XMDS2 [122], an open-source package
for numerically integrating partial differential equations. The package allows the sys-
tem to be coded as high-level XML script, with the package subsequently generating low
level C++ code to perform the intensive calculations. The package supports parallelisa-
tion which was utilised through OpenMP, a compiler directive for threading. Simula-
tions utilised a spatial grid of 4096 points ensuring sufficient points to resolve the soliton
within the full spatial extent of the condensate and to ensure the simulations were grid
independent. The equations were solved using a fourth-fifth order adaptive Runge-Kutta
algorithm.
4.2.1 Imaginary time propagation
In order to perform the magnetic resonance control scheme, an initial ground state for
the system must be found. Although approximate analytic ground states exist, numer-
ical methods can be used to more accurately generate this initial condition. This can be
achieved using imaginary time propagation, whereby the relevant equations of motion
are evolved in imaginary time such that t → −it [123]. This causes the eigenstates of
the system to decay at an exponential rate dictated by their eigenvalue, ensuring that the
higher energy eigenstates decay faster than the ground state. By constantly renormalis-
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Figure 4.1: The result of imaginary time propagation for varying non-linearity strengths. For
weak non-linearities, the profile of the ground-state density is Gaussian transitioning through to
an inverted parabola with a broader width and lower peak density for strong non-linearities.
ing the field, the true ground state can be determined quickly and accurately. Though
this is a local method, even with a rudimentary initial guess, it will rapidly converge to
a solution. The acquired solution is not, however, guaranteed to be the global ground
state. Indeed, the method preserves the symmetry of the initial condition. For harmonic
traps this is typically acceptable, but care must be taken for more complex situations.
As an example, consider the extremely simple 1D-GPE for the field φ with harmonic
potential V and non-linear interaction Uint. The corresponding equation of motion for
this field is given by
ih¯
∂φ
∂t
=
[
−1
2
∂2
∂x2
+V(x) +Uint|φ|2
]
φ (4.13)
Making the substitution t → −it gives the corresponding imaginary-time evolution
equation
h¯
∂φ
∂t
=
[
1
2
∂2
∂x2
−V(x)−Uint|φ|2
]
φ (4.14)
Figure 4.1 shows the result of imaginary time propagation on this system for a range
of non-linearities, showcasing the transition between a Gaussian profile for small non-
linearities towards the inverted parabola corresponding to the Thomas-Fermi regime
with large non-linearities. The same imaginary time propagation method is performed
on the more complex quasi-1D non-polynomial Schödinger equation, detailed in Equa-
tion (4.10), in order to generate the correct ground-state initial condition for use with the
magnetic resonance control scheme.
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4.2.2 Validation of numerical methods
As with all theoretical investigations into physical systems, computational simulations
require numerous checks throughout development to ensure good correspondence with
reality. XMDS2, the package for numerically solving partial differential equations, has
already undergone large-scale testing for validity of the underlying code and implemen-
tation of integration algorithms, with the remaining testing being that of the physicality
of the resulting numeric solutions.
The ground state generated through imaginary time propagation was validated by
allowing it to freely evolve over many trap period, with negligible changes observed. In
addition, a large magnetic-field gradient applied for a short interval induced sloshing of
the condensate within the trapping potential, with the oscillation frequency correspond-
ing to the trap frequency. In the presence of a magnetic-field gradient, the different spin
states of the condensate were observed to move in the appropriate direction, dictated by
their corresponding g f and mF values. The coupling between states was tested in the
absence of a magnetic-field gradient using both resonant pi-pulses and adiabatic trans-
fer, with the dynamics in agreement with the analytic results presented in Chapter 2 and
Chapter 3. The magnetic resonance control scheme was developed in collaboration with
the Lincoln Turner, Russell Anderson, and Lisa Starkey of Monash University, allowing a
final comparison of the numeric results produced through entirely independent methods.
4.2.3 Magnetic resonance control scheme with pseudospin half system using
heuristics
In order to showcase the capability and precision of the magnetic resonance control
scheme, the quasi-1D pseudospin half non-polynomial Schödinger equation presented
in Equation (4.10) is used to simulate a condensate of 104 atoms of 87Rb containing two
spin states, |↑〉 and |↓〉. This condensate is confined within a harmonic potential with
axial frequency fz = 20 Hz and radial frequency fr = 1200 Hz. Such a trap is experi-
mentally achievable using a 20 W 1064 nm optical dipole laser focused to a beam waist
of 10.5µm [124]. The specific condensate parameters were chosen such that the healing
length would be sub-diffraction, highlighting the precise nature of the scheme. This par-
ticular set of condensate parameters produces a healing length of 150 nm and a Thomas-
Fermi radius of zTF = 39.6µm with a black soliton having a FWHM of 375 nm. In practice,
any cigar-shaped condensate would suffice, albeit requiring different field strengths and
pulse parameters.
Using a hyperbolic-secant pulse with parametersΩ0/2pi = 3.00 MHz, µ = 3.5, Γ = 6.2,
and α = 0.0108 in addition to a magnetic-field gradient of |dB/dz| = 6319.61 G/cm, a
grey soliton was generated using the magnetic resonance control scheme as shown in
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Figure 4.2: Applying the heuristic parameter optimisation of the previous chapter while provid-
ing a peak Rabi frequency of Ω0 = 3.0 MHz, a pulse duration of theal/4 and choosing µ = 3.5
yields Γ = 6.2 and α = 0.0108. These parameters produce the hyperbolic-secant pulse shown in
a). The evolution of the ground and excited state, ψ↓ and ψ↑, over the full magnetic resonance
control scheme is shown in b) and c) with the final state d) allowed to freely evolve in e) for
five trap periods. The resultant soliton is slightly mis-engineered resulting in a grey soliton that
oscillates in the condensate.
Figure 4.2. The pulse parameters correspond to a single pulse duration of tp = 12.02µs,
∼ 25% of the condensate healing time of tξ = 42µs. In order to position the correct edge
of the inversion slice at the centre of the condensate, each pulse required a detuning offset
of |∆1| = µΩ0. With no detuning offset, the inversion slice would be symmetric about the
centre of the condensate, with the full scheme resulting in two solitons where the edges
of the slice were located. By setting the target slice thickness to be slightly larger than the
condensate radius, ∆z ≥ 1.2zTF, the second soliton is guaranteed to be outside the con-
densate. As previously mentioned, the particular choice of sign for the pulse scheme is
tantamount to the success. A negative magnetic-field gradient is applied during the first
pulse generating a Stern-Gerlach force that first accelerates the two states away from each
other. The second half of the scheme swaps the sign of the gradient to positive pushing
the populations back to the centre. Conversely, an initial gradient of opposite sign causes
population to move toward each other, with some population crossing to the other side of
the slice boundary thereby reducing the efficiency of the scheme, with higher amplitude
sound waves being observed at the culmination.
The parameters were chosen to engineer a soliton with slice thickness of ∆z = 1.2zTF
and a slice sharpness of δz = 3ξheal, resulting in a target resolution of R = 107.7. The
achieved resolution was only Rachieved = 88.4. This disparity is due to additional dynam-
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ics resulting from the full simulation and the movement of the previously static atoms.
Crucially, the choice of µ is not completely arbitrary and results in differing achieved
resolutions when implemented using the full simulation. In addition, a non-negligible
relative phase is acquired during each pulse, impairing the engineering process. By in-
cluding a scaling parameter on the inter-pulse stage where the pi phase difference is in-
troduced, this additional deleterious phase can be mitigated. That is, the ideal inter-pulse
detuning is altered such that
∆φtφ = pi → ∆φtφ = cφpi , (4.15)
where cφ defines a scaling factor to minimise the unwanted phase acquired during the
pulses. This inter-pulse detuning, ∆φ, can be controlled by adjusting the spatially-uniform
Zeeman splitting across the condensate with a magnetic field, or by adjusting the fre-
quency of the coupling field between the pulses.
4.2.4 Overlap fidelity
The previous chapter outlined a heuristic method for determining optimal pulse param-
eters based on the resolution figure of merit. This enabled the parameter space to be
reduced significantly, allowing faster convergence to optimal parameters. In the exten-
sion of the scheme to include the full condensate dynamics these heuristics must be aug-
mented. This is achieved by introducing a metric called the overlap fidelity used in a
‘cost’ function to be minimised. This cost function elucidates the optimal control prob-
lem which seeks to determine a set of parameters X, that cause the system to follow an
ideal trajectory that minimises cost C.
The target soliton represents a stationary solution to the Gross-Pitaevskii equation
that exhibits a pi phase kink through the centre of the condensate. The analytic form of a
dark soliton is given by
ψ(x) = ψ0tanh
(
x√
2ξ
)
, (4.16)
with the magnetic resonance control scheme aiming to generate such a state in a conden-
sate. By comparing the resultant wavefunction obtained through numerical simulation to
the analytic solution, a measure of the success of the scheme can be generated. Consider
a system initially in the ground state described by
|ψinitial〉 = 1√
L
∫ L
0
dx |gx〉 , (4.17)
where we have assumed a homogeneous condensate with L being the spatial extent and
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1/
√
L ensuring normalisation. The following analysis applies to any initial state, with
the choice here taken for simplicity. Upon application of the pulse scheme the system is
left in a new state given by
|ψfinal〉 = 1√
L
∫ L
0
dx
(
ce (x) |ex〉+ cg (x) |gx〉
)
, (4.18)
where
cj(x) =
√
nj (x)eiφj(x) , for j=g, e, (4.19)
with nj (x) defining the density and φj (x) defining the spatially-dependent phase of the
jth state. The desired target state is given by
∣∣ψtarget〉 = 1√
L
∫ L
0
dx ei(θ+φtarget(x)) |gx〉 , (4.20)
where θ is the absolute phase, φtarget (x) is the spatially-dependent relative phase that
is desired, and the system resides once more in the ground state. By taking the inner
product of the final state and the target state, the projection of φtarget onto ψfinal can be
calculated
〈
ψfinal|ψtarget
〉
=
1
L
eiθ
∫ L
0
dx
∫
dy
(
c∗e (x) 〈ex|+ c∗g (x) 〈gx|
)
eφtarget(y)
∣∣gy〉
=
1
L
eiθ
∫ L
0
dx
(
c∗g (x) eφtarget(y)
)
. (4.21)
Finally, by taking the modulus squared of this inner product, changes to the absolute
phase can be neglected with the resultant fidelity defined as
F =
∣∣〈Ψfinal|Φtarget〉∣∣2
=
∣∣∣∣ 1L
∫ L
0
dx
(
c∗g (x) eφtarget(x)
)∣∣∣∣2 . (4.22)
Since the optimisation is a minimisation, the cost is defined as (1− F) resulting in an op-
timal value of zero corresponding to complete overlap between the target and final states.
This cost function could be additionally augmented to include further requirements such
as a penalty for long pulse durations, however in practice the temporal cost is redundant
as the dynamics of the full simulation will inherently cause the fidelity to decrease for
long pulse times. In the context of the magnetic resonance control scheme and the goal of
generating a stationary black soliton, a more robust cost function is the fidelity averaged
over a number of trap periods. This ensures that the engineered structure is a stationary
state. In order to generate the desired final state, the cost must be minimised subject to
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Figure 4.3: Using the heuristic optimisation method from the previous chapter, we require only
optimisation of a single parameter µ from which we can obtain all other parameters through
their relationship with the condensate parameters. In extending to the full simulation including
dynamics, the inter-pulse detuning can be used as a parameter to finely tweak the result in order
to optimise the soliton. The optimisation of these two parameters according to the cost function
is shown in the left of the figure. An optimal set of parameters is found within the first 100 runs
(red dots indicate new optima), with the optimiser allowed to continue as a rudimentary means
of mapping the parameter space of cost landscape, shown on the right.
the relevant parameters describing the pulse scheme.
4.2.5 MRC scheme with pseudospin half system using fidelity optimisation
The static two-level atom heuristics developed in the previous chapter can now be aug-
mented to include the inter-pulse detuning scaling factors cφ, with both cφ and µ op-
timised according to the overlap fidelity. This is shown in Figure 4.3 where a simple
optimisation algorithm is applied, running many tests of parameters and calculating the
resultant fidelity or cost. Although the optimisation converges to a solution within 100
evaluations, it is allowed to continue as a means of mapping out the parameter space,
shown in the right of Figure 4.3. It can be seen that the fidelity is far less sensitive to µ
than to cφ, suggesting that the previous heuristics were suitable, but failed to account for
the non-negligible phase acquired during the pulses.
The optimal fidelity averaged over two trap periods is 0.92 with the optimal param-
eters being µ = 4.97 and cφ = 0.861. Provided a peak Rabi frequency of Ω0 = 3.0 MHz
and pulse duration of tpulse = theal/4, the heuristics result in Γ = 3.08 and α = 0.00154
with the corresponding hyperbolic-secant pulse shown in Figure 4.4(a). The required
magnetic-field gradient is |dB/dz| = 8977.33 G/cm, generating a single black soliton, as
shown in Figure 4.4(d) and (e). The pulse parameters correspond to a single pulse dura-
tion of tp = 11.65µs, ∼ 25% of the condensate healing time of tξ = 42µs. The parameters
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Figure 4.4: The evolution of the model magnetic resonance control scheme applied to a pseudo-
1D Bose-Einstein condensate. a) the hyperbolic-secant pulse required to produce a single station-
ary soliton. The pulse required Ω0/2pi = 3.0 MHz, µ = 4.97, Γ = 3.08 and α = 0.00154, resulting
in a single pulse duration of tp = 11.65µs, ∼ 25% of the condensate healing time of tξ = 42µs.
The first hyperbolic-secant pulse is seen to form a spin domain wall [125, 126]. Not shown is
a magnetic-field gradient of |dB/dz| = 8977.33 G/cm, applied in coordination with the pulses.
b) and c) show the evolution of the population of each state through through pulse scheme. d)
shows the final ψ↓ population (black) and phase (red) at the culmination of the protocol. The
phase displays a pi kink through the origin corresponding to the black soliton, formed by apply-
ing a detuning of ∆φ/2pi = 861 kHz during the wait time of tφ = 0.5µs between pulses. e) shows
the free evolution of the soliton over five trap periods after the control scheme has finished. The
soliton evolves without moving or changing shape, illustrating the success of the wavefunction
engineering.
were chosen to engineer a soliton with slice thickness of ∆z = 1.2zTF and a slice sharp-
ness of δz = 3ξ, resulting in a target resolution of R = 107.7. The achieved resolution
is Rachieved = 107.3, sufficient to produce a single black soliton that remains stationary
for over five trap periods of free evolution post-scheme. As before, a detuning offset
of |∆1| = µΩ0 is implemented to position the correct edge of the inversion slice at the
centre of the condensate. The magnetic resonance control scheme successfully generated
both a pi phase step and a narrow, dark notch in the density of the ground state, filled
by residual population in the excited state ∼ 106 times smaller. In order to create the
desired single-component soliton, the excited-state population is set to zero at the culmi-
nation of the scheme. Experimentally this could be achieved using a final microwave or
optical pulse intense enough to remove the excited-state population in a time scale short
compared with the spin healing time.
The slight deviation from perfect overlap fidelity means the soliton is not quite that
of the target soliton, with the scheme inducing a small slosh of the condensate in the trap
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causing the overlap fidelity to oscillate at the trap frequency with a mean value of 0.92.
Indeed, as a result of the imperfections in the soliton engineering, low-amplitude sound
waves are emitted from the centre of the soliton as soon as the pulse scheme terminates.
Despite this, the soliton remains effectively stationary over more than two trap periods
(Figure 4.4(e)), demonstrating that the protocol indeed produces a single black soliton.
Variations of the hyperbolic-secant pulse [127, 128] exist, designed to achieve the same
pulse resolution in a shorter time possibly further minimising sound wave generation.
Additionally, the sound waves might be a result of the particular methods for simulating
the system. It may be that higher order methods such as c-field techniques [129] see the
sound waves dissipate faster with the scheme being more tolerant of imperfections in the
soliton production.
4.2.6 Experimental considerations
The magnetic resonance control scheme as applied in the above context is experimentally
challenging, requiring large magnetic-field gradients with fast switching times. The gra-
dients are perhaps more suited to chip-trap experiments where the coils can be placed
on the order of millimetres from the condensate with such magnitude gradients having
been demonstrated [130]. However, such gradients are significantly more challenging for
free-space apparatuses where coils and antennas are more than a centimetre away. Given
this challenge, and the challenge of fast switching of the gradient, a spatially-varying
splitting could be generated through a vector light shift from the edge of an off-resonant
Gaussian laser beam [131], where a pure Zeeman shift can be generated by detuning the
laser to a frequency between the D1 and D2 transitions such that the detuning from the D2
is exactly twice that from the D1 [132]. Such a technique is also much more readily able
to be switched and modulated, with more complex field gradients possible through use
of a spatial light modulator. The large radio-frequency coupling strengths also require
an antenna situated close to the condensate. Given a large enough antenna with good
impedance matching, the peak Rabi frequencies required by the scheme are achievable
[133].
4.3 Extending to multiple solitons
As a final demonstration of the versatility and promise of magnetic resonance control, a
number of non-trivial higher-order soliton modes are generated. Where the Hermite-
Gauss polynomials form time-independent solutions to the linear Schrödinger equa-
tion with a harmonic potential, solitons form the equivalent solutions in the non-linear
regime. It is possible to adiabatically sweep the non-linear term to a non-zero value and
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Figure 4.5: By decreasing the width of the inversion slice, the magnetic resonance control scheme
is capable of creating two solitons. This is achieved by decreasing the range of the detuning ∆0,
with the position of the solitons dictated by the offset |∆1|. Left: Two solitons initially located
at z = ±2.6µm, formed using µ = 0.424, Γ = 35.31, and an offset of |∆1| /(2pi) = 0 Hz, oscillate
out of phase. Right: If we instead use µ = 0.12, Γ = 32.31 and |∆1| /(2pi) = −3.60. MHz, the two
solitons are formed at z = 6.6µm and z = 8.05µm and oscillate in phase. All other parameters
are the same as that of the successful black soliton simulation.
remain in an eigenstate of the system. That is, one can begin in an excited state of the
linear Schrödinger equation and adiabatically introduce a non-linear term moving to a
multiple soliton state. [88, 134]. Non-stationary multiple dark solitons have been created
using phase imprinting methods [52, 90, 91], and matter wave interference [92]. Mag-
netic resonance control provides the precision needed to create tightly bound or near-
stationary double solitons. The modification to the scheme enabling the generation of
two solitons is as follows. As previously stated, the pulse generates an inversion slice. In
the single soliton case, one edge of the slice is positioned outside the extent of the con-
densate. By bringing this edge back within the condensate, a second soliton is formed.
To ensure the slice sharpness of each soliton is preserved, the slice thickness is changed
through modification to the range of the detuning sweep ∆0, rather than increasing the
magnetic-field gradient. This corresponds to a decrease in the normalised pulse band-
width µ, while proportionally increasing Γ with all other parameters remaining identical
to the successful single soliton example. The detuning offset required to shift the edge of
the slice by x is given by
∆off =
µBgFxBgrad
2h¯
. (4.23)
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Figure 4.6: By implementing the double soliton magnetic resonance protocol twice in succession,
four solitons can be generated. This highlights the possible extensions to the scheme whereby the
step function in phase generated by a double soliton could be used to build an arbitrary structure
in phase.
Adjusting this allows for the precise manipulation of initial position and trajectories.
Figure 4.5 shows the successful implementation of this, with two examples. In (a) the
two solitons are generated symmetrically about the centre of the condensate and oscil-
late back and forth, reflecting off each other over the course of the oscillation. In contrast,
Figure 4.5(b) the solitons are positioned on the same side of the condensate with the sub-
sequent evolution occurring in phase with each other. This corresponds to the lowest
anomalous mode of the double soliton state, having never been experimentally realised
in a quantum fluid. The benefit of the extension to more than two solitons is immediate.
With successive application of the scheme many pairs of solitons could be generated as
illustrated in Figure 4.6. Since the phase of a double soliton forms a top-hat function,
multiple pairs of double solitons could be used as a base unit for constructing more com-
plex phase structures such as matter-wave analogues of lenses or mirrors.
The magnetic resonance control scheme presented over the previous two chapters
represents a new method for generating dark solitons in Bose-Einstein condensates that
is robust and highly tunable. The heuristics developed for optimisation of the scheme
allow a reduction of the parameter space, but simulations demonstrate a need for further
numerical optimisation. Ideally the scheme could be optimised on the experiment itself,
allaying the need for time consuming feedback between experiment and theory. Tradi-
tional optimisation methods typically struggle with complex, noisy problems and fail at
generalising to other situations. In the following two chapters, this concept will be ex-
plored and a new, generalisable method called machine learning introduced and applied
to an experimental apparatus.
Part II
Machine Learning
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Chapter 5
Theory of optimisation and machine
learning
The following two chapters present theoretical and experimental work on the development and
implementation of a machine learning algorithm, summarised in:
• P. B. Wigley, P. J. Everitt, A. v. d. Hengel, J. W. Bastian, M. A. Sooriyabandara, G. D.
McDonald, K. S. Hardman, C. D. Quinlivan, P. Manju, C. C. N. Kuhn, I. R. Petersen,
A. N. Luiten, J. J. Hope, N. P. Robins, and M. R. Hush. Fast machine-learning online
optimization of ultra-cold-atom experiments. Scientific Reports 6, 25890 (2016). ISSN
2045-2322. DOI: 10.1038/srep25890.
Experiments in physics and particularly those involving ultracold quantum gases can be
complex, with experimental controls that are often interrelated. Indeed, often the rela-
tionship to the actual physics is obfuscated by electronics between the control and the
experiment, resulting in a difficulty translating theoretical optimisation to experimental
optimisation. Optimisation of experimental systems often becomes a fine art, a heuristic
process where the experimenter builds up an intuition on the response of the system to
changes in input. This intuition forms a complex model developed over time and aris-
ing from experience. Machine learning provides a means of turning this heuristic pro-
cess into an algorithm, creating a powerful and versatile tool for experimentalists. This
becomes especially advantageous when the system gets sufficiently complex that sim-
plified theoretical models begin to miss subtlety and detail that are essential to effective
operation. In contrast, machine learning can automate the process of model building and
of finding an optimal set of parameters.
Such machine learning algorithms allow computers to become generalists, solving
problems without being specifically programmed for the task. Instead of bespoke algo-
rithms designed solely for one task, machine learning provides a general algorithm that
can be applied across many tasks with few adjustments. For a vast swathe of applications
this becomes an invaluable tool for interfacing with complex systems. This chapter pro-
vides a theoretical basis for machine learning, beginning with a more general overview of
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the framework of optimisation. In later chapters, this framework will be used for both the
experimental optimisation of the evaporative cooling stage of Bose-Einstein condensate
production (Chapter 6), as well as the theoretical optimisation of the magnetic resonance
control scheme described in Chapter 3 and Chapter 4.
5.1 Optimisation
Broadly speaking, all life on Earth is derived from stochastic optimisation where the mea-
sure of success is the survival of the fittest [135]. Though often unnoticed, optimisation
plays an essential role in everyday life. Workers will optimise their commute time given
the cost of various modes of transport. Time or energy is optimised when walking from
one place to another. The complexity of these everyday tasks is such that optimisation
can be instinctive. Subtler problems such as the design of an engine optimised to yield
the highest efficiency, or the strength of a bridge constrained to a certain weight, require
a more rigorous approach. As is often the case, a mathematical framework allows a more
powerful analysis and optimisation of the problem. In this case, the framework is optimal
control theory, having a vast mathematical background, with applications throughout
many sub-disciplines of physics, engineering and economics.
Any optimisation process involves some goal, such as efficiency or cost. Given all the
possible configurations of controls, the idea is to find the configuration that achieves the
best possible outcome. This often depends heavily on the form of the specific goal. As
with the engine, high efficiency is vastly different from high power output, with the form
of the goal often being extremely subtle. In addition, the space describing all control con-
figurations is often not completely free, but contains some important constraints, limiting
the domain of exploration and bounding the set of possible control values. Returning to
the example of the bridge, a solution might be to use carbon fibre to construct the lightest,
strongest bridge, however the construction project may be constrained by a certain bud-
get that cannot afford such materials. As such, the space describing the possible control
configurations is reduced to a set of ‘feasible’ controls. In experimental physics, the con-
straints might be the working range of a power supply or the limited range of movement
of a translation stage.
5.1.1 Notation
To state the problem mathematically, optimisation involves finding an argument for which
a given function is at an extremum. Formally, given a function f : Rn → R and a set of
controls S ⊆ Rn, we seek x∗ ∈ S such that f attains a minimum on S at x∗. That is,
f (x∗) ≤ f (x) for all x ∈ S [136]. We say that f is the cost function, which may be linear
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Figure 5.1: Illustration of optimisation on two dimensional landscapes. Optimisation works to
change parameters in order to locate a minimum (or maximum) of a cost function. Left: an
example of a landscape with a single maximum on a plateau. Such a landscape contains no traps
for optimisation algorithms. Right: an example of a landscape containing multiple local maxima
(and minima) and a single global maximum (and minimum). Such a landscape is difficult for
optimisation algorithms and especially gradient-based solvers which tend to get trapped in local
optima, exemplified by three optima returned by a gradient optimisation method beginning at
three different initial conditions.
or non-linear. S is the set of linear, or non-linear constraints, that are formed by equations
or inequalities. In general, continuous optimal control problems are of the form
min
x
f (x) , subject to g (x) = 0 and h (x) ≤ 0 . (5.1)
If f , g and h are all linear, the problem is said to be a linear programming problem.
Similarly, if any of these functions are non-linear, it is termed a non-linear programming
problem.
For example, consider the problem of minimising the surface area of a cylinder given
a required volume. In this case, we have two variables and one constraint. The variables
describe the radius x1 and height x2, with the constraint describing the required volume
V. Under the optimal control framework, this problem would be written as
min
x1,x2
f (x1, x2) = 2pix1 (x1 + x2) subject to pix21x2 −V = 0. (5.2)
This problem contains both a non-linear cost function and constraint. Physically, this
might be used to generate the ideal shape for a container, using the least amount of ma-
terials.
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Figure 5.2: Global and local minima in one-
dimension. Given higher dimensions and
complexity, it can be very difficult to find,
or even confirm, that a solution is a global,
and not simply a local, optimum. Often op-
timisation algorithms can get stuck in local
optima.
global minimum
local minimum
5.1.2 Local and global extrema
It is necessary to elaborate on the definition of optimisation solutions. It was previously
stated that a solution is defined as x∗ such that f (x∗) ≤ f (x) for all feasible values of x.
In fact, this is the definition of a global minimum and is illustrated in Figure 5.2. Finding
these points for a complex cost function is very difficult unless the problem has properties
such as convexity. Indeed, even confirming that a given solution is a global minimum is
difficult. Most simple optimisation methods are designed to use information that is local
to the point, such as derivatives or Taylor expansions. These local optimisation methods
find solutions x∗ such that f (x∗) ≤ f (x) in some neighbourhood of x, and have great
difficulty in finding a global minimum. Generally, it is not possible to guarantee that
a global minima may be found using typical numerical methods. Given a poor initial
guess, even local minima are not guaranteed.
The complexity of the cost function plays a key role in optimisation. Consider a cost
function that is dependent on two parameters. Mapping out this cost as a function of the
two parameters will form a ‘landscape’ as illustrated in Figure 5.1. Simpler landscapes
may have only a single optimum or a plateau and are said to be ‘trap-free’ meaning
that algorithms are less likely to fail and be trapped by a local optimum. More complex
landscapes may have multiple optima that have the possibility of trapping optimisation
algorithms. This is illustrated in the right of Figure 5.1, where three optima have been
returned by an optimisation algorithm given three different initial starting points. Such
landscapes make global optimisation vastly more difficult.
5.1.3 Continuous-time cost function
Certain cost functions can be developed from a model of the system that adequately pre-
dicts the behaviour given a set of inputs or controls. The optimisation of the magnetic
resonance control scheme is one such problem requiring this formalism. Consider a sys-
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tem that is described at time t by a set of variables
x (t) = {x1 (t) , x2 (t) , . . . , xn (t)} , (5.3)
with controls at time t given by
u (t) = {u1 (t) , u2 (t) , . . . , un (t)} . (5.4)
The corresponding equations of motion for the system can then be described by
x˙ (t) = f (x (t) , u (t) , t) , (5.5)
where f is some vector of functions. Given this, the general optimal control problem on
the interval [ti, tf] is defined as
min J (x, u) = ϕ (x (tf)) +
∫ tf
ti
L (x (t) , u (t) , t) dt (5.6)
s.t x˙ (t) = f (x (t) , u (t)) , (5.7)
e (x (ti) , x (ti)) = 0 (5.8)
g (x (t) , u (t)) ≥ 0 (5.9)
where ϕ is the terminal cost, and L describes the running cost. e and g are the initial and
path constraints respectively. In the case of the magnetic resonance control optimisation,
the state variables x might be the ground and excited states ψg(t) and ψe(t), with the
equations of motion given by the coupled GPE equations.
Since many optimal-control problems are non-linear, and do not have analytic so-
lutions, numerical methods for optimisation become essential. At the time of the mid-
twentieth century, when numerical methods for optimal control were in their infancy,
indirect approaches were used to solve these optimisation problems. These methods pri-
marily involved the application of calculus of variations to the problem. Unfortunately,
this method leads to two-point boundary value problems that are generally non-linear.
These must be solved in order to find an expression for the optimal control; a very dif-
ficult task. In general, even with linear, time-invariant systems, these are impossible to
solve for n ≥ 3 [137]. More recently, direct methods have been developed for solving
optimal-control problems. In this case, the state and controls can be approximated us-
ing methods such as polynomial approximation [138]. In addition, the cost functional is
approximated as a cost function. In this way, the coefficients used in the function approx-
imation become the optimisation parameters, and the continuous time optimal control
problem is translated to a non-linear programming problem with algebraic, rather than
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differential, constraints. Despite the large number of parameters that this method gener-
ally yields, it is in fact easier to solve than the boundary value problems that arise from
the indirect method. For this reason, many algorithms have been written to solve these
problems.
5.2 Numerical optimisation methods
As the complexity and dimensionality of optimisation problems increase, it becomes nec-
essary to use numerical methods for optimisation. Prior to the development of machine
learning many, often bespoke, algorithms were developed for the optimisation of various
tasks. The last half century has seen extensive development of these numerical optimi-
sation methods. Genetic algorithms have found recent success, having been employed
to optimise a number of experiments [139–152]. The numerous variations and types of
genetic algorithms make them problematic as a benchmark for other algorithms. For this
reason, and by virtue of its simple and effective implementation, the Nelder-Mead al-
gorithm was chosen as a benchmark for the machine-learning algorithm. The following
section will explore the properties and use of the Nelder-Mead algorithm, before focusing
on the development of a machine-learning algorithm based on Gaussian processes.
5.2.1 Nelder-Mead
Simplex methods have been shown to be powerful, yet computationally compact, opti-
misation algorithms. The Nelder-Mead algorithm is one such method, developed in the
early 60’s as an extension to earlier work by Spendley, et al. [153, 154]. In the context
of this thesis, the Nelder-Mead algorithm provides a benchmark used in later chapters,
allowing the success or failure of the machine-learning algorithm to be assessed. The
choice of Nelder-Mead as a benchmark stems from the general method it provides in ad-
dition to being an extremely well-characterised optimisation algorithm. Indeed, in the
n = 0 n = 1 n = 2 n = 3
Figure 5.3: In n-dimensions the simplex is generated from n + 1 connected points and represents
the simplest closed shape in an n-dimensional space.
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context of experimental quantum physics, Nelder-Mead has been successfully used as a
method for optimising quantum gates [155].
Given an optimisation problem with n input parameters, a closed shape is formed
from n + 1 points. This shape is a simplex, a general object that represents the smallest
closed region in the n-dimensional space. In 0-dimensions, this is simply a point; in 1
dimension a line; in 2-dimensions a triangle. Figure 5.3 illustrates this idea up to n = 3.
The Nelder-Mean algorithm generates a set of n + 1 points that it maintains throughout
the optimisation with each iteration determining a new test point to replace the worst
vertex of the simplex. Using these points and a set of rules, the simplex ‘walks’ across the
landscape towards the lowest point. Where the original work by Spendley et al.was more
rigid in the way the simplex traversed the optimisation landscape, the Nelder-Mead ap-
proach introduced a more general set of operations and conditions describing the simplex
movement.
To outline the procedure, consider a two-dimensional cost function f (x), with x =
{x, y}. A simplex is generated from n + 1 points in the two-dimensional space with ver-
tices represented by Pi = (xi, yi) where i ∈ {1, 2, 3}. The value of the optimisation
function is determined for each Pi and written as zi = f (xi, yi). The order of the sub-
scripts are then changed to ensure that z1 ≤ z2 ≤ z3, assuming here that the goal of the
optimization is one of minimization and therefore that P1 is the optimal point on the cur-
rent simplex corresponding to z1 and P3 corresponding to z3 is the least optimal. Also
calculated are the centroids of each of the points, given by
P¯ij =
(
xi + xj
2
,
yi + yj
2
)
, i 6= j (5.10)
with the distance between points Pi and Pj written as [PiPj]. At each iteration of the algo-
rithm, the least optimal point z3 is replaced by a new point, found using three operations;
reflection, contraction and expansion with the choice of operation determined by a set of
conditions and logical steps defined as follows:
Reflection: Since the value of the cost function decreases from the worst point (P3) to the
two best points (P1 and P2) it is sensible to consider that a point r reflected through
P¯12 may have a lower value still. The reflected point is constructed by drawing a
line segment from P3 through the centroid P¯12 to a point a set distance from P¯12.
The reflected point is given by
r = (1+ α) P¯12 − αP3 , (5.11)
where α is the reflection coefficient, determining the distance along the line segment
to which the reflection occurs. Typically this is set to one, and the reflection is
68 Chapter 5: Theory of optimisation and machine learning
reﬂect extend contract shrink
2
3
1
r
m
2
3
1
r
m
e
2
3
1
r
m
c1
c2
2
3
1
s1
s2
Figure 5.4: Illustration of the various operations available to the Nelder-Mead algorithm. Each
example begins with the sample two-dimensional simplex with vertices 1 , 2 , 2. The vertices are
ordered by their value with 1 having the lowest and best value. The simplex can reflect, replacing
the worst point 3 with the new vertex r. The simplex can extend, replacing 3 with e. The simplex
can contract, replacing 3 with points c1 or c2 placed along the line formed by z and r. The simplex
can shrink, replacing 3 and 2 with s1 and s2 lying along the previous edge of the simplex.
symmetric.
If the new point z1 < zr < z3, then z3 is replaced by the reflected point and the pro-
cess restarted. If the new point is lower than the optimum such that zr < z1, then the
algorithm moves to the next step, expansion.
Expansion: Since the reflected value is the new minimum, it is feasible that moving
further along the line segment will improve the cost further. This results in an
expansion of the simplex given by
e = γr + (1− γ) P¯12 , (5.12)
where γ > 1 is the expansion coefficient defining the amount of expansion along
the line segment from P¯12 to r.
If the new optimum is found such that ze < z1, then the process is restarted with the
worst point P3 replaced by e. If the expansion has failed to find a better point, then P3 is
replaced by r and the process is also restarted. If instead, upon performing the reflection
operation, zr > zi∀ i 6= 3 such that replacing the worst point by Pr leaves the new point
as the worst point then the contraction operation is performed.
Contraction: The new point due to contraction is computed as
c = βP3 + (1− β)P¯ (5.13)
where P3 is either the original value or the reflected value depending on which
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Figure 5.5: Flow diagram illustrating the logic of Nelder-Mead. Grey boxes represent IF state-
ments. Green circles represent the paths taken when the result is true, red circles represent that of
false. Flow always goes towards an arrowhead.
is lower and 0 < β < 1 is the contraction coefficient, typically set to leave the
contracted point at the midpoint of P3 and P¯12 or P¯12 and r.
If the new contracted point yields a larger value than that of the reflected point or the
original P3, then a final operation is performed.
Shrink: If the value of the function at Pc is not smaller than the least optimal point then
the simplex must be shrunk. This involves replacing P2 and P3 with the centroids
P¯12 and P¯12.
The four operations and corresponding logic define the Nelder-Mead algorithm. Typ-
ically the expansion operation fails when it spans a valley such that the new point is
further up the opposite side. Contraction fails when the simplex straddles a valley asym-
metrically such that the contraction causes the point to move away from the bottom.
Generally, the four operations together will allow the algorithm to find the bottom of a
valley. The Nelder-Mead method typically has the possibility of getting stuck in local
optima however, given the nature of the operations, there is a chance for it to escape.
Ideally an optimisation algorithm would better explore an unknown cost landscape in
order to avoid local traps. Perhaps the algorithm would preferentially explore locations
where it has the highest uncertainty or would be capable of building a simplified model
of the system as it runs. Machine learning provides these features in a fashion capable of
extension to many applications with little change.
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5.3 Optimisation using machine learning
Whilst methods like Nelder-Mead have proven surprisingly effective despite their in-
herently local-search behaviour, more robust and general methods are desirable. Ma-
chine learning has recently proved itself to be a candidate for such optimisation, receiv-
ing much attention over the last decade. Already machine learning has revolutionised
the way computers tackle image recognition [156, 157], now even being implemented
for self-driving cars to recognise the world around them [158]. More recently, machine
learning algorithms have been used to best the world champion player of the board game
‘Go’ [159], as well as successfully matching expert cardiologists in the detection of heart
disease indicators [160] and determining patient outcomes [161].
Machine learning can be split into three broad categories, supervised learning, unsuper-
vised learning, and reinforcement learning. The work presented in this thesis is primarily
related to supervised learning, whereby the computer is directed as to whether an out-
put is good or bad. The computer is then required to learn the mapping from inputs to
outputs, seeking the best output. Within these categories, machine learning is split into
two forms, classification and regression, dependent of the form of the output. Classifica-
tion involves discrete data and, in the context of ultracold atom experiments, might entail
classifying absorption images into condensate or thermal cloud. Regression involves con-
tinuous outputs such as the fraction of condensate in an absorption image with the goal
being to maximise the fraction. Here the task requires mapping the experimental inputs
to the corresponding output absorption image. This model allows the experimental pa-
rameters required to maximise the condensate to be computed. In general then, machine
learning involves providing an algorithm with examples to learn from and requiring it
to generalise this experience to regimes it has never encountered.
In a more formal sense, suppose we have a set of inputs x = {x1, . . . , xN}, typically
a large set of parameters. These inputs produce an output y. The output can be either
discrete when performing classification or continuous when doing regression. Given a
datasetD = {(xi, yi)|i = 1, . . . , n} of n observations, the goal is to make predictions for
a new set of inputs x∗. This involves taking a finite set of ‘training’ data and creating a
continuous function f that successfully models the data and is capable of predicting out-
puts for all inputs. The way in which we choose how to produce this model is subtle and
whilst many methods exist, this thesis focusses on one particular approach; a Gaussian
process.
5.3.1 Gaussian processes
Two common approaches exist for determining the model for the dataset using Gaussian
processes. The first involves restricting the available classes of functions. This approach
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Figure 5.6: An example of over-fitted data.
The training data (black dots) is over-fitted
by the algorithm (red line). When applied
to a broader range of inputs, the over-fitted
model fails to accurately predict the output
(grey dots) which are actually better fit by a
far less complex model (black line).
can fail when the class of functions poorly models the data or conversely is prone to
over-fitting when too large a class of functions is made available. Over-fitting results in
a model that poorly predicts the output, as the model is too highly tuned to the training
data, as illustrated by the red fitted function in Figure 5.6, fit to the training black points.
In this example the linear fit is likely a far more robust fit to the data as indicated by the
future results shown in grey.
An alternate approach, often termed Bayesian modelling, involves providing a prior
probability to all possible functions, biased such that more likely functions have a higher
probability. Among other possible criteria, a bias might be towards functions that are
smooth or functions that are linear, representing the probability of predicted functions
that describe the data. This is shown in the left of Figure 5.7 where, provided no obser-
vations, a set of functions describe the space with the mean function shown in red. The
shaded region represents the variance of all values of f (x) given by each function. When
observations are added, as in the right of Figure 5.7, the prior is refined to only consider
functions that pass through the data with the new mean of the distribution of functions
(red) passing through these points. The variance on the functions is now minimised at
values where data exists, indicating the knowledge passed to the Gaussian process. This
now represents the posterior distribution of functions, defined by the prior and the data.
As observations are made, the posterior will change and the mean of the functions will
adapt and reflect the new data.
The mean and variance of the functions, along with other possible properties, define
the covariance function for the Gaussian process. The choice of covariance function is
crucial, with the properties of the covariance function being ‘learned’ in order to better
satisfy the prior and the data. The covariance function often defines the characteristic
length scale of the controls, a measure of the sensitivity of f (x) to x. By allowing the
covariance to be optimised, the Gaussian process learns to better model the observations.
Finally, Gaussian processes can utilise uncertainty in observations to generate a better
posterior, making the optimisation and learning process robust to noisy data. For ex-
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Figure 5.7: Illustration of a Gaussian process. The system begins with no data and a space spec-
ified by large uncertainty. Various models fit this space, and the mean (red) of these models is
taken. Data is acquired (red dots in right figure) which allow the models to be refined. Now the
uncertainty at these points is significantly reduced and the mean of the models better reflects the
space. As more data is acquired, the uncertainty in the space decreases and the optimisation of
the model is more effective.
perimental applications, this is extremely valuable as noise is generally inherent to all
real-world systems.
5.3.2 Experimental algorithm
Since the experiment is noisy and sensitive to external variables that are often uncontrol-
lable, the same parameters often produce different results. As such, the experiment is
modelled as a stochastic process C (X) dependent on the input parameters
X = (x1, · · · , xM) . (5.14)
Any measurement and resulting cost can be interpreted as a sample of this process C(X)
with some associated uncertainty U(X), taking into account the variability and noise of
the experiments. Given this, the set of all parameters, costs and uncertainty previously
measured are given by
X = (X1, · · · , XN) , (5.15)
C = (C1, · · · , CN) , (5.16)
U = (U1, · · · , UN) , (5.17)
respectively, with the set collectively referred to as the observations
O = (X , C, U ) . (5.18)
The online optimisation of the experiment aims to use the previous observations O as a
basis for planning future experiments, with the goal being to determine a set of parame-
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ters that minimise the mean cost of the stochastic process MC (X).
This is achieved by estimating the stochastic process given the observations Cˆ (X|O)
and using this to determine what subsequent parameters should be used. This scheme
utilises a Gaussian process to model C (X). As outlined in Subsection 5.3.1, a Gaussian
process describes a distribution over functions. This Gaussian process is implemented
with a constant mean function and covariance defined by a squared exponential correla-
tion function
K(X, X′, H) = exp
− M∑
j=1
(
xj − x′j
)2
h2j
 , (5.19)
where
H = (h1, · · · , hM) (5.20)
is a set of correlations lengths for each of the parameters. The mean function, evalu-
ated through a set of matrix operations [162] and conditional on the observations O and
correlations lengths H of the Gaussian process is given by
µCˆ (X|O, H) . (5.21)
Additionally, the variance of the functions, conditioned on O and H is represented by
σCˆ (X|O, H) . (5.22)
Both of these estimates depend on the correlation lengths H, normally referred to as the
hyper-parameters of the estimate. H is assumed to be unknown a-priori, thus requiring
fitting be performed online.
The correlation lengths H control the sensitivity of the model to each of the param-
eters, relating to how much a parameter needs to change before significantly affecting
the cost. A standard approach is to fit the hyper-parameters through a maximum likeli-
hood estimation [162]. Here, the hyper-parameters are globally optimised over the like-
lihood of the parameters H given the observations O, or equivalently L(H|O) [162].
However, when the dataset is small there will often be multiple local optima for the
hyper-parameters whose likelihoods are comparable to the maximum. We term these
hyper-parameters the hypothesis set
H = (H1, · · · , HP) , (5.23)
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Figure 5.8: Illustration of the effect of different correlation lengths on the Gaussian process model.
The machine learning algorithm models the relationship between the input parameters, X, and
the resulting cost function, C(X), using a Gaussian process. The model depends on a set of cor-
relation lengths for each parameter. Illustration shows a set of data (black) with corresponding
uncertainties (black error bars) along with three possible Gaussian process models that fit the
data. Part a) shows a long correlation length, b) a medium correlation length and c) and short
correlation length. The model produces a mean cost function (solid red line) along with uncer-
tainty in the model (red shading representing±1 standard deviation from mean). The correlation
length essentially relates to the amount of structure in the model and affects both the mean and
the uncertainty. Note also that the uncertainty decreases close to the experimental data. The final
cost function produced by the model is produced via a weighted average over all the correla-
tion lengths. The learner uses this final model to recommend the next set of parameters for the
experiment.
with corresponding likelihood set
L = (L1, · · · , LP) . (5.24)
To produce the final estimates for the mean function and variance, each hypothesis set
is treated as a ‘particle’ [163], with a weighted average generated over H. The weighted
mean function is now defined as
MCˆ (X|O, H) ≡
P
∑
i=1
wiµCˆ (X|O, Hi) , (5.25)
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with the weighted variance of the functions given by
Σ2
Cˆ
(X|O, H) ≡
P
∑
i=1
wi(σ2Cˆ (X|O, Hi) + µ2Cˆ (X|O, Hi))−M2Cˆ (X|O, H) , (5.26)
where
wi =
Li
∑Pi=1 Li
(5.27)
are the relative weights for the hyper-parameters. Given the final estimate forC (X|O, H),
an optimisation strategy must be chosen for selecting the next set of parameters to test.
The solution is two competing strategies, each selected for a different specific goal.
The first aims to test parameters that are predicted to minimise MCˆ (X), ensuring the
learner acts as an ‘optimiser’. This alone would likely result in the learner getting trapped
in local minima, resulting in the reinforcement of ignorance. Conversely a strategy might
be designed to test parameters that maximise Σ2
Cˆ
(X) and test points where the model
is least certain. This would provide the learner with experimental data that allows it to
refine the internal model and better discriminate between the hypotheses. In this respect
the learner would be acting as a ‘scientist’. With this strategy alone, the learner would
require an inordinately large number of trials to map the space effectively and would
not prioritise refinement of the global minima. Instead, consider a balanced strategy that
repeatedly sweeps between both extreme strategies through minimising a biased cost
function
BCˆ (X) ≡ bMCˆ (X)− (1− b)ΣCˆ (X) , (5.28)
where b represents the bias that describes the weighting of each strategy. By linearly
increasing the bias from 0 to 1 in a cycle of length Q the learner can be swept from acting
completely as an ‘optimiser’ (b = 1) to acting completely as a ‘scientist’ (b = 0). This
process was found to be significantly more robust and efficient than fixing the learner to
a single strategy.
Finally, the minimisation of BCˆ (X) is somewhat constrained by implementing bounds
on the possible values of new test points. These bounds are defined as 20% of the
maximum-minimum values of the parameters, relative to the last best measured X. Called
a ‘leash’ these bounds restrict how fast the learner changes the parameters while still al-
lowing the full space to be explored, similar to trust-regions [164, 165]. The use of pa-
rameter bounds stems from technical considerations outlined in the following chapter.
Specifically, a set of parameters vastly different from the previous set typically resulted
in a failed cost function. This required a default cost to be assigned eventuating in little
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meaningful gradient information being returned to the learner.
Once the next set of parameters is determined they are sent to the experiment to be
tested. After the resultant cost is measured this is then added to the observation set O
with N → N + 1 and the entire process is repeated. Crucially, the fitting of H, the esti-
mation of MCˆ (X) and the minimisation of BCˆ (X) is all done online while the experiment
is being performed.
The algorithm outlined above is the basis for the machine learning algorithm imple-
mented experimentally to the optimisation of the evaporation stage of the production of
87Rb Bose-Einstein condensate, the results of which are shown in the following chapter.
Through comparison with the Nelder-Mead algorithm, the machine learning algorithm
is benchmarked.
Chapter 6
Experimental Machine Learning
The optimisation of complex physical processes is often achievable with theoretical mod-
els, however, these models typically include approximations to the system and certainly
do not include the nuances and subtleties of a particular experiment. As such, it be-
comes enticing to perform the actual optimisation on the experiment itself with all the
intricacies, by definition, accounted for. Such optimisation is called ‘online’ optimisation.
Online optimisation of experimental physics has the potential to be a powerful tool. As
experiments become more and more complex with increasing inputs, machine learning
provides a tool for generating fast optimisation with additional insight into the input-
output relationship. Online optimisation using genetic algorithms has been used exten-
sively to optimise experiments [139–152], as well as simpler gradient based algorithms
[166] and more subtle hybrid optimisation algorithms [155, 167]. Online optimisation
using Gaussian processes [162, 163, 168–170] have been used in robotics [171, 172], vi-
sion [173], industrial chemistry [174, 175] and biochemistry [176]. The following chapter
describes the process of applying the Gaussian process machine learning algorithm de-
scribed in the previous chapter for the purpose of online optimisation of the evaporative
cooling stage of Bose-Einstein condensate production.
X
C
(X
)
(a)
learner
(b)
experiment
X
C(X)
Figure 6.1: Diagram of a closed-loop control system. (a) and (b) appear to each other as ‘black
boxes’, providing only outputs and inputs in the form of a performance measure C(X) and pa-
rameters to test X. In this context the learner, (a), provides a set of parameters, X which are fed
to the experiment (b). The evaporation ramps are produced from these parameters and used in
the experiment. An image is taken of the resultant cloud of atoms and a function C(X) applied
to produce a quantitative value for the success of the experiment. This value is returned to the
learner with a corresponding uncertainty. The learner uses the data to refine a model based on
Gaussian processes before optimising the model and returning a new set of parameters to test.
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The online optimisation outlined in this chapter is a closed-loop control system. The
basis of closed loop control is illustrated in Figure 6.1. Here (a) and (b) are simple ‘black
boxes’, only interacting with each other through an input and an output. The learning
algorithm (a in Figure 6.1) provides the experiment (b in Figure 6.1) with parameters X
to test. The experiment runs using these values and evaluates the result. The perfor-
mance is characterised by a single value C(X) and returned to the learner. The learning
algorithm assesses the result before refining the internal model and producing more pa-
rameters to test, continuing the cycle. The ultimate goal of the learner is to produce a set
of parameters that produce the best cost along with a model of the system.
6.1 Evaporative cooling of atoms
The development of evaporative cooling using both magnetic and optical confinement
was a key to the experimental realisation of Bose-Einstein condensation [177]. Forced
evaporation of neutral atoms trapped in such potentials occur as the trap depth is slowly
lowered allowing the hotter atoms with higher kinetic energy, to escape. The remaining
atoms undergo elastic collisions, rethermalising to a lower temperature, while ideally re-
taining high densities. Optimisation of evaporation, and the process by which the trap
depth is decreased, leads to larger, colder samples. Numerous theoretical models have
been developed to determine optimal evaporation schemes [178, 179], however the sys-
tem is treated under conditions of ergodic dynamics with two-body s-wave interactions
and no other loss rates which is likely sub-optimal for real experiments. Microscopic
semi-classical theory exists to describe the process [180], but oversimplifies the dynamics
and overlooks more complex methods for achieving evaporation. Shobu et al. found that
using higher order inelastic scattering processes could achieve better evaporation [181].
It is likely that similar methods exist for other atomic species with complicated scattering
properties [182], but currently very little theory exists modelling such schemes.
The problem is further complicated by the disconnect between the experimental con-
trols and the potentials experienced by the sample. Often the relationships between in-
put voltage and output laser intensity is not clear and often not even linear. This means
Figure 6.2: Illustration of the evaporative
cooling process. By lowering trap depth,
higher energy atoms are allowed to es-
cape, with the remaining atoms rethermal-
ising to a lower temperature producing a
higher phase-space density. The evapora-
tive cooling process continues until the criti-
cal temperature is reached and condensation
occurs.
(a) (b) (c)
potential
atoms
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that formulating optimal methods for lowering trap depth does not equate to an opti-
mal scheme for changing the experimental controls and complicates the application of
theoretical models to experiments.
6.2 Experimental apparatus
The experimental apparatus is described in detail in [183]. A 2D magneto-optical trap
(MOT) is initially used to cool a sample of 87Rb atoms. A pair of co-propagating push
beams loads the primary 3D MOT system with the full load taking approximately 10 s
and resulting in ∼ 5× 108 trapped 87Rb atoms. This process is limited by the size of the
MOT beams and the flux of the 2DMOT. Polarisation gradient cooling is then used to
reduce the temperature of the cloud to ∼ 15µK. After ∼ 25µs of polarisation gradient
cooling the sample is pumped to its magnetic ground state (|F = 1, mF = −1〉). Immedi-
ately following this, the magnetic coils are switched to a quadrupole configuration and
the magnetic field steadily increased as two crossed dipole lasers are also initialised and
their intensity increased. The resultant hybrid magnetic and optical dipole trap holds
the sample of atoms. The cloud is further cooled by 3 seconds of radio-frequency (rf)
evaporation before the magnetic field is slowly extinguished and the cloud fully loaded
into the crossed dipole trap. At this point, the sample contains 4× 107 atoms at a tem-
perature of ∼ 5µK with a phase space density of ∼ 0.05. A final evaporation stage is
performed using the dipole trap, with the intensity of each beam slowly reduced, cool-
ing and increasing the phase-space density until condensation occurs. This final stage
of evaporation is where the optimisation occurs with control of the crossed-dipole beam
intensity surrendered to the machine learning algorithm. Typically the evaporation stage
occurs over a period of 3.5 s, however, the period of the evaporation stage is provided to
the learner as an input. The cross dipole trap is formed from two intersecting 1090 nm
and 1064 nm lasers with approximate waists of 350µm and 300µm respectively produc-
ing a trap with frequencies 185× 185× 40 Hz. The depth of the cross trap is determined
by the intensity of the two beams and is found to be approximately 70µK. The 1064 nm
beam is controlled by varying the current to the laser, while the 1090 nm beam is con-
trolled using the current and a wave plate rotation stage combined with a polarising
beam splitter to provide additional power attenuation while maintaining mode stabil-
ity. The final sample is imaged using an absorption imaging system set up to capture
after a set time-of-flight after the dipole trap is extinguished. As the condensate falls
through the imaging region (typically after a ∼ 25 ms time-of-flight), it is repumped into
the |F = 2〉 ground state. Following this, the atoms are imaged using a 100µs pulse from
a probe beam resonant with the |F = 2〉 → |F′ = 3〉, D2 transition. The atoms absorb
part of the beam generating a shadow proportional to the optical column density of the
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a) 2D MOT b) 3D MOT; quadrupole c) dipole trap; Feshbach
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dispenser
Figure 6.3: Diagram of the dual-species vacuum system and various key components. A rubidium
vapour dispenser provides the atomic source for both isotopes, 85Rb and 87Rb. (a) the 2D MOT
collects these atoms in a line through the centre of the glass cell. A push-beam is used to move
atoms from the 2D MOT through a high impedance line to the ultra-high vacuum (UHV) science
cell. (b) the atoms are collected and cooled by a 3D MOT with subsequent polarisation gradient
cooling reducing the temperature further. Radio-frequency evaporative cooling is then performed
using a quadrupole configuration for the magnetic coils. (c) The atoms are then transferred to
a dipole trap formed by two crossed dipole laser beams with the temperature further reduced
through lowering the dipole trap intensity, driving a final stage of evaporative cooling. One of
the dipole beams can be extinguished for experiments using a waveguide. The direction of current
in one of the coils can be flipped to produce a uniform magnetic field across the atoms allowing
experiments exploiting the 85Rb Feshbach resonance.
sample. This shadow is then imaged using a standard 2 f lens system and recorded using
a charge-coupled-device (CCD). A second image without the sample is also obtained as
a background reference and used to calculate the optical density (see Section 7.1). This
image provides spatial density information and allows for the calculation of the measure
of success which is subsequently provided to the machine learning algorithm.
6.3 Cost function
Key to any optimisation process is the quantification of success. Often this performance
measure is termed the ‘cost’ or ‘cost function’. Developing a robust cost function is im-
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perative to optimisation, especially if the process being optimised passes through many
different regimes. For the optimisation of the evaporative cooling stage of a Bose-Einstein
condensate experiment, the cost function must always point towards a denser, cooler
sample.
A number of cost functions were investigated with varying success. In a preliminary
test, the cost function was defined as the total number of atoms after the evaporation
stage. Optimisation using this cost function resulted in the machine learning algorithm
holding the inputs constant and effectively removing the evaporation stage from the ex-
periment. Although this did maximise the total number of atoms (as none were lost to
evaporation), the resultant cloud was not any cooler or denser. This result is, perhaps,
an obvious side-effect of such a cost function and demonstrates the importance of a well
chosen and characterised cost function.
Alternatively it was thought that the phase-space density, a measure of the number
of atoms per cubic de Broglie wavelength, may provide a good measure of success. The
phase space density, defined as
ρ = nΛ3 ∝
n
T3
(6.1)
where Λ is the de Broglie wavelength, scales as N/T3 [184]. Calculating this cost func-
tion for each absorption image therefore requires a robust measurement of temperature.
Typically a precise measurement of temperature requires multiple images of the cloud
undergoing ballistic expansion. This was not possible given the constraints of the exper-
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Figure 6.4: Final method for calculating
the cost function, showcasing the different
regimes the machine operates in. The top fig-
ure shows a Gaussian distribution, highlight-
ing the broader thermal case. The bottom
figure shows an inverted parabola indicating
the operation of the cost function in the con-
densed regime. In practice the experiment
varies smoothly between these two distribu-
tions, often with a clear ‘bi-modal’ shape. Asat
is set by the saturation level on the camera.
This prevents noise above the saturation point
contributing to the cost. Anoise is set by the
dark noise on the camera and similarly pre-
vents noise from contributing to the cost.
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Figure 6.5: An example set of one dimensional data, outlining the utility of the designed cost
function. A noise floor, Anoise, ensures that dark noise on the camera affects the value of the cost
function less. Likewise a ceiling Asat ensures that the effect of saturation on the cost function
is diminished. These two thresholds work in unison to make the cost calculation more robust.
The calculation essentially works to determine the sharpness of the ‘wings’ of the cloud. For a
more thermal distribution (top), the entirety of the signal lies below saturation and so the wings
essentially extend across the whole cloud resulting in a low cost. For condensed samples the
density is high and only the sharp edges of the cloud contribute to the cost. The centre image
shows a set of example data that is bi-modal. A¯ defines the mean cost of the area between the
cutoffs.
iment and so an estimate was used instead. This estimated temperature was calculated
using width of a Gaussian fit to the absorption image. Unfortunately this proved to be
extremely temperamental, especially when the cloud reached a regime close to conden-
sation where the temperature becomes poorly defined. Although not implemented at the
time of this research, a non-destructive imaging system was later built for this experi-
ment (see Chapter 8 for further details). It is possible that this system could be used to
more precisely and robustly measure temperature (in a single experimental run) thereby
improving the cost function.
Given the constraints of the system, a more successful cost function was found using
a more heuristic method. By imaging fully on-resonance, the peak of the sample is sat-
urated, but importantly the ‘wings’ are well characterised. Given the saturation of the
absorption images, an upper threshold level (Asat) is set, with all data above this value
being set to zero. This ensures that the cost function is not overly affected by the noise on
the saturation. Similarly, a lower threshold (Anoise) is set, with all data below this value
set to zero. This ensures that any contribution of background noise is minimal. What
remains after these thresholds have been applied is only data at the edges of the cloud.
The cost is calculated by averaging the value of these edges. This process is illustrated in
the toy examples shown in Figure 6.4 where the cost function has been applied to both a
Gaussian distribution (top) and an inverted parabola (bottom).
Crucially, hotter thermal clouds with a Gaussian distribution result in a large edge
width, which decreases as the temperature decreases. Eventually the phase transition
is reached and a significant portion of the cloud is represented by a Thomas-Fermi dis-
tribution indicated by an inverted parabola. This distribution has a much sharper and
narrower edge and therefore a lower cost. These two regimes are smoothly connected
by this cost function, with the cloud generally transitioning between the two via a ‘bi-
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modal’ distribution. An illustration of the method is shown in Figure 6.5, where the cost
function has been applied to experimental data (shown as a 1D slice for simplicity). The
left image shows a hotter, thermal cloud where the majority of the cloud lies between the
thresholds resulting in a poor cost. The right image shows a cloud that is much closer to
condensation with only part of the cloud (the edges) lying between the thresholds. This
results is a much better value for the cost. The middle image illustrates the regime be-
tween thermal and condensate with the bi-modal distribution evident. It should be noted
that this cost function does not specifically optimise the condensate number, but could
be altered to achieve this goal.
6.4 Parameterisations of evaporation ramps
Any optimisation process requires inputs that are altered to improve the outcome. In
this case, the laser powers input at the evaporation stage directly affect the quality of the
condensate produced. In principle, the entire evaporation ramp could be parameterised
by n points linearly sampling the interval. However, this produces a prohibitively large
parameter space resulting in a problem that is extremely difficult to optimise. To allay
this problem, a set of basis functions define the shape of the ramps, with the weight of
the basis functions then being the input parameters to be optimised. In theory the basis
should be infinite, allowing any arbitrary curve to be built. In practice, however, the ba-
sis set is truncated to a more manageable size. This truncation is less problematic if the
lower order basis states reflect the optimal solution, therefore allowing a smaller set of
parameters. The näive approach for experimental evaporation ramps is to use exponen-
tially decreasing functions, as the optimal theoretical ramps given ergodic dynamics and
two-body s-wave interactions is a potential that decreases exponentially. To enable more
freedom in the shape of the ramps, yet still allow the lower order basis states to provide
a decreasing ramp, a polynomial basis was chosen.
Two levels of truncation were chosen to test; one, the ‘simple’ parameterisation, re-
quiring only 3 parameters and the other ‘complex’ parameterisation consisting of 5 pa-
rameters. The simple parameterisation of the evaporation ramps is
Rs(yi, y f , t f ) = yi +
(
y f − yi
) t
t f
, (6.2)
where yi and y f specify the start and end amplitudes of the ramps and t f specifies the
length in time, given the beginning of the ramp is at ti. The complex parameterisation
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Figure 6.6: The curves representing
each of the basis functions of the
evaporation parameterisation. The
beginning time is set by the previ-
ous experimental procedure. The
final time, initial and final height
act as input parameters with the
full set of parameters being X =
{t f , yi, y f , A1, A2, A3}. Each of the
basis functions attempts to encode a
more complex part of the curve. Ex-
perimentally, the amplitude cannot be
negative, so the final curve is auto-
matically truncated at zero before be-
ing sent to the experiment.
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forms an extension of the simple version, with the evaporation ramp defined by
Rc(yi, y f , A1, A2, A3, t f ) = yi +
(
y f − yi
) t
t f
+ A2t
(
t− t f
)
(6.3)
+ A3t
(
t− t f
) (
t +
1
2
t f
)
(6.4)
+ A4t
(
t− t f
) (
t +
2
3
t f
)(
t +
1
3
t f
)
, (6.5)
where A1, A2 and A3 correspond to the 3rd, 4th and 5th order polynomial terms respec-
tively, with each polynomial having evenly spaced roots between t = ti and t = t f . As
with the simple parametrisation t f specifies the end of the ramps in time.
The ramps dictate the power of the crossed dipole trap formed by two intersecting
1090 nm and 1064 nm lasers. The depth of the cross trap is determined by the intensity of
the two beams. As previously detailed, the 1064 nm beam is controlled directly by vary-
ing the current to the laser. The 1090 nm beam has a slightly more complicated control,
consisting of both current control and the use of a wave plate rotation stage combined
with a polarising beam splitter. This additional control allows for precise attenuation
while maintaining mode stability of the laser. The additional control for the 1090 nm
laser is a technical choice rather than any fundamental reason. A simplified diagram of
the experimental set up is shown in the right of Figure 6.1. Each of the three controls
require a separate ramp, each being optimised. Five of the six parameters, yi, y f , A1, A2,
and A3 are independent with the final time, t f , being common to all three. For technical
reasons, the amplitude of the ramps cannot be negative, so the final curve is automati-
cally truncated at zero before being sent to the experiment. We hand over control of these
ramps to the machine learning algorithm.
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Figure 6.7: The variation in
outcome for an experimen-
tal run that produces Bose-
Einstein condensates. The ex-
periment was run many times
using the same parameters
over the course of a week.
The results generate a skewed
Gaussian shape with the skew
being towards lower cost re-
sults. The experiment appears
to have some low frequency
sweeps, possibly due to ther-
mal cycles in the room.
6.5 Uncertainty handling
Since the experiment is sensitive to many external factors that are unable to be controlled,
a set of parameters will produce a different outcome run-to-run. The machine learning al-
gorithm is able to account for this by associating an uncertainty with each calculated cost.
Ideally this uncertainty would be determined by evaluating a single set of parameters nu-
merous times and applying statistics to calculate a standard deviation in the result. Given
the experimental cycle is∼ 25 s, this becomes infeasible and certain approximations must
be implemented.
In order to characterise the stability of the experiment, a set of data was obtained,
sampled once a day across a week with the results shown in Figure 6.7. This simple char-
acterisation suggests that the experiment roughly obeys Gaussian statistics. This enables
us to estimate an uncertainty in the calculated cost for a given set of parameters which is
then provided to the machine learning algorithm. To achieve this, the experiment is run
twice for each set of parameters, with the average of the calculated costs being recorded.
If two random variables are sampled from a Gaussian distribution with width σX to get
a value Y = X1 − X2, then Y will also be Gaussian with a mean Y¯ = 0 and standard
deviation σY =
√
2σX. The probability that σY will be subsequently be less than σX is:
52%. But if Y = 2(X1 − X2) is instead used, the probability of underestimating the un-
certainty will be reduced to 27%. The uncertainty is therefore taken to be twice the range
of the two costs, with this value and the mean of the two costs given to the algorithm. As
an added safety measure, the uncertainty is constrained; too small an uncertainty and a
default lower value is used, too high and a default upper value is used.
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Figure 6.8: The optimisation of the evaporation stage of the production of a Bose-Einstein con-
densate using the complex 16 parameter scheme. The first 20 evaluations are an initial training
run using a simple Nelder-Mead algorithm. The machine learning algorithm (black) then quickly
optimises to a Bose-Einstein condensate. The insets show the different regimes experienced by
the experiment, from a completely Gaussian thermal distribution, through the bimodal distribu-
tion containing a thermal background to the sharp edged condensate. The included cross-section
illustrates how the cost decreases as the edges of the cloud get sharper.
6.6 Results
In order to characterise and demonstrate the performance of the machine learning algo-
rithm, a set of optimisation runs were performed and compared to a standard Nelder-
Mead algorithm (as outline in Subsection 5.2.1). Initially, the complex parameterisation
described in Section 6.4 was used for all three evaporation ramps. This amounted to 16
parameters with the total time of the ramp also controlled. For context, a simple brute
force search and optimisation of this number of parameters to within 10% accuracy of
their maximum-minimum bounds would require approximately 1016 runs which, given
the duration of a single experimental run, would take longer than the age of the universe
to complete. Despite this complexity, even the simple Nelder-Mead algorithm was able
to find a set of parameters producing a Bose-Einstein condensate in only 145 runs. In
contrast, the machine learning algorithm required only 10 additional runs after the initial
20 training runs common to both algorithms. This is shown in Figure 6.8 where the ma-
chine learning algorithm (black) quickly finds an optimum, whereas the Nelder-Mead
algorithm requires more runs to obtain this optimum. Figure 6.9 shows the history of
the evaporation ramps attempted by both algorithms. The machine learning algorithm is
seen to produce ramps that were shorter in time. Although not targeted specifically, this
could be added to the cost function to generate faster evaporation ramps. It is also worth
noting that though both algorithms converged to ramps that decrease over the course
of the evaporation, they produce slightly different optimal parameters, suggesting there
might be multiple minima present. Furthermore, the optimal ramps differ quite signifi-
cantly from exponential ramps typically used. This may reflect the complexity inherent
in experimental systems that mean an exponential ramp in the control does not equate to
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Figure 6.9: Evaporation ramps through the optimisation procedure. Left figure shows the ma-
chine learning history with the ramp quickly converging to the optimal parameters. Right figure
shows the equivalent Nelder-Mead optimisation illustrating the slow approach where the algo-
rithm slowly walks down the cost landscape towards the minimum. Although the optimal ramps
are similar, they are not equal indicating that the landscape may be complex and contain multiple
minima. Note also that the Nelder-Mead algorithm converged to a longer evaporation ramp than
the machine learning. Although time was not explicitly optimised it would be possible to include
this in the cost function as a means of decreasing the time spent performing evaporation. The
time axis begins at 19.5s reflecting the duration of the experimental run prior to the evaporation.
an exponential ramp in the potential height highlighting the power of a machine learning
algorithm for experimental physics.
Since the parameter-space was so large, the 16 parameter optimisation was restricted
to only consider the best hypothesis set when picking the next set of parameters. This re-
striction is a result of the computational complexity of evaluating multiple Gaussian pro-
cesses. When allowing multiple hypothesis sets, the evaluation was unable to produce a
new parameter set faster than the duty cycle of the experiment. Despite this restriction
however, the machine learner was able to determine an optimum set of parameters in
few iterations of the experiment. The reason for the success was likely due to the choice
of parameterisation, with the endpoints of the ramps seemingly the most important pa-
rameters. The correlation lengths corresponding to these parameters were consistently
well-estimated, unlike the correlation lengths for the other parameters which were poorly
estimated and failed to converge despite the success of the optimisation. As a result, any
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Figure 6.10: Experimental optimisation of evaporation curves to produce a Bose-Einstein conden-
sate. The first 2N evaluations use a simple Nelder-Mead algorithm as training to learn about the
cost space. The machine learning algorithm (red and blue) optimises to a condensate faster than
the Nelder-Mead (black). By utilising the machine learning model a parameter is eliminated and
the convergence improves (red).
prediction of the cost landscape is less reliable and using the model to determine the least
important parameters is not possible.
Although the algorithm was able to determine a set of successful parameters, it would
be desirable to obtain a reliable model of the cost landscape. It has been suggested that
using multiple particles enables better online estimation of the Gaussian process correla-
tion lengths [163]. With this in mind, the number of hypothesis sets used by the learning
algorithm was increased with the number of particles set to 16. Since the computational
expense also increases with this addition, the simple parameterisation was implemented
reducing the number of parameters to a total of 7. As shown in Figure 6.10, the machine
learning algorithm (blue) is able to produce a successful set of parameters faster than the
corresponding Nelder-Mead algorithm (black), albeit with a less pronounced difference.
The addition of more particles has reduced the speed of convergence compared to the
case with the complex parameterisation. Despite this, the calculated correlation lengths
are now more reliable and the resultant model better able to predict the cost landscape.
This enables analysis of the model to guide experimental design and implementation.
By increasing the number of particles, the correlation lengths used to produce the
Gaussian process model converge and can be more reliably trusted. Figure 6.11(a) shows
a 1D cross-section of the cost landscape as taken through the best measured point with
the two most sensitive (black, red) shown along with the least sensitive (blue). The least
sensitive parameter is seen to have little bearing on the outcome of the experiment and
whether or not the evaporation ramps produce a condensate or not. This parameter ac-
tually corresponds to an intentionally added 7th parameter that does not correspond to
any physical input on the apparatus. The learner correctly identifies this, despite only
performing a limited number of experiments and having such a small data set. Once this
parameter has been identified the design and implementation of the experiment can be
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Figure 6.11: Plots of the cross sections through the minima of the cost landscape as predicted by
the learner. In (a) the predicted cost is shown as a function of the end of the polarisation ramp
(red), the end of the dipole beam ramp (black) and the unconnected parameter (blue). The learner
correctly identifies that the unconnected parameter does not have a significant effect on the pro-
duction of a Bose-Einstein condensate. In (b) a cross section of the 2 most sensitive parameters
are plotted against cost.
altered and the optimisation process continued without the redundant parameter. Al-
though this parameter was intentionally added, it provides a proof-of-concept for using
the model to obtain beneficial insight into the system.
By applying this insight the least sensitive parameter can be removed and the opti-
misation restarted with only 6 parameters. The result of this is shown in red in figure
Figure 6.10 where the optimisation is seen to converge more rapidly than the previous
7 parameter case and still successfully produces a condensate. The machine learning al-
gorithm no longer needs to waste experimental runs to determine the importance of the
intentionally added and useless 7th parameter, allowing it to achieve condensation more
rapidly. A 2D cross-section of the cost landscape for the two most sensitive parameters
from the 6 parameter optimisation is shown in Figure 6.11(b). The landscape displays a
very sharp transition to Bose-Einstein condensate consisting of a very deep valley.
The number of experiments required for online optimisation, even for the simpler
Nelder-Mead algorithm, are seen to vastly differ from that of a brute force search. It has
been suggested that this profound discrepancy is a result of the topology of the optimi-
sation landscapes in quantum experiments. It has been proven, under the assumption of
controllability, that laser-aided quantum chemistry has optimisation landscapes that are
‘trap-free’ [185]. This theory has been refined [186–190], with the generality of the results
being heavily debated [191–193]. The results presented in this thesis add to this discus-
sion, with observations that the Nelder-Mead algorithm repeatedly succeeded in pro-
ducing a Bose-Einstein condensate despite being a simple local optimisation algorithm
heavily susceptible to being trapped by local minima in the landscape. This suggests that
the optimisation landscape corresponding to this experiment is also ‘trap-free’ adding
to the hypothesis that this is a universal principle for all quantum online optimisation
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systems.
The machine learning algorithm, subsequently called M-LOOP (machine-learning on-
line optimisation), has been made available online [194]. The algorithm is written in
python and utilises the ski-kit package to evaluate the Gaussian processes [195]. M-LOOP
can be immediately applied to experiments that have previously used online optimisa-
tion, such as quantum chemistry [139], femtosecond physics [143], and quantum com-
puting [155]. The program is designed specifically to ensure that meshing with many
different programs is simple. This is a result of the varied computing environment often
found in the lab. In this research, the experiment is controlled by LabView with the ab-
sorption images analysed and cost calculated by Matlab. The machine learning algorithm
simply outputs a text file with new parameters to test and waits for a new file with the
resultant cost and uncertainty. This versatile communication method means that it can
be implemented on any automated experiment with a resource of measurable quality.
Part III
Imaging of Bose Einstein
Condensates
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Chapter 7
Destructive Imaging of Bose Einstein
Condensates
The following chapter presents work summarised in:
• K. S. Hardman, P. B. Wigley, P. J. Everitt, P. Manju, C. C. N. Kuhn, and N. P. Robins.
Time-of-flight detection of ultra-cold atoms using resonant frequency modulation imaging.
Optics Letters 41, 2505 (2016). ISSN 1539-4794. DOI: 10.1364/OL.41.002505.
The detection of Bose-Einstein condensates is key to our ability to perform science and
better understand the physics of the system. Due to the fragile nature of the sample
this detection process can be very difficult. A single resonant photon can cause heat-
ing which can lead to destruction of the condensate. For many purposes this destruc-
tion is tolerable in that an image of the condensate may be acquired before the cloud
is fully destroyed. Although time consuming, dynamics can be observed by perform-
ing the same experiment numerous time with an image captured at differing time-steps.
Despite experimental variation, large datasets can be built up allowing quantitative anal-
ysis with statistical significance. Alternatively one may use less destructive techniques
at the expense of signal-to-noise in order to observe dynamics in real-time. In addition
to efficiency, this allows for the observation of dynamics where statistical averaging is
difficult, such as stochastic processes. The following two chapters provide a theoretical
basis for destructive and dispersive imaging techniques along with experimental results
for a number of key methods. The benefits and failings of each technique is discussed in
the context of experimental design and application. The following chapter begins with
an outline of atom-light interaction in the context of imaging before concentrating on
destructive imaging techniques such as absorption imaging (Section 7.1), fluorescence
imaging (Section 7.2) and frequency modulation imaging (Section 7.3).
Both destructive and non-destructive techniques rely on the atom-light interaction of
the sample with a probe laser. Fundamentally this interaction is described by the refrac-
tive index of the sample being probed. The refractive index is due to the polarisability of
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Figure 7.1: The refractive index of a
two-level atom, well approximating
an experimental system, includes a
real and imaginary component. Each
corresponds to a different experimen-
tal signal with the imaginary compo-
nent being observed as the destruc-
tive absorption signal and the real be-
ing a dispersive, less destructive sig-
nal. Importantly, the dispersive signal
scales as 1/∆ while absorption scales
as 1/∆2 meaning that the level of de-
struction falls off faster than the dis-
persive signal. It should be noted that
the dispersive signal is taken relative
to vacuum.
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the atoms,
nref =
√
1+ 4pinα, (7.1)
where n is the density of atoms and α is the atomic polarisability. Provided the system
only consists of two levels, as is typically applicable in this context, nref − 1  1 and
therefore under the rotating wave approximation, the refractive index is given by
n (x, z) =1+
σ0λ ρ (x, z)
4pi
(
i
1+ δ2
− δ
1+ δ2
)
, (7.2)
where
σ0 =
3λ2
2pi
(7.3)
is the cross-section, λ is the wavelength, ρ(x, z) is the atomic density, δ = ∆/(Γ/2) is the
detuning (∆) in half linewidths (Γ/2) and x = {x, y} is the spatial coordinates of the plane
perpendicular to the direction of propagation, z. Key to this expression are the distinct
real and imaginary components which manifest as different physical effects. The imag-
inary term corresponds to an attenuation or absorption of the input light by the atoms.
This results in recoil heating leading to destruction of the sample. The real component
corresponds to dispersion and results in a phase shift of the input probe light. In general,
both terms contribute to the overall effect, however the amount of contribution depends
on the detuning from resonance. This is illustrated in Figure 7.1 where both components
are plotted separately as a function of the detuning from resonance. The destructive term
(red) peaks at resonance before falling off sharply as the probe is detuned. The dispersive
term peaks half a linewidth from resonance and falls off much slower. This different scal-
ing in signal means that there are regimes where the destruction is low enough to probe
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the sample multiple times while still generating a dispersive signal.
In general, any probe beam passing through the atoms will be attenuated and phase-
shifted with the resultant electric field written as
E(x) = E0 exp
(
2pi
λ
∫
(n (x, z)− 1) dz
)
= E0t(x)eiφ(x), (7.4)
where the refractive index has been taken relative to vacuum. At resonance the real part
of the refractive index is zero, resulting in no dispersion or phase shift (φ = 0), and the
imaginary part of the refractive index solely contributing to the signal in the form of
absorption. As the probe beam is detuned, the real part of the refractive index becomes
non-zero generating a phase shift in the light with the two signals described by
t(r) = exp
(
−σ0ρ˜(x)
2
1
1+ δ2
)
(7.5)
φ(r) =
σ0ρ˜(x)
2
δ
1+ δ2
, (7.6)
where t(r) and φ(r) correspond to the absorption and phase shift respectively, and
ρ˜(x) =
∫
n · dz (7.7)
is the column density corresponding to the density integrated along the direction of prop-
agation.
With few exceptions, all imaging techniques measure signals resulting from either of
these two terms. Depending on the objective, different techniques are more successful or
more experimentally prudent. Absorption imaging is technically robust and gives excel-
lent signal-to-noise for the atomic densities typically encountered. Dispersive imaging
allows for continuous, non destructive probing of a sample. The following sections de-
scribe some of the more common imaging techniques in detail and compares their use
and utility, beginning with destructive imaging techniques.
7.1 Absorption imaging
Absorption imaging is the most common imaging technique for ultracold atom experi-
ments, being robust and providing high signal-to-noise measurements. Absorption imag-
ing is schematically simple, as shown in Figure 7.2 where a sample is seen to be illumi-
nated by resonant or near-resonant light. Photons from the probe beam are absorbed,
generating a shadow of the sample which may then be imaged onto a sensor. Typically
the sensor is a charge coupled device (CCD) capable of measuring spatial variation in the
light, but a photodetector can also be used. A one-to-one image can be created using a 2 f
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2f
sample lens sensor
2f
Figure 7.2: Diagram for a one-to-one magnification absorption imaging system. Resonant probe
light is incident on the condensate with that light absorbed by the cloud. A shadow of the sample
is then imaged onto a sensor (typically a charge coupled device or photodetector) using a single
lens. This lens allows for magnification of the image.
optics setup as shown in Figure 7.2, or alternative optics setups can be used to magnify
the image.
Often times the density and size of condensates becomes prohibitive for optic systems
used in imaging. One method of overcoming this limitation is to turn off the trapping po-
tential, allowing the condensate to expand after the conversion of mean-field energy to
kinetic energy. This time-of-flight (TOF) method allows for large, optically dense conden-
sates to be imaged and properties to be extracted. This is especially useful in absorption
imaging as optically thick clouds cause saturation whereby all the light from the probe
beam has been absorbed. This complicates any quantitative analysis, necessitating TOF
imaging.
Ideally, with no bandwidth limitation, light can be input to the sample at a rate that
minimises stimulated emission ensuring that the signal is optimal and the technique
is shot noise limited. In practice, however, a bandwidth limitation exists requiring an
amount of stimulated emission to be accepted, adding noise to the signal. In ultracold
atom experiments, this bandwidth is dictated by the amount of recoil heating from spon-
taneous emission that is deemed acceptable. As resonant light is used for absorption
imaging, each photon input generates spontaneous emission resulting in recoil heating.
Given the fragile nature of condensates, this can only be tolerated so much before the
sample is destroyed. Similarly, spontaneous emission can be removed from the signal by
imaging at ‘infinity’. Since spontaneous emission results in photons emitted spherically,
this additional noise source decreases as the solid angle to the imaging system decreases.
Both stimulated and spontaneous emission produce positive signals, adding noise to the
absorption signal (which is a lack of photons). In the following section, the theoretical
signal-to-noise ratio for absorption imaging is outlined given the above limitations. Ex-
perimentally it is seen that the probe time and intensity are key parameters for operating
at peak signal-to-noise.
The refractive index, given in Equation (7.2), can be used to determine the transmis-
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sion coefficient of the sample. This specifies the amount of incident light that is transmit-
ted through the sample, and therefore the amount of light absorbed. Assuming resonant
operation with no dispersive component to the signal, the intensity of light after passing
through the atoms is given by
I = I0(1− t) = I0
[
1− exp
(
−σρ˜(x)
2
)]
(7.8)
Here we have replaced the on-resonance small sample cross section with the total scat-
tering cross section given by
σ =
σ0
1+ 4∆2/Γ2 + I0/Isat
, (7.9)
where
Isat =
h¯ω30Γ
4pic2
(7.10)
is the saturation intensity and accounts for stimulated emission. The cross-section goes
to zero for large detuning from resonance in addition to intensities large compared to the
saturation intensity.
For a sample containing Natoms total atoms with corresponding area perpendicular to
the beam given by A, the intensity of the light after passing through the atoms becomes
I =I0
[
1− exp
(
−Natoms A
2
σ0
1+ 4∆2/Γ2 + I0/Isat
)]
. (7.11)
This is directly related to the number of photons hitting the detector after passing through
the sample and is what produces a signal, given by
signal = ηNλ
[
1− exp
(
−σ
2
Ntotal
ABEC
)]
=
η I
h¯ω
[
1− exp
(
−σ
2
Ntotal
ABEC
)]
(7.12)
where η is the quantum efficiency of the detector, dictating how well the collected pho-
tons can be converted to electrons. For this research a complementary metal-oxide-
semiconductor (CMOS) camera supplied by Point Grey (model number GS3-U3-41C6NIR-
C) with a quantum efficiency of 45% at 780 nm was used.
Finally, the noise is simply given by the shot noise of the total number of photons
hitting the camera,
noise =
√
2ηNλ =
√
2η I
h¯ω
, (7.13)
with the factor of two accounting for both the noise on the signal and the noise on zero
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signal. Combining the expressions for signal and noise, the signal-to-noise ratio for ab-
sorption imaging is therefore given by
SNR =
signal
noise
=
√
η I
2h¯ω
[
1− exp
(
−σ
2
Ntotal
ABEC
)]
. (7.14)
In practice, the signal-to-noise ratio is more complex than the expression above. Since
the system is not perfectly two-level, illumination generates a non-zero chance of an
off resonant transition occurring with the atom subsequently decaying to a state that
is removed from the imaging cycle. For 87Rb, imaging typically occurs between the
F = 2 → F′ = 3 levels. Problematically, the F′ = 2 transition is only 260 MHz de-
tuned from F′ = 3 meaning that there is a likelihood of an atom being excited to F′ = 2
and subsequently decaying to F = 1 and therefore being lost from the imaging scheme.
In order to account for this in the SNR calculation, the number of atoms, Natoms is altered
to include a time dependence based on the probability of decaying out of the imaging
cycle. That is
Natoms = N0
[
1+ rloss
(
1− 1
1+ I0/Isat
)]−γt
, (7.15)
where N0 is the total number of atoms initially and rloss is the rate of loss from the imaging
transition cycle. The value for rloss is a result of a number key factors, specifically
1. the ratio of the scattering rate between the resonant F = 2 → F′ = 3 level and the
off-resonant F′ = 2 level 260 MHz away;
2. the ratio of the transition strength of F = 2→ F′ = 2 and F′ = 3;
3. the ratio of the transition strengths between F′ = 2→ F = 2 and F = 1.
Metcalf [196] provides the Clebsch-Gordon coefficients for a range of alkali atoms includ-
ing 87Rb facilitating the calculation of a loss rate.
Incorporating the time-dependent atom number into the signal-to-noise expression
allows a more complete analysis of the imaging technique. The final signal is found by
integrating the instantaneous signal over the total probe duration. The noise is also in-
tegrated over the same period, with the signal-to-noise subsequently found. The result
of this calculation with resonance probe light is shown in 7.3. Importantly, the instanta-
neous noise is constant, but the signal decreases as the probe time increases and atoms
are lost from the cycle. This means that there is an optimum probe time that produces the
largest signal-to-noise ratio for a given intensity. As the intensity changes, so too the op-
timum probe time changes. CCD cameras are easily saturated however, placing another
limitation on the probe time. Typically the probe time used for this research is 100µs with
the intensity being approximately one-tenth the saturation intensity.
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Figure 7.3: Left: Theoretical signal-to-noise ratio for absorption imaging. As the probe intensity
is increased, the optimum amount of probe time decreases. Right: The dependence of the signal-
to-noise ratio on the size of the cloud, given a particular intensity of light, is illustrated. As the
cloud falls, it expands according to its temperature and presents a larger area perpendicular to
the probe beam. As this area increases, the SNR is seen to decrease. Typically the probe time used
in this research is 100µs with an intensity approximately one-tenth the saturation intensity.
Finally, as the perpendicular area of the cloud increases and the sample becomes less
dense, the signal weakens. This occurs as the time-of-flight increases when the cloud is re-
leased from trap. To account for this, the perpendicular area of the cloud is parametrised
as a function of the time-of-flight drop time. For a Bose-Einstein condensate consisting of
a cloud of atoms of mass m with temperature T, the radius of the cloud after drop time
tdrop is given by
r = tdrop
√
3kBT
m
+ r0 , (7.16)
with the area calculated as usual. The area of the probe beam is assumed to be that of the
perpendicular area of the sample. The affect on the signal-to-noise ratio for absorption
imaging of changing cloud size is shown in the right of Figure 7.3 where the signal-to-
noise is shown for a given intensity over a range of probe and drop times. The optimum
probe time is seen to be dependent on the size of the cloud.
Two images are typically used to characterise a sample using absorption imaging,
being a background image with no sample (I0) and one with the sample present (I). The
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Figure 7.4: Example experimental absorption imaging data showing a Bose-Einstein condensate
after a 550 ms time-of-flight expansion observed as a bump (left) in a uniform background (right).
Since the condensate occupies the majority of the sensor, two separate runs are used to charac-
terise the signal and the noise. Within each run, two images are acquired with the atoms present
and without. The background is subtracted and the optical depth calculated as in Equation (7.17).
The image (inset) is integrated along one dimension as indicated and shown in the bottom plots.
A second, cumulative integration is performed with the signal taken to be the final value of this in-
tegration (∼ 273). The noise is shown in the right of the figure with the cumulative integral shown
above. The noise is taken to be the standard deviation of the cumulative integration (∼ 0.61).
Computing the signal to noise yields a value of ∼ 450.
integrated atom density, or column density, can be found by computing at each pixel
n =
1
σ
ln
I0
I
, (7.17)
with the optical depth (OD) given by nσ. With its high signal-to-noise and technical
simplicity, absorption imaging is ubiquitous for ultracold physics.
7.1.1 Experimental absorption imaging
A characterisation of absorption imaging was performed on the ANU Gravimeter [35], an
apparatus enabling a direct comparison between absorption and frequency modulation
imaging at large time scale time-of-flight expansion. On this machine absorption imag-
ing provides strong signal-to-noise with simple experimental setup for condensate drop
times of up to ∼ 600 ms before being dominated by classical noise. Frequency modula-
tion imaging, detailed in Section 7.3 is more technically involved, but is capable of pro-
ducing high signal-to-noise images for much longer condensate expansion times. Both
techniques are demonstrated with application to a 87Rb condensate at a 550 ms time-of-
flight. The condensate, consisting of ∼ 2× 106 atoms is optically pumped from the D2
ground-state manifold F = 1 hyperfine level to the F = 2 level where a probe beam,
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resonant with F = 2 → F′ = 3 images the cloud through a 100µs exposure. The probe
beam, partially absorbed by the condensate is then imaged using a one-to-one lens sys-
tem focussed onto a charge-coupled device (CCD) (Point Grey GS3-U3-14S5M) capable
of a quantum efficiency of η = 15% at 780 nm.
A second image is taken after the atoms have exited the imaging region and is used
for a background subtraction. The optical depth is calculated as in Equation (7.17) with
the resulting image show in the left of Figure 7.4. Since the condensate has expanded to
encompass the entire sensor area, a second experimental run with no condensate is used
to generate a corresponding image of the noise in the optical depth, shown in the right
of the Figure 7.4. The images are integrated along a single dimension as indicated with
the result shown in the bottom of each plot. A second cumulative integration is then
performed and shown in the top of each plot. The signal is given by the final value of
this cumulative integration with the noise given by the variance. The signal-to-noise for
this implementation of absorption imaging at 550 ms time-of-flight is found to be ∼ 450,
approximately 30% of the fundamental shot noise limit given by
√
Natoms and in good
agreement with the theoretical signal-to-noise calculated in the previous section.
7.2 Fluorescence imaging
Fluorescence imaging provides an alternative means of imaging with high signal-to-noise
without the reliance on easily saturated detectors such as CCDs, instead using a photode-
tector. The technique again relies on resonant probe light and is therefore destructive.
The light is input on the sample and absorbed as described in the previous section. Each
photon that is absorbed results in a photon spontaneously emitted in a random direction
with the time scale dictated by the spontaneous emission rate. When averaged over a
large homogeneous sample of atoms this results in a spherical radiation mode. By cap-
turing the emitted photons, or a subset of these photons, on a photodetector it is possible
photodetector
BEC
probe ﬂuorescence
Figure 7.5: Schematic diagram of a fluorescence imaging system. Resonant probe light is incident
on the sample and is absorbed. As a result the sample spontaneously emits in all directions with
spherical symmetry. By collecting these photons, or a subset of these photons, it is possible to
infer characteristics of the cloud.
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to infer properties of the sample. Specifically it is possible to relate the number of photons
in a given solid angle to the number of atoms in the fluorescing sample. Given γ photons
scattered per atoms per second, the number of photons collected by a detector of area A
at distance r from the atomic sample is given by
Nλ =
γNatoms A
4pir2
. (7.18)
The detector response is altered by both quantum efficiency and gain profile for a given
intensity, encompassed by η. The signal is then given by integrating over the total probe
time, tprobe, and scaled by the bandwidth of the detector, B, such that
signal =
∫ tprobe
0
γηNatoms A
4pir2B
dt =
γηNatoms Atprobe
4pir2B
. (7.19)
Given the dark background nature of fluorescence imaging, the noise is simply the square-
root of the signal. The theoretical signal-to-noise ratio of fluorescence imaging is therefore
given by
SNRFI =
√
γηNatoms Atprobe
4pir2B
. (7.20)
The signal-to-noise can be improved by increasing the size of the detection area, although
this is difficult to achieve in practice as it involves detecting around a full sphere of emit-
ted photons. Given the noise on photodetectors it would be preferential to surround the
sample with an optical setup capable of redirecting the signal to a single photodetector.
Another note is that γ represents the spontaneous emission rate, here taken to be the high
intensity value as there is little advantage operating fluorescence at low intensity.
As with the theoretical analysis of absorption imaging in the previous section, non-
cycling transitions lead to a decrease in atom number over time, lowering the signal.
The same treatment can be made to account for this, however, typically fluorescence
imaging operates with a repump beam continually pumping those lost atoms back into
the imaging cycle. The routine approach for 87Rb is to image using the F = 2 → F′ = 3
whilst repumping on the F = 1 → F′ = 2, D2 transitions. Although this improves the
signal, it also generates additional heating, thereby lowering the acceptable probe time.
In practice fluorescence imaging provides a relatively simple technique that yields
lower noise than absorption imaging as a result of being a dark-ground imaging system.
The technique typically has very low collection efficiency and is difficult to setup in a way
that gains spatial information about the sample. Such information requires a falling cloud
passing through a light sheet. This limits the atom-light interaction time and reduces the
signal strength.
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7.3 Frequency modulation imaging
Frequency modulation imaging, originally developed as an off-resonant imaging tech-
nique can be used on-resonance to great effect. The technique amounts to detecting the
distortion on a frequency modulated probe beam caused by the sample. Bjorklund, et
al. provide an excellent explanation of the technique as applied detuned from resonance
[197]. The following section outlines the signal-to-noise ratio for the technique when
operated at resonance as applied in the ANU gravimeter [198].
The technique involves applying a strong carrier probe at frequency ωc with two
weak sidebands at ωc ± ωm. One of the sidebands is specifically constructed to be reso-
nant with a particular transition of the atomic sample. The beam is then passed through
the sample with this sideband completely absorbed for the duration that the atoms are
overlapped with the beam. The light is collected on a photodetector with the electrical
signal at frequency ωm detected. By tracking the phase and amplitude of the beat signal,
the absorption and dispersion components of the sample can be determined. By creating
a light sheet for the atoms to fall through, a spatial profile of the sample can be generated.
The signal-to-noise calculation for frequency modulation begins by considering the
electric field of the probe light after the addition of sidebands by an electro-optic mod-
g
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Figure 7.6: Flow diagram for frequency modulation imaging as applied to imaging a falling Bose-
Einstein condensate. A narrow linewidth probe laser of frequency ωc is input to an electro-optic
modulator (EOM) where an rf oscillator generates sidebands at ωc ± ωm. The frequency is set
such that one of the sidebands lies on resonance for a particular atomic transition. The other
sideband and original carrier are far enough from resonance that any absorption or phase shift is
negligible. The output of the EOM passes through a cylindrical lens, generating a sheet of probe
light that the atomic sample falls through. The light is then collected on a fast photodetector.
This signal is mixed with the original (phase adjusted) rf oscillator signal, providing a signal that
effectively images the sample.
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ulator (EOM). These sidebands (ωm) are added to the carrier (ωc) such that one of the
sidebands lies at the resonance frequency of a particular transition of the atoms. The
electric field prior to interaction with the sample is then given by
Ein = E0
[
−M
2
ei(ωc−ωm)t︸ ︷︷ ︸
-1 sideband
+ eiωct︸︷︷︸
carrier
+
M
2
ei(ωc+ωm)t︸ ︷︷ ︸
+1 sideband
]
, (7.21)
where M is the modulation index, a measure of the ratio of the power in the carrier
compared to the sidebands, here assumed to be much less than one. This electric field
represents a pure frequency modulated optical spectrum where the sidebands have been
added at ωc ±ωm.
Once modulated, the probe is then passed through the atomic sample where it is ab-
sorbed and phase shifted according to the refractive index as described in Equation (7.4).
After this interaction the electric field is modified such that
E = E0
[
−M
2
e−δ−1−iφ−1 ei(ωc−ωm)t + e−δ0−iφ0 eiωct +
M
2
e−δ1−iφ1 ei(ωc+ωm)t
]
, (7.22)
where ti and φi, i ∈ {−1 , 0 , 1}, represents the absorption and phase shift in the negative
sideband, carrier and positive sideband frequencies respectively. The corresponding in-
tensity is given by I = ce0 |E|2 /2. Under the assumption that the sidebands are of much
lower power than the carrier, M  1 and all terms of order M2 are dropped. In addi-
tion, assuming that the sample is imaged in the regime where it is considered optically
thin, such as large time-of-flight expansion, the assumption may be made that |δ0 − δ1|,
|δ0 − δ−1|, |φ0 − φ1| and |φ0 − φ−1| are 0 allowing the exponential to be approximated,
resulting in the following intensity signal
I =
ce0
2
|E0|2 e−2δ0 [1+ (δ−1 − δ1) M cosωmt + (φ1 + φ−1 − 2φ0) M sinωmt] . (7.23)
The probe light described above is collected by a photodetector with the signal being
converted to an electrical signal. When the absorption in each sideband is not equal
(δ−1 − δ1 6= 0), or the addition of the phase accumulation in the two sidebands is not
equal to twice that in the carrier (φ1 + φ−1 − 2φ0 6= 0), then there will be a beat signal at
the rf frequency ωm due to the sine and cosine components. By phase-shifting the original
modulation and mixing this with the photodetector signal, this beat can be detected.
In practice it is also critical to apply a bandpass filter and amplification to the signal.
The technique lends itself to use of a bandpass filter as the signal is caused by the con-
densate falling through a thin sheet of probe light and will therefore always be of low
frequency. In the case where the modulation frequency is large compared to the natural
linewidth of the atomic transition then the signal is directly proportional to the absorp-
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tion or dispersion. When performing this technique on resonance, this is the optimal
regime for operation.
Finally, assuming that the absorption and phase shift experienced by the carrier and
non-resonant sideband (+1 for the following analysis) are negligible such that
δ1 = δ0 = δ¯ , (7.24)
φ1 = φ0 = φ¯ , (7.25)
where δ¯ and φ¯ are the background absorption and phase shift. Critically, the signal is
now a deviation from these background losses and phase shifts, such that our signal is
I =
ce0
2
|E0|2 e−2δ¯ [1+ ∆δM cosωmt + ∆φM sinωmt] . (7.26)
The two oscillating terms are therefore proportional to the absorption and phase shift
caused by the sample.
In order to calculate the theoretical signal-to-noise ratio for frequency modulation
imaging, let us begin with the above equation, assuming operation at resonance with
zero phase shift and with setup such that there is negligible background on the carrier
or non-interacting sideband, such that ∆φ = δ¯ = 0. In this regime, the optical power
captured by the photodetector is given by
P(t) = P0(1+ ∆δM cosωmt) , (7.27)
where the intensity signal at the detector has been multiplied by the area of the photode-
tector to obtain power. In terms of the number of photons hitting the detector per unit
time, this is
P(t) =
Nh¯ωc
t
(1+ ∆δM cosωmt) . (7.28)
This power includes both the background term and the signal term. The photodetector
converts the optical power to a current according to
i = SPgηP(t) , (7.29)
where SP is the sensitivity of the photodetector, g is the gain and η is the photodetector
efficiency. The beat signal photocurrent is therefore
isig = η
P0
h¯ωc
∆δM cosωmt . (7.30)
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The root-mean square power of the signal is given as
i¯2sig =
1
2
η2
(
P0
h¯ωc
)2
∆δ2M2 , (7.31)
and specifies the signal for frequency modulation imaging.
The noise is simply the shot noise on the counting of background electrons. This is
obtained by considering the background term in Equation 7.28
iSN =
SPgh¯ωc
t
√
Nη , (7.32)
with the corresponding root-mean square current for the noise being
i¯2SN =
S2Pg
2h¯2ω2c
t2
Nη . (7.33)
The signal-to-noise is then given by
SNRFMI =
i¯2sig
i¯2SN
=
P0ηδ2M2t
2h¯ωcB
, (7.34)
where P0 is the total laser power, η is the photodiode efficiency, δ is the sideband absorp-
tion ratio, M is the modulation index, h¯ is Planck’s constant, ωc is the carrier frequency
of the light, and B is the bandwidth of the detector, detecting for time t. The signal-to-
noise ratio is seen to scale with input probe power allowing relatively easy scaling of the
signal. The technique provides a powerful alternative to fluorescence imaging for low
optical depth clouds making it a useful tool for large time-of-flight detection.
Much like fluorescence imaging, frequency modulation imaging is a zero background
detection system as there is little to no background in the rf range. In contrast, however,
FMI has significantly higher detection efficiency. Whereas in fluorescence imaging the
detection efficiency is typically on the order of one percent, frequency modulation imag-
ing allows collection of all probe light.
7.3.1 Experimental frequency modulation imaging
As with the previously detailed absorption imaging, the experimental signal-to-noise
analysis for frequency modulation imaging utilises the ANU Gravimeter. The system
is used to image a 87Rb Bose-Einstein condensate consisting of ∼ 2× 106 atoms at an ef-
fective temperature of ∼ 50 nK after 550 ms of time-of-flight expansion. 100µs prior to
imaging, the condensate is pumped from the D2 ground-state manifold F = 1 hyperfine
level to the F = 2 level. The probe beam, modulated via an electro-optic modulator such
that the ωc +ωs sideband is resonant with the F = 2→ F′ = 3 transition. The condensate
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Figure 7.7: Example experimental frequency modulation imaging data showing a Bose-Einstein
condensate after a 550 ms time-of-flight expansion observed as a high-signal to noise peak (bot-
tom). The signal acquired at the photodetector is analogous to the initial integration along one
axis shown in Figure 7.4. The integrated signal is shown at the top, with the final value of the
cumulative integration taken to be the signal. The noise is magnified in the inset with the cu-
mulative integral shown above. The noise is taken to be the standard deviation of the cumulative
integration. Computing the signal to noise yields a value of∼ 880. A key limitation to the demon-
strated implementation is spatial resolution. Whereas the 550 ms absorption image generated a
signal that has ∼ 500 data points across the region of interest, the frequency modulation imaging
displays only ∼ 150. This could improved by increasing the detection rate and laser power to
enable more data points to be taken in the time the cloud falls through the probe light sheet.
falls through the horizontal light sheet, absorbing this sideband and altering the probe
light. This light is subsequently detected on an ac-coupled photodiode with the output
mixed with the modulation signal. This demodulates the output which is then amplified
and filtered using a bandpass filter. The filter is qualified by the disparity between the
frequency of the cloud falling ( Hz) and the natural linewidth of the atomic transition,
allowing additional suppression of noise.
The resulting demodulated signal corresponds the condensate falling through the
light sheet which allows a mapping from time to space. In effect, an integration along
one dimension has already been applied as a result of the detection method. This is
shown in the bottom of the main plot in Figure 7.7 where the condensate is seen as a high
signal-to-noise peak on a very flat background. A cumulative integration of the signal is
shown in the top of Figure 7.7 with the signal given by the final value of∼ 128. The noise
is calculated variance of the cumulative integration of an atom-free region of the signal
giving a value of ∼ 0.13 and resulting in a signal-to-noise of ∼ 880, approximately 50%
of the fundamental shot noise limit.
As a result of the detection rate, the temporal resolution of the cloud (and correspond-
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ing spatial resolution) is significantly lower than the spatial resolution of absorption
imaging. By increasing the temporal resolution, the signal-to-noise could be increased
dramatically.
The imaging methods discussed in this chapter are capable of high signal-to-noise
images with varying degrees of technical difficulty and optimal for different situations.
Though resulting in excellent signals, the reliance of these techniques on resonant light
to generate a signal inherently means they are destructive. For most applications this is
acceptable as reliable statistics can be generated by performing the same experiment nu-
merous times. However, the ability to continuously image in a single experiment without
destroying the sample would enable faster data acquisition and unlock new dynamical
regimes unable to be statistically probed.
Chapter 8
Dispersive Imaging of Bose Einstein
Condensates
The following chapter presents work summarised in:
• P. B. Wigley, P. J. Everitt, K. S. Hardman, M. R. Hush, C. H. Wei, M. A. Sooriyaban-
dara, P. Manju, J. D. Close, N. P. Robins, and C. C. N. Kuhn. Non-destructive shad-
owgraph imaging of ultra-cold atoms. Optics Letters 41, 4795 (2016). ISSN 1539-4794.
DOI: 10.1364/OL.41.004795.
Whilst techniques relying on the imaginary part of the refractive index are well charac-
terised and understood they are inherently destructive and therefore limit the situations
in which they can be used. From a technical perspective, absorption imaging with res-
onant probe light can lead to saturation of the detector. Whilst this can be reduced by
detuning, doing so generates a non-zero real component to the refractive index, resulting
in lensing and non-ideal behaviour of the imaging system. Similarly, fluorescence imag-
ing has a strong dependence on intensity which can cause a spatially-varying interaction
between the centre of a cloud and the edges. More fundamentally, destructive imaging
restricts the data acquisition to a single image per experiment. In addition to making
data acquisition more time consuming and prone to experimental drift, this rules out any
informative observation of random stochastic processes. Without the ability to image in
real-time, these regimes cannot be probed in any particularly meaningful way. Disper-
sive imaging can provide a way of probing the system without causing heating or de-
struction and can extend the probing regime to suit situations not covered by traditional
destructive techniques. Such methods have been used extensively to observe thermal
clouds and Bose-Einstein condensate alike [199–201], taking advantage of the real part
of the refractive index which generally results in a phase shift on the light. Methods for
imaging using the real part of the refractive index were investigated as early as Hooke,
who noticed the effect of a transparent media on light [202]. More recently, the 1953 No-
bel prize in physics was awarded to Zernike for his work on phase contrast imaging in
the field of microscopy [203]. This work allowed cells to be probed without the need for
the lethal technique of staining. These powerful imaging methods provide a means for
109
110 Chapter 8: Dispersive Imaging of Bose Einstein Condensates
probing physical regimes not accessible to destructive imaging. The following section
will investigate a number of dispersive imaging techniques, outlining various theoretical
and experimental results as well as their advantages and disadvantages in the context of
experimental ultracold physics.
8.1 Scattered photons
An important consideration in dispersive imaging is the amount of spontaneous emis-
sion generated for a given interaction time and a specific detuning from resonance. Each
absorbed photon imparts momentum to the atom, kicking it in the opposite direction
whilst generating a spontaneously emitted photon in a random direction. The recoil en-
ergy of a single resonant photon h¯k for 87Rb corresponds to an energy of ∼ 400 nk [66],
typically greater than the trap depth and enough energy to kick the atom out of the trap
and deplete the condensate. Depending on the optical thickness of the cloud, the scat-
tered photon may be reabsorbed and emitted, adding to the depletion of the condensate.
The number of events is dictated by the mean-free path and can lead to many atoms
being removed from the condensate resulting in destruction of the fragile sample. This
destruction must be minimised in order to facilitate continuous imaging. As the probe
light is detuned further from resonance the cloud becomes optically thin and multiple
scattering events become less common.
The amount of scattering is dictated by the scattering rate, Γscatt, determined by con-
sidering the polarisability of an atomic oscillator given the limit of large detunings [204].
This analysis results in a scattering rate given by
Γscatt(r) =
3pic2
2h¯ω30
(
Γ
∆
)2
I(r) , (8.1)
where c is the speed of light, h¯ is Planck’s reduced constant, ω0 is the frequency of reso-
nance, Γ is the linewidth of the transition, ∆ = ω − ω0 is the detuning of the laser from
resonance and I(r) is the intensity of the light. The total number of scattering events
across an area of beam is given by integrating this expression over the relevant area.
In this context, a probe laser of intensity of 10 Wm−2 illuminating an area of 0.1 mm2
(the approximate spatial area of a condensate in-trap), detuned by 1 GHz from a 6 MHz
linewidth resonance, and exposed for 100µs a total of 100 times, will result in approxi-
mately ∼ 10 scattering events. Such a level of destruction, even after probing the system
100 times would be extremely desirable, even for a relatively small 104 atom condensate
that is typical of the 85Rb condensates produced for this research.
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8.2 Dual-species apparatus
85Rb provides an attractive playground for any non-destructive continuous imaging sys-
tem due to the Feshbach resonance at 155G. This resonance allows for direct manipula-
tion of the non-linearity of the Gross-Pitaevskii equation and provides access to experi-
ments such as solitonic propagation and collisions [51, 205], and the bosenova [43, 182,
206, 207]. In addition the system exhibits a stochastic process called modulational insta-
bility which is dependent on the scattering length. The ability to continuously image the
system in-situ and in a single experimental run is key to gaining any quantitative insight
into this or any other stochastic process.
The experimental apparatus used to produce the dual-species 85Rb/87Rb Bose-Einstein
condensates has been described in detail in [183] with the 87Rb production described in
Section 6.2. Whilst the majority of the experimental procedure is identical, a number of
crucial steps required for 85Rb production require explanation. Figure 6.3 shows a simpli-
fied diagram of the experimental apparatus including the features required for exploiting
the 85Rb Feshbach resonance.
Briefly, a 2D magneto-optical trap (MOT) is used for an initial stage of cooling for
both atomic species. This 2D MOT is used to load a 3D MOT via a pair of co-propagating
push beams, taking approximately 10 s and resulting in approximately 5× 108 and 3× 106
87Rb and 85Rb atoms respectively. 25ms of polarisation gradient cooling is subsequently
applied, resulting in a∼15µK sample and both isotopes pumped to their respective mag-
netic ground states. Using a hybrid magnetic and optical trap, the 85Rb atoms are then
sympathetically cooled using the 87Rb atoms. The remaining cloud, cooled to around
1µK, is transferred to an optical crossed dipole trap where it is cooled further by re-
ducing the dipole beam intensity, driving further sympathetic evaporative cooling until
the Bose-Einstein condensate phase transition is reached, as indicated in Figure 8.1. The
cloud may be loaded into an optical wave-guide beam by extinguishing one of the dipole
beams.
The 85Rb atomic interactions are manipulated using a magnetic bias field through
exploiting a Feshbach resonance present in the isotope. The field is jumped through
the resonance at 155 G to 165.74 G [208], minimising inelastic collisional losses. During
the last 0.5 s of evaporation, the bias field is tuned such that the scattering length of the
85Rb atoms is 254a0, increasing the physical size in order to maximise atom number. By
changing the ratio of the two species in the MOT loading stage, various final ratios can
be produced from pure 85Rb to pure 87Rb.
The experiments benefiting from a non-destructive continuous imaging system with
85Rb stem from the ability to dynamically manipulate the scattering length of the species,
achieved using a magnetic field. This magnetic field imposes constraints on the imaging
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Figure 8.1: The sympathetic evaporation process forming Bose-Einstein condensate in 85Rb. The
top row shows 10 in-trap images of 85Rb captured 100 ms apart with the final image taken 100 ms
before condensation. The lower set shows 10 in-trap images of the same process, instead imaging
87Rb. Sympathetic evaporation cools the sample, with the 87Rb content reducing to zero as the
85Rb atoms become cooler and denser with no observed atom losses. The rightmost picture shows
an absorption image taken after a 22 ms time of flight in order to confirm the phase transition and
to accurately count the number of atoms, 3× 104.
system.
8.3 Probe beam detuning with magnetic fields
A magnetic field applied across the atomic cloud results in a shift of the magnetic sub-
levels causing the resonance frequency of any particular transition to change. Since the
destructiveness of the imaging system is dependent on the detuning from resonance, it
is critically important to understand the effect of the magnetic field on the atomic transi-
tions and to understand which transitions are being used to image.
The theoretical effect of a magnetic field on atomic level structure is explored in detail
in Section 2.3. In summary, in the absence of a magnetic field, the magnetic sub-levels of
each hyperfine state are degenerate. As the magnetic field is increased the degeneracy is
lifted and the magnetic sub-levels split. In the low field limit where the shift in energy
of the atomic states is small compared the hyperfine splitting, the Zeeman effect is suf-
ficient to calculate this change, and the states may be described the quantum numbers
F and mF. As the magnetic field increases beyond this regime, as is the case in most ex-
perimental applications, the splittings become more complex and it becomes necessary
to numerically diagonalise the interaction Hamiltonian, H = Hhfs + HB, where
Hhfs =AhfsI · J (8.2)
+ Bhfs
3(I · J)2 + 32 (I · J)− I(I + 1)J(J + 1)
2I(2I − 1)J(2J − 1) , (8.3)
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and
HB =
µB
h¯
(gJ J + gI I)B , (8.4)
where Ahfs is the magnetic dipole constant, Bhfs is the electric quadrupole constant, µB
is the Bohr magneton, gI is the nuclear g-factor and gJ is the Landé g-factor [66]. The
Breit-Rabi equation provides a notable exception for the ground-state manifold of the D
transition in 85Rb and other species, where an analytic expression exist for the energy
splittings [66].
Numerically diagonalising and solving for the required magnetic field (165.7G) we
obtain the splittings for both the ground and excited hyperfine manifold. Since the 85Rb
condensate is formed with the atoms in the |F = 2 , mF = −2〉 magnetic sub-level, it is
possible to determine the resonance frequency of a transition to any of the excited-state
levels. Subtracting off the ground-state frequency for the given magnetic field, it is possi-
ble to obtain the left part of Figure 8.2. This specifies the resonance frequency of each of
the excited-state levels relative to the initial state. Given the magnitude of the magnetic
field, the ground state is still in the linear regime where the quantum numbers F and
mF are appropriate quantum numbers. In contrast, the excited states are well into the
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Figure 8.2: Spectroscopic analysis of 85Rb atoms at 165.7 G for σ+ and σ−-polarised light. The left
figure shows the energy level splitting for 85Rb as the magnetic field increases from 0 to 165.7 G
relative to the magnetically shifted |F = 2, mF = −2〉 ground-state level that the atoms initially oc-
cupy. The splitting of the ground-state sub-level has also been applied to data, with the remaining
shift entirely due to the excited-state splitting. Two major peaks are seen for each orientation of
σ-light. Lorentzian fits indicate peaks at −437.8± 0.8MHz, −98± 3MHz, 139.0± 0.7MHz and
368.3± 0.6MHz with uncertainties given as the standard error from the fit. Given the proximity
of multiple levels in the vicinity of each peak, it is difficult to determine the specific sub-level
corresponding to the transition. The peaks do allow for accurate detuning from resonance for
dispersive imaging purposes.
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anomalous Zeeman regime where the quantum numbers mI and mJ are instead appro-
priate. Given this mix of regimes, the selection rules governing the transition from the
ground to excited states are non-trivial.
In order to characterise the allowed transitions, spectroscopy was performed at the
required magnetic field with both polarisations of probe light (σ+ and σ−). Since the
condensate occupies the ground-state magnetic sub-level F = 2, mF = −2, the corre-
sponding shift in energy was applied to the data so that the remaining shift is entirely
due to the excited-state splitting as shown in Figure 8.2. The signal was obtained by
taking a single absorption image at a particular detuning and integrating the signal.
This was repeated over a range of detunings. Four peaks were observed with two for
each polarisation. Lorentzian fits indicate peaks at −437.8± 0.8 MHz (σ±), −98± 3 MHz
(σ±), 139.0± 0.7 MHz (σ∓) and 368.3± 0.6 MHz (σ∓) with uncertainties given as the stan-
dard error from the fit. The peak at 370 MHz was chosen for use in subsequent dis-
persive imaging techniques as it provides the largest signal, indicating strong transition
strengths. In addition, this transition allows the probe light to be blue-detuned arbitrarily
far without interference from other resonances.
8.4 Dark field imaging
The first non-destructive images of a Bose-Einstein condensate came only a year after
their first experimental realisation and were obtained using a method called dark field
imaging [32, 209]. The method is a variation of a far older technique called Schlieren
imaging, described by Toepler in 1864 [210]. The technique is shown schematically in
Figure 8.3, where a probe beam is shown to be incident on an atomic sample. The light,
which is far-detuned from resonance interacts with the atoms through the refractive in-
dex as described in the previous chapter. Given the light is far-detuned from resonance,
the majority of the interaction is produced through the real part of the refractive index
and corresponds to a phase shift. A lens placed f from the sample focuses the non-
interacting light to a point where a dark spot is placed, absorbing the light. In contrast,
the light that did interact is collimated by the lens, allowing it to pass around the dark
spot before being re-imaged onto a sensor by a second lens.
The signal detected at the sensor is the intensity of light, given by
I =
1
2
ce0|E|2 , (8.5)
where c is the speed of light, e0 is the vacuum permittivity and E is the electric field
after the interaction. Supposing the electric field of the probe beam is initially Eprobe and
corresponds to a beam with a flat profile that is apertured to be exactly the size of the
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Figure 8.3: Schematic diagram of dark field imaging. The probe light, far-detuned from resonance,
is input on an atomic sample. Part of the light interacts with the sample through the refractive
index. The light that interacts (green) disperses before being subsequently collimated by a lens
placed f from the atoms. The non-interacting light (red) is focused by this lens onto a dark spot
which absorbs the light. A second lens collects and re-images the interacted light on a sensor.
sample then, after interaction with the atoms, the electric field is altered such that
E = Eprobe + Eatoms = Eprobe + Eprobe
(
teiφatoms − 1
)
, (8.6)
where φatoms and t correspond to the dispersive and absorptive terms respectively. Eatoms
is defined such that the initial probe field is entirely altered by the interaction.
Ordinarily this field results in the standard absorption signal measuring optical depth.
Importantly the intensity is calculated through taking the modulus square of the electric
field resulting in the cancellation of any phase signal. Dark field imaging seeks to alter
Equation (8.6) to enable measurement of the phase component even after the conversion
to intensity. This is achieved by blocking the probe beam after the interaction with the
atomic sample. Experimentally this is achieved through clever optical setup (shown in
Figure 8.3) allowing only the non-interacting light to be absorbed and removed. Effec-
tively this is equivalent to removing the output probe field in Equation (8.6) resulting in
a new expression for the electric field given by
E = Eprobe
(
teiφatoms − 1
)
. (8.7)
Once again, the sensor measures the absolute value of the field, however, the removal of
the probe light now ensures the phase term is still present. The intensity at the sensor is
therefore given by
I =
1
2
ce0 |E|2 = I0
(
1+ t2 − 2t cos(φatoms)
)
, (8.8)
where I0 = 12 ce0
∣∣Eprobe∣∣2. In the limit that the probe beam is far-detuned from resonance
such that the absorption is effectively zero, the transmission t = 1. Applying this to the
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expression above simplifies the signal to
I = 2I0 (1− cos(φatoms)) . (8.9)
Since this technique uses a dark-background, the noise is simply the square-root of the
signal, resulting in a signal-to-noise of
SNR =
√
2I0(1− cos(φatoms)) . (8.10)
Dark spot imaging results in a signal that is dependent only on the phase acquired
through interaction with the atoms, and results in a peak signal of 2I0. The derivation
of the electric field given in Equation (8.7) is performed through considering the phasors
of the interacting and non-interacting light. Though persisting throughout the literature,
this approach is only acceptable for small-scale phase objects, with such an approach un-
acceptable for anything large-scale. In the limit of small shifts in phase due to the atoms,
the intensity is found through Taylor expansion, yielding
I ≈ I0φ2atoms . (8.11)
The intensity signal is seen to be proportional to the square of the phase shift. This makes
inversion of the images somewhat difficult and ensures any background subtraction is
problematic. In this limit the signal-to-noise is given by
SNR ≈ φatoms
√
I0 . (8.12)
This limit better reflects the analysis provided here. Use beyond small-scale phase objects
leads to flawed results. A significantly more rigorous approach is required, and although
not provided here is outlined in [211].
The signal is seen to be dependent on the intensity of the probe beam, however this
intensity is limited by the amount of destruction deemed tolerable. Additionally, due to
the size of the focussed probe beam, the dark spot must be positioned to microns making
the system experimentally challenging to implement. Since it operates in the dark field
limit, detector noise becomes the dominant noise source. A bright field alternative to this
system is phase contrast imaging implemented with a phase dot.
8.5 Phase contrast imaging
Extending the previous technique involves using a phase plate to selectively add phase
to the non-interacting light to boost the signal-to-noise and allow a bright field operation
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Figure 8.4: Schematic diagram for phase contrast imaging using a phase dot. The probe light is
input on an atomic sample where part of the light interacts through the refractive index. The light
that interacts (green) disperses and is subsequently collimated by a lens placed f from the atoms.
The non-interacting light (red) is focused onto a phase dot; a large aperture plate with a small
extrusion designed to apply a phase shift onto the non-interacting beam. A second lens collects
and re-images the light on a sensor.
[212, 213]. As illustrated in Figure 8.4, probe light incident on the atomic sample receives
a phase shift compared to the non-interacting light. A lens placed f from the sample col-
limates the dispersed light while focusing the non-interacting light. The non-interacting
light is focused to a point f further from the lens where a phase dot is placed. This
phase dot consists of an optical flat large enough to pass the full aperture of the beam,
with either a small extrusion or intrusion in the centre. This extrusion is manufactured
such that the non-interacting light, now focused to a point, acquires a specific phase shift
compared to the interacted light. The phase shift is calculated to produce the greatest
signal-to-noise. Upon passing through the phase dot, a second lens is used to re-image
the signal onto a sensor with both the interacting and non-interacting light now interfer-
ing at the detector. This setup results in a phase shift on the interacting light in addition
to deliberately adding a phase shift to the non-interacting light as a way of increasing the
signal at the camera. By carefully choosing the phase shift applied to the non-interacting
light, the total signal can be optimised for a specific sample [213].
Returning to Equation (8.6) obtained in the previous section, now allowing the non-
interacting light to acquire a separate phase shift, φdot, from the phase dot, the electric
field after the phase dot is given by
E = Eprobeeiφdot + Eprobe
(
teiφatoms − 1
)
, (8.13)
where φdot is the phase acquired by the light after passing through the dot. This value is
constant and set during manufacture by the specific width chosen for the phase dot. The
intensity incident on the sensor is therefore altered to become
I = I0
(
2+ t2 − 2t cos (φatoms) + 2t cos (φatoms − φdot)− 2 cos (φdot)
)
. (8.14)
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Figure 8.5: Intensity signal at the detector for phase contrast imaging using a phase dot as de-
scribed in Equation 8.14. As the transmission increases (or alternatively, as the detuning increases
to the non-destructive regime) the phase becomes a greater proportion of the signal.
As the system moves from the destructive (t = 0) to non-destructive (t = 1) regime, the
proportion of the signal due to phase changes, as illustrated in Figure 8.5. In reality, the
response is much more complex, as the transmission is a function of both detuning, and
the spatially-dependent density of the sample.
In the limit of small-scale phase objects, and the simpler case of a phase dot of φdot =
pi/2, the intensity simplifies to
I ≈ I0(1+ 2φatoms) . (8.15)
This signal is simpler than the dark spot signal, allowing for convenient background
subtraction before inversion. Whilst the signal theoretically achieves a maximum of 5.8I0,
the size of the phase dot is important and can lead to less than ideal behaviour [214].
Given the phase contrast technique is bright-ground, the noise is larger than that of
dark spot imaging. Taking into account the background subtraction and assuming the
limit of small phase shifts whilst using a pi/2 dot, the noise is 2
√
I0. The shot noise
limited signal-to-noise ratio of phase contrast imaging in the optically thin limit is then
SNR ∝ φ
√
I0 . (8.16)
This signal-to-noise is the same as that of dark spot imaging, but as a result of larger
signal and noise, is less susceptible to technical noise.
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Figure 8.6: Left: The signal at the detector for phase contrast imaging using a phase dot assuming
operation in the non-destructive regime. By varying the phase added to the non-interacting beam,
the signal may be increased. A pi phase dot results in the largest dynamic range, whereas a pi/3
phase dot provides the greatest visibility. Right: The dynamic range and visibility over a full
range of phase dot values. The visibility has a peak at ±pi/3 while the dynamic range has a peak
at pi.
8.5.1 Phase dot optimisation
Naïvely, one might expect the optimum operating value for the phase dot to be pi radians
as this would produce the largest contrast, defined as
C = Imax − Imin. (8.17)
Although the contrast gives a good measure of the ability to detect a signal, visibility is
also an important metric [213], defined as
V = Imax − Imin
Imax + Imin
. (8.18)
Given this metric, a pi/3 phase plate would be optimal as the signal undergoes a full
sweep from the maximum down to zero over the range of phase shifts from the sample.
A pi/3 phase plate results in a visibility of unity and a contrast of 4I0. The pi phase dot
results in a visibility of 0.8 and a contrast of 8I0. One key disadvantage of the phase dot
method is that the phase shift of the dot is constant and set at manufacture. Ideally the
applied phase could be dynamic and optimised to the specific system in order to produce
maximum signal-to-noise.
8.5.2 Manufacture of dot
The manufacture of the phase dot is an important consideration. The light passing through
the phase dot will acquire a phase shift dependent on the refractive in index of the mate-
120 Chapter 8: Dispersive Imaging of Bose Einstein Condensates
rial. The phase shift is given by
φ = k (nref − 1) l , (8.19)
where k = 2pi/λ is the wave number of the probe light of wavelength λ, nref is the refrac-
tive index of the material used in the phase dot and l is the thickness of the phase dot.
Manufacturing and technical considerations determine whether the phase dot should be
a dimple (a thinner section of the plate) or a spot (a thicker section). In order to generate
the optimum visibility, as defined by Equation (8.18), the optimum phase shift to apply
to the non-interacting light is pi/3 leading to a phase dot thickness of either
l =
1
6
λ
nref − 1︸ ︷︷ ︸
extrusion
or
5
6
λ
nref − 1︸ ︷︷ ︸
depression
(8.20)
depending on the whether the dot is a dimple or spot.
Poly methyl methacrylate (PMMA) is a relatively cheap and easy to machine material
having a refractive index of nref = 1.485 at a wavelength of 780 nm. Given this material
and light focussed by a 1 inch lens of focal length 250 mm, the dot would need to be
∼ 9.5µm in diameter and ∼ 390 nm thick.
Despite the merits of phase contrast imaging, the typical sizes required for the phase
dot and the difficulty of manufacture make the technique appreciably difficult. In addi-
tion to manufacturing difficulties, alignment of such a spot also proves to be a non-trivial.
8.6 Polarisation phase contrast imaging
Polarisation phase contrast imaging utilises a magnetic field to polarise the atomic sam-
ple and through birefringence generates a rotation in polarisation of the light that passes
through the sample compared with the non-interacting light [201, 215, 216]. When the
magnetic field is parallel to the imaging beam, the setup is in a Faraday configuration.
Although other configurations exist such as the perpendicular setup of a Voight configu-
ration, the following analysis will focus on a Faraday configuration.
The setup required for Faraday rotation imaging is illustrated in Figure 8.7. Although
this setup is not the simplest possible configuration, it encapsulates the extra necessary
components required to incorporate the system into the existing dual species apparatus.
In particular, given the imaging system shares a path with the vertical MOT beam, an
initial half-wave plate and liquid crystal wave plate are used in combination to enable
fast and robust switching between imaging and MOT optical configurations. In addition,
one of the ports of the polarising beam splitter is incident on the MOT retro-reflector.
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Figure 8.7: Schematic diagram for polarisation phase contrast imaging in the Faraday format.
The diagram also includes technical components crucial for implementation in the existing dual-
species apparatus. Namely, the imaging shares the same optical path through the atoms as the
vertical MOT beam. By combining a half wave plate and a liquid crystal wave plate (LCW),
the system can be dynamically switched during the experimental run to accommodate both sys-
tems. The reflected port of the polarising beam splitter is used for the MOT retro-reflection mirror
limiting use of this port for further imaging information. The magnetic coils polarise the atomic
sample with birefringence generating a rotation in the polarisation of the light that passes through
the sample relative to the light that does not. This difference can be measured using the polarising
beam splitter with both dark and bright-background images possible.
In theory, were the optical setup not sharing the MOT beam line, this port could also
be monitored for extra information. The imaging system uses polarised light, directed
through a half wave plate and on to a sample that is spin polarised by a magnetic field
oriented parallel to the direction of propagation of the light. The light interacts with the
sample and, through birefringence, undergoes a rotation of polarisation relative to the
non-interacting light. The light then passes through a polarising beam splitter before be-
ing imaged onto a sensor. By detecting a change in the intensity of the light at the sensor,
information about the sample can be obtained. By rotating the polarisation of the initial
light, the system may operated in either a bright or dark-background configuration. The
ability to create this polarisation contrast requires much less technical finesse in setup as
it does not require the precise alignment of a dark spot or phase dot. The downside is the
requirement to operate with a magnetic field, which may not be ideal for all samples or
the dynamics being probed.
For the initial analysis, consider purely linear probe light input to the sample, where
the polarisation is given as an angle relative to the final beam splitter. The electric field
before interaction is, in vector form, then
E =
{
E0 cos(θ)︸ ︷︷ ︸
x
, E0 sin(θ)︸ ︷︷ ︸
y
}
, (8.21)
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where the intensity is given by
I =
1
2
ce0|E|2 = 12ce0|E0|
2 . (8.22)
By changing the rotation of this initial polarisation, the amount of light going through
each port of the final beam splitter can be changed with the amount of light being de-
tected by the camera being correspondingly altered. Since the quantisation axis is along
the direction of propagation, the linearly polarised light interacts with the atoms as a su-
perposition of σ+ and σ− circularly polarised light. Transforming the basis of the initial
light to the circular basis, we find
E =
1√
2
{
iE0 (cos(θ)− i sin(θ))︸ ︷︷ ︸
σ+
, iE0 (i sin(θ))− cos(θ)︸ ︷︷ ︸
σ−
}
. (8.23)
The light then passes through the atoms and acquires a phase term in the form of a Fara-
day rotation. In addition to the phase acquired, a certain portion of the incoming photons
will be absorbed destructively. Accounting for the phase and transmission, the electric
field in the circular polarisation basis is modified producing
E =
1√
2
{
ieiφ+ t+E0 (cos(θ)− i sin(θ))︸ ︷︷ ︸
σ+
, ieiφ− t−E0 (i sin(θ))− cos(θ)︸ ︷︷ ︸
σ−
}
, (8.24)
where φ± and t± correspond to the phase and transmission respectively that result from
interaction with the σ+ and σ− components of the light. Given the initial light is linearly
polarised, both interaction terms are present. In theory, if the probe light is far-detuned
away from all possible transitions, only one of the polarisations will produce significant
interaction with the other too far-detuned to result in any phase shift or absorption.
Finally, transforming back to the linear basis to determine the light which passes the
beamsplitter and the light which is reflected, we find
E =
1
2
{
E0ie−iθ
(
t+eiφ+ − t−ei(2θ+φ−)
)
︸ ︷︷ ︸
x
, E0e−iθ
(
t−ei(2θ+φ−) + t+eiφ+
)
︸ ︷︷ ︸
y
}
. (8.25)
The light that makes it to the sensor will be one component of this vector, depending on
whether the system is set up to detect on the reflected or transmitted port of the beam
splitter.
If the system is set up such that in the absence of a sample, all light will be sent to
the non-monitored port, then any rotation caused by the introduction of a sample will
result in more light on the monitored port. In this regime, and assuming that one of the
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Figure 8.8: The intensity signal as a function of the input polarisation. While all polarisations
are not represented by the plot, it does illustrate a number of key regimes. In particular, pure
circularly polarised light (c) produces no atom-dependent signal. Elliptically polarised light (d)
improve upon this, but not as significantly as linearly polarised light (a, b). All linear polarisations
produce the same intensity signal, however, the polarisation direction corresponding to a dark
background on the sensor will yield the lowest noise of all configurations.
transitions is far enough detuned such that the contribution is negligible (t+ = 1 and
φ+ = 0, for example) then the system yields the same signal as the dark spot technique
described in Section 8.4, specifically
E = E0
(
teiφ − 1
)
. (8.26)
In contrast to dark spot imaging, the above technique is technically simpler allaying the
need for extremely precise alignment of a dark spot in the Fourier plane of the light. In
addition, this technique allows for the amount of light reaching the camera to be tuned
using only the initial polarisation orientation. Whilst the technique can operate in both
dark and bright-ground configurations, a dark-ground setup will result in lower shot-
noise. The above derivation began with the assumption of linearly polarised light in-
cident on the sample. It is possible to derive the result for any arbitrary polarisation.
Doing so produces the plot seen in Figure 8.8. Of note is that pure circular polarised light
(c in Figure 8.8) results in no atom-dependent signal. Linear light (a and b) produces the
highest signal with elliptical light (d) producing a diminished signal.
In contrast to dark spot imaging and phase contrast imaging, this technique requires
a magnetic field to operate. This introduces the possibility of a second transition con-
tributing to the signal. Although this possibility exists for phase contrast imaging, the
additional levels are much further detuned than the magnetic sub-levels exploited for
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this technique. Since the signal requires a mixture of σ-polarisations at the atoms, both
transitions can contribute to the signal. In most cases we assume that one of the transi-
tions is so far-detuned as to result in negligible contribution.
8.7 Shadowgraph imaging
In the cases of dark field imaging and phase contrast imaging, the precise alignment of
optics is tantamount to producing high signal-to-noise dispersive images. Polarisation
phase contrast imaging requires a magnetic field to operate, limiting its use in certain
applications. Shadowgraph imaging provides a means of generating a dispersive signal
with relative ease and no additional optics compared with absorption imaging, allow-
ing both methods to be implemented on the same apparatus. In combination with an
optical phase locked loop, the system allows dynamic switching between this disper-
sive technique and absorption imaging within a single experimental cycle, increasing the
applicability and usefulness. The technique itself relies on the spatial scattering of the
probe light due to the dispersive term of the refractive index and has been used exten-
sively in other fields such as xray tomography where it is called phase contrast imaging
[217]. Given this name already refers to a different imaging technique used in cold-atom
physics, other names such as diffraction contrast imaging have been used. Since the sig-
nal is proportional to the second spatial derivative of the density (shown below), the
name shadowgraph imaging applies. Shadowgraph imaging, first described by Hooke
[202] has been used extensively to image transparent media, and often for imaging heat
or pressure waves [218].
The experimental system required to implement the shadowgraph technique is ex-
tremely simple. As illustrated in Figure 8.9, probe light is incident on the atomic sample
acquiring some attenuation and phase shift. The dense condensate means that the phase
shift acts to lens the light, with the focal length extremely close to the sample. A lens
2fd
BEC lens sensor
2f
Figure 8.9: Imaging scheme for shadowgraph imaging. Probe light is incident on the atomic
sample acquiring some attenuation and phase shift. The dense condensate means that the phase
shift acts to lens the light, with the focal length extremely close to the sample. A lens placed 2 f
from the sample collects the interacted and non-interacted light and focuses it onto a sensor.
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placed 2 f from the sample collects the interacted and non-interacted light and focuses it
onto a sensor. By re-imaging the effective lens generated by the condensate, a signal can
be generated. The signal has been theoretically described in both the near-field and far-
field regime using the transport of intensity equation (TIE) and contrast transfer function
(CTF) respectively. In the far-field, the CTF approach is used to solve the inverse prob-
lem and requires multiple images along the beam propagation direction. Despite this
requirement, the technique has been applied to cold atoms [219]. The near-field signal
can be re-imaged using a single lens placed at 2 f or a telescope setup, allowing the TIE
approach to be used and the requirement for multiple images relaxed. This approach
has previously been used to image a magneto-optical trap [220] with low SNR and high
destruction. This research extends the approach to image a Bose-Einstein condensate in-
trap in the far-detuned regime, demonstrating no observable heating or atom loss over
100 images. This section begins with a theoretical consideration of shadowgraph imag-
ing, before using a number of experimental examples to demonstrate the capability and
utility of the system. This includes dual atomic species imaging, continuous imaging
of small 85Rb solitons (∼103 atoms), large 87Rb condensates (∼106 atoms), continuous
acquisition of data over the entire experimental duty cycle (images spaced by 100ms),
dynamical data acquisition where a sequence of shadowgraph images are followed by a
high SNR near-resonant absorption image, and observations of soliton dynamics.
8.7.1 Theoretical signal
As previously described, the refractive index (Equation 7.2) gives rise to an attenuation
and dispersion term that affect the probe beam electric field such that
E = E0T(r) , (8.27)
where T(r) is the transmittance function defined by
T(r) = A(r)eiφ(r) = eB(r)+iφ(r). (8.28)
where B(r) and φ(r) correspond to the absorption and phase shift given by
B (r) =
2pi
λ
∫
Re {nref (r, z)− 1} dz , (8.29)
φ (r) =
2pi
λ
∫
Im {nref (r, z)− 1} dz , (8.30)
respectively, with both components of the refractive index components taken relative
to vacuum. The pattern produced by the interaction with the sample is one of Fresnel
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diffraction with the transmittance altered according to the Fresnel propagator,
PD (x) =
1
iλD
exp
(
i
pi
λD
|x|2
)
, (8.31)
where D denotes the distance of propagation along z. The resultant intensity pattern
at D is given by the modulus square of the transmittance propagated with the Fresnel
propagator,
ID (x) = |T (x) ∗ PD (x)|2 . (8.32)
This propagation becomes simpler when considered in the Fourier domain. Equation
8.31 can be written in Fourier space as
P˜D (f) = exp
(
ipiλD |f|2
)
, (8.33)
where the Fourier transform is defined as
g˜ (f) = F {g (x)} =
∫
g (x) exp (−i2pix · f)dx , (8.34)
where f =
(
fx, fy
)
being the spatial frequency coordinates. In the Fourier domain, equa-
tion 8.32 simplifies and the Fresnel diffraction pattern at the point D becomes
I˜D (f) =
∫
T
(
x− λDf
2
)
T∗
(
x− λDf
2
)
exp (−i2pix · f)dx . (8.35)
Typically, in ultracold atom experiments the sample is formed inside a vacuum chamber,
limiting the imaging to the far-field. In this limit the contrast transfer function approach
may be used to solve the inverse problem with the process described in detail in [217].
This approach requires multiple images along z in order to determine the phase and is
therefore more technically difficult, but has previously been applied to cold atoms [219].
Ideally imaging would occur in the near-field, where the requirement for multiple im-
ages is relaxed. This can be achieved by re-imaging the near-field signal using a single
re-imaging lens placed at 2 f . The imaging system may then be placed far from the sample
and the transport of intensity equation approach used. This approach begins by linearis-
ing Equation (8.35) by way of a Taylor expansion of the transmittance function T(x) given
by Equation (8.28). The Taylor expansion is performed with respect to D, truncating to
first order such that
T(x± λDf/2) ≈ T(x)± 1
2
λDf·∇T(x) . (8.36)
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This expression may then be substituted into Equation (8.35), with the intensity pattern
thus given by
ID(x) = I0(x)− λD2pi∇ [I0(x)∇φ(x)] . (8.37)
Finally as a result of the approximation of the Taylor expansion and the assumption that
D is small, (ID(x) − I0x)/D can be approximated as the partial derivative over z such
that
∇ [I0(x)∇φ(x)] = −2pi
λ
∂
∂z
I0(x) . (8.38)
This expression is known as the transport of intensity equation. Given a particular diffrac-
tion pattern, the inverse problem must be solved to relate this to the density of the sam-
ple. Many approaches exist for solving the inverse problem including partial differential
equation methods [217, 221–225] and Fourier methods [226]. Even in this regime, images
at two locations along the propagation direction are required. Further approximation
can allow the inverse problem to be solved with images at a single location along the
propagation direction. Specifically, in the small D regime, and in the limit of small, flat
absorption whereby t(r) ≈ 1, I0(x) can be moved outside the gradient operator such that
ID (x) = I0
[
1− λD
2pi
∇2φ (x)
]
, (8.39)
where I0 = 12 ce0|E0|2. Given this approximation, the phase is simply
φ(x) = − 2pi
λD
∇−2
[
ID(x)
I0(x)
− 1
]
. (8.40)
The key difficulty here is the computation of the inverse Laplacian. This can be per-
formed using Fourier methods whereby
∇−2 = 1
4pi2
F−1 1
f 2x + f 2y + α
F , (8.41)
where ( f 2x + f 2y )−1 is replaced by zero at the Fourier domain origin with α being a reg-
ularisation parameter chosen to fix the singularity that occurs at fx = fy = 0 [227]. In
situations where the inversion is not possible, certain information such as atom number
may be lost, while for most non-pathological density distributions positional information
can still be obtained as well as relative information.
The condensate effectively lenses the incident light with the optimal signal occurring
at the focal point of this lens (d in Figure 8.9). Since the condensate is dense, the effective
focal length is short compared to that of the imaging lens. This disparity in the depth of
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raw image background subtraction Fourier inversion
Figure 8.10: The raw image from the camera is shown on the left and is seen to display signif-
icant diffraction from various components along the imaging line. Once a background image,
taken without the condensate present, is subtracted, these flaws are reduced significantly. A large
positive region surrounded by negative rings shows the presence of the condensate. Applying a
Fourier method to solve the inverse Laplacian in Equation (8.39) allows the reconstruction of the
structure. The technique for inversion is typically extremely sensitive, especially to the size of
the region around the structure. In practice using the background subtraction enables significant
robust analysis, although direct quantitative analysis of number of atoms and other properties is
not possible.
field allows the sensor to be placed in-focus for normal absorption imaging whilst still
generating a large shadowgraph signal when the probe beam is heavily detuned. This en-
ables the possibility of using both techniques without any experimental alteration, simply
by detuning the probe laser from resonance. Given a method for fast dynamic frequency
control of the probe laser, fast switching between imaging methods is possible, introduc-
ing the capability of taking a series of continuous non-destructive images followed by a
high signal-to-noise absorption image in the same experimental run.
8.7.2 Experimental details and camera plane
To achieve the required detuning of the imaging probe beam, a dedicated external cav-
ity diode laser with optical phase locking loop is used. A master laser locked to an
atomic transition using saturated absorption spectroscopy is beat with the probe laser
on a 12 GHz fast photo detector. The signal is amplified and divided down such that it
can be mixed with a radio-frequency source. The beat lock and feedback is generated
using the method described in [228] with the feedback applied on the probe laser using
piezo control. The phase lock loop provides a lock with narrow linewidth below 1 Hz
and a capture range of 10 MHz enabling swift changes of detuning and dynamic switch-
ing between dispersive and absorption imaging.
The probe beam is delivered to the science table by a polarization maintaining fiber
where it is combined with the vertical MOT beam, sharing the same optical path through
the science cell. This orientation allows for imaging perpendicular to the optical waveg-
uide beam, allowing for non-destructive probing of experiments performed in the waveg-
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Figure 8.11: Scanning the position of the camera in increments of 1 mm and measuring the signal
for each of 10 experimental runs. This is repeated for positive and negative detunings of the same
magnitude (600 MHz). The left and right images show a slice through the maximum value in
the average image. The signal is seen to be negative and large, move through zero and become
positive and increasing. The opposite is seen for the opposite detuning. The centre plot shows
this signal as obtained by using a box around the maximum signal and integrating. The mean
over 10 experimental runs is obtained along with a standard deviation indicated by the points
and error bars respectively. The blue and red points correspond to the probe beam being blue or
red-detuned respectively.
uide. Two liquid crystal wave-plates enable dynamic switching of polarization of this
optical line, allowing different polarizations of light for the MOT and imaging beams. A
dual lens ( f = 10 cm) telescope allows the near-field signal to be re-imaged far from the
vacuum system. Finally a 4 times magnification is achieved using an objective lens with
the subsequent signal detected on a CMOS camera (Point Grey GS3-U3-41C6NIR-C). The
camera has high quantum efficiency (45% at 780 nm) and is capable of kHz frame rates.
The setup enables fast, dynamic imaging that is minimally destructive despite a small
and fragile sample and is seen to be robust to extra optics sharing the same path.
Precise alignment of the lens system and camera plane is crucial to success of the sys-
tem. Slight angular deviations of the optics away from perpendicular to the beam causes
large amounts of diffraction that dominate the signal and manifest as repeating rings, ne-
cessitating a well aligned optics system. In addition, the placement of the camera plane
relative to the optics and condensate is extremely important. Given the shared optics of
the dual-species machine, this was demonstrated instead using a separate machine de-
scribed in detail in [35]. This apparatus allows for greater testing of the shadowgraph
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Figure 8.12: Integrated signal from the 22 ms
TOF absorption system following 100 dispersive
in-trap images spaced 2 ms apart. Maximum de-
struction occurs at resonance and lessens as the
in-trap probe is detuned further. The shaded
area indicates one standard deviation either side
of the mean integrated signal when the in-trap
probe is off. The signal is seen to approach this
region as the detuning approaches 1 GHz. Insets
show the signal in the TOF absorption image
at various detunings from resonance, which at
large detuning show negligible difference. Top
image shows signal integrated along one direc-
tion for each of the measured values of in-trap
detuning.
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technique as the probe beam path is independent of all other optics. The optical setup
for this device is exactly as shown in Figure 8.9, utilising a single lens for imaging. The
conclusions apply to the telescope imaging system used in the dual-species machine, al-
beit with slight modifications. The response of the shadowgraph signal to movement of
the camera plane for both a red and blue-detuned probe beam is shown in Figure 8.11.
The signal at the camera was recorded over a 30 mm range in steps of 1 mm for both
±600 MHz detuning from resonance with 10 experimental runs for each step. The signal
is seen to be opposite in sign for the opposing directions of detuning, with the signal
moving from negative to positive through zero as the camera is scanned along the prop-
agation direction. A slice through the maximum signal is shown in the left and right of
Figure 8.11. The point at which the signal is zero corresponds to when the light focussed
by the condensate is past the focal point and diverging such that it spatially reflects the
flat probe beam without interaction. The negative signal corresponds to when the imag-
ing plane is beyond the focal point and the light is diverging, causing a ‘hole’ in the flat
probe beam. A positive signal corresponds to an imaging plane at or close to the focal
point of the condensate where all the interacted light has been moved into the centre of
the beam. Since there is a large difference between the depth of field of the imaging sys-
tem and the effective focal length of the condensate, the imaging system may be operated
such that it has good dispersive signal while still being in-focus for absorption imaging.
8.7.3 Experimental signal-to-noise and destruction
The imaging system was tested over a range of detunings, time scales and destruction.
Using the dual-species apparatus, a small 85Rb (∼ 104 atoms) condensate was probed
through 100 in-trap images over a GHz range of detuning, with each image taken 2 ms
apart using an exposure of 100µs. The condensate was then dropped and imaged after a
22 ms time-of-flight by a separate horizontal absorption system. Equally, the OPLL could
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Figure 8.13: The signal-to-noise ratio (SNR) for each of the 100 in-trap images for a range of
detunings out to 1.3 GHz. The signal is calculated by integrating an area of pixels around the
maximum signal after a Fourier DCT filter is applied and the images have been averaged over
10 sets. The noise is calculated by integrating the same sized area in a part of the image with no
signal. The SNR is greatest close to resonance, but decays in very few images as the condensate is
destroyed. The SNR falls off as the detuning is increased, however the destruction also decreases,
with the SNR remaining constant over all 100 in-trap images for large detunings. It should be
noted that due to the shape of the cloud, the edges have the lowest optical depth and therefore
the lowest signal. This results in the cloud appearing smaller for larger detunings.
have been used to move the probe detuning on resonance for the final image. Figure 8.12
outlines the change in the condensate as the detuning of the dispersive probe beam is
altered. Close to resonance the condensate is completely destroyed. As the detuning
increases this destruction decreases. The shaded band at the top of the figure indicates
one standard deviation from the mean variation run-to-run with no probe applied. The
absorption signal is seen to approach this regime for large detunings with no change in
atom number or cloud widths observed after expansion. The inset shows the absorption
images for a number of different detunings with the set at 1.3 GHz displaying no qualita-
tive or quantitative difference compared to the situation when no in-trap probing occurs.
The top of the figure displays a once integrated signal for each of the measured detunings
providing a clearer example of the effect of the in-trap probe detuning on the condensate
as measured by the final dropped absorption image.
At large detunings the dropped condensate appears unchanged by the probing. Even
this far detuned, the in-trap signal still remains high, as evidenced by the set of images
in the right of Figure 8.13, where four 20 image subsets are shown for a range of de-
tunings. A Fourier discrete cosine transform filter has been applied to each image and
each has been averaged over a series of 10 runs for each detuning. In application to
stochastic processes, such averaging is unavailable, and the signal drops accordingly. Be-
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Figure 8.14: Dynamic manipulation of in-
trap probe detuning. The 4 images are a
subset of 9 in-trap images with the final
taken on resonance. The system allows
direct observation of a soliton confined
to an optical waveguide decaying into a
soliton train, a stochastic event with the
breakup time and number of components
varying run-to-run. Continuous imaging
enables observation of individual trajec-
tories of stochastic processes.
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yond∼1GHz the signal has negligible decay over the 100 images, and the corresponding
dropped cloud closely resembles the cloud with no in-trap probe beam applied. Integrat-
ing an area of the in-trap image where no signal is present allows a characterization of the
noise. The area of integration is the same for both the signal and the noise. The signal is
given by integrating over both spatial dimensions. The noise is calculated by integrating
an area of the same size where no signal is present. A second, cumulative integration is
performed, with the noise being given by the variance of this result. The resultant SNR is
shown in the left of Figure 8.13. The peak signal is close to resonance, however it decays
exponentially in time as the condensate is destroyed. As the detuning is increased the
signal decreases, but so too does the loss rate due to absorption. Far from resonance, at
1.25GHz, negligible decay occurs and the SNR is ∼ 90 and corresponds to near optimal
operation in terms of both destruction and signal. At this detuning the SNR for a sin-
gle exprerimental run is ∼ 32, being large enough to enable observation and analysis of
stochastic processes.
8.7.4 Applications
The shadowgraph imaging technique, with its ease of setup, was implemented on both
the dual-species experiment and the gravimeter providing extra capability on both ma-
chines. On the dual species machine the continuous imaging enables new regimes of
physics to be quantitatively analysed. As a demonstration the technique was applied to
a stochastic process called modulational instability, shown in Figure 8.14. This process
occurs when a soliton confined to an optical waveguide undergoes stochastic breakup.
The soliton is meta-stable, lying on a saddle-point in a stability landscape. Any devia-
tion away from this point causes the soliton to decay into a soliton train. The onset time
and number of components in the resultant soliton train varies stochastically preventing
single-shot imaging systems from capturing the dynamics. In particular, the onset time is
impossible to accurately measure using single-shot destructive techniques. Continuous
probing allows these dynamics to be observed and analysed with these results being the
subject of a manuscript currently in preparation.
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Figure 8.15: Example use of continuous non-
destructive imaging. The condensate is im-
aged in-trap for a number of frames, allow-
ing oscillation frequency to be calculated. The
condensate is then released from trap and the
acceleration due to gravity observed. By per-
forming this multiple times, a measure of the
variation in initial positions and velocities can
be acquired. Error bars show one standard
deviation about the mean for 20 experimental
runs. Position is obtained via a centre of mass
calculation. Note: the final image shows lower
signal-to-noise due to uneven exposure of the
camera, with this section being saturated. The
centre-of-mass calculation is unaffected.
The non-destructive imaging also allows for single shot estimation of initial position
and velocity of a condensate at release from trap. This would typically require numerous
runs and statistical averaging in order to calculate mean values. Non-destructive imaging
allows these quantities to be measured each run, potentially facilitating post correction of
interferometer measurements based on the result. Figure 8.15 shows an example of such
a measurement. The image on the left is an amalgamation of 10 non-destructive images
taken immediately after release from trap. The condensate is seen to fall and expand and
track out the expected parabolic flight. In order to extract initial velocities and positions,
the centre-of-mass was calculated from the image as
xCOM =
1
M
N
∑
i=1
mixi , (8.42)
yCOM =
1
M
N
∑
i=1
miyi , (8.43)
where mi is the value of the pixel at {xi, yi} and M = ∑Ni,j=1 mi is the total summed value
of all pixels. Typically noise can become a dominant factor in centre-of-mass calculations,
especially with low signal-to-noise images. For this reason, the centre-of-mass is calcu-
lated by providing a limited box around the maximum value and applying a threshold
to the data such that all values below a set point are zero. Performing this calculation, it
is possible to extract the position of the falling cloud as a function of time. By fitting this
data to the standard kinematic equation for an object falling under gravity
x(t) = x0 + v0t +
1
2
gt2 , (8.44)
the initial position x0, the initial velocity v0 and the position x(t) at time t and acceleration
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Figure 8.16: An example of continuous imaging used to measure the dipole trap frequencies. A
series of 84 in-trap images were obtained each 1.5 ms apart. By calculating the centre of mass
for each image, the oscillation in trap can be plotted out. The vertical trap frequency appears to
be slower than that of the horizontal, with values of 8.5± 0.07 Hz and 50.7± 0.1 Hz respectively.
The horizontal oscillation also appears to have a slow frequency coupled in with a frequency of
∼ 4.6± 0.3 Hz. The uncertainty is given by the standard error in the fit. Top two rows display
the integration along one axis over time for each of the two axes, with the top row showing a
basic background subtraction and the second row showing the result of Fourier technique used
to invert the shadowgraph images.
under gravity g can be determined.
An additional benefit of a continuous non-destructive imaging system is a reduction
in the amount of time taking data. Figure 8.16 shows the oscillation of a condensate in-
trap in a single experimental run. The data was obtained by taking 84 images, exposed for
100µs every 1.5 ms. By performing a centre-of-mass calculation on each image, a vertical
and horizontal position at each point in time may be obtained. This data can be fitted
with a sinusoid and the trap frequency extracted. The vertical trap frequency appears
to be slower than that of the horizontal, with values of 8.5± 0.07 Hz and 50.7± 0.1 Hz
respectively. The horizontal oscillation also appears to have a low frequency coupled in
with a frequency of ∼ 4.6± 0.3 Hz. The uncertainty is given by the standard error in the
fit.
The low cost components, coupled with the high performance and utility of this imag-
ing setup make it a powerful tool for ultracold atom experiments.
Chapter 9
Conclusions and outlook
This thesis has presented theoretical and experimental work related to Bose-Einstein con-
densates in three key areas; a theoretical scheme for precise wavefunction manipulation
and generation of solitons, the experimental application of machine learning to the pro-
duction of a Bose-Einstein condensate, and the development of a robust and experimen-
tally straightforward method for continuous non-destructive imaging.
In Chapters 3 and 4 a protocol was developed for precise one-dimensional control of
the density and phase of the macroscopic wavefunction of a Bose-Einstein condensate.
A necessary requirement of any wavefunction engineering is that it be capable of writ-
ing structures at the finest length scale of the system; the healing length. If this is not
achieved, any imprinted phase will only be an approximation of the desired result. Typ-
ically optical techniques are diffraction limited to ∼ 1µm, larger than the healing length.
By exploiting resonance effects, the spatial dependence of the magnetic resonance con-
trol scheme is shifted from the wavelength of light to the strength of the magnetic-field
gradient. This gradient generates a spatially-dependent resonance which can then be
manipulated using radio-frequency radiation to drive adiabatic transfer between inter-
nal states which can be used to imprint phase structures directly to the wavefunction.
Whilst other techniques exist that are not limited by diffraction they are either slow on
the time scale of the condensate dynamics, or they only succeed in generating symmet-
ric structures. The magnetic resonance control scheme is performed many times faster
than the healing time of the condensate, and demonstrably capable of generating non-
symmetric structures. This was illustrated in Chapter 4 where a qausi-one-dimenional
pseudospin-half non-polynomial Schödinger equation was used to simulate a 87Rb con-
densate under application of the magnetic resonance control scheme. The precision of the
scheme was demonstrated by engineering a single black soliton that remained stationary
over the course of five trap periods. Higher order non-linear modes were demonstrated
through generation of oscillating double solitons showcasing the control of the scheme
through manipulation of the position and trajectories. Although the experimental re-
quirements for these examples were demanding, there are a number of pathways for
successful experimental implementation including the use of chip-traps and vector light
shifts. Additionally, the salient dynamics utilise adiabatic rapid passage, a technique
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known to be robust to experimental flaws such as field inhomogeneities and offsets in
frequency.
The results presented in Chapter 4 suggest a pathway for extension of the technique to
higher spatial dimensions through the directional modulation of the magnetic-field gra-
dient, analogous to magnetic resonance imaging. This has the potential to allow for exotic
topological excitations such as spin knots in the polar order of a quantum fluid [229] to
be engineered in a precise and robust way.
In Chapter 6 a machine learning algorithm was developed and implemented on the
evaporative cooling stage of the production of a Bose-Einstein condensate with the al-
gorithm converging to a successful set of parameters. The machine learning algorithm,
based on Gaussian processes was found to be faster than the well-characterised Nelder-
Mead optimisation algorithm. The algorithm can, unlike Nelder-Mead, take into account
the uncertainty in a measurement. The appeal of Gaussian processes for experimental op-
timisation is the ability to feed information about the uncertainty of the measured data,
resulting in an algorithm more robust to the noise typically encountered in experimental
applications. Furthermore, the algorithm was designed to imitate the scientific method,
using a varying internal cost function to determine whether to refine the current model
through testing uncertain points, or to test the optimal point in the model. This optimal
point is found through a gradient descent method implemented thousands of times in an
experimental run allowing the refinement of the optimum much quicker than the time
scale of the experimental duty-cycle.
In addition, the model produced by the algorithm can be used in a predictive manner
and enable insight into the relationship between controls and experiment. The model is
generated using a set of correlation lengths that are used to quantify the sensitivity of
each parameter. The choice of correlation length was found to be extremely subtle and
nuanced with more intensive versions enabling the classification of the importance of
each parameter. It was found that by setting a static correlation length, the algorithm
was able to converge faster, but with less information about the landscape. Allowing for
a dynamically optimised correlation length, the algorithm was able to identify important
and unimportant parameters, enabling guided experimental design in order to eliminate
the extraneous parameters.
Extensive discussion has been generated on the topology of optimisation landscapes
and the overwhelming disparity between the amount of experiments required for online
optimisation compared with a brute force search, with certain landscapes proven to be
‘trap-free’. The work presented in this thesis adds to this discussion with the observation
that Nelder-Mead always converged to a set of successful parameters despite being a
local solver susceptible to traps in the landscape. Many other applications for machine
learning exist in the realm of ultracold atoms with the prospect of providing additional
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evidence toward the discussion of quantum optimisation topology.
The cost function used in the optimisation of the evaporative cooling could be aug-
mented to include a measure of the number of atoms, or the time spent on evaporation.
By careful design of the cost function, it might be possible to generate larger condensates
in a shorter time. Further, atomic species with more complex scattering properties may
have non-trivial ‘tricks’ that could be exploited using machine learning to enable cooling
where it might otherwise have been problematic. The machine learning algorithm addi-
tionally provides a pathway for implementing the magnetic resonance control scheme,
allowing direct characterisation of the relationship between the controls and the quality
of the outcome. This has the potential to significantly decrease the system identification
and analysis overhead when optimizing the experimental parameters.
In Chapter 8, a fast, dynamically tunable system capable of imaging a Bose-Einstein
condensate in-trap in the far-detuned regime with negligible destruction was presented
and demonstrated no observable heating or atom loss over 100 images. Numerous exper-
imental examples demonstrated the capability and utility of the system. This included
simultaneous dual atomic species imaging, continuous imaging of small 85Rb solitons
(∼103 atoms), large 87Rb condensates (∼106 atoms), continuous acquisition of data over
the entire experimental duty-cycle (images spaced by 100ms), and dynamical data ac-
quisition where a sequence of shadowgraph images are followed by a high SNR near-
resonant absorption image. Whilst shown in application to 85Rb and 87Rb, the technique
generalises to other atomic species and is shown to be capable of imaging a small sample
of only 104 atoms up to 100 times with high signal to noise (∼33 in a single experimental
run), negligible decrease in atom number, and no observable heating. With the ability to
dynamically change the detuning of the probe beam, the dispersive imaging can be fol-
lowed by a high signal-to-noise absorption image for accurate analysis. The performance
was characterised and a number of applications presented, demonstrating the benefit of
such a system to any cold atom experiment.
The combination of continuous non-destructive imaging with machine learning has
the potential to enable real-time feedback control of a Bose-Einstein condensate. Much
theoretical work has been undertaken using complex quantum field dynamics to model
the heating due to measurement back-action and the actual feedback, with results sug-
gesting that feedback control using a non-destructive measurement is possible [104, 230].
Though the theoretical modelling exists, experimental details often obscure the relation-
ship between control and sample. Machine learning could be used to bridge this gap,
allowing modulation of trapping potential and inter-particle interactions with the goal of
condensation without the number expensive requirement of evaporative cooling.
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