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POLYNOMIAL DECAY OF THE GAP LENGTH FOR Ck
QUASI-PERIODIC SCHRO¨DINGER OPERATORS AND
SPECTRAL APPLICATION
AO CAI AND XUEYIN WANG
Abstract. For the quasi-periodic Schro¨dinger operators in the local
perturbative regime where the frequency is Diophantine and the poten-
tial is Ck sufficiently small depending on the Diophantine constants, we
prove that the length of the corresponding spectral gap has a polyno-
mial decay upper bound with respect to its label. This is based on a
refined quantitative reducibility theorem for Ck quasi-periodic SL(2,R)
cocycles, and also based on the Moser-Po¨schel argument for the related
Schro¨dinger cocycles. As an application, we are able to show the homo-
geneity of the spectrum.
1. Introduction
Consider the one dimensional discrete Schro¨dinger operator defined on
ℓ2(Z):
(HV,α,θu)n = un+1 + un−1 + V (θ + nα)un, ∀ n ∈ Z,
where θ ∈ Td = Rd/Zd is called the phase, α ∈ Td is the frequency, and
V : Td → R is called the potential. The most important example is the
almost Mathieu operator (AMO), which is defined as
(Hλ,α,θu)n = un+1 + un−1 + 2λ cos 2π(θ + nα)un, ∀ n ∈ Z,
where λ ∈ R is called the coupling constant.
These operators have been widely studied due to their close relations to
quasi-crystal and quantumHall effect in physics, see [24, 12]. For Schro¨dinger
operators, people are always concerned with the topological structure of
the spectrum and the property of the spectral measure. Note that there
has been a lot of progress for the analytic potential V ∈ Cω(Td,R), see
[2, 4, 27, 18, 14], however the results are relatively rare for the lower reg-
ularity case. In this paper, we focus on the topological structure of the
spectrum for Schro¨dinger operators with V ∈ Ck(Td,R).
1.1. Spectral gaps. Denote by ΣV,α,θ the spectrum of HV,α,θ, which is
independent of θ if (1, α) is rationally independent. It is well known that
when V is bounded, HV,α,θ is a bounded self-adjoint operator on ℓ
2(Z) and
ΣV,α ∈ R. Any bounded connected component of R\ΣV,α is called a spectral
gap. By the Gap-Labelling Theorem [17, 26], each spectral gap can be
labelled by a unique m ∈ Zd such that NV,α(E) = 〈m,α〉 mod Z (the
1
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label should be −m for the positive Laplacian case), where NV,α(E) is the
integrated density of states of HV,α,θ. Moreover, different gaps correspond
to different labels. Denote by Gm(V ) = (E
−
m, E
+
m) the gap with label m.
Recall that α is Diophantine if α ∈ DCd(γ, τ) with γ > 0, τ > d, where
DCd(γ, τ) =
{
α ∈ Rd : inf
l∈Z
|〈m,α〉 − l| ≥ γ|m|τ ,∀ m ∈ Z
d\{0}
}
.1
Seeds of the upsurge in studying the spectral structure had already been
planted by D. Hofstadter in 1976, when he discovered the marvelous “Hof-
stadter’s butterfly” and gave a graphical representation of the spectrum of
the AMO for λ = 1 at different frequencies [21]. Afterwards, Thouless-
Kohmoto-Nightingale-Nijs [37] showed that the wings (namely gaps) of the
butterfly are characterized by the Chern numbers (namely the labels “m”
defined above). More recently, Simon [34] stated the conjecture, known as
the famous “Ten Martini Problem” after an offer by Mark Kac in 1981, that
the spectrum of AMO is a Cantor set for all λ 6= 0 and all α ∈ R\Q. The first
contribution was made by Bellissard and Simon, in [7] they proved that for
generic parameters (λ, α) the spectrum of AMO is a Cantor set through ra-
tional approximation. Recent breakthrough belongs to Puig [31] who proved
that the Ten Martini Problem holds for all λ 6= 0,±1 and α ∈ DC1 via re-
ducibility and Aubry duality, where α is of full Lebesgue measure. Finally,
Avila and Jitomirskaya [2] completely solved this conjecture by several in-
gredients including Kotani theory and the analytic continuation techniques
in the study of Wely’s m-functions. The “Dry Ten Martini Problem” fur-
ther conjectures that all the spectral gaps are open for all λ 6= 0 and all
α ∈ R\Q. Avila-Jitomirskaya [2] proved that all the gaps of Hλ,α,θ are
open for β(α) > 02 and e−β(α) < |λ| < eβ(α). For β(α) < ∞, Liu-Yuan [28]
showed that Hλ,α,θ has all gaps open if 0 < |λ| < e−Cβ for some absolute con-
stant C by quantitative version Aubry duality. For λ 6= 1, it was solved by
Avila-You-Zhou [4] via quantitative almost reducibility and Aubry duality.
Moreover, for α ∈ DC1 Leguil-You-Zhao-Zhou [27] obtained the exponential
asymptotic behavior on the gaps of AMO recently. More precisely, for any
m ∈ Z\{0} and ξ ∈ (0, 1), C˜λξ˜|m| ≤ |Gm(λ)| ≤ Cλξ|m| when λ ∈ (0, 1)
and C˜λ−ξ˜|m| ≤ |Gm(λ)| ≤ Cλ−ξ|m| when λ ∈ (1,∞) with some constant
C = C(λ, α, ξ) > 0, C˜ = C˜(λ, α) and ξ˜ > 1. For the exponential decay of
the gap length for the extended Harper’s model, see Shi and Yuan [33] and
Xu and Zhao [39].
For the analytic Schro¨dinger operators, Eliasson [18] proved that for fixed
α ∈ DCd, ΣV,α is a Cantor set for generic potentials by Moser-Po¨schel ar-
gument [30]. Later, with the schemes of localization and Aubry duality,
1DCd = ∪γ>0,τ>dDCd(γ, τ ) is of full Lebesgue measure. Actually, for any fixed τ > d,
∪γ>0DCd(γ, τ ) is also of full Lebesgue measure.
2Let pn/qn ∈ Q be the continued fraction approximants of α ∈ R\Q, then β(α) :=
lim supn→+∞
ln q
n+1
qn
.
3Puig [32] extended this result to the non-perturbative case, i.e., the small-
ness of the potential is independent of the frequency. By almost reducibil-
ity, Amor [20] proved that if V is sufficiently small and α ∈ DCd, then
for all m ∈ Zd, Gm(V ) is at least sub-exponentially small with respect
to m. After that, through multi-scale analysis scheme and Aubry duality
Damanik and Goldstein [13] showed that if the Fourier coefficients of V sat-
isfy |V̂ (m)| ≤ εe−r0|m| for any m ∈ Zd, then |Gm(V )| ≤ 2εe−
r0
2
|m|, where
ε := sup|ℑθ|<r0 |V (θ)| is small enough. Later on, Leguil-You-Zhao-Zhou [27]
improved the results so that |Gm(V )| ≤ ε 23 e−r|m| holds for any m ∈ Zd\{0}
if sup|ℑθ|<r0 |V (θ)| < ε is sufficiently small, where the exponential decay rate
r ∈ (0, r0) can be arbitrarily close to r0. For weakly coupled quasi-periodic
Schro¨dinger operators with Liouville frequencies, Liu and Shi [29] proved
the size of the spectral gaps decays exponentially.
Progresses have also been made in Schro¨dinger operators with poten-
tials of lower regularity. Avila-Bochi-Damanik [4] proved that given any
frequency α ∈ Td rationally independent, the spectrum ΣV,α is a Cantor
set for generic V ∈ C0(Td,R). Moreover, Cai and Ge [9] proved Cantor
spectrum for generic small and finitely smooth potential for α ∈ DCd by
reducibility. Wang and Zhang [38] proved that if V has two non-degenerate
extremals (one is minimal and the other is maximal) and V ∈ C2(T,R),
then ΣλV,α is a Cantor set for sufficiently large λ and α ∈ DC1.
As shown in [13], the decay rate of gap length is closely related to the decay
of Fourier coefficients of the potential V , which implies the dependence on
the regularity of the potential. Hence one can not expect exponential decay
in the Ck case, but only the polynomial decay since the Fourier coefficients
of Ck potentials decay polynomially. In this paper, we prove:
Theorem 1.1. Let α ∈ DCd(γ, τ), V ∈ Ck(Td,R) with k ≥ D0τ where
D0 is a numerical constant. There exists ε = ε(γ, τ, k, d) > 0 such that if
‖V ‖k ≤ ε, then
(1) |Gm(V )| ≤ ε
1
4 |m|− k9 .
1.2. Homogeneous spectrum. Based on polynomial decay of the gap
length and Ho¨lder continuity of the integrated density of states (see Sec-
tion 2.3), one can easily conclude the homogeneity of the spectrum. Recall
that in [11], the concept of a homogeneous set is defined as follows:
Definition 1.1. Let µ > 0, a closed set B ⊂ R is called µ-homogeneous if
|B ∩ (E − ǫ, E + ǫ)| > µǫ, ∀ E ∈ B, ∀ 0 < ǫ < diamB.
The homogeneity of the spectrum is vital in the inverse spectral theory,
see the fundamental work of Sodin and Yuditskii [35, 36]. It was shown
that the homogeneity of the spectrum implies the almost periodicity of the
associated potentials [35, 14]. Particularly, the homogeneity of the spectrum
is deeply related to Deift’s conjecture [8, 15]. Recall that Deift’s conjecture
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asks: whether the solutions of the KdV equation are almost periodic if the
initial data is almost periodic? In the continuous case, Binder-Damanik-
Goldstein-Lukic [8] proved that for small analytic quasi-periodic initial data
with Diophantine frequency, the solution of the KdV equation is almost
periodic in time variable. In the discrete case, Leguil-You-Zhao-Zhou [27]
proved that for the subcritical potential V ∈ Cω(T,R), the Toda flow is
almost periodic in time variable for the almost periodic intial data with
β(α) = 0.
There are several positive results on the homogeneity of the spectrum in
the analytic case. In the discrete case, Leguil-You-Zhao-Zhou [27] proved
that if α ∈ SDC13, then for a (measure-theoretically) typical analytic po-
tential V ∈ Cω(T,R), ΣV,α is µ-homogeneous for some µ ∈ (0, 1). For the
special example AMO, they further proved that if β(α) = 0 and λ 6= 1, then
Σλ,α is µ-homogeneous. Recently, Jian and Shi [23] proved the homogeneity
of the spectrum for the non-self dual extended Harper’s model with a Liou-
ville frequency. Liu and Shi [29] proved similar results for the weakly coupled
quasi-periodic Schrodinger operators with Liouville frequencies. In the con-
tinuous case, consider the continuous quasi-periodic Schro¨dinger operators
on L2(R):
(LV,ωy)(t) = −y′′(t) + V (ωt)y(t).
Damanik-Goldstein-Lukic [14] proved that for fixed ω ∈ DCd, the spectrum
of LV,ω is 12 -homogeneous if V is analytic and small enough.
Lately, there is also an intriguing counter example constructed by Avila-
Last-Shamis-Zhou. In [5], they showed that even for the AMO, its spectrum
is not homogeneous if e−
2
3
β(α) < λ < e
2
3
β(α). Note that all the related
contributions above deal with the analytic case. However, to the best of our
knowledge there is no result in the finitely differentiable case at present.
In this paper, we prove the following:
Theorem 1.2. Let α ∈ DCd(γ, τ), V ∈ Ck(Td,R) with k ≥ D0τ , where D0
is a numerical constant. There exists ε¯ = ε¯(γ, τ, k, d) such that if ‖V ‖k ≤ ε¯,
then ΣV,α is µ-homogeneous for some µ ∈ (0, 1).
As is already mentioned in the abstract, our philosophy throughout the
whole paper is that fine reducibility properties of the dynamics indicate
nice spectral applications of the operator. In this spirit, the main body is
organized as follows.
1.3. Structure of the paper. In Section 2, we give some basic concepts
and notations, which will appear both in the dynamical side and the spectral
side. In Section 3, we prove the quantitative reducibility of Ck quasi-periodic
SL(2,R) cocycles with the rotation number being rational with respect to
the frequency in the local perturbative regime. As for Section 4, by the
3If there exist γ, τ > 0 such that ‖nα‖R\Z ≥
γ
|n|(log |n|)τ
, then α is strong Diophantine,
and denote by α ∈ SDC1(γ, τ ). Let SDC1 = ∪γ,τ>0SDC1(γ, τ ).
5Moser-Po¨schel argument of quasi-periodic Schro¨dinger cocycles and the re-
ducibility results, we prove that the upper bound of the gap length decays
polynomially. As an application, we show the homogeneity of the spectrum
in Section 5.
2. Preliminaries
For a bounded analytic function F (possibly matrix-valued) defined on
Sr = {θ : θ = (θ1, · · · , θd) ∈ Cd, |ℑθi| < r,∀ i = 1, · · · , d}, let |F |r =
supθ∈Sr ‖F (θ)‖ and denote by Cωr (Td, ∗) the set of these ∗-value functions (∗
will usually denote R, sl(2,R) or SL(2,R)). We also denote the set Ck(Td, ∗)
to be the space of k times differentiable with continuous k-th derivatives
functions, endowed with the norm
‖F‖k := sup
|k′|≤k,θ∈Td
‖∂k′F (θ)‖.
In particular,
‖F‖0 := ‖F‖Td = sup
θ∈Td
‖F (θ)‖.
2.1. Quasi-periodic cocycle, uniform hyperbolicity and reducibil-
ity. Given A ∈ C0(Td,SL(2,C)) and (1, α) rationally independent, one can
define the quasi-periodic cocycle (α,A):
(α,A) :
{
Td ×C2 → Td × C2,
(θ, v) 7→ (θ + α,A(θ) · v).
The iterates of (α,A) are of the form (α,A)n = (nα,An), where
An(θ) :=
{
A(θ + (n− 1)α) · · ·A(θ + α)A(θ), n ≥ 0,
A−1(θ + nα)A−1(θ + (n + 1)α) · · ·A−1(θ − α), n < 0.
We say the cocycle (α,A) is uniformly hyperbolic if for every θ ∈ Td, there
exists a continuous splitting C2 = Es(θ)⊕Eu(θ) such that for every n ≥ 0,
‖An(θ)v‖ ≤ Ce−cn‖v‖, v ∈ Es(θ),
‖A−n(θ)v‖ ≤ Ce−cn‖v‖, v ∈ Eu(θ),
for some constants C, c > 0. And the splitting is invariant by the dynamics:
A(θ)Es(θ) = Es(θ + α), ∀ θ ∈ Td,
A(θ)Eu(θ) = Eu(θ + α), ∀ θ ∈ Td.
Typical examples of SL(2,R) cocycles are the Schro¨dinger cocycles (α, SVE ):
A(θ) = SVE (θ) =
(
E − V (θ) −1
1 0
)
, E ∈ R.
Those cocycles come from the eigenvalue equation of one dimensional quasi-
periodic Schro¨dinger operators on ℓ2(Z):
(HV,α,θu)n = un+1 + un−1 + V (θ + nα)un = Eun,
6 AO CAI AND XUEYIN WANG
and any formal solution u = (un)n∈Z of HV,α,θu = Eu satisfies(
un+1
un
)
= SVE (θ + nα)
(
un
un−1
)
, ∀ n ∈ Z.
The spectral properties of HV,α,θ and the dynamics of (α, S
V
E ) are closely
related by the fact: E /∈ ΣV,α if and only if (α, SVE ) is uniformly hyperbolic
[25].
The concepts of reducibility and almost reducibility in both Cω case and
Ck case are indispensable when one deals with Schro¨dinger cocycles.
Definition 2.1. The cocycle (α,A(θ)) ∈ Td × Cω(Td,SL(2,R)) is called
Cωr,r′ almost reducible with r
′ < r if there exist Bj ∈ Cωrj(2Td,SL(2,R)),
Aj ∈ SL(2,R) and fj ∈ Cωrj (Td, sl(2,R)) such that
Bj(θ + α)
−1A(θ)Bj(θ) = Aje
fj(θ),
and
|fj(θ)|rj → 0, j → +∞.
Moreover, the cocycle (α,A(θ)) is called Cωr,r′ reducible if there exist B˜ ∈
Cωr′(2T
d,SL(2,R)) and A˜ ∈ SL(2,R) such that
B˜(θ + α)−1A(θ)B˜(θ) = A˜.
In the finitely differentiable case, one has the definition of almost re-
ducibility and reducibility similarly as in Definition 2.1. However, to avoid
repeating the narrative, we give another equivalent definition.
Definition 2.2. The cocycle (α,A(θ)) ∈ Td × Ck(Td,SL(2,R)) is called
Ck,k
′
almost reducible if the Ck
′
-closure of the its Ck
′
conjugacies contains
a constant. Moreover, the cocycle (α,A(θ)) is called reducible if its Ck
′
conjugacies contain a constant.
2.2. Fibered rotation number. Assume that A ∈ C0(Td,SL(2,R)) is
homotopic to the identity. It induces the projective skew-product FA :
Td × S1 → Td × S1 with
FA(x,w) :=
(
x+ α,
A(x) · w
‖A(x) · w‖
)
,
which is also homotopic to the identity. Thus we can lift FA to a map
F˜A : T
d×R→ Td×R of form F˜A(x, y) = (x+α, y+ψx(y)), where for every
x ∈ Td, ψx is Z-periodic. The map ψ : Td × R → R is called a lift of A.
Let µ be any probability measure on Td × R which is invariant by F˜A, and
whose projection on the first coordinate is given by Lebesgue measure. The
number
ρ(α,A) =
∫
Td×R
ψx(y)dµ(x, y) mod Z
depends neither on the lift ψ nor on the measure µ, and is called the fibered
rotation number of the cocycle (α,A).
7Given ϕ ∈ T, let Rϕ :=
(
cos 2πϕ − sin 2πϕ
sin 2πϕ cos 2πϕ
)
. If A : 2Td → SL(2,R) is
homotopic to θ ∈ Td → R 〈n,θ〉
2
for some n ∈ Zd, then n is called the degree
of A which is denoted by degA. The fibered rotation number is invariant
under real conjugacies which are homtopic to the identity. More generally,
if (α,A1) is conjugated to (α,A2), i.e., B(θ + α)
−1A1(θ)B(θ) = A2(θ), for
some B : 2Td → SL(2,R), then
(2) ρ(α,A2) = ρ(α,A1)− 〈degB,α〉
2
mod Z.
Moveover, it follows from the definition of rotation number that
Lemma 2.1. If A : Td → SL(2,R) is homotopic to the identity, then
|ρ(α,A) − ϕ| < ‖A−Rϕ‖Td .
2.3. Integrated density of states. For Schro¨dinger operators HV,α,θ, an
important concept is the integrated density of states (IDS), which is the
function NV,α : R→ [0, 1] defined by
NV,α(E) =
∫
Td
µV,α,θ(−∞, E]dθ,
where µV,α,θ = µ
e−1
V,α,θ + µ
e0
V,α,θ is the spectral measure of HV,α,θ, and {ei}i∈Z
is the cannonical basis of ℓ2(Z). In particular, {e−1, e0} are called the cyclic
vectors of HV,α,θ.
Another way to characterize the IDS is to calculate the distribution of
eigenvalues by truncating the operator HV,α,θ in the interval [−L,L]. Con-
sider HLV,α,θ the restriction of HV,α,θ in [−L,L] with zero boundary condi-
tions, and let
NLV,α,θ(E) =
1
2L+ 1
#{x : x ≤ E, x is eigenvalue of HLV,α,θ}.
Then the IDS can be defined by
NV,α(E) = lim
L→∞
NLV,α,θ(E),
where the limit exists and is independent of θ. For more details, readers can
refer to [6]. Moreover, ρ(α, SVE ) relates to the IDS as follows:
(3) NV,α(E) = 1− 2ρ(α, SVE ) mod Z.
2.4. Analytic approximation. Assume f ∈ Ck(Td, sl(2,R)), according to
Zehnder’s result [40], there exist a sequence {fj}j≥1 with fj ∈ Cω1
j
(Td, sl(2,R))
and a universal constant C ′ > 0, such that
‖fj − f‖k → 0, j → +∞,
|fj | 1
j
≤ C ′‖f‖k,
|fj+1 − fj| 1
j+1
≤ C ′(j)−k‖f‖k.
(4)
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Moreover, if k ≤ k′ and f ∈ Ck′(Td, sl(2,R)), these inequalities (4) hold with
k′ instead of k. That means this sequence is obtained from f regardless of
its regularity. Actually, fj is the convolution of f with a map which does
not depend on k.
3. Dynamical estimates of Ck quasi-periodic cocycle
Kolmogorov-Arnold-Moser theory naturally arrives in the study of per-
turbative problems. In the light of classical KAM theory for smooth Hamil-
tonians, we use the analytic approximation to derive estimates of finitely
differentiable cocycle from those of analytic ones. To achieve this, we first
establish an analytic KAM theorem.
3.1. Analytic KAM theorem. Let us consider the following quasi-periodic
SL(2,R) cocycle
(α,Aef(θ)) :
{
Td × R2 → Td ×R2,
(θ, x) 7→ (θ + α,Aef(θ) · x),
where α ∈ DCd(γ, τ), A ∈ SL(2,R) and f(θ) ∈ Cωr (Td, sl(2,R)) with r > 0.
Assume |f |r is sufficiently small, we are going to show that the perturbation
falls into a much smaller magnitude by analytic conjugacy.
Proposition 3.1 ([10]). Let α ∈ DCd(γ, τ), γ, r > 0, τ > d and σ = 110 .
Then for any r+ ∈ (0, r), there exist c = c(γ, τ, d) and a numerical constant
D such that if
(5) |f |r < ε0 ≤ c‖A‖D (r − r+)
Dτ ,
then there exist B(θ) ∈ Cωr+(2Td,SL(2,R)), A+ ∈ SL(2,R) and f+(θ) ∈
Cωr+(T
d, sl(2,R)) such that (α,Aef(θ)) is conjugated to (α,A+e
f+(θ)) by B(θ),
i.e.
B(θ + α)−1Aef(θ)B(θ) = A+e
f+(θ).
More precisely, let N = 2| ln ε0|r−r+ and {e2πiρ, e−2πiρ} be the two eigenvalues of
A, we can distinguish two cases:
(A)(Non-resonant case) Assume that
‖2ρ− 〈n, α〉‖R/Z ≥ εσ0 , ∀ n ∈ Zd with 0 < |n| ≤ N,
then we have estimates:
|f+(θ)|r+ ≤ 4ε3−2σ0 , |B(θ)− Id|r+ ≤ ε
1
2
0 , ‖A+ −A‖ ≤ 2‖A‖ε0.
(B)(Resonant case) If there exists n∗ ∈ Zd with 0 < |n∗| ≤ N such that
‖2ρ− 〈n∗, α〉‖R/Z < εσ0 ,
then
(6) B(θ) = P ◦ eY (θ) ◦R 〈n∗,θ〉
2
,
9where P ∈ SL(2,R), Y ∈ Cωr+(Td, sl(2,R)) and R 〈n∗,θ〉
2
is the rotation matrix
as in Section 2.2 with estimates:
(7) |B(θ)|r+ ≤ 4‖A‖
1
2 γ−
1
2 |n∗| τ2 eπ|n∗|r+ , |f+(θ)|r+ ≪ ε1000 .
Moreover, degB(θ) = n∗ and the constant A+ can be written as
(8) A+ =M
−1 exp 2π
(
it+ ν+
ν+ −it+
)
M
with estimates |ν+| ≤ 4‖A‖γ−1|n∗|τε0e−2π|n∗|r and |t+| ≤ 35εσ0 , where M =
1
1+i
(
1 −i
1 i
)
and t+ ∈ R, ν+ ∈ C. Let A+ := eA′′ with A′′ ∈ sl(2,R) and
{e2πiρ+ , e−2πiρ+} be the two eigenvalues of A+, then
‖A′′‖ ≤ 8εσ0 , |ρ+| ≤ 2εσ0 .
Remark 3.1. Proposition 3.1 has been proved in [10] essentially, however,
the arguments of (7) and (8) are new, so we will give a brief proof. Moreover,
we can choose for example D = 1000.
Proof. It is enough to deal with the resonant case. Combine the resonant
condition ‖2ρ−〈n∗, α〉‖R/Z < εσ0 with ‖〈n∗, α〉‖R/Z ≥ γ|n∗|τ , one can get that
γ
|n∗|τ ≤ ‖〈n
∗, α〉‖R/Z ≤ εσ0 + 2|ρ| ≤
γ
2|n∗|τ + 2|ρ|,
hence |ρ| ≥ γ4|n∗|τ . We only consider the elliptic case since it belongs to the
non-resonant case if ρ ∈ iR. By Lemma 8.1 in [22], one can find constant
matrix P ∈ SL(2,R) to diagonalize A, i.e.,
P−1AP =M−1 exp
(
2πiρ 0
0 −2πiρ
)
M := A′ ∈ SO(2,R).
with
‖P‖ ≤
√
2‖A‖
|ρ| ≤ 2
√
2‖A‖ 12 γ− 12 |n∗| τ2 .
Denote g(θ) = P−1f(θ)P ∈ Cωr (Td, sl(2,R)), we have
|g|r ≤ ‖P‖2|f |r ≤ 8‖A‖γ−1|n∗|τ ε0.
Let Br := {f ∈ Cωr (Td, sl(2,R)), |f |r <∞}. For given η > 0, α ∈ Rd and
A ∈ SL(2,R), we introduce a decomposition Br = Bnrer (η) ⊕Brer (η) such
that for any Y ∈ Bnrer (η),
(9) A−1Y (θ + α)A ∈ Bnrer (η), |A−1Y (θ + α)A− Y (θ)|r ≥ η|Y |r.
Now we define
Λ1(ε
σ
0 ) := {n ∈ Zd : ‖〈n, α〉‖R/Z ≥ εσ0},
Λ2(ε
σ
0 ) := {n ∈ Zd : ‖2ρ− 〈n, α〉‖R/Z ≥ εσ0},
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and let η = εσ0 , one can decompose Br = B
nre
r (ε
σ
0 ) ⊕ Brer (εσ0 ) as in (9)
with A substituted by A′. A simple calculation yields that ∀ Y ∈ Bnrer (εσ0 ),
MY (θ)M−1 takes the form∑
n∈Λ1(εσ0 )
(
it̂(n) 0
0 −it̂(n)
)
e2πi〈n,θ〉 +
∑
n∈Λ2(εσ0 )
(
0 ν̂(n)e2πi〈n,θ〉
ν̂(n)e−2πi〈n,θ〉 0
)
.
In order to eliminate all the non-resonant terms, we recall the following
crucial lemma.
Lemma 3.1 ([10]). Assume that A ∈ SU(1, 1), ε1 ≤ (4‖A‖)−4, and η ≥
13‖A‖2ε
1
2
1 . For any g ∈ Br with |g|r ≤ ε1, there exist Y ∈ Br and gre ∈
B
re
r (η) such that
eY (θ+α)Aeg(θ)e−Y (θ) = Aeg
re(θ),
with |Y |r ≤ ε
1
2
1 , and |gre|r ≤ 2ε1.
Remark 3.2. Note that Lemma 3.1 is stated for SU(1, 1) and su(1, 1), it
also works for SL(2,R) and sl(2,R) since they are isomorphic to SU(1, 1)
and su(1, 1) respectively.
According to (5), one can check that εσ0 ≥ 13‖A′‖2(8‖A‖γ−1N τε0)
1
2 . By
Lemma 3.1, one can find Y ∈ Br and gre ∈ Brer (εσ0 ) such that
e−Y (θ+α)A′eg(θ)eY (θ) = A′eg
re(θ),
with estimates
(10) |Y |r+ ≤ 2
√
2‖A‖ 12 γ− 12 |n∗| τ2 ε
1
2
0 , |gre|r ≤ 16‖A‖γ−1|n∗|τε0 ≤ ε
1−σ
5
0 .
Recall that in [10], by α ∈ DCd(γ, τ) we have that n∗ is the unique resonant
site satisfying 0 < |n∗| ≤ N . Moreover,
Λc1(ε
σ
0 ) ∩ {n ∈ Zd : |n| ≤ γ
1
τ ε
−σ
τ
0 } = {0},
Λc2(ε
σ
0 ) ∩ {n ∈ Zd : |n| ≤ 2−
1
τ γ
1
τ ε
−σ
τ
0 } = {n∗}.
Since 2−
1
τ γ
1
τ ε
−σ
τ
0 −N ≫ N , then gre ∈ Brer (εσ0 ) can be rewritten as
gre = gre0 + g
re
1 (θ) + g
re
2 (θ)
=M−1
(
it̂(0) 0
0 −it̂(0)
)
M +M−1
(
0 ν̂(n∗)e
2πi〈n∗,θ〉
ν̂(n∗)e
−2πi〈n∗,θ〉 0
)
M
+M−1
∑
|n|>N ′
ĝre(n)e2πi〈n,θ〉M,
where N ′ = 2−
1
τ γ
1
τ ε
−σ
τ
0 − N . In the spirit of Hou-You [22], we perform
a conjugation of rotation so that gre1 (θ) becomes independent of θ. Let
Q(θ) = R 〈n∗,θ〉
2
, we have
Q(θ + α)−1A′eg
re(θ)Q(θ) = A˜eg˜(θ),
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where
A˜ = Q(θ + α)−1A′Q(θ) =M−1 exp
(
2πi(ρ− 〈n∗,α〉2 ) 0
0 −2πi(ρ− 〈n∗,α〉2 )
)
M,
and
g˜(θ) = Q(θ)−1gre(θ)Q(θ)
=M−1
(
it̂(0) 0
0 −it̂(0)
)
M +M−1
(
0 ν̂(n∗)
ν̂(n∗) 0
)
M
+Q(θ)−1gre2 (θ)Q(θ).
For simplicity, we denote
S :=M−1
(
2πi(ρ− 〈n∗,α〉2 ) 0
0 −2πi(ρ− 〈n∗,α〉2 )
)
M,
L :=M−1
(
it̂(0) 0
0 −it̂(0)
)
M +M−1
(
0 ν̂(n∗)
ν̂(n∗) 0
)
M,
F := Q(θ)−1gre2 (θ)Q(θ).
(11)
Let B := P ◦ eY ◦Q ∈ Cωr+(2Td,SL(2,R)), we have the following estimates:
|B|r+ ≤ 4
√
2‖A‖ 12γ− 12 |n∗| τ2 eπ|n∗|r+,
|F |r+ ≤ ε
1−σ
5
0 e
−2πN ′(r−r+)e2πNr+ ≪ ε1000 .
Also we have ‖S‖ ≤ 2πεσ0 and ‖L‖ ≤ 4ε
1−σ
5
0 , then
A˜eg˜(θ) = eSeL+F = eS(eL +O(F )) = eSeL (Id + e−LO(F )) := eSeLef+(θ),
where f+ = ln(Id + e
−LO(F )) with estimate
|f+|r+ ≤ 2|F |r+ ≤ ε1000 .
This finshes the proof for the argument (7).
Recall the Baker-Campbell-Hausdorff Formula, i.e.
ln(eXeY ) = X + Y +
1
2
[X,Y ] +
1
12
([X, [X,Y ]] + [Y, [Y,X]]) + · · ·
where [X,Y ] = XY − Y X denotes the Lie Bracket and · · · stands for the
higher order terms. Define A+ := e
SeL = eA
′′
, one can check that
A′′ = S + L+
1
2
[S,L] +
1
12
([S, [S,L]] + [L, [L,S]]) + · · ·
Moreover, let {e2πiρ+ , e−2πiρ+} be the two eigenvalues of A+, then
‖A′′‖ ≤ ‖S‖ + ‖L‖+ 2‖S‖ · ‖L‖ ≤ 8εσ0 ,
|ρ+| ≤ (2π)−1‖A′′‖ ≤ 2εσ0 .
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Since A′′ ∈ sl(2,R), it can be written as A′′ = 2πM−1
(
it+ ν+
ν+ −it+
)
M . By
Baker-Campbell-Hausdorff Formula and the decay of Fourier coefficients, as
well as estimates (10) and (11), it follows that
|ν+| ≤ 1
2π
|ν̂(n∗)|+ |ν̂(n∗)|εσ0 ≤
1
4
|ν̂(n∗)| ≤ 4‖A‖γ−1|n∗|τε0e−2π|n∗|r,
|t+| ≤ 1
2
εσ0 +
1
2π
|t̂(0)| + 1
2
|ν̂(n∗)|εσ0 ≤
3
5
εσ0 .
This finishes the proof. 
With Proposition 3.1 in hand, we can apply it inductively to the ap-
proximating sequence of analytic cocycles and bring the estimates back to
Ck cocycles by analytic approximation. We shall formulate the Ck almost
reducibility in the following subsection.
3.2. Differentiable quantitative almost reducibility. Let {fj}j≥1, fj ∈
Cω1
j
(Td, sl(2,R)) be the analytic sequence approximating f ∈ Ck(Td, sl(2,R)).
We first recall some notations given in [10]. Let c = c(γ, τ, d) and D be the
constants defined by Proposition 3.1, and we denote
ε′0(h, h
′) :=
c
(2‖A‖)D (h− h
′)Dτ ,
and define
εm :=
c
(2‖A‖)Dm k4
.
Then one can check that for any k ≥ 5Dτ and any m ≥ 10,m ∈ Z,
c
(2‖A‖)Dm k4
≤ ε′0(
1
m
,
1
m2
).
Denote lj =M
2j−1 , ∀ j ∈ Z+, where M > max{10, (2‖A‖)Dc } is an integer.
Theorem 3.1 ([10]). Let α ∈ DCd(γ, τ), A ∈ SL(2,R), σ = 110 , f(θ) ∈
Ck(Td, sl(2,R)) with k ≥ 5Dτ . Let {fj}j≥1 be the analytic sequence approx-
imating f(θ) defined in (4). There exists ε2 = ε2(γ, τ, d, k, ‖A‖) such that if
‖f‖k ≤ ε2, then the following holds:
(A) There exist Blj (θ) ∈ Cω 1
lj+1
(2Td,SL(2,R)), Alj ∈ SL(2,R) and f ′lj(θ) ∈
Cω1
lj+1
(Td, sl(2,R)) such that
Blj (θ + α)
−1Ae
flj (θ)Blj (θ) = Alje
f ′
lj
(θ)
,
with following estimates
|Blj (θ)| 1
lj+1
≤ ε−
2σ
5
lj
, |f ′lj (θ)| 1lj+1 ≤
1
2
ε
5
2
lj
, ‖Alj‖ ≤ 2‖A‖.
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(B) There exists f˜lj(θ) ∈ Ck0(Td, sl(2,R)) with k0 ≤ [ k20 ] such that
Blj (θ + α)
−1Aef(θ)Blj (θ) = Alje
f˜lj (θ),
with estimate
‖f˜lj (θ)‖k0 ≤ ε2lj .
(C) Let {e2πiρj−1 , e−2πiρj−1} be the two eigenvalues of Alj−1 (Al0 = A if j =
1). If the (j)-th step is obtained by resonant case, i.e. there exists n∗lj ∈ Zd
such that
(12) ‖2ρj−1 − 〈n∗lj , α〉‖R/Z < εσlj , 0 < |n∗lj | ≤ Nlj :=
2| ln εlj |
1
lj
− 1lj+1
,
then Alj has the following form
(13) Alj =M
−1 exp 2π
(
itlj νlj
νlj −itlj
)
M
with |νlj | ≤ 4‖A‖γ−1|n∗lj |τ εlje
−2π 1
lj
|n∗
lj
|
. Let {e2πiρj , e−2πiρj} be the two
eigenvalues of Alj , then |ρj | ≤ 2εσlj .
Remark 3.3. The arguments (A) and (B) have been proved in [9] and [10]
essentially. However the estimates in (C) are new, so we will give a brief
proof for them.
Proof. In order to prove (C), we take a quick glimpse at the proof process
of (A). Suppose that the argument (A) holds for (j − 1)-th step, i.e.,
Blj−1(θ + α)
−1Ae
flj−1 (θ)Blj−1(θ) = Alj−1e
f ′
lj−1
(θ)
,
with following estimates
(14) |Blj−1(θ)| 1
lj
≤ ε−
2σ
5
lj−1
, |f ′lj−1(θ)| 1lj ≤
1
2
ε
5
2
lj−1
, ‖Alj−1‖ ≤ 2‖A‖.
Then for the cocycle (α,Ae
flj (θ)), one can directly calculate that
Blj−1(θ+α)
−1Ae
fljBlj−1 = Alj−1e
f ′
lj−1+Blj−1(θ+α)
−1(Ae
flj−Aeflj−1 )Blj−1 .
If we rewrite that
Alj−1e
f¯lj−1 (θ) := Alj−1e
f ′
lj−1 +Blj−1(θ + α)
−1(Ae
flj −Aeflj−1 )Blj−1(θ),
then by (14), we have
|f¯lj−1(θ)| 1
lj
≤ |f ′lj−1 | 1lj + ‖A
−1
lj−1
‖ · |Blj−1(θ + α)−1(Aeflj −Aeflj−1 )Blj−1 | 1
lj
≤ 1
2
ε
5
2
lj−1
+ 2‖A‖2 × ε−
4σ
5
lj−1
× c
(2‖A‖)D lk−1j−1
≤ 1
2
εlj +
1
2
× c
(2‖A‖)D l
k
4
j
≤ εlj .
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Let us focus on the cocycle (α,Alj−1e
f¯lj−1 (θ)). Since (j)-th step is obtained
by resonant case, apply Proposition 3.1 and resonant condition (12), Alj in
the (j)-th step can be written as
Alj =M
−1 exp 2π
(
itlj νlj
νlj −itlj
)
M,
with estimates:
(15) |νlj | ≤ 4‖A‖γ−1|n∗lj |τ εlje
−2π 1
lj
|n∗
lj
|
, |ρj| ≤ 2εσlj .
This gives the estimates of (C). 
3.3. Reducibility of Ck quasi-periodic cocycle. With an extra assump-
tion on the rotation number of the initial system, it is possible to prove that
almost reducibility leads to reducibility in the sense that the number of res-
onances is finite. Actually, the quantitative estimates are closely related to
the condition of the rotation number, as will be shown in the following.
Theorem 3.2. Let α ∈ DCd(γ, τ), σ = 110 , f(θ) ∈ Ck(Td, sl(2,R)) with
k ≥ 5Dτ and A ∈ SL(2,R). Assume that the cocycle (α,Aef(θ)) is not
uniformly hyperbolic and 2ρ(α,Aef(θ)) = 〈m,α〉 mod Z for m ∈ Zd\{0}.
There exists ε3 = ε3(γ, τ, d, k, ‖A‖) such that if ‖f‖k ≤ ε3, then there exists
B ∈ C k˜(2Td,SL(2,R)) such that
B(θ + α)−1Aef(θ)B(θ) =
(
1 ζ
0 1
)
,
with estimate |ζ| ≤ ε
1
3
3 |m|−
k
8.5 and ‖B(θ)‖k˜ ≤ D1|m|(2k˜+τ) with k˜ ≤ [ k400 ],
D1 = D1(γ, τ, d, k, ‖A‖).
Remark 3.4. We are not going to deal with the uniformly hyperbolic cocycle
as it is always reducible in our context and has nothing to do with our spectral
application (in Schro¨dinger case, it corresponds to energy E lying in the
gap). Moreover, ζ is the key to derive gap estimates.
Proof. The result can be proved by Theorem 3.1 iteratively. Take ε3 =
ε2 as in Theorem 3.1 and apply it to cocycle (α,Ae
f(θ)), then there exist
Blj(θ) ∈ Cω 1
lj+1
(2Td,SL(2,R)), Alj ∈ SL(2,R) and f˜lj(θ) ∈ Ck0(Td, sl(2,R))
with k0 ≤ [ k20 ] such that
Blj(θ + α)
−1Aef(θ)Blj (θ) = Alje
f˜lj (θ)
with ‖f˜lj(θ)‖k0 ≤ ε2lj .
Since ρ(α,Aef(θ)) = 〈m,α〉2 mod
Z
2 ,m ∈ Zd\{0}, by (2) we have
ρ(α,Alje
f˜lj (θ)) = ρ(α,Aef(θ))− 〈degBlj , α〉
2
mod
Z
2
=
〈m− degBlj , α〉
2
mod
Z
2
.
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From now on, we omit “mod Z2 ” for simplicity and recall the following im-
portant lemma.
Lemma 3.2 ([9]). Let α ∈ DCd(γ, τ), f(θ) ∈ Ck(Td, sl(2,R)) with k ≥ 5Dτ
and A ∈ SL(2,R). Assume that ρ(α,Aef(θ)) = 0, there exists T = T (τ) and
ε4 = ε4(γ, τ, d, k, ‖A‖) such that if
‖f‖k ≤ ε4 ≤ T (τ)γ11ε′0(
1
l1
,
1
l2
),
then there exist B1 ∈ C k˜(Td,SL(2,R)) with k˜ = [ k20 ] and H ∈ SL(2,R),
δ˜ = δ˜(γ, τ, d, k, ‖A‖) > 0 such that
B1(θ + α)
−1Af(θ)B1(θ) = H
with estimates ‖B1 − Id‖k˜ ≤ δ˜, degB1(θ) = 0 and ‖A−H‖ ≤ 4‖A‖ε4.
Let us analyze the structure of resonances firstly and assume that there
exist at least two resonant steps, say the (ji)-th and (ji+1)-th, in the almost
reducibility procedure. On one hand, for the (ji+1)-th step, by using the
resonant condition ‖2ρji+1−1 − 〈n∗lji+1 , α〉‖R/Z ≤ ε
σ
lji+1
and the Diophantine
condition ‖〈n∗lji+1 , α〉‖R/Z ≥ γ|n
∗
lji+1
|−τ , one can get |ρji+1−1| ≥ 13γ|n∗lji+1 |
−τ .
On the other hand, by Theorem 3.1, we have |ρji | ≤ 2εσlji after the (ji)-th
step. Then |ρji+1−1| ≤ 4εσlji ≤
1
3γ|n∗lji |
−2τ ε
1
25
lji
. Thus
(16) |n∗lji+1 | ≥ ε
− 1
25τ
lji
|n∗lji |
2.
Recall that degBlj+1 = degBlj+n
∗
lj+1
if (j + 1)-th is obtained by resonant
case. By (16), it follows that there are at most finitely many resonant steps
before ρ(α,Alje
f˜lj (θ)) = 0. Once we get ρ(α,Alje
f˜lj (θ)) = 0 in (j)-th step,
the conjugacies that after (j)-th step will be close to the identity (i.e. non-
resonant steps, and the rotation number remains zero by (2)). Hence by
Theorem 3.1 one can choose the smallest j′ > j such that
‖f˜lj′ (θ)‖k0 ≤ ε2lj′ ≤ T (τ)γ
11ε′0(
1
l1
,
1
l2
).
Applying Lemma 3.2 to the cocycle (α,Alj′ e
f˜l
j′
(θ)
), there exist H ∈ SL(2,R)
and B1 ∈ C k˜(Td,SL(2,R)) with k˜ = [k020 ] such that
B1(θ + α)
−1Alj′ e
f˜l
j′
(θ)
B1(θ) = H
with ‖Alj′ −H‖ ≤ 4‖A‖ε2lj′ and ‖B1‖k˜ ≤ 2 with degB1(θ) = 0.
We conclude that there exist finitely many resonant steps in the reducibil-
ity procedure when ρ(α,Aef(θ)) = 〈m,α〉2 ,m ∈ Zd\{0}. Since degB1 = 0, by
(2), we have ρ(α,H) = 0. Combine that the cocycle (α,Aef(θ)) is not uni-
formly hyperbolic, we deduce that H is parabolic. As H ∈ SL(2,R), we have
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H = eh with h ∈ sl(2,R) and deth = 0. Assume that h =
(
h11 h12
h21 −h11
)
,
then there exists φ ∈ T1 such that R−φhRφ =
(
0 h21 − h12
0 0
)
. Let B2(θ) =
B1(θ) ◦ Rφ and ζ = h21 − h12, we can see that the cocycle (α,Aef(θ))
is conjugated to H˜ =
(
1 ζ
0 1
)
by B(θ), where B(θ) = Blj′ (θ) ◦ B2(θ) ∈
C k˜(2Td,SL(2,R)) with k˜ ≤ [ k400 ].
Assuming that there are s+ 1 resonant steps with resonant sites:
n∗lj0
, · · · , n∗ljs ∈ Zd, 0 < |n∗lji | ≤ Nlji =
2| ln εlji |
1
lji
− 1lji+1
, i = 0, 1, · · · , s,
then m = n∗lj0
+ · · ·+ n∗ljs . In view of the inequality (16) and the fact that
|n∗ljs | −
s−1∑
i=0
|n∗lji | ≤ |m| ≤ |n
∗
ljs
|+
s−1∑
i=0
|n∗lji |,
we get (1− 2ε
1
25τ
3 )|n∗ljs | ≤ |m| ≤ (1 + 2ε
1
25τ
3 )|n∗ljs |.
Let us focus on cocycle (α,Aljs e
f˜ljs
(θ)
), which means it is obtained by the
last resonant step. In view of (13),
Aljs =M
−1 exp 2π
(
itljs νljs
νljs −itljs
)
M := e
A′′
ljs
with
(17) |νljs | ≤ 4‖A‖γ−1|n∗ljs |
τεljs e
−2π 1
ljs
|n∗
ljs
|
.
In the following, we will estimate the constant matrix H. Rewrite H as
H = M−1 exp
(
iβ11 β12
β¯12 −iβ11
)
M , where β11 ∈ R, β12 ∈ C. Since A′′ljs =
2πM−1
(
itljs νljs
νljs −itljs
)
M , by (17) and Lemma 3.2, it follows that
|β12| = |(M(h −A′′ljs )M
−1)12 + (MA
′′
ljs
M−1)12|
≤ 4‖H −Aljs‖+ 2π|νljs |
≤ 16‖A‖ε2ljs + 2π4‖A‖γ
−1|n∗ljs |
τ εljs e
−2π 1
ljs
|n∗
ljs
|
≤ 16π‖A‖γ−1 × c
(2‖A‖)D |n
∗
ljs
|τ
(
1
ljs
) k
4
.
(18)
The second step uses that fact that ‖X−Y ‖ ≤ 2‖eX−eY ‖ if X,Y ∈ sl(2,R)
and ‖X‖ and ‖Y ‖ are small enough. By the definition Nlj =
2| ln εlj |
1
lj
− 1
lj+1
and
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0 < |n∗lj | ≤ Nlj , we deduce that
(19) |n∗ljs | ≤
2| ln εljs |
1
2
1
ljs
= 4ljs ln
1
εljs
= 4ljs(c
∗ +
k
4
ln ljs),
where c∗ = D ln 2‖A‖+ ln 1c is a constant. To compare the relation between|β12| and |n∗ljs |, we need the following essential observation. For fixd k, let
ξ = 10−5, one can always choose the constant l1 =M sufficiently large (and
then ljs also sufficiently large by ljs =M
2js−1) such that
(20) (ljs)
1+ξ ≥ 4ljs(c∗ +
k
2
ln ljs),
and
(21)
16π‖A‖
γ
×
(
1
ljs
) k
8
+ξ
≤ 1
4
(
1
l1
) k
8
.
Then by (19) and (20), we have
(ljs)
k
8
−ξ =
(
(ljs)
1+ξ
) k8−ξ
1+ξ ≥ |n∗ljs |
k−8ξ
8(1+ξ) .(22)
According to (18), (21) and (22), it follows that
|β12| ≤ c
(2‖A‖)D ×
1
4
(
1
l1
) k
8
× |n∗ljs |τ
(
1
ljs
) k
8
−ξ
≤ 1
4
ε
1
2
l1
|n∗ljs |
−( k−8ξ
8(1+ξ)
−τ)
.
Since deth = 0, we have |β11| ≤ 14ε
1
2
l1
|n∗ljs |
−( k−8ξ
8(1+ξ)
−τ)
, then
|h12|, |h21| ≤ 1
2
ε
1
2
l1
|n∗ljs |
−( k−8ξ
8(1+ξ)
−τ)
.
By the relation |m| ≤ (1 + 2ε
1
25τ
4 )|n∗ljs |, we have
|ζ| = |h12 − h21| ≤ ε
1
2
l1
|n∗ljs |
−( k−8ξ
8(1+ξ)
−τ) ≤ ε
1
3
3 |m|−
k
8.5 .
By (6) in Proposition 3.1 and (A) of Theorem 3.1 with the fact
∑s
i=0 |n∗lji | ≤
3
2 |m| and
∏s
i=0 |n∗lji | ≤ |n
∗
ljs
|2, we have
‖B(θ)‖k˜ ≤ 2
s∏
i=0
‖Plji ‖‖e
Ylji ‖k˜‖Qlji (θ)‖k˜ ≤
4|n∗ljs |2k˜+τ√
γs+1
s∏
i=0
‖Alji‖
1
2‖eYlji ‖k˜.
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By Cauchy estimate and (10), one can obtain that
s∏
i=0
‖eYlji ‖k˜ ≤ exp
s∑
i=0
‖Ylji‖k˜ ≤ exp
s∑
i=0
k˜!(lji)
k˜|Ylji | 1lji
≤ exp
s∑
i=0
(
k˜!(lji)
k˜2
√
2‖Alji−1‖
1
2γ−
1
2 |n∗lji |
τ
2 ε
1
2
lji
)
≤ exp
s∑
i=0
(lji)
− k
20 < 2,
hence we conclude the estimate of ‖B(θ)‖k˜ as
‖B(θ)‖k˜ ≤ D1|m|(2k˜+τ)
for some D1 = D1(γ, τ, d, k, ‖A‖). 
4. Gap estimates via Moser-Po¨schel argument
For the sake of intriguing application, we specialize in one typical exam-
ple of quasi-periodic SL(2,R) cocycles. Let us consider the discrete quasi-
periodic Schro¨dinger operator on ℓ2(Z):
(HV,α,θu)n = un+1 + un−1 + V (θ + nα)un, ∀ n ∈ Z,
where α ∈ DCd(γ, τ), θ ∈ Td, and V ∈ Ck(Td,R) is small. Recall the
Gap-Labelling Theorem, each spectral gap has a unique m ∈ Zd satisfying
2ρ(α, SVE ) = 〈m,α〉 and we denote by Gm(V ) = (E−m, E+m). Since E+m ∈ ΣV,α
is the right edge point of gap Gm(V ), from Theorem 3.2 the Schro¨dinger
cocycle (α, SV
E+m
) can be Ck,k˜ conjugated to a constant parabolic cocycle
(α,B) if ‖V ‖k is sufficient small, i.e., there exist X ∈ C k˜(2Td,SL(2,R))
with k˜ ≤ [ k400 ], B ∈ SL(2,R) and ζ > 0 such that
X(θ + α)−1SV
E+m
X(θ) = B :=
(
1 ζ
0 1
)
.
Remark 4.1. When ζ < 0, the energy of Schro¨dinger cocycle lies at left
edge point of a gap. However ζ = 0 if and only if the corresponding energy
is in a collapsed spectral gap.
In this section, we will show that |Gm(V )| is determined by ‖X‖k˜ and ζ.
To achieve this, we first establish our Ck version of Moser-Po¨schel argument.
We denote [·] the average of a quasi-periodic function.
4.1. Moser-Po¨schel argument. Assume that ζ ∈ (0, 12 ). For any δ ∈
(0, 1), by direct calculation we have
X(θ + α)−1SV
E+m−δ
X(θ) = B − δP (θ),
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where
(23) P (θ) =
(
X11(θ)X12(θ)− ζX211(θ) −ζX11(θ)X12(θ) +X212(θ)
−X211(θ) −X11(θ)X12(θ)
)
,
with estimate
(24) ‖P (θ)‖k˜ ≤ (1 + ζ)‖X‖2k˜, k˜ ≤ [
k
400
].
Lemma 4.1. Suppose that α ∈ DCd(γ, τ) and P (θ) ∈ C k˜(Td,SL(2,R))
of form (23). Let Dτ = 8
∑∞
m=1(2πm)
−(k˜−kˆ−3τ−d+1) with kˆ ∈ Z and
kˆ < k˜ − 3τ − d. If 0 < δ < D−1τ γ3‖X(θ)‖−2k˜ , then there exist X˜(θ) ∈
C kˆ(2Td,SL(2,R)) and P1(θ) ∈ C kˆ(Td, gl(2,R)) such that
X˜(θ + α)−1(B − δP (θ))X˜(θ) = exp(b0 − δb1) + δ2P1(θ),
where b0 =
(
0 ζ
0 0
)
and
(25) b1 =
(
[X11X12]− ζ2 [X211] −ζ[X11X12] + [X212]
−[X211] −[X11X12] + ζ2 [X211]
)
with estimates
‖X˜(θ)− Id‖kˆ ≤ Dτγ−3δ‖X‖2k˜ ,
‖P1(θ)‖kˆ ≤ 53D2τγ−6‖X‖4k˜ + δ−1ζ2‖X‖2k˜.
Proof. Let G := −δB−1P , one can see that G ∈ C k˜(Td, sl(2,R)). We first
solve the linearized cohomological equation
−Y (θ + α)B +BY (θ) = B(G(θ)− [G]).
Compare the Fourier coefficients of two sides, and by the polynomial decay
of Fourier coefficients Ĝ(n), we have
‖Y (θ)‖kˆ ≤
∑
n∈Zd
‖G‖k˜|2πn|−k˜
|e2πi〈n,α〉 − 1|3 |2πn|
kˆ
≤ γ−3‖G‖k˜
∑
n∈Zd\{0}
|2πn|−(k˜−kˆ−3τ)
≤ 1
4
Dτγ
−3δ‖P‖k˜ ,
whereDτ = 8
∑∞
m=1(2πm)
−(k˜−kˆ−3τ−d+1) <∞ if kˆ < k˜−3τ−d. Let X˜ = eY ,
we have
X˜(θ + α)−1(B − δP (θ))X˜(θ) = Be[G] + P˜ (θ),
with estimate
‖X˜ − Id‖kˆ ≤ 2‖Y (θ)‖kˆ ≤
1
2
Dτγ
−3δ‖P‖k˜ ≤ Dτγ−3δ‖X‖2k˜ ,
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where
P˜ (θ) =
∑
m+n≥2
1
m!
(−Y (θ + α))mB 1
n!
Y (θ)n −B
∑
n≥2
1
n!
[G]n
− δ
∑
m+n≥1
1
m!
(−Y (θ + α))mP (θ) 1
n!
Y (θ)n.
Note that
∑
m+n=k
k!
m!n! = 2
k and ‖G‖kˆ ≤ 2δ‖P‖kˆ , we have∥∥∥∥∥∥
∑
m+n≥2
1
m!
(−Y (θ + α))mB 1
n!
Y (θ)n
∥∥∥∥∥∥
kˆ
≤ 2× 4‖Y ‖2
kˆ
×
∑
m+n=2
‖B‖
m!n!
≤ 2D2τγ−6δ2‖P‖2k˜,∥∥∥∥∥∥δ
∑
m+n≥1
1
m!
(−Y (θ + α))mP (θ) 1
n!
Y (θ)n
∥∥∥∥∥∥
kˆ
≤ 2δ × 2‖Y ‖kˆ ×
∑
m+n=1
‖P‖kˆ
m!n!
≤ 2Dτγ−3δ2‖P‖2k˜,∥∥∥∥∥∥B
∑
n≥2
1
n!
[G]n
∥∥∥∥∥∥
kˆ
≤ 4δ2‖P‖2
k˜
.
Hence, it follows that
‖P˜ (θ)‖kˆ ≤ 4D2τγ−6δ2‖P‖2k˜.
One can define P˜1 := δ
−2P˜ +
∑
j≥2(j!)
−1(−δ)j−2B[B−1P ]j such that
Be[G] + P˜ (θ) = B − δ[P ] + δ2P˜1(θ).
By direct calculation, we have
B − δ[P ] = Id + (b0 − δb1)− δ
2
(b0b1 + b1b0).
Since b0 is nilpotent, one can check that
X˜(θ + α)−1(B − δP (θ))X˜(θ) = exp(b0 − δb1) + δ2P1(θ),
where P1(θ) = P˜1 − 12b21 − δ−2
∑
j≥3(j!)
−1(b0 − δb1)j with estimate
‖P1(θ)‖kˆ ≤ ‖P˜1(θ)‖kˆ +
1
2
‖b1‖2 + 2δ−2 × 1
3!
‖(b0 − δb1)3‖
≤ 4D2τγ−6‖P (θ)‖2k˜ + 2×
1
2!
‖B‖3‖P (θ)‖2
k˜
+
1
2
‖P (θ)‖2
k˜
+
2
3!
δ−2
(
δ3‖P (θ)‖3
k˜
+ 3ζδ2‖P (θ)‖2
k˜
+ δζ2‖P (θ)‖k˜
)
≤ 8D2τγ−6‖X(θ)‖4k˜ + 32‖X(θ)‖4k˜ + 2‖X(θ)‖4k˜
+
(
9‖X‖4
k˜
+ 2‖X‖4
k˜
+ δ−1ζ2‖X‖2
k˜
)
≤ 53D2τγ−6‖X(θ)‖4k˜ + δ−1ζ2‖X‖2k˜,
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note that the third step use the condition δ < D−1τ γ
3‖X(θ)‖−2
k˜
. Hence we
finish the proof. 
Remark 4.2. In the estimate of ‖P1‖kˆ, we can not get rid of δ because of
the non-commutative property of the matrix multiplication in general.
4.2. The upper bound of spectral gap. With the help of Moser-Po¨schel
argument and the reducibility of the Schro¨dinger cocycle, we are able to
prove the first main theorem.
Proof of Theorem 1.1. Rewrite Schro¨dinger cocycle (α, SVE ) as (α,AE+F (θ)),
where
AE =
(
E −1
1 0
)
, F (θ) =
(−V (θ + nα) 0
0 0
)
.
By the assumption on ‖V ‖k, we have ‖AE‖ ≤ 3 (so does A−1E ) since E ≤
2 + supθ∈Td ‖V (θ)‖Td ≤ 2 + ε. The norm of AE is bounded uniformly with
respect to E. If we write
AE + F (θ) = AEe
f(θ),
with f(θ) ∈ Ck(Td, sl(2,R)), then according to Theorem 3.1, one can ob-
tain ε = ε(γ, τ, k, d) which is independent of E, such that if ‖V ‖k ≤ ε (the
assumption of Theorem 3.1 are naturally fulfilled as ‖f‖k ≤ 2‖A−1E ‖‖F‖k),
then the cocycle (α, SVE (θ)) is C
k,k˜ almost reducible. Moreover, if ρ(α, SV
E+m
) =
〈m,α〉
2 for m ∈ Zd\{0}, by Theorem 3.2 we have
(26) X(θ + α)−1SV
E+m
X(θ) =
(
1 ζ
0 1
)
,
with ζ ≤ ε 13 |m|− k8.5 and ‖X(θ)‖k˜ ≤ D1|m|(2k˜+τ), where k˜ ≤ [ k400 ] and D1 =
D1(γ, τ, d, k). From now on, we fix k˜ = [
k
5000 ], then for any m ∈ Zd\{0} we
have
(27) ‖X‖14
k˜
ζ
1
18 ≤ D141 |m|14(2k˜+τ)ε
1
54 |m|− 1736k ≤ 10−5D−4τ γ12.
The above inequality is possible since one can choose ε sufficiently small and
the smallness only depend on γ, τ, k, d.
For any δ ∈ (0, 1), we define a function d(δ) := det(b0−δb1)+ 14δ2ζ2[X211]2,
where b0 and b1 are defined in (25). By a direct calculation, one can get
that
d(δ) = −δ[X211]ζ + δ2([X211][X212]− [X11X12]2)
= δ([X211][X
2
12]− [X11X12]2)
(
δ − [X
2
11]ζ
[X211][X
2
12]− [X11X12]2
)
.
(28)
To further estimate X we recall the following fundamental lemma which has
been proved in Cω case in [27], however it holds for Ck case just by replacing
the analytic norm.
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Lemma 4.2 ([27]). Let X ∈ C k˜(2Td,SL(2,R)) satisfying (26), then for any
κ ∈ (0, 14 ), if ‖X‖k˜ζ
κ
2 ≤ 14 , the followings hold:
0 <
[X211]
[X211][X
2
12]− [X11X12]2
≤ 1
2
ζ−κ,
[X211][X
2
12]− [X11X12]2 ≥ 8ζ2κ.
Let δ1 = ζ
17
18 . By (27) and ‖X‖k˜ ≥ 1, we have
δ1Dτγ
−3‖X(θ)‖2
k˜
≤ ζ 152Dτγ−3‖X(θ)‖
7
2
k˜
≤ 10− 54 < 1,
which deduces that 0 < δ1 < D
−1
τ γ
3‖X(θ)‖−2
k˜
. Then by Lemma 4.1, there
exist X˜ ∈ C kˆ(2Td,SL(2,R)) and P1 ∈ C kˆ(Td, gl(2,R)) such that the cocycle
(α,B − δ1P (θ)) is conjugated to (α, eb0−δ1b1 + δ21P1) by X˜ . Since X˜ is
homotopic to identity by construction, we have
ρ(α,B − δ1P (θ)) = ρ(α, eb0−δ1b1 + δ21P1(θ)).
To prove that |G(V )| ≤ δ1, it is sufficient to show that ρ(α, eb0−δ1b1 +
δ21P1(θ)) > 0 by monotonicity of rotation number. According to (27), one
can check that ‖X‖k˜ζ
1
36 ≤ 10− 52D−2τ ‖X‖−6k˜ γ6 ≤
1
4 . Apply Lemma 4.2 to
(28), for d(δ1) = det(b0 − δ1b1) + 14δ21ζ2[X211]2, we have
d(δ1) ≥ ζ 1718 × 8ζ 19 × 1
2
ζ
17
18 = 4ζ2.
Moreover, by (27) it is easy to see that
det(b0 − δ1b1) ≥ 4ζ2 − 1
4
δ21ζ
2[X211]
2 ≥ 4ζ2(1− 1
16
ζ
17
9 ‖X‖4
k˜
) ≥ 3ζ2.(29)
Hence, there exists P ∈ SL(2,R) such that
P−1eb0−δ1b1P = exp
(
0
√
det(b0 − δ1b1)
−√det(b0 − δ1b1) 0
)
:= ∆
with ‖P‖ ≤ 2
(
‖b0−δ1b1‖√
det(b0−δ1b1)
) 1
2
. Since ‖b0 − δ1b1‖ ≤ ζ + δ1(1 + ζ)|X|2Td ≤
3
2ζ
17
18 ‖X‖2
k˜
, we have
‖b0 − δ1b1‖√
det(b0 − δ1b1)
≤
3
2ζ
17
18 ‖X‖2
k˜√
3ζ
≤ ‖X‖2
k˜
ζ−
1
18 .
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According to Lemma 2.1 and Lemma 4.1 with P−1(eb0−δ1b1 + δ21P1)P =
∆+ P−1δ21P1(θ)P, we have
|ρ(α, eb0−δ1b1 + δ21P1)−
√
det(b0 − δ1b1)|
= |ρ(α,∆+ P−1δ21P1(θ)P) − ρ(α,∆)|
≤ δ21‖P‖2‖P1‖kˆ
≤ ζ 179 × 4‖X‖2
k˜
ζ−
1
18 × (53D2τγ−6‖X‖4k˜ + ζ−
17
18 ζ2‖X‖2
k˜
)
≤ 240D2τγ−6‖X‖6k˜ζ
11
6 .
(30)
By the assumption (27), it deduces that
160D2τγ
−6‖X‖6
k˜
ζ
5
6 ≤ 160D2τγ−6‖X‖6k˜ζ
5
6 × (10−5D−4τ γ12‖X‖−14k˜ ζ
− 1
18 )
≤ 160 × 10−5D−2τ γ6‖X‖−8k˜ ζ
7
9
< 1,
then combine with (29) and (30), we have
ρ(α, eb0−δ1b1 + δ21P1) ≥ |ρ(α,∆)| − |ρ(α,∆ + P−1δ21P1(θ)P)− ρ(α,∆)|
≥
√
3ζ − 160D2τγ−6‖X‖6k˜ζ
11
6
≥
√
3ζ − 3
2
ζ > 0.
Hence, by ζ ≤ ε 13 |m|− k8.5 we have
|Gm(V )| ≤ δ1 = ζ 1718 ≤ ε 14 |m|− k9 , ∀ m ∈ Zd\{0}.
This finishes the proof of Theorem 1.1. 
5. Homogeneous spectrum
As stated, homogeneous spectrum follows by polynomial decay of gap
length and Ho¨lder continuity of IDS. In this final section, we prove our
second main theorem.
Proof of Theorem 1.2. Consider two different gapsGm(V ) andGm′(V ), with-
out loss of generality, we assume that E+m ≤ E−m′ . Hence, one can obtain
that dist(Gm(V ), Gm′(V )) = E
−
m′ − E+m. Set E = minΣV,α E = maxΣV,α
and G0(V ) = (−∞, E) ∪ (E,+∞). We need the following lemma.
Lemma 5.1 ([10]). Let α ∈ DCd(γ, τ), V ∈ Ck(Td,R) with k ≥ 5Dτ , where
D is a numerical constant. Then there exists ε5 = ε5(γ, τ, k, d) such that if
‖V ‖k ≤ ε5, then N = NV,α is 12 -Ho¨lder continuous:
N(E + ǫ˜)−N(E − ǫ˜) ≤ C0ǫ˜ 12 , ∀ ǫ˜ > 0, ∀ E ∈ R,
where C0 = C0(γ, τ, d).
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Let E = 12(E
−
m′ + E
+
m) and ǫ˜ =
1
2(E
−
m′ − E+m), by Lemma 5.1 we have
(31) |N(E−m′)−N(E+m)| ≤ C0(E−m′ − E+m)
1
2 ,
where C0 is independent of E. Since α ∈ DCd(γ, τ), according to (3), we
also have
(32) |N(E−m′)−N(E+m)| ≥ ‖〈m′ −m,α〉‖Td ≥
γ
|m′ −m|τ .
Then by (31) and (32) we conclude that
(33) dist(Gm(V ), Gm′(V )) ≥ ( γ
C0
)2 · |m′ −m|−2τ , ∀ m′ 6= m ∈ Zd.
One can use the same way to show that
(34) |E−m − E| ≥ (
γ
C0
)2 · |m|−2τ , |E+m − E| ≥ (
γ
C0
)2 · |m|−2τ .
Given any E ∈ ΣV,α and any ǫ > 0, we define
M =M(E, ǫ) := {m ∈ Zd\{0} : Gm(V ) ∩ (E − ǫ, E + ǫ) 6= ∅},
and let m0 ∈ M be such that |m0| = minm∈M |m|. Since E ∈ ΣV,α, it is
obvious that
|Gm0(V ) ∩ (E − ǫ, E + ǫ)| ≤ ǫ,
|(−∞, E) ∩ (E − ǫ, E + ǫ)| ≤ ǫ,
|(E,+∞) ∩ (E − ǫ, E + ǫ)| ≤ ǫ.
(35)
Case 1. G0(V ) ∩ (E − ǫ, E + ǫ) = ∅. By the definition of M, we have
dist(Gm(V ), Gm0(V )) ≤ 2ǫ, ∀ m ∈ M. On the other hand, by (33),
dist(Gm(V ), Gm0(V )) ≥ (
γ
C0
)2|2m|−2τ , ∀ m ∈ M\{m0}.
Therefore, we get |m| ≥ C1ǫ− 12τ with C1 = C1(γ, τ, C0). From Theorem 1.1,
we have |Gm(V )| ≤ ε 14 |m|− k9 , hence by direct calculation∑
m∈M\{m0}
|Gm(V ) ∩ (E − ǫ, E + ǫ)| ≤
∑
m∈M\{m0}
E+m − E−m
≤
∑
|m|≥C1ǫ
− 12τ
ε
1
4 |m|− k9
≤ ǫ
4
,
provided ǫ ≤ ǫ1 with ǫ1 = (18C
k
9
1 ε
− 1
4 )
18τ
k−18τ . Combine with (35), we deduce
that
|(E − ǫ, E + ǫ) ∩ ΣV,α|
≥ 2ǫ− |Gm0(V ) ∩ (E − ǫ, E + ǫ)| −
∑
m∈M\{m0}
|Gm(V ) ∩ (E − ǫ, E + ǫ)|
≥ 3
4
ǫ, ∀ 0 < ǫ ≤ ǫ1.
25
Case 2. (−∞, E) ∩ (E − ǫ, E + ǫ) 6= ∅. For any m ∈ M, we have
|E−m−E| ≤ 2ǫ, then combine with (34), one can get |m| ≥ 2C1(γ, τ, C0)ǫ−
1
2τ .
Just as Case 1, we may conclude that∑
m∈M
|Gm(V ) ∩ (E − ǫ, E + ǫ)| ≤
∑
|m|≥2C1ǫ
− 12τ
ε
1
4 |m|− k9 ≤ ǫ
4
.
provided ǫ ≤ ǫ2 with ǫ2 = (2k9−3C
k
9
1 ε
− 1
4 )
18τ
k−18τ . So we have
|(E − ǫ, E + ǫ) ∩ ΣV,α|
≥ 2ǫ− |(−∞, E) ∩ (E − ǫ, E + ǫ)| −
∑
m∈M
|Gm(V ) ∩ (E − ǫ, E + ǫ)|
≥ 3
4
ǫ, ∀ 0 < ǫ ≤ ǫ2.
Case 3. (E,+∞, )∩ (E− ǫ, E+ ǫ) 6= ∅. The proof is similar to the Case
2, one can choose ǫ3 = ǫ2 to finish the proof.
Finally, let ǫ0 = min{ǫ1, ǫ2, ǫ3}, we get
|(E − ǫ, E + ǫ) ∩ ΣV,α| ≥ 3
4
ǫ, ∀ E ∈ ΣV,α, ∀ 0 < ǫ ≤ ǫ0.
As for the case ǫ ∈ (ǫ0,diamΣV,α), we have
|(E − ǫ, E + ǫ) ∩ ΣV,α| ≥ 3
4
ǫ0 ≥ 3ǫ0
4 diamΣV,α
× ǫ.
Choose µ = min{34 , 3ǫ04 diamΣV,α } and this concludes the proof. 
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