We present photometric and spectroscopic studies of the white dwarf (WD) populations in the intermediate-age open clusters NGC 6633 and NGC 7063 as part of the ongoing Lick-Arizona White Dwarf Survey (LAWDS). Using wide-field CCD imaging, we locate 41 candidate WDs in the two cluster fields: 32 in NGC 6633, and 9 in NGC 7063. Spectroscopic observations confirm 13 of these candidates to be bona-fide WDs. We describe in detail our Balmer line fitting technique for deriving effective temperatures and surface gravities from optical DA WD spectra and apply the technique to the 11 DA WDs in the sample. Of these, only two DA WDs are at the cluster distance moduli, one in each cluster. Two more DAs lie 0.75 mag foreground to NGC 6633, raising the possibility that these are double degenerate systems in the cluster. If nearly equal-mass binaries, both of these systems likely have combined masses above the Chandrasekhar limit. One DB WD is found to be consistent with membership in NGC 6633, which would make this the third confirmed He-atmosphere WD in an open cluster, though further data are needed to confirm cluster membership. The WD consistent with membership in the cluster NGC 7063 has a low mass (≈ 0.4M ⊙ ), suggesting it may be a He-core WD resulting from close binary evolution. Three of the eleven hydrogen-atmosphere WDs in this study are observed to have Ca II absorption; the number of DAZs in this study is consistent with previous observations that ∼ 25% of field WDs are DAZs. Subject headings: white dwarfs -open clusters and associations: individual (NGC 6633, NGC 7063) 
1. INTRODUCTION White dwarfs (WDs) represent the endpoint of stellar evolution for the majority of stars. As such, WDs present an opportunity to study stellar populations long after stellar evolution is complete. WDs in star clusters are especially useful due to their residence in a co-eval, single-metallicity population, allowing determination of their progenitor masses.
Studies of WDs in open star clusters are often used to address the relation between a star's main-sequence mass and that of its WD remnant (the initial-final mass relation, or IFMR). The IFMR represents the integrated mass lost by a star over its entire evolution. An understanding of this relation is necessary for understanding chemical enrichment and star formation efficiency in galaxies (Ferrario et al. 2005 ) and for understanding the origin and evolution of hot gas in giant elliptical galaxies (e.g., Mathews 1990 ). The IFMR also plays a vital role in the study of the field WD luminosity function (WDLF), as the WDLF represents a convolution of the IFMR with the star formation history of a stellar population. The WDLF is one of the primary means to determine the age of the Galactic thin disk (e.g., Winget et al. 1987; Wood Electronic address: kurtis@astro.as.utexas.edu Electronic address: bolte@ucolick.org 1 Some of the data presented herein were obtained at the W. M. Keck Observatory, which is operated as a scientific partnership among the California Institute of Technology, the University of California and the National Aeronautics and Space Administration. The Observatory was made possible by the generous financial support of the W. M. Keck Foundation.
1992; Oswalt et al. 1996; Leggett et al. 1998; Kilic et al. 2005; von Hippel et al. 2005) , and interest is building in attempts to determine the age of the thick disk and the halo via similar methods (e.g., von .
The first observational work on WDs in open star clusters was presented by Romanishin & Angel (1980) , followed closely by Anthony-Twarog (1981 , 1982 . Both used photographic plates to search for overdensities of faint blue objects in intermediate-age open clusters (ages ∼ 100 Myr to ∼ 1 Gyr). This work was followed by a series of papers by Koester & Reimers, who presented follow-up spectroscopy of many of these and other photographic WD candidates (Koester & Reimers 1981 Reimers & Koester 1982 . The addition of spectroscopy is crucial. First, it allows the unambiguous identification of the bona-fide WDs in the samples. In the photometric surveys, candidate WDs have been identified spectroscopically as hot horizontalbranch, main-sequence or subdwarf stars, and QSOs.
Second, high quality spectra of the WDs allow the physical properties of the WDs to be determined. By fitting synthetic spectra to the observed spectra, the effective temperature (T eff ) and surface gravity (log g) of each WD is determined. Using WD evolutionary models, these quantities can be converted into a WD mass (M WD ) and cooling time (τ cool ). Subtraction of τ cool from a cluster's age results in the total age of the progenitor star. From stellar evolutionary models, the progenitor mass is thereby determined. Weidemann (2000) uses data achieved via this method along with theoretical stellar evolutionary models to derive a semi-empirical IFMR.
The advent of wide-field CCD cameras and bluesensitive spectrometers on 8m -10m class telescopes now permits the study of cluster WDs with higher accuracy and to larger distances. The first such study is that of Claver et al. (2001) , who use proper motions and digital photometry to locate WDs in the core of Praesepe, which are then followed up with spectroscopy at large-aperture telescopes.
We have undertaken a similar approach to detecting and analyzing WDs in intermediate-age open clusters, with initial results presented in Williams (2002) . The first results of our study, now tagged with the somewhat clumsy and outdated (but IAU-approved) appellation "Lick-Arizona White Dwarf Survey (LAWDS)," were seven massive WDs in the open cluster NGC 2168 (M35) (Williams et al. 2004a) .
At least two other groups are conducting concurrent open cluster WD studies. Kalirai et al. (2005b) Kalirai 2006, personal communication) . In addition, Dobbie et al. (2004 Dobbie et al. ( , 2006 have analyzed several WDs in Praesepe not included in the Claver et al. (2001) study.
In addition to leading to a more defined IFMR, the recent cluster observations have revealed the somewhat surprising possibility that the ratio of hydrogenatmosphere WDs (spectral class DA) to heliumatmosphere WDs (the non-DA spectral classes) may differ between the field and cluster WD populations. This effect was noted by Reimers & Koester (1994) , and was more recently explored by Kalirai et al. (2005a) . We note in Williams et al. (2006) that some of the apparent discrepancy may be due to the known temperature dependence of the DA:non-DA ratio, though there is still a possible deficiency of non-DA WDs in clusters as compared to the field. It is therefore important to analyze carefully any non-DA spectral type WDs in open cluster fields.
In this paper, we present photometry and spectroscopy of WDs in two intermediate-age, sparse open clusters, NGC 6633 and NGC 7063. This paper also details our spectroscopic analysis technique, which was only briefly mentioned in Williams et al. (2004a) . In §2, we describe the two open clusters and our photometric observations thereof. §3 describes our spectroscopic observations, while §4 presents our spectral fitting routine and testing of the routine in gory detail. We present our results in §5 and discuss these results in respect to the IFMR and other open cluster WD issues. In this section we also discuss several interesting individual objects.
In this paper, we assume the solar metallicity value of Asplund et al. (2004, Z = 0.013 ) and the extinction curve of Rieke & Lebofsky (1985) with R V = 3.1. We note that initial analysis of these data were included in Williams (2002) ; all analysis presented in this paper supersedes that in the previous work.
2. PHOTOMETRIC OBSERVATIONS AND ANALYSIS B −V images of NGC 6633 were obtained from the public CFHT archive of the Canadian Astronomy Data Centre. These images were taken as part of the CFHT Open Star Cluster Survey (Kalirai et al. 2001 ) using the CFH12K mosaic camera on UT 1999 October 16. We reduced the data using the IRAF 2 external package CFH12K, an extension to the MSCRED mosaic reduction package. The twilight flat fields obtained on the night of observation were not useful due to high stellar densities, so twilight flat field images from subsequent nights were retrieved from the archive and used to construct flat fields. The data were bias-subtracted, trimmed, flat-fielded, and resampled to a common pixel scale and coordinate grid, the basic algorithm suggested by Valdes (2002) . Due to the large number of bad columns in CCD05 of CFH12K, data on this chip were ignored.
UBV images of NGC 7063 were obtained using the Prime Focus Camera (PFCam) on the Lick 3m telescope on 2001 September 21 and 2002 September 7. PFCam uses a SITe 2048 × 2048 backside-illuminated CCD mounted above a prime focus field corrector and an atmospheric dispersion corrector. The unbinned pixel scale is 0.
′′ 296 pixel −1 for a field of view ≈ 10 ′ × 10 ′ . Our observations were made with 2 × 2 binning.
For the 2001 observations, seeing was ≈ 1. ′′ 5, though these images suffered from a non-linear response of undetermined origin. The resulting photometry was of sufficient quality to select objects with UV-excess, but not for photometric measurements. For the 2002 observations, seeing was ≈ 2.
′′ 2 and the device response was linear, so these observations were used for photometric measurements.
The log of all observations is given in Table 1. 2.1. Photometric Measurements and Calibration Photometry was obtained via point-spread function (PSF) fitting using DAOPHOT II (Stetson 1987) . The PSF was allowed to vary quadratically in both x-and y-coordinates. As the stellar background was crowded, stellar PSFs were subtracted from the image, and a second detection iteration was performed.
Because of shutter timing errors with PFCam and uncertainty about the weather during the CFHT imaging, UBV imaging of portions of both clusters was obtained with the Nickel 1-m telescope at Lick Observatory on UT 2002 July 6-8. The Nickel CCD Camera has a SITe 1024 × 1024-pixel thinned CCD; pixels were binned 2 × 2 for an effective scale of 0.
′′ 56 pix −1 and a ≈ 5 ′ × 5 ′ field-of-view. Images were trimmed, biassubtracted, and flat-fielded. We used aperture photometry and the DAOGROW routine to determine total magnitudes for each star.
These magnitudes were calibrated using aperture photometry of standard stars from Landolt (1992) fields taken at a variety of times and airmasses. These data were used to solve the following transformation equations: u = U+2.5 log texp+A0+A1(U−B)+A2(X−1.25)+A3T
(1)
where u, b, v are the total instrumental magnitudes (including a 25 mag zeropoint offset included in the DAOphot routines), U, B, V are the standard magnitudes, t exp is the exposure time, X is the airmass, and T is the UT time of the observation, in hours. As initial T terms for B and V transformations were consistent with zero, these are not included in the final calibration. Due to a lack of well-measured standards in U , only U observations taken on 2002 July 8 could be accurately calibrated. The photometric coefficients are given in Table 2. These transformation equations were then applied to the star cluster images, and stars with calibrated photometry were then used as local standards in the CFHT and PFCam imaging to determine the zero points and color terms. For the CFHT, we calculated color terms of B 1 = 0.057 ± 0.029 and C 1 = −0.024 ± 0.029. For PFCam, the corresponding color terms were A 1 = 0.095 ± 0.009, B 1 = −0.093 ± 0.005, and C 1 = 0.079 ± 0.005. (Dias et al. 2002) to 630 Myr (Lynga 1987) , similar in age to or slightly younger than the Hyades (≈ 625 Myr; Perryman et al. 1998 ). The cluster is slightly metal-poor ([Fe/H] ≈ −0.1), has a distance modulus of (m − M ) 0 = 8.01 ± 0.09 (for a Pleiades distance modulus of 5.6), and is significantly reddened, with E(B −V ) = 0.165 ± 0.011 (Jeffries et al. 2002) .
The color-magnitude diagram for NGC 6633 is shown in Fig. 1 . The isochrones shown are interpolated from the Z = 0.008 and Z = 0.019 isochrones of Girardi et al. (2002) , assuming scaled solar abundance ratios and moderate convective overshoot. Interpolation was performed using a portion of the StarFISH star-formation history code (Harris & Zaritsky 2001 , 2004 , kindly provided by J. Harris. Based on the apparent main-sequence turnoff in our new photometry, we estimate a cluster age of 560 +70 −60 Myr (log t = 8.75 ± 0.05), in agreement with the published values. A clear main sequence can be seen down to V ≈ 15 (M V ≈ 7). At fainter magnitudes it becomes indistinguishable from the very large field population.
Figure 1 also shows cooling curves for a range of WD masses. As no WD cooling sequence is obvious from photometry alone, we use a broad color and photometry selection to identify WD candidates. The selection region includes DA and DB models at the cluster distance and reddening for M WD ≥ 0.4M ⊙ & τ cool ≤ 630 Myr. As Dias et al. (2001) , while small dots are stars in the Nickel fields with lower membership probabilities or no measurement. These points are also included in the grayscale. Solid isochrones are Padova isochrones for log t = 8. 7, 8.75, and 8.8 , interpolated to Z = 0.010 and shifted to the cluster distance and reddening. The dashed lines indicate candidate WD selection criteria, with the selected objects indicated as open diamonds. WD cooling curves for cluster DAs (solid) and DBs (dashed) are given for log τ cool ≤ 8.8 and masses of 0.4M ⊙ (top), 0.8M ⊙ (middle), and 1.2M ⊙ (bottom). No obvious WD cooling sequence is observed.
we expect any cluster WDs to be younger than the cluster (and therefore brighter than the faint V limit), these photometric selection criteria should include all potential cluster WDs. Photometry of all 32 photometric WD candidates is given in Table 3. 2.4. NGC 7063 NGC 7063 is a poor open cluster with an age around 95-125 Myr (Dias et al. 2002; Kharchenko et al. 2005) , making it similar in age to the Pleiades. The intrinsic distance modulus is 9.19 with a foreground reddening E(B −V ) = 0.09 (Dias et al. 2002) . We have found no metallicity measurements for this cluster, and so make the assumption that it is solar.
The U −B, V and B −V , V CMDs for NGC 7063 are shown in Figure 2 , along with Z = 0.013 isochrones at the cluster distance and reddening. The isochrones are seen to give a good fit to proper motion cluster members, and the best cluster age, based mainly on previouslypublished photometry of HD 203921 (Hoag et al. 1961) , is 125 Myr (log τ = 8.1 ± 0.1). Candidate white dwarfs were selected using both U −B and B −V criteria, as shown in the color-color diagram of NGC 7063 ( Figure 2) . Comparison of the colorcolor diagram with the color-magnitude diagrams shows the utility of multiple colors in selecting WD candidates, as many objects that would be selected as WD candidates given a single color are eliminated based on two-color photometry. In total, nine WD candidates are identified, none of which have photometry consistent with a highmass WD at the cluster distance. Photometry of all nine candidates is given in Table 4 .
SPECTROSCOPIC OBSERVATIONS Spectroscopic observations were taken between 2001
August and 2005 November using the blue channel of the LRIS spectrograph (Oke et al. 1995; McCarthy et al. 1998) on Keck I (see Table 1 We selected the 400 groves mm −1 , 3400Å-blaze grism, as it is the available grism with the highest throughput for the vital higher-order Balmer lines. The D560 dichroic was used to permit simultaneous observations of the Hα line, though these observations are not presented Note. -Units of right ascension are hours, minutes and seconds, and units of declination are degrees, arcminutes, and arcseconds. Coordinates are for Equinox J2000.0 a Insufficient signal to identify spectrum.
here. Many 2001 observations used a multi-slit mask with 1 ′′ -wide slitlets; these masks were typically not at the parallactic angle, and a substantial loss of blue light is apparent in these spectra. Subsequent observations used a 1 ′′ longslit at parallactic angle. The resulting spectral resolution (full-width half-max, FWHM) is ≈ 6Å.
We reduced the spectra using the onedspec package in IRAF. Overscan regions were used to subtract the amplifier bias, and a normalized flat field was applied to the data. Due to very low flux from the flat field lamps, the quality of the flat-fielding blueward of ≈ 4000Å is uncertain. Cosmic rays were removed from the twodimensional spectrum using the "L.A.Cosmic" Laplacian cosmic ray rejection routine (van Dokkum 2001). We then co-added multiple exposures of individual objects and extracted the one-dimensional spectrum. We applied a wavelength solution derived from Hg, Cd and Zn lamp spectra. We determined and applied a relative flux calibration from longslit spectra of multiple spectrophotometric standard stars. We made no attempt at obtaining absolute spectrophotometry for any object.
Spectroscopic identification of each WD candidate is given in Table 3 for NGC 6633 and Table 4 for NGC 7063. The major non-WD contaminants in the sample are hot subdwarfs (sdB and sdO stars), A-type stars, and AGN. We measured the breadth of Hδ at 20% below the pseudocontinuum level for a random sub-sample of the A-type spectra; these were found to match the criterion for field horizontal branch stars (width ≤ 30Å; Beers et al. 1988 ). For QSOs, we determined redshifts by cross-correlating the spectra with the Sloan Digital Sky Survey composite QSO spectrum of Vanden Berk et al. (2001) as described in Williams et al. (2004b) .
MODEL FITTING AND TESTING
One of the most successful means of measuring DA WD properties is the simultaneous fitting of the Balmer line profiles in optical spectra, a method described in Bergeron et al. (1992) and used in numerous subsequent works (e.g., Bergeron et al. 1994 Bergeron et al. , 1995 ; Finley et al. 1997; Claver et al. 2001; Kalirai et al. 2005b ). We adopt this method for analysis of our WD spectra, though we have made some modifications to the algorithm. The major difference is that Bergeron et al. (1992) use the Levenberg-Marquardt method to determine the best fit and errors, whereas we use a brute-force method, considering the entire model atmosphere grid to find the best fit and a Monte Carlo simulation to determine the errors. We also use a different grid of model atmospheres. These and other minor differences necessitate comparison of the solutions from our routine and that of Bergeron et al. (1992) . In this section, we outline our fitting technique, our error analysis, and compare our fits with fits from the literature.
Spectral Fitting Routine
The atmospheric models used in the fitting were graciously provided by D. Koester, and are slightly modified versions of synthetic, pure-H atmospheres used in Finley et al. (1997) . These models cover a range in T eff from 10, 000 to 80, 000 K and in log g from 7 to 9. These models are interpolated to create a grid with ∆T eff = 100 K and ∆ log g = 0.02. The models are then convolved with a FWHM= 6Å Gaussian to match our spectroscopic instrumental resolution.
For the line fitting, Balmer-series lines from Hβ through H9 are considered. For both the model and observed spectra, a linear fit is made to the pseudocontinuum on either side of the line, and the spectra Liebert et al. (2005) . For T eff ≤ 35, 000 K, the agreement is excellent; our fits to hot, low-gravity WDs trend toward higher log g values.
are normalized to the linear fit. The model flux in each pixel is determined by averaging the flux at ten equallyspaced wavelengths in the pixel; the noise is measured empirically from the spectral regions used to fit the continuum. The χ 2 fit of the model to the observations is then calculated for each pixel in the one-dimensional extracted spectrum. A separate χ 2 value is calculated for each Balmer line i at each T eff and log g in the grid. A global minimum χ 2 i,min is then found for each Balmer line.
For
i,min , the probability p i that a χ 2 i variable exists with a smaller ∆ i is
where Γ is the incomplete gamma function and ν (= 2) is the number of degrees of freedom (Press et al. 1992) . In other words, Eq. 4 gives the probability that the best-fit exists within a contour of constant ∆ i . The combined probability 1−P that the best-fit model lies outside a given contour of ∆(T eff , log g) is then:
The global minimum of P (T eff , log g) then gives the bestfitting T eff and log g. Liebert et al. 2005 In order to reduce the computational time, we use an adaptive grid spacing. Starting with a course grid spacing, we determine the global best fit and recenter a smaller and finer grid on that fit. We iterate this process until we reach our model grid resolution of ∆T eff = 100K and ∆ log g = 0.02.
For objects with very high signal-to-noise ratios (S/N 240 per resolution element), numerical errors prevent determination of T eff and log g. The reasons for this failure are small systematics in flat-fielding and/or continuum fitting; due to the very high signal-to-noise, even these small deviations result in very large χ 2 values for which P cannot be calculated due to computational numerical limitations. This was readily solved by setting a minimum noise value, such that σ λ /f λ,obs ≥ 0.004.
To convert from T eff and log g to the WD mass (M f ) and cooling age (τ cool ), we used evolutionary models provided by P. Bergeron. These models include synthetic photometry and cooling ages for WDs with CO cores and thick hydrogen layers (M H /M * = 10 −4 ), using WD evolutionary models from Wood (1995) for T eff ≥ 30, 000K and from Fontaine et al. (2001) for cooler T eff . We only use those models for WDs with 0.4M ⊙ ≤ M WD ≤ 1.2M ⊙ ; although lower-mass carbonoxygen models are available, any such low-mass WDs are likely He-core products of binary star evolution, so use of low mass carbon-oxygen models would be improper. M f and τ cool are interpolated from these models using the best-fitting T eff and log g. We also calculate synthetic photometric indices for each WD by interpolation from the evolutionary models.
Spectral Fitting Error Determination
As the errors in the calculated T eff and log g are correlated, we choose to determine random errors via Monte Carlo methods. By design, such methods also account for potential error sources not included in the χ 2 fitting, such as the decreased S/N in the absorption line profiles.
We begin by convolving the best-fit spectral model with the instrumental resolution. The convolved model is then multiplied by the spectroscopic instrument response and scaled such that the number of counts in a region of the scaled model surrounding Hβ is the square of the pixel-to-pixel S/N measured in the same region in the observed spectrum. Poisson noise is then added to each pixel. Finally, the instrumental response is divided out and the noisy model spectrum is fit using our fitting routine. Nine independent simulations are run for each observed white dwarf, and the standard deviations about the mean T eff , log g, M f , and τ cool are calculated; these standard deviations are the errors quoted in all fits. The number of simulations was selected to maximize the number of points used in the statistical analysis while minimizing computing time (∼ 4 3 hr per simulation). Beers et al. (1990) note that, for sample sizes similar to our nine simulations, the standard deviation does not always give a good estimate of the scale of the scatter; they find that the "gapper" method of Wainer & Thissen (1976) best recovers the true scatter. We calculate the scatter of T eff and log g using the gapper method and find identical values to within our quoted precision. We therefore claim that the nine simulations are sufficient in recovering the measurement errors of T eff and log g. As the smallest model spectral grid has a step size of ∆T eff = 100 K and ∆ log g = 0.02, we adopt minimum errors of σ T eff = 50 K and σ log g = 0.01.
Comparison to Published WD Atmospheric
Parameters In order to further test our Balmer line fitting procedures and derive atmospheric parameters for WDs, we make two comparisons of our results with those in the literature. First, we fit spectra of WDs from the Palomar Green (PG) Survey study of Liebert et al. (2005) provided by J. Liebert. This provides a direct comparison of the output from our fitting routine and that of Bergeron et al. (1992) . This fitting also provides a direct comparison of the atmospheric models of P. Bergeron and collaborators used in Liebert et al. (2005) and the atmospheric models of D. Koester and collaborators used in our fitting.
Rather than attempt to fit all 348 DA WDs in the PG sample, we selected a sub-sample of 50 objects, chosen to cover the range of our model grid in T eff and log g. This sample was then pared to exclude three known magnetic WDs and two WDs with composite spectra. Two hot WDs were also removed due to the presence of He II lines, indicating these are DAOs. After these cuts, 44 objects remained in the sample. Figure 3 compares the T eff from our fits with those of Liebert et al. (2005) . With few exceptions, agreement is excellent. At high temperatures (T eff 60, 000K), our fit temperatures appear systematically higher than the published values. This systematic is not of great concern, as these temperatures are known to be biased due to the presence of significant metal opacity in many hot WDs (e.g., Wolff et al. 1998) , and because these objects cool so rapidly that even a large fractional error in τ cool leads to a small fractional error in the progenitor star's age, resulting in only small errors in the derived initial mass. The most discrepant T eff measurement at cooler T eff is for PG1255+426 (∆T eff = 6800K; σ T eff = 1135K); our fit is poor due to the low S/N of the observation. Excluding the hot WDs and PG1255+426, the standard deviation in the offsets between the published T eff and our fit T eff is σ(∆T eff ) = 685 K.
A comparison of the best-fitting surface gravities (Figure 4 ) reveals a larger scatter than is seen in the temperatures [σ(∆ log g) = 0.17], though the overall agreement is good. There is some evidence for a systematic discrepancy for hot WDs with log g 7.75. This is due to the weakness at high T eff of the higher-order Balmer lines, which provide the most leverage for surface gravity determinations. Excluding WDs with T eff > 35000 K, the standard deviation in the difference of the log g determinations is 0.08.
In summary, our fitting method and model atmospheres recover very similar atmospheric parameters as the method and atmospheres used in Liebert et al. (2005) , with the exception of the lower gravity (log g 7.75), hot (T eff 35, 000K) WDs. This agreement gives us confidence that our fitting routine is working as expected.
We now compare fits of bright WD spectra obtained during our spectroscopic runs with published atmospheric parameters of these well-studied objects. This comparison identifies potential systematic effects introduced by differing instruments and data reduction techniques.
We obtained spectra of 19 WDs, each with atmospheric parameters published in one or more of five studies: Bergeron et al. (1992 Bergeron et al. ( , 1995 ; Bragaglia et al. (1995) ; Finley et al. (1997) ; Liebert et al. (2005) . Our fits and those from the literature are given in Table 5 . We noted no obvious systematic in temperature determinations as compared with previous studies, though the scatter [σ(∆T eff ) = 1100 K] is significantly larger than the quoted internal errors. There is a systematic offset in surface gravity for log g 8.5, with our fits having significantly lower values than previous studies. However, only a few high-gravity WDs were investigated, and two of these WDs have published log g > 9.0, the highest gravity in our model grid. The scatter in the log g determinations is found to be σ(∆ log g) = 0.12.
5. DISCUSSION 5.1. Candidate White Dwarf Spectral Fits Spectra of the WDs in both cluster fields are shown in Figure 5 , and each object is also identified in the cluster CMD ( Figure 6 ). Using our spectral fitting technique, we fit the spectra of all DA WDs detected with LRIS. We present the results of these fits in Table 6 and show the Balmer line profiles in Figure 7 . We then interpolate using the evolutionary models of Fontaine et al. (2001) and photometric models of Holberg & Bergeron (2006) to determine WD masses and cooling ages. We note a persistent error in continuum fitting of the H9 line in NGC 6633:LAWDS 8 (visible in Figure 7) ; the H9 line is excluded from that fit.
Cluster membership is determined based on the apparent distance modulus (m − M ) V and cooling age of each WD. Potential cluster members are defined as those with τ cool less than 1σ above the adopted cluster age and distance moduli within 2σ of the cluster distance. For NGC 6633, these criteria are τ cool ≤ 625 Myr and 8.34 ≤ (m − M ) V ≤ 8.70. In the literature, no errors are explicitly stated on the distance to NGC 7063, so we adopt the scatter in published values of ∼ 0.2 mag; the corresponding selection criteria for NGC 7063 WDs are τ cool ≤ 158 Myr and 9.07 ≤ (m − M ) V ≤ 9.87. Applying these criteria, we find one cluster member in NGC 6633 (NGC 6633:LAWDS 27), though up to three more members may exist; see §5.2.1 and §5.2.2. One cluster member in NGC 7063 (NGC 7063:LAWDS 1) is detected. A graphical exposition of this process is shown in Figures  8 and 9 .
We calculate progenitor masses for cluster member WDs using stellar evolutionary tracks (including convective overshoot) from Girardi et al. (2000) and Bertelli et al. (1994) . The calculated τ cool is subtracted from the cluster age to produce the progenitor star's lifetime from the zero-age main sequence (ZAMS) through the planetary nebula phase. The ZAMS mass corresponding to the progenitor lifetime is then determined from the evolutionary tracks. As the cluster metallicities differ from those of the evolutionary tracks, we linearly interpolate the progenitor masses to the assumed metallicity. Progenitor masses for the cluster WDs are given in Table 7 .
There may be some field WDs that meet our selection criteria for cluster members. We estimate the expected number of interlopers as follows. The bright WD luminosity function from the Palomar-Green sample of Liebert et al. (2005) can be approximated by a power law:
where φ is in units of pc −3 0.5 mag −1 . We integrate this to limiting magnitudes of M V = 12.5 for NGC 6633 and M V = 11.75 for NGC 7063, both of these values approximating the luminosity of a 1.2M ⊙ WD with a cooling age equal to the cluster age. The resulting field WD densities are 1.6×10 −3 pc −3 for NGC 6633 and 3.9× 10 −4 pc −3 for NGC 7063. The volumes in which these field white dwarfs could reside are truncated pyramids with faces defined by the image boundaries and bases defined by the distance selection criteria for each cluster. Assuming all extinction is foreground to the selection volume, these volumes are 1060 pc 3 for NGC 6633 and 520 pc 3 for NGC 7063. So, we expect an average of 1.7 field WDs in the NGC 6633 and 0.2 field WDs in the NGC 7063 to meet the cluster member selection criteria.
Assuming Poisson statistics, there is an ≈ 18% probability that the NGC 6633 region has no field WDs, while there is an ≈ 82% probability that NGC 7063 has no field WDs. Based on these relatively ambiguous statistics, we cannot claim with any confidence whether the candidate cluster WDs are truly cluster members or are just part of the field WD population. Proper motion measurements will be necessary to confirm either scenario.
Notes on Individual Objects

NGC 6633:LAWDS 4 and NGC 6633:LAWDS 7
These WDs are both relatively massive (0.79M ⊙ and 0.87M ⊙ , respectively), as one might expect for NGC 6633 WDs such as NGC 6633:LAWDS 27 (0.77M ⊙ ). These two WDs also have nearly identical distances [(m − M ) V = 7.75 ± 0.02 and (m − M ) V = 7.78 ± 0.03], placing them foreground to the cluster by 0.77 and 0.74 mag, respectively. These two WDs therefore make strong candidates for binary WDs.
From our data, it is not yet possible to tell if one or both of these objects is actually a double degenerate. Bergeron et al. (1989) find that the unresolved binaries can be fit acceptably by a single-star spectrum, with the resulting fit log g and T eff intermediate to that of the two binary components. The color of NGC 6633:LAWDS 4 (B −V = 0.16 ± 0.03) is what would be expected based on the spectral parameters and the The presence of binary WDs in open clusters has been predicted based on dynamical models (e.g., Hurley & Shara 2003) . Further, the presence of such binaries may be useful for explaining the perceived deficit of WDs in some open clusters and for determining the distribution of binary mass ratios (Williams 2004) .
However, if these WDs are double-degenerate cluster members, the binary components would have to have virtually identical luminosities to appear 0.75 mag overluminous, further implying that the two WDs are likely of similar masses. Since WDs of different masses cool at different rates, it would be a surprising coincidence if two separate systems both happened to have different-mass components presently with the same luminosity.
Further, if these are nearly equal-mass component binaries, both pairs would have a combined mass above the Chandrasekhar mass, making these candidates for Type Ia supernova progenitors, depending on their orbital separations. However, the ESO Supernova Ia Progenitor SurveY (SPY) has only detected 3 binaries with combined masses over the Chandrasekhar limit out of over 100 detected binary WDs (Napiwotzki et al. 2005 ). We therefore emphasize that the identification of these objects as double degenerates is, at present, speculative.
It may be possible to determine whether these two objects are binaries with additional, high-resolution spectroscopy of the Hα line, where two non-LTE line cores or a single core with variable velocity should be detectable. In addition, second-epoch deep imaging of this cluster will allow proper motions to be measured and the probability of cluster membership to be determined.
NGC 6633:LAWDS 16
The spectrum of NGC 6633:LAWDS 16 exhibits absorption features of He I, but shows no evidence for hydrogen. We therefore classify this object as a DB WD. As of yet, we have not developed code for fitting model atmospheres to DB spectra. We estimate the WD temperature based on the equivalent width (EW) of He 4471Å, as calculated by Koester (1980) . The EW of the He 4471Å line (measured from 4350Å to 4600Å) is ≈ 18Å; this translates to a temperature of ∼ 16000 K for log g = 8.
It is also possible to use photometry to determine if this object is a potential cluster member. Assuming that NGC 6633:LAWDS 16 is at the cluster distance and reddening, its photometry (see Table 3 ) implies M V = 11.56 and (B−V ) 0 = −0.025. In Table 8 , atmospheric parameters for DB WDs of various masses with M V = 11.56 are calculated from data presented in Holberg & Bergeron (2006) . From the table, it is evident that the observed photometry of NGC 6633:LAWDS 16 is consistent with a cluster DB WD of mass ∼ 0.6M ⊙ -0.8M ⊙ , with T eff consistent with that derived from the EW measurement. In addition, Figure 6 shows the DB lying just above the 0.8M ⊙ DB cooling curve. We therefore surmise that NGC 6633:LAWDS 16 could be a cluster member. The likely progenitor mass of ∼ 3.5M ⊙ (see Table 8 ) is similar to that of the DA cluster member, and if the WD mass is toward the upper end of the 0.6M ⊙ -0.8M ⊙ range, it would fall close to the empirical initial-final mass relation.
If a cluster member, this would represent the third He-atmosphere WD to be detected in an open star cluster, along with LP 475-252 and NGC 2168:LAWDS 28 (Williams et al. 2006 ). As such, this WD may be an important point in understanding the purported difference in the ratio of DA to non-DA WDs in open clusters and in the field. Further observations of this object, both higher S/N spectroscopy and proper motion determination, are needed to confirm whether this DB is a cluster member.
We note that another detected WD in the field, NGC 6633:LAWDS 14, is also a cool DB WD. This object was shown to be foreground to the cluster in Reimers & Koester (1994) .
NGC 7063:LAWDS 1
The calculated distance modulus to NGC 7063:LAWDS 1 is (m − M ) V = 9.61 ± 0.04, less than 2σ away from the cluster distance modulus of (m − M ) V = 9.41, and is therefore identified as a cluster member. However, its mass (0.37M ⊙ ) is very low for its initial mass (8.2 +∞ −2.0 M ⊙ ). We therefore conclude that, if a cluster member, NGC 7063:LAWDS 1 is likely a He-core WD and the product of binary evolution (e.g., Iben & Livio 1993) . If this hypothesis is correct, then follow-up observations may be able to detect the companion (e.g., Marsh et al. 1995) or evidence for an unseen companion, such as radial velocity variations in the core of Hα. This system could then be useful for constraining various time scales in common-envelope evolution.
NGC 7063:LAWDS 6
Our spectral fits to NGC 7063: LAWDS 6 give T eff = 11, 100K and log g = 7.00, results typical of attempting to fit A stars with our routine. However, qualitative analysis of the spectrum suggests that the surface gravity is higher than log g = 7. This discrepancy is due to a nearby bright star in the slit hampering the sky subtraction to such a degree that a reliable fit cannot be obtained.
If NGC 7063:LAWDS 6 is a cluster member, it would have M V = 12.5 and (B−V ) 0 = 0.33. The range of effective temperatures for a WD of this M V goes from 8000K (for M WD = 0.4M ⊙ ) to 13,000K (for M WD = 1.0M ⊙ ), with corresponding cooling ages of 700 Myr and 834 Myr, respectively. If the WD is very high mass (1.2M ⊙ ), then this M V corresponds to T eff = 20, 000K and τ cool = 511Myr. The color favors lower T eff (∼ 7250K). It therefore appears likely that this WD is older than the star cluster and so not a cluster member.
Expected number of cluster white dwarfs
The number of expected cluster WDs can be estimated by normalizing an assumed IMF to the number of known cluster stars. Based on the proper motion study of NGC 6633 by Sanders (1973) , the cluster has 45 likely members (P ≥ 50%) brighter than V = 12, corresponding to M V ≈ 3.5. By assuming a Salpeter IMF, an upper mass limit to WD progenitors of 8M ⊙ , and by using the Monte Carlo calculations described in Williams (2004) , we calculate that 7.8 ± 3.0 WDs should be detectable in NGC 6633, one of which should be binary. This compares with ≤ 4 cluster WDs found in this paper. The same calculation for NGC 7063, which has 17 likely member stars brighter than M V ≈ 4.7 in the portion of the field imaged by PFCam, results in 1.1 ± 1.1 cluster WD being detectable in the field.
Thus, like the Hyades, NGC 6633 shows a likely deficit of WDs that cannot be explained by WDs being hidden in binaries. The NGC 6633 imaging contains almost the entire cluster; the CFH12K field covers 42 ′ × 28 ′ centered on the cluster core, and Sanders (1973) detects proper motion cluster members over a diameter of ≈ 40 ′ . However, it is possible that some number of WDs lie outside our imaged area. This areal coverage issue has been found to be the likely cause of the apparent deficit of WDs in Praesepe (Dobbie et al. 2004 (Dobbie et al. , 2006 .
The initial-final mass relation
If we assume that both candidate cluster DA WDs are indeed members of their respective clusters, we can place these two objects on the empirical IFMR. In Figure 10 , we plot these two points along with the data collected by Ferrario et al. (2005) . NGC 6633:LAWDS 27 is seen to fall on the Ferrario et al. (2005) relation, while NGC 7063:LAWDS 1 falls well off the relation. This can be readily explained if NGC 7063:LAWDS 1 is the product of binary evolution (see §5.2.4) or not a true cluster member. NGC 6633 has a lower metallicity than the Hyades and Praesepe, yet the NGC 6633 WD occupies the same region of the initial-final mass relation as the WDs in the Hyades and Praesepe. This suggests that metallicity, at least over this small metallicity range, has little impact on the WD mass, though the observational scatter is still quite large and can easily swamp a small signal. 5.5. Three DAZ White Dwarfs At least three WDs in this sample show potential Ca II K absorption: NGC 6633:LAWDS 8 (EW= 0.6Å), NGC 6633:LAWDS 15 (EW= 0.4Å), and NGC 6633:LAWDS 27 (EW=0.6Å). While these features could be interstellar in nature, the other WDs in the cluster field at similar or greater distances have no discernible Ca II absorption. Zuckerman et al. (2003) determine that ∼ 25% of DA WDs show Ca II K absorption, if the spectra are of high enough S/N and sufficiently high resolution. Our detection of Ca II in 3 of 11 DA WDs is fully consistent with that number. We therefore classify these three objects as spectral type DAZ.
The origin of the metals in DAZ WDs remains controversial, with explanations including accretion from the interstellar medium (Wesemael 1979) , cometary impacts (Alcock et al. 1986) , and accretion of asteroidal material (Graham et al. 1990 We select 32 candidate WDs based on B −V photometry. Spectroscopic follow-up of 22 of these candidates finds 9 of these to be WDs, 7 with spectral types DA or DAZ and 2 of spectral type DB. One DA and one DB have distance moduli consistent with cluster membership. Two other DAs are ≈ 0.75 mag over-luminous for cluster member WDs; these are potential double-degenerate cluster WDs which, if truly binary, would each have combined masses above the Chandrasekhar mass. The NGC 6633 DB WD is the third known cluster WD with a He-dominated atmosphere.
For the open cluster NGC 7063, we estimate a mainsequence age of 125 +33 −25 Myr, assuming solar metallicity. Using UBV photometry, we identify nine candidate WDs. Spectroscopy of 7 candidates confirms 5 WDs, though only one is consistent with cluster membership. This WD has a mass of 0.37M ⊙ , and so is likely a He-core WD resulting from binary evolution of two massive stars, with the WD's progenitor mass M = 8.17 One open issue is the membership of the reported cluster WDs. While the observed distance modulus is an important diagnostic, we cannot rule out that the cluster WDs are interlopers from the field. An indepen- dent method of determining cluster membership, such as proper motion measurements for these WDs, would greatly assist in this regard.
