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Abstract. This paper proposed a retinal image segmentation method based on con-
ditional Generative Adversarial Network (cGAN) to segment optic disc. The pro-
posed model consists of two successive networks: generator and discriminator. The
generator learns to map information from the observing input (i.e., retinal fundus
color image), to the output (i.e., binary mask). Then, the discriminator learns as a
loss function to train this mapping by comparing the ground-truth and the predicted
output with observing the input image as a condition. Experiments were performed
on two publicly available dataset; DRISHTI GS1 and RIM-ONE. The proposed
model outperformed state-of-the-art-methods by achieving around 0.96 and 0.98
of Jaccard and Dice coefficients, respectively. Moreover, an image segmentation is
performed in less than a second on recent GPU.
Keywords. Conditional Generative Adversarial Networks, deep learning, retinal
image analysis, optic disc segmentation
1. Introduction
Retinal fundus image analysis is very important for doctors to deal with the medical di-
agnosis, screening and treatment of opthalmologic diseases. The morphology of the optic
disk (OD), which is a location, where ganglion cell axons exit the eye to form the optic
nerve in which visual information of the photo-receptors is transmitted to the brain, is an
important structural indicator for assessing the presence and severity of retinal diseases,
such as diabetic retinopathy, hypertension, glaucoma, hemorrhages, vein occlusion, and
neovascularization [1]. Retinal OD segmentation is the first step for a significant investi-
gation of retinal images which helps to cause eye diseases [2].
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The OD appears as a bright yellowish oval region within color fundus images
through which the blood vessels enter the eye. The macula is the center of the retina,
which is responsible for our central vision. Figure 1 shows the color retinal fundus image
with the key anatomical structures denoted. For ophthalmologists and eye care special-
ists, an automated segmentation and analysis of fundus optic disc plays an important role
to diagnose and treat the retinal diseases.
Optic Disc
Blood Vessels
Macula
Figure 1. Relevant structures in a fundus image.
Numerous methods has been proposed to detect and segment the optic disc. For di-
agnosis of glaucoma disease, Chrastek et al.[3] proposed an automated segmentation al-
gorithm to segment the optic nerve head. They firstly removed the blood vessel by using a
distance map algorithm and a morphological operation, and then anchored active contour
model has been used to segment the optic disc. Lowell et al. [4] proposed a deformable
contour model to segment the optic nerve head boundary of retinal images by using a
template matching and a directionally sensitive gradient to discard the interference of
vessels. In turn, Welfer et al.[5] proposed an automated optic disk segmentation in a
fundus image using an adaptive morphological operation. They then used a watershed
transform marker to define the optic disk boundary. In addition, the vessel obstruction is
minimized by morphological erosion.
With the increase of using deep learning models in segmentation tasks, many meth-
ods have recently been proposed based on convolutional neural network (CNN). An au-
tomatic optic disc and cup image segmentation has been proposed in [6] based on a stack
of deep U-Net models. Each model in a cascade refines the result of the previous one.
In this paper, we propose a retinal OD segmentation model based on conditional
Generative Adversarial Network (cGAN) [7]. cGANs is a deep learning network that can
learn the statistical invariant features (texture, color etc.) of input image and segment the
optic disc region. This paper introduces, to the best of our knowledge, the first applica-
tion of the conditional generative adversarial training for retinal optical disc segmenta-
tion. The Proposed cGAN network consists of two combined networks: generator and
discriminator. The generator network learns the mapping from the input, a fundus image,
to the output, a segmented image. In turn, the discriminator (i.e, adversarial term) learns
a loss function to train this mapping by comparing the ground-truth and the predicted
output. Finally, the whole cGAN network optimizes a loss function that combines a con-
ventional binary cross-entropy loss with an adversarial term. The adversarial term en-
courages the generator to produce output that cannot be distinguished from ground-truth
ones.
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The rest of the paper is organized as follows. Firstly, section 2 describes the method-
ology of the proposed cGAN model. In addition, section 3 shows the experiments and
discussion. Finally, the conclusion and some future lines of research are explained in
section 4.
2. Proposed Methodology
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Figure 2. General framework for optic disc segmentation.
Figure 2 shows the proposed cGAN framework for optic disc segmentation model.
Optic disc detection in this paper is addressed as a segmentation problem, which is car-
ried out by the generator network.
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Figure 3. The generator network architecture, composed by layers of encoder part and decoders part
The generator network is based on encoding and decoding layers. The function of
encoders network is to extract features from the input retinal fundus images by covo-
lutional filters with down-sampling, in turn, the decoders utilized the decovolutional
filters with up-sampling the feature maps to predict the final segmented image. Each
(de)covolutional layer is followed by batch normalization.We used LeakyRelu activation
function with slope 0.2 in the end of each (de)covolutional layer. The size of the each
spatial filter in each convolution and deconvolution is 4x4 to down- and up-sample the
feature maps size with a stride 2× 2. At the last convolutional layer in encoders, Tanh
activation function is used. In the last layer of the decoders, we used a sparse fully con-
nected layer (FC), which convert the feature maps into a single dimensional vector and
using sigmoid activation function for obtaining the binary class optic disc segmentation.
In order to increase the segmentation performance of the proposed network, skip
connections are used (shown in dotted lines in Figure 3) between encoders and decoders
by concatenating the feature maps of a convolutional layer with the ones resulted from
the corresponding deconvolutional layer. The main advantage of skip connection is that
encoder learn the high level features of retinal optic disc image pixels and decoder learn
to correlate with the encoder features to determine whether following receptive fields of
the output image are likely to belong to the optic disc mask or not. In Figure 3, the gen-
erator network architecture is shown, which consists of encoder and decoder layers. As
an input, a retinal image is observed. The original input images from both two publicly
dataset are very big in size, therefore in order to reduce the network size we resized the
input image to a 256×256 size and the value of each pixel is normalized to [0,1].
The architecture of the discriminator, which observes the concatenation of the retinal
image and the segmentation mask as an input to be evaluated as real or fake, is composed
of five convolutional layers. Thus, including the adversarial score in the loss computation
of the generator fosters its capabilities to provide good segmentation. Each convolution
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layer used 3× 3 spatial filter with a stride 2× 2. The first layer of the discriminator
generates 64 feature maps extracted from the input image. In turn, the second and third
layers produce 128 and 256 feature maps respectively. The fourth layer generates 512
feature maps with a 30×30 output size.
Suppose x and y showing a retinal fundus image and corresponding ground truth
segmentation with random variable z respectively. G(x,z) is the predicted binary mask
of the optic disc. Besides, the L1 normalized distance between ground truth and the
predicted masks is y−G(x,z). In addition, λ is an empirical weighting factor and the
discriminator output score is D(x,G(x,z)). If the discriminator output score gives 1 then
predicted mask seems like a true ground truth, otherwise it gives output score 0.
`Generator(G,D) = Ex,y,z
(− log(D(x,G(x,z))))+λEx,y,z(‖y−G(x,z)‖1 ), (1)
Here, we have used a L1 loss function to boost the learning process. According
to [7], using only L1 loss will produce blurred segmentations. Therefore, to avoid this
problem, we used adversarial network to increase the performance of the segmented
image. Adversarial network allows the generator to completely change the output image
at fine level. The loss computation of discriminator network is shown below:
`Discriminator(G,D) = Ex,y
(− log(D(x,y)))+Ex,y,z(− log(1−D(x,G(x,z)))) (2)
Therefore, the optimizer helps to the discriminator network in order to maximize the
belief value for actual masks (by minimizing −log(D(x,y)) and to minimize the belief
value for generated masks (by minimizing −log(1−D(x,G(x,y))).
We have used the Adam [8] optimizer with learning rate 0.0002 for optimization. In
addition, during experiment, the batch size is set to 4 and the model is trained with 200
epochs. The proposed cGAN model permits an accurate and strong learning even with
a few number of hundreds training images . After segmentation, we have applied erode
and dilation morphological operations to remove some white artifacts from the generated
output binary mask.
3. Experiments and Discussion
In the experiments, we used a 64-bit I7-6700, 3.40GHz CPU with 16GB of memory
space as well as NVIDIA GTX 1070 GPU, running on Ubuntu 16.04 Linux operating
system. We used Pytorch [9] neural network library to devise a neural network model
using the deep learning framework.
We conduct a comprehensive set of experiments to validate the potential of our pro-
posed model on two datasets:
DRISHTI-GS1 [10]: The dataset is publicly available with comprises 101 images,
which is divided into a training and a testing set of images. Training and testing sets
consist of 50 and 51 images respectively. These images have their corresponding binary
mask as ground truth.
May 2018
RIM-ONE [11]: This dataset is publicly available particularly for Optic nerve head
segmentation, it has a total of 169 high resolution images with their corresponding
ground truth. We have used 100 images as training and rest 69 images for test purpose.
For quantitative assessment of the performance of OD segmentation, we have com-
puted Accuracy, Dice Coefficient (Dice), Jaccard index (JACC), Sensitivity and Speci-
ficity as detailed in Table 1. We have performed the experiments using the two datasets
with three common segmentation methods, FCN [12], U-Net[13] and SegNet [14]. In
addition, we compared our results with three baseline state-of-the-art methods, such as
Shankaranarayana et. al. [15], Maninis et. al. [16] and Zilly et. al. [17].
Table 1. Accuracy, Dice coefficient, Jaccard index, Sensitivity and Specificity with the cGAN ,FCN, SegNet
and Unet models, in addition to three baseline methods evaluated on DRISHTI GS1 and RIM-ONE. The best
results are marked in a bold text. Results for optic disc segmentation (-) indicates that the result is not reported.
Methods Dataset Accuracy Dice JACC Senstivity Specificity
FCN
DRISHTI GS1 0.93 0.91 0.89 0.92 0.96
RIM-ONE 0.94 0.92 0.87 0.88 0.95
SegNet
DRISHTI GS1 0.94 0.88 0.83 0.89 0.95
RIM-ONE 0.93 0.85 0.78 0.86 0.94
U-Net
DRISHTI GS1 0.97 0.95 0.90 0.96 0.98
RIM-ONE 0.94 0.92 0.89 0.93 0.97
Shankaranarayana et al.2017 [15]
DRISHTI GS1 - - - - -
RIM-ONE - 0.98 0.88 - -
Maninis et al. 2016 [16]
DRISHTI GS1 - - - - -
RIM-ONE 0.96 0.89 - -
Zilly et al. 2016 [17]
DRISHTI GS1 - 0.97 0.91 - -
RIM-ONE - 0.94 0.89 - -
cGAN (our proposed)
DRISHTI GS1 0.98 0.97 0.96 0.98 0.99
RIM-ONE 0.98 0.98 0.93 0.98 0.99
In this section, the proposed method is evaluated on: DRISHTI GS1 and RIM-ONE
datasets to show its robustness in a comparison to the state-of-the-art methods.
Table 1 shows that quantitative results of the performance of our proposed segmenta-
tion method on using both publicly available DRISHTI GS1 and RIM-ONE datasets. As
shown, with DRISHTI GS1, the cGAN model can segment the OD regions with around
98%, 97%, 96%, 97% and 99% of Accuracy, Dice coefficient, Jaccard index, sensitivity
and specificity, respectively. As well as, the proposed method outperformed the six tested
segmentation models. However, the U-net model provided acceptable results and com-
parable to our results with with around 97%, 95%, 90%, 96% and 98% with the five eval-
uation matrices. The three tested baseline methods have only computed the Dice coeffi-
cient and Jaccard index as shown in Table 1. The work proposed in [17] yielded feasible
scores with around 97% and 91% of the dice coefficient and Jaccard index, respectively.
Furthermore, in order to support out the aforementioned results, we evaluated our
model on RIM-ONE dataset. The resulted Accuracy, Dice coefficient, Jaccard, sensi-
tivity and specificity scores with our model were achieved around 98%, 98%, 93%,
97% and 99%, respectively. With RIM-ONE, our proposed cGAN model also outper-
formed the compared approaches in terms of the six evaluation metrics. [15] yielded
the best Dice coefficient among the five tested methods with around 98%, in turn the
model in [17] provided the best among the five tested methods. The method proposed by
Shankaranarayana[15], the dice coefficient 98% is equal to our proposed method, how-
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Image Ground Truth FCN U­Net SegNet cGAN
Figure 4. Examples of the retinal optic disc segmentation : (col 1) retinal optic disc images, (col 2)
ground-truth masks, (col 3) FCN, (col 4) U-Net, (col 5) SegNet and (col 6) generated masks with the cGAN.
ever our cGAN model achieved high Jaccard index of 93% as comparison to 88%. In
addition, The U-net model has still provided good results comparing the other semantic
segmentation methods.
A qualitative comparison of segmentation results with the state-of-the-art methods
using both retinal optic disc datasets is shown in Figure 4. As shown, the OD segmenta-
tion with the proposed method is much closer to the ground truth with accurate bound-
aries compared to results of the state-of-the-art methods. The visualization supports our
numerical results and The U-Net also provided acceptable segmentation. In turn, the
SegNet yielded the worst segmentation among the five tested methods.
4. Conclusion
This work proposed a deep learning framework based on conditional Generative Adver-
sarial Network (cGAN) to segment the retinal fundus optic disc. The cGAN consists of
two networks: generator and discriminator. To train properly, the cGAN network does not
require a large number of images to train. In addition, it renders a high segmentation per-
formance without adding any complexity, since the final segmentation is only achieved
with the generator network. Experimental results show that the cGAN outperformed the
state-of-the-art optic disc segmentation methods. Future work will aim at validating our
approach on more and larger datasets, which confirm to the opthalmology into a clinical
practice. In addition, using our proposed model in a comprehensive diagnosis model for
practically analyzing fundus images.
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