Abstract: This paper proposes to proceed from a rather metaphorical application of network terminology on polities and imperial formations of the past to an actual use of tools and concepts of network science. For this purpose, a well-established network model of the route system in the Roman Empire (ORBIS) and a newly created network model of the infrastructural web of Imperial China are visualised and analysed with regard to their structural properties. Findings indicate that these systems could be understood as large-scale complex networks with pronounced differences in centrality and connectivity among places and a hierarchical sequence of clusters across spatial scales from the overregional to the local level. Such properties in turn would influence the cohesion and robustness of imperial networks, as is demonstrated with two tests on the model´s vulnerability to node failure and to the collapse of long-distance connectivity. Tentatively, results can be connected with actual historical dynamics and thus hint at underlying network mechanisms of large-scale integration and dis-integration of political formations.
Introduction
In her 2009 book on "Law and Geography in European Empires", Lauren Benton (2009, p. 2) stated: "Empires did not cover space evenly but composed a fabric that was full of holes,
stitched together out of pieces, a tangle of strings. Even in the most paradigmatic cases, an empire's spaces were politically fragmented; legally differentiated; and encased in irregular, porous, and sometimes undefined borders. Although empires did lay claim to vast stretches of territory, the nature of such claims was tempered by control that was exercised mainly over narrow bands, or corridors, and over enclaves and irregular zones around them."
This observation on more "cobwebby" spatial manifestations of imperial rule can be connected with earlier studies of Monica L. Smith (2005 and 2007) , who borrowed concepts from ecology in order to characterize ancient states and empires as a "series of nodes (population centres and resources) joined through corridors (roads, canals, rivers) (Hämäläinen 2013; St. John 2013) . Moreover, even for modern-day polities and international systems, Parag Khanna (2016) has argued for replacing traditional cartographic approaches with a "connectography" of routes, webs and corridors.
When referring to "nodes" and "connections", these authors (deliberately or unintentionally)
use terminology from network theory; some, such as Smith (2005 and 2007) and others (Glatz 2009 ), have also argued for perceiving and depicting empires as networks. Most of them, however, resort to verbal descriptions or graphic visualisations, at best, without applying tools of actual network analysis, although there exists a number of such studies, dating back to the 1960s (Carter 1969; Gorenflo and Bell 1991) .
On the following pages, we will demonstrate the potential to understand and to model largescale polities of the past as networks with a comparison of two "paradigmatic" cases of imperial formations, the Roman Empire and Imperial China. Various recent volume have been devoted to a comparison of various aspects of these two empires, which even had (infrequent and tentative) contacts which each other (Scheidel 2009; Mutschler and Mittag 2008; Auyang 2015) .
Network theory, however, provides a different and common analytical basis beyond disciplinary boundaries for comparison. As will also become evident on the following pages, Rome and China of course very much differed in the "logics" of imperial connectivity, with the Imperium Romanum centred on a maritime Mediterranean core, while the sea marked more of a border for China with its web of terrestrial and riverine routes (Mote 1999; Tuan 2008; Marks 2017 ). Yet, both imperial formations under pre-modern technological conditions integrated enormous territories (of ca. five million km² each, see Ruffing 2012, p. 32; Auyang 2015, pp. 4-5) and had a lasting effect on further developments in Western and Eastern Afro-Eurasia (Preiser-Kapeller 2018).
Some basic concepts and tools of network analysis
Network theory assumes "not only that ties matter, but that they are organised in a significant way, that this or that (node) has an interesting position in terms of its ties." (Lemercier 2012, p. 22) One central aim of network analysis is the identification of structures of relations, which emerge from the sum of interactions and connections between individuals, groups or sites and at the same time influence the scope of actions of everything and everyone entangled in such relations. For this purpose, data on the categories, intensity, frequency and dynamics of interactions and relations between entities of interest is systematically collected, allowing for further mathematical analysis. This information is organised in the form of matrices (with rows and columns) and graphs (with nodes [representing the elements to be connected] and edges [or links, representing the connections of interest]). Matrices and graphs are not only instruments of data collection and visualisation, but also the basis of further mathematical operations (Wassermann and Faust 1994, pp. 92-166; Prell 2012, pp. 9-16; Barabási 2016, pp. 42-67; for applications in archaeology and history : Brughmans 2012; Knappett 2013; Collar, Coward, Brughmans and Mill 2015; Brughmans, Collar and Coward 2016) .
A quantifiable network model thus created allows for a structural analysis on three main levels (Collar, Coward, Brughmans and Mill 2015) :
* the level of single nodes. Respective measures take into account the immediate "neighbourhood" of a node -such as "degree", which measures the number of direct links of a node to other nodes (Wassermann and Faust 1994, pp. 178-183; de Nooy, Mrvar and Batagelj 2005, pp. 63-65; Newman 2010, pp. 168-169; Prell 2012, pp. 96-99) . "Betweenness" measure the relative centrality of a node within the entire network due to its position on many or few possible paths between nodes otherwise unconnected. We interpret it as a potential for intermediation, while nodes with a high betweenness also provide cohesion and connectivity within the network (Wassermann and Faust 1994, pp. 188-192; de Nooy, Mrvar and Batagelj 2005, pp. 131-133; Newman 2010, pp. 185-193; Prell 2012, pp. 103-107) . A further indicator of centrality is "closeness", which measures the length of all paths between a node and all other nodes. The "closer" a node is the lower is its total and average distance to all other nodes.
Closeness can also be used as a measure of how fast it would take to spread resources or information from a node to all other nodes or how easily a node can be reached (and supplied with signals or material flows) from other nodes (Wassermann and Faust 1994, pp. 184-188; Prell 2012, pp. 107-109) .
* the level of groups of nodes, especially the identification of "clusters", meaning the existence of groups of nodes more densely connected among each other than to the rest of the network.
A measure of the degree to which nodes in a graph tend to cluster together is the "clustering coefficient" (with values between 0 and 1) (Wassermann and Faust 1994, pp. 254-257) . In order to detect such clusters, an inspection of a visualisation of a network can be already quite helpful; common visualisation tools arrange nodes more closely connected near to each other ("spring embedder"-algorithms) and thus provide a good impression of such structures (Krempel 2005; Dorling 2012 ). For exact identification, there exist various algorithms of "group detection", which aim at an optimal "partition" of the network (de Nooy, Mrvar and Batagelj 2005, pp. 66-77; Newman 2010, pp. 372-382; Prell 2012, pp. 151-161; Kadushin 2012, pp. 46-49) .
* The level of the entire network: basic key figures are the number of nodes and of links, the maximum distance between two nodes (expressed in the number of links necessary to find a path from one to the other; "diameter") and the average distance (or path length) between two nodes. A low average path length among nodes together with a high clustering coefficient can be connected to the model of a "small world network", in which most nodes are linked to each other via a relatively small number of edges (de Nooy, Mrvar and Batagelj 2005, pp. 125-131; Prell 2012, pp. 171-172; Watts 1999) . "Density" indicates the ratio of possible links actually present in a network: theoretically, all nodes in a network could be connected to each other (this would be a density of "1"). A density of "0.1" indicates that 10 % of these possible links exist within a network. The higher the number of nodes, the higher of course the number of possible links. Thus, in general, density tends to decrease with the size of a network. Therefore, it only makes sense to compare the densities of networks of (almost) the same size. Density can be interpreted as one indicator for the relative "cohesion", but also for the "complexity" of a network (Prell 2012, pp. 166-168; Kadushin 2012, p. 29) . Other measurements are based on the equal or unequal distribution of quantitative characteristics such as degree, betweenness or closeness among nodes; a high "degree centralisation" indicates that many links are concentrated on a relatively small number of nodes, for instance (Prell 2012, pp. 168-170) .
These distributions can also be statistically analysed and visualised for all nodes (by counting the frequency of single degree values) and used for the comparison of networks (see fig. 1 and   fig. 2 ). Certain highly unequal degree distribution patterns (most prominently, power laws) have been interpreted as "signatures of complexity" of a network (Newman 2010, pp. 243-261) .
The modelling of networks of routes between places demands further specifications. Links in such model are both weighted (meaning that a quantity is attributed to them) and directed (a link leads from point A to point B, for instance). The aim is to integrate aspects of what Leif Isaksen (2008) has called "transport friction" into calculations; otherwise, the actual costs of communication and exchange between sites, which influenced the frequency and strength of connections, would be ignored in network building. Links could be weighted by using the inverted geographical distance between them, for instance; thus, a link would be the stronger the shorter the distance between two nodes ("distant decay" effect). However, of course, if possible either existing information on the (temporal or economical) costs for using specific routes could be used. Otherwise, cost calculation stemming from GIS-based modelling of terrain and routes can be integrated. In riverine transport networks directed links leading upstream (from point A to point B) would be weighted differently from links leading downstream (from point B to point A) (Rodrigue, Comtoi and Slack 2013, pp. 307-317; Taafee and Gauthier 1973, pp. 100-158; Ducruet and Zaidi 2012; Barthélemy 2011 ; for historical transport networks cf . Carter 1969; Pitts 1978; Gorenflo and Bell 1991; Graßhoff and Mittenhuber 2009; Leidwanger, Knappett et al. 2014; van Lanen et al. 2015) . Furthermore, there also exist measures especially developed for transport networks such as circuitry (or "alpha-index"). It measures the share of the maximum number of cycles or circuits (= a finite, closed path in which the initial node of the linkage sequence coincides with the terminal node) actually present in a traffic network model and thus indicates the existence of additional or alternative paths between nodes in the network and its relative connectivity and complexity (Rodrigue, Comtoi and Slack 2013, pp. 310-315; Taaffe and Gauthier 1973, pp. 104-105; Wang, Ducruet and Wang 2015, p. 455) .
Complex network models of empires
As mentioned above, one of the earliest studies in the field of historical network research focused on the analysis of an imperial formation. In 1969, F.W. Carter created a network model of the route system in the Serbian Empire of Stefan Uroš IV Dušan (r. 1331-1355 CE), using the most important urban centres as nodes and the main trade routes as links. This paper also took into account the actual geographical distances between places. Since then, as outlined above, various approaches to model "transport friction" have been implemented in studies of historical route systems, ranging from the local to the regional and even "imperial" scale.
The most exhaustive network model of historical sea-and land routes of the Imperium Networks are of course dynamic: relationships may be established, maintained, modified or terminated; nodes appear in a network and disappear (also from the sources). The common solution to capture at least part of these dynamics is to define "time-slices" (divided through meaningful caesurae in the development of the object of research, as defined by the researcher knowing the material) and to model distinct networks for each of them. Yet, since we reckon with a relatively long-term stability of core elements of the route and infrastructure networks we try to model (and also for the sake of simplicity), we decided to use static models (de Nooy, Mrvar and Batagelj 2005, pp. 92-95; Lemercier 2012, pp. 28-29; Batagelj et al. 2014) . Equally, routes and infrastructures are only one "layer" of the various networks spanning across an imperial space, such as administration, commerce or religion. All these categories of connections could be integrated into a "multi-layer" network model, but unfortunately, we do not possess the same density of evidence for them across the entire empires as we have for the routes. At the same time, these flows of people and ideas were much more volatile than the infrastructural web, on which all of these other categories of linkages in turn were depending.
As we will show below for the case of epidemics, the structure of the underlying route networks also influenced the pattern of diffusion of these other imperial network "layers" (Collar 2013; Auyang 2015 ; on multi-layer networks see Bianconi 2018) . Against this background, we stress the famous aphorism that "all models are wrong but some are (hopefully) useful". topological properties and patterns of connectivity between their nodes "that are neither purely regular nor purely random"; besides the high inequality in the distributions of centrality measures, these include a high value of circuitry and (as we will demonstrate below) a hierarchical community structure. These properties also allow for some assumptions on the overall robustness and tolerance towards the failure of nodes or links of these networks (Newman 2010, pp. 591-625; Estrada 2012, pp. 187-214; Barabási 2016, pp. 113-145, 271-305 and 321-362; Preiser-Kapeller 2015) .
Empire-wide connectivity, imperial capitals and ecologies
A main aim of the above-mentioned pioneering study of F. W. Carter (1969, pp. 54-55) was to "learn more about the position" of the "successive capitals" within the route network of the Serbian Empire and "whether Stefan Dušan made the right choice in Skopje as his capital".
Tsar Dušan did not, according to the findings of Carter, and thus (in Carter´s opinion)
diminished the prospect for a sustained existence of his empire, since his residence of choice did not rank among the most central nodes in the network model. Other places would have been better situated, Carter argued, and thus would have provided better opportunities for economic development, the ease of "troop movement" as well as for the flows of materials.
Especially the aspect of material flows can be connected with the more recent concept of "imperial ecology", which Sam White (2011) fig. 7 and fig. 9 ). In terms of urban scale and population size, these places of course could not compete with Rome, which remained privileged with regard to the inflows of supplies from across the Mediterranean (Erdkamp 2005; Scheidel, Morris and Saller 2007, pp. 651-671) . It was only the "new Rome" of Constantinople, inaugurated by Emperor Constantine I in 330 CE, which eventually would outperform the old capital at the Tiber also in these aspects in the 5 th century CE. Constantinople is also the only one among the eleven imperial capitals in our sample, which ranks in the ORBIS-network model among the top ten in all three centrality measures of degree, betweenness and closeness (see table 3 ). This may contribute to an explanation of its long-time "success" as imperial centre over almost 1600 years until 1923 CE (the fall of the Ottoman dynasty), much longer than Rome itself (Teall 1959; Mango and Dagron 1995; Preiser-Kapeller 2018, pp. 249-250) .
Similar observations can be made for China; the cities of Chang´an and Luoyang (see fig. 4 ) had served as capitals in the period of the Han-dynasty (206 BCE to 220 CE) and as starting points for the emerging imperial road system (which under the Han extended over 35,000 km).
Both were located at rivers, which would allow for an easier inflow of resource into these urban centres that competed in scale with imperial Rome (Lewis 2007; Tuan 2008, pp. 75-81; Wang, Ducruet and Wang 2015, pp. 457-465; Auyang 2015, pp. 152-154; Marks 2017, pp. 90-93) .
Moreover, both Chang´an and Luoyang were selected as residences again after the "re- (Xiong 2006, pp. 76-78) . Yang and his father Emperor Wendi (581-604 CE) also began the construction of the Grand Canal system (see fig. 4 ), which connected the new breadbaskets in the South along the Yángzǐ Jiāng with the traditional imperial centres in the North and became a main lifeline of the imperial ecology for the next Millennium. The stress on society created by all these large-scale building projects together with a series of costly and unsuccessful military campaigns eventually contributed to the fall of Emperor Yang. Yet, the succeeding Tang Emperors equally built on the same system of capitals and metabolic flows (Elvin 1973, pp. 131-145; Tuan 2008, pp. 94-100; Xiong 2006; Xiong 2017; Lewis 2009, pp. 86-101 and 113-118; Wang and Ducruet 2013; Marks 2017, pp. 135-137) . In terms of network analysis, both Chang´an and Luoyang are situated in a corridor of high betweenness at the main West-East axis of the Northern Chinese heartlands along the Huang He (see fig. 8 and fig. 10 ). Luoyang, however, ranks higher than
Chang´an with regard to closeness centrality and far higher in its degree-value, which reflects its more direct integration into the Grand Canal system (see % of all grain collected by the imperial administration and 48 % of all textiles paid as taxes had to be transported to Chang´an and its surrounding area. Like for imperial Rome, the urban metabolism of the Tang-capital almost entirely depended on the working of the tax-and distribution networks of the entire empire -and its less well-situated position as also reflected in the network model intensified the stress on the imperial ecology (Xiong 2006; Thilo 2006, 199-200; Thilo 1997; von Glahn 2016) . Consequently, when the control of the Tang over the empire dwindled in the 9 th century CE and made place for political fragmentation towards the end of that century, Chang´an shrank in scale and was officially abandoned in 904 CE.
Characteristically, the court relocated to Luoyang, but also there the Tang rule ended in 907 CE. Only the Song succeeded in re-uniting most areas of China from 960 CE onwards; their new capital became Kaifeng (see fig. 4 fig. 8 and fig. 10) fig. 8 and fig. 10 ). When the Ming expelled the Yuan in 1368, the Ming kept Beijing as "Northern Capital" in addition to Nanjing as "Southern
Capital" in the region where their rule has started. Both places became integrated into the Grand Canal network, which was extended towards the north; both sites are also well-connected in the network terms (see fig. 8 and fig. 10 ), but Beijing ranks much higher in betweenness centrality (see table 4), also reflecting its strategic position at the routes towards the northern frontier, which became a permanent military challenge for the Ming (Elvin 1973; Barfield 1989; Brook 1998; Brook 2010; Liu 2015, pp. 106-120) . In 1644, the Manchu coming from the Northeast captured the city and established the Ch'ing as last dynasty of imperial China (until 1911); they made Beijing China´s sole capital (Huang 1988, pp. 180-191; Mote 1999, pp. 813-911; Peterson 2002, pp. 563-640; Elvin 2004) .
Following Carter, the application of network models confirms the idea that the position of capitals with the web of routes and corridors contributes to their emergence as centres and is, in turn, reinforced by the alignment of infrastructures on their demands. Increased connectivity within the imperial ecology had, however, also unintended consequences, such as the facilitation of the diffusion of epidemics. Under the early Tang, a major contagion between 636 and 643 spread from Chang´an to the east already primarily along the recently established axes of the Grand Canal System, reaching Luoyang and Kaifeng (see fig. 11 ). Equally, epidemics under the Ming in 1588 and in 1642 CE (see fig. 12 and fig. 13 ) followed the main corridors of connectivity (by closeness centrality) identified in our network analysis (Elvin 2004; Marks 2017, pp. 146-148 (Börm 2013; Preiser-Kapeller 2016; Preiser-Kapeller 2018, pp. 224-225) . This leads to the question of the robustness and the possible dynamics of fragmentation of imperial networks.
Robustness and fragmentation of imperial networks
As discussed above, complex networks are not uniformly connected; we have observed big differences in centrality measures between nodes. Equally, networks are often structured in clusters, meaning groups of nodes, which are more densely and closely connected among each other than with the rest of the network; they may be identified as "sub-communities" within the larger system. For their identification, one can use algorithms for "group detection", such as the one developed by the physicist M. Newman (2010, pp. 372-382) , which aims at an "optimal" partition of the network into clusters. Complex network are as well characterised by "nested clustering", such that within clusters further sub-clusters can be detected, within which further cluster can be identified, across several levels of hierarchy (Barabási 2016, pp. 331-338) .
For the ORBIS-model, with the help of the Newman-algorithm we identified 25 over-regional clusters of higher internal connectivity (see table 5 and fig. 15 ). The majority of these clusters owe their connectivity to either maritime connections (nr. 5, 6, 7, 8, 9, 12, 13, 15, 16, 17, 18, 19, 20, 21, 22, 24, 25) or riverine routes (nr. 1, 3, 4, 14, 23) (see also McCormick 2001, pp. 77-114) . In order to test the concept of "nested clustering", we applied the Newman-algorithm also on each of the 25 (over)regional clusters of the ORBIS-network, resulting in the identification of between three and eight regional sub-clusters within each of the larger clusters (see fig. 16 ).
We may therefore perceive this complex network model of localities and routes in the Roman
Empire across several spatial scales as a system of nested clusters, down to the level of individual settlements and their hinterlands (on the Mediterranean as "agglomeration" of microregions and the role of (imperial) connectivity see also Horden and Purcell 2000; Manning 2018 ). In such a network, speed and cohesion of empire-wide connectivity depends on the transregional links between these clusters, which structure the entire system.
A similar picture emerges if we apply the same clustering-algorithm of Newman on the network model for China (see table 6 and fig. 17 ). Especially the major clusters (such as nrs 1, 10, 14, 19, 23) emerge based on riverine connectivity, while the largest cluster nr 3 (see fig. 17 ) connects the places along the Grand Canal network (also including the four ancient capitals of Luoyang, Kaifeng, Nanjing and Hangzhou). These (like in the Roman case) especially "hydrous", over-regional linkages allow for a cohesion of the imperial network at large and its integration of macro-and micro-regions into one overarching system (for the actual regional structure of imperial China cf. also Mostern 2011).
The results of the Newman clustering algorithm, however, are only one of various possible solutions to the problem of community detection. Different clustering algorithms will produce different attributions of nodes into clusters, such as the Louvain algorithm, which we also applied on both network models (for an example, see fig. 18 ). Even the same Newman algorithm will propose a different partition into clusters of the same network if some parameters (such as relative link weights of land, riverine and maritime connections) are modified. Yet, all results for the two network models show the same pattern of nested clusters from the overregional down to the local level, following the same "logics" of increased connectivity (transmaritime linkages in the Roman case, for instance) (Newman 2010, pp. 354-392; Estrada 2012, pp. 187-213; Barabási 2016, pp. 320-362) .
However, could these boundaries between clusters also work as potential rupture lines in case of a weakening of the network´s cohesion? The robustness respectively vulnerability of complex networks has attracted a considerable amount of attention, not the least due to the relevance of these questions for modern-day infrastructural webs. As Ginestra Bianconi (2018, pp. 49-57) 
has stated, "it is assumed that a fundamental proxy for the proper function of a given network is the existence of a giant component, (…) which allows the propagation of ideas,
information and signals" as well as resources and people across (most of) the network. The extent to which such as giant component within a given network exists is indicated by the socalled "percolation threshold", which allows for the existence of large clusters and long-range connectivity. Below this threshold, a network disintegrates in various components of smaller size, and system-wide connectivity is severely damaged (see also Wang and Ducruet 2013) .
One test of a network´s robustness is the successive removal of nodes, "monitoring the fraction of nodes that remains in the giant component of the network after the inflicted damage", thus "simulating" a cascading failure or destruction of nodes. The removal of nodes can be executed randomly or in the form of a "targeted attack", when nodes are damaged "according to a nonrandom strategy" such as selecting nodes which rank high in certain centrality measures.
Characteristically, large-scale complex networks would be very robust vis-à-vis random attacks, since due to the inequality in the distribution of centrality values (see fig. 1 and fig. 2 ),
there is a high probability that only peripheral nodes are affected while the central hubs remain intact. A targeted attach on the latter, however, could lead to a rapid fragmentation of the network (Bianconi 2018, pp. 49-57) . We used the targeted attack approach and successively removed the nodes ranking on top in betweenness centrality until a considerable share (at least 20 %) of the network was no longer connected to the original giant component.
Both network models show a significant robustness even towards such a "non-random strategy": in the ORBIS-network, we removed the top 50 nodes in betweenness (that is 7.3 % of all nodes of the unmodified network) before we observed a major disruption (see fig. 19 ).
Interestingly, after this rupture, the North-western regions of the network emerge as separate component (nr 1, in green colour), while the entire Mediterranean area is integrated in one (still relatively giant) component (nr 2, in red colour) (see fig. 19 ). This again highlights the significance of maritime connectivity for the network´s cohesion, but (very tentatively) could also be connected to post-476 CE scenarios of an attempted renovation of Mediterranean imperial unity by Emperor Justinian in the 6 th century CE or the (now of course out-dated) "Pirenne-thesis" about the emancipation of the Frankish Empire from the Mediterranean core (Preiser-Kapeller 2018).
The China-network proves to be even more robust to targeted node failure. Only after a removal of the 150 top nodes in betweenness (14.5 % of all nodes of the unmodified network), smaller separate components emerge in the Northeast (nr 2), the Northwest (nr 7) and especially in the South (nr 4), while the core at large remains intact (component nr 1, in orange colour), including all traditional imperial capitals (see fig. 20 ). Again, we attribute this to the cohesive effect of the riverine connections, augmented by large-scale imperial infrastructural projects such as the
Yet, what happens, if these relatively cost-intensive, maybe even "fragile links" across larger distances, as Ward-Perkins (2006, p. 382) has called them for the Roman Empire, "disappear"?
In order to answer this question, we applied another robustness text and eliminated step by step all links from the network models above a specific "cost" threshold; this could be interpreted as a "simulation" of the dwindling ability of an imperial centre to maintain (or defend)
expensive and vulnerable long-distance connections and infrastructures.
From the ORBIS-network, we successively removed all links which would "cost" more than five, more than three, more than two and finally more than one day´s journey(s) (according to the calculations of the ORBIS-team) (see table 1 ). The result is an increasing fragmentation of the network in components of different size, partially along the "rupture lines" between the clusters and sub-clusters, which we identified for the unmodified network model (see above).
But even if we eliminate the connections across longer distances, some larger, over-regional and identified again various regional clusters nested within the larger connected system, especially in the Aegean and along the coasts of Asia Minor; interestingly, also the (former) imperial residences of Rome and Ravenna "have" resilient medium-sized components intact in this scenario (see fig. 22 ). Yet besides the resilience of maritime connectivity in regions of Italy and the Eastern Mediterranean (and equally an uninterrupted cohesion of the "Egyptian"
cluster, see also fig. 21 ). The model is of course at best an appropriation towards certain structural parameters of the web of transport links within the Imperium Romanum. Nevertheless, we observe some remarkable parallels to actual historical processes of the 5 th to 7 th century CE (Wickham 2004 for instance wrote about a partial "micro-regionalisation" of the "Mediterranean world-system" during this period), which hint at the impact of processes of integration respectively disentanglement especially due to the establishment and growth respectively the contraction of long distance connections (McCormick 2001, pp. 270-277, 385-387) .
We executed the same test on the China-network model, removing all links, which would "cost" more than five, more than three, more than two and finally more than one day´s journey(s) (see table 2 ). In this case, a major impact on the connectedness can be observed after the removal of all links "worth" more than two days of travel (see fig. 23 
Conclusion
The actually very different historical trajectories of the Euro-Mediterranean region and of China rebut any deterministic interpretation of a structural-quantitative approach on empires of the past (see also Scheidel 2009). Although also recent studies suggest a long term impact of the imperial infrastructures of Rome or ancient China even on modern-day economic performance (Fang, Feinman and Nicholas 2015; Dalgaard, Kaarsen, Olsson and Selaya 2018) , understanding them as complex networks leads to an expectation a high diversity of responses to internal dynamics and external challenges, especially across spatial scales. Remarkable resilience at the regional level can take place at the same time when the system at large disintegrates; the multitude of developments in the "post-Roman" world as highlighted in recent research would conform with such a "complex behaviour" (Cameron, Ward-Perkins and Whitby 2000; Sarris 2011; Demandt 2015; Preiser-Kapeller 2016) . Equally, in the Chinese case, imperial unity was no "frozen evolutionary path", as periods of political multiplicity in the 4 th -6 th century, in the 10 th century or also in the first half of the 20 th century CE after the fall of the Ch'ing dynasty indicate (Huang 1988; Elvin 1973) . On the other hand, China could serve as example also of the relative robustness of large-scale imperial networks at large under changing regimes and after episodes of fragmentation. The establishment of the Grand Canal network also initiated a certain "path dependence" with regard to the selection of "nodes" as centres of the imperial system. When it comes to network analytical measures, Chinese rulers were rather "successful" in their decision-making if we follow F. W. 
