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Abstract—Forming (hybrid) AC/DC microgrids (MGs) has
become a promising manner for the interconnection of various
kinds of distributed generators that are inherently AC or DC
electric sources. This paper addresses the distributed asyn-
chronous power control problem of hybrid microgrids, consider-
ing imperfect communication due to non-identical sampling rates
and communication delays. To this end, we first formulate the
optimal power control problem of MGs and devise a synchronous
algorithm. Then, we analyze the impact of asynchrony on optimal
power control and propose an asynchronous iteration algorithm
based on the synchronous version. By introducing a random
clock at each iteration, different types of asynchrony are fitted
into a unified framework, where the asynchronous algorithm
is converted into a fixed-point problem based on the operator
splitting method, leading to a convergence proof. We further
provide an upper bound estimation of the time delay in the
communication. Moreover, the real-time implementation of the
proposed algorithm in both AC and DC MGs is introduced. By
taking the power system as a solver, the controller is simplified
by reducing one order and the power loss can be considered.
Finally, a benchmark MG is utilized to verify the effectiveness
and advantages of the proposed algorithm.
Index Terms—Asynchronous control, distributed power con-
trol; hybrid AC/DC microgrids, time delay.
I. INTRODUCTION
Multi-Microgrid systems or Microgrids (MGs) are clusters
of distributed generators (DGs), energy storage systems and
loads, which are generally categorized into three types: AC,
DC and hybrid AC/DC MGs [1]–[3]. A hybrid AC/DC MG has
the great advantage of reducing processes of multiple inverse
conversions in the involved individual AC or DC grid [4]. In
this paper, we address the distributed power control problem
of hybrid AC/DC MGs considering asynchrony.
Traditionally, a hierarchical control structure is utilized
in MGs for power control, which is composed of primary
control, secondary control and tertiary control [5], usually
in a centralized way. Such a centralized control architecture,
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however, may face great challenges raised by ever-increasing
uncertain and volatile renewable generations that require fast
response of controllers [6]. On the other hand, as MGs usually
belong to different owners, privacy concerns may prevent the
control center acquiring information from individual MGs. In
this context, breaking the hierarchy of MG control architecture
becomes an emerging research topic, supported by the new
idea that real-time coordination could be embedded in the local
steady-state optimization of individual MGs by exchanging
information only between neighboring MGs. This essentially
advocates a distributed control paradigm [7]–[10].
Different distributed strategies have been developed in liter-
atures for optimal real-time coordination, which can roughly
be divided into two categories in terms of methodology:
consensus based methods [11]–[17], and (sub)gradient based
decomposition methods [18]–[21]. In the consensus based
control, the agents manage to estimate the global variable
using a consensus algorithm [10], [22]. Specifically, in power
systems, the global variable could be the generation ratio
and the marginal cost. The former implies that all generators
have the same generation ratio with respect to its maximal
capability [12]–[14]. The latter implies that all generators
share the same marginal cost, and hence the generation con-
figuration is economically optimal [15]–[17]. Even though
the consensus methods are easy to be implemented, they are
difficult to address complicated (global) constraints. In this
situation, (sub)gradient based decomposition methods could
be applied, where the optimization problem is solved by dual
(sub)gradient ascent [18]–[21], [23].
Although the aforementioned methods have achieved great
success, there are still two issues to be hurdled before a practi-
cal implementation. First, most of them have considered only
synchronous distributed control. Therefore, all MGs must carry
out computation simultaneously, implying that a global clock
is necessary to ensure the instants for control actions getting
strictly synchronized. This is computationally inefficient and
impractical since in each iteration all MGs have to wait for
the slowest one to finish before executing their local actions
in the next iteration. In fact, asynchrony widely exists in
power systems, such as time delays and non-identical sampling
rates [24], [25]. Hence, the synchrony requirement limits the
application of distributed control. Second, the load demand in
existing literature is usually assumed to be known, especially
in those papers addressing optimal economic dispatch problem
[17], [19], [21]. However, the load demand is very difficult to
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2measure and is always time varying when demand response
and electric vehicles exist. In addition, the fast varying situa-
tion requires the real-time implementation of the algorithm.
This somewhat makes the existing method difficult to be
applied. Thus, it is significant to investigate the controller that
adapts to asynchronous and real-time implementation.
The purpose of this paper is to propose an asynchronous
algorithm for the optimal power control of hybrid AC/DC
MGs. In addition, we will also introduce the real-time imple-
mentation of the algorithm, where the power system is taken
as a solver to compute some variables automatically. In this
way, the algorithm can be greatly simplified and the power
loss can be considered. Main contributions of this paper are
as follows.
• We devise an asynchronous distributed algorithm to solve
the optimal power control problem of hybrid AC/DC
MGs. Different from most existing works, in this paper,
different kinds of asynchrony are fitted into one unified
form i.e., the time interval between two consecutive
iterations, by introducing a virtual random clock;
• We give a convergence proof of the distributed algorithm
by converting it into a fixed-point iteration using the
operator splitting approach. The upper bound of commu-
nication delay that guarantees the convergence is given,
which is approximately proportional to the square root of
the number of MGs;
• We provide a real-time implementation of the proposed
algorithm, where the power system is taken as a solver to
compute some variables automatically. This simplifies the
algorithm by reducing one oder. Moreover, we provide
methods to estimate the unknown load demand in AC
and DC MGs with physical system variables respectively.
In this way, the impact of power loss such as line and
inverter loss can be considered.
The rest of this paper is organized as follows. In Section
II, some notations and preliminaries are introduced. Section
III formulates the power dispatch problem in hybrid MGs and
proposes the synchronous algorithm. In Section IV, different
types of asynchrony are introduced and an asynchronous
algorithm is proposed. The optimality of its equilibrium point
and convergence of the asynchronous algorithm are proved
in Section V. The implementation method in hybrid MGs is
introduced in Section VI. We confirm the performance of the
controller via simulations on a benchmark low voltage MG
system in Section VII. Section VIII concludes the paper.
II. NOTATIONS AND PRELIMINARIES
Notations: A hybrid MG system is composed of a cluster
of AC and DC MGs connected by lines. Each MG is treated
as a bus with both generation and load. Denote AC MGs by
Nac = {1, 2, . . . , nac}, and DC MGs by Ndc = {nac +
1, nac + 2, . . . , nac + ndc}. Then the set of MG buses is
N = Nac ∪ Ndc. Let E ⊆ N ×N be the set of lines, where
(i, k) ∈ E if MGs i and k are connected directly. Then the
overall system is modeled as a connected graph G := (N , E).
Besides the physical connection among MGs, we also define
a communication graph for MGs. Denote by Ni the set of
informational neighbors of MG i over the communication
graph, implying MGs i, j can communicate if and only if
j ∈ Ni. Denote by N2i the set of two-hop neighbors of MG
i over the communication graph. The cardinality of Ni is
denoted by |Ni|. The communication graph is also assumed
to be undirected and connected, which could be different from
the physical graph. Denote by L the Laplacian matrix of
communication graph.
Preliminaries: In this paper, Rn (Rn+) is the n-dimensional
(nonnegative) Euclidean space. For a column vector x ∈ Rn
(matrix A ∈ Rm×n), xT(AT) denotes its transpose. For
vectors x, y ∈ Rn, xTy = 〈x, y〉 denotes the inner product
of x, y. ‖x‖ =
√
xTx denotes the Euclidean norm of x.
For a positive definite matrix G, denote the inner product
〈x, y〉G = 〈Gx, y〉. Similarly, the G-matrix induced norm
‖x‖G =
√〈Gx, x〉. Use I to denote the identity matrix with
proper dimensions. For a matrix A = [aij ], aij stands for the
entry in the i-th row and j-th column of A. Use
∏n
i=1 Ωi
to denote the Cartesian product of the sets Ωi, i = 1, · · · , n.
Given a collection of yi for i in a certain set Y , y denotes the
column vector y := (yi, i ∈ Y ) with a proper dimension with
yi as its components.
Define the projection of x onto a set Ω as
PΩ(x) = arg min
y∈Ω
‖x− y‖ (1)
Use Id to denote the identity operator, i.e., Id(x) = x, ∀x.
Define NΩ(x) = {v| 〈v, y − x〉 ≤ 0,∀y ∈ Ω}. We have
PΩ(x) = (Id +NΩ)−1(x) [26], [27, Chapter 23.1].
For a single-valued operator T : Ω ⊂ Rn → Rn, a point
x ∈ Ω is a fixed point of T if T (x) ≡ x. The set of fixed
points of T is denoted by Fix(T ). T is nonexpansive if
‖T (x)− T (y)‖ ≤ ‖x− y‖ ,∀x, y ∈ Ω. For α ∈ (0, 1), T
is called α-averaged if there exists a nonexpansive operator
R such that T = (1 − α)Id + αR. We use A(α) to denote
the class of α-averaged operators. For β ∈ R1+, T is called
β-cocoercive if βT ∈ A( 12 ).
III. SYNCHRONOUS DISTRIBUTED ALGORITHM
In this section, we introduce the economic dispatch problem
in MGs and propose a synchronous algorithm.
A. Economic dispatch model
The power dispatch is to achieve the power balance in MGs
while minimizing the generation cost, which can be formulated
as the following optimization problem
min
P gi
∑
i∈N
fi(P
g
i ) (2a)
s.t.
∑
i∈N
P gi =
∑
i∈N
P di (2b)
P gi ≤ P gi ≤ P
g
i (2c)
where fi(P
g
i ) =
1
2ai(P
g
i )
2 + biP
g
i , with ai > 0, bi > 0.
P gi , P
d
i are the power generation and load demand of MG i
respectively. P gi , P
g
i are the lower and upper bounds of P
g
i
respectively. The objective function (2a) is to minimize the
total generation cost of the MGs. Constraint (2b) is the power
balance over MGs. And (2c) is the generation limit of each
MG.
3For the optimization problem (2), we make the following
assumption.
Assumption 1. The Slater’s condition [28, Chapter 5.2.3] of
(2) holds, i.e., problem (2) is feasible due to affine constraints.
B. Synchronous Algorithm
The Lagrangian function of (2) is
L =
∑
i∈N
fi(P
g
i ) + µ
(∑
i∈N
P gi −
∑
i∈N
P di
)
+
∑
i∈N
γ−i (P
g
i − P gi ) +
∑
i∈N
γ+i (P
g
i − P
g
i )
where µ, γ−i , γ
+
i are Lagrangian multipliers. Here µ is a global
variable, but will be estimated by individual MGs locally.
Define the sets
Ωi :=
{
P gi | P gi ≤ P gi ≤ P
g
i
}
, Ω =
∏N
i=1
Ωi (3)
Then, we give the synchronous distributed algorithm for
power dispatch (SDPD). In this case, the update of agent i at
iteration k is given as, which takes the form of Krasnosel’skiiˇ-
Mann iteration [27, Chapter 5.2].
µ˜i,k = µi,k + σµ
(
−
∑
j∈Ni
(µi,k − µj,k)
+
∑
j∈Ni
(zi,k − zj,k) + P gi,k − P di
)
(4a)
z˜ik,k = zik,k − σz
(
2
∑
j∈Ni
(µ˜i,k − µ˜j,k)
−
∑
j∈Ni
(µi,k − µj,k)
)
(4b)
P˜ gi,k = PΩi
(
P gi,k − σg
(
f
′
i (P
g
i,k) + 2µ˜i,k − µi,k
))
(4c)
µi,k+1 = µi,k + ηk (µ˜i,k − µi,k) (4d)
zi,k+1 = zi,k + ηk (z˜i,k − zi,k) (4e)
P gi,k+1 = P
g
i,k + ηk
(
P˜ gi,k − P gi,k
)
(4f)
where σµ, σz, σg, ηk are positive constants, and σµ, σz, σg are
supposed to be chosen such that Φ in (10) (given in Section
V.B) is positive definite.
In (4), the load demand P di is usually difficult to know.
We will provide a practical method to estimate P gi − P di
instead of directly measuring P di in the implementation, as
explained in Section VI. Later in Section IV, we will show
that the SDPD is simply a special case of the asynchronous
algorithm. Therefore, its properties, such as the optimality
of the equilibrium point and the convergence, are immediate
consequence of the results of asynchronous algorithm, which
are skipped here.
IV. DISTRIBUTED ASYNCHRONOUS ALGORITHM
In this section, we first introduce several typical types of
asynchrony existing in MGs. Then, we devise an asynchronous
algorithm by modifying Algorithm SDPD.
MG1
MG2
MG3
MG4
MG1
MG2
MG3
MG4
t0 t1 t2 t2t0 t1 t3 t4 t5 t6t7 t8 t9 t11t10
idle idle
idle
idleidle
idle
(a)  Synchronous distributed computing (b)  Asynchronous distributed computing
idle
Fig. 1. Synchronous versus asynchronous computation
A. Asynchrony in Microgrids
In SDPD, each MG gathers information, computes locally
and conveys new information to its neighbors over the com-
munication graph. In this process, asynchrony may arise in
each step. When gathering information, individual MGs may
have different sampling rates, which results in non-identical
computation rates accordingly. In addition, other imperfect
communication situations such as time delay caused by con-
gestion or even failure are very common in power systems,
which essentially result in asynchrony.
In synchronous computation, an MG has to wait for the
slowest neighbor to complete the computation by inserting
certain idle time. Communication delay, congestion or even
package loss can further lengthen the waiting time. This
process is illustrated in Fig.1(a). Thus, the slowest MG and
communication channel may cripple the system in the syn-
chronous execution. In contrast, the MGs with asynchronous
computation do not need to wait and computes continuously
with little idling, as shown in Fig.1(b). Even if some of its
neighbors fail to update in time, the MG can use the previously
stored information. That means, the MG could execute an
iteration without the latest information from its neighbors.
B. Asynchronous Algorithm
In this subsection, we propose an asynchronous distributed
algorithm for power dispatch (ASDPD) based on SDPD.
Different from the iteration number k in (4), here each MG
has its own iteration number ki, implying that a local clock
is used instead of the global clock. At each iteration ki, MG
i computes in the following way.
µ˜i,ki = µi,ki−τkii
+ σµ
(
−
∑
j∈Ni
(
µ
i,ki−τkii
− µ
j,kj−τkjj
)
+
∑
j∈Ni
(
z
i,ki−τkii
− z
j,kj−τkjj
)
+ P g
i,ki−τkii
− P di
)
(5a)
z˜i,ki = zi,ki−τkii
− σz
( ∑
j∈Ni
(
µ
i,ki−τkii
− µ
j,kj−τkjj
)
−
∑
j∈Ni∪N2i
2σµ`ij
(
µ
i,ki−τkii
− µ
j,ki−τkjj
)
+
∑
j∈Ni∪N2i
2σµ`ij
(
z
i,ki−τkii
− z
j,kj−τkjj
)
+
∑
j∈Ni
2σµ
(
P g
i,ki−τkii
− P di
))
(5b)
P˜ gi,ki = PΩi
(
P g
i,ki−τkii
− σg
(
f
′
i (P
g
i,ki−τkii
) + 2µ˜i,ki
−µ
i,ki−τkii
)) (5c)
4µi,ki+1 = µi,ki−τkii
+ ηk
(
µ˜i,ki − µi,ki−τkii
)
(5d)
zi,ki+1 = zi,ki−τkii
+ ηk
(
z˜i,ki − zi,ki−τkii
)
(5e)
P gi,ki+1 = P
g
i,ki−τkii
+ ηk
(
P˜ gi,ki − P
g
i,ki−τkii
)
(5f)
where `ij is the ith row and jth column element of matrix
L2 = L × L and τki is the random time delay. `ij 6= 0 holds
only if j ∈ Ni ∪ N2i [29]. Denote w = (µ, z, P g). wi,ki−τkii
is the state of MG i at iteration k, and w
j,kj−τkjj
is the
latest information obtained from MG j. Considering each MG
has its own local clock, we have the following asynchronous
algorithm.
Algorithm 1 ASDPD
Input: For MG i, the input is µi,0, zi,0 ∈ Rn, P gi,0 ∈ Ωi.
Iteration at ki: Suppose MG i’s clock ticks at time ki, then
MG i is activated and updates its local variables as follows:
Step 1: Reading phase
Get µ
j,kj−τkjj
, z
j,kj−τkjj
from its neighbors’ and two-hop
neighbors’ output cache.
Step 2: Computing phase
Calculate µ˜i,ki , z˜i,ki and P˜
g
i,ki
according to (5a), (5b) and
(5c) respectively.
Update µi,ki+1, zi,ki+1 and P
g
i,ki+1
according to (5d), (5e)
and (5f) respectively.
Step 3: Writing phase
Write µi,ki+1, zi,ki+1 to its output cache and µi,ki+1,
zi,ki+1, P
g
i,ki+1
to its local storage. Increase ki to ki + 1.
Remark 1. In Algorithm 1, if MG i is activated, it will
read the latest information from its neighbors. Even if some
neighbors are not accessible in time due to communication
issue, it can still execute the iteration by using the previous
information stored in its input cache. Despite asynchrony
caused by different reasons, MG i only concerns whether the
latest information comes, which implies that their effect can
be characterized by the time interval between two successive
iterations. Thus, our algorithm can admit different types of
asynchrony.
Remark 2. As the element `ij 6= 0 holds only if j ∈ Ni∪N2i ,
the ASDPD is still distributed. Similar settings are also used
in [29]–[31]. However, it may make the communication graph
denser. In the Section VI, we will show that the power
system can be treated as a part of solver. Then, we can
carry out the ASDPD by local measurement and neighboring
communication.
V. OPTIMALITY AND CONVERGENCE ANALYSIS
In this section, we analyze the optimality of the equilibrium
point of dynamic system (5), as well as the convergence of
Algorithm 1. To this end, we need to introduce a sequence
of global iteration numbers that serve as a reference global
clock to unify the local iterations of individual MGs in a
coherence manner [32]. Note that the global clock is only
used for convergence analysis, but not required in ASDPD.
Specifically, we queue ki of all MGs in the order of time,
and use a new number k to denote the kth iteration in the
queue. This treatment is shown in Fig.2 by taking two MGs
as an example. Suppose that, at the iteration k, the probability
that MG i is activated to update its local variables follows a
uniform distribution. Hence, each MG is activated with the
same probability, which simplifies the convergence proof.
0 1 2 3 4
0 1 2 3 4
Sequence of k1
Sequence of k2
Sequence of k1 3 5 6 90 2 4 7 8
0 1 k1-1 k1 k1+1
Local clock 1
Local clock 2
Global clock
0 1 k2-1 k2 k2+1
0 2 k-1 k+11 k
Fig. 2. Local clocks versus global clock
To prove the convergence, we first convert the synchronous
algorithm to a fixed-point iteration with an averaged operator.
Then a nonexpansive operator is constructed, leading to the
convergence results of the asynchronous algorithm. Finally,
we provide an upper bound of the time delay.
A. Algorithm Reformulation
If the time delay is not considered, (5) is degenerated to (4).
In this sense, the SDPD is a special case of ASDPD, and we
only need to analyze the property of ASDPD. The compact
form of (5a) - (5f) without delay, i.e., (4a)-(4f), is
µ˜k = µk + σµ
(−L · µk + L · zk + P gk − P d) (6a)
z˜k = zk + σz (−2L · µ˜k + L · µk) (6b)
P˜ gk = PΩ (P gk − σg (∇f(P gk ) + 2µ˜k − µk)) (6c)
µk+1 = µk + ηk (µ˜k − µk) (6d)
zk+1 = zk + ηk (z˜k − zk) (6e)
P gk+1 = P
g
k + ηk
(
P˜ gk − P gk
)
(6f)
where, ∇f(P gk ) is the gradient of f(P gk ). The subscript ki is
substitute by a global notation k. The equation (6b) is obtained
by combing (5a) with (5b), and others are straightforward.
Next we show that (6a)− (6f) can be converted into a fixed-
point iteration problem with an averaged operator [26], [33].
Equation (6a) is equivalent to
−L · µk − P d = −P gk − L · zk + σ−1µ (µ˜k − µk)
= −Lz˜k − P˜ gk + σ−1µ (µ˜k − µk)
+ L · (z˜k − zk) + P˜ gk − P gk (7)
Similarly, (6b) is equal to
0 = L · µ˜k + L · (µ˜k − µk) + σ−1z (z˜k − zk) (8)
From the fact that PΩ(x) = (Id + NΩ)−1(x), (6b) can be
rewritten as P˜ gk = (Id + NΩ)
−1 (P gk − σg(∇f(P gk ) + 2µ˜k −
µk)), or equivalently,
−∇f(P gk ) = 2µ˜k − µk +NΩ(P˜ gk ) + σ−1g (P˜ gk − P gk ) (9)
Then, (7)− (9) are rewritten as
−
 Lµk + P d0
∇f(P gk )
 =
 −P˜ gk − Lz˜kLµ˜k
µ˜k +NΩ(P˜
g
k )
+ Φ
 µ˜k − µkz˜k − zk
P˜ gk − P gk

(10)
where
Φ =
 σ−1µ I L IL σ−1z I 0
I 0 σ−1g I
 (11)
5Define the following two operators
B :
 µz
P g
 7→
 Lµ+ P d0
∇f(P g)
 (12)
U :
 µz
P g
 7→
 −P g − LzLµ
µ+NΩ(P
g)
 (13)
From [26, Lemma 5.6], we know (Id+Φ−1U)−1 exists and
is single-valued. Denote wi = (µi, zi, P
g
i ), w = (w
i), w˜ =
(µ˜, z˜i, P˜
g). We show that (6a)− (6d) can be written as
w˜k = T (wk) (14)
wk+1 = wk + ηk(w˜k − wk) (15)
where the operator T = (Id + Φ−1U)−1(Id− Φ−1B).
For (14), w˜k = T (wk) is equivalent to
−B(wk) = U(w˜k) + Φ · (w˜k − wk) (16)
This is exactly (10). In addition, it is straightforward to see
that (6d)− (6f) are equivalent to (15).
Equations (14)− (15) can be further rewritten as
wk+1 = wk + ηk(T (wk)− wk) (17)
Denote amin = min{ai}, amax = max{ai}, ∀i ∈ N . We
have the following result about the operator T . Denote the
maximal eigenvalues of L by σmax. We have the following
result.
Lemma 1. Take ζ = min{ 1σ2max ,
amin
a2max
}, κ > 12ζ , and the step
sizes σµ, σz, σg such that Φ−κI is positive semi-definite. Then
we have the following assertions under Φ-induced norm.
1) T is an averaged operator, and T ∈ A
(
2κζ
4κζ−1
)
;
2) there exists a nonexpansive operator R such that
T =
(
1− 2κζ
4κζ − 1
)
Id +
2κζ
4κζ − 1R
3) operators T and R have the same fixed points, i.e.,
Fix(T ) = Fix(R).
Proof. For the assertion 1), we know (Id+Φ−1U)−1 ∈ A ( 12)
and Id−Φ−1B ∈ A
(
1
2κζ
)
from [26, Lemma 5.6]. Then, fol-
lowing from [34, Proposition 2.4], we know T ∈ A
(
2κζ
4κζ−1
)
.
From assertion 1) and definition of averaged operators, there
exists a nonexpansive operator R such that
T =
(
1− 2κζ
4κζ − 1
)
Id +
2κζ
4κζ − 1R (18)
Then, we have the assertion 2).
Since T is 2κζ4κζ−1 -averaged, T is also a nonexpansive
operator [27, Remark 4.24]. For any nonexpansive operator
T , Fix(T ) 6= ∅ [27, Theorem 4.19]. Suppose x is a fixed
point of T , and we have T (x) = x =
(
1− 2κζ4κζ−1
)
Id(x) +
2κζ
4κζ−1R(x). Thus, 2κζ4κζ−1 Id(x) = 2κζ4κζ−1R(x), which is equiv-
alent to x = R(x).
Similarly, suppose x is a fixed point of R, and we have
T (x) =
(
1− 2κζ4κζ−1
)
Id(x) + 2κζ4κζ−1R(x) = x. Thus, asser-
tion 3) holds, which completes the proof.
So far, we convert the synchronous algorithm into a fixed-
point iteration problem with an averaged operator (see (17)).
Moreover, we also construct a nonexpansive operator R. it
enables us to prove the convergence of the asynchronous
algorithm ASDPD, as we explain in the next subsection.
B. Optimality of the equilibrium point
Considering dynamic system (5), we give the following
definition of its equilibrium point.
Definition 1. A point w∗ = (w∗i , i ∈ N ) = (µ∗i , z∗i , P g∗i ) is
an equilibrium point of system (5) if limki→+∞ wki = w
∗
i
holds for all i.
Then, we have the following result.
Theorem 2. Suppose Assumption 1 holds. The component
P g∗, µ∗ of the equilibrium point w∗ is the primal-dual optimal
solution to (2).
Proof. By (5a)− (5f) and Definition 1, we have
0 = −L · µ∗ + L · z∗ + P g∗ − P d (19a)
0 = L · µ∗ (19b)
−∇f(P g∗) = NΩ(P g∗) + µ∗ (19c)
Then, we have
0 =
∑
i∈N
P g∗i −
∑
i∈N
P di (20a)
µ∗i = µ
∗
j = µ
∗
0 (20b)
−∇f(P g∗) = NΩ(P g∗) + µ∗ (20c)
where µ∗0 is a constant. By [35, Theorem 3.25], we know (20)
is exactly the KKT condition of the problem (2). In addition,
(2) is a convex optimization problem and Slater’s condition
holds, which completes the proof.
C. Convergence analysis of asynchronous algorithm
In this subsection, we investigate the convergence of AS-
DPD. The basic idea is to treat ASDPD as a randomized
block-coordinate fixed-point iteration problem with delayed
information. And then the results in [36] can be applied.
Define vectors φi ∈ R3n, i ∈ N . The jth entry of φi is
denoted by [φi]j . Define [φi]j = 1 if the jth coordinate of w
is also a coordinate of wi, and [φi]j = 0, otherwise. Denote by
ϕ a random variable (vector) taking values in φi, i ∈ N . Then
Prob(ϕ = φi) = 1/n also follows a uniform distribution. Let
ϕk be the value of ϕ at the kth iteration. Then, a randomized
block-coordinate fixed-point iteration for (15) is given by
wk+1 = wk + ηkϕk ◦ (T (wk)− wk) (21)
where ◦ is the Hadamard product of two matrices. Here, we
assume only one MG is activated at each iteration without loss
of generality1.
Since (21) is delay-free, we further modify it for considering
delayed information, which is
wk+1 = wk + ηkϕk ◦ (T (wˆk)− wk) (22)
where wˆk is the delayed information at iteration k. Note that,
here, k represents the global clock defined in Section V. We
will show that Algorithm 1 can be written as (22) if wˆk is
1Note that this model helps formulate the algorithm and analyze its
convergence. In implementation, we allow that two or more MGs are activated
simultaneously, which can be modeled as two or more iterations in analysis.
6properly defined. Suppose MG i is activated at the iteration
k, then wˆk is defined as follows. For MG i and j ∈ Ni,
replace µi,k, zi,k and P
g
i,k with µi,k−τki , zi,k−τki and P
g
i,k−τki
.
Similarly, replace µj,k, zj,k with µj,k−τkj and zj,k−τkj . With
the random variable ϕ, variables of inactivated MGs are kept
the same with the previous iterations. Then we have (22).
Next we make the following assumption.
Assumption 2. The time interval between two consecutive it-
erations is bounded by χ, i.e., supk maxi∈N {max{τki }} ≤ χ.
With the assumption, we have the convergence result.
Theorem 3. Suppose Assumptions 1, 2 hold. Take ζ =
min{ 1σ2max ,
amin
a2max
}, κ > 12ζ , and the step-sizes σµ, σz, σg such
that Φ − κI is positive semi-definite. Choose 0 < ηk <
1
1+2χ/
√
n
4κζ−1
2κζ . Then, with ASDPD, P
g
k and µk converge to
the primal-dual optimal solution of problem (2) with proba-
bility 1.
Proof. Combining (18) and (22), we have
wk+1 = wk + ηkϕk ◦
((
1− 2κζ
4κζ − 1
)
wˆk
−wk + 2κζ
4κζ − 1R(wˆk)
)
= wk + ηkϕk ◦ (wˆk − wk
+
2κζ
4κζ − 1(R(wˆk)− wˆk)
)
(23)
With wi,k−τki = wi,k−τki +1 =, · · · ,= wi,k, we have ϕk ◦
(wˆk − wk) = 0. Thus, (23) is equivalent to
wk+1 = wk +
2ηkκζ
4κζ − 1ϕk ◦ (R(wˆk)− wˆk) (24)
Invoking [36], (24) with the nonexpansive operator R is
essentially a kind of the ARock algorithms suggested in [36].
Hence the convergence results given in that paper can directly
be applied. Indeed, Lemma 13 and Theorem 14 of [36] indicate
that, the convergence of ARock is guaranteed by the condition
0 <
2ηkκζ
4κζ − 1 <
1
1 + 2χ/
√
n
. (25)
Therefore, if ηk satisfies 0 < ηk < 11+2χ/√n
4κζ−1
2κζ , then wk
converges to a random variable that takes value in the fixed
points (denoted by w∗k) of R with probability 1. Recalling
Fix(T ) = Fix(R) and Theorem 2, we know P g∗k and µ∗k, as
components of w∗k, constitute the primal-dual optimal solution
to the optimization problem (2). This completes the proof.
Choose κ = 12ζ + , where  > 0 but very small. Then the
upper bound of ηk can be estimated by
1
1 + 2 χ√
n
4κζ − 1
2κζ
=
1
1 + 2 χ√
n
1 + 4ζ
1 + 2ζ
≈ 1
1 + 2 χ√
n
Thus, there is ηk < 1. Moreover, the upper bound of ηk will
decrease when the time delay increases, i.e., χ increases.
Given a fixed ηk and a very small  > 0, we have
χ <
√
n(1− ηk)
2ηk
(26)
Thus, the upper bound of acceptable time delay is approxi-
mately proportional to the square root of the number of MGs,
which provides a helpful insight for controller design.
Ci
DG
g
iP
ijP
d
iP
dc
iV
Fig. 3. Simplified model of a DC MG
VI. REAL-TIME IMPLEMENTATION
The rapid variation of renewable generations and load
demand requires that the controller can be implemented in
real-time. In this section, the implementation of the ASDPD in
both AC and DC MGs is introduced. First, we take the power
system as a solver, which helps to eliminate the variables z˜ and
z in ASDPD. Then, the real-time control diagram is illustrated.
Finally, the optimality of results using such implementation
method is proved.
A. Taking the power system as a solver
1) Main idea: Recalling the synchronous version (4) and
(19a), the item
∑
j∈Ni
(zi,k−zj,k) in (4a) is utilized to balance the
difference between P gi,k and P
d
i . Denote δij = zj−zi, and the
last three terms of (4a) are P gi,k−P di −
∑
j∈Ni
δij,k. From (19a),
we know 0 =
∑
j∈Ni
δ∗ij,k + P
g∗
i − P di . This motivates us the
power balance equation of each bus 0 = P g∗i −P di −
∑
j∈Ni
P ∗ij ,
where P ∗ij is the line power from bus i to bus j in the steady
state. Thus, δij has the similar role to the line power Pij .
This is a very important observation as Pij is automatically
implemented with physical dynamics of the power systems.
We only need to measure it, which also implies that the
computation of z˜, z can be avoided. This is what we mean
taking the power system as a solver. Moreover, we can take
P gi,k − P di +
∑
j∈Ni
(zi,k − zj,k) as a whole and estimate it in
both AC and DC MGs.
2) AC MGs: In AC MGs, the swing equation of AC bus
i is
Miω˙i = P
g
i − P di −Diωi −
∑
j∈Ni
Pij , i ∈ Nac (27)
where, Mi > 0, Di > 0 are constants, and Pij is the line
power from bus i to bus j. This model is suitable for both
synchronous generators and converters [37]–[39]. (27) can be
rewritten as
P gi − P di −
∑
j∈Ni
Pij = Miω˙i +Diωi, i ∈ Nac (28)
Thus, Miω˙i + Diωi can be used to estimate P
g
i,k − P di +∑
j∈Ni
(zi,k − zj,k) in (4a) and its delayed form in (5a). By this
control structure, the asynchronous algorithm 1 is integrated
to the real-time control in AC MGs.
3) DC MGs: In DC MGs, DC capacitors are used to
maintain the voltage stability of DC buses [40]. Then, the
model of DC MGs can be simplified (see Fig.3). The power
balance on DC bus i is
V dci CiV˙
dc
i = P
g
i − P di −
∑
j∈Ni
Pij , i ∈ Ndc (29)
7where, Ci is the capacitor connected to the DC bus; V dci is
the voltage of the DC bus. Thus, V dci CiV˙
dc
i can be used to
estimate the P gi,k − P di +
∑
j∈Ni
(zi,k − zj,k) in the DC MG. In
this situation, we only need to measure the voltage, which is
much easier to implement. Then, the asynchronous algorithm
ASDPD is integrated to the real-time control in DC MGs.
By taking the power system as a solver, the distributed
asynchronous algorithm takes the following form
µ˜i,ki = µi,ki−τkii
+ σµ
(
−
∑
j∈Ni
(
µ
i,ki−τkii
− µ
j,kj−τkjj
)
+Miω˙i +Diωi
)
, i ∈ Nac (30a)
µ˜i,ki = µi,ki−τkii
+ σµ
(
−
∑
j∈Ni
(
µ
i,ki−τkii
− µ
j,kj−τkjj
)
+ V dci CiV˙
dc
i
)
, i ∈ Ndc (30b)
P˜ gi,ki = PΩi
(
P g
i,ki−τkii
− σg
(
f
′
i (P
g
i,ki−τkii
) + 2µ˜i,ki
−µ
i,ki−τkii
)) (30c)
µi,ki+1 = µi,ki−τkii
+ ηk
(
µ˜i,ki − µi,ki−τkii
)
(30d)
P gi,ki+1 = P
g
i,ki−τkii
+ ηk
(
P˜ gi,ki − P
g
i,ki−τkii
)
(30e)
In the algorithm (30), only µ needs to be transmitted between
neighbors. Moreover, the variables z˜, z are not necessary,
which simplifies the controller greatly. Based on (30), we have
the following real-time asynchronous distributed algorithm for
power dispatch (RTASDPD)
Algorithm 2 RTASDPD
Input: For MG i, the input is µi,0 ∈ Rn, P gi,0 ∈ Ωi.
Iteration at ki: Suppose MG i’s clock ticks at time ki, then
MG i is activated and updates its local variables as follows:
Step 1: Reading phase
Get µ
j,kj−τkjj
from its neighbors’ output cache. For an AC
MG i, measure the frequency ωi. For a DC MG i, measure
the voltage Vi.
Step 2: Computing phase
For i ∈ Nac, calculate µ˜i,ki and P˜ gi,ki according to (5a)
and (5c) respectively. For i ∈ Ndc, calculate µ˜i,ki and P˜ gi,ki
according to (5b) and (5c) respectively.
Update µi,ki+1 and P
g
i,ki+1
according to (5d) and (5e)
respectively.
Step 3: Writing phase
Write µi,ki+1 to its output cache and µi,ki+1, P
g
i,ki+1
to its
local storage. Increase ki to ki + 1.
Remark 3. By taking the power system as a solver, there are
three main advantages:
• Only the frequency in AC MG and voltage in DC MG
need to be measured, which avoid the measurement of
load demand P di . As we know, the load demand is usually
difficult to measure while the measurement of frequency
and voltage is much easier.
• We simplify the communication graph, where only the
neighboring communication is needed. Moreover, we also
simplify the controller structure. The auxiliary variables
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Fig. 4. Control diagram of the proposed method
z˜ and z are eliminated, making the controller easier to
implement.
• In the problem (2), the power loss is not considered. In
the real-time implementation, we measure the frequency
and intend to drive it to the nominal value. In this way,
the impact of power loss such as line and inverter loss
can be considered.
B. Control diagram
The control diagram is shown in Fig.4, which is composed
of four levels: the electric network, the primary power control,
the asynchronous power control and the distributed communi-
cation. In the electric network level, the current and voltage
are measured as the input of the primary power control level.
The primary power control level includes three loops, i.e.,
the current loop, the voltage loop and the power loop. In the
power loop, droop control is utilized for both active power and
reactive power control, where the active power and frequency
are sent to the asynchronous power control level. Algorithm
1 is integrated in the asynchronous control level, where the
asynchronous information from neighboring MGs is utilized.
The output P gi,k+1 is the reference of the active power control.
The error between P gi,k+1 and the measured active power is
fed to the primary power control via an integral operator. Other
outputs µi,k+1 is written to its output cache, which are sent
to its neighbors via the communication network.
The control diagram of DC MGs is similar to that in Fig.4,
where the main difference is that the DC bus voltage V dci is
measured. The details are omitted here.
C. Optimality of the implementation
By the implementation method, we claim that the equi-
librium point of (30) is also optimal with respect to the
optimization problem (2). In steady state, we have ωi = ωj =
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Fig. 5. A schematic diagram of a typical 43-bus MG system
ω∗,∀i, j ∈ N , and dV dcidt = 0,∀i ∈ Ndc. By (5a) − (5d) and
Definition 1, we have
0 =
∑
j∈Ni
(
µ∗i − µ∗j
)
+Diω
∗, i ∈ Nac (31a)
0 =
∑
j∈Ni
(
µ∗i − µ∗j
)
, i ∈ Ndc (31b)
P g∗i = PΩi
(
P g∗i − σg
(
f
′
i (P
g∗
i ) + µ
∗
i
))
(31c)
From (31a) and (31b), we have
r1µ
∗ +D1ω∗ = 0 (32a)
...
r|Nac|µ
∗ +D|Nac|ω
∗ = 0 (32b)
r|Nac|+1µ
∗ = 0 (32c)
...
r|N |µ∗ = 0 (32d)
where ri is the ith row of Laplacian matrix L, and r1 + r2 +
· · ·+ r|N | = 0. Thus, we have
ω∗
∑
i∈Nac
Di = 0 (32e)
This implies that ω∗ = 0. Then, we have µ∗i = µ
∗
j = µ
∗ with
a constant µ∗. Other analysis is similar to that of Theorem 2,
which is omitted here.
VII. CASE STUDIES
A. System Configuration
To verify the performance of the proposed method, a 44-
bus system shown in Fig.5 is used for the test, which is a
modified benchmark of low-voltage MG systems [16], [41].
The system includes three feeders with six dispatchable MGs,
where MG2 and MG5 are DC MGs while the others are AC
MGs. The Breaker 1 is open, which implies that the system
operates in an islanded mode. All simulations are implemented
in the professional power system simulation software PSCAD.
The simulation scenario is: 1) at t = 2s, there is a
60kW load increase in the system; 2) at t = 8s, there is a
30kW load drop. Then, each MG increases its generation to
MG1
MG2MG3
MG4 MG5
MG6
Fig. 6. Communication graph of the system
49.6
49.7
49.8
49.9
50
50.1
50.2
F
r e
q u
e n
c y
 (
H
z )
 
DG1
DG2
DG3
DG4
DG5
DG6
0 2 4 6 8 10 12 14
Time (s)
 
,
kg i
k
P
( k
W
)
40
50
60
70
80
90
100
0 2 4 6 8 10 12 14
Time (s)
DG1
DG2
DG3
DG4
DG5
DG6
0.03
0.04
0.05
0.06
0.07
0.08
 
 DG1DG2
DG3
DG4
DG5
DG6
0 2 4 6 8 10 12 14
Time (s)
40
50
60
70
80
90
100
 
G
e n
e r
a t
i o
n  
( k
W
)
0 2 4 6 8 10 12 14
Time (s)
DG1
DG2
DG3
DG4
DG5
DG6
370
375
380
385
390
395
400
405
V
o l
t a
g e
 o
f  
t h
e  
D
C
 B
u s
 (
V
)
 
MG2
MG5
0 2 4 6 8 10 12 14
Time (s)
370
375
380
385
390
395
400
405
V
o l
t a
g e
 o
f  
t h
e  
D
C
 B
u s
 (
V
)
 
MG2
MG5
0 2 4 6 8 10 12 14
Time (s)
 49.6
49.7
49.8
49.9
50
50.1
50.2
F
r e
q u
e n
c y
 (
H
z )
0 2 4 6 8 10 12 14
Time (s)
MG1
MG2
MG3
MG4
MG5
MG6
  0.03
0.04
0.05
0.06
0.07
0.08

0 2 4 6 8 10 12 14
Time (s)
40
50
60
70
80
90
100
G
e n
e r
a t
i o
n  
( k
W
)
0 2 4 6 8 10 12 14
Time (s)
MG1
MG2
MG3
MG4
MG5
MG6
MG1
MG2
MG3
MG4
MG5
MG6
0 2 4 6 8 10 12 140.03
0.035
0.04
0.045
0.05
0.055
0.06
0.065
0.07
0.075
0.08
time
m u
 
 
 
370
375
380
385
390
395
400
405
V
o l
t a
g e
 o
f  
t h
e  
D
C
 B
u s
 (
V
)
 
MG2
MG5
0 2 4 6 8 10 12 14
Time (s)
 49.6
49.7
49.8
49.9
50
50.1
50.2
F
r e
q u
e n
c y
 (
H
z )
0 2 4 6 8 10 12 14
Time (s)
MG1
MG2
MG3
MG4
MG5
MG6
 0.03
0.04
0.05
0.06
0.07
0.08

0 2 4 6 8 10 12 14
Time (s)
40
50
60
70
80
90
100
G
e n
e r
a t
i o
n  
( k
W
)
0 2 4 6 8 10 12 14
Time (s)
MG1
MG2
MG3
MG4
MG5
MG6
MG1
MG2
MG3
MG4
MG5
MG6
Fig. 7. Dynamics of frequencies (left) and voltages (right). For a DC MG,
its frequency implies the frequency of the corresponding DC/AC inverter.
balance the power and restore system frequency. Their initial
generations are (58.93, 46.94, 66.43, 59.95, 52.06, 55.09) kW.
The communication graph is undirected, which is shown in
Fig.6. Other parameters are given in Table I.
TABLE I
SYSTEM PARAMETERS
DG i 1 2 3 4 5 6
ai 0.8 1 0.65 0.75 0.9 0.85
bi 0.01 0.01 0.014 0.012 0.01 0.01
P
g
i (kW) 85 80 90 85 80 80
P gi (kW) 0 0 0 0 0 0
B. Non-identical sampling rates
Individual MGs may have different sampling rates (or
control period) in practice, which could cause asynchrony and
compromise the control performance. In this part, we consider
the impact of non-identical sampling rates. The sampling
rates of MG1-MG6 are set as 10,000Hz, 12,000Hz, 14,000Hz,
16,000Hz, 18,000Hz, 20,000Hz, respectively. The dynamics of
the frequencies and voltages of MGs are shown in Fig.7.
As the load change is located in MG2, the frequency nadir
of MG2 is the lowest (about 0.26Hz). The system frequency
recovers in 4 seconds after the load change. When the load
decreases, the frequency experiences an overshoot of 0.1Hz,
and recovers in 2 seconds. Voltages on the DC buses of MG2
and MG5 have a small drop when load increases. On the
contrary, they voltages slightly increase after the load drop.
The result demonstrates that the system is fairly stable to load
variation even with non-identical sampling rates.
Dynamics of generations and −µ are given in Fig.8. At
the end of stage one (from 2s to 8s), generations of MGs
are (79.32, 63.60, 90, 81.82, 70.47, 75.08)kW respectively.
At the end of stage two (from 8s to 14s), their values are
(69.50, 55.46, 79.20, 70.97, 61.86, 65.04)kW respectively.
Generations are identical with that obtained by solving the
centralized optimization problem (implemented by CVX). This
result verifies the optimality of the proposed method. −µi
stands for the marginal cost of MG i, whose dynamic is given
on the right part of Fig.8. The marginal cost of different MGs
converges to the same value when the system is stabilized,
which indicates that the system operates in an optimal state.
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Fig. 8. Dynamics of generations (left) and −µ (right).
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Fig. 9. Frequencies and generations under different/varying time delays.
C. Random time delays
In practice, time delay always exists in the communication,
which is usually varying up to channel situations. This implies
that the time delay is random and cannot be known in advance.
In this part, we examine the impact of time-varying time
delays. Initially, all the time delays in communication are set
as 20ms. And then we intentionally increase the time delays
on the channels of MG1-MG2 and MG5-MG6. Additionally,
we have the time delays on these two channels varying in
ranges [100ms, 200ms], [200ms, 500ms], [500ms, 800ms]
and [800ms, 1000ms], respectively, while the delays on other
channels remain 20ms. Frequency and generation dynamics
of MG1 under different scenarios are shown in Fig.9. It is
observed that, When time delays increase, the convergence
becomes slower with larger overshoots in frequency. How-
ever, the steady-state generations are still exactly identical to
the optimal solution, which verifies the effectiveness of our
controller under varying time delays.
D. Comparison with synchronous algorithm
In this part, we compare the performances of the asyn-
chronous and synchronous algorithms under imperfect com-
munication. In the asynchronous case, the sampling rates
of MGs are set to the same as that in Section VII.B and
the time delay varies between [500, 800]ms. The dynamics
of MG1 with two algorithms are shown in Fig.10. With
the synchronous algorithm SDPD, the system remains stable
after load perturbations. However, the frequency nadir and
overshoot deteriorate, and the convergence becomes slower.
The generation takes more time to reach the optimal solution,
with an obvious fluctuation. The reason is that MGs have to
wait for the slowest one in the synchronous case. This result
confirms the advantage of the asynchronous algorithm.
E. Plug-n-play test
In this part, we examine the performance of RTASDPD
under the plug-n-play operation mode. The simulation scenario
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Fig. 10. Dynamics of frequencies and generations under synchronous and
asynchronous cases.
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Fig. 11. Dynamics of frequencies (left) and generations (right) when MG4
is switched off and on.
is that DG4 is switched off at t = 2s and switched on at t = 8s.
Dynamics of frequencies and generations are illustrated in
Fig.11. When DG4 is switched off, there is a small frequency
oscillation. Since MG3 is close to DG4, its frequency nadir is
the lowest. When DG4 is connected, the frequency oscillation
is more fierce. However, the system is stabilized rapidly in
2s. Generation of DG4 drops to zero when it is switched off.
Then other DGs increase their generations to re-balance the
power. After DG4 is re-connected, all the generations recover
to the initial values. This demonstrate that our controller can
adapt to the plug-n-play mode.
VIII. CONCLUSION
In this paper, we have addressed the information asynchrony
issue in the distributed optimal power control of hybrid MGs.
By introducing a random clock, different kinds of asynchrony
due to imperfect communication are fitted into a unified
framework. Based on this, we have devised an asynchronous
algorithm with a proof of convergence. We have also provided
an upper bound of the time delay. Furthermore, we have
presented the real-time implementation of the asynchronous
distributed power control in hybrid AC and DC MGs. In
the implementation, the power system is taken as a solver,
which simplifies the controller and can consider the power
loss. Numerical experiments on PSCAD confirm the superior
performance of the proposed methodology.
Communication asynchrony widely exists in MGs. This
paper gives a framework to design distributed controller under
imperfect communication. The proposed methodology can also
be extended to other related problems, such as voltage control
in power systems and energy control in multi-energy systems.
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