Abstract
Introduction
The Expert knowledge-based and data-driven rule generations are two main approaches to fuzzy modeling. Recently, data-based rule generation has been widely investigated and shown to be very successful. Despite that, conventional fuzzy models suffer from combinatorial rule explosion; in other words, the model complexity grows exponentially with the input dimension. To deal with this problem, several methods have been developed. One popular method is to replace the conventional fixed or adaptive fuzzy grid with a more flexible k-d tree [1] , which was originally suggested to storage data. Alternatively, quad trees [2] , [3] have also been adopted for input space partition. Although the former is more flexible than the latter, it has often a lot of nonuniform overlapping membership functions to which it is hard to assign an understandable linguistic term. Since all the input variables are not necessarily interactive, an iterative construction algorithm involving building and pruning has been developed in [4] , [5] . A hierarchical rule structure, where the number of fuzzy rules grows linearly with the input number, is proposed in [6] - [9] . Evolutionary algorithms have also been used as a new tool for building compact fuzzy systems. Both genetic algorithms [10] , [11] and evolution strategies [12] have been introduced to reduce the complexity of fuzzy rules. Gaussian Potential Fuzzy Neural Networks (GPFNN) is used to eliminate some of the fuzzy rules to reduce complexity of the fuzzy system [13] . Apart from the above efforts on an efficient rule structure, using interpolation [14] and optimal rules that cover the extrema [15] are another two interesting ideas for rule reduction. Recently, it is suggested that fuzzy systems with a union-rule conFigureuration can reduce the rule complexity effectively [16] . One of the most important issues in data-driven fuzzy rule generation is interpretability of the fuzzy system. It is well known that one of the most important motivations to use a fuzzy system for system modeling is that a fuzzy system is easy to understand for human beings. However, interpretability of a fuzzy system might be lost for adaptive fuzzy systems using data-based Classification of Multi-Class Datasets Using 2D Membership Functions in TSK Fuzzy System Loghman Kaki, Mohammad Teshnelab, Mahdi Aliyari Shooredeli learning [17] , [18] . In [17] , interpretability is maintained by loosely limiting the location of the membership functions during learning. Alternatively, similar fuzzy membership functions are merged in [18] so that the resulting fuzzy partitions are interpretable. Interpretability of the consequent part of the Takagi-Sugeno fuzzy rules is considered in [19] through local learning. The purpose of this paper consists of two aspects. First, developing a practical method for modeling high-dimensional systems with a simplified fuzzy system including reduction of fuzzy rules, second, the resulting fuzzy system become easy to understand. The proposed method changes the structure of fuzzification layer of conventional fuzzy system in order to reduce the number of parameters by Using two-dimensional membership functions instead of one-dimensional ones. The other layers of the fuzzy system are constructed accordingly. In this structure, Parameters are optimized by using gradient-based learning algorithm. Learning process is the same as the process introduced by Jang [20] Since the size of the rule base is reduced, the learning process time is acceptable and also the interpretability of fuzzy system is preserved. The proposed method has been applied to three classification problem (IRIS, Pima, and Wine). The datasets used for the experiments came from the UCI repository [21] . Feature reduction was done via the gain ratio feature selector in Weka [22] for all data sets with more than six features.
The contents of the paper are organized as follows. Section II describes conventional ANFIS. In Section III, a new term that is named fuzzifier box and proposed structure and parameters optimized by using gradient-based method are introduced. Section IV, describes the datasets and selection process. Section V is a description of the experiments results. Finally, at section VI an analysis of results is given followed by the conclusions.
ANFIS
Adaptive-Network-Based Fuzzy Inference system (ANFIS) is a fuzzy inference system implemented within the architecture and learning procedure of adaptive networks [23] - [ 25] . The ANFIS structure used in this paper consisted of a 5-layer Sugeno type architecture, a typical example of which is seen in Figure 1 . In this example, two inputs are used (x,y) and one output (f) .
In the first layer, all nodes are adaptive, i is the degree of the membership of the input to the fuzzy membership function (MF) represented by node; 2 , 1 ) (
O is the output of the node i in layer 1. In the second layer the nodes are fixed (i.e. not adaptive). Nodes in this layer are labeled Π and multiply the signal before outputting. The outputs are given by; 
Each node output in this layer represents the firing strength of the rule. In the third layer, every node is also fixed and are labeled with an N and perform a normalization of the firing strength from the previous layer. The output of each node is given by; 2 , 1 2 1
In the fourth layer, all nodes are adaptive. The output of a node is the product of the normalized firing strength and a first order polynomial and is given by; 2 , 1 ) (
is the modifiable parameter set, referred to as consequent parameters since they deal with the then part of the fuzzy rule.
Finally, layer 5 is a single node labeled with Σ which indicates that the function is that of computing the overall output as the summation of all incoming signals; 2 , 1
Further details of the ANFIS model can be obtained from Jang [24] and Jang and Gulley [25] .
The Proposed Method
The main focus of the proposed method is on the fuzzification layer (Layer1). In a conventional fuzzy system, the membership functions that are used in the fuzzification layer are one-dimensional. In this study we try to use two-dimensional membership functions instead of one-dimensional ones. Before describing the proposed method, we introduce a new term called fuzzifier Box (FB). A onedimensional fuzzifier Box is a box which has one input and some outputs. The input of a fuzzifier box is one of the fuzzy system input and the outputs are the measurements that are generated by membership functions. Figure. MF is the amount of k-th one dimensional membership function that is concerned with i-th input. In this paper we use two-dimensional FBs which are the simplified version of n-dimensional ones that is shown at Figure. 3. As shown in the Figure. 3 the number of inputs to a fuzzifier box is n, which is equal to dimension of the membership functions which is used in that FB. Number of outputs is equal to the number of n-dimensional membership functions.
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Loghman Kaki, Mohammad Teshnelab, Mahdi Aliyari Shooredeli . These parameters are shown in Figure. 4. As mentioned before, the difference between a conventional fuzzy system and the proposed method is at the first layer. Without loss of generality we assume to use structure shown in Figure. FB . For instance, if we have a classification problem with six inputs variables that use three membership functions for each FB, three FBs is needed for each two inputs. The number of rules that generated from the outputs of the FBs is equal to 27 in comparison with 729 at conventional fuzzy system.
A fuzzy system have two kind of parameters, the antecedent parameter that concern with the fuzzification layer and the consequent parameters that concern with defuzification layer. The number of antecedent parameters in the proposed method and the conventional ones are the same since for each single input in the conventional fuzzy system, there are two parameters first an average and second a variance. These parameters are repeated for each membership functions. Number of antecedent parameters is calculated as follows;
As it depicted in Figure. , there are two parameters hence the eq(8) is extended to the proposed method.
The main difference between the proposed method and the conventional fuzzy system is the number of parameters that concern with consequent or defuzzification layer. In a TSK fuzzy system there are some parameters for each rule in the consequent part. These parameters are coefficient of inputs variables that depicted in Figure. is the function that concern with rule i-th, 's the coefficients that mentioned above and n is the number of inputs.
Since the proposed method reduced the number of rules, accordingly the number of consequent parameters reduced. Number of consequent parameters in a conventional fuzzy system is calculated as follows;
Where #C.P conv
is the number of consequent parameters in conventional fuzzy system. But this number in the proposed method is calculated as follows; (12 
is the number of consequent parameters in proposed method. Reduction in number of rules in conventional fuzzy system in comparison with the proposed method is radically. This fact is formulated as follows; (13) Where d is the dimension that chosen for membership function (here d=2). The proposed method reduces the number of rules accordingly the number of consequent parameters so that the fuzzy system with high dimensional inputs becomes trainable and interpretable.
Data Sets
In Table 1 we show the three data sets selected for our experiments from the UCI repository [21] . Since ANFIS results are typically poor for datasets with more than six features due to the size of the fuzzy search space we try to use a feature selection algorithm. In the data mining tool, Weka [22] , the gain ratio feature selector was used to choose the best six features for data sets with more than six features. Usually these datasets are proposed to validate and test new classifiers but they are not challenging ones. 
Results
Conventional ANFIS and the proposed method are tested on three datasets (IRIS, Pima and Wine). 10-fold cross validation [26] , [29] and 10-Different Run [27] , [29] have been used to evaluate the performance. All results are obtained from same training and testing sets. The results that are obtained from the proposed method are compared with ANFIS, a fuzzy system that is part of MATLAB Fuzzy Logic Toolbox [28] . Table 2 shows the results for datasets with two membership functions for each FB in comparison with the result obtained from MATLAB toolbox. Table 3 shows the results for datasets with three membership functions for each FB in comparison with the results obtained from MATLAB toolbox. In spite of the reduction in rules number, the classification accuracy rate is still preserved. For instance, number of rules reduced to 4 in comparison with 16, in IRIS dataset but the classification rate is acceptable. The result obtained from wine dataset shows that with 8 rules, the proposed method has achieved more accurate results than the conventional ANFIS and also the Pima dataset with only 4 rules has acquired accurate result.
Conclusion
In this paper classification based on fuzzy system with 2-D membership functions is proposed and applied to three popular datasets. It's clear from the results that in spite of the reduction in the number of rules the classification accuracy rate of the proposed method is still preserved. As it seen in some cases, the number of rules is reduced from 729 to 27 and the result is even better in the proposed method. One of the main features of the proposed method is the simplicity of its structure. It means that without any great variation in conventional fuzzy system structure and learning algorithm, we got better classification accuracy rate at shorter time.
