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This paper investigates speech and speaker recognition involving partial feature corruption, assuming unknown, time-varying
noise characteristics. The probabilistic union model is extended from a conditional-probability formulation to a posterior-
probability formulation as an improved solution to the problem. The new formulation allows the order of the model to be opti-
mized for every single frame, thereby enhancing the capability of the model for dealing with nonstationary noise corruption. The
new formulation also allows the model to be readily incorporated into a Gaussian mixture model (GMM) for speaker recognition.
Experiments have been conducted on two databases: TIDIGITS and SPIDRE, for speech recognition and speaker identification.
Both databases are subject to unknown, time-varying band-selective corruption. The results have demonstrated the improved ro-
bustness for the new model.
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1. INTRODUCTION
Speech and speaker recognition systems need to be robust
against unknown partial corruption of the acoustic features,
where some of the feature components may be corrupted
by noise, but knowledge about the corruption, including the
number and identities of the corrupted components and the
characteristics of the corrupting noise, is not available. This
problem has been addressed recently by the missing-feature
methods (see, e.g., [1–10]), which have focused on how to
identify and thereby remove those feature components that
are severely distorted by noise and thus provide unreliable in-
formation for recognition. A number of methods have been
suggested for identifying the corrupt data, for example, based
on a measurement of the local signal-to-noise ratio (SNR)
or other noise characteristics such as the statistical distri-
bution [3–5, 10], based on knowledge of the speech such
as the harmonic structure of voiced speech [7], and based
on a combination of auditory scene analysis and SNR for
mixed voiced and unvoiced speech [8]. A more recent devel-
opment, termed fragment decoder, is detailed in [11]. The
fragment decoder models an utterance as fragments (time-
frequency regions) of speech and background. The missing-
feature theory is incorporated into the model to facilitate
the search for the most likely speech fragments forming the
speech utterance. In this paper, we describe an alternative,
the posterior union model, as a complement to the above
methods. The posterior union model is an extension of our
previous conditional-probability union model described in
[12, 13]. The aims of the extension are two folds: (1) enhanc-
ing the model’s capability for dealing with nonstationary
noise corruption, and (2) enabling the incorporation of the
model into Gaussian mixture model (GMM) based speaker
recognition.
As an alternative to the missing-feature methods, the
union model aims to lift the requirement for identifying the
noisy features. Assume a feature set comprising N compo-
nents, M of which are corrupt, and recognition is ideally
based only on the remaining (N−M) clean components. The
union model deals with the uncertainty of the clean com-
ponents by forming a union of all possible combinations of
(N−M) components, which therefore includes the combina-
tion of the (N−M) clean components, and by assuming that
the probability of the union will be dominated by this all-
clean component combination for correct recognition. This
eﬀectively reduces the problem of identifying the noisy com-
ponents to a problem of estimating the number of the noisy
components, that is,M, required to form the union. We term
this number the order of the union model.
Previously we have studied the formulation of the union
model using the conditional probabilities of the features,
and applied the model to subband-based speech recognition
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[12, 13]. In those systems, each speech frame is modeled
by a feature vector consisting of short-time subband spec-
tral measurements. A major drawback of this conditional-
probability model is the lack of eﬀective means for estimat-
ing the order, that is, the number of corrupted subbands
within each frame. Towards a solution, a heuristic method
was suggested in [14], assuming the use of a multistate hid-
denMarkov model (HMM) for modeling a speech utterance.
The method compares the state occupancies associated with
each hypothesized order with the state occupancies for clean
training utterances, and assumes that the model with the
correct order should produce a state-occupancy distribution
similar to the state-occupancy distribution for the clean ut-
terances due to the isolation of noisy subbands. In estimat-
ing the state occupancies for a test utterance, the method
assumes the same number of noisy subbands (i.e., order)
throughout the utterance. This method thus oﬀers only a
suboptimal performance in nonstationary noise conditions,
in which diﬀerent frames may involve diﬀerent subband cor-
ruption due to the time-varying nature of the noise. More-
over, this state-occupancy method becomes invalid for an
HMM with only a single state, for example, a GMM. GMMs
are commonly used for modeling speakers for speaker iden-
tification and verification (e.g., [15]).
In this paper, we describe an extension of the union
model from the conditional-probability formulation to a
posterior-probability formulation, as a solution to the above
problem. The new formulation allows the order to be opti-
mized for every single frame subject to an optimality crite-
rion, to enhance the capability of the model for dealing with
nonstationary noise corruption. The frame-by-frame order
estimation also enables the incorporation of the model into
GMM-based speaker recognition systems, to provide robust-
ness to unknown, time-varying partial feature corruption.
The remainder of this paper is organized as follows.
Section 2 formulates the problem. Section 3 describes the
new posterior union model and its incorporation into the
HMM/GMM framework for speech and speaker recognition.
The experimental results are presented in Section 4, followed
by a conclusion in Section 5.
2. PROBLEM FORMULATION
Assume a feature set X = (x1, x2, . . . , xN ) consisting of N
components, where xn represents the nth component, to be
classified into one of the K classes, C1,C2, . . . ,CK . In speech
recognition, for example, X may be a frame feature vector
consisting of N feature streams, and Ck corresponds to the
underlying speech state forming a phone or a word. Assume
that within the N components there are M components be-
ing corrupted, and further assume that the corruption is par-
tial, that is, 0 ≤ M < N (M = 0 means no corruption).
To reduce the eﬀect of the noise, classification can be based
on the marginal probability of the remaining (N −M) clean
components, with the noisy components being removed to
improve mismatch robustness (the missing-feature theory).
Without knowledge of the identity of the noisy components,
these (N − M) clean components could be any one of the
combinations of (N −M) components taken from X . There-
fore the random nature of the clean components can be
modeled by the union of all these combinations. Use a sim-
ple case as an example, in which X is a 3-component fea-
ture set X = (x1, x2, x3) and there is one component (say
x1) that is noisy but the identity of the noisy component
is not known. Consider the union of all possible combina-
tions of two components. Denoting the union variable by χ2,
χ2 = x1x2 ∨ x1x3 ∨ x2x3, where ∨ stands for the disjunction
(i.e., “or”) operator. The union includes the true clean com-
bination (x2x3) that contains all the clean components and
no others, and the noisy combinations (x1x2, x1x3) that are
aﬀected by the noisy component x1. Consider the probability
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where ∧ is short for the “and” operator, and the last term
ρ(x1x2, x1x3, x2x3) summarizes the joint probabilities be-
tween and across the combinations x1x2, x1x3, and x2x3 in-
cluded as a result of the probability normalization. Equation
(1) includes all marginal probabilities of two components,
and hence includes P(x2x3 | Ck) of the two clean compo-
nents, that is, the marginal probability sought for recogni-
tion. In our previous speech recognition experiments based
on subband features (e.g., [12]), the joint probabilities be-
tween and across the combinations, ρ(·), were found to be
unimportant in the sense that they were smaller than the
corresponding marginal probabilities (e.g., P(x1x2 ∧ x1x3 |
Ck) ≤ P(x1x2 | Ck)). Additionally, ρ(·) is aﬀected by noise
(x1 in the above example), which reduces the value of ρ(·) for
the correct class to be recognized. Therefore for maximum
probability-based recognition applications, ρ(·) may be ig-
nored in the computation. Ignoring ρ(·), (1) is a sum of the
marginal probabilities of two components and is dominated
by the probabilities with large values. Assume that the ob-
servation probability distribution P(· | Ck) for each class Ck
is trained using clean data, such that the probability for the
occurrence of clean data is maximized (e.g., the maximum
likelihood criterion). Then (1) should reach a high value for
the correct class Ck due to the maximization of P(x2x3 | Ck)
for the class given the clean feature components x2x3. For an
incorrect class Ck, the value of P(x2x3 | Ck) should be low be-
cause of the mismatch between the clean test data x2x3 and
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the wrong class model P(· | Ck). In other words, given no
information about the identity of the noisy component, we
may use the union probability P(χ2 | Ck) as an approxima-
tion for the marginal probability of the true clean compo-
nents P(x2x3 | Ck), in the sense that both produce large val-
ues for the correct class. In the above example we assume that
the noisy component is x1, but the same observation applies
to the cases in which the noisy component is x2 or x3.
The above example can be extended to a general N-
component feature set X = (x1, x2, . . . , xN ), assumingM un-
known noisy components and hence (N−M) unknown clean
components. Denote by χN−M the union of all possible com-
binations of (N − M) components. The probability of the
union given class Ck, ignoring the joint probabilities between



















where xn1xn2 · · · xnN−M is a combination in X consisting of
(N −M) components, with the indices n1n2 · · ·nN−M rep-
resenting a combination of {1, 2, . . . ,N} taking (N −M) at a
time, and the “or” and the subsequent summation are taken
over all possible such combinations. As described above,
given no knowledge of the identity of the M noisy compo-
nents, P(χN−M | Ck) defined in (2) can be used as an ap-
proximation for the marginal probability of the (N − M)
clean components, which is included in the sum, for maxi-
mum probability-based recognition of the correct class. The
proportionality in (2) is due to the omission of ρ(·). Note
that (2) is not a function of the identity of the clean com-
ponents but only a function of the size of the clean compo-
nents, determined by the number of noisy components M.
We therefore eﬀectively turn the problem of identifying the
noisy components to a problem of estimating the number of
the noisy components required to form the union. We callM
the order of the union model. EstimatingM without assuming
knowledge of the noise is the focus of the paper. In imple-
mentation, we assume independence between the individual



















where P(xn | Ck) is the probability of feature component xn
given class Ck.
We particularly call the above model, (2) and (3), the
conditional union model of order M as they model the condi-
tional probability of the observation (feature set) associated
with each class. The model may be used to accommodate M
corrupted feature components, within N given feature com-
ponents, without requiring the identity of the noisy compo-
nents. However, given no knowledge about the noise, esti-
mating M (i.e., the order) itself can be a diﬃcult task with
the conditional union model. Equation (3) suggests that it
is not possible to obtain an optimal estimate forM by maxi-
mizing P(χN−M | Ck) with respect toM. This is because, for a
specific Ck, the values of P(χN−M | Ck) for diﬀerentM are of
a diﬀerent order of magnitude and thus not directly compa-
rable.1 In this paper we present a new formulation, namely,
the posterior-probability formulation, for the union model
to overcome this problem.
3. THE POSTERIOR UNION MODEL
3.1. The model
Using the same notation as above, let X = (x1, x2, . . . , xN ) be
a feature set with N components, to be classified into one of
the K classes C1,C2, . . . ,CK . Assume that there are M (0 ≤
M < N) components in X being corrupted, but neither the
value of M nor the identity of the corrupted components is
known a priori. Use the union χN−M defined above to model
the (N −M) unknown clean components. The classification
can be performed based on the a posteriori union probability





















where P(χN−M | Ck) is the conditional union probability of
orderM and P(Ck) is the prior probability of class Ck, which
is assumed not to be a function of the order M. Substituting















































Since P(χN−M) is not a function of the class index and the
identity of the clean components (but only a function of the
size of the clean components), the comparison of P(Ck |
χN−M) is decided by the numerator, which is a sum as shown
in (5) and thus dominated by the marginal conditional prob-
abilities P(xn1 | Ck)P(xn2 | Ck) · · ·P(xnN−M | Ck) with large
1 For example, assume a 3-component feature set X = (x1, x2, x3). Com-
paring the conditional union probabilities of orders 1 and 2 leads to the
comparison between the value of P(x1)P(x2) + P(x1)P(x3) + P(x2)P(x3)
and the value of P(x1) + P(x2) + P(x3) (the condition Ck is omitted in
these probabilities for clarity). The comparison may always favor the lat-
ter assuming that P(x1), P(x2), and P(x3) are all within the range of [0, 1].
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values. Therefore, as for the conditional union model (3),
if we assume that the clean components produce a large
marginal conditional probability for the correct class, then
selecting the maximum posterior union probability P(Ck |
χN−M) with respect to Ck is likely to obtain the correct class
without requiring the identity of the M noisy components.
A major diﬀerence between (3) and (5) is that the posterior
union probability is normalized for the number of the clean
components, or equivalently the order M, always producing
a value in the range [0, 1] for any value ofM within the range
0 ≤M < N . This makes it possible to compare the probabili-
ties associated with diﬀerentM and to obtain an estimate for
M based on the comparison. Specifically, for each class Ck,
we can obtain an estimate for M by maximizing the poste-








where M̂ represents the estimate of M. An insight into de-
cision (7) may be obtained by rewriting (4) in terms of the
likelihood ratios between the classes. Dividing both the nu-




























Therefore, maximizing P(Ck | χN−M) for M is equivalent to
maximizing the likelihood ratios P(χN−M | Ck)/P(χN−M |
Cj) for Ck compared to all Cj = Ck. For Ck being the cor-
rect class, this estimate for M tends to be an optimal esti-
mate since only the clean feature combination, containing
the maximum number of clean components, is most likely to
produce maximum likelihood ratios between the correct and
incorrect classes. For Ck being an incorrect class, (7) will also
lead to anM for a feature combination, likely including some
noisy feature components, which favorsCk. Robustness is ex-
pected if this eﬀect is outweighed by the maximization of the
likelihood for the correct class due to the selection of clean or
least-distorted feature components.
We call P(Ck | χN−M) the posterior union probability of or-
der M. The new model improves over the conditional union
model by retaining the advantage of requiring no identity
of the noisy components, and by additionally providing a
means of estimating the model order, that is, the number
of noisy components, through maximizing the class poste-
rior (i.e., (7)). In the following we describe the incorporation
of the new model into an HMM/GMM for subband-based
speech and speaker recognition, assuming that speech sig-
nals are subject to band-selective corruption, but knowledge
about the identity and the number of the noisy subbands is
not available.
3.2. Incorporation into HMM/GMM
The above posterior union model can be incorporated into
an HMM for modeling frame-level subband features sub-
ject to unknown band-selective corruption. The system uses
P(Ck | χN−M) for the state emission probability, with Ck cor-
responding to a state, X corresponding to a frame vector
comprising N short-time subband components, and χN−M
modeling the clean subband components in the frame, of an
unknown orderM. Following (4), the posterior union prob-
















where P(s) is a state prior, P(χN−M | s) is the conditional
union probability in state s which is approximated by (3)




















where P(xn | s) is the state emission probability for subband
component xn. The summation in the denominator of (9)
is over all possible states for the frame. To incorporate (9)
into an HMM, we first express the traditional HMM in terms
of the posterior probabilities of the states. Denote by XT1 =
(X(1),X(2), . . . ,X(T)) a speech utterance of T frames, where
X(t) is the frame vector at time t, and by ST1 = (s1, s2, . . . , sT)





















































where P(st | X(t)) is the posterior probability of state st
given frame X(t), P(st) is the state prior, and [πi] and [ai j]
are the initial state and state transition probabilities, respec-
tively. The last product,
∏T
t=1 P(X(t)), is not a function of
the state index and thus has no eﬀect in recognition. Equa-
tion (11) may be further simplified by assuming an equal
state prior probability P(st).2 Substituting (9) into (11) for
each P(st | X(t)), with the optimization over the order (i.e.,














st | χN−Mt (t)
)
, (12)
2 Alternatively, P(st) may be derived from [πi] and [ai j] based on the
Markovian state assumption. But this did not turn out to perform bet-
ter than the simple uniform assumption for P(st) as experienced in our
experiments.
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where Mt represents the order (i.e., the number of cor-
rupted subbands) in frame X(t). Equation (12) can be im-
plemented using the conventional Viterbi algorithm, with an
additional maximization for estimating the order for each
frame. This frame-by-frame order estimation enhances the
capability of the model for dealing with nonstationary band-
selective noise that aﬀects diﬀerent numbers of subbands at
diﬀerent frames.
The above model can be modified for speaker identifi-
cation. Assume that each speaker is modeled by a single-
state HMM, with the state emission probability modeled by
a GMM. Given an utterance with T frames XT1 , the union-












γ | χN−Mt (t)
)
, (13)
where P(γ | χN−M) is the posterior union probability of
















where P(γ) is the prior probability for speaker γ, and
P(χN−M | γ) is the conditional union probability of frame
X given speaker γ, which is approximated by (3) with Ck re-
placed by the speaker index. The summation in the denom-
inator of (14) is taken over all speakers in consideration. As
shown in (13), the maximization over the order is performed
on a frame-by-frame basis, as in themultistate HMM(12) for
speech recognition. In our implementation, the conditional
probability of a frame X , that is, P(X | Ck), where X is a N-
component feature vector and Ck can be a state or speaker
index, is modeled by using a GMM. The conditional union
probability (3), of order M, is obtained from P(X | Ck)
by combining all the marginal versions of P(X | Ck) with
(N −M) components.
4. EXPERIMENTAL RESULTS
4.1. Experiments on TIDIGITS for speech recognition
The above model (12) based on subband features has been
tested for speech recognition involving unknown, time-
varying band-selective corruption. The TIDIGITS database
[16] was used in the experiments. The database contains ut-
terances from 225 adult speakers, divided into training and
testing sets, for speaker-independent connected digit recog-
nition. The test set provided 6196 utterances from 113 speak-
ers. The number of digits in the test utterances may be two,
three, four, five, or seven, each roughly of an equal number of
occurrences, and we assumed no advance knowledge of the
number of digits in a test utterance.
Each speech frame was modeled by a feature vector
consisting of components from individual subbands. Two
diﬀerent methods have been used to create the subband
features. The first method produces the subband MFCC
(mel-frequency cepstral coeﬃcients) [12, 13], obtained by
first grouping the mel-scale filter bank uniformly into sub-
bands, and then performing a separate DCTwithin each sub-
band to obtain theMFCC for that subband. It is assumed that
the separation of the DCT among the subbands helps to pre-
vent the eﬀect of a band-selective noise from being spread
over the entire feature vector, as usually occurs within the
traditional full-band MFCC. The second method derives the
subband features from the decorrelated log filter-bank am-
plitudes, obtained by filtering the amplitudes using a high-
pass filter (more details will be described later). Our ex-
periments for both speech recognition and speaker identi-
fication indicate that the two methods are equally eﬀective
for dealing with band-selective corruption. Article [12] de-
scribed the use of the subband MFCC for speech recogni-
tion over the TIDIGITS database, based on the conditional
union model that uses (10) as the state emission probabil-
ity. To decide the model order M (i.e., the number of noisy
subbands), the model assumes that the correct order, which
correctly isolates the noisy bands from the clean bands, will
result in a state-occupancy pattern that closely matches the
state-occupancy pattern shown by the clean utterances [14].
However, for an utterance with T frames and N subbands,
there could be NT diﬀerent order combinations and thus
potentially NT diﬀerent state-occupancy patterns. To make
the search for the best state-occupancy pattern/order com-
putationally tractable, the model assumes that the order re-
mains invariant within an utterance and changes only from
utterance to utterance. This reduces the number of searches
for each test utterance to N but compromises the ability of
the model for dealing with nonstationary noise that aﬀects a
varying number of subbands over the duration of an utter-
ance. The focus of this subsection is to compare this condi-
tional unionmodel, described above and detailed in [12–14],
with the new posterior union model that uses (9) as the state
emission probability and estimates the order on a frame-by-
frame basis as shown in (12). For this comparison, the same
feature format and the same test conditions as in [12] are im-
plemented for the new posterior union model, such that any
observed improvement in recognition performance would be
mainly attributable to the improved estimation for the or-
der in the new posterior union model. The eﬀectiveness of
the subband features derived from the decorrelated log filter-
bank amplitudes is demonstrated through experiments for
speaker identification, described in the next subsection.
The speech was divided into frames of 256 samples
at a frame period of 128 samples. For each frame, a 30-
channel mel-scale filter bank was used to obtain 30 log filter-
bank amplitudes. These were uniformly grouped into five
subbands. For each subband, three MFCC and three delta
MFCC, obtained over a window of ±2 frames within the
same subband, were derived as the feature components for
the subband. Thus, for this 5-band system, there was a fea-
ture vector of ten streams for each frame:
X(t) = (x1(t), . . . , x5(t),Δx1(t), . . . ,Δx5(t)
)
, (15)
where xn(t) andΔxn(t), each being a vector of three elements,
6 EURASIP Journal on Applied Signal Processing
(a) Telephone ring (b) Whistle (c) Contact (d) Connect
Figure 1: Spectra of the real-world noise data used in speech recognition experiments.
Table 1: Digit string accuracy (%) in nonstationary real-world noise, for the posterior union model, compared with the conditional union
model, the product model, and the baseline full-band HMM.
SNR (dB) Noise type Posterior union Conditional union Product model Baseline full-band
Clean 96.42 96.21 96.48 97.53
20
Ring 92.03 91.69 87.36 93.59
Whistle 93.88 93.29 87.17 88.36
Contact 93.46 91.80 79.41 89.33
Connect 91.74 91.14 76.19 89.36
15
Ring 89.30 87.90 73.55 83.44
Whistle 93.22 92.64 77.02 74.31
Contact 92.79 90.43 63.02 76.39
Connect 88.02 87.04 52.05 72.39
10
Ring 85.73 81.99 49.79 60.23
Whistle 92.82 90.95 62.62 50.44
Contact 91.56 88.15 41.98 53.62
Connect 81.71 79.21 24.44 41.59
5
Ring 76.78 73.87 28.18 34.49
Whistle 90.57 88.75 46.29 25.87
Contact 88.56 85.31 24.27 30.57
Connect 68.62 65.80 8.86 16.03
0
Ring 64.93 62.90 14.61 17.75
Whistle 86.60 84.88 31.00 8.28
Contact 84.31 81.81 12.86 14.27
Connect 48.31 44.96 2.68 4.50
represent the static and delta MFCC for the nth subband, re-
spectively. This frame vector was modeled by the posterior
union model (9) and the conditional union model (10), with
N = 10 and an order range 0 ≤ Mt ≤ 5, allowing from no
feature stream corruption up to five feature stream corrup-
tion within each frame. In addition to the two union models,
the results produced by two other models are also included.
The first is a “product” model, which uses the same subband
features as the union model but ignores no subband from
the computation, which is therefore equivalent to the condi-
tional unionmodel with orderM = 0 ((10), which is reduced
to a product of the probabilities of the individual subband
streams when M = 0). The second is a baseline full-band
HMM, based on full-band features for each frame (10MFCC
and 10 delta MFCC, derived from amel-scale filter bank with
20 channels). All the models have the same HMM topol-
ogy: each digit was modeled by a left-to-right HMM with
ten states, and each state consisted of eight Gaussian mix-
tures with diagonal covariance matrices.
Figure 1 shows the real-world noises used in the test, in-
cluding a telephone ring, a whistle, and the sounds of “con-
tact” and “connect,” extracted from an Internet tool. These
noises each had a dominant band-selective nature, and the
noises “contact” and “connect” were particularly nonstation-
ary. These noises were added, respectively, to each of the test
utterances with diﬀerent levels of SNR. Table 1 presents the
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digit string accuracy3 obtained for each of the noise con-
ditions, by the new posterior union model, compared to
the conditional union model, the product model, and the
baseline full-band HMM. The accuracy rates for the condi-
tional union model and the baseline HMM are quoted from
[12]. No noise reduction technique was implemented in the
baseline model due to the diﬃculty caused by the nonsta-
tionary nature of the noise.
Table 1 indicates the posterior union model improved
upon the conditional union model throughout all test con-
ditions, with more significant improvement in low SNR con-
ditions. These improvements are due to the frame-by-frame
order estimation implemented in the posterior union model,
which enhances the capability of the model for dealing with
nonstationary noise. The conditional union model assumed
a constant order for all frames, and its performance was
thus compromised by the time-varying noise characteristics.
Table 1 also indicates that both union models significantly
outperformed the product model and the full-band model,
neither of these showing significant robustness to the noise
corruption. Figure 2 presents a summary of the results for
the four systems, showing the string accuracy as a function
of SNR, averaged over all the four noise types.
Improved performance was also obtained for the new
model in stationary band-selective noise. The noise was addi-
tive, and simulated by passing Gaussian white noise through
a band-pass filter. The central frequency and bandwidth of
the noise were varied to create the eﬀects that there were
one subband, two subband, and three subband corruption,
respectively, within the five subbands of the system. A total
of eight diﬀerent noise conditions were generated, including
three cases with one subband corruption (aﬀecting subbands
2, 3, and 4, resp.), three cases with two subband corruption
(aﬀecting subbands 2 and 3, 3 and 4, and 4 and 5, resp.), and
two cases with three subband corruption (aﬀecting subbands
2, 3, and 4, and subbands 3, 4, and 5, resp.). With the above
knowledge about the noise, we implemented an “ideal” con-
ditional union model for comparison. The model, based on
(10), used a fixed order M over the duration of each test ut-
terance that matched the number of noisy subbands in the
utterance. The matched orders were derived from the prior
knowledge of the structure of the noise with additional man-
ual refinement to optimize the performance against the or-
der. Table 2 shows the string accuracy, averaged over all the
eight noise conditions, obtained by various models. Figure 3
shows the histograms of the orders selected by the poste-
rior union model and the conditional union model in the
above noise conditions. The conditional union model se-
lected the orders based on the state-occupancy match, which
is a sentence-level statistic involving a balance across all the
frames within the sentence. As a result, the conditional union
model matched the sentence-level average noise informa-
tion better than the posterior union model, as indicated
by the higher peaked histograms for the conditional union
3 The string accuracy is used to measure the performance, that is, a test
utterance is correctly recognized if all digits in the utterance are correctly



























Figure 2: String accuracy as a function of SNR, averaged over four
real-world noises (telephone ring, whistle, contact, and connect),
for the posterior union model, conditional union model, product
model, and baseline full-band HMM.
model, at the orders correctly reflecting the numbers of noisy
subbands within the test sentences. However, the posterior
union model exploited the frame-level SNR more eﬀectively.
In stationary noise, the number of useful subbands can still
change from frame to frame due to the time-varying speech
spectra and hence the time-varying frame/subband SNR.
Figure 4 presents an example, showing the order sequence
produced by the posterior unionmodel for an utterance with
one subband corruption at SNR = 10dB. For the high SNR
frames, the model tended to choose a low order to keep the
high SNR subbands in recognition, whilst for the low SNR or
noise-dominated frames, the model tended to choose a high
order to remove the noise-aﬀected subbands from recogni-
tion. The better exploitation of the local SNR for order se-
lection may account for the improved performance for the
posterior union model. In our experiments the manually op-
timized fixed order model remained the best, as shown in
Table 2, indicating that there is still room for improvement
over the order estimation.
4.2. Experiments on SPIDRE for speaker identification
As shown above, the state-occupancymethod, which is based
on the statistics of the number of speech frames assigned to
each individual HMM state, may be used to estimate the or-
der for a conditional union model, when the model is in-
corporated into a multistate HMM for applications such as
speech recognition. However, this method is invalid for an
HMMwith the use of only a single state to account for all the
frames, for example, a GMM, which has been widely used for
speaker recognition. This subsection describes the use of the
posterior union model for speaker identification. The new
model estimates the order on a frame-by-frame basis and can
be applied to a single-state HMM or GMM. The model is de-
fined in (13) and (14), and uses subband features to model
speech subject to unknown, time-varying band-selective cor-
ruption.
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Table 2: Average digit string accuracy (%) in stationary band-selective noise, for the posterior union model, compared with the conditional
union model, the product model, the union model with manually optimized order matching the number of noisy bands, and the baseline
full-band HMM.
SNR (dB) Posterior union Conditional union Product model Matched order Baseline full-band
20 93.87 93.80 83.46 94.23 87.91
15 92.91 92.12 66.48 93.88 74.67
10 92.45 89.90 44.52 92.72 52.99
5 89.33 86.33 27.12 91.49 29.97





























































Figure 3: Histograms of the orders selected by the posterior union model (PU) and conditional union model (CU), in stationary band-
selective noise with 1-subband, 2-subband, and 3-subband corruption within 5 subbands modeled by 10 feature streams (5 static and 5 delta
subband cepstra), at 10 dB, 5 dB, and 0 dB SNRs.
The SPIDRE database [17], a subset of the Switchboard
corpus designed for speaker identification research, was used
in the experiments. The database contains 45 target speak-
ers (27 male, 18 female). For each speaker, four conversation
halves are provided (denoted by A1, A2, B, C), which orig-
inate from three diﬀerent handsets with two conversations
(A1, A2) from the same handset. In our experiments, we
trained the model for each speaker on two conversations











Figure 4: Order sequence (b) produced by the posterior union model, for an utterance with 1-subband corruption at SNR = 10dB (a).
(A1, B), and tested on one matched conversation (A2, hand-
set used in training data) and one mismatched conversa-
tion (C, handset not used in training data). Each conver-
sation half has approximately two minutes of speech. The
first 15 seconds of speech from each test conversation was
used for test utterances. This experimental setup is similar
to that described in [18]. Previous studies on the database
were focused on the eﬀects of handset variability. This study
is focused on the eﬀect of noise. Earlier research for speaker
recognition has targeted the impact of background noise
through filtering techniques such as spectral subtraction or
Kalman filtering [19, 20]. Other techniques rely on a statis-
tical model of the noise, for example, parallel model com-
bination (PMC) [21, 22]. The missing-feature method has
been studied in [3, 6], showing improved robustness by ig-
noring the strongly distorted feature components. The pos-
terior union model represents an alternative to the missing-
feature method, without assuming identify of the corrupted
components.
The speech was divided into frames of 20ms at a frame
period of 10ms. A new type of subband features, diﬀerent
from the subband MFCC as used in Section 4.1, was used
in the speaker identification experiments. The new features
were obtained by decorrelating the log filter-bank amplitudes
using a high-pass filter H(z) = 1 − z−1. As suggested in
[23, 24], the filtered log filter-bank amplitudes may be used
as an alternative to the conventional MFCC for speech recog-
nition. This feature format is particularly flexible in form-
ing the subband features. Specifically, for each frame a 13-
channel, band-limited (300–3100Hz) mel-scale filter bank
was used to obtain 13 log filter-bank amplitudes. These were
decorrelated using the high-pass filter into 12 decorrelated
log filter-bank amplitudes, denoted by D = (d1,d2, . . . ,d12)
(the time index for the frame is omitted for clarity). VectorD
can be viewed as a frame vector consisting of 12 independent
subband components, and thus be modeled by the union
model. The bandwidth of the subband can be conveniently
increased by grouping neighboring subband components to-
gether to form a new subband component. For example, D
can be converted into a 6-subband frame vector by grouping








, . . . ,
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where each xn contains two decorrelated log amplitudes cor-
responding to two consecutive filter-bank channels. The new
(a) Clean
(b) Corrupted by melody 1
(c) Corrupted by melody 2
Figure 5: Spectra of clean and noisy test utterances used in speaker
identification experiments.
frame vector X contains subband components each covering
a wider frequency range than the subband components in D.
This 6-subband vector, with the subtraction of the sentence-
level mean (similar to cepstral mean removal) and with the
addition of the delta vector, was used in the experiments.
Thus, there was a feature vector of twelve streams, six static
and six dynamic, for each frame. This frame vector was mod-
eled by the posterior union model with N = 12 and an or-
der range 0 ≤ M ≤ 6, allowing up to six stream corrup-
tion. For comparison, a product model and a baseline recog-
nition system based on GMM were implemented. The prod-
uct model used the same features as the union model and the
baseline GMM used a full-band feature vector of the same
size (12MFCC plus 12 delta MFCC) for each frame, with
the same band limitation and cepstral mean subtraction. All
models used 32 Gaussian mixtures with diagonal covariance
matrices for each speaker.
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Table 3: Speaker identification accuracy (%) using clean and noisy utterances with melody 1 noise, for matched (Mat), mismatched (Mis),
and combined (Cmb) handset tests.
SNR Posterior union Product model Baseline GMM
(dB) Mat Mis Cmb Mat Mis Cmb Mat Mis Cmb
Clean 84.44 77.78 81.11 86.67 73.33 80.00 86.67 73.33 80.00
20 82.22 68.89 75.55 73.33 64.44 68.88 77.78 68.89 73.33
15 80.00 66.67 73.33 66.67 62.22 64.44 73.33 64.44 68.88
10 77.78 66.67 72.22 64.44 46.67 55.55 71.11 62.22 66.66
Table 4: Speaker identification accuracy (%) using noisy utterances with melody 2 noise, for matched (Mat), mismatched (Mis), and com-
bined (Cmb) handset tests.
SNR Posterior union Product model Baseline GMM
(dB) Mat Mis Cmb Mat Mis Cmb Mat Mis Cmb
20 80.00 75.56 77.78 77.78 57.78 67.78 80.00 64.44 72.22
15 75.56 66.67 71.11 57.78 46.67 52.22 66.67 53.33 60.00
10 66.67 57.78 62.22 44.44 26.67 35.55 48.89 35.56 42.22
Two mobile phone ring noises, labelled as melody 1 and
melody 2, were used to corrupt the test utterances. These
noises were added, respectively, to each of the test utterances
to simulate real-world noise corruption. Both noises exhibit a
time-varying nature, especially for melody 2. Figure 5 shows
examples of the noisy speech utterances used in the recogni-
tion.
Tables 3 and 4 present the identification results in melody
1 and melody 2, respectively, produced by various models as
a function of SNR, for the matched, mismatched, and com-
bined handset tests. The posterior union model indicated
improved robustness to both noise corruption and handset
mismatch in all tested noisy conditions except for one condi-
tion, with themelody 1 noise, SNR = 20dB, andmismatched
handset, in which the newmodel achieved the same accuracy
as that by the baseline model. In the clean condition with the
matched handset, the new model also experienced a slight
loss of accuracy in comparison to the other two models.
5. CONCLUDING REMARKS
This paper described a new statistical method—the poste-
rior union model, for speech and speaker recognition involv-
ing partial feature corruption assuming no knowledge about
the noise characteristics. The new model is an extension of
our previous union model from a conditional-probability
formulation to a posterior-probability formulation. The new
formulation has potential to outperform the previous condi-
tional union model when dealing with nonstationary noise
corruption, as indicated by the experimental results for dig-
its recognition obtained on the TIDIGITS database. The
new formulation also oﬀered an approach to incorporate
the union model into GMM-based speaker recognition, as
demonstrated by the experiments for speaker identifica-
tion conducted on the SPIDRE database. Compared to the
conditional union model, the major part of the additional
computation required by the posterior union model is the
formation of the posteriors from the likelihoods, which in-
volves the normalization of the likelihoods over all possible
candidates for all concerned orders. Our experiments indi-
cate the relative processing time 1/6.3/6.9 for the baseline
full-band HMM, conditional union model, and posterior
union model for recognizing the 6196 TIDIGITS test utter-
ances.
As with other missing-feature methods, the posterior
unionmodel is only eﬀective given partial noise corruption, a
condition that cannot be realistically assumed for many real-
world problems. Our recent research focused on the exten-
sion of the union model for dealing with full noise corrup-
tion that aﬀects all time-frequency regions of the speech rep-
resentation. This could be achieved by combining the union
model with conventional noise-robust techniques such as
noise filtering or multicondition training. Due to lack of
knowledge or the time-varying nature of the noise, the con-
ventional techniques for noise removal may only partially
clean the speech. The residual noise leftover by an inaccurate
noise-reduction processing can be dealt with by the missing-
feature methods or by the union model. This may lead to a
system that has potential to outperform the individual tech-
niques in isolated operation. Examples of this research, for
dealing with broadband noises such as in Aurora 2, can be
found in [25, 26].
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