The application of video and image processing algorithms to the field of digital video surveillance has been explored in this work. The aim was to discover the most suitable algorithms for analysing video in real-time and searching large video databases rapidly. The algorithms investigated were designed to extract descriptions of image object content, including features such as shape, colour, texture and motion. A novel approach to using a standardised colour-based search algorithm is described in detail. Results are presented for an experiment that uses this algorithm to retrieve a given person from a video surveillance database. The experimental evaluation shows that the algorithms chosen are both fast and accurate. Our results indicate that a significant timesaving can be achieved when searching video surveillance databases using the described technique.
INTRODUCTION
The requirements of modern video surveillance systems are considerably demanding and rely on many onerous tasks begin carried out by a human operator. By incorporating new algorithms into surveillance systems, intelligence can be added to the tools that operators use on a daily basis to enable a significant improvement in crime detection capabilities.
The capabilities expected of an intelligent surveillance system are many and include the ability to differentiate human intruders from other intruders such as animals. Such systems are also expected to provide new tools to enable an operator to rapidly retrieve images of a person matching a particular description (e.g. wearing clothing containing particular colours.) As well as the need for intelligence algorithms, there is the further demand that the algorithms operate in real-time.
In this paper we investigate the performance of the most recently standardised video processing algorithms when used in the field of video surveillance. Specifically, we investigate those algorithms comprising the recent MPEG-7 standard, ISO (1, 2) . We describe a typical scenario encountered by surveillance system operators whereby the aim is to search a video surveillance database for images containing a certain person. A search commences with the construction of a query composed of feature information, such as colour, describing the person. We present our results on the performance attainable using an MPEG-7 colour-based search tool for retrieving key frames from a video surveillance database, Berriss et al (3).
KEY ALGORITHMS
One of the main reasons for having a digital video surveillance system is for gathering video evidence of events as they occur. Additionally, the ability to analyse live data monitored by a system, to detect objects and object behaviour, is another important requirement. Overall, surveillance systems serve the purposes of detecting particular events as they happen, alerting the human operator to them and recording video evidence for later retrieval.
MPEG-7
MPEG-7, formally called multimedia content description interface, is an international standard aimed at standardising the way of describing various types of multimedia information irrespective of their representation format. MPEG-7 represents information about the content, information known as metadata. In particular, MPEG-7 includes non-textual descriptions, typically describing low and high level visual features of the data such as colour distributions, object shapes, textures and the motion of objects. MPEG-7 descriptors extracted from the audiovisual material are stored alongside the associated video in a header typically. Once the MPEG-7 descriptors are available, searching, filtering and browsing the audiovisual material on the basis of suitable similarity measures becomes possible.
MPEG-7 is of significant relevance to the future development of intelligent video surveillance systems. The standard includes many video processing algorithms that are well-suited to use within a video surveillance system. In particular, the motion trajectory descriptor is useful for tracking moving objects in the scene, the contour shape descriptor is useful for identifying a human shape and the dominant colour descriptor enables searches for persons based upon their clothing colours. We demonstrate that the use of these algorithms in a video surveillance application significantly improves retrieval performance. An introduction to MPEG-7 can be found in the book by Manjunath et al (4).
Motion Analysis
The motion trajectory descriptor describes positions, speeds and accelerations, in each spatial dimension, for a detected moving object. This descriptor can provide the mechanism for an intelligent video surveillance system to retrieve objects that pass close by to a given region or area. Furthermore, this descriptor makes possible the retrieval of objects based upon their velocity. For example, a system could retrieve those persons that are running in an area where most people usually walk.
Shape Analysis
The MPEG-7 contour-based shape descriptor characterises an object by its contour. This descriptor has a number of advantages, one being that it emulates well the shape similarity perception of the human visual system. Furthermore, it is robust to significant nonrigid deformations (e.g the outline of a running person). The shape descriptor is also extremely compact, typically occupying fewer than 20 bytes per object described. Using the shape descriptor, a system can be designed that is capable of distinguishing between a human shape and that of a piece of baggage, for example.
Colour Analysis
The MPEG-7 dominant colour descriptor is a natural representation, since it lists and describes only those colours that exist in an image or segmented region of an image. In addition to describing the set of dominant colours in an image using the means of the colour clusters, the variances may be extracted to provide a significant increase in matching performance. The colour descriptor typically occupies fewer than 20 bytes per object described. Using the colour descriptor, fast searches of large databases of images can be performed enabling an operator to quickly retrieve an image containing an object, such as a car, matching a particular colour.
FAST RETRIEVAL BY COLOUR
In this section we consider, as an example scenario, the search for an orange suitcase that is being carried. The operator uses an example image for the query, as in Figure 1 , where the left-hand side shows the automatic segmentation of the moving region, containing the person and the suitcase. A visual representation of the MPEG-7 dominant colour descriptor extracted for the person plus segmented orange suitcase is shown beneath the images. A colour descriptor contains N clusters, where N is between 1 and 8 typically, representing the N dominant colours within the segmentation. The database searched is comprised of image frames with their associated MPEG-7 header attached. To perform a search of the database an MPEG-7 query descriptor must be setup first. The colour descriptor extracted from the segmented region can be used to search for other occurrences of the person carrying the suitcase. However, it is more useful to perform a more general search that concentrates on finding the suitcase regardless of whether the person is carrying it; the suitcase may have been left unattended for example. In order to do this, the operator can select only those clusters that represent the suitcase. By selecting just two of the six clusters, outlined by rectangles in Figure 1 , a segmentation including only the orange suitcase is, in effect, achieved. These two orange clusters represent a subdescriptor that describes just the suitcase, and this subdescriptor can be used as the query.
The concept of a dominant colour subdescriptor may be described as follows. The dominant colour descriptor is comprised of a set of clusters, one for each dominant colour, and so a subset of clusters can be obtained simply by selecting only those clusters that are required. If Q denotes the full query descriptor of the segmented object, and D denotes the full descriptor of the segmented object in a record in a database, then in set-theory terms we have: where the symbol ⊆ means 'is a subset of.' Hence if Q were comprised of three colour clusters, then one subset of Q could be the set comprised of just the first two of these three colour clusters.
The clusters are Gaussian distributions, typically 3D volumes in the RGB colour space, and the descriptors and subdescriptors are Gaussian mixtures. As an example, consider the search method of type 2, where Q matches d, where d ⊆ D, where n is the number of clusters in descriptor D. The pseudo code for this type of matching is as follows:
for r in 1 to n create all n C r r-cluster subdescriptors for each r-cluster subdescriptor d evaluate its match with Q store d if it is the closest match so far end loop end loop
Once the query has been setup, the system can be instructed to search all records stored during a given period of time, for example the past day. For the search, a matching process is performed on descriptor pairs to find the descriptor in the database that best matches the query. The system presents the matching events in rank order and the operator can simply review the few top ranking events in turn to rapidly obtain an image of the person carrying the orange suitcase.
THE <VISS> TM ARCHITECTURE
The system runs on standard PC hardware and software. The system architecture is shown in the block diagram in Figure 2 . A JPEG video-capture board performs the image capture and compression. The system is capable of processing multiple camera inputs simultaneously, and in real-time it continuously monitors the inputs and records data when motion is detected. During processing, each frame is first analyzed for motion using a change detection algorithm that operates in a suitable colour space. The moving objects are then automatically segmented and their centres of mass are calculated for use by the MPEG-7 motion trajectory descriptor. For each of the objects segmented, the MPEG-7 contour shape descriptor and dominant colour descriptor are extracted. Finally, the image and associated MPEG-7 descriptors are stored in a database on a hard disk drive.
PERFORMANCE ANALYSIS
This section presents the results of an experiment performed using the MPEG-7 dominant colour descriptor. Our experiment simulated a scenario in which an operator searches for multiple occurrences of the same person, where that person is a customer visiting a convenience store. For each person searched for, it is guaranteed that they appear at least twice, once when they enter and once when they exit the store. For the analysis, MPEG-7 colour descriptor queries were obtained from the event of a person entering a convenience store. Our aim was to determine when each person exited the store and the length of their visit, using a query formed from the event of them entering the store. The performance of the system, in terms of accurately retrieving the same person exiting the store, was measured.
The Experiment
Two cameras were installed in a convenience store and both recorded continuously for 6 hours. The cameras were positioned to monitor the entrance/exit doorway from two different viewing angles. Searches were conducted using the following procedure. For each person searched for, three different frames showing the person entering the convenience store were used for queries. For each of these three frames, a descriptor was automatically extracted for the segmented person and kept for use as a query.
For each of the three queries in turn, a search for the person was performed on the complete recorded video sequence. The search algorithm used was the standard MPEG-7 dominant colour descriptor matching algorithm, with a modification made to enable subsets of the descriptor data to be used to perform subdescriptor matching. The retrieved frames, or rather the events, were then ranked and displayed as shown in Figure 3 . Frames were grouped into events and the events were then sorted on the basis of the best matching frame within each event. The top ranking event in the list is that event that contains an image of a moving object that best matches the given query. The operator then reviewed the top 10 ranked events, browsing for the event where the person exits the store. The retrieval was deemed successful if the person was found exiting the store in any the top 10 ranked events for any of the three searches for that person. Finally it is noted that all the frames comprising the event where the person enters the store, from which the queries were taken, were naturally excluded from the search.
Performance Metrics
For each person searched for, the number of queries (1-3) required to achieve success was recorded, along with the corresponding number of events (1-30), examined before the correct person was found. The system performance is defined using two metrics, the retrieval success rate and the time-saving factor . The retrieval success rate is defined as the percentage of successful person retrievals, where up to three attempts at searching for the person are allowed. Additionally, a time-saving factor is calculated which indicates how much more quickly the operator can locate a given event when the <VISS> TM MPEG-7 intelligent search algorithm is used compared with a manual search which on average requires him to examine 50% of the events. The time-saving factor is defined by Equation 1.
where N p is the number of persons successfully located, E(p) is the number of events that were examined before locating person p and N E is the total number of events in the sequence.
Retrieval results
The results are given in Table 1 . It should be noted that in these experiments the criterion for success was to retrieve the event containing the exact same person as the query. This is a harsh criterion because in some cases, different persons were dressed in similar colours. In general, it is obviously impossible to reliably distinguish between different persons on the basis of clothing colour alone. Nonetheless, the use of colour alone can greatly reduce the set of records from the whole video surveillance database down to a smaller, more manageable subset.
CONCLUSIONS
In this paper we have discussed novel image processing algorithms that can add intelligence to the tasks performed by operators of digital video surveillance systems. A typical scenario encountered by operators was presented and a novel colour-based search method using MPEG-7 was used to search a video surveillance database. We have shown that MPEG-7 algorithms can indeed enable the operator to perform fast and accurate searches of large databases in order to retrieve particular events based upon metadata such as the shape and colour of moving objects in a scene.
