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Self-assembled nanostructures, such as quantum dots (QDs),
quantum rings (QRs) and nanowires (NWs), have been exten-
sively studied because of their physical properties and promising
device applications. To improve their physical properties and
device applications, the fabrication of nanostructures with a
uniform size, proper shape and regular position is desired in
nanotechnology. Therefore, investigations of the growth process
of nanostructures are highly important to control the self-assembly
and synthesis processes of nanostructures ﬂexibly. Thermodynamic
theory as a universal approach to investigate material growth has
been widely used to study the growth of nanostructures. This
review covers the thermodynamic theoretical treatments of the
growth of nanostructures, including QDs by epitaxy, QRs by drop-
let epitaxy, and NWs by the vapor–liquid–solid (VLS) mechanism.
First, we introduce the thermodynamic models of the growth
mechanisms of QDs by self-assembled epitaxy. The formation,
stability, shape and position of QDs are discussed. Second, we
introduce the nucleation thermodynamics and the growth kinet-
ics of QRs by droplet epitaxy, and we present a simulation
method employing the shape evolution of QRs based on a kinetic
model. Third, several theoretical tools are introduced to address
the nucleation and growth of NW by the VLS process. Finally,
we introduce a thermodynamic treatment including the thermal
ﬂuctuations within the context of a statistical mechanical and
122 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199quantum mechanical model for the temperature-dependent
growth of nanostructures.
 2014 Elsevier Ltd. Open access under CC BY-NC-ND license.Contents
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As promising candidate materials for future devices in optoelectronic and microelectronic applica-
tions, semiconductor nanostructures, such as quantum dots (QDs), quantum rings (QRs) and nano-
wires (NWs), have become the focus of intensive research [1–8]. These nanostructures not only
provide a good system to study the electrical and thermal transport in low-dimensional conﬁnement,
but they also play an important role as interconnecting and functional units in fabricating electronic,
optoelectronic, and magnetic storage devices. Therefore, to attain various nanometer-sized building
blocks, numerous self-assembly and synthesis processes have been developed in recent years
[9–14]. Importantly, these assembly and synthesis processes have revealed many unusual thermody-
namic and kinetic aspects of microphase growth, which play an important role in the development of
thermodynamics at the nanometer scale.
The self-assembly of nanostructures is a process in which a disordered system of pre-existing
atoms or clusters form an organized structure or nanoscale domain pattern [15–18]. The interactions
of atoms or clusters of atoms are the thermodynamic and kinetic driving forces of the self-assembly
process. Therefore, to control the growth of nanostructures, it is essential to investigate the thermo-
dynamic and kinetic process of self-assembly and develop new theoretical tools to address the nano-
scale fabrication. For this purpose, several thermodynamic and kinetic tools have been developed in
recent years to pursue the nucleation, growth and transformation of nanostructures upon vapor
deposition.
Thermodynamics describes the average behavior of very large numbers of microscopic constitu-
ents, and its laws can be derived from statistical mechanics. A general rule of thermodynamics is that
every system seeks to achieve a minimum value of free energy. Therefore, some theoretical treatments
of the growth of nanostructures have been established according to thermodynamics-based theories
[19–32]. In simple energetic models, nanostructures tend to move from an unstable state to a stable
state, and the energy attains a minimum value and the decrease in the energy drives nanostructure
evolution. These energy theories are successful in addressing many aspects of nanostructure growth,
such as the formation of QDs by epitaxy, the evolution of NWs, and so on.
On the other hand, these energy models always focus on thermal equilibrium and neglect thermal
ﬂuctuations. Thus, they cannot address the effect of temperature on the growth of nanostructures. In
fact, the entropic gains of the interface would be high enough to destroy the thermal equilibrium
stability during the actual growth. Therefore, it is essential to develop a new theoretical treatment that
includes the thermal effects to understand the temperature-dependent growth characteristics.
Recently, several thermodynamic treatments that include a thermal effect have been developed
[33–37]. Thermal ﬂuctuations lead to oscillations of the nanostructure surface. Based on statistical
mechanics and quantum mechanics, we can explore the probability of various surface topographies
and deduce the most stable nanostructures. This thermodynamic treatment has successfully described
a number of aspects of the temperature-dependent growth of nanostructures.
This review focuses on the thermodynamic, theoretical treatments of the growth of nanostructures,
including the growth of QDs by epitaxy, QRs by droplet epitaxy, and NWs by vapor–liquid–solid (VLS)
growth. It is organized as follows. In Section 2, the growth mechanism of QDs by epitaxy is introduced
in connection with their formation, stability, shape, and position. First, we introduce the thermody-
namic theory of the formation and stability of QDs on a ﬂat semiconductor surface. Then, the shape
transitions of QDs during the growth process and the capping process are discussed based on the ther-
modynamic models. Finally, we introduce a growth mechanism related to the position of the QDs on
the patterned substrates and in vertically stacked structures. Section 3 is devoted to the growth of QRs
by droplet epitaxy. In this section, taking GaAs QRs as an example, the nucleation thermodynamics
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growth of NW are introduced. Additionally, the size-dependent shape evolution of NWs is demon-
strated according to the thermodynamic and kinetic factors. At the end of this section, a thermody-
namic treatment of core–shell NW heterostructure growth is performed. Section 5 shows a
thermodynamic model to study the temperature-dependent growth of nanostructures, in which ther-
mal ﬂuctuations lead to oscillations of the nanostructure surface. Using a thermodynamic treatment,
the stability of the nanostructures and their temperature-dependent growth are discussed. Finally,
concluding remarks are presented in Section 6.2. Growth of QDs by epitaxy
Quantum dots (QDs), also called nanocrystals, are small enough to cause quantum conﬁnement and
create discrete electronic states [38–40]. QDs may result from lithography techniques such as focused
ion beam, photolithography or selective chemical etching. Although lithography techniques yield
lateral resolution down to several tens of nanometers, the disadvantages are the complicated techno-
logical processes and the high cost of the equipment [2]. Of the range of techniques for the fabrication
of QDs, self-assembled epitaxial growth of QDs on semiconductor surfaces has become one of the most
successful approaches [41], and it allows one to obtain a large number of homogeneous dots without
slow and costly lithography steps [2,3]. The formation of QDs (also called strained islands) in these
systems is driven by the strain in the epitaxial ﬁlm due to the dissmilar lattice constants of the ﬁlm
and the substrate; this growth mechanism is also known as the Stranski–Krastanow growth mode
[42]. This method has been successfully applied to fabricate arrays of semiconductor QDs that
are composed of materials from the II–VI, III–V, or IV–IV groups on the periodic table, such as CdSe
[43–46], InAs [47–57], InP [58–61], and Ge QDs [14,62–75]. The self-assembled QDs fabricated by this
technique are typically between 10 and 50 nm in size.
Semiconductor QDs have wide potential applications in micro-, opto- and nanoelectronic devices
[5]. By controlling the composition of a material and changing the size of the QDs, the optoelectronic
properties can be tuned. The electronic spectrum of the bulk is continuous, but that of QDs is not
continuous. Therefore, a QD can be called a ‘‘superatom’’, although it contains many atoms (approxi-
mately 105 – 106 atoms) [9]. Because of the atomic-like electronic spectrum of QDs, QDs have been
used as an active medium of semiconductor lasers to improve the laser performance [76,77]. QDs
can also be used to construct new types of devices, e.g. cellular automata [78,79] and single-electron
transistors [80,81]. In the ﬁelds of computer science, there is a strong interest in QDs. Because the
position of a single electron in a QD might attain several states, a QD could represent a byte of data.
Alternatively, a QD might be used in more than one computational instruction at a time [82,83]. Other
applications of QDs also include nanomachines [84], neural networks [85], and high-density memories
or storage media [86,87].2.1. Formation and stability of QDs
2.1.1. Three growth modes by epitaxy
Epitaxy is a method of depositing a crystalline overlayer on a crystalline substrate, in which the
overlayer is called an epitaxial ﬁlm or an epitaxial layer. The epitaxial ﬁlm has an identical lattice
structure and the same orientation as those of the substrate because of the effect of the crystal
substrate. Generally, if the epitaxial ﬁlm has the same composition as that of substrate, we name
the process homoepitaxy; otherwise, it is called heteroepitaxy.
In homoepitaxial growth, the different conglomerations of deposited atoms lead to various conﬁg-
urations [88,89]. However, when the deposited temperature is so high that deposited atoms can
diffuse easily on the substrate surface, these various conﬁgurations tend to form a layer-by-layer
structure. This is because the two-dimensional (2D) layer-by-layer growth mode has the maximum
number of bonds between the deposited atoms and the substrate [90]. However, the growth mode
for heteroepitaxy becomes more complex. Traditionally, there are three growth modes for epitaxial
ﬁlms [91]. They are layer-by-layer growth (the Franck–van der Merwe mode, FV) [92], layer-by-layer
θ = 1ML 
θ > 1ML 
(a) (b) (c)
Fig. 1. Schematic illustration of three growth modes in heteroepitaxial growth. (a) 3D island growth (Volmer–Weber growth),
(b) layer-by-layer growth (Franck–van der Merwe growth), and (c) layer-by-layer growth followed by island formation
(Stranski–Krastanow growth). The deposition amount h in the top row and bottom row are equal to 1ML and larger than 1ML
(ML represents monolayer).
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(3D) island growth (the Volmer–Weber mode, VW) [93], as shown in Fig. 1.
The basics behind the various growth modes is often understood within a simpliﬁed thermody-
namic picture, through the well-known Young’s equation [94]. When an epitaxial ﬁlm is deposited
onto a substrate, the stability of the surface is associated with the interplay of various thermodynamic
properties, such as the surface energy densities of the ﬁlm and of the substrate, and the interface
energy density between the ﬁlm and the substrate [6]. We symbolize these as c, c0, and c00, respec-
tively. According to Young’s equation, the equilibrium condition of a ﬁlm should satisfy the equation:cosa ¼ ðc0  c00Þ=c ð2:1Þ
where a is the contact angle between the local ﬁlm and the substrate. We ﬁnd that the value of cos a is
larger than 1 when c0 P cþ c00, which means the contact angle is zero, i.e., for a complete wetting pro-
cess. Therefore, the layer-by-layer growth mode will occur. However, cos a is less than 1 when
c0 < cþ c00, which means the ﬁlm has a deﬁnite contact angle with the substrate. Further, the depos-
ited atoms should grow on the substrate surface in the island growth mode in the case of c0 < cþ c00.
SK growth is an intermediate mode consisting of 3D islands with a wetting layer (WL). The appear-
ance of an initially complete WL means that c0 P cþ c00. Because the formation of the WL occurs
mimics the crystal surface, there is often an associated stain due to the lattice mismatch. As the WL
thickens, the associated strain energy increases rapidly. To relieve the strain, island formation occurs
in a coherent fashion [95,96]. Therefore, it is necessary to take the effect of strain into account in the
investigation of the SK growth mode.
2.1.2. Formation of QDs in the Stranski–Krastanow growth mode
During heteroepitaxial growth, the epitaxial ﬁlm suffers from a compressive or tensile strain
induced by the lattice mismatch with the substrate. If the mismatch is sufﬁciently small, defect-free
growth can proceed in the initial deposition process. As the epitaxial ﬁlm grows, the strain stored in
the ﬁlm must be released. Except for the formation of defects, if the deposited temperature is high
enough and the growth rate is slow enough, the formation of QDs is another pathway available for
the release of strain [97–103], and is typical of the SK growth mode.
In the SK growth mode, an epitaxial WL ﬁrst appears on the substrate surface. When the WL
exceeds a critical thickness, QDs can form on its surface to release the strain; the reduction of the
strain energy is called the elastic relaxation energy. However, the formation of QDs can also lead to
an increase in the surface energy. If the relaxation energy is larger than the increment of the surface
energy, it is favorable to form QDs. The gain in the elastic relaxation energy is proportional to the QD
volume V, and the increment of the surface energy is proportional to V2/3. Therefore, the change in the
total energy caused by the formation of QD is [67,104,105]DE ¼ AcV2=3  je2A0V ð2:2Þ
where A and A0 are coefﬁcients that are determined by the shape of the QD, c is the surface energy per
unit area, j is an elastic constant, and e is the lattice mismatch. In this case, as the QD volume
Fig. 2. STM images of the surface evolution during growth of a Ge ﬁlm on Si(001). During growth in (a) and (b) at hGe = 2.8 and
2.9 ML, 2D WL form on the Si substrate. When hGe increases to 3.55 ML, initial prepyramid QDs appear on the WL in (c) and (d).
Then these prepyramid QDs translate {105} facetted pyramids at hGe = 3.85 and 4.0 ML in (e) and (f) [71].
126 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199increases, the total energy ﬁrst increases and then decreases. When the volume of the QD exceeds a
critical value, the change in the total energy becomes less than zero, which means that the formation
of QDs is more favorable thermodynamically.
Taking the typical example of Ge QDs on Si(001), the QDs evolve due to the Asaro–Tiller–Grinfeld
instability [106,107], and the slope of their sidewalls increases gradually until an angle of approxi-
mately 11.3 is reached, which corresponds to a pyramidal shape with four {105} facets. During fur-
ther growth, the facet angle remains unchanged and {105}-facetted pyramids develop [95,96,108].
Based on the considerations for the energy change, the formation of a Ge QD with a pyramidal shape
requires an energy of [104]
Fig. 3.
on the
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where a is the contact angle of the facets with respect to the substrate surface; C = cs/ sin a  cw cot a,
and cs and cw are the surface energy densities of the QD side and WL; A = (Me)2(1  t)/(2pG), whereM
and e are, respectively, Young’s modulus and the misﬁt strain of the Ge ﬁlm, and t and G are, respec-
tively, the Poisson ratio and shear modulus of the Si substrate. Lu and Liu [100] estimated the critical
size for the formation of Ge QDs using ﬁrst-principles calculations of energies and the strain depen-
dence of the Ge/Si(001) surface. They found that the critical height and lateral size for pure Ge QDs
on Si(001) are 1.1–1.6 nm and 11–16 nm. The modeling results agreed well with the minimum Ge
QD size observed by several different experimental groups [71,72,108–110].
The analysis above shows that strain relaxation is the driving force for the formation of QDs.
However, the simple consideration of the energy change cannot explain why QDs appear only when
the WL exceeds a critical thickness. Experimental observations have shown that the transition from
a 2D WL to 3D pyramid QDs only occurs when the coverage is larger than a critical value, as shown
in Fig. 2 [71]. To explain why QDs only form when the WL exceeds a critical thickness, we must
consider changes in the WL.
For an existing WL, there are two possibilities for further growth. The ﬁrst is continuing 2D growth,
and the second is forming 3D QDs on the WL, as shown in Fig. 3 [20,111]. Therefore, we can compare
the changes in the energy caused by the two growth modes to identify which growth mode is favored.
Maintaining layer-by-layer growth results in an increase in the thickness of the WL. The surface
energy density of the WL depends on its thickness and can be intuitively written as c(h), where h
represents the thickness of the ﬁlm [21]. According to the Müller and Thomas theory [112], if a few
layers are deposited onto a substrate, the surface energy density of the layer obeys an exponential
change [113–115]. Thus, the surface energy density of a ﬁlm (material A) that contains h layers on
the substrate (material B) can be written as [21]:cðhÞ ¼ c1B þ ðc1A  c1B Þð1 eh=gÞ ð2:4Þ
where Dc is the surface energy density change of a clean substrate to a monolayer ﬁlm, c1B is the sur-
face energy density of substrate, and c1A is the surface energy density of an inﬁnite-thickness ﬁlm that
is assumed to have a crystal structure that matches that of the substrate in the vertical growth
direction. For the Ge/Si(001) system, the theoretical results [21] are consistent with the calculated
results from the ﬁrst-principles calculations [100,116]. In this case, we can obtain the change in the
energy caused by the two growth situations, layer-by-layer growth (situation A) and QD formation
(situation B) (Fig. 3). For situation A, the change in the energy, DEA is:DEA ¼ S½cðh0Þ  cðhWLÞ þx1e20Sh0ðh0  hWLÞ ð2:5ÞSchematic illustration of two possibilities of further growth on a WL: keeping 2D growth and forming 3D quantum dots
WL [111].
128 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199where S is the area of WL, h0 is the thickness of the monolayer, and x1 is an elastic constant. The ﬁrst
term is the change in the surface energy, and the second term represents the strain energy caused by
the mismatch with the substrate.
For QD formation, the change in the energy, DEB can be calculated by:Fig. 4.DEB ¼ ½csA1V2=3  cðhWLÞA2V2=3 þ ðx1e20V x2A3e20VÞ ð2:6Þ
where cs is the surface energy density of the QD side facet, V is the volume of the QD, x2 is another
elastic constant [117], and A1, A2, and A3, are the shape factors [111,118]. The ﬁrst term is the change
in the surface energy caused by QD formation, and the second term represents the strain energy of the
QD. Therefore, the difference in the energy changes between the two growth modes, DE = DEB  DEA,
can be written as [111]:DE ¼ ½csA1V2=3  cðhWLÞA2V2=3 x2A3e2V 
1
k
½cðhWL þ kV=h0Þ  cðhWLÞ ð2:7ÞFig. 4 shows the value ofDE as a function of the volume of the Ge QDs on a Si(001) substrate. When
the thickness of the WL is too small (hWL = 3 ML), the value of DE is always larger than zero, which
means that it is impossible to form QDs; in other words, the layer-by-layer growth mode is favored
in the early growth stage. As the thickness of the WL increases, the value of DE becomes less than zero
when the volume of the QD exceeds a critical volume, which means that the QDs can only form on the
WL when the WL reaches a certain thickness. All of the analytic results show that the growth process
is the typical SK growth mode, in which the QDs form only at a critical coverage.
According to the relationship DE = 0, we can obtain the critical condition of the transition from the
2D to the 3D growth modes. The relationship between the critical thickness of WL (hWL) for QDs
forming and the critical volume of QD (V) can be written as [111]:hWL ¼ g ln
1
k ð1 ekV
=gh0 Þ  A2V2=3
h i
csubstrate  c1WL
 
xA3e2V  csA1V2=3  c1WLA2V2=3
  ð2:8ÞFig. 5 show the modeling results for the Ge/Si(001) and the InAs/GaAs(001) systems. We ﬁnd that
the critical thickness of theWL for the Ge QD formation is larger than 3.5 ML, and the critical thickness
of the WL for the InAs QD formation is larger than 1.5 ML. These theoretical results are in good
agreement with the experimental observations, e.g., the Ge QDs initially form after the formation of
a WL with a thickness exceeding 3.5 ML [71,119,120], and the critical thickness of the WL for InAs
QDs on GaAs(001) is reported to vary from 1.2 to 2.0 ML [120–125]. The physical original of the
observation that QDs only form on a WL with a thickness larger than a critical value is the balance
between the thickness-dependent surface energy of the WL and the relaxation energy caused by0 500 1000 1500
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growth mode due to the rapid decrease in the surface energy of the WL. When the WL exceeds a
critical thickness, the rate of the decrease in the surface energy of the WL becomes very small. In this
case, the relaxation energy of the QDs plays a key role in the further growth process. DE becomes less
than zero when the QDs exceed a certain volume.2.1.3. The steady state of QDs
After the QDs exceed the critical volume for their formation, QDs can grow steadily during a further
deposition process. For a ﬁxed deposited amount, the thickness of the WL decreases with the growth
of the QDs at the expense of the WL. Because the effects of the thickness-dependent surface energy of
the WL restrict the QD growth, the QDs cannot grow without limit and reach a ﬁnal, steady state. We
can also address the thermodynamic stability by analyzing the total energy per QD on the WL using
Eq. (2.7). The only difference is that the total amount of the deposition is a constant here. Under a ﬁxed
amount of deposition h0, the total energy per QD on the WL can be written as [126]:DE ¼ cðhWLÞ 1k  A2V
2=3
 
þ csA1V2=3 xA3e20V 
1
k
cðh0Þ ð2:9ÞThere exists the relation hWL = h0  kV/h0. The ﬁrst term represents the surface energy of the WL
with a single QD on it, the second term is the surface energy of the QD side facet, the third term is
130 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199the relaxation energy caused by the QD formation, and the last term represents the surface energy of
the WL in the case without QD formation.
Eq. (2.9) shows the stability mechanism of the competition between the surface energy and the
relaxation energy of the QD during the growth process. The relaxation energy of the QD drives its
growth. However, the surface energy prevents the QD from growing. The growth of large QDs becomes
more and more difﬁcult with decreasing thickness of the WL until the entire system ﬁnally achieves
thermodynamic equilibrium. Fig. 6(a) shows the calculated value of the total energy as a function of
the QD volume under various densities of QDs and a ﬁxed amount of deposition h0 = 6ML. There is a
minimum value of the total energy, and the steadiest size decreases with increasing density of QDs.
This is because, when the amount of deposition is ﬁxed, the growth of the QDs requires more depos-
ited atoms in the case of a high density of QDs than in the case of a low density. Deposition is a process
in which the amount of deposit increases continuously and the QD density can be considered as a con-
stant [21]. Therefore, we calculate the total energy as a function of the QD volume under various
amounts of deposition and a ﬁxed density, as shown in Fig. 6(b). We ﬁnd that the energy is always
larger than zero and does not have a minimum value when the amount of deposit is less than 4
ML, which means that it is unfavorable to form QDs under a low deposition amount. The results are
in good agreement with the experimental observations in which there is no QD formation on the
WL when the total amount of deposit is less than 4 ML [127,128]. When the deposition amount is lar-
ger than 4 ML, there is a minimum value of the total energy. Further, the steady size increases with an0 2000 4000 6000 8000 10000
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Fig. 6. (a) Total energy per QD as a function of QD volume in the Ge/Si(001) system under a ﬁxed amount of deposited h0 = 6 ML
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due to the increased deposition amount.
To reveal the evolution of the WL during the deposition process, Fig. 7 gives three-dimensional
graphs of the steady thickness of the WL as functions of the density of the QDs and the amount
deposited. We ﬁnd that the steady WL does not become thicker but thins as the deposition amount
increases. The results suggest that the WL not only fails to capture newly deposited atoms that instead
contribute to growth, but it also releases atoms and thins to achieve a thermodynamic equilibrium
during the deposition process. These interesting results are in good agreement with experimental
observations [72,129,130]. In experiments, Ge atoms move from the WL into the QDs during
annealing, and the thickness of the WL at a ﬁxed deposition amount decreases with rising substrate
temperature. According to the theoretical model, there are two reasons resulting in so puzzling a
phenomenon. The ﬁrst is that the driving force of growth for large QDs is larger than that for small
QDs, thus large QDs can gain more atoms from deposition and the WL than small QDs. In addition,
the surface coverage of the large QDs is higher than that of the small QDs when the density of the
QDs is a constant. In this case, the resistance of the QD growth from the thickness-dependent surface
energy of the WL becomes less effective for large QDs.
2.2. Shape transition of QDs
In typical semiconductor systems, such as the Ge/Si system and the InAs/GaAs system, QDs suffer
from shape transitions as the volume of the QDs increases. During the growth of QDs, QDs undergo
two obvious shape transitions, from a pre-pyramid to a pyramid [66,71,119] and from a pyramid with
a low contact angle to a steeper dome [66,67,71,72,131–133]. However, during the capping process
named as overgrowth, the reversible shape transition from a dome to a pyramid occurs with the
increase of the capping deposition [134–136]. In this section, we introduce thermodynamic models
to investigate the shape transitions of QDs.
2.2.1. Shape transition during the growth process
The Ge/Si(001) and the Si1xGex/Si(001) systems, as ideal model systems for understanding the
processes of QD formation andmorphological evolution, have been intensively studied in the past dec-
ade. In these systems, 3D QDs ﬁrst appear as shallow mounds (pre-pyramids) on a thin WL, and then
they gradually transform into {105}-faceted pyramids. As they ripen, they undergo a shape transition
into domes bounded by steeper facets. Beyond a certain critical size, the ﬁnally plastically relaxedFig. 7. Three-dimensional graphs of steady thickness of WL as functions of density of QDs and total deposition amount [126].
132 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199superdomes are formed with misﬁt dislocations at their bases [3,132]. Fig. 8 shows the size distribu-
tion of QDs as well as their shape evolution during Ge deposition onto Si(001) [71]. The thermody-
namics of the shape transition was studied by different groups [19,21,133,137–140]. These studies
have shown that the physical origin of the shape transition is actually the balance between the surface
energy and the misﬁt strain of the QDs. In this section, we will introduce the thermodynamic models
of the two typical shape transitions of QDs, from pre-pyramid to pyramid and from pyramid to dome.
For a nominal coverage h0 for which QDs with an identical pyramidal shape and volume appear
after the formation of a WL whose thickness is h, the total energy difference of a single QD between
SK growth and the imaginary layer-by-layer modes can be written as:Fig. 8.
width aDE ¼ 1
k
½cðhÞ  cðh0Þ þ Es  4s2cðhÞ þ Er ð2:10Þwhere Es is the surface energy of the QD facets, s is the half-base length, and Er is the elastic relaxation
energy of the QD (Er < 0). For a single pyramidal QD, the volume of the QD should follow the relation
V ¼ 43 s3 tana ¼ 1k ðh0  hÞh0, where h0 is the thickness of a monolayer. The ﬁrst three terms in the
equation represent the surface energy difference caused by the QD formation.
It is difﬁcult to estimate the surface energy of the QD facets because the surface energy density of
the QD facets varies with contact angle. To quantitatively compute the surface energy, we can regard
the QD facet as a step facet [140]. Thus, the surface energy of the QD facets Es can be divided into two
parts: the surface energy of the terraces Est and the step edge creation energy Esc, i.e., Es = Est + Esc.
Therefore, the total energy difference of a single QD between the SK mode and the imaginary
layer-by-layer mode becomes [21]DE ¼ 1
k
½cðhÞ  cðh0Þ þ
XnT
n¼1
½cðhnÞAn þ cðhnTþ1ÞAnTþ1 þ 8
XnT
n¼1
½s nh0 cota
 k0 þ kd a tanah0
 2" #
 4s2cðhÞ  1:3229Ye20
1þ t
1 t s
3 tan2 a ð2:11Þwhere the second term is Est, the third term represents Esc [140,141], and the last term is Er [12–13].The size distribution of three typical QD shapes during Ge deposition on Si(001). The symbols d and h represents the
nd height of QD [71].
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various contact angles. We ﬁnd that QDs with a low contact angle are preferred over QDs with a high
contact angle when the volume of the QDs is small. As the volume of the QDs increases, QDs with a
high contact angle become favored over those with a low contact angle. The results explain well
the shape transition of the QDs from a pre-pyramidal shape with a low contact angle to a pyramidal
shape with a high contact angle.
The elastic relaxation energy at the top of the QDs drives the QD formation. However, the transition
from a low contact angle to a high contact angle is determined not only by the elastic relaxation
energy but also by the size-dependent surface energy. In the case of QDs with a small volume, the
size-dependent surface energy dominates the total energy difference. Thus, the QD shape tends to
minimize the surface energy, namely, to have a low contact angle. In the later stage of growth, the
elastic relaxation becomes more signiﬁcant and drives the QDs to have a high contact angle.
As the volume of QDs increases further, the shape of the QDs can transition from a pyramid to a
dome, as shown in Fig. 10. We can adopt similar methods as above by comparing the total energies
of the QDs with these two shapes [19,67]. Because both pyramidal QDs and dome-shaped QDs form
on the existing WL, we can only compare the free energy of the formation of the QDs from a planar
WL, DE. When the QD is a pyramid, the total energy change of a pyramidal QD is:DEP ¼ ce
1
cosa
 cs
 
6VP
tana
 2
3
 9
2
cVp tana ð2:12Þwhere ce and cs are the surface energy densities of the facets of the QD and the substrate, Er is the elas-
tic relaxation energy and Er = (9/2)cVp tan a [97], where a in the contact angle of the QD facet with
the substrate. When the QD is a dome, we have [19]DED ¼ p c0
1
cosa
 cs
 
3VD
p tana
 2
3
þ 2pk
cosa
3VD
p tana
 1
3
 9ﬃﬃﬃ
p
p cVD tana ð2:13Þwhere Es ¼ c0Ae þ k
R ð1=rÞdAe according to the liquid-drop model [142], and Er ¼ ð9= ﬃﬃﬃpp ÞcVD tana
[19].
Fig. 11 shows the theoretical results for pure Ge and Ge0.4Si0.6 QDs on a Si(001) substrate. Clearly,
when the volume of a QD is less than a critical value, the energy change of a pyramidal QD is lower
than that of a dome-shaped QD, which means that a QD with a pyramidal shape is more stable than
that with a dome shape. However, when the volume of a QD is larger than the critical value, the energy
change of a dome-shaped QD becomes lower than that of a pyramidal QD, which means that a QDwith
a dome shape is more stable. The results agree well with the experimental observations
[66,67,72,132]. Due to the low relaxation energy caused by the small mismatch, the critical volume0 200 400 600 800
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Fig. 9. The total energy change as a function of volume of QDs for different contact angles [21].
Fig. 10. STM images of a Ge pyramid (a), dome (b) and superdome (c). The corresponding facet plots are shown on the right. The
scale of the images and the Miller indices of a few facets is indicated [132].
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QD, as shown in Fig. 11(b). The results are in agreement with experimental observations [71,131].
The physical origin of the shape transition of a strained QD from a pyramid to a dome is actually the
balance between the surface energy and the relaxation energy of the QD. In the early growth stage, the
elastic relaxation is not efﬁcient for the shape of a QD. The surface energy of a dome is larger than that
of a pyramid. Thus, the equilibrium shape tends to be a pyramid. In the later growth stage, the elastic
relaxation becomes more signiﬁcant. The relaxation energy of a dome is larger than that of a pyramid
with the same volume due to a dome having a high gradient. Hence, the energy change is lowered by
the shape transition to gain the additional elastic relaxation.
2.2.2. Reversible shape transition induced by overgrowth
To incorporate self-assembled QDs into applications in optoelectronic and microelectronic devices,
it is sometimes necessary to bury the QDs in a semiconductor matrix [143]. Therefore, the capping
technique, i.e., overgrowth, is often used for the fabrication of the embedded structures above
[134–136,144–149]. As the QDs are capped, the shape, size, strain and composition of the QDs will
change, and these characteristic parameters for the QDs determine their physical properties [146].
For example, during the Si capping of Ge QDs, the Ge QDs have two obvious shape changes. The ﬁrst
change is a reversible shape transition, i.e., from a dome to a pyramid with increased Si deposition due
to the decrease of the Ge concentration [134–136,145,146], as shown in Fig. 12. The second obvious
change regards the QD volume. Rastelli et al. [134] reported that the volume of Ge QDs has a contin-
uous increase. However, Lang et al. [136] showed that Ge QDs expand ﬁrst and then shrink. These
observations seem inconsistent. In the following, we introduce a quantitative thermodynamic theory
to address the shape evolution and the volume change of the QDs induced by overgrowth [150].
During the Si capping process, the deposited Si atoms can be adsorbed directly by the QDs and the
WL and then stick onto their surfaces [144]. The shrinkage of the Ge QDs is only induced by the
Pure Ge QDs on Si(001) 
(a)
(b)
0.0 5.0x105 1.0x106 1.5x106 2.0x106 2.5x106
-0.036
-0.033
-0.030
-0.027
-0.024
-0.021
-0.018
u-
k[
eV
/n
m
3 ]
V[nm3]
Pyramid
Dome
Vc
Ge0.4Si0.6 QDs on Si(001) 
Fig. 11. Energy per unit volume of (a) pure Ge QDs and (b) Ge0.4Si0.6 QDs on Si(001) with two types shapes, pyramid and dome.
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the volume shrinkage of the QDs leads to an increase in the elastic relaxation energy. Meanwhile, the
reduced surface area results in a decrease in the surface energy. The elastic relaxation energy of a sin-
gle QD can be simply written as Er = Me2VQD tan a [117]. Therefore, the increment of the relaxation
energy of a single QD caused by the diffusion per unit volume of Ge from the QDs to the WL is equal
to the increment of the total energy, i.e.:lQD ¼ Me2 tana ð2:14Þ
Diffusion of Ge atoms from the QDs to the WL would also result in an increase in the WL thickness,
which can effectively reduce the surface energy of the WL. Considering a WL with a thickness of h ML
adsorbs Ge with a unit volume, the decrease in the surface energy of the WL is:lWL ¼ cðhÞ  c1Ge
	 

1 1
e
 
1
h0Ge
ð2:15Þwhere h0Ge is the thickness of the Ge monolayer, and 1/h0Ge represents the surface area of the WL with
a thickness of (h + 1) ML. If lWL > lQD, the diffusion of Ge atoms from the QDs to the WL will be
favored. Thus, there is a critical thickness of the WL when lWL = lQD. Meanwhile, considering the
incorporation of Si into the WL and the surface segregation of Ge [151–153], we ﬁnd that the critical
WL has a nominal thickness h0c of [150]
Fig. 12. STM topographs of representative Ge QDs during Si capping. (a) and (b), domes; (c) pyramids; (d)–(f) pre-pyramids. Si
coverage hSi = 0, 1, 2, 4, 8, and 16 ML for (a)–(f) [134].
136 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199h0c ¼ ln
c1Si  c1Ge
cðhcÞ  c1Ge
 
expðK1hSiÞ ð2:16Þwhere K1 represents the incorporation coefﬁcient. This equation presents the balance between the
QDs and the WL. When the critical thickness exceeds the initial thickness of the WL, Ge diffusion from
the QDs to the WL will occur. In this case, the amount of Ge, DVGe, diffusing in one time step, Dt,
exhibits the following behavior:
Fig. 13.
Ref. [13
calcula
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DVGe ¼ 1D ðhcðt þ DtÞ  hcðtÞÞh0Geð1 CovÞ
ð2:17Þov
When the initial conditions, VQD(0) and hc(0), are known, we can deduce the evolution of the QDs
where D is the density of QDs, and C is the surface coverage of QDs.
during the Si-capping process. According to the initial conditions in the experiment by Lang et al.
[136], modeling results are shown in Fig. 13(a). We ﬁnd that there are three remarkable evolution
stages of the QD volume, i.e., an expansion stage, a shrinkage stage, and a steady stage. In the ﬁrst
stage, the QDs expand because of Si absorption, and the Ge diffusion from the QDs to the WL barely
happens. However, in the shrinkage stage, the critical thickness of the WL begins to exceed the actual
thickness due to further Si absorption, which drives Ge atoms to diffuse from the QDs to the WL. Thus,
the QDs start to shrink. However, due to Ge diffusion and further Si absorption, the increased rate of
the critical thickness becomes quicker and quicker with an increase in the Ge concentration and the
contact angle, which requires more Ge atoms to diffuse to wetting. In this case, the Ge diffusion from
the QDs to the WL stops, and the Si absorption by the QDs becomes unfavorable when the QDs cannot
provide enough Ge atoms to satisfy the demand of the WL. In this stage, the volume of the QDs
scarcely changes. Additionally, the model is applied to the experiment by Rastelli et al. [134], and
the calculated results are shown in Fig. 13(b). In this case, the QDs have a continuous increase in
volume because of the high surface coverage of the QDs.0 4 8 12 16
0.5
1.0
1.5
2.0
Vo
lu
m
e 
ch
an
ge
 o
f Q
D
s 
(V
Q
D
/V
0Q
D
)
Thickness of Si deposited (ML)
(b)
0 2 4 6 8
0.4
0.6
0.8
1.0
1.2
1.4
0 2 4 6
0.6
0.7
0.8
0.9
1.0
G
e 
co
nc
en
tra
tio
n 
in
 Q
D
s
Thickness of Si deposited (ML)
Vo
lu
m
e 
ch
an
ge
 o
f Q
D
s 
(V
Q
D
/V
0Q
D
)
Thickness of Si deposited (ML)
expansion stage shrinkage stage steady 
stage
(a)
(a) The calculated evolution of Ge QDs during the Si capping process and the comparison with the experimental data in
6]. The inset shows the predicted change of Ge concentration in QDs as the function of thickness of Si deposited. (b) The
ted volume evolution of Ge QDs and the comparison with experimental data (Ref. [134]) [150].
138 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199Based on the thermodynamic analysis, we ﬁnd that the decrease in the Ge concentration of the QDs
induced by Si absorption breaks the original balance of the composition between the QDs and the WL.
To create a new balance, theWL is required to increase its thickness by Ge diffusion from the QD to the
WL, which leads to the shape evolution of the QDs. The Ge diffusion can suppress the expansion of the
QDs and promote their shrinkage.
2.3. Growth of QDs on patterned substrates
In general, QDs have a random spatial distribution due to their spontaneous nature. To improve
device applications, it is important to fabricate QDs with a highly ordered arrangement. Growth onto
patterned substrates is one of the most widely used approaches for controlling the spatial distribution
of QDs. This approach has been successfully applied in the Ge/Si [154–166] and the InAs/GaAs
[167–176] systems. In general, substrates with rectangular patterns can be obtained by lithography,
such as optical lithography [158,159], holographic lithography [177], focused ion beam lithography
[155], electron-beam lithography [165,178], and so on.
On patterned substrates, the surface curvature affects the formation sites of QDs. According to the
thermodynamic perspective [15], it is usually believed that QDs should form preferentially in places
with a negative curvature, i.e., in trenches or pits. For example, the formation of QDs always occurs
at the intersection of the side facets within the pits, which results in long-range-ordered QD struc-
tures, as shown in Fig. 14 [166]. However, Yang et al. found a regular alignment of Ge dots on the
stripes and mesas that are the most convex regions of the surface, as shown in Fig. 15 [158]. To
understand the physical mechanism, several theoretical models have been established based on
thermodynamic models or kinetic simulations [19,24,25,158,179–184]. In the following, we introduce
the thermodynamic issues concerning the preferential sites of QD growth on a geometrically
patterned substrate.
2.3.1. Surface chemical potential along patterned surface
It is well known that the most favorable nucleation sites are generally determined by the surface
chemical potential [185]. The chemical potential along the surface of an uneven substrate is written asFig. 14. AFM images of the surface of a Ge layer grown on lithographically prepatterned Sis(001) substrates [166].
Fig. 15. AFM images of Ge QD ordering on patterned Si(001) structures: (a) a stripe ridge; (b) a diamond-shaped stripe cross.
(c) and (d) are the cross sections through (a) and (b), respectively [158].
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is the surface free energy per unit area, and k is the local surface curvature. Convex regions have a
higher chemical potential than that of concave regions. Thus, nucleation occurs favorably in concave
regions [186]. However, if strain mismatch between the epitaxial ﬁlm and the substrate is present, the
strain relaxation in convex regions is more favorable than that in concave regions, which opposes the
contribution from the surface curvature [5]. We need to add the strain contribution to the local
chemical potential. Therefore, the surface chemical potential of the ﬁlm should become [158]:l ¼ l0 þXckþXEs ð2:18Þ
where Es is strain energy. When a QD C grows on a buffer layer B that is on a columned substrate A, the
surface chemical potential is attained as [19]l ¼ l0 þXBckþ
1
4
XBCB e2B  e2BA
	 
þ 1
4
XCCC e2C  e2CA
	 
 ð2:19Þ
In the case that the buffer layer is the samematerial as the QDs, such as the deposition of Ge onto Si
substrates, the Ge WL is the buffer layer. Eq. (2.19) can be written as:l ¼ l0 þXBckþ
1
2
CBXB e2B  e2BA
	 
 ð2:20Þ
The equation has a similar meanings to that of the study by Yang [158].
In the case of InAs QDs on GaAs patterned substrates [167–169], an In0.2Ga0.8As or a GaAs buffer
layer is usually deposited ﬁrst. Fig. 16 shows the chemical potentials of In0.2Ga0.8As buffer layers with
various thicknesses. The total chemical potential of the most convex regions is clearly larger than that
of the other regions when the thickness of buffer layer is very small. Because a thinner buffer layer has
a smaller strain-relaxation contribution, it is not strong enough to counteract the contribution of the
surface energy in the convex regions. However, with the thickness of the buffer layer increasing, the
strain relaxation contribution becomes more signiﬁcant, and the most convex regions have the min-
ima of the chemical potential. These results are consistent with experimental observations [167].
When the buffer layer is GaAs, Fig. 17(a and b) clearly shows that the regions with the minima of
chemical potential are not the ridges of the stripes but the ridge feet (as shown in Fig. 17(a)) or the
ridge sidewalls (as shown in Fig. 17(b)). The main reason is that the increment that caused the
strain-relaxation contribution is less than the increment of the common chemical potential. These
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Fig. 16. The calculated chemical potentials with different thickness of In0.2Ga0.8As buffer layer. (a) The surface proﬁle of GaAs
substrate. (b) The calculated chemical potentials with different thickness of buffer layer of In0.2Ga0.8As: i = 2, 4, 6, in which
w = (l  l0)/X [19].
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the ridge sidewalls when a GaAs buffer layer is deposited.2.3.2. Thermodynamic model of QDs on hole-patterned substrates
Recently, QDs with good spatial order have been grown onto substrates with a pattern of holes,
such as the Ge/Si [155,182,187,188] and the InAs/GaAs [189–194] systems. Most of the experimental
observations have shown that QDs form preferentially on the inside of a hole due to the negative sur-
face curvature. However, Karmous [155] and Pascale [182] et al. reported that QD formation on the
inside of a hole only occurs at a relatively low temperature (approximately 550 C), but the QDs form
on the terrace between the holes at temperatures higher than 700 C, as shown in Fig. 18. Additionally,
Martín-Sánchez et al. reported that the site of the InAs QD formation can be controlled by changing the
distance between the holes [190]. They observed that most of the InAs QDs formed on the inside of the
holes when the distance between the holes was 165 nm (Fig. 19(a)), but InAs QDs formed on the mesas
between the holes when the distance was reduced to 30 nm (Fig. 19(b)). These interesting and
puzzling experimental observations appear intuitively inconsistent with established theories. In the
following, we introduce a thermodynamic model to address the self-assembly of QDs onto hole-
patterned substrates.
Fig. 20 shows the schematic illustration of QD formation on hole-patterned substrates. During the
deposition process, a thin WL ﬁrst forms on the substrate surface due to the lower surface energy
density of the WL than that of substrate. The total free energy of the WL on the hole-patterned
substrate in the area per hole can be written as [24]:
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Fig. 17. The calculated chemical potential when 4 ML and 8 ML buffer layers GaAs are deposited on patterned substrates [19].
Fig. 18. AFM images (scan size is 2.5 lm) of focused ion beam patterned Si substrate after 8 ML Ge deposition at different
temperatures T: (a) T = 750 C. In this situation, the size of QD (100 nm) is in the range of the hole-hole distance (150 nm). The
inset shows a higher magniﬁcation image of three Ge QDs situated on terraces between the pits. (b) T = 550 C. In this situation,
Ge QDs are located only in the holes [182].
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Fig. 19. AFM images of InAs QDs obtained by deposition of 0.5ML of InAs on GaAs hole-patterned substrate with the distance
between the holes of (a) 165 nm and (b) 30 nm [190].
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Fig. 20. Schematic illustrations of QDs formation on hole-patterned substrates. (a) Hole with column shape; (b) the top view of
QDs array (c) hole with taper shape; (d) hole with part of sphere shape [24].
142 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199E2Dðh0Þ ¼ ðd2  pr2Þcðh1;/1Þ þ pr2cðh2;/2Þ þ 2pðr  h3h0Þðl h2h0 þ h1h0Þcðh3;/3Þ
þx1e20VWL þ Ecorner ð2:21Þwhere c(h1, /1), c(h2, /2) and c(h3, /3) represent the surface energy densities of the WL and the surface
orientation (surface slope angle /1, /2 and /3) [21,195], and Ecorner is the energy of the corners. The
thermodynamic steady state can be found by minimizing the free energy function of Eq. (2.21). Taking
the Ge/Si system as an example, the calculated results show that the thickness of the WL inside of a
X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199 143hole is larger than that on the terrace at the thermodynamic steady state for which h1  3.8 ML,
h2  5.4 ML, and h3  4.1 ML [24]. The increased thickness on the inside of the hole can effectively
reduce the surface area of the hole, which leads to a decrease in the surface energy of the hole.
Upon further deposition, the lattice mismatch-induced strain stored in theWL requires release, and
the formation of QDs is an effective way to release the strain. For the formation of QDs (SK mode), the
change in the energy is given by:Fig. 21
under h
(red linDESK ¼ csA1V2=3  cðhWLÞA2V2=3 þx1e20V x2A3e20V ð2:22Þ
If the growth mode is layer-by-layer growth (2D mode), the change in the energy is mainly caused
by a decrease of the surface energy of theWL with an increase of its thickness. Therefore, the change of
the energy caused by 2D growth is:DE2D ¼ A½cðhWL þ kV=h0Þ  cðhWLÞ þx1e20V ð2:23Þ
To compare equally between DESK and DE2D, the area of the WL used in Eq. (2.23) should be equal
to the capture area by a single QD. However, when the substrate is patterned with holes, the expres-
sion of the change of the energy caused by 2D growth is inﬂuenced not only by the capture area but
also by the size of the holes and the distance between the holes. In the following, we discuss the
change of the energy by 2D growth and the formation sites of QDs on hole-patterned substrates in
two typical cases.0 50 100 150 200
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. (a) The comparisons of DESK between on the terrace (black line) and inside the hole (red line) as a function of volume
0 = 4ML. (b) The comparisons of the total energy difference DE between on the terrace (black line) and inside the hole
e) as a function of QD volume [24].
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holes. The total energy difference of the two growth modes, DE = DESK  DE2D, can be written as:DE ¼ ½E2Dðh0Þ  E2Dðh0 þ kV=h0Þ þ csA1V2=3  cðhWLÞA2V2=3 x2A3e20V ð2:24Þ
This equation represents the case of QD formation on a terrace between the holes when hWL = h1,
and it represents the case of QD formation on the inside of a hole when hWL = h2. Fig. 21(a) shows
the comparisons of DESK between the two different formation sites when the total deposited amount
is equal to 4 ML. It is obvious that the formation energy of a QD on a terrace is lower than that on the
inside of a hole, which suggests that it is more favorable for a QD to form on a terrace.
However, when the capture area by the QD is smaller than both the size of a hole and the area of a
terrace between the holes, i.e., A < pr2 and A < p(d  2r)2, the terrace and the inside of a hole can be
considered as separate regions to calculate the change of the energy. Therefore, the total energy
difference becomes:DE ¼ A½cðhiÞ  cðhi þ kV=h0Þ þ csA1V2=3  cðhiÞA2V2=3 x2A3e20V ð2:25Þwhere i = 1 and i = 2 represent the QD formation on a terrace and the inside of a hole, respectively.
Fig. 21(b) shows the calculated results. The total energy difference on the inside of a hole is lower than
that for a terrace, which is contrary to the case of a large capture area, which suggests that the forma-
tion of a QD on the inside of a hole is favored over that on a terrace in the case of a small capture area.
The capture area of the QD and the thickness of theWL determine the two contrary formation sites.
When the capture area is larger than that of the lattice of the hole array, the changes of the energy
caused by layer-by-layer growth for two formation sites are equal to each other. Therefore, the total
energy is mainly determined by the change of the energy caused by the QD formation. Because the
thickness of the WL on a terrace is smaller than that on the inside of a hole, the surface energy density
of the WL on the terrace is larger than that on the inside of the hole. So, the decrease in the surface
energy of the WL caused by the coverage of the QD on the terrace is larger than that on the inside
of the hole, which results in the formation energy of the QD on the terrace always being lower than
that on the inside of the hole. However, when the surface diffusion length is smaller than half the size
of the hole and the terrace, the terrace and the inside of the hole are considered as separate regions to
calculate the total energy. In this case, the change of the energy caused by 2D growth plays a key role
for the total energy difference, and the WL on the inside of the hole achieves the critical thickness for
QD formation ﬁrst due to its larger thickness than that on the terrace. Therefore, the formation of a QD
on the inside of a hole is more favorable in the case of a small capture area for the QD.
The theoretical results explain several interesting and puzzling experiments mentioned at the
beginning of this section. One key result of the model is that QDs can form in various sites for various
capture areas. From a thermodynamics perspective, a high (low) temperature leads to a low (high)
density of QDs, i.e., a large (small) capture area for the QD [66]. Therefore, the theoretical results
are consistent with experiments [155,182], in which Ge QDs are organized on the terraces between
holes at high temperature (higher than 700 C) or on the inside of holes at a lower temperature
(approximately 550 C). The modeling results can also explain the various sites caused by the distance
between the pattern holes [190]. When the distance between the holes is larger than the surface dif-
fusion length, InAs QDs grow on the inside of the holes. However, when the distance between the
holes is reduced, the capture area becomes larger than that of the lattice of the hole array, and
therefore, InAs QDs can grow on the mesas between the holes. This model can also explain why the
critical thickness of the WL for QD formation on a hole-patterned substrate is smaller than that on
a planar substrate [188].
It should be noted that the temperature can inﬂuence the surface diffusivity of the deposited
atoms, especially at the boundary between two different crystal facets [182]. A low temperature
impedes the diffusion from a crystal facet to anther crystal facet, which means that it is difﬁcult to
achieve the equilibrium state. In this case, the increased thickness on the inside of a hole would be
affected. Beyond that, the temperature also inﬂuences the intermixing and the alloying between an
epitaxial ﬁlm and the substrate, which can change the strain relaxation and the surface energy. In
the model above, these inﬂuences are ignored for simpliﬁcation.
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The self-assembly of QDs driven by the elastic strain ﬁeld induced by buried QDs in multilayered
systems is another effective approach for improving the uniformity of QDs [196–205]. With an
increasing number of spacer layers, the QDs become uniform in size, shape, and spacing. Due to their
simple manipulation and low cost, a number of groups have investigated them intensively experimen-
tally. In the initial study, it was found that the interaction between the stacked QDs through the strain
ﬁelds on the surface of the spacer layer induced by buried QDs leads to one-to-one vertical ordering of
QDs. In other words, each QD in the upper layers grows on the top of a QD in the lower layer. The
vertical pairing probability of QDs in multilayer structures is better with thinner spacer layers, as
shown in Fig. 22. However, the following experiments showed remarkably different results when
the thickness of the spacer layer is less than a critical value, demonstrating that the one-to-one
vertical alignment of stacked QDs is broken and more than one QD forms on the spacer layer surface
instead, i.e., one-to-several ordering of QDs (Fig. 23) [203,204]. The other interesting behavior is
the change in the WL thickness. Experimental observations have shown that the critical thickness
of the SK growth in the second layer is reduced compared to that of the ﬁrst one [198–201,205].
To explain the experimental observations, several theories have been established based on analysis
of the strain ﬁelds on the spacer layer surface. The early studies [196,206] simply consider a buried QD
as a force dipole of zero dimension using the continuum theory of elasticity and demonstrate
one-to-one vertical ordering of QDs by analyzing the preferential nucleation site at a local maximum
of tensile strain ﬁelds on the spacer layer surface, i.e., above the buried QD with a local minimum of
mismatch. Zhang et al. [207,208] proposed a model to calculate the surface strain using the Green’s
function method in the framework of the continuum theory of elasticity. They found that the local
maxima of the tensile strain ﬁeld on the spacer layer surface are not at the sites above the buried
QDs in the case of very thin spacer layers, which explains the one-to-several ordering of the QDs.Fig. 22. TEM pictures taken along [011] azimuth for the InAs QDs separated by GaAs spacer layers with thickness of (a) 46 ML,
(b) 92 ML, and (c) 36 ML. (d) is the experimentally observed pairing probabilities (open squares) as a function of the spacer
thickness [196].
Fig. 23. AFM images of Ge QDs grown at 600 C in stacked multilayers using Si spacer layer with thicknesses of 35 nm [203].
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ular-dynamics simulations [211], to calculate the strain ﬁelds induced by a buried QD. Additionally,
Monte Carlo simulations and molecular dynamics simulations have also been performed for the
growth of QDs in a multilayer [212–216]. In this section, we ﬁrst introduce a calculation for the surface
chemical potential and the elastic strain on the spacer layer surface in multilayered systems, which
can explain the physical mechanisms of the vertical alignment of stacked QDs [217]. Then, we intro-
duce a thermodynamic model of the QDs on a strained substrate, which reveals the driving force of QD
formation on strained substrates and explains why the thickness of the WL in multilayered systems is
much smaller than that on common substrates [23,218].
2.4.1. Surface chemical potential in multilayered systems
The surface chemical potential determines the most favorable nucleation sites [185]. In multilay-
ered SK systems, the foreign inclusion B is buried in substrate A, and three-dimensional strained QDs C
form after the formation of a two-dimensional WL. The strain-dependent surface chemical potential is
expressed as [158,196]:lðx; y; 0Þ ¼ l0 þXEsðx; y;0Þ þXcj ð2:26Þ
We ﬁrst calculate the strain on the surface of the substrate [219] and then obtain the strain energy
of the WL surface. The strain on the surface of the WL (x, y, 0) induced by the inclusion can be calcu-
lated using the integration of Green’s function over the volume of the inclusion V, i.e. [217]:eAxxðx; y;0Þ ¼
eABVð1þ tÞ
pR3
1 3x
2
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 
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where the inclusion is considered to be located approximately at (0, 0, z0), V is the volume of the
inclusion, and R ¼ ðx2 þ y2 þ z20Þ
1=2. Thus, the strain energy of the WL becomes:Esðx; y;0Þ ¼ C112 ðe
C
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h i
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Fig. 24. The calculated strain energy of the WL for different depths of buried Ge QD in the Ge/Si system, (a) 60 nm, (b) 15 nm,
and (c) 7.5 nm [217].
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148 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199Fig. 24 shows the calculated surface chemical potential for a Ge QD buried in a Si substrate. There is
a smoothly varying surface chemical potential in the case of the depth z0 = 60 nm, as shown in Fig. 24
(a). However, when a Ge QD is buried at a depth z0 = 15 nm, the surface chemical potential obviously
has a minimum at the point above the buried QD (Fig. 24(b)), which means the deposited atoms can be
driven to reach the region above the buried QD by gradation of the surface chemical potential and to
nucleate easily in the region. Furthermore, the minimum value of the surface chemical potential is
smaller with a deeper buried QD. The results are in good agreement with the experimental observa-
tions [196–198,202]. However, when the depth of the buried QD is z0 = 7.5 nm, we ﬁnd that the
minimum surface chemical potential occurs at the edge of the region above the buried QD, which
results in an annular distribution of the surface chemical potential (Fig. 24(c)). The annular distribu-
tion drives the deposited atoms to nucleate in the annular valley of the potential ﬁeld and can form
one-to-several ordering of QDs. The modeling results are in good agreement with the results of exper-
iments, in which one-to-one vertical alignment of stacked QDs is broken and more than one QD forms
on the spacer layer surface when the depth of the buried QD is less than a critical value [203,204].
According to the model, we propose several anticipated applications by selecting properly buried
inclusions. For example, we expect that QRs can be fabricated by obtaining the annular distribution
of the minimum of surface chemical potential in the case of aB > aC > aA, such as Sn inclusions buried
in a Ge/Si system [220]. Additionally, we can perhaps realize control of the nucleation of QDs from the
microscale to the nanoscale. In detail, we can lithograph or chemical etch a heterogeneous material
with a certain shape at the microscale on the surface of a substrate and then deposit a spacer layer
with a proper thickness. QDs form easily in the region with the lowest surface chemical potential
on the planar surface of the spacer layer. The region with the lowest surface chemical potential can
be controlled by the inclusions [217].
2.4.2. Thermodynamics model of QDs on a strained substrate
In the multilayer structures of QDs, apart from the vertical distribution of stacked QDs, the thick-
ness of the WL decreases and the size of QD increases relative to that on unstrained substrates when
the total deposition is identical. These differences are also caused by the local strain ﬁelds induced by
buried QDs.
Based on the model in Section 2.1.2 for an existingWL with a certain thickness, we can compare the
changes of the energy caused by the two growth modes, layer-by-layer growth and QD formation, to
identify which growth mode is favored, as shown in Fig. 3. Because of the inﬂuence of the foreign ob-
jects, the surface strain of the substrates has an uneven distribution, and the nucleation of QDs usually
occurs in the region with the lowest strain mismatch. The strain energies of the QDs and theWL can be
calculated by the average strain mismatch, eQD and eWL. Therefore, the change of the energy in the case
of the layer-by-layer growth mode on a strained substrate becomes:DEA ¼ 1k ½cðhWL þ kV=h0Þ  cðhWLÞ þx1e
2
WLV ð2:29ÞThe change in the strain energy of a QD is divided into the strain energy excluding the elastic relax-
ation energy and including the elastic relaxation energy, which can be expressed as (x1e2QDV
x2A3e2QDV). Therefore, the change in the total energy caused by the formation of a single QD is:DEB ¼ csA1V2=3  cðhWLÞA2V2=3
h i
þ ðx1e2QDV x2A3e2QDVÞ ð2:30ÞTherefore, the total energy difference between the formation of a QD and the layer-by-layer growth
on the strained substrate is:DE ¼ 1
k
cðhWLÞ  cðhWL þ kV=h0Þ½  þ csA1V2=3  cðhWLÞA2V2=3
h i
 x1ðe2WL  e2QDÞV þx2A3e2QDV
h i
ð2:31ÞWe can obtain the energy barrier (maximum of Eq. (2.31), DEc) and the critical QD volume (Vc)
according to the equation. Using the approximate relation of the surface energy density of theWL with
its thickness [21], we obtain the energy barrier and the critical volume as [23]:
Fig. 25.
for Ge/
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ð2:32Þwhere M ¼ ½x1ðe2WL  e2QDÞ þx2A3e2QD  ehWL=gðc1subsrate  c1WLÞ=gh0 and N = csA1  c(hWL)A2.
Fig. 25 shows the calculated results for the dependence of the barrier energy (DEc) and the critical
size (critical width at the base, sc) on the strain and the thickness of the WL for the Ge/Si system. We
ﬁnd that both DEc and sc decrease with decreasing eQD and increasing hWL. For a given hWL, the driving
force of QD formation,  x1ðe2WL  e2QDÞV þx2A3e2QDV
h i
, becomes stronger with decreasing eQD, so that
the QD can form much more easily with a strong driving force. On the other hand, for a given eQD, both
DEc and sc decrease with increasing hWL, which means that it is favored for QDs to form on the thicker
WL. It is interesting and important to note that QDs scarcely form on theWL with a thickness less than
4 ML if the value of eQD is close to that of eWL. However, for a small eQD, QDs can still form on the WL
with a smaller thickness, and the energy barrier and the critical size are also obviously lower than that
of a large eQD, which means that the QD formation on strained substrates usually begins much earlierThe calculated barrier energy (a) and critical size (b) as a function of the strain (eQD=eWL) and the thickness of WL (hWL)
Si system [23].
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with the experimental observations by various groups [198,199].
We can also investigate the stability and the evolution mechanism of QDs on strained substrates by
Eq. (2.31) [218]. Fig. 26 gives the three-dimensional graphs of the stable thickness of the WL as
functions of eQD=eWL and the deposited amount. Clearly, we ﬁnd that although the deposited amounts
increase, the stable WL does not become thicker but thins when the value of eQD=eWL is a constant.
These interesting results are in good agreement with experimental observations by various groups
[72,129,130], in which it is observed that Ge atoms move from the WL into QDs and the WL becomes
thinner during growth and annealing. From the results, we deduce that the QDs become large and the
WL becomes thin as the value of eQD=eWL decreases under identical deposition amounts. The theoret-
ical results have also been supported and demonstrated experimentally, in which the top QD in
multilayered Ge/Si systems is usually larger than the buried QD, and the thickness of the WL on the
top layer is usually smaller than that of the WL at the lower layer under identical deposition condi-
tions [198–200]. Similar theoretical results can also be obtained by analyzing the balance between
the energies of the QD and the WL [221].
Based on the quantitative thermodynamic theory, we ﬁnd that the driving force for QD formation
on strained substrates is different from that on common substrates. The decrease in the strain energy
of the QDs drives QD formation to begin much earlier than that on common substrates, and the energy
barrier and the critical size of the QDs on the strained substrates are smaller than those on common
substrates. Additionally, the increase in the driving force of the QD growth leads to QDs with larger
sizes and a thinner WL than in multilayered systems.
2.5. Compositional mapping of QDs
The inhomogeneous distribution of the composition in the QDs in most of the models above has not
been considered. In fact, intermixing and alloying can allow for a partial strain relaxation in the
growing ﬁlm [222–226]. Because the unique properties of the QDs, such as the photoluminescence
emission wavelength [11], depend on the detailed compositional mapping of QDs, the investigations
of the composition of QDs are highly important for potential applications. In the past decade, much
work has been devoted to the elucidation of the compositional mapping of QDs due to intermixing
and alloying [226]. In experiments, intermixing of elements in QDs has been investigated by various
techniques, including transmission electron microscopy [222,227], X-ray diffraction [228–233],
photoelectron microscopy [234], ion-atom probes [235], scanning probe microscopy [236], and so
on. Meanwhile, much theoretical work has been devoted to the elucidation of the compositionalFig. 26. Three-dimensional graphs of steady thickness of WL as functions of values of eQD=eWL and deposited amount [218].
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ical simulations [239,240], continuum models [241], and Monte-Carlo simulations [151,242,243]. In
this section, we review mainly the theoretical aspects of alloying in quantum dots under strain using
ﬁnite element methods [237], and numerical simulations [239].
2.5.1. Finite element method
At equilibrium, the compositional proﬁle of a QD with a given size, shape, and average composition
is obtained by minimizing the total free energy that consists of the elastic energy and the entropic and
chemical-mixing energies [237]. For an AB alloy QD grown epitaxially onto a substrate of species A, the
total free energy E can be written as E = Ech + Eel + Es [237], in which Ech is the chemical free energy of
the alloy components in the QD, Eel is the elastic-strain energy due to the lattice mismatch between
the QD and the substrate, and Es is the surface-energy cost involved in the formation of the QD. The
elastic energy of the QD-substrate system and the chemical free energy of the alloy components
can be written as [237]:Fig. 27.
15, anEch þ Eel ¼ Me2mVd W
_
ðc; h; F0Þ ð2:33Þ
where M is the biaxial modulus, em is the equibiaxial mismatch strain arising due to the difference in
the lattice constants between species A and B, W
_
is a dimensionless function, and Vd is the volume of
the QD. If the surface energy c of QD is assumed to be independent of the facet angle h, the total energy
of an alloy dot can then be expressed as [237]:E ¼ Me2mVd W
_
ðc; h; F0Þ þ cV2=3d C
_
ðhÞ ð2:34Þ
where C
_
ðhÞ ¼ p1=332=3ðtan hÞ2=3ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2 h
p
 1Þ.
Fig. 27 shows the computed equilibrium compositional maps in dome-shaped and truncated-
pyramidal QDs. We ﬁnd that the compositional proﬁles of the QDs with thermodynamically favorable
mixing depend strongly on the slopes of the QDs and the curvature of their surfaces. The distinguish-
ing feature of these QDs is the complex pattern of isocompositional proﬁles that can be attributed to
the presence of ‘‘corners’’ formed by the intersection of various facets. Because such corners allow for
the relaxation of mismatch strain, the free energy can be lowered by segregation of the larger alloy
component in these regions.
2.5.2. Numerical simulations
Consider a three-dimensional alloy QD made of two elements A and B, as schematically repre-
sented in Fig. 28(a), which is immersed in a mixed vapor phase of A and B. When the growth of the
QD is modeled in the surface-attachment-limited kinetics (SALK) regime, the surface evolution is
governed by the difference in the chemical potential between the solid and the vapor phase. The
chemical potentials for A and B at the QD surfaces are [239,244]:Equilibrium composition proﬁles in axisymmetric QDs with (a) dome shape, the angles of the sidewalls being 30 and
d (b) a truncated-cone shape with a sidewall angle of 30 [237].
Fig. 28. (a) Illustration of a typical dot shape (dome QD in Ge/Si heteroepitaxy) showing how the change of one facet surface
energy, jj, relates to the surface energies of that facet and its surrounding ones. (b) Cross-sectional composition proﬁle of a SiGe
dome QD on Si substrate using the numerical simulation [239].
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lBiðx; tÞ ¼ aiðx; tÞ þ ½1 fðx; tÞbiðx; tÞ ð2:35Þ
where ai(x, t) and bi(x, t) represent the contributions from the intrinsic element and the element
change.
When atoms are deposited onto the surface, the facets move with a given velocity and evolution
consistent with the decrease in the Gibbs free energy. The normal velocities of the individual atoms
of the component facet give the following relations [239,244]:vAiðx; tÞ ¼ MAðl0A  lAiÞ þ
1
4
ðMA þMBÞ½biðx; tÞ  bi
vBiðx; tÞ ¼ MBðl0B  lBiÞ 
1
4
ðMA þMBÞ½biðx; tÞ  bi ð2:36Þwhere lAi and lBi are the averages of lAi and lBi over facet i, respectively. The parameters MA and MB
are the attachment rates of species A and B, respectively. In the model, the attachment rates are
assumed to be independent of the crystalline orientation.
Considering the vapor phase surrounding the crystal in the SALK regime, material incorporates at a
constant rate (volume per unit time) RA and RB for each species independently. So, the composition of
the depositing material is RB/(RA + RB). For attachment rates independent of facet orientation, the
chemical potentials for A and B are [239,244]l0A ¼
1
STOT
XN
i¼1
Si lAi þ RAMA
 !
and l0B ¼
1
STOT
XN
i¼1
Si lBi þ RBMB
 !
ð2:37Þwhere STOT is the total surface area exposed by the crystal. If we assume that material intermixing only
occurs within a thin surface layer and the surface is advancing, the composition evolves as [239]
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@f
@t
¼ vBiðx; tÞ  fðx; tÞv iðtÞ ð2:38Þwhere, vi(t) = vA(x, t) + vB(x, t) is the total velocity of facet i. The set of equations above represents the
governing equations that are used in the model. Using the numerical scheme developed by Vastola
et al. that is able to solve this set of coupled equations, the crystal growth dynamics can be illustrated
[239].
Fig. 28(b) shows the cross-sectional compositional proﬁle of a SiGe dome QD on a Si substrate using
the numerical simulation. The segregation of the species with the larger lattice parameter (Ge) occurs
at the top of the QD and along the edges. At the same time, the species with the smaller lattice param-
eter (Si) locates at the lower corners and the base of the QD. This redistribution allows for a lowering
of the elastic energy of the crystal, and is consistent with the results shown in other works
[237,245,246] and experiments [236,247,248]. Experimental measurements showed that Ge atoms
accumulate at the top of the QD and silicon atoms prefer to stay at the bottom. The composition at
the central part of the island appears to be relatively uniform with a composition close to the average
between the top and the bottom of the QDs [236,247,248].
2.6. Kinetic models for the self-assembly of QDs
The kinetic approach is a basic one in the theoretical description of crystal growth. The
formation and subsequent evolution of QDs have been investigated using kinetic considerations
[63,110,249–257]. The importance of strain effects in the kinetics of growth has been recognized
for a number of growth-related phenomena. Kinetic approaches have been used to investigate the size
[110,252,256,257], coarsening [249–251], composition [251,253,254], and instability of the QDs
[250,251]. In addition, the growth kinetics are also used to study the position of QDs on patterned
substrate [255]. In this section, we review mainly the kinetic models of the coarsening, composition
and instability of QDs.
2.6.1. Coarsening of QDs
Coarsening is a competitive growth process wherein some QDs grow at the expense of others to
minimize total surface energy. The result of coarsening is that the mean QD volume increases with
time, and the number of QDs per unit area simultaneously decreases [249]. The chemical potential
for ripening can be given by Dl(V) = B[V1/3 + p(h)], where B sets the energy scale, V is the volume
of a QD, and p(h) represents the contribution of the elastic interaction energy that can be calculated
using the ﬁnite-element method [249]. Therefore, the growth rate of any class of QDs of size V is
[67,249]:dV
dt
¼ cV1=3 eDl=kT  eDlðVÞ=kT	 
 ð2:39Þ
where c is a constant, kT is as usual, and Dl is speciﬁed by the conservation of mass:Z 1
0
f ðV ; tÞ _VdV ¼ U ð2:40Þwhere f(V, t) is the distribution of island volumes, andU is the deposition rate. Finally, the evolution of
f(V, t) is obtained from the ﬂux continuity equation in size space [249]:@f
@t
¼  @ðf
_VÞ
@V
ð2:41ÞThe equation can be solved numerically [68]. From f(V, t), we directly obtain the mean areal volume
hV(t)i and the number density hN(t)i. Fig. 29(a) shows the results when we do not consider the contri-
bution of the elastic interaction energy (p(h) = 0). For pure ripening (U = 0), hV(t)i increases linearly,
and hN(t)i decays with a positive second derivative. The results are consistent with post-growth coars-
ening during annealing in experiments [249]. However, for a large U, hV(t)i again increases linearly
with time, whereas hN(t)i decreases very slowly with time, again as expected. For an intermediate
Fig. 29. (a) Mean ﬁeld model results showing effect of deposition ﬂux,U, where elastic interactions is not considered (p(h) = 0).
(b) Mean ﬁeld model results incorporating elastic interactions at largeU (solid line). Also shown for reference is p(h) = 0, i.e., no
elastic interactions, but the same U (dashed line). The open circles are the experimental data, scaled for comparison [249].
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the presence of a deposition ﬂux, cannot reproduce the essential experimental results. When we con-
sider the contribution of the elastic interaction energy, i.e., p(h) > 0, we can obtain the expected results
that elastic interactions promote both super-linearity in hV(t)i and the decay of hN(t)i with a negative
curvature (Fig. 29(b)), which is consistent with experimental observations [249].
According to the results of the kinetic model, we know that Ostwald ripening is enhanced by the
elastic repulsion energy between the islands, coupled with deposition that forces the islands closer
together, thereby increasing the system energy. Elastic repulsion effects are important for a high
volumetric density of precipitates [249].
2.6.2. Instability of QDs
The growth and the evolution of QDs are complex. Taking the Ge/Si system as an example, there is
an instability that the most unstable wavelength is proportional to 1/x and not 1/x2 when the differ-
ence in the mobility between Si and Ge is accounted for in the limit of nearly immobile Si atoms
[14,241]. Several kinetic models have been established to study the instability of QDs, including the
strain/composition in epitaxial ﬁlms [258,259], the compositional map of small pre-pyramid QD
[260], the critical thickness for QD growth [250], and the mobility of QDs [251].
During the typical growth process of an epitaxial ﬁlm, the system evolves by surface diffusion, and
bulk diffusion is assumed to be negligible [250,251,261,262]. One can assume that atoms at a depthws
(perhaps 2–4 monolayers) are in equilibrium with the surface because atoms within a few atomic
layers of the surface are generally more mobile than in the bulk [241]. The free energy of this surface
region gs may be different than the bulk free energy function gb, and any difference drives surface seg-
regation [250,251], in which gs is a function of the surface composition averaged over the depthws, i.e.,
n. In this case, the composition and the morphology evolve as coupled equations [250,251]:t ¼
X
t
½Ft þr  ðDtrltÞ ð2:42Þ
ws
dnt
dt
¼ Ft þr  ðDtrltÞ  ntt ð2:43ÞHere the subscript t labels the two alloy components. Ft is the incident ﬂux of each component, Dt is
the diffusivity, and t is the local growth velocity of the surface normal to itself.
Fig. 30 shows the simulation results of Ge growth on Si(001) at 600 C. During the ﬁrst deposition
to form a thin Ge ﬁlm, a degree of intermixing is visible, as well as the formation of a thin Ge-rich
surface layer due to surface segregation, as shown in Fig. 30(a). With increasing time, ripples grow
Fig. 30. Selected snapshots from the simulation. Taking the beginning of deposition as t = 0, images (a–h) correspond to times 3
(end of deposition), 12, 14, 19, 23, 29, 35, and 161, respectively, in arbitrary units. The width of the images is 410 nm, one unit
cell of our periodic system [251].
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QD, digging into the substrate (Fig. 30(d)). After the penetration of the trench into the substrate, the
ejected Si mixes with the Ge of the growing dot in the outer layer of the QDs, which leads to the lateral
motion of QDs, as shown in Fig. 30(e)–(h). The kinetic results show a complex response to the rather
simple thermodynamic driving forces.
2.7. Conclusion
The growth of QDs seems to be simple, but it has led to a surprisingly rich complexity since its dis-
covery more than thirty years ago. The detailed growth of QDs, such as their formation, stability,
shape, and position, can be understood by thermodynamic theory. Thermodynamic theory can provide
a fundamental understanding for the growth and self-organization of QDs by epitaxy. In this section,
we have given a comprehensive overview of the thermodynamic models of the growth of QDs by
epitaxy.
However, some questions remain open. Coherently strained, 3D QDs usually have an inhomoge-
neous composition. The inhomogeneous distribution of the composition can be caused not only by
intermixing of QDs with the substrate but also by their own alloys (e.g., GexSi1x and InxGa1xAs
QDs). Although some theoretical models have been created to compute the equilibrium compositional
proﬁles in strained QDs [233,237,263] (experimental work on the compositional mapping of QDs has
156 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199been reviewed in Ref. [264]), the distribution of the QD composition is not well understood. Due to the
effects of intermixing, the elastic strain energy will be partly released, which would result in the in-
crease of the critical thickness for the 2D to 3D transition. Additionally, the surface chemical potential
can be inﬂuenced by the intermixing and alloying between an epitaxial ﬁlm and its substrate. For
example, surface segregation results in a decrease in the surface energy, which drives the atoms of
the element with lower surface energy to segregate at the surface. The extension of the existing theory
to consideration of the distribution of QD compositions will allow us to describe experimental systems
more accurately. In addition, the effect of patterned substrates on QD ordering is still not well under-
stood. A patterned substrate has a multi-faceted surface, which results in a heterogeneous surface
energy and a complicated interface between the QDs and the substrate. However, the multi-faceted
surface also leads to a discontinuity of the surface diffusion coefﬁcient. These multiple factors inﬂu-
ence the ﬁnal formation sites of the QDs. Several puzzling experimental observations are still under
debate. Further investigations in both theories and experiments are therefore necessary to provide
a clear interpretation of these results.
3. Growth of QRs by droplet epitaxy
In recent years, semiconductor quantum rings (QRs) have become the focus of intensive research
because they provide ideal systems for potential applications in nanodevices. Because of their
particular topology, ring nanostructures show unique electronic, optical, and magnetic properties.
[265–267]. To attain perfect QRs, various methods have been employed to control the sizes and shapes
of QRs in the past few years. For instance, the lithographic technique has been used to fabricate ring
structures. However, this technique has a drawback for the fabrication of small rings. Self-organization
technology with a cap layer is another fabrication [268–271]. However, this technique has a drawback
for the fabrication of small rings. Self-organization technology with a cap layer is another fabrication.
[148,272]. However, this technology is only suitable for the lattice-mismatched system, and the strain
induced by the additional cap layer has effects on the physical properties of QRs. Recently, droplet
epitaxy has been intensively investigated as an important self-assembly technique of semiconductor
QRs in lattice-matched systems, such as GaAs/AlGaAs [13,273–281] and in lattice-mismatched
systems, such as InGaAs/GaAs. [274,282,283].
The fabrication of QRs by droplet epitaxy is divided into two stages. The ﬁrst stage is the deposition
of III-column element atomswith a lowmelting point to form liquid droplets with a uniform size of less
than 100 nm on the substrate surface, and the second stage is the supply of a V-column elementmolec-
ular beam to crystallize with liquid droplets. In detail, using the GaAs system as an example, the liquid
Ga droplets ﬁrst form on the substrate surface by depositing Ga atoms in the absence of As ﬂux at the
ﬁrst stage, and then the As ﬂux is supplied to crystallize with Ga droplets. By controlling the intensity of
the As ﬂux and the crystallization temperature, four nanostructures, including a dot [273,277,283], a
single ring [13,273,277], double rings [13,274,276,278], and a hole [275,276,279,280,282,284] can be
obtained, as shown in Fig. 31. The presentmethod of employing strain-free nanostructures is applicable
to high-efﬁciency intermediate-band solar cells, long-wavelength infrared detectors, and light
emission devices [8,285–289].
Some theoretical models of droplet epitaxy have been presented [22,36,290–296]. In this section,
we introduce the thermodynamic and kinetic issues concerning the growth of QRs by droplet epitaxy.
3.1. Growth mechanisms of QRs
Based on experimental observations, QR formation by droplet epitaxy is determined by two factors,
QR nucleation and the growth of QR nuclei at the expense of the droplet. Therefore, nucleation
thermodynamics and growth kinetics can be used to investigate the two above-mentioned issues,
respectively.
3.1.1. Thermodynamic approach
If the temperature is high enough to neglect the bulk diffusion of As atoms into droplets, then there
are three conﬁrmable nucleation sites: one on the surface of the Ga droplet (situation A); one on the
Fig. 31. AFM image of the (a) Ga droplets, and (b–e) the surfaces after crystallization with As ﬂux. (b) single ring, (c) and (d)
double rings, and (e) hole. (a–d) are cited from Ref. [274], and (e) is cited from Ref. [275].
X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199 157skirt of the Ga droplet (situation B); and one on the substrate surface (situation C), as shown in Fig. 32.
Thus, we compare the energies of the three sites to clarify which nucleation site is energetically pref-
erable. Based on the nucleation thermodynamics [15,22,186,297], Fig. 32 shows a comparison of the
Gibbs free energy difference of the three nucleation sites. Clearly, situation B has the lowest Gibbs
free energy difference among the three situations, which deﬁnitely indicates that the nucleation on
the skirt of the Ga droplet is energetically preferable. The physical origin of the preferable nucleation
on the skirt of the Ga droplet is because the high surface energy density of the droplet causes the
nucleation around the droplet, which can depress the total surface energy of droplet. The preferable
nucleation on the skirt of the Ga droplet results in the possibility of QR formation.
3.1.2. Kinetic growth
Although the thermodynamic nucleation on the skirt of the Ga droplet creates a possibility of QR
formation by droplet epitaxy, kinetic growth determines the ﬁnal shape of nanostructures. The
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Fig. 32. Gibbs free energy difference (DG  DgvV) as a function of the GaAs nucleus volume for three nucleation sites. The inset
is the schematic diagram of the GaAs nucleation (green region) on the skirt of the Ga droplet (red region) [22].
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Fig. 33. (a) Schematic illustration of the kinetic diffusion of Ga and trapped As atoms. (b) Schematic illustration of the
crystallization process of Ga droplet with As ambience [295].
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nanostructures.
To analyze the diffusion of Ga atoms and the trapping of As atoms, we assume that there is a dif-
fusion region around the droplet where all of the migratory Ga atoms from the droplet are limited in
the region and crystallize with the trapped As atoms. In this case, the substrate surface is divided into
three regions. The ﬁrst region is the surface of the Ga droplet; the second region is the diffusion region
of Ga atoms; and the last region is the trapped region of As atoms, as shown in Fig. 33(a). Atoms depos-
ited on the droplet surface can arrive at the boundary of the droplet via surface diffusion and then
crystallize with Ga atoms at the boundary of the droplet. In addition, diffused Ga atoms can crystallize
with the trapped As atoms at the periphery of the diffusion region of Ga atoms, as shown in Fig. 33(b).
The ﬁnal shapes of GaAs structures are strongly inﬂuenced by the size of the diffusion region of Ga
atoms. The size of the diffusion region can be written as follows [22,293–295]:Fig. 34.
intensirc=rGa ¼ lambertw exp h0D0GaC0t0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pmkT
p
expðDE=kTÞ
a0t1rGaP
" #( )
ð3:1Þwhere lambertw(x) represents the Lambert W function. Because lambertw(x) is a monotone increasing
function, the values of rc/rGa increase with an increasing growth temperature or with a decreasing
intensity of the As ﬂux. The value of rc determines the outermost boundary of ﬁnal GaAs quantum
structures, and the size of the droplet determines the inner ring of GaAs quantum structures [23].
Therefore, we can control the size of ﬁnal GaAs quantum structures through regulating the tempera-
ture and the intensity of the As ﬂux.
Fig. 34 shows the values of rc/rGa as a function of the growth temperature and of the As ﬂux
intensity. We ﬁnd that the high temperature and the low pressure lead to the rc/rGa increasing, and
in contrast, the low temperature and the high pressure result in the rc/rGa decreasing. Correspondingly,
three types of GaAs quantum structures, a single ring, double rings and a holed structure, are fabri-
cated as rc/rGa increases. Three characteristic shape phase regions can be identiﬁed according to the
numerical value of rc/rGa. In the case of low growth temperature and high As ﬂux, diffused Ga atoms
away from the droplet are conﬁned on the skirt of the Ga droplet, which results in the growth of GaAs
on the skirt droplet and in the formation of a single ring. When the growth temperature increases and
the As ﬂux intensity becomes low, then the diffusivity of Ga atoms becomes strong, and the trapping
ability of As atoms decreases, which results in the size of the diffusion region of Ga atoms (rc) becom-
ing much larger than the size of the droplet (rGa). The rapid growth at the boundary of the diffusion
region of Ga atoms leads to the formation of the outer ring. In this case, concentric double rings
can be fabricated. However, as the growth temperature further increases and as the As ﬂux intensity
decreases, the outer ring should disappear once rc becomes large enough to exceed the distanceG
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with experimental observations [13,273,276]. In experiments, by decreasing the intensity of the As
ﬂux or by increasing the crystallization temperature, a single ring, double rings, and a hole can be
fabricated in sequence. For example, the supply of the As ﬂux with an intensity of 1  105 Torr or
8  106 Torr leads to the formation of single rings, and the concentric double rings are formed under
2  106 Torr at 200 C [273]. Lee et al. [276] reported an interesting phenomenon, with double rings
forming under 6.4  106 Torr and with holed nanostructures appearing when the intensity decreased
to 9  107 Torr at 400 C.
3.2. Kinetic simulation of QR growth
3.2.1. Kinetic simulation of single-ring, double-ring and hole
Using the GaAs system as an example, the diffusion of atoms includes the diffusion of Ga atoms
away from liquid droplets and the trapping of As atoms by Ga crystallizing with As atoms. The evap-
oration of Ga from the surface is neglected because of the low vapor pressure of Ga [298]. Therefore,
the loss of Ga atoms is only caused by crystallization with As atoms. The amounts of crystallization
product in different regions, N(i)GaAs, and the total amount, NGaAs, per unit time can be written as
follows [293]:NðiÞGaAs ¼
pr2GaP=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pmkT
p
ði ¼ A; at boundary of regions I and region IIÞ
pPðr2c  r2GaÞ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pmkT
p
ði ¼ B; in region IIÞ
2ph0DGaC0 lnðrGa=rcÞ ði ¼ C; at boundary of regions II and region IIIÞ
8><>:
NGaAs ¼ NðAÞGaAs þ NðBÞGaAs þ NðCÞGaAs ð3:2Þwhere rc is the size of the diffusion region of Ga atoms.
Therefore, we can calculate the amounts of GaAs in each region based on Eq. (3.2). The change in
the volume of the Ga droplet in a short time, Dt, can be given by the following relation:
Vdroplet(t +Dt) = Vdroplet(t)  NGaAsVmGaDt/NA. The change in the height of the GaAs structure at the point
of r (the distance from the center of droplet) in a limit time, Dt, can be given by the following
equation:Dhðr; tÞ ¼
NðAÞGaAsVmGaAsDt
NApðr2c ðtÞr2c ðtþDtÞÞ
ðrcðt þ DtÞ < r < rcðtÞÞ
NðBÞGaAsVmGaAsDt
NApðr2c ðtÞr2GaðtÞÞ
ðrGaðtÞ < r < rcðt þ DtÞÞ
NðCÞGaAsVmGaAsDt
NApðr2GaðtÞr2GaðtþDtÞÞ
ðrGaðtÞ < r < rGaðtÞÞ
8>><>>>: ð3:3Þ
The ﬁnal height of the GaAs structure at the point of r, h(r), can be obtained by the accumulative
total of Dh(r) in the total time of crystallization process, tm, i.e.,hðrÞ ¼
Xtm
t¼0
Dhðr; tÞ ð3:4ÞFig. 35 shows the simulation results, in which the crystallization temperature and the As ﬂux inten-
sity are at 200 C and 8  106 Torr for single rings [13]; at 200 C and 2  106 Torr for double rings
[13]; and at 300 C and 1  106 Torr for holed structures, respectively [276]. Fig. 35(a) shows the
shape evolution of concentric double rings. However, when the As ﬂux is enhanced to 8  106 Torr
at the same temperature, then the size of the diffusion region of Ga atoms becomes small because
of the high trapping ability of As atoms in the case of the high As ﬂux. Thus, the two pinnacles can
overlap with the decreasing size of the Ga droplet. This result ﬁnally leads to a single ring, as shown
in Fig. 35(b). At the temperature 300 C and at the As ﬂux intensity 1  106 Torr, for an isolated drop-
let, the size of the diffusion region of Ga atoms is approximately thirty times the size of the initial Ga
droplet due to the increasing diffusivity of Ga atoms at the high temperature. Lee et al. [276] reported
that the distances between Ga droplets and the radius of Ga droplets are approximately 300 nm and
50 nm, respectively, which indicate that the size of region II for an isolated droplet is much larger than
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Fig. 35. Simulation results of three different shapes, (a) double rings, (b) single ring, and (c) hole. (a) The evolution process of
concentric double rings under temperature 200 C and As ﬂux intensity 2  106 Torr. (b) The ﬁnal shape of GaAs structure,
single ring, under temperature 200 C and As ﬂux intensity 8  106 Torr. (c) The shape of ﬁnal GaAs holed structure under
temperature 300 C and As ﬂux intensity 1  106 Torr [293].
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the Ga droplet and the space between droplets. The high growth rate on the skirt of the droplet results
in the formation of a holed structure (Fig. 35(c)).
3.2.2. Kinetic simulation of multiple concentric QRs
The above-mentioned nanostructures with various shapes are fabricated only by a one-step crys-
tallization procedure, i.e., both the intensity of the As ﬂux and the growth temperature are immovable
during the crystallization process. If the intensity of the As ﬂux or the growth temperature are altered
during the crystallization process, then the ﬁnal nanostructures may have more complicated shapes.
[281,299]. Recently, Somaschini et al. presented the fabrication of GaAs multiple (from three to ﬁve)
concentric ring nanostructures by a multi-step growth process using droplet epitaxy [281]. The inno-
vative growth method is based on a time-phased As supply to the Ga droplets at different substrate
temperatures. In detail, the crystallization process is divided into multiple steps by the change in
substrate temperatures.
The above-mentioned kinetic model is also performed to elucidate the formation mechanism of
multiple concentric rings. Using concentric triple rings as an example, the crystallization process is
162 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199divided into two steps: the ﬁrst step maintains the same intensity of the As ﬂux and the growth tem-
perature as that for fabricating double rings, and the second step corresponds to increasing the growth
temperature to increase the values of rc/rGa. During step 1, there are two rapid growth regions. The ﬁrst
region is the skirt of the Ga droplet. The rapid growth in this region results in the formation of an inner
ring. The second rapid growth region is the periphery of the diffusion region, which results in the
formation of an outer ring. However, when the growth temperature increases during step 2, then
the size of the diffusion region becomes large, which induces the rapid growth region at the periphery
of the diffusion region to be pushed outward. In this case, the periphery of the new large diffusion
region becomes a new rapid growth region. The rapid growth at the periphery of the new diffusion
region leads to the formation of the third ring beyond the ﬁrst double rings formed in step 1.
Therefore, after a 2-step crystallization process, we obtain concentric triple rings
Fig. 36 shows the results of simulations based on the kinetic growth model. A double ring surface
conﬁguration of the GaAs structure appears after the crystallization procedure of step 1 (4  106 Torr
As supply at 180 C for 10 s, Fig. 36(a)). When the growth temperature is increased to 210 C under the
same intensity of the As ﬂux after step 1 until the full crystallization of the Ga droplet, then the initial
double ring during step 1 becomes a triple ring after step 2 (Fig. 36(b)). If we maintain the growth
temperature at 210 C for only 10 s during step 2, increase the growth temperature to 225 C for
10 s (step 3), and then maintain the growth temperature at 240 C until the full crystallization of
the Ga droplet (step 4), a ﬁvefold ring structure can be obtained, as shown in Fig. 36(c). The main
reasons for multiple ring formation are because the value of rc/rGa increases with the increasing
temperature, which induces the rapid growth region to be pushed outward.Fig. 36. Simulation results of surface of GaAs nanostructures during multi-step crystallization process. (a) after the procedure of
step 1 (4  106 Torr As supply at 180 C for 10 s), (b) after step 2 (growth temperature increased to 210 C under a same
intensity of As ﬂux after step 1 until full crystallization of Ga droplet), and (c) after 4-step crystallization procedure (step 1:
180 C for 10 s; step 2: 210 C for 10 s; step 3: 225 C for 10 s; step 4: 240 C until full crystallization of Ga droplet. All the steps
are under a same As supply of 4  106 Torr) [294].
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One-dimensional (1D) nanostructures, such as wires, rods, belts, and tubes, have become the focus
of intensive research because of their unique applications. These structures not only provide a good
system to study electrical and thermal transport in one-dimensional conﬁnement but are also ex-
pected to play an important role in both interconnection and functional units in fabricating electronic,
optoelectronic, and magnetic storage devices [300]. Therefore, to attain various nanometer building
blocks, many self-assembly and synthesis processes have emerged in recent years [301]. Importantly,
these assemblies and syntheses have revealed many unusual thermodynamic and kinetic behaviors of
microphase growth [15,17,18,26,27,31,302–306]. A large challenge is how to ﬂexibly control the
self-assembly and synthesis processes of 1D nanostructures for the purposes of fundamental studies
and for potential applications. To control the growth of nanostructures, it is important to clarify the
thermodynamic and kinetic processes of the self-assembly and to develop theoretical tools to address
nano fabrications [307,308]. For this issue, we have developed a series of thermodynamic and kinetic
tools to pursue the nucleation and growth of 1D nanostructures using the vapor–liquid–solid (VLS)
mechanism.
It is well known that VLS growth has been one of leading methods to synthesize semiconductor 1D
nanostructures [301]. However, many crucial physical and chemical issues involved in the nucleation
and growth of NW have not been addressed in the present securable literature. Some of these crucial
issues include the nucleation position of NW on the surface of catalyst particles, the size limit of NW
growth, the size-dependence of the NW growth rate and the size-dependent shape evolution during
NW growth. Importantly, these basic physical and chemical processes play key roles in controlling
the fabrication of 1D nanostructures. In this section, we introduce many new theoretical tools to
address the nucleation and growth of NW by VLS.
4.1. Thermodynamic and kinetic theory of NW nucleation
Based on the experimental data, there are two general modes of NW growth by VLS. One mode has
catalyst nanoparticles on the bottom of NWs, and the other mode has catalyst nanoparticles on the tip
of NWs [300,309–315]. Why would catalyst nanoparticles be on the tip of NWs sometimes and on the
bottom at other times? Few studies have reported the above-mentioned issue [31,297,300]. We
proposed the two universal thermodynamic and kinetic theoretical criteria for the selection growth
of NWs by VLS [17], which show that the thermodynamic theory is valid when used to address growth
[17,26,302].
4.1.1. Thermodynamic criteria of selection nucleation
Generally, Gibbs free energy is an adaptable measure of the stability of a state in phase transition.
Thermodynamically, the phase transformation is caused by the difference in the free energy [186,316].
Therefore, we propose a thermodynamic criterion for the selection growth of NWs by comparing the
Gibbs free energy difference of the NW nucleation in two cases [186,317]. For the ﬁrst case, i.e., the
NW nucleation occurs on the surface of catalyst nanoparticles, as shown in Fig. 37(a). When an atom
cluster condensed with a catalyst on the substrate, Gibbs free energy can be expressed as follows:DGS ¼ 2rnvpr21ð1 cos h1Þ  pr21 sin2 h1rnv cos h1 þ
4pr31Dgv
3
2 3 cos h1 þ cos h31
4
ð4:1ÞBased on the condition of the critical nucleus formation, oDGS/or1 = 0, when the atomic cluster
transforms into the critical nucleus, then the radius of the critical nucleus can be calculated as follows:r1 ¼ 
8
3
rnv
Dg0v
ð4:2ÞAccordingly, the formation energy DGSðr1Þ of the critical nucleus is calculated as follows:DGs ¼
256pr3nv
9ðDg0vÞ2
þ 2048pr
3
nv
81ðDg0vÞ3
 !
2 3 cos h1 þ cos3 h1
4
 
ð4:3Þ
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Fig. 37. The schematic illustration of the NW nucleation by two models upon CCVD: nucleation on the surface of catalyst
nanoparticles (a) and at the interface between catalyst nanoparticles and substrate (b) [31].
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ticle and the substrate (Fig. 37(b)), the entire Gibbs free energy difference can be obtained by the
following equation [31]:DGT ¼ 4pr
3
2Dgv
3
f2ðhÞ  pr22rnv f1ðhÞ ð4:4Þwhere f1(h) and f2(h) are geometrical coefﬁcients. Similarly, based on the condition of the critical
nucleus formation, oDGT/or2 = 0, when the atomic cluster transforms into the critical nucleus, then
the radius of the critical nucleus and the formation energy DGTðr2Þ can be calculated as follows:r2 ¼
rnv
2Dg0v
2f 1ðhÞ
f2ðhÞ þ
8
3
 
ð4:5Þ
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Thus, we can determine that the NW nucleation on the surface of catalyst nanoparticles (Fig. 37(a))
would be preferable when DGS > DG

T . In contrast, the nucleation on the interface between catalyst
nanoparticles and substrates (Fig. 37(b)) would be preferable when DGS < DG

T . For the case of the
Si NW nucleation on a Si substrate using Fe as catalyst, we can attain the relation curves between
h2 and the critical radius of the two cases, as shown in Fig. 38(a). Obviously, one can determine that
the critical radius r2 increases quickly with h2 decreasing when h2 is less than 80 and that the critical
radius is close to r1 when h2 is larger than 150. In addition, we can obtain the dependence of h2 and
the critical energy, as shown in Fig. 38(b). However, comparing Fig. 38(a) with (b), we ﬁnd that the
dependencies of the critical radius and of the critical energy of nuclei on the value of h2 are inversely
related. More importantly, most of the experimental cases of Si NWs growing on Si substrates using Fe
as catalysts by VLS show that Fe nanoparticles are always on the tip of Si NWs. [10,311,318,319].
4.1.2. Kinetic criteria of selection nucleation
From Louchev’s model [320], we introduce the diffusion kinetic mechanism of the nucleation and
growth of NWs by VLS. Two types of diffusion processes, surface diffusion and body diffusion, of
depositing atoms on the surface of nanoparticles are important for the selection nucleation stage,
Fig. 38. (a) The dependence relationship between the contact angle h2 and the critical nucleus r1, r

2. (b) The relationship curves
between the contact angle h2 and the critical energy DG

S , DG

T [31].
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nucleation of NWs by VLS, the surface diffusion of adatoms on the surface of nanoparticles is
expressed by the surface saturation time of ts, indicating the time it takes for the increasing adatom
content to reach the saturation concentration. Thus, the surface diffusion time of order is expressed
by the following equation [320]:ts ¼ C
2Dbðr; TÞ
Q2
ð4:7Þwhere C is a concentration threshold triggering the precipitation of the growing atomsdirectly onto the
upper surface of the nanoparticle. Db(r, T) is the size-dependent body diffusion coefﬁcient of atoms.
In contrast, the body diffusion is expressed by the body diffusion time of td, which can be calculated
as follows:td ¼ 16Dbðr; TÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4p
3
d
2
 3" #2
3
vuut ð4:8Þ
Clearly, when td ts, the nanoparticle surface saturates with atoms much faster than when one
penetrates to its base, suggesting that the nucleation of adatoms would occur on the upper surface
of catalyst nanoparticles and then provide a nanoscale template for the NW growth. In contrast, when
td	 ts, then atoms would penetrate to the base from the upper surface of nanoparticles much faster
166 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199than adatoms reach the saturation threshold on the upper surface, implying that growing atoms will
precipitate at the bottom of nanoparticles and then result in nucleation at the interface between the
nanoparticle and the substrate.
To study the kinetics of Si NW growth, the diffusion time and saturation time are calculated at the
given temperature and pressure in the Si–Fe system, as shown in Fig. 39. We ﬁnd that the diffusion
time increases with the size increase of Fe catalyst, whereas the saturation time hardly changes with
the increasing diameter of the nanoparticles. Importantly, td < ts (more two orders of magnitude) when
the size of the Fe catalyst is less than 25 lm. According to the above-mentioned kinetic criterion, this
result indicates that Si penetrates to the base much faster than Si when the catalyst surface reaches
the saturation threshold when the size of the nanoparticles is less than 25 lm. Thus, Si will precipitate
at the bottom, lift catalysts, and later maintain catalyst droplets on NW tips when the size of the Fe
catalyst is less than 25 lm.
Tan et al. noted that the size of the Si NWs is limited by the size of the metallic catalyst droplet and
that the diameter of the Si NWs is usually much smaller than that of the catalyst droplet [321]. Accord-
ingly, the size of Si NWs should be smaller than that of the catalyst droplet when catalyst droplets are
on NW tips. Interestingly, currently, almost all experimental data at given temperatures and pressures
in the Si–Fe system show that the diameter of Si NWs is less than 200 nm and that catalyst droplets
are deﬁnitely located on the tip of the Si NWs [10,311,318,319], which correspond with the above-
mentioned theory predictions. In contrast, from Fig. 39, one can see that a critical diameter of
30 lm exists for catalyst droplets and that the catalyst surface-saturation and Si penetration-base
time are nearly the same order of magnitude when the size of the nanoparticle is larger than
30 lm. Therefore, when the radius of the droplet is larger than 30 lm, then no solid conclusions
can be drawn from the above model predictions, and maybe, the selection growth of NWs would be
determined by chance.
Thermodynamic and kinetic criteria of the selection growth of NWs forming by VLS seem to oper-
ate to determine catalyst nanoparticles on the tip or bottom of NWs. Notably, in some studies of Si NW
synthesis by laser ablation [322,323], no catalyst nanoparticles were observed anywhere on the NW
tip or on the substrate, even when metals were mixed in the target. Actually, this nucleation and
growth of NWs are different from the VLS mechanism. Moreover, Wang et al. [323] noted that metal
was not necessary for Si NW synthesis by laser ablation. Instead, oxides such as SiO2 are effective
catalysts that largely enhanced the Si NW growth in these cases [322,323].
4.2. Thermodynamic and kinetic models of NW growth
Thus far, most semiconductor NWs have been synthesized based on the VLS process [311,324–
329]. The VLS mechanism reveals that (i) reactants are supplied in the vapor phase and that NWsFig. 39. The comparison between the surface saturation time of ts and the body diffusion time of td [31].
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growth results from the difference in the sticking coefﬁcients of liquid droplets and NWs, i.e., sticking
coefﬁcients of NWs are orders of magnitude smaller than that of liquid droplets. As a result, the drop-
let and the solid NW can capture and reject nearly all of the constituents of the growing material from
the vapor phase, respectively. Generally, the intrinsic properties of 1D nanostructures are primarily
determined by their size, shape, composition, and crystalline structure. In principle, one can control
any one of these characteristics to ﬁne-tune the properties of this nanostructure. Therefore, it is essen-
tial to pursue the basic physics and chemistry involved in the formation of NWs. However, the size
limit of the NW growth by VLS still remains much less understood in theory, although there have been
many relevant experimental studies of NW growth [319,329,330]. For instance, in both theories and
experiments, we have not yet determined how thin or thick NWs could be synthesized using VLS.
Accordingly, we proposed the universal nucleation thermodynamics and growth kinetics for the
NW growth by VLS, and then theoretically deduced the size limit of the NW growth. Importantly,
using the Si NW (SiNW) growth as an example, we found that the theoretical predictions are in
excellent agreement with experimental cases.
4.2.1. Thermodynamic size limit of NW growth
In general, the minimal size of the NWs depends on nucleation thermodynamics and on growth
kinetics (energy stability theory). However, this minimal size also depends on the Rayleigh instability
of NW itself (linearized stability theory) [331]. However, when the linearized system is symmetric,
then the prediction of the stability based on the linearized stability theory and on the energy stability
theory is consistent [332,333]. Linearized equations do not yield much information concerning the
energy stability range. Thus, we could have an instability (usually called a subcritical instability)Fig. 40. The schematic diagram showing the VLS mechanism, and XNW thermodynamic nucleation and kinetic growth
processes. (a) The droplet and the solid NW capturing and rejecting nearly all the constituents of the growing material from the
vapor phase, respectively, due to the sticking coefﬁcient immense difference between them. (b) The thermodynamic nucleation
case. (c) The kinetic growth case [297].
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the energy stable region. Thermodynamically, the phase transformation is caused by the difference in
Gibbs free energies. The schematic illustration of the X NW (XNW) nucleation by VLS is shown in
Fig. 40. The Gibbs free energy difference of a cluster X can be expressed as follows [186,321]:Fig. 41.
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@r = 0, the critical size of the nuclei of XNWs can be attained [17]. Clearly, the critical size
of the XNW nuclei is the thermodynamic size limit of the NW growth.
Fig. 41 shows the dependence of the radius of a cluster of Si (r) and the Gibbs free energy (DG). We
ﬁnd that the Gibbs free energy of Si clusters (DG) hardly changes with an increase in the Au-catalyst
radius. Therefore, the nucleation barrier of NWs does not actually depend on the size of the metal cat-
alyst. The radius of Si clusters (r) corresponding to the peak value should be the critical radius (r0) of
the SiNW nucleation. Furthermore, the relation curves between the Au-catalyst radius (R0) and the
critical radius of the SiNW nucleation (r0) are given by numerical calculation, as shown in Fig. 42.
Clearly, the critical radius of the SiNW nucleation essentially remains unchanged with an increase
in the Au-catalyst radius. These results suggest that the critical radius of the NW nucleation seems
a relatively independent value for a given system, e.g., the Si-Au system. There is certainly a thermo-
dynamic limit, i.e., a theoretical minimum value, for the NW growth size by VLS. For example, the
thermodynamic limit is a 1.4 nm radius for the Si–Au system, as shown in Fig. 42. Interestingly, thus
far, we have not yet found any experiments that reported SiNWs with less than a 1.4 nm radius that
have been synthesized by VLS.Dependence of the radius of the SiNW nucleation and the Gibbis free energy on the Si cluster size under conditions of
Au-catalyst sizes, temperature (713 K), and pressure (SiH4 partial pressure of 2 Torr) [297].
Fig. 42. Relationship curve between the Au-catalyst radius and the critical energy of SiNW nucleation; the inset shows the
dependence of the Au-catalyst radius and the critical nucleation of SiNW nucleation [297].
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From the growth kinetics, when X atoms reach saturation in the liquid droplet, then the number of
X atoms of the droplet capturing (X1) and extracting (X2 þ XN2 ) should be equal, as shown in Fig. 40(c).
Thus, only XN2 atoms contribute to the growth of XNWs in the extracting X atoms. The number of X
N
2
atoms can be approximately equal to the net ﬂux of impinging on the surface of the area whose value
is equal to SN. Reasonably, the number N of X
N
2 atoms is expressed as follows:N ¼ 2pR0 R0 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
R02  r02
p 
ðh hrÞ ¼ 10
6pr02SqNm
M
ð4:10Þwhere R0, r0, q, Nm, and M are the radius of droplet; the radius of XNW; the density of single crystal X;
the Avogadro constant; and the mole mass of single crystal X, respectively. h is the number of X atoms
from vapor impinging on a unit plane surface in an unit time. S is the growth velocity of XNW, and can
be expressed as follows [334]:S ¼ hm expðEa=RTÞ½1 expðjDgmj=RTÞ ð4:11Þ
where h, m, Ea, R, and T are the lattice constant of the XNW in the growth direction; the thermal vibra-
tion frequency; the mole adsorption energy of adatoms attached of X atom at surface sites; the gas
constant; and the substrate temperature, respectively. The Gibbs free energy difference per mole,
Dgm, has the following relation: Dgm =  RT ln (C/Ceq).
According to Eqs. (4.10) and (4.11), we can obtain the relation between the size (2R0) of the catalyst
and the diameter (2r0) of XNW as follows:2r0 ¼ 4R0
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ð4:12ÞThe dependence of the diameter of SiNWs on the Au-catalyst size can be attained from Eq. (4.12), as
shown in Fig. 43. One can see that the diameter of SiNWs increases with an increase in the Au-catalyst
diameter and that the SiNW diameter is always smaller than that of the Au-catalyst. These theoretical
results are consistent with experimental cases [311,319,335,336]. Remarkably, the quantitative
calculations are in excellent agreement with Lieber’s experimental data [319,336], as shown in
Fig. 43. Experimental data of relationship between the size of the Au catalyst and the diameter of SiNW compared to the
calculated curve by using Eq. (10) and Au–Si phase diagram [297].
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size of GaAs NWs from their empirically linear expression and from experimental data. Interestingly,
our theoretical predictions are consistent with Buhro’s results. Noticeably, in Fig. 43, considering the
oxidation effect after the SiNW growth, the data of Ref. [319] have been corrected from the authors’
stated thickness of the oxidation layer. Accordingly, the size of the catalyst droplet can limit the
possible growing size of the NW synthesized by VLS to a certain extent from the kinetic viewpoint.
4.3. Size-dependent shape evolution of NW
As is well known, self-assembly processes require the interactions of atoms or clusters of atoms as
the thermodynamic driving force to organize those atoms or clusters to form nano domain morphol-
ogies [307]. For instance, Thürmer et al. recently reported the self-assembly of the regular arrays of
two-dimensional (2D) vacancy islands via absorbate-driven dislocation reactions [338]. Therefore, it
is essential to pursue the physical and chemical origins causing the nanostructure to control its
growth. In contrast, the surface shape of 1D nanostructures plays a particular important role in their
application. For instance, NWs as wraparound gate transistors or as core–shell heterostructures
require good control of the surface shape to achieve a uniform cross section and to minimize carrier
scattering at rough interfaces [339]. Accordingly, a quantitative understanding of the surface shape
formation of 1D nanostructures is required for the application of interest.
For example, experiments have shown the size-dependent morphological evolution of the 1D SnO2
nanostructure growth using metal catalyst-assisted thermal chemical vapor transport and condensa-
tion (the VLS process). In detail, the shape formations of NWs and nanobelts of SnO2 are size depen-
dent, i.e., the wire is favorable when the size is less than 90 nm, and the belt is favorable when the size
is more than 90 nm (Fig. 44). For this issue, we proposed nucleation thermodynamics, growth kinetics,
and shape transition thermodynamics to elucidate our ﬁndings [15,27,28,30,31,302]. Note that the
size-dependent shape transformation from the initial stage of the NW nuclei to the nanobelt nuclei
originates from the thermodynamic driving forces of the nucleation and growth of 1D nanostructures.
4.3.1. Nucleation thermodynamic considerations
Generally, Gibbs free energy is an adaptable measure of the energy of a state in phase transforma-
tion among competing phases [186]. Therefore, we perform the nucleation of SnO2 based on thermo-
dynamic nucleation at the nanometer scale [31,297]. Considering that the NW growth originates from
the column-shape nuclei and that the formation of nuclei of the NW (Fig. 44(b)) is a process of the
reaction precursors extracted from the saturated Au catalyst [334], the Gibbs free energy difference
of a column-shape nucleus is expressed as follows:
Fig. 44. (a) Low-magnifying ﬁeld emission scanning electron microscopy (FESEM) image of SnO2 NWs and nanobelts. (b) High-
magnifying FESEM image of a NW, in which a corresponding high-resolution transmission electron microscopy (HRTEM) image
and selected area electronic diffraction (SAD) are shown below left right, respectively. (c) High-magnifying FESEM image of a
nanobelt, in which a corresponding HRTEM image and SAD are shown below left right, respectively. (d) The SEM statistics result
of the radial size distribution of NWs and nanobelts in the total prepared 1D nanostructures [28].
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00
1 are the nucleus-vapor and the nucleus-liquid interface energies, respectively, and r1
and L1 are the radius and the height of the nucleus, respectively. The Dgv = RT/Vm ln (P/Pe) is the
Gibbs free energy difference per unit volume. From Eq. (4.13), we deduce that the critical radius of
r1, the critical height of L

1 and the critical energy of DG

1 of nuclei are 2d1/Dgv, 2ðd1 þ d001Þ=Dgv , and
4pd21ðd1 þ d001Þ=Dg2v , respectively.
We use square nuclei instead of rectangle nuclei for simplifying the calculation in our case. Thus,
the Gibbs free energy difference of a rectangle nucleus is expressed as follows:DG2 ¼ Dgvr22L2 þ r22ðd2 þ d002Þ þ 4r2L2d2 ð4:14Þwhere d2 and d
00
2 are the nucleus-vapor and nucleus-liquid interface energies, respectively, and r2 and
L2 are the side-length and the height of nucleus, respectively. Similarly, the critical radius of r2, the
critical height of L2 and the critical energy of DG

2 of nuclei are 4d2/Dgv, 2ðd2 þ d002Þ=Dgv , and
16pd22ðd2 þ d002Þ=Dg2v , respectively.
The size-dependence of the NW and of nanobelt nucleation is shown by Fig. 45. Clearly, the radial
size of the critical nucleus of nanobelts is approximately two times larger than the diameter of the
critical nucleus of NWs. Moreover, the nucleation energy of NW nuclei is lower than that of nanobelt
nuclei, which indicates that the nucleation probabilities of NWs are higher than that of nanobelts. The
Fig. 45. The nucleation energies of a column-shape nucleus of NWs and a rectangle-shape nucleus of nanobelts growing along
the (211) and the (301) directions, respectively [28].
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nanostructures are 63% and 37%, respectively.
4.3.2. Growth kinetic considerations
Once the nucleation occurs, the continuous supply of the reaction precursors extracted from the
saturated Au catalyst results in increases in the sizes and heights of NWs and nanobelts [27,297].
Fig. 46(a) shows the growth mechanisms of the NW or the nanobelt. As is well known, the surface free
energy of nuclei and the concentration of the reaction precursors play key roles in the growth of nuclei
[29], in which the surface free energy consists of the surface energy [340,341] and the strain energy
[342,343]. Meanwhile, the supply of the reaction precursors originates from the axial direction reac-
tion precursors extracted from the saturated Au catalyst. The supply leads to the growth of the radius
and height of 1D nanostructures, i.e., (i) the axial supply results in an augment in the height (Paa), and
(ii) the axial supply results in an augment in the radius (Par) as follows [343]:Pij ¼
exp  DEijKT
 
P
i;j exp  DEijKT
  ;DEij ¼ DESij þ DETij; i; j ¼ a; r ð4:15ÞK is the Boltzmann constant, and T is the growth temperature. Considering the free energy DEij gained
in each case, we assume that the radial size of NWs and nanobelts is large enough to make the surface
energy DESij much smaller than the strain energy DETij. Thus, in each case, DETij is written as follows
[90]: DETaa ¼ Emð1 rmÞe2a ;DETar ¼ Emdme2a , where Em is the elastic modulus; dm is the Poisson’s ratio of
NWs or nanobelts; and ea is the strain in the axial. Therefore, dt, the volume additivities of NWs along
the radial and axial are shown as follows [343]:1
4
L1ðtÞd1ðtÞ @d1ðtÞ
@t
¼ A1
4
Pard1ðtÞ2
1
4
d1ðtÞ2 @L1ðtÞ
@t
¼ 2A1
4
Paad1ðtÞ2 ð4:16ÞSimilarly, in the case of nanobelts, we have the following relations:1
4
L2ðtÞd2ðtÞ @d2ðtÞ
@t
¼ A1
4
Pard2ðtÞ2
1
4
d2ðtÞ2 @L2ðtÞ
@t
¼ 2A1
4
Paad2ðtÞ2 ð4:17Þ
Fig. 46. (a) The growth mechanism sketch map of the 1D nanostructure (the radial cross section of the NW or nanobelt is
shown). (b) The growth rates of NW and nanobelt [28].
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(which is the function of the time t) of nanobelts, respectively; L1(t) and L2(t) are the height (which is
the function of the time t) of the NWs and the nanobelts, respectively; and A is the constant that is
relative with the growth. Neglecting the difference in strain energies in every type of growth, we
attain approximate conclusions as follows:d1ðtÞ  ½2 t þ 2r21
 12; d2ðtÞ  2 t þ r222
  1
2
ð4:18Þwhere t is the growth time of nanostructures after nucleating, and r1 and r

2 are critical sizes of NWs
and nanobelts, respectively. According to Eq. (4.18), the growth rates of NWs and nanobelts are shown
by Fig. 46(b). Clearly, both growth rates of NWs and nanobelts are identical during the growth of
nanostructures. Therefore, the ﬁnal size of nanobelts is approximately two times larger than that of
NWs because r2 is double the value of r

1. This theoretical result is in good agreement with our ﬁndings
shown in Fig. 44(d).
4.3.3. Shape transition thermodynamic consideration
During the initial stage of the growth of NW nuclei, there are two probabilities of the shape
transitions. One is from the wire nuclei to belt nuclei, and another one is from the belt nuclei to wire
174 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199nuclei. In order to clarify which shape transition is preferable in thermodynamic, we need to compare
the Gibbs free energies of wire and belt nuclei. The Gibbs free energy difference between wire nuclei
and belt nuclei, is given as DG = VDP + dDS [344], where DP is a pressure difference between NW
nuclei and nanobelt nuclei, which is small enough to ignore. V ¼ pd21L1=4 ¼ d22L2 is the volume of
NW nuclei and nanobelt nuclei, in which d1 and L1 are the diameter and height of NW nuclei, and
d2 and L2 are the side length and height of the nanobelt nuclei, and L2 ¼ pd21L1=4d22. d is the surface
energy difference of the (2 0 0) plane of NW nuclei and the (2 1 1) plane of nanobelt nuclei. DS is
the surface area difference between NWs nuclei and nanobelt nuclei. Thus, DG can be expressed asFig. 47.
transiti
conditio
nuclei t
respectDG ¼ d2ð4d2L2 þ d22Þ þ d002d22  d1ðpd1L1 þ pd21=4Þ  pd21d001=4 ð4:19Þ
According to the equation, when d1 is equal to 150, 175 and 200 nm and L1 = 12 nm, the relation-
ships between DG and d2 are shown in Fig. 47(a). Clearly, three curves intersect at the A point (DG = 0
and d2 = 43 nm), andDG < 0 in these regions of AB, AC and AD. In detail, in these regions,DG < 0 means
the Gibbs free energy of NW nuclei is larger than that of nanobelt nuclei, suggesting that the shape
transition from wire nuclei to belt nuclei is probable. In this instance, the NW nuclei with diameters
of 150, 175 and 200 nm could transform into the nanobelt nuclei with radial sizes of 60, 70, and 80 nm,
respectively. Note that, DG > 0, when d1 < 120 nm, implying that the shape transition from wire nuclei
to belt nuclei of NW nuclei with the diameter less than 120 nm is not thermodynamically expected.Dependence of the Gibbs free energy of the shape transition during the initial stage of the nuclei growth. (a) The shape
on from the wire nuclei to the belt nuclei that grows along the (211) direction on the radial size of the NWs nuclei under
ns of d1 = 150, 175, and 200 nm, respectively, and L1 = 12 nm. (b) The shape transition from the wire nuclei to the belt
hat growing along the (301) direction on the radial size of a NWs nuclei under conditions of d1 = 150, 175, and 200 nm,
ively, and L1 = 12 nm [28].
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between DG and d2 are shown in Fig. 47(b). Clearly, three curves intersect at the E point (DG = 0
and d2 = 34 nm), and DG < 0 in these regions of EF, EG and EH. The NW nuclei with diameters of
150, 175 and 200 nm could transform into the nanobelt nuclei with radial sizes of 60, 70, and
80 nm, respectively. Note that, DG > 0, when d1 < 90 nm, implying that the shape transition from
the wire nuclei to the belt nuclei of NW nuclei with the diameter less than 90 nm is not thermody-
namically expected. To sum up, the difference between the calculation results is not so large that
the conclusions are consistent and acceptable. Therefore, the larger NW nuclei sizes are, the easier
the shape transition fromwire nuclei to belt nuclei is. In fact, these theoretical predictions are not only
consistent with experiments shown in Fig. 44(d), but also are physical origins of the experimental
observations that both the wire formation with small size and the belt formation with large size
are favorable during the growth of nanostructures.4.4. Thermodynamic treatment of core–shell NW heterostructure growth
Semiconductor NW heterostructures have attracted considerable interest due to their great poten-
tial in microelectronic and optoelectronic devices [345–349]. As the promising and typical semicon-
ductor heterostructure, the radial Ge/Si NW heterostructure, i.e., the Ge-core/Si-shell NW structure,
has been widely investigated and used in various nanodevices, such as solar cells [350,351], lasers
[352], and sensors [353]. More importantly, semiconducting core–shell NW structures show better
performance than that of single-elements, such as Ge or Si NWs [354,355]. In contrast, surface rough-
ening is usually undesirable for the epitaxial growth of high quality radial NW heterostructures. For
example, the surface of the Ge-core/Si-shell NWs always exhibits a periodic modulation with
island-like morphologies during epitaxial growth [349,355–358]. However, considering the surface
roughness of a NW as QDs, the core–shell NW structure with roughening has actually transferred into
another type of heterostructure, i.e., the QD-NW heterostructure, which can be considered a unique
functional nanostructure for applications ranging from solar cells to biosensors [359]. Therefore, the
physical understanding of the roughening behavior during epitaxial growth on the surface of NW is
essential for theoretical design and for the experimental growth of high quality radials.
The shell formation on a NW can be considered layer-by-layer growth on a curved surface, which is
attributed to the Frank–van der Merwe (FM) mode of growth during heteroepitaxial growth, as shown
in Fig. 48(a). Meanwhile, the surface roughening in a core–shell NW heterostructure can be contrib-
uted to the QD formation on the epitaxial layer of NW, as illustrated in Fig. 48(b). Accordingly, we
can address the surface roughening by determining the heteroepitaxial mode of the growth. Assuming(a)
rN
W tWL
to
(b)
rNW
tW
Fig. 48. Schematic illustration of the cross section of the heteroepitaxy on NW. (a) The FM mode, i.e., the core–shell structure.
The total shell thickness to denoted in (a) is also the total thickness of the deposited layer both in the FM and SK modes. (b) The
surface roughening on the core–shell structure by the SK mode. The radius of NW rNW and the thickness of WL tWL denoted in
the FM and SK modes are both the same [32].
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change in energy caused by the two growth modes to identify which growth mode is more favorable.
Because the NW surface is curved, the strain between the epitaxial layer and the NW becomes more
complex than that of the situation on a planar substrate. The longitudinal strain component can be
determined by the lattice mismatch between the epitaxial layer and the NW in the direction along
the axis of NW and can be given by the following equation: ez = eo, where eo = (aNW  ashell)/ashell, here
aNW and ashell, are the lattice constants of the NW and the shell material, respectively. Otherwise, there
is no stress in the direction normal to the NW surface by omitting the effect of the two ends of the NW
[360]. Additionally, the shear strain components are all equal to zero [118]. The contribution of
curvature primarily acts on the strain et in the tangential direction to the NW surface, which can be
given by the following equation: et ¼ eo  ðrrNW Þð1eoÞrNW , when r < rNW/(1  eo) [19]. If r P rNW=ð1 eoÞ,
then the tangential strain component would be zero, where r is the distance of the given point to
the center of NW, and rNW is the radius of NW.
In the FMmode, the increase in the thickness of the epitaxial layer causes the change in the surface
and strain energies, which can be written as follows:EFM ¼ lon ½2pðrNW þ toÞcto  2pðrNW þ tWLÞcWL þ
2plo
n

Z rNWþto
rNWþtWL
1
2
c11 e2t þ e2z
 þ c12etez rdr ð4:20ÞThe ﬁrst term describes the change in the surface energy, where tWL is the thickness of the wetting
layer (WL), and n is the density of QDs along the NW surface (the number of QDs along the NW sur-
face). cWL and cto are the surface energies of the layer with thickness tWL and to, respectively. We can
obtain these values by the following equations: cWL ¼ csubstrate þ ðcfilm  csubstrateÞ 1 e
tWL
hog
 
and
cto ¼ csubstrate þ ðcfilm  csubstrateÞ 1 e
to
hog
 
, where csubstrate and cﬁlm are the surface energy densities of
the substrate and ﬁlm with inﬁnite thickness, respectively [361,362].
For the SK mode, QDs with base length l and contact angle a form on the NW, following with tWL
thickness of WL. The density of QDs in the longitudinal direction is no, i.e., the number of QDs along the
axis of NW with length lo. The change in the surface energy is expressed in the following equation:
Es = no(csS1  cWLS2), in which cs is the surface energy density of QDs’ side facet; S1 is the area of side
facet surface of a single QD; and S2 is its base area. The strain energy change can be expressed as
follows: Eel ¼ noV 12 c11 e2tWL þ e2z
 þ c11etWLez	 
, where V is the volume of a single QD, and etWL is the
strain on the surface of WL in the tangential direction to the surface of NW. Considering that the strain
in QDs is uniform, the average strain is expressed as follows:ea ¼ 12 ðetWL þ ezÞ. Thus, the variation in the
relaxation energy of QDs is expressed as follows: Er ¼ nojYð1þ mÞ=ð1 mÞe2a tanaV , where j is the
shape factor. Furthermore, QDs along the direction of the NW axis are close to neighbors, i.e., the dis-
tance between two neighboring QDs is nearly zero based on the experimental roughening phenomena.
Thus, the elastic interaction energy between any two QDs in the longitudinal direction can be
expressed as follows: Eini ¼ 1þm1m 1pYe2aV2 1ðilÞ3 F 12i
 
, where F 12i
 
is the correction factor [361], and i  1 is
the QD number between the two QDs. Hence, the total elastic interaction energy in the length of lo,
with no QDs, is expressed as follows: Ein ¼
Pno1
i¼1 ðno  iÞEini. Therefore, the energy change in the SK
mode is expressed as follows:ESK ¼ Es þ Eel þ Er þ Ein ð4:21Þ
Based on the energy change in the FM and SK modes, we compare the two modes and obtain the
energy difference using the following equation:E ¼ EFM  ESK ð4:22Þ
If the energy difference E < 0, then the FM mode is more favorable, i.e., the core–shell NW structure
can be present. In contrast, if E > 0, then the SK mode is preferential. As a result, the roughening
phenomena will appear. Thus, we can obtain the critical thickness of WL by E = 0. If the epitaxial layer
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continues to thicken and exceeds the critical thickness of WL, then QDs would form on the surface of
NW, i.e., the surface of NW begins to roughen.
We can use the reciprocal of the longitudinal density or the base length of QDs to describe the
periodicity of roughening, whereas the amplitude can be represented by the distance between the
top of QDs to the planar surface. The height of QDs is only the amplitude until the QDs overlap with
each other. After to thick layer deposited on NW, QDs with base length l and contact angle a have
formed. Thus, we assume that there is an additional Dt layer deposited on QDs. Then, the increased
volume of a single QD would be DV ¼ p tana 14 l
2Dt þ 12 lDt2 þ 13Dt3
 
. Because of the increase in the
deposited layer, the total energy of QDs in the longitudinal direction with length lo of NW would
change. The surface energy would change due to the increase in the surface area and could be
expressed as follows: DEs ¼ plcosaDtcsno. Furthermore, the change in the strain energy and in the relax-
ation energy can be given by the following equations: DEel ¼ 12 c11ðe2t þ e2z Þ þ c12etez
	 

DVno and
DEr ¼ jYð1þ mÞ=ð1 mÞe2aDVno, respectively. Otherwise, we can obtain the change in the interaction
energy by comparing the energies before and after Dt layer deposited. Hence, the change in the
interaction energy can be expressed as follows: DEin ¼
Pno1
i¼1 ðno  iÞ 1þm1mYe2 tana24 DVi3 F 12i
 
. Based on all
of the above-mentioned energy changes, we can obtain the total energy change as follows:DE ¼ DEs þ DEel þ DEr þ DEin ð4:23Þ
The total energy would always increase with the deposited layer increasing, i.e., DE is always
bigger than zero. The change in the total energy can reﬂect the stability of QDs on NW to a certain
extent by their value. Thus, QDs with different densities and volumes can have the same probability
to form on the core–shell NW structure with different radii of NW, as long as their changes in energy
are identical. The surface roughening on the core–shell NW structures with different radii would
exhibit different periodicities and amplitudes, even with the same thickness of the deposited layer.
Using the Ge-core/Si-shell NW structure as an example in this study, we can obtain the energy
difference E between the FM and SK modes with various thicknesses of WL and radii of NW based
on Eq. (4.22), as shown in Fig. 49. The darkness degree in the ﬁgures represents the value of energy
difference. With the same radius of NW, the energy difference increases from less than zero to larger
than zero with theWL thickening. Thus, the epitaxial growth mode would converse from the FM to the
SK modes with the increase in the WL thickness. Furthermore, the critical thickness of WL obtained by
the energy balance between the two modes could be the dividing line between the two modes. Hence,
the shell would ﬁrst form on the surface of the NW, which accomplishes the core–shell NW structure,
with a layer deposited on the NW. When the deposited layer exceeds the critical thickness of WL, then
QDs begin to form, i.e., the surface roughening appears in the core–shell NW structure. Therefore, we
can determine the two modes based on the critical thickness. Thus, we can avoid the surface rough-
ening and achieve the perfect core–shell NW structure by moderating the thickness of the deposited
layer according to the above analysis.
The important difference between the epitaxial growth on the planar substrate and the NW surface
is the curved surface of the NW. The curved surface can alter the distribution and value of the strain
that led to the change in the elastic energy. The radius of the NW determines the curviness of the NW
surface and results in the variation in the energy difference caused by the two modes. From Fig. 49, we
can see that the difference in energy would decrease from larger than zero to less than zero with the
radii of the NW if the thickness of WL remains constant. Thus, the radii of the NW can cause the tran-
sition of the growth mode when the deposited layer maintains a certain amount. Otherwise, we can
obtain the critical radius of the NW with a certain amount of the deposited layer. If the radius of
the NW exceeds the critical value, then the core–shell NW structure is favorable for existence, whereas
QDs would form when the radius is smaller than the critical radius.
According to the above analysis, both the thickness of the deposited layer and the radius of the NW
play important roles in determining the epitaxial growth mode. In Fig. 49, the denoted zero presents
the situations in which the energy difference is equal to zero. The line shows that the critical thickness
of WL would increase with the radius of the NW, whereas the critical radii of the NW would increase
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Fig. 49. The energy difference E caused by the two modes as functions of various radii of NW and thickness of WL with
longitudinal density of QDs no = 2 (a) and 100 (b). The value of energy difference is presented by the degree of the orange and
the units are eV. (c) Phase diagram of surface roughening on the core–shell NW with the radius of NW and the thickness of
depositing layer, based on the critical thickness of WL [32].
178 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199with the deposited layer thickening. Obviously, the zero energy difference line could be the dividing
line to separate the FM and SK mode regimes. The regime above the critical line enables the formation
of QDs, whereas the FM mode becomes favorable in the regime below the critical line.
According to the quantitatively thermodynamic model [32], we ﬁnd that the competition between
the two epitaxial growth modes determines the ﬁnal growth behavior and that the periodicity and
amplitude of roughening can be controlled by modulating the radius of the NW and the thickness
of the deposited shell layer.5. Thermodynamic treatments within a statistical and quantum mechanics framework for the
temperature-dependent growth of nanostructures
The previous theoretical treatments of the growth of semiconductor nanostructures have always
been thermodynamics-based energy theories. In the simple energetic model, nanostructures would
tend to locate in a stable state, whereas the energy would decrease to a minimum. Therefore, the
energy theory has been successfully used to address many of the growth behaviors of nanostructures.
However, the energy model always chooses thermal equilibrium and completely neglects thermal
ﬂuctuations. In fact, high entropic gains of the (thermodynamically extensive) interface would lead
to various stable states. Thus, the thermodynamics-based energy theory cannot address the effect
of thermal ﬂuctuations on the growth of nanostructures, which is one of the most important growth
conditions that affect the formation of nanostructures. In fact, the entropic gains of the interface
would be high enough to destroy the thermal equilibrium stability during the growth compared with
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includes thermal effects to understand the temperature-dependent growth characteristics. Based on
the fundamental energy theory, we introduce a thermodynamic treatment that includes thermal
effects within the context of a statistical, mechanical, and quantum mechanical model [33–37], in
which thermal ﬂuctuations are added to nanostructures that leads to the oscillations of the nanostruc-
ture surface.
5.1. Thermal stability of the wetting layer in QD self-assembly
The wetting layer (WL) plays a crucial role in QD self-assembly [21,198,221]. The thickness of the
WL is usually described by a constrained thermodynamic equilibrium between the QD and WL
[99,150]. As an ideal system, Ge QDs could be generated on Si substrates following triple monolayer
(ML) WL [363,364]. However, experimental results revealed that the thickness of the WL is between
1.7 and 8 ML [365,366]. This disagreement between theory and experiment could be attributed to
the neglect of thermal effects in the present theoretical treatment [99,137,363,367]. The dependence
of the thickness ofWL as a function of the growth temperature has been reported in experimental stud-
ies [63,71,108,368–370], which have shown that thermal effects have a large inﬂuence on the forma-
tion of QDs and that the surface of QDs begins to oscillate and to become unstable due to thermal
effects. Therefore, thermal ﬂuctuations can alter the surface energy, which is important for determining
the thickness of the WL. However, we always neglect thermal ﬂuctuations in the present thermody-
namic theory [99,137,363]. For this issue, we established a theoretical model to address the tempera-
ture-dependent thickness of the WL by introducing thermal effects based on statistical mechanics.
5.1.1. Temperature-dependent thickness of the wetting layer
Thermal effects can generate QD surface oscillation and instability, which alter the surface energy
and breaks thermal equilibrium. Thus, the thickness of theWL in relation to the energy varies from the
inﬂuence of thermal effects. To investigate the effect of temperature on the thickness of the WL, we
ﬁrst focus on the QD stability with base radius r, contact angle a, and WL thickness t0 by considering
the energy for a QD unit area. The relaxation energy of a single QD can be expressed as follows:Er ¼ Me2 tanaV ð5:1Þ
Treating the QD facet as a step facet, the surface energy includes the surface energy of terraces and
the energy of step edge creation, which can be written as follows:Es ¼ cðtnTþ1ÞAnTþ1
XnT
n¼1
cðtnÞAn þ 2pðr  nh0 cotaÞ k0 þ kd a tanah0
 2" #
ð5:2ÞThe ﬁrst term represents the surface energy of terraces. The term cðtnÞ ¼ csub þ ðcfilm  csubÞð1 etn Þ
is the ﬁlmsurface density [40]with amonolayer thickness of tn. The secondpart represents the energy of
the step edge creation. Considering the average surface cross-section S ¼ p 12 r
 2, we obtain the energy
per unit QD area based on Eqs. (5.1) and (5.2) as follows:V ¼ 4 Er þ Es
pr2
ð5:3ÞTo explore QD thermal stability, we simply consider the ﬂuctuations in the QD cross-section
boundaries. The QD base radius r ﬂuctuates in the range 0 6 h 6 2p. The boundaries are allowed to
oscillate with an elastic energy of (k/2)r2 and to interact via a local potential V. Based on the energy
associated with ﬂuctuations, the partition function can be written as follows:ZðbÞ ¼
Z Y
r
½dreb
R 2p
0
dh½ðk=2Þr2þR2V=2 ð5:4ÞAdditionally, the integral in Eq. (5.4) is limited to the circular region r(h) = R, where R is the QD
base radius at minimum energy. Using the density matrix and the standard transformation,
Eq. (5.4) can be expressed as follows:
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bkk
 2pk
Tr½expð2pHbÞ ð5:5ÞThe temperature-dependent Hamiltonian can be written as follows:Hb ¼  12bk
d2
dr2
þ b
2
R2V ð5:6ÞThe free oscillator contribution is contained in the trace coefﬁcient. The linear density of the oscil-
lators is k ¼ K=k, in which K is the microscopic spring constant. From the QD elastic energy, we deduce
the elastic constant to be k ¼ 43 Y1m e2h. We assume k is independent of temperature because the elastic
modulus variation is small as a function of temperature [371,372].
The Hamiltonian can be projected onto the lowest bound state, as given by bHbwbðrÞ ¼ EbwbðrÞ. Then,
we obtain the probability of the QD base radius by the expression p(r) = |wb(r)|2. Thus, we can proba-
bilistically deduce the thermal stability of a QD. If the probability is constant, then the QD cannot
maintain stability because of the equipotential probability. However, if the probability is not constant,
then the QD can remain stable. Moreover, based on previous research, the existence of a bound state inbHb determines whether the probability p(r) is constant [33,34]. Therefore, we can obtain QD stability
by verifying the existence of a bound state in a suitable one-particle Hamiltonian operator.5.1.2. Critical temperature for the stability of the wetting layer
The potential in Eq. (5.6) is a linear potential with a small potential barrier. The linear potential is
limited to the largest value because the QD base radius cannot be smaller than zero. Thus, we cannot
conﬁrm that there is a bound state with the potential. Accordingly, the QD cannot always maintain
stability. We try to resolve the problem of bound state disappearance by the quantization rules in
the WKB approximation [373]. The classically allowed range in the quantization rules is from zero
to inﬁnity, in theory. However, the QD base radius cannot be inﬁnitely large because this size may
cause the QD to coalesce and to form a continuous ﬁlm [374]. Thus, the integration limits in the quan-
tization rules are from zero to the largest QD base radius upon consideration of the size limitation.
From the WKB approximation, we can obtain the critical temperature corresponding to the disappear-
ance of the lowest bound eigenstate as follows:Tc ¼ 2R

p
Z Rm
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kðEb  VÞ
q
dr ð5:7ÞWe choose the lowest energy of the single particle Eb as the upper limit of the potential. Accord-
ingly, QDs grown at a temperature above the critical temperature Tc will not always remain stable
because of the bound state disappearance. However, the Hamiltonian will have at least one bound
state if the temperature is below Tc, and the QD will be stable. Thus, the critical temperature is the
dividing line for QD stability. The maximum QD base radius clearly determines the limits of the
potential and plays important roles in the critical temperature.
Comparing the WL thickness of Ge QD on Si substrates with Si QD on Ge substrates, we check the
validity of the above proposed model. Using Eq. (5.3), we compare the potential of the two systems.
Fig. 50 shows the behavior of the potential with the QD base radius. The potentials of both systems
decrease linearly with the radius, and the small barrier with a radius near zero can be ignored when
compared with the large potential. Thus, the base radii Rwith minimum energy are equal to the max-
imum base radii Rm. However, the difference in the two potentials is exhibited by the WL thickness
shown in Fig. 51. The Ge QD potential decreases with increasing thickness, whereas the Si QD potential
increases with increasing thickness. The two lines in Figs. 51(a) and (b) represent the QD potential
with 10 nm and 20 nm base radii, respectively. Although the radii values differ, the trends of the
two lines are identical in both ﬁgures. The difference in the two potentials in Figs. 51(a) and (b) is
caused by differences in the QD surface energy density.
With the dependence of the potential on the base radius, as shown above, we can obtain the critical
temperature behavior by integration using Eq. (5.7) and the quantization rules. Fig. 52 shows the
dependence of the critical temperature as a function of the maximum base radius Rm. The solid line
Fig. 50. The potential energy of QD as a function of the base radii of QD which is used in the integral. The above line is the
potential energy of Si QD on Ge substrates while the other line is the potential energy of Ge QD on Si substrates [37].
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Fig. 51. (a) The potential energy of Ge QD with the thickness of WL. The two lines represent the Ge QD with base radii r = 10 nm
and r = 20 nm respectively. (b) The potential energy of Si QD with r = 10 nm and r = 20 nm vs the thickness of WL [37].
X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199 181and the line with the symbol represent the Ge QD and Si QD, respectively. Despite having different
radius values, the critical temperature lines both increase with the maximum base radii. Therefore,
larger QDs have higher critical temperatures, and smaller maximum base radii cause the critical
Fig. 52. The critical temperature corresponding to the stability of QD vs the maximum base radii of QD. The solid line represents
the critical temperature of Ge QD on Si substrates. The dot line is the critical temperature of Si QD on Ge substrates [37].
182 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199temperature to be lower. The QD is stable if grown at a temperature below the critical temperature. If
the temperature increases above the critical temperature, then the QD becomes unstable. Therefore,
we deduce that stable QDs grown at higher temperatures can be obtained by increasing the QD size.
Furthermore, the WL thickness of WL is assumed another important factor for the critical temper-
ature. With a maximum base radius of 30 nm [374], we obtain the relation between WL thickness and
critical temperature, as shown in Fig. 53. The Ge QD critical temperature decreases with increasing WL
thickness, as shown in Fig. 53(a). Ge QDs can only stably form at a temperature below the critical
temperature line. Additionally, QDs with thick WLs have lower critical temperatures. From the critical
temperature line, we deduce that the WL thickness does not exceed a critical value at a given temper-
ature. The QD can form only with a thickness smaller than the critical value. The critical value of WL
thickness from the critical temperature becomes thicker if the growth temperature decreases. If the
temperature is high enough, then the WL thickness decreases until complete disappearance.
Interestingly, all experimental data [63,71,108,368–370] are in the region below the critical
temperature line, and the WL thicknesses are all smaller than the critical value. Moreover, in experi-
ments, the maximumWL thicknesses with different growth temperatures increase with a decrease in
temperature, which is consistent with our conclusion.
We also compare the critical temperature behavior of Si QDs grown on Ge substrates with the WL
thickness to the experiments shown in Fig. 53(b). Unlike the Ge QD, the Si QD critical temperature
increases with increasing WL thickness. QDs can also stably form below the critical temperature.
However, the QD critical temperature with a thicker WL is larger. Contrary to the behavior of Ge
WLs, the critical value of Si WLs thickens with increasing temperature. Pachinger et al. [375] reported
concerning the WL thickness of Si QDs on Ge substrates with different growth temperatures. These
authors found that the thickness increases with increasing temperature. All experimental data are
in the region below the critical line, and the trend is in good agreement with our conclusion.
5.2. Temperature-dependent growth of NW orientation
We perform the case concerning temperature-dependent growth of NW orientation. Thus far, va-
por-phase synthesis is most likely the most extensively explored approach to prepare all types of
semiconductor NWs, and the VLS process seems to be the most successful for growing NWs [7,376–
379]. However, the commonly grown out-of-plane NW geometry imposed by the VLS process appears
to be an obstacle to the current planar processing technology of microelectronic and optoelectronic
devices [380,381]. To control the growth direction of NWs from the substrate, for example, vertically
or horizontally aligned, we require a deep understanding of the VLS process. Generally, a typical VLS
process starts with the dissolution of gaseous reactants into nano-scaled liquid droplets in the
presence of a catalyst metal. Once the liquid droplet is supersaturated with the metal, NW nucleation
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Fig. 53. (a) The critical temperature of Ge QD on Si substrates as a function of thickness of WL. The experimental data are from
Refs. [63,71,108,369,370]. (b) The critical temperature of Si QD on Ge substrates with the thickness of WL (The experimental
data of QD with different thickness of WL at various temperatures are from Ref. [375]) [37].
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liquid droplets [7]. Meanwhile, growth directions of NWs are determined by the surface free energy
from the perspective of the energy theory based on thermodynamics [382,383]. From this viewpoint,
each liquid droplet serves as a soft template to limit the lateral growth of NWs. Therefore, previous
theoretical treatments of the VLS NW nucleation and growth have been based on the energy theory
of thermodynamics [310,321,384,385]. As an important characteristic, the NW direction can be
affected by growth conditions, such as substrate orientation and materials [384,386]. Recently, reports
have shown that this growth direction depends on temperature [381,386–391], which implies that
thermal effects underlie the growth mechanism. For this issue, we have established a theoretical
model to quantitatively address temperature-dependent growth via the VLS process by introducing
the effect of thermal ﬂuctuations.5.2.1. Thermal ﬂuctuations during the VLS process
Previous studies have shown that the growth direction of NWs depends on the orientation of the
NW nucleus during the VLS process [31,297,382,383]. In this study, we focus on the stability of the
nucleus. Considering the thermal effect, the nucleus surface would oscillate and become unstable.
For this study, we ﬁrst calculated the energy of formation per unit area for NW nucleation as a
function of direction. The Gibbs free energy of formation, including contributions from surface (Gs)
and volume (Gg), can be expressed as follows [35]:
Fig. 54.
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R3tðaÞ ð5:8ÞAccordingly, we obtain the formation energy for unit area of nucleus as follows:V ¼ G
S
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1
2 ½s1ðaÞ þ s2ðaÞR2
ð5:9ÞBased on the condition for critical nucleus formation, @G
@R ¼ 0, if the atomic cluster transforms into a
critical nucleus, then we can calculate the radius of the critical nucleus as follows: R ¼  43 rnvDg0v
sðaÞtðaÞ
tðaÞ .
Given different directions, the morphology of the nucleus would change. Fig. 54 illustrates the vari-
ety of nuclei with different shapes and orientations. To compare the different orientations, we simply
use Fig. 54(a) as the origin. Figs. 54(b–e) show the nucleus with different angles a to the original
substrate direction. The complement p2  a is the angle between the NW and the substrate. Given
the area and volume factors in Eqs. (5.8) and (5.9), we obtain the angle dependence of the energy
per unit area for the nucleus.
To explore the thermal stability of the nucleus, we consider thermal ﬂuctuations of its cross-sec-
tional boundaries; the radii of these cross-sections r ﬂuctuate with polar coordinate, 0 6 h 6 2p.
The boundaries are allowed to oscillate with elastic energy (k/2)r2 and to interact via a local potential
V. Based on the energy associated with these surface ﬂuctuations, the partition function can be ex-
pressed as follows:ZðbÞ ¼
Z Y
r
½dreb
R 2p
0
dh½ðk=2Þr2þR2V=2 ð5:10Þwhere b = 1/kBT. The integral in the exponent of the Eq. (5.10) is the energy of the cross-sectional sur-
face of the nucleus. We assume a system of only one radius r as a single particle because the ﬂuctu-
ations only depend on r. Thus, the integrand in the exponent is the single-particle energy under ourSchematic illustration of NW nucleus with various directions. Taking (a) as the initial state of the orientation of nucleus.
hed line in (b–e) is the substrate position with the initial direction of nucleus, and the angle a between the substrate and
hed line shows the various direction of nucleus. The angle a in (c) is the critical angle ac which is the demarcation point
different morphology of nucleus [35].
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can be written as follows:ZðbÞ ¼ 2p
bkk
 2pk
Tr exp  4p
R2
bHb   ð5:11Þin which the temperature-dependent Hamiltonian can be expressed as follows:bHb ¼  R24bk d
2
dr2
þ b
4
R4V ð5:12ÞThe energy for free oscillators is contained in the coefﬁcient in front of the trace, in which k is the
linear density of oscillators and can be expressed as k ¼ K=k, where K is the microscopic spring
constant. Because r = R sin h2, the Hamiltonian can be re-expressed as follows:bHb ¼  R2
4bk sin2 h2
d2
dR2
þ b
4
R4V ð5:13ÞWe can obtain its lowest bound eigenstate from the following relation: bHbwbðrÞ ¼ EbwbðrÞ. Thus, the
probability for the cross-sectional radius of the nucleus is expressed as follows: p(r) = |wb(r)|2. If the
Hamiltonian bHb has no bound state, then the probability p(r) would be constant. The equipotent
probability for various radii leads to an unstable nucleus; as long as the probability p(r) is not constant,
the nucleus has a stable regime. However, with the existence of a bound state in bHb, we can deduce
whether p(r) is constant [33]. Therefore, nucleus stability can be judge by the existence of a bound
state in a suitable one-particle Hamiltonian operator.
5.2.2. Critical temperature for growth direction of NWs
The potential in Eq. (5.13) linearly depends on the radius of the nucleus. For general linear poten-
tials, the energy spectrum would change from being discrete to continuous without restriction from
the rigid wall at the lowest potential. Hence, the bound state does not always exist with a linear
potential. Considering that the radius of a nucleus is always a positive value, the potential has only
a maximum ﬁnite potential; meanwhile, the lower bound of the potential is inﬁnite. The linear
potential cannot ensure that a bound state is present, i.e., the nucleus is not always stable. In this
study, we solve the problem using the quantization rules in the WKB approximation [373]. The
classically allowed range, which is used in the quantization rules, is from zero to inﬁnity, in theory.
However, nucleus sizes are ﬁnite in practice and are necessarily restricted by catalyst size
[297,321]. By adding a size limitation to the classically allowed range, the limits of integration in
the quantization rules become 0 
 Rm, with Rm the maximum radius of the nucleus. Accordingly, we
can obtain a critical temperature corresponding to the disappearance of the lower bound eigenstate
as follows:Tc ¼ 43pR
3
2
mR
 sin h2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dg0vktðaÞ
s1ðaÞ þ s2ðaÞ
s
ð5:14ÞThe critical temperature determines the stability of nucleus: if T > Tc, then there are no bound
states, thus, no stable nucleus, whereas if T < Tc, then the nucleus is stable because the Hamiltonian
has at least one bound state, and from the nucleus, a NW can form and grow.
Interestingly, we have obtained the critical temperature from the potential energy. Leaving aside
the effect of the nucleus size, the potential depends on surface and volume factors through introducing
the identity cos h2 = cos h1 cos a. In our above analysis, these factors are determined by angle a such
that the critical radius of the nucleus is also a function of a. Considering the dependence of Dg0v on
temperature, we deﬁne Dg0v ¼ TDg0T , where Dg0T is assumed constant. Accordingly, we can relate the
critical temperature to the growth direction a as follows:TcðaÞ ¼ 16rnv9p
 2
3
Rm  kDg0T
ð1 cos2 h1 cos2 aÞ ½sðaÞ  tðaÞ
2
tðaÞ½s1ðaÞ þ s2ðaÞ
( )1
3
ð5:15Þ
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growth temperature is below that critical temperature; NWs will preferentially grow along that direc-
tion at the exclusion of other directions. Hence, we have deduced a temperature-dependent growth
direction for NWs.
Using the growth of GaAs NWs on the Si substrate as an example, we check the validity of the above
model. Fig. 55(a) shows the potential of the nucleus as a function of angle a. Because different a values
lead to different nucleus morphologies, the potential energy is different. The radial dependence of the
potential, which is used in the integral to obtain the critical temperature, is shown in Fig. 55(b). The
two different lines illustrate the nucleus with a > ac and with a < ac, respectively. Despite a varying a
values, trends in the potential stay the same. As the radius increases, the potential decreases and
determines a maximum radius, which we choose as 25 nm [390,391]. Based on this trend in potential,
we can obtain the critical temperature by integration. Assume the parameters in Eq. (5.14) are all
constants except the maximum of radii Rm.
Furthermore, the nucleus angle a dictates growth direction: if a = 0, then the NWs are grown ver-
tically to the substrate, whereas for a = 90, planar NWs are formed. The angle dependence of critical
temperature is plotted as the solid line in Fig. 56 based on Eq. (5.15). At temperatures below the crit-
ical line, the NWs grow at a preferential direction. An undulation curiously appears if a is smaller than
approximately 50. In the temperature range below the value of the dashed line in Fig. 56, all NWs
with a smaller than 50 have a certain probability of occurring; hence, at lower temperatures, NWs
grow in haphazard directions. However, if the temperature is above those values represented by this0 20 40 60 80
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Fig. 55. (a) The potential energy of GaAs nucleus with various angle a. The lowest point is the critical angle. (b) The potential
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more planar-aligned in the process. Because the material parameters enter as a morphological factor,
the deductions we have obtained above are universal.
In experiments [381], temperature was modulated to change the GaAs NW growth direction on
GaAs(100) substrate. NWs grown at low temperature are cluttered; some NWs grew vertically to
the substrate, and some inclined at approximately 35.3. At higher temperatures, planar NWs grew.
Cai et al. [387] reported temperature-dependent growth directions of ZnSe NWs. The NWs were in-
clined at 55 from the GaAs(001) substrate at 530 C. When the growth temperature was lowered
to 390 C, then NWs were predominantly vertical to the substrate but haphazardly inclined at approx-
imately this angle. Another experimental report [391] described Si NWs grown on a Si(111) substrate
at temperatures between 450 C and 600 C. In addition, yields of vertical NWs decreased with
increasing temperature. Zhang et al. [388] reported GaAs NW growth from a GaAs [311]B substrate.
The vertical or inclined NWs were grown at temperatures lower than 460 C. When the growth
temperature was increased to 500 C, then the authors found that all NWs grew laterally on the
substrate. All of these experiments are in agreement with our conclusions; the direction of NWs
can be modulated by temperature, with growth tending to be planar at higher temperatures and stable
with smaller a values at lower temperatures.6. Summary
In summary, we have reviewed the progress of the thermodynamic theoretical treatments of the
growth of nanostructures, including the growth of QDs by epitaxy, QRs by droplet epitaxy, and
NWs by the VLS process in the recent years. Based on these investigations, the assemblies and growth
at the nanometer scale have revealed many unusual thermodynamic and kinetic behaviors of the
microphase growth. The thermodynamic theory could be applicable to the physical understanding
of the growth of nanostructures.
We have shown that the growth of QDs by epitaxy can be understood by thermodynamics-based
energy theories. In particular, the relaxation of QDs drives the formation of QDs, whereas the
thickness-dependent surface energy of WL restricts the growth of QDs. The physical origin of the
shape transition of QDs has been shown to be related to the balance between the surface energy
and relaxation energy of QDs. We have also shown that the growth of QDs on patterned substrates
and in multilayered systems can be understood through the surface chemical potential and
thermodynamics aspects for the formation of QDs.
We have shown that the growth of QRs by droplet epitaxy is directly related to the nucleation on
the droplet’s skirt and to the diffusion of atoms. The selective nucleation on the droplet’s skirt leads to
the QR formation at the initial deposition stage, and then the QR growth is controlled by the diffusion
of atoms. Using the GaAs system as an example, by calculating the amounts of produced GaAs in each
188 X.L. Li et al. / Progress in Materials Science 64 (2014) 121–199point, we showed that the shape evolution of GaAs nanostructure during the crystallization process
could be simulated based on a quantitative kinetic model.
Concerning the growth of NWs by the VLS process, we have systemically introduced a series of
theoretical tools, i.e., thermodynamic and kinetic approaches, to address the nucleation, growth and
phase transition of NWs, which elucidate the physical and chemical mechanisms involved in the
growth of 1D nanostructures. In particular, the nucleation and size-dependent growth behaviors of
NWs have been described by thermodynamic and kinetic models. Additionally, experiments regarding
core–shell NW heterostructure growth were performed.
We have also presented a new theoretical treatment that includes thermal effects to understand
the temperature-dependent growth of nanostructures. In particular, based on the fundamental energy
theory, we introduced a thermodynamic treatment that included thermal effects within the context of
a statistical, mechanical, and quantum mechanical model. The temperature-dependent growth of
nanostructures can be understood by the new thermodynamic treatment.
However, thus far, there remain some issues in the theoretical treatments of the growth of nano-
structures. First, the surface energy of nanostructures is anisotropic. Moreover, the surface can recon-
struct or adsorb other species to reduce the surface energy. Considering the effect of surface
anisotropy and reconstruction will allow us to investigate more experiments. Second, self-assembled
nanostructures have an inhomogeneous composition. The distribution of composition plays a key role
in thermodynamic properties. For example, intermixing and alloying can allow for a partial strain
relaxation in the growth of nanostructures. The strain relaxation can cause a decrease in free energy
and drive the nanostructures to a more effective state for strain relaxation, such as the segregation of
the Ge at the top of the GeSi alloying QD. Therefore, the calculation for the stain energy of QD is
usually higher than the reality when we assume that the composition is uniform. In addition, the
inhomogeneous distribution of the composition also inﬂuences the surface of nanostructures. It is well
known that the surface plays an important role in the properties of nanostructures. Therefore, the
change in the surface caused by the inhomogeneous composition would affect the growth of nano-
structures. For example, surface segregation results in a decrease in surface energy, which drives
the atoms of elements with low surface energy to segregate at the surface. Therefore, the theoretical
framework for covered alloying effects on growth should primarily consider the contributions of
composition to the strain energy and to the surface energy. In this case, the extension of the existing
theory to consider the distribution of composition will allow us to more accurately describe the origin
of experimental observations. Third, there are some concomitant chemical reactions during the
growth of binary compound nanostructures, particularly III–V and II–VI semiconductors. These
chemical reactions also affect the growth of nanostructures. The extension of these effects would help
us to understand and to design speciﬁc nanostructures in multi-element systems.
The last issue concerns the relation between thermodynamics and kinetics. Generally, Gibbs free
energy is an adaptable measure of the stability of a state in phase transition. Thermodynamically,
phase transformation is promoted by the difference in free energy. However, the thermodynamic cri-
terion only provides the probability for the growth of nanostructures. Kinetics will play a key role in
the achievement of the selection growth when the thermodynamic criterion operates. Therefore,
kinetics provides an optional route to actualize the probability from thermodynamics. Therefore, a
better understanding of the relation between thermodynamics and kinetics will allow us to more
accurately design the growth of nanostructures.
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