Abstract-
I. INTRODUCTION

M
ANY compression transform codings, such as JPEG and MPEG standards, are based on block coding techniques using pixel block segmentation, motion estimation, discrete cosine transformation (DCT), and vector quantization [1] - [3] . When a block is lost, it can be estimated using adjacent pixels in post processing. Recovery of image blocks using the method of alternating projections (RIBMAP) is an effective way to do so.
Many spatial interpolation techniques for restoring missing blocks of received images have been proposed [4] . Wang et al. [5] present an optimization technique that recovers damaged blocks by minimizing the differences between the blocks and boundaries. Smooth images result. Park et al. [6] suggest a special case of [5] requiring a lower computational load while providing similar performance by imposing a smoothness constraint on the boundary and surrounding pixels of the missing blocks. Lee et al. [7] introduce a block-recovery technique based on fuzzy-logic reasoning. Hemami and Meng [8] propose an image-reconstruction algorithm exploiting interblock correlation. Shirani et al. [9] modify Hemami and Meng's algorithm, using more weights in the interpolation equation and, thereby, obtain more reliable diagonal-edge restoration. A fast DCT-based spatial domain interpolation technique is reported by Alkachouh and Bellanger [10] . These algorithms are effective for restoration of smooth images void of high spatial frequencies. Sun and Kwok [11] suggest the use of a spatial interpolation algorithm using projections onto convex sets (POCS) [12] - [17] . The adopted smoothness assumption imposed by these otherwise innovative algorithms limits reliable restoration detail of images, such as edges and complex textures.
We present a spectrally robust interpolative image-restoration method based on projections onto convex sets and onto a line in Hilbert space defined by the best-matched adjacent pixels. Convex sets are defined for the constraints of dynamic range and gradient and the structure of the surrounding area of the corrupted blocks. Vectors containing both known and missing pixels are projected onto the lines in Hilbert space and, then, alternatingly among the convex constraint sets. The algorithm enables restored blocks to sustain the spectral and edge structure of the surrounding blocks and, consequently, to have striking continuity with neighboring pixels.
II. LINE DETECTION AND VECTOR FORMING
Image condition for missing-pixel interpolation is illustrated in Fig. 1 . In Fig. 1(a) , a missing block, , with its surrounding neighborhood, , is shown. The orientation of edges in the adjacent surrounding neighborhood, , is assumed to expand its structure to the missing block, . The structure in the missing block is dictated by the orientation of lines and edges in the surrounding pixels. Vectors formed from surrounding pixels with their own spatial information are extracted from adjacent surrounding blocks . To restore the missing block , two recovery vectors-including correctly received pixels and estimated missing pixels-are formulated. The recovery direction is chosen in accordance to the orientation of adjacent lines and edges. 
A. Line Orientation Detection
A line detector in the spatial domain is applied to surrounding blocks to determine the line orientation of the area. The line masks and [see (1) ] are applied to the surrounding blocks, , , , and in Fig 
Corresponding responses and at coordinates , are and . The magnitude of responses and at all , coordinates in the four surrounding blocks ( , , , and ) are computed as (2) Edge orientation is determined by and . If is larger than , the missing block is considered a horizontal line-dominating block. Otherwise, it is considered a vertical line-dominating block. Lee et al. [7] and Sun and Kwok [11] adopt a similar edge-orientation detection using Sobel masks.
B. Surrounding Vectors
Since the surrounding neighborhood of a missing block is assumed to have spatial and spectral similarity with the missing pixels, the neighborhood area can be segmented into several pixel blocks, each of which has its own spatial and spectral characteristics. The segmentation of the neighborhood area and corresponding vectors are formed by shifting an window on every grid of pixels in the surrounding neighborhood in Fig. 1(a) . This is illustrated in Fig. 2 . The process yields an vector on that position. We, thereby, generate
where is an window in , and are pixel indices, and is an vector index. The number of the surrounding vectors is , and can be enumerated from 1 to clockwise starting at the top-left corner, as shown in Fig. 2 . Note that 
where is 2-D DCT kernel.
C. Recovery Vectors
To restore a missing block, recovery vectors are introduced. As shown in Fig. 3 , according to the dominating line orientations in the surrounding blocks, two positions of the recovery vectors are employed. The position of recovery windows in Fig. 3(a) are for the vertical line-dominating area, while those in Fig. 3(b) are for the horizontal line-dominating area. In each case, two recovery pixel vectors are formed from the windows, and each vector includes known and unknown or known and unknown pixels. This is shown in Fig. 3 . The gray in the windows indicates missing pixels, while the white-colored portion indicates correctly received pixels. We, thereby, generate (5) where is an window in (for surrounding blocks) and (for the missing block), and are pixel indices, and is a vector index. Let the vector, for , be the 2-D DCT pair of the surrounding vector, for (
After missing pixels in a recovery vector are restored, recovery windows slide in opposite directions to each other to extract a new recovery vector to restore the next missing pixels. This is shown by the arrows in Fig. 3 . The methods of Lee et al. [7] and Tselkeridon and Pitas [19] also use a sliding recovery window for lost pixel restoration. RIBMAP is different from these in that windows in [7] move diagonally using different sizes at different times. Windows in RIBMAP move vertically or horizontally according to line orientation in the surrounding area and include missing pixels at any time. Furthermore, missing pixels in [7] are restored by cubic spline interpolation/extrapolation and fuzzy reasoning, while missing pixels in RIBMAP are restored by projections. In the algorithm [19] , 4 4 windows slide on a missing block between the 4 4 blocks of the "best match" in upper and lower surrounding neighborhoods of a missing block for macroblock recovery on MPEG-2.
III. RESTORATION ALGORITHM USING THE METHOD OF PROJECTIONS
In this section, a projection-based signal-restoration technique is developed. Projection operators and convex constraint sets are formulated to facilitate recovery of missing pixels using recovery vectors . To assure continuity, convex sets in the algorithm are specified by the area surrounding the missing block. Recovery vectors are alternately projected onto a line in a Hilbert space defined by the best matched adjacent pixels and onto the convex sets. The missing pixels are, thereby, restored iteratively.
A. Projection Operators 1) Projection Operator :
The vectors , extracted from the surrounding blocks, , are used to form a convex hull in an -dimensional space. Recovery vectors, , are then projected in the DCT domain onto the line between closest 1 vertex of the convex hull and the origin of the space. 1 In the mean-square sense.
Let and be recovery and surrounding vectors, respectively. The surrounding vectors are used to form a convex hull. Each vector becomes a vertex of the convex hull. The closest vertices of the convex hull to the recovery vectors are found in the mean-square sense for (7) or, equivalently 2 for (8) where , , and is a 2-D DCT kernel. The recovery vectors in the DCT domain, are then orthogonally projected onto the selected vertex , as (9) where is the inner product of two vectors and is the vector norm. Consequently, the projection operator translated to the DCT domain is for otherwise.
To preserve the dc level, the dc value in the recovery vectors, , is not changed. 2) Projection Operator : Projection operator imposes constraints on the range on the restored pixel values. It operates in the spatial domain. The convex set for the projection operator is for (11) where is the set of missing pixels and and are chosen minimum and maximum intensities of an image, respectively. The corresponding projection operator is a thresholding for for for otherwise (12) where is the pixel index is the known pixel value and is the missing pixels of the recovery vectors.
3) Projection Operators : A range constraint for continuity within the surroundings neighborhood of a restored block is imposed for smooth reconstruction of a damaged image. Yang et al. propose a projection-based spatially adaptive reconstruction of images [20] , [21] . In Yang et al.'s algorithm, convex sets are developed for deblocking or capturing the smoothness properties of the desired image [20] , [21] . The projection operator is similarly motivated. I PSNRS FOR "LENA," "MASQUERADE," "PEPPERS," "BOAT," "ELAINE," AND "COUPLE" FOR Let be the vector of missing pixels in a recovery vector, be the vector of adjacent pixels to the missing line in the same vector, and be vector of . Define . By setting the vector as a bounded signal with a constant, , the convex set for the third projection operator can be obtained as (13) where is the pixel index and is a predetermined constant.
The value of can be set to the maximum value of differences between pixels which are adjacent to the missing block in the surrounding neighborhood. Consequently, the projection operator is for for otherwise (14) where . The projection operator limits the difference of adjacent known and missing-pixel values. The limitation allows the proposed algorithm to restore a damaged block without reconstruction artifacts. It also makes the proposed algorithm applicable to a damaged block of diagonal edges even though the algorithm adopts only vertical or horizontal recovery directions.
4) Projection Operator
: After all pixels in a missing block are restored, a final convex constraint is applied to two center lines of the restored block to reduce variations due to use of different restoration directions. Assume to be a vector of the differences between two center lines in a restored block such as where and are the final restored pixels of each center line in a restored block. By setting the vector as a bounded signal with a predetermined constant , the convex constraint and corresponding operator are obtained by (15) for for otherwise (16) where and are the pixel indices and and are the vectors of missing pixels in two center lines of the recovery vectors. The projection is applied only in the final step and thus does not affect the convergence of alternating projections.
B. Iterative Algorithm for Pixel Interpolations
Missing pixels are restored iteratively by alternatingly projecting onto the specified constraint sets [12] . Specifically (17) where is the iteration index, is restored signal at iteration , and is the th projection operator onto a line in Hilbert space or onto convex sets . After all pixels in a missing block are restored, the projection operator is applied to the center lines of the block as described in the previous section. The computations required in the proposed algorithm are mainly a DCT, an inverse DCT, and projection operations in alternating projections. Here is the pseudocode. [11] ; the interblock correlation interpolation scheme of Hemami and Meng [8] ; the modified interblock correlation interpolation scheme by Shirani et al. [9] ; and the fast DCT-based spatial domain interpolation technique by Alkachouh and Bellanger [10] .
Ancis and Giusto's algorithm involves average and average-median operations to interpolate each missing coefficient according to surrounding blocks edge presentation criteria. Hemami and Meng's algorithm finds four optimal weights using linear least squares. Spatial differences of four adjacent blocks are minimized to generate missing pixels using linear interpolation with the generated weights and the pixels in the same position in adjacent blocks. Shirani et al.'s algorithm uses eight weights, rather than four, to obtain better performance on diagonal-edge restoration. In Alkachouh and Bellanger's algorithm, missing block and border pixels are transformed using the DCT. High-frequency coefficients are set to zero. An inverse DCT yields the restoration. Missing block sizes of 8 8 pixels are used for JPEG images and block sizes of 16 16 pixels are tested for intracoding of MPEGs. The size of the test images is 512 512 for "Lena," "Peppers," "Masquerade," "Boat," "Elaine," and "Couple." The size of "Foreman" is 176 144. An error is imposed on one fourth of the blocks with the assumption that macroblocks are interleaved on packing [23] . The number of iterations tested for the recovery of the missing row/column in each recovery vector of RIBMAP is set to 10.
Projections in RIBMAP do not always converge to one point, but the difference in solutions is typically negligible. Throughout the experiments, the initial point of the missing pixels of the recovery vectors is set to the adjacent value of the known pixels in the same vector.
To determine the proper line orientation and recovery direction, line masks are applied on the neighborhood blocks , ,
, and as shown in Fig. 1(a) for the 8 8 pixel block size and (b) on half the blocks for the 16 16 pixel block size. For the vertical line-dominating area, the parameter for the projection operator is set to the maximum value of the difference between two adjacent pixels in the same column in the gray-colored blocks shown in Fig. 4(a) . For the horizontal line-dominating area, is set to the maximum value of the differences between two adjacent pixels in the same row shown as the gray-colored blocks in Fig. 4(b) . In the case of Fig. 4(b) , is defined as (18) where is the top-left pixel of a missing block . Simulation results on a missing block size of 8 8 pixels in the "Lena" and "Masquerade" images are shown in Figs. 5 and 6, respectively. The peak signal-to-noise ratio (PSNR) [24] , used as a measure of the restored image quality, is given by (19) where and are the value of original and restored image of pixels, respectively. Image In Fig. 7 , magnified portions of the restored "Lena" images are shown. Fig. 7(a)-(f) is restored using the methods of Ancis and Giusto, Sun and Kwok, Hemami and Meng, Shirani et al.,
Alkachouh and Bellanger, and RIBMAP, respectively. Images in Fig. 7 show that RIBMAP gives acceptable performances at edges such as the rim of the hat and the chin of the face, as well as in monotone areas such as face and shoulder. Fig. 8 shows restoration result for each sequential step. The spatial structure of surrounding area can be seen expanding into the missing block.
Simulation results on rows of missing blocks in "Lena" is shown in Fig. 9 . Image (a) in Fig. 9 is the original while image (b) is damaged. Image (c) in Fig. 9 shows the damaged image restored using Hememi and Meng's linear interpolation scheme. The restoration PSNR is 26.86 dB. In this case, the first block of a missing row is first restored. Adjacent blocks are then restored sequentially as described in [8] . In (d) of Fig. 9 , the image recovered using RIBMAP is shown. Only the vertical restoration direction and the available surrounding area are used for the restoration when RIBMAP is applied. The PSNR of the image is 30.18 dB.
For MPEG intracoding, a 16 16 macroblock missing case in used for "Lena." The first frame of "Foreman" is also used. In Fig. 1(b) ] are selected most frequently. Meanwhile, s and s , which are the same blocks as s and s in Fig. 1(b) , are mostly selected when the line orientation in the block is horizontal. Blocks s , s , s , and s are selected more frequently when the line orientation is about +45 (from top right to bottom left), and s , s , s , and s are more frequently selected when the line orientation is about 045
(from top left to bottom right). To measure the usefulness of surrounding pixels, the selection percentage for each surrounding vector during the restoration process using the projection operator is used. As is shown in Fig. 13(a) , each surrounding vector is assigned indices from 1 to 64 clockwise starting at the top-left corner. The number of the selections for each surrounding vector in the projection operator is counted. Fig. 13(b) shows the percentages of the number of selections of each surrounding vector, . The result here shows that all surrounding vectors are used during the restoration process.
To examine the reliability of the algorithms, the mean and variance of the error of the restored blocks in each image are calculated as and [25] , where is the original image, is the restored image, is the restored blocks in each image, and is the total number of pixels in the restored blocks . As shown in Table II , RIBMAP gives better results than the compared algorithms in both of mean and variance categories.
V. CONCLUSION
RIBMAP is a block-loss recovery algorithm based on projections for block-based image and video coding. Before applying the projection algorithm, proper recovery directions for missing blocks are first ascertained. From the initial set point, the spatial structure of neighborhood areas are expanded into the missing block. Two line masks are applied to determine the line orientation. With a block size of , pixel vectors are formed from the area surrounding the missing block. Two recovery vectors, consisting of both known and missing pixels, are introduced. Three convex sets are formulated to handle spatial information from the surrounding area of a lost block. Each recovery vector is alternately projected onto the lines and the convex sets. After missing pixels in each recovery vector are restored by these projections, new recovery vectors, including next missing pixels, are formulated. All missing pixels are, thereby, restored iteratively by alternating projections.
RIBMAP is tested on several standard images coded by JPEG and intracoding MPEG. In all cases, the reconstruction quality of RIBMAP is satisfactory and reliable and provides better restoration than competing methods when measured by the PSNR. 
