Abstract-In this paper, we study the no-wait multihoist cyclic scheduling problem, in which the processing times in the tanks and the transfer times between tanks are constant parameters, and develop a polynomial optimal solution to minimize the production cycle length. We first analyze the problem with a fixed cycle length and identify a group of hoist assignment constraints based on the positions of and the relationships among the part moves in the cycle. We show that the feasibility of the hoist scheduling problem with fixed cycle length is consistent with the feasibility of this group of constraints which can be solved efficiently. We then identify all of the special values of the cycle length at which the feasibility property of the problem may change. Finally, the whole problem is solved optimally by considering the fixed-cycle-length problems at these special values.
I. INTRODUCTION

E
LECTROPLATING is a common process in the production of many products, such as printed-circuit boards (PCBs). An electroplating system is an automated production line with a series of tanks that contain the required chemical solutions. Tanks are also called processing stations. Fig. 1 shows a sample electroplating line. The parts to be processed must visit a given sequence of tanks according to the technological requirements. The required processing time in a tank may be a fixed parameter or a flexible parameter within given limits (the limits define a feasible window for the processing time). Hoists mounted on a common track are used to move the parts between the tanks. Effective operations of the hoists are vital to achieve high productivity of the line. An electroplating line normally produces identical parts cyclically. In each cycle, one part enters the line and another leaves the line after completing all of the required processing steps. Without loss of generality, we take the time point at which a part starts moving to the first tank as the starting point of a cycle. The duration of a cycle is called the cycle length. Since there can be a number of parts being processed at the same time in different tanks of the system, each part can stay in the system for several cycles. Each hoist repeats a sequence of part moves in every cycle. The cyclic production can be illustrated by a "time-way diagram" such as the one in Fig. 2 . A time-way diagram is a special type of Gantt Chart emphasizing the hoist movements. The horizontal axis represents time and the vertical axis represents positions along the electroplating line. We use horizontal thin gray lines to show the station positions and use solid lines to indicate the part moves between stations, where a horizontal segment indicates either lifting up or dropping off of a part at a station and an inclined segment indicates the travel between two stations. The processing time of a part at a station is the duration between the ending point of the move to this station and the starting point of the move away from the same station. Dotted inclined lines are used to show empty hoist moves while a dotted horizontal line indicates hoist 1545 -5955/$25.00 © 2007 IEEE waiting at a position. All of the loaded and empty moves of a hoist form the route of that hoist. Since the hoists cannot run across each other on the track, the routes of any two hoists will never have intersection in the time-way diagram. The symbols on the diagram in Fig. 2 will be explained and used later.
The hoist scheduling problem is to allocate the hoists to perform all of the required part moves in a cycle to maximize the production throughput (i.e., minimize the cycle length).
Most previous research on hoist scheduling focuses on the problem that considers only one hoist and that requires the processing time in each tank to take a value within a given window. Reference [1] proved that such a single-hoist problem was NP complete. To find optimal cyclic hoist schedules, researchers tried integer programming models (e.g., [2] , [3] , and [4] ) and branch-and-bound algorithms (e.g., [5] - [7] and [8] ). For the special case where the hoist route (the sequence of the moves) is given, [9] developed a pseudopolynomial algorithm. Reference [10] presented a polynomial search algorithm for the no-wait single-robot scheduling problem in manufacturing cells, which is equivalent to the no-wait single-hoist scheduling problem. The no-wait condition indicates that the part processing times in the tanks and the transfer times between tanks are all fixed and that, upon completion of the processing in a tank, a part needs to be moved immediately to the next tank.
The multihoist problem is more complicated and has received less research. It involves new decisions on hoist assignment and has to avoid hoist crossings and collisions as more than one hoist runs on the same track. Reference [11] provided a review of research on a broader problem class of cyclically scheduling transporters, including hoists, robots, and other vehicles in flowshops. Reference [12] proposed a mathematical model for general periodical scheduling problems and presented some relevant applications. It can be seen from these references that studies on multitransporter problems are limited and most of them do not consider the common-track constraint. Reference [13] considered two hoists in a special system where parts visit the tanks one by one in one direction from the loading station to the unloading station. They partitioned the line into two nonoverlapping zones and then assigned one hoist to perform the intertank part moves in each zone. The optimal schedule was then determined by solving the two single-hoist problems alternately. Reference [14] studied a multidegree cyclic two-robot scheduling problem in a no-wait flowshop without the commontrack constraint. A different problem but related to multihoist cyclic scheduling is to determine the minimum number of hoists for a system. References [15] and [16] proposed heuristics for minimizing the number of hoists in electroplating lines. References [17] and [18] studied the problem of minimizing the number of transporters in other systems without the commontrack constraint.
For the no-wait two-hoist cyclic scheduling problem with fixed processing and transfer times, [19] developed a polynomial solution algorithm that allows any part flow pattern. They identified and searched over the threshold values of the cycle length. The optimal cycle length was then obtained by checking the feasibility of each threshold cycle length. An optimal schedule was constructed by considering many different combinations in assigning hoists to a pair of moves. The method is quite efficient for the problem with two hoists. However, such analysis is difficult to be extended to multiple hoists because the hoist-assignment combinations will be too complicated to handle efficiently. To solve the no-wait multihoist problem, new approaches are needed.
In this paper, we study the no-wait multihoist cyclic scheduling problem with any number of hoists and an arbitrary part flow pattern, and develop a polynomial optimal solution algorithm. We first describe this problem formally, analyze the basic relationships between the cycle length and the timing of the moves in the cycle, and present a lowerbound and an upperbound of the cycle length (Section II). For any fixed cycle length, we identify a group of hoist assignment constraints in Section III. In Section IV, we prove that the feasibility of this constraint group is consistent with the feasibility of the corresponding cycle length. Based on this, the hoist scheduling problem for any given cycle length can be solved using an efficient algorithm. In Section V, a set of special cycle lengths, that may cause feasibility change, is identified. Section VI summarizes all of these developments and presents a complete algorithm that searches for the optimal cycle length and constructs an optimal schedule. An example is also given. Section VII concludes the paper.
II. PROBLEM DEFINITION AND ANALYSIS
In a similar way as defining the no-wait two-hoist problem in [19] , we formally describe the no-wait multihoist scheduling problem as follows. Consider an electroplating system with stations arranged in a line from left to right: the loading station (station 0), processing stations (stations ), and possibly an unloading station (station ). The position of station is , . Some systems do not have a separate unloading station. In these systems, loading and unloading are performed at the same station (station 0) and, therefore,
. Each station can process, at the most, one part at a time. There are hoists on the same track over the line for moving parts between stations. The hoists cannot travel across each other. We denote the hoists from left to right as . The leftmost position that can reach is and the rightmost position that can reach is . The range covers the positions of all stations. To avoid collision, any two adjacent hoists must maintain at least a safety distance between them. The sequence of stations to be visited by each part, also called part flow pattern, is given as , where is the loading station, is the unloading station, and , is the station for the th processing stage of the part. The required processing time at processing station is a given parameter ,
. After processing at station , the part must be immediately moved to station by a hoist. We denote this move as . The move consists of lifting up the part from station , carrying the part from station to station , and dropping off the part into station . The time needed for the hoist to lift up or drop off a part at a station is (the developments of this paper can be easily extended to situations where liftup time and dropoff time are different). The traveling speed of a hoist carrying a part is , and the maximum speed of an empty hoist is .
As described in Section I, the hoist moving in one cycle is exactly the same as those in any other cycle. There is one part entering the system at the beginning of each cycle. For the part entering the system at time 0, the starting time and ending time of move for this part can be calculated from the parameters using the following formulas: starting points (1) ending points (2) For the example shown in Fig. 2 , the moves for the part that enters the system at time 0 are drawn in gray solid lines (lighter than the moves of other parts), and the starting and ending points of these moves are marked. In each production cycle, a move starting from each station , , is performed exactly once. For a given cycle length , the starting times of all the required moves in a cycle can be calculated from as follows:
For convenience in later discussions, we define the ending time of moves, with respect to , as follows:
The relationships among , , , and can be seen in Fig. 2 . Definition 1: A feasible hoist schedule is a cyclic schedule in which each part move is assigned to a hoist; between any two part moves assigned to the same hoist, there is enough time for the empty move of the hoist; and the distance between any two hoists is not shorter than at any time.
Definition 2: A cycle length is said to be feasible if a feasible cyclic hoist schedule exists with this cycle length.
The no-wait multihoist cyclic scheduling problem can then be defined as to find the shortest feasible cycle length and a corresponding feasible schedule.
Since each station can process, at most, one part at a time, a feasible cycle length cannot be shorter than the processing time of any station plus the time for moving the finished part away from this station and moving a new part into it. The two moves may be performed by different hoists but the hoists have to keep the safety distance. This provides a method to determine a lowerbound of the optimal cycle length. On the other hand, if a feasible solution exists for the problem, the total time spent by a part in the system provides an upperbound of the optimal cycle length. The above discussion is valid for systems with any number of hoists and directly leads to the following result.
Proposition 1:
If there is a feasible solution for the no-wait multihoist scheduling problem, then is a lowerbound and is an upperbound for the optimal cycle length.
III. HOIST ASSIGNMENT CONSTRAINTS FOR A FIXED CYCLE LENGTH
For any given cycle length , , the starting and ending times of all moves in a cycle are fixed in the time-way diagram and can be calculated from (1)- (4). The problem then becomes verifying the feasibility of the cycle length by searching for a feasible assignment of the moves to the hoists. In this section, we identify necessary conditions that must be satisfied by a feasible assignment compatible with the value of the cycle length.
We define the following variables for the hoist assignment decisions.
: the hoist number assigned to perform , , in every cycle.
A. Constraints by Positions of Individual Moves
Recall that the hoists run on the same track and are numbered from left to right. If the distance from the position of a tank to the track's leftmost position is less than the safety distance , then this tank can only be reached by , and any move from or to this tank must be performed by . Similarly, if the distance of a tank to is less than , then the moves involving this tank can only be performed by or . Considering the value range of , , such restrictions can be represented by Similarly, the track's rightmost position imposes the following constraint:
These constraints set tighter bounds for . Denoting and , we can write them in the following form:
Fig. 3 illustrates these constraints for a move. Note that these constraints are independent of . Therefore, if they are infeasible, then the hoist scheduling problem is infeasible.
B. Constraints From Hoist Assignment of One Move
Since the hoists cannot be very close to each other, the hoist assignments of a pair of moves are also restricted by the rela- tionship of the two moves in time and in position. As preparation for presenting these move-pair relation constraints concisely (in Section III-C), we first discuss here the constraints imposed by the hoist assignment of one move on positions of all hoists. Consider a move and an arbitrary point in the time-way diagram. Suppose is assigned to hoist , then the hoists that can reach the point are restricted by this assignment. We denote a hoist that can reach this point as and identify the constraints that limit the possible values of . The diagram in Fig. 4 illustrates the move and the bounding lines around it. For point being in different areas separated by these lines, the bounds for are different and marked in the diagram. From the diagram, we can see that the format of the constraints may be different when the point is at different positions with respect to move . In the following, we discuss these different situations.
For the case , we denote the position of hoist at time as . Since is performed by , the position of at time will be . Due to the safe distance between two adjacent hoists, we have for (i.e., for is the same as or is a hoist below on the diagram), and for (i.e., for is the same as or is a hoist above on the diagram). To reach the point from , hoist should be able to arrive at position on or before the time in the maximum empty move speed . Therefore, we have for for Considering that and are integers, the first inequality above (for ) can be written as for With the condition , this constraint can be satisfied only when . Reversely, when (i.e., the point is above the top upwards-sloped dotted line on the right part of Fig. 4 ), the condition cannot be satisfied (i.e., it is impossible for hoist or any hoist below it to reach point ) and, thus, we must have or, equivalently, considering again the integer values of and . This analysis leads to the following constraint which is valid both for and for . In the case , it is equivalent to the first inequality above
In a similar way, we can also transform the second inequality (for ) to the following equivalent constraint which is always valid regardless of the relations between and :
Combining the above two constraints, we know that is bounded by (8) Similarly, is restricted by the constraint below in the case of (9) In the case of ( is within the duration of move ), the possible value of depends on the vertical distance between the point and the move . A move consists of three line segments in the time-way diagram. It has a starting point, an ending point, and two corner points in between (one close to starting point and the other close to the ending point). To simplify later presentations, we define the position of a move (position of as well) as a function of time , in the range between and , as shown in the equation at the bottom of the next page.
During the period from to , is performing and the distance between it and any other hoist cannot be closer than . Therefore, if (the shaded area in Fig. 4 
C. Constraints From Move Pairs
We now come back to a pair of moves and in the cycle ( ; ; ; ). If any one of them is assigned to a hoist, then the hoist assignment of the other is restricted. As shown in Fig. 5 , such restrictions may exist between and in the same cycle and between in one cycle and in the next cycle. But they can be handled in the same way.
We consider the two moves in the same cycle first. Based on the discussions in the last subsection, if the hoist assignment constraint between one of the two moves and some point of the other is infeasible, then the cycle length is infeasible. Note that the constraint is in the format of inequality (8), (9), or (10), depending on the relative positions of the move and the point. If the constraints between one move and every point of the other are all feasible, then feasible hoist assignments for this pair of moves exist. In fact, as we will show below, there is no need to consider the constraints between one move and every point of the other. Proposition 2: For a pair of moves and , the hoist assignment variables and satisfy all of the constraints between one move and every point of the other if and only if they satisfy all of the constraints between one move and the starting, ending, and corner points of the other.
Proof: The condition is clearly necessary because if the constraint between a move and a point of the other is not satisfied, then the two hoists will violate the safety distance requirement at the time of that point.
We now prove that the condition is sufficient by considering different cases for the relative positions of a move pair and (e.g., different positions of relative to in Fig. 6 ). For simplicity, we will refer to the constraint from the relation between a point of one move and the other move as the constraint for that point. This will not cause confusion as there are only two moves involved. Case 1) the two moves do not overlap in time (e.g., is in position 5 for the example in Fig. 6 ). If and satisfy the constraint for , the starting point of , then they satisfy inequality (8) and in the above bounds with and , respectively, the lowerbound will be unchanged or become smaller, the upperbound will be unchanged or become larger, and, hence, will be still within the resulting new bounds. That is, if and satisfy the constraint for the starting point of , they also satisfy the constraints between and all other points on . Therefore, it is enough to consider only the constraint for the start point of . Equivalently, it is enough to consider only the ending point of . Case 2) the two moves overlap in time. We discuss this case in two more detailed cases. 2.1) the two moves cross each other (e.g., is in position 1 in Fig. 6 ). This is a definitely infeasible case. Since the two moves cross each other, they overlap in time. Point , the starting point of , is on the left boundary of the overlapping period. On the right boundary is either or , the ending point of or . If the distance from the point on either boundary to the other move is less than , then the infeasibility is identified by constraint (10) for this point. Otherwise, if is on the right boundary, the two points and must be on different sides of due to the crossing. Then, constraint (10) for the point above requires but another constraint (10) for the point below requires , which indicates infeasibility. Similarly, if is on the right boundary, then one constraint (10) for and another constraint (10) for will conflict with each other. Therefore, when the two moves cross each other, the infeasibility can always be identified by the constraints between a move and the starting and ending points of the other. 2.2) the two moves do not cross each other (e.g., is in positions 2, 3, or 4 in Fig. 6 ). If part of is on the right of the vertical line as in situation 3 or 4 in Fig. 6 , the constraint for the point of at the time will also be satisfied for all of the points of on its right, as can be proved in the same way as for Case 1) (because ). For the same reason, all of the constraints for the points outside the two moves' overlapping period need not be considered. The hoist assignment constraint from the two moves is then defined by the closest vertical distance of the two moves in the overlapping period. Now, we prove that the closest distance between the two moves in the overlapping period is reached at one of the starting, ending, or corner points. Suppose the closest distance occurs between a midpoint on a segment of one move and a midpoint on a segment of the other move, then these two segments of the two moves must be parallel. Then, moving from this point to right (or to the left), the vertical distance between the two parallel line segments is always the closest distance until, and including, the end of one of these two segments. This end of the line segment must be an ending point (or starting point, if moving to the left) or a corner point of a move. Hence, it is sufficient to consider only the constraints for the starting, ending, and corner points. The above discussions on the sufficiency of the condition have included all possible cases. The proof is complete.
From the proof of Proposition 2, we can see that, for and in the same cycle, it is enough to consider only the constraints between and the start point of if there is no overlapping in time between the two moves ; and if there is overlapping in time between them, it is enough to consider only the constraints between each move and the starting, ending, and corner points of the other in the overlapping time period. Altogether, we have the following constraints for the restrictions between and in the same cycle. For the restrictions between in one cycle and in the next cycle , we can get the constraints in the same way. For simplicity, we use to mean " in the next cycle." The case where they do not have overlapping is similar to case 1) from before, and the constraints can be easily written
We change the sign of this inequality to make it as a constraint on Similarly, we can obtain constraints for the restrictions between and in all cases. These are listed in Appendix A as Cases a)-h). Case a) corresponds to the situation where there is no overlapping in time between and . Cases b)-h) are for the situations where there is overlapping in time between the two moves.
When the cycle length is fixed, for any pair of moves and ( ; ; ; ), a set of hoist assignment constraints based on the relationship between the two moves can be obtained as discussed before. Note that some of the cases may not be relevant for a particular move pair. According to the relative positions of the two moves, we can list all of the relevant constraints by checking the Cases 1)-h). If any of the constraints is infeasible, then the cycle length is infeasible. Otherwise, it is easy to see that all of the constraints are in the format . Calculating and , we can combine these constraints into one . Considering all move pairs, we have the following hoist assignment constraints. Each constraint is a "difference constraint" that sets lower and upperbounds for the difference of two variables (11) 
IV. HOIST SCHEDULING WITH A GIVEN CYCLE LENGTH
A. Problem Transformation
When the cycle length is given, our problem becomes to check whether this cycle length is feasible. To solve this problem, we first transform it to a problem of solving a group of difference constraints.
Proposition 3: A cycle length is feasible if and only if a feasible integer solution exists for the group of constraints (7) and (11) corresponding to .
Proof: From the process of deriving the constraints in the last section, it is obvious that all of the constraints are necessary conditions for a cycle length being feasible. We only need to show that this group of constraints is also sufficient for a cycle length being feasible.
When the constraint group for a cycle length has a feasible integer solution, to prove the cycle length is feasible, we need to show: 1) that every move is assigned to a hoist and 2) that there is a feasible route for each hoist in a complete cycle (i.e., the moves assigned to the same hoist can be feasibly linked in the time-way diagram to form a route for the hoist and the routes of any two adjacent hoists keep at least a safety distance from each other all the time).
1) From an integer feasible solution of constraints (7) and (11), we can get an integer value for each , . Constraint (7) ensures that the values all satisfy . Therefore, every move is assigned to one of the hoists for a feasible integer solution. Note that different variables may take the same value (i.e., a hoist may be assigned to perform several moves). But the hoist assignment satisfies constraint (11) between any pair of moves (i.e., after performing one of the moves, there is enough time for the hoist to travel to the next move and perform it).
2) Now we show the existence of a feasible schedule by constructing a route for each hoist in the time-way diagram and proving the feasibility of these routes. To construct the routes, we order all moves in cycle in ascending order of their starting times. The corresponding ordered moves are denoted by . Without loss of generality, we define the moves performed by hoist to be where . For each hoist , we need to prove that there is a feasible route for it to travel for a complete cycle, including the link that crosses the cycle boundary (starts in one cycle and completes in the next) (e.g., from in cycle to in cycle ). For convenience, we refer to the move in cycle as in the current cycle . We first construct a route for . To construct the route, we only need to construct a link between each adjacent pair of moves and , . We can construct the link in the following way (see Fig. 7 for illustrations) . In the time-way diagram, starting from the ending point of (point ), draw a line downwards with slope , which intersects the horizontal line at point . From the starting point of (point ), draw a line downwards with slope , which intersects the horizontal line at point . If the lines and do not intersect above or on the horizontal line as shown in Fig. 7(a) , the link is constructed using the three line segments , , and . If the lines and intersect at a point above or on the horizontal line as shown in Fig. 7(b) , the link is constructed using the two line segments and . If point is overlapped with point or as shown in Fig. 7(c) , the link is constructed by connecting the two points and directly. In all of the cases, the link is feasible (i.e., the hoist can feasibly travel from to along the link), because the hoist speeds required on the link segments are all within the maximum empty hoist speed .
To show that this route of does not conflict with the moves assigned to other hoists, we consider any move which is assigned to a hoist . If any part of is in a time interval that contains a move or the sloped link segments on the route of , then from the above route construction method, we know that the move-pair constraints ensure that is at least distance vertically above the route of in this interval. If any part on is in a time interval that contains a horizontal link segment on the route of , then from the individual move constraints, we know that is also at least distance vertically above the route of in this interval. In summary, any move is always at least distance vertically above the route of (i.e., the route of does not conflict with the moves assigned to other hoists). Now, we imagine a path that is exactly distance above the route of and then construct the route for by linking each pair of moves and , (see Fig. 8 for illustrations) . Starting from the ending point of (point ), draw a line downwards with slope , which intersects the path at point . From the starting point of (point ), draw a line downwards with slope , which intersects the path at point . If the lines and do not intersect above or on as shown in Fig. 8(a) , the link is constructed using the line segment , path and line segment . If the lines and intersect at a point above or on as shown in Fig. 8(b) , the link is constructed using the two line segments and . If point is overlapped with point or , as shown in Fig. 8(c) , the link is constructed by connecting the two points and directly. Clearly, the route of constructed this way keeps at least distance from the route of because it never goes below path . Similar to the situation for , it can be shown that the route of does not conflict with moves assigned to hoists . Imagining a path that is exactly distance above the route of , we can construct the route for in the same way as for . Similarly, we can construct the routes for other hoists, one-by-one, and show that the routes for any adjacent hoists always keep at least a distance of . Now consider the route of , the individual move constraints guaranteed that the moves on the route are all below the line . From the route construction method, we can see that the link between any two moves is always lower than the highest point of the two moves. Thus, the whole route of is below the line . In summary, the routes of the hoists constructed above are all within the vertical range and always keep at least a distance from each other. Therefore, the hoist routes are feasible (i.e., the corresponding cycle length is feasible).
The proof of this proposition provides a method to construct a feasible schedule. Since each move needs to be linked to only one other move on its right in the route of the hoist assigned to them, we only need to construct move links. The number of line segments for each link is proportional to the number of moves of the hoist routes below it. Therefore, the computational complexity for constructing a feasible schedule is . Note that the route construction method given in the above proof is mainly for showing the existence of a feasible schedule when the group of constraints (7) and (11) has a feasible integer solution. In the resulting hoist routes, however, the empty hoist moves may be unnecessarily long as can be seen from Figs. 7 and 8. With proven existence of a feasible schedule, schedules can actually be constructed differently, in which most links between the loaded moves in the hoist routes can be straight lines. For example, we can modified the schedule constructed in the proof in the following way. Modify the routes of the hoists, one by one from Hoist to Hoist 1: between each pair of adjacent moves assigned to the hoist, let the empty hoist move along a straight line on the time-way diagram; whenever it reaches a point that has a distance of to the route of an adjacent hoist, detour along a path that keeps the safety distance of to the route of that adjacent hoist until it comes back to the straight line. It can be seen that with this modification step, the complexity for constructing the schedule is still .
B. Problem Solution
For a given cycle length, we can construct constraints (7) and (11) . By introducing an auxiliary variable , we can transform constraint (7) to the following difference constraint: (12) According to Proposition 3, the hoist scheduling problem with a given cycle length becomes a problem to find whether there exists an integral solution to the corresponding system of difference constraints (11) and (12). The graph , corresponding to constraints (11) and (12), is as follows. There are nodes in the graph , where is the source node corresponding to and node corresponds to the decision variable . The graph contains arcs, each corresponding to one bound of a difference constraint. Between and , there are two directed arcs from to and from to , as shown in Fig. 9(a) . The weights of and are and , respectively. Between any and ( ; ), there are also two directed arcs from to and from to , as shown in Fig. 9(b) . The weights of arcs and are and , respectively. If a negative weight cycle exists in the graph , there is no feasible solution for constraints (11) and (12) . Otherwise, the total weight of the shortest path from to is the solution of . Since all 's are integer, it is guaranteed that the solution is integer.
The problem of determining whether graph has a negative weight cycle can be solved using the Bellman-Ford algorithm (see [20] - [22] ). Systems of difference constraints and the Bellman-Ford algorithm have been used to solve some other scheduling problems. For example, [16] used a system of difference constraints, with move starting times as variables, to check the feasibility of a given sequence of moves for a single hoist. Reference [23] used a modified Bellman-Ford algorithm to minimize the cycle length for a given robot route.
The following is a procedure, based on the Bellman-Ford algorithm, for solving the system of constraints (11) and (12) . There is a negative cycle and the constraint system is infeasible.
The computational complexity of the algorithm is . Since , , the complexity of this procedure is .
V. SPECIAL VALUES OF THE CYCLE LENGTH
Although the cycle length may take any real value between and , some of the values are infeasible (the corresponding schedule is not feasible) and the feasibility changes only at some special values when increases from to . In this section, we identify all of the special values at which the feasibility may potentially change.
Proposition 4: When the cycle length increases from to , the feasibility may change (from infeasible to feasible or from feasible to infeasible) only if there exists a pair of and ( ; ) such that the value of or corresponding to the cycle length changes. Proof: For a given cycle length, the feasibility can be checked by solving constraints (11) and (12) . As discussed in Section III-A, constraints (12) are independent of cycle length and are kept unchanged when cycle length changes. Therefore, the feasibility may change only if there is at least one constraint in constraint set (11) changes (i.e., one of the bounds in the constraint changes). Therefore, feasibility may change only if there exists at least one pair of and such that or changes.
Recall that and are obtained by checking the Cases 1)-h) in Section III-C. We first discuss the changes of and for Case 1) (assume For each class of the above special cycle lengths, the value of can be . Therefore, for a pair and , the total number of these special cycle lengths corresponding to the changes of and is bounded by . The example shown in Fig. 10 gives an explanation of the meanings of these special values. The example shows a pair of moves and for a problem with three hoists. Imagine we increase the cycle length continuously, will move to the left with respect to . At the beginning, the starting point of is to the right of point . When the cycle length increases, passes through points , , , and one by one.
changes from 2 to 1 when the starting point of passes through points . Similarly, changes from 1 to 0 and 0 to -1 when the starting point of passes through points and , respectively. When the starting point of passes through points and , changes from to and to 0, respectively. After its starting point passes through point , enters the shaded region and the corresponding cycle length becomes infeasible. At this time, we have to reflect the infeasibility.
When cycle length increases further, will leave the shaded region and its ending point passes point . At this time, when changes from 0 to , we have . changes from to when the ending point of passes point . Similarly, changes from to 0, 0 to 1, and 1 to 2 when the ending point of passes points , , and , respectively.
From the above analysis, we know that for this example, the pair of moves and defines a total of 10 special cycle length values, corresponding to points to , respectively.
VI. COMPLETE SOLUTION TO THE NO-WAIT PROBLEM
With all of the results of the previous sections, we know that the no-wait multihoist scheduling problem under study can be solved by generating the lowerbound, the upperbound, and all of the special values of the cycle length, and then checking the feasibility of these special values in ascending order starting from the lowerbound. As the feasibility may only change at these values, the first feasible value will be the optimal cycle length and the corresponding hoist schedule is an optimal schedule. The overall algorithm to obtain the optimal solution is summarized as follows: Apply Procedure 1 to determine whether there is a feasible solution to the constraints (11) and (12). If it is infeasible, set , go back to step . Otherwise, is the optimal cycle length; construct an optimal schedule using the method described in Section IV-A; stop. } All of the checking points are infeasible. Stop; the problem is infeasible. 
Proposition 5:
The no-wait multihoist cyclic scheduling problem with fixed processing and transfer times is polynomially solvable.
Proof: Procedure 2 solves the problem because it generates an optimal hoist schedule when the problem is feasible and it indicates infeasibility otherwise.
In the procedure, for each pair of moves, and , the number of checking points is bounded by . The total number of checking points is then . The complexity of Procedure 1 for checking feasibility of a checking point is . Hence, the complexity to check all of the checking points is . Ordering the special values is completed with the complexity of before the checking process. The optimal schedule is constructed with the complexity of after the checking process. Therefore, the computational complexity of the complete algorithm is .
Illustrative example
As an illustrative example, we apply the algorithm to the following three-hoist problem . The system has 20 processing stations and a further station (station 0) for both loading and unloading. The positions of the stations are , . The position limits for the hoists on the track are , . The safety distance between hoists is 1.5. The loaded and empty hoist speeds are and , respectively. The time for lifting up or dropping off a part at a station is . The order of stations (the 's) that the parts visit is . The processing times at the stations, in the above order, are . The algorithm takes only 0.025 s (on a Pentium III PC with 750 MHz CPU) to obtain an optimal no-wait schedule with (see Fig. 11 ). From the results, we can see that the algorithm is very efficient.
To observe the impact of system settings on the optimal cycle length and to demonstrate the efficency of our algorithm in different situations, we change the above example data to generate more instances in the following two ways: 1) try different number of hoists from 1 to 5; 2) change the range (the leftmost and rightmost positions) that hoists can travel on the track. The combination of these provides 25 different instances including Table I shows the results of applying the algorithm to these instances. Two numbers are shown for each problem instance. The first number is the resulting optimal cycle length for that case and the second number (in brackets) is the computation time used (in seconds on a Pentium III PC with 750-MHz CPU).
From the results, we can see that, in general, the optimal cycle length becomes shorter (e.g., the productivity of the electroplating line becomes higher), when the number of hoists increases. This is because more hoists mean more resource capacity while the material handling workload in a cycle is fixed. However, when the system has adequate hoists (3 or 4 for this example), adding more hoists will not reduce the optimal cycle length further. In fact, too many hoists may increase the optimal cycle length, as can be seen in the case of 5 hoists with a traveling range from 0 to 20, because of the increased interference among them.
The change of the hoist traveling range does not affect the optimal cycle length when the number of hoists is small. With a larger number of hoists, increasing the traveling range by a safety distance (1.5) reduces the optimal cycle length due to relaxed constraints. Furthermore, increasing the range at both ends of the track results in more reduction in the optimal cycle length compared to increasing at one end. The results also indicate that increasing the traveling range by one safety distance seems sufficient and a further increase does not affect the optimal cycle length for this example.
The computation time required increases as the number of hoists increases due to the increasing number of hoist assignment options. The change in the hoist traveling range has little impact on the computation time when the number of hoists is not large (up to 3 in this example). With a larger number of hoists, the computation time decreases when the range increases. In any of these cases, however, the computation time never exceeds 0.1 s, confirming that our algorithm is very efficient.
VII. CONCLUSION
In this paper, we have studied the multihoist no-wait cyclic scheduling problem in which the tank processing times and the part move times are fixed parameters, and developed a polynomial algorithm to obtain an optimal schedule with minimum cycle length. The polynomial solution is based on the following two developments: 1) For the problem with a fixed cycle length, we analyzed the relationship between the part moves and identified a group of hoist assignment constraints. The problem with the fixed cycle length was then transformed to a system of difference constraints on the hoist assignment variables. The constraint system can then be solved efficiently.
2) a set of special values of the cycle length that might cause feasibility change was derived. The whole problem was then solved by checking the feasibility of these special values in ascending order. The computational complexity of the complete algorithm is . An example was given demonstrating that the algorithm is very efficient.
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