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Abstract
We consider a binary system of spinning compact objects with internal structure, moving along
an exactly circular orbit, and modelled within the multipolar gravitational skeleton formalism, up to
quadrupolar order. We prove that the worldline of each multipolar particle is an integral curve of the
helical Killing vector field, and that the 4-velocity, 4-momentum, spin tensor and quadrupole tensor
of each particle are Lie-dragged along those worldlines. The geometrical framework developed in
this paper paves the way to an extension of the first law of compact-object binary mechanics up
to quadrupolar order.
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I. INTRODUCTION
A. Motivation
Ever since September 14, 2015, the direct detections of gravitational waves generated by
binary systems of black holes and neutron stars [1–3] have marked the dawn of a new era in
astronomy. Over the last four years, the sensitivity of up and running ground-based detectors
has been increasing [4–6], and planned space-based missions such as LISA [7] will continue
to bring new data, allowing the exploration of relativistic dynamics and fundamental physics
in extreme astrophysical environments [8, 9]. Such observations are made possible thanks to
highly accurate template waveforms [10], built by using a combination of numerical relativity
simulations [11, 12] and analytical approximation methods, such as post-Newtonian (PN)
theory [13], effective field theory [14, 15], black hole perturbation theory and the gravitational
self-force (GSF) framework [16, 17], as well as effective one-body (EOB) models [18].
In a seminal paper, Detweiler [19] performed the first comparison of the predictions from
the perturbative GSF framework and PN theory, for a binary system of nonspinning compact
objects moving along a closed circular orbit. This comparison relied on the calculation of
the so-called “redshift parameter” U ≡ dt/dτ , i.e. on the time component of the 4-velocity
of the smaller body, modelled as a structureless point particle, as a function of the angular
velocity Ω of the binary’s circular orbit. This comparison was later extended and refined in
Refs. [20–24].
Soon after, the discovery of the first law of compact binary mechanics [25–27] showed that
the kinematical redshift parameter U also has a dynamical relevance, as it can be related in
a simple manner to some of the global properties of the binary system, such as its binding
energy and orbital angular momentum; see also [28]. Using the first law of binary mechanics,
the redshift parameter has been used to compare the predictions of GSF theory to the results
from numerical relativity simulations of black hole binaries moving on quasi-circular orbits,
showing remarkably good agreement, even for comparable-mass binary systems [29–31].
Using the black hole perturbative techniques developed in [32, 33], the GSF contribution
to the redshift parameter has been computed analytically, up to very high PN orders [34–39],
and numerically with extremely high accuracy [40, 41]. Combined with the first law of binary
mechanics, those results have been used to complete the calculation of the 4PN dynamics of
arbitrary-mass-ratio binary systems of nonspinning compact objects [42], as well as calibrate
one of the potentials entering the EOB Hamiltonian that controls the conservative part of
the binary’s orbital dynamics [43–45].
For compact binary systems moving along eccentric orbits, a generalization of the redshift
parameter has been introduced in the context of GSF theory [46], and then used to perform a
comparison with the predictions from PN theory [47]. This generalized redshift 〈U〉 appears
naturally in the first law of mechanics for eccentric-orbit compact binaries [48, 49], and it
has been used to calibrate the remaining potentials that enter the conservative part of the
EOB Hamiltonian [50, 51].
Given the large amount of work, reviewed above, that relies on the redshift parameter U ,
it is arguably important to give this physical quantity a simple, geometrical and coordinate-
invariant meaning. To the best of our knowledge, this question has only been adressed in the
context of the perturbative GSF framework, where the redshift parameter U has been shown
to be gauge-invariant under gauge transformations generated by a helically symmetric gauge
vector [19, 52, 53].
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B. Summary
In this paper, we shall consider an arbitrary-mass-ratio binary system of spinning compact
objects with internal structure, moving along a circular orbit with constant angular velocity
Ω. Mathematically, the approximation of an exactly closed circular orbit translates into the
existence of a helical Killing vector field ka, so that Lkgab = 0. The two compact objects will
be modelled by means of the gravitational skeleton formalism, up to quadrupolar order, such
that each body is characterized by a 4-momentum pa, a spin tensor Sab and a quadrupole
tensor Jabcd, all defined along a worldline γ with tangent 4-velocity ua.
One of the main results established in this paper is that the helical Killing field is tangent
to the worldlines of both quadrupolar particles, namely
ka|γ = zua , (1.1)
where z is a constant along γ. By using a spherical-type coordinate system (t, r, θ, φ) adapted
to the helical isometry, such that ka = (∂t)
a+Ω (∂φ)
a in a neighborhood of γ, the coordinate
components of the 4-velocity ua then simply read uα = z−1(1, 0, 0,Ω). In particular,
z =
dτ
dt
=
1
U
, (1.2)
which shows that, while using adapted coordinates, Detweiler’s redshift parameter is simply
the inverse of the geometrically-defined constant that appears in the helical constraint (1.1).
The formulas (1.1)–(1.2) have been written down in various papers, e.g. in Refs. [37, 53–56],
but have never been proven in the more general context considered here, namely without any
restriction on the coordinate system, for an arbitrary-mass-ratio binary system of spinning
compact bodies with internal structure. Another important result established in this paper
is that the 4-velocity, the 4-momentum, the spin tensor and the quadrupole tensor of each
particle are all Lie-dragged along ka, and thus along γ thanks to the formula (1.1):
Lkua = Lkpa = LkSab = LkJabcd = 0 . (1.3)
This paper is the first in a series of articles that aims at extending the first law of binary
mechanics [25–27] up to quadrupolar order, for spinning compact bodies with internal struc-
ture moving along circular orbits. In particular, many of the results that will be established
here will be used in the second article (hereafter Paper II) to give a geometrical derivation of
the first law of compact binary mechanics at dipolar order, as a first step before accounting
for the internal structure of the compact objects.
The remainder of this paper is organized as follows. The gravitational skeleton formalism
that we shall use to model compact objects is reviewed in Sec. II. In Sec. III, this formalism
is applied to a binary system of quadrupolar particles moving along an exactly circular orbit,
and the associated helical Killing field is proven to obey the constraint (1.1). The multipole
moments of the two particles are then shown to be Lie-dragged along the helical Killing field
in Sec. IV. Finally, various conserved quantities associated with the helical isometry are
explored in Sec. V. A large amount of technical material is relegated to appendices. We first
summarize our conventions and notations in App. A. We then review the concepts of bitensor,
parallel propagator, invariant Dirac distribution and Lie derivative in App. B. In App. C, we
recall two important theorems for distributional multipolar expansions, extending the second
theorem to the case of an arbitrary number of multipolar particles. Using those results, the
normal form of a quadrupolar gravitational skeleton is derived in App. D. Finally, we collect
many well-known (and some less known) results on Killing vector fields in App. E.
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II. GRAVITATIONAL SKELETON
In this section, we review the multipolar, “gravitational skeleton” formalism that will be
used throughout this paper to model spinning compact objects. This formalism dates back
to 1937, with the pioneering works of Mathisson [57, 58] and Papapetrou [59], in an attempt
to describe the motion of extended bodies in general relativity, going beyond the test particle
approximation. This work was later made rigorous and systematic by Tulczyjew [60, 61].
Related lines of work were developed during the 70’s by Bailey and Israel [62], who gave a
Lagrangian formulation for the relativistic motion of extended bodies, and by Dixon [63–66]
who introduced a multipole moment formalism for fluid bodies. More recently, Harte [67, 68]
developed a formalism based on generalized Killing vectors, and extended Dixon’s work by
accounting for the self-field of the extended bodies.
A. Newtonian and Einsteinian gravitational skeleton
In the context of Newtonian gravitation, the mass density ρ(t,x) of an arbitrary, extended
body enclosed in a volume B ⊂ R3 generates the Newtonian gravitational potential
U(t,x) =
∫
B
ρ(t,x′)
‖x− x′‖ d
3x′ . (2.1)
Outside of that body, and given some reference point x◦∈B, the gravitational potential (2.1)
can be written as a multipolar expansion over the body’s time-dependent mass multipole
moments I i1···i`(t) ≡ ∫
B
ρ(t,x) (x− x◦)i1 · · · (x− x◦)i` d3x, according to (see e.g. Ref. [69])
U(t,x) =
∞∑
`=0
(−)`
`!
I i1···i`(t) ∂i1···i`‖x− x◦‖−1 . (2.2)
The idea of the gravitational skeleton model is to substitute the smooth mass density ρ,
whose support is the volume B, by a distributional mass density, say ρskel, whose support is
a single point x◦ ∈ B. It is given by a sum of time-dependent multipole moments, according
to
ρskel(t,x) =
∞∑
`=0
(−)`
`!
I i1···i`(t) ∂i1···i`δ(x− x◦) , (2.3)
where δ is the ordinary, 3-dimensional Dirac distribution. As ∇2‖x−x◦‖−1 = −4pi δ(x−x◦),
the multipolar potential (2.2) is a solution of the Poisson equation ∇2U = −4pi ρskel, in the
sense of distributions, for the singular mass density (2.3). The mass density ρskel can be seen
as a particle that is gravitationally equivalent to the original extended body, as it generates
the same gravitational potential U .
In the context of general relativity, by analogy with the Newtonian case, one then substi-
tutes the smooth energy-momentum tensor T ab(x) of an arbitrary fluid ball, whose support
is a worldtube T ⊂M in the spacetime manifold M, by a distributional sum of multipole
moments, say T abskel(x), whose support is restricted to a single worldline γ ⊂ T , just as if the
extended body was “observed from far away” (see Fig. 1). The Ansatz for the gravitational
skeleton is thus written as a covariant multipolar expansion of the type
T abskel(x) =
∞∑
`=0
∇c1···c`
∫
γ
T abc1···c`(y) δ4(x, y) dτ , (2.4)
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FIG. 1. In the multipolar gravitational skeleton model, the smooth energy-momentum tensor T ab of
an extended compact body enclosed in a worldtube T (left) is replaced by the distributional energy-
momentum tensor (2.4) of a particle endowed with a collection of multipoles (T ab, T abc, T abcd, . . . ),
all defined along a worldline γ ⊂ T (right), as if the extended body was “observed from far away.”
where δ4(x, y) is the invariant 4-dimensional Dirac distribution (defined in App. B), with the
four functions yα(τ) parameterizing the worldline γ by the proper time τ , so that ua≡ y˙a(τ) is
the 4-velocity tangent to γ. We also introduced the convenient notation∇c1···c` ≡ ∇c1 · · · ∇c` .
The relativistic multipoles T abc1···c`(y) are defined covariantly along the worldline γ and are
arbitrary at this stage. Physically, the distributional energy-momentum tensor (2.4) may be
interpreted as that of a multipolar point particle.
Most importantly, Geroch and Traschen [70] have proven that, because of the nonlinearity
of the Einstein equation, the concept of a point particle does not make mathematical sense
in general relativity; the closest thing to a point particle in general relativity being a black
hole. However, in the context of approximation methods (e.g. post-Newtonian theory [13]),
the Einstein equation can be coupled to a distributional source such as (2.4) in a meaningful
manner, provided that a regularization scheme (e.g. dimensional regularization [71, 72]) is
used to handle the divergent self-field of each particle. Hence, in this paper, we will always
implicitly assume that such a regularization scheme is being used while evaluating various
tensor fields along the wordline of a multipolar point particle.
B. Tulczyjew’s reduction at quadrupolar order
The Ansatz (2.4) involves an infinite number of degrees of freedom encoded in the infinite
set {T ab, T abc, ...} of multipoles. However, for an extended body of mass m and characteristic
size s, the typical amplitude T` of the 2`-pole T abc1···c` scales as
T` ∼ ms` . (2.5)
In the Newtonian limit, this is easily seen from the definition of the mass multipole moments
I i1···i`(t). On the other hand, the covariant derivatives ∇c1···c` typically scale as 1/r`, where
r is a coordinate measure of the distance to the center-of-mass of the actual extended body.
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Hence, qualitatively, each additional multipole involves an extra factor of s/r ∼ m/r if the
body is compact. As long as r  m, one might thus expect that the main physical features of
a generic compact object are well captured by the first few terms of the multipolar expansion
(2.4), just as in Newtonian gravity.
By truncating the gravitational skeleton at quadrupolar order, i.e., by keeping only the
first three terms in the expansion (2.4), we obtain the Ansatz for the energy-momentum
tensor of a quadrupolar particle as
T ab =
∫
γ
T abδ4 dτ +∇c
∫
γ
T abcδ4 dτ +∇cd
∫
γ
T abcdδ4 dτ , (2.6)
where from now on we will omit the points x ∈M and y ∈ γ, as well as the subscript “skel”
for brevity. We emphasize that the worldline γ and the multipoles T ab, T abc and T abcd are
arbitrary, except for their symmetry with respect to the indices a and b. In particular, these
tensors encode 10 + 40 + 160 = 210 degrees of freedom, for only 10 in T ab. However, as was
shown by Tulczyjew [60], the redundant degrees of freedom can be removed by a process of
“reduction” of the energy-momentum tensor. The general strategy consists in working out
constraints on the multipole moments that appear in the Ansatz (2.6), as a consequence of
the local conservation of energy and momentum,
∇aT ab = 0 . (2.7)
As a result of this reduction, one obtains (i) the reduced form for T ab that does not contain
any redundant degree of freedom, and (ii) equations of evolution for the ten genuine degrees
of freedom that characterize the quadrupolar particle. At dipolar order, this reduction is a
simple consequence of the results presented in App. D. The extension to quadrupolar order
was performed in Ref. [73].
C. Energy-momentum tensor and equations of evolution
If the quadrupolar energy-momentum tensor is to verify the conservation law ∇aT ab = 0,
then, following the reduction process introduced above and reviewed in App. D, there must
exist a vector pa, a rank-2 tensor Sab and a rank-4 tensor Jabcd, all defined along the worldline
γ with unit tangent ua, such that the generic quadrupolar energy-momentum tensor (2.6)
explicitly reads [73]
T ab =
∫
γ
(
u(apb) + 1
3
R
(a
cde J
b)cde
)
δ4 dτ +∇c
∫
γ
u(aSb)c δ4 dτ − 23∇cd
∫
γ
J c(ab)d δ4 dτ . (2.8)
The tensor fields pa, Sab and Jabcd will be refered to as the momentum, spin and quadrupole
of the particle, respectively. The spin Sab is antisymmetric and the quadrupole Jabcd has the
same algebraic symmetries as the Riemann tensor Rabcd. Notice that the 3 + 4 + 6 + 20 = 33
degrees of freedom contained in (ua, pa, Sab, Jabcd) encode more information that T ab itself.
To complete the description of the body, one also needs to (i) specify a physical model for the
quadrupole Jabcd in terms of the source variables (ua, pa, Sab) and the geometry (gab, Rabcd)
along γ, and to (ii) impose a spin supplementary condition, which is equivalent to the choice
of the reference worldline γ within the actual extended body, with respect to which the spin
Sab is defined. This will be discussed below in Secs. II D and II E.
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While performing the reduction of the generic energy-momentum tensor (2.6), one obtains
not only its reduced form (2.8), but also the equations governing the evolution of pa and Sab
along γ,
p˙a =
1
2
R abcd S
bcud − 1
6
J bcde∇aRbcde , (2.9a)
S˙ab = 2p[aub] +
4
3
R
[a
edc J
b]cde , (2.9b)
where the overdot stands for the covariant derivative with respect to the proper time τ , i.e.
p˙a ≡ uc∇cpa. In the equation of motion (2.9a), the force that drives the evolution of the
4-momentum pa involves a spin coupling to curvature and a quadrupolar contribution. This
force is spacelike but not necessarily orthogonal to the 4-velocity, since p˙aua = −16J bcdeR˙bcde.
The equation of precession (2.9b) shows that the torque that drives the evolution of the spin
tensor Sab has two contributions as well. The first one vanishes if, and only if, pa is colinear
to ua, while the second one is of quadrupolar nature.
Next, from the variables ua, pa and Sab, we introduce three positive scalar fields along γ:
the rest mass m, the dynamical mass µ and the spin amplitude S, which read
m ≡ −paua , µ2 ≡ −papa and S2 ≡ 1
2
SabSab . (2.10)
In general, none of these scalar fields is conserved along γ, and the masses m and µ need not
coincide [73]. However, as we shall prove later in Sec. V B, in the case of a binary system of
quadrupolar particles moving on a circular orbit, m, µ and S are conserved for each particle.
Finally, contracting Eq. (2.9b) with ub readily implies the momentum-velocity relationship
pa = mua − S˙abub + 4
3
R
[a
edc J
b]cdeub . (2.11)
The 4-momentum pa = pakin+p
a
hid is the sum of the timelike kinematic momentum p
a
kin ≡ mua
and of the spacelike hidden momentum (see e.g. Ref. [74]) pahid ≡ habpb, such that uapahid = 0,
where we introduced the projector orthogonal to ua,
hab ≡ gab + uaub . (2.12)
The energy-momentum tensor (2.8) and the equations of evolution (2.9) are recovered by
all the formalisms that model extended compact objects by means of multipolar expansions;
see e.g. Refs. [62, 73, 75, 76]. Those equations summarize the gravitational skeleton model of
compact bodies at quadrupolar order, and they will form the basis of much of the calculations
in this series of papers.
D. Rotationally-induced and tidally-induced quadrupole
Up to dipolar order, the dynamics of a spinning compact object is universal, in the sense
that that the equations of evolution (2.9) with Jabcd = 0 can be used to model the motion and
spin precession of both black holes and neutrons stars. However, this property of universality
is lost at the next quadrupolar order, as the internal structure of the compact body appears
through the quadrupole tensor Jabcd, whose proper time evolution is not driven by a dynamic
equation analogous to (2.9). Rather, a physical model for Jabcd has to be specified.
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In this series of articles, we are interested in binary systems of spinning compact objects
with internal structure, in the sense that we account for some of the physical effects related
to their extended nature. Our model considers two such effects, encoded into the quadrupole
tensor Jabcd of each body: a spin-induced component coming from the body’s proper rotation,
and a tidally-induced component coming from the gravitational influence of its companion.
On the one hand it has been shown [75–79] that any spinning compact body has an O(S2)
spin-induced quadrupole tensor
Jabcdspin =
3κ2
m
u[aSb]eS [ce u
d] , (2.13)
where κ2 is a dimensionless constant that measures the quadrupolar “polarisability” of the
body induced by its proper rotation, and such that κ2 = 1 for an isolated (i.e. Kerr) black
hole [80, 81] and κ2 ∼ 4− 8 for a neutron star [82–84], depending on the equation of state.
On the other hand, under the effect of their mutual gravitational interaction, both com-
pact objects also carry a tidally-induced quadrupole tensor [85–88]
Jabcdtidal = 3µ2 u
[aEb][cud] − 2σ2 u[aBb]fεcdefue − 2σ2 u[cBd]fεabefue , (2.14)
where µ2 and σ2 are dimensionful constants that measure the quadrupolar “polarisability” of
each compact body, respectively induced by the gravito-electric and gravito-magnetic tidal
fields of the companion,
Eab ≡ Racbducud and Bab ≡ ?Racbducud , (2.15)
which are both symmetric and orthogonal to ua, where ?Rabcd ≡ 12ε efab Refcd is the self-dual
of the Riemann tensor, εabcd being the canonical volume form associated with the metric gab.
The so-called quadrupolar “tidal Love numbers” µ2 and σ2 vanish for a nonspinning black
hole [89–92]. For a nonspinning neutron star of areal radius R,
µ2 =
2
3
R5k2 and σ2 =
1
48
R5j2 , (2.16)
with k2 ∼ 0.05−0.15 and |j2| . 0.02, depending on the equation of state [89, 90]. The effect
of the spin of the compact objects on the tidal Love numbers was explored in Refs. [93–97].
The quadrupole model (2.14) assumes that each compact object responds adiabatically and
linearly to the tidal field induced by the orbiting companion. A more realistic model would
include a dynamical response of the body to the applied tidal field (see e.g. Refs. [98, 99])
and would account for nonlinear tidal effects (see e.g. footnote 2 in Ref. [86]).
E. Spin supplementary condition
Consider for now an extended body, whose support is a worldtubeT , as well as a reference
worldline γ◦ ⊂ T , with unit timelike tangent va. The body’s momentum pa and spin Sab can
be defined as surface integrals over the energy-momentum distribution, the later depending
also on the choice of reference worldline γ◦ [66, 100]. The six degrees of freedom encoded in
the spin tensor Sab can equivalently be encoded in two spacelike vectors Sa and Da, both
orthogonal to va, according to
Sab = εabcdvcSd + 2D
[avb] ⇐⇒
{
Sa ≡ −1
2
εabcdvbScd ,
Da ≡ −Sabvb .
(2.17)
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Physically, the vector Da can be interpreted as the body’s mass dipole moment, as measured
by an observer with 4-velocity va, i.e., with respect to the reference worldline γ◦, while Sa
can be interpeted as the body’s spin with respect to that wordline [101].
We now go back to the quadrupolar particle described by (2.8)–(2.9). In a given basis, the
equations of evolution (2.9) are equivalent to a system of 10 ordinary differential equations
for 13 unknowns, namely the 4 + 6 + 3 = 13 independent components of pα(τ), Sαβ(τ) and
uα(τ). (Having specified a physical model for the quadrupole Jabcd, its components Jαβγδ(τ)
are known functions of uα(τ), pα(τ) and Sαβ(τ).) Since we did not specify the worldline γ
representing the body, it is not surprising that such under-determinacy should occur in the
gravitational skeleton model. To obtain a well-posed problem, three additional constraints
on the spin tensor, known as a spin supplementary condition (SSC), thus have to be imposed,
equivalent to the choice of the reference wordline γ◦ with tangent va for the actual extended
body. These constraints take the form Sabfb = 0, where f
a is a timelike vector. In paper II,
we shall adopt the so-called Frenkel-Mathisson-Pirani SSC
Sabub = 0 , (2.18)
which states that the mass dipole Da with respect to the wordline γ vanishes, or equivalently
that the spin vector Sa in Eq. (2.17) is orthogonal to the 4-velocity ua. This natural choice
of SSC is primarily motivated by the fact that the first law of compact binary mechanics to
be derived in Paper II will take its simplest form if (2.18) holds. Moreover, as we shall prove
in the next Sec. III, for circular orbits the 4-velocity of each particle is necessarily tangent
to the generator ka of the helical Killing symmetry. For such orbits, the SSC (2.18) will thus
be equivalent to the geometrically-motivated, algebraic constaint
Sabkb = 0 . (2.19)
Other choices of SSC are of course possible, such as the Tulczujew-Dixon SSC Sabpb = 0. See
for instance Refs. [101–103] for reviews of their well-posedness and physical interpretations.
III. QUADRUPOLAR PARTICLES AND HELICAL KILLING ISOMETRY
From now on, we shall consider a binary system of spinning compact objects with internal
structure, modelled in the multipolar gravitational skeleton framework that was introduced
in the previous section, up to quadrupolar order. Except for the occurrence of a slow gradual
inspiral driven by gravitational radiation-reaction, the orbits of (stellar mass) compact bi-
naries can be considered to be circular, to a good degree of approximation. Mathematically,
the approximation of an exactly closed circular orbit translates into the existence of a helical
Killing vector field ka, along the orbits of which the spacetime geometry is invariant. Such
a Killing field takes the form [25, 104]
ka = ta + Ωφa , (3.1)
where ta is timelike and φa is spacelike with integral curves of parameter lenght 2pi, while Ω
is a constant that can be interpreted as the circular-orbit angular velocity of the binary. We
emphasize that neither ta nor φa is a Killing field. The normalization of the helical Killing
field (3.1) is chosen so that kata → −1 at infinity. See Paper II for more details.
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As established in App. E, the energy-momentum tensor T ab must be invariant along the
integral curves of any Killing vector field. Consequently, for a binary system of quadrupolar
particles moving along an exactly closed circular orbit, we have
LkT ab = 0 . (3.2)
Since the support of T ab is restricted to the two worldlines of the quadrupolar particles, say
γ1 and γ2, we expect these worldlines to reflect the isometry generated by k
a. More precisely,
for each particle i∈{1, 2}, we expect ka to be colinear to the tangent 4-velocity uai along γi.
We shall establish this central result in this section.
A. Lie-dragging constraints on the multipoles
To do so, it will be more convenient to use the generic form (2.6) of the energy-momentum
tensor, rather than the reduced form (2.8), for each quadrupolar particle. Hence, our starting
point is the energy-momentum tensor of a binary system of quadrupolar particles in the form
T ab =
∑
i
{∫
γi
T abi δi4 dτi +∇c
∫
γi
T abci δi4 dτi +∇cd
∫
γi
T abcdi δi4 dτi
}
, (3.3)
where we introduced the shorthand δi4 ≡ δ4(x, yi). More precisely, we shall use the normal
form associated with Eq. (3.3), which is obtained by performing an orthogonal decomposition
of the multipoles T abi , T abci and T abcdi with respect to the 4-velocity uai . Using the formula
(D2), the energy-momentum tensor (3.3) can be written in the alternative form
T ab =
∑
i
{∫
γi
T abi δ
i
4 dτi +∇c
∫
γi
T abci δ
i
4 dτi +∇cd
∫
γi
T abcdi δ
i
4 dτi
}
, (3.4)
where the dipole and quadrupole moments now obey the constraints T abci u
i
c = 0, T
ab[cd]
i = 0
and T abcdi u
i
d = 0. The fact that such a normal form always exists and is unique is one of the
two theorems of Tuclzyjew, which are reviewed in App. C 1 and C 2. As shown in App. D,
the multipole moments appearing in Eq. (3.4) are explicitly given by
T abi ≡ T abi −
(T abui − (T abuui )˙+ 2T ab(cu)i u˙ic)˙ +R (acde (2T b)eudˆi uci − T b)ecˆdˆi ) , (3.5a)
T abci ≡ T abcˆi − 2
(T ab(du)i )˙hci d − T abuui u˙ci , (3.5b)
T abcdi ≡ T ab(cˆdˆ)i , (3.5c)
where, for each particle, the upper index u denotes a contraction with ua, e.g. T abui ≡ T abci uc,
and the hat above an index denotes a contraction with the orthogonal projector (2.12), e.g.
T abcˆi ≡ T abdi hcd.
Heuristically, one expects that the Lie-dragging along ka of T ab, Eq. (3.2) above, implies
some differential relationships obeyed by the multipoles T abi , T
abc
i and T
abcd
i that appear in
Eq. (3.4). However, these multipoles are merely defined along γi. To define them as tensor
fields off these worldlines, we introduce some smooth extensions T˜ abi , T˜
abc
i and T˜
abcd
i . Such
an extension can be chosen freely. Here, it is defined by parallel propagation along spacelike
10
geodesics perpendicular to γi. Therefore, for each particle, in a normal neighborhood of a
given point y ∈ γ, we define the extensions
T˜ ab(x) ≡ gaa′(x, y) gbb′(x, y)T a
′b′(y) , (3.6a)
T˜ abc(x) ≡ gaa′(x, y) gbb′(x, y) gcc′(x, y)T a
′b′c′(y) , (3.6b)
T˜ abcd(x) ≡ gaa′(x, y) gbb′(x, y) gcc′(x, y) gdd′(x, y)T a
′b′c′d′(y) , (3.6c)
where the bitensor gaa′(x, y) is the parallel propagator from y to x (see App. B 2). As shall be
proven in the next Sec. III B, the final results will not depend upon this particular choice of
extension. Owing to the presence of the invariant Dirac functional δ4(x, yi) in each integral
in Eq. (3.4), we may replace the multipoles by their smooth extensions (3.6) there. Taking
the Lie derivative along ka on both sides and using Eq. (3.2), as well as the property (B18)
and the commutation (E12) of the Lie and covariant derivatives, we readily obtain∑
i
{∫
γi
L abi δ
i
4 dτi +∇c
∫
γi
L abci δ
i
4 dτi +∇cd
∫
γi
L abcdi δ
i
4 dτi
}
= 0 , (3.7)
where we introduced the notation L abi ≡ LkT˜ abi , L abci ≡ LkT˜ abci and L abcdi ≡ LkT˜ abcdi for
the Lie derivatives of the smoothly extended multipoles.
The multipolar sums in Eq. (3.7) are not in normal form: the multipoles L abci and L
abcd
i
have the right algebraic symmetries, but they need not be orthogonal to uic. However, thanks
to the Thm. 1 in App. C 1, this normal form exists and is unique, and as shown in App. D
it reads∑
i
{∫
γi
[
L abi −
(
L abui +L
abcu
i u˙
i
c − (L abcui )˙uic
)
˙ + 2R
(a
cde L
b)eudˆ
i u
c
i
]
δi4 dτi
+∇c
∫
γi
[
L abcˆi − 2(L abdui )˙hci d −L abuui u˙ci
]
δi4 dτi +∇cd
∫
γi
L abcˆdˆi δ
i
4 dτi
}
= 0 . (3.8)
Those multipolar sums are now in normal form, so that, according to Thm. 2 in App. C 2,
each integrand must be identically equal to zero along γi. This implies the constraints
L abi =
(
L abui +L
abcu
i u˙
i
c − (L abcui )˙uic
)
˙ − 2R (acde L b)eudˆi uci , (3.9a)
L abci = −L abui uci + 2(L abdui )˙hci d +L abuui u˙ci , (3.9b)
L abcdi = −L abuui uciudi + 2L abu(dˆi uc)i . (3.9c)
These constraints will be central to prove, in the next subsection, that quadrupolar particles
do follow helical Killing trajectories.
B. Quadrupolar particles follow Killing trajectories
Let fab denote a tensor field with compact support V ⊂M that is smooth on the interior
V ◦ of V . The Lie dragging (3.2) of the distributional energy-momentum tensor (3.4) implies
that
∫
V
fabLkT ab dV = 0, where dV is the invariant 4-volume element. Therefore, by using
the Leibniz rule on the Lie derivative, we readily obtain∫
V
Lk(T abfab) dV =
∫
V
T abLkfab dV . (3.10)
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The integral appearing in the left-hand side of Eq. (3.10) is easily shown to vanish, as follows.
By using the definition of the Lie derivative of a scalar field, together with ∇ckc = 0, and
applying Stokes’ theorem together with fab = 0 on the boundary ∂V , we have∫
V
Lk(T abfab) dV =
∫
V
∇c(kcT abfab) dV =
∮
∂V
T abfab k
cdΣc = 0 , (3.11)
where dΣc is the surface element orthogonal to ∂V . Next, we substitute the expression (3.4)
of the binary’s quadrupolar energy-momentum tensor, in normal form, into the integral that
appears in the right-hand side of Eq. (3.10). After commuting the integrals over V and γi,
integrating by parts, using Stokes’ theorem and the compact-supported nature of the tensor
fab, as well as the defining property (B6) of the invariant Dirac distribution, we obtain∫
V
T abLkfab dV =
∑
i
∫
γi
(
T abi Lkfab −T abci ∇cLkfab +T abcdi ∇cdLkfab
)
dτi . (3.12)
On the one hand, from the result (E12) we may commute the covariant and Lie derivatives
in the second and third terms in the right-hand side of (3.12). On the other hand, we notice
that T abi = T˜
ab
i along γi, and similarly for T
abc
i and T
abcd
i , so that the multipoles can be
replaced by their smooth extensions (3.6) off γi. Combined with Eqs. (3.10) and (3.11), the
formula (3.12) then implies∑
i
∫
γi
(
T˜ abi Lkfab − T˜ abci Lk∇cfab + T˜ abcdi Lk∇cdfab
)
dτi = 0 . (3.13)
Applying the Leibniz rule to the Lie derivatives in the integrand and recalling the notation
L ≡ LkT˜ , the formula (3.13) now implies∑
i
∫
γi
Lk
(
T˜ abi fab − T˜ abci ∇cfab + T˜ abcdi ∇cdfab
)
dτi
=
∑
i
∫
γi
(
L abi fab −L abci ∇cfab +L abcdi ∇cdfab
)
dτi
=
∑
i
∫
γi
[
L abui fab − (L abcdi fab)˙uicuid − 2L abuci ∇cfab
]
˙ dτi = 0 , (3.14)
where we have used the constraints (3.9) in the second equality and the fact that fab has a
compact support in the last equality. Equation (3.14) must hold for any fab with compact
support V and smooth on V ◦. In particular, it must hold for all tensor fields fab whose sup-
port excludes either γ1 or γ2, such that both proper time integrals in (3.14) must identically
vanish. Therefore, for all i ∈ {1, 2}, we have established that∫
γi
Lkfi dτi = 0 , where fi ≡ T˜ abi fab − T˜ abci ∇cfab + T˜ abcdi ∇cdfab . (3.15)
Clearly, having ka ∝ uai along γi is a sufficient condition for Eq. (3.15) to hold for any fab.
Indeed, ka∝uai implies Lkfi = ka∇afi ∝ f˙i, and the integral of f˙i(τi) over γi vanishes because
fi has compact support. We now argue that k
a ∝ uai along γi is also a necessary condition
for Eq. (3.15) to hold for all fab.
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We summarize here the idea behind the proof and relegate the details to App. C 3. First,
we perform an orthogonal decomposition of ka with respect to the tangent 4-velocity uai to
γi, according to k
a|γi = ziuai +wai , where zi ≡ −kauia and wai ≡ hai bkb. With these notations,
the integrand in Eq. (3.15) becomes Lkfi = zif˙i + wai∇afi. Second, we let F denote the set
of scalar fields fi given by Eq. (3.15), with fab of compact support V and smooth on V ◦.
We now consider the following proposition:
∀fi ∈ F ,
∫
γi
(zif˙i + w
a
i∇afi) dτi = 0 =⇒ ∀y ∈ γi ,
{
z˙i(y) = 0 ,
wai (y) = 0 .
(3.16)
Proposition (3.16) is most easily proved by contraposition. More precisely, one assumes that
z˙i 6= 0 or wai 6= 0 at some point along γi and shows that, consequently, there exists an fi ∈ F
such that the integral on the left-hand side is nonzero; see App. C 3 for details. Since this
result holds for any 4-volume V chosen initially, we conclude that z˙i = 0 and wai = 0 at any
point along γi. Consequently, the expansion of k
a along γi simply reads k
a|γi = ziuai , with zi
constant along γi. This is one of the most important results in this paper.
C. Detweiler redshift parameter
In the last paragraphs we have proven that if the energy-momentum tensor T ab describes
a pair of quadrupolar particles moving along a circular orbit, then its Lie-dragging LkT ab = 0
along the helical Killing field ka implies that for any particle i ∈ {1, 2} of the system, there
exists a constant scalar field zi defined on γi such that
∀y ∈ γi , ka(y) = ziuai (y) . (3.17)
In other words, ka is tangent to the worldlines of both particles, or equivalently γ1 and γ2 are
integral curves of the helical Killing field ka. Moreover, since uai and k
a|γi are both timelike
and future-directed, the constant zi is strictly positive along γi. That the helical Killing field
(3.1) should be colinear to the particles’ 4-velocities makes perfect physical sense, because
the support of the helically symmetric energy-momentum tensor (3.3) is restricted to the
worldlines γ1 and γ2.
Following Detweiler’s seminal work [19], the scalar field zi has been coinced the “redshift”
parameter/variable, e.g. in Refs. [20, 30, 31, 44, 56]. Contracting (3.17) with uia and taking
the norm of (3.17) yields two simple expressions for the redshift:
zi = −uai ka and zi = |k|i ≡ (−kaka)1/2|γi . (3.18)
In particular, the redshift coincides with the norm of ka along γi. Since the norm of a Killing
field is necessarily conserved along its integral curves (see App. E), the redshift zi must be
conserved along γi. Indeed, the constraint (3.17) and Killing’s equation (E1) imply
ziz˙i = −12 uai∇a(kbkb) = −uai kb∇akb = −ziuai ubi∇(akb) = 0 . (3.19)
This is consistent with the result (3.16). The conserved redshift (3.18) is not to be confused
with the Killing energy of the quadrupolar particle, which will be defined in Sec. V A below.
We stress that (3.17) holds irrespective of a choice of SSC for the spins Sabi of the particles,
and irrespective of a particular physical model for the quadrupoles Jabcdi . Moreover, while
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we have established this result at the quadrupolar order, we expect it to hold at any order
in the multipolar expansion (2.4). In particular, at the monopolar order it is a classical
result that the solutions to the equations of motion (2.9a) for nonspinning massive particles
are timelike geodesics. Equation (3.17) thus implies that the integral curves of the helical
Killing vector along γi must be timelike geodesics in this case.
Finally, we note that the constraint (3.17) implies that for any scalar field f defined along
γi, the Lie derivative along k
a simply reduces, up to a factor of the constant redshift (3.18),
to the ordinary derivative with respect to proper time τi along γi, namely
Lkf |γi = zif˙ = zi
df
dτi
. (3.20)
Introducing a spherical-type coordinate system (t, r, θ, φ) adapted to the helical Killing sym-
metry, such that ka = (∂t)
a + Ω (∂φ)
a holds everywhere (or at least in a neighborhood of γi),
the coordinate components of the 4-velocity uai simply read u
α
i =z
−1
i (1, 0, 0,Ω). In particular,
zi = dτi/dt such that Eq. (3.20) reduces to
Lkf |γi =
df
dt
. (3.21)
IV. LIE-DRAGGING OF VELOCITY, MOMENTUM, SPIN AND QUADRUPOLE
Thanks to the colinearity (3.17) of the helical Killing field (3.1) and the tangent 4-velocity
to the worldline γi, the Lie derivative along k
a of any tensor field defined solely along γi is well
defined. In particular, Lkuai , Lkpai , LkSabi and LkJabcdi are well-defined tensor fields along γi.
In this section, we shall omit the subscript i ∈ {1, 2} whenever an equation applies for both
particles. We shall establish that the 4-velocity ua, momentum pa, spin Sab and quadrupole
Jabcd of each particle are Lie-dragged along the helical Killing field ka, as expected given the
Lie-dragging (3.2) of the energy-momentum tensor of the binary system.
A. Lie-dragging of velocity and related identities
Taking the covariant derivative of Eq. (3.17) along γ readily gives k˙a = zu˙a, because the
redshift z is constant. Using Eq. (3.17), this equation can be rewritten as ub∇bka = kb∇bua,
which is equivalent to
Lkua = 0 . (4.1)
Therefore, the 4-velocity ua is Lie-dragged along ka|γ = zua. Together with the Lie-dragging
Lkgab = 0 of the metric, the formula (4.1) implies that the projector hab = gab + uaub is also
Lie-dragged along ka, namely
Lkhab = 0 . (4.2)
Moreover, for any tensor field T a1···ak b1···bl of type (k, l), we may combine Eq. (4.1) with the
commutation (E12) of the Lie and covariant derivatives, together with the Leibnitz rule, to
establish that
LkT˙ a1···ak b1···bl =
(LkT a1···ak b1···bl)˙ , (4.3)
i.e., the Lie derivative along ka commutes with the covariant derivative along γ. This general
result will prove useful in Sec. V B below.
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B. Lie-dragging of momentum, spin and quadrupole
Our next objective is to establish that, for each particle, the momentum pa, spin Sab and
quadrupole Jabcd are Lie-dragged as well. We shall introduce the following notations for the
Lie derivatives along ka of these multipoles:
pia ≡ Lkpa , Σab ≡ LkSab and Θabcd ≡ LkJabcd . (4.4)
Our starting point is the reduced form (2.8) of the energy-momentum tensor of a quadrupolar
particle. Using the Lie-dragging (3.2) of the energy-momentum tensor of a binary system of
quadrupolar particles moving on a circular orbit, we obtain
0 =
∑
i
{∫
γi
[
u
(a
i pi
b)
i +
1
3
R
(a
cde Θ
b)cde
i
]
δi4 dτi
+∇c
∫
γi
u
(a
i Σ
b)c
i δ
i
4 dτi − 23∇cd
∫
γi
Θ
c(ab)d
i δ
i
4 dτi
}
, (4.5)
where we have used the Lie-dragging (4.1), (B18) and (E16) of the velocities uai , the invariant
Dirac functional δ4(x, yi) and the Riemann tensor R
d
abc , as well as the commutation (E12)
of the Lie and covariant derivatives. Next, we may bring Eq. (4.5) into its normal form, just
like the energy-momentum tensor (3.3) was brought into its normal form (3.4)–(3.5). From
Tulczyjew’s second theorem (see App. C 2), we then obtain constraints on the Lie-dragged
multipoles piai , Σ
ab
i and Θ
abcd
i , which read for each particle
u(apib) =
(
u(aΣb)u
)
˙− 1
3
R
(a
cde Θ
b)cde + 2
3
(
Θu(ab)u
)¨
+ 4
3
R
(a
cde Θ
b)(dˆu)euc , (4.6a)
u(aΣb)cˆ = −4
3
(
Θd(ab)u
)
˙hcd − 23Θu(ab)uu˙c , (4.6b)
Θcˆ(ab)dˆ = 0 . (4.6c)
These equations are the reduced form of the more general Eqs. (3.9). Let us now establish
that Eqs. (4.6) imply the vanishing of the Lie-dragged multipoles (4.4).
We start by showing that (4.6c) implies Θabcd = 0. To this end, we perform an orthogonal
decomposition of Θabcd with respect to the 4-velocity ua, with help of the orthogonal projector
(2.12). Thanks to the algebraic symmetries of Θabcd, namely those of the Riemann curvature
tensor, this decomposition simply reads
Θabcd = Θˆabcd + 2u[aΦb]cd + 2u[dΦc]ba − 4u[aΨb][cud] , (4.7)
where the tensors Θˆabcd ≡ Θaˆbˆcˆdˆ, Φabc ≡ Θaˆubˆcˆ and Ψab ≡ Θaˆubˆu are all orthogonal to ua. We
then symmetrize (4.7) with respect to the indices b and c, and contract it with the projector
heah
f
d, so that Eq. (4.6c) implies
Θˆc(ab)d + 2Φ(cd)(aub) − uaubΨcd = 0 . (4.8)
Contracting (4.8) with uaub and uah
e
b gives Ψ
ab = 0 and Φabc = 0, respectively. Substituting
these equations back into (4.8) yields the third constraint Θˆa(bc)d = 0. Finally, substituting
these three constraints into the decomposition (4.7) gives
Θabcd = Θˆa[bc]d , (4.9)
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which implies Θa(bc)d = 0. Combined with the other algebraic symmetries of Θabcd, namely
those of the Riemann curvature tensor, this readily implies that Θabcd vanishes identically.
We have thus proven that
Θabcd ≡ LkJabcd = 0 , (4.10)
so that the quadrupole of each particle is Lie-dragged along its worldline.
Given Eq. (4.10), the system (4.6) simplifies drastically, as it reduces to that for a dipolar
particle, namely
u(apib) =
(
u(aΣb)u
)
˙, (4.11a)
u(aΣb)cˆ = 0 . (4.11b)
Contracting Eq. (4.11b) with hdaub and uaub implies Σ
abhcah
d
b = 0 and Σ
abhcaub = 0, respec-
tively. Since Σabuaub = 0 by the antisymmetry of Σ
ab, we conclude that all the contributions
to the orthogonal decomposition of Σab with respect to ua vanish. Consequently, we have
shown that
Σab ≡ LkSab = 0 , (4.12)
so that the spin of each particle is Lie-dragged along its worldline. Finally, we may substitute
Eq. (4.12) into (4.11a) and contract with hcaub and uaub to obtain pi
ahba = 0 and pi
aua = 0.
We thus conclude that
pia ≡ Lkpa = 0 , (4.13)
so that the 4-momentum of each particle is Lie-dragged along its worldline. Notice that the
physical models (2.13) and (2.14) for a rotationally-induced or tidally-induced quadrupole
are consistent with the Lie-dragging of ua, pa, Sab and Jabcd. We naturally expect that the
results (4.10), (4.12) and (4.13) extend to an arbitrary multipolar order in the gravitational
skeleton formalism that was reviewed in Sec. II. Together with Eq. (E14), the Lie-dragging
(4.1) and (4.12) of the 4-velocity and spin tensor readily imply the Lie-dragging of the spin
vector and mass dipole moment (2.17):
LkSa = 0 and LkDa = 0 . (4.14)
C. Algebraic constraints on the multipoles
Finally, we discuss an interesting consequence of the Lie-dragging (4.13) and (4.12) of the
momentum pa and spin Sab, in light of the helical constraint (3.17). Combining Eqs. (3.17)
and (E1), the formulas (4.13) and (4.12) can be rewritten as
zp˙a = p
c∇cka = −pc∇akc , (4.15a)
zS˙ab = 2S
c
[a∇b]kc = 2∇ck[aScb] . (4.15b)
By combining those Lie-dragging equations with the equations of evolution (2.9), while using
the helical constraint (3.17), we obtain the following relations that must be satisfied by the
momentum, spin and quadrupole of each particle:
pc∇cka = 1
2
RbcdaS
bckd − 1
6
zJ bcde∇aRbcde , (4.16a)
Sc[a∇b]kc = p[akb] +
2
3
zRedc[aJ
cde
b] . (4.16b)
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Assuming that the spacetime geometry is known, so that (ka,∇akb, Rabcd,∇aRbcde) are known,
and given a physical model for the quadrupole Jabcd, e.g. Eqs. (2.13) or (2.14), the relations
(4.16) are a set of ten algebraic equations for the ten unknowns pα and Sαβ. Interestingly, by
recalling the Kostant formula (E6) and the expression (3.18) for the redshift z, the formula
(4.16b) appears schematically (getting read of all tensorial indices and numerical prefactors)
as a multipolar identity of the form
p k + S∇k + J ∇∇k = 0 , (4.17)
while (4.16a) has a similar multipolar structure, with an additional overall covariant deriva-
tive. It would be interesting to see if this pattern extends at higher multipolar orders, and
to assess whether it carries or not any deeper meaning.
V. CONSERVED QUANTITIES
In this final section, we explore the various conserved quantities associated with the isom-
etry generated by the helical Killing field (3.1). In particular, given the Lie-dragging along
ka of the 4-velocity, 4-momentum, spin and quadrupole tensor of each particle established
in Sec. IV B, the result (3.20) implies that any scalar field that is constructed out of the
particle’s variables (ua, pa, Sab, Jabcd) and the spacetime geometry (gab, k
a, Rabcd, . . . ) will be
conserved along γ.
A. Killing energy
For a generic Killing vector field ξa, i.e., for a Killing vector field that does not necessarily
statisfy the helical constraint (3.17), the Killing energy of a particle with momentum pa and
spin Sab is defined as
Eξ ≡ paξa + 1
2
Sab∇aξb . (5.1)
At the dipolar order, this linear combination of pa and Sab is easily seen to be conserved by
substituting the equations of evolution (2.9) with Jabcd = 0 into the expression for E˙ξ and by
using Killing’s equation (E1) and the Kostant formula (E6). Remarkably, the conservation
of the Killing energy (5.1) holds beyond the dipolar order. Indeed, it can be shown that the
scalar (5.1) is a constant of motion for an arbitrary extended body endowed with an infinite
set of multipole moments [68, 84, 100, 105].
In general, however, neither the monopolar contribution, nor the dipolar contribution to
the Killing energy (5.1), say
E
(p)
ξ ≡ paξa and E(S)ξ ≡
1
2
Sab∇aξb , (5.2)
will be separately conserved. For example, if ta and φa denote the usual Killing vector fields
associated with the stationary and axisymmetry of the Kerr geometry, then a test spinning
particle orbiting a spinning black hole has a conserved energy −Et and a conserved angular
momentum Eφ, but the monopolar and dipolar contributions {E(p)t , E(S)t } and {E(p)φ , E(S)φ }
to Et and Eφ are not separately conserved.
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However, in our case the helical nature of the Killing field ka implies the constraint (3.17),
from which we readily derive the exact conservation laws
zE˙
(p)
k = Lk(paka) = (Lkpa)ka + paLkka = 0 , (5.3a)
2zE˙
(S)
k = Lk(Sab∇akb) = (LkSab)∇akb + SabLk∇akb = 0 , (5.3b)
where we used Eqs. (4.12)–(4.13) and the identity Lk∇akb = ∇aLkkb = 0 (see App. E). So,
in our physical setup, the monopolar and dipolar contributions to the Killing energy Ek are
separately conserved, irrespective of a particular choice of SSC. In particular, by combining
Eq. (3.17) with the definition (2.10) of the particle’s rest mass, the monopolar contribution
to the Killing energy is easily seen to coincide with the redshifted rest mass:
E
(p)
k = p
aka = −mz . (5.4)
This expression is indeed consistent with the conservation (3.19) and (5.5) of z and m. The
separate conservation of E
(p)
k and E
(S)
k is a consequence of the constraint (3.17) on the helical
Killing field, which must be satisfied here because both particles act as a source of spacetime
curvature, contrary to the case of a spinning test particle in the Kerr black hole geometry,
for which there exists no relationship (for a generic orbit) between the velocity ua of the test
particle and the Killing fields ta|γ and φa|γ along the particle’s wordline γ.
B. Other geometrically conserved quantities
Equations (4.1), (4.12) and (4.13) readily imply the Lie-dragging along ka of the scalar
norms (2.10). Combined with the identity (3.20) we conclude that the rest mass m = −paua,
the dynamical mass µ2 = −papa and the spin amplitude S2 = 12SabSab are all conserved along
γ, irrespective of a choice of SSC, i.e.
m˙ = 0 , µ˙ = 0 and S˙ = 0 . (5.5)
Moreover, as shown in App. E 1, Killing’s equation implies the identity kc∇cka = −12∇a(kckc).
When evaluated along γ, this yields z2u˙a =
1
2
∇a|k|2|γ = z∇a|k|, where we used Eqs. (3.17)–
(3.19), and the fact that ka is necessarily timelike in a neighborhood of γ. The 4-acceleration
can thus be expressed in terms of the gradient of the norm of the helical Killing field as
u˙a = ∇a ln |k| . (5.6)
Contracting with ua we find that |k|γ = z is conserved along γ, as established in Sec. III C.
Moreover, by applying the general result (4.3) to the particular case of the 4-velocity ua
of a given particle, while making use of the Lie-dragging (4.1) of ua, we readily obtain the
Lie-dragging along ka of the 4-acceleration:
Lku˙a = 0 . (5.7)
More precisely, the general result (4.3) should be applied to an extension u˜a of ua in a neigh-
borhood of γ, as in (3.6). This result can alternatively be derived by taking the Lie derivative
along ka of the expression (5.6) of the 4-acceleration, as Lk∇a ln |k| = ∇aLk ln |k| = 0. The
formula (5.7) is equivalent to
zu¨a = u˙
c∇cka , (5.8)
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which contracted with the 4-acceleration implies u˙au¨a=0, thanks to Killing’s equation (E1).
Thus, the norm of the acceleration is conserved, in addition to that of the velocity. Moreover,
contracting (5.8) with ua and using Killing’s equation along with the helical constraint (3.17)
with z constant implies uau¨a = −u˙cu˙c, so that
u˙au˙a = −u¨aua = const. (5.9)
The same argument holds for the rates of change of any Lie-dragged quantity. In particular,
p˙ap˙a, S˙
aS˙a, D˙
aD˙a, S˙
abS˙ab and J˙
abcdJ˙abcd are all constant along γ.
Finally, using the Kostant formula (E6) together with the constraint (3.17), we can easily
show that ∇akb is conserved along γ, according to
(∇akb)˙ ≡ uc∇c∇akb = −ucRabcdkd = −zRab(cd)ucud = 0 . (5.10)
As will be shown in Paper II, the conserved norm |∇k|γ of the conserved 2-form ∇akb|γ is
very closely related to the precession frequency of the spin vector Sa that was introduced in
Sec. II E, and which has been used extensively to compare post-Newtonian and gravitational
self-force calculations [106–111], and to calibrate effective one-body models [112].
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Appendix A: Summary of conventions and notations
Our sign conventions are those of [113]. In particular, the metric signature is (−,+,+,+),
the Riemann tensor satisfies 2∇[a∇b]ωc = R dabc ωd for any 1-form ωa, and the Ricci tensor is
defined by Rab = R
c
acb . Abstract indices are denoted using letters (a, b, c, . . . ) from the be-
ginning of the Latin alphabet, while Greek letters (α, β, γ, . . . ) denote tensor components in
a given basis. Capital Latin letters (K,M,N, . . . ) denote multi-indices of length k,m, n, . . . ,
and the Roman subscript i ∈ {1, 2} is used to denote the particles in the binary. Throughout
this paper we use geometrized units such that G = c = 1. For the convenience of the reader,
a list of the symbols used most frequently is given in Tab. I.
Appendix B: Generalities on bitensors and their Lie derivatives
In this appendix we shall briefly review the concepts of bitensor, coincidence limit, parallel
propagator, invariant Dirac functional and Lie derivative operator. We shall then prove that
the Lie derivative of the invariant Dirac distribution along the flow of a Killing field vanishes
identically. The reader is referred to, e.g., Ref. [114] for more details on those notions.
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TABLE I. List of frequently used symbols.
Symbol Description Definition
Sets
M spacetime manifold
V a 4-volume in M
γ particle worldline
x, x′ points in M
y, y′ points on γ
Geometry
gab metric tensor
∇a covariant derivative
εabcd canonical volume form
Rabcd Riemann curvature tensor
Particle
τ proper time
ua 4-velocity
u˙a 4-acceleration
pa 4-momentum
Sab spin tensor
Jabcd quadrupole tensor
T ab energy-momentum tensor (2.8)
hab projector orthogonal to u
a (2.12)
δ4 invariant Dirac distribution (B8)
Multipoles
T abc1···c` 2`-pole of T ab (Ansatz) (3.3)
T abc1···c` 2`-pole of T ab (normal form) (3.4)
T˜ abc1···c` geodesic extension of T abc1···c` (3.6)
Isometry
ξa generic Killing vector
Lξ Lie derivative along ξa (B11)
ka helical Killing vector (3.1)
z redshift parameter (3.18)
1. Bitensors and coincidence limit
Just like a tensor field is a multilinear map on the points x of a spacetime manifoldM, a
bitensor field is a multilinear map on two points (x, x′) ∈ M×M. A generic bitensor will
then be denoted as
Ωab···a′b′···(x, x
′) , (B1)
where the abstract indices a, b, c, . . . and a′, b′, c′, . . . refer to the points x and x′, respectively.
Two examples of bitensors are used in this paper: the parallel propagator gaa′(x, x
′) and the
invariant Dirac functional δ4(x, x
′), both defined below.
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An important operation for bitensors is the coincidence limit, which consists in evaluating
a bitensor at the same point. It is defined as[
Ωab···a′b′···
]
(x) ≡ lim
x′→x
Ωab···a′b′···(x, x
′) . (B2)
The coincidence limit of a bitensor is thus an ordinary tensor field. We will assume that this
coincidence limit always exist and is independent of the direction in which x′ approaches x.
For more details regarding bitensors and the coincidence limit, see e.g. Ref. [114].
2. Parallel propagator
An important example of bitensor is the parallel propagator. If the points x and x′ are
“close enough,” i.e., if x′ is in a normal neighborhood of x, then there is a unique geodesic
segment λ that joins them. On this geodesic segment, we introduce an orthonormal tetrad
(eaA) that is parallel-transported on λ, where the subscript A ∈ {0, 1, 2, 3} labels the vectors
of the basis. By definition, this tetrad obeys the orthonormality and completion relations
gabe
a
Ae
b
B = ηAB and gab = ηABe
A
a e
B
b , (B3)
where the Minkowski metric ηAB = diag (−1, 1, 1, 1) is used to lower the Greek indices, and
its inverse ηAB to raise them. The 1-form eAa is defined by metric duality as e
A
a ≡ ηABgabebB.
Next, we introduce a generic vector field va defined on λ. At any point z ∈ λ, this vector
field can be expanded with respect to the tetrad (eaA), according to
va(z) = vA(z)eaA(z) , where v
A ≡ vaeAa . (B4)
Now we make the following remark: if va is parallely transported along λ, then it is clear
from (B4) that the tetrad components vA remain constant along λ, and thus have the same
numerical value at z = x and at z = x′. By substituting the definition given in the right-hand
side of Eq. (B4) in each side of the equality vA(x) = vA(x′), and by using the orthogonal
properties of the tetrad (B3), we obtain
va(x) = gaa′(x, x
′)va
′
(x′) , where gaa′(x, x
′) ≡ eaA(x)eAa′(x′) . (B5)
The bitensor gaa′(x, x
′) is the so-called parallel propagator from x′ to x. It takes the vector va
at the point x′ and extends it by parallel transport to the point x. As long as the underlying
geodesic is unique, this extension is unique as well. The formula (B5) can be generalized to
a generic tensor field of arbitrary rank. The parallel propagator (B5) is used in Sec. III A to
extend the multipoles off the worldline of each quadrupolar particle.
3. Invariant Dirac distribution
The gravitational skeleton model reviewed in Sec. II and used in Secs. III–V relies crucially
on a 4-dimensional, covariant generalization of the ordinary, noncovariant Dirac distribution.
In four spacetime dimensions, the invariant Dirac functional δ4(x, x
′) is the distributional
biscalar defined by the relations [114]∫
V
f(x) δ4(x, x
′) dV = f(x′) and
∫
V ′
f(x′) δ4(x, x′) dV ′ = f(x) , (B6)
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where f is a smooth scalar field (a test function), V and V ′ any four-dimensional regions of
spacetime that contain the points x′ and x, respectively, and dV =
√−g d4x is the invariant
volume element, with g the determinant of the metric tensor gab in a given coordinate basis.
The definition (B6) ensures that δ4 is symmetric in its arguments,
δ4(x, x
′) = δ4(x′, x) , (B7)
such that it depends necessarily on the difference of the events’ coordinates. More precisely,
given a coordinate system (xα), one can easily show that [114]
δ4(x, x
′) =
3∏
α=0
δ(xα − x′α)√−g , (B8)
where δ is the ordinary, noncovariant Dirac distribution, such that
∫
R φ(t)δ(t) dt = φ(0) for
any test function φ. Together with the consequence ∇a g = 0 of metric compatibility, the
explicit formula (B8) implies the property
(∇a +∇a′) δ4(x, x′) = 0 . (B9)
Finally, by recalling the notation (B2) for the coincidence limit where x′ → x, an important
distributional identity satisfied by δ4, valid for any bitensor Ω
ab···
a′b′···, is
Ωab···a′b′···(x, x
′) δ4(x, x′) =
[
Ωab···a′b′···
]
δ4(x, x
′) . (B10)
4. Lie derivative operator
Our derivation of the relations (3.17), (4.1), (4.10), (4.12) and (4.13) relies on the invari-
ance (3.2) of the quadrupolar energy-momentum tensors (2.8) and (3.4) along the integral
curves of the helical Killing vector (3.1). Since these tensor fields involve the (distributional)
bitensor δ4(x, x
′), we require a generalization to bitensor fields of the ordinary definition of
the Lie derivative of a smooth tensor field.
Let φ denote a one-parameter group of diffeomorphism generated by a vector field ξ
a(x).
The “push-forward” φ∗ can then be used to carry any smooth bitensor field Ω
ab···
a′b′···(x, x
′)
along the flow of ξa, by acting independently on both spacetime points x and x′. By analogy
with the definition of the Lie derivative of a smooth tensor field, we define the Lie derivative
Lξ along ξa of a smooth bitensor field as [113]
LξΩab···a′b′··· ≡ lim
→0
1

[
φ∗−Ω
ab···
a′b′··· − Ωab···a′b′···
]
, (B11)
where all bitensor appearing in (B11) are evaluated at the same combination (x, x′) of points.
For a generic biscalar S(x, x′), this general definition reduces to
LξS(x, x′) = ξa∇aS(x, x′) + ξa′∇a′S(x, x′) . (B12)
This definition coincides with that used by Harte [67], who defines the Lie derivative of any
bitensor as acting independently and linearly on each spacetime point.
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5. Lie derivative of the invariant Dirac functional
Finally, we wish to establish a formula for the Lie derivative Lξδ4 along a vector field ξa
of the invariant Dirac distribution δ4. By applying the definition (B12) of the Lie derivative
to the distributional biscalar (B8), and by using the property (B9), the Lie derivative of the
invariant Dirac distribution along a smooth vector field ξa reads
Lξδ4(x, x′) =
(
ξa − ξa′)∇aδ4(x, x′) . (B13)
This form can be further simplified by integrating Lξδ4 against an arbitrary “test function.”
Indeed, for any smooth scalar field f with compact support, the formula (B13) implies∫
V
f(x)Lξδ4(x, x′) dV =
∫
V
∇a
(
f
(
ξa − ξa′)δ4) dV − ∫
V
(
∇af
(
ξa − ξa′)+ f∇aξa) δ4 dV ,
(B14)
where we integrated by parts and used ∇aξa′ = 0. The first integral in the right-hand side
can be converted into a surface integral by applying Stokes’ theorem, and easily shown to
vanish thanks to the distributional identity (B10) and the coincidence limit
[
ξa − ξa′] = 0:∫
V
∇a
(
f
(
ξa − ξa′)δ4) dV = ∮
∂V
[
f
(
ξa − ξa′)]δ4 dΣa = 0 . (B15)
Moreover, by using the distributional identity (B10), the coincidence limit
[
ξa−ξa′] = 0 and
the defining property (B6) of the invariant distribution δ4, the second term in the right-hand
side of Eq. (B14) simply reads∫
V
([∇af(ξa − ξa′)]+ f∇aξa)(x) δ4(x, x′) dV = (f∇aξa)(x′) . (B16)
Hence, by substiting (B15) and (B16) into (B14), while using the formula ∇aξa = 12gabLξgab,
we obtain the distributional identity
Lξδ4(x, x′) = −1
2
δ4(x, x
′) gab(x)Lξgab(x) . (B17)
This agrees with Eq. (136) in [68], where the same definition of the Lie derivative acting on
bitensors was introduced.
In the case where ξa is a Killing vector field (see App. E below), Eq. (B17) shows that the
Dirac functional δ4(x, x
′) is invariant along the integral curves of a Killing field. In particular,
for the helical Killing field (3.1) considered in this work, the distributional identity (B17)
implies that
Lkδ4(x, y) = 0 (B18)
for any point y ∈ γ. This result was used in Sec. III to establish the helical constraint (3.17),
and in Sec. IV to derive the Lie-dragging along ka of the velocity ua, momentum pa, spin
Sab and quadrupole Jabcd of each quadrupolar particle, Eqs. (4.1), (4.10), (4.12) and (4.13).
Appendix C: Theorems
In this appendix, we shall review Tulczyjew’s two theorems [60], which play a central in
any work that relies on the gravitational skeleton formalism. The first theorem ensures the
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existence and unicity of the normal form of a tensor expressed as a distributional multipolar
expansion. The second theorem gives a necessary and sufficient condition for such a distri-
butional multipolar expansion to vanish: that the multipoles of its normal form all vanish
identically. Finally, we give a proof of the proposition (3.16), which was used to derive the
key helical constraint (3.17).
1. Tulczyjew’s first theorem
First we need some background and notation. Let Y M ≡ Y a1···am denote a contravariant
tensor field of rank m ∈ N. We assume that its support is restricted to a worldline γ with
proper time τ and unit tangent ua, and that it can be written as a distributional multipolar
expansion of order n ∈ N. Therefore, at any point x ∈M we have
Y M(x) =
n∑
k=0
∇K
∫
γ
YMK(y) δ4(x, y) dτ , (C1)
where y ∈ γ and (YMK)k∈[[0,n]] is a collection of n+1 multipoles, i.e., contravariant tensors of
rank m+k defined along γ. We introduced the notations ∇K ≡ ∇c1···ck and YMK ≡ YMc1···ck
for k > 1, while ∇K = id and YMK = YM for k = 0. We may now state the first theorem.
Theorem 1 For any given (m,n) ∈ N × N, let Y M be defined as in Eq. (C1). Then there
exists a collection of multipoles (Y MK)k∈[[0,n]] that are (i) symmetric with respect to any pair
of indices of the multi-index K, (ii) orthogonal to ua with respect to any index of K, and
(iii) such that
Y M(x) =
n∑
k=0
∇K
∫
γ
Y MK(y) δ4(x, y) dτ . (C2)
Moreover, the multipolar expansion (C2) is unique and the multipoles (Y MK)k∈[[0,n]] can be
written explicitly in terms of the multipoles (YMK)k∈[[0,n]] of (C1). Equation (C2) is referred
to as the normal form of Y M .
Unicity of the normal form is straightforward once we have Thm. 2 below. For the existence,
we construct in App. D below the explicit normal form associated with the quadrupolar
(n = 2) gravitational skeleton of the generic tensor Y M . In particular, the multipoles Y MK
of the quadrupolar normal form are given in terms of the multipoles YMK in Eqs. (D11).
For the existence of the normal form when n > 2, see e.g. Ref. [73] and references therein.
2. Extension of Tulczyjew’s second theorem
Again, we first need some background and notation. Let p ∈ N? and let (Y Mi )i∈[[1,p]] denote
a collection of p contravariant tensor fields of rank m ∈ N. We assume that the support of
each Y Mi is restricted to a worldline γi with proper time τi and unit tangent u
a
i , and that it
can be expressed as a distributional multipolar expansion of order n ∈ N. Therefore, at any
point x ∈M, we have
Y Mi (x) =
n∑
k=0
∇K
∫
γi
Y MKi (yi) δ4(x, yi) dτi , (C3)
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where, for each i ∈ [[1, p]], (Y MKi )k∈[[0,n]] is a collection of n+ 1 multipoles, i.e., contravariant
tensors of rank m+ k defined along γ. We may now state the second theorem.
Theorem 2 For any given (m,n, p) ∈ N×N×N∗, let (Y Mi )i∈[[1,p] be a collection of p tensors
defined as in Eq. (C3), and let Y M ≡∑i Y Mi denote their sum. The following result holds.
If for all (i, k) ∈ [[1, p]]× [[0, n]], Y MKi is symmetric with respect to any pair of indices of the
multi-index K and is orthogonal to uai with respect to any index of K, then
Y M = 0 ⇐⇒ ∀ (i, k) ∈ [[1, p]]× [[0, n]] , Y MKi = 0 . (C4)
Clearly, if all the multipoles Y MKi vanish, then Y
M
i = 0 by (C3), and the sum Y
M =
∑
i Y
M
i
vanishes as well. The heart of the proof therefore resides in showing that if Y Mi is in normal
form, then Y M = 0 implies Y MKi = 0 for all (i, k) ∈ [[1, p]] × [[0, n]]. See Refs. [60, 73, 115]
and references therein for more details.
Importantly, in the literature this result is proven for a single multipolar particle, whereas
Thm. 2 is stated for an arbitrary number p ∈ N∗ of particles. However, we now argue that
the multi-particle case can easily be reduced to the single-particle case. Indeed, the general
idea behind the proof for a single particle is the following: take an arbitrary rank-m tensor
ZM , whose compact support V intersects the worldline γ of the particle. Contract ZM with
Y M , given as a multipolar expansion in normal form (C2), and integrate over V . The goal
is then to show that this integral vanishes for every ZM only if Y MK = 0 for all k ∈ [[0, n]].
Since this holds for any compact support V , the vanishing of Y MK must hold for any portion
of γ, and thus on all of γ. Now, if there are p ∈ N∗ multipolar particles, one may choose the
volume V such that it intersects only one of the p worldlines, say γ, and proceed with the
single-particle proof, as summarized above.
3. Proof of proposition (3.16)
We now give a proof of the proposition (3.16), which was used in Sec. III B to derive the
colinearity (3.17) of ka and uai along the worldline γi of the i-th particle. For clarity’s sake we
will drop the subscript i, as the proof holds for any of the two particles of the binary system.
The proposition (3.16) is an implication which is most easily proven by contraposition.
First, we introduce Fermi coordinates (t, xi) in a neighborhoodN ⊂M of the worldline γ.
Using Fermi coordinates, γ is parameterized by the proper time τ ∈ R according to (t, xi) =
(τ, 0, 0, 0). Let I ⊂ R be a finite interval and γI be the finite portion of γ parameterized by
τ ∈ I. We also set  > 0 and let V denote the 3-cylinder of Fermi coordinate radius  that
surrounds γI . We assume that  is small enough such that V ⊆ N . This geometric setup
is depicted on Fig. 2. Finally, for given tensor fields (T˜ ab, T˜ abc, T˜ abcd) defined in Eq. (3.6),
we let F ≡ {T˜ abfab + T˜ abc∇cfab + T˜ abcd∇cdfab , fab ∈ C∞V }, with C∞V the set of tensor fields
with compact support V that are smooth on the interior V ◦.
a. Proof that z = cst along γ
Since all the scalar fields are evaluated along γ in the following integrals, we view them as
functions of the proper time τ . We first prove by contraposition the part of the proposition
(3.16) that implies that z˙ = 0 along γ, i.e., we show that the following implication is true:
∃ τ0 ∈ I , z˙(τ0) 6= 0 =⇒ ∃ f ∈ F ,
∫
R
(
zf˙ + wa∇af
)
dτ 6= 0 . (C5)
25
FIG. 2. The geometrical setup used in App. C 3 to prove the proposition (3.16).
Let τ0 ∈ I be as in Eq. (C5). Since τ 7→ z˙(τ) is continuous, there exists a neighborhood of
τ0, say ]τ−, τ+[ ⊂ I, such that ∀τ ∈ ]τ−, τ+[ , z˙(τ) 6= 0 and is of constant sign. Now consider
the scalar field f defined on V ◦ by
f(t, xi) ≡
{
exp
(
[(t− τ−)(t− τ+)]−1
)
if t ∈ ]τ−, τ+[ ,
0 if t /∈ ]τ−, τ+[ ,
(C6)
and f ≡ 0 elsewhere. We claim that such f verifies the right-hand side of (C5).
Indeed, in the Fermi coordinate system, the 4-velocity ua has components uα = (1, 0, 0, 0),
so that waua = 0 implies that w
a has components wα = (0, wi). Hence wa∇af = wi∂if = 0
since f does not depend on xi. Moreover, the function τ 7→ f(τ) is smooth on R and vanishes
for τ /∈ ]τ−, τ+[. Consequently
∫
γ
(zf˙ +wa∇af) dτ =
∫ τ+
τ−
z(τ)f˙(τ) dτ , and an integration by
parts gives ∫
γ
(
zf˙ + wa∇af
)
dτ = −
∫ τ+
τ−
z˙(τ)f(τ) dτ . (C7)
But the integral on the right-hand side of (C7) cannot vanish, as z˙ is nonzero with constant
sign over ]τ−, τ+[ by assumption, and f(τ) > 0 for all τ ∈ ]τ−, τ+[. Therefore, f as defined
in Eq. (C6) verifies the proposition (C5), provided that it belongs to the set F.
To establish that f ∈ F, consider the tensor fab ≡ φgab, where the scalar field φ is defined
over V ◦ by
φ(t, xi) ≡
{
exp
(
[(t− τ−)(t− τ+)]−1
)
Φ(t)−1 if t ∈ ]τ−, τ+[ ,
0 if t /∈ ]τ−, τ+[ ,
(C8)
and φ ≡ 0 elsewhere, where Φ(t) ≡ gabT˜ ab, the latter being evaluated at the point (t, 0, 0, 0).
With fab = φgab and φ given in (C8), one can readily check that f = T˜ abfab− T˜ abc∇cfab +
T˜ abcd∇cdfab, for f given in Eq. (C6). The computation involves (i) the metric compatibility
∇cgab = 0, (ii) the independence of φ with respect to xi, (iii) the fact that the Christoffel
symbols Γtij|γ vanish in Fermi coordinates, and (iv) the normal form of the tensors T˜ ab,
T˜ abc and T˜ abcd.
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b. Proof that wa = 0 along γ
Having proven that z is constant along γ, it is clear that for any compactly supported f ,
we have
∫
γ
zf˙ dτ = 0. Consequently, we will now establish that wa = 0 along γ by proving
the following proposition:
∃ τ0 ∈ I , wa(τ0) 6= 0 =⇒ ∃ f ∈ F ,
∫
γ
wa∇af dτ 6= 0 . (C9)
As noted before, in the Fermi coordinate system we have wα=(0, wi) so that wa∇af=wi∂if .
Because wi is continuous and wi(τ0) 6= 0, there exists a neighborhood ]τ−, τ+[ ⊂ I of τ0 such
that at least one component of wi, say w1, is nonzero and of constant sign over ]τ−, τ+[. Now
consider the following scalar field defined on V ◦:
f(t, xi) ≡
{
x1 exp
(
[(t− τ−)(t− τ+)]−1
)
if t ∈ ]τ−, τ+[ ,
0 if t /∈ ]τ−, τ+[ ,
(C10)
and f ≡ 0 elsewhere. Because f does not depend on x2 and x3, the integral in the right-hand
side of Eq. (C9) is simply∫
γ
wa∇af dτ =
∫ τ+
τ−
w1(τ) exp
(
[(τ − τ−)(τ − τ+)]−1
)
dτ . (C11)
As earlier this integral does not vanish since, by assumption, w1(τ) is nonzero and of constant
sign over ]τ−, τ+[. Therefore, the scalar field (C10) verifies Eq. (C9) provided that it belongs
to F. Once again, let us consider the tensor field fab ≡ φgab, with the scalar field φ now
defined on V ◦ by
φ(t, xi) ≡
{
1
6
(x1)3 exp
(
[(t− τ−)(t− τ+)]−1
)
Φ(t)−1 if t ∈ ]τ−, τ+[ ,
0 if t /∈ ]τ−, τ+[ ,
(C12)
and φ ≡ 0 elsewhere, where this time Φ(t) ≡ gαβ
(
1
6
(x1)2T˜ αβ− 1
2
x1T˜ αβ1+T˜ αβ11
)
, the latter
being evaluated at the point (t, 0, 0, 0). With fab = φgab and φ given in Eq. (C12), one can
readily check that f = T˜ abfab − T˜ abc∇cfab + T˜ abcd∇cdfab, for f given in (C10). This time,
the computation involves (i) the metric compatibility ∇cgab = 0, (ii) the independence of φ
with respect to the coordinates x2 and x3, (iii) the fact that the Christoffel symbols Γαij|γ
vanish in Fermi coordinates, and (iv) the normal form of the tensors T˜ ab, T˜ abc and T˜ abcd.
Appendix D: Normal form of a quadrupolar gravitational skeleton
In this appendix, we shall detail the computations that lead to the unique normal form
associated with the quadrupolar gravitational skeleton of a generic tensor field. This normal
form can for instance be used to derive the equations of evolution for the momentum and spin
of a dipolar particle, i.e. Eq. (2.9) with Jabcd = 0, or to obtain the Lie-dragging constraints
(3.9) for a quadrupolar particle.
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1. A useful formula
Before deriving this normal form, we first prove a simple formula that will turn out crucial
in order to carry out the following computations. Let T denote a generic tensor field defined
along the worldline γ with unit tangent ua. Then we have
∇a
∫
γ
T (y′)ua
′
(y′) δ4(x, y′) dτ =
∫
γ
T (y′)ua
′
(y′)∇aδ4(x, y′) dτ
= −
∫
γ
T (y′)ua
′
(y′)∇a′δ4(x, y′) dτ
= −
∫
γ
[
T (y′) δ4(x, y′)
]
˙ dτ +
∫
γ
T˙ (y′) δ4(x, y′) dτ , (D1)
where we used the fact that the covariant derivative ∇a acts on points x ∈ M but not on
points y′ ∈ γ in the first equality, the property (B9) of the invariant Dirac functional in the
second equality, and we integrated by parts in the third and last equality. Assuming that T
vanishes as τ → ±∞ to discard the boundary terms, we conclude that for any tensor field
T defined along γ,
∇a
∫
γ
T ua δ4 dτ =
∫
γ
T˙ δ4 dτ . (D2)
2. Derivation of the normal form
We now turn to the derivation of the normal form at quadrupolar order. Let Y M denote
a generic tensor field of rank m ∈ N, expressed as a gravitational skeleton at quadrupolar
order, i.e., Eq. (C1) with n = 2, such that
Y M =
∫
γ
YMδ4 dτ +∇a
∫
γ
YMaδ4 dτ +∇ab
∫
γ
YMabδ4 dτ , (D3)
with YM , YMa and YMab the monopole, dipole and quadrupole of Y M , respectively. From
Thm. 1 the first term in (D3) is already in normal form. For the second term, we perform
an orthogonal decomposition of YMa with respect to the index a by means of the projector
(2.12) orthogonal to the 4-velocity ua, namely YMa = YMaˆ − YMuua. (Recall the notations
introduced below Eqs. (3.5).) Using the formula (D2) then gives
∇a
∫
γ
YMaδ4 dτ = ∇a
∫
γ
YMaˆδ4 dτ −
∫
γ
(YMu)˙ δ4 dτ . (D4)
Regarding the third term on the right-hand side of Eq. (D3), we start again by performing
an orthogonal decomposition of the integrand, yielding YMab = YMaˆbˆ − YMubˆua − YMauub.
Substituting this decomposition into the integral and using the formula (D2), we obtain
∇ab
∫
γ
YMabδ4 dτ = ∇ab
∫
γ
YMaˆbˆδ4 dτ −∇ab
∫
γ
YMubˆuaδ4 dτ −∇a
∫
γ
(YMau)˙ δ4 dτ . (D5)
We shall now consider those three terms successively.
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We begin with the first term of (D5). We split the second covariant derivative into its sym-
metric and antisymmetric part, ∇ab
∫
γ
YMaˆbˆδ4 dτ = ∇ab
∫
γ
YM(aˆbˆ)δ4 dτ +∇[ab]
∫
γ
YMaˆbˆδ4 dτ ,
the first term of which being already in normal form (integrand symmetric with respect to
a and b and orthogonal to ua). For the second term we use the definition of the Riemann
tensor and its algebraic symmetries to get
∇[ab]
∫
γ
YMaˆbˆδ4 dτ = −1
2
m∑
j=1
∫
γ
R
cj
abe YMeaˆbˆδ4 dτ , (D6)
where Me is the multi-index M with e at the j-th slot. This term is in normal form since it
does not involve any derivative, just like the first term on the right-hand side of Eq. (D3).
Next, for the second term of Eq. (D5), we commute the two covariant derivatives and use
once again the definition of the Riemann tensor. Using the formula (D2) we obtain
∇ab
∫
γ
YMubˆuaδ4 dτ = ∇b
∫
γ
(YMubˆ)˙ δ4 dτ − m∑
j=1
∫
γ
R
cj
abe YMeubˆuaδ4 dτ , (D7)
where the rightmost term is in normal form. However the first term is not, because it needs
not be orthogonal to ub. But it can be handled simply by writing the integrand
(YMubˆ)˙ as
(YMuc)˙hbc + YMuch˙bc. The Leibniz rule and metric compatibility imply h˙bc = u˙buc + ubu˙c.
We combine these formulas and use the formula (D2) one last time to get
∇b
∫
γ
(YMubˆ)˙δ4 dτ = ∇b ∫
γ
[(YMuc)˙hbc + YMuuu˙b]δ4 dτ + ∫
γ
(YMucu˙c)˙δ4 dτ . (D8)
Finally, for the third and last term of (D5), we write, again, an orthonormal decomposition
with respect to the abstract index a, namely YMau = YMaˆu−YMuuua. Taking the covariant
derivative along ua and using the Leibniz rule, along with the formula (D2), then gives
∇a
∫
γ
(YMau)˙ δ4 dτ = ∇a ∫
γ
(YMaˆu)˙ δ4 dτ −∇a ∫
γ
YMuuu˙aδ4 dτ −
∫
γ
(YMuu)¨ δ4 dτ . (D9)
The second to last term is in normal form since u˙a is orthogonal to ua, and the last one is in
normal form too. Finally, the first term in the right-hand side of Eq. (D9) can be brought
into normal form by following the steps that yielded Eq. (D8).
To conclude, we can combine Eqs. (D6)–(D9) to write the normal form of (D5). Combin-
ing the latter with (D4) gives, at last, the normal form of the quadrupolar expansion (D3)
of Y M according to
Y M =
∫
γ
Y Mδ4 dτ +∇a
∫
γ
Y Maδ4 dτ +∇ab
∫
γ
Y Mabδ4 dτ , (D10)
where Y M ,Y Ma and Y Mab are given explicitly in terms of YM ,YMa and YMab by
Y M = YM − (YMu − (YMuu)˙+ 2YM(cu)u˙c)˙ + m∑
j=1
R
cj
abe
(YMeubˆua − 1
2
YMeaˆbˆ) , (D11a)
Y Ma = YMaˆ − 2(YM(cu))˙hac − YMuuu˙a , (D11b)
Y Mab = YM(aˆbˆ) . (D11c)
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Note that, by construction, Y Maua = 0, Y M [ab] = 0 and Y Mabub = 0. Consequently (D10) is
the normal form of (D3). In particular, this result was used in Sec. III A to go from Eq. (3.7)
to the associated normal form (3.8)–(3.9). However, the calculations performed above are not
sufficient by themselves to derive the reduced form (2.8) of the energy-momentum tensor of a
quadrupolar particle, nor the associated equations of evolution (2.9), which were achieved in
Ref. [73]. Indeed, while imposing the local conservation law (2.7) to the generic quadrupolar
energy-momentum tensor (2.6), one must in particular put into normal form the quadrupolar
contribution ∇bcd
∫
γ
T abcdδ4 dτ , which involves a triple covariant derivative.
Appendix E: Collection of results on Killing vector fields
For the convenience of the reader, we collect here many well-known (and some less known)
results for a spacetime (M, gab) endowed with a Killing vector field ξa. The intrinsic defini-
tion of a Killing vector is Lξgab = 0, which simply states that the metric is invariant along
the integral curves of ξa. Using the metric-compatible covariant derivative ∇a, this defining
equation is equivalent to Killing’s equation
∇(aξb) = 0 . (E1)
1. Compendium of various formulae
We start with a collection of various well-known formule, valid for a generic Killing vector
field, that are used throughout this manuscript. First, taking the trace of Killing’s equation
(E1) shows that a Killing vector field ξa is divergenceless:
∇aξa = 0 . (E2)
Killing’s equation also implies the identity 1
2
∇a(ξbξb) = ξb∇aξb = −ξb∇bξa for the “acceler-
ation” of a Killing field along its integral curves. Contracting once more with ξa shows that
the norm squared ξbξb of a Killing vector field is conserved along its integral curves:
1
2
ξa∇a(ξbξb) = ξaξb∇(aξb) = 0 . (E3)
Next, we establish the Kostant formula, which will prove especially useful in the remainder
of this Appendix. Combining the defining property of the Riemann tensor with Killing’s
equation (E1) yields
∇abξc +∇bcξa = R dabc ξd . (E4)
Performing a cyclic permutation on the indices a, b, c, and considering the linear combination
(abc) + (cab)− (bca), we readily obtain
2∇abξc =
(
R dabc +R
d
cab −R dbca
)
ξd = −2R dbca ξd , (E5)
where the algebraic symmetry property R
d
[abc] =0 was used in the last equality. Finally with
R dbca = −R dcba we obtain the Kostant formula
∇abξc = R dcba ξd , (E6)
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or equivalently ∇abξc = R cdab ξd. Equation (E6) implies that the 2-form ∇aξb = ∇[aξb], as
well as its norm |∇ξ|, are conserved along the integral curves of ξa. Indeed, by virtue of the
antisymmetry of the Riemann tensor with respect to its last two indices,
ξc∇c∇aξb = −Rabcdξcξd = 0 . (E7)
2. Commutation of the covariant and Lie derivatives
In this subsection we prove that, for any tensor field, the Lie derivative operator Lξ, such
that Lξgab = 0, commutes with the metric-compatible covariant derivative operator ∇c, such
that ∇cgab = 0. First, consider a tensor field TN of type (n, 0), where N ≡ c1 · · · cn denotes
an abstract multi-index with n indices. By definition of the Lie derivative operator we have
LξTN = ξe∇eTN −
n∑
i=1
TNe∇eξci , (E8a)
Lξ∇aTN = ξe∇eaTN −
(∇eTN)∇eξa − n∑
i=1
(∇aTNe)∇eξci , (E8b)
where we used the shorthand Ne ≡ c1 · · · e · · · cn, with the abstract index e at the ith slot.
Taking the covariant derivative of the first equation yields a formula that will be shown to
be identical to Eq. (E8b). Indeed,
∇aLξTN = (∇aξe)∇eTN + ξe∇aeTN −
n∑
i=1
(∇aTNe)∇eξci − n∑
i=1
TNe∇aeξci . (E9)
By Killing’s equation, the first term of (E9) is identical to the second term of (E8b). Since
(E9) and (E8b) share the same third term, we get the following expression for their difference:
(∇aLξ − Lξ∇a)TN = 2ξe∇[ae]TN −
n∑
i=1
TNe∇aeξci . (E10)
Then, we apply the defining property of the curvature tensor to the first term on the right-
hand side of (E10), we use R ciaeb = −R cieab , and rename some indices to obtain
(∇aLξ − Lξ∇a)T c1···cn =
n∑
i=1
T c1···e···cn(R cibae ξ
b −∇aeξci) = 0 , (E11)
where the last equality follows by noticing that each term in parenthesis vanishes, by virtue
of Kostant’s formula (E6). Finally, since the metric satisfies Lξgab = 0 and ∇cgab=0, it can
be used to “lower” indices in (E11), such that the result holds for a tensor field of any type.
In summary, we have proven that for any Killing vector field ξa and for any tensor field T ,
∇(LξT ) = Lξ(∇T ) . (E12)
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3. Lie-dragging of various tensor fields
Heuristically, we would expect that the Lie-dragging along ξa of the metric, i.e. Lξgab = 0,
implies that any tensor field that is constructed geometrically from the metric is Lie-dragged
as well. First, we show that the canonical volume form εabcd associated with gab is Lie-dragged
along ξa. Because any 4-form is necessarily proportional to εabcd, there exists a scalar field
f such that Lξεabcd = fεabcd. Using Lξgab = 0 we thus have
Lξ(εabcdεabcd) = 2εabcdLξεabcd = 2fεabcdεabcd . (E13)
The normalization condition εabcdεabcd = −4! implies that the left-hand side of this equation
vanishes, so that f = 0, which implies as claimed
Lξεabcd = 0 . (E14)
Second, we prove that the Riemann curvature tensor R dabc associated with the metric gab
is Lie-dragged along ξa. To do so, we consider the Lie derivative Lξωc of an arbitrary 1-form
field ωc. Using successively the commutation property (E12), the defining property of the
Riemann tensor and the Leibniz rule for Lξ gives
2∇[a∇b]Lξωc = Lξ(2∇[a∇b]ωc) = Lξ(R dabc ωd) = (LξR dabc )ωd +R dabc Lξωd . (E15)
By definition of the Riemann tensor the left-hand side of this equation is equal to the second
term on the right-hand side, such that (LξR dabc )ωd = 0. Since this equality holds for an
arbitrary 1-form ωa, we conclude that
LξR dabc = 0 . (E16)
Surprisingly, as far as we know, this important result scarcely appears in classical textbooks,
Ref. [116] being a notable exception. Now, by using the commutation of the covariant and
Lie derivatives, (E16) implies that any number n > 1 of covariant derivatives of the Riemann
tensor is Lie-dragged as well:
Lξ
(∇e1···enR dabc ) = ∇e1···en(LξR dabc ) = 0 . (E17)
Finally, we show that if the Einstein equation holds, then the energy-momentum tensor
T ab must be Lie-dragged as well. Indeed, combining Eq. (E16) with Lξgab = 0 readily implies
the Lie-dragging of the Ricci tensor Rab = g
cdRacbd and of the scalar curvature R = g
abRab.
Now recall the Einstein field equation,
Rab − 1
2
Rgab + Λgab = 8pi Tab , (E18)
where Λ is a (cosmological) constant. We established that all the geometrical quantities on
the left-hand side of this equation are Lie-dragged along ξa. Therefore, we conclude that
the right-hand side must be Lie-dragged as well, i.e., that
LξT ab = 0 . (E19)
For a given matter source, Eq. (E19) can be used to constrain the various degrees of freedom
encoded in the energy-momentum tensor. As an exemple, let us consider the case of a perfect
fluid, for which
T ab = (+ p)uaub + p gab , (E20)
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with  and p the proper energy density and pressure measured by an observer with 4-velocity
ua. If the spacetime is endowed with a Killing vector field ξa, then taking the Lie derivative
of Eq. (E20) and the different projections along and orthogonal to ua yields
LξT ab = 0 ⇐⇒

Lξ = 0 ,
Lξp = 0 ,
Lξua = 0 .
(E21)
In the same spirit, for the quadrupolar gravitational skeleton model (2.8) used in this work,
we showed in Sec. IV that LkT ab = 0 implies the Lie-dragging along the helical Killing field
ka of the components of T ab, namely Lkua = 0, Lkpa = 0, LkSab = 0 and LkJabcd = 0, for
each particle in the binary system.
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