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Abstract 
Location-based services (LBS) are services that are provided to users according to their 
location; these services can either be provided to the user when requested (pulled), for 
example, when the user asks, “Where is the nearest hospital?” or sent automatically (pushed) 
when the user’s location changes, such as in commercial advertising.  
The main components of the LBS needed to secure an end to end service are: mobile 
terminal, positioning system, communications network, and service and data provider. In 
general, the communication network used to transfer the data between the user and the data 
and service provider is the Internet. Therefore, if the user is offline because of the Internet 
connection is unavailable or damaged, the LBS cannot be completed, and the mobile 
operator cannot exchange data with the data and service provider.  
There are some qualities of service that are essential to achieve a good service in LBS like 
security, privacy, response time, coverage and many others. In a standard architecture, the 
data and service provider are an external third-party company, but this raises some concerns 
regarding response time and user privacy, as the user information could be shared. 
To solve the problem regarding disconnection, a solution is proposed to use the spare 
extension of the random access channel (RACH), which is carried by the physical random 
access channel (PRACH) for the uplink to send the user request to the core network. Then, 
the spare extension of the forward access channel (FACH) will be used, which is carried by 
secondary common physical control channel (S-CCPCH) for the downlink to send the 
location information from the core network to the user. Moreover, to solve the privacy and 
response time issues, a database is attached to the gateway mobile location centre (GMLC) 
in the core network of mobile operator to act as a data and service provider. Thus, there is 
no need for the request and the information to be sent to a third-party company anymore. 
One of the main contributions of this research is the end to end connection between the user 
and the service provider being always available, even if the Internet is unavailable. Also, the 
user obtains the information faster in a secure and confidential way as this information are 
not being shared with other parties. 
Matlab is used as a simulation tool in this research. The results show that the connection 
between the user and the data provider is used successfully; the request and the data are sent 
using the RACH and FACH; the response time has been reduced; and the user privacy is 
enhanced. 
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1 Chapter One: Introduction 
Location-based services (LBS) are computer programme-level services that use the location 
of the users to provide some services to them. LBS can be accessed by mobile devices 
through the mobile network, which uses geographical information to find the user position. 
With the expansion of smartphone and tablet use, LBS have become more important, as they 
can be used in location finding, navigation, advertising, emergency service and more [1-4] 
LBS can be query-based and provide the user with useful information such as answers to 
"Where is the nearest hospital?" or they can be push-based and deliver marketing 
information or disaster warning messages to customers based on their location [5]. LBS 
architecture basically comprises the following components [4, 6-8]: 
 Mobile Devices: where the request is sent by the user to the data provider, and back 
again from the service and data provider to the user via the communication network; 
the data could be presented to the user as speech, pictures, text or any other form.  
 Communication Network: the mobile network, which carries the user request from 
the mobile device to the service provider and then carries the information back to the 
user. 
 Positioning Component: the location of the user has to be found and determined 
before being serviced by LBS. The location can be found and calculated either by 
mobile network assistant or by using the Global Positioning System (GPS). 
 Service and Application Provider: provides service request processing such as 
position calculation, route finding or searching specific information. 
 Data and Content Provider: accesses data that the user has requested, like 
information or the location of a specific place. The data provider usually is a third-
party company [9, 10]. 
So, for an LBS system to be successful, the user’s position must be found, and a 
communication network to send and receive the user request and the location information 
must be available. In addition, the Location Services (LCS) server and services provider 
having to be available to provide the requested data to the user. Figure 1-1 shows an example 
of LBS components [3, 7]. 
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Figure 1-1 LBS components 
In the 3GPP standard and majority of  LBS systems, the communication network used 
between the user and the data provider is the Internet [11]. It could be transferred via the 
data channel of the mobile network to the core network and then sent to a third-party data 
provider which is external to the mobile operator network. 
The size of the data sent from the user request is small, as the user usually searches or 
navigates on a point of interest like a specific hospital or a hotel. This also applies for the 
information coming from the data provider, as it is usually a coordinate i.e. latitude and 
longitude. 
1.1 Research Problem  
The location-based service, as aforementioned, uses the Internet to communicate between 
the user and the data provider. In some cases, like roaming abroad or in the case of rural 
areas or even on a motorway or rural areas, the Internet connection is unavailable or limited 
[12-14]. This leads to loss of the LBS service. Additionally, this can occur in a crowded 
place where the network is overloaded and the connection cannot be established even though 
the user is within the network coverage.  
There is another problem in the LBS that this thesis solves, which is the user privacy 
invasion; because the LBS systems uses a third party data provider, the location and the user 
information will be shared and invaded. Moreover, the response time to send the data to an 
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external party will be increased and the possibilities of the packet drop or loss will be 
increased as well.  
1.2 Research Motivation  
There are many situations where the user has an urgent requirement to be connected to a 
service provider, like in an emergency service after an accident, monitoring an unwell patient 
remotely, or sending natural disaster information.  
According to statistics from the World Health Organisation, the primary cause of death 
worldwide for those aged between 15 and 29 is from road traffic injuries, as can be seen in 
Figure 1-2 [15]. In fact, in 2013 around 1770 deaths in the United Kingdom alone were 
caused by traffic accidents, and that number is even higher in other countries. In some cases 
the numbers exceed 200,000 per year for large population countries like China and India 
[16, 17]. 
 
Figure 1-2 Top Causes of Death Among People Aged 15–29 Years Old, 2013 
Therefore, it is very important that the person who is involved in an accident is able to 
communicate with the public safety answering point (PSAP) or at least find an emergency 
service nearby like a hospital. 
Also, The World Health Organization (WHO) has given priority to eHealth systems since 
2005. eHealth is any technology that uses secure information and communication to support 
any field related to health, like health monitoring and surveillance, health-care services, and 
health education [18]. 
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One of the most important requirements for healthcare is that people can access and be 
provided with healthcare services anytime and anywhere [19]. One of the major challenges 
is to provide healthcare services to the patients at all times [20, 21]. That means the e-
healthcare systems must secure a connection and communication line between the patient 
and the healthcare centre. Most of the applications and systems used in the healthcare 
services use the Internet to send the patient monitoring information to the hospital [19, 21-
25].  
In another aspect, according to UN office for disaster risk reduction (UNISDR), centre for 
research on the epidemiology of disasters (CRED): the average number of annual death from 
natural disasters is about 99,700 for the period between 2004 and 2013. While the average 
numbers of people affected by natural disasters annually is around 175 million per year for 
the same period and 260 million annually for the period between 1994 and 2003 [26]. 
To prevent the unnecessary death, countries around the globe now recognize that warning 
systems is one of the important part of risk management [27] which could help save more 
live in the future [26, 28]. 
Many meetings and agreements around the globe tried to set goals and targets to prevent or 
reduce the natural disaster effects on the human life [29] by making the early warning 
systems and disaster risk information available to all people whenever they are [30, 31]. 
These early warnings would help people to receive the disaster information in order to 
promote early evacuation [32]. These warning messages are not only used to warn people 
about the disaster but they could also be used after the disaster to provide or ask for support, 
like blood donations  [32, 33] and shelter or any other resources [34]. 
The most common method used to send the warning messages is the Internet (Wi-Fi or 
packed channel of the mobile network). However, the Internet may not always be available 
in some areas like rural areas or motorways or in locations where there are many users like 
stadiums or concert theatres and the network could be overloaded. In the rural areas, where 
the communication network could be poor, the information and communication provider 
sector faces a number of problems, as in such areas there is really a need for warning systems 
and emergency services [35]. There are thus studies, which show that rural areas have lagged 
behind compared to the major cities with respect to Internet access and speed [12-14]. Some 
studies shows that rural and suburban areas cannot secure a fixed connection to the Internet, 
and in some cases they can only get a slow, unreliable connection [36]. Other study shows 
only 30% of rural and suburban areas can access to the Internet using the mobile network 
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[37]. Moreover, the coverage of the Internet serviced by mobile networks is focusing on the 
population not on the amount of area covered in LTE deployment; that leads to skipping 
areas with low population [38]. 
In a standard architecture, the data and service provider are an external third-party company, 
but this raises some concerns regarding response time and user privacy, as the user 
information could be shared. Studies show that many users have concern about their 
information to be shared and they believed that it is important to have their location 
information kept confidential, especially if it could be shared with commercial advertising 
agents [39-41]. 
Thus, it is clear there is a need for a solution to solve any problem that may occur in the 
communication between the user and the data and service provider whilst simultaneously 
protecting the user’s information and privacy. 
That would give a motivation to the governments to adopted the emergency service to the 
users and put some regulations and policies to the mobile operator to add a location-based 
service database into their core network to be used for emergency cases. And also enable 
disaster warning messages and emergency information to be sent over control channels when 
the user has no internet connection and wants to get an urgent service to save his/hers live.  
1.3 Aim and Objectives 
The aim of this research is to design an LBS that is able to complete the user request without 
using the Internet or the packet channel of the mobile network while preserving the user 
privacy by avoid using a third party to provide location information to the LBS.  
To achieve the aim of the research the following objectives need to be fulfilled:  
 Build a model for the uplink channel to send the user request to the core network via 
universal terrestrial radio access network (UTRAN) using a new method which use 
the spare extension of the random access control channel (RACH), which is carried 
by the physical random access channel (PRACH). 
 Build a downlink model to send the location information that the user asked for from 
the core network to the mobile user using a new method that use the spare extension 
of the forward access channel (FACH), which is carried by the secondary common 
control physical channel (S-CCPCH). 
 Mathematically modelling the uplink and the downlink channel. 
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 Build a backhaul connection between UTRAN and the mobile operator’s core 
network in order to exchange the information between the data provider and the user. 
 Build a database, which contains location information and attach it to the GMLC of 
the mobile network. 
 Design a new architecture for the mobile core network to use a database that attached 
to the GMLC as a data provider instead of using a third party data provider. 
 Design a solution for the core network architecture where the system has more than 
one GMLC in its core networks. 
 Validate the results for the mathematical models with the simulation results and 
compare the simulation results with 3GPP standard architectures to evaluate it. 
1.4 Research Contribution 
In this thesis a new method is proposed to send the user request to the LBS service and data 
provider using the spare extension of the RACH, and then send the information back to the 
user from the core network using the spare extension of the FACH. 
Furthermore, the mathematical model of the 3GPP standard and the proposed method for the 
RACH and FACH are presented in this thesis in order to compare between the two methods 
to validate the proposed method.  
The new method will help the users to get an alternative channel to send their request to the 
LBS provider when the Internet is unavailable. Over and above, when the Internet is 
available the proposed solution will send the data faster than other systems 
Also, the thesis proposed a new architecture by migrating the LBS database from a third 
party provider to the core network. By using the proposed architecture, the user information 
will be safe and the user privacy is protected. Moreover, the time between requesting and 
getting the information from the data provider will be reduced, as will the chance of 
interference. 
1.5 Possible Research Application  
The location-based service has no limit to its applications, as it could be any application as 
long as the user’s location is involved. However, the research in this thesis focused on those 
applications where the user has no Internet connection and needs to find a specific point of 
interest, like emergency service, disaster warning messages or e-healthcare in rural areas. 
For example, if an accident happened on a motorway and the Internet coverage was 
unavailable, the request and location information would travel via the RACH and FACH. 
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Another possible application is when the user travels abroad and tries to find a hotel or any 
specific location. The visited mobile operator will serve the user as a roaming user and could 
charge an extra cost for the Internet, and in some cases it could serve with voice only service 
(no Internet). So, the solution will provide LBS over the control signals RACH and FACH. 
Additionally, the solution could be very useful in a crowded place like a stadium, where the 
network could be overloaded, but the use of the proposed solution will help to send and 
receive the data when needed and because the size of user request and location information 
are small the control signal will not be overloaded. 
1.6 Research Roadmap  
In order to achieve the aim and objectives of this research, the research takes many stages to 
reach its final form, these steps are (Figure 1-3): 
1. Identify the latest technology in LBS by reading and investigating most recent 
published work to define what the location-based service is and what type of 
technology and methods are used in the communication network between the user 
and the data provider. Also, investigate what the LBS component and core network 
architecture are.  
2. Identify the problem of LBS; the problem in the communication network was found 
to be when the user has no Internet connection or when there is an overload on the 
network. Also, user privacy has been found to be jeopardized, as information are 
shared with a third party companies. 
3. Doing the literature review to check what are the latest available solutions to solve 
the problem mentioned in the previous step. There are new standards released by 
third general partnership project (3GPP) to solve the communication problem and 
many researchers have proposed various methods for solving the communication and 
the privacy issues. 
4. Propose a solution to solve the issues mentioned above in the LBS; this can be 
divided into multiple stages: 
A. Solving the problem related to the communication between the user and the core 
network, which is also divided into two stages, including the uplink where the 
user sends the request to the data provider and the downlink where the data 
provider sends the information to the user. 
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B. Solving the problem related to the core network to solve the privacy issue by 
adding a database to the core network, and taking into consideration the network 
configuration where it could have more than one GMLC. 
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Figure 1-3 Research Roadmap 
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5. Modelling the proposed design in Matlab by building the frame structure of the 
control channel that is used to carry the information and the request to and from the 
user. 
6. Formulate the input and the output by building the mathematical model for the 
frame structure of the uplink and the downlink in both after and before the proposed 
solution. 
7. Add finishing parameter and steps like implementing the backhaul from the core 
network to the radio access network, and adding the required functions to calculate 
the cycle redundancy check (CRC) and modulate the signal. 
8. Publish the work in journals and present at conferences; the results have been 
presented in three conferences: one for the uplink stage, another for the uplink and 
the downlink, and the final one for the new architecture for the core network. In 
addition, there are another two journal papers for evaluate and validate the 
transmission methods. 
9. Validate the design by comparing the result from the simulation with the results 
obtained from the mathematical model, as well as comparing the system behaviour 
with the standard to validate it. 
10. Evaluate the result by comparing the result from the proposed design with the 
results   from other similar works, by simulating them with their selected parameter 
and design.  
11. Document and present the results by writing up all the required theories from the 
background to the standard then present the results and discuss them. 
1.7 Structure of the Thesis 
In chapter one the motivation of the work is explained along with research problem, research 
contribution and possible applications that can be applied for the proposed solution.  
To understand the proposed solution, Chapter two presents the background of the location-
based service and components. The requirements of the LBS system to achieve good quality 
of service are also demonstrated in the chapter. 
Also, Chapter three explains the mobile network background and system architecture, in 
addition to the channels and the frame structures of those channels. The procedure needed 
to complete the data transfer from the mobile is also described. 
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Chapter four constitutes the literature review and reviews the similar research in the location 
based service communication field, together with methods used to protect the user privacy. 
The proposed solution is shown in Chapter five with its three main stages, namely the uplink 
stage, the downlink stage, and the core network stage, and finally, the backhaul to connect 
the whole network together is also presented in this chapter. 
Chapter six introduces the mathematical channel model for the standard and for the proposed 
design for the uplink and downlink stages. 
All the results and findings are shown in Chapter seven, where the comparison between the 
proposed designs of other systems is shown. Furthermore, the comparison between the 
mathematical model results and the simulation results are shown in this chapter. 
Finally, Chapter eight shows the conclusion for the system and the results with the possible 
extended future work.  
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2 Chapter Two: Location-Based Services 
The development of smartphones and mobile devices has made these devices an essential 
everyday tool used in every aspect of our lives and making the life easier. One of the many 
is the services that are based on the user’s location, known as location-based services (LBS). 
LBS are services that are provided to the user according to their location. These services can 
either be sent to the user when requested (pulled), or sent automatically by the service 
provider (pushed) [42]. 
A large range of LBS are currently provided by service providers, offering services like 
navigation when the user navigates a road, information about places, games that depend on 
the location, advertising to the user when they are near a shop or a market, giving the nearest 
location of specific points of interest such as a park or hospital, or even requesting or getting  
an emergency service [1, 2, 4, 17]. 
2.1 LBS Components  
Technologically, the main component of LBS can be classified into four main tiers: the user, 
Communication Network, Positioning Component, Service and data Provider [43] as can be 
seen in Figure 2-1. 
The user is the person who asks for the location service, such as navigation or looking for a 
point of interest, and to send the user’s request to the service provider, a device like a mobile 
phone is needed. Of course, in order to obtain such a service, the network should know the 
user’s location first, so the positioning component will find the location; there are many ways 
to find the user’s location, but the most well-known is the GPS. Other methods use cellular 
network signals. Once the user’s position is known to the system, a communication network 
is needed to transfer the user information such as the location along with the user request to 
the service and data provider. In a normal system and 3GPP standard where the user uses 
the mobile phone, the Internet is used to send the information [3, 17, 44, 45]. The service 
provider sends the user’s request to the data provider who in turn checks its location service 
(LCS) database and sends the requested information back to the user via the communication 
network. 
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Figure 2-1 LBS Components 
As aforementioned, there are many positioning techniques that are used to find the user 
location in GSM, UMTS and LTE. In a 3G network – similar to 2G - the UTRAN can use 
one of the positioning methods to locate the User Equipment (UE). To find the position of 
the UE, two main steps are taken: signal measurements, and then position estimate and 
computation based on the measurements [46]. 
There are many techniques used for UE positioning, namely: cell ID-based, observed time 
difference of arrival (OTDOA), global navigation satellite system (GNSS) and uplink-time 
difference of arrival (U-TDOA) [46]. While the positioning methods that are used in LTE 
are: OTDOA, assisted GNSS (A-GNSS) and enhanced cell ID positioning [47]. The 
ETSI/3GPP standardisation has defined a general LCS for UMTS architecture to be able to 
find the mobile phone’s position even when the phone is not equipped with GPS. 
2.2 LBS Architecture 
The LBS, like any system, has a standard architecture even though many researchers have 
changed some of the architecture and standards. The standard architecture of any LBS 
system has many elements, which are merged with the mobile network elements. The GMLC 
and the LCS clients are the elements that are used in the LBS architecture and have 
information about user and service location [11]. The other elements and components that 
are part of the mobile network will be explained in the next chapter. Figure 2-2 shows the 
basic architecture of LBS within the mobile network [8]. 
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Figure 2-2 LBS Architecture 
The LCS entities with the core network (CN) using the access network to communicate 
across interfaces like A, Gb, Iu and S1. Signals and messages are transmitted among the 
mobile network to and from the LCS elements in order to send and receive information. 
The GMLC contains functionality required to support LCS. It could be one GMLC in a core 
network or could be more than one [4, 11]. The GMLC may also include a requesting GMLC 
(R-GMLC) which is the GMLC that receives the location request of the user, and home 
GMLC (H-GMLC) which is the GMLC to which the target user belongs, or a visited GMLC 
(V-GMLC) that is the GMLC where the user is currently located [11, 48]. 
The main functions of GMLC are that it interacts with location services (LCS) clients for 
location information, performs transaction management by managing the data flow between 
the core network and the location server and is an interface with other nodes in the core 
network via interfaces like Lh and Lg. 
The LCS client is a third-party system that asks the mobile operator to provide a user 
position; it can obtain the information by requesting it from the mobile operator or can be 
given it when the user asks for certain information form the LCS client. The external LCS 
client can access the network via the GMLC and the GMLC may request routing information 
from the HLR or HSS. After the authorization process, the GMLC sends a request to check 
the user location to either a Mobile Switching Centre server (MSC), serving GPRS Support 
14 
 
Node (SGSN), or a Mobility Management Entity (MME) and receives the resultant location 
estimates from them. 
LCS is a service concept in system standardisation. Functionalities, entities, interfaces and 
communication messages and all necessary network elements are specified by LCS. The 
main logical components of the LCS are the LCS client, LCS server and target UE. Logical 
reference model can be seen in Figure 2-3 [11, 49, 50]. 
LCS client
LCS Server
Target UE
requestresponse
Privacy 
control
 
Figure 2-3 Logical Reference 
The LCS client can ask for the user location from the LCS server. There may be one LCS 
client in the system or could be more. This depends on the network’s architecture and 
technology if it is UMTS, LTE or EPS. The user uses applications to access the service 
through the Internet [11]. 
A certain target UE requests location information from an LCS server, which is resident in 
an LCS client. This means the target UE is a user who asks for a location based service, and 
the LCS server is where all the information about the location is stored to prepare the 
requested information for the LCS client [49]. The LCS server can be hardware, software or 
a combination of both. It sends back a location related information after receiving it from 
the LCS client [50]. 
In addition, the LCS Server could receive a request from the client or from more than one 
client and the LCS server could be one or more in a network. 
2.3 LBS Requirements  
According to 3GPP standards, LBS attributes vary from service to service but the primary 
distinguishing attributes that add value to a service are accuracy, coverage, privacy, and 
transaction rate. Moreover, to achieve a good quality of service in the LBS the system needs 
to demonstrate good performance in many aspects, such as accuracy and response time. 
When the LBS are used for emergency services, there may be insufficient time to respond 
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to the user request, so the network and data and server providers must respond as quickly as 
possible with minimum delay [4, 49]. 
It is difficult to achieve good performance and quality of all requirements in one system, as 
when a system has a quick response time, it may have less accuracy, because the system 
needs more time to calculate and estimate the user location. This is the situation for all the 
parameters and requirements, like accuracy, response time, complexity, privacy etc.   
2.3.1 Accuracy  
The accuracy parameter is an optional and negotiable quality of service parameter, there are 
two types of accuracy: the vertical accuracy and horizontal accuracy. The accuracy in general 
depends on many factors, such as environmental with weather conditions and signal 
attenuations, or network design such as network topology. Different types of service need 
different ranges of accuracy, so for navigation services the range would be ten metres, while 
kilometres are considered as an acceptable range for fleet management [49].   
2.3.2 Response Time 
The time needed to transmit the information between the LCS server and the LCS client is 
the response time. Depending on the LCS client requirement, the response time could be a 
negotiable parameter, but when considering emergency services, the response time is a very 
important parameter [4, 17, 49]. 
2.3.3 Reliability 
Reliability gives an indication of how often the positioning and location information request 
that satisfies the system requirements are successful. For a tracking service like vehicle 
tracking the reliability is not critical, while for a service that tracks a child the reliability is 
more important [49]. 
2.3.4 Privacy 
Even though the location based service provides a convenient service that helps us in our 
daily life, the server provider has to access some private information like user identity, type 
of service and user’s location [51, 52]. In some cases, this might lead to potential privacy 
invasions, especially if the service provider is unknown or untrusted [53]. 
Therefore, a mobile operator must ensure that its subscriber privacy is confidential. 
However, this information still needs to be sent to the service and data provider, which might 
be an external LCS [49]. In this case, the user’s information are shared with other parties. 
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2.3.5 Priority 
When the location based service operator receives multiple requests at the same time, it 
should give priority for some of them and delay the others. The LCS server should always 
give the highest priority for emergency services, and the higher priority gets faster access to 
the resource and may get a faster, reliable and accurate location estimation [49]. 
2.3.6 Coverage 
To get a good quality of service, the user should be able to access a location service anywhere 
within the operator’s coverage area or within the roaming area. In some cases, the operator 
cannot guarantee the coverage for the users because of the network topology and 
environmental factors and user location like urban or rural area [12-14]. 
Furthermore, in the case of the roaming, the visited network may not accept localization 
methods and in some cases the network service may not be available in this roaming 
operator. Alternatively, the coverage problems may come from roaming contracts between 
network operators [49]. 
2.3.7 Security 
User’s location and information should be secured and provided in a reliable manner to 
ensure they are not going to be lost or delivered with error. The LCS server gives a grant to 
the LCS Client to access the location information and even though the access is granted to 
the LCS client, the existing security mechanisms must be used [49].  
Before being allowed to access the LCS service, the target UE must be authenticated first, 
so that the user information can be stored on the LCS server, and only authorized LCS 
Clients to access the LCS Server and see that information. This ensures no unknown or 
untrusted third-party LCS can access the network [49].  
2.4 Summary  
The Location-Based Service is a service that provides a service by using user’s location, 
with services like navigation, searching for a point of interest (POI), advertising, or even 
emergency service. The main component of the LBS are user, positioning, communication 
network, and service and data provider. In general, the Internet is used as a communication 
network in the LBS. In a standard 3GPP and normal systems a third-party data provider is 
used to provide the data and the services, and they are known as the LCS client. The LCS 
client interacts with the mobile’s operator core network via the GMLC.  
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To achieve a good performance in the LBS there are many requirements that need to be 
realised, such as accuracy, security, privacy, time response, but not all these requirements 
can be achieved in just one system. 
By using the new proposed methods the LBS will get better QoS parameter. The LBS after 
using the new architecture got better response time, reliability, privacy, priority and 
coverage. 
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3 Chapter Three: Mobile Network; Standards and Background  
A communication network is needed in order to send the information from the user to the 
service and data provider, and then back again to the user. The location-based services (LBS) 
usually use the mobile network to send and receive the information. For this reason, an 
understanding of the mobile communication network is important to understand how the 
LBS communicates between the user and the service and data provider. In this chapter, as 
an example of the mobile network the UMTS architecture and standard are explained, as 
well as the types of channels used by the user to send the data to and from the core network. 
Also, in this chapter the types of protocols used to transfer these data over the channels to 
and from the core network are presented. 
3.1 UMTS Architecture:  
The UMTS is a third generation of mobile cellular network, and is presented and developed 
by the 3rd Generation Partnership Project (3GPP). The UMTS uses wideband code division 
multiple access (W-CDMA) radio access technology offering a good bandwidth and spectral 
efficiency to the mobile network operators [54]. 
The UMTS can be classified into two subsystems: radio network subsystems (RNS), also 
known as universal terrestrial radio access network (UTRAN), and the core network (CN), 
which can be divided into circuit switch (SC) and packet switch (PS). See Figure 3-1 for 
further details [54].  
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Figure 3-1 UMTS Architecture 
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3.1.1 UMTS Core Network 
The UMTS core network can be classified into two domains: the circuit switched domain 
and the packet switched domain. Where the voice and video-telephony are supported at the 
CS, and the PS enables the user to connect to the Internet and be online. 
3.1.1.1 Circuit Switched Components: 
The main architecture elements of the UMTS circuit switched core network include: mobile 
switching centre (MSC) which basically works the same as that in GSM, and is considered 
the primary service node for the network, which is responsible for routing and managing the 
voice calls and video-telephony and other services [55]. The function of the MSC is setting 
up and releasing an end-to-end connection, handling mobility and handover requirements 
during the call [56]. 
Gateway MSC (GMSC) is an MSC, which accomplishes the routing function to the real 
location of the user when the network is delivering a call to the public land mobile network 
(PLMN). Effectively, the GMSC is the interface of the core network to external networks. 
3.1.1.2 Packet Switched Components: 
The basic packet switched (PS) domain of the UMTS core network architecture can be 
summarized into the following elements: 
Serving GPRS support node (SGSN): this was first developed when general packet radio 
service (GPRS) was introduced and it is still being used in the UMTS network architecture. 
The SGSN provides many functions in the UMTS mobile network, such as managing 
mobility, managing session, and interaction with other areas of the network [56]. 
Gateway GPRS Support Node (GGSN) was first introduced into the GPRS network of the 
second generation network GSM. It is the central and main element in the UMTS PS 
network. It handles the internal network between the UMTS PS network and external PS 
networks, and can be considered as a router. 
3.1.1.3 Shared Elements 
The basic shared elements between the CS and the PS of the 3G network are: [55]. 
The Visitor Location Register (VLR) which is a database that saves the user information 
when he/she is located in the area covered by this VLR. It stores the roaming number of the 
user and the area where that user resisted, and it can be connected to one or more MSCs. 
Home location register (HLR) is a database, which has all the administrative information 
about every user (subscriber) and their last known location in the network. 
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Equipment identity register (EIR), is the entity that decides whether the user (UE) is 
allowed to access the network or not. 
The authentication centre (AuC) is a database, which constrains the secret keys. It also 
contains the user's Universal Subscriber Identity Module (USIM) card. 
3.1.2 UTRAN 
The UTRAN contains RNSs and each RNS has one radio network controller (RNC) and 
different numbers of base stations, which can be called Node B. RNSs and RNC are 
connected to each other by (Iur) interface [56]. 
The RNC acts as a switch to control the elements of the UTRAN, and the main function of 
the RNC are control functions and radio resource managements, which are a collection of 
many algorithms used to accomplish a good Quality of service (QoS) of radio connection 
and guarantee the stability of the radio path. 
The Base Station (Node B) implements radio access physical channels of the WCDMA and 
transfers information to the physical channels from the transport channels based on the RNC 
arrangement [56]. 
Each element of the UMTS network communicates with other elements with signals, which 
are carried by the channel. 
3.2 Transport and Physical Channels: 
UMTS allocates a bandwidth for the users, and this bandwidth and its controlling functions 
are called channels. There are three layers of channels in UMTS, which are logical, transport, 
and physical channels. The types of information to be transmitted are described by the logical 
channels, while the transport channels describe how those logical channels are to be 
transferred, and the media that is used to transmit the information is the physical channels, 
Figure 3-2 shows the three channel layers [56]. 
The data generated at the higher layers in universal terrestrial radio access (UTRA) are 
carried by transport channels and mapped in the physical layer to be carried by physical 
channels. To enable multiplexing several services to one connection the physical layer is 
used.  
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Figure 3-2 Channel Layers  
When the data is expected to arrive at the specific transport channel from the higher layers, 
each transport channel is combined by a transport format indicator (TFI). The physical layer 
gathers the TFI information from different transport channels to the transport format 
combination indicator (TFCI). To inform the receiver which transport channels are active 
for the current frame, the physical control channels transmit the TFCI [57]. 
At the receiver, the resulting TFI is given to the higher layers after being decoded from the 
TFCI. Figure 3-3 shows two transport channels mapped to a single physical channel; if there 
are any errors for each transport block, it will be shown in the error indication. The transport 
channels may have a different number of blocks and not all the transport channels are 
necessarily active at the same time [58]. 
 
Figure 3-3 Interfaces Between Higher Layers and The Physical Layer 
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3.2.1 Transport Channels 
To carry the required data in the air across the radio access network, the transport channel is 
used to carry the data. The transport channels are offered by the upper layer to provide 
services. The transport channels can be classified into two groups of channels: common 
channels and dedicated channels. 
3.2.1.1  Dedicated Transport Channels  
The dedicated channel (DCH) is a bidirectional channel, and can be a downlink (from the 
user to the core network) or uplink channel (from the core network to the user). It can be 
transmitted over part of the cell or can use the entire cell [59]. 
3.2.1.2 Common Transport Channels  
There are six types of common transport channels: FACH, RACH, BCH, PCH, HS-DSCH 
and E-DCH [58, 59]. 
Broadcast Channel (BCH) 
The Broadcast Channel (BCH) is a downlink channel that is used by the system to broadcast 
specific information related to the system. The entire cell is always used to transmit the BCH. 
For the cells configured with broadcast distribution, the first BCH is mapped to Primary 
Common Control Physical Channel P-CCPCH and one additional BCH is mapped to 
secondary Primary Common Control Physical Channel S-CCPCH. 
Forward Access Channel (FACH) 
The FACH is a downlink transport channel and it takes the entire cell to be transmitted. The 
FACH can transmit a small amount of data. 
Paging Channel (PCH) 
The Paging Channel (PCH) is a downlink transport channel. The transmission of the PCH is 
related to the transmission of the physical layer generated paging indicators to page the user 
when there is a call. 
Random Access Channel (RACH) 
The RACH is an uplink transport channel that is received from the entire cell. The RACH is 
used for initial access, connection setup and can carry a small amount of data. 
Indicators  
Indicators are fast and low level signals which are carried over transport channels and 
transmitted without using information blocks. These indicators are: Page Indicator (PI), 
Acquisition Indicator (AI) and Notification Indicator (NI).  
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Indicators can be Boolean (True or false). Physical indicator channels (ICH) are used to carry 
indicators that are transmitted. 
3.2.2 Physical Channels  
The physical channels are used to carry the payload data and information. They manage the 
physical characteristics of the signal. Physical channels can be defined by a specific carrier 
frequency, scrambling code, a channelization code, and time duration.  
Each physical channel has one radio frame, which consists of 15 slots, and the length of a 
radio frame corresponds to 38400 chips. Physical channels can be classified into detected 
and common channels [59]. 
3.2.2.1 Dedicated Physical Channels 
The dedicated channels can be either uplink or downlink according to their direction to or 
from the user equipment UE. 
Dedicated uplink physical channels  
There are many types of uplink dedicated physical channels in the UMTS, including the 
uplink Dedicated Physical Control Channel (uplink DPCCH), the uplink Secondary 
Dedicated Physical Control Channel (uplink S-DPCCH), the uplink Dedicated Physical Data 
Channel (uplink DPDCH), the uplink enhanced dedicated channel E-DCH Dedicated 
Physical Data Channel (uplink E-DPDCH), the uplink Dedicated Control Channel 
associated with HS-DSCH transmission (uplink HSDPCCH), and the uplink EDCH 
Dedicated Physical Control Channel (uplink E-DPCCH).  
Dedicated downlink physical channels 
There are five types of downlink dedicated physical channels in the UMTS: the Fractional 
Dedicated Physical Channel (F-DPCH), the E-DCH Relative Grant Channel (E-RGCH), 
Dedicated Physical Channel (downlink DPCH), the EDCH Hybrid ARQ Indicator Channel 
(E-HICH) and the Fractional Transmitted Pre-coding Indicator Channel (FTPICH). 
In this thesis, the dedicated uplink and downlink channels will not be explained because it 
is not part of the design; for more information about the dedicated channels, please refer to 
the 3GPP standard 25.211. 
3.2.2.2 Common Physical Channels  
The common physical channels can be classified into either uplink to send information from 
the user, or downlink to send the information to the user. 
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Common uplink physical channels  
As the proposed design uses the PRACH and S-CCPCH as common physical channels, the 
PRACH and S- CCPCH are only explained among other common physical channels. 
Physical Random Access Channel (PRACH)  
The Physical Random Access Channel (PRACH) is used to carry the RACH. It can be 
divided into a preamble part and a message part, as seen in Figure 3-4 [59]. The length of 
each preamble is 4096 chips’ and has 256 signatures of 16 chips’. 
Preamble Preamble Preamble Massage part
4096 chips 10 ms (one Radio Frame)
Preamble Preamble Preamble Massage part
4096 chips 20 ms (two Radio Frames)
 
Figure 3-4 Structure of the RACH 
The structure of the random-access message part radio frame can be seen in Figure 3-5, and 
the radio frame takes 10 ms or 20 ms in time depending on the number of a radio frame. 
Each 10 ms message part radio frame is split into 15 slots, each slot having a length of 2560 
chips and with two parts: a control part that carries control information from the upper layer 
and a data part where the RACH is mapped [59]. 
 
Figure 3-5 Frame Structure for RACH  
The data part consists of 10*2k bits, where k=0, 1, 2, 3. This is changeable according to the 
spreading factors, which are 256, 128, 64 and 32 for the RACH for the message data part. 
The radio frame message part usually has 10 ms message parts, while a 20 ms message part 
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consists of two 10 ms message part radio frames. Table 3-1 shows the characteristics of 
RACH for different slot formats [57]. 
On the other hand, the control part consists of eight known pilot bits to support channel 
estimation and two TFCI bits. This corresponds to only the spreading factor of 256 for the 
message control part [57].  
Table 3-1 RACH Characteristics 
Slot Format  SF Channel Bit 
Rate (kbps) 
Channel Symbol 
Rate (ksps) 
Bits/ 
Slot 
Bits/ 
Frame 
0 256 15  15  10 150 
1 128 30  30  20 300 
2 64 60  60  40 600 
3 32 120  120  80 1200 
 
Common downlink physical channels 
There are many downlink physical channels, which are: Common Pilot Channel (CPICH), 
Primary Common Control Physical Channel (P-CCPCH), Secondary Common Control 
Physical Channel (S-CCPCH), Synchronisation Channel (SCH), Acquisition Indicator 
Channel (AICH), Paging Indicator Channel (PICH), High Speed Physical Downlink Shared 
Channel (HS-PDSCH), High Speed Shared Control Channel (HS-SCCH),  E–DCH Absolute 
Grant Channel (E-AGCH), E-DCH Rank and Offset Channel (E-ROCH), MBMS Indicator 
Channel (MICH) and Common E-DCH Relative Grant Channel [59]. 
S-CCPCH 
The S-CCPCH is used to carry the FACH and PCH, and can also carry the BCH in some 
configurations. The S-CCPCH can have a TFCI in some configurations and cannot have it 
in other configurations and it is the UTRAN responsibility to determine whether a TFCI 
should be transmitted or not; for this reason the UEs should always support the use of TFCI. 
A 10 ms radio frame is used to carry 15 slots, and each slot has 2560 chips and can carry 
20*2k bits for k=(0-6), which is depend on the spreading factor 256,128,64,32,16,and 4. 
Figure 3-6 shows the S-CCPCH structure. Table 3-2 shows the different types of slot formats 
and its characteristics [59]. 
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Figure 3-6 Radio Frame Structure of S-CCPCH 
The size of TFCI can be 0,2,4 or 8 bits, and Npilot can be 0, 8 or 16 bits while the size of 
data will take the remaining fields after the Pilots and TFCI are filled. All the configuration 
will change depending on the slot format.  
Table 3-2 S-CCPCH Characteristics 
Slot Format  SF Channel Bit 
Rate (kbps) 
Channel Symbol 
Rate (ksps) 
Bits/ Slot Bits/ Frame 
0 256 30  15 20 300 
4 128 60  30 40 600 
8 64 120  60 80 1200 
11 32 240  120 160 2400 
12 16 480  240 320 4800 
15 8 960 480 640 9600 
16 4 1920  960 1280 19200 
 
3.2.3 Mapping of Transport Channel into Physical Channel 
Each transport channel is mapped to a physical channel to be transmitted. In some cases, 
many transport channels may be mapped to one physical channel. Figure 3-7 shows the 
mapping of the transport channel into a physical channel [59].  
 
Slot #0 Slot #1 Slot #i Slot #14 
Tslot = 2560 chips, 20*2
k bits (k=0..6) 
Pilot 
 Npilot bits 
Data 
Ndata1 bits 
1 radio frame: Tf = 10 ms 
TFCI 
 NTFCI bits 
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Figure 3-7 Transport Channels to Physical Channel Mapping 
3.3 Frame Structure 
The general structure of the frame comprises a header and a payload, where the header 
contains information related to the frame type and control field while the payload has the 
other information and data. The structure of the frames can be seen in Figure 3-8 [57].  
On the Iub interface, within each byte, the bits are sent from the highest bit position (bit 
position 7 first) and the frame is transmitted starting from the lowest numbered byte (Byte 
0). If the spare extension not being used by the transmitter it will be ignored by the receiver 
but it has to be set as zeros [57]. 
 
Figure 3-8 Frame Structure  
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The frame structure fields are different according to the channel type, but all are similar to a 
header and payload. 
3.3.1 RACH 
The RACH data frame has many fields like CFN, FT, TFI and CRC. The CFN corresponding 
to the first frame when receiving the data will indicate if the payload is received in several 
frames. Figure 3-9 shows the RACH frame structure [57]. 
CRC: is the cyclic redundancy checksum used to calculate and detect the error in the header 
of any data frame. 
Transport Format Indicator (TFI): is used to show the transmission interval. 
CFN: indicator to show which radio frame was used first in the uplink or which one will be 
transmitted first in the downlink. 
TB: transport block. 
IE: information element. 
New IE FI: new information flags indicator can be used to change the frame configuration. 
It can take either 0 or 1. For example, if the Bit 1 from New IE IF is set to 0, Ext Propagation 
Delay IE is present. 
Propagation Delay: it is used to measure radio interface delay in the RACH.  
Ext. Propagation Delay: this is an extended part of the Propagation Delay; it is only 
activated when the bit 1 of New IE FI is true. 
Cell Portion ID: indicates the best received quality signal in the RACH. 
Rx Timing Deviation: it has the measurement of the received timing deviation. It has all 
measurements that are made for all slots and all frames that have a payload. It can be used 
only in TDD mode.  
Received SYNC UL Timing Deviation: it is only used with TDD mode, and it is used for 
timing synchronization for the uplink.  
Spare Extension Field length in RACH data frame is 28 octets and in normal cases it is set 
to zero. 
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Figure 3-9 RACH Frame Structure 
3.3.2 FACH 
Like the RACH, the FACH frame has the CFN, which indicates which payload is to be 
transmitted first. The CFN of the first frame will indicate if the payload is to be transmitted 
more than one frame. Usually, the FACH is carried by the S-CCPCH. Figure 3-10 shows the 
FACH frame structure [57]. 
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Figure 3-10 FACH Frame Structure 
All the fields are defined in the RACH section. However, the length of spare extension in 
FACH can take up to 29 octets and it is sent as zero by the sender and neglected by the 
receiver as long as they are zeros. 
3.4 Transmission Procedure  
The physical channels and the transport channels use a sequence of signalling and messages 
to send the information to and from the network; these signals are used for different types of 
services like data, voice call or video calls. Each of these services and channels have the 
specific quality of service (QoS) like bit error rate, bit rate and delay. Based on the required 
QoS, there are several operations that can be applied to transport or physical channels. These 
operations are simplified and illustrated in Figure 3-11 [60]. 
3.4.1 Operations Applied to Transport Channels 
The operation that is applied to the transport channels is the multiplexing and coding 
operation. After this, information are checked to see whether there are any errors and then 
they are sent to the physical channel. 
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Figure 3-11 Simplified Transmission Chain in FDD Physical Channel 
3.4.1.1 Multiplexing and Channel Coding 
Many serviced transport channels can be mapped into one or more physical channels. The 
transport channels can be used to carry information with different data rates depending on 
the service; this flexibility can make the transport channels efficiently allocated to physical 
channels and use the same Radio Resource Control (RRC) connection. Similarly, common 
transport channels can use the same operations. There are many stages in multiplexing and 
channel codings, such as cyclic redundancy check (CRC), transport block segmentation, 
channel coding, turbo coding, frame segmentation, and rate matching [61]. Most of the 
operations can be applied to the uplink and downlink [60]. 
3.4.1.2 CRC 
CRC is a method to detect errors in the code. It is commonly used in mobile, network 
communication, and storage devices to find accidental changes to the original data. It uses 
the remainder of a polynomial division of data block; the data entering the system gets a 
short check value attached. On the receiver this calculation is repeated and, if the check 
procedure finds an error where the values do not match, corrective action may be taken. 
3.4.2 Operations Applied to Physical Channels  
The most common operations that apply to physical channels are channelization codes, 
scrambling, and modulation.  
3.4.2.1 Channelization Codes  
The channelization codes are one of the spreading operations, where each symbol is 
transformed into a number of chips. Usually, the number of chips per data symbol is equal 
to the spreading factor.  
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The Orthogonal Variable Spreading Factor (OVSF) codes are another name of 
channelization code. It has a length of codes depending on its spreading factor (SF). It can 
be defined as Cch, SF, k, where k is the code number such that 0 ≤ k ≤ SF-1 and SF are the 
spreading factor of the code.  
OVSF codes originate from the code tree, as shown in Figure 3-12. . If the system decides 
to assign one OVSF code to a user, the “sub-tree” cannot be used for other users, even when 
the orthogonal property is maintained across different symbol rates. Also, the smaller SF 
code on the root of the tree cannot be used. For example, if the code Cch,4,2 is used by one 
user, the codes Cch 8,4; Cch,8,5; cannot be used by other users. This case is applicable for code 
Cch,2,1 in the root path of Cch,4,2 [61]. 
 
Figure 3-12 Tree Structure to Generate OVSF Codes 
3.4.2.2 Scrambling Codes  
Scrambling codes are used to separate the serving cell from other cells in the downlink and 
to separate the selected UE from others in the uplink. The OVSF code can be reused between 
the user and Node B within the same coverage and location when using the scrambling codes. 
Scrambling codes are used before the channelization codes so it cannot affect the channel 
bandwidth [60]  
3.4.2.2.1 Uplink Scrambling Codes  
The uplink signal of each UE is scrambled with a unique scrambling code, and this 
scrambling code will make the Node B to differentiate one UE from each other. Complex 
scrambling is used by rotating the constellation continuously to distribute the power evenly 
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between the two orthogonal I/Q branches. It is the RNC responsibility to assign different 
scrambling codes in the uplink to different UEs. A long scramble code is an example of 
scrambling code that is used in the uplink.  
Long scrambling codes: The long scrambling codes are spread over one radio frame of 10 
ms length, which give up to 38,400 chips. The long scrambling code is used in Node B when 
using the RAKE receiver, and the long scrambling sequence can be defined, as shown in 
Figure 3-13 [60].  
 
Figure 3-13 Long Scrambling Code for the Uplink 
3.4.2.2.2 Downlink Scrambling Codes  
In the downlink, only long scrambling codes can be used. All data channels are multiplied 
by a unique long scrambling code to form the signal from every Node B. 
In general, there are 218 – 1 scrambling codes. For this reason, the search process is slow so 
in order to make the search procedure quicker, only 8,192 of these are used, that means n = 
(0-8191). These codes are divided into 512 sets; each set has only one primary scrambling 
code and 15 secondary scrambling codes.  
In the downlink, it is possible to generate a complex value scrambling code from a 
combination of two real-valued sequences Cn,1 and Cn,2. Figure 3-14 shows the long 
scrambling code in the downlink. 
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Figure 3-14 Long Scrambling Code in Downlink 
3.4.2.3 Spreading and Modulation of Common Physical Channels 
In this section, the PRACH and S-CCPCH are described and explained. Only the spreading 
of the common physical channel is taken into consideration (not the detected channels), as 
only these channels are used in the proposed design. 
3.4.2.3.1 Spreading Factor of the Physical Random Access Channel (PRACH)  
The PRACH mentioned earlier carries the RACH transport channel used by the UE to 
request RRC connection establishment. Each slot of the PRACH has two parts, a data part 
and the control part. The data part is used to carry the RACH transport channel. The OVSF 
codes SF = 256 (15 kbps), 128 (30 kbps), 64 (60 kbps) or 32 (120 kbps) are used for the data 
part to spread the signals. Note that in uplink the number of symbols are the same as the 
number of bits. The control part is used to carry transport upper layer control information 
and has a spreading factor of 256 with a fixed rate of 15 kbps and contains two TFCI bits 
and eight pilot bits.  
The transmission begins with PRACH, and a short preamble pattern notifies the Node B that 
there is a RACH data message coming next. The PRACH preamble part comprises of 256 
repetitions of a signature of 16 chips’ length (16 * 256 = 4,096); that gives a maximum of 
16 available signatures. The length of the message part can be either one radio frame (10 
ms) or two radio frames (20 ms); the higher layer is defining a number of the radio frames. 
The large cells use the message part of 20 ms [57]. 
3.4.2.3.2 Spreading Factor of S-CCPCH  
FACH and PCH are carried by the Secondary Common Control Physical Channel (S-
CCPCH). They can either share the same frame (same physical channel) or can be 
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transmitted on different channels. The spreading factor of the S-CCPCH can be 256, 128, 
64, 32, 16, 8 or 4 that causes the channel symbol rates to vary between 15- 960 ksps [57].  
3.4.2.4 Modulation  
UMTS uses a quaternary phase shift keying (QPSK) for its transmission modulation 
technique where two chips are transmitted in each symbol [62]. 
In QPSK, a group of two bits are grouped together as a symbol before it is sent to be 
modulated, and each of these symbol can be one of four possible values: 11, 10 01, or 00. 
During each symbol interval, according to the input symbol, there are four possible phase 
shift (angles) that the modulator shifts the carrier to. In an ideal case where there are no noise 
and loss, the phases are each 90 degrees apart, and the phase shift in ideal cases will draw a 
constellation diagram matching the conﬁguration shown in Figure 3-15. 
 
Figure 3-15 Ideal QPSK Constellation 
As can be seen in the figure, the QPSK modulation can be presented by the following 
equations [63]: 
𝐼 cos𝑤𝑐𝑡 + 𝑄 sin𝑤𝑐𝑡 = 𝐴 cos(𝑤𝑐𝑡 +  𝜃)  3.1 
𝐴 = √𝐼2 + 𝑄2    3.2 
𝜃 = tan−1 (
𝑄
𝐼
)   3.3 
𝑊𝑐 = 2 𝜋 𝑓𝑐   3.4 
Where A is the amplitude, and f is the carrier frequency, the complex signal x(t) is formed 
by simply using the in-phase baseband signal I (t) as the real part and the quadrature 
baseband signal Q(t) as the imaginary part. 
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If I and Q take on values of ± A / √2 (where A is the Amplitude) in all possible combinations, 
the angles of these signals will be on values of π /4, 3π/4, -π/4 and - 3π/4. To present the 
resulting signal in the form of complex value form referenced to the carrier frequency, the 
modulated signal can be as 
𝑥(𝑡)  =  𝐼 (𝑡) + 𝑗𝑄(𝑡)   3.5 
Where the complex signal is x(t) formed by using both the quadrature baseband signal Q(t) 
as the imaginary part and the in-phase baseband signal I (t) as the real part. 
3.5 RRC Connection Establishment Procedure  
This section presents a number of signalling procedures related to the UEs. Note that not all 
procedures nor the signalling are explained, as only procedures that are used in the proposed 
design are explained here. 
The Radio Resource Control (RRC) protocol is used in UMTS on the air interface between 
the UE and Node B [64]. RRC is responsible for the control signalling that includes functions 
like radio bearer establishment, connection establishment and connection release, broadcast 
of system information, reconfiguration and release, paging notification and release, 
connection mobility procedures [64]. 
The RACH and FACH channels are used to establish and release the connection, so to 
understand the function of each channel, let us take an example that shows the establishment 
of an RRC connection on the RACH/FACH common transport channel. In this example, the 
data transport bearer for the RACH/FACH is considered as it is established before this 
procedure. Figure 3-16 shows the RRC connection establishment [65]. 
1. The user (UE) sends an initial signal to set-up an RRC connection; this signal is RRC 
Connection Request message, which is carried by CCCH using the RACH. 
2. Cell Radio Network Temporary Identities (C-RNTI) and UTRA Radio Network 
Temporary Identities (U-RNTI) identifiers are both assigned by the SRNS and sent 
to the user along with a configuration message to the UE in order to give the 
permission to connect and join the network. The RRC message connection setup is 
sent on CCCH, which uses the FACH. 
3. The UE sends RRC Connection Setup Complete using DCCH after receiving the 
configuration message from the RNC, and the RACH transport channel carries the 
DCCH logical channel. 
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Figure 3-16 RRC Connection Establishment 
So far the connection request and the information are in the UTRAN, and in order to send 
this information to the core network, the Iu interface is used. The Iu defines the protocols 
and characteristics of the air interface. 
The Iu is the interface between the UTRAN and Core Network in the UMTS. The Iu interface 
can be either between the circuit switch domain and CN, which is called Iu-CS, or between 
the CN and the packet switch domain, which is called Iu-PS. Figure 3-17 shows the two 
logical types of Iu interface where the RNC is considered as the access point of the UTRAN. 
The Iu interface supports location services by carrying location information from UTRAN 
to CN and from the CN to UTRAN [66]. 
UTRAN
RNC
Node B
Node B
RNC
Node B
Node B
Core Network
CS Domain
PS Domain
Iu-CS
Iu-CS
Iu-PS
Iu-PS
Iu Interface
 
Figure 3-17 Iu Interface Between the Core Network and UTRAN 
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Each UTRAN can be connected to one or more CN Access Points in the Iu-cs. On other 
hand, the UTRAN Access Point shall not be connected to more than one CN Access Point 
in the Iu-PS  [66]. 
The AAL2 protocol in the transport option ATM is used to carry the data toward the circuit 
switched domain in the core network [67]. 
3.6 Protocol Stack 
The protocol stack is a term used to define the protocols used in a system for each element 
or stage, the UMTS protocol stack can be seen in Figure 3-18 [8, 64]. 
The user level uses the Radio Link Control protocol (RLC) and sends the information to the 
MAC layer and then to the WCDMA to be sent to the Node B. At Node B the ATM is used 
and AAL2 protocol to send the information to the RNC, which also can use the AAL2 to the 
core network. Sometimes the RNC uses the AAL5 to send the information to the Core 
network, but in the Iu-CS the most common protocol to send the information of the user 
plane is the AAL2 [64]. 
 
Figure 3-18 User Plane Protocol Stack for Circuit Switching [8, 68] 
3.7 ATM  
ATM is one of the options that can be used in the transport layer data stream in the Iu-CS 
and Iu-PS, according to ITU-T Recommendation I.361 [67, 69]. The AAL2 protocol 
improves on other ATM Adaptation Layers, by packing lots of small packets efficiently into 
one standard-sized ATM cell of 53 bytes. 
The cell structure of the ATM has two main fields, the header which is 5 bytes and the 
information field, which has up to 48 bytes, as can be seen in Figure 3-19. The payload field 
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came from the upper layers, which are the service specific conversion sublayer SSCS and 
common part sublayer CPS. 
Header
(5 Octos)
Payload
(48 Octets)
1
2
.
.
.
.
.
.
.
.
.
.
53
8        7         6        5         4        3         2          1 bits
 
Figure 3-19 ATM General Structure 
3.7.1 ATM Header 
The header is 5 bytes long and contains the information of the payload and channel to be 
used to carry this information. Figure 3-20 below shows the header of the ATM. 
GFC VPI
VCIVPI
VCI
CLPPTVCI
HEC
8         7               6            5              4                   3            2                  1
1
2
3
4
5
Octet
 
Figure 3-20 ATM Header 
Where CLP Cell Loss Priority, GFC Generic Flow Control, PT Payload Type, HEC Header 
Error Control VPI, Virtual Path Identifier, VCI Virtual Channel Identifier. 
3.7.2 Information Field  
The information field or the payload field has information coming from the AAL2 upper 
layer, CPS and SSCS, and these sublayers help the mapping from upper layer services to 
ATM cells. Figure 3-21 shows the AAL2 and ATM layers [70]. 
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Figure 3-21 AAL2 and ATM Layers Structure 
The CPS-Packet payload has a sub-field, which is CID: channel identifier, LI: length 
indictor, PPT: packet payload type, UUI: user-to-user indication, HEC: header error control 
while the SAR header has only SF Start Filed, which has OSF: offset field, SN: sequence 
number and a Parity bit.  
CID LI PPT UUI HEC
SF
CS Header
SAR Header
8 bits 6 2 3 5
8 bits  
Figure 3-22 CS and SAR Headers 
A 3-Byte header at the CS layer is added to each 24-Byte short packets that come from the 
upper layers. The SAR provides a mapping between CS and ATM layer by adding a header 
to receiving 47 byte packet from CS and passes to the ATM layer. 
3.8 LTE and LTE-A Using 3G  
In some providers the LTE uses the circuit switching of the UMTS to provide essential 
services, and the operator’s roadmap to follow IP Multimedia Subsystem (IMS) is based on 
their business and economic requirements. So, while some operators will target initial 
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deployment of voice over LTE (VoLTE) services with IMS, there are other operators looking 
to leverage the LTE network for voice prior to investing in IMS, and using their 2G or 3G 
network for basic services like voice; this is called circuit switched fallback (CSFB) [71]. In 
fact, there are many options for LTE to provide basic services, especially voice services, and 
these options are SRVCC and CSFB. 
3.8.1  SRVCC and CSFB 
In general, there are two approaches to provide basic services while offering 4G PS data 
services: dual radio solutions and single radio solutions. For the dual radio solution, two 
always-on radios are used, one for PS LTE data and the other for CS telephony. 
On the other hand, single radio solutions use only one radio to handle both types of traffic, 
using network signalling to determine when to switch from the PS network to the CS 
network. Consequently, there are two 3GPP standardised solutions: 
1. CSFB provides a mechanism for basic services by switching to the 2G/3G CS domain 
without the need to deploy any dedicated infrastructure to support, such as voice in 
LTE. In this case, the LTE network can be viewed as a data-centric network. 
2. IP multimedia subsystem single radio voice call continuity (IMS SRVCC) is based 
on IMS deployment to offer multimedia services to LTE end users (including voice) 
within LTE coverage and to hand over voice calls to the 2G/3G CS domain when the 
UE moves out of LTE coverage [72]. 
As shown in Figure 3-23, the 3GPP-based options for offering the VoLTE network are based 
on IMS SRVCC and CSFB. 
Single Mode
Multi-Mode
Voice over LTE
Voice of CS
Voice of CS
IMS SRVCC
CS fallback 
CS fallback 
 
Figure 3-23 Voice Service over LTE 
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3.8.2 Circuit Switched Fallback (CSFB) 
In general, the CSFB enables a device that is operating in LTE mode to use either 3G or 2G 
circuit-switched networks to receive or place essential services like voice call [73]. 
To clarify, let us take the example of a device on LTE that receives an incoming call while 
a data connection is enabled. The LTE network pages the device. The device responds with 
a service request message to the network, then the network asks the device to move (fallback) 
to 2G/3G to accept the incoming call. Similarly, for outgoing calls, the same service request 
is used to move the device to 2G/3G to place the outgoing call. 
Control signals for connection establishment when using the CSFB are the same control 
signals that are used in the normal UMTS with some slight differences.  
3.9 Summary 
 In this chapter, the basic architecture of the UMTS has been explained, as well as the 
channels that are used in the UMTS. In order to send informaton, the user shall send the 
information from the mobile to the core network via the UTRAN (Node B and RNC).  
To send the information, there are several stages the data must go through, like multiplexing 
and coding, scrambling, and modulation. After the mobile first joined the network, it sent 
the information first via the control channel to the UTRAN using the RACH, and the access 
grant to join this network is sent back to the mobile using FACH. 
The protocol that is used to send the inforamtion using the RACH/FACH is the RRC 
connection establishment, which is used to establish the connection between the user and the 
UTRAN, and then this information are sent to the core network via the ATM using the AAL2 
protocol.  
A new method is presented in this thesis that used the RACH and FACH to carry 
informattion in UMTS network, the ATM is used to carry those information between the 
UTRAN and the core network. 
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4 Chapter Four: Literature Review   
LBS have a standard architecture but they still attract many inventions and researches to 
develop and evolve them in many aspects, such as (not limited to): the localization methods 
used to find the user, the method to transmit the information to the core network, preserving 
user privacy, and the applications in which the system may be used, such as navigation, 
tourism, health care, etc.  
According to the proposed design in this thesis, two areas will be focused on during the 
literature review, which are: the methods used to transmit information between the user and 
the core network, and the architecture of the core network in terms of the LCS client and 
servers to reduce response time and protect users’ privacy. Usually, the researchers - with 
some exemptions - use the Internet to communicate between the user and the core network, 
and use a third-party as a data and service provider in their design and assumptions. 
4.1 Location-Based Services  
Location-based services were first introduced by the active badge project by the University 
of Cambridge, which can be considered as the first research to use and develop the LBS [74].  
It used sensors in the office to locate the users who wore a badge. Then Nokia in 1996 
introduced a system that was used in the case of emergency to locate users within the GSM 
network [75]. 
Then the 3rd Generation Partnership Project (3GPP) published a system to transmit 
emergency call data from a vehicle to a PSAP, to be offered in all new cars, by sending fixed 
data at the same time as an emergency call using General Packet Radio Service (GPRS) or 
Wideband Code Division Multiple Access (WCDMA) [45, 76]. Their system developed and 
specified the eCall in-band modem, which is used for reliable transmission via the voice 
channel. The eCall system was first introduced by the European Commission and was 
prioritised within the mobile communication network completed in 2015 [44]. The European 
Commission had high-level requirements, recommendations and guidelines for eCall service 
and standards with the mobile telecommunication industry, automotive industry, public 
emergency authorities and any other industries related to the safety in the eSafety Forum 
[45, 77, 78]. 
The Internet is also used in Sukaphat design to track and find a lost mobile. It uses a cell 
identifier method to improve the accuracy of indoor localisation. Tracking information are 
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sent from the lost mobile to the recipient via the Internet mainly or using SMS messages. 
The results can be presented by either text or a GUI using Google Maps [79]. 
The Internet channel GSM/ GPRS is also used in a system that used to identify wheelchair 
location information, GPS and GSM network are used to find the location of the user, the 
Tian et al. system module  is connected to a microcontroller, to the web-based management 
server. The server then receives the wheelchair’s information and displays its location using 
Google Maps. The system overview is shown in Figure 4-1 [23]. 
 
Figure 4-1 Wheelchair Positioning System [23] 
Hasemann provided a method that dispatches the information request as an unstructured 
supplementary service data (USSD) code, so the incoming USSD code for LBS is identified 
by the mobile operator. The problem is that the user has to know which USSD code to use 
and what code stands for which service, so requested location-based information can be sent 
to the user graphically via SMS/MMS, and the user can select whether to receive the required 
information graphically, acoustically or in another way [80].  
To find the location of the user, Panahi et al., used GPS to obtain a tourist’s current location. 
The system also uses cellular networks and Wi-Fi to record any change in the user’s position 
when GPS is unavailable. An XML file is used which contains information on the location 
requested by the user. The Internet is used for transmitted data. However, the system uses a 
cloud-based middleware server to store the data from the LBS provider, so when the user is 
not connected to the Internet, he/she can get the information from the middleware server 
instead of communicating with the end server. The middleware is used to provide service 
that generates XML output to be used to communicate with the mobile application. 
Figure 4-2 shows a diagram of the system [81]. 
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Figure 4-2 Middleware-Based LBS [81] 
Fogue et al. proposed a design that can be placed in a car to send notifications to the PSAP 
when it is involved in an accident. The system has sensors all around the car that are activated 
when there is a collision. The communication network proposed in this solution is vehicle to 
vehicle (V2V) and vehicle to infrastructure (V2I). Once the information from the sensors is 
collected, it is sent via the UMTS network data channel to the PSAP [82]. 
Chaklader et al. designed a system that is used in case of a car accident. A black box is placed 
in the vehicle, which collects its location when there is an accident, then sends notifications 
to the emergency rescue services using the Global System for Mobile Communications 
(GSM) text service [24]. 
Winston et al., use a random access channel (RACH), which is a control channel in the 
vehicular communication to send information and control signal to the data providers [83]. 
Instead of the usual standard packet channel, they use the data filed in the RACH structure 
to send the data. This system is close to our proposed system, but the main different is that 
our proposed system uses the spare extension in the RACH instead of the data field like in 
Winston system. 
The transmission of the disaster warning messages is one important service offered by the 
LBS. Hongsheng used the digital audio broadcast (DAB) to send emergency warnings. The 
method used two DAB transmitters to establish a bidirectional multimedia communication. 
It can be used in an area where the disaster might happen, and it uses computers attached 
with dongles so that messages can be transmitted and received [84]. 
Another system called mKRISHI uses VHS transmission, satellite communication or mobile 
phones to warn fishermen about an upcoming disaster. It is used to warn the fishermen in 
the sea or near the coast if any disaster is coming, like a hurricane or tsunami. All the data 
are stored in the web based system and sent directly to the fishermen [85]. 
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Jinggangshan’s geological disaster prevention management information system uses the 
sensors to check the weather and land condition with video surveillance data based on 
wireless sensor network to predict and send early warnings. The sensors used the GPRS to 
send the early warning information to the cloud and then the monitoring system sends the 
warning messages to the users as a real-time video stream transmission via the Internet [86]. 
The Wireless Sensor Networks (WSN) are proposed along with Unmanned Aerial Vehicles 
(UAV) to collect information about the natural disaster in [87] where the Internet is the main 
communication between the WSN sink and the data centre.  
Similarly, one system was designed and implemented using WSN with integrated ultrasound 
sensors to transmit an emergency data and the Internet is the main backhaul between the 
WSN and the data centre [88]. 
Also, mobile phones are used in another research study by Solmaz to act like a sensor and 
are used to evacuate visitors in a park in case of disaster or emergency. In this case, the sink 
mobile broadcasts a message to sensor nodes and the WSN is used to carry this message to 
all visitors [89]. 
Social media such as Twitter can also be used as a platform to warn people about disasters. 
Twitter in particular has been used in Tsunami Warning and Response Social Media System 
(TWRsms) to warn about incoming disaster [90]. Similarly, Twitter has been used by Carley 
in Indonesia to warn people about incoming tsunamis [91]. Social media like Facebook and 
WhatsApp can also be used after disasters to ask for support like shelter and blood donation 
[34]. 
The e-Health system is considereda one location-based service that attracts many researchers 
to improve its components and architecture to fulfil its requirements [20, 21]. like in AMMA 
system which uses the Internet of the code division multiple access (CDMA) cellular 
network to send patient information, which uses an agent based mobile middleware 
architecture from the ambulance Also, the packet channel in the third-generation (3G) 
mobile network is used in the Gallego system, which delivers biomedical information from 
the ambulance to the hospital [21]. Prakoso also used a secure system to preserve patient 
medical information when sending it to the doctor in hospitals at a distance for monitoring 
and diagnosis, and the connection used in this system is the Internet [25]. 
Another healthcare system framework is designed by Haung et al. to collect medical data 
from Wireless Body Area Network sensors, and send the information to a gateway in  a 
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secure way to protect the user information and then send it to the hospital using the Internet 
or the packet channel of the CDMA [92]. 
vNurse system is presented by Rehunathan et al., which is based on a smartphone platform 
that makes a secure patient remote monitoring outside a clinic or hospital.  It uses full 
Internet Protocol (IP) for the connection, and uses attached WBANs to check the patient 
situation while he/she is away [93]. 
In some situations, a quick medical response is needed. Patients being taken to hospitals by 
cars could get stuck in traffic [22]. For this reason, Misbahuddin et al. presented a new 
scheme to transfer patient health data to the hospital using ZigBee technology. If the ZigBee 
is not available the Wi-Fi will be used and if the Wi-Fi is not present the cellular network 
will be used after classifying patients based on their condition [22]. Brahmi et al. also 
proposed a similar enhanced scheme for IEEE 802.15.4 protocol to ensure fast transmission 
on the road in the event of a car accident for the emergency service. By using this scheme 
the time delay will be shorter for carrying important messages and information [94]. 
4.2 Data Transmission 
Some works do not use location-based service, but rather new efficient methods to transmit 
data to the server or core network, and as our proposed design transmits data to the core 
network, a literature review of this type of system has been presented. 
Shahbazi et al. presented a system where data modems are used to transmit data over the 
voice channel. The input data is converted from serial to parallel as blocks, and each K-bit 
of data are converted to a symbol and considered as an index of the codebook (database). At 
the receiver, the signal is decoded back to symbols, fed to the demodulator and converted 
back to blocks of K-bit data from the code book. The system needs a computer at each 
terminal as well as a mobile phone to complete the transmission of data [95]. Figure 4-3 
shows Shahbazi system. 
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Figure 4-3 Overall Modem Structure (a) Transmitter (b) Receiver [95] 
LaDue et al. also designed a system that transfers data by using a modem through a 
compressed speech medium. This modem is an addition to the existing GSM system 
(Figure 4-4). The modem converts input data to a pulse-code modulation stream and feeds 
it into a GSM mobile unit, which encodes and modulates this signal using GSM standards 
and sends it over the air [96]. 
 
Figure 4-4 LaDue et al.’s System  
Anisette presented a solution based on received signal strength indication (RSSI) to locate a 
user, with the data collected and managed by GSM or 3G networks; so the transmission uses 
the Internet or packet channel just like the standard, and the data provider is any third-party 
server [9]. 
Ali et al. proposed and evaluated a system for data transmission over a mobile voice channel 
based on multiple frequency-shift keying (M-FSK) modulation with optimised parameters. 
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The parameters of the M-FSK modulation are tuned using real mobile communication voice 
channels. Figure 4-5 shows Ali et al.’s system [97]. 
 
Figure 4-5 Ali et al.’s Test Bed [97] 
Another system built by Ghosh et al. also uses the mobile communication voice channel to 
communicate and send the data to a central location centre for analysis [98]. 
Peric et al. designed a low bit-rate transmission over a voice channel in GSM using a modem 
to transmit small amounts of data [99].  
4.3 Privacy Protection 
In recent years, there have been many researchers working to protect user privacy in LBS 
while maintaining response time and accuracy. Even though there is a debate about the 
privacy of the user’s location, some researchers claim the users are not concerned whether 
their location is being shared with other organizations and third parties [39, 41, 100-103], 
while others believe it is important to have their location kept confidential, especially if it 
could be shared with commercial advertising agents [39-41]. Lin et al. did a study about user 
concern about their privacy and showed that people also behave differently about their 
location if they are in work or at home [104].  
There are many methods to protect this privacy such as adding anonymizer, spatial and 
temporal cloaking where an approximate location is sent to the server instead of the exact 
value or, for example, by sending the nearest neighbour location instead of the real one. This 
technique, however, has poor accuracy and a bad response time. Another approach is to 
transform the location so that the system sends a transformed user position to preserve user 
location privacy [4, 105]. Adding an anonymizer to the network will not solve the privacy 
issues, as the security and confidentiality risks are transferred from the data and service 
provider to the anonymizer [106].  
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The above methods are the most popular among researchers, but there are other methods 
available to protect user privacy. 
Schlegel et al., present a dynamic grid system design that uses a query server between the 
user and the service provider. The request for the user and the cell identifier are encrypted 
before being sent to the third-party service provider to keep the user’s privacy secured [107]. 
Figure 4-6 shows the system architecture.  
 
Figure 4-6 Schlegel et al.’s System Design [107] 
An architecture to protect identity privacy in the LBS is proposed by Dewri et al., [108] 
whereby a user-centric design can share the user location just after the user has evaluated the 
impact of the service quality and accuracy. 
A new framework, called KAWCR, to protect privacy in the LBS has been proposed. 
KAWCR use a centralised server, which must be a trusted third-party in the system as an 
anonymizer to hide and protect user privacy [109]. Other researchers like Gan et al. and 
Hyunjo et al. also used the anonymiser to hide the user information [110, 111]. 
A solution to preserve user location and privacy by obfuscating location information are 
presented by Ardagna et al. The research focuses on developing techniques to protect a single 
sample of a location [112]. 
A 3PULS system that used pseudo-location to preserve user’s information are proposed by 
Niu et al. 3PLUS uses k-anonymity for user’s location privacy with a higher probability. A 
set of pseudo-locations is kept in the server buffers, and these pseudo-locations contain two 
parts, namely part of a location obtained from previous user locations, and the other part is 
randomly exchanged with encountered users [113]. 
An enhanced-location-privacy-preserving scheme for the LBS environment has been 
proposed by Peng et al., where it distributes the spatial information periodically, and the real 
location is encrypted by the pseudo-location to preserve user’s information [106]. 
Myungah et al. added a Post office box (POB) server to the LBS system architecture. The 
LBS server receives the user request from the POB server but the POB cannot access the 
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query and information. The answer will be generated by LBS server and sent back to the 
POB without knowing the user’s identity. POB server in turn sends the request back to the 
requester without knowing its content [114]. Tang et al., also designed a similar system but 
with a different algorithm to anonymise the user data [115], as they proposed a decentralised 
privacy-preserving scheme with a two-phase forwarding method and a key management 
protocol. It first disconnects the user from the data provider when the server receives the 
request to protect the user identity and then adds an efficient pseudonym mechanism. 
4.4 Summary 
The location based service attracts the researchers to develop and improve its services and 
architecture. The literature review focuses on the location based service transmission 
method, but there are some cases where they have used a new and effective transmission 
method without using it in LBS.  
In summary, most of the location based service systems use the Internet to send the 
information from the user to the core network or to the data and service provider, the 
disadvantage of using the Internet is that the user could have no Internet access. However, 
some projects have sent information to the core network using voice channel and a modem. 
The main disadvantage of this method is the need for additional hardware and/or software 
to complete the connection. Table 4-1 shows the transmission methods that could be used in 
the LBS systems. 
Table 4-1 Comparison of Transmission Methods 
System Year  
Data transmission 
methods  
Disadvantage  
3GPP eCall 2008 GPRS 
The users will not have an LBS 
if they has no Internet 
connection.  
Sukaphat 2011 Internet 
Tian et al. 2009 Internet 
Anisette  2011 Internet  
Panahi et al 2013 Internet 
Chaklader et al. 2014 GSM 
mKRISHI 2016 GPRS 
Jinggangshan’s 2015 GPRS 
AMMA 2005 Internet 
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Prakoso 2016 Internet 
Haung et al. 2017 Internet 
TWRsms 2016 Social media/Internet 
Carley et al  2016 Social media/Internet 
Basu et al 2017 Social media/Internet 
Fogue et al. 2012 
V2V and mobile 
Internet. 
The users will not have an LBS 
if they have no Internet 
connection and if the V2V or 
WSN is used, there should be a 
series of vehicles/sensors to 
carry the signal.   
Erdelj 2017 WSN and Internet 
Erd et al 2016 WSN and Internet 
Solmaz et al 2017 WSN and Internet 
vNurse 2011 WBAN and Internet 
Misbahuddin et al 2012 zigbee and Internet 
3GPP eCall in-band 
modem 
2017 
Data over voice 
using modem 
 
 
 
 
Additional hardware is needed 
(modem or and computers)  
Shahbazi et al.   2010 
Data over voice 
using modem  
LaDue 2008 
Data over voice 
using modem  
Ali et al. 2013 
Data over voice 
using modem  
Ghosh et al. 2015 
Data over voice 
using modem  
Peric et al. 2015 
Data over voice 
using modem  
Hongsheng 2017 
Digital Audio 
Broadcast 
Winston et al. 2014 
Data filed in the 
RACH 
The data field of the RACH is 
used which is already has a 
control data and could cause 
bigger number of slots and 
frames which leads to higher 
delay  
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Hasemann 2012 USSD 
The user needs to know which 
code to use when requesting a 
specific service  
 
Also, in the related work and as privacy issues are one of the most important issues in the 
LBS, the selected work has been reviewed. There are many ways to protect the user 
information suggested by the researchers, such as adding a server to act like an anonymiser 
to encrypt the user information, the disadvantage of using a third party server as an 
anonymiser is the increment of the interferences between the core network and the data 
provider in addition to response time increment, another method to protect the user privacy 
is by using a cloaking method by giving a location nearby the user’s location, the main 
disadvantage is the poor accuracy in addition to the disadvantage mentioned in the first 
method. Table 4-2 shows the summary of the methods used.   
Table 4-2 Comparison Among Privacy Protection Methods  
System Year  Privacy protection methods  Disadvantage  
Schlegel et al. 2015 
server between the user and 
the service provider 
increment of the 
interferences between the 
core network and the data 
provider in addition to 
response time increment 
Dewri et al. 2014 
server between the user and 
the service provider 
KAWCR 2010 
use a centralised server as 
an anonymizer 
Gan et al.  2016 
Server in the middle as 
anonymizer 
Hyunjo et al. 2012 
Server in the middle as 
anonymizer 
Myungah et al 2017 
Server in the middle as 
anonymizer 
Ardagna et al. 2011 
In middle server for 
obfuscating location 
information 
Poor accuracy. 
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3PULS 2013 
In middle server for 
obfuscating location 
information 
Peng et al., 2017 
In middle server for 
obfuscating location 
information 
Tang et al., 2017 
decentralised privacy-
preserving scheme with a 
two-phase forwarding 
method 
Poor accuracy with 
complexity  
 
In this thesis, the proposed method used the control channels to carry the information 
between the user and the core network, which gives the system a new connection that is 
always available even if the user has no Internet connection with faster data transfer. 
Moreover, the method used a new core network architecture to protect the user privacy 
without sharing the information with third-party servers. 
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5 Chapter Five: Proposed Design 
As mentioned earlier in the previous chapters, LBS architecture is comprised of mobile 
devices, a communication network, positioning components, a service and data provider [6]. 
Generally, LBS use the Internet to send and receive information from the core network. In 
the proposed design, the control channels are used to transmit the data from the user to and 
from the mobile operator’s core network instead of the Internet. A new architecture that uses 
the database(s) within the operator network is proposed to solve the privacy issues and to 
obtain a more efficient response time. 
Usually, the LBS are operated by independent third-parties that provide services based on 
the location of mobile users [116], which leads to more interference between the operator 
and the service provider, costing the operator and the service provider money and time to 
maintain this connection between them. For this reason, in the proposed design, the mobile 
operator provides the LBS by adding one or more databases to the mobile CN containing the 
service information and location. The proposed design can be divided into three main stages. 
These stages are: 
1- The uplink stage; where the user asks for a specific service like a location. 
2- The database; which is located in the mobile operator core network, and could be one 
or more databases depending on the mobile operator architecture. This database has 
all the location and information of places that the user might ask for. 
3- The downlink stage; where the mobile operator sends the information to the user who 
asked for this information. Figure 5-1 shows the top level of the proposed design 
architecture. 
 
User Operator Database
uplink
downlink
 
Figure 5-1 Top Level of The Proposed Design 
5.1 The Uplink Stage 
The uplink is the information transferred from the user to the core network or to the data and 
service provider. When the user requests a service, such as looking for the location of the 
nearest hospital, the request is sent to the mobile operator. However, when he/she asks the 
system to provide coordinates of a specific location, it is essential to find the location of the 
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user first, using one of the standard positioning techniques with the assistance of the mobile 
network or GPS. These techniques may be one of the following: cell origin, time of arrival, 
time difference of arrival, the angle of arrival or received signal strength [117].  
The service provider then tries to find the nearest service that the user requested and locates 
its coordinates depending on the user’s location, which is the next step. 
In the uplink, the mobile sends the user information and the user’s request to the mobile 
operator through several stages (Figure 5-2): 
User 
request
user 
location
Coding and 
multiplexing
Modulation
 
Figure 5-2 Uplink Stages 
 In the beginning, the user asks for the coordinates of a location (for example, a 
hospital) using a mobile phone; the mobile network then locates the user and sends 
this information together to the service and data provider. 
 The second step is to convert the user request to binary and then organise this 
information and insert it in the spare extension in the RACH frame. The data then 
separates into multiple slots and is mapped into the PRACH. If the data cannot fit in 
one slot it will take the next slot, and if all slots in one frame are filled, the data will 
take the second next frame, as shown in Figure 5-3. As the RACH, which is mapped 
into a PRACH, is used to transmit control information to perform location updates 
[118] and because the RACH is the first signal sent to the operator, the proposed 
design uses the RACH for the uplink to carry the user requests with the location 
update. 
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 Finally, those data are converted into symbols to be modulated and transmitted. The 
UMTS uses QPSK in the uplink and downlink channels and uses a root-raised cosine 
filter for pulse shaping [62].  
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Figure 5-3 Data Mapped into Slots and Frame 
The size of the frame is changeable depending on the spreading factors of the system and 
frame configuration; the NEW IEIF field in the payload can be configured to change the 
frame configuration where if bit 0 of New IEFI is set to one, the Cell Portion ID field is 
present. Otherwise, the field will not present. Moreover, if bit 1 of New IEFI is set to one 
the Ext Propagation Delay IE is present and when it sets to zero the field is not present [57]. 
Figure 5-4 shows the payload part or the RACH. The full description of the RACH frame 
can be found in previous chapters. 
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Figure 5-4 RACH Payload  
The frame is divided into two main sections: header and payload. At the header the FT is set 
to 1 if the frame carries data, or 0 if it carries control signals. CFN and TFI are generated 
randomly for the first frame using functions, and the header’s CRC is calculated and filled 
in its field after the header is filled with needed information, Figure 5-5 shows the RACH 
header. The spare extension at the payload in normal and standard systems is set to zeros 
and sent to the receiver. It can carry up to 28 bytes of information [57]. While in the proposed 
design the spare extension is used to carry the user request. Moreover, it depends on the size 
of the user request, as the spare extension can carry up to 28 characters, whilst if the user 
request is less than 28, padding will be added to fill the spare extension. 
 
Figure 5-5 RACH Header  
After the data payload is filled with all necessary information and the user request is 
converted into binary and put in the spare extension of the frame, the CRC calculation is 
resumed. The CRC is the calculation that uses polynomial division, and it is attached to the 
payload to check the payload error and to the header to check the header error. The polynom 
that is used in the header is [57, 119]: 
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𝑋7 + 𝑋6 + 𝑋2 + 1  5.1 
And the polynom used in payload is  
𝑋16 + 𝑋15 + 𝑋2 + 1  5.2 
The CRC calculation starts from FT field to the last bit of the header and from the first bit to 
the end of the spare extension on the payload. It has two inputs and one output; the inputs 
are the number that we want to calculate the CRC for, and the “generator polynomial” in the 
form of bits is multiplied by the xn. The generator polynomial can be presented in binary 
form like [1 1 0 0 0 1 0 1] for X7+X6+X2+1.  
1 ∗ 𝑥7   + 1 ∗ 𝑥6 + 0 ∗ 𝑥5 + 0 ∗ 𝑥4 + 0 ∗ 𝑥3 + 1 ∗ 𝑥2 + 0 ∗ 𝑥1 + 1 ∗ 𝑥0 
= 𝑥7 + 𝑥6 + 𝑥2 + 1 
In the payload, the size of the Transport blocks (TB) are defined and generated randomly, 
and the spare extension is used to send the user request as mentioned before. The data in the 
spare extension can be obtained by calling a function, which gets the input from the keyboard 
then converts this value into binary and reshapes it to a matrix of 8 bits, as follows: 
function UserRequest 
get the user request 
convert it to binary 
reshape it to the matrix of n by 8 bits 
return 
The next step is to convert the data in the frames from binary to the symbol to prepare it 
before it is sent to the next stages: channel coding, spreading and then modulating, where 
QPSK is used to modulate the signal that carries the information to the core network. The 
design procedure can be seen in Figure 5-6. 
All the spreading factors for RACH are taken into consideration, so the spreading factors 
could be one of the following spreading factors (32, 64, 128 and 256). At the end of this 
stage, the data are transmitted from the terminal and will be managed to be forwarded to the 
core network by UTRAN. 
5.2 Backhaul Connection 
In order to send the information to the core network from the UTRAN, a backhaul protocol 
is implemented, which is the AAL2. In a network, the AAL2 is used to transfer data in IuCS 
domain [120]. Moreover, the mobile network can use many options to build the backhaul 
like E1/T1 connection, Ethernet or DSL. The media used can be either copper, which can 
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carry the E1/T1, fibre optics (SDH, SONET), or microwave, which is the best for the long 
distance and the most common among them [121]. 
This backhaul can be used in both directions from the core network to the UTRAN or vice 
versa. The standard design is used in the system, so no change has been made to this 
connection. However, in order to send the information to the core network, the backhaul has 
been implemented. 
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Figure 5-6 Uplink Flowchart 
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5.3 Core Network  
The core network (CN) is used to connect the UTRAN with the data and service provider, 
and in the 3GPP standard system the data and service provider are a third party connected to 
the network through the GMLC. See Figure 5-7. 
UTRAN
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3G-
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GMLC
External LCS 
Client
User
 
Figure 5-7 Simple Core Network 
The use of a third party LCS client raises some concern related to the user privacy and 
response time. For this reason, in this thesis, some changes have been made to the core 
network in order to tackle the issues. 
The new design in this thesis added a database to the core network attached to the GMLC; 
this database has all the location and information for interesting places that the network 
covers. Figure 5-8 shows the new core network with added database. 
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Figure 5-8 The New Design Core Network with One GMLC 
In some cases, there will be more than GMLC in order to reduce the load in one GMLC, and 
the mobile operator can configure and change the number of GMLC depending on its 
requirement [11]. As there could be more than one option for the GMLC number, the 
proposed design considered the other option as well, and Figure 5-9 shows the core network 
with multiple GMLC and a database to each GMLC. 
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Figure 5-9 Core Network with Multiple GMLCs 
So, if the request arrived from the MSC to the GMLC. The GMLC checks the attached 
database for the required information and sends the information back to the MSC which then 
forward it to the UTRAN. If the system architecture has more than one GMLC, the requested 
information will be checked if it is in the attached database of the H-GMLC, if not, it will 
forward it to another GMLC, and then send the information back to the user via UTRAN. 
The H-GMLC is the GMLC that the user belongs to. Figure 5-10 shows the Core network 
procedure.  
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Figure 5-10 Core Network Flowchart 
5.4 LBS Database 
Each GMLC is attached to a database, which acts as the LCS client database, so the data no 
longer needs to be sent to a third part company, which after all might pose a threat to privacy 
and may not be trusted. Instead the mobile operator will provide the data and content to the 
system. As an example, in the thesis, a database is built with all the major hotels in the city 
of Manchester, with the coordinates of each hotel and some information, see Figure 5-11. 
The GMLC receives the user request to look for a specific named hotel; the GMLC then 
checks its database to fulfil the user’s request, and when the user’s request location is found, 
the coordinates are sent back to the MSC by the GMLC and then to the user via UTRAN. 
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Figure 5-11 Manchester’s Hotel's Database 
In the standard design, third party companies are used as an LCS client, which has a database 
with all the location information, so when the GMLC want to check the location of the point 
of interest, it will send the request via the Internet to the LCS client. In the proposed design, 
the database is built and attached to the same GMLC. Moreover, as mentioned earlier, there 
are some systems, which use multiple GMLC and thus, the proposed design also 
implemented this type of system with a database attached to them. This approach could 
improve the privacy but because there will be more connection and routes in the network it 
could take more response time, and the chance of packet drop may increase [122]. The 
proposed design implemented the following options and compared them to check the 
difference and calculate the response time from the request being sent by the GMLC to the 
database and getting the result back to the GMLC: 
 A server acts like a GMLC attaching a database to it. 
 More than one server acts like GMLCs with a database attached to each one; one 
GMLC will be the H-GMLC which the user belongs to, and the other GMLC will be 
R-GMLC that received the location request.  
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 A server acts like an LCS client with a database attached to it, and the GMLC 
communicates to this server via the Internet. 
Figure 5-12 shows the three types of database attachement architecture where A shows a 
single GMLC, B is more than one GMLC, and C is the GMLC connected to a third party 
LCS client. 
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Figure 5-12 Three Different Types of Architecture  
5.5 The Downlink  
The downlink is similar to the uplink, but the operation is in the opposite order; the downlink 
is the information transfer from the core network to the user. The UTRAN receives the 
location or the information from the core network, and this information are obtained from 
the data provider. In the downlink the data goes through several stages (Figure 5-13): 
 First, the data is transmitted by the core network carrying location information 
 Then the location is converted to binary and organised, and inserted into the spare 
extension of the FACH frame 
 The data are then separated into many slots to be carried by the S-CCPCH, if that 
data cannot be fitted into one slot, it will take the next slots, and also if the data cannot 
be fitted into one frame it could take more than one frame.    
 At last, the information converted to symbols and sent to be modulated using QPSK  
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Figure 5-13 Downlink Stages  
The frame header carries information like FT, CFN, and information about the power level. 
In the implementation the CFN, TFI and the power level for the first frame are obtained from 
functions to get random numbers. Figure 5-14 shows the FACH header. 
 
Figure 5-14 FACH Header 
The other part of the frame is the payload, and just like the RACH in the uplink, the size of 
FACH frame is changeable according to many factors, like slot format, frame configuration 
and the spreading factors. The NEW IEFI also play a role in the frame size that if bit 0 of 
New IEFI in the payload is set to one, the AOA IE field is present, otherwise the field will 
not be present. Moreover, if bit 1 of New IEFI is set to one, the Cell Portion LCR ID IE is 
present and when it is set to zero, the field is not be present [57]. Figure 5-15 shows the 
FACH payload. 
 
Figure 5-15 FACH Payload  
The spare extension in the FACH payload in normal systems is filled with zeros and sent to 
the receiver, which then neglects the spare extension [57]. In the proposed design in this 
thesis, the spare extension of the FACH is used to carry the location information from the 
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data and service provider. The spare extension can carry up to 28 characters and when the 
data are less than 28 it will be filled with padding until it reaches 28. Usually, in LBS, the 
spare extension carries the coordinates of a location that the user asked for. 
When the header is filled with the necessary information, the CRC will be calculated and 
added to the header, and this is the same situation for the payload but with the different 
polynom. The CRCs used in the downlink for the FACH are the same as those used in the 
uplink in the RACH [57, 119]. 
Now the FACH frame is ready to be mapped into the S-CCPCH. The data are separated into 
multiple slots depending on the data size. If the FACH frame is bigger than the slot, the next 
slot will be used, and if all slots in the first frame are filled, the next frame will be used. Then 
the data are converted to symbols and modulated using QPSK. Figure 5-16 shows the 
downlink flowchart. 
In the end, when the data are received by the UE, it is extracted from the spare extension of 
the FACH frame and converted into something the user can understand, either text, image 
or points on the map. 
All the possible spreading factors for S-CCPCH are taken into consideration in this thesis, 
so the spreading factors could be one of the following spreading factors (4, 8, 16, 32, 64, 128 
or 256).  
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Figure 5-16 Downlink Flowchart  
5.6 Summary 
In this chapter the proposed design is introduced, and divided into three main sections: 
Uplink stage, core network, and the downlink stage.  
In the uplink stage the user request is transmitted from the user side to the core network via 
the UTRAN, and the design uses the spare extension of the RACH to send this request. The 
RACH is carried by the PRACH and modulated using the QPSK.  
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In the core network, the request is received by the mobile operator and checks the database 
that is attached to the GMLC. In some networks, it could be more than one GMLC, and in 
this case, the mobile operator sends the request to the H-GMLC where the user is being 
serviced. If the data are not in this GMLC, it will be forwarded to the R-GMLC. After the 
needed information are obtained from the GMLC, it will be sent to the user in the downlink 
stage. 
In the downlink stage, the information uses the spare extension of the FACH, which is 
mapped and carried by the S-CCPCH, and modulated using QPSK. 
A standard AAL2 backhaul between the UTRAN and the core network is also implemented 
to carry the information between them.  
To summarise the system procedure, an example is provided here to see how the system 
works. If, for example, the user is in a location near University of Salford and is looking for 
a hotel called Lamb Hotel, the following steps would be followed: 
1- The user asks for the location of “Lamb Hotel”. 
2- The mobile operator finds the user location. 
3- The request is converted into a binary level. 
4- The binary number fills the spare extension of the RACH. 
5- The header CRC and payload CRC are calculated, and the CRC fields in the 
RACH frame are filled.  
6- The channel is spread using the spreading factor and modulated using QPSK. 
7- The backhaul carries the information from the UTRAN to the Core network. 
8- The MSC receives the signal, demodulates, decodes it and gets the user 
request along with the user location. 
9- The MSC checks if “Lamb Hotel” is in the GMLC database, and if not, it will 
send to another GMLC. 
10- After the location of the hotel has been found, the MSC sends the information 
back to UTRAN via the backhaul. 
11- The FACH spare extension is filled with the hotel coordination.  
12- After the CRC is calculated, the channel is spread and modulated.  
13- The S-CCPCH is used to carry the FACH. 
14- The UE receives the signal and demodulates it, getting the coordinates of the 
hotel. 
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6 Chapter Six: Mathematical Model 
In this chapter the calculation and the mathematical model of the transmission part of the 
system is shown in term of the time needed to transmit the data for different types of 
spreading factors. The model can be divided according to the link direction: uplink and 
downlink. The mathematical models presented in this chapter are only for the frame structure 
of the transport channels and the physical channels, that means the environmental effect and 
other parameter that could affect the signal is not presented in the mathematical model but 
these parameter taken in to the consideration in the simulation model.  
6.1 Uplink 
In the uplink the data are filled in RACH message part and mapped into PRACH. The 
PRACH message part frame (A) has 15 slots (a) [59], which can be presented as  
} ai,…, a2, a1 { =A       6.1 
The maximum value in PRACH for i=15, the data size of each slot can be calculated as 
𝑆𝑖𝑧𝑒𝑎 =  10 ∗  2
𝑘 , ∀𝑎 ∈ 𝐴 , 𝑘 ∈ {0,1, 2, 3}     6.2 
Where k is a variable, its value depends on the spreading factor sf. k can be found from the 
spreading factor equation as 
𝑠𝑓 =
256
2𝑘
 ⇒   𝑘 =
(log
256
𝑠𝑓
) 
log2
     6.3 
The slot size then can be formulated as 
𝑆𝑖𝑧𝑒𝑎 = 10 ∗ 2
(log
256
𝑠𝑓
) 
log2       6.4 
Because of the frame in PRACH is a group of slots, where it can be up to 15 slots per frame 
size, the frame size can be calculated as 
𝑆𝑖𝑧𝑒𝐴 = ∑ 𝑆𝑖𝑧𝑒𝑎 
𝑚
1 , 𝑏𝑖𝑡𝑠 𝑤ℎ𝑒𝑟𝑒 𝑚 ≤ 15     6.5 
𝑆𝑖𝑧𝑒𝐴 ∑ 10 ∗ 2
𝑘𝑚
1  , 𝑏𝑖𝑡𝑠 𝑓𝑜𝑟 𝑘 𝜖 {0,1,2,3},𝑚 ≤ 15    6.6 
𝑆𝑖𝑧𝑒𝐴  = ∑ 10 ∗
𝑚
1  2
(log
256
𝑠𝑓
) 
log2  , 𝑏𝑖𝑡𝑠  𝑓𝑜𝑟 𝑠𝑓 𝜖 {32,64,128,256},𝑚 ≤ 15 6.7 
Where: 
m is the number of the slots used 
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SizeA is the frame size 
Sizea is the slot size 
According to 3GPP, the time needed to transmit one frame is 10 ms in the RACH, so the 
channel bit rate can be calculated as: 
𝐶ℎ𝑏𝑖𝑡𝑟𝑎𝑡𝑒 =
𝑆𝑖𝑧𝑒𝐴 
𝑇𝑖𝑚𝑒
      6.8 
𝐶ℎ𝑏𝑖𝑡𝑟𝑎𝑡𝑒 = 
∑ 10∗𝑚1 2
(log
256
𝑠𝑓
) 
log2
10
  𝐾𝑏𝑝𝑠     6.9 
 𝑓𝑜𝑟 𝑠𝑓 𝜖 {32,64,128,256},𝑚 ≤ 15 
6.1.1 3GPP Uplink Mathematical Model 
The data that will be transmitted by PRACH is mapped from the RACH frame. To find the 
size of this data, the number of slots and frames needed to transmit the data must be found 
first. According to 3GPP the RACH frame is divided into header and payload [57]: 
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒  =  𝐻𝑒𝑎𝑑𝑒𝑟 + 𝑃𝑎𝑦𝑙𝑜𝑎𝑑      6.10 
While   
𝑃𝑎𝑦𝑙𝑜𝑎𝑑 =  𝑐𝑡𝑟𝑙 +  𝑇𝐵 +  𝐶𝑅𝐶𝐼𝑠𝑖𝑧𝑒  +  𝑆𝑝𝑎𝑟𝑒𝐸𝑥𝑡     6.11 
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒 =  𝐻𝑒𝑎𝑑𝑒𝑟 + 𝑐𝑡𝑟𝑙 +  𝑇𝐵 +  𝐶𝑅𝐶𝐼𝑠𝑖𝑧𝑒  +  𝑆𝑝𝑎𝑟𝑒𝐸𝑥𝑡   6.12 
Where: 
ctrl is the control field in the frame = 6 bytes 
Header which is normally 4 bytes 
TB is the Transport block each TB is 8 bits 
CRCI is Cyclic Redundancy Checksum Indicator 
SpareExt is the Spare extension which has 28 bytes in the RACH 
The Spare extension data size is 28 Octets. In the 3GPP standard it is sent as zeros by the 
transmitter and neglected by the receiver. Also, the Spare extension is trivial generally, while 
in the proposed design the spare extension of the RACH is used to transmit the user request 
in the uplink. The calculation will be made first for the 3GPP standard and then for the 
proposed design. The CRCI size depends on the number of the TB as follow:  
𝐶𝑅𝐶𝐼𝑠𝑖𝑧𝑒 =⌈ 
𝑇𝐵
8
 ⌉      6.13 
Substituted the new value in the equation, the payload size will be 
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𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝑠𝑖𝑧𝑒  =  8 ∗ (6 + 28 +  𝑇𝐵 +  𝐶𝑅𝐶𝐼𝑠𝑖𝑧𝑒)    , bit     6.14 
𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝑠𝑖𝑧𝑒 = 8 ∗ (34 + 𝑇𝐵 +⌈ 
𝑇𝐵
8
 ⌉  )      , 𝑏𝑖𝑡     6.15 
As the requested data may occupy one or more frame, the number of frames needed to 
transmit the information without the header should be calculated first. The data payload will 
be divided by the size of the frame with no header and then the header is added which is 
normally 4 bytes, the formula for the number of frames before adding the header will be:   
𝑁𝐹𝑟𝑎𝑚𝑒 =⌈
𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝑠𝑖𝑧𝑒
𝑆𝑖𝑧𝑒𝐴−𝐻𝑒𝑎𝑑𝑒𝑟
 ⌉     6.16 
Substitute the frame size and the payload size into the equation: 
𝑁𝐹𝑟𝑎𝑚𝑒 =⌈
8∗(6+28+ 𝑇𝐵 + 𝐶𝑅𝐶𝐼𝑠𝑖𝑧𝑒 )
∑ (10∗𝑚1 2
(log
256
𝑠𝑓 ) 
log2 )  −4∗8
 ⌉     6.17 
𝑁𝐹𝑟𝑎𝑚𝑒 =⌈
8( 34+ 𝑇𝐵 + ⌈
𝑇𝐵
8
 ⌉)
∑ (10∗𝑚1 2
(log
256
𝑠𝑓 ) 
log2 )−32
⌉     6.18 
The data size to be transmitted can be found as the header size for one or multiple frames 
plus the payload size 
𝐻𝑒𝑎𝑑𝑒𝑟𝑠𝑖𝑧𝑒 =  4 ∗ 8 ∗ 𝑁𝑓𝑟𝑎𝑚𝑒 , 𝑏𝑖𝑡𝑠      6.19 
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒 =  𝐻𝑒𝑎𝑑𝑒𝑟𝑠𝑖𝑧𝑒 + 𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝑠𝑖𝑧𝑒     6.20 
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒 = 32 ∗⌈
8( 34+𝑇𝐵 + ⌈
𝑇𝐵
8
 ⌉)
∑ (10∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 )−32
⌉+ 8 ∗  (34 + 𝑇𝐵 +⌈ 
𝑇𝐵
8
 ⌉)     6.21 
The number of slots needed to transmit this information will be 
𝑁𝑆𝑙𝑜𝑡𝑠 = ⌈
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒
𝑆𝑖𝑧𝑒𝑎
⌉     6.22 
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𝑁𝑠𝑙𝑜𝑡𝑠 =
⌈
⌈
⌈
⌈
⌈
⌈
 
32∗
⌈
⌈
⌈
⌈
 
8( 34+𝑇𝐵 + ⌈
𝑇𝐵
8  ⌉)
∑ (10∗𝑚1  2
(log
256
𝑠𝑓 ) 
log2 )  −32⌉
⌉
⌉
⌉
 
+8∗(34+𝑇𝐵+⌈ 
𝑇𝐵
8
 ⌉)
10∗  2
(log
256
𝑠𝑓 ) 
log2  
⌉
⌉
⌉
⌉
⌉
⌉
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Number of frames needed to transmit the whole data after adding the header size for one or 
multiple frames with the payload data will be  
𝑁𝑓𝑟𝑎𝑚𝑒 =⌈
𝑁𝑠𝑙𝑜𝑡𝑠
15
⌉      6.24 
𝑁𝑓𝑟𝑎𝑚𝑒 =
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
32∗
⌈
⌈
⌈
⌈
 
8( 34+𝑇𝐵 + ⌈
𝑇𝐵
8
 ⌉)
∑ (10∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 )  −32⌉
⌉
⌉
⌉
 
+8∗(34+𝑇𝐵+⌈ 
𝑇𝐵
8
 ⌉)
15∗10∗  2
(log
256
𝑠𝑓
) 
log2  
 
⌉
⌉
⌉
⌉
⌉
⌉
⌉
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Because of the time needed to transmit a frame is 10ms [59] the time needed for one slot 
will be 10ms/15 which is 0.667 ms. The time needed to transmit the whole data will be: 
𝑡𝑖𝑚𝑒 =  0.666 ∗
⌈
⌈
⌈
⌈
⌈
⌈
 
32∗
⌈
⌈
⌈
⌈
 
8( 34+𝑇𝐵 + ⌈
𝑇𝐵
8  ⌉)
∑ (10∗𝑚1  2
(log
256
𝑠𝑓 ) 
log2 )  −32⌉
⌉
⌉
⌉
 
+8∗(34+𝑇𝐵+⌈ 
𝑇𝐵
8
 ⌉)
10∗  2
(log
256
𝑠𝑓 ) 
log2  
⌉
⌉
⌉
⌉
⌉
⌉
 
  6.26 
6.1.2 Proposed Design Uplink Mathematical Model 
For the proposed method, the spare extension carries information which are the user request, 
and the size of the user request can be between 1-28 bytes, and then a padding is added to 
the spare extension to make it 28 byte again as it is always sent in this size, the spare 
extension size can found as 
𝑆𝐸𝑆 = (⌈
𝑈𝑅𝑆
28
⌉∗ 28 −  𝑈𝑅𝑆) , 𝑏𝑦𝑡𝑒     6.27 
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Where: 
URS is user request size 
SES is the spare extension size  
When using the spare extension as the field to carry the user request, the TB fields are no 
longer needed, and any field related to the TB will be omitted. The payload and the frame 
size can be found as follow:  
𝑃𝑎𝑦𝑙𝑜𝑎𝑑 =  (6 + SES + URS), byte      6.28 
𝑃𝑎𝑦𝑙𝑜𝑎𝑑 = (6 +⌈
𝑈𝑅𝑆
28
⌉∗ 28 ) , byte     6.29 
To find the number of the required frames, the payload is divided by the frame size without 
the header 
𝑁𝐹𝑟𝑎𝑚𝑒 =⌈
𝑃𝑎𝑦𝑙𝑜𝑎𝑑
𝑆𝑖𝑧𝑒𝐴−𝐻𝑒𝑎𝑑𝑒𝑟
 ⌉      6.30 
𝐻𝑒𝑎𝑑𝑒𝑟𝑠𝑖𝑧𝑒 =  4 ∗ 𝑁𝑓𝑟𝑎𝑚𝑒   , 𝑏𝑦𝑡𝑒      6.31 
𝐻𝑒𝑎𝑑𝑒𝑟𝑠𝑖𝑧𝑒 = 8 ∗ 4 ∗ ⌈
8∗(6+⌈
𝑈𝑅𝑆
28
⌉∗28 )
∑ (10∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 )−32
 ⌉      6.32 
Now adding the header with payload to find the whole data size 
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒  =  𝐻𝑒𝑎𝑑𝑒𝑟𝑠𝑖𝑧𝑒 +    𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝑠𝑖𝑧𝑒      6.33 
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒  =  32 ∗⌈
8∗(6+⌈
𝑈𝑅𝑆
28
⌉∗28 )
∑ (10∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 )−32
 ⌉+ 8 ∗ (6 +⌈
𝑈𝑅𝑆
28
⌉∗ 28 )   6.34 
The number of Slots needed to transfer the data  
𝑁𝑆𝑙𝑜𝑡𝑠 =
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒
𝑆𝑖𝑧𝑒𝑎
       6.35 
𝑁𝑆𝑙𝑜𝑡𝑠 =
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
 32∗
⌈
⌈
⌈
⌈
 
8∗(6+⌈
𝑈𝑅𝑆
28
⌉∗28 )
∑ (10∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 )−32
 
⌉
⌉
⌉
⌉
 
+8∗(6+⌈
𝑈𝑅𝑆
28
⌉∗28 ) 
10∗  2
(log
256
𝑠𝑓
) 
log2
⌉
⌉
⌉
⌉
⌉
⌉
⌉
 
     6.36 
The time needed to transmit the information for the new design will be 
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𝑡𝑖𝑚𝑒 =  0.666 ∗ 𝑁𝑠𝑙𝑜𝑡      6.37 
𝑇𝑖𝑚𝑒 = 0666 ∗
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
 32∗
⌈
⌈
⌈
⌈
 
8∗(6+⌈
𝑈𝑅𝑆
28
⌉∗28 )
∑ (10∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 )−32
 
⌉
⌉
⌉
⌉
 
+8∗(6+⌈
𝑈𝑅𝑆
28
⌉∗28 ) 
10∗  2
(log
256
𝑠𝑓
) 
log2
⌉
⌉
⌉
⌉
⌉
⌉
⌉
 
    6.38 
And the number of frame after adding the header size for one or multiple frames along with 
the payload will be 
𝑁𝑓𝑟𝑎𝑚𝑒 =⌈
𝑁𝑠𝑙𝑜𝑡𝑠
15
⌉       6.39 
𝑁𝑓𝑟𝑎𝑚𝑒 =
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
 32∗
⌈
⌈
⌈
⌈
 
8∗(6+⌈
𝑈𝑅𝑆
28
⌉∗28 )
∑ (10∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 )−32
 
⌉
⌉
⌉
⌉
 
+8∗(6+⌈
𝑈𝑅𝑆
28
⌉∗28 ) 
10∗   2
(log
256
𝑠𝑓
) 
log2
⌉
⌉
⌉
⌉
⌉
⌉
⌉
 
 /15    6.40 
6.2 Downlink 
For the downlink the data are filled in the FACH and carried by the S-CCPCH, the S-CCPCH 
frame (A) has 15 slots (a), which can be presented as 
} ai,…, a2, a1 { =A      6.41 
For maximum value of i=15 in S-CCPCH, A is the frame that has a maximum of 15 slots, 
the data size of each slot can be calculated as 
𝑆𝑖𝑧𝑒𝑎 =  20 ∗  2
𝑘  − (𝑁𝑇𝐹𝐶𝐼 + 𝑁𝑃𝑖𝑙𝑜𝑡)      6.42 
𝑆𝑖𝑧𝑒𝑎 =  20 ∗  2
𝑘  − 8      6.43 
NTFCI + NPilot= 8 as it is the most common configuration [59]. k value between 0, and 6 , for 
different spreading factor (SF) which can be one of the following in S-CCPCH (4, 8, 16, 32, 
64, 128, and 265) . k can be calculated from the spreading factor equation as 
𝑠𝑓 =
256
2𝑘
 ⇒  𝑘 =
(log
256
𝑠𝑓
) 
log2
      6.44 
From the above equation the frame size can be found as 
76 
 
𝑆𝑖𝑧𝑒𝐴  =   ∑ 𝑆𝑖𝑧𝑒𝑎 
𝑚
1 , 𝑏𝑖𝑡𝑠, 𝑚 ≤ 15      6.45 
𝑆𝑖𝑧𝑒𝐴 = ∑ (20 ∗ 2
𝑘)𝑚1 − 8  𝑏𝑖𝑡𝑠, 𝑓𝑜𝑟 𝐾𝜖 {0,1,2,3,4,5,6},𝑚 ≤ 15 6.46 
𝑆𝑖𝑧𝑒𝐴 = ∑ (20 ∗ 2
(log
256
𝑠𝑓
) 
log2 )𝑚𝑖=1  − 8  𝑏𝑖𝑡𝑠,       6.47 
𝑓𝑜𝑟 𝑆𝐹 𝜖 {4,8,16,32,64,128,256},𝑚 ≤ 15 
The time needed to complete the whole transmission for one frame is 10 ms, to find the 
channel bit rate: 
𝐶ℎ𝑏𝑖𝑡𝑅𝑎𝑡𝑒 =
𝑆𝑖𝑧𝑒𝐴 
𝑇𝑖𝑚𝑒
      6.48 
𝐶ℎ𝑏𝑖𝑡𝑅𝑎𝑡𝑒 = 
∑ (20∗𝑚1 2
(log
256
𝑠𝑓
) 
log2 )−8
10
  𝐾𝑏𝑝𝑠      6.49 
𝑓𝑜𝑟 𝑆𝐹 𝜖 {4,8,16,32,64,128,256},𝑚 ≤ 15 
6.2.1 3GPP Downlink Mathematical Model 
The data that is transmitted by S-CCPCH is mapped from the FACH. To find the size of this 
data, first, the number of slots and frames needed to transmit the data must be found. 
According to 3GPP the RACH frame is divided into header and payload [57]: 
𝐹𝑟𝑎𝑚𝑒𝐹𝐴𝐶𝐻 = 𝐻𝑒𝑎𝑑𝑒𝑟 + 𝑃𝑎𝑦𝑙𝑎𝑜𝑑      6.50 
𝐹𝑟𝑎𝑚𝑒𝐹𝐴𝐶𝐻  =  𝐻𝑒𝑎𝑑𝑒𝑟 + 𝑐𝑡𝑟𝑙 +  𝑇𝐵 +  𝑆𝑝𝑎𝑟𝑒𝐸𝑥𝑡𝑒𝑛𝑠𝑖𝑜𝑛    6.51 
Where 
ctrl is the control field in the frame 5 bytes. 
Header is 4 bytes. 
TB is the Transport block, each TB is 8 bits (1 byte). 
The Spare extension is 28 bytes long in the FACH. 
The Spare extension will be sent by the transmitter as zeros and neglected by the receiver. 
In the standard the spare extension is not necessary and usually ignored while in the new 
design the spare extension is used to transmit the location information in FACH in the 
downlink and to be carried by the S-CCPCH 
𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝐹𝐴𝐶𝐻  =  8 ∗ (5 + 28 +  𝑇𝐵 ), bit        6.52 
𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝐹𝐴𝐶𝐻 = 8 ∗ (33 + 𝑇𝐵  ), 𝑏𝑖𝑡       6.53 
𝐻𝑒𝑎𝑑𝑒𝑟 =  4 ∗ 8 𝑏𝑖𝑡        6.54 
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Number of S-CCPCH frames needed to transmit this information can be calculated by 
dividing the payload size over the frame size with no header as follow 
𝑁𝐹𝑟𝑎𝑚𝑒 =⌈
𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝐹𝐴𝐶𝐻
𝑆𝑖𝑧𝑒𝐴−𝐻𝑒𝑎𝑑𝑒𝑟
 ⌉       6.55 
𝑁𝐹𝑟𝑎𝑚𝑒 =⌈
8∗(5+28+ 𝑇𝐵 )
(∑ (20∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 −8 ))  −4∗8
 ⌉       6.56 
𝑁𝐹𝑟𝑎𝑚𝑒 =⌈
8( 33+ 𝑇𝐵 )
(∑ (20∗𝑚1   2
(log
256
𝑠𝑓
) 
log2 −8)) −32
⌉       6.57 
The whole data size to be transmitted over the S-CCPCH is the header for one or multiple 
frames plus the payload 
𝐻𝑒𝑎𝑑𝑒𝑟𝐹𝐴𝐶𝐻 =  4 ∗ 8 ∗ 𝑁𝑓𝑟𝑎𝑚𝑒 , 𝑏𝑖𝑡𝑠       6.58 
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒 =  𝐻𝑒𝑎𝑑𝑒𝑟𝐹𝐴𝐶𝐻 + 𝑃𝑎𝑦𝑙𝑜𝑎𝑑𝐹𝐴𝐶𝐻       6.59 
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒 = 32 ∗⌈
8( 33+ 𝑇𝐵 )
(∑ (20∗𝑚1   2
(log
256
𝑠𝑓
) 
log2 −8)) −32
⌉+ 8 ∗ (33 + 𝑇𝐵)      6.60 
Number of slots needed to transmit this information are 
𝑁𝑆𝑙𝑜𝑡𝑠 = ⌈
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒
𝑆𝑖𝑧𝑒𝑎
⌉       6.61 
𝑁𝑠𝑙𝑜𝑡𝑠 =
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
32∗
⌈
⌈
⌈
⌈
 
8( 33+𝑇𝐵 )
(∑ (20∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 −8)) −32⌉
⌉
⌉
⌉
 
+8∗(33+𝑇𝐵)
20∗  2
(log
256
𝑠𝑓
) 
log2 −8
⌉
⌉
⌉
⌉
⌉
⌉
⌉
 
       6.62 
 
Time needed to transmit these slots is the number of the slots multiplied by the 10/15 ms 
which is the time for frame over the number of slot. 
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𝑇𝑖𝑚𝑒 =  0.666 ∗
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
32∗
⌈
⌈
⌈
⌈
 
8( 33+𝑇𝐵 )
(∑ (20∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 −8)) −32⌉
⌉
⌉
⌉
 
+8∗(33+𝑇𝐵)
20∗  2
(log
256
𝑠𝑓
) 
log2 −8
⌉
⌉
⌉
⌉
⌉
⌉
⌉
 
     6.63 
Number of frame after adding the header for multiple frames can be formulated as  
𝑁𝑓𝑟𝑎𝑚𝑒 =⌈
𝑁𝑠𝑙𝑜𝑡𝑠
15
⌉        6.64 
𝑁𝑓𝑟𝑎𝑚𝑒 =
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
32∗
⌈
⌈
⌈
⌈
 
8( 33+𝑇𝐵 )
(∑ (20∗𝑚1  2
(log
256
𝑠𝑓
) 
log2 −8))  −32⌉
⌉
⌉
⌉
 
+8∗(33+𝑇𝐵)
15∗(20∗  2
(log
256
𝑠𝑓
) 
log2 −8 ) 
 
⌉
⌉
⌉
⌉
⌉
⌉
⌉
 
       6.65 
6.2.2 Proposed Design Downlink Mathematical Model 
For the new transmission method in the proposed design, the spare extension carries the 
location information. the spare extension size SES is 28 bytes all and can be as 
𝑆𝐸𝑆 = (⌈
𝑈𝑅𝑆
28
⌉∗ 28 −  𝑈𝑅𝑆) , 𝑏𝑦𝑡𝑒       6.66 
Where URS is the size of the user information which can be any data but usually it will be a 
coordinate of a location, The payload for the FACH is after omitting the TB as the spare 
extension will carry the information instead of the TB fields 
𝑃𝑎𝑦𝑙𝑜𝑎𝑑 =  (5 + SES + URS), byte       6.67 
𝑃𝑎𝑦𝑙𝑜𝑎𝑑 = (5 +⌈
𝑈𝑅𝑆
28
⌉∗ 28 ) , byte       6.68 
The number of the frame needed without the header will be 
𝑁𝐹𝑟𝑎𝑚𝑒 =⌈
𝑃𝑎𝑦𝑙𝑜𝑎𝑑
𝑆𝑖𝑧𝑒𝐴−32
 ⌉       6.69 
𝐻𝑒𝑎𝑑𝑒𝑟𝑠𝑖𝑧𝑒 =  4 ∗ 𝑁𝑓𝑟𝑎𝑚𝑒 , 𝑏𝑦𝑡𝑒       6.70 
𝐻𝑒𝑎𝑑𝑒𝑟𝑠𝑖𝑧𝑒 = 8 ∗ 4 ∗ ⌈
8∗(5+⌈
𝑈𝑅𝑆
28
⌉∗28 )
(∑ (20∗2
(log
256
𝑠𝑓
) 
log2𝑚
1 −8))−32
 ⌉      6.71 
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𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒 =  𝐻𝑒𝑎𝑑𝑒𝑟𝑠𝑖𝑧𝑒 +    𝑃𝑎𝑦𝑙𝑜𝑎𝑑       6.72 
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒 =  32 ∗⌈
8∗(5+⌈
𝑈𝑅𝑆
28
⌉∗28 )
(∑ (20∗2
(log
256
𝑠𝑓
) 
log2𝑚
1 −8))−32
 ⌉+ 8 ∗ (5 +⌈
𝑈𝑅𝑆
28
⌉∗ 28 )    6.73 
 
The Slots needed to transfer this data can be calculated as  
𝑁𝑆𝑙𝑜𝑡𝑠 = ⌈
𝐷𝑎𝑡𝑎𝑠𝑖𝑧𝑒
𝑆𝑖𝑧𝑒𝑎
⌉      6.74 
𝑁𝑆𝑙𝑜𝑡𝑠 =
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
 32∗
⌈
⌈
⌈
⌈
 
8∗(5+⌈
𝑈𝑅𝑆
28
⌉∗28 )
(∑ (20∗2
(log
256
𝑠𝑓
) 
log2𝑚
1 −8))−32
 
⌉
⌉
⌉
⌉
 
+8∗(5+⌈
𝑈𝑅𝑆
28
⌉∗28 ) 
20∗  2
(log
256
𝑠𝑓
) 
log2 −8
⌉
⌉
⌉
⌉
⌉
⌉
⌉
 
      6.75 
Time needed to transmit these slots is the number of slots multiplied by 0.666 ms  
𝑇𝑖𝑚𝑒 =  0.666 ∗
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
 32∗
⌈
⌈
⌈
⌈
 
8∗(5+⌈
𝑈𝑅𝑆
28
⌉∗28 )
(∑ (20∗2
(log
256
𝑠𝑓
) 
log2𝑚
1 −8))−32
 
⌉
⌉
⌉
⌉
 
+8∗(5+⌈
𝑈𝑅𝑆
28
⌉∗28 ) 
20∗  2
(log
256
𝑠𝑓
) 
log2 −8
⌉
⌉
⌉
⌉
⌉
⌉
⌉
 
    6.76 
Number of frame after adding the header size for multiple frames will be  
𝑁𝑓𝑟𝑎𝑚𝑒2 =⌈
𝑁𝑠𝑙𝑜𝑡𝑠
15
⌉      6.77 
𝑁𝑓𝑟𝑎𝑚𝑒2 =
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
 
⌈
⌈
⌈
⌈
⌈
⌈
⌈
 
32∗
⌈
⌈
⌈
⌈
 
8∗(5+⌈
𝑈𝑅𝑆
28
⌉∗28 )
(∑ (20∗2
(log
256
𝑠𝑓
) 
log2𝑚
1 −8))−32
 
⌉
⌉
⌉
⌉
 
+8∗(5+⌈
𝑈𝑅𝑆
28
⌉∗28 ) 
20∗  2
(log
256
𝑠𝑓
) 
log2 −8
⌉
⌉
⌉
⌉
⌉
⌉
⌉
 
/ 15  
⌉
⌉
⌉
⌉
⌉
⌉
⌉
 
   6.78 
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6.3 Summary 
In this chapter the mathematical models of both 3GPP standard and proposed design have 
been introduced. The mathematical models for those systems are presented in two parts 
uplink and downlink. The comparison of results between those systems is included in the 
next chapter. 
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7 Chapter Seven: Results and Comparison  
This chapter provides all the results of the thesis study, including results from the channel 
mathematical model and its comparison with the 3GPP standard mathematical model. Also, 
the simulation results are compared with the mathematical model for validation. Finally, the 
comparison between the results from the proposed system with 3GPP system to evaluate the 
proposed design results. Also, the results from the core network are shown in this chapter, 
which cover comparisons of the response time and the privacy for different architectures: 
one GMLS, multiple GMLCs and standard architecture. 
7.1 Proposed Design and 3GPP Standard Mathematical Model Results  
This section shows the comparison between the results obtained from the mathematical 
model of the 3GGP standard design and the results from the mathematical model of the 
proposed design. This section is divided into two subsections: uplink, which shows the 
mathematical results for the uplink and its comparison with the 3GPP standards, and the 
downlink; where the result from the downlink mathematical presentation and the comparison 
with the standard are shown. 
7.1.1 Uplink 
In this section, the comparison between the results obtained from the uplink equations are 
shown; the mathematical model has been presented and derived in the previous chapter with 
two different types of design: the standard design that presented by 3GPP and the proposed 
system design.  
In the uplink, the spreading factor can take different values varying from 32 to 256, namely 
(32, 64, 128, and 256). The results for the different spreading factors have similar behaviour, 
and for that reason, only two different sets of results are shown for two different types of 
spreading factors. Other results and comparisons for the other spreading factors can be seen 
in appendix A. 
The comparison between the mathematical uplink model of the 3GPP standard and the 
proposed system for the spreading factor = 64 is shown in Figure 7-1 
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Figure 7-1 Mathematical Uplink Result for SF=64 
As can be seen in the mathematical result (c), the standard design has a data size value, which 
increased gradually when increasing the user request size, while the proposed system has a 
value that is fixed until the user request size reached 28 bytes; this is because the spare 
extension of the RACH can take up to 28 bytes. In the same figure (A), the slots needed in 
PRACH, to carry this data are shown and it is evident that the slots number needed is 
increasing with the user request size in the 3GPP standard, while in the proposed system this 
number is fixed until it reaches the threshold of 28 bytes, which is the same case in (B) for 
the time needed to transmit these slots, that because the data are transmitted using the TB 
field in the 3GPP standard and every TB can take only one byte while the spare extension is 
used to transmit the data which can take 28 bytes. Figure 7-2 shows the same result of the 
uplink with spreading factor = 128. 
83 
 
 
 
Figure 7-2 Mathematical Uplink Result for SF=128 
As can be seen, the behaviour of the mathematical model is similar to that shown in the result 
for the spreading factor = 64 but with different numbers of slots, time and data size. 
7.1.2 Downlink 
The downlink mathematical results comparing between the 3GPP standard model and the 
system design is illustrated in this section. The mathematical equations for both the 3GPP 
standard and the proposed method are presented and derived in Chapter Six. 
As in the uplink, the downlink has many options for the spreading factors, 4, 8, 16, 32, 
64,128 and 256. In this chapter only the results from two spreading factors are shown, 
namely 64 and 128. Any other spreading factors’ results are included in Appendix A. 
The difference between the mathematical model presentation of the 3GPP standard design 
and the proposed design for the spreading factor = 64 can be seen in Figure 7-3. 
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Figure 7-3 Mathematical Downlink Results for SF=64 
The figure shows the differences between the standard and the new design in regards to 
number of slots needed for the S-CCPCH to send the data (A), the time needed to send these 
slots (B) and the size of the data in the FACH that those slots carry (C). 
The results show that the new design has less data size than the 3GPP standard to carry the 
user request, and needs less number of slots to send the information, which leads to less time 
needed transmit the data; that because the data are transmitted using the TB field in the 3GPP 
standard and every TB can take one byte while the spare extension is used to transmit the 
data which can take 28 bytes. 
The behaviour of the different spreading factor is similar with some differences in the values, 
Figure 7-4 shows the mathematical model results for the spreading factor =128.  
The spare extension of the FACH can carry up to 28 bytes, so for that reason the data can be 
carried in the same frame and with the same number of slots in the new design. The user 
85 
 
request is sent via the spare extension, while in the 3GPP standard and other systems the 
user request is sent via the TB fields. 
A B
C
A- number of slots  vs the user request size 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure 7-4 Mathematical Model Downlink Results for SF=128 
7.2 Proposed Design Validation: Mathematical Model vs Simulation Results 
The simulation results are shown in this section to highlight the differences and compare 
between the simulation results and the mathematical model in order to validate the results. 
The results are presents as uplink results and downlink results. The different between the 
simulation results and the mathematical results is because of the other parameters that could 
affect the signal, like the scrambling code, channelizing code and noise in the air. These 
stages could cause some differences in the results.   
7.2.1 Uplink Validation  
The simulation results obtained from the uplink channel using the RACH are compared with 
the mathematical model of the proposed design. As mentioned earlier in this chapter, the 
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uplink can use different spreading factors, which are 32, 64, 128 and 256. All the validation 
results for the different spreading factors can be seen in Appendix B. Figure 7-5 shows the 
comparison between the mathematical results and the simulation results for spreading factor 
64. 
 
Figure 7-5 Comparison Between The Mathematical and Simulation Result for Uplink 
with SF= 64 
The figure compares between the mathematical model results and the simulation results for 
the uplink channel in regards to number of slots needed for PRACH to send the data (A), the 
time needed to send these slots (B) and the size of the data in the RACH that those slots carry 
(C). 
There are slight differences in the time needed to send the information (B), while the other 
results show a match between the mathematical and simulation results. Moreover, there are 
other mismatches when the user request exceeds 28 bytes. That is because when the user 
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request is above 28 bytes, the system will need another set of spare extension fields, and will 
add it up.  
Figure 7-6 shows the results for the spreading factor = 128, which, it can be seen, has a 
similar behaviour to that of sf=64. 
 
Figure 7-6 Comparison Between The Mathematical and Simulation Result for Uplink 
with SF= 128 
7.2.2 Downlink Validation  
A comparison between the simulation result for the downlink channel using the FACH and 
mathematical model are shown in this section to validate the downlink simulation results. 
The downlink channel can take different spreading factors, which are 4, 8, 16, 32, 64, 128 
and 256. All these possible spreading factors are considered in the results to validate the 
downlink channel results and can be seen in Appendix B, as only two of them are shown and 
discussed in this section, which are the 32 and 64. Figure 7-7 shows the comparison between 
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the mathematical results and the simulation results for the downlink with a spreading factor 
= 32.  
 
Figure 7-7 Comparison Between The Mathematical Results and Simulation Result for 
Downlink with SF= 32 
The figure compares between the mathematical model results and the simulation results for 
the downlink channel in respect to the number of slots needed for S-CCPCH to send the data 
(A), the time needed to send these slots (B) and the size of the data in the FACH that those 
slots carry (C).  
The results are matched for all the results where the user request is under 28 bytes, and 
slightly different when the request is above 28 bytes. This difference can also be seen in the 
higher spreading factor like 64 and 128, as shown in Figure 7-8 where the shown spreading 
factor is 64. 
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Figure 7-8 Comparison Between The Mathematical Results and Simulation Result for 
Downlink with SF= 64 
7.3 Proposed Design vs 3GPP Standard Simulation Results  
After validating the simulation results by comparing them with the mathematical results, this 
section evaluates the achieved results against other systems. The 3GPP standard system 
design is used for the purpose of the evaluation as it is the nearest one to the proposed system 
design where the RACH can also be used to transmit a small amount of data. The results are 
presented in two parts; uplink and downlink. The simulator has been ran for five time and 
the average values has been shown in the results graphs. The reason why the simulation ran 
more than once is to add more accuracy to the results even though the result was very close 
and in many case are similar 
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7.3.1 Uplink Evaluation 
The proposed system design utilises the spare extension in the uplink RACH to send the user 
request. The 3GPP standard does not use the spare extension for transmitting data, but uses 
another field in the frame structure to send the user information which is TB field. The results 
for two spreading factors are presented in this section, which are SF 64 and 128. Other 
spreading factor results can be found in Appendix C. Figure 7-9 illustrates a comparison 
between the proposed design and the 3GPP standard using spreading factor = 64; the figure 
shows the number of slots needed for PRACH to send the data (A), the time needed to send 
these slots (B) and the size of the data in the RACH that those slots carry (C). 
A B
C
A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
New design
New design
New design
 
Figure 7-9 Comparison Between The Results of the 3GPP and The New Design for 
The Uplink SF= 64 
It is obvious that the new design performs better than that in other systems, as the data size 
needed to send the user request is increasing continuously when using 3GPP standard (C), 
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while it keeps its size fixed until it reaches 28 bytes when using the proposed design. 
Consequently, the number of slots needed in PRACH to send this information are less in the 
proposed design (A), which leads to less time needed (B). 
Figure 7-10 shows the results when using spreading factor 128 in the uplink. The results 
follow a similar trend to those of spreading factor 64.  
A B
C
A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
New design
New design
New design
 
Figure 7-10 Comparison Between the Results of The 3GPP and The New Design for 
the Uplink SF= 128 
7.3.2 Downlink Evaluation 
A comparison between the simulation result obtained from the proposed system downlink 
channel using the FACH and the simulation result of the 3GPP standard to evaluate proposed 
system is shown in this section. The downlink channel can employ different spreading 
factors, all the possibilities are considered in the results and can be seen in Appendix C. Only 
two spreading factors are shown in this section, which are 32 and 64. Figure 7-11 illustrates 
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a comparison between the system design and the standard for the downlink with spreading 
factor = 32; the number of slots needed for S-CCPCH to send the data (A), the time needed 
to send these slots (B) and the size of the data in the FACH that those slots carry (C). 
A B
C
A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
New design
New design
New design
 
Figure 7-11 Comparison Between The Results of The 3GPP and The New Design for 
The Downlink SF= 32 
The performance of the new design is better than that of the 3GPP standard requiring less 
time (B) when sending the same size of user request. The new design needs a lesser size of 
information to send the request (C), because the number of slots needed to send this 
information in S-CCPCH is less than those needed in the 3GPP standard (A). Figure 7-12 
shows similar trend for spreading factor 64 
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A B
C
A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
New design
New design
New design
 
Figure 7-12 Comparison Between The Results of The 3GPP and The New Design for 
The Downlink SF= 64 
7.4 Critical Evaluation  
To evaluate the proposed method we compared it with other methods that use the RACH 
and/or FACH to communicate between the user and the service and the data provider. 
However, many studies use other methods for the communication, like using the Internet or 
the voice channel. In this section a comparison among the proposed method and other 
methods is presented. 
Methods that use data over voice are using a modem to transfer these data, and would need 
an extended extra hardware for the two sides of the network (transmitter and the receiver).  
On the other hand, methods that use the WSN and/or the V2V would need a series of 
connections from the first user (node) who requested the service, to be carried by other users 
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(nodes) till it received by the data and service provider (sink). If there is any problem in this 
connection between the user and the final destination, the data will not be delivered.  
Methods that use the Internet using the Wi-Fi would need a hotspot, and in case of 
emergency or if the user is a way from the hotspot coverage, the connection will be 
terminated and the user cannot send or receive from the data provider. 
Moreover, methods that used the Internet via the packet channel of the mobile network (like 
GPRS or HSPA) will need the Internet channel to be active and available all the time, 
moreover if the user is out of allowance, he/she cannot connect to the service provider. 
In the proposed method, users can communicate with the data and service provider 
everywhere as long as there is a mobile network coverage, even if the user has no direct 
Internet connection (Wi-Fi or packet channel). 
When the user requests to access the network, control signals are exchanged between the 
user and the mobile network to establish a connection. In the proposed method the service’s 
request is sent in the spare extension of these control signal. While in other methods and in 
the 3GPP standard another set of signals are exchanged between the user and the core 
network to transmit the data between the mobile user and the network. As a result, the time 
needed in the proposed method will be less than that needed by the other systems. 
7.5 Comparison of the Core Network Results 
The core network of the mobile network is considered as the service provider in the location-
based service. However, the data provider in normal systems is a third party company, which 
is usually external and connected to the mobile operator via the Internet or cloud. The 
proposed design has introduced a new architecture for the data provider and made the mobile 
operator itself the data and service provider, which has two possible configurations: one 
GLMC or multiple GMLC. Chapter five explains the architecture in more detail.  
To compare among the three different possible architecture, a network has been built as 
shown in Figure 7-13. PC1 considered as MSC that received the user request, the MSC (PC1) 
will look at the information that the user asked for in the local database that attached to the 
local GMLC (PC2), if the information is not there, the user request will be sent to the another 
database in the network which is attached to the GMLC2 (PC3 in the diagram). 
95 
 
PC4
PC2
interent
PC1
PC3
 
Figure 7-13 Experiment Setup 
The third approach is when the user request sent to a third party company (PC4) using the 
internet, this method, which is used by the 3GPP standard architecture, has also been 
implemented. 
The Matlab has been used in PC1 to send different size of user request to the different 
databases. First the PC1 sent the request to the local database and received the information 
back from PC2 and the response time has been measured and recorded. Then the next method 
used and the PC1 sent the request to the database that belongs to another network (PC3) and 
the response time has been recorded after PC1 received the information. Finally the last 
architecture is used and the request is sent to the database in a cloud computer PC4, the 
response time has been measured in PC1 as well after receiving the requested information 
from PC4. The size of the user request used in this experiment is vary from 5 to 58 bits. 
The comparison between the response time results are shown for different architectures: the 
“3GPP standard” where the service provider is a third-party, “local” where a database is 
attached to the GMLC to act like a data provider, and “multiple GMLC” where multiple 
databases are attached to multiple GMLC and each acts like a data provider. Figure 7-14 
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shows the response time needed to send and receive the request from the mobile operator to 
the data provider for different data sizes.  
Local 
Multiple GMLC
3GPP Standard
 
Figure 7-14 Response time with different data size 
The figure shows the response time for the local database is much less than those in other 
architectures; that is because the time needed to send the information to a local database is 
faster, due to the fewer connections and interfaces. Also, the graph shows a higher time 
needed for the architecture using more than one GMLC. This is because of the connections 
being increased and also the routers and other routing devices. However, even though the 
time is increased from that in the one GMLC architecture, the load on one database is 
reduced. Figure 7-15 shows the time needed with different numbers of requests at a time.  
The proposed architecture has also solved the problem of the privacy issues, as the service 
provider is the data provider itself. So, the user request and location information no longer 
need to go to a third-party data provider. To measure the user privacy, it is assumed the user 
asked for a specific service from the service provider who needs to know the user location. 
The systems that know the user location are named as coordinators, and then the information 
that the user asked for will be sent back from the service provider (referring to a system that 
knows the user information as ‘a collector’). A system that uses cloaking and anonymizers 
needs an additional trusted server to anonymize the user location and information, so the 
number of coordinators are at least two (the mobile network operator and the anonymizer) 
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while the number of the collectors are three; which are mobile operators, the anonymizer 
and the external LCS. 
Local 
3GPP Standard
Multiple GMLC
 
Figure 7-15 Response time with different number of requests 
For a standard system where the mobile operator only sends the information to the external 
LCS, there is no anonymizer or middleware system, so the number of coordinators are at 
least two (the mobile network operator, and the external LCS) and the number of collectors 
is two as well (the mobile operator and LCS). 
Then, in the proposed architecture, the mobile operator is the only party that knows the user 
information (coordinator) and can be considered as the information collector. Figure 7-16 
shows a comparison of privacy in different systems where the lesser value has better privacy. 
 
Figure 7-16 Comparison of User Privacy in Different Approaches  
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7.6 Summary  
In this chapter, the results are shown for the transmission of the uplink and the downlink 
channels. Also, the comparison between the mathematical model for the proposed system 
and the standard is presented. Then, the differences between the mathematical model and the 
simulation are shown in order to validate the results. To evaluate the results, this chapter 
shows the differences between the proposed system and other systems for both uplink and 
downlink.  
After that, the response time for the core network architecture is shown for different 
architectures, namely when the data provider is an external part, and when the data provider 
is the mobile operator itself, which could have two possible approaches either has one 
GMLC or multiple GMLC.  
Finally, the different user privacy levels are shown for three types of systems: the proposed 
architecture, the standard architecture and the system that used an anonymizer.  
In the proposed method the data will be sent in the RRC procedure RACH/FACH and no 
need for further steps. While in other in other system RRC procedure is used to ask for a 
permission to connect and establish a connection, after the RRC connection completed, the 
data will be sent in further steps in the data channel that means more time is needed to get 
the response from the data provider. However in the 3GPP standard the RACH, which is part 
of the RRC connection procedure, can be used to carry small amount of data, for that reason 
we compared the results with that in the 3GPP standard system.  
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8 Chapter Eight: Conclusion and Future Works 
In this chapter the conclusion is presented, as well as possible future and extended work for 
the system and architecture related to the location-based services. 
8.1 Conclusion  
 The thesis has presented a new method to transmit the information and user request 
from and to the data and service provider without using the Internet. Also, it presents 
new architectures for the mobile operator network to improve the user privacy.   
 The thesis has divided the design into three main stages, which are: uplink (for user 
request) and downlink (for the information sent back to the user) and the core 
network where the information are stored. 
 The spare extension of the RACH is used for uplink and carried by the PRACH to 
the core network while the spare extension of FACH is used for the downlink channel 
and it is carried by the S-CCPCH. 
 The main contribution of the thesis is to utilize the spare extension in the RACH and 
the FACH to communicate between the user and the LBS provider without using the 
Internet. It also preserves the user privacy with faster response time by using the new 
core network architecture. 
 In the 3GPP standards, the RACH is mainly used for RRC connection establishment 
procedure, and the data will sent after further steps. However, in some cases it could 
carries small amount of data. All the results shown for the uplink in this thesis is only 
for the case where the RACH is used to carry the user request. Because it is the fastest 
method, and the results from the proposed method are compared with this method.  
 The new architecture for the core network has two configurations depending on the 
network configuration; with one GLMC and multiple GMLC. The one GMLC design 
has one database attached to it to provide the contents and data to the mobile operator. 
On the other hand, the architecture that has more than one GMLC has multiple 
databases with each database attached to one GMLC. If the information that the user 
requested is not found in this database, the GMLC forwards the request to another 
GMLC.  
 In both core network architectures, user privacy has a higher protection and in the 
first approach where the core network has only one GMLC, the response time needed 
to obtain the information and location is reduced. This is because the database that is 
100 
 
used can be considered as a local database, not a cloud database or a database on the 
Internet. In the second approach where the core network has more than one GMLC, 
the response time is equal or slightly higher compared with a system with an external 
third-party LCS, but using this approach will reduce the load on the single database. 
 One of the achievement of this project is that the data can be sent to the core network 
and back again to the user successfully without using the Internet. Hence, a new 
connection has been established for the user to connect with the LBS service and data 
provider even when the user does not have the Internet enabled on his/her device, 
and because the spare extension has been used to transmit the data (instead of filling 
it with zeros) the time needed will be less to transmit the request to the core network 
compared with the normal system. This transmission method can be used to transmit 
any small amount of data up to the maximum size of the spare extension of frame 
structure of the control channel, which is 28 bytes for RACH and FACH. 
Additionally, it could be used for higher data sizes but the time needed will be 
increased. However, when the user sends the information or a request, this request is 
usually a point of interest like a hospital or hotel. So, the data size is generally less 
than 28 letters and also, the information sent to the user from the data provider is a 
coordinate, which is less than 28 characters too.  
 By using the proposed methods the LBS has achieved better QoS parameters which 
are mentioned in chapter two: that the LBS after using the new architecture provides 
better response time and privacy, and because the service will be available anywhere 
and anytime, the new design has better reliability.   
 If there are many users sending a request at the same time, the RACH uses the Slotted 
ALOHA methods, where when there is a collision, all the connections will be 
destroyed and the user is asked to retransmit with a random time [8]. So, there will 
be no problem for the design if there is one user asking for the service or multiple 
users.  
 There are many possible applications that can be used in the proposed design, like 
emergency services, e-health system, disaster warning messages, and navigation in 
the rural areas or on motorways where the Internet coverage is not available. 
 there are some parameters and stages left out in the mathematical model which are 
considered in the simulation like noise, scrambling code and channelization code.  
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8.2 Future Work 
The location-based service system has many possible research areas, like the localization 
methods, way finding, communication network, architecture, QoS parameters like privacy 
and security and many other areas. However, as our work focuses on the communication and 
the core network of the LBS, the possible extended future work can be as listed below:  
 Implementing the system using a real mobile network experiment and environment. 
 This design can be used in any mobile network architecture but it needs to change 
the frame structure that is implemented. The network that is used in this thesis is the 
UMTS, but for extended work it can be edited to be used for LTE and LTE-A 
systems. 
 The databases built in this thesis have a set of hotels around the city but the database 
could be updated in the future so it could have all the possible points of interest like 
hospitals, restaurants and many others. 
 An application layer can be added, so the user can have access to the network from 
the mobile phone using the application. 
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A. Appendix A: Mathematical Results  
In this appendix the results gotten from the mathematical model are shown with different 
spreading factors, for the uplink the SF= 32, 64,128, and 256 are shown, and the results for the 
spreading factors SF=4, 8,16,32,64, and 128 are shown in this appendix 
Uplink 
In this section, the comparison between the results gotten from the uplink equations have been 
shown. The spreading factor can take different values vary from 32 to 256, which are namely 
(32, 64, 128, and 256). 
A B
C
A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure A-1 Mathematical Uplink Result for SF=32 
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Figure A-2 Mathematical Uplink Result for SF SF=64 
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A- number of slots  vs the user request size 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure A-3 Mathematical Uplink Result for SF=128 
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A- number of slots  vs the user request size 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure A-4  Mathematical Uplink Result for SF=256 
Downlink 
The downlink mathematical results of a comparison between the standard model and the system 
design is illustrated in this section. The downlink has many options for the spreading factors, 
which is started from 4 till 256  
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A- number of slots  vs the user request size 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure A-5 Mathematical Downlink Results for SF=4 
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B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure A-6 Mathematical Downlink Results for SF=8 
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B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure A-7 Mathematical Downlink Results for SF=16 
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B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure A-8 Mathematical Downlink Results for SF=32 
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Figure A-9 Mathematical Downlink Results for SF=64 
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B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure A-10 Mathematical Downlink Results for SF=128 
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A- number of slots  vs the user request size 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure A-11 Mathematical Downlink Results for SF=256 
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B. Appendix B: Simulation Results 
The simulation results are shown in this section to show the differences and compare between 
the simulation results and the mathematical model in order to validate the simulation results. 
The results can be divided into uplink result and downlink results.  
Uplink 
The simulation result gotten from the uplink channel using the RACH is compared with the 
mathematical model to validate the simulation results. As mentioned earlier in this chapter, the 
uplink can take different spreading factors which are 32, 64, 128 and 256. 
A B
C
A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure B-1 Comparison Between The Mathematical Results and Simulation Result for 
Uplink with SF= 32 
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A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure B-2 Comparison Between The Mathematical Results and Simulation Result for 
Uplink with SF=64 
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B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
 Figure B-3 Comparison Between The Mathematical Results and Simulation Result for 
Uplink with SF= 128 
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A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure B-4 Comparison Between The Mathematical Results and Simulation Result for 
Uplink with SF= 256 
Downlink 
A comparison between the simulation result gotten from the downlink channel using the FACH 
and mathematical model is shown in this section to validate the downlink simulation results. 
The downlink channel can take different spreading factors which are 4, 8, 16, 32, 64, 128 and 
256, all these possible spreading factors are considered in the results to validate the downlink 
channel results as shown. 
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A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure B-5 Comparison Between The Mathematical Results and Simulation Result for 
Downlink with SF=4 
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B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure B-6 Comparison Between The Mathematical Results and Simulation Result for 
Downlink with SF=8 
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B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure B-7 Comparison Between The Mathematical Results and Simulation Result for 
Downlink with SF=16 
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Figure B-8 Comparison Between The Mathematical Results and Simulation Result for 
Downlink with SF=32 
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Figure B-9 Comparison Between The Mathematical Results and Simulation Result for 
Downlink with SF=64 
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Figure B-10 Comparison Between The Mathematical Results and Simulation Result for 
Downlink with SF=128 
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C. Appendix C: Result Evaluation  
This section compares between the results from the proposed design and the results from the 
other system. The standard system design is taken to be compared with as it is the nearest one 
to the proposed system design  
Uplink 
the results shows the evaluation results between the proposed system with the standard system, 
where the new system design proposed to send the user request using the spare extension of the 
RACH I the uplink, while the standard sends the spare extension as zeros and use another field 
in the frame structure to send the user information 
A B
C
A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure C-1 Comparison Between Simulation Results of The Standard and The New 
Design for Uplink SF= 32 
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B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure C-2 Comparison Between Simulation Results of The Standard and The New 
Design for Uplink SF= 64 
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B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure C-3 Comparison Between Results of The Standard and The New Design for 
Uplink SF= 128 
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A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure C-4 Comparison Between Results of The Standard and The New Design for 
Uplink SF= 256 
 
Downlink 
A comparison between the simulation result gotten from the proposed system downlink channel 
using the FACH and the simulation result of the standard to evaluate our system is shown in 
this section. 
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A- number of slots  vs the user request size
 
B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure C-5 Comparison Between Results of The Standard and The New Design for 
Downlink SF= 4 
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Figure C-6 Comparison Between Results of The Standard and The New Design for 
Downlink SF= 8 
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Figure C-7 Comparison Between Results of The Standard and The New Design for 
Downlink SF= 16 
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Figure C-8 Comparison Between Results of The Standard and The New Design for 
Downlink SF= 32 
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Figure C-9 Comparison Between Results of The Standard and The New Design for 
Downlink SF= 64 
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B- time needed in ms vs the user request size 
C- data size in bit vs the user request size 
 
Figure C-10 Comparison Between Results of The Standard and The New Design for 
Downlink SF= 128 
