Positive and negative emotional states are thought to have originated from fundamentally opposing approach and avoidance behaviors. Furthermore, affective valence has been hypothesized to exert opposing biases in cognitive control. Here we examined with functional magnetic resonance imaging whether the opposing influences of positive and negative states extend to perceptual encoding in the visual cortices. Based on prior behavioral research, we hypothesized that positive states would broaden and negative states would narrow visual field of view (FOV). Positive, neutral, and negative states were induced on alternating blocks. To index FOV, observers then viewed brief presentations (300 ms) of face/place concentric center/surround stimuli on interleaved blocks. Central faces were attended, rendering the place surrounds unattended. As face and place information was presented at different visual eccentricities, our physiological metric of FOV was a valence-dependent modulation of place processing in the parahippocampal place area (PPA). Consistent with our hypotheses, positive affective states increased and negative states decreased PPA response to novel places as well as adaptation to repeated places. Individual differences in self-reported positive and negative affect correlated inversely with PPA encoding of peripheral places, as well as with activation in the mesocortical prefrontal cortex and amygdala. Psychophysiological interaction analyses further demonstrated that valence-dependent responses in the PPA arose from opponent coupling with extrafoveal regions of the primary visual cortex during positive and negative states. These findings collectively suggest that affective valence differentially biases gating of early visual inputs, fundamentally altering the scope of perceptual encoding.
Introduction
Emotionally significant stimuli receive privileged neural processing (Pessoa and Ungerleider, 2004; Anderson, 2005; Vuilleumier, 2005) . Corticosubcortical prefrontal and amygdalar pathways are thought to influence, or in some cases bypass, top-down attentional control to facilitate appraisals of and responses to affective information (Cohen et al., 2007; Dolan, 2007) . This neural prioritization of emotionally significant information appears to reflect motivational importance (i.e., high vs low) rather than motivational direction (i.e., approach vs avoid). Extant neuroimaging evidence suggests a common effect of physiological arousal on perceptual cortical processing, with greater overall magnitude of visual cortical response to both positive and negative stimuli (Lang et al., 1998; Bradley et al., 2003) .
In contrast, behavioral research suggests a critical distinction between the perceptual correlates of positive and negative affective states (Derryberry and Tucker, 1994; Rowe et al., 2007) , with positive affect broadening and negative affect narrowing the distribution, or scope, of one's field of view (FOV). For example, when observers are asked to selectively attend to a central target and ignore irrelevant flanking distractors, induction of positive affect results in greater flanker interference than negative affect (Fenske and Eastwood, 2003; Rowe et al., 2007) . Similarly, positive mood states are associated with a greater tendency to perceive global components of visuospatial stimuli, whereas participants in negative moods tend to perceive local components (Gasper and Clore, 2002) . The narrowing of FOV by negative affect is sometimes referred to as "weapon focus," where a focal stimulus component is encoded at the expense of peripheral details, as measured in later memory (Christianson, 1992; Kensinger et al., 2007a) .
However suggestive, these behavioral data may originate in higher-level cognitive control biases rather than altered perceptual encoding. We hypothesized that if the corticosubcortical pathways underlying positive and negative states do differentially influence FOV, then activation of these systems would yield opposing influences on cortical encoding of unattended extrafoveal information. Using functional magnetic resonance imaging (fMRI), observers viewed alternating epochs of emotionally laden images (positive, neutral, and negative valence) and performed a neutral interleaved visuospatial task (VS) (Fig. 1) . In contrast to prior neuroimaging studies, we assessed not only cortical/subcortical response to emotion-evoking images, but also how engagement of these systems alters information processing in a discrete visuospatial task. We were therefore able to dissociate the neural effects of endogenous affective states from exogenous affective stimuli.
In the visuospatial task, observers attended to a neutral face briefly presented at the foveal center with an unattended place in the peripheral surround. The visuospatial task capitalized on object-sensitive cortical processing of attended faces in the extrastriate fusiform face area (FFA) and unattended places in the parahippocampal place area (PPA). Previous studies have found that increasing perceptual load of a foveal target task decreases cortical encoding of ignored peripheral stimuli (Yi et al., 2004) . Specifically, PPA adaptation to repeated peripheral places, as measured by repetition reduction in blood oxygenation leveldependent (BOLD) response, is abolished during inattention. As such, the place surround was repeated within our visuospatial task, thereby providing a more precise index of peripheral stimulus encoding (Levy et al., 2001; Yi et al., 2004) . Hence, our physiological metrics of opposing biases on FOV was a valence-dependent change in the magnitude of PPA response to both novel places and repeated places.
Materials and Methods

Procedures Participants
Sixteen healthy volunteers with normal vision (9 females; mean age ϭ 22.03, SD ϭ 0.68) participated in this Institutional Review Board approved study. Written informed consent was obtained before study procedures. Two participants were removed from subsequent fMRI analyses, one due to scanner malfunction and the other due to unreported atypical vision.
Face/place localizer task
The PPA and FFA were localized using a block-design task consisting of alternating epochs of face and place stimuli (supplemental Methods, available at www.jneurosci.org as supplemental material). Participants made gender decisions in the face blocks and interior/exterior decisions in the house blocks. The stimuli were presented serially for 4000 ms in trains of like events that varied pseudorandomly from four to six trials (equated between conditions), with six epochs of each condition in total. This variation reduced condition predictability while preserving efficiency of the boxcar stimulus function.
Experimental task
The block design experiment was composed of alternating blocks of affect induction (AI) and interleaved blocks of the VS (Fig. 1) . To generate sustained affective states, the three AI conditions (positive, neutral, or negative) were arranged sequentially in groups of four AI-VS cycles of like valence. Each AI condition was collected once per scan session, across two scan sessions (for a total of six discrete valence inductions). The order of the AI conditions was inverted for each scan session to counterbalance (within subjects) potential carryover effects from the positive and negative conditions. The session order was also counterbalanced between subjects. In the AI blocks, 10 International Affective Picture System (IAPS) images were serially presented for 2000 ms each. Participants passively viewed the images. We used sparse sampling of affective states to prevent suppression of emotional response by cognitive labeling (Goel and Dolan, 2003) . As such, intrascan measures of the mood manipulation were collected only after the fourth and final AI-VS cycle of each valence induction. Our manipulation check of sustained affect induction was therefore determined from self-report measures acquired once per valence induction (and subsequent to the last VS block). Participants were prompted to rate their self-perceived valence and arousal, respectively, on separate Likert scales derived from the IAPS: 1 (negative valence/low arousal) to 9 (positive valence/high arousal) (Lang et al., 1999) .
In the VS blocks, 10 face/house compound stimuli were presented serially (supplemental Methods, available at www.jneurosci.org as supplemental material), each for 300 ms, with a 1700 ms interstimulus interval. Because human perceptual acuity declines with increasing eccentricity in the visual field (Weymouth, 1958; Rovamo et al., 1978) , houses were scaled in size relative to the faces to equate the accuracy of foveal and extrafoveal processing. A cortical magnification factor for the extrafoveal house information was derived from neuroimaging studies of the eccentricity bias of similar face/house composite stimuli (Levy et al., 2001 (Levy et al., , 2004 . To approximate isoacuity, the face component subtended a visual angle of 2.2°, whereas the house component subtended 14.3°(at 117 cm viewing distance).
Short stimulus durations were used to maximize attentional engagement to the central face task and minimize overt and covert shifts of attention to the periphery. Participants were instructed to determine the gender of the face component and maintain central fixation throughout the trial. A fixation cue composed of a circular border and a central fixation point replaced the faces during stimulus offsets. The central fixation point was displayed continuously throughout trials to maintain central gaze. Male and female faces were distributed equally but varied pseudorandomly within blocks. The attended face stimuli did not repeat at any point throughout the experiment. Within each block, 5 novel house flankers were serially presented [exposure 1 (e1)] and then repeated in the same order [exposure 2 (e2)]. Between blocks of the VS task, place images did not repeat at any point throughout the experiment.
To provide a more complete assessment of affect induction and to acquire self-report for each of the associated AI blocks, immediately following the scan, an additional measure of the valence manipulation Figure 1 . Schematic of experimental task. The block design was composed of alternating epochs of AI and the center/surround VS task. The AI conditions (positive, neutral, or negative) were arranged sequentially in groups of four AI-VS cycles of like valence (schematic represents valence induction for one condition). In the AI blocks, 10 passively viewed IAPS images were serially presented for 2000 ms each. In the interspersed VS blocks, 10 face/house composite stimuli were presented serially for 300 ms, with a 1700 ms interstimulus interval. Participants determined the gender of the central face component. Within each block, five novel places were serially presented (e1) and then repeated in the same order (e2). Our manipulation check of sustained affect induction was determined from self-report measures of valence and arousal (sr) acquired once per valence induction (subsequent to last VS block).
was obtained. Participants were prompted after each 10-trial AI block to report both their self-perceived valence and arousal. Condition order was randomized by block. Intrascan and postscan ratings of valence and arousal (mean values) were examined with Pearson correlations to assess whether postscan ratings were a reliable indicator of the sparser sampling of intrascan affective states. Good internal reliability was observed for both ratings of valence (r ϭ 0.78, p Ͻ 0.001) and arousal (r ϭ 0.78, p Ͻ 0.001). As intrascan ratings were acquired only once per valence induction, we used the extrascan self-reports as our index of AI because it afforded a larger sample of data points per subject.
Setup
Imaging data were collected with a Siemens Allegra 3.0 T scanner operating at a slew rate of 400 T/m/s and a 12-channel asymmetric gradient head coil. The block design experiment was designed and implemented using the software package Presentation (version 9.81; NeuroBehavioral Systems). Before scanning, participants were provided with instruction and practice on the fMRI task. Low-amplitude transistor-transistor logic pulses were monitored via a parallel port cable to synchronize slice acquisition and stimulus delivery with submillisecond accuracy. Stimuli were presented on a rear-mounted projection screen, set at a (native) 1024 ϫ 768 resolution.
Structural imaging
For each subject, a three-dimensional magnetization-prepared rapidacquisition gradient echo pulse sequence was used to obtain a highresolution T1-weighted structural volume. The imaging parameters were as follows: repetition time (TR) ϭ 2000 ms; echo time (TE) ϭ 2.63 ms; matrix ϭ 256 ϫ 160; FOV ϭ 256 ϫ 256; slice thickness ϭ 1 mm; 160 axial oblique slices; total acquisition time ϭ 6.5 min.
Echo-planar imaging
For each subject, a T2*-weighted gradient-echo echo-planar image (EPI) pulse sequence was prescribed and higher order shimmed for the functional trials. The EPI parameters were as follows: TE ϭ 30 ms; TR ϭ 2000 ms; flip angle ϭ 270°; acquisition matrix ϭ 64 ϫ 64; FOV ϭ 200 mm. Thirty axial oblique slices of the brain were acquired at each time point, with a voxel resolution of 3.1 ϫ 3.1 ϫ 5 mm, no skip between slices. For the localizer task, 153 time points were collected, of which the first 12 were discarded (for a total of 141 reconstructed time points). In each of the two experimental task runs, 319 time points were collected, of which the first 11 and last two were discarded (for a total of 612 reconstructed time points).
Data analysis Preprocessing
Functional activation was determined from the BOLD signal using the software Statistical Parametric Mapping (SPM5, University College London, London, UK; http://www.fil.ion.ucl.ac.uk/spm/software/spm5). Following image reconstruction (SPM5 DICOM import utility), the time series data for each participant were motion corrected (translational motion parameters were less than one voxel for all included participants) and coregistered with their T1-weighted structural image. The T1 image was bias corrected and segmented using template (International Consortium for Brain Mapping) tissue probability maps for gray/white matter and CSF. Warping parameters were obtained from the tissue segmentation procedure and subsequently applied to the time series data (resampling to 3 mm 3 voxels). The time series data were spatially smoothed to a 6 mm 3 full-width half maximum Gaussian kernel. Last, a voxel-level detrending procedure was applied to remove time series components correlated with global fluctuations in the BOLD signal (Macey et al., 2004) .
First-level statistical models
Single subject time series data were submitted to first-level general linear statistical models (Friston et al., 1994) examining the face/place localizer and experimental task, respectively. Using the SPM5 design specification, the task-specific boxcar stimulus functions were convolved with the canonical hemodynamic response function (HRF). Each model included within-session global scaling (default), high-pass filtering to remove lowfrequency signal drift (period ϭ 128 s), and the AR1 method of estimating temporal autocorrelation.
For the face/place localizer, two condition-specific regressors were included modeling face and place blocks. Separate t contrasts were specified for [places Ͼ faces] and [places Ͻ faces]. For the experimental task, nine condition-specific regressors were included in the first-level model. Columnwise, these regressors modeled the three AI conditions (positive, neutral, negative) and six for the VS conditions (valence ϫ repetition). Positive effect t contrasts were generated for each regressor column.
Second-level statistical models
ROI analyses. Because face and place information was presented simultaneously and at different visual eccentricities during the VS task, we performed conjunction analyses to determine areas of functional convergence between the separate object localizers (face and place) and the VS conditions. To calculate the [localizer and VS] conjunction for place and face processing, we submitted a set of t contrasts corresponding to the respective place and face localizer and a set of t contrasts corresponding to e1 conditions of the VS task to second-level repeated-measures ANOVAs. Significant conjunction effects (set at a conjoint ␣ of p unc Ͻ 0.01) were found in the FFA and PPA, indicating common object-sensitive activation at the voxel level between localizer and VS tasks (Fig. 2a) . The place conjunction localized bilateral clusters extending along the collateral sulcus just ventral to the posterior hippocampus, consistent with the parahippocampal place area (Aguirre et al., 1998; Epstein and Kanwisher, 1998; Levy et al., 2004) . Center-of-mass locations [Montreal Neurological Institute (MNI) space] and volume for the PPA ROIs are as follows: left PPA, x ϭ Ϫ22, y ϭ Ϫ45, z ϭ Ϫ10 (8397 mm 3 ); right PPA, x ϭ 24, y ϭ Ϫ44, z ϭ Ϫ10 (10,881 mm 3 ). The face conjunction localized clusters bilaterally in the lateral aspect of the posterior fusiform gyrus, consistent with the fusiform face area (Puce et al., 1995; Kanwisher et al., 1997) . Center-of-mass locations (MNI space) and volume for the FFA ROIs are as follows: left FFA, x ϭ Ϫ37, y ϭ Ϫ52, z ϭ Ϫ23 (135 mm 3 ); right FFA, x ϭ 40, y ϭ Ϫ49, z ϭ Ϫ20 (756 mm 3 ). The resultant FFA and PPA ROIs were used as functionally defined masks to interrogate main and interaction effects for a 3 (valence) ϫ 2 (repetition) repeated-measures factorial ANOVA modeling all conditions of the VS task. Main and interaction ( F) effects for the ROI analyses were interrogated using an uncorrected p Ͻ 0.01 height and a 5 voxel extent as base thresholds. Voxels surviving a small volume correction using the false discovery rate (Genovese et al., 2002) set at p Ͻ 0.05 were deemed statistically significant. To further interrogate factorial effects in these clusters, percentage signal change was extracted in the first-level models for each condition (␤ coefficient) against implicit baseline (i.e., ␤ coefficient of the session constants) using Marsbar software (http:// marsbar.sourceforge.net/) (Brett et al., 2002) .
Brain-behavior analyses. We examined whether continuous behavioral measures of self-reported valence (rating acquired from the affect induction) were correlated with corresponding indices of percentage signal change in the extrastriate ROIs. Linear regression models were used to evaluate the brain-behavior relationship. We examined the relationship between behavioral ratings of valence and the magnitude of signal change to novel places (e1) and magnitude of repetition reduction (e2 minus e1) blocks within each valence condition (with larger magnitude indicated by greater negative differences).
Psychophysiological interaction analyses. The significant valence ϫ repetition interactions within the left (x ϭ Ϫ30, y ϭ Ϫ45, z ϭ Ϫ15) and right (x ϭ 36, y ϭ Ϫ30, z ϭ Ϫ18) PPA were subsequently used as seeds for two respective psychophysiological interaction (PPI) analyses (Friston et al., 1997; Gitelman et al., 2003) . In each subject, unadjusted activity was first extracted from volumes of interest [first eigenvariate of a spherical volume of interest (VOI); 3 mm radius] centered on the coordinates of the left and right hemisphere PPA. Each PPI regressor was then calculated (using the SPM5 utility) as the volume-by-volume product of the deconvolved VOI time series and a binary vector coding for condition blocks of the task design; Ϫ1 for the negative VS condition, ϩ1 for the positive VS condition. The PPI was restricted to e1 blocks of the positive and negative VS conditions to prevent contamination by repetition reduction effects. For each participant, the PPI, condition coding, and VOI regressors were then separately reconvolved with the canonical HRF and modeled with the same specifications as the above first-level SPMs. In this way, a significant effect for PPI was not attributable to any main effects of task, or, any condition-independent covariance. Two contrasts were specified for the interaction column (1 and Ϫ1), reflecting activations either positively or negatively related to the PPI interaction term, respectively. Inference of statistical significance was determined using a p unc Ͻ 0.001 and voxel extent of 5 as base thresholds.
Whole-brain analysis. To examine differential effects of AI, positive effect t contrasts for each valence condition (positive, neutral, negative) were examined at the second level using a repeated-measure ANOVA. Group-level t contrasts used a height of p unc Ͻ 0.001 and voxel extent of 5 as base thresholds.
Results
Behavioral measures AI Self-report measures of affect induction were collected both during and after the fMRI task. Repeated-measures ANOVA of valence ratings demonstrated a significant differential effect of AI (F (2,28) ϭ 53.36, p Ͻ 0.001). Positive ratings were significantly higher than neutral (t (14) ϭ 6.49, p Ͻ 0.001), while neutral ratings were significantly higher than negative (t (14) ϭ 7.56, p Ͻ 0.001). Repeated-measures ANOVA of arousal ratings demonstrated a valence-independent effect of arousal relative to neutral (F (2,28) ϭ 3.65, p Ͻ 0.001). Arousal ratings did not significantly differentiate positive and negative states (t (14) ϭ 0.66, p ϭ 0.52).
VS task performance
To examine whether our valence state induction differentiated performance on the visuospatial gender task, two separate repeated-measures ANOVAs were calculated to examine response latency and accuracy for gender judgment of the central face stimulus. For response latency, the 3 (valence) ϫ 2 (repetition) ANOVA failed to detect any significant differential effects, with an average response latency of 715 ms for judging the gender of the central face.
Response latencies by valence condition were as follows: positive ϭ 710.1 Ϯ 29.4 ms; neutral ϭ 715.7 Ϯ 29.8 ms; negative ϭ 718.0 Ϯ 29.6 ms. For accuracy, mean performance (regardless of condition) was 82%, consistent with moderate attentional demand tasks using rapid stimulus presentation (Yi et al., 2004 ). There was a main effect of valence (F (2,30) ϭ 3.94, p ϭ 0.03), demonstrating overall more accurate responses following positive AI. Accuracy by valence condition was as follows: positive ϭ 84.1% Ϯ 2.2; neutral ϭ 81.4% Ϯ 2.8; negative ϭ 81.1% Ϯ 4.0. However, follow up contrasts did not reveal a reliable effect of positive relative to either neutral (t (14) ϭ 1.32, p Ͻ 0.21) or negative (t (14) ϭ 1.70, p Ͻ 0.11) conditions. There were no other significant main effects or interactions. Collectively, these response time and accuracy data suggest there was no evidence of an AI-mediated trade-off in attention during the VS task.
fMRI measures
We examined how induction of positive and negative states influenced encoding of the place surround. The 3 (valence) ϫ 2 (repetition) repeated-measures ANOVA detected significant factorial interactions within the functionally defined PPA ROI, but not the FFA (Fig. 2a) . We first decomposed the repetition factor of the full factorial model to examine the effect of valence on processing of novel place information, i.e., e1 blocks only. The three-level repeated-measures ANOVA detected a significant main effect of valence in the left PPA (F (2,26) ϭ 7.59, p ϭ 0.003). Within-subjects t tests examining the valence factor revealed that Figure 2 . a, A significant valence ϫ repetition interaction was found during the VS task bilaterally within the left and right PPA. Activation is superimposed on the template structural underlay (Colin27) (MNI axial z-coordinate ϭ Ϫ15) and displayed on a cortical flat-map of the same template. For reference, PPA (dashed blue) and FFA (dashed green) ROIs are also traced on the flat-map. b, Novel place exposures (e1 blocks). y-axes, Percentage signal change at e1 blocks. In the left PPA, positive and neutral conditions evoked significantly greater BOLD response to novel places than negative (*p Ͻ 0.05; **p Ͻ 0.01; ***p Ͻ 0.001). Error bars reflect within-subject SEMs. c, Repetition reduction [e2 minus e1 blocks]. The valence ϫ repetition interaction was driven by positive affect; y-axes are the difference between percentage signal change at e2 and e1 blocks of the VS task (negative values ϭ repetition reduction). Error bars reflect within-subject SEMs for differences between e2 and e1 blocks across subjects. L, Left; R, right.
negative affect evoked significantly less response than both positive (t posϪneg(26) ϭ 3.27, p ϭ 0.003) and neutral (t neuϪneg(26) ϭ 3.50, p ϭ 0.002) conditions (Fig. 2b) , consistent with decreased place encoding. The right PPA exhibited a comparable trend toward significance (F (2,26) ϭ 2.27, p ϭ 0.07); within-subjects t tests confirmed a reduction in left PPA signal during negative affect (t posϪneg(26) ϭ 1.84, p ϭ 0.08; t neuϪneg(26) ϭ 2.25, p ϭ 0.03).
We next interrogated the valence ϫ repetition interaction detected by the full factorial model. Extracted signal from these clusters confirmed a significant valence ϫ repetition interaction in both the left (F (2,26) ϭ 7.51, pϭ0.003; x ϭ Ϫ30, y ϭ Ϫ45, z ϭ Ϫ15) and right (F (2,26) ϭ 5.76, pϭ0.008; x ϭ 36, y ϭ Ϫ30, z ϭ Ϫ18) hemispheres. Higher magnitudes of repetition reduction were detected for positive affect compared with both neutral and negative conditions (Fig. 2c) . Within-subjects t tests examining repetition within each valence condition confirmed that both the right and left PPA interaction effects were selectively driven by positive affect (left PPA cluster: t pos e1Ϫe2(26) ϭ 5.08, p ϭ 0.00003, t neu e1Ϫe2(26) Ͻ 1, t neg e1Ϫe2(26) Ͻ 1; right PPA cluster: t pos e1Ϫe2(26) ϭ 3.34, p ϭ 0.002, t neu e1Ϫe2(26) Ͻ 1, t neg e1Ϫe2(26) Ͻ 1), consistent with enhanced encoding of repeated places. In sum, during negative affective states, we observed a decrease in the magnitude of PPA response to novel places, and consequently, negligible repetition reduction. In contrast, our index of specific place encoding-reduced PPA response to repeated places-was only observed during positive affective states. Neutral states were characterized by an intermediate pattern, greater PPA BOLD response but negligible repetition reduction.
To ensure that valence and interaction effects detected during the VS task did not reflect incidental carryover effects from the preceding AI blocks, we also compared the effect of valence in the above PPA clusters during the AI conditions. No significant effects of valence were detected in either hemisphere (left: F (2,26) ϭ 2.10, p ϭ 0.14; right: F Ͻ 1). In addition, enhanced extrafoveal place encoding following positive affect induction blocks may indicate a trade-off between attention to the central task (faces) and to the surround (places). To address whether there was neural evidence of a volitional or reflexive trade-off between attention to the foveal face and the extrafoveal place surround, we examined whether there were valence related changes in face processing, as indexed by the localizer defined FFA ROI. There was a significant effect of valence in the FFA (F (2,26) ϭ 8.05, p ϭ 0.002; x ϭ 39, y ϭ Ϫ48, z ϭ Ϫ18). In contrast with an attentional trade-off, positive affect evoked significantly greater signal compared with both neutral (t (13) ϭ 3.44, p ϭ 0.004) and negative (t (13) ϭ 3.21, p ϭ 0.007) conditions, consistent with an overall enhancement of cortical response during positive states.
Brain-behavior relationships
We next examined whether individual differences in self-reported affective valence correlated with altered cortical encoding of extrafoveal events. To do so, we examined the relationship between self-report measures of valence and magnitude of initial PPA response to novel place surrounds. A significant positive correlation for valence was detected for the left PPA cluster (r ϭ 0.38, p ϭ 0.02) (Fig. 3a) , whereby reports of increasing affective positivity corresponded with increased processing of novel places (Fig. 3b) . We next examined whether the same self-report measures correlated with magnitude of PPA repetition reduction. This also revealed a significant negative correlation between reports of increasing positivity and magnitude of left PPA repetition reduction (r ϭ Ϫ0.33, p ϭ 0.04) (Fig. 3b) . Thus, consistent with our factorial findings, individual variability in self-reported positive versus negative states predicted opposing effects on encoding of events in the extrafoveal visual field.
To address whether there was evidence of a trade-off between attention to the central foveal face and the extrafoveal place, we also examined whether self-reported valence correlated with FFA response. In contrast to our findings in the PPA, the valence regressor failed to identify a significant correlation with FFA percentage signal change at either first exposures (r ϭ 0.11, p ϭ 0.52) or with repetition, i.e., e2 minus e1 (r ϭ 0.11, p ϭ 0.50). Altered encoding of the unattended surround was therefore not associated with altered cortical response to the central attended face. In combination, these brain-behavior relationships between self reported affective state and our physiological metrics of perceptual encoding of place stimuli in the surround-magnitude of PPA response to novel and repeated places-indicates that positive affective states increase and negative states decrease encoding of extrafoveal events.
Psychophysiological interaction analysis
We next examined whether the influence of affective states involved differential engagement of the coupling between extrastriate and earlier visual cortices. To do so, the left and right PPA clusters reported in the preceding sections were entered as seed regions into separate PPI analyses, where the psychological variable of interest was positive or negative states during the first exposure of the VS task (e1 blocks). This enabled data-led interrogation as to whether positive and negative states differentially modulated functional covariance between the PPA and distal brain regions. The PPI originating from both the left and right PPA seeds revealed significant and highly selective activation bilaterally along the calcarine sulcus, consistent with extrafoveal regions of putative primary visual cortex (PVC) (Dougherty et al., 2003) (Fig. 4a,c) . The PVC global maximum identified in each PPI was within the same hemisphere of the respective left and right PPA seed origin (left PVC, MNI coordinates: x ϭ Ϫ15, y ϭ Ϫ72, z ϭ 3, Brodmann area 18; right PVC, x ϭ 6, y ϭ Ϫ78, z ϭ 15, BA 18/17). A significant PPI therefore indicated that the func- tional relationship between the PVC and PPA differed significantly between positive and negative states, above and beyond any main effects of task as well as condition-independent covariance.
To identify the specific pattern of PVC-PPA covariance during positive and negative affect, we superimposed these correlations as separate series on the same scatter plot (Fig. 4b,d ). The pattern of condition-specific functional covariance was highly symmetrical in both hemispheres. Positive affect elicited a positive coupling between PPA and PVC, whereas negative affect elicited a negative coupling between PPA and PVC, suggesting that common increases in PVC BOLD response may yield different and even opposing efferent modulation of extrastriate cortex under different affective states. Hence, positive affect appears to enhance and negative affect may diminish propagation of place information located in the extrafoveal surround.
AI
To investigate neural indices during and following affect induction, we first isolated the overall effect of emotional arousal (positive and negative) relative to neutral control. Positive and negative affect induction yielded significant activations across a distributed subcortical-brainstem-visual cortical system, consistent with research indicating enhanced visual processing of emotionally arousing images. Direct comparisons between positive and negative AI conditions also yielded significant differences in BOLD response. The [positive Ͼ negative] t contrast principally revealed activations in the orbitomedial (MNI coordinates: x ϭ 18, y ϭ 48, z ϭ Ϫ15; BA 10) and ventromedial (x ϭ 15, y ϭ 51, z ϭ 12; BA 11) prefrontal cortices. The [positive Ͻ negative] t contrast yielded activation solely in the right amygdala (x ϭ 21, y ϭ 0, z ϭ Ϫ18). For AI summary statistics, see supplemental Table 1 (available at www.jneurosci.org as supplemental material).
We next examined whether these corticolimbic structures exhibited a sustained response during blocks of the interleaved VS task. To do so, we performed conjunction analyses between AI and VS tasks during positive [i.e., positive Ͼ negative] and negative [i.e., positive Ͻ negative] states. The conjunction therefore tested common state-specific activation at the voxel level. Inference of significance was assessed at a conjoint ␣ level of p unc Ͻ 0.001, and cluster extent of 5 voxels. During positive affect states, convergent activations were detected in the above mesocortical prefrontal loci, consistent with BA10/11 (Fig. 5a ). An additional activation was detected more dorsally in the mPFC (x ϭ 18, y ϭ 33, z ϭ 36). During negative affect states, convergent activation was detected solely in the right amygdala locus (Fig. 5c) . Together, the conjunction analyses provide physiological evidence for induction of a valence specific neural state in the absence of external affective cues, with mesocortical prefrontal and subcortical amygdalar regions exhibited sustained responses to positive and negative affect induction, respectively.
Brain-behavior relationships
In addition to the categorical modeling of AI, we examined whether continuous measures of self-reported affective valence correlated with BOLD percentage signal change in the mesocortical prefrontal and amygdalar loci (both the self-report measures and signal extractions were acquired using the same method as with the extrastriate ROIs). Significant positive correlations between self-reported positive valence with percentage signal change were found in the medial orbitofrontal cortex (mOFC) for both AI (r ϭ 0.44, p ϭ 0.006) and the interleaved VS (r ϭ 0.38, p ϭ 0.02) tasks (Fig. 5b) . In contrast, a significant negative correlation was observed between self-reported positive valence and amygdalar response for AI (r ϭ Ϫ0.33, p ϭ 0.04), while a comparable trend was observed during VS (r ϭ Ϫ0.29, p ϭ 0.08) (Fig.  5d) . These brain-behavior relationships indicate that individual differences in positive and negative experiential states predicted opposing patterns of BOLD response in the mOFC and right amygdala, respectively.
Discussion
This study examined whether corticosubcortical pathways underlying positive and negatively valenced states differentially bias visual encoding in the extrastriate cortices. Positive affect increased and negative affect decreased the encoding of unattended peripheral information, as indexed by object-sensitive extrastri- Figure 4 . PPI analyses of valence-specific coupling with the PPA. a, c, The PPIs demonstrate that positive and negative states differentially modulated the covariance between the PPA and PVC bilaterally. Activation is superimposed on the template structural underlay (Colin27) (left: MNI sagittal x-coordinate ϭ Ϫ15; axial z-coordinate ϭ 3; right: x ϭ 6; z ϭ 15) b, d, In both PPI seeds, positive affect (blue) elicited a positive coupling between PPA and PVC (r left ϭ 0.32, r right ϭ 0.69), whereas negative affect (red) elicited a negative coupling (r left ϭ Ϫ0.46, r right ϭ Ϫ0.36). x-axes, Mean-corrected signal from the PPI term (the product of the respective PPA time series and condition regressors, averaged over 14 subjects). y-axes, Mean corrected signal from the respective PVC cluster maxima (first principal component of a 3 mm radius VOI, averaged over 14 subjects). The first two time points of each block were removed to account for the lag to peak BOLD response. L., Left; R., right.
ate cortical responses in the PPA. These valence-dependent interactions with inferior temporal visual cortices observed during our visuospatial task occurred in the absence of exogenous affective cues, and, despite the fact that both the cognitive and perceptual demands of all visuospatial blocks were equated. Thus, in conjunction with existing behavioral evidence (Rowe et al., 2007) , positive and negative affect appear to exert opposing influences on perceptual encoding, with positive states broadening and negative states narrowing one's FOV.
In the center/surround VS task, we inferred that modulation of the PPA reflects perceptual encoding of the unattended place surround (Tong et al., 1998; Yi et al., 2004) . Consistent with our hypothesis that negative affect would narrow FOV, we observed a significant attenuation of PPA response to novel places during the negative condition. However, low magnitude of BOLD response does not necessarily equate with diminished processing. Adaptation to repeated stimuli has been detected in object selective extrastriate cortex despite negligible BOLD response to the first exposure (Avidan et al., 2002) . Despite this possibility, we found that low BOLD signal in the PPA during negative states was also associated with abolished place adaptation, suggesting a genuine reduction in extrafoveal place processing. Although PPA response to novel places failed to differentiate the neutral and positive conditions, only positive affect yielded repetition reduction in the PPA. Neutral states were thus characterized by an intermediate pattern-greater initial PPA response than negative states but negligible repetition reduction. Consistent with this observation, our brain-behavior analyses revealed a linear relationship between continuous self-report measures of valence and both the magnitude of PPA response to novel places and repetition reduction to repeated places. Our continuous (i.e., selfreport) data might therefore reflect a greater degree of sensitivity to valence-dependent changes in extrastriate processing.
Several neuroimaging studies have provided evidence challenging the object selectivity of the FFA and PPA to "optimal" stimulus categories-faces and places, respectively (Avidan et al., 2002; GrillSpector et al., 2006) . In particular, Avidan et al. (2002) detected neural adaptation to places in the FFA and adaptation to faces in the PPA, indicating a degree of nonmodularity in these extrastriate regions. The present study design obviates this potential confound because only place information was repeated. Given that faces were always novel throughout our experiment, we would therefore not expect face selective neurons in the PPA to influence our valence-dependent adaptation effects. As such, our experimental design precludes several alternative explanations for the valence effects observed in the extrastriate cortex.
Notably, repetition-related BOLD reductions in the inferior temporal cortices have been found to correlate with altered behavioral performance, indicating a potential origin in later response selection, rather than earlier perceptual encoding (Turk-Browne et al., 2006) . However, repetition-related improvements in behavioral performance have been fully dissociated from place-selective BOLD response in the PPA, with the magnitude of PPA attenuation to repeated places unaffected by changes in task demands and task performance (Xu et al., 2007) . In fact, repetition-related reductions in the PPA appear to be more influenced by bottom-up rather than top-down modes of attentional processing (Yi et al., 2004) . In combination, these results suggest that the present finding of an interaction between the valence of internal affective states and repetition reduction related to unattended stimulus events likely originates in earlier perceptual encoding rather than later information processing stages.
The extrastriate PPA findings represent a relatively late nonretinotopically organized stage of visual selection, and thus do not demonstrate that affective influences extend to the earliest stages of visual cortical processing. To better appreciate the cortical pathways involved in gating PPA response, we additionally used PPI analyses to interrogate how positive and negative states differentially modulated functional covariance between the PPA and distal neuronal populations. The PPI analyses demonstrated that affective valence modulated the relationship between early stages of visual selection in a region along the calcarine sulcus, consistent with extrafoveal representations of PVC and later stages of object encoding in the inferior temporal cortex (PPA). Positive and negative affect modulated this PVC-PPA functional covariance in an opposing manner. Specifically, positive affect may have enhanced the propagation of place-sensitive processing, whereby increasing PVC activation predicted increasing PPA activation. In contrast, negative affect may have reflected early gating of this propagation of place information, whereby increasing PVC activity predicted reduced PPA response.
The PPI results therefore indicate that affective states modulate perceptual encoding via altered coupling with posterior sensory cortices as opposed to a more indirect top-down influence via altered engagement of frontal-parietal attentional networks. Rather than engaging attention more or less, positive and negative states may have a more direct influence on the processing dynamics in primary, secondary, and higher associative cortices (Anderson and Phelps, 2001; Pessoa and Ungerleider, 2004; Anderson, 2005; Dolan, 2007) . A better understanding of these putative valence-specific processing modes may be gleaned from brain regions recruited during positive and negative states. Valence-specific patterns of BOLD response were found in the amygdala and mOFC during negative and positive affect induction, respectively, which were also sustained during the interleaved visuospatial task, when external affective cues were absent altogether. Additionally, self-reported valence ratings correlated inversely with the amygdala and mOFC as well as with extrafoveal place processing indexed by the PPA. Thus, activity in these affective substrates may represent neural states that differentially bias visual cortical sensitivity to perceptual inputs.
Convergent neuroimaging evidence suggests that under many conditions, the amygdala is equally responsive during both positive and negative affect. Comparable amygdalar responses have been observed during exposure to positive and negative facial expressions (Breiter et al., 1996; Kim et al., 2003) , episodic recall of positive and negative scenes (Hamann et al., 1999) , as well as exposure to aversive and pleasant odors (Anderson et al., 2003; Winston et al., 2005) and tastes (Small et al., 2003) . A recent meta-analysis examining several hundred imaging studies in affective neuroscience corroborates this valence-independent (relative to neutral) but arousal-dependent (relative to neutral) sensitivity profile of amygdalar response (Costafreda et al., 2008) . Consistent with this body of work, we found that positive and negative stimuli evoked greater bilateral amygdalar response compared with neutral. However, we also observed greater right amygdala activation during negative affect induction and the interleaved visuospatial task compared with the respective positive affect conditions, despite equivalent self-reported arousal levels in both valence conditions. How might these valenceindependent and -dependent amygdalar findings be reconciled? One possible account comes from research suggesting that the amygdala is sensitive to more generalized sources of arousal, such as predictive uncertainty about the environment (Davis and Whalen, 2001; Kim et al., 2003) or motivational relevance with respect to one's current goals Van Bavel et al., 2008) . These sources of arousal yield amygdalar activation in both positive and negative contexts, but with enhanced activity observed in the negative (Kim et al., 2003; Cunningham et al., 2008) . This negativity bias may represent a sensory adaptive function, enhancing not the affective processing of negative stimuli, but rather a top-down optimization for sensory processing of negative stimuli. For instance, the amygdala has been shown to support vigilance toward negatively arousing relative to other sensory events competing for processing resources (Anderson and Phelps, 2001; Hurlemann et al., 2007) , and, increased selectivity (i.e., tuning) of the sensory cortices following fear conditioning (Morris et al., 1998) . Further, amygdala and extrastriate responses correlate during negative image processing (Sabatinelli et al., 2005; Kensinger et al., 2007b) , hypothetically biasing a more circumscribed selective propagation of sensory information from posterior perceptual cortices (Kensinger et al., 2007b) . Rather than attributing our valence-dependent amygdala finding to the emergence of a negative affective state, we propose instead that the amygdala may facilitate a specific mode of sensory information processing with a narrow FOV as a perceptual correlate, triggered by negative and possibly also by high-arousal positive states (Kim et al., 2003; Gable and Harmon-Jones, 2008 ).
Neural theories on the role of positive affect in cognition highlight the potential influence of mesocortical dopamine systems on inhibitory and cognitive control (Dreisbach, 2006) , which is thought to facilitate switches in attentional set and perspective, and more generally, override dominant modes of processing (Ashby et al., 1999) . For example, dopamine agonists disrupt latent inhibition, a measure of attentional inhibition of irrelevant stimuli (Swerdlow et al., 2003) . However, in our task, positive affect did not engage mesolimbic dopaminergic circuits associated with appetitive-approach motivation (Breiter et al., 1997; Aharon et al., 2001; Knutson et al., 2001 ) and more exploitative forms of incentive learning (McClure et al., 2003; O'Doherty et al., 2004; Daw et al., 2006) . In contrast, we found that self-reported positive affect correlated with sustained activation of a mesocortical target region in the mOFC, a region in which reward-related processing may extend to involve more exploratory modes of thought and behavior, such as suboptimal exploratory selections in an incentive learning gambling task (Daw et al., 2006) , improvisation (Limb and Braun, 2008) , and insightful problem solving (Subramaniam et al., 2009 ). This neuroimaging evidence complements a long line of behavioral research linking positive emotion with increased scope and flexibility of cognition (Isen et al., 1987; Ashby et al., 1999; Fredrickson, 2004; Rowe et al., 2007) . The present findings suggest these influences may extend beyond high-level cognition to earlier stages of perceptual processing, resulting in a more exploratory and global analysis of perceptual inputs.
Collectively, the present data provide evidence that internal affective states alter visual cortical responses in a valencedependent manner, with positive states increasing and negative states decreasing the scope of perceptual encoding. The origins of these opposing valence-dependent influences may arise from more primitive opposing action tendencies supported by subcortical structures, such as the amygdala, to enhance stereotyped reflexes (Davis and Whalen, 2001 ) and mesocortical prefrontal regions that enhance novel or exploratory appetitive behavior (Daw et al., 2006) . We hypothesize that activation of neural states originating from these systems may represent fundamental opposing biases on information processing ranging from thought to perception and action.
