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Quasinormal modes are a set of damped resonances that describe how an excited open system
is driven back to equilibrium. In gravitational physics these modes characterise the ringdown of a
perturbed black hole, e.g. following a binary black hole merger. A careful analysis of the ringdown
spectrum reveals the properties of the black hole, such as its angular momentum and mass. In more
complex gravitational systems the spectrum might depend on more parameters, and hence allows us
to search for new physics. In this letter we present a hydrodynamic analogue of a rotating black hole,
that illustrates how the presence of extra structure affects the quasinormal mode spectrum. The
analogy is obtained by considering wave scattering on a draining bathtub vortex flow. We show that
due to vorticity of the background flow, the resulting field theory corresponds to a scalar field on an
effective curved spacetime which acquires a local mass in the vortex core. The obtained quasinormal
mode spectrum exhibits long-lived trapped modes, commonly known as quasibound states. Our
findings can be tested in future experiments, building up on recent successful implementations of
analogue rotating black holes.
Introduction. The linear response of a perturbed black
hole can be well-understood in terms of damped reso-
nances called quasinormal modes (QNMs) [1, 2]. These
damped modes possess a complex frequency whose real
part corresponds to the oscillation frequency and whose
imaginary part gives the lifetime. The QNM spectrum of
a black hole is completely characterized by the black hole
parameters, and does not depend on the initial conditions
of the perturbations. With the on-going development of
gravitational wave astronomy, significant efforts are be-
ing dedicated to use QNM spectra to reveal information
about the structure of black holes, thereby allowing us to
test General Relativity and alternative theories of Grav-
ity [3]. In this letter, we shall illustrate how the QNM
spectrum can be drastically altered by additional struc-
tures in the context of Analogue Gravity.
Analogue Gravity, pioneered by Unruh in 1981 [4], ex-
plores the possibility of testing gravitational effects in a
broad variety of systems [5]. For instance, it was shown
in [6] that surface waves propagating on an inviscid, irro-
tational, and shallow fluid flow are equivalent to a scalar
field propagating on an effective spacetime. This space-
time is completely determined by its propagation speed c
and the background fluid flow v. In particular, it is pos-
sible to model a rotating black hole using an axisymetric
fluid flow v(r) = vr(r)er + vθ(r)eθ. The fluid configura-
tion will exhibit an ergosphere at r = re if |v(re)| = c
and an event horizon at r = rH if |vr(rH)| = c. These
two features are sufficient to give rise to many interest-
ing effects that occur around astrophysical black holes,
including Hawking radiation and superradiance [5]. In
particular, this allows us to experimentally test the uni-
versality and robustness of these effects. The past decade
has seen an increase of interest in experimental realiza-
tions of analogue black holes, resulting in the measure-
ment of both classical [7–9] and quantum [10] analogue
Hawking radiation in (1+1)-dimensional systems. Exper-
imental research on rotating, (2+1)-dimensional systems
began more recently and is already bearing fruit. For ex-
ample, superradiant amplification of surface waves was
observed in a draining bathtub (DBT) vortex flow [11].
Rotating black hole analogues are also being explored
using photon fluids [12].
In this work, we present a simplified model of a rota-
tional DBT-type fluid flow motivated by realistic veloc-
ity profiles [11, 13, 14] seen in experiments. Our model is
also the analogue of a black hole with additional structure
owing to the non-vanishing vorticity of the background
flow in the centre of the vortex. Within our approxi-
mation, the vorticity causes perturbations to acquire a
local effective mass close to the horizon. This is similar
to certain studies of gravity, where a massless field can
acquire a local mass by coupling to another field [15, 16].
By studying the QNM spectrum, we find that our model
also admits long-lived trapped modes in addition to usual
QNMs. These are known in the literature as quasi-bound
states (QBSs) [1] and are predicted to occur in partic-
ular for massive fields around Kerr black holes [17, 18].
Our findings are of relevance for both hydrodynamics and
gravity. Our aim is to understand the consequences of ad-
ditional structures on the QNM spectrum. The question
arises in gravity when one introduces modifications to the
usual Kerr metric [19] as well as in fluid flows where the
core structure of a vortex deviates from the irrotational
case. With Analogue Gravity experiments gaining an in-
creasing amount of momentum, it is likely that the chal-
lenge of measuring the QNM spectrum will be tackled in
the near future. In order to perform such experiments, it
is necessary to understand the dependence of the QNM
spectrum on the specifics of the background flow.
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2Background flow and wave equation. The DBT vortex
is a particularly simple hydrodynamic model based on the
assumption of a highly symmetric flow. It is described
by the irrotational and incompressible velocity profiles
vθ = C/r and vr = −D/r where C (circulation) and
D (drain rate) are positive constants, and (r, θ) are the
polar coordinates. The associated effective metric mimics
a rotating black hole as it possesses a horizon at rH =
D/c, and an ergosphere at re =
√
C2 +D2/c. Its QNM
spectrum has been studied in the literature, see e.g. [20–
23].
Even though the DBT model successfully describes the
behaviour of the flow sufficiently far away from the cen-
tre, a vortex which forms under experimental conditions
contains a core in which the flow is no longer irrotational.
A more realistic formula for vθ is given by the Rankine
vortex (originally conceived for gases, this model is now
widely used for all types of viscous fluids [24]),
vθ =
Cr
r20
Θ(r0 − r) + C
r
Θ(r − r0), (1)
where r0 is the radius of the vortex core and Θ is the
Heaviside step function. An analytically amenable inter-
polation of this formula, which is a smooth function of
r, was proposed by Rosenhead [25] and later studied by
Mih [26–28],
vθ =
Cr
r20 + r
2
. (2)
Notice that there exists many more complicated models,
offering a more accurate description of the vortex flow de-
pending on the precise initial and boundary conditions of
the flow [24]. In this letter, we are interested in the main
deviations introduced by a rotational core. Hence we will
work with Eq. (2) as its analytic simplicity will lend it-
self to our frequency domain simulations. Since we are
dealing with a two-dimensional axisymmetric model, the
radial component is constrained by the incompressibility
condition, which leads to the same radial velocity as in
the DBT vortex, i.e. vr = −D/r. Using these velocity
profiles, we investigate the QNM spectrum.
The equations governing an effective (2+1)-
dimensional ideal fluid flow in the shallow water
regime (single layer approximation [29]) are given by,
(∂t + v · ∇)v + g∇h = 0,
(∂t + v · ∇)h+ h∇ · v = 0.
(3)
These equations are valid in the regime h  L, where
h is the height of the free surface and L is the scale
of variation in the (r, θ)-plane. Perturbations u to the
background velocity can be expressed using a Helmholtz
decomposition, u = ∇φ+∇˜ψ, where the cograd operator
is defined as ∇˜ = ez ∧∇ and ez is the unit vector in the
direction perpendicular to the (2+1) fluid (∇˜ can also
be seen as the curl of the three dimensional vector field
ψez). In the regime of short wavelengths λ  L (but
still shallow water h  λ), which amounts to a WKB
approximation, the curl-free component obeys the wave
equation,
(∂t + v · ∇)2φ+ Ω2vφ− c2∇2φ = 0, (4)
and the other component is obtained through (∂t + v ·
∇)ψ = −Ωvφ. Moreover, the surface elevation δh can be
obtained from
gδh = −(∂t + v · ∇)φ+ Ωvψ. (5)
In particular, the frequency content of δh and φ will be
identical. Eq. (4) describes the propagation of a scalar
field φ with a mass proportional to the background vor-
ticity Ωv = ∇˜ · v. We note that wave equation (4) be-
comes exact in two particular cases. The first is a solid
body rotation v ∝ reθ with Ωv = const., in which case
the perturbations are called inertia gravity waves [29].
The second is an irrotational flow, in which case Ωv = 0
and the wave equation reduces to its standard form [30].
The problem of waves scattering on a Rankine-type vor-
tex has been addressed in the literature, usually in the
regime |v|  c [31, 32]. In our case, the effects we are
interested in arise in the regime where |v| is of the order
of c.
Since the velocity profile we assume is axisymmetric
and stationary, Eq. (4) can be solved by separation of
variables. Hence, a generic perturbation can be written
as a sum φ =
∑
ωm φωm(r) exp(imθ − iωt)/
√
r, where
m is the azimuthal number, and ω the frequency. To
simplify, one can perform a Boyer-Lindquist type trans-
formation (see e.g. [22]) and introduce a radial tortoise
coordinate r∗ through dr∗ = cdr/(c2 − v2r). Using this
coordinate, the horizon is located at r∗ → −∞, while at
large r, we have r∗ ∼ r. The wave equation for a single
frequency and azimuthal number reduces to,
− ∂2r∗φωm + V (r)φωm = 0, (6)
where the effective potential V is given by,
V (r) = −
(
ω − mvθ
r
)2
+
(
c2 − D
2
r2
)
×(
m2 − 14
r2
+
5D2
4c2r4
+
Ω2v
c2
)
.
(7)
This differs from the usual potential since we are now
using Eq. (2) for vθ and the non-vanishing vorticity con-
tributes the term Ω2v, where Ωv = ∂r(rvθ)/r. Since the
potential is symmetric under the transformation {ω →
−ω, m → −m}, we restrict ourselves to Re (ω) > 0 in
the frequency domain. Hence, co- (counter-) rotating
waves are defined by m > 0 (m < 0).
The QNM boundary conditions are that the wave is
purely in-going on the horizon and purely out-going at
3spatial infinity. By solving Eq. (6) in the corresponding
limits r∗ → −∞ and r∗ → ∞, the boundary conditions
can be expressed as,
φωm →
{
A∞eiωr∗ , r∗ →∞,
AHe
−i(ω−mΩH)r∗ , r∗ → −∞,
(8)
where A∞ and AH are constants, and ΩH is the angular
frequency ΩH = (vθ/r)|r=rH at the horizon.
Computing quasinormal modes. Solving the wave
equation subject to the boundary conditions (8) selects
a discrete set of complex frequencies ω = ωR + iΓ. Sev-
eral methods are known in the literature to accomplish
this objective [1]. We study the problem using three dis-
tinct methods. We start with a WKB method which
allows us to make the distinction between the QNMs
and QBSs and approximate their frequencies. Next, we
implement a frequency domain simulation using a con-
tinued fraction method which allows us to accurately
compute the quasinormal frequencies to 6-digit precision.
Our last approach is a direct time domain simulation of
Eq. (4), giving the time evolution of an initial perturba-
tion of the vortex flow. Such a time evolution could be
directly tested in future experiments. As we show, all
three methods give consistent results. (In addition, by
setting r0 = 0, we have checked that all three methods
reproduce the irrotational QNM spectrum for the DBT
profile [22, 33].)
WKB method. In the WKB regime (which is valid in
particular for |m|  1) solutions are accurately described
by a wave φωm ∼ A exp(i
∫
k(r∗)dr∗), where A is a slowly
varying amplitude and k(r∗) is the local wavenumber
which obeys the Hamilton-Jacobi equation,
k2(r∗) = −V (r∗) .= (ω − ω+(r∗))(ω − ω−(r∗)), (9)
with
ω± =
mvθ
r
±
√(
c2 − D
2
r2
)(
m2 − 14
r2
+
5D2
4c2r4
+
Ω2v
c2
)
,
(10)
where r is understood as a function of r∗. The two func-
tions ω± conveniently represent the potential (7) for vary-
ing ω (see Fig. 1). Indeed, at the level of the WKB
approximation, we see that if ω lies outside the range
[ω−, ω+], then k2 > 0. Hence the solution is oscillatory
and the wave propagates. On the contrary, if ω is in-
side this range, where k2 < 0, the solution is evanescent.
Moreover, points for which ω = ω± correspond to turning
points. If in addition, the point is a local extremum of
ω±, it is an equilibrium point. Since we restrict ourselves
to ω > 0, it is sufficient to consider the extrema of ω+.
Near a local maximum, waves can hover around the
vortex analogue of a light ring [22, 34]. The real part of
the QNM frequencies can be approximated through the
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FIG. 1. We plot the functions ω+(r) (black curve) and ω−(r)
(blue curve) defined in (10) for the dimensionless parameters
C/cr0 = 3, D/cr0 = 0.1 and for m = −4 mode. The region
between the dashed lines is shown in the embedded figure to
highlight the presence of the smaller peak. The QNM frequen-
cies are approximately those satisfying ω± = ω, ω′± = 0. A
QBS frequency is shown for illustrative purposes. The turn-
ing points of the QBS are the rj ’s with j = 1...4 from left to
right in the figure.
conditions ω = ω+ at the location such that ω
′
+ = 0,
where prime denotes the derivative with respect to r∗.
In the eikonal limit (|m|  1), this condition is fulfilled
at a single (m independent) radius rlr, which is the light
ring. Its orbital frequency ωlr = ω+|r∗=rlr governs the
QNM spectrum according to the formula [35],
ωQNM = mωlr − i
(
n+
1
2
)√ −2V ′′
(∂ωV )2
, (11)
where n ∈ Z is called the overtone number and the term
under the square root is evaluated at r = rlr, ω = ωlr.
In the potential of Eq. (6), there are two maxima, and
hence two associated families of QNMs.
In addition to the usual QNMs, the existence of two
peaks in the scattering potential means that quasibound
states (QBSs) can also exist in the system. These QBSs
can be understood as trapped modes in the potential well
that must tunnel across the peaks to decay. Hence, the
characteristic life-times of these modes are significantly
larger than that of QNMs.
To estimate the frequency of these QBSs, we perform
a scattering amplitude calculation using WKB modes ev-
erywhere except at the turning points. We then construct
a global solution using connection formulas at the turn-
4ing points. When a QBS exists, the scattering potential
contains four turning points (r∗j)j=1..4 (see Fig. 1). We
define Id, I1, and I2 as the ranges spanned by the dip and
the two peaks respectively; for example, Id = [r∗2, r∗3].
The real part ωRn of the QBS frequencies are given by the
Bohr-Sommerfeld condition,
Sd(ω
R
n ) = pi(n+ 1/2), (12)
where Sd(ω
R
n ) =
∫
Id
√|V (ωRn , r)|dr∗ is the WKB action
evaluated over the range Id and n ∈ Z indexes the differ-
ent energy levels in the dip. In contrast to QNMs, this
relation is satisfied only by a finite number of ωRn ’s.
Once the real part is determined, the imaginary part
Γn of a long-lived mode with Γn  ωRn is given by,
Γn = − T
2
1 ± T 22
4∂ωSd|ω=ωRn
, (13)
where the transmission coefficients across the inner
(1) and outer (2) potential barriers are given by
T1,2 = exp(−S1,2) in the WKB regime and S1,2 are
the actions evaluated over the ranges I1,2. In Eq. (13)
we take the − sign if ωR < mΩH corresponding to a
superradiant amplification on the inner barrier, and
the + sign otherwise. By comparing Eqs. (11) and
(13), we see that the life-time of QBSs are typically
exponentially large compared to that of QNMs. A full
derivation of Eqs. (12-13) is outlined in the Supplemental
Material [36].
Numerical simulations. Our first numerical method
is a direct time domain simulation of Eq. (4) using a
gaussian pulse parallel to one of the cartesian axes as
initial data. The wave equation is numerically integrated
using the method of lines (MOL) and a 4th-order Runge-
Kutta (RK4) algorithm. The quasinormal frequencies
are extracted by performing a time Fourier transform of
the signal once the initial pulse has passed. The second
method is a frequency domain simulation implemented
through a continued fraction method (CFM) [37, 38].
The two methods are detailed in the Supplemental
Material [36].
Results. In Fig. 2 we present our main results. We
use the MOL simulations to reconstruct the full 2-
dimensional pattern φ(r, θ) (panel A) and its decom-
position in azimuthal modes φm(r)e
imθ (panels B1-B5)
at fixed time after the initial pulse has passed the vor-
tex. We also present the real (panel C1) and imaginary
(panel C2) components of complex frequency spectrum,
obtained by the three different methods. We observe an
excellent agreement between the results from the MOL
(red crosses) and the CFM (blue diamonds) simulations.
The WKB approximation then allows us to identify the
underlying structure of the spectrum, i.e. whether the
mode is a QNM (solid black dots) or a QBS (solid green
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FIG. 2. Results obtained for the fluid flow parameters
C/cr0 = 3, D/cr0 = 0.1. In panel A we show the ringdown
obtained from the MOL simulation of a initial gaussian wave
packet after it has passed the vortex. In panels B1-B6 we
show the decomposition of the ringdown signal onto an az-
imuthal basis, for m ∈ {−6,−5,−4,−3,−1,+2}. We only
display the values of m for which the signal is above the noise
level. To show the relative amplitudes of each component we
refer to a common colour bar rescaled by a factor q (indi-
cated above each of the panels B1-B6), normalised to one for
overall signal (panel A). In panels C1 and C2 we show the
real and imaginary parts of the complex frequency spectrum
obtained by the three methods: MOL (red crosses), CFM
(blue diamonds) and WKB (green dots for QBSs and black
dots for usual QNMs). The MOL and CFM are in excellent
agreement. Moreover, by comparing the MOL/CFM with the
WKB results we see that only m = −1 is a usual QNMs, while
m ∈ {−6,−4,−3,+2} are QBSs. Note, that the distinction
between usual QNMs and QBSs close to the peaks in the scat-
tering potential is not sharply defined, as in the case of the
m = −5 mode here.
dots). We show that most of the excited modes are QBSs,
and as a result the ringdown has a significantly prolonged
lifetime.
Conclusion. Our results show that the core structure
of a vortex can significantly affect its QNM spectrum,
providing a fluid analogue of the problem of spectral sta-
bility in black hole physics [19]. Specifically, a decrease
in the angular velocity in the vortex core creates a local
minimum in the effective scattering potential which sup-
ports new resonances called quasibound states (the origin
of these states is the same as for bound states of massive
fields around Kerr black holes). Furthermore, we argued
that the main effect of vorticity of the background on the
propagation of waves can be encoded in a quantity which
5preserves the causal structure of the geometry, namely
an effective local mass (see Eq. (4)). This is similar to
scalar-tensor theories of gravity, where scalar perturba-
tions also possess a spatially varying effective mass. In
addition, the conclusions drawn in this paper should be
observable experimentally by analyzing the ringdown of a
vortex flow. If the core of the vortex lies behind the hori-
zon (r0 < rH), then the observed spectrum will be close
to that of an ideal DBT. On the contrary, if the core is
large enough (r0 > rH) our results show that the pres-
ence of QBSs will significantly alter the time response of
the system by allowing long-lived modes to hover around
the vortex. As a last remark, we notice that QBSs, and
even bound states, will also appear if the analogue black
hole is encompassed by a circular rigid boundary [39]. In
our letter, however, we have demonstrated that vortic-
ity alone is sufficient to trap modes around the analogue
black hole and produce QBSs.
We end this letter by sketching a possible experimen-
tal setup to test our predictions. For this, we suggest
a draining vortex flow similar to Ref. [11] but shallower
(such that the 2D effective description leading to (3) be-
comes accurate). To better control the rotation, a rotat-
ing plate can be added at the bottom of the tank with
a drain hole in its center. The radius of the plate allows
one to control r0. Indeed, above it, viscous effects will
impose a fluid velocity profile equal to that of the plate
(that is, a solid body rotation as in the center of the
Rankine vortex). By stimulating the vortex with a wave
pulse, one will excite the QNMs and QBSs.
The ringdown we described above would manifest it-
self as rotating spirals imprinted on the free surface. In
fact, such spirals are known to appear frequently around
vortex flows (see Fig. 1 in Supplementary Material), for
which a theoretical description seems to be lacking in
the literature. We believe that the study of resonance
frequencies could provide a fair description of this phe-
nomenon.
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Supplemental Material
Example of vortex spirals
FIG. 3. Example of the spirals that can be observed close
to the drain of a perturbed DBT vortex. Like the dominant
mode we observe in our MOL simulations the spiral is counter
propagating, hinting that resonant frequencies could provide
a good description of this phenomenon. This image is taken
from a vortex flow obtained using the experimental setup [34].
Here the water height is 5cm at the outer boundaries of the
basin and the water is drained at a rate of 30 l/min through
a hole of 4cm diameter. Although the presented flow is too
deep to be accurately described by the two-dimensional equa-
tions (as in the text), we believe that the observed spiral is
qualitatively similar to those studied in this paper.
WKB formula for QBS frequencies
The complex frequency ωn of a QBS can be approx-
imated by performing a tunnelling amplitude calcula-
tion using semi-classical wave mechanics [40]. A solution
to the wave equation can be approximated as a WKB
mode everywhere except at the turning points of the
scattering potential (r∗j)j=1...4 where V (r∗j) = 0 (see
Fig. 1). To find solutions near the turning point, one can
make the expansion V (r∗) ' V (r∗j) + V ′(r∗j)(r∗ − r∗j).
Eq. (6) in the text becomes the Airy equation −∂2r∗φωm+
V ′(r∗j)(r−r∗j)φωm = 0 whose solutions can be expressed
in terms of the orthogonal functions Ai(r∗) and Bi(r∗).
7These take the asymptotic forms,
Ai(z) ∼−∞
1
2|z|1/4√pi
(
e−i
2
3 (−z)3/2+ipi4 + ei
2
3 (−z)3/2−ipi4
)
,
∼∞
e−
2
3 z
3/2
2|z|1/4√pi ,
Bi(z) ∼−∞
i
2|z|1/4√pi
(
ei
2
3 (z)
3/2−ipi4 − e−i 23 (−z)3/2+ipi4
)
,
∼∞
e
2
3 z
3/2
2|z|1/4√pi ,
(14)
where z = V ′(r∗j)1/3(r∗ − r∗j), with z < 0 defined
as the classically allowed region and z > 0 the classi-
cally forbidden region. A global solution of Eq. (4) in
the text is constructed by relating WKB modes φωm =
exp(±i ∫ kdr∗)/√4pik where V is approximately linear,
to Airy functions of large arguments through Eq. (14).
Let φ→ωm (φ
←
ωm) be the right (left) moving mode in the re-
gion z < 0 and φ↑ωm (φ
↓
ωm) the growing (decaying) mode
in the region z > 0. Close to the turning point where
V (r∗) ' V ′(r∗j)(r∗ − r∗j), these modes take the form,
φ→ωm '
e−i
2
3 (−z)3/2
2|z|1/4√pi , φ
←
ωm '
ei
2
3 (−z)3/2
2|z|1/4√pi ,
φ↑ωm '
e
2
3 z
3/2
2|z|1/4√pi , φ
↓
ωm '
e−
2
3 z
3/2
2|z|1/4√pi .
(15)
Now, let φωm(z) be the globally defined solution which
satisfies,
φωm(z < 0) =A
→φ→ωm(z) +A
←φ←ωm(z),
φωm(z > 0) =A
↓φ↓ωm(z) +A
↑φ↑ωm(z).
(16)
Relating the two solutions to one another through
Eq. (14) we see that,(
A→
A←
)
= T ·
(
A↓
A↑
)
, T = ei
pi
4
(
1 −i/2
−i 1/2
)
, (17)
where T is the transfer matrix relating exponential modes
to the oscillatory modes. Eq. (17) is the well-known
single-turning-point connection formula [40, 41]. Notice
that there is an ambiguity in choosing the second solution
of the Airy equation (this is the standard irreversibility
of connection formulae issue [41]). Indeed, any combina-
tion of Ai and Bi with a non-zero coefficient for Bi will
have the same asymptotics as in Eq. (14), and that would
lead to a different connection formula. That ambiguity
is lifted by requiring that the second solution has a van-
ishing Wronskian (defined as (φ1|φ2) = φ∗1φ′2 − φ′∗1 φ2).
This defines Bi, and ensures that the connection formula
(16) preserves the Wronskian conservation [42]. In other
words, T ∈ U(1, 1). The complex conjugate T˜ = T ∗ re-
lates exponential modes to oscillatory modes in the mir-
ror situation. The inverses T−1 and T˜−1 relate oscillatory
to exponential modes.
This can now be applied to the scattering problem for
the potential in Eq. (7) in the text. To do so we com-
bine the (single turning point) connection formula (16)
with WKB propagation in between. For this, in each
region where WKB is valid, we decompose the solution
on a WKB basis as φωm = A+ exp(+i
∫
kdr∗)/
√
4pik +
A− exp(−i
∫
kdr∗)/
√
4pik and relate the amplitudes in
each regions using the connection formula (17). Then,
the amplitudes of plane waves on both asymptotics r∗ →
±∞ are related by,(
AH
0
)
= TJ1T˜
−1JdTJ2T˜−1
(
Ain
A∞
)
, (18)
where the J matrices are the propagation matrices of the
exponential modes underneath the peaks and the oscilla-
tory modes in the dip, i.e.
Jd =
(
eiSd 0
0 e−iSd
)
, J1,2 =
(
0 eS1,2
e−S1,2 0
)
, (19)
where Sd,1,2 =
∫
Id,1,2
|k(r∗)|dr∗ as before. Note that J1,2
is anti-diagonal owing to the fact that a growing mode
in one direction is a decaying mode in the other direc-
tion. However by looking at the boundary conditions in
Eq. (8) in the text, we see that if ωR < mΩH the mode
will appear to propagate in the opposite direction and
therefore AH will swap places with the 0 on the left of
Eq. (18). QBSs are defined by the condition Ain = 0.
Solving Eq. (18) for this condition, one finds that,
e−2iSd +R∗2R1 = 0, (20)
where the R1,2’s are the reflection coefficients across the
potential barriers, given by
R1,2 = e
−ipi2
(
1− 14e−2S1,2
1 + 14e
−2S1,2
)±1
. (21)
The sign ± acts only on R2 and is − if the coefficient is
superradiant, and + otherwise. To extract ωn = ω
R
n +iΓn
from Eq. (20), we assume the QBS modes have a long
lifetime, i.e. Γn  ωRn . We can then expand the action
as S(ωn) = S(ω
R
n ) + iΓn∂ωS|ω=ωRn . The real part then
gives the Bohr-Sommerfeld condition, i.e. Eq. (12) in the
text. The imaginary part gives the life-time as,
Γn =
log |R1R2|
2∂ωSd|ω=ωRn
. (22)
Notice that ∂ωSd|ω=ωRn is the semiclassical time for a
wave packet to go from one turning point to the other in
the potential well. Moreover, in the semiclassical limit,
one has e−Sk  1, and hence the log in the above equa-
tion can be expanded, leading to the expression used in
the core of the text, see Eq. (13).
8Numerical simulations in the time domain
The wave equation (4) in the text is a partial differ-
ential equation (PDE) in (r, θ, t) for the field φ. How-
ever, we can exploit the symmetry of the system to write
φ(t, r, θ) = φm(t, r) exp(imθ)/
√
r in which case the wave
equation becomes a second order PDE in (r, t) for φm. To
solve this equation we use the Method of Lines (MOL).
The first step is to discretise equation (4) in the text by
approximating the r-derivatives using 5-point finite dif-
ference (FD) stencils, hence converting the differential
equation into a matrix equation. Boundary conditions
(BCs) in r are implemented at the edge of the FD ma-
trix. The first BC is placed just inside the horizon and is
left free which is achieved using a one-sided stencil. This
is justified since the horizon acts as a one-way membrane,
hence the value of the field inside the horizon cannot af-
fect the exterior. The second BC is a hard wall placed far
from the vortex centre. The wall is placed sufficiently far
away that reflections do not enter the region of interest
within the timescale of the simulations. To solve in time
we use a fourth order Runge-Kutta method (RK4) with
a gaussian pulse as initial condition, i.e.
φ(r, θ, t = 0) =
A√
2piσ2
exp
(
− (r cos θ − x0)
2
2σ2
)
, (23)
which is centred on x0 ∼ 5σ, where σ gives the spread of
the gaussian, and A is an arbitrary amplitude. The first
time derivative is imposed such that the pulse propagates
toward the vortex, i.e.
∂tφ|t=0 = c
(
r cos θ − x0
σ2
)
φ. (24)
The corresponding conditions on the m-components are
calculated through,
φm(r, t = 0) =
√
r
2pi
∫ 2pi
0
φ(r, θ, t = 0)e−imθdθ, (25)
and similarly for ∂tφm|t=0. The wave equation is then
used to compute φm at the next time step. Once the
pulse has passed the vortex, φm is purely outgoing and
the response of the system can be observed.
The frequency of the response ω = ωR +iΓ is extracted
using the time Fourier transform of φm, i.e. φ˜m(r1, ω) =
F [φm(r1, t)], over a range [t1, t2]. If φm is of the form
exp(iωt), then φ˜ is given by,
φ˜(ω) =
1− e−[Γ−i(ω−ωR)](t2−t1)
Γ− i(ω − ωR) . (26)
We fit this model to our data, using non-linear regression
to obtain the values of ωR and Γ.
Continued fraction method
The continued fraction method, in the context of black
hole perturbations, was developed by Leaver [37, 43] and
improved by Nollert [38]. The procedure, in the present
context, consists in writing the solution of (4) (in the
text) as a Frobenius expansion
φ = e−iωt+imθei
ω
c rr−
1
2+i
ω
c rH
∞∑
n=0
an
(
r − rH
r
)n
. (27)
For (27) to be a solution of the wave equation (4) in the
text, the coefficients an = an(m,ω) have to satisfy a 12-
term recurrence relation. (For the DBT vortex, the cor-
responding recurrence relation has only four terms [33]).
By successive Gaussian eliminations, we can reduce the
12-term recurrence relation to a 3-term recurrence rela-
tion of the form
αnan+1 + βnan + γnan−1 = 0, (28)
where αn, βn, and γn are coefficients that depend on ω
and m.
Using the change of variable r → r∗, expression (27)
above is compatible with the boundary conditions given
in (8) in the text as long as the infinite sum is everywhere
convergent. The ratio test guarantees that the sum con-
verges if ∣∣∣∣r − rhr
∣∣∣∣ < limn→∞
∣∣∣∣ anan+1
∣∣∣∣ . (29)
From the recurrence relation, one can show that
|an/an+1| → 1 and, therefore, the sum converges for all
r ∈ [rh,∞), independently of the frequency ω. To assess
convergence at spatial infinity, however, we need a theo-
rem due to Pincherle [44, 45]. This theorem guarantees
that convergence at spatial infinity only occurs when the
recurrence coefficients satisfy the following equation,
β0 − α0γ1
β1−
α1γ2
β2−
α2γ3
β3− · · · = 0, (30)
where the expression on the left-hand-side is a contin-
ued fraction, written in standard notation (this explains
the naming of the method). For a given m value, the
equation above picks a discrete set of frequencies ω that
guarantee convergence of (27) and, therefore, correspond
to quasinormal modes or quasibound states of the prob-
lem under analysis.
The numerical implementation of the method follows
closely the algorithm described in Secs. III. H and III. I
of Ref. [2]. To solve (30), we use a damped Newton’s
method with initial guess given by the WKB method
estimates. In order to guarantee at least 6-digit precision
for the all the calculated frequencies, we truncate the
continued fraction in (30) at 25000 terms.
9Comparison of results obtained from WKB, CFM
and MOL methods
In Fig. 4, we show the complex frequency spectrum
for |m| < 7, but displaying all QBSs and QNMs (no
overtones) even those that weren’t excited in the time
domain simulation. Moreover, we consider both signs of
ω and m. This provides a better understanding of the
structure of the spectrum. As we see, the QBSs branch
off from the QNM line associated with the outer light
ring (see Fig. 1). In addition, the symmetry (ω,m) →
(−ω∗,−m) is made manifest. In Table I, we show the
numerical values of modes observed in Fig. 2, in order to
compare the three methods more precisely.
m WKB CFM MOL
+2 0.102 + 0.0000252i 0.111− 0.00000125i 0.111− 0.000130i
-1 0.0639− 0.0718i 0.114− 0.0610i 0.114− 0.0613i
-3 0.128− 0.000118i 0.131− 0.0000982i 0.131− 0.000255i
-4 0.309− 0.00746i 0.307− 0.00490i 0.307− 0.00555i
-5 0.425− 0.0826i 0.450− 0.0242i 0.449− 0.0255i
-6 0.297− 0.00000206i 0.298− 0.00000181i 0.298− 0.00650i
TABLE I. Numerical values (to 3 s.f.) of the QNM/QBS
frequencies obtained from the three different methods for
C/cr0 = 3, D/cr0 = 0.1. We observe good quantitative agree-
ment between the CFM and MOL simulations. Discrepan-
cies for m = +2,−3,−6 are a limitation of our time domain
method for small imaginary parts. For m = +2, the approxi-
mations used to derive Eq. (13) in the text lead to an incorrect
prediction for the sign of the imaginary part using the WKB
method. However, both the CFM and MOL shows that this
mode is stable, with negative imaginary part.
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FIG. 4. The real (left panel) and imaginary (right panel) parts of QNM spectrum for the parameters C/cr0 = 3, D/cr0 = 0.1.
Results are obtained by the three methods: MOL (red crosses), CFM (blue diamonds) and WKB (coloured dots for QBSs,
bright green dots for QNMs on the inner potential barrier and black solid dots QNMs on the outer barrier). The different
colours for the WKB points represent the different energy levels of the QBSs, with n = 0 being the ground state in the potential
well. Note, since on the right panel the results are displayed on a logarithmic scale, we plot the absolute value of the imaginary
parts. There are some unstable modes (i.e. Im(ω) > 0), which are displayed as hollow points. These unstable modes were not
seen in the time domain simulation, as their growth rate is extremely small. Under experimental conditions dissipative effects
have to be taken into account, which may render these modes stable. This is subject to further investigation.
