Abstract: We study the nonparametric estimation of the intensity of the Poisson random measure in continuous-state branching processes with immigration based on the low frequency observations. This is given in terms of the minimization of norms on a nonempty, closed and convex subset in a special Hilbert space. We establish the measurability of the estimators and derive their consistency and asymptotic risk bounds under some conditions.
Introduction
In this paper we investigate the nonparametric estimation in continuous-state branching processes with immigration (CBI-processes). Branching processes have been a popular approach used in biology as well as in financial world. For example, Galton-Watson branching processes with immigration (GWI-processes) are used to study the evolution of different species. Continuous-state branching processes (CB-processes) were first introduced by Jiřina [17] . In particular, a continuous CB-process can be obtained as the unique solution of a stochastic equation driven by a Brownian motion. Kawazu and Watanabe [21] constructed Continuous-state branching processes with immigration (CBI-processes). In view of the result of Dawson and Li [8] , a general single-type CBI-process is the unique strong solution of a stochastic equation driven by Brownian motions and Poisson random measures.
The Cox-Ingersoll-Ross model (CIR model) introduced by Cox et al. [5] has been applied widely in the financial world. This model has many appealing advantages. For example, it is mean-reverting and remains positive. Let β > 0, b > 0 and c > 0 be given constants. The classical CIR model is a positive diffusion process {X(t) : t ≥ 0} defined by dX(t) = (β − bX(t))dt + 2cX(t)dB(t), (1.1) where {B(t) : t ≥ 0} is a standard Brownian motion. The process defined by (1.1) has continuous sample paths.
However, it is well-known that interest rate is influenced not only by the market, but also by sudden events such as changes of governmental policies and so on. The standard CIR model does not consider the influence of those events, so it sometimes cannot satisfy the need in practice. For this reason, we need to develop a new model that can interpret these factors. But the basic idea of the CIR model should not be abandoned, since it is of great importance in some specific field. Thus we should make some modifications on the basis of the CIR model. A much easy way is to add jumps to the CIR model, i.e. dX(t) = (β − bX(t))dt + 2cX(t)dB(t) + ∞ 0 zN(dt, dz), (1.2) where N(dt, dz) is a Poisson random measure on (0, ∞) 2 with intensity dtn(dz), (1 ∧ z)n(dz) is a finite measure on (0, ∞). In this paper we always assume n(dz) is absolutely continuous with respect to Lebesgue measure, i.e. according to the Radon-Nikodym theorem, there exits a non-negative function k(z) satisfying n(dz) = k(z)dz.
However, before using (1.2) to solve practical problems, we need to estimate the parameters β, b, c and the characteristic measure n(dz) in the equation. The parameter estimations for β, b and c have been given by Huang et al. (2011) in a slightly more general model. So we just need to investigate the estimation of n(dz) in (1.2) with β, b and c known.
For the standard CIR-model, there are a lot of approaches to estimate the parameters, such as Long-staff and Schwartz [24] and Bibby and Sørensen [4] . Overbeck and Rydén [26] also gave the conditional least squares estimators (CLSEs). Li and Ma [23] studied the asymptotic properties of CLSEs and WCLSEs in a stable CIR-model. Huang et al. [15] approached weighted conditional lest squares estimators (WCLSEs) for the CBI-processes and the asymptotic distribution of WCLSEs. The CLSEs and WCLSEs for the two-type CBI-processes and the asymptotic distribution of CLSEs and WCLSEs were introduced in Xu [29] . It is well-known that the CBI-processes are special examples of the affine Markov processes studied in Duffie et al. [10] . The ergodicity and estimation of some different two-dimensional affine processes were studied in Barczy et al. [1, 2, 3] .
Unfortunately, limited work has been done in the nonparametric estimation in CBIprocesses compared with that in Lévy processes and Ornstein-Uhlenbeck processes (O-U processes). For example, Watteel and Kulperger [20] proposed and implemented an approach for estimating the jump distribution of the Lévy processes by fixed spectral cut-off procedure. The penalized projection method was applied in Figueroa-López and Houdré [13] to estimate the Lévy density on a compact interval separated from the origin, based on a continuous time observation of the sample path throughout a time interval [0, T ]. Moreover, Figueroa-López [12] used the projection method for discrete observations and provided minimum risks of estimation for smooth Lévy densities, as well as estimated on a compact interval separated from the origin. Comte and Genon-Catalot used a Fourier approach to construct an adaptive nonparametric estimator and to provide a bound for the global L 2 -risk with both of high frequency data [6] and low frequency data [7] , the method used in this work is a truncated version analogous to the one used in Neumann and Reiss [25] which studied the nonparametric estimation for Lévy processes based on the empirical characteristic function. Jongbloed et al. [18] considered a related low-frequency problem for the canonical function in Lévy driven O-U processes, where a consistent estimator has been constructed. Roberts et al. [27] developed estimation for O-U processes considering Bayesian estimation for parametric models.
In this work, we give two nonparametric estimators of n(dz) in (1.2) based on the low frequency observations at equidistant time points {k∆ : k = 0, 1, . . . , n} of a single realization {X t : t ≥ 0}. For simplicity, we take ∆ = 1, but all the results presented below can be extended to the general case. This is based on the minimization of the norm on a nonempty, closed and convex subset in a special Hilbert space. The approach has been developed in Jongbloed et al. [18] , who applied their results to O-U processes. Then, like Comte and Genon-Catalot [6, 7] , we explore the consistency and asymptotic risk bounds of the estimators. This paper is organized as follows. In Section 2, we give the ergodicity and strong mixing property of CBI-processes, which is prerequisite for the study of estimators. Section 3 is devoted to the study of the nonparametric estimators of n(dz) and proves an fundamental theorem to make sure that the estimators are well defined and measurable. The consistency and asymptotic risk bounds of the estimators are given in the Section 4. All the proofs are presented in Section 5. 
CBI-processes and ergodicity
In this section, we give some simple properties of CBI-processes. In particular, we provide that a subcritical CBI-process is ergodic and strongly mixing. These results are useful in the study of the consistence of the estimators and the convergent rate of the risk bound. We start with an important special case of those processes. Let c ≥ 0 and b be constants. For z ≥ 0 set
A Markov process with state space R + is called a continuous-state branching process (CB-process) with branching mechanism φ if it has transition semigroup (Q t ) t≥0 given by
where t → v t (λ) is the unique positive solution to
By solving (2.2), we get
Let a ≥ 0 be a constant and (1 ∧ u)n(du) be a finite measure on (0, ∞). For any z ≥ 0, Set
A Markov process with state space R + is called a CBI-process with branching mechanism φ and immigration rate ψ if it has transition semigroup (P t ) t≥0 given by
Actually, the solution of (1.2) exists uniquely see Fu and Li [14] . Furthermore, it is a CBI-process with branching mechanism φ and immigration mechanism ψ defined above, see, e.g. Theorem 3.1 of Dawson and Li [9] or Theorem 2.1 of Li and Ma [23] . For more detail about CBI-processes, readers can refer to Li [22] . Before proving the erogidicity and the mixing of the CBI-processes, we recall Theorem 3.20 in Li [22] , which gives a necessary and sufficient condition for the ergodicity of the transition semigroup (P t ) t≥0 . In Li and Ma [23] , they prove that stable CIR model have exponential ergodicity, which is very strong.
Theorem 2.1 (Li, 2011, p.66) Suppose that b ≥ 0 and φ(z) = 0 for z > 0. Then for any x ≥ 0, P t (x, ·) converges to a probability measure η on [0, ∞) as t → ∞ if and only if
If (2.5) holds, the laplace transform of η is given by
Under the conditions of Theorem 2.1, for any finite set {t 1 < t 2 < · · · < t n } ⊂ R we can define the probability measure η t 1 ,t 2 ,··· ,tn on R
It is easy to see that {η t 1 ,t 2 ,··· ,tn : t 1 < t 2 < · · · < t n ∈ R} is a consistent family. By Kolmogorov's theorem, there is a stochastic process {Y t : t ∈ R} with finite-dimensional distributions given by (2.7). This process is a stationary Markov process with onedimensional marginal distribution η and transition semigroup (P t ) t≥0 . Since (P t ) t≥0 is a Feller semigroup, the process {Y t : t ∈ R} has a càdlàg modification.
Theorem 2.2
Suppose that the conditions in Theorem 2.1 hold. Let {Y t : t ∈ R} be a Markov process with finite-dimensional distributions given by (2.7). Then it is strongly mixing, i.e. as t → ∞,
A∈σ{Ys,s≤0}
sup B∈σ{Ys,s>t} With the conclusions above, in this paper, we always assume that X t defined by (1.2) is a stationary and ergodic process, but by a fairly simple (continuous time) coupling argument it can be seen that the conclusions given in this paper are valid for arbitrary initial distributions.
Estimators and measurability
In this section, firstly we will give some theorems to make sure the estimators are well defined and measurable. Then we will construct estimators by minimizing the norms of the elements of a closed and convex subset in a special L 2 space.
Before the important theorem, we recall a conclusion in functional analysis without proof, since the proof can be found in many books.
Lemma 3.1 If S is a Hilbert space with norm || · ||, M is a nonempty, closed, convex subset of S, then M contains a unique element of smallest norm. (2) Every subspace is convex.
(3) If A is convex and x ∈ S, then A + x ≡ {y + x : y ∈ A} is convex.
With this lemma we will give the most important theorem, which will guarantee the measurability of the estimators. Theorem 3.3 Let (Ω, F , P) be a probability space and S be a separable Hilbert space with the Borel σ-algebra S . M ∈ S is a nonempty, closed and convex subset, g is a measurable function:
Then h is well defined and measurable with respect to F .
Remark 3.4 (1) LSE, CLSE and WCLSE used widely in parameter estimation are just special cases of this theorem.
(2) L 2 space as a special case satisfies the conditions of this theorem.
where the supremum is taken over the set P = p = {x 0 , . . . , x np } and p is a partition of [a, b] of all partitions of the interval considered.
Definition 3.6 A real-valued function f on the real line is said to be of locally bounded variation, if its total variation on any compact subset of R is finite, i.e. for any compact subset A ⊂ R, we have V (f, A) < ∞.
Recall that n(dz) = k(z)dz. Assume k(z) is right-continuous and of locally bounded variation. Let µ(dz) = (z ∧ 1)dz. Then
So we need to find a set of functions that are integrable with respect to µ(dz) and includes k(z). Thus define
In order to construct a suitable subset, we define
≥ 0 is right-continuous and of locally bounded variation}.
Then K is a convex subset of L 1 (µ). However, K is not a closed set. In order to satisfy the conditions in Theorem 3.3, we need to find a closed and convex set. Define
and a mapping T : K → Ψ. We can see T is an onto mapping.
Let
By the erogidicity of X t , for any λ > 0 we can prove
and
where
According to the Lemma 7.6 in Sato [19] , the following definitions are reasonable:
By (3.2), (3.3) and the Mapping theorem, we have
In order to satisfy the conditions of Theorem 3.3, we need to find a suitable Hilbert space. Define L 2 (w) := {f (λ) :
where w(λ) is a weighted function, which be discussed later. We can easily prove L 2 (w) is a Hilbert Space if we define the inner product f,
. With the preparation above we can construct the estimators of k(z) as follows:k
However in order to make the minimum is well defined, we need the integrations in (3.4) and (3.5) not always to be infinite. So in this paper, we will always assume w(λ) is a bounded and non-negative function with compact support, denote by A w , and there exist
where i = 1, 2..
However, since K is not closed and we need to minimize || · || 2 w in L 1 (w), so (3.4) and (3.5) may be not well defined or we cannot get the estimators directly from them. In another way, we can consider the following case:
Before discussing properties of Ψ, we give a very important conclusion about the mapping T . Theorem 3.7 T : K → Ψ is a one-to-one, onto and continuous mapping, where the topologies of K and Ψ are inducted from their initial space respectively. In order to make sureĝ i,n (λ) is well defined, we need to find a closed and convex subset in L 2 (w) and discuss the measurability ofĝ i,n (λ). Unfortunately, we can easily prove that Ψ is not a closed subset. So we need to make some adjustment. In the following we find that the continuity of the inverse of T is needed. So we should find a new subset K ′ s.t.
′ is well defined and continuous. To obtain an appropriate closed subset, for any R > 0, we first pick up an integrable functionk R ∈ K arbitrarily satisfying that k R µ ≤ R and definẽ
We can choose {K R } R∈N such thatK R ↑ K, as R ↑ ∞. Then definẽ
Next we will prove thatK R andΨ R satisfy our requirements.
(2)Ψ R is a compact, convex subset of L 2 (w).
Since T :K R →Ψ R is a one-to-one, onto and continuous mapping, furthermoreK R andΨ R are compact, we can easily get the following conclusion.
Corollary 3.9 The inverse operator of T , T −1 :Ψ R →K R is continuous.
By Theorem 3.3, Corollary 3.9 and Remark 3.10, we can give the well defined estimators in the following theorem.
Thenĝ 1,n (λ) andĝ 2,n (λ) are well defined, measurable and exist uniquely. By the continuity of
2,n uniquely exist and are measurable. 
≥ 0 is right-continuous and decreasing .
(3) If K is a finite dimensional subspace, then the nonparametric estimation turns to be parameter estimation. This is just a special case of Theorem 3.3.
(4) Actually, if k(z) is just measurable, since k(z) can be approached by right continuous functions with locally bounded variation , so we can also find a approximate estimation for k(z) inK R for some R > 0.
Consistency and asymptotic risk bound
In this section, we introduce the strong consistency ofĝ 1,n andk 1,n . At the same time we prove thatĝ 2,n andk 2,n are consistent. Although we give the asymptotic risk bound of g 2,n , we can not give any information about the asymptotic risk bound ofk 2,n , since the mapping T is not good enough. In order to prove the strong consistency ofĝ 1,n andk 1,n , we give a simple conclusion in probability theory.
−→ L η (λ) uniformly on any compact subset, i.e. for any A is a compact subset of R + , we have 
Remark 4.3 (1) According to the proof of Theorem 4.2, we can find that it is very important to assume w(λ) has a compact support.
(2) Since L 1,n can be seen as a Laplace transform of some probability measure, maybe we can modify it according to the idea of convolution kernel estimate, then the consistency and asymptotic risk bound ofĝ 1,n can also be gotten.
The following theorem gives the asymptotic risk bound ofĝ 2,n . The consistency ofĝ 2,n andk 2,n can be easily gotten from it. 
Remark 4.5 (1)
The inequality in this theorem shows thatĝ 2,n is consistent. By the continuous of T −1 , the consistency ofk 2,n can also be proved.
(2) The rate of the convergence in this theorem is about 1/n, so the convergent rate of ĝ 2,n − g L(w) is about 1/ √ n, which is very good. 
Proof Proof of Theorem 2.2
Proof. Let A ∈ σ{Y s ; s ≤ 0} and B ∈ σ{Y s ; s > t}. By the Markov property, there is a function f B ∈ bB(R + ) so that f B ∞ ≤ 1 and P(B|F t ) = f B (Y t ). then by Theorem 2.1, we have
The right-side of the final inequality converges to 0 independently on A and B, as t → ∞. Thus Y t is strongly mixing.
Proof of Theorem 3.3
Proof. Let m(ω) = minf ∈M d (f , g(ω) ). Firstly, we will show m(ω) is measurable w.r.t F . For S is separable, so M also is separable. SupposeM = {f 1 , f 2 , . . . } is a subset of M satisfying thatM = M, then g(ω) ).
) is measurable and min
Firstly, we prove G is a σ-algebra .
(
For any a > 0 and ξ ∈ M, let
Secondly, we will prove A ∈ G . We just need to prove
For M is separable, then for any k > 0, there exit {f
So there exists f ∈ M such thatd(f, g(ω)) = m(ω). Since S is a Hilbert space and A is a closed and convex ball, so by Theorem 2.1, we have arg minf
and lim
So f ∈ A and B ⊂ h −1 (A).
For B ∈ F is obvious, so h −1 (A) ∈ F and h is measurable
Proof of Theorem 3.7
Before giving the proof this theorem, we prove a lemma.
Lemma 5.1 For any two probability measures Q 1 and Q 2 , denote their Laplace transform by
Proof. Let ξ = ξ 1 + iξ 2 ∈ C and ξ 1 ≤ 0, |ξ 2 | < 1, then L Q 1 (λ) and L Q 2 (λ) are analytic on this strip {ξ : ξ 1 ≤ 0, |ξ 2 | < 1}. By the assumption in this lemma and theorem in complex analysis, we have L Q 1 (λ) = L Q 2 (λ) on this strip. Thus let ξ 2 = 0 we have
By the one-to-one correspondences between probability measures and their Laplace transforms, we have
Now let us prove the this theorem.
Proof. Firstly, the definition of T , we can easily get that T is a onto mapping. Secondly, we will prove that it is also a one-to-one mapping. For any k 1 (z), k 2 (z) ∈ K, satisfying
By the definition of CBI processes, thus must exists two probability Q 1 and Q 2 , such that
By (5.1), we have for any λ ∈ A w ,
so T is a one-to-one mapping.
Finally, let prove T is a continuous mapping. For any (1 − e −ze −bs λ )ds
Thus
Where C 1 doesn't depend on k 1 and k 2 . Thus T is continuous.
Proof of Theorem 3.8
Proof.
(1) Obviously,K R is convex. We just need to prove thatK R is compact.
Let {k n } be a sequence inK R . Sincek R (z) is integrable, so there must exists {z j } ∞ j=1 , such thatk R (z j ) −→ 0 as j → ∞. Since k n (z) ≤k R (z), then for any n we have k n (z j ) −→ 0 as j → ∞.
Suppose for some
Thus {k n (z)} are uniformly bounded and uniformly bounded variation on [2 i ′ −i , 2 i ′ +i+1 ], so there exits two nonnegative, monotone increasing and right-continuous functions k n1 and k n2 such that k n = k n1 − k n2 . By (5.3) we have
Without loss of generality, we assume that k n2 (2
Furthermore, k n1 (z) and k n2 (z) are determined by all strictly positive rational points, we can use a diagonalization argument to find a subsequence k i n from k n such that k i n1 and k i n2 converge to some functions k 
Then we can use a diagonalization argument again to find a subsequence k converge to some functions k
, then repeat the program above again and we get k i+1 such that k i+1 n a.s.
we repeat the process above again and again.
Finally, we use a diagonalization argument again with respect to i to find a subsequence
(2) For T is continuous, thenΨ R = T (K R ) is compact too. The convexity ofΨ R follows from the convexity ofK R .
Proof of Corollary 4.1
Proof. For L 1,n (λ) and L η (λ) are Laplace transforms of some measures, we assume them to be µ n and η.
By Lemma 7.6 in Sato [19] , we can get
uniformly on any compact subset, we get the conclusion.
Proof of Theorem 4.2
Proof. From Corollary 4.1,
thus by the theorem 7.6.3 in Chung,
So by (3.8)
By the continuity of T −1 and (5.4), we have
Proof of Theorem 4.4
Proof. Let
is a martingale with respect to 
Moreover, E(|g 2,n (λ)|
2 ) is continuous with respect to λ. So
By Tonelli theorem
Furthermore, by the definition of g 2,n and g(λ), we have 
