A method is presented for computing minimal answers of the form A in disjunctive deductive databases under the disjunctive stable model semantics. Such answers are constructed by repeatedly extending partial answers. Our method is complete (in that every minimal answer can be computed) and does not admit redundancy (in the sense that every partial answer generated can be extended to a minimal answer), thus no non-minimal answer is generated. The method does not (necessarily) require the computation of models of the database in their entirety. A partitioning of the database into extensional and intensional components is employed in order to overcome the problems caused by the possible non-existence of disjunctive stable models, and a form of compilation is presented as a means of simplifying and improving the efficiency of the run-time computation, which then reduces to relatively trivial processing within the extensional database. In addition, the output from this compilation process has the significant advantage of being immune to updates to the extensional database. Other forms of database preprocessing are also considered, and three transformations are presented mapping a database onto an equivalent positive database, non-disjunctive database, and set of conditional facts.
each A i , B j is a predicate. A query is an expression of the form ? H, where H is a set of predicates, and an answer to ? H is a disjunction of predicates A (where A ⊆ H) which is logically implied (under the chosen semantics) by the database.
For example suppose that a company has a number of geographically distributed sites s 1 , s 2 , . . . , s k , and a database recording the location (i.e., site) where each resource is located. A query ?located_at(r, x) to determine which site resource r is located at, when rewritten in propositional terms, then has the form ? i≤k located_at(r, s i ). If the database contains disjunctive information, then the answer to the query might also be disjunctive. Suppose that the query processor retrieves the answers located_at(r, s 1 ) ∨ located_at(r, s 2 ), located_at(r, s 1 ) ∨ located_at(r, s 2 ) ∨ located_at(r, s 3 ), located_at(r, s 1 ) ∨ located_at(r, s 2 ) ∨ located_at(r, s 4 ), . . . , etc.
We may then conclude from the "minimal" answer located_at(r, s 1 ) ∨ located_at(r, s 2 ) that r is located at either s 1 or s 2 . The other (non-minimal) answers being generated are logically weaker than this, and tell us nothing new, i.e., they are redundant.
In addition to being redundant, a non-minimal answer is potentially misleading. Suppose in our example that the end-user employs the answer located_at(r, s 1 ) ∨ located_at(r, s 2 ) ∨ located_at(r, s 4 ). They will of course conclude that r is located at either s 1 , s 2 or s 4 , but in addition they may well infer that r is possibly located at s 4 (the intuitive justification being, that if this was not the case, then the query processor would not have presented this answer). This inference may for example then lead the user to instigate a (manual) search for r at site s 4 . This (pointless) search is of course based upon an invalid inference, which in turn was a direct result of the nonminimality of the answer employed.
Thus in order to provide the user with the best possible information (in response to their query) we wish to provide them with minimal answers. Note however that in a real environment, the set of (all) answers to a query will typically consist of a (relatively) small number of minimal answers, and an extremely large number of non-minimal ones. In particular, we certainly cannot expect users to manually extract minimal answers from a larger set of answers, and we therefore wish to present them with only minimal answers.
Of course one obvious way to compute minimal answers is to compute all answers, and then eliminate the non-minimal answers by subsumption. Methods for achieving this are well known. For example, in a positive database we can derive disjunctions of predicates using the hyper-resolution operator:
Q ∪ i≤r P i and this may be achieved by simple forward application, backward application [22, 29] , or by a combination of the two [15] . In each case however there is the possibility that non-minimal answers will be generated. For example if our database consists of the rules {A ∨ B, A → C, B → D, C → D}, then in order to generate the minimal answer D, forward application of the hyper-resolution operator above must generate a non-minimal answer, i.e., A ∨ D, B ∨ D or C ∨ D (and we will see in Section 6.1 that this is a general characteristic of this particular hyper-resolution operator). In addition, it is evident that any query answering method will always risk generating non-minimal answers if it is based upon the construction of (a structure which in effect encodes) a proof of the answer being generated: clearly the existence of such a proof does not preclude the possibility of a proof of some smaller disjunction using other rules within the database.
Other approaches to query processing are of course well known (e.g., [2, 7, 8, 35, 36] ), but in each case non-minimal answers may be generated.
The purpose of this paper is therefore to present a query answering method which generates only minimal answers. Our approach differs from existing query processing methods in that each answer A 1 ∨ A 2 ∨ · · · ∨ A n is constructed iteratively as a sequence A 1 , A 1 ∨ A 2 , A 1 ∨ A 2 ∨ A 3 , ..., A 1 ∨ A 2 ∨ · · · ∨ A n . Moreover, for each disjunction A 1 ∨ A 2 ∨ · · · ∨ A r generated, we (immediately) verify that A 1 ∨ A 2 ∨ · · · ∨ A r can indeed be extended to a minimal answer, thus in particular, no non-minimal answers will be generated. Our method is of course complete, in the sense that every minimal answer can be generated.
Throughout we work under the disjunctive stable model semantics [28] (although an extension of our results to other semantics is possible). Under this semantics, the above-mentioned verification entails the construction of a suitable set of cyclic strong covers [18] , each of which can be viewed as defining a partial disjunctive stable model.
Our method combines bottom-up and top-down features: our iterative construction of minimal answers has a bottom-up flavour, whilst the construction of individual cyclic strong covers is always top-down.
For the sake of simplicity of presentation we concentrate for the most part on the computation of minimal answers to the query ? L, where L is the set of all predicates. (Minimal answers A to a query ? H, where H ⊆ L, are then of course simply those minimal answers to ? L for which A ⊆ H.)
In Section 2 we first review some background and terminology. We also present a result detailing the conditions (in terms of disjunctive stable model membership), under which a disjunction of predicates can be extended to a minimal answer. The computation of disjunctive stable models in their entirety is clearly undesirable, and can be avoided using cyclic strong covers. This concept was previously developed in [13, 17] , and [18] in the context of top-down query processing and model generation, and provides the basis for the entirety of the current paper. Thus in Section 3 we re-state (from [13, 17, 18] ) the motivation, definition and fundamental properties of cyclic strong covers that are required for an understanding of the current paper. Cyclic strong covers are to be employed in order to overcome the need to compute disjunctive stable models in their entirety, thus in Section 3 we also present new results showing that they may be viewed as defining partial disjunctive stable models.
In Section 4 we focus on stratified databases. For such databases it is well known that disjunctive stable models coincide with perfect models, thus our results in Section 3 suggest that cyclic strong covers define partial perfect models. More importantly, it is shown in [17] that cyclic strong covers can always be extended to total cyclic strong covers, and hence provide a characterisation of reasoning under the perfect model semantics. Using this, we then show that partial minimal answers may be characterised in terms of cyclic strong covers, and then derive our method for constructing minimal answers in terms of the repeated extension of cyclic strong covers. Worthy of note is that this can be achieved without necessarily constructing perfect models in their entirety.
If we wish to compute the minimal answers to a query of the form ? H (instead of ? L), it is clearly more efficient to compute these directly (rather than deriving them from the minimal answers to ? L). Thus in Section 4.3 we briefly indicate how our method can be adapted to compute (only) minimal answers to ? H.
For unstratified databases it is known [18] that total cyclic strong covers characterise disjunctive stable models, but the possible non-existence of disjunctive stable models means that the partial models defined by (non-total) cyclic strong covers cannot necessarily be extended to full disjunctive stable models. This suggests that partial minimal answers can only be characterised using full disjunctive stable models, and (hence) that a direct extension of the methods of Section 4 to unstratified databases requires the (undesirable) computation of such models in their entirety.
In Section 5 we show that this computation of models in their entirety can be avoided by partitioning the database into extensional and intensional components. We also detail how the construction of cyclic strong covers can be pre-processed (or compiled) within the intensional database using the concept of weakly cyclic covers (originally introduced in [17, 18] in the context of compilation of top-down query processing). This greatly simplifies, and hence reduces the cost of, the subsequent run-time computation, this saving being of particular importance given the computational complexity of the problem. An important property of our compilation is that it does not need to be repeated in the event of an update to the extensional database (this being the most common type of database update). Because compilation focuses on the intensional database, it is strongly dependent upon the above-mentioned ability to construct cyclic strong covers in a top-down fashion. We first restate (from [17, 18] ) the motivation, definition and properties of weakly cyclic covers. We then detail how our method for generating minimal answers is amended and enhanced by the prior application of compilation. In the worst case, the output from the compilation process could require an exponential amount of space, and in Section 5. 5 we briefly note that a form of partial compilation can be employed to address the issue of space usage.
In Section 6 we compare and contrast our results with others from the literature. Whilst our minimal answer generating method avoids the generation of stable models in their entirety, it is the case that cyclic strong covers can be employed to generate stable models [18] . Moreover cyclic strong covers yield a procedure that generates only models that are disjunctive stable, and we illustrate how the ideas employed could be used to adapt the model generating procedure employed in the DLV system [24] so as to prevent the generation of models that are not disjunctive stable. We also use the tools of the current paper to present three database transformations which might also be employed as a form of database pre-processing (to a set of conditional facts, a positive database, and a non-disjunctive database), and which relate to the results of [2, 7] and [12] respectively.
In Section 7 we review some complexity results related to the issues of the current paper, and finally our conclusions are presented in Section 8. Proofs of all results have been delegated to an accompanying extended technical report [20] , as has an extension of the presented techniques to the first order level.
Background
In this section we review some background and terminology. We also present a new result (Theorem 2) detailing the conditions (in terms of disjunctive stable model membership), under which a disjunction of predicates can be extended to a minimal answer.
Notation
Throughout we assume that L is a finite propositional language (i.e., a finite set of predicates). Predicates will be denoted by A, B, C, . . . , P, Q. A literal is a predicate (a positive literal) or its negation (a negative literal), and we will use P, Q, R to denote arbitrary sets of literals.
Throughout DB will denote a disjunctive deductive database in L consisting of rules of the form
where each A i , B j is a predicate and k > 0. We may assume without loss of generality that if r > 0, then h > 0. We will denote rules using R, S, possibly with subscripts. If R is the above rule, then antec(
DB is said to be positive iff N (R) = ∅ for each R ∈ DB.
A total consistent set of literals identifies a truth value for each predicate in L, which in turn allows us to determine truth values for rules. Given a consistent set of literals C, we let DB/C denote those rules in DB, all of whose predicates are given a truth value by C.
Definition 3
(a) If R is a rule, let pos(R) = antec(R) → conseq(R), i.e., pos(R) is formed from R by removing the negative literals from the body of R. (b) If K ⊆ L, then the Gelfond-Lifschitz transformation [9] is given by
Notice that DB| g K is positive, and can therefore be interpreted straightforwardly using the minimal model semantics.
Disjunctive stable models are a straightforward generalisation of stable models for non-disjunctive databases [9] . Note that every disjunctive stable model of DB is a minimal model of DB, and that for positive databases the converse holds.
Note in part (d) that we are using cautious reasoning (i.e., is required to be true in every disjunctive stable model), as opposed to brave reasoning (in which is required to be true in some such model). Clearly P is true in a disjunctive stable model M iff there is some predicate in P that is true in M, thus under brave reasoning, answer minimality reduces simply to disjunctive stable model membership.
Note also that if DB has no disjunctive stable model, then DB |= trivially, in which case the empty disjunction is the only minimal answer.
Given a minimal answer A, we will for the sake of brevity also refer to the set A as a minimal answer. If A is a minimal answer and A ∈ A, then there must be some disjunctive stable model M of DB such that M ∩ A = {A} (else A − {A} intersects every disjunctive stable model and is hence an answer, thus contradicting the minimality of A). Conversely if A belongs to a disjunctive stable model M, then by the minimality of M we must have that
is a minimal answer, then ∅ = M ∩ A ⊆ {A}, and hence A ∈ A. This then yields the following theorem which is a direct analogue of a result originally presented (for the minimal model semantics) by Minker.
Theorem 1 [25] A predicate A belongs to some minimal answer (in DB) iff A belongs to some disjunctive stable model of DB.
If, as suggested in the introduction, we wish to construct minimal answers as a sequence A 1 , A 1 ∨ A 2 , ..., then Theorem 1 dictates that each such A i must belong to some disjunctive stable model M i . The following theorem indicates that we also need to consider the relationship between the models M i .
Cyclic Strong Covers
Theorem 2 characterises partial minimal answers in terms of disjunctive stable models. Ideally however we would prefer not to have to construct models of the database in their entirety, and we can achieve this using the notion of cyclic strong covers. These were originally introduced ( [13, 15, 17, 18] ) in the context of top-down model generation and query processing. They provide the basis for the entirety of the current paper, and thus in this section we re-state (from [13, 15, 17, 18] ) their motivation, definition and fundamental properties. Cyclic strong covers are to be employed in order to overcome the need to compute disjunctive stable models in their entirety, thus we also present new results which demonstrate that they may be viewed as defining partial disjunctive stable models. The notion of a strong cover was originally introduced ( [14, 15] ) in the context of top-down query processing in positive databases. Suppose for example that DB contains the rules
, and that we wish to determine whether P is true (in DB) where P = {P, Q, C}. Now conseq(R 0 ) ⊆ P, thus if P is false in some model M of DB, then so is conseq(R 0 ), and hence there must be some predicate in the body of R 0 which is also false in M. Thus P is true (in DB) iff A ∨ P and B ∨ P are both true (in DB). Applying the same argument using R 1 , we see that A ∨ P is true iff D ∨ A ∨ P and E ∨ A ∨ P are both true. We cannot iterate this process indefinitely, 1 thus we must eventually generate disjunctions C (with C ⊇ P) that are either subsumed by a rule in DB whose antecedant is empty (e.g., R 2 subsumes E ∨ A ∨ P), or for which (for all R ∈ DB) conseq(R) ⊆ C =⇒ C ∩ antec(R) = ∅ (in which case nothing further can be gained by applying database rules using the above approach).
In the latter case, we refer to C as a strong cover of P (in DB). Strong covers are clearly related to models, in that (for positive databases) C is a strong cover (in DB) iff L − C is a model of DB (hence in particular P is true iff P has no strong cover). The two notions are therefore simply complementary, but the notion of a strong cover gives a clear(er) view of top-down processing, i.e., starting with the goal P and attempting to close P under the above-mentioned extension operator via backward application of the database rules.
Consider now extending these ideas to non-positive databases. Suppose that DB = {C ∧ ¬A → Q ∨ D, A ∨ B, C ∨ D, B ∨ D, D → P ∨ Q, P → Q}, then (using the last two rules) DB |= Q iff DB |= Q ∨ P ∨ D, which (by the first rule) is true iff DB |= Q ∨ P ∨ D ∨ C and DB |= Q ∨ P ∨ D ∨ ¬A. The first of these is trivially true by virtue of the rule C ∨ D, and the set identified in the second, {Q, P, D, ¬A}, is now closed under our extension operator (and we again refer to it as a strong cover). This then yields the following definition. (Recall that N (R) = {¬P|P ∈ N (R)}, thus antec(R) ∪ N (R) is the set of literals appearing in the body of R.) Definition 4 [18] Let Q be a consistent set of literals in L. A strong cover of Q (in DB) is a consistent set of literals C ⊇ Q such that for each R ∈ DB
For non-positive databases, there is again some complementarity between strong covers and models in that if C is a strong cover then L − C + |= DB. We can also view C as a partial model, since Definition 4 dictates that if conseq(R) is false in C, then some atom in the body of R is also false in C.
is a strong cover in DB. So in the above example {Q, P, D, ¬A} is a strong cover of {Q}, hence we can certainly infer that Q is false in some model (i.e., L − {Q, P, D} = {A, B, C}) of DB. However strong covers do not address the issue of model minimality (Definition 3(c)), so there is no guarantee that our model {A, B, C} will be disjunctive stable. Clearly the problem is that we have not expanded the negative literal ¬A generated in the strong cover. In this case, if M is a disjunctive stable model of DB,
Thus the expansion of negative literals requires a tool with which we can handle questions regarding disjunctive stable model membership. For this purpose we will use cyclic trees. These were introduced in [13] in order to facilitate reasoning about minimal (and thereby perfect and disjunctive stable) models. We first present an example to motivate the definition of such trees, and then detail their essential properties.
Example 1 Suppose that DB consists of the following rules: Since J ∈ conseq(R), there are only two possibilities for R, namely rules 1 and 4. Suppose that R is rule 1, then the above constraints dictate that {J, K, L} ⊆ M ⊆ L − {Q, D}. We will represent this application of rule 1 using the "rule node" rn 1 in the tree T 1 (Fig. 1 ). (Only K and L (i.e., the antecedants) are depicted, since we wish to examine these predicates further.)
Suppose now that we apply the same argument to K. Let R be a rule in Applying the same argument to C, rule 7 is the only rule that can witness that M − {C} |= DB| g M, which then yields the constraint {J, K, L, C} ⊆ M ⊆ L − {Q, D, E, P, G}, and also terminates the branch, since rule 7 has no antecedents (see T 3 , Fig. 2 ).
We thus move on to examine L. If N (R) ∩ M = ∅ and M − {L} |= pos(R), then as above, M ∩ (conseq(R) − {L}) = ∅, hence R cannot be rule 6 (given the existing constraints on M). R must therefore be rule 3. Rule 5 can then be used to handle B, and again this terminates the branch, yielding T 4 (Fig. 2) , and the constraint {J, K, L, C, B} ⊆ M ⊆ L − {Q, D, E, P, G, F, H}.
Note that the only point in the above construction when there was a choice (of rule) was at the very beginning when we chose rule 1 rather than rule 4. If we had instead chosen rule 4, then we would have generated the tree T 5 (Fig. 2 
Thus if J belongs to some disjunctive stable model M, then either
Moreover we can also show the converse. For example if M is any model of DB that is disjoint from {Q, D, E, P, G, F, H}, then using the rules in T 4 we may infer that {J, K, L, C, B} ⊆ M (see Theorem 3(c) below). Thus for any formula , the following are equivalent: This then gives us our required means of expanding negative query literals.
Note the following features of the above tree construction. Firstly it is the intention that each predicate labelling a node in the tree lies in the intended model M. Each "rule node" is labelled with a rule R ∈ DB such that N (R) ∩ M = ∅, and if the parent node of rn R is n, then n is labelled with a predicate, and there is a subset P of the predicates lying on the partial branch from the root down to (and including) n such that M − P |= pos(R). Thus, antec(R) ⊆ M − P, and ∅ = conseq(R) ∩ (M − P) = M ∩ (conseq(R) − P). Since M |= pos(R) we must have that conseq(R) ∩ P = ∅.
The following definition captures these features, and also makes precise the subset P = cyc(n) (the "cycle above n") that we wish to work with, this choice being motivated by the properties (Theorem 3) of the resulting trees. Informally if m is the top-most (or first) node on the partial branch from the root down to (and including) n which is labelled with the same predicate as n, then cyc(n) consists of the predicates labelling a node lying between m and n (including n). 2 Definition 5 [13] If P is a predicate, then a cyclic tree 3 T for P in DB contains rule nodes and predicate nodes, satisfying conditions (i)-(v) below.
(i) Each rule node rn is labelled with a rule R ∈ DB (written rn R ). Each predicate node n is labelled with a predicate Q ∈ L (and we write lab (n) = Q). We define Pred(T ) = {lab (n) | n is a predicate node in T }.
(ii) The root node is a predicate node labelled with P (and we write root(T ) = P). We regard the root as being at the "top" of the tree, thus if m and n are any two nodes, we write m ≥ n iff m is the root node, or m and n are the same node, or m lies on the partial branch from the root down to n. (iii) If n is a predicate node, let cyc(n) = {lab (n ) | n is a predicate node, n ≥ n and there is some predicate node m ≥ n with lab (m) = lab (n)}. n has exactly one child node which is a rule node rn R with conseq(R) ∩ cyc(n) = ∅ and antec(R) ∩ cyc(n) = ∅. We define O(rn R ) = conseq(R) − cyc(n). (iv) If rn R is a rule node, then for each predicate A ∈ antec(R), rn R has a (predicate) child node labelled with A. rn R has no other child nodes.
The requirement that Pred(T ) and O(T ) ∪ N (T ) be disjoint is a consequence of the intention (described prior to Definition 5) that
Thus Notice that condition (iii) above is inherently top-down in that the legality of a rule node is determined by the branch above the node. Formal (top-down) constructions of cyclic trees are presented in [15] and [16] .
Clearly if T is a cyclic tree in DB, then T is also a cyclic tree in any superset of DB. Notice also that if R is a rule labelling some rule node in T , then each predicate appearing in R appears in Pred(T ) ∪ O(T ) ∪ N (T ). In the terminology of Definition 2, R ∈ DB/ (T ).
The following theorem captures the essential properties of cyclic trees.
Theorem 3 [13, 16, 18] (a) If the predicate P belongs to some disjunctive stable model M, then we may find a cyclic tree T for P in DB such that
The construction presented in Example 1 (is formalised in [15, 16] and) illustrates how a cyclic tree satisfying the properties of Theorem 3(a) is generated. Part (d) encapsulates our approach to expanding negative query literals previously suggested in Example 1.
If M is a disjunctive stable model of DB then (applying Theorem 3(a) for each P ∈ M) we can find a set {T i |i ≤ j} of cyclic trees in DB such that i≤ j Pred(
thus has the property identified in the following definition. Definition 6 [17] Let C be a consistent set of literals, then C is said to be cyclic (in DB) iff there is a set of cyclic trees
Again note that if C is cyclic in DB, then C is also cyclic in any superset of DB. Where there is no ambiguity (or required emphasis), we will, for the sake of brevity, refer to a cyclic set/strong cover in DB as simply cyclic/a strong cover.
Following on from Theorem 3(b) we see for example that if C is cyclic and M is any model of DB| g (L − C + ) with M ∩ C + = ∅, then C − ⊆ M. In particular, if C is a total cyclic strong cover and M = C − = L − C + , then (since C is a strong cover)
is a total cyclic strong cover (cf., the comments after Definition 4 and before Definition 6), thus we have part (a) of the following theorem. Part (b) follows immediately from part (a), and part (c) gives us a useful characterisation with which we can manipulate cyclic sets.
Notice that the complementarity between cyclicness and model-hood arises again from our top-down view of processing 4 in which we start with the goal, and develop supersets there-of. For example, if DB contains the rule ¬P → Q, then DB |= Q iff DB |= Q ∨ ¬P iff DB |= Q ∨ (T ) for every cyclic tree T for P in DB. The superset {Q} ∪ (T ) of {Q} that we have generated is cyclic. We can of course then iterate this process, applying the operator indicated in Definition 4, and forming cyclic trees in order to expand negative literals. Ultimately this will generate sets of literals that are either inconsistent, subsumed by a rule in DB whose body is empty, or a cyclic strong cover.
In [13, 15, 17] , and [18] (top-down) methods for constructing cyclic trees and cyclic strong covers (and hence for performing query processing) are presented in detail. These methods operate in space that is quadratic in |L| (the size of the language), and represent cyclic strong covers as the branches through an extended deduction tree. This is illustrated in the following example, which will provide useful insight for later in the paper.
Example 2 Suppose that DB contains the following rules
and we wish to construct cyclic strong covers of P = {A, B, E, H}. Since the consequent of rule 1 is contained in P, any strong cover of P must contain either F or ¬C, this being depicted by the first level of the tree in Fig. 3 . The left hand branch cannot be extended to a strong cover, since the consequent of rule 6 is a subset of the predicates on the branch (and rule 6 has an empty body). If ¬C is contained in a cyclic strong cover C, then by Theorem 4(c) there is a cyclic tree T for C such that (T ) ⊆ C. C has two cyclic trees in DB, their sets appearing as child nodes of ¬C.
The consequent of rule 4 is contained in the branch to the left-hand child of ¬C. The branch down to G is inconsistent, and hence cannot be extended to a cyclic strong cover. The other two branches represent the sets P ∪ {¬C, ¬G, J, D, H} ∪ {K} and P ∪ {¬C, ¬G, L, H}. Both of these sets are cyclic, and are easily seen to be strong covers. Moreover, any other cyclic strong cover of P must contain one of these.
Note the distinction between extended deduction trees and cyclic trees: The construction of extended deduction trees provides a means of generating cyclic strong covers (and hence performing query processing). Within this construction, cyclic trees are generated (and the (T ) set appended) when we encounter a negative literal (e.g., ¬C) in order to restore the cyclicness of the (literals on the) branch in the extended deduction tree.
The following defines the operators used in the construction of extended deduction trees.
Definition 7
(a) Suppose that Q is a cyclic set of literals, then a strong cover C of Q is said to be a constructible extension of Q iff we can find a sequence
. . must be finite by the finiteness of L. The requirement that C = Q r is a strong cover can of course be characterised by the non-existence of a rule R r+1 for which conseq(R r+1 ) ⊆ Q r and
Note that Definition 7 includes the case when Q ⊆ L since Q is then trivially cyclic. It will not prove necessary to define constructible extensions for sets more complex than those above. Note that constructible extensions are themselves cyclic strong covers (since C is required to be a strong cover).
The construction of cyclic strong covers can easily be amended to compute total cyclic strong covers (and hence by Theorem 4 to compute disjunctive stable models and conduct query processing). To achieve this we implicitly add the denial rules {P ∧ ¬P → FALSE | P ∈ L} to DB. 5 The disjunctive stable models of the database are unaffected, and all strong covers of {FALSE} are forced to be total. This approach can also be enhanced by the application of the results presented in Theorem 6 and Corollary 2 below. In Section 6 we compare this approach to the computation of disjunctive stable models with those presented in [7, 8] , and [24] .
Theorem 4(c) trivially implies the following corollary.
Corollary 1
If Q has the form given in Definition 7 and D is a cyclic strong cover of Q, then we may find a constructible extension C of Q such that C ⊆ D.
Throughout the rest of this paper we will view (the complement of) cyclic strong covers as partial disjunctive stable models, and in the remainder of this section we therefore present results which support this view. We first show that cyclicness can be characterised in terms of disjunctive stable models (thus providing a "converse" to Theorem 4(a)).
Theorem 5 (a) A consistent set of literals
Because of the possible non-existence of disjunctive stable models, it is of course not the case that every cyclic strong cover can be extended to a total cyclic strong cover. We can however show (Theorem 6 below) that the disjunctive stable models extending (the complement of) a cyclic strong cover are precisely the disjunctive stable models of some reduced database, and thus that an inability to extend cyclic strong covers is simply the phenomenon of the non-existence of such models in a different guise. Definition 8 below defines our reduced database.
Definition 8
If D is a strong cover in DB and R is rule in DB, then let R D be formed from R by replacing each predicate in D − by TRUE, and each predicate in D + by FALSE.
Note that if conseq(R) ⊆ D + then conseq(R D ) reduces to FALSE, but since D is a strong cover there must be some literal in the body of R which evaluates to FALSE, thus R D as a whole reduces to TRUE.
Theorem 6 Suppose that D is a cyclic strong cover in DB and D
Since cyclic sets are themselves characterised by disjunctive stable models of some sub-database, Theorem 6 also allows us to characterise when one cyclic strong cover extends another.
Corollary 2 Suppose that D is a cyclic strong cover in DB and G is a consistent set of literals with
G ⊇ D. (a) G is a strong cover in DB iff G − D is a strong cover in DB D . (b) G is a cyclic strong cover in DB iff G − D is a cyclic strong cover in DB D .
Stratified Databases
Throughout this section we assume that DB is stratified [27] . In [17] it was shown that for such databases, cyclic strong covers provide a characterisation of reasoning under the perfect model semantics, and that they may always be extended to total cyclic strong covers. This characterisation forms the basis for the whole of this section, and is therefore re-stated in Theorem 7.
Using this we then show (Theorem 8) that cyclic strong covers can be used to characterise partial minimal answers. We then introduce the notion of a cyclic state, and using this present an overview of our method for constructing minimal answers in terms of repeated extension of cyclic states. The details of our extension mechanism are then presented in Sections 4.1 and 4.2. It is worthy of note that as a result of the fact that cyclic strong covers can always be extended to total cyclic strong covers, minimal answers can be generated without necessarily computing perfect models in their entirety.
In the interests of readability, our intention in this section is to present (only) our basic method. (There are a number of ways of improving efficiency that are not central to our method, some of which are discussed in [20] .) We regard the most important means of improving run-time performance as pre-processing (compilation), which is discussed in Section 5.
It is well known [28] that for stratified databases, perfect and disjunctive stable models coincide (thus Theorem 4(a) immediately yields part (a) of the following theorem). Theorem 2 dictates the requirements on a disjunction if it is to be extended to a minimal answer. As mentioned earlier however, we certainly do not wish to (have to) compute perfect models in their entirety, and in this respect part (c) of the following result is key.
Thus as in Section 3, (the complements of) cyclic strong covers may be regarded as partial perfect models, but crucially in this case they may always be extended to a total cyclic strong cover. Using this we may easily reformulate Theorem 2 to give a characterisation of partial minimal answers in terms of cyclic strong covers.
Theorem 8 A set of predicates {A j | j ≤ r} is contained in a minimal answer iff for each i ≤ r we may find a cyclic strong cover
Using the above result we can give a simple overview of our method for constructing minimal answers. Such answers will be generated iteratively as a sequence A 1 ,
. . At each stage, the disjunction A 1 ∨ A 2 ∨ · · · ∨ A r will be verified (as representing a partial minimal answer) by a corresponding sequence of cyclic strong covers (C 1 , C 2 , . . . , C r ) satisfying the conditions of Theorem 8. We will represent the disjunction and accompanying cyclic strong covers as the sequence ((A i , C i )|i ≤ r), and our method thus consists of repeatedly extending such sequences. This naturally leads us to make the following definitions.
Definition 10
Property (a)(iii) is a minor technical property capturing our intention that a cyclic state will only be extended in length if it is verified. This property also ensures that
is verified, then so is S * . The following proposition captures some of the basic properties of cyclic states.
Proposition 1
(a) If DB |= {A i |i ≤ r}, and for each i ≤ r, C i is a cyclic strong cover of
has a verified extension iff S has a verified extension of the same length iff S
has a complete extension iff S has a total complete extension.
Let us now describe our method of constructing minimal answers in more detail. As indicated above, each minimal answer will be constructed iteratively via a sequence of verified cyclic states. We commence, of course, with a cyclic state of the form ((A, C)), where C is a constructible extension of {¬A} (cf., Definition 7), and by Proposition 1(d), ((A, C)) is immediately verified. Each subsequent step in the iteration takes the current verified cyclic state ((A i , C i )|i ≤ r) and constructs a verified extension (cf., Definition 10(b)) ((A i , D i )|i ≤ r + 1). This extension will take place via two distinct phases and mechanisms.
Given the verified cyclic state (
(using the notion of an immediate extension detailed in Section 4.2 below). This requires us to pick 6 A r+1 such that {¬A r+1 } ∪ {A i |i ≤ r} has a cyclic strong cover F r+1 , and such that for each i ≤ r, there is cyclic strong cover
, say, has no immediate extension (we will see that) we may conclude that it has no verified extension, in which case we truncate ((A i , G i )|i ≤ r + 1) in order to seek alternative extensions of ((A i , G i )|i ≤ r). As noted earlier, the truncated cyclic state is again verified (by condition (a)(iii) of Definition 10).
Before presenting the details of immediate extensions, we note that we require our extension mechanism to be complete, meaning that every minimal answer can be generated via a sequence of immediate extension steps. 7 Now every minimal answer is witnessed by a total complete cyclic state, thus in order to achieve completeness we will insist that whenever S * is a total complete extension of S, there is a (proper) immediate extension S of S such that S * is an extension of S . The minimal answer represented by S * can then be constructed from S via a sequence of immediate extension steps.
Extending Unverified Cyclic States
Suppose now that S = ((A i , C i )|i ≤ r) is an unverified cyclic state. Our aim is to find a verified extension ((A i , D i )|i ≤ r) of S. This clearly requires that each D i is a cyclic strong cover of C i , and that DB |= i≤r A i ∨ i≤r D + i . There are broadly two ways in which we can extend the sets C i : either by adding some negative literal to some C i0 (which in turn will probably require the addition of further literals (both positive and negative) in order to re-form a cyclic strong cover); or by the addition of some positive literal (i.e., predicate) to some C i0 (which again would probably require the addition of further literals). However, in order to achieve our desired goal, we specifically need to extend i≤r C + i , and this suggests that searching for positive literals which can be used to simultaneously extend all C i would be the more fruitful option. This option is also more appealing since it is the 6 Methods of restricting the choice of A r+1 are presented in Definitions 12 and 15. 7 Of course we also require correctness, i.e., we should generate only minimal answers, but this is guaranteed by Theorem 8 and our use of verification. more constrained (i.e., has a narrower search space), and also because it allows within it an integral test to check whether or not the current cyclic state is indeed unverified. The following result encapsulates these ideas, and also shows that our approach to extending unverified cyclic states satisfies the completeness criteria mentioned above.
This then allows us to define immediate extensions of unverified cyclic states.
Definition 11
Suppose that we are given a cyclic state
. If no such predicate A exists, i.e., S has no verified extension, then S has no immediate extension and the truncation of S is given by
Note that if the predicate A exists, then the extension formed is a proper extension, since A ∈ L − C + ⊆ L − i≤r C + i . The constraint A ∈ L − (C + ∪ i≤r C − i ) allows us to limit the search space, but nevertheless, it is still the case that we are blindly picking an element of L − (C + ∪ i≤r C − i ), and then determining whether the sets C * i exist. We return to this point in the notes following Definition 12.
Extending Verified Cyclic States
Suppose that S = ((A i , C i )|i ≤ r) is verified (but DB |= i≤r A i , i.e., {A i |i ≤ r} has a cyclic strong cover). As indicated in the discussion prior to Section 4.1, our intention is to form an extension of S of the form S * = ((A i , D i )|i ≤ r + 1), and moreover this requires that D r+1 is a cyclic strong cover of {¬A r+1 } ∪ {A i |i ≤ r}, and for i ≤ r, D i is a cyclic strong cover of {A r+1 } ∪ C i . We could of course blindly pick A r+1 , and then attempt to find the sets D i (if such exist). However note that cyclic strong covers of {¬A r+1 } ∪ {A i |i ≤ r} can be computed by first computing a constructible extension C of {A i |i ≤ r}, and then extending to a constructible extension of {¬A r+1 } ∪ C. Choosing C first, and then attempting to find A r+1 has the advantage that given C we can (by Lemmas 2 and 3 below) prune the search space by insisting that A r+1 ∈ L − (C + ∪ i≤r C − i ) without compromising our completeness criterion identified in the remarks following Proposition 1.
is a verified cyclic state, and that ((A i , K i )|i ≤ r + k) is a complete extension of S with k > 0. Then we may find a constructible extension C of {A i |i ≤ r} such that
is a verified cyclic state, and C is a cyclic strong cover of {A i |i ≤ r}. Then we may find a predicate A r+1 such that
This then gives us our method of extending verified cyclic states.
be a verified cyclic state, then an immediate extension S * of S is formed as follows. Let C be a constructible extension of {A i |i ≤ r}. (If no such C exists then DB |= i≤r A i and i≤r A i is a minimal answer by Proposition 1(c).)
Pick
Notes.
1. As in Section 4.1, the constraint A r+1 ∈ L − (C + ∪ i≤r C − i ) allows us to prune the search space, but beyond this we are still making a blind choice of A r+1 , and then testing whether it satisfies the relevant conditions. A consequence of making a poor choice is that we may unnecessarily compute a number of cyclic strong covers. Note however that the computation of any cyclic strong cover C is not wasted (provided C − = ∅) since it can still be employed in the derivation of other minimal answers: for each A ∈ C − , ((A, C)) is a (verified) cyclic state of length 1. We will see in Section 5 that compilation largely overcomes these uses of blind choice. 2. If S = ((A i , C i )|i ≤ r) is verified, then by Proposition 1(e) we may find a minimal answer A such that
Moreover, it is easy to amend the proof of Lemma 3 to show that given a constructible extension C of {A i |i ≤ r} we can find some A r+1 in A − {A i |i ≤ r} (and hence in i≤r C + i ) satisfying conditions (i) and (ii) of Definition 12. Note however that in Definition 12 we are not able to insist that A r+1 is chosen from i≤r C + i , since this would compromise completeness. For example if DB = {A ∨ B, A → C, B → D}, then C ∨ D is a minimal answer, but the only constructible extension of ¬C (resp. ¬D) is {¬C, ¬A, B} (resp. {¬D, ¬B, A}), thus the only cyclic states of length 1 (generated using constructible extensions) representing a sub-answer of C ∨ D are ((C, {¬C, ¬A, B})) and ((D, {¬D, ¬B, A})). We will see in Section 5 that compilation largely addresses this inability to restrict the search space.
3. We have already mentioned that our method is both complete and correct.
Notice that a truncation step is in effect a partial undo operation, and clearly we wish to prevent circularity by insisting that extension steps following truncation do not redo what has previously been undone. With this proviso, it is then clear that any sequence of cyclic states generated via immediate extension and truncation will eventually generate a complete cyclic state (i.e., a minimal answer).
Example 3 Suppose that DB contains the following rules
and that we wish to identify minimal answers containing Q. We first search for a constructible extension of {¬Q}, there being precisely two options, namely {¬Q, ¬A, ¬B, C, D, ¬F, ¬E, ¬G}, and {¬Q, ¬F, A, C, ¬D, G}. This then shows that Q does indeed belong to a minimal answer. Let us consider extending ((Q, C 1 )) using Definition 12, where C 1 = {¬Q, ¬A, ¬B, C, D, ¬F, ¬E, ¬G}. We first generate a constructible extension of {Q}, there being precisely five: suppose we choose C = {Q, ¬C, F}, then again we are required to pick a predicate in L − (C + ∪ C − 1 ) = {C, D}, satisfying the conditions of Definition 12. C is an easy choice, since ¬C ∈ C ensures that C itself is a constructible extension of {¬C} ∪ C (Definition 12(i)), and C ∈ C 1 ensures that C 1 itself is a constructible extension of {C} ∪ C 1 (Definition 12(ii)). Thus ((Q, C 1 ), (C, C)) is an immediate extension of ((Q, C 1 )).
This cyclic state is now extended using Definition 11. We first check for verification by attempting to generate a constructible extension D of {Q, C} ∪ (
, there being precisely one, namely D = {Q, C, B, G}. We then pick a predicate in L − (D + ∪ C − 1 ∪ C − ) = {D} satisfying the conditions of Definition 11. Fortunately C 1 ∪ {D} = C 1 and C ∪ {D} are both strong covers, and are clearly cyclic since the addition of a positive literal has no effect on this property. Thus ((Q, C 1 ), (C, C ∪ {D})) is an immediate extension of ((Q, C 1 ), (C, C) ). It is also easy to check that this extension is verified: the only constructible extension of {Q, C} ∪ (C + 1 ∩ C + ) was noted above to be {Q, C, B, G}, hence any cyclic strong cover of {Q, C} ∪ (C + 1 ∩ (C ∪ {D}) + ) must contain {Q, C, B, G, D}, no extension of which can be a strong cover by virtue of the rule G ∨ D.
Employing Definition 12 we search for a constructible extension of {Q, C} (D being the only choice), and pick a predicate in L − (D + ∪ C − 1 ∪ (C ∪ {D}) − ) = {D}. {¬D} ∪ D is still a strong cover (since the addition of new negative literals has no effect on this property), and is cyclic (since D is cyclic and a cyclic tree T for D is constructed using rule 5 with O(T ) ∪ N (T ) = {G} ⊆ D) (cf., Definition 12(i)) and D is already a member of C 1 and C ∪ {D} (cf., Definition 12(ii)), hence ((Q, C 1 ), (C, C ∪ {D}), (D, {¬D} ∪ D)) is an immediate extension of ((Q, C 1 ), (C, C ∪ {D})). We have already noted above that {Q, C, D} has no cyclic strong cover, and hence we may conclude (using Proposition 1(c)) that it is a minimal answer.
Query Answers
As mentioned in the introduction, a query to a database is an expression of the form ? H, where H ⊆ L, and an answer (to ? H) is a set A ⊆ H such that DB |= A. Of course minimal answers to ? H can be computed from the minimal answers to ? L by simply discarding any minimal answer that is not contained in H. Such an approach however is clearly wasteful, and the following result shows that we can adapt our methods to directly compute (only) minimal answers to ? H.
So for example, for stratified databases we can then show that {A i |i ≤ r} ⊆ H is contained in a minimal answer to the query ? H iff for each i ≤ r we may find a cyclic strong cover
As an aside, we recall [17, Section 5] that when r = 1, Theorem 9 indicates that the relationship between minimal answer membership and disjunctive stable model membership (Theorem 1) does not carry over to queries of the form ? H. Specifically Theorem 9 enables us to show that a predicate belongs to some minimal answer to the query ? H iff it is contained in some disjunctive stable model M of DB for which there is no disjunctive stable model M such that M ∩ H ⊂ M ∩ H.
Finally we note that our characterisations of minimal answers can easily be extended to the case when we consider queries and answers to be disjunctions of literals (as opposed to disjunctions of predicates). We have not however detailed further the extension of our results to this case.
Unstratified Databases
For unstratified databases, cyclic strong covers are (by Theorem 6) not necessarily extendible to total cyclic strong covers, and we are thus (apparently) unable to characterise partial minimal answers without computing total cyclic strong covers. In addition, testing verification, i.e., whether DB |= i≤r A i ∨ i≤r C + i (cf., Theorem 8) apparently requires the computation of total cyclic strong covers (Theorem 4(b)), at least in the case when the cyclic state in question is not verified.
As discussed after Definition 7, total cyclic strong covers (disjunctive stable models) can be generated by (implicitly) adding to our database the denial rules {P ∧ ¬P → FALSE | P ∈ L}, thus forcing every strong cover of {FALSE} to be total. Cyclic states then encode sequences of disjunctive stable models satisfying the conditions of Theorem 2, and the (top-down) construction of cyclic strong covers indicated in Section 3 provides us with a means of testing verification.
As mentioned earlier, the need to compute models in their entirety is undesirable, and in the following section we show that this can be avoided using compilation.
Compilation
In this section we show that pre-processing can be employed to greatly simplify (and hence reduce the cost of) the run-time computation of minimal answers. Preprocessing a deductive database computation is based upon two assumptions. Firstly that the computation can itself be computationally expensive-in our case, for example, deciding whether a given literal belongs to some cyclic strong cover is P 2 -complete in the propositional case (cf., Section 7) . Secondly, that a deductive database is subdivided into a large but transient extensional database (containing facts and/or disjunctive facts) and a more static intensional database (the rule base) where the real expense and complexities of the computation lie.
The expense of the computation suggests that pre-processing may well prove to be important in a practical setting. The fact that the complexities lie in the intensional database, and the transient nature of the extensional database suggests that preprocessing should focus on, and indeed be restricted to, the intensional database. Subsequent updates to the intensional database would of course require that the preprocessing phase were repeated, but the more frequent changes to the extensional database would not.
In our case, the subsequent run-time computation of minimal answers will employ (relatively trivial computation within) the extensional database only, in which case pre-processing is usually referred to as compilation. This simplification of the runtime computation is reflected in a reduction in the computational complexity [20,
It is also worth noting as an aside that the partitioning of a computation into compilation and post-compilation phases with the properties described above is clearly more feasible for computations that are top-down since they start manipulation within the intensional database. Bottom-up approaches on the other hand start with a manipulation of the extensional database, and never manipulate the intensional database in a manner that is independent of the extensional database. As was noted in Section 3, our computation of cyclic strong covers is top-down.
Compilation can be applied to stratified and unstratified databases alike. In the latter case, the above-mentioned partitioning of the database structure solves the problems raised in Section 4.4 above. Before we can see this, we need some terminology.
Terminology
Throughout Section 5 we therefore assume that L is the disjoint union of ext(L) (the extensional predicates) and int(L) (the intensional predicates). If Q is a set of literals,
We also make the (usual) assumption that for each rule R, either In case (ii) the assumption that the body of R is non-empty is of course a technical requirement that can be achieved artificially without loss of generality. We let ext(DB) = {R ∈ DB| conseq(R) ⊆ ext(L)} (the extensional database), and int(DB) = DB − ext(DB) = {R ∈ DB| conseq(R) ⊆ int(L)} (the intensional database).
Note that a rule in ext(DB) has the form E, where E ⊆ ext(L). In particular, minimal and disjunctive stable models of ext(DB) coincide, thus if is a formula in ext(L), then ext(DB) |= iff is true in every minimal model of DB. In particular if
This partitioning of L can be viewed as a very weak form of stratification, and indeed yields a weakened form of Theorem 7 as follows: Let us say that a consistent set of literals Q is int-total iff Q − ∪ Q + ⊇ int(L). If C is an int-total cyclic strong cover in DB, then ext(DB) |= C + ext , thus we may find a minimal model M 0 ⊆ ext(L) of ext(DB) such that M 0 ∩ C + ext = ∅. But then it is easy to show (as in the comments preceding Theorem 4) that C − ext ⊆ M 0 , and hence that C ∪ M 0 ∪ (ext(L) − M 0 ) is a total cyclic strong cover extending C. This then yields the following result, which is re-stated from [18] .
Theorem 10 [18] (a) Every int-total cyclic strong cover can be extended to a total cyclic strong cover. (b) If Q is a set of literals, then DB |= Q iff Q has no int-total cyclic strong cover.
Theorem 10 enables us to extend the results of Section 4 to include unstratified databases using int-total cyclic strong covers (and thus again this does not require the computation of disjunctive stable models in their entirety). Thus our aim is to partition the construction of int-total cyclic strong covers into a compilation phase against int(DB), and then a further (post-compilation) phase against ext(DB). (The remaining run-time computation required to compute minimal answers will also be carried out solely against ext(DB)).
In [17, 18] it was shown that such a partitioning of the construction of int-total cyclic strong covers can be achieved using the notion of an int-total weakly cyclic cover. We first therefore briefly restate (from [17, 18] ) the motivation, definition and properties of weakly cyclic covers. We then present our compilation process, and detail how our method for generating minimal answers is amended and enhanced by the prior application of compilation.
Before presenting the definition of weakly cyclic covers, let us briefly consider how this partitioning of a cyclic strong cover construction can be achieved. For strong covers this is trivial, since a strong cover in DB is simply a set that is both a strong cover in int(DB) and a strong cover in ext(DB). Moreover a consistent set of literals C is a strong cover in ext(DB) iff ext(DB) |= C + ext . In a cyclic tree, every leaf node is a rule node. Moreover a rule node rn R is a leaf node iff antec(R) = ∅, which (by assumptions (i) and (ii) above) is the case iff R ∈ ext(DB). If rn R is such a leaf node, with parent n, then conseq(R) ∩ cyc(n) = ∅, thus cyc(n) (and hence the branch to n) must contain a predicate node labelled with an extensional predicate. If m is the top-most predicate node on the branch to n for which lab (m) ∈ ext(L), then cyc(m) = {lab (m)}, thus the child of m must be a rule node of the form rn S , where lab (m) ∈ conseq(S), and hence S ∈ ext(DB), i.e., m = n. Thus predicate nodes are labelled with extensional predicates iff their child is a leaf node.
Let us therefore say that a partial cyclic tree satisfies the conditions of Definition 5, with the exception that every leaf node is a predicate node labelled with an extensional predicate. Such trees are defined (constructed) entirely within int(DB).
To complete a partial cyclic tree in order to form a cyclic tree, we need to extend each such leaf node n with a rule node rn R , where R ∈ ext(DB). Suppose that lab (n) = P and that R = E, then in order to ensure that the extended tree continues to satisfy the conditions of Definition 5, we must have that P ∈ E (since cyc(n) = {P} and conseq(R) ∩ cyc(n) = ∅), and O(rn R ) = E − {P} is disjoint from Pred(T ) (or equivalently disjoint from Pred(T ) ext since E ⊆ ext(L)).
The extended tree T then has the properties that
For example if T is the tree obtained from T 4 (Fig. 2) by removing the leaf nodes rn 7 and rn 5 , then T is a partial cyclic tree with Pred(
Let C be weakly cyclic in int(DB) and suppose that for each P
C is a weakly cyclic cover (in int(DB)) iff C is weakly cyclic and a strong cover in int(DB).
Note that C − ext = i≤k Pred(T i ) ext is the set of predicates labelling a predicate leaf node in some T i . In forming the completion of C, we are therefore identifying (for each P ∈ C − ext ) a rule in ext(DB) that can be used to complete the branch(es) in the partial cyclic trees that terminate in P. 8 Note that the computation of completions takes place entirely in ext(DB) (this being a required property of our post-compilation processing). In particular, if D is a completion of C, then D − C ⊆ ext(L).
On the other hand, the computation (definition) of weakly cyclic covers takes place entirely in int(DB) (and we recall that this was one of the required properties of our compilation process).
Parts (a) and (b) of the following proposition capture the trivial relationships between weakly cyclic covers and their completions, and are restated from [17] and [18] . Part (c) follows from Theorem 4(c) and is proven in [20] .
Proposition 2
(a) Let D be a cyclic strong cover. Then D is a weakly cyclic cover, and moreover if C is a weakly cyclic cover with C ⊆ D, there is a completion C of C such that C ⊆ D. (b) Let C be a weakly cyclic cover, and D a completion of C. Then D is cyclic in DB and a strong cover in int(DB). D is a cyclic strong cover in DB iff ext(DB) |= D + ext .
(c) A consistent set of literals C is weakly cyclic (in int(DB)) iff for each P ∈ C − there is a partial cyclic tree T for P in DB such that (T ) ⊆ C.
The Compilation Process
Clearly the compilation process entails the computation of int-total weakly cyclic covers. Note that during compilation we can (if desired) apply subsumption to remove redundancy, since if C and D are int-total weakly cyclic covers with C ⊆ D, then any completion of D contains a completion of C. We assume therefore that the compilation process generates a set COMP of int-total weakly cyclic covers, such that every int-total weakly cyclic cover is a superset of some element of COMP. This construction can clearly be achieved using Proposition 2(c) and a variant of the approach presented in Example 2 for the construction of cyclic strong covers. We can of course achieve int-totality by the implicit addition of {P ∧ ¬P → FALSE | P ∈ int(L)} to int(DB).
We now turn our attention to the run-time computation of minimal answers following compilation. As in Section 4, this will again be based upon the repeated extension of cyclic states, but in this case we will require our cyclic strong covers to be int-total (cf., Theorem 10). Proposition 3 below notes that int-total cyclic strong covers are easily computed from COMP.
Proposition 3
(a) Suppose that Q ⊆ L, C ∈ COMP, C ∪ Q is consistent, and D is a completion of C.
Then D ∪ Q is an int-total cyclic strong cover of Q iff ext(DB) |= Q ext ∨ D + ext . (b) Let Q ⊆ L and S be an int-total cyclic strong cover of Q. Then we may find some C ∈ COMP and a completion D of C such that D ⊆ S. In particular, C ∪ Q ⊆ S is consistent, ext(DB) |= Q ext ∨ D + ext , and D ∪ Q is an int-total cyclic strong cover of Q contained in S. (c) A consistent set of literals D is an int-total cyclic strong cover iff (i) for each P ∈ D − ext there is a rule E P ∈ ext(DB) such that P ∈ E P and E P − {P} ⊆ D, (ii) ext(DB) |= D + ext , and (iii) there exists a C ∈ COMP such that C ⊆ D.
Note, as an aside, that if Q ⊆ L and C ∪ Q is consistent, then C has a completion D for which ext(DB) |= Q ext ∨ D + ext iff ext(DB) has a minimal model in which Q ext ∨ C ext is false. Let COMP(Q) denote the set of int-total cyclic strong covers of Q obtained using part (a), thus COMP(Q) = {D ∪ Q | ∃C ∈ COMP, C ∪ Q is consistent, D is a completion of C and ext(DB) |= Q ext ∨ D + ext }. As in Section 3 the extension of cyclic states will employ two mechanisms, depending on whether the cyclic state to be extended is verified or not, and these are described in Sections 5.3 and 5.4 below.
Extending Unverified Cyclic States
As in Section 4, our aim is to extend an unverified cyclic state S = ((A i , C i )|i ≤ r) to a verified cyclic state S * = ((A i , D i )|i ≤ r), and again we will seek to achieve this by the simultaneous addition of some predicate(s) to each C + i . In the comments following Definition 11 we observed that the search for such a predicate was partially blind.
In the current context, each C i will already be int-total, thus such predicates must be taken from ext(L), and we will see (cf., Theorem 11 and Definition 14) that the search for such can be driven by a search of ext(DB).
Obviously when we extend each C i , we wish the extended set to continue to be a cyclic strong cover, and it is therefore worth noting (from Proposition 3(c)) that if C i is an int-total cyclic strong cover and B ⊆ ext(L), then B ∪ C i is a cyclic strong cover iff B ∪ C i is consistent (i.e., B ∩ (C − i ) ext = ∅) and ext(DB) |= B ∨ (C + i ) ext (cf., conditions (i) and (iii) of Theorem 11 and Definition 14).
As in Section 4.1 we first perform a test to ensure that S is not verified (i.e., we check that {A i |i ≤ r} ∪ i≤r C + i has an int-total cyclic strong cover), and then use the results of this test to constrain the subsequent search of ext(DB) required in order to compute the extension. The following theorem encapsulates this test and extension operation, and also demonstrates that the required completeness property (given after Proposition 1) is satisfied.
is a verified extension of S, i.e., for each i ≤ r, D i ⊇ C i . Then we may find a rule E ∈ ext(DB) such that for each i ≤ r, 
Notice that there must be some
Thus S * is a proper extension of S. If no such rule E exists in ext(DB) then S has no verified extension (by Theorem 11), in which case S has no immediate extension, and the truncation of S is given by
Extending Verified Cyclic States
Whilst employing basically the same mechanism as was the case in Section 4.2, the extension of verified cyclic states is also considerably simplified (and again addresses the issues identified in Notes 1 and 2 following Definition 12). Recall from Section 4 that the intention here is to extend a verified cyclic state S = ((A i , C i )|i ≤ r) to one of the form S * = ((A i , D i )|i ≤ r + 1), and that this requires that (i) D r+1 is an inttotal cyclic strong cover of {¬A r+1 } ∪ {A i |i ≤ r}, and (ii) for i ≤ r, D i is a cyclic strong cover of {A r+1 } ∪ C i .
The following two results (are analogous to Lemmas 2 and 3 and) detail the extension mechanism and show that it satisfies the required completeness property.
is a verified cyclic state such that each C i is int-total, and let ((A i , K i )|i ≤ r + k) be a complete total extension of S with k > 0. Then we may find a G ∈ COMP({A i |i ≤ r}) such that
has an int-total cyclic strong cover D r+1 such that D r+1 ⊆ K r+1 , and (iii) for each i ≤ r, {A r+1 } ∪ C i has an int-total cyclic strong cover D i such that
is a verified cyclic state where each C i is inttotal, and G ∈ COMP({A i |i ≤ r}). Then we may find a predicate A r+1 such that
has an int-total cyclic strong cover D r+1 , and (iii) for each i ≤ r, {A r+1 } ∪ C i has an int-total cyclic strong cover D i .
, in which case G itself is an int-total cyclic strong cover of {¬A r+1 } ∪ G, and for each i ≤ r, C i is itself an int-total cyclic strong cover of {A r+1 } ∪ C i .
In the case when A r+1 ∈ ext(L), condition (iii) can again (cf., the remarks in Section 5.3) be characterised by the condition ext(DB) |= A r+1 ∨ (C + i ) ext , in which case we may take
When A r+1 ∈ ext(L), condition (ii) is best divided into two cases: when A r+1 ∈ G − , G itself is an int-total cyclic strong cover of {¬A r+1 } ∪ G. In the case when A r+1 ∈ G − , condition (ii) can (by Proposition 3(c)) be characterised by the existence of a rule
Finally we recall again that the above-mentioned tests against ext(DB) are trivial: if F ⊆ ext(L), then ext(DB) |= F iff there is a rule F ∈ ext(DB) such that F ⊆ F. There are now three disjoint cases, at least one of which must apply.
Thus if we wish to extend using a predicate in int(L), we simply need to check that int(L) ∩ G − ∩ i≤r C + i is non-empty, and (if this is the case) any predicate there-in can be employed. Part (b) is similar except that we require the test on each A r+1 ∨ (C + i ) ext . In part (c), the search for an appropriate predicate is driven by a search of ext(DB), thus reducing the search space.
Compilation and Space Usage
Earlier we argued that cyclic strong covers represented partial models. Using this we can see that for some databases, COMP could contain an exponential number of inttotal weakly cyclic covers, in which case we may have an issue with space usage (this problem being common to compilation approaches [3] ).
In the current setting there is however an extremely simple solution to the space problem. If the full set of int-total weakly cyclic covers will not fit into available memory, then simply compute as many as will (fit into available memory). The subsequent computation of minimal answers then requires the computation of inttotal cyclic strong covers, which can either be (i) computed by completing a precomputed int-total weakly cyclic cover, or (ii) computed from scratch.
The int-total cyclic strong covers generated via (i) are computed far more efficiently than if they were computed from scratch (since the computation of an inttotal cyclic strong cover can always be regarded as an extension (completion) of the computation of a corresponding int-total weakly cyclic cover). We therefore have a clear trade-off between storage and run-time efficiency. This ability to vary the space usage is an interesting and novel aspect of the current form of pre-processing.
Irrespective of the size of COMP, we would also argue that our suggested approach compares favourably (with respect to both computational cost and the use of storage) with approaches which generate the full set of disjunctive stable models since the weakly cyclic covers generated are int-total (as opposed to total), and their construction is immune to updates to the extensional database (an immunity not shared by the computation of full models).
Compilation for Query Processing
Compilation has been previously studied for query processing under the minimal model [36] , perfect model [17] , disjunctive stable model [18] , possible model [19] , and disjunctive well-founded [21] semantics. Compilation of the GCWA in first order non-recursive positive databases is discussed in [11] . In such databases, evaluation under the GCWA reduces to testing minimal answer membership, whose compilation is achieved by a combination of resolution and subsumption. Although we do not regard the computation of models in their entirety as desirable (unless that is specifically the aim), we note that weakly cyclic covers can also be used to compile this computation: M is a disjunctive stable model of DB iff M ∩ ext(L) is a minimal model of ext(DB), and there exists a C ∈ COMP such that C ⊆ M ∪ (L − M).
Related Approaches
In this section we briefly describe some related approaches, and compare and constrast their features with those of the method presented in previous sections.
Hyper-Resolution
Let us first consider the hyper-resolution operator
mentioned in the introduction. When employed as a bottom-up means of generating answers, the rule can be applied to (positive) propositional and first order databases alike. In the latter case range restriction implies that all disjunctions generated are ground, and of course the difficult problems of guaranteeing termination encountered in top-down processing do not arise. However, as mentioned earlier, bottom-up approaches are not obviously amenable to compilation or pre-processing, and without such, a modification to the extensional database would require the recomputation of answers from scratch. The second disadvantage is that non-minimal answers may clearly be generated, as was illustrated in the example in the introduction. To see that this is an instance of a general phenomenon, first note that a proof of R n using ( ) consists of a sequence ( R j | j ≤ n) of disjunctions, where each R j is generated from a subset of { R l |l < j} and some rule in DB using ( ). Also we may clearly assume that for each j < n, R j is used as an input (via ( )) to the generation of some R k , where j < k ≤ n. But then if some R j is such that |R j | > |R n |, the above proof must generate a pair j 0 < j 1 ≤ r such that R j0 ⊃ R j1 . To see this let j 0 be the largest integer for which |R j0 | > |R n |, and let R j0 be an input into the generation of R j1 ( j 1 > j 0 ). But then by the maximality of j 0 , |R j0 | > |R j1 | and by the definition of ( ), R j0 − {A} ⊆ R j1 for some A ∈ R j0 . Hence R j1 = R j0 − {A}. We will see below that this scenario (in which one of the input disjunctions is subsumed by the output disjunction) is not the only case where non-minimal answers occur.
Note also that if a database rule A → Q is employed in ( ), then the disjunction generated contains Q. Thus for example if the predicate P is not derivable from the definite rules in DB (i.e., from {R ∈ DB : |conseq(R)| = 1}), then any proof of P from DB via ( ) encounters a non-minimal answer, as described above.
Of course whilst employing ( ) we can discard any disjunction that is found to be non-minimal. To see this suppose that A i0 ∨ P i0 (i 0 ≤ r) is an input to the instance of ( ) given above, yielding the disjunction (Q ∪ i≤r P i ). If A subsumes A i0 ∨ P i0 , then either A i0 ∈ A, in which case A ⊆ P i0 ⊆ Q ∪ i≤r P i , or A i0 ∈ A, in which case the instance of ( ) that employs A instead of A i0 ∨ P i0 generates (Q ∪ (A − {A i0 }) ∪ i≤r,i =i0 P i ) which clearly subsumes (Q ∪ i≤r P i ). This then shows that the instance of ( ) employing A i0 ∨ P i0 is redundant (even if the two outputs are equal, since then the same output can be generated by another instance of ( )).
Of course a non-minimal answer cannot be discarded until we have generated a subsuming answer. Worse still, the very same argument that shows that we can (upon discovering a subsuming answer) remove the non-minimal answer also shows that any application of ( ) in which the non-minimal answer acted as an input (prior to its removal) will have generated a redundant (and possibly non-minimal) output. This suggests that not only can we eliminate non-minimal answers (as soon as they are detected), but that we should. However to do so requires that whenever we generate a new answer via ( ) we must test whether it is subsumed by any existing answer, and, if this is not the case, test whether it subsumes any existing answer (this requiring a comparison with every existing answer). Whilst the cost of performing any individual comparison is not high, the total number of such comparisons could be very high indeed (as indicated by our comments below).
Of course if we do employ subsumption as described above, and we ensure that no instance of ( ) is repeated, then we will eventually generate a set Δ of answers that contains all minimal answers, and no non-minimal answers (i.e., exactly the required set). Having generated Δ however, we will only be in a position to verify that it is indeed the set of minimal answers when we have checked that for every instance of ( ) employing a database rule and input disjunctions from Δ, either the instance has already been employed or it generates an answer that is subsumed by an answer in Δ. Needless to say the requirement to conduct, and test the output from, every such instance is extremely costly. Each of the instances of ( ) that we have to exercise following the generation of Δ is of course redundant, achieving nothing more than providing confirmation of Δ's status. This is a further example of where the computation of minimal answers using ( ) is forced to generate redundant/nonminimal answers.
In addition, the relative size of the search spaces for minimal and non-minimal answers should not be under-estimated. For example if we take the database given in [20, Appendix A.1], then there are precisely 3 minimal answers (P 1 ∨ A 3 , Q 2 ∨ Q 4 and Q 2 ∨ A 3 ), but 509 non-minimal answers. This example is of course artificial in that the language is very small (containing only 10 predicates), and the extensional database is very small (which in turn limits the number of minimal answers). But clearly for every minimal answer there are typically a very large number of nonminimal answers (i.e., all its supersets), thus if the number of minimal answers increases, then in general terms we would expect the same to be true of the number of non-minimal answers. For example (again in our language of size 10) if we had a fourth minimal answer, say Q 2 ∨ A 1 , there would then be 572 non-minimal answers.
Of course larger minimal answers would have fewer supersets, but in real examples we would expect the size of individual minimal answers to be very considerably smaller than the size of the underlying language.
If the language itself increases in size, then the number of disjunctions of predicates increases exponentially, and we would certainly expect therefore that the number of non-minimal answers will increase. For example if we had our 4 minimal answers above, but in an underlying language of size 11, there would then be 1148 non-minimal answers.
There is no suggestion that ( ) will generate all non-minimal answers, but the diversion into the much larger space of non-minimal answers is costly, and the point at which a non-minimal answer will become subsumed is unpredictable. This point highlights one of the novelties of our approach presented in Sections 4 and 5: here the search space is carefully constrained by "immediate verification" of chosen alternatives to ensure that we do not stray into the space of non-minimal answers.
Of course in real examples the number of minimal answers will typically be very large (although very small relative to the number of non-minimal answers), and there is no suggestion that the computation of (only) minimal answers is inexpensive. However, if we do wish to compute answers, then (as our example in the introduction illustrated) there is clearly no alternative but to compute (at least) the set of minimal answers. Moreover our approach using compilation allows a very large proportion of this computation to be conducted in the pre-processing phase.
Finally the potential large size of the set of minimal answers also points to the need to be able to compute (when required) only minimal answers to a specific query ? H (as in Section 4.3) rather than the full set of all minimal answers (to ? L). It is unclear how a purely bottom-up application of ( ) could handle this, since there is no obvious way of directing the search. This is of course a common problem with bottom-up methods in general. A partial solution to this problem can be achieved using the approach presented in [15] , where top-down applications of ( ) are used to identify a bottom-up ( ) derivation of a subset of H. Again, answer minimality is not addressed by this approach.
Conditional Facts
The approach presented in [2] to query processing in non-positive databases is to apply the following variant of ( )
where N and each N i are sets of predicates. A conditional fact is a rule R for which antec(R) = ∅. When applied at the first order level, the input conditional facts N i → A i ∨ P i are assumed ground, and hence again by range restriction the resulting conditional fact is also ground. Repeated application transforms a non-positive database into a set of ground conditional facts which is equivalent to the original database under a variety of semantics including the disjunctive stable model semantics. The set of answers can then be generated from the transformed database using hyper-resolution, but again non-minimal answers may be generated and are to be removed using subsumption [2, Definition 19] . In view of the similarity with ( ), the comments made in Section 6.1 apply equally well here.
We note that cyclic trees also yield a transformation into an equivalent set of conditional facts. If T is a cyclic tree, then let ρ(T ) = {¬P| P ∈ O(T ) ∪ N (T )}. Then DB and DB * have the same disjunctive stable models.
Note that our transformation differs from that of [2] in that it is not iterative. If, as in Section 4, we assume a partitioning of L into ext(L) and int(L), then a transformation to conditional facts will not be immune to updates to the extensional database. However we can easily provide immunity by employing partial cyclic trees, for which we define ρ(T ) = {Q | Q ∈ Pred(T ) ∩ ext(L)} ∧ {¬P | P ∈ O(T ) ∪ N (T )}, and thereby transform DB into an equivalent database whose rules R are such that antec(R) ⊆ ext(L). An extensional update against DB can then be applied verbatim to DB 2 (note that ext(DB) ⊆ DB 2 ) thus providing the transformation with immunity to such updates.
Note also that the above transformations are directly applicable to first order databases. As noted in [15] , cyclic trees are always ground, hence their use might be considered inappropriate. However partial cyclic trees are not ground, and this, coupled with the immunity to extensional updates makes them a more preferable transformation tool for the first order level.
Pre-processing using Stratified and Positive Databases
In [7] it is shown that the disjunctive stable models of DB can be computed from the perfect models of the stratified evidential transformation of DB. Given the advantages that stratified databases enjoy, this too could be considered a pre-processing of the database, with a view to making subsequent query processing more efficient.
Using cyclic trees we can in fact transform a non-positive database to a positive database. For P ∈ L, let φ(P) = {¬ρ(T ) | T is a cyclic tree for P in DB}, where of course ¬ρ(T ) = (O(T ) ∪ N (T )). Let FALSE be a distinguished predicate not in L, and in particular not appearing in DB. Then we have the following theorem.
Theorem 13 Let
Note that the database DB * is not normalised. This can clearly be achieved (if desired) by applying distributivity to the denial rules P ∧ φ(P) → FALSE, but this of course results in a far less compact representation. Note also that, in contrast to the approach presented in [7] , our transformed database is (with the exception of FALSE) still in the original language. 9 As in Section 6.2 our transformation is not immune to extensional updates, which could again be achieved using partial cyclic trees.
Part (e) indicates that having constructed cyclic trees in DB (in order to construct DB * ), we can then construct minimal answers in DB by computing strong covers (as opposed to cyclic strong covers) in DB * . Notice that the above un-normalised form of DB facilitates the construction of such strong covers, since a denial rule of the form P ∧ φ(P) → FALSE indicates that any strong cover of {FALSE} should contain either P or O(T ) ∪ N (T ) for some cyclic tree T for P in DB. (The reader may note that this is almost the same as the effect of a denial rule of the form P ∧ ¬P → FALSE when constructing cyclic strong covers using the approach given in Example 2).
Part (a) is interesting in that all models of DB * ∪ {¬FALSE} correspond to disjunctive stable models of DB. More generally we can show (cf., the proof of part (a), [20] ) that the disjunctive stable models of DB equal the models of DB + ∪ {P ∧ φ(P) → FALSE | P ∈ L} ∪ {¬FALSE} where DB + is any database in L that shares the same models as DB.
As given, we do not have a direct mapping between minimal answers of DB and those of DB * . However this can easily be achieved by adding FALSE to the consequent of each rule in DB * , and making the trivial assumption that some rule in DB has an empty antecedant. This ensures that {FALSE} is a minimal model of DB * , and hence that A ⊆ L is a minimal answer in DB iff A ∪ {FALSE} is a minimal answer in DB * .
Model Trees
We can of course generate answers by first computing models of the database. For example in [7, 8, 34] , bottom-up methods for computing minimal, perfect and (using the stratified evidential transformation) disjunctive stable models are presented using the notion of a model tree. The suggested approach to computing answers is to then pick a predicate from each of the branches (i.e., models) in the tree [8] , although subsumption would again be required to compute minimal answers.
The need for subsumption here could of course be overcome by employing the full set of models in the method presented in Section 5 (which would then reduce to repeated application of the trivial operator defined in Definition 15(a)). Irrespective of this however the approach still has two serious drawbacks. Firstly the full set of (disjunctive stable) models will typically be (very) large. For example if DB is the database illustrated in [20, Appendix A.2] , then with only an extremely small extensional database {A 3 ∨ P 2 , P 1 ∨ P 2 , A 1 ∨ A 2 ∨ P 3 } there are 7 disjunctive stable models. Secondly, their computation is not immune to changes in the extensional database, so for example an update to say {A 3 ∨ P 2 , P 1 ∨ A 1 , A 2 ∨ P 3 } results in 11 disjunctive stable models (all of which would need to be recomputed from scratch).
The computation of int-total weakly cyclic covers on the other hand can clearly be viewed as a partial computation of (disjunctive stable) models, which, as a result of its immunity to extensional update, can be carried out in a pre-processing stage. The subsequent (post-compilation) generation of minimal answers then amounts to relatively trivial computation in ext(DB). Moreover it does not require the computation of disjunctive stable models in their entirety since the cyclic strong covers are only required to be int-total (which naturally occurs as a result of completing the inttotal weakly cyclic covers computed during compilation), as opposed to total. These features considerably reduce the run-time cost for the end-user (cf., Sections 5.2-5.4) this being reflected in a reduction in the computational complexity (cf., Section 7) . [20, Section 9.4 ] contains further comments regarding the relative space usage of int-total weakly cyclic covers vs. disjunctive stable models.
An alternative approach to query processing, again using model trees, is presented in [35, 36] , where it is observed that top-down query processing for positive databases can be achieved by the application of a model generating procedure to the dual database. It is not clear that this approach can be extended to non-positive databases and, as noted in [35] , answer minimality is not addressed.
DLV
DLV [24] is a knowledge representation system based upon (function free) disjunctive logic programming (augmented with true negation and weak constraints).
At its core, DLV has a model generator and model checker. The model generator constructs in the first instance an interpretation W ω DB (∅) as a fixed point of the operator W DB ( [23, 24] ), this being an adaptation (to the disjunctive case) of unfoundedness [33] . W ω DB (∅) is contained in any disjunctive stable model, but W ω DB (∅) is not necessarily total (and clearly could not be total in the case when there are multiple disjunctive stable models). Thus in order to generate total interpretations, W ω DB (∅) is extended using a second operator that is based upon the notion of a possibly true set of literals ( [23, 24] ). If I is a consistent set of literals and R is a rule in DB Thus every disjunctive stable model can be generated by a sequence of such extension steps, and the approach is therefore complete.
The above argument is of course reminiscent of that employed in Example 1: here the predicate P is being supported (in I ∪ {P} ∪ N (R)) by the presence of antec(R) ∪ N (R). Note however that the possibly true set has not included conseq(R) − {P}, and as a result, the support being provided to the predicate P (as a member of the intended model) can easily be undone (if subsequent extension steps add predicates from conseq(R) − {P}). As a result of this, repeated extension via possibly true sets may generate models that are not disjunctive stable (e.g., if DB = {A ∨ B, ¬C → B}, then I = {A} is a possibly true set in ∅, and the subsequent extension to {A, B, ¬C} undoes the support for A), hence the requirement for a separate model checker to test for stability. 10 In addition, it may generate partial interpretations that cannot be extended to disjunctive stable models (which is unavoidable as a result of the possible 10 DLV also employs additional look ahead techniques to try to limit these problems. In this respect it is worth noting that determining whether a partial interpretation is contained in a disjunctive stable model is P 2 -complete, and determining whether a model is disjunctive stable is P 1 -complete [6] .
non-existence of disjunctive stable models), and total interpretations that are not models (although again this is probably unavoidable, e.g., if DB = {¬A ∧ ¬B → C, A ∨ B}, then I = {¬A, ¬B, C} is a possibly true set in ∅.) In order to try to force every model generated to be stable, we might attempt to redefine the possibly true set to include conseq(R) − {P}, but then we lose completeness: for example if I = ∅ and DB = {A ∨ B, A → B, B → A}, then there is no rule R ∈ DB and predicate P ∈ conseq(R) for which antec(R) ⊆ I + and {P} ∪ N (R) ∪ (conseq(R) − {P}) is true in the disjunctive stable model {A, B}. This difficulty is due to the fact that the inherent support relationships within a disjunctive stable model require more than the simple support provided by single rules.
The approach to (disjunctive) stable model generation suggested in Example 2 is based upon the repeated application of the operator described in Definition 7. This approach is complete (in the sense given above), in that if B is a set of literals and C is a total cyclic strong cover properly containing B, then B can be extended using the operator described in Definition 7 to a set B ⊆ C.
The operator defined in Definition 7 clearly has two purposes. Firstly it extends Definition 4 which in turn tries to ensure that the set of literals being formed is a strong cover (and hence yields a model). Secondly it insists that the set of literals generated is always cyclic, i.e., if we add a negative literal ¬P, then we must also add (T ) for some cyclic tree T for P in DB. Theorem 3(c) then ensures that P is supported in any subsequent extension, i.e., the support cannot be undone.
As with extension via possibly true sets, this process may obviously generate partial cyclic strong covers that cannot be further extended (if they are contained in no total cyclic strong cover), and again it is clearly not possible to prevent an extension step from generating a total set of literals that is not a strong cover (i.e., does not correspond to a model of DB). On the other hand, if neither of these two options occurs, then the resulting set of literals is a total cyclic strong cover (and hence by Theorem 4(a) yields a disjunctive stable model). In particular, no separate model checking is required to test for stability: we have forced any resulting model to be stable by insisting that we maintain cyclicness.
To see the relationship between the two approaches, first observe that our (abovementioned) proposed redefinition of possibly true sets would result in I being extended to I ∪ {P} ∪ N (R) ∪ (conseq(R) − {P}). This can be viewed as employing a tree T such that root(T ) = P has child rn R which in turn has a predicate child Q for each Q ∈ antec(R). T satisfies the conditions of a cyclic tree (Definition 5) except that we allow predicate leaf nodes. Each predicate node at the leaf of T has a label in antec(R) ⊆ I + and therefore I ∪ {P} ∪ N (R) ∪ (conseq(R) − {P}) = I ∪ (T ). This form of extension compromises completeness precisely because the trees being used are too trivial (being based upon a single rule) to capture the required support relationships.
We can overcome this by allowing the use of larger trees. Specifically, suppose that given a consistent interpretation I we allow I to be extended to I ∪ (T ) if T is a tree for some P ∈ L − (I + ∪ I − ) in DB (satisfying the conditions of Definition 5, with the exception that it may contain predicate leaf nodes) such that {lab (n) | n is a predicate leaf node in T } ⊆ I + and I ∪ (T ) is consistent. Theorem 3(a) then dictates that this extension operator is complete (in the above sense), and clearly if I is closed under this extension operator, then I + is a model of DB. But moreover we can show that such an approach would generate only models that are disjunctive stable, since if I is cyclic and T is a tree satisfying the above conditions, then I ∪ (T ) is cyclic [18] . This modified approach now has some resemblance to the approach presented in Example 2. The outstanding difference lies in the fact that the latter is purely top-down, employing the predicates designated to fall outside the eventual model (i.e., Q + in the terminology of Definition 7) in order to try to ensure we generate a strong cover. This was also our primary mechanism by which new members of the (intended) model are generated (cf., Definition 7(ii)). In contrast the definition of a possibly true set makes no mention of I − , and the approach of [24] is bottom-up using look-ahead to identify potential new members of the intended model (although our suggested use of larger trees would introduce a top-down element).
Finally we note that the above-mentioned differences between the method presented in Example 2 and that of [24] again reflects one of the fundamental features of the approach being presented in the current paper, i.e., "immediate verification". With regard to the generation of disjunctive stable models, we immediately restore the cyclic property (upon generating a new negative literal), and this in turn prevents the generation of non-stable models. Similarly in Sections 4-5, the verification of cyclic states prevents the generation of non-minimal answers.
Unfolding Disjunction
In common with [7] (cf., Section 6.3 above), the idea of generating a transformed database from which the disjunctive stable models of the original database can be computed has also been considered in [12] . Specifically it is shown that given a disjunctive database DB, we may compute a non-disjunctive database Gen(DB) (in an extended language) from which the disjunctive stable models of DB may be computed by a two step process. Firstly stable models M of Gen(DB) are computed as candidate disjunctive stable models of DB. Given such a candidate model M, M ∩ L is then a disjunctive stable model of DB iff a further transformed (non-disjunctive) database Test(DB, M ∩ L) has no stable model. In particular, the computation of disjunctive stable models of disjunctive databases can be achieved by computing stable models of non-disjunctive databases, the approach suggested (in [12] ) for the latter being smodels ( [30] [31] [32] ).
It is suggested in [12] that the performance of this approach suffers (in relation to the performance of DLV), partly as a result of the fact that it requires the cooperation of two stable model generators. This in turn suggests that a direct transformation to a non-disjunctive database might be beneficial (in addition to being of general interest). A key idea in the transformation from DB to Gen(DB) is that every predicate in a disjunctive stable model must have a rule which supports its presence in the model. However we have observed that predicates must have an entire cyclic tree (rather than just a single rule) to support their presence, and using this we can (Theorem 14 below) provide the required direct transformation to a non-disjunctive database (which now takes place in the original language). Such a transformation could again be considered a pre-processing step prior to answer generation. This and similar results (e.g., Theorems 12 and 13, and those presented in [17, Section 4] reinforces our view that cyclic trees provide the "correct" form of support for minimal (and related) models of disjunctive databases. Let
It is well known that every stable model of shi f t(DB) is a disjunctive stable model of DB, but that the converse does not hold. This results from the more complex support relationships found in disjunctive databases (which are captured by cyclic trees).
As in Section 6.1 we can employ partial cyclic trees to provide virtual immunity to extensional update. A modification to ext(DB) then simply requires the corresponding trivial modification to the subset of shi f t(DB) relating to ext(DB), i.e., { (conseq(R) − {P}) → P | R ∈ ext(DB), P ∈ conseq(R)}. As in Section 6.1, partial cyclic trees also provide a first order transformation.
As noted above, shi f t(DB) alone is not always equivalent to DB. We also note that an alternative mapping to a non-disjunctive database can be obtained using the database shi f t(DB) ∪ {P ∧ φ(P) → FALSE | P ∈ L} (cf., the penultimate paragraph in Section 6.4).
Head-Cycle Free (HCF) Databases
HCF databases [1] have been widely studied, partly because the computational complexity of many problems is reduced. It is also well known ( [1] ) that the (disjunctive) stable models of an HCF database DB coincide with the stable models of shi f t(DB). Using this result we may easily show [20, Section 9] that for HCF databases we may restrict our attention to cyclic trees with no non-trivial cycles.
More generally however we would argue that the HCF concept and cyclic trees have opposing motivations, in that the former concept disallows positive cycles (thereby allowing simpler processing and reducing computational complexity), whereas the latter provides a means of tackling such cycles.
Computational Complexity
It is well known that many questions relating to the disjunctive stable model semantics are P 2 -complete (e.g., [5] determining whether a given predicate belongs to some disjunctive stable model). A disjunction i≤n A i is a minimal answer in DB iff DB |= i≤n A i , and for each j ≤ n, DB |= i≤n,i = j A i . The first of these problems is P 2 -complete (e.g., [6, 24] ), and the second is therefore P 2 -complete. A conjunction of a n formula and a n formula is sometimes referred to as D n [26] , and the problem of determining whether a disjunction is a minimal answer is therefore easily shown to be D P 2 -complete [20, Appendix B] . Similarly we can show [20, Appendix B] , that the problem of testing whether a given literal K belongs to some cyclic strong cover is P 2 -complete. In [13, Section 5] it is shown that every branch through a cyclic tree has length at most |L| * (|L| + 1)/2 (where L is the underlying language). The constructions of cyclic trees and cyclic strong covers given in [15] , [16] can therefore be conducted in space that is quadratic in |L|.
As regards the computational complexity of post-compilation processing (Definitions 14 and 15), the inputs to this processing are the int-total weakly cyclic covers generated during compilation COMP = {C 1 , C 2 , . . . , C n } and ext(DB). Both definitions (14 and 15) demand that we compute an element of COMP(A) (for a given set of predicates A). For each i ≤ n, C i has a completion D for which D ∪ A ∈ COMP(A) iff A ∪ C is consistent and ext(DB) has a minimal model in which A ext ∨ (C i ) ext is false. Determining whether such a minimal model exists is easily shown to be NPcomplete ([20, Appendix B]).
Given a cyclic state S and a G ∈ COMP(A), the extension mechanisms detailed in Definitions 14 and 15 can then be conducted in time that is polynomial in the size of ext(DB) and L [20, Appendix B].
The above results (and the preceding comment) indicate that the computational impact of compilation is to reduce stable model reasoning in DB to minimal model reasoning in ext(DB). It is clear that the latter is a proper subset of the former (since a stable model of DB must be a minimal model of ext(DB)), and moreover that the real complexities of stable model reasoning lie in the intensional database. It should therefore be of no surprise that we see a real reduction in the theoretical computational complexity. The price we pay of course is that COMP may be large.
We can see this reduction in complexity in other problems too. For example, as above, i≤n A i is a minimal answer in DB iff DB |= i≤n A i , and for each j ≤ n, DB |= i≤n,i = j A i . Following compilation these problems are reduced to the first level of the polynomial time hierarchy; for example DB |= A iff for some i ≤ n, C i ∪ A is consistent and ext(DB) has a minimal model in which A ext ∨ (C i ) ext is false (and as noted above this problem is NP-complete).
Similarly, for example, we can show that testing stable model membership is reduced to NP-completeness: given DB and predicate P, P belongs to a stable model of DB iff there is a C i ∈ COMP such that C i ∪ {¬P} is consistent and a minimal model of ext(DB) in which (C i ∪ {¬P}) ext is false.
Conclusions
We have presented a method of computing (only) minimal answers of the form A in disjunctive deductive databases (and to the best of our knowledge this is the first such method). The method achieves this by generating (and extending) partial minimal answers, with "immediate verification" being employed at each stage to ensure that a new predicate used to extend a partial answer has the required properties. We have also discussed the problems inherent in extending the method to unstratified databases under the disjunctive stable model semantics.
Partitioning the database into extensional and intensional components has been proposed as a solution to the problems of unstratified databases, and the related issue of compilation (in this context, computing int-total weakly cyclic covers in a pre-processing phase) has been proposed as a means of simplifying and improving the efficiency of the run-time computation, which then entails relatively trivial processing within the extensional database. In addition, the compilation output has the significant advantage of being immune to updates to the extensional database. We have also presented a number of (other) forms of database transformation which might be employed as pre-processing steps prior to answer generation (as well as being of general interest), these results being based upon the strong form of support provided by cyclic trees.
The relationships between the concepts and techniques presented in this paper and other semantics (specifically the possible model, stationary model, and disjunctive well-founded semantics) are discussed in [20, Section 7] .
We have compared our approach to other answer generating methods in the literature. These methods (typically) either generate answers directly (as in the hyper-resolution operator mentioned in the introduction), or generate models as an intermediate step. In either case, non-minimal answers may be generated (which then need to be removed by subsumption), and (significantly) the lack of immunity to extensional update means that all answers would need to be recomputed from scratch in the event of such an update. It is also unclear how such techniques might take advantage of the situation in which we wish to compute only answers to a specific query ? H (as opposed to all answers).
In the context of generating answers, we believe that constructing models in their entirety is undesirable in view of their size, number, and lack of immunity to extensional update, and our computation of int-total weakly cyclic covers can be viewed as a partial (and immune) computation of such models.
In spite of these comments, the approach presented in the current paper can also be employed alongside existing methods for answer and disjunctive stable model generation already appearing in the literature. For example suppose that we wish to compute the minimal answers to ? L. To do this, we might first employ an (arbitrary) answer generator to yield answers Q (some of which might be non-minimal), and then apply the techniques of the current paper to find minimal answers within each of the queries ? Q. The motivation for such an approach is of course that finding minimal answers to a specific query ? Q is more efficient than computing minimal answers to ? L, since the search space is constrained by Q. The downside of this approach is that if the first answer generator lacks immunity to extensional update, then so does the whole approach. Moreover every minimal answer A (to ? L) must be contained in at least one of the answers Q, and if it is contained in several, we risk duplicating the computation of A.
A second possibility might be to employ (or modify) an arbitrary (disjunctive stable) model generator to construct cyclic sets (cf., Theorem 5). Surprisingly we can (with a little extra work) also employ an arbitrary (disjunctive stable) model generator to construct the int-total weakly cyclic covers required for compilation (see [20, Appendix D] ). We do however believe that the application of a bottom-up model generator for this purpose would result in a computation that is highly prone to redundancy. Moreover it is unclear whether this approach could be adapted to the first order level.
A natural question arising from our results is whether there is a weaker property than stratification which guarantees that every cyclic strong cover may be extended to a total cyclic strong cover. In the non-disjunctive case it is well-known that a database DB is guaranteed to have a stable model if every cycle (in DB's predicate dependency graph) contains an even number of negative edges [4] . It is clear that every such cycle in DB D (Definition 8) is also a cycle in DB, thus if DB has the above mentioned property, then so does DB D , and hence (by Theorem 6) every cyclic strong cover may be extended to a total cyclic strong cover.
