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Abstract—This article is on the energy efficient precoder
design in multi-user multiple-input multiple-output (MU-MIMO)
systems which is also robust with respect to the imperfect
channel state information (CSI) at the transmitters. In other
words, we design the precoder matrix associated with each
transmitter to maximize the general energy efficiency of the
network. We investigate the problem in two conventional cases.
The first case considers the statistical characterization for the
channel estimation error that leads to a quadratically constrained
quadratic program (QCQP) with a semi-closed-form solution.
Then, we turn our attention to the case which considers only
the uncertainty region for the channel estimation error; this case
eventually results in a semi-definite program (SDP).
Keywords: Multiple-input multiple-output, precoder, gen-
eral energy efficiency.
I. INTRODUCTION
Due to the increasing interest in green wireless networks,
the energy efficiency (EE) criterion has attracted significant
attention in both academia and industry [1]. In general, EE
is defined as the ratio of the sum-rate1 to the total power
consumption and is measured in bits/Hz/Joule2. The fractional
form of this utility function causes additional difficulty in the
design procedure [1].
It is well known that the multiple-input multiple-output
(MIMO) technique has a great potential for improving spectral
efficiency (SE) [2]. EE maximization in a single-input single-
output (SISO) setting is investigated in [3]. Reference [4]
presents an energy efficient power allocation method in a
multiple-input single-output (MISO) broadcast channel (BC)
with the random beamforming. Authors in [5] consider MISO
interference channel (IC). Single-user MIMO channel is also
considered in [6]. Using non-cooperative games, a distributed
method for designing transmit covariance matrix is presented
in [7].
In practice, perfect channel state information (CSI) may
not be available as a result of the quantization error, channel
estimation error, feedback delay, etc. [8]. In the literature,
imperfect CSI is modeled by either stochastic or deterministic
models. The stochastic model assumes that the channel is
random with an unknown instantaneous value but the channel
1In this paper, rate means spectral efficiency, in line with the literature on
this subject. Please refer to (5) for the definition of rate.
2EE unit can also be expressed by bps/Hz/watt.
statistics, such as the first or second order moments are known
at the transmitter. On the other hand, the deterministic model,
which is more suitable to characterize instantaneous CSI
with errors, assumes that we know some limited information
about the error, e.g., the norm of the error. Therefore, in the
deterministic model, the actual channel estimation error lies
in an uncertainty region [8].
A minimum mean-squared error (MMSE) precoder which
operates based on optimizing the worst-case channel, was
proposed in [9]. The worst-case precoding was also studied for
MIMO multi-access channels [10], broadcast channels [11],
multi-cell scenario [12], and cognitive radio systems [13].
In this paper, we consider a multi-user MIMO (MU-MIMO)
system and design the precoders for two cases: i) the imperfect
CSI with the known statistics of the channel error, and ii)
the norm-bounded error without any information about the
statistical characterization. We develop an energy efficient
precoder design for MU-MIMO with robustness against the
imperfect CSI.
II. SYSTEM MODEL
A. Channel model
In this paper we consider a symmetric MIMO-IC consisting
of a set of K user-pairs (Fig. 1). Users communicate con-
currently with their own pairs and cause interference to the
other users. We assume that the kth transmitter and the kth
receiver are equipped with Mk and Nk antennas, respectively.
The received signal yn ∈ C
Nk×1 at the nth receiver is given
by
yn =
K∑
k=1
HnkVksk + zn, (1)
where Hjk ∈ C
Nj×Mk denotes the complex channel between
the kth transmitter and the jth receiver, Vk ∈ C
Mk×dk denotes
the precoding matrix at the kth transmitter, dk represents the
number of data symbols for the kth user, sk ∈ C
dk×1 is the
normalized data symbols of the kth user (i.e., E
{
sks
H
k
}
=
Idk ), and zn ∈ C
Nn×1 represents the noise vector at the nth
receiver which is assumed to be a circularly symmetric com-
plex Gaussian random vector with covariance matrix σ2IN .
2Denote Un ∈ C
Nn×dn as the linear decoder at the nth
receiver, then the estimated data symbols at the nth receiver
become
sˆn = U
H
n HnnVnsn +
K∑
l=1,l 6=n
UHn HnlVlsl + U
H
n zn. (2)
The terms on the right-hand side of (2) are the desired signal,
interference and the filtered noise, respectively. For the sake
of simplicity, we assume that the number of antennas at the
transmitters, receivers as well as the number of data symbols
at various users are the same and are equal to M , N and d,
respectively.
Fig. 1. A general MIMO-IC with K user-pairs.
B. Channel state error model
In practice, perfect CSI at the transmitters is unavailable
due to many factors such as the channel estimation error,
quantization error, and feedback error/delay. Here, we model
the channel matrix as [8]
Hij = H˜ij +∆ij , (3)
where ∆ij and H˜ij denote the estimation error and estimated
channel between the jth transmitter and the ith receiver,
respectively.
III. EE MAXIMIZATION IN MIMO-IC
Due to the increasing interest in green wireless networks,
our goal is to maximize the general energy efficiency (GEE).
GEE is defined as the ratio of the weighted sum-rate to the
total power consumption and is given by
GEE =
∑K
k=1 αkRk∑K
k=1 (ρtr(VkV
H
k ) +MPcir)
, (4)
where ρ (≥ 1) is inverse of the power amplifier efficiency
and Pcir denotes the circuit power per antenna for each user
due to the digital processor, mixer, etc [14]. Finally, Rk is the
achievable rate (bps/Hz) of the kth user with a weight factor
αk and is given by [7]
Rk = log
∣∣Id + VHk HHkkUk(UHk CkUk)−1UHk HkkVk∣∣, (5)
where |.| denotes the determinant and Ck is the covariance
matrix of the interference-plus-noise and is equal to
Ck = σ
2IN +
K∑
l 6=k
HklVlV
H
l H
H
kl.
A. Imperfect CSI with known error statistics
Here, our aim is to maximize GEE in the presence of chan-
nel estimation error with known error statistics. We assume
the channel estimation errors are uncorrelated with Hij and
their values are i.i.d. zero mean circularly symmetric complex
Gaussian random variables with variance σ2
∆
[15]. Therefore,
we deal with the following optimization problem:
max
{Vn,Un}
GEE
s.t. tr(VHl Vl) ≤ Pm, ∀l = 1, . . . ,K, (6)
where Pm denotes the available maximum power.
Using Dinkelbach method [16] we convert the fractional
form objective function to a subtractive form as follow:
K∑
k=1
αkRk − η
K∑
k=1
(
ρtr(VkV
H
k ) +MPcir
)
, (7)
where η in each iteration is a constant term and equals to
GEE in the previous iteration. The sum-rate in the objective
function (7) is a non-convex part. Therefore, we use the
majorization-minimization (MaMi) technique [15] to handle
the non-convexity of the problem and finally solve the problem
by an iterative method. Using Lemma 1 in [15], properties
of Kronecker product, and eliminating constant terms, the
objective function becomes
−
{ K∑
i=1
xHi (Id ⊗Ψi + ηρIM×d)xi + 2ℜ(x
H
i bi)
}
(8)
where,
xi , vec(Vi) ∈ C
Md×1 , bi , vec(αiH˜
H
ii Fi,12
H) ∈ CMd×1
Ψi ,
K∑
l=1
αl
{
H˜
H
li Fl,22H˜li + σ
2
∆tr(Fl,22)IM
}
∈ CM×M (9)
and
Fi,22 = F
H
i,12(Id + V˜
H
i H˜
H
iiC
−1
i H˜iiV˜i)
−1Fi,12,
Fi,12 = −V˜
H
i H˜
H
iiC
−1
i .
In the above, V˜i denotes the value of Vi in the previous itera-
tion, ℜ(.) represents the real part of a complex value and vec(.)
stands for the vectorization operation. Finally, the optimization
problem is decomposed to K smaller optimization problem,
e.g., the ith subproblem becomes
min
xi∈CMd×1
xi
H(Id ⊗Ψi + ηρIMd)xi + 2ℜ(xi
Hbi)
s. t. ‖xi‖
2
2 ≤ Pi. (10)
The optimization problem in (10) is a quadratically constrained
quadratic program (QCQP) which can be solved using the
Lagrange multipliers method in closed-form. Therefore, the
optimal xi is equal to [15]
xi(λ) = −(Id ⊗Ψi + ηρIMd + λIMd)
−1bi,
where, the Lagrange multiplier, λ can be computed by solving
the following non-linear equation:
bi
H(Id ⊗Ψi + ηρIMd + λIMd)
−2bi = Pi.
3Remark 1. The computational complexity of QCQP problem
in (10) is O(max(M,N)3) [15].
B. Imperfect CSI with norm-bounded error
Here, our target is to maximize GEE in a MIMO-IC while
considering the robustness in the presence of the channel
uncertainty which is considered as an elliptical region. Hence,
the problem can be formulated as
max
{Vn,Un}
min
{∆ij}
GEE
s.t. tr(VHl Vl) ≤ Pm, ∀l = 1, . . . ,K
||Bij∆ij ||
2
2 ≤ ǫij , ∀i, j = 1, . . . ,K, (11)
where, Bij  0 and ǫij ≥ 0 jointly represent the feasible
ellipsoid region for ∆ij .
From Dinkelbach method [16], we can assume that there
exists an equivalent objective function in a subtractive form.
As a result, with a fixed η, the fractional optimization prob-
lem (11) can be solved by focusing on the non-convex problem
below in a subtractive form:
max
{Vn,Un}
min
{∆ij}
K∑
i=1
αiRi − η
K∑
j=1
(
ρtr(VHj Vj) +MPcir
)
s.t. tr(VHl Vl) ≤ Pm, ∀l = 1, . . . ,K
||Bij∆ij ||
2
2 ≤ ǫij , ∀i, j = 1, . . . ,K. (12)
Lemma 1. Let S ∈ Cd×d and W ∈ Cd×d denote the positive
semi-definite matrices. Then, log2 |S| is an optimal value of
the following problem:
max
W
log2 |W ln 2| − tr(SW) +
d
ln 2
. (13)
Proof. By checking the first order optimality condition for the
convex problem (13) we can recognize (interested readers may
refer to [17]).
Using Lemma 1 and the relation between mean-squared
error (MSE) and rate [17], the optimization problem (12) can
be rewritten as
max
{Vn,Un}
min
{∆ij}
max
{Wn}
K∑
i=1
{
αi log2 |Wi ln 2| − αitr(WiMSEi)
+
αid
ln 2
}
− η
K∑
j=1
(
ρtr(VHj Vj) +MPcir
)
s.t. tr(VHl Vl) ≤ Pm, ∀l = 1, . . . ,K
||Bij∆ij ||
2
2 ≤ ǫij , ∀i, j = 1, . . . ,K, (14)
where,
MSEi = (U
H
i HiiVi − Id)(V
H
i H
H
iiUi − Id)
H
+
K∑
j 6=i
UHi HijVjV
H
j H
H
ijUi + σ
2UHi Ui. (15)
Due to three maximization minimization, problem (14) is
still hard to solve. Therefore, we replace the inner min-max
by max-min version which can be known as the lower bound
of the objective function.
Also, in order to simplify the objective function, we define
Wi = GiG
H
i and rewrite tr(WiMSEi) as a sum of K vector
norms. Finally, by substituting Hij = H˜ij + ∆ij and using
some algebraic operations we have
tr{WiMSEi} =
K∑
j=1
∣∣∣∣eij + Eijvec(∆ij)∣∣∣∣22, (16)
where, eij ∈ C
lij and EijC
lij×MN are defined as
eii =
[
vec
(
(VHi H˜
H
iiUi − Id)Gi
)
σvec(UiGi)
]
, Eii =
[
GHi U
H
i ⊗ V
H
i
0Nd×NM
]
,
eij = vec
(
VHj H˜
H
ijUiGi
)
, Eij = G
H
i U
H
i ⊗ V
H
j , j 6= i,
and lij = d
2 for the different users (i 6= j) and lij = d
2+Nd
for the same users case (i = j). Due to the inner minimization
problem in (14), the later optimization problem is still hard to
solve. Therefore, by introducing the slack variables λij , we
deal with the following optimization problem:
max
{V,U,G,λ}
K∑
i=1
{
2αi log2 |Gi| − αi
K∑
j=1
λij − ηρtr(V
H
i Vi)
}
s.t. tr(VHi Vi) ≤ Pm, ∀i = 1, . . . ,K (17)∣∣∣∣Bij∆ij∣∣∣∣22 ≤ ǫij , ∀i, j = 1, . . . ,K∣∣∣∣eij + Eijvec(∆ij)∣∣∣∣22 ≤ λij , ∀i, j = 1, . . . ,K.
To show two norm-bounded constraints in (17) in the
form of one constraint and further simplify the optimization
problem, we use the following lemma:
Lemma 2. [18] Given matrices P,Q,A with A = AH
A  PHXQ + QHXHP, ∀X : ||X|| ≤ ǫ (18)
if and only if there exists a µ ≥ 0 such that[
A − µQHQ −ǫPH
−ǫP µI
]
 0. (19)
Proof. See [18].
Now, we choose the matrices in Lemma 2 as
A =
[
λij e
H
ij
eij Ilij
]
,P =
[
0MN×1 B˜
H
ijE
H
ij
]
,Q =
[
−1 01×lij
]
,
and
X = vec(∆˜Hij ), ∆˜ij , Bij∆ij , B˜ij , B
−1
ij ⊗ IM .
Finally, the optimization problem (17) can be rewritten using
Schur complement as
max
{V,U,G,λ,µ}
K∑
i=1
{
2αi log2 |Gi| − αi
K∑
j=1
λij − ηρtr(V
H
i Vi)
}
s.t.
[
Pm vec(Vi)
H
vec(Vi) IMd
]
 0, ∀i = 1, . . . ,K (20)

λij − µij e
H
ij 01×MN
eij Ilij −ǫijEij B˜ij
0MN×1 −ǫijB˜
H
ijE
H
ij µijIMN

  0, ∀i, j = 1, . . . ,K.
4The problem presented in (20) is still non-convex jointly over
V,U, and G. However, we can observe that it is convex over
the individual variables. Therefore, we use an iterative method
in which we fix two variables and optimize for the remaining
one in each iteration. For given U and G, we end up having
a quadratic objective function with linear constraints with
respect to V which can be solved efficiently by CVX tool.
By fixing V and G, the problem results in a semi-definite
program (SDP). Finally, using the MAX-DET algorithm and
logdet command in CVX, we can compute G [19].
Remark 2. The computational complexity of the problem
in (20) dominated by that of the SDP problem which is known
to be O(max(M,N)6.5) [20].
IV. NUMERICAL RESULTS
In this section, we numerically evaluate the GEE of the
proposed methods in the presence of channel estimation error.
In all simulations, the circularly symmetric complex Gaussian
noise vector is assumed with zero mean and covariance matrix
IN . The MIMO-IC is modeled by a Rayleigh flat fading and
a spatially uncorrelated channel with variance σ2h = 1, [2]. In
the simulations, the power amplifier efficiency is 0.38.
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Fig. 2. GEE for imperfect channel with statistical model (left side) and
uncertainty region (right side) with Pcir = −5 dBW and Pm = 0 dBW
.
Fig. 2 shows GEE for varying error region ǫ and error
variance σ2
∆
. For this study, we set K = 3, d = 1 and consider
two different values of M , i.e., M = 4, 6. It is clear that the
GEE decreases with an increase in σ2
∆
and ǫ. It should be
noted that the GEE in the robust method with the uncertainty
region is in fact the worst-case (lower bound) for the GEE. It is
revealed that by increasing the number of antennas the circuit
power increases in a linear manner. On the positive side, this
increase in the number of antennas results in more degrees
of freedom in the precoder design. Here, the contribution of
the precoder matrix is more than circuit power. It is worthy
to note that the corner point in the right sub-figure in Fig. 2
is due to the degradation of the second constraint in (20) to[
λij − µij e
H
ij
eij Ilij
]
 0, when ǫ is small.
V. SUMMARY
In this paper we investigated the general energy efficiency
in the multi-user MIMO networks. The effect of channel
estimation error has been studied in the presence of known and
unknown error statistics. The optimization tools are used to
convert the non-convex fractional problems into the equivalent
subtractive form and convex problems. The effectiveness of
the proposed methods is illustrated via simulation in different
error statistics and uncertainty regions.
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