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Abstract
The theory of asymptotic speeds of spread and monotone traveling waves is generalized to a
large class of scalar nonlinear integral equations and is applied to some time-delayed reaction
and diffusion population models.
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1. Introduction
Traveling wave solutions have been widely studied for nonlinear reaction–
diffusion equations modeling a variety of physical and biological phenomena (see, e.g.,
Refs. [21,36] and references therein), for integral and integrodifferential population
models (see, e.g., [5,6,11,13,26]), and, recently, for time-delayed reaction–diffusion
equations (see, e.g., [25,42,28,19]). The concept of asymptotic speeds of spread was
introduced by Aronson and Weinberger [2–4] for reaction–diffusion equations and
applied by Aronson [2] to an integro-differential equation. It was extended to a larger
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class of integral equations by Diekmann [12] and Thieme [30,31], independently. In
[37,38], Weinberger proved the existence of asymptotic speeds of spread for a discrete-
time recursion with a translation invariant order preserving operator. Radcliffe and
Rass [22–24] investigated traveling waves and asymptotic speeds of spread for a class
of epidemic systems of integral equations. In [17,18], Lui also generalized the results in
[38] to systems of recursions. Weinberger et al. [39] and Lewis et al. [16] further
extended the results in [17] in such a way that they can be applied to invasion processes
of certain models for cooperation or competition among multiple species.
More recently, an increasing attention has been paid to nonlocal and time-delayed
population models in order to study the effects of spatial diffusion and time delay on
the evolutionary behavior of biological systems (see, e.g., [1,15,29,34,41]). The research
topics include coexistence steady states, global stability, convergence, uniform
persistence, and traveling waves. For the theory of abstract functional differential
equations, we refer the readers to [20,40]. Moreover, the existence of traveling waves
and the minimal wave speed were also established in [43] for a reaction–diffusion
epidemic system presented in [7]. The global dynamics were studied earlier in [8–10] for
this model in the case of the bounded spatial domain. The purpose of this paper is to
extend the theory of asymptotic speeds of spread and monotone traveling waves in
[2,5,6,11–13,30,31] to a class of nonlinear integral equations which is large enough to
cover many time-delayed reaction and diffusion population models. The application
usually requires some rewriting of the equations which is not completely trivial.
Fortunately, the formula for the asymptotic speed of spread involves a Laplace-like
transform of integral kernels which allows a calculus similar to the classical Laplace
transform. We illustrate the ﬂexibility of this approach by discussing the models in
[15,29,43]. For these models, we establish the existence of minimal wave speeds for
monotone traveling waves and show that they coincide with the asymptotic speeds of
spread for solutions with initial functions having compact supports. We also show
some uniqueness results for monotone waves (modulo translation).
The organization of this paper is as follows. In Section 2, we mainly establish the
existence of the asymptotic speeds of spread for nonlinear integral equations in
three cases of general integrands. In Section 3, we prove three theorems on the
existence and nonexistence of traveling waves for these integral equations. In Section
4, by appealing to the theory in Sections 2 and 3, we show the existence of asymptotic
speeds of spread for solutions of a nonlocal and time-delayed reaction–diffusion
model and a time-delayed and diffusive epidemic model, respectively, and we
establish the existence of monotone traveling waves above the minimal speeds and
their nonexistence below the minimal speeds.
2. Asymptotic speeds of spread
We consider nonlinear integral equations
uðt; xÞ ¼ u0ðt; xÞ þ
Z t
0
Z
Rn
Fðuðt  s; x  yÞ; s; yÞ dy ds; ð2:1Þ
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where F :R2þ  Rn-R is continuous in u and Borel measurable in ðs; yÞ; and
u0 :Rþ  Rn-Rþ is Borel measurable and bounded. We will further impose the
following assumption on F :
(A) There exists a function k :Rþ  Rn-Rþ such that
(A1) k :¼ RN0 RRn kðs; xÞ dx dsoN:
(A2) 0pFðu; s; xÞpukðs; xÞ; 8u; sX0; xARn:
(A3) For every compact interval I in ð0;NÞ; there exists some e40 such
that
Fðu; s; xÞXekðs; xÞ; 8uAI ; sX0; xARn:
(A4) For every e40; there exists some d40 such that
Fðu; s; xÞXð1 eÞukðs; xÞ; 8uA½0; d
; sX0; xARn:
(A5) For every w40; there exists some L40 such that
jFðu; s; xÞ  Fðv; s; xÞjpLju  vjkðs; xÞ; 8u; vA½0; w
; sX0; xARn:
Clearly, assumption (A2) implies that Fð0; s; xÞ ¼ 0; 8sX0; xARn: Though we do
not assume that F is differentiable at u ¼ 0; (A2) and (A4) together imply that k is
something like the derivative of F at u ¼ 0: With this in mind, (A2) also states that F
is dominated by its linearization at u ¼ 0:
Proposition 2.1. Let (A) hold. Then for every Borel measurable, nonnegative and
bounded function u0ðt; xÞ; there exists a unique Borel measurable solution u :Rþ 
Rn-Rþ of (2.1), and u is bounded on ½0; r
  Rn for every r40: Furthermore, the
following holds under additional assumptions:
(a) The solution u is bounded if there exist c1; c240 such that c1ko1 and
Fðu; s; xÞpðc2 þ c1uÞkðs; xÞ; 8u; sX0; xARn:
(b) If r40 and limjxj-N u0ðt; xÞ ¼ 0 uniformly for tA½0; r
; then the same holds
for u:
Proof. The existence and uniqueness of solution u are a standard application of
Banach’s ﬁxed point theorem (cf. [30, Section 3.3]). This proof also provides that u is
bounded on every set ½0; r
  Rn; r40:
(a) To show that u is bounded on Rþ  Rn; let r40 and set
kr ¼ supfuðt; xÞ : 0ptpr; xARng:
ARTICLE IN PRESS
H.R. Thieme, X.-Q. Zhao / J. Differential Equations 195 (2003) 430–470432
Let k be the supremum of u0 on Rþ  Rn: By our extra assumption,
krpk þ ðc2 þ c1krÞk;
where k :¼ RN0 RRn kðs; yÞ dy ds: Since c1ko1; we have
krpð1 c1kÞ1ðk þ c2kÞ:
Since the right-hand side does not depend on r; u is bounded.
(b) For l; t40; deﬁne
kl ¼
Z N
0
Z
Rn
elskðs; yÞ dy ds
and
ulðxÞ ¼ supfeltuðt; xÞ : 0ptptg;
and make the analogous deﬁnition for u0: Then
ulðxÞpul0ðxÞ þ
Z
Rn
ulðx  yÞ
Z N
0
elskðs; yÞ ds
 
dy:
Deﬁne
UlðrÞ ¼ sup
jxjXr
ulðxÞ; 8rX0;
and UlðrÞ ¼ Ulð0Þ for rp0: Notice that Ul is a decreasing function on ½0;NÞ: We
have
UlðrÞpUl0 ðrÞ þ
Z
Rn
Ulðr  jyjÞ
Z N
0
elskðs; yÞ ds
 
dy:
Let UlðNÞ ¼ limr-N UlðrÞ and Ul0 ðNÞ ¼ limr-N Ul0 ðrÞ: By assumption, we have
Ul0 ðNÞ ¼ 0: It then follows from the dominated convergence theorem that
UlðNÞp
Z
Rn
lim
r-N
Ulðr  jyjÞ
Z N
0
elskðs; yÞ ds
 
dy ¼ UlðNÞkl:
Again by the dominated convergence theorem, we can choose l40 so large that
klo1; which implies that UlðNÞ ¼ 0: Since
0 ¼ UlðNÞX lim
r-N
elt supfuðt; xÞ : 0ptpt; jxjXrgX0;
the assertion follows. &
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Let c40 and u : ½0;NÞ  Rn-R: We deﬁne
lim inf
t-N;jxjpct
uðt; xÞ ¼ sup
tX0
inffuðs; xÞ : sXt; jxjpcsg ð2:2Þ
and
lim sup
t-N;jxjpct
uðt; xÞ ¼ inf
tX0
supfuðs; xÞ : sXt; jxjpcsg: ð2:3Þ
One easily sees that lim inf t-N;jxjpct uðt; xÞXu if and only if for any u˜ou; there
exists some t˜40 such that uðt; xÞ4u˜; 8tXt˜; jxjpct: A similar characterization holds
for lim supt-N;jxjpct uðt; xÞ: We say that limt-N;jxjpct uðt; xÞ ¼ u if and only if
u ¼ lim sup
t-N;jxjpct
uðt; xÞ ¼ lim inf
t-N;jxjpct
uðt; xÞ:
This is equivalent to the statement that for every e40; there exists some t40 such
that juðs; xÞ  ujoe whenever sXt; jxjpcs:
Similarly we say that limt-N;jxjXct uðt; xÞ ¼ 0 if and only if for every e40; there
exists some t40 such that juðs; xÞjoe whenever sXt; jxjXcs:
Deﬁnition 2.1. A number c40 is called the asymptotic speed of spread for a
function u :Rþ  Rn-Rþ if limt-N;jxjXct uðt; xÞ ¼ 0 for every c4c; and if there
exists some e40 such that lim inf t-N;jxjpct uðt; xÞXe for every cAð0; cÞ:
Recall that a function c :Rn-R is said to be isotropic if cðxÞ ¼ cðyÞ whenever
jxj ¼ jyj: A function k : ½0;NÞ  Rn-R is said to be isotropic if kðs; Þ is isotropic for
almost all s40: For a ﬁxed zARn with jzj ¼ 1; we deﬁne
Kðc; lÞ :¼
Z N
0
Z
RN
elðcszyÞkðs; yÞ dy ds; 8cX0; lX0:
Assume that k is isotropic. Since for every zARn with jzj ¼ 1; there exists an
orthogonal matrix A with Az ¼ e1; where e1 is the ﬁrst canonical basis vector of Rn;
there holds
Kðc; lÞ ¼
Z N
0
Z
Rn
elðcsþy1Þkðs; yÞ dy ds; ð2:4Þ
where y1 is the ﬁrst coordinate of y:
The result below shows that the transformKðc; lÞ of k will play a crucial role in
the study of asymptotic behavior of solutions of Eq. (2.1).
Proposition 2.2. Let (A) hold, and let k be isotropic and c; l40 such that Kðc; lÞo1:
Assume that there exists some M140 such that u0ðt; xÞpM1elðctjxjÞ; 8tX0; xARn:
Then there exists some g40 such that uðt; xÞpgelðctjxjÞ; 8tX0; xARn: In particular,
limt-N;jxjXc˜t uðt; xÞ ¼ 0 for every c˜4c:
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Proof. By assumption (A2), it follows that a solution u to (2.1) satisﬁes
uðt; xÞpu0ðt; xÞ þ ðKuÞðt; xÞ; ð2:5Þ
where K is the linear integral operator
KðuÞðt; xÞ :¼
Z t
0
Z
Rn
uðt  s; x  yÞkðs; yÞ dy ds: ð2:6Þ
Let u˜ðt; xÞ ¼ gelðctzxÞ; where z is a unit vector in Rn: It then follows that
ðKu˜Þðt; xÞpu˜ðt; xÞKðc; lÞ; 8tX0; xARn; ð2:7Þ
and hence
Kðu˜Þðt; xÞ þ u0ðt; xÞpu˜ðt; xÞ Kðc; lÞ þ M1g
 
: ð2:8Þ
Choosing g40 large enough, we can achieve
Kðc; lÞ þ M1
g
p1;
and hence,
u˜ðt; xÞXu0ðt; xÞ þ ðKu˜Þðt; xÞ: ð2:9Þ
A comparison argument (cf. [30, Lemma 3.2]) then implies that
uðt; xÞpgelðctzxÞ; 8tX0; xARn:
Note that the choice of g does not depend on the unit vector z: With z ¼ jxj1x; we
obtain the assertion. &
In order to analyze Kðc; lÞ; we make a couple of assumptions concerning k:
(B) k :Rþ  Rn-Rþ is a Borel measurable function such that
(B1) k :¼ RN
0
R
Rn
kðs; yÞ dy dsAð1;NÞ:
(B2) There exists some l}40 such thatZ N
0
Z
Rn
el
}y1kðs; yÞ dy dsoN:
(B3) There exist numbers s24s140; r40 such that
kðs; xÞ40; 8sAðs1; s2Þ; jxjA½0; rÞ:
(B4) k is isotropic.
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The subsequent lemma is a consequence of [30, Lemma 3.7] and further
straightforward calculations.
Lemma 2.1. Let (B) hold. Then Kðc; lÞ admits the following properties:
(1) limc-NKðc; lÞ ¼ 0 for lAð0; l}
 with l} from assumption (B2).
(2) lim infc-0Kðc; lÞXk uniformly in lX0:
(3) For every c40; there is some l40 such that Kðc; lÞoKðc; 0Þ ¼ k:
(4) For l40; Kðc; lÞ is a decreasing convex function of c:
(5) For cX0; Kðc; lÞ is a convex function of l:
(6) For every c40; there exists some lxðcÞAð0;N
 such that Kðc; lÞoN for
lA½0; lxðcÞÞ and Kðc; lÞ ¼N for lAðlxðcÞ;NÞ: Notice that the last interval is
possibly empty.
We deﬁne
c :¼ inffcX0 :Kðc; lÞo1 for some l40g: ð2:10Þ
By Lemma 2.1, it is easy to check the following properties of c:
Lemma 2.2. Let (B) hold. Then cAð0;NÞ and there holds that
(1) for c4c; there exists some l40 such that Kðc; lÞo1;
(2) for cA½0; cÞ; inflX0Kðc; lÞ41:
Under an additional assumption, we can get more information about c (cf. [35,
(3.11)]).
Proposition 2.3. Let (B) hold and assume that lim inflslxðcÞKðc; lÞXk for every
c40: Then there exists a unique lAð0; lxðcÞÞ such that Kðc; lÞ ¼ 1 and
Kðc; lÞ41 for lal: Moreover, c and l are uniquely determined as the solutions
of the system
Kðc; lÞ ¼ 1; d
dl
Kðc; lÞ ¼ 0:
We say that u0 is admissible if for every c; l40 withKðc; lÞo1; there exists some
g40 such that
u0ðt; xÞpgelðctjxjÞ; 8tX0; xARn: ð2:11Þ
Theorem 2.1. Let (A) and (B) hold. Then for every admissible u0; the unique solution
uðt; xÞ of (2.1) satisfies limt-N;jxjXct uðt; xÞ ¼ 0 for each c4c:
ARTICLE IN PRESS
H.R. Thieme, X.-Q. Zhao / J. Differential Equations 195 (2003) 430–470436
Proof. Let c4c: Choose c˘Aðc; cÞ: Then, by Lemma 2.2(1), there exists some &l40
such thatKðc˘; &lÞo1: Since u0 is admissible, the assumptions of Proposition 2.2 are
satisﬁed for c˘ and &l: Since c4c˘; the statement follows from Proposition 2.2. &
From the above theorem, it is natural to expect that c is the asymptotic speed of
spread for solutions of (2.1). To conﬁrm this observation, we start with the special
case Fðu; s; xÞ ¼ f ðuÞkðs; xÞ; where f satisﬁes the following assumption:
(C) f :Rþ-Rþ is a Lipschitz continuous function such that
(C1) f ð0Þ ¼ 0 and f ðuÞ40; 8u40;
(C2) f is differentiable at u ¼ 0; f 0ð0Þ ¼ 1 and f ðuÞpu; 8u40;
(C3) limu-N
f ðuÞ
u
¼ 0;
(C4) there exists a positive solution u of u ¼ kf ðuÞ such that
kf ðuÞ4u; 8uAð0; uÞ; and kf ðuÞou; 8u4u:
Theorem 2.2 (Thieme [30, Theorem 2.8(c)]). Let Fðu; s; xÞ ¼ f ðuÞkðs; xÞ: Assume that
(B) and (C) hold, and f is monotone increasing. Then for any Borel measurable function
u0 :Rþ  Rn-Rþ with the property that u0ðt; xÞXZ40; 8tAðt1; t2Þ; jxjpZ; for
appropriate t24t1X0; Z40; there holds lim inf t-N;jxjpct uðt; xÞXu; 8cAð0; cÞ:
Theorem 2.3 (Thieme [31, Lemma 3.10]). Let Fðu; s; xÞ ¼ f ðuÞkðs; xÞ: Assume that
(B) and (C) hold. Let u0 :Rþ  Rn-Rþ be a Borel measurable function with the
property that limt-N u0ðt; xÞ ¼ 0 uniformly in xARn; and u0ðt; xÞ
XZ40; 8tAðt1; t2Þ; jxjpZ; for appropriate t24t1X0; Z40: Assume that the unique
solution u of (2.1) is bounded, uN :¼ lim supt-N supxARn uðt; xÞ: If there is no pair v
and w such that 0ovouowpuN and w ¼ kf ðvÞ;v ¼ kf ðwÞ; then
limt-N;jxjpct uðt; xÞ ¼ u; 8cAð0; cÞ:
Proof. This result was essentially proved in [31]. Indeed, assume that the statement
does not hold. The same proof as in [31, Lemma 3.10] shows that there exist u˜4uˆ40
such that ½uˆ; u˜
Dkf ð½uˆ; u˜
Þ: Multiple use of the intermediate value theorem shows
that there is pair w4v40 such that w ¼ kf ðvÞ and v ¼ kf ðwÞ; a contradiction (cf.
[33, Proposition 9.3]). &
For the general case of Fðu; s; xÞ; we deﬁne
F˘ðuÞ ¼
Z N
0
Z
Rn
Fðu; s; yÞ dy ds: ð2:12Þ
Under assumption (A), it easily follows that F˘ is differentiable at 0; F˘0ð0Þ ¼ k; and
in the case where k41; there is some u40 such that
F˘ðuÞ ¼ u; F˘ðuÞ4u; 8uAð0; uÞ: ð2:13Þ
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Proposition 2.4. Let (A) and (B) hold and let u0 :Rþ  Rn-Rþ be a bounded and
Borel measurable function with the property that u0ðt; xÞXZ40; 8tAðt1; t2Þ; jxjpZ;
for appropriate t24t1X0; Z40: If the unique solution u of (2.1) is bounded, then
lim inf t-N;jxjpct uðt; xÞ40; 8cAð0; cÞ:
Proof. Let M40 be such that uðt; xÞpM; 8tX0; xARn: Choose e40 such that
ð1 eÞk41 and ð1 eÞKðc; lÞ41; 8lX0 (see Lemma 2.2(2)). Choose d40
according to (A4) and set f ðuÞ ¼ minfu; dg: Then Fðu; s; xÞXf ðuÞð1 eÞkðs; xÞ for
uA½0; d
; 8sX0; xARn: Making d40 smaller if necessary we can achieve by (A3) that
Fðu; s; xÞXf ðuÞð1 eÞkðs; xÞ; 8uA½0; M
; sX0; xARn: Consider the solution u˜ of
(2.1) with F˜ðu; s; xÞ ¼ f ðuÞð1 eÞkðs; xÞ replacing F : Since
uðt; xÞXu0ðt; xÞ þ
Z t
0
Z
Rn
F˜ðuðt  s; y þ xÞ; s; yÞ dy ds
and f is monotone increasing, a comparison principle implies that
uðt; xÞXu˜ðt; xÞ; 8tX0; xARn (cf. [30, Lemma 3.2]). By Theorem 2.2,
limt-N;jxjpct u˜ðt; xÞ40: This implies the assertion. &
Theorem 2.4. Let the assumptions of Proposition 2.4 be satisfied, u a bounded solution
of (2.1), and
uN :¼ lim sup
t-N
sup
xARn
uðt; xÞ:
Assume that Fð; s; xÞ is monotone increasing on ½0; uN
 for each ðs; xÞARþ  Rn and
limt-N u0ðt; xÞ ¼ 0 uniformly in xARn: Let u40 be such that F˘ðuÞ4u whenever
uAð0; uÞ and F˘ðuÞou whenever uAðu; uN
: Then we have limt-N;jxjpct uðt; xÞ ¼
u; 8cAð0; cÞ:
Proof. We proceed as in [31, Section 3.9]. For bAð0; cÞ; according to (2.2) and (2.3),
we deﬁne
UðbÞ :¼ lim inf
t-N;jxjpbt
uðt; xÞ;
UðbÞ :¼ lim sup
t-N;jxjpbt
uðt; xÞ: ð2:14Þ
We choose sequences ftjg in ½0;NÞ and fxjg in Rn such that jxjjpbtj ; tj-N as
j-N; and limj-N uðtj; xjÞ ¼ UðbÞ: Set
F˜ðu; s; xÞ ¼
Fðu; s; xÞ
kðs; xÞ if kðs; xÞ40;
0 if kðs; xÞ ¼ 0:
8<
:
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Then F˜ðu; s; xÞpu and
uðt; xÞ ¼ u0ðt; xÞ þ
Z t
0
Z
Rn
F˜ðuðt  s; x  yÞ; s; yÞkðs; yÞ dy ds:
By Fatou’s lemma,
UðbÞX
Z N
0
Z
Rn
lim inf
j-N
F˜ðuðtj  s; xj  yÞ; s; yÞkðs; yÞ dy ds:
Since F˜ð; s; zÞ is monotone increasing and continuous, there holds
UðbÞX
Z N
0
Z
Rn
F˜ lim inf
j-N
uðtj  s; xj  yÞ; s; y
 
kðs; yÞ dy ds:
Let 0obogoc: Since lim inf j-N uðtj  s; xj  yÞXUðgÞ; 8ðs; yÞARþ  Rn; we
have
UðbÞX
Z N
0
Z
Rn
F˜ðUðgÞ; s; yÞkðs; yÞ dy ds
¼
Z N
0
Z
Rn
FðUðgÞ; s; yÞ dy ds ¼ F˘ðUðgÞÞ:
Let 0ocogoc: Deﬁne
Vðc; gÞ ¼ inf
cobog
UðbÞ:
Then Vðc; gÞXF˘ðVðc; gÞÞ because F˘ is monotone increasing and continuous.
Furthermore, by the deﬁnition of UðbÞ; UðcÞXVðc; gÞXUðgÞ; and, by Proposi-
tion 2.4, UðgÞ40: Thus, the assumptions for F˘ imply that Vðc; gÞXu; and hence,
UðcÞXu: Similarly we can show that
UðbÞpF˘ðUðgÞÞ; 80obogoc;
and V ðc; gÞpF˘ðVðc; gÞÞ; where V ðc; gÞ ¼ supcobog UðbÞ: Therefore, since
V ðc; gÞpuN; the assumptions for F˘ imply that V ðc; gÞpu; and hence
UðcÞpu: Since UðcÞXUðcÞ; we have UðcÞ ¼ u ¼ UðcÞ and the assertion of
the theorem follows. &
Theorem 2.5. Let the assumptions of Proposition 2.4 be satisfied. Assume that Fðu;s;xÞ
u
is
monotone decreasing and uFðu; s; xÞ is monotone increasing in u40 for each
ðs; xÞAR Rn; that the monotonicities are strict for sAðs1; s2Þ; jxjAð0; rÞ with
appropriate constants s24s140; r40; and that limt-N u0ðt; xÞ ¼ 0 uniformly in
xARn: Then there holds limt-N;jxjpct uðt; xÞ ¼ u; 8cAð0; cÞ; where u is the unique
positive fixed point of F˘:
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Proof. We deﬁne F˜ðu; s; yÞ as in the proof of Theorem 2.4 and set
gðv; w; s; yÞ ¼ inffF˜ðu; s; yÞ : vpupwg if vpw;
supfF˜ðu; s; yÞ : wpupvg if wpv:
(
ð2:15Þ
Then gðv; w; s; yÞ is monotone increasing in vX0 and monotone decreasing in wX0:
Furthermore, gðu; u; s; yÞ ¼ F˜ðu; s; yÞ and gð; ; s; yÞ is continuous (cf. [32, Section 2]).
Using the notations and the arguments in the proof of Theorem 2.4, we have
UðbÞX
Z N
0
Z
Rn
gðUðgÞ; UðgÞ; s; yÞkðs; yÞ dy ds;
UðbÞp
Z N
0
Z
Rn
gðUðgÞ; UðgÞ; s; yÞkðs; yÞ dy ds:
We also have
Vðc; gÞX
Z N
0
Z
Rn
gðVðc; gÞ; V ðc; gÞ; s; yÞkðs; yÞ dy ds;
V ðc; gÞp
Z N
0
Z
Rn
gðV ðc; gÞ; Vðc; gÞ; s; yÞkðs; yÞ dy ds: ð2:16Þ
Moreover, 0oVðc; gÞpV ðc; gÞ: Assume that the inequality is strict. Then there
exists some xAð0; 1Þ such that Vðc; gÞ ¼ xV ðc; gÞ: The assumptions for F ; which are
inherited by F˜; imply that
gðVðc; gÞ; Vðc; gÞ; s; yÞ ¼ g xVðc; gÞ; 1xVðc; gÞ; s; y
 
XxgðV ðc; gÞ; Vðc; gÞ; s; yÞ
with the inequality being strict for sAðs1; s2Þ; jyjAð0; rÞ (see the proof of [32, Lemma
2.1]). By hypothesis (B3), it then follows that
Vðc; gÞX
Z N
0
Z
Rn
gðVðc; gÞ; Vðc; gÞ; s; yÞkðs; yÞ dy ds
4 x
Z N
0
Z
Rn
gðVðc; gÞ; Vðc; gÞ; s; yÞkðs; yÞ dy dsXxV ðc; gÞ ¼ Vðc; gÞ;
a contradiction. Thus, Vðc; gÞ ¼ Vðc; gÞ: By (2.15) and (2.16), we have
Vðc; gÞXF˘ðVðc; gÞÞXVðc; gÞ; and hence, Vðc; gÞ is a positive ﬁxed point of F˘:
The assumptions for F imply that F˘ has exactly one positive ﬁxed point, namely u:
Consequently, u ¼ Vðc; gÞpUðcÞpUðcÞpVðc; gÞ ¼ u; and the assertion of the
theorem follows. &
Theorem 2.6. Let the assumptions of Proposition 2.4 be satisfied. Assume that
limt-N u0ðt; xÞ ¼ 0 uniformly in xARn; and that the unique solution u of (2.1) is
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bounded. Then there exists some d040; which only depends on uN :¼
lim supt-N supxARn uðt; xÞ; such that lim inf t-N;jxjpct uðt; xÞXd0; 8cAð0; cÞ:
Proof. Using the notations and the arguments in the proofs of Theorems 2.4 and 2.5,
we have 0oV ðc; gÞpuN; 80ocogoc; and
Vðc; gÞX
Z N
0
Z
Rn
gðVðc; gÞ; uN; s; yÞkðs; yÞ dy ds:
We choose some e40 such that ð1 eÞk41: According to (A4), we can choose
some dAð0; uNÞ such that F˜ðu; s; yÞXð1 eÞu; 8uA½0; d
; ðs; yÞARþ  Rn with
kðs; yÞ40: According to (A3), we ﬁnd some Z40 such that
F˜ðu; s; yÞXZ; 8uA½d; uN
; ðs; yÞARþ  Rn with kðs; yÞ40: Set f ðuÞ ¼ minfð1
eÞu; Zg: Then F˜ðu; s; yÞXf ðuÞ; 8uA½0; uN
; ðs; yÞARþ  Rn with kðs; yÞ40: Since f
is increasing, it follows from the deﬁnition of g that
gðVðc; gÞ; uN; s; yÞXf ðVðc; gÞÞ; 8ðs; yÞARþ  Rn:
Thus
Vðc; gÞX
Z N
0
Z
Rn
f ðVðc; gÞÞkðs; yÞ dy ds ¼ f ðVðc; gÞÞk:
Suppose Vðc; gÞpd0 :¼ Z1e: Then f ðVðc; gÞÞ ¼ ð1 eÞVðc; gÞ; and hence
Vðc; gÞXð1 eÞVðc; gÞk4Vðc; gÞ;
a contradiction. Hence, UðcÞXVðc; gÞXd0: Since the choice of d040 is independent
of cAð0; cÞ; the assertion of the theorem follows. &
3. Traveling waves
In this section, we consider the traveling wave solutions of the limiting equation of
(2.1) with n ¼ 1
uðt; xÞ ¼
Z N
0
Z
R
Fðuðt  s; x  yÞ; s; yÞ dy ds: ð3:1Þ
Recall that a solution uðt; xÞ of (3.1) is said to be a traveling wave solution if it is of
the form uðt; xÞ ¼ vðx þ ctÞ: The parameter c is called the wave speed, and the
function vðÞ is called the wave proﬁle. Substituting this ansatz into (3.1),
vðx þ ctÞ ¼
Z N
0
Z
R
Fðvðcðt  sÞ þ ðx  yÞÞ; s; yÞ dy ds:
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Setting x ¼ x þ ct;
vðxÞ ¼
Z N
0
Z
R
Fðvðx ðcs þ yÞÞ; s; yÞ dy ds: ð3:2Þ
With an appropriate substitution, we obtain
vðxÞ ¼
Z N
0
Z
R
Fðvðx zÞ; s; z csÞ dz ds:
Changing the order of integration, this equation can be written as
vðxÞ ¼
Z
R
Fcðvðx zÞ; zÞ dz ð3:3Þ
with
Fcðv; zÞ ¼
Z N
0
Fðv; s; z csÞ ds: ð3:4Þ
In order to associate the traveling waves with the spread of the phenomenon under
consideration, one also requires that
vðÞ is positive and bounded on R; and lim
x-N
vðxÞ ¼ 0: ð3:5Þ
For the special case where Fðu; s; xÞ ¼ f ðuÞkðs; xÞ; we need the following modiﬁed
assumptions on f :
ðC0Þ f :Rþ-Rþ is a continuous function such that
ðC10Þ f ð0Þ ¼ 0; and there exists a positive solution u of u ¼ kf ðuÞ such
that kf ðuÞ4u; 8uAð0; uÞ;
ðC20Þ f is differentiable at u ¼ 0; f 0ð0Þ ¼ 1 and f ðuÞpu; 8uA½0; u
:
Theorem 3.1 (Diekmann [11, Theorem 6.1]). Let Fðu; s; xÞ ¼ f ðuÞkðs; xÞ and let (B)
with n ¼ 1 and ðC0Þ hold. Assume that f is monotone increasing on ½0; u
; and
f ðuÞXu  au2; 8uA½0; u
; for some a40: Then for each c4c; there exists a
monotone traveling wave of (3.1) with speed c and connecting 0 and u; i.e., a solution v
of (3.3) and (3.5) with limx-N vðxÞ ¼ u and v being increasing.
Theorem 3.2 (Diekmann and Kaper [13, Theorem 6.5]). Let Fðu; s; xÞ ¼ f ðuÞkðs; xÞ
and let (B) with n ¼ 1 and ðC0Þ hold. Assume that j f ðuÞ  f ðvÞjpju  vj; 8u; vA½0; u
:
Then for c4c; (3.1) and (3.5) admit at most one monotone increasing traveling wave
vðx þ ctÞ connecting 0 and u up to translation.
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Proof. It follows from (B2) that Kðc; lÞ is inﬁnitely often differentiable for l in
some interval ½0; d
 with d40: Thus, it is easy to verify that
d
dl
Kð1; lÞ
				
l¼0
¼ 
Z N
0
Z
R
ðs þ yÞkðs; yÞ dy ds
and
d2
dl2
Kð0; lÞ
				
l¼0
¼
Z N
0
Z
R
y2kðs; yÞ dy ds:
Since jyjp1
2
ð1þ y2Þ; RN0 RR jyjkðs; yÞ dy ds exists. It follows that RN0 RR jcs þ
yjkðs; yÞ dy ds exists for each c40; and hence,
Z
R
jzj
Z N
0
kðs; z csÞ ds
 
dzoN;
that is, %kðzÞ :¼ RN0 kðs; z csÞ ds has a ﬁnite ﬁrst absolute moment. Thus, the
assertion follows from [13, Theorem 6.5], as applied to Eq. (3.3). &
In the general case of Fðu; s; xÞ; let u be deﬁned as in (2.13). Then we have the
following results.
Theorem 3.3. Let (A2) and (B) with n ¼ 1 hold. Assume that Fð; s; xÞ is increasing on
½0; u
 for each ðs; xÞARþ  R; and Fðu; s; xÞXðu  busÞkðs; xÞ; 8uA½0; d
;
ðs; xÞARþ  R; for appropriate dAð0; u
; s41 and b40: Then for each c4c;
there exists a monotone traveling wave solution of (3.1) with speed c and connecting 0
and u:
Proof. We use the method of sub- and super-solutions as in the proof of [11,
Theorem 6.1]. Let c4c be ﬁxed, and let T be the integral operator deﬁned by the
right-hand side of (3.3). By (3.2), we have
TðvÞðxÞ ¼
Z N
0
Z
R
Fðvðx ðcs þ yÞÞ; s; yÞ dy ds; 8xAR:
By Lemmas 2.2(1) and 2.1(5), there exist two positive numbers l1ol2 such that
Kðc; l1Þ ¼ 1 and Kðc; lÞo1; 8lAðl1; ; l2
: Deﬁne
cðxÞ :¼ minfuel1x; ug; 8xAR:
Since Fðu; s; xÞ is increasing in u and cðxÞpu; 8xAR; it follows that
TðcÞðxÞp
Z N
0
Z
R
Fðu; s; yÞ dy ds ¼ F˘ðuÞ ¼ u; 8xAR: ð3:6Þ
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Using (A2) and the fact that cðxÞpuel1x; 8xAR; we further get
TðcÞðxÞp
Z N
0
Z
R
cðx ðcs þ yÞÞkðs; yÞ dy ds
p
Z N
0
Z
R
uel1ðxðcsþyÞÞkðs; yÞ dy ds
¼ uel1xKðc; l1Þ ¼ uel1x; 8xAR: ð3:7Þ
Thus, both (3.6) and (3.7) imply that TðcÞpc; i.e., c is a super-solution of (3.3). In
order to get a sub-solution of (3.3), we ﬁrst ﬁx a sufﬁciently small eAð0; l1ðs 1Þ

such that l1 þ epl2; and henceKðc; l1 þ eÞo1: We then choose a sufﬁciently large
number MX1 such that
1þ bðu
Þs
dM
 
Kðc; l1 þ eÞo1:
Deﬁne
fðxÞ :¼ maxf0; dð1 MeexÞel1xg; 8xAR:
Let x0 :¼ ln Me : Then fðxÞ ¼ 0; 8xXx0; and fðxÞ ¼ del1x  dMeðl1þeÞx; 8xpx0:
Since dpu; x0p0 and 0oepl1ðs 1Þ; it is easy to see that
0pfðxÞpcðxÞ; ðfðxÞÞspðuÞseðl1þeÞx; 8xAR:
By (A2) and the fact that fðxÞX0; 8xAR; we have TðfÞðxÞX0; 8xAR: Since
fðxÞXdel1x  dMeðl1þeÞx; 8xAR; it follows that
fðxÞ  bðfðxÞÞsX del1x  dMeðl1þeÞx  bðuÞseðl1þeÞx
X del1x  dMeðl1þeÞx 1þ bðu
Þs
dM
 
X del1x  dM
Kðc; l1 þ eÞ e
ðl1þeÞx; 8xAR:
By the assumption on F ; we then get
TðfÞðxÞX
Z N
0
Z
R
ðfðx ðcs þ yÞÞ  bðfðx ðcs þ yÞÞÞsÞkðs; yÞ dy ds
X
Z N
0
Z
R
del1ðxðcsþyÞÞ  dM
Kðc; l1 þ eÞ e
ðl1þeÞðxðcsþyÞÞ
 
kðs; yÞ dy ds
X del1xKðc; l1Þ  dM
K ðc; l1 þ eÞ e
ðl1þeÞxKðc; l1 þ eÞ
¼ del1x  dMeðl1þeÞx; 8xAR:
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Therefore, TðfÞXf; i.e., f is a sub-solution of (3.3). Since Fcðv; zÞ is increasing in v;
the operator T is monotone increasing. By a standard iteration argument (cf. [11,
Theorem 6.1]), it follows that Tnc converges to an increasing function v uniformly
on compact subsets of R: Moreover, vðxÞ is a solution of (3.3) and satisﬁes
fðxÞpvðxÞpcðxÞ; 8xAR: Clearly, vðNÞ ¼ 0 and 0ovðþNÞpu: Using Eq. (3.2)
and the monotone convergence theorem, we then get
vðþNÞ ¼
Z N
0
Z
R
FðvðþNÞ; s; yÞ dy ds ¼ F˘ðvðþNÞÞ;
and hence, (2.13) implies that vðþNÞ ¼ u: &
Remark 3.1. The construction of sub-solution in the proof of Theorem 3.3 is
different from that in [11] where the sub-solution is deﬁned as fðxÞ ¼
maxf0; uel1x  Meðl1þeÞxg: Moreover, Theorem 3.3 with d ¼ u and s ¼ 2 implies
Theorem 3.1.
Theorem 3.4. Let Fðu; s; xÞ ¼Pmi¼1 fiðuÞkiðs; xÞ and let the assumptions of Theorem
3.3 be satisfied. Assume that each kiðs; Þ is continuous on R for all sX0: Then there
exists a monotone traveling wave solution of (3.1) with speed c and connecting 0 and
u:
Proof. We use a limiting argument similar to that of [6]. Choose a sequence
fcjgCðc;NÞ such that limj-N cj ¼ c: According to Theorem 3.3, there exists a
monotone solution vjðxÞ of (3.3) and (3.5) with c ¼ cj; and vjðxÞ connects 0 and u:
Since each vjðxþ hÞ; hAR; is also such a solution, we can assume that vjð0Þ ¼
1
2
u; 8jX1: Clearly, 0pvjðxÞpu; 8xAR; jX1: Let Mi ¼ supf fiðuÞ : uA½0; u
g: It
then follows that
jvjðx1Þ  vjðx2Þj ¼
Z
R
Z N
0
FðvjðZÞ; s; x1  cjs  ZÞ ds dZ
				

Z
R
Z N
0
FðvjðZÞ; s; x2  cjs  ZÞ ds dZ
				
p
Xm
i¼1
Mi
Z N
0
Z
R
jkiðs; x1  cjs  ZÞ  kiðs; x2  cjs  ZÞj dZ ds
¼
Xm
i¼1
Mi
Z N
0
Z
R
jkiðs; y þ x1  x2Þ  kiðs; yÞj dy ds; 8x1; x2AR:
Thus, fvjðxÞg is an equi-continuous and uniformly bounded sequence of functions
on R: By Ascoli’s theorem and a nested subsequence argument, it follows that
there exists a subsequence of fcjg; still denoted by fcjg; such that vjðxÞ
converges uniformly on every bounded interval, and hence pointwise on R to
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vðxÞ: Note that
vjðxÞ ¼
Z N
0
Z
R
Fðvjðx cjs  yÞ; s; yÞ dy ds; 8xAR: ð3:8Þ
Letting j-N in (3.8) and using the dominated convergence theorem, we then get
vðxÞ ¼
Z N
0
Z
R
Fðvðx cs  yÞ; s; yÞ dy ds; 8xAR; ð3:9Þ
and hence, vðxÞ is a solution of (3.3) with c ¼ c: Clearly, vðÞ is a monotone
increasing function on R with vð0Þ ¼ 1
2
u and 0pvðxÞpu; 8xAR: Since Fð; s; xÞ
is increasing on ½0; u
; letting x-7N in (3.9) and using the monotone convergence
theorem, we then get
vð7NÞ ¼
Z N
0
Z
R
Fðvð7NÞ; s; yÞ dy ds ¼ F˘ðvð7NÞÞ:
By (2.13) and the fact that 0pvðNÞp1
2
upvðþNÞpu; it follows that
vðNÞ ¼ 0 and vðþNÞ ¼ u: Consequently, vðx þ ctÞ is a monotone traveling
wave solution of (3.1) connecting 0 and u: &
We complete this section with a general result on the nonexistence of traveling
wave solutions.
Theorem 3.5. Let (A) and (B) hold. Then for each cAð0; cÞ; there exists no traveling
wave solution of (3.1) and (3.5) with speed c:
Proof. Let uðt; xÞ ¼ vðx þ ctÞ be a traveling wave solution of (3.1) and (3.5) with
cAð0; cÞ: Then u is a positive and bounded solution of (2.1) with n ¼ 1 and
u0ðt; xÞ ¼
Z N
t
Z
R
Fðuðt  s; x  yÞ; s; yÞ dy ds:
Note that
u0ðt; xÞ ¼
Z 0
N
Z
R
Fðuðs; yÞ; t  s; x  yÞ dy ds:
By assumptions (A) and (B), it easily follows that u0ðt; xÞ satisﬁes the assumptions of
Proposition 2.4. Thus, according to Proposition 2.4, there holds
lim inf
t-N;jxjpc˜t
uðt; xÞ40; 8c˜Að0; cÞ:
Choose c˜Aðc; cÞ and x ¼ c˜t: Then lim inf t-N uðt;c˜tÞ40; but (3.5) implies that
limt-N uðt;c˜tÞ ¼ limt-N vððc  c˜ÞtÞ ¼ 0; a contradiction. &
ARTICLE IN PRESS
H.R. Thieme, X.-Q. Zhao / J. Differential Equations 195 (2003) 430–470446
4. Applications
In this section, we apply the results in Sections 2 and 3 to two time-delayed
reaction–diffusion population models. This is possible because transform (2.4) has
properties comparable to those of the Laplace transform.
Proposition 4.1. Transform (2.4) converts convolutions into products as follows:
(1) If kðt; xÞ ¼ R t0 RRn k1ðt  s; x  yÞk2ðs; yÞ ds dy; then Kðc; lÞ ¼K1ðc; lÞ
K2ðc; lÞ:
(2) If kðt; xÞ ¼ R t0 k1ðt  s; xÞmðdsÞ with a nonnegative measure m; then Kðc; lÞ ¼
K1ðc; lÞ
RN
0
elcsmðdsÞ:
(3) If kðt; xÞ ¼ R
Rn
k1ðt; x  yÞk2ðyÞ dy; then Kðc; lÞ ¼K1ðc; lÞ
R
Rn
ely1k2ðyÞ dy:
In the three equalities above, it is understood that 0 N ¼ 0: Moreover, if k1 and k2 are
isotropic, so is k:
Proof. We only verify the ﬁrst equality since the other two can be shown in a similar
way. According to (2.4), we have
Kðc; lÞ ¼
Z N
0
Z
Rn
elðctþx1Þkðt; xÞ dx dt
¼
Z N
0
Z
Rn
Z t
0
Z
Rn
elðcðtsÞþðx1y1ÞÞk1ðt  s; x  yÞ

 elðcsþy1Þk2ðs; yÞ dy ds

dx dt:
By Tonelli’s theorem, it follows that
Kðc; lÞ ¼
Z N
0
Z
Rn
elðcsþy1Þk2ðs; yÞ dy ds

Z N
s
Z
Rn
elðcðtsÞþðx1y1ÞÞk1ðt  s; x  yÞ dx dt
 
:
After suitable changes of variables, we then get Kðc; lÞ ¼K1ðc; lÞK2ðc; lÞ: &
Proposition 4.2. Let Gðt; xÞ be the fundamental solution associated with the partial
differential operator @t  Dx: ThenZ
Rn
ely1Gðs; yÞ dy ¼ el2s:
Proof. Set
cðsÞ ¼
Z
Rn
ely1Gðs; yÞ dy:
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Then cð0Þ ¼ 1 and
c0ðsÞ ¼
Z
Rn
ely1DyGðs; yÞ dy:
Integrating by parts, we get c0ðsÞ ¼ l2cðsÞ; which implies the assertion. &
Proposition 4.3. Let TðtÞ be a linear semigroup on a Banach space X ; and
HðÞ :R-X be a continuous and bounded function. Assume that there exist two
positive numbers a and b such that jjTðtÞjjpbeat; 8tX0: Then uðÞ :R-X is a
continuous and bounded solution of the linear integral equation
uðtÞ ¼ Tðt  rÞuðrÞ þ
Z t
r
Tðt  sÞHðsÞ ds; 8tXr; rAR ð4:1Þ
if and only if uðtÞ ¼ RN
0
TðsÞHðt  sÞ ds; 8tAR:
Proof. Assume that uðÞ :R-X is a continuous and bounded solution of (4.1).
Letting r-N in (4.1) and using the assumption on TðÞ and H; we then get
uðtÞ ¼
Z t
N
Tðt  sÞHðsÞ ds ¼
Z N
0
TðsÞHðt  sÞ ds; 8tAR:
Conversely, assume that uðtÞ ¼ RN0 TðsÞHðt  sÞ ds; 8tAR: By the assumption on
TðÞ and H; it easily follows that uðtÞ is continuous and bounded on R: Using the
property of semigroups, we then have
uðtÞ ¼
Z t
N
Tðt  sÞHðsÞ ds
¼
Z r
N
Tðt  sÞHðsÞ ds þ
Z t
r
Tðt  sÞHðsÞ ds
¼Tðt  rÞ
Z r
N
Tðr  sÞHðsÞ ds þ
Z t
r
Tðt  sÞHðsÞ ds
¼Tðt  rÞuðrÞ þ
Z t
r
Tðt  sÞHðsÞ ds; 8tXr; rAR:
Thus, uðtÞ is a continuous and bounded solution of (4.1) on R: &
4.1. A nonlocal and time-delayed population model
Let ujðt; xÞ be the density of juvenile individuals. Then
ujðt; xÞ ¼
Z t
0
uðt; a; xÞ da; ð4:2Þ
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where uðt; a; xÞ is the density of individuals with age a at point x at time t; and t the
length of the juvenile period. Let umðt; xÞ denote the density of mature (or adult)
individuals at point x at time t: Then uðt; a; xÞ and umðt; xÞ satisfy
@tu þ @au ¼ djðaÞDxu  mjðaÞu; 0oaot; xARn;
uðt; 0; xÞ ¼ f ðumðt; xÞÞ; tX t; xARn;
@tum ¼ dmDxum  gðumÞ þ uðt; t; xÞ; t40; xARn;
8><
>: ð4:3Þ
where f ðumÞ and gðumÞ are the birth and mortality rates of mature individuals,
respectively, and mjðaÞ denotes the per capita mortality rate of juveniles at age a: For
simplicity, we have assumed that the length of the juvenile period is the same for all
juvenile individuals, but differently from [1], the integral equation approach can also
handle juvenile periods with distributed length (see the epidemic model with
distributed latent period in Section 4.2).
Similarly as in [27, Section 5], we integrate along characteristics to reduce system
(4.3) to one equation with nonlocal term (see also [34,29,1]). Let vðr; a; xÞ ¼
uða þ r; a; xÞ: It follows that
@avðr; a; xÞ ¼ ½@tuðt; a; xÞ þ @auðt; a; xÞ
t¼rþa
¼ djðaÞDuða þ r; a; xÞ  mjðaÞuða þ r; a; xÞ
¼ djðaÞDxvðr; a; xÞ  mjðaÞvðr; a; xÞ;
vðr; 0; xÞ ¼ f ðumðr; xÞÞ:
Regarding r as a parameter and integrating the last equation, we then get
vðr; a; xÞ ¼
Z
Rn
GðZðaÞ; x  yÞFðaÞ f ðumðr; yÞÞ dy;
where G is the fundamental solution associated with the partial differential operator
@t  Dx and
ZðaÞ ¼
Z a
0
djðrÞ dr; FðaÞ ¼ exp 
Z a
0
mjðrÞ dr
 
: ð4:4Þ
Since uðt; a; xÞ ¼ vðt  a; a; xÞ; it follows that
uðt; a; xÞ ¼
Z
Rn
GðZðaÞ; x  yÞFðaÞ f ðumðt  a; yÞÞ dy: ð4:5Þ
Substituting (4.5) into (4.2), we have
ujðt; xÞ ¼
Z t
0
Z
Rn
GðZðaÞ; x  yÞFðaÞ f ðumðt  a; yÞÞ dy
 
da: ð4:6Þ
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Substituting (4.5) into the equation for um in (4.3), we obtain the following diffusion-
delay equation for the mature individuals:
@tum ¼ dmDxum  gðumÞ þ
R
Rn
GðZðtÞ; x  yÞFðtÞ f ðumðt  t; yÞÞ dy;
umðt; xÞ ¼ fðt; xÞ; tA½t; 0
; xARn;

ð4:7Þ
where fðt; xÞ is an initial function to be speciﬁed later.
Note that in the case where n ¼ 1 and gðuÞ ¼ mu; system (4.7) reduces to the model
derived in [29], and in the case where n ¼ 1; f ðuÞ ¼ bu and gðuÞ ¼ mu2; system (4.7)
reduces to the model discussed in [15].
In order to write (4.7) as an integral equation in the form of (2.1), we set
gaðuÞ ¼ supfav  gðvÞ : 0pvpug; 8uX0: ð4:8Þ
For every M40; we can choose a40 so large that gaðuÞ ¼ au  gðuÞ; 8uA½0; M
:
Thus, for bounded solutions and sufﬁciently large a; the delayed reaction–diffusion
equation in (4.7) takes the form
@tum ¼ dmDxum  aum þ gaðumÞ þ
Z
Rn
GðZðtÞ; x  yÞFðtÞ f ðumðt  t; yÞÞ dy: ð4:9Þ
Integrating this equation, we get
umðt; xÞ ¼
Z
Rn
Gðdmt; x  yÞeatumð0; yÞ dy
þ
Z t
0
Z
Rn
Gðdms; x  yÞeasgaðumðt  s; yÞÞ dy ds
þ
Z t
0
Z
Rn
Gðdms; x  zÞeas

Z
Rn
GðZðtÞ; z  yÞFðtÞ f ðumðt  s  t; yÞÞ dy
 
dz ds: ð4:10Þ
Changing the integration between y and z and recalling thatZ
Rn
Gðs; x  zÞGðr; zÞ dz ¼ Gðs þ r; xÞ;
this equation simpliﬁes to
umðt; xÞ ¼
Z
Rn
Gðdmt; x  yÞeatumð0; yÞ dy
þ
Z t
0
Z
Rn
Gðdms; x  yÞeasgaðumðt  s; yÞÞ dy ds
þ
Z t
0
Z
Rn
Gðdms þ ZðtÞ; x  yÞeasFðtÞ f ðumðt  s  t; yÞÞ dy ds:
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Making a substitution in the last integral, we have
umðt; xÞ ¼
Z
Rn
Gðdmt; x  yÞeatumð0; yÞ dy
þ
Z t
0
Z
Rn
Gðdms; x  yÞeasgaðumðt  s; yÞ dy ds
þ
Z tþt
t
Z
Rn
Gðdmðs  tÞ þ ZðtÞ; x  yÞeaseatFðtÞ f ðumðt  s; yÞÞ dy ds;
and hence,
umðt; xÞ ¼ u0ðt; xÞ þ
Z t
0
Z
Rn
k1ðs; x  yÞgaðumðt  s; yÞÞ dy ds
þ
Z t
0
Z
Rn
k2ðs; x  yÞ f ðumðt  s; yÞÞ dy ds ð4:11Þ
with
u0ðt; xÞ ¼
Z
Rn
Gðdmt; x  yÞeatfð0; yÞ dy
þ
Z tþt
t
Z
Rn
k2ðs; x  yÞ f ðfðt  s; yÞÞ dy ds ð4:12Þ
and
k1ðs; yÞ ¼ Gðdms; yÞeas;
k2ðs; yÞ ¼ Gðdmðs  tÞ þ ZðtÞ; yÞe
aðstÞFðtÞ; s4t;
0; sA½0; t
:
(
ð4:13Þ
Thus, umðt; xÞ satisﬁes
umðt; xÞ ¼ u0ðt; xÞ þ
Z t
0
Z
Rn
Faðumðt  s; x  yÞ; s; yÞ dy ds; xARn; tX0 ð4:14Þ
with
Faðu; s; xÞ ¼ gaðuÞk1ðs; xÞ þ f ðuÞk2ðs; xÞ: ð4:15Þ
Lemma 4.1. Assume that g :Rþ-Rþ is continuously differentiable and increasing,
gð0Þ ¼ 0; g0ðuÞXg0ð0ÞX0; 8uX0; and a4g0ð0Þ: Then the following holds:
(a) ga is monotone increasing on ½0;NÞ; and there exists some d40
such that gaðuÞ ¼ au  gðuÞ; 8uA½0; d
: Furthermore, gað0Þ ¼ 0 and
gaðuÞ40; 8u40:
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(b) ga is differentiable on an interval ½0; dÞ with d40; g0að0Þ ¼ a g0ð0Þ; and
jgaðuÞ  gaðu˜Þjpg0að0Þju  u˜j; 8u; u˜X0:
(c) For every v40; there exists some a040 such that gaðuÞ ¼ au 
gðuÞ; 8uA½0; v
; aXa0:
(d) If gðuÞ
u
is (strictly) increasing in u40; then gaðuÞ
u
is (strictly) decreasing in u40:
Proof. (a) It immediately follows from the deﬁnition of ga that ga is monotone
increasing. Since a4g0ð0Þ; we have a4g0ðuÞ on some interval ½0; dÞ with d40: On
this interval, u/au  gðuÞ is strictly increasing, and hence, gaðuÞ ¼ au 
gðuÞ; gað0Þ ¼ 0; gaðuÞ40; 8u40:
(b) Clearly, (a) implies that ga is differentiable at 0 and g
0
að0Þ ¼ a g0ð0Þ: To show
the Lipschitz condition, without loss of generality, we can assume that 0puou˜ and
gaðuÞogaðu˜Þ: Then gaðu˜Þ ¼ auˆ  gðuˆÞ for some uˆA½u; u˜
; and
0pgaðu˜Þ  gaðuÞpauˆ  gðuˆÞ  au þ gðuÞ:
By the mean value theorem, gðuˆÞ  gðuÞ ¼ g0ðvÞðuˆ  uÞ for some vA½u; uˆ
: Since
g0ðvÞXg0ð0Þ; gðuˆÞ  gðuÞXg0ð0Þðuˆ  uÞ: Hence
0pgaðu˜Þ  gaðuÞpða g0ð0ÞÞðuˆ  uÞpða g0ð0ÞÞðu˜  uÞ:
(c) Since g0 is bounded on ½0; v
; any number a0 bigger than the supremum of g0 on
½0; v
 works.
(d) We only do the proof for strict monotonicity, the other one is similar. Let gðuÞ
u
be strictly increasing in u40: Then g is strictly superlinear, i.e.
gðxvÞoxgðvÞ; 8xAð0; 1Þ; v40: Let u40; xAð0; 1Þ: Then gaðuÞ ¼ av  gðvÞ for some
vAð0; u
 and
xgaðuÞ ¼ xav  xgðvÞoaðxvÞ  gðxvÞpgaðxuÞ:
This show that ga is strictly sublinear, i.e.,
gaðuÞ
u
is strictly decreasing in u40: &
We will impose the following conditions on f and g:
(D1) f :Rþ-Rþ is Lipschitz continuous, differentiable at 0; f ð0Þ ¼ 0; f 0ð0Þ40
and f ðuÞ40; f ðuÞpf 0ð0Þu; 8u40;
(D2) g :Rþ-Rþ is continuously differentiable and increasing, gð0Þ ¼ 0;
g0ðuÞXg0ð0ÞX0; 8uX0; limu-N gðuÞ ¼N; and
f 0ð0ÞFðtÞ4g0ð0Þ; lim sup
u-N
FðtÞ f ðuÞ
gðuÞo1:
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Proposition 4.4. Let (D1) and (D2) hold. Assume that f : ½t; 0
  Rn-Rþ is a
continuous function with limjxj-N fðt; xÞ ¼ 0 uniformly for tA½t; 0
: Then there
exists a unique solution um of (4.7). Moreover, um is bounded, and for sufficiently large
a40; a solution of (4.14).
Proof. We ﬁrst show that there exist some u}40 and qAð0; 1Þ such that
FðtÞ f ðvÞpqgðuÞ; 8uXu}; 0pvpu: Indeed, by assumption (D2), there exist
qAð0; 1Þ and u140 such that FðtÞ f ðuÞpqgðuÞ; 8uXu1: Since g is increasing, we
haveFðtÞ f ðvÞpqgðuÞ; 8uXvXu1: Since f is bounded on ½0; u1
 and limu-N gðuÞ ¼
N; there exists some u}4u1 such thatFðtÞ f ðvÞpqgðuÞ; 8vpu1; uXu}: Thus, our
assertion follows.
Next, we prove that for sufﬁciently large a40; (4.9) admits a unique classical
solution uaðt; xÞ: Fix a constant cXu} such that fð0; xÞ þ 1pc; 8xARn: Choose
a40 so large that gaðuÞ ¼ au  gðuÞ; 8uA½0; c þ 1
: By Proposition 2.1, there exists a
solution um ¼ ua of (4.14) which is bounded on ½0; s
  Rn for every s40: Moreover,
limt-0 uaðt; xÞ ¼ fð0; xÞ uniformly for xARn: The properties of G imply that uaðt; xÞ
is continuous in tX0 and continuously differentiable in x with the partial derivatives
being bounded on ½Z; s
  Rn for every s4Z40: By Lemma 4.1, gaðuaðt; xÞÞ is
Lipschitz continuous in x uniformly for tA½Z; s
: Let C0ðRn;RÞ be the Banach space
of continuous functions that vanish at inﬁnity, and TðtÞ be the strongly continuous
semigroup on C0ðRn;RÞ deﬁned by
½TðtÞc
ðxÞ ¼
Z
Rn
Gðdmt; x  yÞeatcðyÞ dy; 8cAC0ðRn;RÞ:
By (4.10), with uaðtÞ ¼ uaðt; Þ; we see that
uaðtÞ ¼ TðtÞuað0Þ þ
Z t
0
TðsÞHðt  sÞ ds; tX0;
where HðtÞ ¼ gaðumðtÞÞ þ H˜ðtÞ with
H˜ðt; xÞ ¼
Z
Rn
GðZðtÞ; x  yÞFðtÞ f ðuaðt  t; yÞÞ dy:
As in the proof of Proposition 4.3, the semigroup property implies that
uaðtÞ ¼ Tðt  rÞuaðrÞ þ
Z t
r
Tðt  sÞHðsÞ ds; 8tXrX0:
It follows from the properties of G that H˜ðt; xÞ has continuous ﬁrst and
second partial derivatives in x; and for every s4Z40; these derivatives are
bounded on ½Z; s
  Rn: Thus, Hðt; xÞ is Lipschitz continuous in x uniformly for
tA½Z; s
: By the properties of G; it then follows that uaðt; xÞ is continuously
differentiable in t and twice continuously differentiable in x for tAðZ; sÞ; where
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0oZosoN are arbitrary (see, e.g., [14, Section IV.1.1]). Hence, uaðt; xÞ is a classical
solution of (4.9).
It remains to prove that uaðt; xÞ is a classical solution of (4.7). With our choice of
a; it sufﬁces to show that uaðt; xÞpc; 8tX0; xARn: Suppose that this is not the case.
Let t be the ﬁrst time at which supfuaðt; xÞ : xARng ¼ c: By the choice of a; it then
follows that there exists some d40 such that gaðuaðs; yÞÞ ¼ auaðt; yÞ 
gðuaðt; yÞÞ; 8sA½0; t þ dÞ; yARn; and hence, ua satisﬁes (4.7) on ð0; t þ dÞ  Rn:
We further claim that limjxj-N u0ðt; xÞ ¼ 0 uniformly for tA½0; t
: Indeed, for the
ﬁrst term in the right-hand side of (4.12), this follows from the fact that TðÞ is a
strongly continuous semigroup on C0ðRn;RÞ and that this term converges to 0 as
jxj-N; pointwise in tX0: For the second term in the right-hand side of (4.12), an
argument similar to the one in the proof of Proposition 2.1 applies. It now follows
from Proposition 2.1(b) that there exists some xARn such that uaðt; xÞ ¼
cXuaðs; xÞ; 8sA½0; t
; xARn: Note that
uaðt; xÞ ¼ cXu}; Duaðt; xÞp0
and
0p@tuaðt; xÞ ¼ dmDuaðt; xÞ  gðuaðt; xÞÞ þFðtÞ supf f ðvÞ : 0pvpuaðt; xÞg:
By the choice of u}; we then have
0p gðuaðt; xÞÞð1 qÞo0;
a contradiction. Consequently, for sufﬁciently large a40; uaðt; xÞ is a classical
solution of (4.7). &
Let a4g0ð0Þ: In view of (4.15), we deﬁne
kðs; yÞ :¼ g0að0Þk1ðs; yÞ þ f 0ð0Þk2ðs; yÞ:
By Lemma 4.1, we see that (D1) and (D2) imply that (A) holds for (4.14). Clearly, we
have
Kðc; lÞ ¼ g0að0ÞK1ðc; lÞ þ f 0ð0ÞK2ðc; lÞ; ð4:16Þ
where K1 and K2 are deﬁned by (2.4) with k1 and k2 replacing k; respectively. By
Proposition 4.2 and (4.13), it follows that
K1ðc; lÞ ¼
Z N
0
eðlcþdml
2aÞs ds;
K2ðc; lÞ ¼FðtÞ
Z N
t
eðaþdml
2ÞðstÞelcsel
2ZðtÞ ds: ð4:17Þ
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Evaluating the integrals, we get
Kðc; lÞ ¼ g
0
að0Þ þ f 0ð0ÞFðtÞel
2ZðtÞlct
aþ lc  dml2
: ð4:18Þ
In a similar way, we obtain
F˘aðuÞ :¼
Z N
0
Z
Rn
Faðu; s; yÞ dy ds ¼ 1a ðgaðuÞ þ f ðuÞFðtÞÞ: ð4:19Þ
Note thatKðc; 0Þ ¼ k; 8cX0; and (B1) holds (i.e., k41) if and only if g0að0Þ þ
f 0ð0ÞFðtÞ4a: It is easy to check that assumptions (B2)–(B4) hold and
lim inflslxðcÞKðc; lÞXk for every c40: Let c be deﬁned as in (2.10). Then,
according to Proposition 2.3, since g0að0Þ ¼ a g0ð0Þ; c is the unique positive
solution of the system
 g0ð0Þ þ f 0ð0ÞFðtÞel2ZðtÞlct ¼ lc  dml2;
ðg0ð0Þ þ lc  dml2Þð2lZðtÞ  ctÞ ¼ c  2dml: ð4:20Þ
The result below shows that under (D1) and (D2), c is the asymptotic speed of
spread for solutions of (4.7). In order to obtain convergence for 0ococ; we also
need one of the following two additional conditions:
(D3) There exists u40 such that f is increasing on ½0; u
;
gðuÞof ðuÞFðtÞ; 8uAð0; uÞ; and gðuÞ4f ðuÞFðtÞ; 8u4u:
(D4) f ðuÞ
u
is monotone decreasing and gðuÞ
u
is monotone increasing in u40; and one
of these monotonicities is strict. Furthermore, uf ðuÞ is increasing.
Theorem 4.1. Let (D1) and (D2) hold and let c be defined as above. Assume that
f: ½t; 0
  Rn-Rþ is a continuous function with the property that fð0; Þc0 and for
every k140; there exists some k240 such that fðs; yÞpk2ek1jyj; 8sA½t; 0
; yARn:
Then the unique solution uðt; xÞ of (4.7) satisfies
(1) limt-N;jxjXct uðt; xÞ ¼ 0; 8c4c:
(2) There exists some e40 such that lim inf t-N;jxjpct uðt; xÞXe; 80ococ:
(3) If, in addition, (D3) or (D4) holds, then limt-N;jxjpct uðt; xÞ ¼ u; 80ococ;
where u40 is the unique positive solution of gðuÞ ¼FðtÞ f ðuÞ:
Proof. As we have shown in Proposition 4.4, there exists a unique solution um of
(4.7) and this solution is bounded. Let M40 be a bound. By Lemma 4.1, we can
choose a4g0ð0Þ so large that gaðuÞ ¼ au  gðuÞ; 8uA½0; M
; and hence, gaðuðt; xÞÞ ¼
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auðt; xÞ  gðuðt; xÞÞ; 8tX0; xARn: Then um is a solution of (4.14). If (D3) holds, we
can also arrange that gaðuÞ ¼ au  gðuÞ; 8upu þ 1:
By the expressions of u0ðt; xÞ and k2ðs; yÞ in (4.12) and (4.13), respectively, and the
standard properties of heat kernels, it easily follows that u0ðt; xÞ is bounded,
u0ðt; xÞ40; 8t40; xARn; and limt-Nu0ðt; xÞ ¼ 0 uniformly in xARn: In the case of
(D3), by (4.19), we have F˘aðuÞ4u; 8uAð0; uÞ and F˘aðuÞou; 8uAðu; %u
; where %u ¼
minfu þ 1; Mg: In the case of (D4), by (4.15) and Lemma 4.1, it is easy to see that
Faðu;s;xÞ
u
is strictly decreasing and uFaðu; s; xÞ is strictly increasing in u40 for all s40;
xARn:
We spend the rest of this proof on checking that u0 is admissible. Given c; l40
with Kðc; lÞo1: Since K1ðc; lÞ is a ﬁnite real number, we then get dml2  lc 
ao0: For every zARn with jzj ¼ 1; there holds jyjpz  ypjyj: Note that
elctpelcsp1; 8sA½t; 0
: Thus, by the assumption on fðs; yÞ; there exists some
g40 such that
fðs; yÞpgelcsljyjpgelðcsþzyÞ; 8sA½t; 0
; yARn:
It then follows that
Z tþt
t
Z
Rn
k2ðs; x  yÞ f ðfðt  s; yÞÞ dy ds
p
Z tþt
t
Z
Rn
k2ðs; x  yÞ f 0ð0Þfðt  s; yÞ dy ds
p
Z tþt
t
Z
Rn
k2ðs; x  yÞ f 0ð0ÞgelðcðtsÞþzyÞ dy ds
¼ f 0ð0ÞgelðctþzxÞ
Z tþt
t
Z
Rn
k2ðs; yÞelðcsþzyÞ dy ds
p f 0ð0ÞgK2ðc; lÞelðctþzxÞ; 8tX0; xARn:
Letting z ¼  xjxj in the last inequality, we obtain
Z tþt
t
Z
Rn
k2ðs; x  yÞ f ðfðt  s; yÞÞ dy ds
p f 0ð0ÞgK2ðc; lÞelðctjxjÞ; 8tX0; xARn: ð4:21Þ
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Using the inequality that dml
2  aolc; we haveZ
Rn
Gðdmt; x  yÞeatfð0; yÞ dyp
Z
Rn
Gðdmt; x  yÞeatgelzy dy
¼ gelzxeat
Z
Rn
Gðdmt; yÞelzy dy
¼ gelzxeat
Z
Rn
Gðdmt; yÞely1 dy
¼ gelzxeðdml2aÞt
p gelðctþzxÞ; 8tX0; xARn:
Letting z ¼  xjxj in the last inequality, we then getZ
Rn
Gðdmt; x  yÞeatfð0; yÞ dypgelðctjxjÞ; 8tX0; xARn: ð4:22Þ
By (4.21) and (4.22), it follows that u0ðt; xÞ is admissible.
Consequently, Theorem 2.1 implies conclusion (1), Theorem 2.6 implies
conclusion (2) and Theorems 2.4 and 2.5 imply conclusions (3), respectively. &
Theorem 4.2. Let (D1) and (D2) hold and let c be as in Theorem 4.1. Then the
following statements hold:
(a) Eq. (4.7) with n ¼ 1 admits no traveling wave connecting 0 and u with speed
0ococ:
(b) Assume that (D3) holds, f 00ð0Þ exists, and that there are d; b; y40 such that
g0ðuÞ  g0ð0Þpbuy; 8uA½0; d
: Then (4.7) with n ¼ 1 has a monotone traveling
wave connecting 0 and u with speed c if cXc:
Proof. (a) Assume that umðt; xÞ ¼ vðx þ ctÞ is a traveling wave solution of (4.7) with
n ¼ 1: Then um is bounded and we can choose a40 so large that gaðumðt; xÞÞ ¼
aumðx; tÞ  gðumðx; tÞÞ; 8t; xAR: A similar derivation as at the beginning of this
subsection shows that umðt; Þ satisﬁes the abstract integral equation
umðtÞ ¼ Tðt  rÞumðrÞ þ
Z t
r
Tðt  sÞHðsÞ ds; 8tXr; rAR; ð4:23Þ
where TðtÞ is the semigroup on BUCðR;RÞ; the Banach space of all bounded and
uniformly continuous functions, generated by the linear parabolic equation @tu ¼
dmDu  au; and
HðtÞðxÞ ¼ gaðumðt; xÞÞ þ
Z
R
GðZðtÞ; x  yÞFðtÞ f ðumðt  t; yÞÞ dy; 8xAR:
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By Proposition 4.3, um satisﬁes the limit equation
umðtÞ ¼
Z N
0
TðsÞHðt  sÞ ds; 8t; xAR: ð4:24Þ
It then follows that um is a traveling wave solution of (3.1) with FðÞ ¼ FaðÞ: But the
assumptions of Theorem 3.5 are satisﬁed and such a solution does not exist.
(b) By Lemma 4.1, a40 can be chosen such that gaðuÞ ¼ au  gðuÞ; 8uA½0; u
:
Since ga and f are increasing, so is Fað; s; xÞ: Assume that umðt; xÞ ¼ vðx þ ctÞ is a
traveling wave solution of (3.1) with FðÞ  FaðÞ: By some lengthy, but
straightforward manipulations of integrals, we can show that umðt; xÞ solves (4.24).
By Proposition 4.3, we see that umðt; Þ satisﬁes the abstract integral equation (4.23).
By the form umðt; xÞ ¼ vðx þ ctÞ and standard regularity arguments, it follows that
umðt; xÞ is a classical solution, and hence, a traveling wave solution of (4.7).
Since f 00ð0Þ exists, we can ﬁnd two numbers d040 and a40 such that
f ðuÞXf 0ð0Þu  au2; 8uA½0; d0
: Furthermore, if d40 is chosen small enough, we
have
gaðuÞ ¼ au  gðuÞ ¼ u a
Z 1
0
g0ðxuÞ dx
 
¼ u a g0ð0Þ 
Z 1
0
½g0ðxuÞ  g0ð0Þ
 dx
 
X u g0að0Þ 
Z 1
0
b½xu
y dx
 
¼ u g0að0Þ 
b
yþ 1 u
y
 
; 8uA½0; d
:
Without loss of generality, we can assume that yAð0; 1
: Then there exist d140 and
b140 such that
Faðu; s; xÞXðu  b1u1þyÞkðs; xÞ; 8uA½0; d1
; ðs; xÞARþ  R:
Consequently, the existence of traveling wave solutions follows from Theorems 3.3
and 3.4, as applied to the integral equation (3.1) with FðÞ  FaðÞ: &
Remark 4.1. In the case where f ðuÞ ¼ pueau and gðuÞ ¼ mu; the existence of
monotone traveling waves of (4.7) with n ¼ 1 was proved earlier in [29] for c4c:
But Theorem 4.2 shows that c is also the minimal wave speed for monotone waves
in this case. In the case where f ðuÞ ¼ bu and gðuÞ ¼ mu2; Theorem 4.2 gives an
afﬁrmative answer to the conjecture in [15] on the existence of monotone waves and
minimal wave speed. The following result shows that the integral equation
formulation also provides the uniqueness of traveling waves up to translation for
c4c:
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Let h1 and h2 :Rþ  R-R be two Borel measurable functions and v :R2-R a
continuous and bounded function. For convenience we introduce two convolutions
ðh1  h2Þðt; xÞ ¼
Z t
0
Z
R
h1ðt  s; x  yÞh2ðs; yÞ dy ds; 8ðt; xÞARþ  R;
ðvh1Þðt; xÞ ¼
Z N
0
Z
R
vðt  s; x þ yÞh1ðs; yÞ dy ds; 8ðt; xÞAR2:
Lemma 4.2. Assume that hi :¼
RN
0
R
R
hiðs; yÞ dy dsoN; 8i ¼ 1; 2: Then the follow-
ing holds:
(a) h1  h2 ¼ h2  h1; and vðh1  h2Þ ¼ ðvh1Þh2:
(b) If h2o1; then the linear equation u ¼ vh1 þ uh2 admits a unique bounded
solution u ¼ vh3; where h3 is the unique solution of h3 ¼ h1 þ h3  h2:
Proof. (a) The ﬁrst equality is obvious. By the deﬁnition of two convolutions,
½vðh1  h2Þ
ðt; xÞ
¼
Z N
0
Z
R
vðt  s; x þ yÞ
Z s
0
Z
R
h1ðs  r; y  zÞh2ðr; zÞ dz dr
 
dy ds:
Changing the order of integration and the variables, we then have
½vðh1  h2Þ
ðt; xÞ
¼
Z N
0
Z
R
Z N
r
Z
R
vðt  s; x þ yÞh1ðs  r; y  zÞ dy ds
 
h2ðr; zÞ dz dr
¼
Z N
0
Z
R
Z N
0
Z
R
vðt  s  r; x þ y þ zÞh1ðs; yÞ dy ds
 
h2ðr; zÞ dz dr
¼
Z N
0
Z
R
ðvh1Þðt  r; x þ zÞh2ðr; zÞ dz dr
¼ ½ðvh1Þh2
ðt; xÞ:
(b) Since h2o1; it easily follows that the convolution equation h3 ¼ h1 þ h3  h2
has a unique nonnegative solution h3 with h

3oN (see, e.g., Proposition 2.1). Let
u ¼ vh3: It then follows that
u ¼ vh3 ¼ vðh1 þ h3  h2Þ ¼ vh1 þ vðh3  h2Þ
¼ vh1 þ ðvh3Þh2 ¼ vh1 þ uh2:
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If there is another bounded solution %u satisfying %u ¼ vh1 þ %uh2; then u˜ ¼ u  %u
satisﬁes u˜ ¼ u˜h2: Since u˜ is bounded and h2o1; we have u˜  0; and hence u  %u:
Thus, if u is a solution of u ¼ vh1 þ uh2; then it is necessarily given by
u ¼ vh3: &
Theorem 4.3. Assume that one of the following two conditions is satisfied:
(1) gðuÞ ¼ mu and f satisfies (D1), f ðuÞ
u
is strictly decreasing in u40; limu-N
f ðuÞ
u
¼
0; f 0ð0ÞFðtÞ4m; and j f ðuÞ  f ðvÞjpf 0ð0Þju  vj; 8u; vX0;
(2) f ðuÞ ¼ bu and g is continuously differentiable and increasing, gð0Þ ¼ 0;
g0ðuÞXg0ð0ÞX0; 8uX0; bFðtÞ4g0ð0Þ:
Then for each c4c; (4.7) with n ¼ 1 has at most one monotone traveling wave solution
connecting 0 to u (modulo translation).
Proof. We check the assumptions of Theorem 3.2. In case (1), we choose a ¼ m
which results in ga  0: Then ff 0ð0Þ satisﬁes ðC0Þ; and k ¼ f 0ð0Þk2 satisﬁes (B).
In case (2), if umðt; xÞ is a traveling wave solution of (4.7) with n ¼ 1; then for
sufﬁciently large a40; umðt; xÞ is a traveling wave solution of the integral equation
(3.1) with FðÞ  FaðÞ; that is,
umðt; xÞ ¼
Z N
0
Z
R
½gaðumðt  s; y þ xÞÞk1ðs; xÞ þ bumðt  s; y þ xÞk2ðs; yÞ
 dy ds:
Choose sufﬁciently a40 such that b  RN0 RR k2ðs; yÞ dy dso1 and set
vðt; xÞ ¼ gaðumðt; xÞÞ; h1ðt; xÞ ¼ k1ðt; xÞ; and h2ðt; xÞ ¼ bk2ðt; xÞ:
It then follows from Lemma 4.2(b) that umðt; xÞ is a solution of the following
nonlinear integral equation
umðt; xÞ ¼
Z N
0
Z
R
gaðumðt  s; y þ xÞÞk˜ðs; yÞ dy ds; xAR; tX0 ð4:25Þ
with k˜ being the unique nonnegative solution of the linear equation
k˜ðt; xÞ ¼ k1ðt; xÞ þ b
Z t
0
Z
R
k2ðt  s; x  yÞk˜ðs; yÞ dy ds: ð4:26Þ
By Proposition 4.1, we have
*Kðc; lÞ ¼K1ðc; lÞ þ bK2ðc; lÞ *Kðc; lÞ:
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Let c; l40 be the unique solution of system (4.20). By (4.13), we can further
choose a40 so large that
bK2ðc; lÞ ¼ bFðtÞe
l2ZðtÞlct
aþ lc  dml2
oqo1; 8lA½0; l þ 1
; cA½0; c þ 1
:
This implies that
*Kðc; lÞ ¼K1ðc; lÞð1 bK2ðc; lÞÞ1; 8lA½0; l þ 1
; cA½0; c þ 1
:
Recall that
Kðc; lÞ ¼ g0að0ÞK1ðc; lÞ þ bK2ðc; lÞ:
It is easy to see that g0að0Þ *Kðc; lÞ ¼ 1; ddl K˜ðc; lÞ ¼ 0 is equivalent to Kðc; lÞ ¼
1; d
dlKðc; lÞ ¼ 0: By Proposition 2.3,K and *K lead to the same asymptotic speed
of spread c: It is readily checked that g0að0Þk˜ satisﬁes (B) and gag0að0Þ satisﬁes ðC
0Þ:
Lemma 4.1(b) implies that the Lipschitz condition in Theorem 3.2 is satisﬁed. &
4.2. A time-delayed and diffusive epidemic model
We consider the following time-delayed reaction–diffusion system
@
@t
u1ðt; xÞ ¼ dDu1ðt; xÞ  a11u1ðt; xÞ þ a12u2ðt; xÞ;
@
@t
u2ðt; xÞ ¼ a22u2ðt; xÞ þ
RN
0 h˜ðu1ðt  s; xÞÞP˜ðdsÞ;
8><
>: ð4:27Þ
where d; a11; a12 and a22 are positive constants, u1ðt; xÞ and u2ðt; xÞ denote the spatial
densities of the infectious agent and the infective human population at a point x in
the habitat at time tX0; respectively, 1=a11 is the mean lifetime of the agent in the
environment, 1=a22 is the mean infectious period of the human infectives, a12 is the
multiplicative factor of the infectious agent due to the human population, P˜ is a
probability measure on Rþ that describes the distribution of the latent period, and
h˜ðzÞ is the force of infection on the human population due to a concentration z of the
infectious agent. Note that system (4.27) models random dispersal of the pollutant
while ignoring the small mobility of the infective human population. Model (4.27)
was ﬁrst proposed and analysed in [7] in the case where the spatial domain is
bounded and the latent period is ignored.
Scaling the space variable, we can assume that the diffusion constant satisﬁes
d ¼ 1: Scaling time and absorbing the appropriate constants into u2; we can rewrite
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the system as
@
@t
u1ðt; xÞ ¼ Du1ðt; xÞ  u1ðt; xÞ þ u2ðt; xÞ;
@
@t
u2ðt; xÞ ¼ bu2ðt; xÞ þ
RN
0
hðu1ðt  s; xÞÞPðdsÞ;
8>><
>: ð4:28Þ
where
b ¼ a22
a11
; hðuÞ ¼ ða12=a211Þh˜ðuÞ; PðBÞ ¼ P˜ðð1=a11ÞBÞ for Borel sets BD½0;NÞ:
The differential equation system (4.28) needs to be supplemented by initial
conditions
u1ðt; xÞ ¼ f1ðt; xÞ; 8tp0; xARn; u2ð0; xÞ ¼ f2ðxÞ; 8xARn: ð4:29Þ
If Pððt;NÞÞ ¼ 0; the ﬁrst equation of (4.29) only needs to hold for tA½t; 0
:
We treat system (4.28) by reducing it to an integral equation for u1: Let G1ðt; xÞ be
the fundamental solution associated with the partial differential operator @@t  Dþ I :
Clearly, G1ðt; xÞ ¼ Gðt; xÞet:
Integrating (4.28) yields
u1ðt; xÞ ¼
Z t
0
Z
Rn
G1ðt  r; yÞu2ðr; y þ xÞ dy dr þ
Z
Rn
G1ðt; yÞf1ð0; x þ yÞ dy; ð4:30Þ
u2ðt; xÞ ¼ u2ð0; xÞebt þ
Z t
0
ebðtrÞ
Z N
0
hðu1ðr  s; xÞÞPðdsÞ
 
dr:
Splitting up the integral in the right-hand side of the equation for u2 and using that
u1 ¼ f1 for negative times, we obtain
u2ðt; xÞ ¼
Z t
0
ebðtrÞ
Z r
0
hðu1ðr  s; xÞÞPðdsÞ
 
dr þ u20ðt; xÞ
with
u20ðt; xÞ ¼ f2ðxÞebt þ
Z t
0
ebðtrÞ
Z N
r
hðf1ðr  s; xÞÞPðdsÞ
 
dr: ð4:31Þ
Changing the order of integration,
u2ðt; xÞ ¼
Z t
0
Z t
s
ebðtrÞhðu1ðr  s; xÞÞ dr
 
PðdsÞ þ u20ðt; xÞ:
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After a substitution,
u2ðt; xÞ ¼
Z t
0
Z ts
0
ebðtrsÞhðu1ðr; xÞÞ dr
 
PðdsÞ þ u20ðt; xÞ:
After changing the order of integration again,
u2ðt; xÞ ¼
Z t
0
hðu1ðr; xÞÞk2ðt  rÞ dr þ u20ðt; xÞ;
k2ðtÞ ¼
Z t
0
ebðtsÞPðdsÞ: ð4:32Þ
Fitting this result into the ﬁrst equation in (4.30) yields
u1ðt; xÞ ¼ u0ðt; xÞ þ
Z t
0
Z
Rn
G1ðt  s; yÞ
Z s
0
hðu1ðr; y þ xÞÞk2ðs  rÞ dr
 
dy ds;
u0ðt; xÞ ¼
Z
Rn
G1ðt; yÞf1ð0; x þ yÞ dy þ
Z t
0
Z
Rn
G1ðt  s; yÞu20ðs; y þ xÞ dy ds:
Changing the order of integration,
u1ðt; xÞ ¼ u0ðt; xÞ þ
Z t
0
Z
Rn
Z t
r
G1ðt  s; yÞk2ðs  rÞ ds
 
hðu1ðr; y þ xÞÞ dy dr:
After a substitution,
u1ðt; xÞ ¼ u0ðt; xÞ þ
Z t
0
Z
Rn
Z tr
0
Gðt  r  s; yÞk2ðsÞ ds
 
hðu1ðr; y þ xÞÞ dy dr:
Setting
k1ðt; xÞ ¼
Z t
0
G1ðt  s; xÞk2ðsÞ ds; ð4:33Þ
we have
u1ðt; xÞ ¼ u0ðt; xÞ þ
Z t
0
Z
Rn
k1ðt  r; yÞhðu1ðr; y þ xÞÞ dy dr;
and hence
u1ðt; xÞ ¼ u0ðt; xÞ þ
Z t
0
Z
Rn
k1ðs; yÞhðu1ðt  s; x  yÞÞ dy ds: ð4:34Þ
We deﬁne
k0ðs; xÞ :¼ G1ðs; xÞ ¼ Gðs; xÞes; kðs; xÞ :¼ h0ð0Þk1ðs; xÞ; f ðuÞ :¼ hðuÞ
h0ð0Þ:
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By (4.32), there holds that k2ðtÞXebtPð½0; tÞÞ: Since Pð½0; tÞÞ-1 as t-N; there
exists some t040 such that k2ðtÞ40; 8t4t0: By the deﬁnition of k1ðs; xÞ and the fact
that Gðs; rÞ40; 8s40; rX0; it follows that there exists some t140 such that
kðt; xÞ40; 8t4t1; xARn:
By Proposition 4.2, it is easy to see that
K0ðc; lÞ ¼
Z N
0
eðl
2lc1Þs ds:
By Proposition 4.1(2), it then follows that
Kðc; lÞ ¼ h0ð0ÞK0ðc; lÞ
Z N
0
elcsk2ðsÞ ds
¼ h0ð0ÞK0ðc; lÞ 1lc þ b
Z N
0
elcsPðdsÞ: ð4:35Þ
In particular, we have
Kð0; lÞ ¼
Z N
0
Z
Rn
ely1kðs; yÞ dy ds ¼ h
0ð0Þ
ð1 l2ÞboN; 8lA½0; 1Þ;
and k ¼Kðc; 0Þ ¼ h0ð0Þb :
The concrete expression in (4.35) shows that Kðc; lÞoN for lA½0; lxðcÞÞ with
lxðcÞ ¼ c
2
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c2
4
þ 1
s
; ð4:36Þ
and limlslxðcÞKðc; lÞ ¼N for every c40:
We need the following assumptions on h:
(E1) h :Rþ-Rþ is Lipschitz continuous, hð0Þ ¼ 0; hðuÞ40; 8u40; and
limu-N
hðuÞ
u
¼ 0;
(E2) h is differentiable at 0; h0ð0Þ4b; hðuÞph0ð0Þu; 8uX0; and jhðuÞ 
hðvÞjph0ð0Þju  vj; 8u; vAR;
(E3) There exists a positive number u such that h is increasing on ½0; u
;
hðuÞ4bu; 8uAð0; uÞ and hðuÞobu; 8uAðu;NÞ:
One can easily see that (E1)–(E3) imply (A) with FðuÞ ¼ f ðuÞkðs; xÞ; (B) and (C). It
follows from Proposition 2.1 that for any bounded u0ðt; xÞ; the integral equation
(4.34) has a unique solution which is bounded on Rþ  Rn: The function u2 is then
determined from (4.32). Let c be deﬁned as in (2.10). By Proposition 2.3, c and l
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are uniquely determined as the solution to the following system:
ðlc  l2 þ 1Þðlc þ bÞ ¼ h0ð0Þ
Z N
0
elcsPðdsÞ;
2l c
lc  l2 þ 1
c
lc þ b
RN
0 cse
lcsPðdsÞRN
0 e
lcsPðdsÞ ¼ 0: ð4:37Þ
Then we have the following result.
Theorem 4.4. Assume that (E1)–(E3) hold, and let c be defined as above and v :¼
hðuÞ
b : Let f1 : ðN; 0
  Rn-Rþ and f2 :Rn-Rþ be two continuous functions with
the property that f1ð0; Þ þ f2ðÞc0 and for every k140; there exists some k240 such
that f1ðs; yÞ þ f2ðyÞpk2ek1y; 8sp0; yARn: Then the unique solution uðt; xÞ ¼
ðu1ðt; xÞ; u2ðt; xÞÞ of (4.28) and (4.29) satisfies
(1) limt-N;jxjXct uðt; xÞ ¼ ð0; 0Þ; 8c4c;
(2) limt-N;jxjpct uðt; xÞ ¼ ðu; vÞ; 80ococ:
Proof. Note that G1ðt; xÞ40; 8t40; xARn: If f1ð0; Þc0; then
u0ðt; xÞ40; 8t40; xARn: If f2ðÞc0; then u20ðt; Þc0; 8t40; and again
u0ðt; xÞ40; 8t40; xARn:
It easily follows from (4.31) that there exists M40 such that
u20ðt; xÞpMebt þ M
Z t
0
ebrPð½t  r;NÞÞ dr:
By the dominated convergence theorem, we then have limt-N u20ðt; xÞ ¼ 0
uniformly in xARn: Since
R
Rn
G1ðt; yÞ dy ¼ et; there holds limt-N u0ðt; xÞ ¼ 0
uniformly in xARn:
Given c; l40 withKðc; lÞo1: Then we have l2  lc  1o0: By (4.22) with dm ¼
1 and a ¼ 1; there exists g140 such that
Z
Rn
G1ðt; yÞf1ð0; x þ yÞ dypg1elðctjxjÞ: ð4:38Þ
By (4.31) and the assumptions on f1 and f2; it follows that for every m40; there
exists some Z40 such that
u20ðs; yÞpZemjyj; 8sX0; yARn:
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As argued in (4.22) and (4.38), there exists g2 ¼ g2ðc; lÞ40 such thatZ t
0
Z
Rn
G1ðt  s; jyjÞu20ðs; x þ yÞ dy dspg2
Z t
0
elðcðtsÞjxjÞ dspg2
lc
elðctjxjÞ: ð4:39Þ
Thus, (4.38) and (4.39) imply that u0ðt; xÞ is admissible.
By assumption (E3), it follows that there is no pair w4u4v40 such that bw ¼
hðvÞ and bv ¼ hðwÞ: Thus, the result for u1ðt; xÞ follows from Theorems 2.1 and 2.3.
Once we have the result for u1ðt; xÞ; it easily follows from (4.32) that
limt-N;jxjXct u2ðt; xÞ ¼ 0; 8c4c; and
lim
t-N;jxjpct
u2ðt; xÞ ¼ hðuÞ
Z N
0
k2ðsÞ ds ¼ hðu
Þ
b
¼ v; 80ococ:
This completes the proof. &
We remark that in the case where the latent period has a ﬁxed length t; Eq. (4.37)
takes the form
ðlc  l2 þ 1Þðlc þ bÞ ¼ h0ð0Þelct;
2l c
lc  l2 þ 1
c
lc þ b ct ¼ 0: ð4:40Þ
Theorem 4.5. Let (E1)–(E3) hold and let c and v be as in Theorem 4.4. Assume that
h00ð0Þ exists. Then system (4.28) with n ¼ 1 has a monotone traveling wave connecting
ð0; 0Þ and ðu; vÞ with speed c if cXc; and no such wave if 0ococ: Moreover, the
monotone traveling wave with speed c4c is unique (modulo translation).
Proof. Let u1ðt; xÞ ¼ v1ðx þ ctÞ be a traveling wave solution of (3.1) with Fðu; s; xÞ ¼
f ðuÞkðs; xÞ: In view of (4.33), we have
u1ðt; xÞ ¼
Z N
0
Z
R
k1ðs; yÞhðu1ðt  s; x þ yÞÞ dy ds
¼
Z
R
Z N
0
Z s
0
G1ðs  r; yÞk2ðrÞhðu1ðt  s; x þ yÞÞ dr ds dy
¼
Z
R
Z N
0
Z N
r
G1ðs  r; yÞk2ðrÞhðu1ðt  s; x þ yÞÞ ds dr dy
¼
Z N
0
Z
R
Z N
0
G1ðs; yÞk2ðrÞhðu1ðt  s  r; x þ yÞÞ ds dy dr
¼
Z N
0
Z
R
Z N
0
G1ðs; yÞk2ðrÞhðu1ðt  s  r; x þ yÞÞdr dy ds: ð4:41Þ
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By (4.32), we further obtain
u1ðt; xÞ ¼
Z N
0
Z
R
G1ðs; yÞ
Z N
0
Z r
0
ebðrs1ÞPðds1Þhðu1ðt  s  r; x þ yÞÞ dr dy ds
¼
Z N
0
Z
R
G1ðs; yÞ
Z N
0
Z N
s1
ebðrs1Þhðu1ðt  s  r; x þ yÞÞ drPðds1Þ dy ds
¼
Z N
0
Z
R
G1ðs; yÞ
Z N
0
Z N
0
ebr1hðu1ðt  s  s1  r1; x þ yÞÞ dr1Pðds1Þ dy ds
¼
Z N
0
Z
R
G1ðs; yÞ
Z N
0
ebr1
Z N
0
hðu1ðt  s  s1  r1; x þ yÞÞPðds1Þ dr1 dy ds
¼
Z N
0
T1ðsÞu2ðt  sÞðxÞ ds; 8tAR; xAR; ð4:42Þ
where T1ðtÞ is the semigroup on BUCðR;RÞ generated by the linear parabolic
equation @tu ¼ Du  u; and
u2ðtÞðxÞ ¼
Z N
0
ebr1
Z N
0
hðu1ðt  r1  s1; xÞÞPðds1Þ dr1
¼ v2ðx þ ctÞ :¼
Z N
0
ebr1
Z N
0
hðv1ðx þ ct  cr1  cs1ÞÞPðds1Þ dr1: ð4:43Þ
By Proposition 4.3, it follows that ðu1ðt; Þ; u2ðt; ÞÞ satisﬁes the abstract integral
equation
u1ðtÞ ¼ T1ðt  rÞu1ðrÞ þ
R t
r
T1ðt  sÞu2ðsÞ ds;
u2ðtÞ ¼ ebðtrÞu2ðrÞ þ
R t
r
ebðtsÞ
RN
0 hðu1ðs  s1; xÞÞPðds1Þ
 
ds;
8tXr; rAR:
8><
>: ð4:44Þ
Clearly, u2ðt; xÞ satisﬁes the second equation of (4.28). By the form u1ðt; xÞ ¼
v1ðx þ ctÞ and the smoothing property of parabolic operators, it follows that u1ðt; xÞ
satisﬁes the ﬁrst equation of (4.28). Thus, ðv1ðx þ ctÞ; v2ðx þ ctÞÞ is a traveling wave
solution of (4.28). Conversely, let ðu1ðt; xÞ; u2ðt; xÞÞ ¼ ðv1ðx þ ctÞ; v2ðx þ ctÞÞ be a
traveling wave solution of (4.28). Then ðu1ðt; Þ; u2ðt; ÞÞ is a continuous and bounded
solution of (4.44). By Proposition 4.3, we get
u1ðt; xÞ ¼
RN
0 T1ðsÞu2ðt  sÞðxÞ ds; 8tAR; xAR;
u2ðt; xÞ ¼
RN
0 e
br1 RN
0 hðu1ðt  r1  s1; xÞÞPðds1Þ
 
dr1; 8tAR; xAR:
(
Since the process in (4.41) and (4.42) is invertible, it follows that u1ðt; xÞ ¼ v1ðx þ ctÞ
is a traveling wave solution of (3.1) with Fðu; s; xÞ ¼ f ðuÞkðs; xÞ: Since f 0ð0Þ ¼ 1 and
f 00ð0Þ exists, we can ﬁnd two numbers d40 and b40 such that
Fðu; s; xÞXðu  bu2Þkðs; xÞ; 8uA½0; d
; ðs; xÞARþ  R:
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Theorems 3.2–3.5, as applied to (3.1) with Fðu; s; xÞ ¼ f ðuÞkðs; xÞ; complete the
proof. &
Remark 4.2. In the case where the latent period is zero, it was proved in [43] that
c is the minimal wave speed for monotone waves of (4.28) with n ¼ 1: Theorem 4.4
shows that c is also the asymptotic speed of spread for solutions of (4.28) and
(4.29).
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