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AX0 = X0Aとなるような X0 とする．









定理 1（行列の主平方根 [2, p.20]）
8 2 (A)， =2 R  となるような A 2 CNN とする．その
とき，すべての固有値が右半平面にある行列 Aの平方根が一意
に存在する．この平方根を A1=2 と書き，Aの主平方根と呼ぶ．
定理 2（Algorithm 1の収束性 [2, p.140]）
8 2 (A)， =2 R  となるような A 2 CNN とする．もし，
A 1=2X0 の固有値が右半平面にあるならば，そのとき Xk は大
域的収束性 (limk!1Xk = A1=2) を有し，A1=2 に 2 次収束す
る．つまり任意の劣乗法性を満たす行列ノルムに対して以下の
ような関係が成り立つ．
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3 ニュートン法の初期値
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この集合は，従来の初期値の選び方であるX0 = I やX0 = Aを
含む．実際，n = 0，c0 = 1のときX0 = I に，n = 1，c0 = 0，


























簡単のため n = 1，m = 1，kv1k2 = 1となるような乱数ベクト











k(A  (c0I + c1A)2)v1k22．
この問題は 2 変数関数 f(c0; c1) := k(A   (c0I + c1A)2) v1k22
の無制約最適化問題
c^0; c^1 = arg min
c0;c12R
f(c0; c1) (5)
に帰着され，初期値X0 はX0 = c^0I + c^1Aで与えられる．この
無制約最適化問題 (5)の解き方に関して，a := Av1，b := v1，
d := A(Av1)とすると
f(c0; c1)=ka  2c0c1a  c20b  c21dk22







  2(a; b)c20   4kak22c0c1 + 4(a;d)c0c31
+ kdk22c41   2(a;d)c21 + kak22，
@f
@c0







  4(a; b)c0   4kak22c1 + 4(a;d)c31，
@f
@c1







1 + 4kdk22c31   4(a;d)c1．











1: グレブナー基底を用い，目的関数 f(c0; c1) の停留点の集合
を求める．
2: 停留点の集合の中から，f(c0; c1) が最小となる組 (c^0，c^1)
を求める．
3: X0 = c^0I + c^1Aとする．
また，このときの初期値を用いた Algorithm 1の 2次収束性
に関して，以下の命題が成り立つ．
命題 3 行列 A 2 RNN，8 2 (A)， =2 R  とし，X0 =
c0I + c1A (c0; c1 2 R) とする．もし，c0 > 0 かつ c1  0，ま
たは c0  0かつ c1 > 0ならば，そのとき Xk は A1=2 に 2次収
束，すなわち任意の劣乗法性を満たす行列ノルムに対して以下
のようになる．
kXk+1  A 12 k  1
2








X0 = I または X0 = A のどちらを初期値としても X1 =
1=2(I + A) となるため，従来法の初期値は X0 = 1=2(I +
A) とした．また，数値実験には Intel(R) Core(TM) i7-2600
CPU @3.40GHz，MATLAB 7.13.0.564(R2011b) を用い，物
性物理に現れる重なり行列 [4] を用い，収束判定条件は kA  
X2kkF=kAkF  10 12 の時とした．
4.1 数値実験 1
数値実験 1では，行列 (S au864)[4]を用いて数値実験を行っ
た．そのニュートン法の収束履歴を図 1 に，各手法ごとの行列
平方根を求めるための総計算時間を図 2 に示す．図 1 の縦軸は
相対残差の常用対数，横軸は反復回数を示し，図 2 の縦軸は計
算時間 [sec.]を示す．
図 1 より，すべての初期値を用いたニュートン法は 2 次収束
していることがわかる．実際に，フロベニウスノルム最小化に
基づく初期値は c0 = 0:5358，c1 = 0:4497，本研究の提案した初























































今後は Algorithm 2で求めた c0; c1 が常に命題 1を満たして
いるか等のさらなる数学的定理構築が課題となる．
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