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Summary
For many tasks in machine learning, performance gains can often be obtained by combining
together an ensemble of multiple systems. In Automatic Speech Recognition (ASR), a range
of approaches can be used to combine an ensemble when performing recognition. However,
many of these have computational costs that scale linearly with the ensemble size. One
method to address this is teacher-student learning, which compresses the ensemble into a
single student. The student is trained to emulate the combined ensemble, and only the student
needs to be used when performing recognition. This thesis investigates both methods for
ensemble generation and methods for ensemble compression.
The first contribution of this thesis is to explore approaches of generating multiple systems
for an ensemble. The combined ensemble performance depends on both the accuracy of the
individual members of the ensemble, as well as the diversity between their behaviours. The
structured nature of speech allows for many ways that systems can be made different from
each other. The experiments suggest that significant combination gains can be obtained by
combining systems with different acoustic models, sets of state clusters, and sets of sub-word
units. When performing recognition, these ensembles can be combined at the hypothesis and
frame levels. However, these combination methods can be computationally expensive, as
data is processed by multiple systems.
This thesis also considers approaches to compress an ensemble, and reduce the computa-
tional cost when performing recognition. Teacher-student learning is one such method. In
standard teacher-student learning, information about the per-frame state cluster posteriors
is propagated from the teacher ensemble to the student, to train the student to emulate the
ensemble. However, this has two limitations. First, it requires that the teachers and student
all use the same set of state clusters. This limits the allowed forms of diversities that the
ensemble can have. Second, ASR is a sequence modelling task, and the frame-level posteriors
that are propagated may not effectively convey all information about the sequence-level
behaviours of the teachers. This thesis addresses both of these limitations.
The second contribution of this thesis is to address the first limitation, and allow for
different sets of state clusters between systems. The proposed method maps the state cluster
posteriors from the teachers’ sets of state clusters to that of the student. The map is derived by
xconsidering a distance measure between posteriors of unclustered logical context-dependent
states, instead of the usual state cluster. The experiments suggest that this proposed method
can allow a student to effectively learn from an ensemble that has a diversity of state cluster
sets. However, the experiments also suggest that the student may need to have a large set of
state clusters to effectively emulate this ensemble. This thesis proposes to use a student with
a multi-task topology, with an output layer for each of the different sets of state clusters. This
can capture the phonetic resolution of having multiple sets of state clusters, while having
fewer parameters than a student with a single large output layer.
The third contribution of this thesis is to address the second limitation of standard teacher-
student learning, that only frame-level information is propagated to emulate the ensemble
behaviour for the sequence modelling ASR task. This thesis proposes to generalise teacher-
student learning to the sequence level, and propagate sequence posterior information. The
proposed methods can also allow for many forms of ensemble diversities. The experiments
suggest that by using these sequence-level methods, a student can learn to emulate the
ensemble better. Recently, the lattice-free method has been proposed to train a system
directly toward a sequence discriminative criterion. Ensembles of these systems can exhibit
highly diverse behaviours, because the systems are not biased toward any cross-entropy
forced alignments. It is difficult to apply standard frame-level teacher-student learning with
these lattice-free systems, as they are often not designed to produce state cluster posteriors.
Sequence-level teacher-student learning operates directly on the sequence posteriors, and can
therefore be used directly with these lattice-free systems.
The proposals in this thesis are assessed on four ASR tasks. These are the augmented
multi-party interaction meeting transcription, IARPA Babel Tok Pisin conversational tele-
phone speech, English broadcast news, and multi-genre broadcast tasks. These datasets
provide a variety of quantities of training data, recording environments, and speaking styles.
Keywords: Teacher-student, ensemble, automatic speech recognition, random forest,
sequence discriminative training
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Chapter 1
Introduction
Human society is characterised, not by the actions of isolated individuals, but by the complex
interactions and relationships between people. Verbal communication through speech and
language forms a natural backbone, upon which these interactions and relationships are
established and maintained. With the ease at which verbal communication can be used to
convey complex ideas, it seems a logical extension to use speech, not only for communication
between people, but also as an interface between humans and machines. Any verbal human-
computer interface first requires an automated process to map from a spoken audio waveform
to text, before this text can be processed by a downstream application. The process of
performing this mapping is Automatic Speech Recognition (ASR).
1.1 Automatic speech recognition
ASR technology has seen much progress, since the early days of recognising isolated digits
in clean speech, by matching spectrograms to a limited set of speech patterns [31]. Modern
methods tackle the harder problem of recognising continuous speech over a large vocabulary,
in more varied environments. This is often approached by treating the task of ASR as a
statistical problem and using probabilistic models. The Hidden Markov Model (HMM)-
based approach [3, 118] uses separate probabilistic models to capture the acoustics, temporal
alignment, and language aspects of speech. Progress in recent years has seen a shift from
Gaussian Mixture Model (GMM) acoustic models [76] and n-gram language models [2],
to deep learning methods, using multi-layer Neural Networks (NN) [8, 12]. The greater
parameter sharing in NN models allows the parameters to be estimated more reliably from a
limited quantity of data. The NN acoustic model parameters can be learned from data by
using the frame-level cross-entropy criterion [12]. Sequence discriminative training methods
[1, 77] can also be used, and these have often been shown to outperform frame-level training
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[86]. Rather than training separate acoustic, alignment, and language models, methods
have also been proposed to train a single model that maps directly from the input acoustic
observation sequence to a sequence of characters or words [20, 54].
1.2 Ensemble methods and teacher-student learning
With these and other improvements to ASR technology, the state-of-the-art ASR performance
is gradually approaching those of human annotators [161]. The disagreement between
the transcriptions by different expert human annotators [95] can be viewed as the gold
standard for ASR performance. A technique that is often used to obtain these state-of-the-art
performances is to combine together an ensemble of multiple systems [161]. The combined
performance of an ensemble depends on both the individual system performances and the
diversity between the system behaviours [61]. Previous work has investigated making the
systems behave differently by using different acoustic models [33], sets of state clusters
[135], feature representations [126], and sets of sub-word units [150]. This thesis investigates
these and other methods for generating a diverse ensemble.
However, an ensemble can be computationally expensive to use to perform recognition,
as data is required to be fed through multiple systems and multiple decoding runs are needed.
Thus, although an ensemble can be used to obtain good ASR performance, the computational
cost can hinder its deployment in practical ASR applications, particularly in situations
where ASR is required to be run on devices with limited hardware resources. As such,
there is practical interest in reducing the computational cost of performing recognition, by
compressing the ensemble.
Teacher-student learning [17] is one possible method that can be used for ensemble
compression. Here, a single student is trained to emulate the combined behaviour of the
ensemble. Only this single student needs to be used for recognition, instead of the ensemble
of multiple systems. The standard teacher-student learning method [93] trains the student by
propagating per-frame state cluster posterior information from the ensemble. This requires
that all systems in the ensemble must use the same set of state clusters, and therefore limits
the allowed forms of diversities that the ensemble can have. Furthermore, these frame-level
posteriors may not adequately convey information about the sequential nature of speech data.
This thesis generalises the teacher-student learning framework to allow it to be used to
compress ensembles with more forms of diversities. The teacher-student learning method
is also generalised to the sequence level, by taking inspiration from previous work that
has shown that sequence discriminative training can often outperform frame-level cross-
entropy training [86]. The proposed methods allow information about the sequence-level
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behaviours of diverse teachers to be propagated, and may allow a more diverse ensemble to
be more effectively compressed into a single student. The sequence-level teacher-student
learning method may even be used to propagate information between systems with completely
different architectures, such as between HMM-based systems and end-to-end NN systems.
Although current ASR systems can perform well on clean speech data [161], it is still a
challenge to recognise speech in noisy environments and from a distance. Domain adaptation
methods aim to train systems to be more robust, when used across a variety of different
recording environments. In addition to ensemble compression, teacher-student learning
can also be used for domain adaptation [75, 92]. Here, a student is trained to emulate the
behaviour of a teacher, where the student and teacher take as inputs synchronised parallel data
from different domains, such as from noisy and clean recording environments respectively.
Although it is not investigated here, the methods proposed to generalise teacher-student
learning in this thesis can also be applied when using teacher-student learning for domain
adaptation.
1.3 Contributions
The combined performance of an ensemble of multiple systems depends on both the indi-
vidual system performances, as well as the diversity between the system behaviours. When
generating an ensemble for ASR, there are many ways to make the systems behave differently.
The first contribution of this thesis is to analyse the diversities and combination gains that
can be obtained for a range of possible ensemble generation methods.
An ensemble can be computationally expensive to use for recognition, and teacher-
student learning is one method that can be used to reduce this cost. However, the standard
teacher-student learning method requires that all systems within the ensemble use the same
set of state clusters, thereby restricting the allowed forms of ensemble diversity. The second
contribution of this thesis generalises frame-level teacher-student learning to allow for a
diversity of state cluster sets within the teacher ensemble. This work is published by the
author of this thesis in [155, 156].
The standard teacher-student learning method also only trains the student using a frame-
level criterion. However, the per-frame posterior information that is propagated may not
effectively capture the sequence-level behaviours of the teachers, which may be important
for the sequence modelling task of ASR. The third contribution of this thesis generalises the
teacher-student learning framework to use sequence-level criteria, and propagate sequence
posterior information from the teachers to the student. These sequence-level criteria also
have the potential to allow for more forms of diversities within the teacher ensemble than
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those allowed by frame-level teacher-student learning. This work is published by the author
of this thesis in [154].
1.4 Thesis organisation
This thesis is organised as follows. Chapter 2 presents an overview of HMM-based ASR.
Performance gains can often be obtained by combining an ensemble of multiple systems.
Chapter 3 reviews possible methods of generating such a diverse ensemble. However,
an ensemble can be computationally expensive to use to perform recognition. Chapter 4
describes possible approaches to compress an ensemble and reducing this cost. One possible
compression method is teacher-student learning. However, the standard teacher-student
learning method limits the allowed forms of ensemble diversities and only propagates frame-
level information. Chapter 5 proposes extensions to frame-level teacher-student learning,
to allow the ensemble to have a diversity of state cluster sets, and also to allow lattice-free
systems to be used. Chapter 6 proposes other forms of information that can be propagated,
namely hidden layer representation information and sequence-level information, the latter
of which generalises teacher-student learning to the sequence level. Chapter 7 describes
the tasks and setups used for the experiments. The experiments in Chapter 8 investigate the
different forms of diversities and combination methods that an ensemble can use. Chapter
9 assess the ability of a frame-level student to emulate a teacher ensemble, and also the
proposed extension to allow for different sets of state clusters between the student and
teachers. The experiments in Chapter 10 investigate propagating hidden layer and sequence-
level information from the teachers to the student. Chapter 11 implements the proposed
methods within a lattice-free framework. Finally, Chapter 12 summaries the work and
suggests possible directions for future research.
Chapter 2
Models for speech recognition
Automatic Speech Recognition (ASR) is a sequence-to-sequence modelling task. A prob-
abilistic framework can be used, such that an ASR system maps from a sequence of input
acoustic observations,
O1:T = o1,o2, · · · ,oT , (2.1)
to a hypothesised word sequence at the output
ω1:L = ω1, ω2, · · · , ωL, (2.2)
using the hypothesis posterior distribution, P (ω1:L|O1:T ). Here, T is the number of time
frames and L is the number of words in an utterance.
This chapter presents an overview of the Hidden Markov Model (HMM)-based approach
to ASR. Section 2.1 discusses how recognition can be performed when given hypothesis
posteriors. Section 2.2 describes how hypothesis posteriors can be computed in an HMM-
based system, which consists of language, alignment, and acoustic models. Sections 2.3,
2.4, and 2.5 describe how the acoustic models can be trained. As opposed to the generative
modelling of speech in an HMM-based system, Section 2.6 discusses several discriminative
models that can also be used for ASR.
2.1 Recognition
ASR can be described as a discriminative task, where the system classifies each acoustic
observation sequence into possible word sequence hypotheses. Given a hypothesis posterior,
P (ω1:L|O1:T ), one possible method of performing recognition is to choose the most probable,
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or Maximum a-Posteriori (MAP), hypothesis,
ω∗MAP = argmaxω P (ω|O1:T ) . (2.3)
According to Bayes’ decision rule [10], choosing the MAP hypothesis minimises the expected
classification error rate of the word sequence hypothesis. This can be seen explicitly by
re-writing the MAP decoding criterion in the form of
ω∗MAP = argmin
ω′
∑
ω
[1− δ (ω,ω′)]P (ω|O1:T ) , (2.4)
where
δ (ω,ω′) =
1 , if ω = ω′0 , otherwise (2.5)
is the Kronecker δ-function. This is related to the Sentence Error Rate (SER), which measures
the classification error rate between hypotheses, ω∗r , and references ω
ref
r , as
SER = 1
R
R∑
r=1
[
1− δ
(
ω∗r ,ω
ref
r
)]
, (2.6)
where r is the utterance index and R is the number of utterances. MAP decoding can be
performed using the Viterbi algorithm [146].
The performance of an ASR system is often assessed using the Word Error Rate (WER),
rather than the SER. The WER is computed by first aligning the hypothesis to the refer-
ence. Then, using a dynamic programming algorithm to compute the word-level Levenstein
minimum edit distance,
Lword (ω1:L,ω′1:L′) = NSub +NDel +NIns, (2.7)
where Nsub, Ndel, and Nins are the numbers of substitution, deletion, and insertion errors
respectively, between the aligned word sequences of ω1:L and ω′1:L′ . The WER is the Leven-
stein distance averaged over all utterances, and normalised by the length of the references,
WER = 1
R∑
r′=1
Lrefr′
R∑
r=1
Lword
(
ω∗r,1:L∗r ,ω
ref
r,1:Lrefr
)
. (2.8)
The WER is often measured against a reference that is provided by manual transcription
of the audio. It should be noted that there are often differences between the transcriptions
produced by different annotators, even when the annotators are themselves linguistic experts
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[95]. The WER between the transcriptions of different expert annotators is often viewed as
the gold standard of the performance that can be achieved by an ASR system.
Although the hypothesis that minimises the expected SER can often have a reasonable
WER, it may be better to find the hypothesis that instead minimises the expected WER. The
hypotheses that minimise these expected error rates can be found by expressing (2.4) more
generally as the Minimum Bayes’ Risk (MBR) decoding criterion [138],
ω∗MBR = argmin
ω′
∑
ω
L (ω,ω′)P (ω|O1:T ) . (2.9)
It is possible to use a variety of different forms of risk functions, L. Using the word-level
Levenstein distance in (2.7) as the risk function minimises the expected WER. As is shown
in (2.4), the MAP decoding criterion can be viewed as a special case of the MBR decoding
criterion, by using a risk function of
LMAP (ω,ω′) = 1− δ (ω,ω′) . (2.10)
MBR decoding can be performed using forward-backward operations over a lattice of
competing hypotheses, as is described in [163]. The use of lattices is discussed in Section
2.5.1. It is also possible to obtain the MBR hypothesis by simplifying the lattice into a
series of confusion sets, using the Confusion Network (CN) decoding framework [37, 100].
In CN decoding, consecutive words are assumed to be conditionally independent, and the
hypothesis posteriors are factorised into a product of word posteriors,
P (ω1:L|O1:T ) ≈
L∏
l=1
P (ωl|O1:T ) . (2.11)
The words in the hypotheses are allocated into theL confusion sets using a heuristic alignment
procedure. However, the form of the hypothesis posteriors in (2.11) is limited in its ability to
capture the dependencies between consecutive words, provided by the language model. The
simplicity of the CN method is that the MBR hypothesis can be obtained by choosing the
most probable word within each confusion set,
ω∗CN = argmaxω1 P (ω1|O1:T ) , · · · , argmaxωL P (ωL|O1:T ) . (2.12)
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2.2 Modelling structured data
In order to perform recognition, an ASR system is required to produce hypothesis posterior
probabilities, P (ω1:L|O1:T ). Speech data naturally has a structured hierarchy, in that a
sentence is composed of words, which can be decomposed into sub-word units, which in turn
may also be thought of as be being composed of more basic acoustic states. Each of these
levels in the hierarchy has its own structure. This structure can be utilised in the design of the
ASR system. The Hidden Markov Model (HMM)-based system architecture [3, 118] is one
possible method to model these hypothesis posteriors that takes into account the structured
nature of speech, by composing together separate models at the different acoustic levels. This
section discusses the HMM framework, in a top-down approach along the acoustic hierarchy.
In the HMM framework, the joint probability between hypotheses and observation
sequences, P (ω1:L,O1:T ), is captured. This probability density function is generative in
nature, as word and observation sequence pairs can be sampled from it. Hypothesis posteriors
can be obtained from this joint distribution, as
P (ω1:L|O1:T ) = P (ω1:L,O1:T )∑
ω′1:L′
P (ω′1:L′ ,O1:T )
. (2.13)
Performing recognition using either MAP decoding of (2.3) or MBR decoding of (2.9) relies
on the accuracy of the hypothesis posteriors. The hypothesis posteriors in (2.13) will be cor-
rect, if P (ω1:L,O1:T ) is correct. However, approximations are often made in the modelling
of P (ω1:L,O1:T ), which may limit the accuracy of the resulting hypothesis posteriors. It is
possible to train an HMM-based system in a discriminative fashion, and several such method
are discussed in Section 2.3.3. Section 2.6 considers several discriminative models, that aim
to directly model the hypothesis posteriors.
2.2.1 Language model
From the definition of conditional probability, P (ω1:L,O1:T ) can be expressed as
P (ω1:L,O1:T ) = P (ω1:L) p (O1:T |ω1:L) . (2.14)
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Here, P (ω1:L) is the language model, which computes the prior probability that a sequence
of words, ω1:L = ωl, · · · , ωL, can occur. This distribution can be factorised into1
P (ω1:L) = P (ω1)
L∏
l=2
P (ωl|ω1:l−1) . (2.15)
A possible form of language model is the n-gram model [2], which makes the approxi-
mation that the current word is conditionally independent of all other words, when given the
past n− 1 words,
P (ωl|ω1:l−1) ≈ P (ωl|ωl−n+1:l−1,Φ) . (2.16)
The parameters of the n-gram model, Φ = {πω1:n ∀ω1:n}, separately represent each of the
n-gram probabilities,
P (ωn|ω1:n−1,Φ) = πω1:n . (2.17)
These parameters each represent separate entries in a table of probabilities, where the columns
and rows are the current word and past n − 1 words respectively. The language model is
generally trained separately from the models in p (O1:T |ω1:L). The n-gram Language Model
(LM) parameters can be trained by maximising the log-likelihood of the manual transcriptions
in the training data,
FLM-ML (Φ) = logP
(
ωref1:L
∣∣∣Φ) , (2.18)
where ωref1:L are the training data manual transcriptions. An implied sum over utterances in
the training data is omitted here for brevity. Using this criterion, the n-gram language model
parameters can be trained by setting them to
πω1:n =
Nω1:n−1,ωn∑
ω′n∈W
Nωl:n−1,ω′n
, (2.19)
where Nω1:n−1,ωn is the number of times the word sequence ω1:n−1 and word ωn occur
consecutively in the training data, and W is the vocabulary of all words. However, this
maximum likelihood estimate has zero probability for all word sequences that do not appear
in the training data, and word sequences with only a few occurrences may not have a reliable
probability estimate. Discounting [82] and back-off [88] methods can be used to improve the
ability of the n-gram language model to generalise to these unseen or rare word sequences.
However, n-gram language model trains a separate parameter for each word sequence. This
may not make efficient use of the training data, and as such, a large quantity of training
1Often, the transcriptions and hypotheses are padded with additional sentence start and end markers. These
markers are not shown in the simplifies representation here.
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data may still be required to allow the n-gram language model to generalise well, even with
discounting and back-off. When training a language model, data is only required in the
form of text, and not audio and text pairs. It is generally cheaper to obtain text data, as
manual transcription of audio is not required. As such, a language model can be trained on
externally-sourced text data, in addition to the manual transcriptions from the ASR training
data.
Fig. 2.1 Single layer recurrent neural network language model. Information about the past
history of words is stored in the hidden state, hl.
The n-gram language model suffers from having only a limited context window and a
limited ability to generalise to unseen word sequences. In this model, the n-gram probability
of every unique sequence of n words is separately estimated. It can be shown that the ability
of a language model to generalise can be improved by using a Neural Network (NN) as the
language model [8]. The NN parameters are shared across all word sequences, and may
therefore be better able to generalise to unseen word sequences. Feed-forward NN language
models can take into account a finite context of words, similarly to an n-gram language
model. A Recurrent Neural Network (RNN) language model, illustrated in Figure 2.1, can
potentially take into account the full history of words [102]. In an RNN language model, the
past word history, ω1:l−2, is represented by a hidden state, hl−2, such that the probabilities
used in the decomposition of (2.15) are given by
P (ωl|ω1:l−1) ≈ P (ωl|ωl−1,hl−2,Φ) . (2.20)
Here, Φ represents the parameters of the RNN language model, comprising the weights and
biases.
Similarly to an n-gram language model, the RNN language model parameters can also
be trained using the Maximum Likelihood (ML) criterion of FLM-ML in (2.18) [102]. This
2.2 Modelling structured data 11
can be expressed in the form of a per-word Cross-Entropy (CE) style criterion, as
FLM-ML (Φ) =
L∑
l=1
logP
(
ωrefl
∣∣∣ωrefl−1,hl−2,Φ) , (2.21)
where hl−2 is computed using the past words from the manual transcription, ωref1:l−2. Here
again, a sum over utterances is omitted for brevity. The RNN language model produces a
discrete categorical distribution over words at its output. This is often implemented using a
softmax output layer. NN layers, such as a softmax, are discussed in Section 2.2.5. Using
a large vocabulary may necessitate having a large output layer, which may require both
having many parameters and a high computational cost in computing the output softmax
normalisation. One possible method to reduce the number of parameters in the output layer
is to categorise words into classes [105]. The computational cost associated with the softmax
normalisation can be avoided by training the outputs to naturally produce values that are close
to being normalised, without having to explicitly apply a softmax normalisation. Techniques
such as variance regularisation [133] and noise contrastive estimation [59] can be used for
this purpose.
It can however be computationally expensive to use an RNN language model to compute
the hypothesis posteriors required to perform recognition using (2.14), as the likelihood
of each word depends on the full history, and therefore each unique hypothesis requires a
separate sequential pass through the RNN language model [96]. One strategy to limit the
computational cost when performing recognition is to limit the number of hypotheses for
which language scores need to be computed, to only those captured within an n-best list
[102] or a lattice [96], generated by a first pass decoding using an n-gram language model.
The lattice rescoring method in [96] uses an n-gram approximation of the RNN language
model, to allow the rescored hypotheses to be represented compactly as a lattice.
2.2.2 Sub-word units and dictionary
The conditional observation sequence likelihood, p (O1:T |ω1:L), in (2.14) relates a sequence
of observations to a sequence of words. The observations are often sampled using a frame
shift of around 10ms, and as such, an utterance with a duration of several seconds can have on
the order of T ≈ 100 to 1000 observation frames. On the other hand, the same utterance can
be spanned by on the order of L ≈ 10 words. It can be difficult to model the many possible
alignments between these observation and word sequences that operate at drastically different
length scales. One technique that is often used to facilitate this difference is to decompose
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words into latent variable states, s1:T , with the same sequence length as the observations,
p (O1:T |ω1:L) =
∑
s1:T∈Gω1:L
p (O1:T , s1:T |ω1:L) , (2.22)
where Gω1:L is the set of all state sequences that can represent a word sequence, ω1:L.
These states are often defined by first decomposing a word into sub-word units, then
further decomposing the sub-word units into states. The mapping from words to sub-word unit
sequences is referred to as a dictionary, which is used to define Gω1:L . For common languages,
such as English, expert knowledge is generally available to determine an appropriate set
of sub-word units that have relations to the acoustic realisations. These forms of sub-word
units are called phones. Possible alternate pronunciations can be captured in the dictionary
by having multiple phone sequence decompositions of each word. However, the expert
knowledge required to obtain a phonetic dictionary can be expensive to obtain, and may
not even be available for languages with very few speakers. For many languages, it is
also possible to use an orthographic sub-word unit decomposition of words [83]. These
orthographic sub-word units are known as graphemes. No expert knowledge is needed
to obtain this decomposition, as the words are decomposed exactly as how they are spelt.
However, the closeness of the relationships between individual graphemes and phonemes can
vary greatly across languages. This can lead to a greater burden on the graphemic acoustic
model to capture the wider variety of acoustic realisations of individual graphemes.
One possible method to obtain a phonetic dictionary while limiting the required linguistic
expertise is to use a Grapheme-to-Phoneme (G2P) mapping [29]. These either use hand-
written rules [81] or train a probabilistic model to perform the mapping [129]. When using
the latter method, a G2P model is trained to map from the graphemic sequence of each word
to its possible phonetic sequences, using just a limited number of phonetic dictionary entries.
This G2P model can then be used to predict the phonetic sequences of other words for which
the phonetic decompositions are not known.
2.2.3 Hidden Markov model
The HMM is one possible model that can be used to compute the joint likelihood of the
observation and state sequences, p (O1:T , s1:T |ω1:L) in (2.22) [3, 118]. By modelling this
joint likelihood, the HMM can be viewed as a generative model, as it is potentially possible
to sample observation and state sequence data pairs from the model. This can be used to
obtain hypothesis posteriors using (2.13), (2.14), and (2.22). It is possible to train an HMM
using discriminative criteria, several of which are discussed in Section 2.3.3.
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The joint observation and state sequence likelihood can be factorised into
p (O1:T , s1:T |ω1:L) = P (s1:T |ω1:L) p (O1:T |s1:T ,ω1:L) . (2.23)
Here, P (s1:T |ω1:L) is referred to as the alignment model and p (O1:T |s1:T ,ω1:L) is the
acoustic model. In the HMM, two simplifying approximations are made to allow for tractable
inference [146]. First, the probability of the current state is assumed to be conditionally
independent of all other states, observations, and words, when given the previous state,
P (s1:T |ω1:L) ≈
T∏
t=1
P (st|st−1) , if s1:T ∈ Gω1:L . (2.24)
The dictionary defines a one-to-many mapping of the decompositions of words, such
that P (s1:T |ω1:L) = 0 if s1:T ̸∈ Gω1:L . With this approximation, the alignment model,
P (s1:T |ω1:L), is composed of the transition probabilities, P (st|st−1). The second approxi-
mation is that the current observation is assumed to be conditionally independent of all other
observations, states, and words, when given the current state,
p (O1:T |s1:T ,ω1:L) ≈
T∏
t=1
p (ot|st) . (2.25)
With this approximation, the acoustic model, p (O1:T |s1:T ,ω1:L), is composed of observation
likelihoods, p (ot|st). Substituting these approximations into (2.23) leads to the approximate
joint likelihood of
p (O1:T , s1:T |ω1:L) ≈
T∏
t=1
P (st|st−1) p (ot|st) , if s1:T ∈ Gω1:L . (2.26)
Using (2.13), (2.14), (2.22), and (2.26), the hypothesis posteriors needed to perform
recognition can be obtained as
P (ω1:L|O1:T ) =
P γ (ω1:L)
∑
s1:T∈Gω1:L
T∏
t=1
P γ (st|st−1) pκ (ot|st)
∑
ω′1:L′
P γ (ω′1:L′)
∑
s′1:T∈Gω′
1:L′
T∏
t=1
P γ (s′t|s′t−1) pκ (ot|s′t)
. (2.27)
Here, γ and κ are the language and acoustic scaling factors. The language and acoustic
models are often trained separately from each other. These scaling factors can be used to
scale these models to have comparable dynamic ranges.
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(a) Traditional 3-state topology. (b) Lattice-free 2-state topology.
Fig. 2.2 Hidden Markov model topologies.
Two commonly used HMM topologies are shown in Figure 2.2. These topologies show
the allowed state transitions within each sub-word unit. In ASR, the HMM topology is often
restricted to only allow left-to-right state transitions, which assumes a causal nature of speech
data. Figure 2.2a shows a 3-state HMM, which is often used for ASR systems that operate on
a 10ms frame shift. This HMM topology forces a minimum time of 30ms per sub-word unit.
In the lattice-free framework, described in Section 2.5.2, the frame shift is often increased to
30ms to reduce the computational cost during training. The 2-state HMM topology shown in
Figure 2.2b can be used with this frame shift, to also allow each sub-word unit to be traversed
in a minimum of 30ms [116].
2.2.4 Context dependence and state clustering
Table 2.1 Decomposition of words into context-independent and context-dependent phones.
Triphones are represented here in the HTK [168] format of [previous phone]-[centre
phone]+[next phone]. The phone for silence is represented as sil.
words: the cat
context-independent phones: th ax k ae t
context-dependent phones: sil-th+ax th-ax+k ax-k+ae k-ae+t ae-t+sil
It has been found that the acoustic realisations of a sub-word unit are strongly influenced
by the surrounding sub-word unit context [169]. However, the approximation of (2.25) in
the HMM assumes that the observations corresponding to each state of a sub-word unit are
conditionally independent of all other sub-word units. This assumption may hinder the ability
of the model to capture the acoustic dependence on the surrounding context. The acoustic
model can be modified to reflect this dependence, by using context-dependent sub-word
units. An example of a decomposition of a word sequence into context-dependent phones
is shown in Table 2.1. The states that compose the context-dependent sub-word units are
referred to as logical context-dependent states, c. In the HMM framework, the acoustic
model can be used to independently model the observation likelihoods, p (ot|ct), for each of
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the logical context-dependent states, with s replaced by c in (2.25). However, the number
of logical context-dependent states increases exponentially with the context window size.
Independently modelling the observation likelihood of each logical context-dependent state
may require an acoustic model with a large number of parameters. This can make it difficult
to train the model to generalise well to unseen data, when the quantity of training data is
limited. Furthermore, there may be logical context-dependent states that are never observed,
regardless of the quantity of training data, because of the limited variety of sub-word unit
sequences contained within the dictionary. There will therefore be no data to independently
train the observation likelihoods for these logical context-dependent states.
Fig. 2.3 Decision tree for state clustering, for triphone states with a centre phone of a. Each
logical context-dependent state is represented as [previous phone]-[centre phone]+[next
phone],[HMM state index].
One possible method to avoid having to estimate observation likelihoods for states with
no data, and also to reduce the number of model parameters, is to cluster together similar
logical context-dependent states, c, into state clusters, s. This is commonly done using a
phonetic decision tree, shown in Figure 2.3 [169]. A decision tree represents a many-to-one
mapping from logical context-dependent states to physical state clusters,
sc = T (c) . (2.28)
The subscript in sc is used to show that sc is the state cluster to which logical context-
dependent state c belongs to. Within each state cluster, the observation likelihoods of all
logical context-dependent states are tied together to reduce the number of trainable parameters
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and improve model’s ability to generalise, and to avoid having to train likelihoods for which
no data is available,
p (ot|c) = p (ot|sc) . (2.29)
The Phonetic Decision Tree (PDT) is often trained to maximise the log-likelihood of the
observations, assuming that the observation likelihoods are modelled as Gaussian probability
density functions,
FPDT (T ) =
∑
c1:T∈Gω1:L
T∑
t=1
P
(
ct
∣∣∣ωref1:L,O1:T) logN (ot;µT (ct),ΣT (ct)) , (2.30)
where Gωref1:L is the set of all logical context-dependent state sequences, c1:T , that can represent
the manual transcription ωref1:L, P
(
ct
∣∣∣ωref1:L,O1:T) is a distribution over the possible state
alignments, and N (ot;µ,Σ) is a Gaussian probability density function with a mean of µ
and covariance of Σ. The Gaussian means and covariances are the empirical maximum
likelihood estimates from the observations that belong to each state cluster,
µs =
T∑
t=1
∑
c:T (c)=s
P
(
ct = c
∣∣∣ωref1:L,O1:T)ot
T∑
t′=1
∑
c′:T (c′)=s
P (ct′ = c′|ωref1:L,O1:T )
, (2.31)
and
Σs =
T∑
t=1
∑
c:T (c)=s
P
(
ct = c
∣∣∣ωref1:L,O1:T) (ot − µs) (ot − µs)T
T∑
t′=1
∑
c′:T (c′)=s
P (ct′ = c′|ωref1:L,O1:T )
. (2.32)
However, finding the globally optimal decision tree is computationally intractable [72].
As such, the decision tree is often trained by following an iterative processes that chooses
the greedy split at each iteration, with the largest increase in log-likelihood, from a set of
phonetically motivated questions [169]. Examples of such questions are, does the next phone
belong to the set {· · · }, or is the HMM state index equal to i. At each iteration, v, the
decision tree can be updated as
T (v+1) = arg max
T (v)+1
{
FPDT
(
T (v)+1
)
−FPDT
(
T (v)
)}
, (2.33)
where T (v)+1 are the possible decision trees with one more split than T (v), as is illustrated in
Figure 2.4. However, this method of training the decision tree is not guaranteed to result in a
solution that is globally optimal over the whole tree.
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Fig. 2.4 Training a decision tree by selecting the greedy split at each iteration. At each
iteration, all possible next splits, T (v)+1i , are listed in order of likelihood, and the most likely
split is chosen as the next split, T (v+1). Only a single tree root is shown here, but in practice,
the most likely split is chosen over all roots.
Often, separate decision tree roots are used for different centre phones or HMM state
indexes. This enforces a prior knowledge that logical context-dependent states belonging to
different tree roots have significantly different acoustic realisations.
2.2.5 Acoustic model
The acoustic model is used to compute p (O1:T |s1:T ,ω1:L) in (2.23). Under the HMM
approximation of (2.25), this requires computing the observation likelihoods for each frame,
p (ot|s).
Gaussian mixture model
One possible method is to use a Gaussian Mixture Model (GMM) [76],
p (ot|s,Φ) =
Ms∑
m=1
ςsmN (ot;µsm,Σsm) , (2.34)
whereΦ = {µsm,Σsm, ςsm ∀s,m} are the GMM parameters, consisting of the means,µsm,
covariance matrices, Σsm, and component priors, ςsm, that satisfy ςsm ≥ 0 and ∑m ςsm =
1. Here, m is the mixture component index and Ms is the number of Gaussian mixture
components in state cluster s. The GMM can be viewed as a generative model, as observations
can be sampled from it. The bulk of the trainable parameters in the GMM reside within
the covariance matrices, Σsm. To reduce the number of trainable parameters and improve
18 Models for speech recognition
model’s ability to generalise, it is common to force Σsm to be diagonal. Using diagonal
covariance matrices assumes that within each Gaussian mixture component, the observation
feature dimensions are uncorrelated. This assumption is relaxed by having multiple Gaussian
mixture components for each state cluster in a GMM, as multiple diagonal components can
be used together to model correlated feature dimensions.
Feed-forward deep neural network
Fig. 2.5 Feed-forward deep neural network. Each rectangular block here represents a linear
transformation of (2.36), followed by a nonlinear operation of (2.37).
Recent advances in ASR have shown that using a Neural Network (NN) classifier as the
acoustic model can yield a performance that is often superior to that of a GMM [67]. Using
an NN as the acoustic model to compute the observation likelihoods, p (ot|s), required for
the HMM in (2.26) is referred to as a hybrid system [12]. The feed-forward Deep NN (DNN),
illustrated in Figure 2.5, consists of multiple layers of nonlinear transformations of the input
observation features,
h(0)t = ot (2.35)
z(k)t =W(k)h(k−1)t + b(k) (2.36)
h(k)t = g(k)
(
z(k)t
)
(2.37)
yt = gsoftmax
(
z(K+1)t
)
, (2.38)
where k is the layer index, K is the number of hidden layers, W(k) are the weight matrices,
b(k) are the bias vectors, h(k)t are the hidden activations, z(k)t are referred to as the pre-
2.2 Modelling structured data 19
nonlinearity activations, and yt are the outputs. The activation functions for each layer, g(k),
are element-wise nonlinear functions, often in the form of a tanh, sigmoid,
gsigmoidi (z) =
1
1 + exp (−zi) , (2.39)
or Rectified Linear Unit (ReLU) [51],
gReLUi (z) = max {0, zi} . (2.40)
The output layer of the NN uses a softmax activation function,
gsoftmaxi (z) =
exp (zi)∑
j
exp (zj)
. (2.41)
The NN outputs form a categorical distribution, which can be interpreted as a state cluster
posterior distribution,
P (s|ot,Φ) = yts, (2.42)
where here, Φ =
{
W(1),b(1), · · · ,W(K+1),b(K+1)
}
represents the set of NN model param-
eters. The NN therefore can be viewed as a discriminative model that can be used to classify
each observation frame into the set of state clusters.
The HMM requires the computation of observation likelihoods. This can be expressed in
terms of the state cluster posteriors as
p (ot|s) = P (s|ot) p (ot)
P (s) . (2.43)
In the hybrid NN-HMM framework [12], the state cluster posteriors from the output of the
NN, P (s|ot,Φ), are used to compute these observation likelihoods. The state cluster priors
can be estimated from the NN state cluster posteriors as
P (s) =
∫
P (s|o,Φ) p (o) do (2.44)
≈
T∑
t=1
1
T
P (s|ot,Φ) . (2.45)
The observation priors, p (ot), do not have an impact on the hypothesis posteriors, as they
cancel out in the numerator and denominator of the hypothesis posteriors, when substituting
(2.43) into (2.27).
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As such, when using an NN acoustic model, normalised hypothesis posteriors can still be
obtained by omitting the observation priors in (2.43) and computing a scaled observation
likelihood,
A (ot, s,Φ) = P (s|ot,Φ)
P (s) . (2.46)
This scaled likelihood does not represent a valid probability density function, as it will only
be normalised when multiplied by a valid observation prior. Using this scaled observation
likelihood, the hypothesis posteriors of (2.27) for the hybrid NN-HMM system can be
expressed as
P (ω1:L|O1:T ,Φ) =
P γ (ω1:L)
∑
s1:T∈Gω1:L
T∏
t=1
P γ (st|st−1)Aκ (ot, st,Φ)
∑
ω′1:L′
P γ (ω′1:L′)
∑
s′1:T∈Gω′
1:L′
T∏
t=1
P γ (s′t|s′t−1)Aκ (ot, s′t,Φ)
. (2.47)
One disadvantage of the GMM is that every state cluster, s, has its own set of parameters,
{µsm,Σsm, ςsm ∀m}. This can result in a large number of trainable parameters and poor
model generalisation when the number of state clusters is large. Furthermore, there may be
context-dependent phones that are never observed in the data, because some phone sequences
may never occur in the dictionary. The NN overcomes this issue, as all of the parameters in
an NN, up to the final hidden layer, are shared across all state clusters.
Neural network temporal context
(a) Time-delay neural network. Dark arrows represent
the flow of information used to compute the current
output.
(b) Recurrent neural network. Information
about the past history of observations is cap-
tured in hl.
Fig. 2.6 Neural network topologies that capture extended temporal contexts.
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It has been shown that performance improvements can be obtained by using NN topolo-
gies that take into account wider temporal contexts of the observations [145]. Two such NN
topologies are the Time-Delay NN (TDNN) [147] and the RNN [121], illustrated in Figures
2.6a and 2.6b respectively. In a standard feed-forward DNN, a limited temporal context is
often captured by splicing consecutive frames of observations together to form the input [12].
The TDNN generalises this concept by performing temporal splicing at each hidden layer.
This replaces (2.36) in the DNN feed-forward operation with
z(k)t =
n∑
τ=−n
W(k)τ h
(k−1)
t+τ + b(k). (2.48)
Dilation can be applied to the splice window to limit the increase in the number of parameters
as the context window size increases [112].
The feed-forward DNN with a spliced input and the TDNN are both only able to capture
a finite temporal context. The RNN can take into account the full history of past observations
when classifying each frame. As such, the RNN outputs can be interpreted as state cluster
posteriors, given the current and past observations,
P (st|O1:t) ≈ P (st|ot,ht−1,Φ) . (2.49)
Here, a fixed-dimensional representation, ht−1, is used to capture all past observations,
O1:t−1. Although the RNN can potentially capture the full past history of observations,
the computation of each posterior requires the past observation frames to be processed
sequentially. This can make it difficult to parallelise the computations and perform mini-
batching during training. As such, only a finite past context of observations is often used
during training. It is also possible to incorporate a limited future context into the RNN, by
introducing a fixed delay between the input and output.
One popular RNN topology is the Long Short-Term Memory (LSTM) [70]. In this thesis,
the LSTM topology proposed in [125] is used, and is illustrated in Figure 2.7. A single
LSTM layer using this topology, that takes ot as input and produces yt as output, is described
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Fig. 2.7 Long short-term memory layer, with low-rank matrix factorisation projection. The
arrows show how the computation of each variable is dependent on other variables. Arrows
of each colour show the information flow out of different variables.
as
xint = gin
(
Wiiot +Wiphprojt−1 +Wichcellt−1 + bi
)
(2.50)
xforgett = gforget
(
Wfiot +Wfphprojt−1 +Wfchcellt−1 + bf
)
(2.51)
hcellt = x
forget
t ⊙ hcellt−1 + xint ⊙ gcell
(
Wciot +Wcphprojt−1 + bp
)
(2.52)
xoutt = gout
(
Woiot +Wophprojt−1 +Wochcellt + bo
)
(2.53)
hpret = xoutt ⊙ gpre
(
hcellt
)
(2.54)
hprojt =Wprojhpret (2.55)
yt = goutput
(
Woutputhprojt + boutput
)
. (2.56)
Here, xint , x
forget
t , and xoutt , are referred to as the input, forget, and output gates respectively.
These are used to control the flow of information through the LSTM layer, by taking the
element-wise product, ⊙, of the gates with the activations. The parameter matrices of Wic,
Wfc, and Woc are referred to as peephole connections, and are constrained to be diagonal,
to reduce the number of parameters. The memory cell, hcellt , is where the recurrent memory
is stored. The memory cell and gating topology of the LSTM is designed to mitigate the
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occurrence of vanishing and exploding gradients during training [111], thereby improving
the ability of the model to learn long span temporal dependencies in the data.
The LSTM can potentially have many parameters, from the multiple matrices and biases.
This can make it difficult to train the LSTM to generalise well, when the quantity of training
data is limited. In the LSTM topology used here, the activations of hpret are linearly projected
to hprojt , such that dim
(
hprojt
)
< dim (hpret ) [125]. This reduces the number of parameters
in the LSTM layer, and can be interpreted as a low-rank matrix factorisation, discussed in
Section 4.1. Although only a single LSTM layer is illustrated here, it is possible to stack
multiple LSTM layers together, to increase the capacity of the model.
A single RNN acoustic model can capture the temporal context of observations trailing
either backward or forward in time. It is possible to capture the complete backward and
forward temporal contexts, by using two RNNs in parallel, one running forward and the
other running backward in time. When used with the LSTM acoustic model topology, this is
referred to as the Bi-directional LSTM (BLSTM) [57].
The use of extended temporal contexts in the acoustic model allows the conditional
independence assumption of (2.25) to be relaxed. When using an RNN acoustic model
running forward in time, the approximation of (2.25) can be relaxed to
p (O1:T |s1:T ,ω1:L) ≈
T∏
t=1
p (ot|O1:t−1, st) , (2.57)
where now the conditional dependence of the current observation on past observations is
explicitly captured. Here, it is still assumed that the current observation is conditionally
independent of all other words, state clusters, and future observations, when given the current
state cluster and past observations. The observation likelihood can then be expressed as
p (ot|O1:t−1, st) = P (st|O1:t) p (ot|O1:t−1)
P (st|O1:t−1) . (2.58)
Similarly to (2.43), the observation priors, p (ot|O1:t−1), are independent of the hypothesis,
and will not affect the resulting hypothesis posteriors. It is therefore often omitted. When
using an RNN acoustic model together with an HMM, an addition approximation is often
made that
P (st|O1:t−1) ≈ P (st) . (2.59)
Although this approximation is difficult to justify theoretically, it eliminates the need to
separately model P (st|O1:t−1), and often results in a reasonable performance in practice
[121]. Using these approximations, scaled observation likelihoods can be obtained from the
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RNN state cluster posteriors using
A (ot,O1:t−1, st,Φ) = P (st|ot,ht−1,Φ)
P (st)
. (2.60)
As with (2.46), these scaled observation likelihoods also do not represent valid probability
density functions. By using an RNN acoustic model together with an HMM in the hybrid
framework, hypothesis posteriors of (2.27) can be computed as
P (ω1:L|O1:T ,Φ) =
P γ (ω1:L)
∑
s1:T∈Gω1:L
T∏
t=1
P γ (st|st−1)Aκ (ot,O1:t−1, st,Φ)
∑
ω′1:L′
P γ (ω′1:L′)
∑
s′1:T∈Gω′
1:L′
T∏
t=1
P γ (s′t|s′t−1)Aκ (ot,O1:t−1, s′t,Φ)
.
(2.61)
2.2.6 Feature extraction
It has thus far been assumed that inputs are available in the form of per-frame feature vectors,
ot, which together form the observation sequence,
O1:T = o1,o2, · · · ,oT . (2.62)
These features are often extracted from the an underlying raw audio waveform of the audio
speech signal,
x1:τ = x1, x2, · · · , xτ , (2.63)
through the feature extractor,
ot = φt (x1:τ ) , (2.64)
where τ is the length of the raw audio waveform. Although it is possible to construct an
ASR system that operates directly on the raw audio waveform as inputs [110], the extracted
features can have a more compact representation of the discriminative information, which
may be more useful for recognition.
Hand-crafted features
The hand-crafted filterbank, Mel-Frequency Cepstral Coefficients (MFCC) [101], and Per-
ceptual Linear Predictive (PLP) [64] features are common choices of input representations.
These are extracted by first segmenting the audio stream into overlapping 25ms windows,
with a 10ms shift between consecutive frames. A Discrete Fourier Transform (DFT) is then
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applied to each window. Only the magnitude spectra are retained. The magnitude spectra are
then down-sampled by integrating across triangular Mel-scale frequency bins. This results in
filterbank features.
As is described in Section 2.2.5, diagonal covariance matrices are often used in a GMM-
HMM system, to reduce the number of model parameters and improve the ability to generalise.
This assumes some degree of independence between the feature vector dimensions. One
possible method to improve the independence between the feature dimensions is through a
Discrete Cosine Transform (DCT) of the filterbank features. The MFCC features are formed
by only retaining the first few DCT dimensions. However, this truncation may result in
information loss. Therefore when using acoustic models that do not assume independence
between feature dimensions, the filterbank features may be preferred.
For PLP, the magnitude spectra are downsampled by integrating across critical bank filters.
These filters are traditionally spaced along the Bark scale. However, in this thesis, the Mel
scale is again used. The features are then scaled using the equal-loudness pre-emphasis curve
and intensity-loudness power law. Auto-correlation coefficients that represent the features
are then obtained and truncated. Finally, an inverse DFT is applied to the log-spectrum of the
auto-correlation coefficients, and truncated, to produce the PLP features.
There are also many other hand-crafted feature types, such as those relying on gammatone
filters [126], and those operating on the DFT phase spectrum [128]. The extracted features
are often made more robust to environment and speaker variations through mean and variance
normalisation. More powerful normalisation techniques, such as Constrained Maximum
Likelihood Linear Regression (CMLLR) [43] and vocal tract length normalisation [170] can
also be used. Finally, it has been found that when using non-recurrent models, performance
improvements can often be obtained by introducing a finite temporal context into the features.
This can be done by concatenating together the features with their temporal derivatives, or by
splicing together a window of consecutive frames.
Neural network bottleneck features
Many of these hand-crafted features are inspired by insights from signal processing and
human audio perception. However, these may not be the most optimal for ASR. It may be
more appropriate to learn a feature extraction from the data. An NN provides a flexible model
that can be trained as a feature extractor [65],
o´t = φt (O1:T |Φ) , (2.65)
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Fig. 2.8 Using an NN bottleneck feature extractor in tandem with an acoustic model. PLP fea-
tures are concatenated together with the bottleneck features to provide additional information.
The acoustic model can be an NN or a GMM.
where Φ here represents the parameters of an NN feature extractor. The feature extractor, φ,
takes in input features, O1:T , which may be hand-crafted features or the raw audio waveform,
and produces the extracted features, o´t, which together form the extracted observation
sequence, O´1:T = o´1, · · · , o´T . It has been found that compact representations can be
obtained by placing a bottleneck, having a small number of nodes, at one of the layers along
the NN topology, and using the bottleneck layer activations as the extracted features [58].
The NN can be trained in an autoencoder [68] or in a discriminative [65] manner. It is
also possible to improve noise robustness, by training the feature extractor to predict clean
features from noisy input features [144]. The bottleneck features can be used together with
hand-crafted features, referred to as tandem features, to leverage upon the advantages of
multiple representations [148], as is shown in Figure 2.8. The use of NN bottleneck features
as inputs to a GMM-HMM system is referred to as a tandem system.
However, the ability of the NN feature extractor to generalise depends on the quantity
of training data. It is possible to import additional data from other tasks, such as from
other languages, forming what is known as multi-lingual bottleneck features [36]. This
makes the assumption that the features from the related tasks share similar discriminative
representations of information.
2.3 Training criteria
The parameters of the models first need to be trained, before the systems can be used for
recognition. Training refers to the process of finding a set of model parameters, Φ∗, that are
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optimal2 with respect to a training criterion, F , computed over the training data, D,
Φ∗ = argmax
Φ
F (Φ)|D . (2.66)
This section reviews several possible methods that can be used to train GMM and NN acoustic
models, and the HMM alignment model.
2.3.1 Maximum likelihood
The HMM is a generative model of the joint distribution between the observation and state
cluster sequences, p (O1:T , s1:T |ω). A GMM can be used to compute the HMM observation
likelihoods using (2.34). One method to train a GMM-HMM is to maximise the log-likelihood
of the training data, which consists of observation sequence and manual transcription pairs,{
O1:T ,ωref
}
, using the Maximum Likelihood (ML) criterion of
FML (Φ) = log p
(
O1:T ,ωref
∣∣∣Φ) (2.67)
= log p
(
O1:T
∣∣∣ωref,Φ)+ logP (ωref) , (2.68)
where here, Φ represents the GMM parameters and the HMM transition probabilities. A
sum over utterances in the training data is omitted for brevity. The GMM is often trained
separately from the language model. As such, the criterion can be simplified to
FML (Φ) = log p
(
O1:T
∣∣∣ωref,Φ) . (2.69)
The likelihood requires the marginalisation over the possible state cluster sequences,
FML (Φ) = log
∑
s1:T∈Gωref
p
(
s1:T ,O1:T
∣∣∣ωref,Φ) , (2.70)
which can be treated as latent variables. This can be difficult to optimise directly. As such,
the criterion can be optimised indirectly, by maximising an evidence lower bound to the
log-likelihood, using the Expectation Maximisation (EM) algorithm [32]. This is also known
as the Baum-Welch algorithm [4] when applied to HMMs, and is a variant of variational
2Optimisation can refer to either a maximisation or minimisation, depending on the criterion. Maximisation
can be changed to minimisation, simply by negating the criterion.
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inference, which is described in more detail in Section 3.1.2. The evidence lower bound is,
FEM (Φ, Q) =
∑
s1:T∈Gωref
Q
(
s1:T
∣∣∣ωref,O1:T) log p
(
s1:T ,O1:T
∣∣∣ωref,Φ)
Q (s1:T |ωref,O1:T ) (2.71)
= log p
(
O1:T
∣∣∣ωref,Φ)− ∑
s1:T∈Gωref
Q
(
s1:T
∣∣∣ωref,O1:T) log Q
(
s1:T
∣∣∣ωref,O1:T)
P (s1:T |ωref,O1:T ,Φ) ,
(2.72)
where Q
(
s1:T
∣∣∣ωref,O1:T) is an approximate distribution over the state cluster sequence. The
EM algorithm performs optimisation jointly over both Q
(
s1:T
∣∣∣ωref,O1:T) and Φ. The term
on the left of (2.72) is the log-likelihood of (2.69), while the term on the right of (2.72) is a
Kullback-Leibler (KL)-divergence between the approximate distribution and the one given
by the model, which is non-negative. As such, FEM ≤ FML, and maximising FEM maximises
a lower bound to FML.
The EM algorithm trains the model by iterating over the following two steps.
1. The Expectation step maximises FEM (Φ, Q) in (2.72) with respect to Q, keeping
the parameters fixed at the values from the previous training iteration, Φ(v−1). This is
achieved by setting the approximate distribution to the distribution over state cluster
sequences of the previous model iteration,
Q
(
s1:T
∣∣∣ωref,O1:T) = P (s1:T ∣∣∣ωref,O1:T ,Φ(v−1)) . (2.73)
This minimises the KL-divergence in (2.72), thereby minimising the difference between
FEM and FML, and leading to FEM = FML.
2. The Maximisation step maximises FEM (Φ, Q) in (2.71) with respect to Φ, with the
Lagrange multiplier constraints to ensure that
∑
st P (st|st−1) = 1 and
∑
m ςms = 1.
Equating the criterion derivatives to zero, ∂FEM
∂Φ = 0, leads to analytical solutions for
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the model parameters [76],
P (v) (sτ |sτ−1) =
T∑
t=1
P
(
st = sτ , st−1 = sτ−1
∣∣∣O1:T ,Φ(v−1))
T∑
t′=1
∑
s′∈T
P (st′ = s′, st′−1 = sτ−1|O1:T ,Φ(v−1))
(2.74)
ς(v)ms =
T∑
t=1
P
(
st = s,mt = m
∣∣∣O1:T ,Φ(v−1))
T∑
t′=1
Ms∑
m′=1
P (st′ = s,mt′ = m′|O1:T ,Φ(v−1))
(2.75)
µ(v)ms =
T∑
t=1
P
(
st = s,mt = m
∣∣∣O1:T ,Φ(v−1))ot
T∑
t′=1
P (st′ = s,mt′ = m|O1:T ,Φ(v−1))
(2.76)
Σ(v)ms =
T∑
t=1
P
(
st = s,mt = m
∣∣∣O1:T ,Φ(v−1)) (ot − µ(v)ms) (ot − µ(v)ms)T
T∑
t′=1
P (st′ = s,mt′ = m|O1:T ,Φ(v−1))
.
(2.77)
Here,
∑
s∈T
sums over all state clusters at the leaves of the decision tree, T . The EM algorithm
alternates between optimising with respect to Φ and Q
(
s1:T
∣∣∣ωref,O1:T), and can therefore
be seen as a form of coordinate ascent.
The EM algorithm described by (2.73) to (2.77) can be computationally expensive to
perform, as all possible state cluster time alignments and alternative pronunciations need
to be considered. One method to reduce this computational cost is to set the approximate
distribution to the 1-best state cluster alignment in the expectation step [168], replacing (2.73)
with
Q
(
s1:T
∣∣∣ωref,O1:T) = δ (s1:T , s(v−1)∗1:T ) , (2.78)
where
s(v−1)∗1:T = argmaxs1:T P
(
s1:T
∣∣∣ωref,O1:T ,Φ(v−1)) . (2.79)
2.3.2 Frame level
Section 2.2.5 describes how in the hybrid framework, an NN can be used in place of a GMM,
to compute the scaled observation likelihoods of an HMM, using (2.46). One commonly
used procedure [12] to train this system is to first train the HMM transition probabilities in a
GMM-HMM system using the EM algorithm, described in Section 2.3.1. 1-best state cluster
alignments of the manual transcription, referred to as forced alignments, are obtained from
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the GMM-HMM system. The acoustic model is then replaced by an NN. One method to
train the NN is using the Cross-Entropy (CE) criterion, which maximises the conditional
log-likelihood of the forced alignments [12],
FCE (Φ) =
T∑
t=1
logP
(
sreft
∣∣∣ot,Φ) , (2.80)
where sreft is a cluster state in the forced alignment and Φ now represents the NN parameters.
The cross-entropy criterion is commonly used in many classification tasks in machine
learning. This criterion is discriminative in nature, as it aims to maximise the conditional
likelihood of the correct class. When applied to training an NN in the hybrid NN-HMM
system, this is similar to performing a final maximisation step in the EM algorithm, using the
1-best state cluster alignment approximation of (2.78), obtained from a GMM-HMM system.
However, training the NN toward these forced alignment targets may bias its behaviour,
discouraging behaviours that favour alternative time alignments and pronunciations that can
represent the manual transcriptions. Frame-level training also does not take into account
the sequential nature of speech data, or the alignment and language models. Furthermore,
the performance of the system is often assessed based on its word sequence hypotheses,
and not its per-frame classifications. The following section reviews several criteria that take
sequence-level information into account.
2.3.3 Sequence discriminative training
Sequence discriminative training methods aim to overcome the limitations of frame-level
training. One possible sequence discriminative criterion is the Maximum Mutual Informa-
tion (MMI) criterion [1], which maximises the conditional log-likelihood of the manual
transcriptions,
FMMI (Φ) = logP
(
ωref
∣∣∣O1:T ,Φ) . (2.81)
Here again, a sum over utterances is omitted for brevity. Similarly to the FCE criterion,
the FMMI criterion is also discriminative in nature, as it aims to maximise the conditional
likelihood of the correct class.
The FMMI criterion can also be used to train a GMM-HMM system [107, 142, 160].
Unlike the FML criterion of (2.67), which aims to train the joint observation sequence and
hypothesis likelihood, the FMMI criterion instead aims to train the hypothesis posteriors.
Using (2.13), the FMMI criterion can be expressed as
FMMI (Φ) = log p
(
ωref,O1:T
∣∣∣Φ)− log∑
ω
p (ω,O1:T |Φ) . (2.82)
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By comparing FMMI with FML in (2.67), it can be seen than maximising FMMI not only
maximises the likelihood of the manual transcriptions, but also simultaneously suppresses
the likelihoods of competing hypotheses. A GMM-HMM can be trained toward the FMMI
criterion using the extended Baum-Welch algorithm [52, 107, 142].
The FMMI criterion aims to maximise the conditional likelihood of the manual transcrip-
tions. This aims for the model to exhibit a good hypothesis, or sentence-level, classification
error rate. However, ASR systems are often assessed based on their WER performance. It
may therefore be preferable to find the model parameters that directly minimise the WER.
However, this must take into account the decoding process, and the Levenstein distance used
to compute the WER is not differentiable. One possible solution is to instead minimise the
expected risk, known as the Minimum Bayes’ Risk (MBR) criterion [77],
FMBR (Φ) =
∑
ω
L
(
ω,ωref
)
P (ω|O1:T ,Φ) . (2.83)
If the risk, L, is a word-level Levenstein distance of (2.7), then the criterion minimises the
expected WER. It is also possible to measure the risk over other acoustic units. This leads
to a variety of possible criteria, such as minimum word error for the word level, minimum
phone error for the phone level [117], and state-level MBR (sMBR) for the per-frame state
cluster level [48, 115]. Work in [132] suggests that using a word-level risk may result in a
better WER performance, because this risk is well matched with the WER metric. However,
work in [48, 117] suggests the opposite trend, where using a risk at a finer acoustic unit, such
as phones or state clusters, may result in a better WER performance.
2.4 Neural network training
This section discusses how NN parameters can be optimised toward the training criteria
discussed in Section 2.3.
2.4.1 Gradient descent
NN training is often a non-convex problem [25], and training methods seek to find a set of
parameters that is locally optimal. Gradient descent is one possible method of finding a local
optimum of the training criterion. Gradient descent is an iterative algorithm, whereby at each
iteration, the parameters are updated as
Φ(v) = Φ(v−1) − ηv∇Φ F
(
Φ(v−1)
)∣∣∣D , (2.84)
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where v is the training iteration index, ηv is the learning rate, and D is the training data.
Each gradient descent update in (2.84) requires the computation of the gradient,∇ΦF (Φ),
accumulated over all samples within the training data, D. This can be computationally
expensive when the training dataset is large. The Stochastic Gradient Descent (SGD) training
method reduces this computational cost by only computing the gradient over a random subset
of the training data samples at each iteration,
Φ(v) = Φ(v−1) − ηv∇Φ F
(
Φ(v−1)
)∣∣∣D˜(v) , (2.85)
where D˜(v) is a random subset of the training data samples, referred to as a mini-batch.
The mini-batch gradient, ∇ΦF|D˜(v) , can be viewed as a Monte Carlo approximation to the
gradient over the whole training dataset, ∇ΦF|D. Although the mini-batch gradient is less
computationally expensive to compute, this Monte Carlo approximation may introduce some
variance into the gradient estimate.
Often, the mini-batches are sampled without replacement, as this can be implemented
simply by randomly shuffling the training data and dividing the shuffled data into the mini-
batches. The bias of the mini-batch gradient estimates can be minimised by shuffling the
data appropriately and having sufficiently large mini-batch sizes. This is to ensure that each
mini-batch contains data from a variety of utterances, speakers, genders, and environmental
conditions.
2.4.2 Back-propagation
The gradient-based training methods discussed in Section 2.4.1 require the computation of
the derivatives of the training criterion with respect to each of the model parameters, referred
to as the gradient. The error back-propagation algorithm [123] can be used to compute these
derivatives efficiently. Consider the training of a feed-forward DNN with K hidden layers,
whose forward pass is described by (2.35) to (2.38). This forward pass involves passing the
hidden layer activations, h(k)t , from one layer to the next. Analogously, the gradient can be
computed by passing “error signals” backward from each layer to the previous through the
DNN.
The back-propagation algorithm begins by first computing the derivative of the training
criterion with respect to the output layer pre-softmax activations, ∂F
∂z(K+1)t
, for each frame.
The form of this derivative will depend on the choice of training criterion. Using the chain
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rule, the error signals passed from each layer to the previous layer are
∂F
∂h(k)t
=∇h(k)t z
(k+1)
t
∂F
∂z(k+1)t
(2.86)
=W(k+1)T ∂F
∂z(k+1)t
. (2.87)
Starting from the output layer, these error signals are passed back from layer to layer till
the input layer. For each of the hidden layers, the derivative of the training criterion with
respected to the pre-nonlinearity activations can be computed as
∂F
∂z(k)t
=∇z(k)t g
(k)
(
z(k)t
) ∂F
∂h(k)t
. (2.88)
The form of the derivative,∇z(k)t g
(k)
(
z(k)t
)
, depends on the activation function used. The
gradients for the NN parameters at each layer can be computed from the pre-nonlinearity
activation derivatives as
∂F
∂W(k)
∣∣∣∣∣Dt =∇W(k)z
(k)
t
∂F
∂z(k)t
(2.89)
= h(k)t
T ∂F
∂z(k)t
(2.90)
∂F
∂b(k)
∣∣∣∣∣Dt =∇b(k)z
(k)
t
∂F
∂z(k)t
(2.91)
= ∂F
∂z(k)t
, (2.92)
whereDt represents the tth frame of data. These gradients can then be accumulated across all
training data samples within a mini-batch for SGD. Passing the error signals, ∂F
∂h(k)t
, from the
output layer down the NN layers allows the parameter gradients to be computed efficiently.
The back-propagation algorithm can be extended to also propagate error signals across time
steps to train an RNN, using back-propagation through time [153].
2.4.3 Parameter initialisation
Iterative training methods, such as the gradient-based methods described in Section 2.4.1,
require an initial set of model parameters to begin training from. It has been found that
the choice of parameter initialisation has a significant impact on the ability of the iterative
training method to converge to a good local optimum [68]. Having NN parameters that are
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too large or small can result in gradients exploding or vanishing as they are back-propagated
through the NN [50]. This effect can be exacerbated by the saturation of the nonlinear
activation functions [50]. Furthermore, many local optima may exist across the error surface
of the training criterion [25]. As such, it may be important to properly initialise the model
parameters to avoid converging to poor local optima.
Random initialisation
The NN parameters can be randomly initialised, by sampling the NN weights from a proba-
bility density function. It is important to set the variance of this probability density function,
such that the sampled weights have an appropriate dynamic range [50]. If the parameters
are too closely centred around zero, then the magnitude of the error signals may decrease
rapidly when being back-propagated through the NN, because of the repeated application
of (2.87). This may lead to very small updates for parameters in the lower layers of the
NN. Similarly, if the parameters are too large, then the magnitude of the error signals may
increase rapidly when being back-propagated. If the parameters are initialised to be too
large, the pre-nonlinearity activations, z(k)t , may also tend to be large, thereby causing the
nonlinear activation function to operate primarily within a region of saturation. Within a
saturated region, the derivative of∇z(k)t g
(k)
(
z(k)t
)
may be very small. This may again lead
to very small updates of the NN parameters. There is no guarantee that the gradient shrinking
caused by the activation function saturation will cancel out the gradient growth from the large
parameters. As such, it is important to initialise the NN parameters within an appropriate
dynamic range. To achieve this, the work in [50] proposes to sample the NN parameters as
w
(k)
ij ∼ U
− √6√
dim (h(k−1)) + dim (z(k))
,
√
6√
dim (h(k−1)) + dim (z(k))
 (2.93)
b
k)
i = 0, (2.94)
where U (·, ·) is a continuous uniform probability density function. Here, the dynamic range
of the probability density function is controlled by the dimensions of the layers.
Generative, unsupervised pre-training
After the NN parameters have been randomly initialised, pre-training methods can be used to
prevent convergence to poor local optima. These pre-training methods often train the NN in
a layer-wise fashion, to allow the hidden layers of the NN to develop representations that
gradually improve, going up the NN. Here, the NN is trained in an iterative fashion, where
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at each iteration, an additional layer is appended unto to NN. The previously trained layers
are kept fixed, and only the newly appended layer is trained. The NN can be pre-trained
toward generative criteria in an unsupervised fashion or toward discriminative criteria in a
supervised fashion.
One generative pre-training method is to treat the NN as a stacked Restricted Boltzmann
Machine (RBM) [68]. Here, the NN is no longer treated as a disciminative classifier, but as
an undirected graphical model, from which the NN input observations, ot, can be generated
from. As each new layer is appended, the inputs to the layer, h(k−1), are treated as observed
variables, while the outputs of the layer, h(k), are treated as unobserved variables. At the
lowest layer, the observed variables correspond to the NN input observations, h(0)t = ot. The
unobserved variables at the outputs of each layer are treated as the observed variables at
the inputs of the next layer. Graphical connections are only allowed between observed and
unobserved variables within each layer. In the RBM, the joint likelihood of both the observed
and unobserved variables is given by
p
(
h(k−1),h(k)
∣∣∣Φ(k)) = 1
Z
exp
[
−E
(
h(k−1),h(k)
∣∣∣Φ(k))] , (2.95)
where the normalisation term is
Z =
∑
h(k−1),h(k)
exp
[
−E
(
h(k−1),h(k)
∣∣∣Φ(k))] . (2.96)
The energy function3 is defined as
E
(
h(k−1),h(k)
∣∣∣Φ(k)) = −b(k)′Th(k−1) − b(k)Th(k) − h(k)TW(k)h(k−1), (2.97)
where, the parameters of the kth RBM layer are Φ(k) =
{
W(k),b(k),b(k)′
}
.
At the lowest layer, the observed variables correspond to the NN input observations,
h(0)t = ot. For a RBM with only a single layer. the observation likelihood can be computed
as
p
(
ot
∣∣∣Φ(1)) = ∑
h(1)
p
(
ot,h(1)
∣∣∣Φ(1)) . (2.98)
This RBM is trained by maximising the observation log-likelihood,
FRBM
(
Φ(1)
)
=
T∑
t=1
log p
(
ot
∣∣∣Φ(1)) . (2.99)
3Here a simple RBM configuration is presented, where it is assumed that both the observed and unobserved
variables are have elements that can take binary values.
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The parameters can be trained in a computationally efficient manner using the contrastive
divergence algorithm [66]. Successive layers can be trained using the outputs of previous
layers as observed variables, and maximising the likelihood of these observed variables.
The stacked-RBM generative pre-training method is unsupervised, as it does not require
output targets in the training data. As such, it is possible to perform generative pre-training
on unlabelled training data.
Discriminative, supervised pre-training
Pre-training the NN parameters in a generative fashion allows the hidden representations
to learn to capture abstract information about the input observations. However, this may
not be optimal for the ASR task, which relies on the computation of the state cluster
posteriors at the NN outputs. Rather than pre-training each layer to maximise the likelihood
of the observations using FRBM in (2.99), it may instead be better to pre-train each layer
to discriminate between the output state clusters [9], using supervised pre-training. This
iteratively trains the NN in a layer-wise fashion toward a supervised criterion, which takes
into account both the inputs and outputs of the NN. Starting from an NN with only a single
hidden layer, a new hidden layer is appended to the NN at each iteration, and the new hidden
layer is trained greedily toward the supervised criterion. A possible choice of supervised
criterion is the cross-entropy criterion in (2.80). However, unlike generative pre-training,
supervised pre-training requires labelled training data, which may be more expensive to
obtain.
These layer-wise pre-training methods can be used to initialise the hidden layer parame-
ters, to produce sensible hidden representations, with the intention of avoiding poor local
optima. After pre-training, a randomly sampled output layer can be appended to the final
hidden layer, and the NN is then trained as a whole.
2.4.4 Regularisation
A trained model may perform well on the data that has been used for training. However,
it is often more important for the trained model to be able to perform well on unseen data.
Regularisation methods can be used to reduce over-fitting to the training data and improve
generalisation to unseen data.
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L2 regularisation
One possible regularisation method is to explicitly add a regularisation term, R (Φ), to the
training criterion, F (Φ),
F ′ (Φ) = F (Φ) +R (Φ) . (2.100)
This regularisation term can be used to penalise the model complexity. Because of their large
number of parameters, NN models often have large modelling capacities, and may be able to
memorise and over-fit to the training data. This can be discouraged by imposing a penalty on
the model complexity. One commonly used form of regularisation term is the square of the
L2-norm of the parameters [10],
R (Φ) = ϱΦTΦ, (2.101)
where ϱ is the regularisation coefficient that is used to control the amount of regularisation.
This form of regularisation encourages the NN parameters to take values near zero, which
may in turn encourage the nonlinear activation functions of the NN to operate within their
linear regions.
Applying regularisation of the form of (2.100) to the FCE or FMMI criteria in (2.80) and
(2.81), can be interpreted as enforcing a prior distribution over the parameters. Finding the
most probable, or Maximum a-Posteriori (MAP), set of model parameters can be expressed
as
Φ∗ = argmax
Φ
{p (Φ|D)} (2.102)
= argmax
Φ
{log p (D|Φ) + log p (Φ)} (2.103)
(2.104)
where p (Φ) is a prior distribution over the parameters. If it is assumed that all frames in the
training data are independent of each other, then
Φ∗ = argmax
Φ
{FCE (Φ)|D + log p (Φ)} . (2.105)
If it is instead assumed that all utterances are independent of each other, then
Φ∗ = argmax
Φ
{FMMI (Φ)|D + log p (Φ)} . (2.106)
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The regularisation term in (2.100) can be interpreted as the prior term in (2.105) and (2.106),
which for L2 regularisation, leads to a prior of
pL2 (Φ) =
1
Z
exp
[
ϱΦTΦ
]
, (2.107)
where Z is a normalisation term to ensure that the prior is a valid probability density function.
L2 regularisation therefore enforces a Gaussian prior onto the parameters, where the variance
is controlled by the regularisation coefficient, ϱ. Applying more regularisation by increasing
ϱ reduces the prior variance and encourages the parameters to take values closer to zero.
Early stopping
The measured training criterion cost on both the training and unseen data often improve in
the early epochs of training. However, at later epochs, the cost measured on unseen data can
degrade, while that measured on the training data continues to improve. This is an indication
that the model has begun to over-fit to the training data. Early stopping methods aim to stop
training near where the cost measured on unseen data is at a minimum, and may result in a
model that generalises better. This may prevent the model parameters from specialising too
much toward the training data.
To perform early stopping, the full dataset is often split into a training set and a held-out
validation set. Typically, around 90% of the data is allocated to the training set, while the
remaining 10% is allocated to the validation set. These data subsets do not overlap. The
model parameters are trained only on the training set, and the validation set is used to estimate
the model performance on unseen data. The NewBob training scheduler [119] is one variant
of early stopping. Here, the training criterion cost measured on the validation set is used to
dynamically control the learning rate and decide when to stop training.
Dropout
Dropout [137] is another method that can be used for regularisation. When an NN over-fits to
the training data, certain hidden units may become overly specialised to modelling particular
aspects of the training data. Dropout aims to prevent such specialisation, by randomly
deactivating the hidden units during training and setting them to zero. This is achieved by
multiplying the hidden activations, h(k)t , with a vector of binary random variables, d(k), in
an element-wise fashion, such that the pre-nonlinearity activations, z(k)t , of (2.36) are now
computed as
z(k)t =
1
1− πW
(k)Diag
(
d(k)
)
h(k−1)t + b(k). (2.108)
2.5 Derivative computation of sequence discriminative criteria 39
Here, d(k) is known as a Dropout mask, Diag
(
d(k)
)
is a diagonal matrix whose elements are
those of d(k), and π is the Dropout rate, which determines the expected fraction of hidden
units that are deactivated. The 11−π factor in (2.108) allows the dynamic range of z
(k)
t to
remain constant, regardless of the Dropout rate. Each element of the Dropout mask is a binary
random variable, d(k)i ∈ {0, 1}, and is sampled independently from a Bernoulli distribution,
P
(
d
(k)
i
∣∣∣π) = π1−d(k)i (1− π)d(k)i . (2.109)
The random deactivation of hidden units may prevent each hidden unit from specialising
toward particular aspects of the training data. Deactivating the hidden units also reduces the
effective hidden layer dimensions of the NN during training, thereby potentially reducing its
modelling capacity. When performing recognition, Dropout is often not used.
2.5 Derivative computation of sequence discriminative cri-
teria
The NN parameters can be trained using SGD, and the gradients can be obtained using the
back-propagation algorithm, as has been described in Sections 2.4.1 and 2.4.2. Section 2.4.2
explains that the back-propagation algorithm requires the derivative of the training criterion
with respect to the pre-softmax activations, ∂F
∂z(K+1)t
. For the frame-level cross-entropy
criterion in (2.80), this derivative is
∂FCE (Φ)
∂z
(K+1)
st
= δ
(
s, sreft
)
− P (s|ot,Φ) . (2.110)
This derivative can be back-propagated down the NN to obtain the gradient updates for NN
parameters.
Similarly, the derivatives of the sequence discriminative criteria need to be obtained. The
derivative for the FMMI criterion of (2.81) is [86]
∂FMMI (Φ)
∂z
(K+1)
st
= κ
[
P
(
st = s
∣∣∣ωref,O1:T ,Φ)− P (st = s|O1:T ,Φ)] , (2.111)
while that for the FMBR criterion of (2.83) is [143]
∂FMBR (Φ)
∂z
(K+1)
st
=κP (st = s|O1:T ,Φ)
∑
ω
L
(
ω,ωref
)
[P (ω|st = s,O1:T ,Φ)− P (ω|O1:T ,Φ)],
(2.112)
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where κ is the acoustic scaling factor.
TheFMMI derivative requires the computation of a “numerator” term, P
(
st
∣∣∣ωref,O1:T ,Φ),
and a “denominator” term, P (st|O1:T ,Φ). It is possible to compute these terms using n-best
lists of competing hypotheses. However, this method can become computationally imprac-
tical as the number of competing hypotheses grows. It is more efficient to represent the
competing hypotheses in a lattice [108]. Similarly the terms in the derivative of the FMBR
criterion can also be computed over a lattice of competing hypotheses, as is described in
[113].
2.5.1 Graphs and lattices
(a) WFSA language model, G (b) FST dictionary, L
(c) FST context-dependence, C. (d) WFST alignment model, H.
Fig. 2.9 Weighted finite state acceptor and transducer graphs. These define the allowed
transitions and the associated scores.
The language model, dictionary, context-dependence, and alignment model determine
the word, phone, and state sequences that are allowed, and together, they define the set
of possible hypotheses. These models can be compactly represented using graphs. The
language model can be represented using a Weighted Finite State Acceptor (WFSA) graph,
containing the allowed word sequences that can be accepted, with weights representing the
language model probabilities. A word-level WFSA bigram language model, G, is shown in
Figure 2.9a. The dictionary, context-dependence, and alignment model can be represented
by Weighted Finite State Transducer (WFST) graphs, mapping from context-independent
sub-word units to words, context-dependent sub-word units to context-independent sub-word
units, and states to context-dependent sub-word units respectively. Examples of WFSTs for
the dictionary, L, context-dependence, C, and alignment model, H, are shown in Figures
2.9b, 2.9c, and 2.9d respectively. The weights of the H graph represent the HMM transition
probabilities, from the alignment model.
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(a) Word-marked lattice. (b) Phone-marked lattice.
Fig. 2.10 Lattice arcs marked with words and phones. These are utterance-specific. The node
times are indicated by their horizontal positions.
These graphs are independent of the utterance and acoustic model, and do not contain any
time information about when the transitions occur. In order to compute the sequence criteria
derivatives, lattices are generated from these graphs, incorporating acoustic scores from the
observation likelihoods of the acoustic model that is being trained and having lengths specific
to each utterance [108]. These lattices also do not contain cycles. To generate the lattice
of allowed hypotheses, the WFSA and WFST graphs can be composed together. Using the
G graph alone can generate a lattice whose arcs are marked with words, shown in Figure
2.10a. This can be composed with the L graph to give L ◦G, which can generate a lattice
whose arcs are marked with sub-word units, shown in Figure 2.10b. The composition can
be continued all the way to form the H ◦ C ◦ L ◦G recognition graph, to generate a lattice
whose arcs are marked with states.
The numerator and denominator terms in the FMMI derivative of (2.111) can be com-
puted using forward-backward operations over a lattice, A [108]. The denominator term,
P (st|O1:T ,Φ), uses a lattice with all hypotheses that are allowed by the composite H ◦
C ◦ L ◦ G recognition graph, referred to as the denominator lattice. The numerator term,
P
(
st
∣∣∣ωref,O1:T ,Φ), uses a lattice generated by constraining G to only accept the manual
transcription word sequence, referred to as the numerator lattice. The denominator term can
be computed using a forward-backward operation over the denominator lattice, as
P (st = s|O1:T ,Φ) =
∑
at∈A:at≡s
α [at] β [at]∑
aT∈A
α [aT ]
, (2.113)
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where at are the arcs at time t, which are here marked with state clusters. The forward, α,
and backward, β, probabilities represent
α [at]
Z
= p (O1:t, at|Φ) (2.114)
β [at]
Z
= p (Ot+1:T |at,Φ) , (2.115)
where the normalisation factor is
Z =
∑
aT∈A
α [aT ] . (2.116)
These can be computed recursively as
α [at] =
∑
at−1∈A
α [at−1]P (at|at−1)A (ot, s ≡ at,Φ) (2.117)
β [at] =
∑
at+1∈A
β [at+1]P (at+1|at)A (ot+1, s ≡ at+1,Φ) , (2.118)
where P (at|at−1) are the graph weights obtained from the language and alignment models.
The α and β probabilities need to be computed and stored for all arcs within the lattice.
The number of arcs can be very large for lattices generated from the composite H ◦C ◦L ◦G
recognition graph. As such, it can be computationally expensive to compute the denominator
derivative term over the whole lattice. Often, a simple language model, such as a unigram
word-level model, is used during training, to allow deficiencies in the acoustic model to be
more apparent [127]. The use of this simple word-level language model can help to reduce
the number of arcs. However, in practice, the resulting lattice is often still computationally
impractical to use.
One possible method of reducing this computational cost is to prune the denominator
lattice, to only include the most likely hypotheses [108, 159]. Pruning the lattice leads to a
reduction in the number of arcs, thereby reducing the number of α and β probabilities that
need to be computed. Using a pruned lattice to compute the derivative shall be referred to as
the lattice-based method. However, pruning may result in a reduced diversity of hypotheses
contained within the lattice. The quality of the resulting pruned lattice can be measured
using the lattice word error rate [159], which computes the WER of the hypothesis contained
within the lattice that is closest to the reference. This provides a lower bound on the WER
that can be obtained by rescoring the lattice. Also, the computed derivative may be biased
toward the most likely hypotheses. An unbiased estimate of the derivative can be obtained
2.5 Derivative computation of sequence discriminative criteria 43
by instead randomly sampling a finite number of lattice paths, and taking a Monte Carlo
approximation to the derivative [132].
However, the pruning operation requires the acoustic scores, A (ot, s,Φ), to determine
which hypotheses are more likely. This requires an existing acoustic model to compute. As
such, a frame-level cross-entropy-trained model is often used as an initial model, to provide
reasonable acoustic scores to prune the lattice for lattice-based sequence discriminative
training [108]. Frame-level training is therefore required as a first step before lattice-based
sequence discriminative training can be performed. This initial acoustic model is often also
used as the parameter initialisation to begin sequence discriminative training from, as using a
different parameter initialisation may result in a mismatch between the pruned lattice and the
acoustic model. However, this frame-level parameter initialisation may lead to the model
being biased toward the cross-entropy forced alignments. Furthermore, the limited variety
of transition times contained within a pruned lattice may limit how far the sequence-trained
system time alignment behaviour can diverge from that of the initial cross-entropy system.
2.5.2 Lattice-free training
An alternative method of reducing the computational cost of computing the derivatives of
the sequence discriminative criteria is to simplify the graphs used to generate the lattices.
The work in [116] proposes to use a 4-gram phone-level language model, Gphone, instead of a
unigram word-level language model, G. This eliminates the need to compose the G and L
graphs. thereby only requiring a composition of H ◦ C ◦Gphone to generate the lattice. This
leads to a large reduction in the number of arcs in the state-marked lattice. The number of
arcs can be further reduced by simplifying C to use a biphone context-dependence instead
of the usual triphones, and also by simplifying H to use a 2-state HMM topology shown in
Figure 2.2b, instead of the usual 3-state HMM topology in Figure 2.2a. Another method
proposed in [116] to reduce the computational cost of computing the derivatives is to use
a frame shift of 30ms instead of the usual 10ms, thereby reducing the number of frames to
about a third. When used with a 30ms frame shift, the 2-state HMM in Figure 2.2b allows
each sub-word unit to be traversed in a minimum of 30ms, similarly to the minimum traversal
time of the 3-state HMM in Figure 2.2a with a 10ms frame shift. It is shown in [116] that by
using these simplifications, the number of lattice arcs can be reduced sufficiently to allow the
derivatives to be computed over all hypotheses allowed by theH◦C◦Gphone composite graph,
without needing to prune the generated lattices. The lattices that represent this hypothesis
space that are specific to the length of each utterance and incorporate the acoustic scores can
be generated on-the-fly during training. Therefore, pruned lattices for each utterance do not
need to be pre-computed and stored. This is thus referred to as the lattice-free method.
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Since pruning of the lattice is no longer required in the lattice-free method, it is possible
to begin sequence discriminative training directly from a random parameter initialisation.
This may remove any bias that the resulting trained model may have toward the cross-
entropy forced alignments. Furthermore, since frame-level cross-entropy training is no
longer required to provide an initial acoustic model, there is no need for the acoustic model
to produce state cluster posteriors, P (s|ot,Φ), at its output, as these posteriors are only
required for the computation of the cross-entropy criterion and its derivative. In the lattice-
based NN-HMM framework, the state cluster posteriors are converted to scaled observation
likelihoods using (2.46). This requires the state cluster priors, P (s), which also need to be
estimated.
Without the need for cross-entropy training, it is possible to design the acoustic model to
directly produce log-acoustic scores from a linear output layer [116], z(K+1)t ,
logA (ot, s,Φ) = z(K+1)st . (2.119)
The hypothesis posteriors of (2.27) can then be computed as
P (ω|O1:T ,Φ) =
P γ (ω) ∑
s1:T∈Gω
T∏
t=1
P γ (st|st−1)Aκ (ot, st,Φ)
∑
ω′
P γ (ω′) ∑
s′1:T∈Gω′
T∏
t=1
P γ (s′t|s′t−1)Aκ (ot, s′t,Φ)
. (2.120)
However, the acoustic scores, A (ot, s,Φ), obtained in (2.119) are not valid probability
density functions, as they are not normalised. These scores cannot even be treated as
scaled likelihoods, as in (2.46), since they are not even normalised when multiplied by the
observation prior, p (ot). The hypothesis posterior in (2.120) is a valid probability distribution,
as it is normalised and greater than or equal to zero. When computing these hypothesis
posteriors, there is no need to estimate state cluster priors, P (s).
The hypothesis posteriors in (2.120) can be interpreted as a product of experts, where the
experts are the language, alignment, and acoustic models. This is similar to the Connectionist
Temporal Classification (CTC) framework that is described in Section 2.6.1, which often
takes a product of experts combination between the CTC acoustic model and a language
model.
2.5.3 Lattices for recognition
Lattices are used not only for sequence discriminative training, but also when performing
recognition. When performing recognition, the composite H ◦ C ◦ L ◦G recognition graph
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and the acoustic scores obtained from the acoustic model are used to generate a pruned lattice
of competing hypotheses for each utterance. When performing recognition, the lattices need
to contain information about the words in the hypotheses, and therefore both L and G need
to be included in the composition of the recognition graph. Because of the inclusion of these
graphs, the lattice needs to be pruned to reduce the number of arcs, and thereby limit the
computational cost of performing recognition. Often, a weaker language model, such as
a bigram or trigram word-level language model, is used to generate these pruned lattices
for recognition. These weaker language models may exhibit language probabilities with
higher entropies, which may allow the lattice to contain a wider diversity of hypotheses after
pruning. The diverse lattice can then be rescored with stronger language models, such as a
4-gram or RNN language model, to improve the rank order of the hypotheses. Finally, the
rescored lattice can be decoded to obtain the 1-best recognition hypothesis. Decoding can
be performed using the Viterbi algorithm for MAP decoding, or either the recursive method
proposed in [163] or the CN method to perform MBR decoding, as is discussed in Section
2.1.
2.6 Discriminative models
The HMM-based systems are generative models, which can be used to obtain hypothesis
posteriors using (2.13). The resulting hypothesis posteriors will be correct if the joint
distribution of p (ω,O1:T ) is correct. However, the approximations used within HMM-based
systems may limit the accuracy at which the systems can model speech data. An alternative
approach is to directly model the hypothesis posteriors, P (ω|O1:T ), using a discriminative
model.
2.6.1 Connectionist temporal classification
One recently proposed form of discriminative model for ASR is Connectionist Temporal
Classification (CTC) [55]. The hypothesis posteriors can be expressed as
P (ω|O1:T,Φ) =
∑
s1:T∈Gω
P (ω|s1:T ,O1:T )
T∏
t=1
P (st|s1:t−1,O1:T ,Φ) . (2.121)
In CTC, graphemes are often used as the latent states, s1:T . If there are no homographemic
words, then
P (ω|s1:T ,O1:T ) =
1 , if s1:T ∈ Gω0 , otherwise . (2.122)
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CTC models are often trained with a grapheme-level manual transcription [55] and the dictio-
nary is configured to allow all possible state sequences, such that
∑
ω P (ω|s1:T ,O1:T ) = 1
for all s1:T . The hypothesis posterior of (2.121) is therefore a normalised probability distri-
bution. Unlike the conditional independence assumptions of (2.24) and (2.25) made in an
HMM-based system, the CTC model instead makes the assumption that the current state is
conditionally independent of all other states, when given the observation sequence,
P (st|s1:t−1,O1:T ,Φ) ≈ P (st|O1:T ,Φ) . (2.123)
The per-frame state posteriors, P (st|O1:T ,Φ), can be obtained as the outputs of a BLSTM.
With this assumption, the CTC hypothesis posteriors of (2.121) can be expressed as [55]
P (ω|O1:T ,Φ) =
∑
s1:T∈Gω
T∏
t=1
P (st|O1:T ,Φ) , (2.124)
This represents a discriminative model, meant to directly compute the hypothesis posteriors,
that can be used for classification.
The conditional independence between consecutive states in CTC may make it difficult
to capture the dependencies between words or states over time, which are captured in the
language and alignment models in the HMM-based systems. Several attempts have been
made to incorporate a language model into the CTC system [56, 80]. Work in [56] has
proposed to incorporate a separately-trained language model into CTC as,
P (ω|O1:T ,Φ) = 1
Z (O1:T ,Φ)
P γ (ω)
∑
s1:T∈Gω
T∏
t=1
P κ (st|O1:T ,Φ) , (2.125)
which can be interpreted as a product of experts. Here, Z (O1:T ,Φ) ensures that the hypothe-
sis posteriors are normalised. Similarly to the NN-HMM system, the dynamic ranges of the
models can be adjusted for a better match using γ and κ.
Taking this product of experts extension even further, an alignment model can also be
incorporated into CTC as
P (ω|O1:T ,Φ) = 1
Z (O1:T ,Φ)
P γ (ω)
∑
s1:T∈Gω
T∏
t=1
P γ (st|st−1)P κ (st|O1:T ,Φ) . (2.126)
The original conditional independence assumption between states in (2.123) can be obtained
by using an alignment model for each sub-word unit with a topology shown in Figure 2.11,
with the condition that all repeated states must be consumed by the self-loops. Setting the
transition probabilities to those shown in Figure 2.11 results in an effective uniform transition
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Fig. 2.11 Effective CTC alignment model topology. S is the total number of states and ♮ is
a “blank” state. Setting the transition probabilities to the values shown results in uniform
transition probability distributions.
probability between any two states,
P (st|st−1) = 1
S
, (2.127)
where S is the total number of states. This transition probability is the same for all state pairs
and implies the conditional independence assumption between states. The ♮ state in Figure
2.11 is referred to as a blank state [55]. Rather than having just a single state with a self-loop,
the blank state allows for more model flexibility, by not requiring the NN to only output a
single state classification throughout the duration of a sub-word unit. This can be especially
beneficial when silences occur between words. The effective alignment model topology for
CTC in Figure 2.11 is similar to that used for the lattice-free NN-HMM system in figure
2.2b. The difference is that the lattice-free alignment model only allows the first state to be
traversed once. In CTC, the blank states often also have their acoustic scores tied across all
sub-word units.
When using an acoustic model that takes into account the full observation context, O1:T ,
such as a BLSTM, the hypothesis posteriors for the hybrid NN-HMM system in (2.47) can
be expressed as
P (ω|O1:T ,Φ) = 1
Z (O1:T ,Φ)
P γ (ω)
∑
s1:T∈Gω
T∏
t=1
P γ (st|st−1) P
κ (st|O1:T ,Φ)
P κ (st)
, (2.128)
while those for the lattice-free NN-HMM system in (2.120) can be expressed as
P (ω|O1:T ,Φ) = 1
Z (O1:T ,Φ)
P γ (ω)
∑
s1:T∈Gω
T∏
t=1
P γ (st|st−1)Aκ (O1:T , st,Φ) . (2.129)
Here again, Z (O1:T ,Φ), ensures that these hypothesis posteriors are normalised. Comparing
(2.126), (2.128) and (2.129), it can be seen that all three forms of hypothesis posteriors can be
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interpreted as products of language model P (ω), alignment model P (st|st−1), and acoustic
model experts. The difference between the systems is the choice of acoustic model.
The CTC model can be trained in a discriminative manner, to maximise the conditional
log-likelihood of the manual transcriptions [55], similarly to the FMMI criterion in (2.81).
For computational simplicity, the CTC model in the form of (2.124), without language or
alignment models is used during training. This leads to a criterion of
FCTC (Φ) = log
∑
s1:T∈Gωref
T∏
t=1
P (st|O1:T ,Φ) . (2.130)
The derivative of this criterion is
∂FCTC (Φ)
∂z
(K+1)
st
= P
(
st = s
∣∣∣ωref,O1:T ,Φ)− P (st = s|O1:T ,Φ) . (2.131)
This is similar to the derivative of theFMMI criterion in (2.111) for a hybrid NN-HMM system.
In CTC, by allowing all possible state sequences and not using language or alignment models,
there is no need for a normalising denominator in the hypothesis posteriors of (2.124). As
such, the P (st|O1:T ,Φ) term in the derivative can be taken directly as the NN acoustic
model output, as opposed to the forward-backward operation that is required to compute
the denominator term in the FMMI derivative of (2.111). As such the sequence-level FCTC
criterion can be used to train a CTC model, without the need for pruned denominator lattices,
and can therefore begin from a random parameter initialisation.
The cross-entropy criterion of (2.80) aims to maximise the conditional likelihood of the
forced alignment state sequences. This may cause the trained model to be biased toward
the forced alignments. The FCTC criterion of (2.130) instead maximises the conditional
likelihood of all possible alignments of the state sequences that can correspond to the manual
transcriptions. This may reduce any bias that the trained model may have toward the target
alignments.
2.6.2 Non-Markovian models
Both CTC and hybrid NN-HMM systems make strong conditional independence assumptions
about the states and observations of (2.123), (2.24), and (2.25). These assumption may limit
the ability to capture correlations in the data. Without making any conditional independence
assumptions, the hypothesis posteriors can instead be decomposed into a product of word
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posteriors,
P (ω1:L|O1:T ) =
L∏
l=1
P (ωl|ω1:l−1,O1:T , ) . (2.132)
However, this requires the relationship between word and observation sequences to be
explicitly modelled. As is described in Section 2.2.2, this can be difficult, because of
the potentially large difference between the lengths of word and observation sequences.
Furthermore, the lengths of the word and observation sequences can vary between utterances.
One possible method to accommodate for the variable lengths of the sequences it to
capture information about these sequences within fixed-dimensional representations,
P (ωl|ω1:l−1,O1:T ) ≈ P
(
ωl
∣∣∣hwordl−1 ,hobs,Φdecode) , (2.133)
where the past word sequence can be represented as
hwordl = f
(
ω1:l,Φword
)
, (2.134)
and the full observation sequence can be represented as
hobs = f
(
O1:T ,Φobs
)
. (2.135)
This represents an encoder-decoder model topology. The separateΦword andΦobs encoders al-
low word and observation sequences of different lengths to be encoded into fixed-dimensional
representations. These are then decoded using Φdecode to obtain the hypothesis posteriors.
RNNs can be used for the encoders and decoder in the RNN-transducer framework [54]. It is
also possible to use attention mechanisms to allow for a richer class of models [20].
These methods allow the full dependence between the word and observation sequences
to be captured. However, the conditional likelihood of each word now depends on the full
history of past words, similarly to an RNN language model, discussed in Section 2.2.1. As
such, the Viterbi algorithm used for MAP decoding [146] and the methods for efficient
MBR decoding [37, 100, 163] do not offer any computational savings when used with these
systems.
2.7 Summary
This chapter has provided an overview of the HMM-based system for ASR. Methods for
training and performing recognition have also been discussed. However, the HMM-based
system makes strong conditional independence assumptions and is a generative model,
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which can only be indirectly used to compute the hypothesis posteriors needed to perform
recognition. Several discriminative models have been reviewed, that aim to overcome these
limitations.
Chapter 3
Ensemble generation and combination
Chapter 2 has described how ASR can be approached using a single system. Often, significant
performance gains can be obtained by combining together an ensemble of multiple systems.
The gains that can be obtained through combination depend on the accuracy of the individual
systems and the diversity between them [61]. This current chapter discusses methods for
generating and combining an ensemble of diverse systems.
Section 3.1 relates ensemble methods to performing Bayesian inference of the hypothesis.
Several methods are discussed that aim to sample models from various forms of probability
density functions. However, these model sampling methods are often computationally
expensive. As such, the simpler methods that aim to generate models with highly diverse
behaviours, discussed in Section 3.2, are often used. Section 3.3 describes various forms
of diversities that can be incorporated into an ensemble for ASR. Having generated an
ensemble, the multiple models need to be combined together to perform recognition. Section
3.4 reviews several common methods of combining an ensemble. In Section 3.5, a novel
method of obtaining feature-level diversity within an ensemble is proposed, by sampling
random nonlinear recurrent feature projections. This can be used together with feature-level
combination, for computational efficiency when performing recognition. Finally, it can often
be useful to estimate the amount of diversity that an ensemble may capture. In Section 3.6,
several methods are proposed to measure the ensemble diversity.
3.1 Bayesian neural network
The combination of an ensemble can be related to performing Bayesian inference. There
are many design choices that need to be made when constructing a system for ASR. These
include the choice of feature representations, model topologies and parameters, and sets of
sub-word units and state clusters, to name a few. The choices made when constructing a
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single system may not be the most appropriate for the task [97]. The Bayesian inference
framework overcomes this, by marginalising over all possible model parameters, topologies,
and design choices, such that the hypothesised word sequence can be inferred from the
hypothesis posterior of [97]
P (ω1:L|O1:T ,D) =
∑
M
∫
P (ω1:L|O1:T ,Φ,M) p (Φ|M,D)P (M|D) dΦ, (3.1)
where D is the training data and Φ are the sets of acoustic model parameters. Here, the
hypothesis posteriors from each system, P (ω1:L|O1:T ,Φ,M), are written to explicitly show
the dependence on M, which represents the acoustic model topology, set of state clusters,
set of sub-word units, feature representation, language model, alignment model, and other
design aspects of the system architecture. The integral in (3.1) in a sense takes into account
the uncertainty of which system design and parameters are most appropriate for the task.
For many problems of interest, it can be computationally intractable to marginalise over
M and Φ. Work in [98] has investigated computing the model evidence, P (D|M), which
can then be used to estimate P (M|D). However, these method tend to be computationally
expensive. To reduce this computational cost, the hypothesis posteriors in (3.1) can be
simplified by restricting a set of system design aspects, such as the model topology, to be
fixed, leading to a constrained form of Bayesian inference,
P (ω1:L|O1:T ,M,D) =
∫
P (ω1:L|O1:T ,Φ,M) p (Φ|M,D) dΦ. (3.2)
However, this constraint may result in the inferred hypothesis being biased. Furthermore,
forcing a common design upon all systems may limit how differently the systems can behave
from each other, and therefore limit the diversity of behaviours that can be captured.
Bayesian inference can be performed in a computationally tractable manner by taking a
Monte Carlo approximation. This approximates the hypothesis posteriors in (3.1) as
P (ω1:L|O1:T ,D) ≈
M∑
m=1
λmP (ω1:L|O1:T ,Φm,Mm) , (3.3)
where λm are the interpolation weights, satisfying 0 ≤ λm ≤ 1 and ∑m λm = 1. This is
a combination of an ensemble of M systems, where m here is used to index the members
of the ensemble. If the systems in the ensemble are sampled from the true posteriors,
Mm ∼ P (M|D) and Φm ∼ p (Φ|M,D), then an unbiased estimate of P (ω1:L|O1:T ,D)
can be obtained by using equal interpolation weights, λm = 1M . However, it is often difficult
to sample from P (M|D). One possible method for sampling sets of model parameters from
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p (Φ|M,D) is Markov chain Monte Carlo, discussed in Section 3.1.4. Alternatively, models
can be sampled from approximate posteriors, q (Φ|M,D) and Q (M|D). Laplace’s method,
variational inference, and Monte Carlo Dropout aim to sample sets of model parameters from
an approximate q (Φ|M,D), and are discussed later in this section. When sampling from an
approximate posterior, an unbiased estimate of P (ω1:L|O1:T ,D) can be obtained by using
importance sampling interpolation weights [99],
λm =
p (Φ|M,D)P (M|D)
q (Φ|M,D)Q (M|D) . (3.4)
However, it is often difficult to compute one or more of the distributions in (3.4). Alternatively,
it is also possible to estimate the interpolation weights by other means, and accept the resulting
bias in the inferred hypothesis. The interpolation weights can be explicitly optimised toward
a training criterion [166], or they can be set based on a measure of confidence of each system
[38]. However, to avoid complications that may arise when using these methods, simple
equal interpolation weights can also be used.
This section discusses various methods for generating an ensemble by sampling sets
of model parameters from a posterior. Since these methods only sample sets of model
parameters, Φ, and not M, the resulting combined ensemble can only be interpreted as
an approximation to (3.2), and not (3.1). This may limit the diversity of the ensemble.
Furthermore, these methods are often computationally expensive to use. They are therefore
not used in this thesis. These methods are briefly reviewed here to demonstrate that it is
possible to generate an ensemble that approximates Bayesian inference, through sampling.
3.1.1 Laplace’s method
One simple approximate form of the model parameter posterior, q (Φ|M,D), is to use a
Gaussian distribution centred around a local MAP model parameter set, known as Laplace’s
method. This is related to taking a second-order Taylor approximation of the log-posterior of
the parameters around a local maximum of the posterior, Φ∗,
log p (Φ|M,D) ≈ log p (Φ∗|M,D) + (Φ−Φ∗)T ∇Φ log p (Φ|M,D)|Φ∗
+ 12 (Φ−Φ
∗)T H|Φ∗ (Φ−Φ∗) , (3.5)
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where H|Φ∗ is the local Hessian of the MAP model, whose elements are
hij|Φ∗ =
∂2
∂ϕi∂ϕj
log p (Φ|M,D)
∣∣∣∣∣
Φ=Φ∗
(3.6)
= ∂
2
∂ϕi∂ϕj
log [p (D|Φ,M) p (Φ|M)]
∣∣∣∣∣
Φ=Φ∗
. (3.7)
Here, Φ is a vector, whose elements, ϕi, represent each of the model parameters, which
for an NN are the matrix weights and biases. The local MAP model parameters, Φ∗, can
be found by optimising the regularised cross-entropy or sequence-level FMMI criteria, as is
described in Section 2.4.4. Since Φ∗ is a local maximum of log p (Φ|M,D), the first order
term in (3.5) goes to zero. Taking the exponential of the Taylor approximation of (3.5) yields
an approximate model parameter posterior that is a Gaussian centred at Φ∗,
q
(
Φ
∣∣∣Φ∗,−H−1,M,D) = 1
Z
exp
[1
2 (Φ−Φ
∗)T H (Φ−Φ∗)
]
(3.8)
= N
(
Φ;Φ∗,−H−1
)
, (3.9)
where Z ensures that the posterior is normalised. An ensemble can be generated by sampling
sets of model parameters from this approximate posterior,
Φm ∼ q
(
Φ
∣∣∣Φ∗,−H−1,M,D) . (3.10)
These model parameter samples can then be used to compute a Monte Carlo approximation
to the constrained Bayesian inference of (3.2),
P (ω1:L|O1:T ,M,D) ≈
M∑
m=1
λmP (ω1:L|O1:T ,M,Φm) . (3.11)
Laplace’s method requires the computation of both Φ∗ and H−1. Storing the inverse
Hessian requires memory space on the order ofO
(
dim2 (Φ)
)
, and a naive implementation of
computing the inverse Hessian has a complexity of O
(
dim3 (Φ)
)
. It may also be difficult to
find an exact local maximum, Φ∗, when using an iterative training algorithm. Regularisation
techniques, such as early stopping, can prevent a local maximum from being reached.
Furthermore, it may be common for gradient descent based training methods to converge
toward saddle points [30]. Using a non-maximal estimate of Φ∗ may lead to a first-order
Taylor series term in (3.5) that is non-zero. Furthermore, an estimate of Φ∗ that is not exactly
at a local maximum may have a local Hessian that is not negative definite. The Gaussian
covariance matrix will then be singular. Another drawback of Laplace’s method is that the
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approximate model parameter posterior only has a single mode centred around one local
maximum. This may limit the diversity of the models that are marginalised across.
3.1.2 Variational inference
Laplace’s method approximates the model parameter posterior as a Gaussian at a local
maximum of the p (Φ|M,D). It is also possible to use other forms of approximate model
parameter posteriors. Variational inference is a general Bayesian method that can be used
with many forms of approximate model parameter posteriors, q (Φ|Υ,M,D), parameterised
by Υ. In variational inference, the task of training Φ is replaced with the task of training Υ,
which defines a probability density function over Φ. An ensemble can again be generated by
sampling sets of model parameters from q (Φ|Υ,M,D) and combining them as (3.11).
In the variational inference framework [10], the log-likelihood of the data, referred to as
the model evidence, is expressed as
log p (D|M) = EΦ∼q(Φ|Υ,M,D)
{
log p (D,Φ|M)
q (Φ|Υ,MD)
}
+KL {q (Φ|Υ,M,D)∥p (Φ|M,D)}.
(3.12)
This is similar to the EM algorithm described in Section 2.3.1. Here, the model parameters,
Φ, are the latent variables, EΦ∼q(Φ|Υ,M,D)
{
log p(D,Φ|M)
q(Φ|Υ,MD)
}
is the evidence lower bound, and
KL {q (Φ|Υ,M,D)∥p (Φ|M,D)} is the KL-divergence between the approximate and true
model parameter posteriors. Since the KL-divergence is non-negative, the evidence lower
bound forms a lower bound to the model evidence.
Variational inference reduces the problem of Bayesian inference to training the approxi-
mate posterior parameters, Υ. These can be trained using the expectation step of the EM
algorithm. That is, to minimise KL {q (Φ|Υ,M,D)∥p (Φ|M,D)}. This seeks to find the
approximate posterior that has the minimal KL-divergence distance from the true model pa-
rameter posterior. However, for many forms of q (Φ|Υ,M,D) probability density functions,
this KL-divergence can be difficult to optimise directly. Instead, since the KL-divergence is
non-negative and the model evidence is independent of Υ, maximising the evidence lower
bound, EΦ∼q(Φ|Υ,M,D)
{
log p(D,Φ|M)
q(Φ|Υ,MD)
}
, will indirectly minimise the KL-divergence.
By using appropriate forms for the approximate model parameter posterior, q (Φ|Υ,M,D),
it can be easier to maximise the evidence lower bound than to minimise the KL-divergence.
One simple form that can be used for q (Φ|Υ,M,D) is a Gaussian with a diagonal covariance
matrix,
q (Φ|Υ,M,D) = N (Φ;µ,Σ) . (3.13)
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Here, Υ = {µ,Σ}, where µ and Σ are the mean and diagonal covariance matrix. Using this
form of approximate model parameter posterior, the evidence lower bound can be maximised
using gradient descent, with update equations for the mean and covariance being similar to
the standard gradient update in cross-entropy training [11]. This method is known as Bayes
by backprop.
The flexibility of q (Φ|Υ,M,D) is restricted by the chosen form of the probability
density function. As such, a limited flexibility of q (Φ|Υ,M,D) may in turn limit the ability
to fully capture all aspects of the true model parameter posterior.
3.1.3 Monte Carlo Dropout
Dropout, as is described in Section 2.4.4, was originally introduced as a regularisation
technique [137]. In its standard implementation, hidden nodes are randomly set to zero with
some probability during training, using (2.108). When performing recognition, the standard
Dropout method does not deactivate any hidden nodes, by setting the Dropout rate to π = 0.
Dropout can also be used to generate an ensemble and perform approximate Bayesian
inference [137]. This is accomplished by using Dropout when performing recognition
also, with π > 0. Let Φ˘ =
{
W(k),b(k) ∀k
}
represent the set of model parameters
without applying Dropout. Data can be fed through the NN multiple times, each time
with a different Dropout mask sample, d(k)m. Each different Dropout mask sample can be
used to form a separate member of the ensemble, whose effective parameters are Φm ={
W(k)m,b(k)m ∀k
}
, where
W(k)m = 11− πW
(k)Diag
(
d(k)m
)
(3.14)
b(k)m = b(k). (3.15)
The ensemble can then be combined using (3.11) [137]. Only a single model needs to be
trained to generate the ensemble. The Bernoulli distribution from which d(k)mi are sampled
from in (2.109) defines the approximate model parameter posterior, q
(
Φ
∣∣∣π, Φ˘,M,D) [42].
The probability density function from which each NN weight matrix row, w(k)mj , is sampled
from is
q
(
w(k)mj
∣∣∣π, Φ˘,M,D) =

1− π , if w(k)mj = w(k)j
π , if w(k)mj = 0
0 , otherwise
. (3.16)
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This approximate model parameter posterior is non-zero only for a limited set of possible Φm
values. As such, sampling from this distribution may limit the diversity that the ensemble
can capture.
3.1.4 Markov chain Monte Carlo
Laplace’s method, Monte Carlo Dropout, and variational inference all sample the members
of the ensemble from approximate posteriors, q (Φ|M,D). These methods also often impose
constraints on the forms that q (Φ|M,D) can take. These constrained, approximate model
parameter posteriors may not be able to fully represent the true model parameter posterior.
Rather than sampling the model parameters from an approximate posterior, Markov chain
Monte Carlo methods instead aim to sample model parameters from the true model parameter
posterior, p (Φ|M,D), using a Markov chain [35, 106, 151]. The standard Metropolis-
Hastings method [63] for Markov chain Monte Carlo sampling is an iterative process, where
the mth set of model parameters are sampled from a proposal density function,
Φm ∼ p
(
Φm
∣∣∣Φm−1) , (3.17)
and accepted with probability
acceptance probability = min
{
1, p (Φ
m|M,D)
p (Φm−1|M,D)
p (Φm−1|Φm)
p (Φm|Φm−1)
}
. (3.18)
As long as the samples are accepted according to (3.18) and p (Φm|Φm−1) covers the support
of p (Φ|M,D), then the collection of Φm will converge towards p (Φ|M,D) as m → ∞
[63].
However, one drawback of Markov chain Monte Carlo sampling is that consecutive
samples may not be independent of each other. This correlation between consecutive samples
can be diminished by thinning the Markov chain. The correlation between consecutive
samples and rate of exploration of the support of Φ are strongly determined by the choice
of proposal density function, p (Φm|Φm−1). A simple choice is to use a Gaussian that is
centred around the previous sample,
p
(
Φm
∣∣∣Φm−1) = N (Φm;Φm−1,Σ) , (3.19)
where Σ is the covariance matrix that needs to be chosen. However, using this distribution
can lead to slow random walk exploration when the Φ is high dimensional.
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Stochastic Gradient Langevin Dynamics (SGLD) [151] uses stochastic gradient informa-
tion to improve the parameter space exploration. The proposal density function for SGLD
is a Gaussian with a mean that is biased in the gradient direction of the previous parameter
sample, computed over a mini-batch of data, D˜(m),
p
(
Φm
∣∣∣Φm−1) = N (Φm;Φm−1 + ηm ∇Φ log p (Φ∣∣∣M, D˜(m))∣∣∣Φm−1 , 2ηmI) , (3.20)
where I is the identity matrix. This leads to a parameter update rule of,
Φm = Φm−1 + ηm ∇Φ log p
(
Φ
∣∣∣M, D˜(m))∣∣∣
Φm−1
+ ϑm, (3.21)
where ηm are the step sizes, and
ϑm ∼ N (ϑ;0, 2ηmI) . (3.22)
As is discussed in Section 2.4.4,
∇Φ log p
(
Φ
∣∣∣M, D˜(m)) = ∇Φ [FCE (Φ)|D˜(m) + log p (Φ|M)] , (3.23)
if it is assumed that all frames of data are independent of each other. Here, p (Φ|M) is a
prior over the model parameters. This leads to a Markov chain parameter update of
Φm = Φm−1 + ηm∇Φ
[
FCE
(
Φm−1
)∣∣∣D˜(m) + log p (Φm−1∣∣∣M)]+ ϑm. (3.24)
Comparing this update with (2.85), it can be seen that the SGLD update is simply the SGD
update for the regularised cross-entropy criterion with added Gaussian noise. If it is assumed
that all utterances are independent of each other, instead of all frames, then the update is
Φm = Φm−1 + ηm∇Φ
[
FMMI
(
Φm−1
)∣∣∣D˜(m) + log p (Φm−1∣∣∣M)]+ ϑm. (3.25)
Because of the stochasticity of the mini-batch, D˜(m), the proposal density function of
(3.20) is not reversible, and it is therefore difficult to prove convergence using the acceptance
probability of (3.18). If the step size is decayed sufficiently slowly to enable coverage of the
parameter space, by ensuring that
∑
m ηm =∞, then by using the Fokker-Planck equation,
it can be proven that as m→∞ and ηm → 0 at a rate such that ∑m η2m is finite [120], the
parameter samples drawn using SGLD converge to a stationary probability density function
of p (Φ|M,D) [24]. This requires that the covariance of the added Gaussian noise, 2ηmI,
is matched with the step size, ηm. However, when the step size is small, the consecutive
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parameter samples will likely be highly correlated. The correlation can be reduced by
thinning out intermediate samples.
SGLD is an approximation to the more general method of Hybrid/Hamiltonian Monte
Carlo (HMC) [106]. HMC is a Markov chain Monte Carlo method inspired by Hamiltonian
mechanics. In this method, a momentum latent variable is introduced, and the parameters are
sampled from a joint proposal density function over the parameters and momentum. This
involves simulating trajectories under conservation of energy. The use of momentum can
improve the parameter space exploration. SGLD is a simplification of HMC, where the
memory of the past momentum is forgotten after each simulation iteration. More advanced
HMC-based methods, such as stochastic gradient Nosé-Hoover thermostats [35], improve
the rate of exploration through the parameter space, at the expense of introducing additional
latent variables that need to be sampled and stored. The parameter exploration rate can also
be improved by preconditioning the gradient and Gaussian noise, allowing information about
the local curvature of the parameter log-posterior to be taken into account [91].
The cost of generating each sample of model parameters in the Markov chain Monte
Carlo method is similar to that of performing each iteration of SGD. Although this may not
be too high, many sampling iterations may be needed to overcome the correlation between
consecutive models and to obtain a final collection of diverse models.
3.2 General approaches to obtain diverse models
The methods discussed in Section 3.1 aim to generate an ensemble, by sampling sets of
model parameters either from approximate model posteriors or the true model posterior. In so
doing, the combination of the ensemble may be interpreted as a Monte Carlo approximation
to performing Bayesian inference of the hypothesis. However, these methods only explore
the space of model parameter, keeping the model topology and other aspects of the system
design fixed. This may limit the diversity that can be captured within the ensemble. Many of
these methods can also be computationally expensive to use. Furthermore, Laplace’s method
and Monte Carlo Dropout use forms of approximate model parameter posteriors that may
further limit the ensemble diversity.
Rather than sampling models from posteriors of known forms, it is also common in
practice to generate multiple systems with the aim of obtaining diverse behaviours between
the systems. As is illustrated in [61], the combined performance of an ensemble depends
both on the performance of each individual system and the diversity between the system
behaviours. If all systems make the same errors in their hypotheses, then little can be
gained from combination. If the systems make different errors in their hypotheses, then they
60 Ensemble generation and combination
may be able to correct for each others’ errors through combination [38]. The systems may
make more different errors if they behave more differently. This section discusses several
methods to encourage differences between the system behaviours, to obtain diversity within
the ensemble. A simple method of obtaining a diverse ensemble is to use systems that have
been constructed by independent teams [38]. Each team designs their own system, based
on their own subjective biases and prior experience. Between the teams, these systems may
span across a diverse range of system designs, and may therefore be highly diverse and
complementary to each other.
3.2.1 Data selection
A simple method of generating multiple diverse systems is to train each system on a different
subset of the training data. This method is known as bagging [13]. Since each system is
trained only on a subset of the data, it is hoped that each system will specialise toward the
data that it has seen. This may implicitly allow the systems to develop diverse behaviours.
However, since each system is not trained on the full dataset, and may therefore not generalise
well.
Boosting aims to increase the diversity, by explicitly training the systems to compensate
for each others’ weaknesses. One implementation of boosting, known as Adaboost [41], trains
systems one after the other, with a weight applied to each training data sample, depending
on how well the previously trained systems are able to model that sample. Therefore, each
successive system tries to learn to specialise toward the training data samples that the previous
systems are not able to adequately model. Each system is trained on the full dataset, and may
therefore generalise better.
3.2.2 Feature subsampling
Another method of implicitly allowing the systems to develop diverse behaviours is to train
each system on only a subset of the dimensions of the input features [16]. This trains each
system to rely on different information in the input features. Unlike bagging, each system
here is trained on all data samples in the full training dataset. This method can be viewed
as a special case of Dropout, where a different static Dropout mask sample is applied to the
input layer of each model. However, just as Dropout regularises the model by reducing its
complexity, training on only a subset of the feature dimensions may also reduce each model’s
access to information in the input features. This may result in a sub-optimal performance for
each system. Unlike the Monte Carlo Dropout ensemble generation method in Section 3.1.3,
each member of the ensemble here is trained separately. Also, unlike Monte Carlo Dropout,
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the feature subsampling method does not require all members of the ensemble to use the
same topology.
3.2.3 Random initialisation
NN training is a highly non-convex problem when the NN has at least one hidden layer
[25]. Many local optima may exist. Because of this, the final trained model behaviour
is often sensitive to the initial parameter initialisation [68]. pre-training methods [9, 68]
can be used to initialise the model parameters within a good basin of attraction, and avoid
convergence to poor local optima. This sensitivity to initialisation can allow multiple sets
of model parameters to be generated. This can simply be achieved by randomly sampling
multiple sets of initial model parameters from a prior, and training each model separately
until convergence. However, all members of the ensemble here have the same topology. One
possible prior to sample model parameters from is (2.93) and (2.94). As is discussed in
Section 2.4.3, this form of prior, proposed in [50], can initialise the NN parameters within a
dynamic range that is conducive for gradient-based training. When starting from different
random parameter initialisations, it is possible that the models may converge to different
local optima after training, and may therefore exhibit diversity in their behaviours. However,
this ensemble method is limited to only considering sets of model parameters that reside near
local optima of the training criterion. When using MAP criteria, such as cross-entropy or
sequence-level FMMI with regularisation, this corresponds to models near the local maxima
of p (Φ|M,D).
3.2.4 Intermediate model iterations within a single training run
The methods discussed in Sections 3.2.1, 3.2.2, and 3.2.3, generate an ensemble by separately
training multiple systems. This can lead to a high computational cost during training. A
less expensive ensemble generation method is to use the models at intermediate training
iterations of a single run of training as the members of the ensemble [131]. When using
an iterative training algorithm, the training iterations explore a limited space of model
parameters, eventually converging to near a local optimum. Furthermore, when using a
mini-batch method, such as SGD, the noise of the stochastic update can lead to a wider model
parameter space exploration. An ensemble constructed from these intermediate models may
be able to capture the diversity of the explored model parameter space. This approach is
similar to the Markov chain Monte Carlo ensemble generation method discussed in Section
3.1.4. However, unlike the Markov chain Monte Carlo method, no additional Gaussian noise
is added to the gradient here. As such, it cannot be proven using the Fokker-Planck equation
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that the collection of intermediate model iterations here converge to the true model parameter
posterior, p (Φ|M,D). Furthermore, by not adding addition Gaussian noise, the space of
model parameters that is explored may be reduced, thereby leading to less diversity between
the models. Similarly to the Markov chain Monte Carlo method, the consecutive models here
can be expected to be highly correlated, and therefore have fairly similar behaviours to each
other. This may further limit the ensemble diversity.
3.3 Sources of diversity in the structured models of ASR
The methods of obtaining diverse systems described in Section 3.2 are generic, and can be
applied across a wide range of machine learning tasks. Section 2.2 describes how HMM-
based systems in ASR are composed of separate acoustic, language, and alignment models,
which capture attributes of speech data at different acoustic scales. When designing an ASR
system, choices also need to be made about the feature representation, set of sub-word units,
and set of state clusters. As such, it may be possible to introduce diversity between the system
behaviours by allowing for differences between each of these models and design aspects.
It may also be possible to obtain a richer ensemble by using multiple forms of diversities.
Although the ensemble methods discussed here are centred around an HMM-based system,
these methods are also widely applicable to other ASR system architectures. It is even
possible to construct an ensemble encompassing different ASR system architectures, such as
by combining NN-HMM, GMM-HMM, and CTC systems.
3.3.1 Feature diversity
Section 3.2.2 has described an ensemble generation method where multiple systems are
trained, each using only a subset of the input feature dimensions. However, this approach
may result in each individual system being suboptimal. In ASR, there exists a wide range
of possible feature types, described in Section 2.2.6. The different feature types may
represent and emphasise different aspects of the audio information. This diversity of input
representations can be utilised to create an ensemble of systems, each built on a different
feature type [28, 126]. Unlike the feature subsampling method, the systems here have access
to all of the information captured within their respective feature types.
However, when using different hand-crafted feature representations, each feature extractor
is manually designed. It may therefore be difficult to increase the ensemble size with new
feature extractor designs. The NN feature extractor is a highly flexible model. Using this,
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it may be possible to obtain a wide diversity of feature representations [28]. The methods
described in Sections 3.1 and 3.2 can be used to obtain multiple diverse NN feature extractors.
3.3.2 Acoustic model diversity
Many different acoustic model topologies have been proposed [12, 76, 121, 147], each with
different capacities and behaviours. Even within a single topology, it is possible to obtain
a wide diversity of behaviours from different sets of model parameters. Ensembles with
different sets of acoustic model parameters have been examined in [154], while ensembles
that use different acoustic model topologies have been examined in [33]. Using only different
sets of model parameters, all with the same topology, may limit the diversity that can be
captured by the ensemble. This is in some ways analogous to how the constrained Bayesian
inference of (3.2) does not allow all possible acoustic model topologies to be explored, leading
to a biased estimate of the full Bayesian inference of (3.1). However, when considering
different acoustic model topologies, each topology is often manually designed. This may
make it difficult to increase the ensemble size with new model topologies. Using an ensemble
with different sets of model parameters can allow for large ensembles, generated using the
methods described in Sections 3.1 and 3.2.
3.3.3 State cluster diversity
As is discussed in Section 2.2.4, state clustering is often used to allow context-dependent
modelling, while limiting the number of parameters. Instead of using a single set of state
clusters defined by a single decision tree, an ensemble can be generated, such that each
member uses a different set of state clusters, defined by a different decision tree [135]. In a
hybrid NN-HMM system, the state clusters define the NN output classes, as is described in
Section 2.2.5. When each system uses a different set of state clusters, the acoustic models
aim to discriminate between different sets of output classes [172]. This may encourage the
systems to develop highly diverse behaviours.
When using decision trees to perform state clustering, multiple decision trees can be
obtained by inserting randomness into the tree building process. The random forest method
is one possible way to generate multiple decision trees for the ensemble [34]. The stan-
dard method of training a decision tree is to iteratively choose greedy splits using (2.33)
[169]. Instead, the random forest method first forms a list of n-best splits at each iteration,{
T (v)+11 , · · · , T (v)+1n
}
, as is shown in Figure 3.1. Here again, T (v)+1 represents the tree at
the vth iteration with one additional split. Then, a split is sampled uniformly from the n-best
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Fig. 3.1 Random forest decision tree sampling iteration. At each iteration, all possible
next splits, T (v)+1i , are listed in order of likelihood, and the next split, T (v+1), is sampled
uniformly from the n-best possible next splits. Although a tree from only a single root is
shown here, the next splits are listed across all of the tree roots in practice.
list to give the tree at the next training iteration,
T (v+1) ∼ U
{
T (v)+11 , · · · , T (v)+1n
}
. (3.26)
Running the random forest decision tree building process multiple times with different
random seeds results in multiple different decision trees.
Other ensemble generation methods have also been investigated that explicitly train the
decision trees to be different. Work in [15] adapts Adaboost to the tree building process, by
weighing the contribution of each frame to the likelihood computation, according to how
well it is modelled by existing decision trees. Work in [162] jointly trains multiple decision
trees, by interpolating an additional term into the training criterion that seeks to maximise the
entropy of the observation likelihoods of the states in the intersection of the decision trees.
3.3.4 Sub-word unit diversity
Section 2.2.2 has discussed how words are often decomposed into sequences of sub-word
units in ASR. The traditional approach is to use phones as the sub-word units. However,
for each new language, building a phonetic system requires linguistic expertise to produce
a dictionary of pronunciation decompositions for all of the words. This expertise is often
expensive to obtain. An alternative is to decompose words orthographically, into sequences
of graphemes [83]. A graphemic dictionary does not require any linguistic expertise to obtain,
as the words are decomposed exactly as how they are spelt. This approach is suitable for
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languages where there is a close correspondence between the written and spoken forms of
words. Several works have investigated the possibility of automatically deriving a phonetic
dictionary from a graphemic dictionary using a G2P model, to overcome the need for
linguistic expertise [81, 129].
Table 3.1 Phonetic and graphemic decompositions of English words. Grapheme and phone
sequences of the same word can have different lengths. There can be multiple phone
sequences for each word, but only one grapheme sequence.
Word Graphemes Phones
the /t/ /h/ /e/ /th/ /ax/
/d/ /iy/
know /k/ /n/ /o/ /w/ /n/ /ow/
B.B.C. /b;DB/ /b;DB/ /c;DB/ /b/ /iy/ /b/ /iy/ /s/ /iy/
Rather than building an ASR system using a manually or automatically derived phonetic
dictionary, it is also possible to build a system directly on a graphemic dictionary [45, 83].
However, for many languages, there may not be a close grapheme-to-phone relationship
[83]. English is one such language where this relationship is highly variable. Table 3.1
gives examples of this variability in the sub-word unit decompositions for English. This
example shows that the lengths of the phonetic and graphemic decompositions can vary.
When relating the graphemic to the phonetic decompositions, there can be cases of omissions
(/k/ /n/→/n/) and recombinations (/t/ /h/→/th/), where a sequence of multiple graphemes
is related to a single phone. There can also be cases where a single grapheme relates to a
sequence of multiple phones (/b;BD/→/b/ /iy/). Furthermore, unlike a graphemic dictionary,
a phonetic dictionary can contain multiple decompositions for each word, capturing different
possible pronunciations. As a result, graphemes often have a wider variety of possible
acoustic realisations than phones [150]. The use of context-dependent sub-word units can
partially alleviate this [150]. In the example in Table 3.1, a “;DB” in the grapheme indicates
that the character is followed by a “.”. Such information can also be incorporated into the
graphemic dictionary to capture some acoustic variability. However, a greater demand is
often still placed on the graphemic acoustic model to capture the wider variety of acoustic
realisations.
This difference in word decompositions can lead to different behaviours between phonetic
and graphemic systems. Furthermore, having different sets of sub-word units in turn requires
the sets of state clusters to also be different. An ensemble of systems built using these different
sets of sub-word units can exhibit a large diversity of behaviours, leading to performance
gains through combination [150].
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3.3.5 Language model diversity
It is also possible to have a diversity of language models. The methods in Sections 3.1
and 3.2 can be applied not only to the acoustic model, but also to generate an ensemble of
language models. These techniques are directly applicable when using NN-based language
models, such as an RNN language model. The different language models can be combined
by interpolating their probabilities [74], for example as
P
(
ω1:L
∣∣∣Φ̂) = λP (ω1:L|Φn-gram) + (1− λ)P (ω1:L∣∣∣ΦRNN) , (3.27)
where Φ̂ represents the combined language model and the interpolation weight satisfies
0 ≤ λ ≤ 1. This interpolation represents a combination at the language model level. It is
also possible to perform combination at the hypothesis level when using different language
models, as is described in Section 3.4.1.
As is described in Section 2.2.1, RNN language models are often only used to rescore
a finite number of hypotheses, represented within an n-best list or a lattice. Rescoring can
only change the rank order of existing hypotheses, but cannot introduce any new hypotheses.
As such, the amount of diversity that can be introduced by rescoring a lattice with different
RNN language models may be limited.
3.4 Ensemble combination
Having generated an ensemble, the systems then need to be combined together to perform
recognition. This section discusses combining the systems at the hypothesis, frame, and
feature levels. The form of combination influences both the computational cost of performing
recognition and the forms of diversities that the ensemble is allowed to have.
3.4.1 Hypothesis level
The systems can be combined over hypothesis posteriors, as is shown in Figure 3.2. One
possible method is to take a weighted average of the hypothesis posteriors,
P
(
ω1:L
∣∣∣O1:T , Φ̂) = M∑
m=1
λmP (ω1:L|O1:T ,Φm) , (3.28)
where Φ̂ = {Φm ∀m} represents the ensemble, and the interpolation weights satisfy
0 ≤ λm ≤ 1 and ∑m λm = 1. From here on, the dependence on the model topology and
system design, M, is omitted for brevity. As is discussed in Section 3.1, if the systems
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Fig. 3.2 Hypothesis-level combination of MBR combination decoding, CNC, or ROVER
between two systems. For each system, data is fed through an acoustic model and a lattice is
generated.
are sampled from the true posterior of p (Φ|M,D)P (M|D) or the interpolation weights
are computed according to importance sampling using (3.4), then this combination method
can be used to obtain an unbiased Monte Carlo estimate to Bayesian inference of the word
sequence hypothesis. However, these requirements are often not satisfied in practice, due to
the computational difficulties involved.
The combined hypothesis posteriors of (3.28) can be used together with MBR decoding
in (2.9), to perform MBR combination decoding [163],
ω∗ = argmin
ω′
∑
ω
L (ω,ω′)
M∑
m=1
λmP (ω|O1:T ,Φm) . (3.29)
As with MBR decoding, different forms of risk functions, L, can be used. A word-level
Levenstein distance of (2.7) can be used to obtain a combined hypothesis that minimises
the expected WER. The risk function of (2.10) can be used to obtain the combined MAP
hypothesis, with the minimum hypothesis classification error rate, or SER.
Section 2.1 has discussed how MBR decoding can be simplified, using a CN. This first
simplifies the lattice of competing hypotheses into aligned confusion sets of competing
words, with the approximation of (2.11). The MBR hypothesis can then simply be found by
choosing the most probable word within each confusion set, as in (2.12). CN decoding can
be applied to an ensemble. Rather than taking a combination over the hypothesis posteriors
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in (3.28), a alternative method is to combine over the posteriors of each word,
P
(
ω1:L
∣∣∣O1:T , Φ̂) = L∏
l=1
M∑
m=1
λmP (ωl|O1:T ,Φm) . (3.30)
This combination method can be easily incorporated with CN decoding, in a scheme known
as CN Combination (CNC) [37, 100]. Here, the word posteriors, P (ωl|O,Φm), represent
the confusion sets from each system, with alignment performed across all of the systems. The
combination over word posteriors can be implemented by merging together the confusion sets
across the systems. As with CN decoding, the MBR hypothesis of the combined posteriors of
(3.30) can simply be found by choosing the most probable word within each of the combined
confusion sets,
ω∗ = argmax
ω1
M∑
m=1
λmP (ω1|O1:T ,Φm) , · · · , argmax
ωL
M∑
m=1
λmP (ωL|O1:T ,Φm) . (3.31)
An even simpler hypothesis-level combination scheme is Recogniser Output Voting Error
Reduction (ROVER) [38]. In ROVER, the 1-best hypotheses of the systems are first aligned
to each other. The combined hypothesis is then selected using majority voting,
ω∗l = argmaxωl
{
M∑
m=1
[
u
δ (ωl, ωm∗l )
M
+ (1− u) conf (wl|Φm)
]}
, (3.32)
where ωm∗l is the lth word in the 1-best hypothesis of the mth system after alignment,
conf (wl|Φm) is a confidence score for word wl provided by the mth system, and u is
an interpolation weight between the word counts and word confidence scores, satisfying
0 ≤ u ≤ 1. One possible choice for the form of the confidence score is to use the word
posteriors, conf (wl|Φm) = P (ωl|O1:T ,Φm) [37]. More information about the uncertainty
that each system has about the hypothesis can be taken into account by considering an
n-best list of hypotheses from each system, instead of only the 1-best. ROVER combination
can be made to resemble CNC, by using u = 0, conf (wl|Φm) = P (ωl|O1:T ,Φm), and by
considering multiple competing hypotheses from each system [37, 100].
These hypothesis-level combination methods are general, in the sense that they place
few restrictions on the forms of diversities that the ensemble is allowed to have. ROVER
combination does not place any restrictions on the systems. MBR combination decoding and
CNC respectively only require valid hypothesis and word posteriors to be obtainable from
the systems.
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3.4.2 Frame level
Fig. 3.3 Frame-level combination over per-frame posteriors or likelihoods between two
systems. Data is fed through each acoustic model, but only a single lattice is required.
Hypothesis-level combination can be computationally expensive, as it requires a separate
decoding run for each system within the ensemble. Each decoding run requires a separate
lattice to be processed, using the recognition process described in Section 2.5.3. The ensemble
can instead be combined at the frame level, illustrated in Figure 3.3. This only requires a
single decoding lattice to be processed for the whole ensemble.
Frame-level combination can be performed over the state cluster posteriors,
P
(
s
∣∣∣ot, Φ̂) = M∑
m=1
λmP (s|ot,Φm) , (3.33)
where the interpolation weights satisfy 0 ≤ λm ≤ 1 and ∑m λm = 1. Similarly to (2.46), the
combined scaled observation likelihoods can be obtained from the combined state cluster
posteriors as
A
(
ot, s, Φ̂
)
=
P
(
s
∣∣∣ot, Φ̂)
P (s) . (3.34)
The hypotheses can then be computed from these combined scaled observation likelihoods
using (2.47). This frame-level combination method requires state cluster posteriors from each
of the systems. It can therefore readily be used with NN-based acoustic models. Alternatively,
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it is also possible to perform combination directly over the scaled observation likelihoods,
A
(
ot, s, Φ̂
)
=
M∑
m=1
λm
P (s|ot,Φm)
P (s) , (3.35)
where the interpolation weights here satisfy λm ≥ 0. This method can be used to combine
GMM and NN acoustic models [148]. A normalised hypothesis posterior can still be obtained
even if the combined scaled observation likelihoods are not normalised, by computing the
hypothesis posterior using (2.47).
The sum combinations shown here are only one of the many possible schemes. Several
possible frame-level combination schemes, such as taking a product or max over the posteriors
or scaled likelihoods [139], are discussed in [87]. When using a product combination,
combining the ensemble over state cluster posteriors and scaled observation likelihoods are
equivalent,
A
(
ot, s, Φ̂
)
=
M∏
m=1
P λm (ot|s,Φm) (3.36)
= 1
M∏
m=1
P λm (s)
M∏
m=1
P λm (s|ot,Φm) , (3.37)
if
∑
m λm = 1.
Unlike hypothesis-level combination, these frame-level combination methods assume
that all systems in the ensemble use the same set of state clusters. Section 3.3.3 has discussed
the possibility of having a diversity of state cluster sets in an ensemble. Work in [157]
demonstrates that such an ensemble can be combined at the hypothesis level. Frame-level
combination can be generalised to allow for different sets of state clusters by performing
combination over the logical context-dependent state scaled observation likelihoods [165].
When performing state clustering, the scaled observation likelihoods of all logical context-
dependent states within the same state cluster are tied according to (2.29), re-expressed here
for each system as
A (ot, c,Φm) = A (ot, smc ,Φm) , (3.38)
where smc is the state cluster that the logical context-dependent state c belongs to when using
the mth decision tree, described as (2.28). Frame-level combination with different sets of
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state clusters can be performed as
A
(
ot, c, Φ̂
)
=
M∑
m=1
λmA (ot, c,Φm) (3.39)
=
M∑
m=1
λm
P (smc |ot,Φm)
P (smc )
. (3.40)
Using this combination method, it can be seen that all logical context-dependent states, c, that
are mapped to the same group of M state clusters,
{
s1, · · · , sM
}
, will have the same scaled
observation likelihood. Therefore, it is possible to define a set of intersect state clusters,
ŝ, such that all logical context-dependent states within each intersect state are mapped to
the same M state clusters [165]. This set of intersect states is the set of state clusters
formed by the Cartesian product of all of the decision trees, ignoring all state clusters of the
product that do not contain any logical context-dependent states. The set of intersect states
represents the effective phonetic resolution of the ensemble, as this is the set of unique scaled
observation likelihoods that can be computed using the ensemble. The scaled observation
likelihoods therefore only need to be computed over these intersect states, instead of the
logical context-dependent states, without any loss of generality.
Hypothesis-level combination requires data to be fed through each of the separate acoustic
models, with a computational cost that scales as O (M), and separate decoding lattices to
be processed, again with a computational cost that scales as O (M). When performing
frame-level combination, the combined scaled observation likelihoods are used to generate
only a single decoding lattice for the whole ensemble. As such, frame-level combination is
less computationally expensive to use when performing recognition than hypothesis-level
combination. However, data still needs to be fed through each of the acoustic models
separately. Therefore, frame-level combination still has a computational cost scaling as
O (M). Also, since only a single decoding lattice is processed for the whole ensemble, all
systems are required to use the same language model, set of sub-word units, and HMM
topology.
Frame-level combination requires that all system traverse the same state sequence, il-
lustrated in Figure 3.4b. As opposed to this, hypothesis-level combination can allow each
system to have different state sequences, illustrated in Figure 3.4a. Frame-level combination
therefore requires time-synchronous state transitions and the same pronunciation variants
between systems, which may limit the diversity that the ensemble can express. When con-
structing an ensemble to be used with frame-level combination, it may be important to train
the systems to abide by these requirements. When training using the cross-entropy criterion
of (2.80), this can be encouraged by using the same set of forced alignments for all systems.
72 Ensemble generation and combination
(a) Asynchronous transitions with hypothesis-level com-
bination. Each system is allowed to have different state
transition times.
(b) Synchronous transitions with frame-
level combination. All systems must
have the same state transition times.
Fig. 3.4 Frame-level combination assumes that the state transitions of all systems are syn-
chronous. Figure shows the traversal of a sequence of state clusters 0, 1, and 2.
This can also be done when the systems use different sets of state clusters, by mapping a
common set of forced alignments to each of the different sets of state clusters [136].
3.4.3 Feature level
Although frame-level combination is less computationally expensive than hypothesis-level
combination, it still requires data to be fed through each of the individual acoustic models.
This computational cost can be further reduced using feature-level combination.
As is shown in Figure 3.5, an NN acoustic model with parameters Φ = {Ψ,Ξ} can be
interpreted as being composed of a first stage feature extractor with parameters Ψ and a
second stage classifier with parameters Ξ. The first stage feature extractor maps from the
input features, ot, to features in the hidden representation of o´t, similarly to (2.65),
o´t = φ (ot|Ψ) . (3.41)
Here, for simplicity, the feature extractor is illustrated to operate on a per-frame basis. A
more general sequence-to-sequence feature extractor, as in (2.65), can also be used. The
second stage classifier produces state cluster posteriors, P (s|o´t,Ξ), given the features o´t.
Rather than performing frame-level combination over the state cluster posteriors or
scaled observation likelihoods, an ensemble can instead be combined over the features, o´mt ,
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Fig. 3.5 A neural network acoustic model is composed of a feature extractor and a classifier.
The feature extractor, with parameters Ψ, takes input features ot and projects them to the
features o´t. The classifier, with parameters Ξ, takes the projected features and produces a
state cluster posterior.
computed from each system,
o´mt = φ (ot|Ψm) . (3.42)
Using this feature-level combination, data only needs to be fed through the classifier, Ξ, once
for the whole ensemble, as is illustrated in Figure 3.6. It can therefore be less computationally
expensive to perform combination at the feature level than the frame level.
However, unlike the hypothesis or frame-level combination methods, the features that are
combined in feature-level combination need not have a probabilistic interpretation. Therefore,
using a weighted average, as in (3.28) and (3.33), or one of the other combination methods
described in [87], may not make sense for feature-level combination. A more general
combination method is to concatenate the features from the different systems together,
ôt =
[
o´1t · · · o´Mt
]
, (3.43)
where ôt are the combined features. These combined features are then fed through the
common classifier.
Frame-level combination over the state cluster posteriors using (3.33) can in fact be
viewed as a specific instance of feature-level combination. Here, the extracted features are
the state cluster posteriors,
o´mst = φs (ot|Ψm) (3.44)
= P (s|ot,Φm) , (3.45)
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Fig. 3.6 Feature-level combination. Combination can be performed as a concatenation of
the feature vectors. Data only needs to be fed through a single acoustic model classifier, and
only a single lattice is required.
with Ψm = Φm, and the classifier is
P (s|ôt,Ξ) =
M∑
m=1
λmo´
m
st , (3.46)
such that the classifier parameters are the interpolation weights, Ξ = {λm ∀m}. More
generally, the classifier can take the form of a linear matrix multiplication [33], or even be an
NN.
The features that are combined in (3.43) do not need to be state cluster posteriors at the
outputs of the NN of (3.45), but can be the activations at any of the hidden layers. For each
member of the ensemble, data only needs to be fed through each of the separate feature
extractors up to where the features to be combined, o´mt , are produced. Combining the features
at a lower hidden layer therefore reduces the computational cost of combination. It is even
possible to perform feature-level combination over different input features, omt . Section
3.3.1 has discussed the possibility of obtaining ensemble diversity by using a different set of
features for each member of the ensemble. Feature-level combination can be used to combine
such an ensemble in an efficient manner [28, 126].
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Section 3.3.1 has discussed how a diversity of feature representations can be included in an
ensemble by using different hand-crafted features. However, the size of such an ensemble is
limited by the possible types of hand-crafted features that are available. Instead, an ensemble
of NN feature extractors can also be used to obtain feature diversity. Each feature extractor
projects the features according to (2.65), repeated here for each member of the ensemble as
o´mt = φt (O1:T |Φm) , (3.47)
where Φm are the parameters of the mth NN feature extractor. The methods discussed in
Sections 3.1 and 3.2 can be used to generate an ensemble of NN feature extractors.
Section 3.1 has discussed how an ensemble can be generated by sampling sets of model
parameters from the true model parameter posterior, p (Φ|D), or an approximate posterior,
q (Φ|D). Here, the dependence on the model topology and system design, M, is omitted
for brevity. These methods can be used to generate an ensemble of NN feature extractors,
by sampling multiple sets of model parameters. The Markov chain Monte Carlo method
discussed in Section 3.1.4 can be used to sample sets of model parameters from the true
model parameter posterior,
Φm ∼ p (Φ|D) . (3.48)
However, this method can be computationally expensive, as many samples may be required
to obtain a diverse ensemble, because the consecutive samples may be highly correlated.
Furthermore, each sample generated using this method requires a mini-batch of training data
to be processed. This computational cost can be reduced by instead sampling sets of model
parameters from a prior [140],
Φm ∼ p (Φ) . (3.49)
Each set of NN feature extractor model parameters are sampled without knowledge of the
training data. This method is referred to as random projections. However, although it may be
less computationally expensive to sample the parameters from a prior, these sampled NN
feature extractors may not be optimal.
Each sampled NN feature extractor projects the features according to (3.47). These can
then be combined in a computationally efficient manner using feature-level combination of
(3.43), repeated here as
ôt =
[
o´1t · · · o´Mt
]
. (3.50)
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The combined features, ôt, can also be interpreted as having been projected by a single
combined feature extractor,
ôt = φt
(
O1:T
∣∣∣Φ̂) (3.51)
composed of all of the individual feature extractors,
Φ̂ =
{
Φ1, · · · ,ΦM
}
. (3.52)
Since each set of NN feature extractor model parameters are sampled from a prior, according
to (3.49), the combined feature extractor model parameters can also be interpreted as having
been sampled from a prior,
Φ̂ ∼ p
(
Φ̂
)
, (3.53)
which can be factorised as
p
(
Φ̂
)
=
M∏
m=1
p (Φm) , (3.54)
where p (Φm) are priors from which each individual set of NN feature extractor parameters
are sampled from, according to (3.49).
This thesis examines using the Echo State Network (ESN) [73] as a possible method of
sampling random feature extractors from a prior. Before current RNN topologies and training
techniques [70, 152, 153] were proposed, it was generally considered difficult to effectively
train RNNs, primarily because of the issues relating to vanishing and exploding gradients
[111]. The ESN was proposed as a possible method of overcoming this training difficulty.
The ESN is a single RNN layer, whose parameters are randomly initialised and left untrained.
A single linear layer would then be trained on the random projection outputs of the ESN.
The motivation for this use of the ESN comes from Cover’s separability theorem [26], which
states that the probability that a linear separating hyper-plane exists in a binary classification
problem increases with the dimension of a nonlinear random projection of the feature space.
As such, if the projection dimension is large, then it is highly probable that the ESN random
projections are linearly separable.
This thesis proposes to use the ESN as a method for sampling random feature projections.
The outputs of these random projections are fed into a common classifier, using the feature-
level combination method discussed in Section 3.4.3. Therefore, unlike the standard approach
of using a linear output layer with the ESN [73], this thesis proposes to train a DNN classifier
on the ESN projections.
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The ESN is composed of a single RNN layer,
zt =WIot +WRôt−1 + b (3.55)
ôt = tanh (zt) , (3.56)
where WI, WR, and b are the input matrix, recurrent matrix, and bias respectively. The
ESN projections, ôt, can be interpreted as the concatenation of multiple separate features,
ôt =
[
o1t · · · oMt
]
, where each separate feature can be viewed as a new member of the
ensemble. A single ESN can be used to generate a large number of feature projection
samples, equal to the ESN projection dimension. As such the number of projection samples,
M , can be interpreted as the ensemble size. The recurrent nature of the ESN may allow it
to map information about the temporal context into the projections. Therefore, increasing
the projection dimension beyond the dimension of ot may still provide new information. A
potential limitation of using the ESN to sample feature representations is that many of the
ESN parameters are shared across the feature extractor samples. This may limit the diversity
of the projected feature behaviours.
When using an ESN, the combined feature extractor parameters are
Φ̂ =
[
WI,WR,b
]
. (3.57)
These parameters are randomly initialised and left untrained. This is equivalent to sampling
a combined feature extractor, as in (3.53). Since the ESN parameters are not trained, it
is important to place constraints on the parameters to allow for stability in the recurrent
projections [73]. The ESN has a recurrent topology, and therefore may be able to retain
information from past time steps. However, this recurrent memory may also lead to instability.
Several works have attempted to assess the stability of an ESN, using either the largest
absolute eigenvalue of WR, known as the spectral radius,
ϖ
(
WR
)
= max
∣∣∣eig (WR)∣∣∣ , (3.58)
or the largest singular value of WR [73, 109, 167]. The definition of a stable ESN is one
where the influence of past inputs and the initial projection, ô0, diminish with time [73].
However, these stability bounds are often loose or assume a linear ESN activation function,
and satisfying them can lead to a rapid decay in the ESN memory [167]. In this thesis,
ϖ is used as an approximate measure of the rate of memory decay, and stability is tested
empirically.
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Another measure of the ESN behaviour used in this thesis is the nonlinearity scale,
defined as
ζ
(
WI,b
)
=
√
dim (ot)× var {WI}+ var {b}. (3.59)
Here, the empirical variance of the elements in a matrix or vector is measured as
var
{
WI
}
= 1
MJ − 1
M∑
i=1
J∑
j=1
wIij − 1MJ
M∑
i′=1
J∑
j′=1
wIi′j′
2 , (3.60)
where M and J are the numbers of rows and columns in WI respectively. This nonlinearity
scale measures the approximate standard deviation of the pre-nonlinearity activations of zt in
(3.55), under the assumptions that there is no recurrence and the input, ot, has zero mean and
unit variance. This approximate measure can indicate the degree to which the tanh activation
function in (3.56) deviates from linearity.
In this thesis, the ESN parameters are sampled using a two-stage process to allow for
control of the stability. First, an initial set of parameters, Φ̂′ = [WI′,WR′,b′], is sampled
from a zero-mean and identity-covariance Gaussian probability density function,
Φ̂′ ∼ N
(
Φ̂′;0, I
)
. (3.61)
Then, the final ESN parameters, Φ̂ = [WI,WR,b], are obtained by rescaling these initial
parameters to encourage recurrent stability,
WR = ϖˇ
ϖ (WR′)W
R′ (3.62)
[
WI b
]
= ζˇ
ζ (WI′,b′)
[
WI′ b′
]
. (3.63)
The parameters are rescaled, to ensure that the measured ϖ (WR) and ζ (WI,b) values
match the intended ϖˇ and ζˇ values.
This method may allow for a wide variety of diverse feature projections to be sampled
without a high computational cost. This ensemble of feature projections can then be combined
in a computationally efficient manner using the feature-level combination method, discussed
in Section 3.4.3.
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When designing and generating an ensemble, it is useful to obtain an estimate of the diversity
between the members of the ensemble, without explicitly evaluating the combined perfor-
mance. These measures can be used to guide the ensemble design and diagnose issues that
may arise. This section discusses several possible diversity measures.
3.6.1 Hypothesis diversity
The combined performance of an ensemble depends on the performance of the individual
systems and the diversity between the behaviours of the systems [61]. The relationship
between the diversity and combined performance can be seen when using the ROVER
combination method, described in Section 3.4.1. This performs combination using the 1-best
hypotheses from each system. Here, only the word counts are used, without any confidence
scores. Table 3.2 illustrates an example of a possible outcome from performing ROVER
combination across 3 systems.
Table 3.2 Systems can correct for each others’ errors if they make different errors.
System 1: the cat sat on a cat 2 errors
System 2: a cat cat on a mat 3 errors
System 3: the mat sat on a mat 2 errors
Combined: the cat sat on a mat 1 error
Reference: the cat sat on the mat
The example shows that the systems are able to correct for each others’ errors if the
errors made by each system are different. The errors made by the systems can only differ if
the hypotheses of the systems differ from each other. As such, one possible estimate of the
diversity between the system behaviours is to measure the amount of disagreement between
their hypotheses. This thesis proposes to measure the hypothesis disagreement between
systems using the cross-WER,
cross-WER = 1
M (M − 1)
M∑
m=1
∑
n̸=m
1∑
r′
Ln∗r′
∑
r
L
(
ωm∗r,1:Lm∗r ,ω
n∗
r,1:Ln∗r
)
, (3.64)
which is published by the author of this thesis in [155]. Here, ωm∗r,1:Lm∗r is the 1-best hypothesis
of the rth utterance, obtained from the mth system. The risk function, L, is the word-level
Levenstein distance, defined in (2.7). This measures the word-level minimum edit distance
between the 1-best hypotheses produced by the members of the ensemble, averaged over
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all pairwise combinations of systems. This is related to the WER in (2.8), where here, the
hypotheses of two systems are compared by treating one as the reference. An ensemble
with a larger cross-WER has a greater diversity of 1-best hypotheses. This may indicate a
greater diversity in the errors that are made by each system, which may allow more gains to
be obtained in combination.
The concept of comparing the differences between the hypotheses of multiple systems is
not new. Work in [49] computes a measure of the statistical significance of the difference
between the performances of two systems, by comparing the differences in the errors made
between the hypotheses of two systems and a reference.
The cross-WER measures diversity at the word level, and may be indicative of the
ensemble performance when used with hypothesis-level combination methods. When using
frame-level combination methods, it may be useful to measure the diversity, based on frame-
level behaviour. An analogous diversity estimate to the cross-WER, but at the frame level, is
to measure the difference between the 1-best per-frame state cluster classifications, referred
to as the cross-Frame Error Rate (FER),
cross-FER = 1
TM (M − 1)
M∑
m=1
∑
n̸=m
T∑
t=1
[1− δ (sm∗t , sn∗t )] . (3.65)
When using an NN acoustic model, the 1-best state cluster classifications of the mth system
can be computed as
sm∗t = argmaxs P (s|ot,Φ
m) . (3.66)
Here, only substitution errors are considered. The cross-FER also only considers contribu-
tions to the diversity from the acoustic model and feature extractors. These are the same
forms of diversities that are allowed when using frame-level combination.
3.6.2 Posterior diversity
The cross-WER and cross-FER only consider 1-best hypotheses or state cluster classifications.
This does not take into account information about other competing hypotheses. A combina-
tion method such as MBR combination decoding in (3.29) utilises not only information about
the 1-best hypotheses, but also information about the other competing hypotheses, captured
within the hypothesis posteriors, P (ω|O1:T ,Φm). As such, it may be useful to compute
a measure of the difference between these hypothesis posteriors of the systems. One such
possible measure is the KL-divergence between the hypothesis posteriors, averaged over all
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pairwise combinations of systems,
hypothesis-KL = 1
M (M − 1)
M∑
m=1
∑
n̸=m
∑
ω∈A
P (ω|O1:T ,Φn) log P (ω|O1:T ,Φ
n)
P (ω|O1:T ,Φm) . (3.67)
An implied sum over utterances is omitted here for brevity. This measure requires that
the hypothesis posteriors produced by all systems have the same support over the span of
competing hypotheses, ω. The hypothesis posteriors are often represented within a lattice,
A. The same support for all systems can be ensured by using the same lattice paths for all
systems, rescored using the probabilities from the language, alignment, and acoustic models
from each system. However, using the same lattice paths for all systems may underestimate
the diversity between the systems. When using lattices, this KL-divergence can be computed
through a forward-backward operation, using the expectation semi-ring, described in [94].
Combination can also be performed over the frame-level state cluster posteriors, using
(3.33). At the frame-level, the diversity between the state cluster posteriors can similarly be
measured using a KL-divergence,
frame-KL = 1
TM (M − 1)
M∑
m=1
∑
n̸=m
T∑
t=1
∑
s∈T
P (s|ot,Φn) log P (s|ot,Φ
n)
P (s|ot,Φm) . (3.68)
3.6.3 Phonetic decision tree diversity
As is discussed in Section 3.3.3, an ensemble can have a diversity of state cluster sets, by
using multiple decision trees. When constructing such an ensemble, it may be useful to obtain
an empirical measure of how different the decision trees are. One possible measure is the
Tree Cluster Divergence (TCD) [14]. Here, the observation features within each state cluster
are assumed to be Gaussian distributed. The diversity can be measured as the KL-divergence
between the observation likelihoods of all state clusters of all pairs of decision trees,
TCD = 1
M (M − 1)
M∑
m=1
∑
n ̸=m
∑
sm∈T m
∑
sn∈T n
∫
N (o;µsn ,Σsn) log N (o;µsn ,Σsn)N (o;µsm ,Σsm)do,
(3.69)
where T m is the set of state clusters defined by the mth decision tree. The Gaussian means
and covariances can be estimated empirically from a forced alignment of the training data.
This diversity measure does not require acoustic models to be trained, and is therefore
computationally cheap to use. However, the tree cluster divergence assumes that the observa-
tion likelihoods are Gaussian distributed. In an actual system, the observation likelihoods
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are instead often computed using a GMM in (2.34), or as scaled observations likelihoods
computed from the state cluster posteriors of an NN in (2.46).
3.7 Summary
This chapter has reviewed several methods of generating an ensemble of diverse models.
Multiple models can be sampled from a chosen posterior, and such a method can be related
to Bayesian inference. However, these methods can be computationally expensive. Instead,
systems can be generated with the aim of maximising diversity. Many different forms of
diversities can be used in an ASR ensemble. When performing recognition, the ensemble
can be combined at the hypothesis, frame, or feature levels. Performing combination further
down the acoustic hierarchy is less computationally expensive, but places more restrictions
on the allowed forms of ensemble diversities. This thesis has proposed using the ESN as a
computationally cheap method of generating a diversity of feature representations. Several
methods of measuring the diversity within an ensemble have also been proposed.
Chapter 4
Ensemble compression
The ensemble methods described in the previous chapter can often yield performance gains
over using just a single system. However, the computational expense of performing recog-
nition using multiple systems in the ensemble can present a hindrance, especially when
deploying the ASR systems on devices with limited hardware resources. Similarly, a high
computational cost can also arise when using a large single system.
This chapter looks at methods to reduce the computational cost of using a large system
or an ensemble of systems. Section 4.1 discusses the low-rank matrix factorisation method,
which can be used to reduce the number of parameters in each system. Section 4.2 describes
an approach for compressing an ensemble by merging together the hidden layers, leaving
only separate output layers as the members of the ensemble. This ensemble topology only
requires data to be fed through the hidden layers once for the whole ensemble, but still
requires data to be fed through each of the separate output layers. Section 4.3 then discusses
several methods to further reduce the computational cost of performing recognition, by
compressing the ensemble into a single system.
4.1 Low-rank matrix factorisation
The computational cost required to use an ensemble for recognition can be reduced by
reducing the number of model parameters within each system. One possible method of
achieving this within an NN model is to perform a low-rank factorisation of the NN matrices,
which for a feed-forward DNN are used in the computation of (2.36) [124]. An NN matrix,
W, can be approximated by a factorised product of two matrices,
W˜ = HL, (4.1)
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where if W has dimension I × J , then L has dimension I ×K and H has dimension K × J .
The total number of parameters in W˜ is IK +KJ . There will therefore be fewer parameters
in the W˜ than W if
K <
IJ
I + J . (4.2)
This is illustrated in Figure 4.1. Using factorised matrices in the NN can significantly reduce
both the memory and number of computational operations needed when using the model.
However, using a factorised weight matrix restricts the subspace dimension in which the
hidden layer pre-activation projections can occupy. This may therefore be viewed as a
regularisation technique, as it restricts the model capacity and the number of parameters.
Low-rank factorisation may thus still allow the model to generalise well when the quantity of
training data is small.
Fig. 4.1 Low-rank matrix factorisation of a single layer neural network. In general low-rank
factorisation can be applied to multiple layers. The matrix of the linear transformation, W,
is factorised into two matrices, L and H.
Low-rank factorisation of NN matrices was originally proposed in [124]. In [124], the
NN model is both initialised and trained with low-rank matrices already incorporated in.
Since there are fewer parameters, this model has a reduced modelling capacity. As such, it
may not learn to perform as well as a full-rank model if there is a sufficient amount of training
data available. Work in [164] improves upon this by proposing to start with a well trained
full-rank model, and then replace the full-rank matrices with low-rank matrix approximations.
This is achieved by performing singular value decomposition on the full-rank matrices, as
W = UΣV, (4.3)
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truncating off the smaller singular values to get Σ′, U′, and V′, and then obtaining the
low-rank matrix of (4.1) by setting
H = U′ and L = Σ′V′. (4.4)
In this way, it is hoped that the low-rank approximation will perform similarly to the original
full-rank model. Further fine-tuning can be performed on the low-rank model.
4.2 Multi-task ensemble
Another possible method of reducing the computational cost of performing recognition with
an ensemble is to use an ensemble with a multi-task topology [136]. Multi-task learning in
ASR has previously been proposed to simultaneously train a model on different but related
tasks. Some examples of such related tasks include the classification of graphemes [22],
monophones and surrounding contexts [130], and sets of state clusters from different decision
trees [7]. Multi-task learning has also been proposed to train multi-lingual acoustic models
[104]. Training on these multiple tasks has been found to improve generalisation on the main
task [19]. One hypothesis of why training with the related tasks leads to improvements is that
the model may develop a more general hidden representation, that is more widely applicable
over a range of tasks [7].
The multi-task framework can also be used for ensemble compression. Inspiration for this
method comes from the feature-level combination method in Section 3.4.3. As is discussed
in Section 3.4.3, an NN acoustic model, Φ = {Ψ,Ξ}, can be decomposed into an initial
feature extractor, Ψ, followed by a classifier, Ξ. An ensemble with a diversity of feature
representations can be combined in a computationally efficient manner by using feature-level
combination. Since the ensemble relies on a diversity of feature representations, only the
feature extractors need to be different between the members of the ensemble. Feature-level
combination uses a common classifier that is shared across all members of the ensemble. As
such data only needs to be fed through the shared classifier once for the whole ensemble.
An ensemble can also have a diversity of state cluster sets, as is discussed in Section 3.3.3.
This form of ensemble diversity relies on each acoustic model discriminating between a
different set of state clusters. As such, an ensemble with this form of diversity is only required
to have different classifiers, Ξm. It is possible to merge the initial feature extractors of the
separate acoustic models into a common feature extractor, Ψ, shared across all members
of the ensemble [136]. Only separate output layers need to be retained for each set of state
clusters. Each output layer with its own set of state clusters represents an individual member
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Fig. 4.2 Multi-task ensemble with a separate output layer for each decision tree. Each output
layer has parameters Ξi, and each set of output nodes are represented by rounded rectangles.
Data only needs to be fed through the hidden layers once.
of the ensemble. This topology is referred to as the multi-task ensemble, and is illustrated in
Figure 4.2. In this ensemble, data only needs to be fed through the hidden layers once for the
whole ensemble. In addition to the computational savings of using this ensemble topology,
learning to classify states that have been clustered using multiple different decision trees may
also allow the multi-task ensemble to develop a more general hidden representation than
when using separate models [7].
All output layers are used when performing recognition, as this is what gives the multi-
task ensemble its diversity. This deviates from the multi-task learning methods in [7, 22, 130],
which only use the main task when performing recognition. Although the computational
cost of performing recognition using a multi-task ensemble is less than when using separate
models, it still scales linearly with the ensemble size, O (M), as data still needs to be fed
through each of the output layers. The multi-task ensemble can be combined using either
the hypothesis-level combination methods discussed in Section 3.4.1 or the frame-level
combination method of (3.40).
One possible method of training the Multi-Task (MT) ensemble is by interpolating
together separate cross-entropy criteria for each output layer [136],
FMT-CE
(
Ψ,Ξ1, · · · ,ΞM
)
=
M∑
m=1
λm
T∑
t=1
logP
(
sm,reft
∣∣∣ot,Ψ,Ξm) , (4.5)
where Ξm and sm,reft represent the output layer and forced alignment targets respectively for
the mth set of state clusters. The interpolation weights satisfy λm ≥ 0, and can be used to
tune the contribution of each set of state clusters to the ensemble training. The choice of how
to obtain the forced alignment state cluster targets for each member of the ensemble may
depend on the chosen method of ensemble combination. As is discussed in Section 3.4.2,
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Fig. 4.3 Multi-task cross-entropy training. Forced alignment is mapped from the greedy
decision tree, T , to the logical context-dependent states, C, then to each of the random forest
trees, T 1 and T 2.
frame-level combination is less computationally expensive, but makes the assumption that
all members in the ensemble produce time-synchronous state transitions. This assumption
can be incorporated into FMT-CE training by using a common set of forced alignments, which
are mapped to each of the different state cluster sets, as is illustrated in Figure 4.3.
4.2.1 Joint sequence discriminative training
The cross-entropy criterion trains the multi-task ensemble at the frame-level. However,
previous work has shown that performance gains can often be obtained using sequence
discriminative training [86]. When using a single system, the FMBR criterion of (2.83) can
be used to perform sequence discriminative training. It is also possible to train a multi-
task ensemble toward a sequence discriminative criterion [134]. One possible method is to
interpolation together separate sequence discriminative criteria for each output layer. When
using FMBR training, this multi-task criteria interpolation can be expressed as
FMT-MBR
(
Ψ,Ξm, · · · ,ΞM
)
=
M∑
m=1
λm
∑
ω
L
(
ω,ωref
)
P (ω|O1:T ,Ψ,Ξm) . (4.6)
By comparing this form of criterion to MBR combination decoding in (3.29), repeated here
for a multi-task ensemble as
ω∗ = argmin
ω′
M∑
m=1
λm
∑
ω
L (ω,ω′)P (ω|O1:T ,Ψ,Ξm) , (4.7)
it can be seen that this criterion is matched with hypothesis-level combination.
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Fig. 4.4 Multi-task joint sequence discriminative training. The criterion derivative is back-
propagated through the frame-level combination.
Frame-level combination is less computationally expensive than hypothesis-level combi-
nation, as only a single decoding lattice needs to be processed for the whole ensemble. It
may be beneficial to train the multi-task ensemble to match the manner in which it is to be
combined when performing recognition. Frame-level combination can be performed using
(3.40), repeated here for a multi-task ensemble as
A
(
ot, c,Ψ, Ξ̂
)
=
M∑
m=1
λm
P (smc |ot,Ψ,Ξm)
P (smc )
, (4.8)
where Ξ̂ = {Ξm ∀m} represents all of the output layers in the ensemble. These combined
scaled observation likelihoods can be used to compute the combined hypothesis posteriors,
Pfrm
(
ω
∣∣∣O,Ψ, Ξ̂), using (2.47). Here, the “frm” subscript is placed to emphasise that these
hypothesis posteriors are computed using a frame-level combination.
The multi-task ensemble can be trained by minimising the sequence-level FMBR criterion
of (2.83), using the frame-level combined hypothesis posteriors,
F jointMT-MBR
(
Ψ,Ξm, · · · ,ΞM
)
=
∑
ω
L (ω,ω∗)Pfrm
(
ω
∣∣∣O1:T ,Ψ, Ξ̂) , (4.9)
This method is referred to as joint sequence discriminative training. The derivative can
be back-propagated through the frame-level combination to jointly train all of the output
layers. This method is published by the author of this thesis in [155]. Using the frame-level
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combination during training enforces the time-synchronous state transition requirement that
frame-level combination has, as is discussed in Section 3.4.2.
The idea of joint sequence discriminative training of a multi-task ensemble was originally
proposed in [134]. However in [134], the chosen frame-level combination method was to
take a max over the scaled observation likelihoods,
A
(
ot, c,Ψ, Ξ̂
)
= max
m
{
P (smc |ot,Ψ,Ξm)
P (smc )
}
, (4.10)
which is not differentiable everywhere. Although sub-gradient methods could have been
used with such a combination, the work in [134] instead performed sequence discriminative
training on a model with a single large output layer, composed of intersect states. As
opposed to a max over scaled observation likelihoods, there are many possible frame-level
combination methods that are differentiable everywhere, several of which are discussed
in [87]. In this thesis, a sum over scaled observation likelihoods of (4.8) is used as the
combination method. The derivative through this combination is
∂A
(
ot, c,Ψ, Ξ̂
)
∂P (sm|ot,Ψ,Ξm) =
λm
P (smc )
δ (T m (c) , sm) . (4.11)
It is therefore possible to jointly train all members of the multi-task ensemble toward a
sequence discriminative criterion, in a manner that is matched with frame-level combination.
Joint sequence discriminative training is also less computationally expensive than FMT-MBR,
as only a single lattice needs to be processed to compute the derivative of the criterion.
4.3 Ensemble compression into a single model
The hypothesis and frame-level combination methods, as well as the multi-task ensemble,
all have computational costs that scale as O (M) when performing recognition, which scale
linearly with the ensemble size. This can be a hindrance when deploying the ASR ensemble
on devices with hardware limitations. This section discusses several methods for compressing
an ensemble into a single system, such that only one system needs to be used for recognition.
This eliminates the linear O (M) dependence of the recognition computational cost on
the ensemble size. These methods propagate information about the diverse behaviours of
the systems within the ensemble into the single compressed system. The nature of the
information being propagated affects how much the compressed system is able to learn from
the ensemble, and therefore how well it is able to emulate the ensemble performance.
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4.3.1 Cross-adaptation
Cross-adaptation is not an ensemble compression method. However, it is a method that
propagates information from one system to another, and it is therefore reviewed here for
completeness. In cross-adaption, information in the form of 1-best or more hypotheses is
propagated from one system to adapt part or the whole of another system. An application
where cross-adaptation is commonly used is Speaker Adaptive Training (SAT) using CMLLR
[43]. In this implementation of SAT, each speaker has an associated CMLLR linear transfor-
mation that is applied to the feature vectors of that speaker. Transcriptions of the utterances
are required to train the CMLLR transformations. This presents an issue for unseen speakers
in the test set, for whom manual transcriptions are not normally available. Cross-adaptation
can be applied to address this issue. Another system, usually a speaker-independent system,
can be used to transcribe the utterances of the unseen speakers, and provide 1-best or more
hypotheses to train the CMLLR transformations for these speakers. Information about the
behaviour of the other transcribing system is propagated to the SAT system and used to learn
the CMLLR feature transformations. These CMLLR transformations will therefore capture
aspects of the behaviour of the transcribing system. This in effect does a combination of the
transcribing system and the SAT system.
Cross-adaptation can also be used to update several or all of the NN layer weights
[47]. However, the ability of the resulting adapted system to generalise to unseen data is
strongly dependent on the amount of data available to perform cross-adaptation. As such,
limiting the number of parameters that are adapted can reduce overfitting when the amount
of cross-adaptation data is limited.
4.3.2 Joint ensemble training with diversity-penalisation
The methods discussed in Sections 3.1 and 3.2 generate multiple systems for an ensemble
either sequentially or independently. These systems are then combined when performing
recognition. One possible combination method is a frame-level combination over state cluster
posteriors of (3.33), repeated here as
P
(
s
∣∣∣ot, Φ̂) = M∑
m=1
λmP (s|ot,Φm) . (4.12)
This combination method can be computationally expensive, as data needs to be fed through
each of the separate acoustic models.
Rather than independently training each member of the ensemble, the work in [171]
proposes to jointly train all members of the ensemble, in such a way that each member
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behaves similarly to the combined ensemble. In this way, the ensemble behaviour can be
approximated by any one of the members of the ensemble, and only a single member of the
ensemble needs to be used during recognition. In the work in [171], all of the NN acoustic
models are jointly trained, by interpolating together the individual cross-entropy criteria of
FCE in (2.80), with an additional regularisation term,
F
(
Φ1, · · · ,ΦM
)
=
M∑
m=1
FCE (Φm)− ϱ
M∑
m=1
T∑
t=1
∑
s∈T
P
(
s
∣∣∣ot, Φ̂) log
 P
(
s
∣∣∣ot, Φ̂)
P (s|ot,Φm)
 ,
(4.13)
where ϱ is the interpolation weight that can be used to tune the contribution of the regularisa-
tion term. This regularisation term measures the KL-divergence between the state cluster
posteriors of each acoustic model and the frame-level combined posteriors of (4.12). This
propagates information about the combined ensemble posteriors to each of the separate
models. This may encourage each acoustic model to behave similarly to the combined
ensemble.
Although this ensemble generation method results in single systems that emulate the
ensemble behaviour, all systems are trained to behave similarly to the combined ensemble.
As such, the resulting ensemble may have low diversity and limited combination gains.
4.3.3 Teacher-student learning
Fig. 4.5 Frame-level teacher-student learning. The per-frame state cluster posteriors of the
teachers, Φ1 and Φ2, are combined and propagated to the student, Θ.
Rather than propagating information about the combined ensemble to each of its members,
this information can be propagated to a different system, so that the members of the ensemble
are not constrained to behave similarly. The teacher-student learning method [17] aims to
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train a single system, referred to as the student, to emulate the combined behaviour of an
ensemble. When performing recognition, only this single student needs to be used. The
members in the ensemble are here referred to as the teachers. Teacher-student learning can
also be used to train a small student to emulate the behaviour of a single large teacher [93],
to also reduce the computational cost when performing recognition.
Teacher-Student (TS) learning aims for the student to emulate the behaviour of, and
ideally to produce the same hypotheses as, the combined ensemble. The general approach is
to train the student by minimising some distance measure, D, between the behaviours of the
teacher ensemble, Φ̂ and the student, Θ,
F (Θ)|D = D
{
Φ̂
∥∥∥Θ}∣∣∣D . (4.14)
This distance is often measured over a training dataset, D. This dependence on the dataset is
omitted in the remaining criteria presented in the section, for brevity. The standard method
in ASR is to minimise the KL-divergence distance between the frame-level state cluster
posteriors of the combined teachers and the student [93],
F stateTS (Θ) = −
T∑
t=1
∑
s∈T
P
(
s
∣∣∣ot, Φ̂) logP (s|ot,Θ) . (4.15)
In this way, information is propagated from the teachers to the student in the form of
frame-level state cluster posteriors.
The targets from the teachers can be combined as a weighted average of the posteriors
from each teacher,
P
(
s
∣∣∣ot, Φ̂) = M∑
m=1
λmP (s|ot,Φm) , (4.16)
where the interpolation weights satisfy 0 ≤ λm ≤ 1 and ∑m λm = 1. It is also possible to
combine the targets as a product of teacher posteriors, or by using any of the other frame-level
combination methods described in [87]. The targets can also be made softer and thus easier
to learn by raising them to a power between zero and one [69], 0 ≤ κ ≤ 1,
P ′
(
s
∣∣∣ot, Φ̂) = P κ
(
s
∣∣∣ot, Φ̂)∑
s′∈T
P κ
(
s′
∣∣∣ot, Φ̂) . (4.17)
Here, κ is analogous to being an inverse of the temperature in a statistical physics interpreta-
tion. By starting training from a small κ and performing simulated annealing by gradually
increasing κ toward 1, the student can initially learn from simpler and higher-entropy tar-
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gets, and gradually learn to operate at the entropy level of the original targets. This can be
interpreted as a method of obtaining a good initialisation of the student’s model parameters.
Learning first from high-entropy targets may produce a good initialisation of the student’s
model parameters, which are then trained toward the lower-entropy targets with larger κ
values. This method has been named knowledge distillation [69], because of its similarity to
the gradually changing temperature used to separate and propagate liquids from one container
to another through distillation.
The standard frame-level teacher-student learning method of F stateTS requires that each
acoustic model within the teacher ensemble produces state cluster posteriors. The ensemble
is therefore allowed to have a diversity of acoustic model parameters and topologies, as well
as a diversity of feature representations, as long as all acoustic models produce per-frame
posteriors over the same set of state clusters, ensuring that all probability distributions in
F stateTS have the same support. However, all members in the ensemble are required to use
the same set of state clusters, which in turn requires that all members use the same set
of sub-word units, HMM topology, and context-dependence. This method also allows for
the freedom to choose the student’s acoustic model topology and feature representations
independently of those used by the teachers in the ensemble. This allows teacher-student
learning to be used for compression [93] and domain adaptation [75, 92].
Teacher-student learning trains a full student acoustic model. This is opposed to the
common practice in the cross-adaptation method in Section 4.3.1, of only adapting a limit
set of the adapted system’s parameters. The ability of the student to emulate the ensemble
behaviour well on unseen data may be strongly affected by the quantity of data that is
available to train the student. However, when training the student, information about the
manual transcriptions is not necessary. Therefore it is possible to train the student in a
semi-supervised fashion with untranscribed data [93], which is generally cheaper to obtain.
Information in the targets
The standard cross-entropy criterion of (2.80) can be viewed as a specific instance of the
teacher-student learning criterion of (4.15), and can be expressed as the minimisation of a
KL-divergence,
FCE (Θ)−
T∑
t=1
∑
s∈T
δ
(
s, sreft
)
logP (s|ot,Θ) . (4.18)
Here, the targets are the forced alignments, obtained from a system1, Φ,
sreft = argmaxs P
(
st = s
∣∣∣ωref,O1:T ,Φ) . (4.19)
1This system is often a GMM-HMM, as is discussed in Section 2.3.2.
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Because of the similarity between the forms of these two criteria, it is simple to interpolate
them together when training the student [69],
F (Θ) = χFCE (Θ) + (1− χ)F stateTS (Θ) , (4.20)
to ground the student to be similar to a cross-entropy-trained system. Here, the interpolation
weight satisfies 0 ≤ χ ≤ 1. This is equivalent to interpolating the KL-divergence targets, of
the forced alignments and the posteriors produced by the teachers. It is the form of targets
that differentiates the cross-entropy and teacher-student learning criteria.
When using teacher-student learning to train a student to emulate an ensemble, it is
interesting to question what it is about the targets propagated from the teachers that may
benefit the student, above the information that is provided by the forced alignment cross-
entropy targets. The form of targets in cross-entropy training only conveys information about
which state cluster the teacher, Φ, believes is most likely. Similarly, cross-adaptation can
propagate information between systems in the form of 1-best, most likely, hypotheses, as
is described in 4.3.1. As opposed to these, the teacher-student targets of P
(
s
∣∣∣ot, Φ̂) may
contain information about how difficult the teachers believe each frame is to classify. This is
such that frames that are easy to classify can have targets with low entropies, approaching the
δ-function cross-entropy targets. On the other hand, frames that are more difficult to classify
can have higher entropy targets. Also, the teachers’ most likely classes may not agree with
each other. Furthermore, there may be frames where the most likely class from the teachers’
target differs from the forced alignment target. This may represent frames for which the
teachers believe that it may not be possible to classify correctly, or frames for which the
forced alignment targets may not represent a time alignment that is the most appropriate
for the teachers’ model topology. The teacher-student targets therefore in a sense express
how uncertain the teachers are about the class of each frame. Assuming that the ensemble of
teachers has a greater capacity to model the data than the student, if the teachers are unable to
correctly classify a frame, then it may be better for the student to not attempt to produce a low
entropy posterior for that frame. Without any information about the difficulty of classifying
each frame, in the cross-entropy forced alignment targets, the student must assume that all
class labels provided by the forced alignments are absolutely correct, and therefore aims
to produce low-entropy posteriors for all frames. This information about how difficult the
teachers believe each frame is to classify may therefore benefit the student.
Apart from the standard teacher-student targets of P
(
s
∣∣∣ot, Φ̂), there are in fact many
possible forms of targets that can be used to propagate information about how difficult the
teachers believe each frame is to classify. A straightforward extension of the cross-entropy
criterion to an ensemble of teachers, that captures some degree of the difficulty of classifying
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each frame, is to do forced alignment with each teacher separately,
sm,reft = argmaxs P
(
st = s
∣∣∣ωref,O1:T ,Φm) , (4.21)
and then to take a linear combination of these 1-best forced alignment targets,
F1bestTS (Θ) = −
T∑
t=1
∑
s∈T
[
M∑
m=1
λmδ
(
s, sm,reft
)]
logP (s|ot,Θ) . (4.22)
The forced alignments from each teacher may differ in their pronunciation variants and
their state transition times. These differences may occur at frames with a high ambiguity
as to which state cluster it belongs to. Such information may be useful when training a
student. However, using only the 1-best alignments from each teacher only captures a
limited amount of information about the disagreement between the teachers. It also does not
express any information about how certain each individual teacher is about the class of each
frame. Furthermore, unlike the teacher targets here, the student has no access to information
about the manual transcriptions when producing its state cluster posteriors. Without this
information, there may be frames where the student is not able to effectively emulate this
form of targets.
Information about how certain each teacher is about the class of each frame can be
propagated by using targets that consider the full alignment distribution from each teacher,
instead of just the 1-best alignments,
F soft-alignTS (Θ) = −
T∑
t=1
∑
s∈T
[
M∑
m=1
λmP
(
st = s
∣∣∣ωref,O1:T ,Φm)
]
logP (s|ot,Θ) . (4.23)
The derivative of this criterion is
∂F soft-alignTS (Θ)
∂z
(K+1)
st
= P (s|ot,Θ)−
M∑
m=1
λmP
(
st = s
∣∣∣ωref,O1:T ,Φm) . (4.24)
This is similar to the FCTC derivative of (2.131), if the target soft alignments are obtained
from the student, Θ, instead of the teachers, Φm. Similarly to the FCTC criterion in (2.130),
the targets here consider all possible alignments of the state sequences that can represent the
manual transcriptions, and not just the 1-best alignment. This may be able to capture the
uncertainty that each teacher has about which pronunciation variants and state transition times
are the most appropriate, in addition to the disagreements between the teachers. However, the
alignment distributions in the targets of F soft-alignTS again utilise information about the manual
96 Ensemble compression
transcriptions, which the student has no access to when producing its state cluster posteriors.
Teacher-student learning using the F soft-alignTS criterion is investigated in [71].
Using targets combined with (4.16), the standard teacher-student criterion of F stateTS in
(4.15) can be expressed as
F stateTS (Θ) = −
T∑
t=1
∑
s∈T
[
M∑
m=1
λmP (s|ot,Φm)
]
logP (s|ot,Θ) . (4.25)
Here, the teacher targets and student posteriors are conditioned on the same variables. As
such, the difficulty of classifying each frame, expressed in teacher targets may be better
matched with the posteriors that the student can produce.
4.3.4 Parameter-level combination
Fig. 4.6 Parameter-level combination takes an average of the model parameters.
The combination methods discussed in Section 3.4 combine together either hypothesis
or frame-level probabilities, or features. Another possible method is to directly combine
the model parameters. As with the other compression methods discussed in Section 4.3,
this also results in there only being a single system that needs to be used when performing
recognition. This parameter-level combination can be achieved as a weighted average of the
model parameters [141],
Φ =
M∑
m=1
λmΦm. (4.26)
The resulting single model, Φ, is referred to as the smoothed model. This combination
method is not probabilistic in nature. As such, the interpolation weights, λm do not strictly
need to be constrained to be non-negative or sum to one. These interpolation weights can
be set manually or optimised toward a chosen training criterion [114]. If the weights are set
manually, then unlike the teacher-student learning and cross-adaptation methods discussed
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in Sections 4.3.3 and 4.3.1, no training is required to construct the smoothed model. In
teacher-student learning and cross-adaptation, the ability of the student or adapted system to
generalise well to unseen data depends on the quantity of training data that is available.
The combination of (4.26) only uses a single interpolation weight for each member of
the ensemble. The combination can be generalised to allow for a separate weight for each
model parameter or group of model parameters,
Φ =
M∑
m=1
λm ⊙Φm, (4.27)
where ⊙ represents element-wise multiplication. However, this may greatly increase the
number of combination parameters that need to be set. If these weights are set by optimising
them toward a chosen criterion, then it may be difficult to train them to generalise well, with
a limited quantity of training data.
Parameter-level combination using (4.26) requires that all models have the same topology.
It is possible to permute the NN parameters without affecting the resulting behaviour of
the model. However, the permuted NN will have hidden units that are re-ordered. The
models combined with parameter-level combination must have hidden units that are ordered
similarly. These constraints may limit the diversity of an ensemble that can be used with this
combination method. One possible method of abiding by these constraints is to construct
an ensemble out of models at intermediate iterations of a single run of training [23]. This is
described in Section 3.2.4.
Another possible method to generate an ensemble that abides by these constraints is by
using Dropout. Section 3.1.3 describes how Dropout can be used to generate an ensemble.
After a single model has been trained, multiple models can be obtained when performing
recognition, by feeding data through the single model multiple times, each time with a
different Dropout mask sample. Each Dropout mask sample, d(k)m, effectively produces a
new model, Φm =
{
W(k)m,b(k)m ∀k
}
, according to (3.14), which is repeated here,
W(k)m = 11− πW
(k)Diag
(
d(k)m
)
(4.28)
b(k)m = b(k). (4.29)
These models are sufficiently similar to each other, such that they can be used with
parameter-level combination. Parameter-level combination of this Dropout ensemble can
be achieved simply by using the model without Dropout, Φ˘ =
{
W(k),b(k) ∀k
}
, when
performing recognition. The Dropout mask is sampled from a Bernoulli distribution in
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(2.109), repeated here as
P
(
d
(k)m
i
∣∣∣π) = π1−d(k)mi (1− π)d(k)mi . (4.30)
The expected value of each mask unit is
E
{
d
(k)m
i
}
= lim
M→∞
M∑
m=1
1
M
d
(k)m
i (4.31)
= 1− π. (4.32)
Taking an equally weighted parameter-level combination of an infinite number of models in
a Dropout ensemble results in
W(k) = lim
M→∞
M∑
m=1
1
M (1− π)W
(k)Diag
(
d(k)m
)
(4.33)
=W(k). (4.34)
Therefore the parameter-level combined Dropout ensemble is equivalent to the model that is
used without Dropout, Φ = Φ˘. As with an ensemble generated from the intermediate model
iterations in a single run of training, a Dropout ensemble also only requires a single training
run.
In [137], training a model with Dropout, and then using it without Dropout when per-
forming recognition is interpreted as a method of regularisation. This same method can
equivalently be viewed as a parameter-level combination of an ensemble. This relationship
may suggest that there is some equivalence between using an ensemble and performing
regularisation.
4.4 Summary
This chapter has considered various schemes for reducing the computational cost of per-
forming recognition using an ensemble. The number of parameters within each system
can be reduced using low-rank matrix factorisation. When using a diversity of state cluster
sets, an ensemble can be compressed by tying together the hidden layer parameters, leaving
only separate output layers for each set of state clusters. This multi-task ensemble topology
only requires data to be fed through the hidden layers once for the whole ensemble. An
ensemble can be further compressed into a single system. Teacher-student learning achieves
this by training a student to emulate the combined ensemble behaviour. Different forms of
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information, that capture how difficult the ensemble believes that each frame is to classify,
can be propagated to the student. Parameter-level combination can also be used to compress
an ensemble into a single system. However, this requires all acoustic models to have the
same topology and similarly ordered hidden representations, which may limit the ensemble
diversity.

Chapter 5
Frame-level teacher-student learning
with diverse teachers
Teacher-student learning, described in Section 4.3.3 can be used to compress an ensemble
into a single student, thereby reducing the computational cost when performing recognition.
The standard teacher-student learning method propagates frame-level state cluster posterior
information from the teachers to the student. This requires that the teacher and student
acoustic models must produce state cluster posteriors over the same set of state clusters.
This constraint limits the forms of diversities that are allowed between the teachers in the
ensemble.
This chapter proposes to generalise frame-level teacher-student learning to allow for
more diverse teachers. First, Section 5.1 investigates methods of compressing an ensemble
that uses a diversity of state cluster sets. Two methods are proposed, that either map the
teachers’ state cluster posteriors to the student’s set of state clusters, or train a multi-task
ensemble, discussed in Section 4.2, to emulate the ensemble of separate systems. Second,
Section 5.2 considers how frame-level teacher-student learning can be used with an ensemble
whose systems use the lattice-free topology, described in Section 2.5.2. In this topology, the
acoustic model directly produces log-acoustic scores at its output, as in (2.119), instead of
state cluster posteriors. Therefore, state cluster posteriors cannot be obtained directly from
these systems. Frame-level teacher-student learning needs to be modified to be used with
such systems.
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5.1 Learning from different sets of state clusters
As has been discussed in Section 3.3.3, an ensemble can incorporate a diversity of state cluster
sets. Using different sets of state clusters may allow the members of the ensemble to exhibit
diverse behaviours. However, as with many other forms of ensembles, the computational cost
of performing recognition can be high. Teacher-student learning, discussed in Section 4.3.3,
is one possible method of compressing an ensemble and reducing the computational cost of
performing recognition. However, the standard teacher-student learning method in (4.15)
requires the state cluster posteriors from all acoustic models to have the same support. This
requires all members of the ensemble to use the same set of state clusters, and may therefore
limit the ensemble diversity.
5.1.1 Mapping posteriors across state cluster sets
Standard teacher-student learning in (4.15) minimises a KL-divergence between state cluster
posteriors. This thesis proposes to allow the ensemble to have a diversity of state cluster sets,
by modifying the teacher-student learning criterion to instead minimise a KL-divergence
over a set of acoustic units that are common across all systems. One possible choice of such
an acoustic unit are the logical Context-Dependent (CD) states, c, leading to a criterion of
FCDTS (Θ) = −
T∑
t=1
∑
c∈C
P
(
c
∣∣∣ot, Φ̂) logP (c|ot,Θ) , (5.1)
where C is the set of all logical context-dependent states. This is proposed by the author of
this thesis in [156]. The criterion requires the posteriors of the logical context-dependent
states, P (c|ot,Θ). Since there is a unique mapping from c to sc by using (2.28), the logical
context-dependent state posteriors can be expressed as
P (c|ot,Θ) =
∑
sΘ∈T Θ
P
(
c
∣∣∣sΘ,ot,Θ′)P (sΘ∣∣∣ot,Θ) (5.2)
= P
(
c
∣∣∣sΘc ,ot,Θ′)P (sΘc ∣∣∣ot,Θ) , (5.3)
where
∑
sΘ∈T Θ
sums over all state clusters, sΘ, at the leaves of the student’s decision tree, T Θ.
This allows the criterion to be expressed as
FCDTS (Θ) = −
T∑
t=1
∑
c∈C
P
(
c
∣∣∣ot, Φ̂) [logP (sΘc ∣∣∣ot,Θ)+ logP (c∣∣∣sΘc ,ot,Θ′)] . (5.4)
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The standard hybrid NN-HMM ASR system does not capture P
(
c
∣∣∣sΘc ,ot,Θ′). Capturing
this would allow the observation likelihood of each logical context-dependent state to be
separately computed, going against the motivation of state tying with a decision tree, to
reduce the number of model parameters, discussed in 2.2.4. One possible solution around this
limitation is to assume that this distribution is independent of the acoustic model parameters,
Θ. With this independence assumption, P
(
c
∣∣∣sΘc ,ot,Θ′) can be ignored when computing
the gradient to train Θ.
The criterion can be simplified to consider a sum over state clusters in the student’s
decision tree, rather than over logical context-dependent states,
FCD′TS (Θ) = −
T∑
t=1
∑
sΘ∈T Θ
P
(
sΘ
∣∣∣ot, Φ̂) logP (sΘ∣∣∣ot,Θ) . (5.5)
The student can be trained using this criterion, as long as the targets of P
(
sΘ
∣∣∣ot, Φ̂) can be
obtained. These targets represent posteriors of the student’s set of state clusters, obtained
from the teachers. The challenge for performing teacher-student learning is to compute these
targets.
Fig. 5.1 Frame-level teacher-student learning across different sets of state clusters. Per-frame
posteriors from the teachers are mapped from the teachers’ decision trees, T 1 and T 2, to the
student’s decision tree, T Θ.
The teachers’ posteriors can be combined using any of the frame-level methods discussed
in Section 3.4.2. When using a sum combination, similarly to (4.16), the targets can be
expressed as
P
(
sΘ
∣∣∣ot, Φ̂) = M∑
m=1
λmP
(
sΘ
∣∣∣ot,Φm) . (5.6)
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By using (5.2), but for the teachers, the posteriors of each of the teachers are mapped to the
student’s set of state clusters as
P
(
sΘ
∣∣∣ot,Φm) = ∑
c:T Θ(c)=sΘ
P (c|ot,Φm) (5.7)
=
∑
c:T Θ(c)=sΘ
∑
sm∈T m
P (c|sm,ot,Φm′)P (sm|ot,Φm) . (5.8)
This can be expressed as
P
(
sΘ
∣∣∣ot,Φm) = ∑
sm∈T m
P
(
sΘ
∣∣∣sm,ot,Φm′)P (sm|ot,Φm) , (5.9)
where
P
(
sΘ
∣∣∣sm,ot,Φm′) = ∑
c:T Θ(c)=sΘ
P (c|sm,ot,Φm′) (5.10)
represents a mapping from the posteriors over the teachers’ sets of state clusters, P (sm|ot,Φm),
to the student’s set of state clusters, P
(
sΘ
∣∣∣ot,Φm), illustrated in Figure 5.1. If the same set
of state clusters is used for all systems, then P
(
sΘ
∣∣∣sm,ot,Φm′) = δ (sΘ, sm) becomes a
δ-function, and FCD′TS in (5.5) reduces back to the standard teacher-student learning criterion
in (4.15).
The computation of the posterior map, P
(
sΘ
∣∣∣sm,ot,Φm′), requires the computation of
the posteriors of each of the individual logical context-dependent states, using P (c|sm,ot,Φm′).
However, as was previously mentioned, because of state tying, these are not individually
separable for each of the logical context-dependent states. One possible solution to obtain
the map is to make the approximation that it is independent of the observations,
P
(
sΘ
∣∣∣sm,ot,Φm′) ≈ P (sΘ∣∣∣sm) (5.11)
=
∑
c:T Θ(c)=sΘ
P (c)∑
c′:T m(c′)=sm
P (c′)δ (T
m (c) , sm) . (5.12)
The logical context-dependent state priors, P (c), can be estimated using a discounted
maximum likelihood estimate from the forced alignments,
P (c) = Nc + ν∑
c′∈C
(Nc′ + ν)
, (5.13)
where Nc is the number of times that logical context-dependent state c appears in the forced
alignments. The set of logical context-dependent states, C, may be large, and not all logical
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context-dependent states may occur within a finite amount of training data. Discounting
with ν can improve the generalisation of the approximate map, for logical context-dependent
states that are not seen in the training data.
Using the approximation of (5.11) allows the contribution to the targets from each teacher
in (5.9) to be expressed as
P
(
sΘ
∣∣∣ot,Φm) = ∑
sm∈T m
P
(
sΘ
∣∣∣sm)P (sm|ot,Φm) . (5.14)
Here, the approximate map of P
(
sΘ
∣∣∣sm) is used to transform the posteriors from the
teachers’ sets of state clusters to the student’s set of state clusters. Using this, targets can be
obtained to train the student with the FCD′TS criterion in (5.5), and frame-level teacher-student
learning can be used when the sets of state clusters differ between the teachers and the
student. Information about the state cluster posteriors for each different set of state clusters
undergoes this mapping, when being propagated from the teachers to the student. However,
the approximation of (5.11), made to obtain this map, may result in a loss of propagated
information.
The proposed criterion of FCD′TS allows an ensemble with a diversity of state cluster sets
to be compressed into a single student. Only the student needs to be used when performing
recognition. However, the student only models the state clusters defined by a single decision
tree, while the members in the ensemble model multiple sets of state clusters. As is discussed
in Section 3.4.2, the maximum phonetic resolution that the ensemble can have is represented
by the intersect states, formed by a Cartesian product of all of the decision trees in the
ensemble. The set of intersect states may be large. As such, a student may need to use a large
set of state clusters in order to adequately emulate the ensemble behaviour. The proposed
criterion allows for the freedom to choose the student’s set of state clusters independently of
the sets of state clusters that the teachers in the ensemble use. However, using a larger set of
state clusters requires a larger output layer, which incurs a greater computational cost when
performing recognition and may be more difficult to train to generalise well. The freedom of
choice of the student’s set of state clusters, provided by the proposed criterion, can be used
to find an acceptable balance between the computational cost of performing recognition and
the output complexity of the student’s acoustic model.
5.1.2 Multi-task teacher-student learning
Compressing an ensemble with a diversity of state cluster sets into a student may result in
losses due to the approximate posterior map of (5.11) and the student may need to use a large
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Fig. 5.2 Multi-task teacher-student learning. Targets are obtained from separate teachers,
rather than from forced alignment. There is no need to map the teachers’ posteriors between
difference decision trees.
set of state clusters to effectively emulate the ensemble behaviour. As is discussed in Section
4.2, an alternative method of compressing an ensemble with a diversity of state cluster sets
is to use a multi-task ensemble. Rather than using a student with a single output layer, an
ensemble of separate models can instead be compressed into a multi-task ensemble, by using
teacher-student learning to train the multi-task ensemble to emulate the behaviours of the
separate models.
This thesis proposes to train the multi-task ensemble by minimising the KL-divergence
between the per-frame state cluster posteriors of each state cluster set, between the separate
models as the teachers and the multi-task ensemble as the student,
FMT-TS
(
Ψ,Ξ1, · · · ,ΞM
)
= −
M∑
m=1
λm
T∑
t=1
∑
sm∈T m
P (sm|ot,Φm) logP (sm|ot,Ψ,Ξm) .
(5.15)
Here again, Ψ are the hidden layer parameters that are shared across all members of the
multi-task ensemble, and Ξm are the separate output layer parameters for each multi-task
ensemble member. The interpolation weights satisfy λm ≥ 0 and can be used to tune the
contribution of each set of state clusters during training. This method is proposed by the
author of this thesis in [155], and is illustrated in Figure 5.2. It may be more advantageous
to use a multi-task ensemble than a student with a single output layer, as the multi-task
ensemble can use the same sets of state clusters as the separate teachers, and therefore can
express the same phonetic resolution as the combined separate models. Furthermore, no
approximate map of the form of (5.11) is required to obtain the targets needed to train the
multi-task ensemble.
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However, when using a multi-task ensemble, data needs to be fed through each of the
separate output layers when performing recognition. Therefore, using the multi-task ensemble
to perform recognition has a computational cost that scales as O (M), increasing linearly
with the number of different sets of state clusters, M . On the other hand, the computational
cost of using a student with a single output layer to perform recognition depends on the size of
the student’s set of state clusters. If the student uses a large set of state clusters, approaching
the number of intersect states of the teacher ensemble, then it may be more computationally
expensive to use this student for recognition than to use a multi-task ensemble.
Multi-task teacher-student learning can be compared with an alternative method of train-
ing the multi-task ensemble, using the mutli-task cross-entropy criterion in (4.5), discussed
in Section 4.2. This criterion can be re-expressed as a minimisation of KL-divergences,
FMT-CE
(
Ψ,Ξ1, · · · ,ΞM
)
= −
M∑
m=1
λm
T∑
t=1
∑
sm∈T m
δ
(
sm, sm,ref
)
logP (sm|ot,Ψ,Ξm) ,
(5.16)
where the targets of δ
(
sm, sm,ref
)
are obtained from forced alignments. By training the multi-
task ensemble using the multi-task cross-entropy criterion, the multi-task ensemble learns
to develop diverse behaviours, as each member aims to discriminate between a different
set of state clusters. However, the multi-task ensemble has its hidden layer parameters tied
across all members of the ensemble. This leads to a reduction in the number of parameters,
compared to an ensemble of separate models. This may result in a loss in the diversity
between the behaviours of the multi-task ensemble members. Using teacher-student learning,
frame-level state cluster posterior information from the separate models is propagated to
the multi-task ensemble in the targets of P (sm|ot,Φm). This information may allow the
multi-task ensemble to learn from the diverse behaviours of the separate models.
5.2 Learning from lattice-free systems
Section 2.5.2 has discussed the lattice-free sequence discriminative training method. In this
method, there is no need to pre-compute and store pruned lattices during training. Instead, a
simplified recognition graph is used to generate a lattice for each utterance on-the-fly, which
contains all hypotheses allowed by the graph. Since there is no need of performing lattice
pruning, there is in turn no need of an initial acoustic model to provide acoustic scores.
In the lattice-based method, the initial acoustic model used to provide reasonable acoustic
scores for pruning is often trained using the cross-entropy criterion. When an ensemble is
constructed out of lattice-based systems, the systems may share a common bias toward the
cross-entropy forced alignments. Since there is no need for initial acoustic scores in the
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lattice-free method, it is possible to begin sequence discriminative training from a random
parameter initialisation. An ensemble of lattice-free systems will therefore not be commonly
biased toward cross-entropy forced alignments. This may lead to a wider diversity between
the behaviours of lattice-free systems.
An ensemble of lattice-free systems may be able to leverage upon this wider diversity.
However, the ensemble can again be computationally expensive to use for recognition.
Teacher-student learning can be used to compress the ensemble into a single student. The
standard frame-level teacher-student learning criterion in (4.15) requires frame-level state
cluster posteriors to be obtained from each of the acoustic models. However, lattice-free
acoustic models are often designed to directly produce log-acoustic scores at their outputs
using (2.119), rather than state cluster posteriors, as is described in Section 2.5.2. This is
because there is no need for an initial acoustic model to produce reasonable acoustic scores
to prune the lattice, and therefore there is no need to perform cross-entropy training to obtain
this initial model. It is the initial cross-entropy training that requires the acoustic model to
produce state cluster posteriors for the criterion computation of (2.80) and the derivative
computation of (2.110). As such, it may not be trivial to obtain state cluster posteriors from
lattice-free systems. Therefore, frame-level teacher-student learning needs to be modified to
be used with the lattice-free acoustic model topology.
As is described in Section 4.3.3, the aim of teacher-student learning is to train a student
to emulate the behaviour of the teachers. A general approach to this is to minimise some
distance measure between the behaviours of the teachers and student, described by (4.14).
Since state cluster posteriors are not readily obtainable when using the Lattice-Free (LF)
acoustic model topology, one possible alternative criterion is to minimise the Mean Squared
Error (MSE) between the log-acoustic scores of the combined ensemble and the student,
produced at the linear outputs of the acoustic models using (2.119) [79],
FMSELF-TS (Θ) =
1
2
T∑
t=1
∑
s∈T
[
M∑
m=1
λm logA (ot, s,Φm)− logA (ot, s,Θ)
]2
, (5.17)
where the interpolation weights satisfy λm ≥ 0 and can be used to tune the contribution of
each teacher during training.
This thesis proposes another criterion that may be used to train the student with a lattice-
free acoustic model topology. When computing the hypothesis posteriors of a lattice-free
system in (2.120), the acoustic scores, A (ot, s,Θ), are computed by taking the exponential
of the NN acoustic model output. Therefore, the acoustic scores are always positive. As such,
it is possible to convert these into something that looks like a probability distribution through
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normalisation. The KL-divergence distance measure can then be used as
F˜KLLF-TS (Θ) = −
T∑
t=1
∑
s∈T
M∑
m=1
λm
A (ot, s,Φm)∑
s′∈T
A (ot, s′,Φm) log
A (ot, s,Θ)∑
s′∈T
A (ot, s′,Θ) , (5.18)
where the interpolation weights satisfy 0 ≤ λm ≤ 1 and ∑m λm = 1. This criterion allows
the existing frame-level teacher-student learning infrastructure to be re-used. Although the
teachers in (5.18) are combined as a sum combination, any other frame-level combination
method is also possible. When using a sum combination, it may be important to perform
normalisation for each teacher separately before combination, rather than combining the
acoustic scores and normalising the combined score. This is because the linear outputs of the
NNs that form the log-acoustic scores in (2.119) are unbounded, and may result in there being
significantly different dynamic ranges between the acoustic scores of each of the teachers.
Separately normalising the contributions from each teacher may help to prevent any single
teacher from dominating the combination.
The unbounded nature of the linear outputs of the lattice-free model topology may
potentially present numerical stability issues when used with frame-level teacher-student
learning. The linear NN outputs are interpreted as log-acoustic scores, expressed as (2.119).
These are converted to acoustic scores by taking the exponential, and then used to compute
the hypothesis posteriors using (2.120). Adding an equal constant offset to all output nodes
will not affect the resulting hypothesis posterior or the computed criterion of F˜KLLF-TS. However,
a large positive linear NN output value may result in numerical overflow when taking its
exponential to compute the acoustic score, if no safeguards are implemented. In lattice-free
FMMI training in [116], the linear NN outputs can be prevented from growing too large by
minimising the L2 norm of these linear NN outputs as an additional regularisation term. It is
possible to incorporate the same regularisation term into frame-level teacher-student learning.
A simpler solution, adopted in the experiments in this thesis, is to train the student without
the regularisation term. After the student has been trained with F˜KLLF-TS, a constant offset can
be subtracted equally from all of the student’s linear NN output nodes. This constant offset
can be computed as the expected L2 norm of the student’s linear NN outputs, averaged across
all output nodes.
5.3 Summary
This chapter has considered generalisations of frame-level teacher-student learning to allow
it to be used to compress more diverse forms of ensembles. A diversity of state cluster sets is
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allowed by minimising the KL-divergence between per-frame posteriors of logical context-
dependent states, instead of state clusters. This leads to a method of mapping the posteriors
from the teachers’ sets of state clusters to that of the student. However, this mapping requires
approximation and the student may need to use a large set of state clusters to effectively
capture the same phonetic resolution as the ensemble. Instead, the ensemble of separate
systems can be compressed into a multi-task ensemble. Teacher-student learning can be used
to train the multi-task ensemble to emulate the diverse behaviours of the separate systems.
A method has also been proposed to allow frame-level teacher-student learning to be used
with lattice-free systems, which may be more diverse than lattice-based systems, but from
which state cluster posteriors cannot be readily obtained. This is achieved by normalising the
acoustic scores and using them with a KL-divergence criterion.
Chapter 6
Propagating different forms of
information
The aim of teacher-student learning is for the student to emulate the behaviours of the teachers.
The methods discussed in Section 4.3.3 and Chapter 5 aim to achieve this by propagating
frame-level information of the state posteriors or acoustic scores, obtained at the outputs of
NN acoustic models. It may also be possible to propagate other forms of information from
the teachers to the student, to enable the student to better emulate the teachers’ behaviours.
This chapter discusses two additional forms of information that can be propagated from
the teachers to the student. Section 6.1 considers propagating over information about the
hidden layer representations of the teachers. However, the hidden layer representations and
state cluster posteriors are only intermediate representations, used to compute the hypothesis
posteriors, and may not effectively capture information about the sequence-level behaviours
of the teachers. It may be better for the student to directly learn from information about these
sequence-level behaviours. Furthermore, with standard training methods, sequence-level
training is often found to outperform frame-level training [86]. Section 6.2 investigates
possible methods performing teacher-student learning at the sequence level.
6.1 Hidden layer information
Standard frame-level teacher-student learning using (4.15) propagates per-frame state cluster
posterior information from the teachers to the student. As is described in Section 4.3.3,
this may contain information about how difficult the teachers believe that each frame is
to classify. In addition to this, there may be other forms of information that are useful
to the student. When using a multi-layer NN topology for the acoustic model, each layer
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performs a nonlinear projection of the previous layer’s hidden representation. It may be
beneficial for the student, if additional information is propagated about the hidden layer
representation behaviours of the teachers. With this information, it may be useful for the
student to develop hidden layer representations that are similar to those of the teachers. This
can be interpreted as a form of regularisation, as the student is constrained to develop similar
hidden representations as the teachers. The propagation of information about the hidden
layer representations has been investigated for the purpose of model compression in [122]
and for domain adaptation in [85].
When training a student to emulate only a single teacher, work in [122] examines
propagating hidden layer representation information, by minimising the Mean Squared
Error (MSE) between the teacher’s hidden representations and a linear transformation of the
student’s hidden representations,
FMSEhid-TS (Θ1:k′ ,Ξ) =
1
2
T∑
t=1
I∑
i=1
[φi (ot|Φ1:k)− φi (ot|Θ1:k′ ,Ξ)]2 . (6.1)
Here, I is the dimension of the teacher’s hidden layer, φi (ot|Φ1:k) represents the activation
of the ith node in the kth hidden layer of the teacher, and φi (ot|Θ1:k′ ,Ξ) are the activations
after applying a linear transformation with parameters of Ξ to the activations of the k′th
hidden layer of the student, where Φ1:k and Θ1:k′ are the teacher’s and student’s model
parameters from the inputs up to the kth and k′th layers respectively. If the teacher and
student have the same number of hidden layers, then it may be useful to have k = k′.
However, in general, the student is allowed to have a different number of hidden layers than
the teacher. The linear transformation, with parameters of Ξ, allows the student and teacher
to use different hidden layer dimensions. This criterion encourages the student to learn a
hidden representation that is linearly related to that of the teacher. The criterion is minimised
with respect to both Θ1:k′ and Ξ. The student can be trained by interpolating together FMSEhid-TS
with the standard teacher-student learning criterion in (4.15), or by using FMSEhid-TS to perform
layer-wise pre-training of the student [122]. Information can also be propagated between
multiple hidden layers of the teacher and student.
When using an ensemble of teachers that are trained independently from each other,
the individual teachers may develop different hidden representations. One possible way to
extend FMSEhid-TS to allow for multiple teachers is to have a separate linear transformation of the
student’s hidden activations for each teacher,
FMSEhid-TS
(
Θ1:k′ ,Ξ1, · · · ,ΞM
)
= 12
T∑
t=1
M∑
m=1
λm
Im∑
i=1
[φi (ot|Φm1:k)− φi (ot|Θ1:k′ ,Ξm)]2 ,
(6.2)
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where the interpolation weights satisfy λm ≥ 0 and can be used to tune the contribution
of each teacher when training the student. Here, Ξm are the parameters of the linear
transformation, taking the student’s hidden layer activations as input, and producing an
output with the dimension of the hidden layer of the mth teacher. This criterion is minimised
with respect to the student’s model parameters up to the k′th hidden layer, Θ1:k′ , and also the
multiple linear transformations, Ξ1, · · · ,ΞM . Training multiple linear transformations may
lead to a large number of parameters, which can be difficult to train to generalise well, with
limited training data.
Fig. 6.1 Propagating hidden layer posterior information. Softmax output layers with param-
eters of Λ1 and Λ2 are trained to obtain posteriors from the hidden layers of the teachers.
These hidden layer posteriors are then used to train the student, together with an additional
softmax output layer with parameters of Ξ.
Rather than training the student to develop hidden representations that are linearly related
to those of the teachers, this thesis instead proposes to propagate hidden representation
information within a probabilistic framework. Going from the input to the output of the
teachers’ NNs, each successive layer may project the hidden representation into a space
where classification can be more easily performed. The student can be trained to develop
hidden representations that express a similar difficulty of classifying each frame as the
teachers’ hidden representations.
This thesis proposes to achieve this as follows, and is illustrated in Figure 6.1. Single-
layer softmax output layers with parameters of Λm are placed at the teachers’ kth hidden
layers. Using these new hidden layer outputs as state cluster posteriors, P (s|ot,Φm1:k,Λm),
the Λm parameters are trained by maximising the cross-entropy criterion of
FCE (Λm) =
T∑
t=1
logP
(
sreft
∣∣∣ot,Φm1:k,Λm) . (6.3)
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The existing lower layer parameters of the teachers, Φm1:k, are not updated here. The Λm
parameters can also be trained toward a sequence discriminative criterion. A single-layer
softmax output layer with parameters of Ξ is placed at the k′th hidden layer of the student.
Both the student’s lower layer parameters, Θ1:k′ , and Ξ are then trained by minimising
the KL-divergence between the state cluster posteriors of these hidden layer outputs of the
teachers and the student,
FKLhid-TS (Θ1:k′ ,Ξ) = −
T∑
t=1
∑
s∈T
M∑
m=1
λmP (s|ot,Φm1:k,Λm) logP (s|ot,Θ1:k′ ,Ξ) , (6.4)
where the interpolation weights satisfy 0 ≤ λm ≤ 1 and ∑m λ = 1, and can be used to tune
the contribution of each teacher during training. The combined hidden layer posteriors of the
teacher ensemble,
∑
m λmP (s|ot,Φm1:k,Λm), are the targets used to train the student. These
targets may propagate over hidden layer posterior information about how difficult frames are
to classify, based on the hidden representations of the teachers.
Unlike in FMSEhid-TS, a single additional student output layer with parameters of Ξ can be
used for all of the teachers together in FKLhid-TS. Therefore, the number of parameters that
need to be updated when training the student using FKLhid-TS does not vary with the number of
teachers. Furthermore, the KL-divergence criterion of FKLhid-TS is similar to the standard form
of frame-level teacher-student learning in (4.15). Therefore, it may be simpler to integrate
the propagation of hidden layer information using FKLhid-TS into an existing teacher-student
learning infrastructure. This section has described propagating over hidden layer information
from only one of the hidden layers of each of the teachers. It is possible to extend these
methods to propagate information from multiple hidden layers of each teacher.
6.2 Sequence-level information
Section 4.3.3 and Chapter 5 discuss teacher-student learning using frame-level criteria. These
propagate frame-level posterior information from the teachers to the student, and do not
take into account the sequential nature of the data. Therefore, not all information about
the sequence-level behaviours of the teachers may be effectively propagated to the student.
Furthermore, standard frame-level teacher-student learning using (4.15) constrains the forms
of diversities that are allowed within the ensemble, by requiring that all systems have the
same set of state clusters. This in turn requires that all systems use the same HMM topology,
context-dependence, and set of sub-word units. The proposed frame-level criterion of (5.5)
allows for a diversity of state cluster sets. However, the frame-level posteriors do not take
into account the alignment and language models, and therefore any diversity in these models
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is not propagated over to the student. Frame-level teacher-student learning also requires
all systems to produce state cluster posteriors, and needs to be modified to be used with
lattice-free systems, as is discussed in Section 5.2.
This section discusses a generalisation of the teacher-student learning framework, where
information is propagated at the sequence level. Previous work with standard training meth-
ods has shown that sequence-level training can often outperform frame-level training [86].
This section proposes to train the student at the sequence-level, to emulate the sequence-level
behaviours of the teachers. Sequence-level teacher-student learning is originally proposed by
the author of this thesis in [154]. Section 6.2.1 outlines the general aim of teacher-student
learning, for the student to emulate the teachers’ behaviours and produce similar recognition
hypotheses. One possible criterion to achieve this is to minimise the KL-divergence between
word sequence posteriors. This criterion is general, in that it does not place any constraints
on the forms of diversities that are allowed in the ensemble, other than the need for the
systems to produce hypothesis posteriors. However, the derivative of this criterion can be
expensive to compute. In Section 6.2.2, an alternative criterion of a KL-divergence between
lattice arc sequence posteriors is proposed, with a derivative that can be computed more
efficiently. Section 6.2.3 discusses the particular case of marking the arcs with state clusters.
This further improves the simplicity and efficiency of computing the derivative. However,
this requires that all systems use the same set of state clusters, limiting the diversity that the
ensemble is allowed to have. Finally, Section 6.2.4 investigates marking the arcs with logical
context-dependent states. This allows for a diversity of state cluster sets, while preserving
the same simplicity and efficiency of the criterion derivative computation as marking the arcs
with state clusters.
6.2.1 Sequence-level teacher-student learning
Teacher-student learning aims for the student to emulate the combined teacher ensemble
behaviour, by minimising a distance between the teachers and the student, expressed in
(4.14). In ASR, what is ultimately intended is for the student to produce a similar recognition
hypothesis as the combined ensemble. The frame-level teacher-student learning methods
discussed in Section 4.3.3 and Chapter 5 aim to achieve this by minimising the distance
between per-frame state posteriors. However, the frame-level information propagated in these
approaches may not effectively capture the behaviours of the teachers at the sequence level.
Instead, it may be better for the student to directly learn from the teachers’ sequence-level
behaviours.
Teacher-student learning in ASR aims for the student to produce a recognition hypothesis
that is similar to that produced by the combined teacher ensemble. In the general MBR
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decoding framework, the 1-best hypothesis of the combined ensemble can be obtained using
MBR combination decoding of (3.29), repeated here as
ωΦ̂∗ = argmin
ω′
∑
ω
L (ω,ω′)P
(
ω
∣∣∣O1:T , Φ̂) . (6.5)
One possible method of obtaining the combined hypothesis posteriors is to take a weighted
average,
P
(
ω
∣∣∣O1:T , Φ̂) = M∑
m=1
λmP (ω|O1:T ,Φm) , (6.6)
where the interpolation weights satisfy 0 ≤ λm ≤ 1 and ∑m λm = 1.
The most straight forward method of training the student may be to minimise a distance
measure, D, between the 1-best hypotheses of the teachers and student,
F (Θ) = D
{
ωΦ̂∗
∥∥∥∥ωΘ∗} . (6.7)
Here, a sum over utterances in the training data is omitted for brevity. This is similar to
cross-adaptation [43], discussed in Section 4.3.1, and lightly-supervised training [89]. In
these methods, the 1-best hypotheses of one system are used as the transcriptions to train
another system.
As is discussed in Section 4.3.3, one of the benefits that frame-level teacher-student
learning may have is that the information propagated from the teachers may convey how
difficult the teachers believe that each frame is to classify. Analogously at the sequence-level,
it may be beneficial for the student, if information about the difficulty of classifying each
utterance is propagated. Using only the 1-best hypotheses does not convey any information
about classification difficulty.
Such information can be propagated by considering the competing hypotheses. From
the decoding criterion of (6.5), it can be seen that the expected risk for each hypothesis, ω′,
is
∑
ω L (ω,ω′)P
(
ω
∣∣∣O1:T , Φ̂). One possible method to propagate information about the
competing hypotheses is to minimise a distance, D, between the expected risks over the range
of competing hypotheses,
F (Θ) =∑
ω′
D
{∑
ω
L (ω,ω′)P
(
ω
∣∣∣O1:T , Φ̂)
∥∥∥∥∥∑
ω
L (ω,ω′)P (ω|O1:T ,Θ)
}
. (6.8)
This form of criterion may propagate information about the expected risks of the competing
hypotheses. It is interesting to consider the possible distance measures, D, that may be used
here. One possible option is to use the mean squared error. Another possible option, similar to
6.2 Sequence-level information 117
the trick proposed in Section 5.2, is to convert the expected risks to something that resembles
a probability distribution. If the risk, L is non-negative, such as when using a minimum
edit distance, then the expected risk can be made to resemble a probability distribution over
hypotheses through normalisation. A KL-divergence can then be used as a distance measure.
The investigation of such criteria is left for future work.
Fig. 6.2 Sequence-level teacher-student learning. Sequence-level information from the
teachers are combined and propagated to the student.
The criterion of (6.8) can be simplified by considering the MAP risk function of (2.10),
repeated here as
LMAP (ω,ω′) = 1− δ (ω,ω′) . (6.9)
This leads to minimising a distance between hypothesis posteriors,
F (Θ) =∑
ω
D
{
P
(
ω
∣∣∣O1:T , Φ̂)∥∥∥P (ω|O1:T ,Θ)} . (6.10)
A commonly used measure of the distance between probability distributions is the KL-
divergence, where
D
{
P
(
ω
∣∣∣O1:T , Φ̂)∥∥∥P (ω|O1:T ,Θ)} = p (O1:T )P (ω∣∣∣O1:T , Φ̂) log P
(
ω
∣∣∣O1:T , Φ̂)
P (ω|O1:T ,Θ) .
(6.11)
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Using this, this thesis proposes that the student can be trained by minimising the KL-
divergence between hypothesis posteriors,
Fwordseq-TS (Θ) = −
∑
ω
P
(
ω
∣∣∣O1:T , Φ̂) logP (ω|O1:T ,Θ) . (6.12)
This propagates word sequence posterior information from the teachers to the student, which
may convey information about the sequence-level behaviours of the teachers, and also about
how difficult the teachers believe that each utterance is to classify.
The FMMI criterion in (2.81) can be expressed as the minimisation of a KL-divergence,
FMMI (Θ) = −
∑
ω
δ
(
ω,ωref
)
logP (ω|O1:T ,Θ) . (6.13)
Comparing (6.13) with (6.12), it can be seen that the difference between these criteria is
in the form of targets. Because of the similarity between these two criteria, it is simple to
interpolate them together when training the student,
F = χFMMI (Θ) + (1− χ)Fwordseq-TS (Θ) , (6.14)
where the interpolation weight satisfies 0 ≤ χ ≤ 1. This is analogous to the interpolation
between the cross-entropy and frame-level teacher-student learning criteria in (4.20) when
training at the frame level. Interpolating together the FMMI and Fwordseq-TS criteria allows
information about the manual transcriptions to be used when training the student.
The criterion of Fwordseq-TS is general, in the sense that it does not place any constraints
on the topologies and design choices of the systems used for the teachers and the student,
other than that all systems must produce hypothesis posteriors. Therefore, a wide range
of system architectures can be used for the ensemble and student, as long as the criterion
derivative with respect to the student model parameters can be computed for gradient-based
training. However, this criterion cannot be used directly with ASR systems that operate as
discriminative functions, where hypothesis posteriors are not explicitly produced, such as
with support vector machines.
The hybrid NN-HMM system, considered in the earlier chapters, has been shown to
produce reasonable ASR performance [56]. This section therefore considers how a hybrid
NN-HMM student can be trained. The derivative of Fwordseq-TS with respect to this student
6.2 Sequence-level information 119
acoustic model’s pre-softmax activations, z(K+1)st , is
∂Fwordseq-TS (Θ)
∂z
(K+1)
st
= κ
P (sΘt = s∣∣∣O1:T ,Θ)− ∑
ω∈A
P
(
sΘt = s
∣∣∣ω,O1:T ,Θ)P (ω∣∣∣O1:T , Φ̂)
 ,
(6.15)
where κ is the acoustic scaling factor and A is the set of competing hypotheses, which may
be represented by a lattice. Here, the superscript in sΘt emphasises that the derivative is
computed over the student’s set of state clusters, as this criterion allows for a diversity of
state cluster sets. The first term in the derivative, P
(
sΘt
∣∣∣O1:T ,Θ), is the same denominator
term that is found in the FMMI derivative of (2.111). This can be computed using a forward-
backward operation over a lattice of competing hypotheses, generated by the student, as
is described in Section 2.5.1. The second term,
∑
ω P
(
sΘt
∣∣∣ω,O1:T ,Θ)P (ω∣∣∣O1:T , Φ̂),
requires the computation of P
(
ω
∣∣∣O1:T , Φ̂) and P (sΘt ∣∣∣ω,O1:T ,Θ). Each of these can be
computed using different forms of forward-backward operations over the lattices of the
teachers and student. However, these need to be computed and stored for every competing
hypothesis, ω. It can therefore be computationally expensive to train the student in this
manner when there are many competing hypotheses. This computational cost can be limited
by only considering a finite number of competing hypotheses in the sum over hypotheses
in (6.15). These can be limited to an n-best list, or a Monte Carlo approximation to the
derivative can be taken with a finite number of hypothesis samples, similarly to [132].
It may be an interesting topic for future research, to investigate whether it is possible
to use a forward-backward algorithm to compute
∑
ω P
(
ω
∣∣∣O1:T , Φ̂)P (sΘt ∣∣∣ω,O1:T ,Θ)
directly, without needing to sum over the hypotheses. The difficultly in developing such a
forward-backward algorithm is two-fold. First, the P
(
ω
∣∣∣O1:T , Φ̂) and P (sΘt ∣∣∣ω,O1:T ,Θ)
terms are computed using the acoustic, alignment, and language scores from different systems.
Second, a hypothesis, ω, does not specify the start and end times of each word. Therefore, all
possible time alignments of the same word sequence hypothesis in the teachers’ and student’s
lattices need to be considered.
6.2.2 Arc sequence posteriors
Rather than limiting the hypotheses that are considered in the derivative computation, another
solution is to modify the training criterion, to eliminate the need to sum over sequences when
computing the derivative. This thesis proposes that one possible criterion is to minimise the
KL-divergence between posteriors of lattice arc sequences, instead of word sequences,
F arcseq-TS (Θ) = −
∑
ω
∑
a1:T∈Gω
P
(
a1:T ,ω
∣∣∣O1:T , Φ̂) logP (a1:T ,ω|O1:T ,Θ) , (6.16)
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(a) Word sequences do not specify the start
and end times of words.
(b) Word arc sequences with word start and end
times can be obtained from a word-marked lattice.
Fig. 6.3 Difference between word sequences and lattice arc sequences.
where Gω here represents the set of lattice arc sequences, a1:T , that can represent the word
sequence ω. The difference between arcs, a1:T , and words, ω1:L, is that unlike words, arcs
have defined start and end times. This difference is illustrated in Figure 6.3. The arc sequence
posteriors are related to the word sequence posteriors as
P (ω1:L|O1:T ,Θ) =
∑
a1:T∈Gω1:L
P (a1:T ,ω1:L|O1:T ,Θ) . (6.17)
The word sequence posterior is the sum over the posteriors of all arc sequences that con-
sider all possible time alignments and pronunciations of the words. The arc sequence
KL-divergence is in fact an upper bound to the word sequence KL-divergence. A proof of
this can be found in Appendix A. Therefore, minimising F arcseq-TS minimises an upper bound
to Fwordseq-TS.
As is described in Section 2.5.1, the lattice arcs can be marked with words, sub-word
units, or states, leading to different possible criteria. The joint posterior between arc and
word sequences is considered in F arcseq-TS, since for certain choices of arc markings, such as
states clusters or phones, the arc sequence may not uniquely determine the word sequence,
because of the possibility of homophonic words. With homophonic words, the same arc
sequence with different word sequences may have different language model probabilities.
The derivative of F arcseq-TS is
∂F arcseq-TS (Θ)
∂z
(K+1)
st
= κ
[
P
(
sΘt = s
∣∣∣O1:T ,Θ)−∑
at
P
(
sΘt = s
∣∣∣at,O1:T ,Θ)P (at∣∣∣O1:T , Φ̂)
]
.
(6.18)
The first term, P
(
sΘt
∣∣∣O1:T ,Θ), is again the denominator term, present in theFMMI derivative
of (2.111). Unlike the derivative of Fwordseq-TS in (6.15), there is no longer a sum over sequences
in the second term of
∑
at P
(
sΘt
∣∣∣at,O1:T ,Θ)P (at∣∣∣O1:T , Φ̂), because the arcs have defined
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start and end times. Instead, the sum here is over the arcs that overlap in time with the frame
for which the derivative is computed. The number of arcs is often fewer than the number of
word sequence hypotheses. As such, the cost of computing (6.18) may be much less than
that for (6.15).
The second term in the derivative of (6.18) requires the computation of P
(
at
∣∣∣O1:T , Φ̂)
and P
(
sΘt
∣∣∣at,O1:T ,Θ) for each arc, at. The P (at∣∣∣O1:T , Φ̂) term can be computed using a
forward-backward operation over the teachers’ lattices that have been marked with the chosen
acoustic unit. To compute the P
(
sΘt
∣∣∣at,O1:T ,Θ) term, each arc can be expanded into a
state cluster-marked lattice, over which a forward-backward operation can be performed.
The second term in the derivative of (6.18) therefore requires two levels of forward-backward
operations to compute.
The lattices can either be pruned in a lattice-based framework, or unpruned in a lattice-
free framework, as is discussed in Section 2.5. In the lattice-free framework, a sub-word
unit language model is often used, instead of a word-level language model, to reduce the
computational cost when performing training. As such, the lattices are often generated by
only composing the alignment model, H, and context-dependence, C, graphs. In such a
configuration, the lattice arcs cannot be marked with words when training the student. On
the other hand, marking the arcs with sub-word units requires all systems to use the same set
of sub-word units. Marking the arcs with states further requires all systems to use the same
set of states, context-dependence, and HMM topology.
6.2.3 State cluster sequence posteriors
Marking the arcs with state clusters further simplifies the criterion derivative computation.
This leads to a criterion of minimising a KL-divergence between state cluster sequence
posteriors,
F stateseq-TS (Θ) = −
∑
ω
∑
s1:T∈Gω
P
(
s1:T ,ω
∣∣∣O1:T , Φ̂) logP (s1:T ,ω|O1:T ,Θ) . (6.19)
This method has been investigated by the author of this thesis in [154]. The state cluster
sequence uniquely determines the state cluster at each time step. As such, with this choice of
arc marking, P
(
sΘt
∣∣∣at,O,Θ) in (6.18) becomes a δ-function, and the criterion derivative
reduces to
∂F stateseq-TS (Θ)
∂z
(K+1)
st
= κ
[
P (st = s|O1:T ,Θ)− P
(
st = s
∣∣∣O1:T , Φ̂)] . (6.20)
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Here, the second term, P
(
st
∣∣∣O1:T , Φ̂), only requires a single level of forward-backward
operations over the teachers’ lattices to compute. As opposed to this, the equivalent term
in the derivative of (6.18) requires two levels of forward-backward operations to compute,
when using other choices of arc markings. This difference is analogous to that between the
state cluster marked FsMBR criterion [48, 115], and the more general minimum phone error
and minimum word error criteria [117]. Teacher-student learning using arcs marked with
state clusters is therefore simpler to implement and may be less computationally expensive
to using during training than other choices of arc markings.
One possible method to obtain the target sequence posteriors is to perform a sum combi-
nation of the teachers’ posteriors,
P
(
s1:T ,ω
∣∣∣O1:T , Φ̂) = M∑
m=1
λmP (s1:T ,ω|O1:T ,Φm) . (6.21)
Using this method of target combination, the second term in the derivative of (6.20) is also a
linear interpolation of the contributions from each teacher,
P
(
st
∣∣∣O1:T , Φ̂) = M∑
m=1
λmP (st|O1:T ,Φm) . (6.22)
This requires a separate forward-backward operation over the lattices of each teacher in the
ensemble.
It is also possible to obtain the targets as a product combination over the teachers’
posteriors. Since the product is taken over the posteriors of state sequences, this can be
shown to be equivalent to a frame-level combination, using a product over scaled observation
likelihoods [78],
P
(
s1:T ,ω
∣∣∣O1:T , Φ̂) = 1
Z
(
O1:T , Φ̂
) M∏
m=1
P λm (s1:T ,ω|O1:T ,Φm) (6.23)
= 1
Z
(
O1:T , Φ̂
) M∏
m=1
[
P γ (ω)
T∏
t=1
P γ (st|st−1)Aκ (ot, st,Φm)
]λm
(6.24)
= 1
Z
(
O1:T , Φ̂
)P γ (ω) T∏
t=1
P γ (st|st−1)
M∏
m=1
Aκλm (ot, st,Φm) ,
(6.25)
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if
M∑
m=1
λm = 1. Here, Z
(
O1:T , Φ̂
)
ensures that the combined posteriors are normalised.
Using this product combination, the second term in the derivative of (6.20), P
(
st
∣∣∣O1:T , Φ̂),
can be computed with a forward-backward operation over just a single lattice for the whole
ensemble. The acoustic scores for this combined lattice are obtained through a frame-level
combination of the teachers’ scaled observation likelihoods. Using a product combination of
the target posteriors is therefore less computationally expensive during training than using a
sequence-level sum combination of (6.21).
Although a KL-divergence between state cluster sequence posteriors simplifies the
derivative computation, it also foregoes much of the freedom in the forms of diversities in
the ensemble that is allowed by other choices of arc markings. In particular, all members of
the ensemble are restricted to use the same set of state clusters as the student. This in turn
requires identical sets of sub-word units, HMM topologies, and context-dependencies.
6.2.4 Logical context-dependent state sequence posteriors
One possible method to allow the systems to use different sets of state clusters is to mark the
lattice arcs with words or sub-word units. However, these arc markings require two levels of
forward-backward operations when computing the criteria derivatives. This section considers
a method of allowing for a diversity of state cluster sets with sequence-level teacher-student
learning, while preserving the simplicity and computational efficiency of only requiring a
single level of forward-backward operations to compute the criterion derivative.
In Section 5.1.1, frame-level teacher-student learning is generalised to allow for a diversity
of state cluster sets, by minimising a KL-divergence between per-frame logical context-
dependent state posteriors. Analogously, this thesis proposes to allow for different sets of
state clusters in sequence-level teacher-student learning, by marking the arcs with logical
context-dependent states, instead of state clusters. This leads to a criterion of minimising the
KL-divergence between logical Context-Dependent (CD) state sequence posteriors,
FCDseq-TS (Θ) = −
∑
ω
∑
c1:T∈Gω
P
(
c1:T ,ω
∣∣∣O1:T , Φ̂) logP (c1:T ,ω|O1:T ,Θ) . (6.26)
For a hybrid NN-HMM system and using this arc marking, the sequence posteriors can be
computed similarly to (2.47), as
P (c1:T ,ω|O1:T ,Θ) =
P γ (ω)
T∏
t=1
P γ (ct|ct−1)Aκ (ot, ct,Θ)
∑
ω′
P γ (ω′) ∑
c′1:T∈Gω′
T∏
t=1
P γ (c′t|c′t−1)Aκ (ot, c′t,Θ)
, (6.27)
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if c1:T ∈ Gω, and zero otherwise. Here, the alignment model, P (ct|ct−1), is over logi-
cal context-dependent states. The scaled observations likelihoods for all logical context-
dependent states within the same state cluster are tied according to (2.29), repeated here as
A (ot, c,Θ) = A
(
ot, sΘ,Θ
)
∀c : T Θ (c) = sΘ. (6.28)
The derivative of this criterion is
∂FCDseq-TS (Θ)
∂z
(K+1)
st
= κ
P (sΘt = s∣∣∣O1:T ,Θ)− ∑
ct:T Θ(ct)=s
P
(
ct
∣∣∣O1:T , Φ̂)
 . (6.29)
For computational efficiency, this can be re-expressed as a sum over intersect states, ŝt,
∂FCDseq-TS (Θ)
∂z
(K+1)
st
= κ
P (sΘt = s∣∣∣O1:T ,Θ)− ∑
ŝt∈GΘs
P
(
ŝt
∣∣∣O1:T , Φ̂)
 , (6.30)
formed by a Cartesian product of the decision trees of all the teachers and the student.
Here, GΘs represents the set of intersect states, ŝt, that are contained within the student’s
state cluster, s. Similarly to the derivative of the F stateseq-TS criterion in (6.20), the second
term, P
(
ŝt
∣∣∣O1:T , Φ̂), in the derivative here can also be computed using a single level of
forward-backward operations over the teachers’ lattices. Here, these lattice arcs are marked
with intersect states. As opposed to this, marking the arcs with words or sub-word units
requires two levels of forward-backward operations to compute the equivalent term in (6.18).
Therefore, even though a diversity of state cluster sets can also be allowed by marking
the arcs with words or sub-word units, it can be simpler to implement and possibly more
computationally efficient to train the student when the lattice arcs are marked with logical
context-dependent states, or intersect states.
If the same set of state clusters is used across all systems, it can be shown using a similar
argument to that in Appendix A, that Fwordseq-TS ≤ F stateseq-TS ≤ FCDseq-TS. Equality, F stateseq-TS = FCDseq-TS,
is obtained if each state cluster sequence can be uniquely described by a single logical
context-dependent state sequence. This can be achieved by, for example, having a different
root node in the decision tree for each different centre phone.
As is discussed in Section 5.1.1, when performing frame-level teacher-student learning
with a diversity of state cluster sets, the target posteriors need to be mapped between different
sets of state clusters, using (5.9). The map is estimated with the approximation of (5.11).
This approximation may lead to a loss of phonetic resolution in the targets. At the sequence
level, marking the lattice arcs with logical context-dependent states, or intersect states, allows
the targets of P
(
c1:T ,ω
∣∣∣O1:T , Φ̂) in the criterion of (6.26) to be computed exactly, without
6.3 Summary 125
the need for any approximations. The surrounding context of a sub-word unit is known when
given the state sequence. This avoids any degradation of the student that may result from any
approximations.
6.3 Summary
This chapter has considered various forms of information that can be propagated from the
teachers to the student. A method has been proposed to propagate information about the
difficulty of classifying each frame, based on the hidden layer representations of the teachers.
The teacher-student learning framework has also been generalised to the sequence level,
allowing the propagation of sequence posterior information. One approached is to minimise
the KL-divergence between word sequence posteriors of the teachers and student. However,
the derivative of this criterion can be computationally expensive to compute. The student can
instead be trained by minimising the KL-divergence between lattice arc sequence posteriors.
The derivative of this criterion can be computed using two levels of forward-backward
operation over the teachers’ lattices. This form of criterion is shown to be an upper bound
to a KL-divergence over word sequence posteriors. Marking the arcs with state clusters
allows an even simpler and possibly more efficient derivative computation, requiring only a
single level of forward-backward operations over the teachers’ lattices. However, such an
arc marking requires all systems to use the same set of state clusters, and therefore places
restrictions on the allowed forms of ensemble diversities. Instead, the arcs can be marked
with logical context-dependent states. This allows the ensemble to capture a diversity of state
cluster sets, while still having a simple derivative computation with only a single level of
forward-backward operations over the teachers’ lattices.

Chapter 7
Experimental setup
This chapter describes the datasets and system configurations that were used in the experi-
ments presented in this thesis.
7.1 Datasets
Table 7.1 Datasets.
Dataset ID Training set size (hours)
Babel Tok Pisin VLLP 207V 3
Augmented Multi-party Interaction AMI-IHM 81
English broadcast news HUB4 144
Multi-Genre Broadcast 3 MGB-3 275
The experiments in this thesis were conducted over a range of datasets. These provide a
variety of test conditions, with different quantities of training data, recording environments,
and speaking styles. The Augmented Multi-party Interaction (AMI) meeting transcription
dataset [18] comprises audio data from a simulated workplace meeting interaction between
multiple participants, in the English language. The Individual Headset Microphone (IHM)
recordings were used, providing fairly clean speech. The full corpus ASR partition was used,
containing approximately 81 hours of training data and a 9 hours eval set. The standard
phonetic dictionary from Carnegie Mellon University1 was used. Both trigram and 4-gram
language models were trained on a combination of the AMI training set and Fisher English
training part 1 (LDC2004T19) transcriptions. When performing recognition, decoding
1https://svn.code.sf.net/p/cmusphinx/code/trunk/cmudict
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lattices were first generated using the trigram language model, then rescored using the 4-
gram language model. The AMI-IHM dataset is used as the main task for experimentation in
this thesis where possible, with the other tasks providing secondary supporting experimental
evidence where needed.
The Tok Pisin language dataset (IARPA-babel207b-v1.0e) contains spontaneous conver-
sational speech between two parties across a telephone channel, from the IARPA Babel
programme [62]. The Very Limited Language Pack (VLLP) was used, containing approx-
imately 3 hours of training data. This shall be referred to as 207V. The standard 10 hours
development set was used for evaluation. The small training set size of 207V makes it ideal
to quickly run preliminary concept tests. The aim of the Babel programme is to develop
systems when constrained with limited resources, both in terms of the quantity of training
data and the linguistic expertise. Toward this aim, the standard evaluation of the Option 2
data distribution, in which 207V belongs, is performed using a graphemic dictionary. This
does not require linguistic expertise to obtain, as is discussed in Section 2.2.2. As such, a
graphemic dictionary was used for this dataset. Work in [45] has shown that a graphemic
Tok Pisin system performs competitively against a phonetic system. The use of a graphemic
dictionary here provides a contrast against the phonetic dictionaries of the other datasets, to
demonstrate the consistency of the trends in the experimental results. A trigram language
model was trained on the training data transcriptions.
The HUB4 English broadcast news task comprises audio recordings of television and
radio news programmes. The training set contains approximately 144 hours of audio data,
from both the 1996 [53] and 1997 [39] releases. The 2.6 hours eval03 test set was used for
evaluation. The phonetic dictionary used was obtained from the LIMSI 1993 Wall Street
Journal dictionary [46]. As is described in [158], this dictionary was extended with additional
pronunciations from a text-to-speech system, and modified with manual corrections. A
trigram language model was imported over from the RT-04 system [84]. This had been
trained on a combination of closed captions and manual transcriptions of the broadcasts,
details of which are provided in [44].
The 2017 English Multi-Genre Broadcast 3 (MGB-3) [5] dataset comprises audio record-
ings from television programmes that have been broadcast by the BBC. This is a follow-up
challenge to the original 2015 MGB challenge [6]. These audio recordings are from pro-
grammes of a variety of different genres, covering advice, children’s, comedy, competition,
documentary, events, and news shows. The transcriptions that are initially provided together
with the dataset release are the closed captions that were broadcast together with the pro-
grammes. These tend to be fairly inaccurate, with both misaligned timing information and
word errors. This is because the closed captions are often produced by people reiterating
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what they hear from the broadcast shows into an ASR system. This may cause time delays,
and what is reiterated may be a reformulation of what is actually said in the show, leading
to word errors. The lightly supervised decoding and data selection methods described in
[90] were used to select data for training. Here, an initial ASR system was first used to
transcribe the training data. These ASR transcriptions were compared to the closed caption
data, and confidence scores were computed. These were then used to re-align the closed
captions and select a subset of the training data, for which the confidence that the closed
captions are correct was above a threshold. These processes resulted in a final training set
with approximately 275 hours of audio data, out of the full 375 hours that was initially
provided. The 5.5 hours dev17b test set was used for evaluation. This test set was divided up
into utterances, using a DNN-based segmenter, described in [149]. A phonetic dictionary was
used, derived from Combilex [40]. A trigram language model was trained on the provided
closed caption data.
7.2 Configurations
The experiments in this thesis were run using the Kaldi toolkit [114]. The hybrid NN-HMM
system architecture was used for all datasets. Initial GMM-HMM systems were built. For
207V, the GMM-HMM was trained on a concatenation of multi-lingual bottleneck, PLP,
pitch, and probability-of-voicing features [148], forming what shall be referred to as tandem
features. The 207V dataset comprises a very limited quantity of training data, which is also
noisy. In this setting, the multi-lingual bottleneck features, which were trained from data
across the multiple Babel languages, were found to greatly benefit the ASR systems, over
using just hand-crafted features. The AMI-IHM, HUB4, and MGB-3 dataset contain much
more data than 207V, and have very different recording conditions. Following the standard
Kaldi s5 recipe, the GMM-HMM in AMI-IHM was trained on MFCC features. The GMM-
HMM in MGB-3 was trained on PLP features. For HUB4, an existing uni-lingual bottleneck
feature extractor was available, and was used to generate tandem features. These uni-lingual
tandem features were found to be beneficial for the GMM-HMM. The GMM-HMMs for all
datasets were trained using speaker adaptive training.
Forced alignments from these GMM-HMMs were used as targets for cross-entropy
training of NN-HMMs, with the FCE criterion of (2.80). Three types of NN acoustic model
topologies were used in this thesis. The DNN and BLSTM models are described here, and a
TDNN-LSTM model is later described in Chapter 11. Feed-forward DNN models with 4
layers of 1000 nodes for 207V, 6 layers of 2048 nodes for AMI-IHM, and 6 layers of 2000
nodes for HUB4 were used. All DNN models used sigmoid activation functions. NN acoustic
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Table 7.2 Neural network topologies.
Dataset Topology Layers Nodes per layer Decision tree size
207V DNN 4 1000 1000
AMI-IHM
DNN 6 2048
4000
BLSTM 2 per direction: 1000 cells, 500 projections
HUB4 DNN 6 2000 6000
models with longer temporal contexts were also trained. BLSTM models were used with the
AMI-IHM dataset. These had 2 layers of 1000 cells, with the output linearly projected to
a smaller 500 dimensions, in each temporal direction. The NN topologies are summarised
is Table 7.2. In AMI-IHM and HUB4, these NN acoustic models used 40-dimensional
Mel-scaled filterbank features as inputs. In 207V, the multi-lingual tandem features were
used as inputs to the NN acoustic models, as these were found to give performance gains on
this dataset. Temporal derivatives were appended to the features and a temporal context was
spliced together, when used with a feed-forward DNN acoustic model. This led to a total
temporal context of 9, 19, and 13 frames of input features for 207V, AMI-IHM, and HUB4
respectively.
Recognition was performed using MBR decoding of (2.9). Unless explicitly mentioned,
ensemble combinations were performed using hypothesis-level MBR combination decoding
of (3.29). Equal interpolation weights were used to combine the systems. The statistical
significance of the results was measured using the matched pairs sentence segment word
error test [49]. Different, but fixed language scaling factors were used for each dataset and
for systems trained with different training criteria, as it was found that each criterion yielded
acoustic scores with different dynamic ranges.
All datasets used triphone or trigrapheme contexts. The 3-state HMM topology shown
in Figure 2.2a was used. The decision trees had 1000, 4000, 6000, and 9200 leaves for
207V, AMI-IHM, HUB4, and MGB-3 respectively. These trees were configured to have
separate roots for each different centre phone. In the default Kaldi tree building process, a
bottom-up re-clustering is applied to merge together leaves that result in small changes to
the likelihood. This re-clustering was not performed in the experiments in this thesis, as it
is convenient to compare decision trees with the same number of leaves, especially in the
random forest experiments. The DNN model parameters were initialised using stacked-RBM
pre-training [68] for AMI-IHM, following the standard Kaldi recipe. The model parameters
were initialised with supervised pre-training toward the cross-entropy criterion for 207V and
HUB4. These systems were then trained using the cross-entropy criterion, with a NewBob
learning rate schedule [119]. Further sequence discriminative training was then performed
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using a lattice-based implementation of the state-level MBR, FsMBR, criterion of (2.83), with
a fixed learning rate.

Chapter 8
Experiments on ensemble generation and
combination
This chapter investigates various approaches of generating and combining ensembles. In
Chapter 3, a variety of methods are presented to generate an ensemble of systems, with
different forms of diversities. Sections 8.1 to 8.5 presents experiments to investigate how
each of these forms of diversities can contribute to the combined ensemble performance. A
range of ensemble combination approaches, discussed in Section 3.4, are assessed in Section
8.6. However, these combination methods can be computationally expensive. Section 8.7
investigates reducing this computational cost by merging the hidden layers into a multi-task
ensemble, as is described in Section 4.2.
8.1 Acoustic model diversity
A simple approach to generating an ensemble is to only use a diversity of acoustic models.
This constrains the set of state clusters, set of sub-word units, and feature representations
to be the same for all members of the ensemble. Such an ensemble is explored in this
section. By constraining the acoustic model topology to be the same, a diversity of model
parameter sets is explored. However, using only different sets of model parameters may limit
the diversity that can be captured within the ensemble, as is described in Section 3.3.2. A
diversity of acoustic model topologies is assessed, by combining an ensemble of DNN and
BLSTM models.
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8.1.1 Random initialisation
This section assesses the diversity that can be obtained when using different sets of model
parameters, with the model topology fixed. As is described in Section 3.2.3, a simple method
to generate an ensemble with different sets of model parameters is to perform multiple
training runs, each starting from a different random parameter initialisation. In the AMI-IHM
dataset, an ensemble of 4 DNN models was constructed, each beginning from a different
random parameter initialisation. Each model was first pre-trained using the stacked-RBM
method, then fine-tuned toward the cross-entropy criterion in (2.80). Finally, further sequence
discriminative training using the FsMBR criterion of (2.83) was performed.
Table 8.1 Cross-entropy and sequence trained random initialisation ensembles, in AMI-IHM.
Each ensemble had 4 DNNs and was combined using hypothesis-level MBR combination
decoding. Diversity and combination gains can be obtained using different random parameter
initialisations.
Single system WER (%) Combined
Training mean best worst std dev WER (%) Cross-WER (%)
FCE 28.4 28.3 28.5 0.08 27.6 11.4
+ FsMBR 25.7 25.6 25.8 0.10 24.9 11.8
Table 8.1 shows the ensemble performances. Here, hypothesis-level MBR combination
decoding was used to combine the systems in the ensembles. The results show that beginning
training from different random parameter initialisations allows the systems to develop diverse
behaviours and combination gains. This diversity is obtained, even though the acoustic
models had been pre-trained. The original motivation for performing pre-training was to
reduce the sensitivity of the model to the initialisation [68]. However, the results show that
even with pre-training, the initialisation can still significantly affect the model behaviour. The
absolute differences between the WER performances of the systems within the ensemble are
small, as is indicated by the WER standard deviation. Despite this, significant combination
gains can still be obtained. The single system WER standard deviation therefore does not
seem to be a reliable indicator of ensemble diversity. Instead, the diversity can be measured
using the cross-WER of (3.64). This estimates the fraction of words that are recognised
differently between the systems. The cross-WERs are measured to be significant fractions
of the single system WERs, and therefore show significant differences between the 1-best
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transcriptions of the systems. As a reference, the maximum possible cross-WER between
two systems is approximately1 the sum of their WERs.
Sequence training improves upon the single system performances over frame-level train-
ing, leading to a better combined performance. The cross-WER may suggest that sequence
training slightly increases the ensemble diversity. In the lattice-based sequence training per-
formed here, the lattices used for the computation of the criterion derivative were separately
generated from each of the initial cross-entropy systems. These may have variations in their
time alignments and hypotheses. This may allow the sequence-level systems to diverge from
any bias that they may have toward the cross-entropy forced alignments.
8.1.2 Monte Carlo Dropout
Generating an ensemble from multiple random parameter initialisations requires multiple
training runs. This can become computationally expensive during training as the ensemble
size grows. The Monte Carlo Dropout method, discussed in Section 3.1.3, is one possible
approach to obtaining multiple sets of model parameters, while only requiring a single
training run. Monte Carlo Dropout ensembles were generated, each with a different Dropout
rate, in AMI-IHM. The systems were again trained up to the sequence level, and Dropout
was used in both the frame and sequence-level training stages. Each system was decoded
4 times with different random seeds used to sample the Dropout masks, to construct each
ensemble. During recognition, the same Dropout rates were used as during training. These
ensembles were combined using hypothesis-level MBR combination decoding of (3.29). It
is also possible to not use Dropout when performing recognition [137]. As is described
in Section 4.3.4, this can be interpreted as performing parameter-level combination of an
ensemble. Table 8.2 compares these ensembles.
The results suggest that when the Dropout rate is small, the ensemble only has a small
amount of diversity. This may be due to the form of the model parameter posterior of (3.16)
that is imposed on the ensemble by Dropout. The model parameter posterior of (3.16) only
has non-zero probability for a limited set of parameter values. This small diversity leads
to limited combination gains, less than those obtained in the ensemble that was generated
from multiple random parameter initialisations, in Table 8.1. Increasing the Dropout rate can
lead to more diverse systems. However, at the same time, the systems are also more heavily
regularised, as is discussed in Section 2.4.4, and the single ensemble member performance
1The maximum possible minimum edit distance between two systems is the sum of each of their minimum
edit distances to the reference transcription. However, the WER and cross-WER are normalised by the lengths
of the transcriptions that are used as references, which may vary. Therefore the sum of the WERs is not actually
the upper limit of the cross-WER.
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Table 8.2 Monte Carlo Dropout, in AMI-IHM. Each ensemble was generated by decoding a
single DNN 4 times, with different Dropout mask samples, and was combined using MBR
combination decoding. All systems were trained with the FsMBR criterion. The ensembles
exhibit only small diversity.
WER (%) w Dropout WER (%) Combined cross-
Dropout rate mean best worst std dev w/o Dropout WER (%) WER (%)
0.0 25.7 - - - 25.7 - -
0.1 26.1 26.1 26.1 0.00 25.5 25.8 8.3
0.2 28.1 28.0 28.2 0.08 26.9 27.5 11.0
0.3 31.8 31.7 31.8 0.05 28.9 30.7 15.2
degrades. This demonstrates how the combined ensemble performance depends on both
the individual system performances and the diversity between the system behaviours, as is
mentioned in [61].
Performing recognition without Dropout appears to consistently outperform MBR combi-
nation decoding. One possible reason may be that performing recognition without Dropout
effectively averages the parameters over all possible Dropout masks, and therefore considers
a large ensemble size. On the other hand, only 4 decoding runs were used to generate the
MBR combination decoding ensemble. However, it was found that the MBR combination
decoding WER saturated at 25.7% as the ensemble size was increased, with a Dropout rate
of 0.1. This may suggest that parameter-level combination is more effective for this form of
ensemble diversity.
The best performance is obtained using a small Dropout rate of 0.1 and performing
recognition without Dropout. However, this is not significantly better than training without
Dropout, with a null hypothesis probability of 0.107, and therefore the remaining experiments
in this thesis do not train with Dropout.
8.1.3 Topology diversity
Both using multiple random parameter initialisations and Monte Carlo Dropout can generate
an ensemble with a diversity of model parameters within a fixed model topology. However,
using only a single model topology may limit the diversity of the ensemble. A range of
possible acoustic model topologies are discussed in Section 2.2.5. The next experiment
investigates combining an ensemble that contains systems with two acoustic model topologies,
a feed-forward DNN and a BLSTM, described in Table 7.2. Ensembles of 4 DNNs and
4 BLSTMs were sequence-trained in the AMI-IHM dataset. Within each topology type,
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multiple sets of model parameters were obtained by beginning training from different random
parameter initialisations. Table 8.3 shows the performances of these ensembles.
Table 8.3 Random initialisation with different acoustic model topologies, in AMI-IHM. 4
models from different random parameter initialisations were generated for each topology. All
systems were trained with the FsMBR criterion, and were combined with MBR combination
decoding. BLSTMs are more diversity, and additional combination gains can be obtained by
combining different topologies.
Single system WER (%) Combined
Ensemble mean best worst std dev WER (%) cross-WER (%)
4×DNN 25.7 25.6 25.8 0.10 24.9 11.8
4×BLSTM 25.1 24.8 25.2 0.19 22.1 19.4
4×DNN + 4×BLSTM 25.4 24.8 25.8 0.39 21.9 19.2
The two model topologies are first treated separately, to gain insight into the diversities
that can be obtained by using only different sets of model parameters within each topology.
From the results, it can be seen that the BLSTM topology has both better individual system
performances and diversity between the different model parameter sets. The greater diversity
suggests that the BLSTM is a more flexible topology than the feed-forward DNN, and
is therefore able to exhibit a wider variety of possible behaviours. The greater BLSTM
ensemble diversity leads to a larger relative gain in combination of 12.0%, compared to that
of the DNN ensemble of 3.1%.
An ensemble with a diversity of model topologies is constructed by merging the 4
DNNs and 4 BLSTMs into a larger ensemble. This ensemble has a slightly better combined
performance than the BLSTM ensemble that only has a diversity of model parameter sets.
However, this may not be statistically significant, with a null hypothesis probability of 0.093.
The smaller cross-WER of the ensemble with both topologies, compared to that of the
BLSTM ensemble, is an artefact of the cross-WER diversity measure defined in (3.64), as it
includes contributions from the DNN to DNN model pairs, which have smaller cross-WERs.
To obtain a better sense of the diversity between different topologies, the cross-WER averaged
over all DNN to BLSTM pairs is 21.9% (not shown in Table 8.3). This is greater than the
diversity between BLSTMs alone. The results suggest that it may be possible to obtain more
diverse behaviours when using a variety of model topologies, than when using a single model
topology.
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8.2 Echo state network feature diversity
Besides having a diversity of acoustic models, it is also possible to have a diversity of feature
representations. Different forms of hand-crafted features can be used for each member of the
ensemble. However, the size of such an ensemble is limited by the variety of hand-crafted
features. As is described in Section 3.3.1, multiple different NN feature extractors can instead
be used to generate the ensemble. These multiple NN feature extractors can be obtained
using the methods discussed in Sections 3.1 and 3.2. However, these approaches can be
computationally expensive. In Section 3.5, the ESN is proposed as a method of randomly
sampling multiple feature representations in a computationally cheap manner. The feature-
level combination method, discussed in Section 3.4.3, can be used to efficiently combine
such an ensemble when performing recognition.
This section investigates the effectiveness of generating an ensemble using ESN random
feature projections, and combining the ensemble using feature-level combination. ESNs
with different projection sizes were randomly sampled. As is discussed in Section 3.5, since
the ESN is not trained, it may be important to place constraints on the ESN parameters
for stability. The ESN parameters were scaled using (3.62) and (3.63), to have a recurrent
matrix spectral radius, (3.58), of ϖˇ = 0.6 and a nonlinearity scale, (3.59), of ζˇ = 0.5.
These hyper-parameter values were chosen, as preliminary hyper-parameter sweeps showed
them to produce reasonable performances. Each ESN represents an ensemble of multiple
sampled feature representations. The ESN projection size determines the number of feature
representation samples, which in the current context can be interpreted as the ensemble size.
These ESN feature samples were combined together using feature-level combination, by
training a single feed-forward DNN classifier on the ESN projections. In this preliminary
experiment, the DNN classifier was trained using the cross-entropy criterion in (2.80). The
AMI-IHM dataset was used.
Table 8.4 Feature-level combination of ESN random feature projections, in AMI-IHM.
Feature-level combination was performed by training a DNN acoustic model classifer on
each ESN with a different projection dimension, toward the FCE criterion. An ESN with
feature-level combination does not provide any performance gains.
ESN projection size WER (%)
2000 28.7
3000 29.0
4000 29.3
5000 29.5
none 28.4
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The results in Table 8.4 suggest that using the ESN to sample feature representations,
together with feature-level combination, does not provide any ensemble combination gains.
Increasing the ensemble size by using a larger ESN projection does not improve the ensemble
performance. A larger ESN projection may possibly lead to a better ensemble performance,
if the added features express new useful information. One method of estimating the amount
of information within the ensemble of feature representations is to measure the rank of the
covariance matrix of the features. This expresses the number of feature dimensions that
are not linearly correlated. For all projection sizes in Table 8.4, the covariance matrices
of the ESN projections were always measured to be full-rank, thereby suggesting that new
information is added with each feature dimension. However, this may not be a reliable
indicator of new useful information, as it only measures the linear correlation between the
features. It may be possible that the projections reside within a low-dimensional nonlinear
manifold, that may not increase in dimension as the projection size increases.
8.3 State cluster diversity
As is discussed in Section 3.3.3, ensemble diversity can be obtained by using different sets
of state clusters between the systems. The set of state clusters is defined by the phonetic
decision tree, according to (2.28). In the AMI-IHM dataset, ensembles with 4 decision trees
each were generated using the random forest method, described in Section 3.3.3, where the
split at each iteration was sampled uniformly from the best 5. In the AMI-IHM dataset, each
of the 43 centre phones had a different tree root2. This root tree, with 43 leaves, was the
initial tree, from which all random forest trees were built upon.
Before training the systems, it may be useful to assess the diversity that can be obtained
by using multiple decision trees. The Tree Cluster Divergence (TCD) of (3.69) provides
an approximate measure of such a diversity. This measures the KL-divergence between
the distributions of the observations within the leaves of the different decision trees, under
the assumption that these observation features are Gaussian distributed. The TCD between
the decision trees is larger if the leaves are more different. Figure 8.1 shows the TCD for
ensembles with various decision tree sizes. Here, all decision trees within each ensemble
were constrained to have the same number of leaves. When the number of leaves is small,
there are relatively few possible permutations of how to clusters the logical context-dependent
states, leading to a small TCD. The TCD initially rises with the number of leaves, as the
number of ways to form clusters increases. In the limit as the number of leaves approaches
2Different HMM state indexes were not forced to have different tree roots. The clustering of different HMM
state indexes can be learnt from the data.
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Fig. 8.1 Tree cluster divergence vs decision tree size, in AMI-IHM. 4 random forest decision
trees were generated for each decision tree size, by sampling uniformly from the 5-best splits
at each training iteration. The trees had 43 root nodes, one for each centre phone.
the total number of logical context-dependent states, the number of permutations of forming
clusters decreases. After initially rising, the TCD therefore then gradually decreases as the
number of leaves increases. The maximum TCD occurs at around 200 leaves.
Table 8.5 Ensembles with different decision trees of various sizes, in AMI-IHM. Each
ensemble had 4 DNNs, each with a different random forest tree, and trained toward the
FsMBR criterion. MBR combination decoding was used for combination. Increasing the
decision tree sizes up to 4000 leaves reduces the diversity but leads to better individual
system performances, and therefore better a better combined performance.
No. of Single system WER (%) Combined
decision tree leaves mean best worst std dev WER (%) cross-WER (%)
500 28.7 28.7 28.8 0.05 26.8 17.9
2000 26.7 26.6 26.8 0.08 25.2 16.0
4000 26.0 25.9 26.2 0.13 24.5 15.2
A separate DNN acoustic model was used with each decision tree, and trained using the
sequence-level FsMBR criterion of (2.83). The forced alignment targets for the initial cross-
entropy training were obtained from a common set of forced alignments from a GMM-HMM
system. These common forced alignments were mapped to each of the different decision
trees. Table 8.5 shows the ASR performance of ensembles with decision trees of different
sizes. The trends in the measured cross-WER diversity agree with Figure 8.1. The ensemble
with small 500-leaves decision trees has the largest cross-WER diversity. However, systems
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with smaller decision trees also have worse individual performances. This may be because a
smaller decision tree leads to a poorer phonetic resolution. Therefore, although an ensemble
with smaller decision trees is more diverse, the worse single system performances lead to a
worse combined performance.
Table 8.6 Comparison between ensembles with a diversity of acoustic model parameters only
and a diversity of state cluster sets with different decision trees, in AMI-IHM. Each ensemble
had 4 DNNs, trained toward the FsMBR criterion, and was combined using MBR combination
decoding. Having different decision trees leads to a wider diversity and better combination
gain.
Ensemble Single system WER (%) Combined cross-
Dataset diversity mean best worst std dev WER (%) WER (%)
207V
parameter 47.8 47.6 48.0 0.18 46.3 21.9
state cluster 48.3 48.0 48.4 0.17 45.8 28.4
AMI-IHM
parameter 25.7 25.6 25.8 0.10 24.9 11.8
state cluster 26.0 25.9 26.2 0.13 24.5 15.2
HUB4
parameter 9.2 9.1 9.3 0.10 8.8 5.6
state cluster 9.3 9.2 9.4 0.10 8.7 7.0
Table 8.6 compares ensembles with a state cluster diversity by using different decision
trees, and ensembles with only model parameter diversity by training multiple models with
the same decision tree from different random parameter initialisations. The 207V, AMI-IHM
and HUB4 datasets were used here, to demonstrate how the ensembles perform over a variety
of tasks. These datasets have 3, 81, and 144 hours of training data and used decision tree sizes
of 1000, 4000, and 6000 leaves respectively. When less training data is available, smaller
decision trees reduce the number of trainable parameters in the acoustic model, thereby
allowing for better model generalisation. When more training data is available, using a larger
decision tree increases the model’s capacity, and may lead to a better performance. The
decision trees used in the ensembles with only a diversity of acoustic model parameters were
generated using greedy splits.
The results suggest that using different sets of state clusters can yield a wider diversity
and better combined performance than only using different sets of model parameters. In AMI-
IHM, the ensemble with state cluster diversity has a cross-WER of 15.2% and combined WER
of 24.5%, which is better than the ensemble with only model parameter diversity, having a
cross-WER of 11.8% and a combined WER of 24.9%. The benefit of using multiple decision
trees appears to be greater in situations where the quantity of training data is more limited,
and therefore smaller decision trees tend to be used. In the 207V and AMI-IHM datasets, the
combined ensembles with different decision trees are able to significantly outperform the
142 Experiments on ensemble generation and combination
ensembles with only different model parameters, with null hypothesis probabilities of less
than 0.001 for both datasets. In HUB4, the performance difference between these ensembles
may not be significant, with a null hypothesis probability of 0.358.
The single systems with random forest decision trees perform worse than those that use
greedy splits, in the ensembles with only a diversity of acoustic model parameters, possibly
because the random forest decision trees are less optimal. In AMI-IHM, the mean single
system WER with a random forest tree is 26.0%, which is worse than that with a greedy
tree of 25.7%. The random forest method used here is a fairly simple approach of obtaining
different decision trees. Other methods investigated in [15, 162] explicitly train the decision
trees to be different. It may be possible to obtain greater diversity and combination gains
using such methods.
8.4 Sub-word unit diversity
Section 3.3.4 has described the possibility of constructing an ensemble with different sets
of sub-word units. ASR systems are often built using a phonetic dictionary. However, the
linguistic expertise needed to obtain a phonetic dictionary may be expensive to acquire.
An alternative is to use a graphemic dictionary, where words are decomposed as how
they are spelt. This eliminates the need for the linguistic expertise required to obtain the
dictionary. However, while a phonetic dictionary can contain multiple decompositions of
each word, corresponding to different pronunciations, a graphemic dictionary only has a
single decomposition of each word. Furthermore, many languages may not have a close
grapheme-to-phone relationship. Although this may place a greater demand on the acoustic
model of a graphemic system, it can also lead to different behaviours between phonetic
and graphemic systems. This experiment considers the combination of a phonetic and a
graphemic system, to leverage upon this diversity. The AMI-IHM dataset was used here,
which comprises data in the English language. Work in [83] suggests that for English, the
grapheme-to-phone relationship may not be very close. As such, phonetic and graphemic
English systems may behave significantly differently. A graphemic system was built using
the same DNN topology as the phonetic system. The graphemic decision tree was also built
to have the same number of 4000 leaves as the phonetic decision tree. Both systems were
trained using the sequence-level FsMBR criterion of (2.83).
The performances of the phonetic and graphemic systems are shown in Table 8.7, as well
as their combined performance. The graphemic system performs worse than the phonetic
system, agreeing with the observations in [83, 150]. This suggests that the grapheme-to-
phone relationship in English is not very close, and that the accuracy of the dictionary can
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Table 8.7 Combination of a phonetic and a graphemic system, in AMI-IHM. The systems
had DNN acoustic models, trained toward the FsMBR criterion, and were combined using
MBR combination decoding. Phonetic and graphemic systems are highly diverse.
Single system WER (%) Combined
phonetic graphemic WER (%) cross-WER (%)
25.7 27.2 24.7 19.1
significantly affect the ASR performance. Work in [150] has shown that the performance
difference between phonetic and graphemic systems can be reduced by using acoustic models
that take into account longer temporal contexts.
Despite the difference between the single system performances, combining together the
phonetic and graphemic systems results in a large performance gain. The cross-WER diversity
between the systems is larger than those measured for ensembles with only diversities of
acoustic model parameters or sets of state clusters, shown in Table 8.6. This suggests that the
behaviours of phonetic and graphemic systems are highly diverse. Using different sets of
sub-word units also requires using different sets of state clusters, which may contribute to
the diversity. However, some contribution to the large cross-WER may be due to the large
difference between the phonetic and graphemic system performances.
8.5 Recurrent neural network language model diversity
Another form of diversity that can be incorporated into an ensemble is a diversity of language
models, as is discussed in Section 3.3.5. A diversity of different language model topologies
can be considered, by combining an n-gram and an RNN language model. Two methods are
considered for combining together these language models. First, the language models can be
combined by interpolating their probabilities in (3.27), repeated here as
P
(
ω1:L
∣∣∣Φ̂) = M∑
m=1
λmP (ω1:L|Φm) , (8.1)
where Φm represents each of the different language models, and the interpolation weights
satisfy 0 ≤ λm ≤ 1 and ∑m λm = 1. These interpolated language model probabilities can
then be used to compute the hypothesis posteriors using (2.47). Second, hypothesis-level
combination can be used. In hypothesis-level MBR combination decoding of (3.29), the
hypothesis posteriors of each system are first computed using (2.47), and then combined as a
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weighted average,
P
(
ω
∣∣∣O1:T , Φ̂) = M∑
m=1
λm
P γ (ω|Φm) ∑
s1:T∈Gω
T∏
t=1
P γ (st|st−1)Aκ (ot, st)
∑
ω′
P γ (ω′|Φm) ∑
s′1:T∈Gω′
T∏
t=1
P γ (s′t|s′t−1)Aκ (ot, s′t)
. (8.2)
These two combination methods are not equivalent, because the hypothesis posteriors for
each member of the ensemble are separately normalised in (8.2).
Table 8.8 Combination of 4-gram and RNN Language Models (LM), in AMI-IHM. A single
FsMBR-trained DNN was used as the acoustic model. Equal interpolation weights were used
for both LM interpolation and MBR combination decoding. Combining 4-gram and RNN
language models yields a performance gain.
Single system WER (%) Combined WER (%)
4-gram RNN LM interpolation hypothesis cross-WER (%)
25.7 25.7 25.3 25.2 11.7
The AMI-IHM dataset is used for this experiment. An RNN language model was trained
using the FLM-ML criterion in (2.21) on the training data manual transcripts, using a single
RNN layer with 100 nodes, in the RNNLM toolkit3 [103]. In order to limit the number of
parameters and the softmax computation time, the RNN language model output layer had
separate nodes for only the 50000 most frequent words in the training data, out of a total of
52549 words in the dictionary. All other words were mapped to a single 50001st output node.
The input of the RNN language model had the same collection of nodes as the output. The
RNN language model, or an interpolation of the RNN and 4-gram language models, was
used to rescore the decoding lattices4 [96], generated from a sequence-trained DNN acoustic
model. Table 8.8 shows the results of an ensemble combination when using these different
language models. An equal interpolation weight was used between the two language models.
Rescoring the lattice using either the 4-gram or RNN language model alone leads to a similar
single system performance. The results suggest that diversity and significant performance
gains can be obtained by combining a 4-gram and an RNN language model. Hypothesis-level
combination may not be significantly better than language model interpolation using (8.1),
with a null hypothesis probability of 0.003.
Other than combining together language models with different topologies, it is also
possible to combine language models with different sets of model parameters within the
3The experiments in this thesis used version 0.4b, which can be found at https://github.com/mspandit/rnnlm.
Older versions of the RNNLM toolkit can be found at http://www.fit.vutbr.cz/ imikolov/rnnlm.
4Lattice rescoring with the RNN language model is performed in Kaldi.
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same topology. Multiple RNN language models with different sets of model parameters can
be generated using the methods discussed in Sections 3.1 and 3.2, similarly to generating
multiple acoustic models. An ensemble of 4 RNN language models was generated, by
beginning training from different random parameter initialisations. All RNN language
models used the same topology.
Table 8.9 shows the performances of ensembles with a diversity of RNN language model
parameters. Various amounts of 4-gram language model interpolation were used, as Table
8.8 shows that this can improve the performance. The different RNN language models were
combined here using hypothesis-level MBR combination decoding of (3.29), with equal
interpolation weights.
Table 8.9 Ensemble with multiple RNN language models from different random parameter
initialisations, in AMI-IHM. In each ensemble with 4-gram interpolation less than 1.0, the
decoding lattice from a single DNN acoustic model was rescored separately 4 times, with
separate RNN language models, and combined with MBR combination decoding. RNN
language models from different random parameter initialisations do not yield much diversity.
4-gram Single system WER (%) Combined
interpolation mean best worst std dev WER (%) Cross-WER (%)
1.0 25.7 - - - - -
0.5 25.3 25.2 25.3 0.05 25.2 3.7
0.0 25.7 25.6 25.7 0.06 25.3 6.9
The results suggest that very little diversity is obtained from an ensemble of different
sets of RNN language model parameters. When used without 4-gram language model
interpolation, the measured cross-WER between the RNN language models is small, less
than the cross-WER between a 4-gram and an RNN language model in Table 8.8. However,
combining the systems with different RNN language model parameters still leads to a similar
performance as combining a 4-gram and an RNN language model, in Table 8.8. Interpolating
the 4-gram language model with each of the RNN language models improves the single
system performances. However, this further reduces the diversity between the different
RNN language models, and leads to no significant gain when combining across the different
RNN language model parameter sets. The different language models were used to rescore
a common set of decoding lattices. As such, each language model cannot add any new
hypotheses, but can only change the probabilities of each existing hypothesis, and thereby
change the rank order of the hypotheses. Pruning of the decoding lattices may limit the set of
hypotheses contained within them. This may be a contributing factor to the low diversity.
The mean perplexity of the RNN language models measured on the eval transcriptions is
64.8 and the standard deviation is 0.32. As compared to these, the perplexity of the 4-gram
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language model is 143.9. These perplexity measurements also suggest that there is much
more diversity between the RNN and 4-gram language model behaviours than between each
of the RNN language models. Similarly to the experiments on acoustic model diversity in
Section 8.1, using a diversity of language model topologies also leads to a greater diversity
than using just different sets of language model parameters within the same topology.
8.6 Hypothesis and frame-level combination methods
The previous experiments explore ensembles with different forms of diversities. These
ensembles have mostly been combined using hypothesis-level MBR combination decoding
of (3.29). There are also other methods of performing combination, both at the hypothesis
and frame levels, as is discussed in Section 3.4. Hypothesis-level combination is more general
than frame-level combination, as it can be used with more forms of ensemble diversities.
However, frame-level combination is less computationally expensive, as only a single lattice
needs to be processed for the whole ensemble when performing recognition. This section
compares the various hypothesis and frame-level combination methods. Ensembles of 4
DNNs were generated by beginning training from different random parameter initialisations.
These systems were all sequence-trained. Ensembles were generated in each of the 207V,
AMI-IHM, and HUB4 datasets. Table 8.10 shows the results of combining these ensembles
using the various hypothesis and frame-level combination methods.
Table 8.10 Ensemble combination methods. Each ensemble had 4 DNNs beginning from
different random parameter initialisations, trained toward the FsMBR criterion. Equal interpo-
lation weights are used. Hypothesis-level combination outperforms frame-level combination
on 207V, when the quantity of training data is small.
WER (%)
Combination HUB4 AMI-IHM 207V
mean single 9.2 25.7 47.8
Hypothesis level
MBR combination 8.8 24.9 46.3
CNC 8.8 24.8 46.4
ROVER 8.8 24.9 46.8
Frame level
posterior sum 8.8 24.9 46.7
likelihood sum 8.8 24.9 46.7
product 8.8 25.0 46.8
The results suggest that any difference in the performance of the different combination
methods is more evident only when operating at a higher WER. The diversities for the
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Table 8.11 Ensemble diversity. Training with less data yields systems with wider hypothesis-
level diversity. However, the frame-level diversity with less data is smaller, because smaller
decision trees were used.
Diversity measure HUB4 AMI-IHM 207V
cross-WER (%) 5.6 11.8 21.9
cross-FER (%) 48.4 47.8 43.2
ensembles in each dataset are shown in Table 8.11. The cross-WER diversity results suggest
that when operating at higher WERs, the systems in the ensemble are less certain about
their classifications, as there are more disagreements between the systems. For 207V, MBR
combination decoding and CNC significantly outperform ROVER, with null hypothesis prob-
abilities of less than 0.001 for both comparisons. At the hypothesis level, MBR combination
decoding and CNC consider multiple hypotheses from each system, and also their associated
scores. On the other hand, the ROVER configuration that was used only considers the 1-best
hypothesis from each system. This does not take into account any information about the
uncertainty that each system has about its hypothesis classification. Such information may
be particularly useful when operating at higher WERs.
The results in Table 8.10 also suggest that hypothesis-level combination performs better
than frame-level combination when operating at higher WERs. Hypothesis-level combination
operates upon the word or word sequence posteriors, while frame-level combination operates
upon the per-frame state cluster posteriors or observation likelihoods. Hypothesis-level
combination can therefore leverage upon the greater hypothesis-level diversity that systems
have when operating at a higher WER, shown in Table 8.11. On the other hand, frame-level
combination can only leverage upon diversity at the frame-level. Table 8.11 shows that
although the cross-WER increases with the WER for the different datasets, the frame-level
cross-FER, defined in (3.65), decreases. The reason for the decrease in cross-FER is that
fewer state cluster classes were used for AMI-IHM, and even fewer for 207V, than for HUB4.
The number of state clusters is determined by the number of leaves in the decision trees,
which for HUB4, AMI-IHM, and 207V, have 6000, 4000, and 1000 leaves respectively.
These different decision tree sizes were chosen to allow for reasonable acoustic modelling
generalisation with limited data. Having fewer classes to discriminate between will naturally
lead to a reduced cross-FER diversity. Since frame-level combination can only leverage
upon diversity at the frame-level, a reduced frame-level diversity leads to less frame-level
combination gains.
Although performing recognition using hypothesis-level combination may perform better
than frame-level combination, it is more computationally expensive. Table 8.12 compares the
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Table 8.12 Recognition times for different combination methods, in AMI-IHM. These times
are not strict, as the CPUs upon which they were run were not isolated from other interrupting
processes. The times included the contributions from NN forwarding, lattice generation,
lattice rescoring, combination, and lattice decoding.
Combination Real time factor
single system ×2.1
frame-level likelihood sum ×5.8
hypothesis-level MBR combination ×8.2
time required to perform recognition using these combination methods. The times included
the contributions from NN forwarding, lattice generation, lattice rescoring, combination, and
lattice decoding. Recognition was performed over a cluster of 63 CPUs, and the times were
added up over all the CPUs. However, these CPUs were not isolated from other interrupting
processes, and as such, the real time factors shown are not strict. Frame-level combination
is more computationally expensive than using a single system, as data needs to be fed
through each of the separate acoustic models. Hypothesis-level combination is even more
computationally expensive, as multiple decoding lattices need to be processed.
8.7 Multi-task ensemble
Although frame-level combination is less computationally expensive than hypothesis-level
combination, data still needs to be fed through each of the separate acoustic models. As is
discussed in Section 4.2, when using multiple sets of state clusters, the computational cost of
performing recognition can be further reduced by merging together the hidden layers across
all NN acoustic models, forming the multi-task ensemble. Here, data only needs to be fed
through the hidden layers once for the whole ensemble. This section investigates using such a
multi-task ensemble, with a diversity of state cluster sets, in the AMI-IHM and 207V datasets.
As with experiment in Section 8.3, 4 different decision trees were generated using the random
forest method. Multi-task ensembles were trained using the multi-task cross-entropy criterion
in (4.5). The multi-task ensembles used the same hidden layer topologies as each of the
separate DNN models. A different multi-task output layer was used for each decision tree.
The ensembles were combined using frame-level combinations of (3.40) and (4.8), as this is
less computationally expensive than hypothesis-level combination. Forced alignments were
obtained from a GMM-HMM system for each dataset, and mapped to each of the different
decision trees, allowing the time-synchronous state transition assumption of the frame-level
combination method, discussed in Section 3.4.2, to be satisfied.
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Table 8.13 Multi-task ensemble trained with cross-entropy. 4 random forest decision trees
were used, and combination was performed at the frame level. The multi-task ensembles are
less diverse.
Single system WER (%) Combined
Dataset Ensemble mean best worst std dev WER (%) cross-WER (%)
207V
separate 50.3 50.0 50.5 0.24 48.4 26.6
multi-task 50.2 50.0 50.4 0.17 49.4 19.6
AMI-IHM
separate 28.7 28.5 28.9 0.17 27.5 15.9
multi-task 28.6 28.5 28.7 0.10 27.9 11.9
Table 8.13 compares the performances of the multi-task ensembles, against ensembles
of separate acoustic models. The separate systems were trained with the frame-level cross-
entropy criterion in (2.80). The results suggest that by using the multi-task cross-entropy
criterion, each of the multi-task output layers can achieve a similar performance to each of the
separate systems. However, the multi-task ensemble exhibits much less diversity between the
behaviours of its output layers, than that between separate systems. This may be caused by
the sharing of many of the parameters between the members of the multi-task ensemble. This
reduced diversity of the multi-task ensemble leads to smaller WER gains in combination.
However, the multi-task ensemble is less computationally expensive to use than an ensem-
ble of separate systems. The code implementation for the multi-task ensemble combination
had not been optimised for computational efficiency. As such, a proper comparison of the
recognition times could not be performed. An approximate comparison can be made in
terms of the number of model parameters. The ensemble of separate acoustic models in the
207V dataset has 19.9× 106 parameters, while the multi-task ensemble has only 8.0× 106
parameters. It is reasonable to expect that having fewer model parameters requires a lower
computational cost when performing recognition.
8.7.1 Joint sequence discriminative training
The multi-task ensembles in Table 8.13 had only been trained at the frame level. Work in
[86] shows that for a single system, sequence discriminative training can often perform better
than frame-level training. In Section 4.2.1, two methods to perform sequence discriminative
training of a multi-task ensemble are proposed. The multi-task ensemble can be trained by
interpolating together separate sequence discriminative criteria for each output layer, using
the criterion of (4.6). When used with a per-frame state-level risk function, this is referred to
as FMT-sMBR. The multi-task ensemble can also be trained by back-propagating the derivative
from a single sequence discriminative criterion through a frame-level combination using the
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criterion of (4.9). When again used with a per-frame state-level risk function, this is referred
to as F jointMT-sMBR.
Table 8.14 Comparison of separate and joint sequence discriminative training of a multi-task
ensemble, in AMI-IHM. 4 random forest decision trees were used. Separate sequence training
yields a better hypothesis-level combined performance. Joint sequence training has similar
performances for both combination methods.
Single system WER (%) Combined WER (%) cross-
Training mean best worst std dev frame hypothesis WER (%)
Frame level
cross-entropy, FMT-CE 28.6 28.5 28.7 0.10 27.9 27.6 11.9
Sequence level
separate, FMT-sMBR 25.8 25.7 25.8 0.05 25.3 25.1 10.4
joint, F jointMT-sMBR 26.3 26.1 26.5 0.17 25.4 25.4 12.4
Table 8.14 compares both of these sequence discriminative training methods for a multi-
task ensemble, in AMI-IHM. The results show that using both forms of sequence discrim-
inative training outperform frame-level cross-entropy training. As is discussed in Section
4.2.1, separate training using FMT-sMBR is related to hypothesis-level combination, while
joint training using F jointMT-sMBR is related to frame-level combination. These relationships are
reflected in the results, which show that for separate sequence training, the hypothesis-level
combination of the multi-task ensemble with a WER of 25.1% outperforms the frame-level
combination with a WER of 25.3%, with a null hypothesis probability of 0.001. When
performing joint sequence training, there is no significant difference between the hypothesis
and frame-level combined performances. The results also show that the mean single system
performance is better when using separate training with a WER of 25.8%, compared to
that for joint training with a WER of 26.3%. Separate sequence training optimises each
member of the ensemble toward its own criterion. This grounds each ensemble member
to perform well on its own, leading to a good single system performance. On the other
hand, joint training only optimises the frame-level combined performance of the multi-task
ensemble, with no requirement for each individual ensemble member to perform well on its
own. As such, the single system performance is not improved as much with joint sequence
discriminative training, compared to the improvement from separate sequence discriminative
training. However, joint training does train the ensemble members to work well together,
which may be a contributing factor to the larger cross-WER diversity of 12.4% after joint
training, compared to that for separate training of 10.4%.
Frame-level combination is less computationally expensive than hypothesis-level combi-
nation, as only a single decoding lattice needs to be processed for the whole ensemble. When
8.8 Summary 151
combining at the frame level, there is no significant performance difference between training
separately and jointly, with a null hypothesis probability of 0.126. Furthermore, it is less
computationally expensive to perform joint training, as only a single lattice of hypotheses
needs to be considered when computing the criterion derivative.
Table 8.15 Sequence discriminative training of separate systems and a multi-task ensemble.
Frame-level combination was used. Sequence-trained multi-task ensembles are still not as
diverse as separate systems.
WER (%)
Dataset Ensemble Training mean single combined cross-WER (%)
207V
separate
FCE 50.3 48.4 26.6
+FsMBR 48.3 46.0 28.4
multi-task
FMT-CE 50.2 49.4 19.6
+F jointMT-sMBR 48.7 47.8 20.7
AMI-IHM
separate
FCE 28.7 27.5 15.9
+FsMBR 26.0 24.6 15.2
multi-task
FMT-CE 28.6 27.9 11.9
+F jointMT-sMBR 26.3 25.4 12.4
Table 8.15 compares an ensemble of separate sequence-trained systems against a sequence-
trained multi-task ensemble. Joint sequence discriminative training was used for the multi-
task ensemble. Both ensembles were combined using frame-level combination. The results
show that sequence discriminative training is able to improve the performances of both
forms of ensembles. However, the multi-task ensembles show less diversity and smaller
combination gains, than the ensembles of separate systems. In AMI-IHM, the multi-task
ensemble after sequence training has a cross-WER of 12.4% and combined WER of 25.4%,
which is worse than the separate systems, with a cross-WER of 15.2% and a combined WER
of 24.6%. This lack of diversity may be due to the many parameters that are shared across
the different members of the multi-task ensemble.
8.8 Summary
This chapter has investigated various forms of diversities that an ASR ensemble can have.
The results suggest that diverse behaviours and significant combination gains can be obtained
simply by starting multiple training runs from different random parameter initialisations.
Additional diversity can be obtained by using different acoustic model topologies. Using
multiple sets of state clusters is also able to provide large ensemble diversity, and seems to be
especially beneficial when the quantity of training data is limited and small decision trees are
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used. Large ensemble diversity can also be obtained using different sub-word units. Although
this chapter has generated ensembles using each of these diversity methods separately, it is
possible to concurrently use multiple forms of diversities to obtain an even richer ensemble.
Different hypothesis and frame-level combination methods have been assessed, suggest-
ing that hypothesis-level combination may perform better when operating at higher WERs.
However, frame-level combination is less computationally expensive. The computational cost
of performing recognition can be further reduced by using a multi-task ensemble. However,
the parameter sharing in the multi-task ensemble leads to a reduction in the diversity.
Chapter 9
Experiments on frame-level
teacher-student learning
The experiments in Chapter 8 show that significant performance gains can be obtained by
combining an ensemble of multiple systems. However, the computational cost of using an
ensemble to perform recognition scales linearly with the ensemble size, when using the
hypothesis and frame-level combination methods, discussed in Sections 3.4.1 and 3.4.2. This
can hinder deployment on devices with limited hardware resources, especially when real-time
operation is required. The teacher-student learning method, described in Section 4.3.3, can
reduce this computational demand, by training a single student to emulate the combined
ensemble. Only this student then needs to be used for recognition.
This chapter investigates frame-level teacher-student learning. Section 9.1 first establishes
the ability of a single student to learn from an ensemble of teachers. Section 9.2 aims to
determine why the information propagated from the teachers may be useful to the student.
Section 9.3 investigates a simple method of incorporating sequence-level information, by
performing further sequence training on the student. Section 8.1.1 shows that with standard
training, systems are sensitive to the parameter initialisation, and this can be used to obtain
diversity. Section 9.4 assess whether teacher-student learning also has a sensitivity to the
parameter initialisation.
Ensembles can use different forms of diversities. Section 9.5 assess the ability of students
to learn from different model topologies, which Section 8.1.3 shows can yield large diversity.
Section 8.3 shows that using different sets of state clusters can also yield large diversity.
Section 9.6 assess the methods proposed in Section 5.1 that allow teacher-student learning to
be used with this form of diversity.
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9.1 Learning from an ensemble of teachers
An ensemble can be compressed into a single student using teacher-student learning, to
reduce the computational cost of performing recognition. This initial experiment assesses the
ability of a single student to learn from an ensemble of teachers. Students were trained toward
ensembles of teachers using the standard frame-level teacher-student learning criterion in
(4.15). The DNN teacher ensembles here used a diversity of acoustic model parameters,
by beginning multiple training runs from different random parameter initialisations. All
teachers were trained using the sequence-level FsMBR criterion of (2.83). The students were
first pre-trained using the stacked-RBM method for AMI-IHM, and supervised pre-training
toward the frame-level teacher-student learning criterion for 207V and HUB4. The students
had the same DNN acoustic model topologies as each teacher. These topologies are described
in Table 7.2.
Table 9.1 Single DNN systems with frame and sequence-level training.
WER (%)
Dataset FCE +FsMBR
207V 50.2 47.8
AMI-IHM 28.4 25.7
HUB4 10.0 9.2
As a baseline for comparison, Table 9.1 first shows the performances of single systems
that were trained using the frame-level cross-entropy criterion in (2.80), and the sequence-
level criterion of FsMBR in (2.83). Table 9.2 then shows the combined performances of the
sequence-trained ensembles, using hypothesis-level MBR combination decoding of (3.29),
and the student performances.
Table 9.2 Frame-level teacher-student learning. The ensembles had 4 DNNs from different
random parameter initialisations, trained separately with the FsMBR criterion. The students
had the same DNN topologies as each teacher in the ensembles. The ensembles were
combined using MBR combination decoding. Equal interpolation weights were used for
both teacher-student learning and ensemble combination. The student is able to more closely
approach the combined ensemble performance than can a system trained with FCE or FsMBR.
Dataset Ensemble WER (%) Student WER (%)
207V 46.3 46.9
AMI-IHM 24.9 25.1
HUB4 8.8 8.9
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The results show that through frame-level teacher-student learning, the student is able
to more closely approach the ensemble performance, than through standard frame-level
cross-entropy training. This demonstrates that it is possible to compress an ensemble into a
single system.
Fig. 9.1 Interpolation of cross-entropy and teacher-student learning criteria, in AMI-IHM.
Cross-entropy interpolation helps when training toward the frame-level teachers, but not for
the sequence-level teachers.
As is discussed in Section 4.3.3, the cross-entropy and frame-level teacher-student
learning criteria are related, as both represent KL-divergences between per-frame state cluster
posteriors. The difference between these criteria is in the form of targets. The targets in
the cross-entropy criterion are δ-functions at the forced alignments, as in (4.18). On the
other hand, the targets in the teacher-student learning criterion are the combined state cluster
posteriors of the teacher ensemble of (4.16). The targets from the ensemble are computed
without using information about the manual transcriptions. It may be beneficial for the
student to learn from both the ensemble and the manual transcriptions. This can be achieved
by interpolation the cross-entropy and teacher-student learning criteria together, using (4.20),
repeated here as
F (Θ) = χFCE (Θ) + (1− χ)F stateTS (Θ) . (9.1)
Figure 9.1 shows the performances of students trained using different interpolation
weights, in AMI-IHM. Two forms of teacher ensembles were used. The teachers in the
ensembles were either cross-entropy or sequence-trained. The results suggest that when
the teachers have been trained with the frame-level cross-entropy criterion, interpolating
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the criteria can lead to a better student performance. The cross-entropy ensemble was
trained using the forced alignment targets, and may therefore produce targets that are in
good agreement with them. However, for the sequence-trained ensemble, interpolating the
cross-entropy criterion when training the student causes the student to gradually back-off
toward the performance of a single cross-entropy system.
9.2 Propagating information about classification difficulty
The cross-entropy and frame-level teacher-student learning criteria are related in their forms,
with the difference begin in the targets used. As is discussed in Section 4.3.3, one hypothesis
of why the teacher posteriors may help the student is because they contain information about
how difficult the teachers believe that each frame is to classify. Assuming that an ensemble
of teachers has a greater modelling capacity than a single student, then if the ensemble has
difficulty in correctly classifying a frame, it may be better for the student to not attempt to
produce a low-entropy posterior for that frame. This section presents two experiments to
validate this hypothesis.
9.2.1 Form of frame-level targets
In the standard cross-entropy criterion of (4.18), repeated here as
FCE (Θ)−
T∑
t=1
∑
s∈T
δ
(
s, sreft
)
logP (s|ot,Θ) , (9.2)
the δ-function targets do not propagate information about how difficult the frames are to
classify. These may encourage the trained model to express low-entropy posteriors, whether a
frame is difficult to classify or not. The difficulty of classifying each frame can be expressed
as disagreements between the classifications of each teacher, and in the entropy of the target
posteriors from each individual teacher. Section 4.3.3 proposes several frame-level teacher-
student learning criteria, which differ in their forms of targets. The disagreement between the
forced alignments from each teacher can be captured using the criterion of (4.22), repeated
here as
F1bestTS (Θ) = −
T∑
t=1
∑
s∈T
[
M∑
m=1
λmδ
(
s, sm,reft
)]
logP (s|ot,Θ) , (9.3)
where the forced state cluster alignments from each teacher are
sm,reft = argmaxs P
(
st = s
∣∣∣ωref,O1:T ,Φm) . (9.4)
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The targets here take a weighted average of the forced alignments from each teacher. However,
this only captures the disagreement between the teachers. Information about how certain each
teacher is about its state cluster alignment can be captured by considering the soft alignment
distributions, using the criterion of (4.23), repeated here as
F soft-alignTS (Θ) = −
T∑
t=1
∑
s∈T
[
M∑
m=1
λmP
(
st = s
∣∣∣ωref,O1:T ,Φm)
]
logP (s|ot,Θ) . (9.5)
However, the soft alignment targets utilise information about the manual transcriptions, which
the student does not have access to when producing its state cluster posteriors. As such, these
targets may by overly certain about the state cluster classifications, expressed in the target
posterior entropy. The standard teacher-student learning criterion of F stateTS in (4.15) uses the
state cluster posteriors of the teachers as the targets, which do not utilise information about
the manual transcriptions, and may be better matched with what the student can produce.
This criterion is repeated here as
F stateTS (Θ) = −
T∑
t=1
∑
s∈T
[
M∑
m=1
λmP (s|ot,Φm)
]
logP (s|ot,Θ) . (9.6)
This experiment assesses the performance of students trained using these criteria, in
AMI-IHM. An ensemble of 4 sequence-trained DNNs was generated, by beginning multiple
training runs from different random parameter initialisations. Table 9.3 shows the perfor-
mances of students trained using the various different forms of frame-level teacher-student
learning criteria. The baseline cross-entropy system using (9.2), on the first row, was trained
toward forced alignment targets from the combined ensemble,
sreft = argmaxs
M∑
m=1
λmP
(
st = s
∣∣∣ωref,O1:T ,Φm) . (9.7)
This ensured that the same teachers were used to train the students. As a reference, the
combined ensemble WER is 24.9%.
The results suggest that propagating over information about the difficulty of classify-
ing each frame improves the student’s performance. The best student is obtained using
the standard form of teacher posterior targets, without any information about the manual
transcriptions. This form of teacher targets may capture information about the difficulty of
classifying each frame that is better matched with what the student can produce.
The student trained with the averaged 1-best forced alignment targets from each teacher
outperforms that trained with the cross-entropy criterion, which only uses the single 1-
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Table 9.3 Type of targets for frame-level teacher-student learning, in AMI-IHM. All targets
were obtained from an ensemble of 4 DNNs from different random parameter initialisations,
trained with the FsMBR criterion. Using the standard teacher-student learning criterion
performs best.
Target Target entropy Student WER (%)
forced alignments, FCE 0.00 27.5
averaged forced alignments, F1bestTS 0.16 27.2
soft alignments, F soft-alignTS 0.28 27.2
frame posteriors, F stateTS 1.63 25.1
best forced alignment from the combined ensemble. However, this difference may not be
statistically significant, with a null hypothesis probability of 0.010. These targets capture the
disagreement between the forced alignments of the different teachers. Through sequence
training, the teachers’ behaviours may be allowed to diverge from the common alignment
used for the initial cross-entropy training of the teachers. These deviations of the teachers’
behaviours may allow the targets here to capture some degree of how difficult the frames are
to classify.
Using the soft alignment targets conveys additional information about how difficult each
individual teacher believes that each frame is to classify. However, this added information
does not appear to result in any significant gain in the student performance.
The results suggest that the standard form of state cluster posterior targets propagate more
useful information to the student. These richer targets capture the disagreement between
the teachers and the certainty of each teacher about its classification, while not relying on
information about the manual transcriptions. These results support the hypothesis that the
information about the difficulty of classifying each frame, captured in the teacher targets,
may be a reason why the student is able to perform better than a single system that is trained
with the standard cross-entropy criterion.
9.2.2 Which frames are most beneficial to the student
This section presents another complementary verification of the hypothesis that it is the
information about the difficulty of classifying each frame, propagated from the teachers, that
is beneficial for the student. In the experiment in Section 9.2.1, each student was trained
using the same form of targets for all frames in the training data. If the hypothesis that
information about classification difficulty is helpful to the student is correct, then it can be
expected that the teachers’ information from frames that are harder to classify will be more
useful than information from frames that are easier to classify. The results in [27] support
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Table 9.4 Frame categories, based on how frames are classified by the teachers.
Type of frames Category index
all correct 1
majority correct 2
at least one correct, but no majority 3
all wrong, all disagree 4
all wrong, some agree 5
all wrong, all agree 6
this, by showing that when using a single teacher, the frames that are incorrectly classified by
the teacher propagate more useful information to the student. When using an ensemble of
teachers, more information can be obtained about the difficulty of classifying each frame,
than just whether a single teacher has classified it correctly. One measure of how difficult a
frame is to classify is based on the number of teachers in the ensemble that correctly classify
it, and how many teachers agree with each other on their classifications. In this experiment,
the frames in the training data are divided into the categories shown in Table 9.4, which
can approximately be viewed as different levels of classification difficulty. These categories
may not be the most appropriate representation of the different degrees of classification
difficulty, but it is hoped that they can at least provide some insight into the properties of
teacher-student learning.
Fig. 9.2 Frame categories of a random initialisation ensemble, in AMI-IHM. The ensemble
had 4 DNNs, trained toward the FsMBR criterion.
Figure 9.2 shows the distribution of the frames in the AMI-IHM training data among the
categories, using an ensemble of sequence-trained DNNs, that had been trained beginning
from different random parameter initialisations. The ground truths for the frame classifi-
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Fig. 9.3 Histograms of entropies of the combined target posteriors for each category, in
AMI-IHM.
cations were taken as the forced alignments from a GMM-HMM system. These were the
targets that were initially used as the ground truth when performing cross-entropy training of
the DNNs. However, further sequence discriminative training of the DNNs may allow their
behaviours to diverge from the cross-entropy targets. The distribution of frames between
the categories is fairly typical of what has also been observed in other datasets. Figure 9.3
shows the distributions of the combined target entropies for each of the categories. Going
from categories 1 to 5, the target entropies generally increase, indicating that the teachers are
less certain about their classification of the frames. Category 6 may represent frames where
the forced alignment reference may not be the most appropriate, because of the different
behaviours of GMM and NN acoustic models. Using forced alignments from a sequence-
trained DNN system as the ground truth may yield a reduction in the number of frames in
category 6.
Multiple students were trained such that the target used for each frame was either the
forced alignment hard target or the soft target from the combined ensemble. Starting
from using all forced alignment hard targets, the categories of frames were cumulatively
replaced by ensemble soft targets, either from categories 1 to 6 or from 6 to 1, to train a
different student. These student performances are shown in Figure 9.4. Each point in the
figure represents a student that had been separately trained, beginning from a stacked-RBM
parameter initialisation. The results show distinctly different trends between cumulatively
replacing the hard targets with teacher posteriors from categories 1 to 6 and from 6 to 1.
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Fig. 9.4 Cumulatively replacing hard targets with soft teacher posteriors, in AMI-IHM. Each
point is a separate student, trained from stacked-RBM initialisation, using a different set of
hard and soft targets. Teacher posteriors for the frames that are more difficult to classify are
more beneficial for the student.
This suggests that the categories of frames that are harder to classify propagate more useful
information to the student. This therefore provides additional support to the hypothesis that it
is the propagation of information about the difficulty of classifying each frame in the targets
that allows the student to perform better than a system trained with the standard cross-entropy
criterion, that uses only forced alignment hard targets.
9.3 Incorporating sequence information in the student
The students in the previous experiments were trained using frame-level teacher-student
learning criteria. As opposed to this, the teachers in the ensemble were trained using
a sequence discriminative criterion. Propagating only frame-level information may not
effectively convey the sequence-level behaviours of the teachers. Furthermore, work in
[86] suggests that a system trained with a sequence-level criterion can often outperform
one trained with a frame-level criterion. Several methods of propagating sequence-level
information from the teachers to the student are proposed in Section 6.2. These methods are
assessed in Section 10.2. A simpler method to incorporate sequence-level information into
the student is to first perform frame-level teacher-student learning using the F stateTS criterion in
(4.15), then perform further sequence discriminative training, using the student as the model
parameter initialisation. Here, the FsMBR criterion in (2.83) was used to perform sequence
discriminative training. The frame-level DNN students were trained toward the sequence-
162 Experiments on frame-level teacher-student learning
trained DNN ensembles, generated by beginning multiple training runs from different random
parameter initialisations. The performances of these students are shown in Table 9.5.
Table 9.5 Further sequence discriminative training of the frame-level student. Each ensemble
had 4 DNNs, trained with the FsMBR criterion, and was combined using MBR combination
decoding. The students had the same DNN topologies as each teacher in the ensembles.
Further sequence training yields small gains for the students.
Combined Student WER (%)
Dataset ensemble WER (%) F stateTS +FsMBR
207V 46.3 46.9 46.6
AMI-IHM 24.9 25.1 24.8
HUB4 8.8 8.9 8.8
The results suggest that performing further sequence discriminative training of the
student can bring its performance closer to that of the combined ensemble. Although the
gains from sequence discriminative training of the students are small, they are consistent
across the multiple datasets. The small gains may be because the frame-level information
propagated may already contain some information about the sequence-level behaviours of
the sequence-trained teachers. However, the gains obtained by performing further sequence
discriminative training of the student may indicate that not all information about the sequence-
level behaviours of the teachers is effectively propagated by the frame-level state cluster
posterior targets.
Single systems that had been sequence-trained after initial cross-entropy training, have
WERs of 47.8, 25.7, and 9.2% for the 207V, AMI-IHM, and HUB4 datasets respectively, as
is shown in Table 9.1. Performing further sequence discriminative training on the students
outperform these systems. This may indicate that the frame-level students are better parameter
initialisations for further sequence discriminative training, than systems trained with the
standard cross-entropy criterion.
9.4 Diversity of students
Section 8.1.1 shows that the acoustic models are sensitive to the parameter initialisation,
when using standard training methods. This sensitivity can be used to obtain diversity, leading
to ensemble combination gains. This can also yield disagreements between the classifications
of each ensemble member, which can provide useful information to train a student, as is
shown in Section 9.2. The experiment in Section 9.3 shows that a frame-level student is
a good initialisation for further sequence discriminative training. This may suggest that
frame-level teacher-student learning reduces the sensitivity of the model to the initialisation.
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This section investigates the sensitivity of the student to the parameter initialisation. To as-
sess this, multiple DNN students were trained toward the same ensemble of sequence-trained
DNN teachers, with each student starting from a different random parameter initialisation, in
AMI-IHM. The teacher ensemble was also generated by beginning multiple training runs
from different random parameter initialisations. The multiple students were used to form an
ensemble of students, to assess the differences between their behaviours, and thus to ascertain
the sensitivity of the student to the parameter initialisation. Further sequence discriminative
training was also performed on the students. These results are shown in Table 9.6.
Table 9.6 Ensemble of multiple students from different random initialisations, in AMI-IHM.
The students were all trained toward the same ensemble of teachers. There is only a small
diversity between the students.
Single system WER (%) Combined
Ensemble Training mean best worst std dev WER (%) cross-WER (%)
Teachers
FCE 28.4 28.3 28.5 0.08 27.6 11.4
+FsMBR 25.7 25.6 25.8 0.10 24.9 11.8
Students
F stateTS 25.1 25.0 25.1 0.05 25.0 4.5
+FsMBR 24.7 24.5 24.8 0.13 24.4 7.0
The results show that the diversity between the students, with a cross-WER of 4.5%,
is much less than between systems that were trained with the standard cross-entropy and
sequence discriminative criteria, with cross-WERs of 11.4% and 11.8% respectively. This
suggests that when using frame-level teacher-student learning, the student behaviour is fairly
insensitive to the parameter initialisation. This may be because the soft posterior targets from
the teacher ensemble are easier to learn than cross-entropy forced alignment hard targets.
This may yield a simpler error surface to optimise the student’s parameters over. The lack of
diversity between the frame-level students leads to there being no significant gain through
combination. Further sequence discriminative training of the students appears to increase the
diversity between the students, from a cross-WER of 4.5% to 7.0%. This may be because
separate sequence discriminative training may allow the students’ behaviours to diverge away
from what was learnt from the teachers’ posteriors. However, despite this larger diversity
between the students with further sequence discriminative training, their combined WER of
24.4% is still not significantly better than the best single student WER of 24.5%, with a null
hypothesis probability of 0.042.
Despite this lack of significant gains when performing combination over the students,
the combined students after further sequence discriminative training, with a WER of 24.4%,
performs better than the combined teachers, having a WER of 24.9%, with a null hypothesis
probability less than 0.001. It is interesting to consider using this ensemble of students as
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teachers to train a second generation of students. This is shown in Table 9.7. Here, the first
generation of students, which learn from the original teacher ensemble, are referred to as
TS1. The second generation of students, which learn from the first generation after further
sequence discriminative training, are referred to as TS2.
Table 9.7 Training students toward an ensemble of students, in AMI-IHM. 4 students in
TS1 began from different random parameter initialisations and were trained toward the
FCE+FsMBR ensemble of teachers. 4 students in TS2 began from different random parameter
initialisations and were trained toward the TS1 + FsMBR ensemble of students. The second
generation of students have even less diversity.
Teacher Student Single student WER (%) Combined cross-
ensemble ensemble mean best worst std dev student WER (%) WER (%)
- FCE + FsMBR 25.7 25.6 25.8 0.10 24.9 11.8
FCE + FsMBR TS1 25.1 25.0 25.1 0.05 25.0 4.5
+FsMBR 24.7 24.5 24.8 0.13 24.4 7.0
TS1 + FsMBR TS2 24.6 24.6 24.7 0.05 24.6 3.8
+FsMBR 24.8 24.7 24.8 0.06 24.5 5.3
The results suggest that training toward the first generation of students results in better
performances for each of the students in the second generation. The mean WER of the first
generation is 25.1%, while that of the second generation is 24.6%. However, the diversity
between these second generation students is further reduced, from a first generation cross-
WER of 4.5% to a second generation cross-WER of 3.8%, suggesting that there is even
less sensitivity to the parameter initialisation in this second generation. This low diversity
leads to no significant combination gains in the second generation. Also, further sequence
discriminative training on the second generation of students does not yield any significant
performance improvements.
9.5 Learning from different model topologies
In the previous experiments, the ensembles have only utilised a diversity of acoustic model
parameters and the student and teachers have all used the same acoustic model topologies.
However, the experiment in Section 8.1.3 shows that additional diversity and combination
gains can be obtained by using different acoustic model topologies in the ensemble. For a
student to instead learn from an ensemble with a diversity of acoustic model topologies, the
student will need to learn from teachers that have different topologies from its own. Different
model topologies have different modelling capacities. It is interesting to question how well a
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student can learn from teachers that use different topologies, and what constraints there need
to be on the student topology to allow it to effectively learn from the teachers.
Another benefit of the ability to learn from different model topologies is to reduce the
computational cost of using a recurrent model. Work in [145] suggests that an acoustic model
with an RNN topology can outperform a feed-forward model, because of the ability to capture
longer span temporal dependencies in the data. However, it can be computationally expensive
to use recurrent acoustic models to perform recognition, because unlike feed-forward models,
the data needs to be processed sequentially, making it difficult to parallelise the computation.
If a feed-forward model can learn to behave like a recurrent model, then the feed-forward
model can be used instead, allowing the computation to be easily parallelised. Work in [21]
shows that it is possible for a feed-forward DNN student to learn from a single teacher with a
recurrent topology. This section expands upon this work, by investigating how well a student
can learn from teachers with a different topology from its own, as well as from teachers with
a diversity of topologies. The DNN and BLSTM acoustic model topologies, described in
Table 7.2, are considered in this section.
Fig. 9.5 Frame categories of DNN and BLSTM ensembles, in AMI-IHM. For each topology,
4 acoustic models were trained from different random parameter initialisations, toward the
FsMBR criterion. BLSTMs are able to classify more frames correctly than DNNs.
It is useful to compare the characteristics of the target posteriors generated by feed-
forward DNN and recurrent BLSTM teacher ensembles. For each acoustic model topology,
an ensemble of 4 sequence-trained systems was generated by beginning training from
different random parameter initialisations, in AMI-IHM. Figure 9.5 shows the categorisation
of frames according to the classifications of these DNN and BLSTM ensembles. The frame
categorisations suggest that the systems in the BLSTM ensemble are able to correctly classify
many more frames than those in the DNN ensemble. As such the BLSTM ensemble may
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Fig. 9.6 Histograms of entropies of the combined target posteriors from DNN and BLSTM
ensembles, in AMI-IHM. The BLSTM ensemble exhibits lower combined posterior entropies.
indicate that the frames are generally less difficult to classify, compared to what the DNN
ensemble indicates. Figure 9.6 shows the distribution of entropies in the combined posterior
targets generated by the DNN and BLSTM ensembles. The targets from the BLSTM
ensemble tend to exhibit much lower entropies than those of the DNN ensemble, showing
that the BLSTMs believe that there is less uncertainty about the classification of many frames.
The BLSTMs may be able to be more certain about their frame classifications, because they
have access to a longer time span of information than the DNNs.
Table 9.8 Feed-forward and recurrent topologies for the teachers and student, in AMI-IHM.
Each ensemble had 4 acoustic models from different random parameter initialisations, trained
toward the FsMBR criterion, and was combined using MBR combination decoding. The
students learn best from teachers with the same topology.
Teacher Ensemble DNN student WER (%) BLSTM student WER (%)
ensemble WER (%) F stateTS +FsMBR F stateTS +FsMBR
DNN 24.9 25.1 24.8 24.6 23.6
BLSTM 22.1 26.5 24.3 22.4 22.5
The next experiment assesses the ability of a student to learn from teachers with a different
topology than its own. Students with either a DNN or BLSTM topology were trained toward
either the DNN or BLSTM teacher ensembles, using frame-level teacher-student learning.
As a reference, the mean single system WERs of the teachers are 25.7% and 25.1% for the
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DNN and BLSTM ensembles respectively, from Table 8.3. The results in Table 9.8 show
that the best student performance, without further sequence discriminative training, for each
student topology can be obtained when the student and teacher topologies match. After
frame-level teacher-student learning, the DNN student performs better when learning from
the DNN ensemble, with a WER of 25.1%, rather than the BLSTM ensemble, with a WER of
26.5%. This is despite the BLSTM ensemble having a better WER of 22.1% than that of the
DNN ensemble of 24.9%. The recurrency in the BLSTM teachers allows them to model long
span temporal dependencies. With only access to a limited temporal span of information, the
DNN student may have difficulty emulating the BLSTM teachers’ behaviours. The BLSTM
student is able to leverage upon the better performance of the BLSTM ensemble than the
DNN ensemble.
The results in Table 9.8 also suggests that no significant gains can be obtained from
performing further sequence discriminative training on the BLSTM student that learns from
the BLSTM ensemble. This may indicate that the flexibility of the BLSTM topology allows
the BLSTM student to effectively learn to emulate the sequence-trained BLSTM teachers’
sequence-level behaviours, even though only frame-level information was propagated over.
As a further investigation into the ability of students to learn from teachers with differ-
ent topologies, Figure 9.7 shows log-histograms of the per-frame entropies produced by
the combined teacher ensembles and their corresponding students, where a darker colour
indicates more counts. If the student is able to effectively emulate the combined ensemble
behaviour, then it is expected that the histogram will be concentrated along the diagonal.
Frames located at the lower right of the plot indicate that the ensemble is more certain about
its classification than the student. Frames at the upper left of the plot indicate that the student
is more certain about its classification than the teachers. The figures suggest that a BLSTM
student is able to effectively emulate both teacher topologies, and a DNN student is able to
effectively emulate DNN teachers. However, Figure 9.7c shows that a DNN student is not
able to effectively emulate the behaviour of BLSTM teachers. In Figure 9.7c, the mass of the
histogram is shifted to the lower right. This indicates that for many frames, the combined
BLSTM ensemble is more certain about its classifications, by begin able to express a lower
entropy posterior than the DNN student. This agrees with Table 9.8, in suggesting that the
DNN student may not be able to effectively emulate the behaviours of BLSTM teachers.
These results indicate that it may be important to carefully consider the topology of the
student, based on the topologies of the teachers, to allow the student to effectively emulate
the teachers’ behaviours.
The experiment in Section 8.1.3 suggests that it can be beneficial to use multiple acoustic
model topologies within an ensemble. The next experiment assesses how well students
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(a) DNN student of DNN ensemble.
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(b) BLSTM student of DNN ensemble.
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(c) DNN student of BLSTM ensemble.
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(d) BLSTM student of BLSTM ensemble.
Fig. 9.7 Log-histograms of per-frame entropies of the ensemble targets and student posteriors.
The DNN student is not able to learn effectively from the BLSTM ensemble.
can learn from these multiple topologies together. An ensemble was constructed using all
4 DNNs and 4 BLSTMs together. DNN and BLSTM students were trained toward this
ensemble. The results are shown in Table 9.9. As a reference, the combined ensemble WER
is 21.9% from Table 8.3.
The results suggest that after frame-level teacher-student learning, the student does not
gain much from the added topology diversity, beyond what it can already learn from teachers
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Table 9.9 Learning from multiple topologies together, in AMI-IHM. Each student was trained
toward an ensemble of 4 DNNs together with 4 BLSTMs, each beginning from a different
random parameter initialisation. Learning from multiple topologies does not improve the
student performance, but represents a better initialisation for further sequence training.
Student WER (%)
Student F stateTS +FsMBR
DNN 25.1 24.0
BLSTM 22.7 22.1
with its own topology in Table 9.8. However, learning from multiple topologies seems to
produce a frame-level student that is a better parameter initialisation for further sequence
discriminative training.
9.6 Learning from different sets of state clusters
The previous experiments have demonstrated how teacher-student learning can be used to
compress ensembles with diversities of acoustic model parameters and topologies. Another
form of diversity that an ensemble can have is for the systems to use different sets of state
clusters, as is discussed in Section 3.3.3. The results in Section 8.3 suggest that this can
yield significant diversity and combination gains, especially when the quantity of training
data is little and the decision trees are small. However, as with other diversity methods,
such an ensemble can be computationally expensive to use to perform recognition. It is
therefore useful to be able to compress the ensemble using teacher-student learning, as is
done in the previous experiments. However, as is explained in Section 5.1, the standard
frame-level teacher-student learning criterion in (4.15) requires that all systems use the same
set of state clusters. Therefore, standard teacher-student learning cannot be used to compress
an ensemble that has a diversity of state cluster sets.
In Section 5.1, two method are proposed to compress such an ensemble. The first method,
discussed in Section 5.1.1, aims to map the state cluster posteriors between different decision
trees, thereby allowing frame-level posterior information to be propagated from teachers
with different sets of state clusters. The second method relates to the multi-task ensemble,
discussed in Section 4.2, which compresses an ensemble with a diversity of state cluster
sets, by merging together the hidden layers of the NN acoustic models. The experiments
in Section 8.7 show that although the multi-task ensemble can be used for compression, it
leads to a loss in diversity and combination gains. Section 5.1.2 proposes to overcome this
limitation by integrating teacher-student learning with the multi-task ensemble method. This
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may allow the multi-task ensemble to learn from the diverse behaviours of separate systems.
These two methods are assessed in this current section.
9.6.1 Teacher-student learning across different sets of state clusters
In Section 5.1.1, an extension to frame-level teacher-student learning is proposed to allow
for the propagation of frame-level posterior information between teachers and a student that
have different sets of state clusters. This trains the student by minimising the KL-divergence
between per-frame posteriors of logical context-dependent states, instead of state clusters,
using the criterion of FCD′TS in (5.5). In this criterion, the target posteriors from each teacher
are mapped to the student’s set of state clusters, using (5.14). This section investigates the
ability of the proposed criterion to compress an ensemble with a diversity of state cluster
sets. The performance of this proposed method is compared with standard frame-level
teacher-student learning using the criterion of F stateTS in (4.15), used to compress an ensemble
that does not have a diversity of state cluster sets.
Ensembles of 4 sequence-trained DNNs were generated, in the AMI-IHM and 207V
datasets. These ensembles used either a diversity of acoustic model parameters, by beginning
multiple training runs from different random parameter initialisations, or a diversity of state
cluster sets, by using different decision trees, generated using the random forest method,
identically to Section 8.3. Students were trained toward these ensembles. The students had
the same DNN topologies as each of the teachers, but used decision trees that were trained
using greedy splits. These students had decision trees with 4000 leaves for AMI-IHM and
1000 leaves for 207V, similarly to each of the teachers. As a reference, the combined WERs
of the ensembles with model parameter and state cluster diversities are respectively 24.9%
and 24.5% for AMI-IHM, and 46.3% and 45.8% for 207V, from Table 8.6.
Table 9.10 shows the performances of these students. The results suggest that by using
the proposed criterion, the students can be trained to emulate the ensembles with a diversity
of state cluster sets, coming closer to the combined ensemble performances than when using
standard cross-entropy and sequence discriminative training. Further sequence discriminative
training of the students brings further gains. However, after only frame-level teacher-student
learning, the students of the ensembles with state cluster diversity perform worse than those
of the ensembles with model parameter diversity, even though the combined ensembles with
state cluster diversity outperform the combined ensembles with model parameter diversity.
Further sequence discriminative training of the students appears to overcome this performance
degradation.
A closer investigation into the nature of the ensemble targets can be made to determine the
possible causes of the degraded student performance. Figure 9.8 shows how the training data
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Table 9.10 Frame-level teacher-student learning with different sets of state clusters. Each
ensemble had 4 FsMBR-trained DNNs. The students used the same DNN topology as each
teacher, but with the greedy decision tree. The student is able to come closer to the combined
performance of the ensemble with state cluster diversity, than can standard FCE and FsMBR
systems.
Ensemble WER (%)
Training diversity AMI-IHM 207V
FCE - 28.4 50.2+FsMBR 25.7 47.8
F stateTS parameters 25.1 46.9+FsMBR 24.8 46.6
FCD′TS state clusters 25.5 47.3+FsMBR 24.6 46.6
Fig. 9.8 Frame categories of ensembles with model parameter and state cluster diversities, in
AMI-IHM. Each ensemble had 4 DNNs, trained toward the FsMBR criterion. The ensemble
with state cluster diversity has more frames in the all correct and no majority correct
categories.
frames are distributed into the categories, defined in Section 9.2.2, for ensembles with both
forms of diversities. When the sets of state clusters differ between systems, the classifications
by the systems were considered to be in agreement if there was at least one logical context-
dependent state that was common within the state cluster classifications across the systems.
The ensemble with state cluster diversity allocates many more frames to the all correct
and no majority correct categories, than the ensemble with model parameter diversity. The
category of interest is the no majority correct category. The frames within this category
are classified correctly by only a minority of the systems. An increase in the number of
frames in this category may indicate that the systems with different sets of state clusters
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are specialising more specifically toward different frames. The choice of decision tree, that
defines how logical context-dependent states are clustered, may affect how easily each frame
can be classified.
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Fig. 9.9 Histograms of per-teacher posterior entropies for frames in the no majority correct
category, which are classified correctly and wrongly by the teachers in the ensembles with
model parameter and state cluster diversities, in AMI-IHM. Dashed lines represent the
histogram means. The teachers with different sets of state clusters show different behaviours
for correctly and wrongly classified frames in this category.
Figure 9.9 shows histograms of the posterior entropies of each teacher in the ensembles,
for frames that have been allocated into the no majority correct category. For each ensemble,
the entropies of each teacher were divided according to whether that teacher had classified
that frame correctly. For the ensemble with model parameter diversity, the distributions of
per-teacher entropies are fairly similar, whether the teachers classify the frame correctly
or not. However, for the ensemble with state cluster diversity, the entropy distributions for
correctly and wrongly classified frames differ greatly. This suggests that by using different
sets of state clusters, different systems in the ensemble are each able to better classify different
frames. This may suggest that this ensemble relies on its diversity of state cluster sets to
obtains a good combined performance.
The distribution of frames shown in Figure 9.8 had been computed when the correctness
and agreement of the teachers were measured over the different sets of state clusters that the
ensemble had. However, when training a student, the teachers’ posteriors are mapped to the
student’s set of state clusters, using (5.14). The frame categorisation after this mapping is
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Fig. 9.10 Effect of mapping posteriors across state cluster sets on the frame categories, in
AMI-IHM. After mapping, there are fewer frames in the all correct and no majority correct
categories.
shown in Figure 9.10. Here, the correctness and agreement of the targets are measured in the
common space of the student’s set of state clusters. Although Figure 9.8 shows that there are
more frames in the no majority correct category in the ensemble with state cluster diversity
than the ensemble with parameter diversity before posterior mapping, Figure 9.10 shows
that the number of frames in this category decreases after posterior mapping. Mapping the
posteriors from multiple sets of state clusters to a single set of state clusters may reduce the
ability of the ensemble to express the diversity that it originally had. This may be a limitation
caused by the size of the student’s set of state clusters.
After posterior mapping, there is also a decrease in the number of frames in the all correct
category. Before the mapping, a frame was considered to be classified correctly by teacher
Φm if argmax
sm
P (sm|ot,Φm) = T m
(
creft
)
, where creft is the reference forced alignment
logical context-dependent state. As opposed to this, after the posterior mapping, the frame
was considered to be classified correctly if argmax
sΘ
∑
sm∈T m
P
(
sΘ
∣∣∣sm)P (sm|ot,Φm) =
T Θ
(
creft
)
. A correct classification under the teacher’s set of state clusters does not guarantee
correct classification under that of the student. This may be especially evident when the state
clusters of T m
(
creft
)
and T Θ
(
creft
)
only overlap by a few logical context-dependent states.
Using a non-approximated form of the posterior mapping of (5.11) may help to alleviate this.
These results point to two issues. First, that the student’s set of state clusters may not be
able to capture the diverse behaviours of the multiple sets of state clusters used by the teachers.
Second, that the approximate posterior mapping may result in incorrect classifications of the
targets after mapping. It may be possible to reduce the impact of these issues by using a larger
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Table 9.11 Increasing the student’s decision tree size, in 207V. The trees with 1000 and 1800
leaves had greedy splits, while that with 15094 leaves was constructed using a Cartesian
product of the 4 random forest decision trees of the teachers. Increasing the student’s decision
tree size brings its performance closer to that of the combined ensemble.
Student No. Student WER (%) Ensemble
decision tree size parameters FCD′TS +FsMBR WER (%)
1000 5.0× 106 47.3 46.6
45.81800 5.8× 106 47.0 46.3
15094 (intersect) 19.1× 106 46.6 46.0
set of state clusters in the student, and thus increasing its phonetic resolution. The set of state
clusters is determined by the leaves of the decision tree. The systems in AMI-IHM used
decision trees with 4000 leaves. Increasing the number of leaves further incurs significant
additional computational cost during training. As such, this experiment was performed on
207V, where the teachers used decision trees with 1000 leaves. For 207V, a decision tree
with 1800 leaves was about the largest that could be generated without having to relax the
likelihood thresholds. Using a state cluster set corresponding to the intersect states, formed
by the Cartesian product of all of the teachers’ decision trees, forms an upper limit to the
phonetic resolution that the teacher ensemble can express, as is discussed in Section 3.4.2.
Students that used these larger sets of state clusters were trained toward the ensemble with
state cluster diversity. The results in Table 9.11 show that using larger sets of state clusters
for the student does indeed bring the student’s performance closer to that of the combined
ensemble. However, using more state clusters leads to a larger student output layer, and
thus more parameters. Using a larger student may incur a greater computational cost when
performing recognition. Having more parameters may also make it more difficult to train the
student to generalise well, but this is not evident in the results. This experiment demonstrates
the flexibility allowed by the proposed criterion, in allowing the freedom to choose the
student’s set of state clusters and output complexity independently of those used by the
teachers.
9.6.2 Multi-task teacher-student learning
The results in Table 9.11 suggest that a large decision tree may be required for the student
to effectively emulate the ensemble behaviour, when the ensemble has a diversity of state
cluster sets. However, this may incur a high computational cost when performing recognition
using the student. Rather than compressing the ensemble into a student with a single output
layer, the multi-task ensemble topology presented in Section 4.2 can instead be used, where
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the hidden layer weights are tied across all members of the ensemble, and each member
only has a separate output layer for each different set of state clusters. Since the multi-task
ensemble uses all of the different decision trees, it has the same phonetic resolution as an
ensemble of separate systems. As opposed to this, a student with a single output layer needs
to use intersect states, in order to capture the same phonetic resolution as the ensemble. The
intersect states are formed by a Cartesian product of the multiple decision trees. The number
of intersect states may be many more than the sum of the leaves of the different decision trees.
As such, the multi-task ensemble can capture the same phonetic resolution as an ensemble
of separate systems, while potentially having fewer parameters than a student with a single
large output layer.
The experiment in Section 8.7 trains a multi-task ensemble using the multi-task cross-
entropy criterion of FMT-CE in (4.5). It is shown that this yields little diversity between the
multi-task output layers, leading to limited gains in combination. The limited diversity in
the multi-task ensemble may be because many parameters are shared across the different
members of the ensemble. Section 5.1.2 proposes to use teacher-student learning, using the
criterion of FMT-TS in (5.15), to train a multi-task ensemble to emulate the diverse behaviours
of separate systems. This multi-task teacher-student learning method is assessed in this
section.
The first experiment compares training a multi-task ensemble using the cross-entropy and
teacher-student learning criteria, in the AMI-IHM and 207V datasets. The ensembles used
4 different decision trees, generated using the random forest method. Teacher ensembles
of separate DNNs were sequence-trained using these different decision trees. Multi-task
ensembles used the same feed-forward hidden layer topologies and multiple decision trees
as the ensembles of separate systems. Multi-Task (MT) ensembles were trained using the
multi-task cross-entropy criterion, and are referred to as MT. These are the same multi-task
ensembles used in Section 8.7. Multi-task ensembles were also trained using the multi-task
Teacher-Student (TS) learning criterion, toward the ensembles of separate systems, and are
referred to as MT-TS. Further joint sequence discriminative training was performed on the
multi-task ensembles using the F jointMT-sMBR criterion of (4.9). Frame-level combinations of
(3.40) and (4.8) were used to combine the ensembles, as it is more computationally efficient
than hypothesis-level combination. The joint sequence discriminative training method uses
a frame-level combination of the multi-task ensemble, and is therefore matched with the
combination method used when performing recognition here. The performances of these
ensembles are shown in Table 9.12.
The results suggest that by using teacher-student learning, the combined WER of the
multi-task ensemble, of 24.8% in AMI-IHM, can be brought closer to that of the combined
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Table 9.12 Multi-task teacher-student learning. All ensembles used 4 random forest decision
trees. Combination was performed at the frame level. The combined performance of the
multi-task ensemble with teacher-student learning comes close to that of separate systems.
WER (%)
Dataset Ensemble Criterion mean single combine cross-WER (%)
207V
separate FsMBR 48.3 46.0 28.4
MT
FMT-CE 50.2 49.4 19.6
+F jointMT-sMBR 48.7 47.8 20.7
MT-TS
FMT-TS 47.4 46.3 22.0
+F jointMT-sMBR 47.1 45.7 22.2
AMI-IHM
separate FsMBR 26.0 24.6 15.2
MT
FMT-CE 28.6 27.9 11.9
+F jointMT-sMBR 26.2 25.5 11.7
MT-TS
FMT-TS 25.5 24.8 11.5
+F jointMT-sMBR 25.4 24.4 12.8
ensemble of separate systems of 24.6%, compared to using cross-entropy training yielding
a combined WER of 27.9%. This shows that the information propagated over from the
separate systems is useful for the multi-task ensemble. Contrary to what was originally
hypothesised, learning from diverse separate systems does not yield a consistent increase in
the multi-task ensemble diversity. In AMI-IHM, the cross-entropy multi-task ensemble has a
cross-WER of 11.9%, which is similar to that trained with teacher-student learning of 11.5%,
both of which are less than that for separate systems of 15.2%. This may be a limitation
of having many shared parameters across the members of the ensemble. Instead, learning
from the separate systems yields an improvement in the performance of each individual
member of the multi-task ensemble. The mean single ensemble member performance of the
multi-task ensemble with teacher-student learning is 25.5%, which is better than that trained
with cross-entropy of 28.6%, in AMI-IHM. This may suggest that propagating information
from multiple teachers may help the multi-task ensemble to develop a more general hidden
representation. It is this improvement of the single ensemble member performance that seems
to be resulting in the better combined performance of the multi-task ensemble.
Performing further sequence discriminative training on the multi-task ensemble after
teacher-student learning brings additional performance gains, with the combined multi-task
ensembles outperforming the combined ensembles of separate systems in both datasets. This
is statistically significant for 207V with a null hypothesis probability less than 0.001, but not
for AMI-IHM, with a null hypothesis probability of 0.073. Further sequence discriminative
training of the MT-TS ensemble does not result in as much gains as further sequence
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discriminative training of the MT ensemble. In AMI-IHM, further sequence discriminative
training of the MT-TS ensemble yields a relative gain of 1.6% in the combined performance,
while the same for the MT ensemble yields a relative gain of 8.6%. This may indicate that
the frame-level posterior information propagated over from the sequence-trained separate
systems already conveys some information about their sequence-level behaviours.
Table 9.13 Using a multi-task or single output layer student, in 207V. The ensemble of
teachers had 4 DNNs with different random forest decision trees, trained toward the FsMBR
criterion, and was combined using MBR combination decoding. No sequence training was
performed on the students. Using the multi-task topology performs better than a student with
a single large output layer, while having fewer parameters.
No. of parameters WER (%)
separate ensemble 19.9× 106 45.8
MT-TS 8.0× 106 46.3
student with 15094 intersect states 19.1× 106 46.6
student with 1000 state clusters 5.0× 106 47.3
In this experiment, the multi-task ensemble is used as a student, to learn from an ensemble
of separate systems. This can be contrasted with using a student with a single output layer, as
is used in Section 9.6.1. This is shown in Table 9.13 for the 207V dataset. Here, the multi-task
ensemble and students with single output layers were trained with only frame-level teacher-
student learning, without further sequence discriminative training, to ascertain how well
teacher-student learning alone can allow the students to emulate the ensemble performance.
The student performances are contrasted against the performance of an ensemble of separate
systems, that was combined with hypothesis-level MBR combination decoding of (3.29).
This hypothesis-level combination method was used for the ensemble of separate systems,
as it represents the best performance that the ensemble can achieve, despite being the most
computationally expensive. The results suggest that the multi-task ensemble is able to obtain
a performance that is closer to the combined separate systems, while having fewer model
parameters than the best student with a single output layer, with a null hypothesis probability
less than 0.001. The results suggest that the multi-task ensemble represents a better balance
between the number of parameters and the modelling capacity, in terms of the phonetic
resolution, than a student with a single large output layer.
The experiments in this section have thus far combined a multi-task ensemble using
only frame-level combination. A comparison of various ensemble methods with different
forms of combinations is presented in Table 9.14. Here, sequence discriminative training
was performed on all of the ensembles. The joint sequence discriminative training method
was used for the multi-task ensembles. The HUB4 dataset was also used here for an addi-
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tional comparison. Hypothesis-level combination was performed using MBR combination
decoding of (3.29). Frame-level combination was performed using (3.40) and (4.8). Another
combination method that is compared was to compress each of the ensembles into students
with single output layers. These students used greedy decision trees with the same number
of leaves as each of the separate systems. Further sequence discriminative training was also
performed on these students. The combination methods presented in Table 9.14 are ordered,
such that the computational cost of performing recognition decreases when going from the
left to the right.
Table 9.14 Multi-task ensemble combination. Further F jointMT-sMBR and FsMBR sequence training
were performed on the MT-TS ensembles and students respectively. The separate systems can
be compressed into a multi-task ensemble using teacher-student learning, without incurring
performance degradation.
Combined WER (%)
Dataset Ensemble hypothesis frame student
207V
separate 45.8 46.0 46.6
MT 47.7 47.8 47.3
MT-TS 45.7 45.7 46.3
AMI-IHM
separate 24.5 24.6 24.6
MT 25.4 25.5 25.1
MT-TS 24.3 24.4 24.6
HUB4
separate 8.7 8.7 9.0
MT 9.1 9.1 8.8
MT-TS 8.8 8.7 8.9
The results suggest that the MT-TS ensembles can consistently outperform the MT
ensembles. The MT-TS ensembles are able to match, and sometimes even outperform, the
ensembles of separate systems. This shows that compressing the separate systems into a
multi-task ensemble need not sacrifice the performance, but may in fact lead to improvements.
Furthermore, when performing recognition using a multi-task ensemble, data only needs
to be fed through the hidden layers once, and should therefore be less computationally
expensive than using an ensemble of separate systems. Hypothesis-level combination tends
to perform slightly better than frame-level combination in many of the ensembles. However,
it is more computationally expensive, as it requires multiple decoding runs. The students of
the separate systems and MT-TS ensembles tend to not perform as well as the hypothesis and
frame-level combinations, agreeing with the results from the previous experiments.
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9.7 Summary
This chapter has presented several experiments to assess the properties of frame-level teacher-
student learning. The results suggest that it is the information about the difficulty of classify-
ing each frame, propagated from the teachers, that is useful to the student. Performing further
sequence discriminative training brings additional gains to the student, suggesting that the
frame-level posteriors do not convey all information about the sequence-level behaviours of
sequence-trained teachers.
This chapter has also assessed the ability of students to learn from teachers with different
acoustic model topologies and different sets of state clusters. The student learns best from
teachers with similar topologies. The proposed method of minimising the KL-divergence
between logical context-dependent state posteriors allows a student to learn from an ensemble
with a diversity of state cluster sets. However, a large student output layer may be required
to effectively capture the phonetic resolution of the ensemble. Teacher-student learning can
also be used to train a multi-task ensemble. This allows the multi-task ensemble to learn
from diverse separate systems, improving upon using multi-task cross-entropy training. The
multi-task ensemble is able to outperform a student with a single large output layer, while
having fewer parameters. These results suggest that it is important to carefully design the
student to have the capacity to effectively emulate the teachers.

Chapter 10
Experiments on propagating different
forms of information
Teacher-student learning can be used to reduce the computational cost of using an ensemble
to perform recognition. The experiments in Chapter 9 investigate frame-level teacher-student
learning, where information is propagated from the teachers to the student in the form of per-
frame state posteriors. The student learns to emulate the ensemble based on this propagated
information. There may be other forms of information that are also useful to the student.
Section 6.1 has discussed possible methods of propagating information about the hidden
layer representations. These methods are assessed in Section 10.1. The student can also be
trained to directly emulate the sequence-level behaviours of the teachers, by propagating
over sequence-level posterior information, as is discussed in Section 6.2. These methods are
investigated in Section 10.2.
10.1 Hidden layer information
In addition to propagating frame-level state cluster posterior information from the teachers to
the student, Section 6.1 also discusses the possibility of propagating information about the
behaviours of the teachers’ hidden layer representations. In particular, this thesis proposes to
propagate posterior information about the discriminability of the hidden layer representations,
by first training a softmax output layer from the hidden representations of each teacher, then
training the student by minimising the KL-divergence between the posteriors at the hidden
outputs of the teachers and a hidden output of the student. This section presents a preliminary
investigation into the usefulness of this form of information.
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An ensemble of 4 DNN teachers was sequence-trained, in the 207V dataset. These teach-
ers were made different by beginning each training run from a different random parameter
initialisation. For each of the hidden layers of each of the teachers, a single layer softmax
output was trained using the sequence-level FsMBR criterion in (2.83), to provide hidden
layer posterior information for the student. A student was trained using both state cluster
posterior information at the final output layer and hidden layer posterior information. This
was achieved by interpolating together the KL-divergence criterion of FKLhid-TS in (6.4) for
each hidden layer, with the standard teacher-student learning criterion of F stateTS in (4.15),
F (Θ,Ξ1, · · · ,ΞK) = χK+1F stateTS (Θ) +
K∑
k=1
χkFKLhid-TS (Θ1:k,Ξk) , (10.1)
whereΞk represents the parameters of the output layer appended to the kth hidden layer in the
student, K is the total number of hidden layers, and the interpolation weights satisfy χk ≥ 0.
In this experiment, information was propagated from each of the teachers’ multiple hidden
layers to each of the corresponding hidden layers in the student. The student was configured
to have the same DNN acoustic model topology as each of the teachers, with the same number
of layers. Although this simple configuration was used here, it is in general possible to use a
student with a different number of layers than the teachers. In this preliminary experiment,
equal interpolation weights were used for all layers. However, it may be possible to obtain
improved performance by placing more emphasis on later layers, as the student may be better
able to emulate the teachers’ behaviours after processing data through more layers.
In the frame-level teacher-student learning experiment of Section 9.1 the student NN in the
207V dataset had been pre-trained in a supervised fashion toward the teacher ensemble output
layer targets of (4.16). In the current experiment, teacher targets from each hidden layer are
available, and can be used to pre-train the student. However, preliminary experiments showed
no significant improvements by pre-training each hidden layer of the student toward the
corresponding hidden layer targets of the teachers. As such, the same layer-wise pre-training
toward the teachers’ final output layer targets was used.
Figure 10.1 shows the convergence of the criteria at the various hidden layers, over
the epochs of training of the student. Figure 10.1a shows the KL-divergence of the final
layer F stateTS criterion when training is performed with and without propagating hidden layer
posterior information, measured on the training and held-out validation data. Propagating
hidden layer posterior information does not appear to improve the ability of the student’s
final output layer to emulate the teacher ensemble’s behaviour. The results in fact suggest a
slight degradation in the student performance on the training data when hidden layer posterior
information is propagated over. This may suggest that propagating hidden layer posterior
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(a) Final layer KL-divergence with and without hidden layer information propagation. Propagating
hidden layer information may have a regularisation effect.
(b) Training set KL-divergence for each layer, with hidden layer information propagation. Higher
layers are better able to emulate the teachers.
Fig. 10.1 KL-divergence convergence when propagating hidden layer posterior information,
in 207V. The student DNN had the same number of layers as each teacher DNN. Hidden
layer posterior information was propagated from each teacher hidden layer to the respective
student hidden layer.
information may have a regularisation effect on the student. By propagating hidden layer
posterior information, the student may be constrained to develop hidden layer representations
that follow more closely to those of the teachers.
Figure 10.1b compares the training data KL-divergences for each of the hidden layers,
when hidden layer posterior information is being propagated. The results suggest that it
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is most difficult for the first hidden layer to emulate the teachers’ behaviours. The KL-
divergences of the other layers are fairly similar. It may therefore be useful to assign less
importance to emulating the first hidden layer, by reducing its criterion interpolation weight.
Table 10.1 Performance of student trained with and without hidden layer posterior information
propagation, in 207V. Propagating hidden layer posterior information does not significantly
improve the student’s performance.
Information Student WER (%)
final layer 46.9
final layer and hidden layers 46.8
Table 10.1 shows the WER performance of the student trained with and without the
propagation of hidden layer posterior information. As a reference, the combined ensemble
has a WER of 46.3%. The results suggest that propagating hidden layer posterior information
may not significantly benefit the student when used together with frame-level teacher-student
learning, will a null hypothesis probability of 0.549. This used equal interpolation weights for
all layers. However as mentioned previously, it may be useful to have different interpolation
weights for each layer. This may be an interesting direction for future research.
Table 10.2 Sequence training from student initialised with and without hidden layer posterior
information propagation, in 207V. Propagating hidden layer posterior information leads to a
better initialisation for further sequence training.
Information Student WER (%) with further FsMBR training
final layer 46.6
final layer and hidden layers 46.1
Propagating hidden layer information from an ensemble may allow the student to develop
better hidden representations. These better hidden representations may indicate a better
initialisation for subsequent training. Table 10.2 shows the performance of further sequence
discriminative training of the students, after being initialised through frame-level teacher-
student learning, with and without the propagation of hidden layer posterior information.
Hidden layer posterior information was not used during the sequence discriminative training
phase. Propagating hidden layer posterior information leads to a better student performance
after further sequence discriminative training, with a null hypothesis probability less than
0.001. The results suggest that propagating hidden layer posterior information while per-
forming frame-level teacher-student learning may in fact lead to a better initial model for
subsequent sequence discriminative training. However, this improved initialisation is not
evident in the student after only frame-level teacher-student learning, in Table 10.1.
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The standard frame-level teacher-student learning method, discussed in Section 4.3.3, trains
the student by propagating per-frame state cluster posterior information from the teachers
in the ensemble. It is also possible to propagate information about the hidden layer repre-
sentations, as is discussed in Section 6.1. However, these forms of information may not
effectively convey all of the information about the sequence-level behaviours of the teachers.
Furthermore, work in [86] shows that with standard training, sequence-level training can
often outperform frame-level training. The experiment in Section 9.3 investigates a simple
method of incorporating sequence-level information into the student, by performing further
sequence discriminative training on the student, after initial frame-level teacher-student
learning. The gains observed when performing further sequence discriminative training on
the frame-level student suggest that frame-level teacher-student learning does not effectively
convey all information about the sequence-level behaviours of the teachers. Section 6.2 pro-
poses several approaches to directly propagate sequence-level information from the teachers
to the student. These sequence-level teacher-student learning methods are investigated in this
section.
10.2.1 State cluster sequence posterior
Sequence-level information can be propagated by minimising the KL-divergence between
word sequence posteriors. However, the derivative of this criterion can be expensive to
compute when training the student, as is discussed in Section 6.2.1. The student can instead
be trained by minimising the KL-divergence between state cluster sequence posteriors, using
the criterion of F stateseq-KL in (6.19). As is discussed in Section 6.2.3, the derivative of this
criterion is less expensive to compute, by performing forward-backward operations over
lattices whose arcs are marked with state clusters. This section investigates training a student
using the proposed F stateseq-KL criterion.
An ensemble of 4 sequence-trained DNN teachers was generated by beginning multiple
training runs from different random initialisations, in the AMI-IHM dataset. A student, with
the same DNN topology as each of the teachers, was trained to emulate the ensemble. The
sequence-level teacher-student learning criterion derivative computation in this experiment
was implemented using a lattice-based framework. This requires an initial acoustic model
to provide acoustic scores to prune the denominator lattices. Frame-level teacher-student
learning, with the criterion of F stateTS in (4.15), was used to train this initial model, from which
sequence-level teacher-student learning was then performed. The denominator lattices of
the teachers and student need to have the same support when computing the gradient. In
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this experiment, a common support was ensured by using a common set of lattice paths,
generated by the initial frame-level student. The teachers’ denominator lattices were obtained
by rescoring this common lattice with acoustic scores from each of the teachers.
As is discussed in Section 6.2.1, the sequence-level teacher-student learning criteria have
a similar KL-divergence form to the standard sequence-level FMMI criterion in (6.13). It is
therefore simple to interpolate these criteria together when training the student,
F = χFMMI (Θ) + (1− χ)F stateseq-TS (Θ) , (10.2)
where the interpolation weight satisfies 0 ≤ χ ≤ 1. This allows information about the manual
transcriptions to be used when training the student.
Fig. 10.2 Sequence-level teacher-student learning, in AMI-IHM. A DNN student was trained
toward an ensemble of 4 FsMBR-trained DNN teachers from different random parameter
initialisations. The sequence-level student used the frame-level student as the parameter
initialisation. The ensemble was combined using MBR combination decoding. The sequence-
level student outperforms both the frame-level student and the combined ensemble.
Figure 10.2 shows the performances of students trained with various interpolation weights.
The results suggest that using just sequence-level teacher-student learning alone, with χ = 0,
outperforms the frame-level student, and performances similarly to further FMMI training
of the frame-level student. This demonstrates the advantage of propagating sequence-level
hypothesis posterior information, over just frame-level state cluster posterior information.
Further performance gains are obtained by interpolating together the sequence-level teacher-
student learning and FMMI criteria, suggesting that including information about the manual
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transcriptions can be beneficial to the student. This differs from the trend observed when
interpolating the cross-entropy and frame-level teacher-student learning criteria in Section
9.1, where cross-entropy interpolation is found not to help when the teachers have been
sequence-trained. The sequence-level students here are able to outperform the combined
teacher ensemble.
Table 10.3 Comparing sequence-level teacher-student learning with further FsMBR training
of a frame-level student, in AMI-IHM. The sequence-level student can outperform further
FsMBR training on the frame-level student.
Training WER (%)
F stateTS 25.1
F stateTS + FsMBR 24.8
F stateTS + F stateseq-TS 24.4
Combined ensemble 24.9
The sequence-level student is compared to performing further sequence-level FsMBR
training on the frame-level student, as is done in Section 9.3. Interpolation of the FMMI
criterion with a weight of χ = 0.75 was used when performing sequence-level teacher-
student learning. The results in Table 10.3 show that the sequence-level student outperforms
both further FsMBR training of the frame-level student and the combined teacher ensemble,
with null hypothesis probabilities of less than 0.001.
10.2.2 State cluster diversity
The experiments in Section 10.2.1 show that sequence-level information can be propagated
to perform teacher-student learning, by minimising the KL-divergence between state cluster
sequence posteriors. As is described in Section 6.2.3, the derivative of this criterion can
be computed efficiently over lattices whose arcs are marked with state clusters. However,
the KL-divergence requires the same support for all distributions, and therefore all systems
are restricted to use the same set of state clusters. This limits the forms of diversities that
are allowed in a teacher ensemble. It is possible to allow additional forms of diversities by
instead marking the arcs with words or sub-word units, and considering KL-divergences
over their respective sequence posteriors. However, these choices of arc markings require
two levels of forward-backward operations to compute the criteria derivatives, as opposed
to the single level required when marking the arcs with state clusters. Section 6.2.4 instead
proposes to mark the arcs with logical context-dependent states, and propagate sequence-level
posterior information by minimising the KL-divergence between logical context-dependent
state sequence posteriors, using the criterion of FCDseq-TS in (6.26). This allows the teacher
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ensemble to use a diversity of state cluster sets, while still allowing the criterion derivative to
be simply and efficiently computed using a single level of forward-backward operations. The
current section investigates the effectiveness of using the proposed FCDseq-TS criterion to train a
student to emulate an ensemble with a diversity of state cluster sets.
When performing teacher-student learning at the frame level, the teacher ensemble can
be allowed to have a diversity of state cluster sets by using the criterion of FCD′TS in (5.5). As
is described in Section 5.1.1, this criterion is motivated by minimising the KL-divergence
between per-frame logical context-dependent state posteriors. The experiments in Section
9.6.1 show that this criterion can train a student to emulate an ensemble with a diversity
of state cluster sets. However, the information propagated by frame-level training may not
adequately capture the sequential nature of the data. Furthermore, this frame-level training
method requires the approximation of (5.11) to compute the targets when training the student.
The sequence-level criterion propagates information about the sequence-level behaviours of
the teachers, and also does not require any approximations when computing the targets to train
the student. This experiment compares frame and sequence-level teacher-student learning
toward an ensemble with a diversity of state cluster sets. A lattice-based implementation of
the sequence-level criterion derivative computation was used here, which requires an initial
acoustic model to provide acoustic scores to prune the denominator lattices. The frame-level
student was again used as the initialisation for sequence-level teacher-student learning. The
denominator lattice arcs were marked with intersect states, formed by a Cartesian product of
all of the decision trees of the teachers and student.
An ensemble of 4 sequence-trained DNNs was generated, each having a different decision
tree, obtained using the random forest method, in AMI-IHM. Students, with the same DNN
topology as each teacher, were trained toward this ensemble using frame and sequence-level
teacher-student learning. The students used a decision tree of the same size as those of
the teachers, but that was trained with greedy splits. Unlike in Section 10.2.1, no FMMI
interpolation was used here, to ascertain the sole contribution from sequence-level teacher-
student learning.
Table 10.4 compares the performances of these frame and sequence-level students. The
results show that by using sequence-level teacher-student learning, the student is able to more
closely approach the combined performance of the ensemble, than can a frame-level student.
The sequence-level student significantly outperforms the frame-level student, with a null
hypothesis probability less than 0.001.
The difference between the combined ensemble performance and that of the sequence-
level student is not significant, with a null hypothesis probability of 0.412. In the experiment
in Section 9.6.1, frame-level teacher-student learning is shown to result in a degraded student
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Table 10.4 Comparing frame and sequence-level teacher-student learning with different sets
of state clusters, in AMI-IHM. The ensemble had 4 FsMBR-trained DNNs with different
random forest decision trees. The DNN student used the greedy decision tree. The sequence-
level student used the frame-level student as the parameter initialisation. Sequence-level
teacher-student learning brings the student performance closer to that of the combined
ensemble.
System WER (%)
frame-level student, FCD′TS 25.5
sequence-level student, FCDseq-TS 24.6
Combined ensemble 24.5
performance. It is hypothesised that the degradation either arises from the approximation used
to map the posterior targets between different sets of state clusters or from the limited phonetic
resolution of the student. In sequence-level teacher-student learning, no approximations are
needed when computing the target posteriors. The results in Table 10.4 suggest that despite
its limited phonetic resolution, the sequence-level student is able to effectively emulate the
combined ensemble behaviour. The student here used a greedy decision tree with 4000
leaves, identical in size to each of the teachers’ decision trees. However, a performance
degradation due to the limited phonetic resolution of the sequence-level student is observed
in the lattice-free experiments in Section 11.6.2.
10.3 Summary
This chapter has investigated propagating information in the forms of hidden layer posteriors
and sequence posteriors. The preliminary experiments suggest that propagating hidden layer
posterior information can allow the student to develop better hidden representations, which
are beneficial when performing further sequence discriminative training. Sequence-level
information is shown to allow the student to better emulate the teacher ensemble. The
sequence-level criteria of the KL-divergences between either state cluster sequence or logical
context-dependent state sequence posteriors have been assessed. The latter of which can be
used when the ensemble has a diversity of state cluster sets.

Chapter 11
Experiments on extensions for
lattice-free systems
In the previous experiments, sequence discriminative training and sequence-level teacher-
student learning are implemented using a lattice-based approach to compute the derivatives
of the criteria. Here, the lattices representing the competing hypotheses allowed by the
recognition graph are pruned to reduce the computational cost. The lattice-free method,
described in Section 2.5.2, is an alternative method to reduce the computational cost. Here,
the lattices are not pruned. Instead, the number of lattice arcs are reduced by simplifying the
recognition graph to use a phone-level language model, rather than a word-level language
model. Other simplifications that are often made to further reduce the computational cost
are to use a simpler 2-state HMM topology and a slower 30ms frame shift. These unpruned
lattices are also generated on-the-fly from the recognition graph during training. Work in
[116] shows that sequence discriminative training using this lattice-free method can perform
competitively with lattice-based training.
This chapter extends the ensemble generation and teacher-student learning methods to
use lattice-free systems. Sections 11.2, 11.3 and 11.4 show transitions of the single system
and ensemble performances from lattice-based to lattice-free training. Section 11.5 assess
methods of performing frame-level teacher-student learning when using the lattice-free
model topology. Sections 11.6 investigates a lattice-free implementation of the proposed
sequence-level teacher-student learning methods. Finally in Section 11.7, a rich ensemble
is generated with multiple forms of diversities, and various schemes of compressing this
ensemble are assessed.
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11.1 Setup
The lattice-free experiments were performed on the AMI-IHM and MGB-3 datasets. A
4-gram phone-level language model was used for sequence discriminative training. A left-
biphone context-dependence and 2-state HMM topology shown in Figure 2.2b were used,
with decision trees having 2000 and 3600 leaves for AMI-IHM and MGB-3 respectively.
A 30ms shift was used between consecutive frames. Initial experiments found that using
an acoustic model that captures a longer temporal context span leads to better performance.
The acoustic models here used interleaved layers of TDNNs and LSTMs, referred to as the
TDNN-LSTM topology. For both datasets, the TDNN layers consisted of 600 nodes with
ReLU activations. Each TDNN layer spliced together the activations of the preceding layer
over a finite context of past and future frames. The splice windows sub-sampled the frames
from the preceding layer to limit the number of parameters, similarly to the TDNN topology
in [112]. The LSTM layers consisted of 512 cells, with 128 recurrent and 128 non-recurrent
projections. From the input to the output, the layers were arranged with splice windows
described as {−2,−1, 0, 1, 2} {−1, 0, 1} L {−3, 0, 3} {−3, 0, 3} L {−3, 0, 3} {−3, 0, 3} L,
where L indicates an LSTM layer. The TDNN-LSTM model parameters were not pre-trained,
but began directly from random initialisation. Since no initial acoustic scores are required for
lattice pruning in the lattice-free method, there is no need for initial frame-level cross-entropy
training. As such, the systems were trained directly toward the sequence-level FMMI criterion
of (2.81). Furthermore, since state cluster posteriors are no longer required without the need
for cross-entropy training, the lattice-free acoustic models were configured with linear output
layers that directly produce log-acoustic scores, such that the hypothesis posteriors can be
computed using (2.120). An exponentially decaying learning rate schedule was used, with
the decay rate and number of epochs determined by initial hyper-parameter sweeps. The
work in [116] suggests that regularisation is important for lattice-free training. Regularisation
was implemented to minimise the L2 norm of the NN linear output activations, and also
to minimise a measure of the saturation of the NN nonlinearities. A secondary softmax
output layer was also trained by minimising the KL-divergence between these secondary
state cluster posteriors and the soft alignments from the numerator lattice. This provides
an additional form of supervision, to aid in learning. The additional output layer was not
used when performing recognition. The denominator lattices were augmented with the leaky
HMM topology, described in [116]. The experimental configurations used for the systems in
this chapter differ significantly from those in the previous chapters. As such, the experimental
results in this chapter may not be comparable to those in the previous chapters.
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11.2 Single system performance
The first experiment compares the performances of single systems trained with either lattice-
based or lattice-free implementations of sequence discriminative criteria. The TDNN-LSTM
acoustic model topology was used for all systems. The lattice-based systems used a 3-state
HMM topology in Figure 2.2a, a triphone context, a frame shift of 10ms, and decision trees
with 4000 and 9200 leaves for AMI-IHM and MGB-3 respectively. These were first trained
using the frame level cross-entropy criterion of FCE in (2.80), then sequence discriminative
training was performed using the lattice-based method toward either the FsMBR criterion of
(2.83) or the FMMI criterion of (2.81). Lattice-free systems were trained beginning from
random parameter initialisations, as is described in Section 11.1.
Table 11.1 Comparing lattice-based and lattice-free single systems. All systems used TDNN-
LSTM acoustic models.
Lattice-based WER (%) Lattice-free WER (%)
Dataset FCE FsMBR FMMI FMMI
AMI-IHM 26.7 24.8 24.9 25.3
MGB-3 26.0 23.9 23.7 23.6
Table 11.1 compares these lattice-based and lattice-free systems. The results show that
lattice-free training is able to yield a performance that is competitive with lattice-based
training in the MGB-3 dataset. However, in AMI-IHM, the lattice-based sequence-level
systems outperform the lattice-free system, with a null hypothesis probability less than
0.001 for the FsMBR system. This performance degradation arises because of the use of the
simpler context-dependence and HMM topology, and smaller decision tree, in the lattice-free
system. A lattice-free system that used triphones, with a 3-state HMM, and 4000 decision tree
leaves in AMI-IHM has WER of 24.8%. Despite this performance degradation, the simpler
topologies were used for the lattice-free systems in this thesis, to reduce the computational
cost in both training and recognition.
11.3 Ensemble diversity
Ensembles of lattice-free systems may have the advantage of greater diversity. When
generating an ensemble of lattice-based systems, each system is first trained with the cross-
entropy criterion, before sequence discriminative training. The targets for cross-entropy
training are often obtained from a common source, which in this thesis is a GMM-HMM
system. As such, all systems in the ensemble may exhibit a common bias toward the
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GMM-HMM system behaviours. Furthermore, the pruned lattices in lattice-based sequence
discriminative training only consider a limited variety of possible transition times, which
may limit how far the time alignment behaviour of the sequence-trained system can diverge
from that of the cross-entropy system. These may limit the ensemble diversity. By not
performing initial cross-entropy training, lattice-free systems are not biased in this manner,
as is discussed in Section 2.5.2. Furthermore, the unpruned lattices contain a full diversity of
all of the hypotheses that are allowed by the lattice-free recognition graph. This may allow
the lattice-free systems to develop more diverse behaviours.
To demonstrate the biasing of the systems toward the cross-entropy targets, ensembles
of 4 systems were trained, first with the cross-entropy criterion, then with a lattice-based
implementation of sequence discriminative training, in the AMI-IHM dataset. The systems
were made different by beginning multiple training runs from different random parameter
initialisations. The ensembles consisted of either all DNN or all BLSTM acoustic models,
with the topologies described in Table 7.2. The greater BLSTM diversity measured in Section
8.1.3 suggests that BLSTMs are more flexible than DNNs. They may therefore be more
likely to specialise toward the forced alignment behaviours after cross-entropy training. Table
11.2 measures the frame and hypothesis-level single system performances and diversities, on
the eval data. The frame-level performance was measured using the Frame Error Rate (FER),
with reference forced alignments of the eval data obtained using the same GMM-HMM
system as was used to obtain forced alignments of the training data. The frame-level diversity
was measured using the cross-FER in (3.65).
Table 11.2 Bias of lattice-based systems toward cross-entropy forced alignments, in AMI-
IHM. For each topology type, 4 acoustic models were trained, beginning from different
random parameter initialisations. The BLSTMs have smaller mean FERs and cross-FERs,
suggesting that they behave more similarly to the forced alignments.
Ensemble Training mean FER (%) cross-FER (%) mean WER (%) cross-WER (%)
DNN
FCE 51.8 35.9 28.4 11.4
+FsMBR 63.8 47.8 25.7 11.8
BLSTM
FCE 40.9 29.2 25.8 17.6
+FsMBR 46.9 35.6 25.1 19.4
The results show that as expected, the more flexible BLSTMs are able to behave more
similarly to the GMM-HMM forced alignments after cross-entropy training, by having a
lower mean FER of 40.9%, compared to that of the DNNs of 51.8%. This suggests that
the BLSTM systems may be specialising more toward the behaviour of the GMM-HMM
system. At the same time, the cross-FER diversity between the BLSTMs of 29.2% is much
lower than that between the DNNs of 35.9%, indicating a stronger common bias toward the
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GMM-HMM alignments. With sequence discriminative training, the cross-FERs for the
DNNs and BLSTMs increase from 35.9% to 47.8% and 29.2% to 25.6% respectively. These
larger cross-FER diversities after performing sequence discriminative training suggest that
the systems diverge slightly away from their common bias. However, even after sequence
discriminative training, the cross-FER between the BLSTMs of 35.6% is still much smaller
than that between the DNNs of 47.8%. As such, sequence discriminative training may not be
able to fully overcome the common bias. These results suggest that the impact of a common
bias toward the cross-entropy forced alignments is more evident when the acoustic models
are more flexible. However, the experiment in Section 8.1.3 suggests that more flexible
topologies may be preferred when generating an ensemble, to obtain a wider diversity of
behaviours. The lattice-free method allows these more flexible acoustic model topologies to
be used, without incurring additional bias toward cross-entropy forced alignments.
The lower cross-FER diversity between the BLSTMs is not reflected in the hypothesis-
level cross-WER diversity. This may suggest that the long span temporal modelling of the
BLSTM is able to more dynamically interact with the alignment and language models, to
produce a wider variety of 1-best hypotheses.
The next experiment compares the diversity and combination gains that can be obtained
from ensembles of either lattice-free or lattice-based systems. Ensembles of 4 TDNN-LSTM
systems were generated, each beginning from a different random parameter initialisation.
All system in each ensemble were trained toward either a lattice-free implementation of the
FMMI criterion, or were first trained using the cross-entropy criterion, followed by sequence
discriminative training using a lattice-based implementation of the FsMBR criterion. The
performances of these ensembles are shown in Table 11.3, for the AMI-IHM and MGB-3
datasets. The ensembles were combined using hypothesis-level MBR combination decoding
of (3.29). Although the comparison here is made between lattice-based FsMBR and lattice-free
FMMI ensembles, which use different training criteria, the results in Table 11.1 indicate that,
at least for single systems, lattice-based FMMI and FsMBR systems perform similarly.
The results show that the lattice-free ensembles do indeed exhibit greater diversity than
the cross-entropy or lattice-based sequence-trained ensembles. In AMI-IHM, the lattice-free
ensemble has a cross-WER of 18.1%, which is larger than those of the cross-entropy and
lattice-based sequence-trained ensembles of 16.4% and 15.9% respectively. This leads to a
larger relative combination gain of 12.3% for the lattice-free ensemble, compared with 9.3%
for the lattice-based sequence-trained ensemble in AMI-IHM. The observed greater diversity
within the lattice-free ensemble may be a result of the lack of initial cross-entropy training
or because of the greater diversity of hypotheses captured within the denominator lattices.
However, many differences exist between the lattice-based and lattice-free systems, and it is
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Table 11.3 Random initialisation ensembles trained using lattice-based and lattice-free
methods. All systems used the TDNN-LSTM topology. Combination was performed
using MBR combination decoding. Lattice-free ensembles exhibit greater diversity and
combination gains.
Single system WER (%) Combined cross-
Dataset Training mean best worst std dev WER (%) WER (%)
AMI-IHM
FCE 26.7 26.6 26.9 0.15 24.4 18.3
lattice-based FsMBR 24.8 24.6 25.0 0.17 22.5 17.2
lattice-free FMMI 25.3 25.1 25.4 0.15 22.2 20.8
MGB-3
FCE 26.0 25.8 26.2 0.17 24.2 16.4
lattice-based FsMBR 23.9 23.8 24.0 0.10 21.9 15.9
lattice-free FMMI 23.6 23.5 23.7 0.10 20.8 18.1
difficult to determine the main sources of diversity contributions without further analysis.
This may be an interesting direction for future research.
Acoustic model parameter diversity is incorporated into the ensembles in Table 11.3,
by beginning multiple training runs from different random parameter initialisations. It may
also be possible to leverage upon the diversity between the behaviours of lattice-based and
lattice-free systems. As has been previously discussed, lattice-based systems may exhibit
a strong bias toward the initial cross-entropy forced alignments, while lattice-free systems
do not. This may suggest that lattice-based and lattice-free systems behave differently from
each other. Furthermore, the lattice-based and lattice-free systems used in this thesis employ
different context-dependencies, HMM topologies, decision tree sizes, and frame shifts. These
may all contribute to differences between their behaviours.
Table 11.4 Combination of lattice-based and lattice-free TDNN-LSTM systems. Combination
was performed using MBR combination decoding, with additional zero-weight states begin
interpolated to correct for the different frame rates. Lattice-based and lattice-free systems
have highly diverse behaviours.
Single system WER (%) Combined
Dataset lattice-based FsMBR lattice-free FMMI WER (%) cross-WER (%)
AMI-IHM 24.8 25.3 22.5 36.8
MGB-3 23.9 23.6 21.6 20.2
Table 11.4 shows the performance of combining one lattice-based system with one
lattice-free system. The hypothesis-level MBR combination decoding method was used,
and additional states with zero weights were interpolated into the decoding lattices of the
lattice-free systems, to correct for the difference in frame rate from the lattice-based systems.
The results suggest that the lattice-based and lattice-free systems are highly diverse in their
11.4 Ensemble combination methods 197
behaviours, with large cross-WERs between them. This is accompanied by large WER
performance gains in combination. This experiment therefore demonstrates how multiple
forms of diversities can be incorporated into an ensemble, simply by using different training
frameworks.
11.4 Ensemble combination methods
The lattice-free ensembles in the previous experiments were combined using hypothesis-
level MBR combination decoding. However, this can be computationally expensive, as
multiple decoding runs need to be performed. It is less computationally expensive to perform
combination at the frame-level, as this requires only a single decoding run for the whole
ensemble. The frame-level combination methods discussed in Section 3.4.2 combine over
either state cluster posteriors or scaled observation likelihoods. As is described in Section
2.5.2, it is common when using lattice-free training to have an NN acoustic model topology
with linear outputs that can be interpreted as log-acoustic scores. As such, state cluster
posteriors are not directly obtainable for frame-level combination. In a standard hybrid
NN-HMM system, the scaled observation likelihoods, which can be combined over, are
interpreted as acoustic scores. Therefore, in a lattice-free ensemble, frame-level combination
can also be performed over the acoustic scores. As is discussed in Section 3.4.2, there are
many possible methods of combination, such as taking a sum or product between the systems.
A frame-level combination of a product over acoustic scores can be expressed as
A
(
ot, s, Φ̂
)
=
M∏
m=1
Aλm (ot, s,Φm) , (11.1)
where A (ot, s,Φm) are the acoustic scores of the mth system, obtained by taking the
exponential of the lattice-free NN acoustic model outputs. Here, the interpolation weights
satisfy λm ≥ 0.
A sum combination over acoustic scores for lattice-free systems is not as trivial. The
linear outputs of the NN, which represent log-acoustic scores, are unbounded. Therefore
taking their exponential to form the acoustic scores can have vastly different dynamic ranges
between the systems. One possible approach to ensure that the scores being combined operate
over similar dynamic ranges is to normalise the acoustic scores from each of the systems
before they are combined,
A
(
ot, s, Φ̂
)
=
M∑
m=1
λm
A (ot, s,Φm)∑
s′∈T
A (ot, s′,Φm) , (11.2)
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where the interpolation weights satisfy λm ≥ 0. This per-system normalisation may help to
prevent a single system from dominating the sum combination, and is similar to the method
used in (5.18), to obtain the targets for frame-level teacher-student learning using lattice-free
systems.
Table 11.5 Lattice-free ensemble combination methods. The Ensembles had 4 TDNN-
LSTMs, beginning from different random parameter initialisations. Equal interpolation
weights were used.
Combined WER (%)
Combination method AHI-IHM MGB-3
mean single 25.3 23.6
hypothesis 22.2 20.8
acoustic score sum 21.9 20.9
acoustic score product 21.8 21.0
Table 11.5 compares the different methods of combining lattice-free ensembles, using
the same ensembles from Section 11.3. Surprisingly, the results in AMI-IHM show different
trends than when combining ensembles of lattice-based systems in Table 8.10. In AMI-
IHM, the frame-level combination methods perform significantly better than hypothesis-level
combination, with null hypothesis probabilities less than 0.001. However, this trend is not
emulated in the MGB-3 dataset.
11.5 Frame-level teacher-student learning
Although frame-level combination is less computationally expensive than hypothesis-level
combination when performing recognition, it still requires data to be fed through each
of the separate acoustic models. Teacher-student learning can be used to further reduce
this computational cost, by training a single student to emulate the combined ensemble.
Standard frame-level teacher-student learning, discussed is Section 4.3.3, trains the student
by minimising the KL-divergence between state cluster posteriors. However, as is discussed
in Section 2.5.2, lattice-free systems often use NN acoustic models with linear outputs that
are interpreted as log-acoustic scores. State cluster posteriors are therefore not directly
obtainable in these systems.
Section 5.2 describes several possible extensions to frame-level teacher-student learning
to allow lattice-free systems to be used. One possible method of training the student is to
minimise the Mean Squared Error (MSE) between the log-acoustic scores [79], using the
criterion of FMSELF-TS in (5.17). Another method, proposed in this thesis, is to first normalise the
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acoustic scores of each system, then minimise the KL-divergence between these normalised
scores, using the criterion of F˜KLLF-TS in (5.18). This KL-divergence criterion allows the existing
frame-level teacher-student learning infrastructure to be used, because of its similarity to the
standard criterion. These frame-level teacher-student learning methods are compared in this
section.
Table 11.6 Frame-level teacher-student learning with lattice-free systems, in AMI-IHM.
TDNN-LSTM students were trained toward an ensemble of 4 TDNN-LSTM teachers from
different random parameter initialisations. The ensemble was combined using MBR combi-
nation decoding. The proposed frame-level criterion of F˜KLLF-TS allows the student to learn
better from the ensemble than using FMSELF-TS.
Training WER (%)
FMMI 25.3
FMSELF-TS 27.0
F˜KLLF-TS 22.9
Combined ensemble 22.2
An ensemble of 4 lattice-free TDNN-LSTMs was generated, by beginning multiple
training runs from different random parameter initialisations, in AMI-IHM. Students with the
same TDNN-LSTM topology as each teacher were trained using both variants of the frame-
level teacher-student learning criteria, toward this ensemble. Equal interpolation weights
were used. The performances of these students are shown in Table 11.6. The ensemble was
combined using hypothesis-level MBR combination decoding of (3.29).
The results suggest that using the MSE-based criterion may not effectively propagate
information from the teachers to the student. On the other hand, the proposed KL-divergence-
based criterion is able to bring the student performance closer to that of the combined
ensemble, outperforming a single lattice-free FMMI system.
11.6 Sequence-level teacher-student learning
Frame-level teacher-student learning may not effectively propagate all information about
the sequence-level behaviours of the teachers. The experiments in Section 10.2 show
that sequence-level teacher-student learning can propagate over information that is more
useful to the student. Section 10.2 uses a lattice-based implementation of sequence-level
teacher-student learning. The same sequence-level teacher-student learning criteria can be im-
plemented within a lattice-free framework. This section assesses lattice-free implementations
of sequence-level teacher-student learning.
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11.6.1 State cluster sequence posterior
Sequence-level posterior information can be propagated by using the criterion of F stateseq-TS in
(6.19). This minimises a KL-divergence between state cluster sequence posteriors. When the
derivative of this criterion is computed using the lattice-free method, no initial acoustic model
is required to produce acoustic scores for lattice pruning. Therefore, training of the student
can begin from a random parameter initialisation. As opposed to this, the lattice-based
method explored in Section 10.2 used the frame-level student as the initial acoustic model.
This current section compares performing lattice-free sequence-level teacher-student learning,
with and without initialising the student using frame-level teacher-student learning.
The lattice-free ensembles of 4 TDNN-LSTMs, generated from multiple random parame-
ter initialisations, were used as the teacher ensembles, in the AMI-IHM and MGB-3 datasets.
Students with the same TDNN-LSTM acoustic model topology as each teacher were trained
toward these ensembles. As with lattice-free FMMI training, the learning rates and number of
epochs used to train the student were chosen using initial hyper-parameter sweeps. Initial
tests found that regularisation by minimising the KL-divergence between the secondary
softmax output layer posteriors and the numerator lattice soft alignments did not aid the
student. Initial experiments also found that unlike the lattice-based implementation in Section
10.2.1, FMMI interpolation yielded no additional gains in the lattice-free implementation.
These were therefore not used when training the student. The denominator lattices from
both the student and teachers were augmented with the leaky HMM topology, as this was
found to improve the student performance. The performance of these students is compared
in Table 11.7. As a reference, the combined ensembles have WERs of 22.2% for AMI-IHM
and 20.8% for MGB-3.
The results show that by using a lattice-free implementation of sequence-level teacher-
student learning, the student can be trained such that its performance is closer to that of the
teacher ensemble than both a frame-level student and a single system trained with lattice-free
FMMI. The lattice-free framework allows the student to be trained, beginning from a random
parameter initialisation. The results in AMI-IHM may suggest that initialising the student
using frame-level teacher-student learning yields a slightly better sequence-level student
performance than starting from a random parameter initialisation. However, this may not
be statistically significant, with a null hypothesis probability of 0.276. The trend in MGB-3
is the opposite, where starting from a random parameter initialisation yields slightly better
sequence-level student performance. However, this again may not be statistically significant,
with a null hypothesis probability of 0.097. Initialising the student’s parameters with frame-
level teacher-student learning may be more useful in AMI-IHM, which has less training data
than MGB-3.
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Table 11.7 Lattice-free sequence-level teacher-student learning. TDNN-LSTM students were
trained toward ensembles of 4 TDNN-LSTM teachers from different random parameter
initialisations. Training of the sequence-level students began either from the frame-level
students or random parameter initialisations. Sequence-level teacher-student learning is
able to bring the student performance closer to that of the combined ensemble, than can
frame-level teacher-student learning.
Dataset Training WER (%)
AMI-IHM
FMMI 25.3
F˜KLLF-TS 22.8
F˜KLLF-TS + F stateseq-TS 22.5
rand init + F stateseq-TS 22.7
MGB-3
FMMI 23.6
F˜KLLF-TS 23.0
F˜KLLF-TS + F stateseq-TS 21.4
rand init + F stateseq-TS 21.2
The sequence posterior targets used to train the students in Table 11.7 were combined
using a sum combination of (6.21). It is also possible to combine the targets using a product
combination of (6.23) [78]. As is shown in Section 6.2.3, a product combination over
state sequence posteriors is equivalent to a product combination over per-frame acoustic
scores. Therefore, the teachers’ contribution to the criterion derivative can be computed
by performing frame-level combination of the teachers’ acoustic scores, then performing a
forward-backward operation over a single denominator lattice for the whole ensemble, using
these combined acoustic scores. The product combination of the targets is therefore less
computationally expensive to use during training than the sum combination, which requires
one forward-backward operation for each teacher.
Table 11.8 Sum and product combinations of sequence posterior targets, in AMI-IHM. The
students were randomly initialised. There is no significant performance difference between
the two target combination methods.
Target combination Student WER (%)
sum 22.7
product 22.7
The sum and product combinations of the teachers’ sequence posterior targets are com-
pared in Table 11.8, using the AMI-IHM dataset. Both students here were trained beginning
from random parameter initialisations. The results do not suggest any significant difference
between the student performances when using either form of target combinations. It may
202 Experiments on extensions for lattice-free systems
therefore be preferable to use a product combination of the sequence posterior targets, to
reduce the computational cost when training the student.
11.6.2 State cluster diversity
The sequence-level teacher-student learning experiments in Section 11.6.1 train the student
by minimising the KL-divergence between state cluster sequence posteriors. This requires the
same support over all of the distributions, and therefore requires that all systems use the same
set of state clusters. This limits the allowed forms of diversities that the teacher ensemble
can have. Section 6.2.4 instead proposes to train the student, by minimising a KL-divergence
between logical context-dependent state sequence posteriors, using the criterion of FCDseq-TS
in (6.26). This criterion allows sequence-level teacher-student learning to be performed
with a diversity of state cluster sets, while having a similar simplicity and efficiency of
computing the criterion derivative as a KL-divergence over state cluster sequence posteriors.
A lattice-based implementation of this criterion is assessed in Section 10.2.2. This current
section investigates a lattice-free implementation of this criterion.
The first experiment assesses the performance of a lattice-free ensemble that has a
diversity of state cluster sets. Ensembles of 4 TDNN-LSTMs were trained, with either a
diversity of acoustic model parameters from different random parameter initialisations, or a
diversity of state cluster sets using the random forest method, in AMI-IHM. Each ensemble
was either trained using a lattice-based implementation of the FsMBR criterion in (2.83), or
using lattice-free FMMI. The performances of these ensembles are shown in Table 11.9.
Table 11.9 Comparing ensembles with model parameter and state cluster diversities, using
lattice-based and lattice-free training, in AMI-IHM. Each ensemble had 4 TDNN-LSTMs,
and was combined using MBR combination decoding. Having different state clusters yields
more diversity, but no gain in the combined performance for the lattice-free ensemble.
Ensemble Single system WER (%) Combined cross-
Training diversity mean best worst std dev WER (%) WER (%)
lattice-based FsMBR parameter 24.8 24.6 25.0 0.17 22.5 17.2state cluster 24.9 24.8 25.0 0.08 22.2 18.6
lattice-free FMMI parameter 25.3 25.1 25.4 0.15 22.2 20.8state cluster 25.6 25.5 25.6 0.06 22.3 21.3
The results suggest that under both sequence discriminative training frameworks, the
ensemble with different sets of state clusters exhibits a greater measured diversity than
the ensemble with only different sets of model parameters. However, unlike the lattice-
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based ensemble, this greater diversity does not yield any improvements in the combined
performance of the lattice-free ensemble with a diversity of state cluster sets.
Table 11.10 Impact of context-dependence, HMM topology, and decision tree size on ensem-
ble diversity for lattice-free systems, in AMI-IHM. Each ensemble had 4 TDNN-LSTMs with
different random forest decision trees, and was combined using MBR combination decoding.
The lack of combination gain with state cluster diversity is not due to the simplification of
the systems.
Single single WER (%) Combined
Ensemble diversity mean best worst std dev WER (%) cross-WER (%)
triphone, 3-state HMM, 4000 decision tree leaves
parameters 24.8 24.7 24.9 0.10 21.9 19.8
state clusters 25.2 25.1 25.2 0.06 21.9 21.1
biphone, 2-state HMM, 2000 decision tree leaves
parameters 25.3 25.1 25.4 0.15 22.2 20.8
state clusters 25.6 25.5 25.6 0.06 22.3 21.3
An initial hypothesis for this lack of gains may be because of the use of a simpler HMM
topology and context-dependence, and smaller decision trees in the lattice-free systems.
These may lead to there being fewer possible permutations to cluster the logical context-
dependent states, causing the decision trees in the ensemble to be more similar. Lattice-free
ensembles that use a triphone context-dependence, a 3-state HMM, and 4000 decision tree
leaves, similar to a lattice-based system, are evaluated in Table 11.10. The 3-state HMM
topology shown in Figure 2.2a may not be the most appropriate when used with a lattice-
free system that has a 30ms frame shift. Instead, the 3-state HMM topology shown in
Figure 11.1 was used to allow a sub-word unit to be traversed in the same minimum time
as lattice-based systems [60]. The results suggest that using the more complex system
design yields a greater difference between the cross-WERs of the ensembles with parameter
and state cluster diversities. However, this again does not lead to any improvement in the
combined performance of the ensemble with state cluster diversity, over that of the ensemble
with parameter diversity. Regardless of this lack of gains, the intention of this section
is to investigate the feasibility of a lattice-free implementation of sequence-level teacher-
student learning using the FCDseq-TS criterion, and not to maximise the ensemble diversity
and combination gains. It may be possible to improve upon the diversity and combined
performance of the ensemble, by explicitly training the decision trees to be different, using the
methods proposed in [15, 162]. Applying these together with sequence-level teacher-student
learning may be an interesting topic for future research.
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Fig. 11.1 3-state hidden Markov model topology for lattice-free systems. This topology can
be traversed with a minimum of one frame.
Although the more complex ensembles perform better, they are also more computationally
expensive to use to train a student, especially when different sets of state clusters are used.
This is because the criterion derivative is computed with the lattice arcs marked with intersect
states, formed using a Cartesian product between the decision trees of the student and all of
the teachers. Using the more complex systems leads to there being 118376 intersect states in
AMI-IHM, as opposed to having 13838 intersect states with the simpler systems. It can be
computationally difficult to implement training over this large number of states. As such, the
simpler lattice-free systems were used.
Table 11.11 shows the performance of students trained toward the ensembles with
state cluster diversity, using a lattice-free implementation of sequence-level teacher-student
learning. The students used the same TDNN-LSTM acoustic model topologies and decision
tree sizes as each of the teachers, but with decision trees that were trained with greedy
splits. The students were trained from random parameter initialisations. As a reference,
the combined ensembles have WERs of 22.3% and 20.6% for AMI-IHM and MGB-3
respectively.
Table 11.11 Lattice-free sequence-level teacher-student learning with different sets of state
clusters. TDNN-LSTM students with greedy decision trees were trained toward ensembles of
4 TDNN-LSTM teachers with different random forest decision trees. Training of the students
began from random parameter initialisations. The sequence-level student is able to come
closer to the combined ensemble performance than can a lattice-free FMMI system.
Dataset Training WER (%)
AMI-IHM
FMMI 25.3
FCDseq-TS 23.2
MGB-3
FMMI 23.6
FCDseq-TS 21.8
The results show that by using a lattice-free implementation of the FCDseq-TS criterion,
the students can be trained to perform more closely to the combined ensembles with state
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cluster diversity, than can single lattice-free FMMI systems. However, these students perform
worse than those of the ensembles with parameter diversity in Table 11.7, despite the similar
combined performances of the different ensembles. Unlike frame-level teacher-student
learning, there is no need to make any approximations when mapping the target posteriors
between different sets of state clusters at the sequence level. Therefore, the performance
degradation in the students here is not caused by any such target mapping approximation.
Table 11.12 Using larger decision trees for the student, in AMI-IHM. The 2000 and 3000
leaves decision trees used greedy splits, while that with 11581 leaves was constructed using
a Cartesian product of the 4 random forest decision trees of the teachers. Increasing the
student’s decision tree size brings its performance closer to that of the combined ensemble.
Student decision tree size No. parameters Student WER (%)
2000 9.6× 106 23.2
3000 9.9× 106 23.0
11581 (intersect) 12.1× 106 22.5
As with frame-level teacher-student learning in Section 9.6.1, the degradation in the
student performance may also be due to the limited phonetic resolution of the student, having
a standard-sized decision tree, which in AMI-IHM has 2000 leaves. Table 11.12 shows
the performances of students with larger decision trees in AMI-IHM. A student using the
intersect states as outputs in MGB-3 has a WER of 21.1%. The results here agree with Table
9.11, in suggesting that increasing the student’s decision tree size may allow the student
performance to come closer to that of the ensemble. This demonstrates the added flexibility
of the proposed criterion, in allowing for the freedom to choose the student’s decision tree
independently of those used by the teachers. Although using a larger decision tree improves
the ability of the student to capture the ensemble performance, it also leads to a greater
computational cost when performing recognition.
11.7 Multiple forms of diversities
The ensembles used thus far in this thesis have mostly incorporated only a single form of
diversity. However, it may be possible to obtain a richer ensemble by using multiple forms
of diversity. This section investigates using both acoustic model parameter and state cluster
diversities together within an ensemble.
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11.7.1 Ensemble from intermediate model iterations
One possible method to simultaneously use diversities in both the model parameters and state
cluster sets is to generate multiple decision trees, then train multiple acoustic models for each
decision tree, beginning from different parameter initialisations. However, this requires a
separate training run for each member of the ensemble, and can therefore be computationally
expensive. As is discussed in Section 3.2.4, a cheaper way of incorporating parameter
diversity is to use the intermediate model iterations from within each run of training. This is
assessed in this section.
The first experiment investigates the diversity that can be gained by using these intermedi-
ate model iterations, when the single training run uses different training criteria. Ensembles
were constructed out of the intermediate models of the final epoch of training using either
the cross-entropy, FCE, sequence-level lattice-based FsMBR, or lattice-free FMMI criteria, in
AMI-IHM. All ensembles used TDNN-LSTM acoustic models and greedy decision trees.
To reduce the computational cost when performing combination, the training runs were
thinned to use only every 3rd model iteration for the ensembles. The performances of these
ensembles are shown in Table 11.13.
Table 11.13 Ensembles generated from intermediate model iterations of single training runs,
in AMI-IHM. The TDNN-LSTM topology was used for all systems. Combination was
performed using MBR combination decoding. Significant diversity can be obtained by using
the intermediate model iterations when performing FCE and lattice-free FMMI training.
Single system WER (%) Combined
Training mean best worst std dev WER (%) cross-WER (%)
FCE 26.5 26.3 26.8 0.10 25.4 11.2
lattice-based FsMBR 24.9 24.7 25.7 0.24 24.7 4.4
lattice-free FMMI 25.6 25.0 26.5 0.34 23.5 15.6
The results suggest that significant diversity and combination gains can be obtained
by using this ensemble generation method, when performing cross-entropy and lattice-
free sequence discriminative training. However, when performing lattice-based sequence
discriminative training, the combined ensemble performance is not better than that of the
best single system. The diversity between these lattice-based systems is very small. This
is not due to the FsMBR criterion, as an ensemble from a single run of lattice-based FMMI
training (not shown in Table 11.13) has a best single system WER of 24.9%, combined
WER of 25.1%, and cross-WER of 2.7%. The lack of diversity seems to result from the
lattice-based training method. Lattice-based sequence discriminative training uses the cross-
entropy system as the initial parameters, while the lattice-free method begins from a random
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parameter initialisation. This may bias all of the lattice-based model iterations toward the
cross-entropy system, limiting the diversity that can be expressed. Furthermore, the limited
hypotheses contained within the pruned lattices may limit how much the lattice-based system
behaviour is allowed to diverge from that of the cross-entropy system. This demonstrates
that another advantage that the lattice-free method has is to allow a diverse sequence-level
ensemble to be generated with a single training run.
Table 11.14 Intermediate iterations and random initialisation ensemble methods, in AMI-IHM.
All systems used the TDNN-LSTM topology, trained with lattice-free FMMI. Combination
was performed using MBR combination decoding. Significant diversity and combination
gains can be obtained from both methods, but more so from using different random parameter
initialisations.
Single system WER (%) Combined
Parameter diversity mean best worst std dev WER (%) cross-WER (%)
intermediate iterations 25.6 25.0 26.5 0.34 23.5 15.6
random initialisation 25.3 25.1 25.4 0.15 22.2 20.8
The next experiment compares lattice-free TDNN-LSTM ensembles with model parame-
ter diversity, generated using either multiple training runs from different random parameter
initialisations or the intermediate model iterations from a single run of training, in AMI-IHM.
The ensemble from a single training run again used every 3rd model iteration from the last
epoch of training, leading to 20 systems. The ensemble from different random parameter
initialisations had 4 systems. These ensembles are compared in Table 11.14. The results
suggest that the diversity and combination gains obtained by using multiple training runs
from different random parameter initialisations are greater. The intermediate model iterations
may be fairly similar to each other, leading to a limited diversity. However, during training,
it is computationally cheaper to perform a single, rather than multiple, training run.
The previous experiments show that model parameter diversity and combination gains
can be obtained by simply using the intermediate model iterations from training. This does
not add any computational cost when generating the ensemble. The aim of this section is to
incorporate multiple forms of diversities into an ensemble. The next experiment generates
an ensemble with both state cluster and model parameter diversities, in the AMI-IHM and
MGB-3 datasets. Three ensembles were generated. The first had a diversity of model
parameters, by using the intermediate model iterations from a single run of training, with a
greedy decision tree. The second had a diversity of state cluster sets, by separately training
4 systems, each with a different decision tree, generated using the random forest method.
The third incorporated both forms of diversities, by performing 4 training runs with different
decision trees, and using the intermediate model iterations from all 4 training runs. In MGB-3,
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Table 11.15 Ensembles with both model parameter and state cluster diversities. The ensem-
bles used TDNN-LSTMs, trained with lattice-free FMMI, and were combined using MBR
combination decoding. Parameter diversity used intermediate model iterations from a single
run of training, yielding 20 systems for AMI-IHM and 22 systems for MGB-3. State cluster
diversity was obtained by performing 4 training runs with different random forest decision
trees, and taking the final iteration of each training run. The ensemble with both forms of
diversities performed 4 training runs with different random forest decision trees and used the
intermediate model iterations from all runs of training, yielding 80 systems for AMI-IHM
and 88 systems for MGB-3. Using both forms of diversities together yields a better combined
performance.
Ensemble Single WER (%) Combined cross-
Dataset diversity mean best worst std dev WER (%) WER (%)
AMI-IHM
parameter 25.6 25.0 26.5 0.34 23.5 15.6
state cluster 25.6 25.5 25.6 0.06 22.3 21.3
both 25.9 25.3 27.1 0.34 21.8 20.6
MGB-3
parameter 24.0 23.5 24.7 0.34 20.8 16.9
state cluster 23.5 23.3 23.7 0.18 20.6 18.2
both 24.0 23.2 25.2 0.41 20.0 18.6
the intermediate models were taken from every 12th iteration of the final epoch of training,
leading to 22 systems per training run. The TDNN-LSTM acoustic model topology was again
used, with lattice-free FMMI training. The ensemble performances are shown in Table 11.15.
The results show that using both forms of diversities together can yield a better combined
performance. In AMI-IHM, using either parameter or state cluster diversities alone yields
combined WERs of 23.5% and 22.3% respectively, while using both forms of diversities
together yields a combined WER of 21.8%. The measured cross-WER diversity may not be
large when using both forms of diversities, because its computation includes contributions
from pairs of systems within the same training run, which the results also show have smaller
cross-WERs.
When using standard training methods, model parameter diversity can be obtained at no
additional computational cost, by using the intermediate model iterations of training. It is
interesting to question whether this parameter diversity can also be applied to the training run
of a student, to further improve upon the student’s performance. Following Section 11.6.1,
a student was trained using a lattice-free implementation of sequence-level teacher-student
learning, toward an ensemble with a diversity of model parameters, generated using multiple
training runs from different random parameter initialisations, in AMI-IHM. The student was
trained, beginning from a random parameter initialisation. An ensemble of students was
generated by taking the intermediate model iterations from the final epoch of training of
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the student. Again, every 3rd iteration was used to generate the ensemble of students. This
is compared to an ensemble generated from a single run of lattice-free FMMI training. The
ensemble performances are shown in Table 11.16.
Table 11.16 Ensemble from intermediate student training iterations, in AMI-IHM. The
TDNN-LSTM student was trained toward an ensemble of 4 lattice-free FMMI TDNN-LSTM
teachers from different random parameter initialisations. There is less diversity between the
intermediate student iterations.
Single system WER (%) Combined
Training mean best worst std dev WER (%) cross-WER (%)
FMMI 25.6 25.0 26.5 0.34 23.5 15.6
F stateseq-TS 22.8 22.5 23.4 0.26 22.3 7.9
The results suggest that the ensemble of students has a smaller diversity, agreeing with
the observations in Section 9.4. This may suggest that using soft posterior targets from the
teachers may form a smoother criterion error surface, compared to using δ-function hard
targets in the FMMI criterion, making it easier for the student to learn. This small diversity
between the students leads to a small combination gain. This is significantly better than the
WER of the final student iteration of 22.7%, with a null hypothesis probability less than
0.001. It may therefore be possible to further leverage upon parameter diversity between the
students, after teacher-student learning.
11.7.2 Parameter-level combination
The previous section has shown that model parameter diversity can be generated in a com-
putationally efficient manner by using the intermediate model iterations of a training run.
However, this can lead to a large ensemble, which can be computationally expensive to use
for recognition, when combining at the hypothesis level. Teacher-student learning can be
used to reduce this computational cost. However, this requires a student to be trained to emu-
late the ensemble, which incurs a computational cost during training. The parameter-level
combination method, discussed in Section 4.3.4, can also be used to compress the ensemble
into a single model, referred to as the smoothed model. Unlike teacher-student learning, no
model training is required to perform parameter-level combination. However, parameter-level
combination can only be used on an ensemble where all acoustic models use the same topol-
ogy and have hidden representations that are similarly ordered. The method of generating
an ensemble from the intermediate model iterations of a single training run abides by these
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restrictions1. Furthermore, Section 11.7.1 suggests that this ensemble generation method can
yield a diverse ensemble. This current section investigates different approaches to compress
this form of ensemble, to reduce the computational cost when performing recognition.
Table 11.17 Methods of combining an ensemble of intermediate model iterations. The
models were obtained from the last epoch of lattice-free FMMI training of TDNN-LSTMs.
The sequence-level students used the same TDNN-LSTM topology.
Mean single Combined WER (%)
Dataset WER (%) hypothesis parameter student
AMI-IHM 25.6 23.5 23.8 22.6
MGB-3 24.0 20.8 21.3 21.3
In the AMI-IHM and MGB-3 datasets, ensembles of lattice-free TDNN-LSTMs were each
generated by taking the intermediate model iterations from a single training run. These were
combined using either hypothesis-level MBR combination decoding of (3.29), parameter-
level combination of (4.26), or by training a student toward the ensemble using sequence-
level teacher-student learning. When performing parameter-level combination, preliminary
experiments suggested that no significant performance gains were obtained when explicitly
training the interpolation weights toward the FMMI criterion. Therefore, the simple setup
of equal interpolation weights was used. The combined ensemble performances are shown
in Table 11.17. The results suggest that hypothesis-level combination performs better than
parameter-level combination for both datasets, with null hypothesis probabilities less than
0.001. In AMI-IHM, the student gives the best performance of all the combination methods.
However, no consistent performance gain is observed for the student in MGB-3.
Both parameter-level combination and teacher-student learning compress the ensemble
into a single compressed system. As is shown in Table 11.17, these compressed systems can
perform better than the constituent systems in the ensemble. The parameter-level combination
method can do this without any additional computational cost.
The combined performance of an ensemble depends on both the individual system
performances and the diversity between the systems. Parameter-level combination can be
used to produce smoothed models with good performances. Multiple smoothed models can
be used to construct an ensemble. The next experiment investigates an ensemble of these
smoothed models. Two ensembles of lattice-free TDNN-LSTM systems were generated in
each of the AMI-IHM and MGB-3 datasets. Each ensemble consisted of 4 systems, each
having a different decision tree, obtained using the random forest method. The members of
1It is a standard implementation in the Kaldi training recipes to perform parameter-level combination over
the intermediate model iterations within the final epoch of training.
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the ensembles were either taken from the last training iteration, or taken as the smoothed
models, obtained by performing parameter-level combination across the intermediate model
iterations in the final epoch of each training run. The ensembles were combined using
hypothesis-level MBR combination decoding. The ensemble performances are shown in
Table 11.18.
Table 11.18 Ensembles made of models from the last iteration of training or from smoothed
models. All ensembles used 4 lattice-free FMMI TDNN-LSTM systems, and were combined
using MBR combination decoding. Using smoothed models in the ensemble yields less diver-
sity, but better individual system performances, leading to a better combined performance.
Ensemble Single system WER (%) Combined cross-
Dataset members mean best worst std dev WER (%) WER (%)
AMI-IHM
last iteration 25.6 25.5 25.6 0.06 22.3 21.3
smoothed 24.2 24.1 24.2 0.06 21.6 18.2
MGB-3
last iteration 23.5 23.3 23.7 0.18 20.6 18.2
smoothed 21.3 21.2 21.4 0.08 19.7 12.8
The results show that using the smoothed models from each training run as members of
the ensemble yields better individual system performances. However, this also leads to a
reduction in the diversity between the systems. The better single system performances yield
an overall better combined performance, when using the smoothed models.
11.7.3 Multi-stage compression
The results in Table 11.15 suggest that using multiple forms of diversities within an ensemble
can yield a good combined performance. In this, both state cluster and model parameter
diversities were obtained by using multiple training runs with different decision trees, and
taking the intermediate model iterations from all training runs. However, this can lead to a
large ensemble that can be computationally expensive to use for recognition. Sequence-level
teacher-student learning can be used to compress the ensemble into a single student. The
ensemble of smoothed models in Table 11.18 is another possible method to reduce this
computational cost. Here, parameter-level combination is first performed over each training
run, to produce a smaller collection of smoothed models, which are then combined. This
represents a 2-stage combination process. It is also possible to train a student toward the
ensemble of smoothed models.
When compressing the whole ensemble into a single student, it is interesting to consider
whether compressing in multiple stages, in Figure 11.2b, may be better than training the
student toward all of the intermediate model iterations of all of the training runs, in Figure
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(a) Training a student toward all systems,
from the intermediate iterations of the
multiple training runs.
(b) 2-stage compression, by compressing within each
training run, then compressing across the multiple train-
ing runs.
Fig. 11.2 Multi-stage compression of an ensemble that uses multiple training runs and the
intermediate models from within each training run. Each training run uses a different decision
tree.
11.2a. This is also motivated by the results in Table 11.17, which suggest that different
combination methods across the intermediate model iterations of a single training run may
perform differently. This section investigates a 2-stage compression scheme, of first com-
bining within each of the separate training runs, using either parameter-level combination
or teacher-student learning. The smoothed models or students across the different training
runs are then compressed into a single student. It is difficult to use parameter-level combi-
nation across the different training runs, as the systems are not constrained to have hidden
representations that are similarly ordered and have different sets of state clusters.
In the AMI-IHM and MGB-3 datasets, ensembles of lattice-free TDNN-LSTMs were
generated with both state cluster and model parameter diversities, by using multiple training
runs with different decision trees, and using the intermediate model iterations from each
training run. The multiple decision trees were again generated using the random forest
method. The different compression schemes are shown in Table 11.19.
The results suggest that the best final student can be obtained by first performing
parameter-level combination within each training run, then performing teacher-student
learning toward these smoothed models across the multiple training runs. These final stu-
dents have WERs of 22.7% and 21.2% for AMI-IHM and MGB-3 respectively. However,
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Table 11.19 Multi-stage compression methods. The ensembles used the intermediate model
iterations of 4 training runs of lattice-free FMMI TDNN-LSTMs with different random forest
decision trees. The students used the same TDNN-LSTM topology as each teacher. The
best stage 2 student performance is obtained by first performing stage 1 parameter-level
combination.
Stage 1 Stage 1 WER (%) Stage 1 Stage 2 WER (%)
Dataset compression mean std dev cross-WER (%) hypothesis student
AMI-IHM
- 25.9 0.34 20.6 21.8 22.9
parameter 24.2 0.06 18.2 21.6 22.7
student 22.8 0.10 14.1 21.3 23.1
MGB-3
- 24.0 0.41 18.6 20.0 21.5
parameter 21.3 0.08 12.8 19.7 21.2
student 21.3 0.06 10.0 20.1 21.9
these students are not significantly better than students trained directly toward all of the inter-
mediate model iterations of all of the training runs, without a stage 1 compression, having
WERs of 22.9% and 21.5% for AMI-IHM and MGB-3 respectively, with null hypothesis
probabilities of 0.204 and 0.016. Despite this, there is a consistent improvement across both
datasets. This 2-stage compression also has the advantage of being less computationally
expensive, as this trains a student toward fewer teachers. Parameter-level combination has
negligible computational cost, as the interpolation weights used here were not trained.
Comparing the stage 1 compression methods, performing teacher-student learning within
each training run yields a better performance than parameter-level combination in AHI-IHM,
but this trend is not replicated in MGB-3, similarly to the results in Table 11.17. A stage 1
compression using teacher-student learning leads to less diversity between the students of
the different training runs with a cross-WER of 14.1% in AMI-IHM, than that between the
smoothed models of parameter-level combination with a cross-WER of 18.2%. The small
diversity between students agrees with the observations in Section 9.4. This lack of diversity
may be a reason why training a final student toward the stage 1 students, yielding a WER of
23.1% in AMI-IHM, does not perform as well as training a final student toward the stage 1
parameter-level combinations, with a WER of 22.7%.
Although the stage 2 hypothesis-level combinations are able to gain from both forms
of diversities, shown in Table 11.15, the best stage 2 students are not able to significantly
outperform the stage 1 students. In AMI-IHM, the best stage 2 student has a WER of 22.7%,
while the mean stage 1 student WER is 22.8%. The stage 1 students used the same sets of
state clusters as their teachers, while the stage 2 students were trained toward teachers with
different sets of state clusters. Similarly to the observation in Section 11.6.2, the stage 2
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students here may again be limited by their phonetic resolutions, as these students used the
same-sized decision trees as each of the teachers.
Table 11.20 Improving the phonetic resolution of stage 2 students. The students with 2000
and 3600 leaves used greedy splits. The 11581 and 17236 intersect states were constructed
using the Cartesian products of the 4 random forest decision trees of the teachers. The
multi-task systems used the same 4 decision trees as the teachers. Using both the multi-task
topology and a single large output layer brings the student performance closer to that of the
combined ensemble.
Dataset Student No. parameters Student WER (%)
AMI-IHM
2000 state clusters 9.6× 106 22.7
11581 intersect states 12.1× 106 22.1
multi-task 11.2× 106 22.2
MGB-3
3600 state clusters 10.1× 106 21.2
17236 intersect states 13.6× 106 20.8
multi-task 12.9× 106 20.6
The performances of stage 2 students that used the intersect states are shown in Table
11.20. These students were trained toward the stage 1 smoothed models. As a reference, the
combined WERs of these teacher ensembles are 21.6% and 19.7% for AMI-IHM and MGB-3
respectively, from Table 11.19. The results show that students that use intersect states are able
to come closer to the teacher ensemble performances. However, these intersect state students
have many model parameters, and may therefore be computationally expensive to use when
performing recognition. A multi-task topology can instead be used as the final stage 2 student
acoustic model, as is discussed in Section 5.1.2. Frame-level combination is used with the
multi-task student, as it is less computationally expensive than hypothesis-level combination.
The frame-level combination is also taken into account during sequence-level teacher-student
learning, by back-propagating the criterion derivative through it, as is described in Section
4.2.1. Table 11.20 suggests that the multi-task stage 2 students are able to perform similarly
to the students with single large output layers of intersect states, but have fewer model
parameters. These results suggest that the students can benefit from the diversities provided
by having different sets of state clusters and different sets of model parameters.
11.8 Summary
This chapter has investigated the ensemble generation and teacher-student learning methods
applied to lattice-free training. The single lattice-free systems are able to perform competi-
tively with lattice-based systems, while the lattice-free ensembles are able to exhibit greater
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diversity. The experiments have demonstrated that the proposed frame and sequence-level
teacher-student learning methods can be used in a lattice-free implementation. Finally, state
cluster and model parameter diversities can be used together to generate a rich ensemble.
This ensemble can be efficiently and effectively compressed into a single student using a
2-stage compression scheme.

Chapter 12
Conclusion
This thesis has investigated approaches to generate and compress a diverse ensemble of
multiple systems. The combined ensemble performance depends on both the accuracy of
the individual systems and the diversity between the system behaviours. Many possible
forms of diversities can be used in ASR. Although an ensemble may perform well, it can be
computationally expensive to use for recognition. Teacher-student learning is one possible
method that can be used to compress an ensemble. The standard method trains the student to
emulate the ensemble by propagating information about the per-frame state cluster posteriors.
This is limited in two ways. First, it requires that all systems in the ensemble use the same
set of state clusters, which limits the forms of diversities that the ensemble is allowed to
have. Second, frame-level posterior information may not effectively convey the sequential
nature of speech data. This thesis has proposed several generalisations of the teacher-student
learning framework, to overcome these limitations. This final chapter provides a detailed
summary of this thesis, and presents several possible directions for future research.
12.1 Summary
The first contribution of this thesis is to compare approaches of generating diverse ensembles,
discussed in Chapter 3. Section 3.3 has described how in ASR, many possible forms of
diversities can be used. Using more forms of diversities may allow for a richer ensemble.
Of these forms, experiments in Chapter 8 suggest that significant combination gains can
be obtained by introducing diversity into the acoustic model parameters and topology, set
of state clusters, and set of sub-word units. When performing recognition, the members
of the ensemble need to be combined together. As has been described in Section 3.4,
hypothesis-level combination is the most computationally expensive approach, as it requires
multiple decoding runs. Frame-level combination only a requires a single decoding run, but
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data still needs to be fed through each of the acoustic models. Feature-level combination
only requires data to be fed through a single acoustic model classifier, but only allows the
ensemble to encompass a diversity in the feature representations. In Section 3.5 the ESN
has been proposed as a method of obtaining feature diversity, by randomly sampling feature
representations. This ensemble method can readily be used with feature-level combination
for computational efficiency. However, experiments in Section 8.2 do not seem to indicate
that this ensemble method can provide any significant performance gains.
Although an ensemble may perform well, it can be computationally expensive to use for
recognition. Chapter 4 has reviewed several approaches to compress an ensemble, to reduce
this computational cost. One possible method is teacher-student learning, which compresses
the ensemble into a single student, such that only the student needs to be used to perform
recognition. The standard form of teacher-student learning, described in Section 4.3.3, trains
the student to emulate the combined ensemble of teachers, by propagating information from
the teachers to the student in the form of per-frame state cluster posteriors. Experiments
in Chapter 9 have demonstrated the ability to train a student using this method, with the
student achieving a WER of 25.1%, which is closer to the WER of the combined ensemble of
24.9%, than the WER that can be achieved by a standard sequence-trained system of 25.7%,
in AMI-IHM. The results of these experiments suggest that it is the information about how
difficult the teachers believe that each frame is to classify, that is useful to the student.
However, standard frame-level teacher-student learning is limited in two ways. First, all
systems in the ensemble are required to use the same set of state clusters. This limits the
forms of diversity that the ensemble is allowed to have. Second, the frame-level information
that is propagated may not effectively convey all aspects about the sequential nature of
speech data. This thesis has proposed extensions to the teacher-student learning framework
to overcome these limitations.
The second contribution of this thesis addresses the first limitation, by generalising the
frame-level teacher-student learning framework to allow for different sets of state clusters.
The proposed method, discussed in Section 5.1.1, minimises the KL-divergence between
logical context-dependent state cluster posteriors, and leads to an approximate method of
mapping posteriors between different sets of state clusters. Experiments in Section 9.6.1
demonstrate that this can train a student to emulate an ensemble with a diversity of state
cluster sets. The student here is able to achieve a WER of 25.5%, which comes closer to the
combined ensemble WER of 24.5%, than a standard cross-entropy system with a WER of
28.4%, in AMI-IHM. However, the results also suggest that the student may require a large
set of state clusters to effectively emulate the ensemble. In the 207V dataset, a student with a
large output layer of intersect states has a WER of 46.6%, which is better than a student with
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a standard-sized output layer with a WER of 47.3%. The proposed criterion allows for the
freedom to choose the size of the student’s set of state clusters, independently of those used
within the ensemble. However, using a large set of state clusters may require many model
parameters, which may impose a high computational cost when performing recognition.
The multi-task ensemble, discussed in Section 4.2, is an alternative method of compress-
ing an ensemble with a diversity of state cluster sets. This ties together the parameters of the
hidden layers across all members of the ensemble, leaving only separate output layers for
each set of state clusters. As such, data only needs to be fed through the hidden layers once
for the whole ensemble. However, experiments in Section 8.7 suggest that the sharing of
parameters between the members of the multi-task ensemble causes a reduction in the diver-
sity, and results in smaller combination gains. In AMI-IHM, a sequence-trained multi-task
ensemble has a cross-WER of 11.7% and combined WER of 25.5%, which is worse than an
ensemble of separate systems, having a cross-WER of 15.2% and combined WER of 24.6%,
even though the individual ensemble members perform similarly. Section 5.1.2 has proposed
to use teacher-student learning to allow the multi-task ensemble to learn from the diverse
behaviours of separate systems. The experiments in Section 9.6.2 suggest that this can yield
a better multi-task ensemble performance, with a combined WER of 24.4% in AMI-IHM.
Furthermore, the multi-task ensemble can outperform a student with a single large output
layer, while having fewer model parameters, thereby representing a better balance between
the number of model parameters and output complexity.
The third contribution of this thesis addresses the second limitation of standard teacher-
student learning, by considering two alternative forms of information that can be propagated
to the student. These have been discussed in Chapter 6. Section 6.2 has generalised
teacher-student learning to the sequence level, by propagating sequence posterior information
from the teachers to the student. This directly conveys information about the sequence-
level behaviours of the teachers, which may be useful in the sequence modelling task of
ASR. One possible criterion is to minimise the KL-divergence between word sequence
posteriors. This places few restrictions on the forms of diversities that are allowed within the
ensemble, but has a derivative that can be expensive to compute when training the student.
An alternative criterion of a KL-divergence between lattice arc sequence posteriors has
been proposed in Section 6.2.2, which forms an upper bound to the word sequence KL-
divergence. Its derivative can be computed using two levels of forward-backward operations
over lattices representing the competing hypotheses. Section 6.2.3 has shown that by marking
the arcs with state clusters, the criterion derivative can be further simplified to only require
a single level of forward-backward operations. Experiments in Section 10.2.1 suggest that
propagating hypothesis posterior information using this proposed criterion can yield a better
220 Conclusion
student performance than when using frame-level teacher-student learning. In AMI-IHM, the
sequence-level student achieves a WER of 24.7%, which is better than the frame-level student
WER of 25.1%. However, this form of arc marking requires that all systems must again
use the same set of state clusters, which limits the allowed forms of ensemble diversities.
Section 6.2.4 has proposed to instead mark the arcs with logical context-dependent states.
This allows the set of state clusters to differ between systems, while having a criterion
derivative that can still be computed simply by using a single level of forward-backward
operations. Furthermore, unlike frame-level training, this sequence-level criterion does not
require any approximations to be made when mapping sequence posterior targets between
different sets of state clusters. The experiments in Section 10.2.2 demonstrate that this can
effectively train a student to emulate an ensemble that has a diversity of state cluster sets,
with the sequence-level student here achieving a WER of 24.6%, which is again better than
the frame-level student WER of 25.5%.
Section 6.1 has also discussed the possibility of propagating information about the
hidden layer representations. A KL-divergence criterion has been proposed to propagate
information about the discriminability of the hidden layer representations. The experiments
in Section 10.1 suggest that such information may allow the student to develop better hidden
representations, which aid in further sequence discriminative training.
The proposed methods have also been assessed using lattice-free sequence training. In
the lattice-free method, no initial acoustic scores are required to prune lattices, and therefore
sequence discriminative training can begin from a random parameter initialisation. The
experiments in Section 11.3 suggest that because of this, the lattice-free systems do not
suffer from a common bias toward cross-entropy forced alignments, and are therefore able
to develop more diverse behaviours. However, the lattice-free acoustic models are often
designed to directly produce log-acoustic scores, instead of state cluster posteriors, since
initial cross-entropy training is not required. As such, frame-level teacher-student learning
needs to be modified to be used with such systems. Section 5.2 has discussed possible
modifications, and a KL-divergence style criterion has been proposed. The experiments in
Section 11.5 demonstrate that this proposed modification can effectively train a student to
learn from lattice-free teachers, with the student WER of 22.9% being closer to the combined
ensemble WER of 22.2%, than a standard lattice-free system with a WER of 25.3%, in
AMI-IHM. Rather than propagating frame-level information, information about the sequence-
level behaviours of the teachers can also be propagated. The experiments in Section 11.6
demonstrate that the proposed sequence-level teacher-student learning methods can be
implemented within a lattice-free framework, with the sequence-level student achieving a
WER of 22.7%, in AMI-IHM.
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Using multiple forms of diversities may allow for a richer ensemble. The experiments in
Section 11.7 have investigated using an ensemble with both acoustic model parameter and
state cluster diversities. Diversity in the model parameters can be obtained in a computa-
tionally efficient manner by using the intermediate model iterations in each run of training.
However, using these multiple forms of diversities can lead to a large ensemble, which
can be computationally expensive to use for recognition. This ensemble can be effectively
compressed into a single student using a 2-stage scheme, by first performing parameter-level
combination within each training run, then training the student toward the smoothed models.
Using this 2-stage compression scheme and a multi-task topology for the student, the student
is able to achieve a WER of 22.2%, which is close to the combined ensemble WER of 21.6%,
in AMI-IHM.
12.2 Future work
This thesis has considered generalisations of the teacher-student learning framework, to allow
for more forms of ensemble diversities. There is still much scope for further innovation along
this aim. The proposed frame-level teacher-student learning criterion in (5.5) allows different
sets of state clusters to be used. In this method, the target posteriors are obtained through
(5.14), using the approximate mapping of P
(
sΘ
∣∣∣sm) to transform the posteriors from the
teachers’ set of state clusters to that of the student. This thesis has proposed to estimate
P
(
sΘ
∣∣∣sm) from forced logical context-dependent state alignments. It may be possible to
further generalise this to allow for diversity within not only the set of state clusters, but also
the HMM topology and set of sub-word units. All that is required to obtain target posteriors
to train the student is the estimation of an appropriate P
(
sΘ
∣∣∣sm) map. For either of these
additional forms of diversities, it may still be possible to estimate this map from a pair of
forced alignments.
This thesis has proposed sequence-level teacher-student learning, with lattice arcs marked
with either state clusters or logical context-dependent states, for simple and efficient criteria
derivative computations. However, these arc markings still require that the members of the
ensemble have the same HMM topology and set of sub-word units as the student. Marking the
arcs with words removes these restrictions. However, in a lattice-free framework, graphs are
often only composed up to the phone level, to limit the computational cost when performing
training. It may be interesting to investigate how the lattice-free framework can be adapted
to allow for sequence-level teacher-student learning with arcs marked with words. This may
importantly allow for sequence posterior information to be propagated between systems with
completely different architectures.
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However, even if the arcs are marked with words, a KL-divergence between arc sequence
posteriors is still only an upper bound to the KL-divergence between word sequence posteriors.
The start and end times of each arc are known. This therefore requires that the frame shifts
used by the student and teachers must be the same, for the arcs to overlap. This may limit
the diversity that a teacher ensemble is allowed to have. However, the derivative of the
more general KL-divergence criterion between word sequence posteriors is expensive to
compute, because of the need to sum over all possible hypotheses. One possible solution
may be to approximate the derivative using Monte Carlo sampling, in a similar manner to the
method proposed in [132]. It can be noticed that the criterion in (6.12) can be expressed as
an expectation of log-posteriors,
Fwordseq-TS (Θ) = −Eω∼P(ω|O1:T ,Φ̂) {logP (ω|O1:T ,Θ)} . (12.1)
The derivative can then be expressed as
∂Fwordseq-TS (Θ)
∂z
(K+1)
st
= κ
[
P (st = s|O1:T ,Θ)− Eω∼P(ω|O1:T ,Φ̂) {P (st = s|ω,O1:T ,Θ)}
]
.
(12.2)
The computational cost of computing this expectation can be reduced by using a Monte Carlo
approximation with a finite number of hypothesis samples.
The sequence-level teacher-student learning criteria proposed in this thesis propagate
information in the form of sequence posteriors. These criteria allow the student to emulate the
behaviours of the teachers, under the assumption that MAP decoding is used for recognition.
However, performance gains can often be obtained by using MBR decoding. It may therefore
be better to propagate information about the expected risks, using a criterion of the form of
(6.8). It may be interesting to investigate appropriate forms of distance measures that can be
used to propagate this information.
The experiments presented in this thesis suggest that it is important to carefully design the
student to be able to effectively emulate the teachers. The experiments suggest that a DNN
student may not learn well from a BLSTM teacher, and also that a student with a small set of
state clusters may not be able to effectively emulate an ensemble with a diversity of state
cluster sets. It may be interesting to investigate what the rules are that govern what form of
student is able to learn from what form of teacher. Such an investigation may be particularly
useful when applied to the area of domain adaptation [75, 92]. In these scenarios, the teacher
often has access to capabilities or information that the student is lacking. Knowing the rules
may therefore be useful in designing appropriate students.
Appendix A
Relation between arc and word sequence
criteria
Two forms of criteria are proposed in this thesis to perform sequence-level teacher-student
learning. This first minimises the KL-divergence between word sequence posteriors,
Fwordseq-TS (Θ) = −
∑
ω
P
(
ω
∣∣∣O1:T , Φ̂) logP (ω|O1:T ,Θ) , (A.1)
where Θ and Φ̂ are the student and teacher ensemble respectively, ω are the word sequence
hypotheses, and O1:T are the observation sequences, where T is the utterance length. How-
ever, as is described in Section 6.2.1, the derivative of this criterion can be computationally
expensive to compute. A second proposed criterion is to minimise the KL-divergence
between lattice arc sequence posteriors,
F arcseq-TS (Θ) = −
∑
ω
∑
a1:T∈Gω
P
(
a1:T ,ω
∣∣∣O1:T , Φ̂) logP (a1:T ,ω|O1:T ,Θ) , (A.2)
where a1:T are the lattice arc sequences and Gω is the set of arc sequences that can represent
the word sequence ω. The lattice arcs can be marked with words, sub-word units, or states,
leading to KL-divergence criteria between the respective acoustic unit sequences. The word
and arc sequence posteriors are related as
P (ω|O1:T ,Θ) =
∑
a1:T∈Gω
P (a1:T ,ω|O1:T ,Θ) . (A.3)
As is discussed in Section 6.2.2, the derivative of the F arcseq-TS criterion is less computationally
expensive to compute.
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The F arcseq-TS criterion is an upper bound to Fwordseq-TS. To prove this, the Fwordseq-TS criterion in
(A.1) can be expressed as
Fwordseq-TS (Θ) = −
∑
ω
∑
a1:T∈Gω
P
(
a1:T ,ω
∣∣∣O1:T , Φ̂) log
 ∑
a′1:T∈Gω
P (a′1:T ,ω|O1:T ,Θ)
 .
(A.4)
Being valid probability distributions, the arc sequence posteriors satisfy
0 ≤ P (a1:T ,ω|O1:T ,Θ) ≤ 1 and
∑
a1:T∈Gω
P (a1:T ,ω|O1:T ,Θ) ≤ 1. (A.5)
From these two relationships, it can be seen that ∀a1:T ∈ Gω,
1 ≥ ∑
a′1:T∈Gω
P (a′1:T ,ω|O1:T ,Θ) ≥ P (a1:T ,ω|O1:T ,Θ) (A.6)
0 ≤ − log
 ∑
a′1:T∈Gω
P (a′1:T ,ω|O1:T ,Θ)
 ≤ − logP (a1:T ,ω|O1:T ,Θ) . (A.7)
Substituting this relationship into (A.4) leads to
Fwordseq-TS (Θ) ≤ −
∑
ω
∑
a1:T∈Gω
P
(
a1:T ,ω
∣∣∣O1:T , Φ̂) logP (a1:T ,ω|O1:T ,Θ) (A.8)
≤ F arcseq-TS (Θ) . (A.9)
Minimising F arcseq-TS therefore minimises an upper bound to Fwordseq-TS.
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