Abstract. The main goal of the paper is to establish time semidiscrete and space-time fully discrete maximal parabolic regularity for the lowest order time discontinuous Galerkin solution of linear parabolic equations with time-dependent coefficients. Such estimates have many applications. As one of the applications we establish best approximations type results with respect to the L p (0, T ; L 2 (Ω)) norm for 1 ≤ p ≤ ∞.
Introduction.
Let Ω be a Lipschitz domain in R d , d ≥ 1 and I = (0, T ). We consider the following second order parabolic partial differential equation with time-dependent coefficients, ∂ t u(t, x) + A(t, x)u(t, x) = f (t, x), (t, x) ∈ I × Ω, u(t, x) = 0, (t, x) ∈ I × ∂Ω, u(0, x) = u 0 (x),
x ∈ Ω, (1.1)
with the right-hand side f ∈ L p (I; L 2 (Ω)) for some 1 ≤ p ≤ ∞ and u 0 ∈ L 2 (Ω), where the time-dependent elliptic operator is given by the formal expression A(t, x)u(t, x) = − ∂ j (a ij (t, x)∂ i u(t, x)) (1.2) with a ij (t, x) ∈ L ∞ (I × Ω) for i, j = 1, . . . , d satisfying a ij = a ji and the uniform ellipticity property
a ij (t, x)ξ i ξ j ≥ α|ξ| 2 , ∀ξ ∈ R d and a.e. (t, x) ∈ I × Ω, (1.3) for some constant α > 0. We also assume that the coefficients a ij (t, x) are continuous in t for almost all x ∈ Ω and that the following condition holds: dt < ∞, (1.5) see [17] for a similar assumptions. This assumption is fulfilled, for example, if a ij is Hölder continuous with exponent 1 2 + ε in time and uniformly continuous in space. The maximal parabolic regularity for u 0 ≡ 0 says that there exists a constant C such that for f ∈ L p (I; L s (Ω)),
For time-independent coefficients the above result is well understood [4, 6, 7, 18, 19] , however for time-dependent coefficients it is still an active area of research [3, 8, 9, 17] . The maximal parabolic regularity is an important analytical tool and has a number of applications, especially to nonlinear problems and optimal control problems when sharp regularity results are required (cf., e.g., [21, 26, 27, 28, 31] ).
The main goal of this paper is to establish similar maximal parabolic regularity results for time semidiscrete discontinuous Galerkin solutions as well as for fully discrete Galerkin approximations. Such results are very useful, for example, in a priori error estimates and essential in obtaining error estimates where the spatial mesh size h and the time steps k are independent of each other (cf. [29, 30] ).
Previously in [32] we established the corresponding discrete maximal parabolic regularity for discontinuous Galerkin time schemes of arbitrary order for autonomous problems. The extension to non-autonomous problems is not straightforward, especially for the critical values of s, p = 1 or s, p = ∞. In this paper, we investigate the maximal parabolic regularity for s = 2 and arbitrary 1 ≤ p ≤ ∞ for the lowest order time discontinuous Galerkin (dG(0)) methods, which can be considered as modified backward Euler (BE) method. The main difference between dG(0) and BE methods lies in the way the time-dependent coefficients and the right-hand side are approximated. In dG(0) formulation they are approximated by averages over each subinterval I m (see the details below) while in BE methods they are evaluated at time nodes. As a result, dG(0) approximations are weakly consistent, i.e. satisfy the Galerkin orthogonality relation, see Section 2 for details.
Parabolic problems with time-dependent coefficients are important, for example for analyzing quasi-linear problems. Over the years, there have been a considerable number of publications devoted to various numerical methods for problems with timedependent coefficients [5, 10, 12, 20, 22, 23, 24, 34, 35, 37, 38] . The publication [5] is the most relevant to our presentation since it treats discontinuous Galerkin methods. However, none of the above publications addresses the question of the discrete maximal parabolic regularity and the techniques used in those papers are not immediately applicable for establishing such results even for p = 2.
Time discrete maximal parabolic regularity (sometimes called well-posedness or coercivity property in the literature) have been investigated in a number of publications for various time schemes, [1, 2, 14, 15, 16, 25, 32] . However, all the above mentioned publications are dealing with the autonomous case. The extension to non-autonomous situation is not easy. We are only aware of the publication [33] , where the discrete maximal parabolic regularity is established for problems with timedependent coefficients for the backward Euler method. Although the results in [33] are similar in nature, there are some significant differences. The results in [33] require a ij (t, x) ∈ W 1 ∞ (I × Ω), smoothness of Ω and treat only uniform time steps, but they are valid in L s (Ω) norms for 1 < s < ∞. Our results, on the other hand, require only a Hölder continuity of a ij (t, x) in t and L ∞ in space, allow Ω to be merely Lipschitz and treat variable time steps, but are valid only in L 2 (Ω) norm in space. Moreover, the discrete maximal parabolic regularity in [33] is shown in l p (I; L s (Ω)) norm for 1 < p, s < ∞ and since their proof requires Grönwall's inequality, the argument can not be naturally extended to the critical values of p = 1 and p = ∞ even with the expense of the logarithmic term. We establish our result by a completely different argument, including fully discrete Galerkin approximations, in L p (I; L 2 (Ω)) norm for any 1 ≤ p ≤ ∞. For our future applications the inclusion of the critical values of p = 1 and p = ∞ is essential for error estimates in L ∞ (I; L 2 (Ω)) norm. We also want to mention that we went through some technical obstacles in order to incorporate variable times steps. In the case of uniform time steps many arguments can be significantly simplified.
Our presentation is inspired by [17] , where the maximal parabolic regularity was established for continuous problems for s = 2 and 1 < p < ∞ with rather weak assumptions on A. Thus, in particular, we show for dG(0) method the semidiscrete solution u k on any time level m for u 0 = 0 and f ∈ L ∞ (I; L 2 (Ω)) satisfies
(1.8) where k m is the time step on subinterval I m and A k,m is the average of A(t) on I m (see section 2 for a detailed description). In contrast to the continuous estimate (1.6), the above estimates include the limiting cases of p = ∞ and p = 1, which explains the logarithmic factor in (1.7) and (1.8).
The corresponding results also hold for the fully discrete approximation u kh . Thus in particular for 1 ≤ p ≤ ∞ and u 0 = 0, we establish
(1.9) with corresponding changes for p = ∞. We would like to point out that the above fully discrete result is valid on rather general meshes and does not require the mesh to be quasi-uniform or even shape regular, only admissible (no hanging nodes).
As an application of the discrete maximal parabolic regularity we show that if the coefficients a ij (t, x) are sufficiently regular (see Assumption 1) and Ω convex we obtain symmetric error estimate
where π k is an interpolation into the space of piecewise constant in time functions defined in (4.5). For p = ∞ we can establish even the best approximation type result
for any χ in the subspace of piecewise constant in time functions, see Theorem 4.2. The corresponding fully discrete versions are
for any χ in the subspace and R h (t) being the Ritz projection corresponding to A(t).
The rate of convergence depends of course on the regularity of u. The rest of the paper is organized as follows. In section 2 we introduce the discontinuous Galerkin method and some notation. Section 3, which is the central piece of the paper, consists of several parts. First we write the dG(0) approximate solution u k in a convenient form. Then we introduce a transform function w k that satisfies a similar equation, but with transform operators. Then in a series of lemmas we show that the resulting operators are bounded in certain norms. Finally in sections 3.2 and 3.3 we establish semidiscrete and fully discrete maximal parabolic regularity in L p (I; L 2 (Ω)) norms, respectively. We conclude our paper with section 4, where we show how the above discrete maximal parabolic regularity results can be used to establish symmetric and best approximation type error estimates for the problems on convex domains with coefficients satisfying some additional assumptions.
2. Preliminaries. First, we introduce the bilinear form a :
from the uniform ellipticity assumption (1.3), it is coercive
and from (1.4) it follows that
In view of the homogeneous Dirichlet boundary conditions the H 1 norm is equivalent to the H 1 seminorm. For each t ∈Ī this bilinear form defines an operator A(t) :
where ·, · is the duality pairing between H 1 0 (Ω) and H −1 (Ω) spaces. To introduce the time discontinuous Galerkin discretization for the problem, we partition I = (0, T ] into subintervals I m = (t m−1 , t m ] of length k m = t m − t m−1 , where 0 = t 0 < t 1 < · · · < t M−1 < t M = T . The maximal and minimal time steps are denoted by k = max m k m and k min = min m k m , respectively. We impose the following conditions on the time mesh.
(i) There are constants c, β > 0 independent on k such that
(ii) There is a constant κ > 0 independent on k such that for all m = 1, 2, . . . , M − 1
T . Similar assumptions are made, e.g., in [36] . The semidiscrete space X 0 k of piecewise constant functions in time is defined by
where P 0 (V ) is the space of constant functions in time with values in a Banach space V . We will employ the notation
Next we define the following bilinear form 
Rearranging the terms in (2.5), we obtain an equivalent (dual) expression for B,
and by the construction we have the following Galerkin orthogonality
To rewrite the dG(0) method as a time-stepping scheme we introduce the following notation. We define
and A k,m :
Thus, the dG(0) solution u k satisfies
To use results known for the autonomous problems we rewrite this formula for some fixed 2 ≤ m ≤ M as
Then using the representation formula for the dG(0) solution in the autonomous case, (cf. the proof of Theorem 2.1 in [32] ), we obtain the following representation
12) where
Throughout the paper we use a convention 0 l=1 = 0. Next we define three operators
and
we have
3. Maximal parabolic regularity for time discretization.
3.1. Estimate for the transformed operator. Let µ > 0 be a sufficiently large number to be chosen later. Define w k,m by
Thus using (2.11) we obtain
for m = 2, . . . , M . Dividing both sides of the last equation by
Hence, we can rewrite (2.11) as
where
Here we use a convention
where similarly to the definitions of Q, L, and D above,
Using the ellipticity of A k,m we obtain the following resolvent estimate for A k,m . For a given a given γ ∈ (0, π/2) we define
Moreover we introduce the complex spaces
Lemma 3.1. For any γ > 0, there exists a constant C independent of k and µ such that
Proof. For an arbitrary v ∈ H we define
or equivalently
which existence and uniqueness follow from the Fredholm alternative. In this proof (·, ·) denotes the Hermitian inner product, i.e. (v, ϕ) = Ω vφ dx.
) and is real, this equation is of the form
by multiplying it by e − iδ 2 and taking real parts, we have
From (3.8) we therefore conclude
Thus, we have
which establishes the first result. The second result follows from the identity
There exists a constant C independent of k and µ such that
Taking ϕ = g and using the coercivity (2.3), we obtain
From the estimate above, we immediately conclude that
and using (3.11), we also obtain
from which the second estimate of the lemma follows. We will also require the following result that estimates the difference A k,m − A k,l . Lemma 3.3. The exists a constant C independent of k and µ such that for m ≥ l
Proof. By duality we have
For each such w, we have
Using the definitions of A k,m and A k,l , changing variables, and using (1.4) and that ω is nondecreasing, we have we have
(3.12)
To estimate J 1 we use
Then using (3.12), we obtain
Combining the estimates for J 1 and J 2 , we obtain the lemma. Lemma 3.4. There exists a constant C independent of k and µ such that
Moreover, for m − l ≥ 1 there holds
Proof. First we observe that each term R m,l v can be thought of as m − l + 1 time steps of dG(0) method of the homogeneous problem
with the initial condition u(t l−1 ) = v. Then, using Lemma 3.1 the first estimate follows from [11] , (cf. also [32, Theorem 1] ). To prove the second estimate we use a representation Using the fact that the spectrum σ( A k,m ) of A k,m is real and positive we obtain by the Parseval's identity (cf. [39, Chap. 7 
To estimate |g(λ)| we proceed similar to the proof of Theorem 5.1 in [11] and observe
Let k max = max l≤j≤m k j and first consider the case k max < (t m − t l−1 )/2. We have
and with the assumption k max < (t m − t l−1 )/2,
This results in
and therefore we have
where we have used our assumption (ii) on the time steps. This completes the proof for this case.
Lemma 3.5. There exists a constant C independent of k and µ such that for m − l ≥ 1,
Proof. By the coercivity of the operator A for any w ∈ H 1 0 (Ω), we have
Thus, with w = A k,m R m,l v, we have by the previous lemma
This completes the proof.
Lemma 3.6. There exists a constant C independent of k and µ such that for
Proof. By duality
Since A is a symmetric operator, we have A k,m = A * k,m and as a result R m,l = R * m,l . Moreover A k,m and R m,l commute. Thus,
Since A * k,m = A k,m , by Lemma 3.5, we obtain
which establishes the lemma.
Combining the above lemmas we obtain the following result. Lemma 3.7. There exist constants C 1 and C 2 independent of µ and k such that for any
where Q is the operator defined in (3.4). Proof. Using that
Combining estimates from Lemma 3.2, Lemma 3.3 and Lemma 3.6, and using that
for any m = 1, 2, . . . , M we have
From the condition (1.5) and properties of the Riemann sums, we obtain
ds ≤ C, and taking the maximum over l of g k,l L 2 (Ω) , we obtain the first estimate of the lemma. From (3.13) we also obtain
Changing the order of summation we have
Again similar to the above, by (1.5) we have,
Taking maximum over l in the sum
completes the proof. 
14)
Proof. Using the first estimate from Lemma 3.7 and choosing µ = 4C
Using |k m − k l | ≤ t m − t l−1 we get for some 0 < ε < 1
Using the properties of the Riemann sums we can estimate
Choosing for example ε = 1 4 we get with
The estimate (3.14) follows then with the choice δ 0 = 1 (4C3) 4 . The estimate (3.15) follows from Lemma 3.7 similarly.
Remark 3.9. The condition k − k min ≤ δ 0 trivially holds in the case of uniform time steps. For non-uniform time steps it is sufficient to assume k ≤ 1 2 δ 0 . The above proposition shows that under certain conditions, the operator Id − Q is invertible with a bounded inverse with respect to both the L ∞ (I; L 2 (Ω)) and
k . This is the central piece of our argument. In order to obtain a discrete maximal parabolic regularity, we will also require estimates for L andD, which we will show next.
Lemma 3.10. For the operator L defined in (3.5) there exists a constant C independent of k such that for all f k ∈ X 0 k the following estimates hold:
Proof. From the definition of L and Lemma 3.4 we obtain
where in the last step we used that
This completes the proof of (3.16). The estimate (3.17) can be shown similarly by changing the order of summation. Lemma 3.11. For the operator D defined in (3.5) there exists a constant C independent of k such that for all u 0 ∈ L 2 (Ω) the following estimate holds,
Proof. There holds by Lemma 3.4
This results in
To prove (3.19) we use the fact that
3.2. Semidiscrete in time maximal parabolic regularity. Combining the above results we can finally establish the maximal parabolic regularity with respect to the L ∞ (I; L 2 (Ω)) and the L 1 (I; L 2 (Ω)) norms in the following two theorems. Theorem 3.12 (Discrete maximal parabolic regularity for
(Ω) for all m = 1, 2, . . . , M . Let moreover u k be the dG(0) semidiscrete solution to (2.7). There exists µ > 0 sufficiently large and
Proof. Recalling the definitions ofṽ k and w k , namelỹ
For the first term we use estimate (3.14) from Proposition 3.8, for the second one estimate (3.16) from Lemma 3.10 and for the third one estimate (3.19) from Lemma 3.11. This results in
Absorbing the first term on the right-hand side we obtain
where we used that m l=1 (1 + µk l ) ≤ e µtm . SinceÃ k,m is invertible for each m, using Lemma 3.2 we also have
Thus from (3.20) , the definition of A k,m , namely
and by the triangle inequality and the estimates above we obtain
and therefore
The estimate for the second term in the statement of the theorem follows from the observation that (2.11) is just
Next we establish the maximal parabolic regularity in L 1 (I; L 2 (Ω)) norm. Theorem 3.13 (Discrete maximal parabolic regularity for p = 1). Let f ∈ L 1 (I; L 2 (Ω)) and u 0 ∈ L 2 (Ω). Let moreover u k be the dG(0) semidiscrete solution to (2.7). There exists µ > 0 sufficiently large and δ 0 > 0 such that for k − k min ≤ δ 0 there holds
Proof. The proof is very similar to the proof of the previous theorem. By (3.2) we have
For the first term we use estimate (3.15) from Proposition 3.8, for the second one estimate (3.17) from Lemma 3.10 and for the third one estimate (3.18) from Lemma 3.11. This results in
The rest of the proof goes along the lines of the proof of the previous theorem. Corollary 3.14. For u 0 = 0 interpolating between the results of Theorem 3.12 and Theorem 3.13 we obtain the discrete maximal parabolic regularity for 1 ≤ p < ∞, namely
3.3. Fully discrete maximal parabolic regularity. In this section, we consider the fully discrete approximation of the equation (1.1). We will establish the corresponding results for fully discrete approximations.
Let Ω be a polygonal/polyhedral domain and let T denote an admissible triangulation of Ω, i.e., T = {τ } is a conformal partition of Ω into simplices (line segments, triangles, tetrahedrons, and etc.) τ of diameter h τ . Let h = max τ h τ and V h be the set of all functions in H 1 0 (Ω) that are polynomials of degree r ≥ 1 on each τ , i.e., V h is the usual space of continuous finite elements. We would like to point out that we do not make any assumptions on shape regularity or quasi-uniformity of the meshes. To obtain the fully discrete approximation we consider the space-time finite element space
We define a fully discrete analog u kh ∈ X 0,r
Moreover, we introduce two operators A h (t) :
and the orthogonal
Similarly to A k,m in (2.10) we also define A kh,m : X 0,r
With the help of the above operators, the fully discrete approximation u kh ∈ X 0,r k,h defined in (3.22) satisfies
where f k,m is defined in (2.9). Hence the same formulas for u k , namely (??)-(2.17) also hold for u kh with the difference that A k is replaced by A kh and f k by P h f k . The analysis from section 3 of the paper translates almost immediately to the fully discrete setting since all arguments are energy based arguments and P h L 2 (Ω)→L 2 (Ω) ≤ 1 on any mesh. Thus we directly establish the following results. Theorem 3.15 (Discrete maximal parabolic regularity for p = ∞). Let the conditions of Theorem 3.12 be fulfilled and let u kh be fully discrete solution to (1.1) defined by (3.22) on any conformal triangulation of Ω. Then there exists a constant C independent of k and h such that the following estimate holds:
The corresponding result for the L 1 (I; L 2 (Ω)) norm is formulated in the following theorem.
Theorem 3.16 (Discrete maximal parabolic regularity for p = 1). Under the conditions of Theorem 3.15 there exists a constant C independent of k and h such that
Corollary 3.17. For u 0 = 0 interpolating between Theorem 3.15 and Theorem 3.16 we obtain discrete maximal parabolic regularity for
4. Applications to error estimates. In this section we illustrate how the discrete maximal parabolic results from the previous section can be applied to error estimates. For the rest of the section we assume that Ω is convex and in addition the following assumption holds. Assumption 1. 
where the constant C depends on Ω and L only. Again by Assumption 1, A(t) is a bounded operator from
(Ω) and as a result
. Taking supremum over v concludes the proof.
As a first application of the discrete maximum regularity we establish semidiscrete best approximation result in the case of p = ∞.
Theorem 4.2. Let the coefficients a ij (t, x) satisfy the Assumption 1 and let u be the solution to (1.1) with u ∈ C(Ī; L 2 (Ω)) and u k be the dG(0) semidiscrete solution to (2.7). Then under the conditions of Theorem 3.13 there exists a constant C independent of k such that
Proof. Lett ∈ (0, T ] be an arbitrary but fixed point in time. Without loss of generality we assumet ∈ I M = (t M−1 , T ]. We consider the following dual problem 
Using the Hölder inequality in time and the Cauchy-Schwarz inequality in space, Theorem 3.13 and Lemma 4.1, we have
Similarly, we obtain
Canceling by u k (t) L 2 (Ω) and taking the supremum overt, we establish
Using that the dG(0) method is invariant on X 0 k , by replacing u and u k with u − χ and u k − χ for any χ ∈ X 0 k , and using the triangle inequality we obtain the theorem.
For 1 ≤ p < ∞, we can obtain the following result which is similar to the result was obtained for time independent coefficients in [32] for the L p (I; L s (Ω)) norm. To state the result we define a projection
Theorem 4.3. Let the coefficients a ij (t, x) satisfy the Assumption 1 and let u be the solution to (1.1) with u ∈ C(Ī; L 2 (Ω)) and u k be the dG(0) semidiscrete solution to (2.7). Then under the conditions of Theorem 3.13 there exists a constant C independent of k such that
where the projection π k is defined above in (4.5).
Proof. The proof uses the result of Corollary 3.14 and goes along the lines of the proof of Theorem 9 in [32] and Theorem 4.2 above.
Applications to fully discrete error estimates.
Similarly to the semidiscrete case, as an application of the fully discrete maximal parabolic regularity, we show optimal convergence rates for the dG(0)cG(r) solution. As in the semidiscrete case, first using the convexity of Ω and Assumption 1 and in addition that the triangulation T is quasi-uniform we establish the space discrete version of the Lemma 4.1. Thus, for rest of the paper we assume Assumption 2. There exists a constant C independent of h such that
where d = 2, 3 is the dimension on Ω. For the results below we will require one Ritz projection R h (t) :
and another Ritz projection R kh,m : 
Put z h (t) = A h (t)w h . Then adding and subtracting w, we have
To estimate J 1 we integrate by parts and use the Cauchy-Schwarz inequality
Using that w h = R kh,m w, the standard elliptic error estimates and the inverse inequality, we obtain
Combining the estimates for J 1 and J 2 we can conclude that
where we used that the definition of w is identical to the definition of w in Lemma 4.1 and from (4.2) we know that w
. Taking supremum over v concludes the proof. Similar to the semidiscrete case, we also establish a corresponding result for p = ∞ in the fully discrete case.
Theorem 4.5. Let the coefficients a ij (t, x) satisfy the Assumption 1 and let u be the solution to (1.1) with u ∈ C(Ī; L 2 (Ω)) and u kh be the dG(0)cG(r) solution for r ≥ 1 on a quasi-uniform triangulation T with the coefficients a ij (t, x) satisfying the Assumption 1. Then under the assumption of Theorem 3.15 there exists a constant C independent of k and h such that for 1 ≤ p < ∞,
Proof. As in the proof of Theorem 4.2, lett ∈ (0, T ] be an arbitrary but fixed point in time. Without loss of generality we assumet ∈ I M = (t M−1 , T ]. Consider the following dual problem ∂ t g(t, x) − A(t, x)g(t, x) =θ(t)u kh (t, x), (t, x) ∈ I × Ω, g(t, x) = 0, (t, x) ∈ I × ∂Ω, g(T, x) = 0, x ∈ Ω, Using the Hölder inequality in time and the Cauchy-Schwarz inequality in space, Lemma 4.4 and Theorem 3.16, we have
Exactly as in the estimate of J 2 in Theorem 4.5, we obtain
Thus canceling u kh (t) L 2 (Ω) and taking supremum overt, we establish
Using that dG(0)cG(r) method is invariant on X 0,r k,h , by replacing u and u kh with u − χ and u kh − χ for any χ ∈ X 0,r k,h , and using the triangle inequality we obtain the theorem.
Theorem 4.6. Let the coefficients a ij (t, x) satisfy the Assumption 1 and let u be the solution to (1.1) with u ∈ C(Ī; L 2 (Ω)) and u kh be the dG(0)cG(r) solution for r ≥ 1 on a quasi-uniform triangulation T with the coefficients a ij (t, x) satisfying the Assumption 1. Then under the assumption of Theorem 3.15 there exists a constant C independent of k and h such that for 1 ≤ p < ∞,
where the projection π k is defined in (4.5) and R h in (4.6).
Proof. The proof uses the result of Corollary (3.17) and goes along the lines of the proof of Theorem 12 in [32] and Theorem 4.5 above.
For sufficiently regular solutions, combining the above two theorems and using the approximation theory we immediately obtain an optimal order convergence result. 
