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Abstract
We study streaming submodular maximization subject to matching/b-matching constraints
(MSM/MSbM), and present improved upper and lower bounds for these problems. On the
upper bounds front, we give primal-dual algorithms achieving the following approximation ratios.
• 3 + 2√2 ≈ 5.828 for monotone MSM, improving the previous best ratio of 7.75.
• 4 + 3√2 ≈ 7.464 for non-monotone MSM, improving the previous best ratio of 9.899.
• 3 + ǫ for maximum weight b-matching, improving the previous best ratio of 4 + ǫ.
On the lower bounds front, we improve on the previous best lower bound of e
e−1
≈ 1.582 for
MSM, and show ETH-based lower bounds of ≈ 1.914 for polytime monotone MSM streaming
algorithms.
Our most substantial contributions are our algorithmic techniques. We show that the (ran-
domized) primal-dual method, which originated in the study of maximum weight matching
(MWM), is also useful in the context of MSM. To our knowledge, this is the first use of primal-
dual based analysis for streaming submodular optimization. We also show how to reinterpret
previous algorithms for MSM in our framework; hence, we hope our work is a step towards
unifying old and new techniques for streaming submodular maximization, and that it paves the
way for further new results.
1 Introduction
In this paper we study streaming maximum submodular matching (MSM) and related problems.
Submodular function maximization has a long history. For example, it has been known since the
70s that the greedy algorithm yields an e/(e− 1) ≈ 1.582 approximation for monotone submodular
maximization subject to a cardinality constraint [52]. This is optimal among polytime algorithms
with value oracle access [51], or assuming standard complexity-theoretic conjectures [17, 21, 48].
The same problem for non-monotone submodular functions is harder; it is hard to approximate to
within a 2.037 factor [54]. Much work has been dedicated to improving the achievable approximation
[9, 10, 18, 24, 33, 44, 54, 59]; the best currently stands at 2.597 [9].
Closer to our work is the study of submodular maximization subject to matching constraints.
For this problem, the greedy algorithm has long been known to be 3-approximate for monotone
functions [27]. Improved approximations have since been obtained [25, 33, 43, 45], with the current
best being (2 + ǫ) and (4+ ǫ) for monotone and non-monotone MSM respectively [25]. The papers
above studied rich families of constraints (e.g. matroid intersection, matchoids, exchange systems),
some of which were motivated explicitly by matching constraints (see [25]). Beyond theoretical
interest, the MSM problem also has great practical appeal, since many natural objectives exhibit
diminishing returns behavior. Applications across different fields include: machine translation [47],
Internet advertising [16, 42], combinatorial auctions more broadly [11, 46, 58], and any matching
problem where the goal is a submodular notion of utility such as diversity [2, 3].
The proliferation of big-data applications such as those mentioned above has spurred a surge of
interest in algorithms for the regime where the input is too large to even store in local memory. To
this end, it is common to formulate problems in the streaming model. Here the input is presented
element-by-element to an algorithm that is restricted to use O˜(S) memory, where S is the maximum
size of any feasible solution. We study MSM in this model.
For our problem when the objective is linear, a line of work [14, 19, 22, 29, 49, 55] has shown
that a (2 + ǫ)-approximation is possible in the streaming model [29, 55]. Meanwhile, for submodu-
lar objectives under cardinality constraints (which are a special case of MSM in complete bipartite
graphs), a separate line of work [4, 6, 13, 23, 41, 50] has culminated in the same (2 + ǫ) approxima-
tion ratio, for both monotone and non-monotone functions (the latter taking exponential time, as
is to be expected from the lower bound of [54]); moreover, this (2 + ǫ) bound was recently proven
to be tight [4, 26, 53]. On the other hand, for fully general MSM, the gap between known upper
and lower bounds remain frustratingly large. Chakrabarti and Kale [12] gave a 7.75-approximate
algorithm forMSM with monotone functions. For non-monotone functions, Chekuri et al. [13] gave
a (12 + ǫ)-approximate algorithm, later improved by Feldman et al. [23] to 5 + 2
√
6 ≈ 9.899. The
only known lower bound for monotone MSM is ee−1 ≈ 1.582 for streaming or polytime algorithms,
implied respectively by [40] and [21, 51]. For non-monotone functions, [54] implies a hardness of
2.037. Closing these gaps, especially from the algorithmic side, seems to require new ideas.
1.1 Our Contributions
We present a number of improved results for streaming maximum submodular matching (MSM)
and related problems.
Our first result is an improvement on the 7.75 approximation of [12] for monotone MSM.
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Theorem 1.1. There exists a deterministic linear-time streaming MSM algorithm for mono-
tone functions which is 3 + 2
√
2 ≈ 5.828 approximate.
We complement the algorithm with an instance on which our analysis is tight.
Our algorithm extends in various ways: First, it yields the same approximation ratio for sub-
modular b-matchings, where each node v can be matched bv times, improving on the previous best
8-approximations [13, 23]. For the special case of linear functions (MWM), our algorithm—with ap-
propriate parameters—recovers the (2 + ǫ)-approximate algorithm of [55]. For weighted b-matching
(MWbM), a slight modification of our algorithm yields a (3 + ǫ)-approximate algorithm, improving
on the previous best (4 + ǫ)-approximation [14].
Next, we improve on the 5 + 2
√
6 ≈ 9.899 approximation of [23] for non-monotone MSM.
Theorem 1.2. There exists a randomized linear-time streaming MSM algorithm for non-
monotone functions which is 4 + 2
√
3 ≈ 7.464 approximate.
Our non-monotone MSM algorithm’s approximation ratio is better than the previous state-of-
the-art 7.75-approximate monotone MSM algorithm [12]. Moreover, when applied to monotone
functions, the algorithm of Theorem 1.2 yields the same approximation ratio as the deterministic
algorithm of Theorem 1.1.
We turn to proving hardness for monotone MSM. As stated before, the previous best lower
bounds for this problem were ee−1 ≈ 1.582. These lower bounds applied to either space-bounded
[40] or time-bounded algorithms [21, 51]. We show that the problem becomes harder for algorithms
which are both space bounded and time bounded. This answers an open problem posed in the
Bertinoro Workshop on Sublinear Algorithms 2014 [1], at least for time bounded algorithms.1
Theorem 1.3. No polytime streaming MSM algorithm for monotone functions is better than
1.914 approximate.
Finally, to demonstrate that our techniques have the potential for wider applicability, we also
use them to provide an alternative and unified proof of the results of Chakrabarti and Kale [12]
and Feldman et al. [23] for MSM, in Appendix A.
1.2 Our Techniques and Overview
Our starting point is the breakthrough result of Paz and Schwartzman [55] for a special case of
our problem—maximum weight matching (MWM). They gave a (2 + ǫ)-approximate streaming
algorithm by extending the local-ratio technique [7]. Subsequently, Ghaffari and Wajc [29] sim-
plified and slightly improved the analysis of [55], by re-interpreting their algorithm in terms of
1We note briefly that such a bound does not follow from space lower for cardinality constrained submodular
maximization [26, 53] in a stream (a special case of our setting, with a complete bipartite graph on n and k nodes),
since a bound for that problem cannot be superlinear in n.
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the primal-dual method.2 The primal-dual method is ubiquitous in the context of approximating
linear objectives. In this paper, we show that this method is also useful in the context of streaming
submodular optimization, where to the best of our knowledge, it has not yet been used. For our
primal-dual analysis, we rely on the concave-closure extension for submodular functions which has
a “configuration LP”-like formulation. In particular, using this extension, we find that a natural
generalization of the MWM algorithm of [55] (described in Section 3) yields improved bounds for
monotone MSM and its generalization to b-matchings. Our primal-dual analysis is robust in the
sense that it allows for extensions and generalizations, as we now outline.
Our approach in a nutshell (Sections 3+4). Our approach is to keep monotone dual solutions
(initially zero), and whenever an edge arrives, discard it if its dual constraint is already satisfied.
Edges whose dual constraint is not satisfied are added to a stack S, and relevant dual variables
are increased, so as to satisfy their dual constraint. Finally, we unwind the stack S, constructing a
matching M greedily. The intuition here is that the latter edge in the stack incident on a common
edge have higher marginal gain than earlier such edges in the stack. More formally, we show that
this matching M has value at least some constant times the dual objective cost. Weak LP duality
and the choice of LP imply that f(M) ≥ 1α · f(S ∪ OPT ) for some α > 1, which implies our
algorithm is α-approximate for monotone MSM.
Extension 1 (Section 5). Extending our approach, which gives f(M) ≥ 1α · f(S ∪ OPT ), to
non-monotone functions f seems challenging, since for such functions f(S∪OPT ) can be arbitrarily
smaller than f(OPT ). To overcome this challenge, we note that our dual updates over-satisfy dual
constraints of edges in S. We can therefore afford to randomly discard edges whose dual is not
satisfied on arrival (and not add them to S), resulting in these edges’ dual constraints holding in
expectation. This allows us to argue, via a generalization of the randomized primal-dual method
of Devanur et al. [15] (on which we elaborate in Section 2), that E[f(M)] ≥ 1α · E[f(S ∪ OPT )].
As S contains each element with probability at most some q, a classic lemma of [10] allows us to
show that E[f(S ∪ OPT )] ≥ (1 − q) · f(OPT ), from which we get our results for non-monotone
MSM.3 Given the wide success of the randomized-primal dual method of [15] in recent years
[20, 31, 34, 35, 36, 37, 38, 56], we believe that our extension of this method in the context of
submodular optimization will likely find other applications.
Extension 2 (Section 6). For maximum weight b-matching (MWbM), the dual updates when
adding an edge to the stack are not high enough to satisfy this edge’s dual constraint. However,
since we do cover each edge outside the stack S, weak duality implies that a maximum-weight
b-matching M in the stack S has value at least as high as f(M) ≥ 12+ǫ ·f(OPT \S), and trivially at
least as high as f(M) ≥ f(OPT ∩S). Combining these lower bounds on f(M) imply our improved
(3+ ǫ) approximation ratio for MWbM. This general approach seems fairly general, and could find
uses for other sub-additive objectives subject to downward-closed constraints.
Unifying Prior Work (Appendix A). To demonstrate the usefulness of our primal-dual anal-
ysis, we also show that this (randomized) primal-dual approach gives an alternative, unified way
to analyze the MSM algorithms of [12, 23].
2A form of equivalence between local-ratio and primal-dual was established in [8], but not for the extension of
the local ratio technique given in [55].
3Incidentally, for monotone functions, for which E[f(M)] ≥ 1
α
· E[f(S ∪ OPT )] ≥ 1
α
· f(OPT ), this algorithm is
α approximate. This is somewhat surprising, as this algorithm runs an α-approximate monotone algorithm (and this
analysis is tight, by Appendix B) on a random q-fraction of the input, suggesting an α/q approximation. Nonetheless,
we show that for q not too small in terms of α, we retain the same approximation ratio even after this sub-sampling.
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Lower bound (Section 7). Our lower bound instance makes use of two sources of hardness:
computational hardness under ETH ([17, 21]) and information-theoretic hardness resulting form
the algorithm not knowing the contents or order of the stream in advance ([30]). In particular,
our proof embeds a submodular problem (specifically, set cover) in parts of the linear instance of
[30], and hence exploits the submodularity in the MSM objective. Interestingly, our lower bound
of 1.914 is higher than any convex combination of the previous hardness results we make use of,
both of which imply a lower bound no higher than e/(e − 1).
2 Preliminaries
A set function f : 2N → R is submodular if the marginal gains of adding elements to sets, denoted
by fS(e) := f(S ∪ {e}) − f(S), satisfy fS(e) ≥ fT (e) for e 6∈ T and S ⊆ T ⊆ N. We say f
is monotone if f(S) ≤ f(T ) for all S ⊆ T ⊆ N . Throughout this paper we require only oracle
access to the submodular function. The maximum submodular matching (MSM) problem is defined
by a non-negative submodular function f : 2E → R≥0, where E is the edge-set of some n-node
graph G = (V,E), and feasible sets are matchings in G. The more general maximum submodular b-
matching (MSbM) problem, has as feasible sets subgraphs in which the degree of each vertex v does
not exceed bv, for some input vector~b. Our objective is to design algorithms with low approximation
ratio α ≥ 1, that is algorithms producing solutions M such that E[f(M)] ≥ 1α · f(OPT ) for the
smallest possible value of α.
For streaming MSM, edges of E are presented one at a time, and we are tasked with computing
a matching in G at the end of the stream, using little memory. Since any matching’s size is at most
n/2, we restrict our algorithms to using the bare minimum space, O˜(n) (while the entire graph can
have size Ω(n2)). On a technical note, we will only allow the algorithm to query the value oracle
for f on subsets currently stored in memory. As is standard (see e.g., [32, 60]), we assume the
range of f is polynomially bounded. More precisely, we assume that
maxe,S fS(e)
mine,S fS(e)
= nO(1), where the
max and min are taken over e, S for which fS(e) 6= 0. This implies in particular that we can store
values of the form fS(e) using O(log n) bits.
Useful Notation Throughout this paper we will rely on the following notation. First, we denote
by e(1), e(2), . . . , the edges in the stream, in order. For edges e = e(i), e′ = e(j), we write e < e′ if and
only if i < j, i.e., if e arrived before e′. Similarly to [13, 23], we will also use f(e : S) := fS∩{e′<e}(e)
as shorthand for the marginal gain from adding e to the set of elements which arrived before e in
S. One simple yet useful property of this notation is that
∑
e∈S f(e : S) = f(S) ([13, Lemma 1].)
Other properties of this notation we will make use of, both easy consequences of submodularity,
are f(e : S) ≤ fS(e), as well as monotonicity of f(e : S) in S, i.e., f(e : A) ≥ f(e : B) for A ⊆ B.
2.1 The Primal-Dual Method in Our Setting
As discussed in Section 1.2, the main workhorse of our algorithms is the primal-dual method. In
this method, we consider some linear program (LP) relaxation, and its dual LP. We then design an
algorithm which computes a (primal) solution of value P , and a feasible solution of value D, and
show that P ≥ 1α ·D, which implies an approximation ratio of α, by weak duality, since
P ≥ 1
α
·D ≥ 1
α
· f(OPT ).
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For linear objectives, the first step of the primal-dual method—obtaining an LP relaxation—is
often direct: write some integer linear program for the problem and drop the integrality constraints.
For submodular objective functions, which are only naturally defined over vertices of the hypercube,
~x ∈ {0, 1}E , and are not defined over fractional points ~x ∈ [0, 1]E \{0, 1}E , the first step of defining
a relaxation usually requires extending f to real vectors. For this, we use the concave closure (see
e.g.[57] for a survey of its history and further properties).
Definition 2.1. The concave closure f+ : [0, 1]E → R of a set function f : 2E → R is given by
f+(~x) := max


∑
T⊆E
αT · f(T )
∣∣∣∣∣
∑
T⊆E
αT = 1, αT ≥ 0 ∀T ⊆ E,
∑
T∋e
αT = xe ∀e ∈ E

 .
In words, the concave closure is the maximum expected f -value of a random subset T ⊆ E,
where the maximum is taken over all distributions matching the marginal probabilities given by ~x.
This is indeed an extension of set functions (and in particular submodular functions) to real-valued
vectors, as this distribution must be deterministic for all ~x ∈ {0, 1}E . Consequently, for any set
P ⊆ [0, 1]E containing the characteristic vector ~xOPT of an optimal solution OPT , we have that
max~x∗∈P f+(x) ≥ f+(xOPT ) = f(OPT ).
Now, to define an LP relaxation for submodular maximization of some function g subject to
some linear constraints A~x ≤ ~c, we simply consider max{g+(~x) ∣∣ A~x ≤ ~c}. For MSbM, we obtain
the primal and dual programs given in Figure 1.
Primal (P ) Dual (D)
max
∑
T⊆E αT · g(T ) min µ+
∑
v∈V bv · φv
subject to subject to
∀T ⊆ E : ∑T∋e αT = xe ∀T ⊆ E : µ+∑e∈T λe ≥ g(T )∑
T⊆E αT = 1 ∀e ∈ E :
∑
v∈e φv ≥ λe
∀v ∈ V : ∑e∋v xe ≤ bv
∀e ∈ E,T ⊆ E : xe, αT ≥ 0 ∀v ∈ V : φv ≥ 0
Figure 1: The LP relaxation of the MSbM problem and its dual
2.2 Non-Monotone MSM: Extending the Randomized Primal-Dual Method
To go from monotone to non-monotone function maximization, we make use of our dual updates
resulting in dual solutions which over-satisfy (some) dual constraints. This allows us to randomly
sub-sample edges with probability q when deciding whether to insert them into S, and still have a
dual solution which is feasible in expectation over the choice of S. This is akin to the randomized
primal-dual method of Devanur et al. [15], who introduced this technique in the context of maximum
cardinality and weighted matching. However, unlike in [15] (and subsequent work [20, 31, 34, 35, 36,
37, 38, 56]), for our problem the LP is not fixed. Specifically, we consider a different submodular
function in our LP based on S, denoted by gS(T ) := f(T ∪ S). This results in random primal
and dual LPs, depending on the random set S. We show that our (randomized) dual solution is
feasible for the obtained (randomized) dual LP in expectation over S. Consequently, our expected
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solution’s value is at least as high as some multiple of an expected solution to the dual LP, implying
ES[f(M)] ≥ 1
α
· ES [D] ≥ 1
α
· ES [f(S ∪OPT )]. (1)
Equation (1) retrieves our bound for monotone functions, for which ES [f(S∪OPT )] ≥ f(OPT ).
To obtain bounds for non-monotone functions, we show that ES[f(S ∪OPT )] ≥ (1− q) · f(OPT ),
by relying on the following lemma, due to Buchbinder et al. [10, Lemma 2.2].
Lemma 2.2 ([10]). Let h : 2N → R≥0 be a non-negative submodular function, and let B be a
random subset of N containing every element of N with probability at most q (not necessarily
independently), then E[h(B)] ≥ (1− q) · h(∅).
3 Our Basic Algorithm
In this section we describe our monotone submodular b-matching algorithm, which we will use with
slight modifications and different parameter choices in coming sections.
The algorithm maintains a stack of edges S, initially empty, as well as vertex potentials ~φ ∈ R|V |.
When an edge e arrives, we compare the marginal value of this arriving edge with respect to the stack
to the sum of vertex potentials of the edge’s endpoints times a slack parameter C. If C ·∑v∈e φv
is larger, we continue to the next edge. Otherwise, with probability q we add the edge to the stack
and increment the endpoint vertex potentials. At the end of the stream, we construct a b-matching
greedily by unwinding the stack in reverse order. The pseudocode is given in Algorithm 1.
Algorithm 1 The MSbM Algorithm
Initialization
1: S ← emptystack
2: ∀v ∈ V : φ(0)v ← 0
Loop
3: for t ∈ {1, . . . , |E|} do
4: e← e(t)
5: ∀v ∈ V : φ(t)v ← φ(t−1)v
6: if C ·∑v∈e φ(t−1)v ≥ f(e : S) then
7: continue ⊲ skip edge e
8: else
9: with probability q do
10: S.push(e)
11: for v ∈ e do
12: wev ← f(e:S)−
∑
v∈e φ
(t−1)
v
bv
13: for v ∈ e do
14: φ
(t)
v ← φ(t−1)v + wev
Post-Processing
15: M ← ∅
16: while S 6= emptystack do
17: e← S.pop()
18: if |M ∩N(e)| < bv for all v ∈ e then
19: M ←M ∪ {e}
20: return M
Algorithm 1 clearly outputs a feasible b-matching. In subsequent sections we analyze this
algorithm for various instantiations of the parameters C and q. Before doing so, we note that this
algorithm when run with C = 1 + Ω(1) is indeed a streaming algorithm, and in particular uses
space O˜(
∑
v bv).
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Lemma 3.1. For any constant ǫ > 0, Algorithm 1 run with C = 1 + ǫ uses O˜(
∑
v bv) space.
The proof broadly relies on the observation that every edge incident on vertex v inserted to the
stack increases φv by a multiplicative factor of (C−1)/bv , coupled with the fact that the minimum
and maximum non-zero values which φv can take are polynomially bounded in each other, due to
f being polynomially bounded. See Appendix C for the complete proof.
We further note that as Algorithm 1 only evaluates f a constant number of times per edge
arrival, followed by an algorithm with time O(|S|) ≤ O(|E|), this algorithm runs in time linear in
|E|, times the time to evaluate f .
Lemma 3.2. Algorithm 1 requires O(1) operations and function evaluations per arrival, followed
by O(|E|) time post-processing.
4 Monotone MSbM
In this section we will consider a deterministic instantiation of Algorithm 1 (specifically, we will
set q = 1) in the context of monotone submodular b-matching.
To argue about the approximation ratio, we will fit a dual solution to this algorithm. Define
the auxiliary submodular functions gS : 2E → R+ to be gS(T ) := f(S ∪ T ). We will work with the
dual LP (D) for the function gS , and consider the following dual solution.
µ := f(S) = gS(∅),
φv := C · φ(|E|)v
λe :=
{
f(e : S) e 6∈ S
0 e ∈ S.
We start by showing that the above is indeed dual feasible.
Lemma 4.1. The dual solution (µ, ~φ,~λ) is feasible for the LP (D) with function gS .
Proof. To see that the first set of constraints is satisfied, note that by submodularity of f∑
e∈T
λe =
∑
e∈T\S
f(e : S) ≥
∑
e∈T\S
fS(e) ≥ fS(T \ S) = f(S ∪ T )− f(S) = gS(T )− µ.
For the second set of constraints, note that an edge e = e(t) is not added to the stack if and
only if the check at Line 6 fails. Therefore, since φ
(t)
v values increase monotonically with t, we have∑
v∈e
φv = C ·
∑
v∈e
φ(|E|)v ≥ C ·
∑
v∈e
φ(t−1)v ≥ f(e : S) = λe.
It remains to relate the value of the solution M to the cost of this dual. We first prove an
auxiliary relationship that will be useful:
Lemma 4.2. The b-matching M output by Algorithm 1 satisfies
f(M) ≥ 1
2
·
∑
e∈S
∑
v∈e
bv · wev.
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Proof. We first note that for any edge e = e(t) and v ∈ e, since φ(t−1)v =
∑
e′∋v,e′<ewe, we have that
f(e : S) = bv · wev +
∑
u∈e
φ(t−1)u ≥ bv · wev + φ(t−1)v = bv · wev +
∑
e′∋v
e′<e
we′v.
Combined with submodularity of f , the above yields the following lower bound on f(M),
f(M) =
∑
e∈M
f(e :M) ≥
∑
e∈M
f(e : S) ≥
∑
e∈M
∑
v∈e
(
bv · wev +
∑
e′∋v
e′<e
we′v
)
.
On the other hand, the greedy manner in which we construct M implies that any edge e′ ∈ S \M
must have at least one endpoint v with bv edges e > e
′ inM . Consequently, the term we′v for such e
and v is summed bv times in the above lower bound for f(M). On the other hand, bv ·wev = bu ·weu
for e = (u, v), by definition. From the above we obtain our desired inequality.
f(M) ≥
∑
e∈M
∑
v∈e
bv · wev + 1
2
·
∑
e∈S\M
∑
v∈e
bv · wev ≥ 1
2
·
∑
e∈S
∑
v∈e
bv · wev.
We can now bound the two terms in the dual objective separately with respect to the primal,
using the following two corollaries of Lemma 4.2.
Lemma 4.3. The b-matching M output by Algorithm 1 satisfies f(M) ≥ 12C
∑
v∈V bv · φv.
Proof. Since φv = C · φ(|E|)v , and wev = φ(t)v − φ(t−1)v for all v ∈ e = e(t), Lemma 4.2 implies that
f(M) ≥ 1
2
·
∑
e∈S
∑
v∈e
bv ·wev = 1
2
·
∑
v∈V
|E|∑
t=1
bv ·
(
φ(t)v − φ(t−1)v
)
=
1
2
·
∑
v∈V
bv ·φ(|E|)v =
1
2C
·
∑
v∈V
bv ·φv .
Lemma 4.4. The b-matching M output by Algorithm 1 satisfies f(M) ≥ (1− 1C )µ.
Proof. We note that we > 0 for an edge e = e
(t) if and only if f(e : S) ≥ C ·∑v∈e φ(t−1)v . Hence,
bv · wev = f(e : S)−
∑
v∈e
φ(t−1)v ≥
(
1− 1
C
)
· f(e : S).
Combining the above with Lemma 4.2, and again recalling that for e = (u, v), we have that
bv · wev = bu · weu, by definition, we obtain the desired inequality.
f(M) ≥ 1
2
·
∑
e∈S
∑
v∈e
bv · wev ≥
(
1− 1
C
)∑
e∈S
f(e : S) =
(
1− 1
C
)
f(S).
Combining the above two corollaries and Lemma 4.1 with LP duality, we can now analyze the
algorithm’s approximation ratio.
Theorem 4.5. Algorithm 1 run with q = 1 and C on a monotone MSbM instance outputs a
b-matching M of value (
2C +
C
C − 1
)
· f(M) ≥ f(OPT ).
This is optimized by taking C = 1 + 1√
2
, which yields a 3 + 2
√
2 ≈ 5.828 approximation.
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Proof. By weak LP duality and Lemma 4.1, together with monotonicity of f , we have that
C ·
∑
v
bv · φv + µ ≥ max
T
gS(T ) = max
T
f(S ∪ T ) ≥ f(S ∪OPT ) ≥ f(OPT ).
Combining Lemma 4.3 and Lemma 4.4 and rearranging, we get the desired inequality,(
2C +
C
C − 1
)
· f(M) ≥ C ·
∑
v
bv · φv + µ ≥ f(OPT ).
In Appendix B we show that our analysis of Algorithm 1 is tight.
We note that our analysis of this section required monotonicity, as we lower bounded f(M) by
(a multiple of) f(S ∪OPT ) ≥ f(OPT ), where the last step crucially relies on monotonicity. In the
next section, we show how the use of randomness (namely, setting q 6= 1) allows us to obtain new
results for non-monotone MSM.
5 Non-Monotone MSM
In this section we consider MSM (so, bv = 1 for all v in this section), for non-monotone functions.
To extend our results to non-monotoneMSM, we make use of the freedom to choose q 6∈ {0, 1},
resulting in a randomized algorithm. This will allow us to lower bound ES[f(S∪OPT )] in terms of
f(OPT ). But first, we show that for appropriately chosen q, the output matchingM has high value
compared to ES[f(S ∪ OPT )]. The analysis of this fact will follow the same outline of Section 4,
relying on LP duality, but with a twist.
For our dual fitting, we use the same dual solution as in Section 4. However, this time this dual
solution will only be feasible in expectation, in the following sense. Since we now have q 6∈ {0, 1},
Algorithm 1 is now a randomized algorithm, S is a random set, gS is a random submodular function,
and thus (D) is a random LP. Let E[(D)] denote this LP, which is (D) with the submodular function
g(T ) := ES [g
S(T )]. We now show that our dual solution’s expectation is feasible for E[(D)].
Lemma 5.1. For q ∈ [1/(2C + 1), 1/2], the expected dual solution (E[µ],E[~φ],E[~λ]) is feasible for
the expected LP E[(D)].
Proof. The first set of constraints is satisfied for any realization of the randomness. Indeed, as in
the proof of Lemma 4.1, for any realization of S, by submodularity of f , we have∑
e∈T
λe =
∑
e∈T\S
f(e : S) ≥
∑
e∈T\S
fS(e) ≥ fS(T \ S) = f(S ∪ T )− f(S) = gS(T )− µ.
Consequently, taking expectation over S, we have that indeed, ES[µ] +
∑
e∈T ES [λe] ≥ ES[gS(T )].
We now tun to proving the second set of constraints, which will only hold in expectation.
Fix an edge e = e(t), and define the event Ae := [f(e : S) ≤ C ·
∑
v∈V φ
(t−1)
v ]. Then, by definition
of Ae and monotonicity of φ
(t)
v in t, we have that
E
[∑
v∈e
φv
∣∣∣∣∣ Ae
]
≥ E
[
C ·
∑
v∈e
φ(t−1)v
∣∣∣∣∣ Ae
]
≥ E[f(e : S) | Ae] = E[λe | Ae]. (2)
We now prove the same inequality holds when conditioning on the complement, Ae.
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Fix a realization of the randomness R for which Ae holds. Then, e = e
(t) fails the test in Line 6,
and so with probability q, we have
∑
v∈e φ
(t)
v =
∑
v∈e(φ
(t−1)
v +we) = 2 · f(e : S)−
∑
v∈e φ
(t−1)
v , and
with probability (1− q), we have ∑v∈e φ(t)v =∑v∈e φ(t−1)v . Hence, in this case, as q ≤ 12 , we have
E
[∑
v∈e
φ(t)v
∣∣∣∣∣ R
]
= 2q · f(e : S) + (1− 2q) ·
∑
v∈e
φ(t−1)v ≥ 2q · f(e : S).
Now, since φv ≥ C · φ(t), and q ≥ 1/(2C + 1) and since λe is set to f(e : S) if e is not added to S
(with probability 1− q) and set to zero otherwise, the above implies that
E
[∑
v∈e
φv
∣∣∣∣∣ R
]
≥ 2qC · f(e : S) ≥ (1− q) · f(e : S) = E[λe | R].
By the law of total expectation, taken over all R ⊆ Ae, we have
E
[∑
v∈e
φv
∣∣∣∣∣ Ae
]
≥ E[λe ∣∣ Ae]. (3)
Combining inequalities (2) and (3) with the law of total expectation gives the desired inequality,
E
[∑
v∈e
φv
]
≥ E[λe].
To bound the performance of this section’s randomized variant of Algorithm 1, we can reuse
corollaries 4.3 and 4.4, since these follow from Lemma 4.1, which holds for every realization of
the random choices of the algorithm. We now use these corollaries, LP duality and Lemma 5.1,
together with Lemma 2.2, to analyze this algorithm.
Theorem 5.2. Algorithm 1 run with q = 1/(2C + 1) and C on a non-monotone MSM instance
outputs a matching M of value (
4C2 − 1
2C − 2
)
· f(M) ≥ f(OPT ).
This is optimized by taking C = 1 +
√
3
2 , resulting in an approximation ratio of 4 + 2
√
3 ≈ 7.464.
Moreover, the same algorithm is 2C + C/(C − 1) approximate for monotone MSM.
Proof. First, by Lemma 4.3 and Lemma 4.4, for every realization of the algorithm, we have(
2C +
C
C − 1
)
· f(M) ≥
∑
v
φv + µ,
and thus this relationship holds in expectation as well.
(
2C +
C
C − 1
)
· E[f(M)] ≥ E
[∑
v
φv + µ
]
. (4)
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On the other hand, by Lemma 5.1, the expected dual LP solution is feasible for E[(D)]. There-
fore, by weak LP duality, we have
E
[∑
v
φv + µ
]
≥ max
T
E[g(T )] = max
T
E[f(S ∪ T )] ≥ E[f(S ∪OPT )]. (5)
The result for monotone MSM follows from equations (4) and (5), together with monotonicity
implying E[f(S ∪OPT )] ≥ f(OPT ).
For non-monotone MSM, let us define the additional auxiliary function h : 2E → R+, with
h(T ) := h(OPT ∪ T ). Now note that by our sampling procedure, S is a random subset of E
containing every edge with probability at most q. Hence, by Lemma 2.2, we have
E[f(S ∪OPT )] = E[h(S)] ≥ (1− q) · h(∅) = (1− q) · f(OPT ). (6)
Combining equations (4), (5) and (6), together with our choice of q = 1/(2C + 1), the desired
inequality follows by rearranging terms.
Having explored the use of Algorithm 1 for submodular matchings, we now turn to analyzing
this algorithm in the context of streaming linear objectives.
6 Linear Objectives
In this section we address the use of Algorithm 1 to matching and b-matching with linear objectives,
i.e., MWM and MWbM, using a deterministic variant, with q = 1.
For MWM, this algorithm with C = 1 + ǫ is essentially the algorithm of [55], and so it re-
trieves the state-of-the-art (2 + ǫ)-approximation for this problem, previously analyzed in [29, 55].
We therefore focus on MWbM, for which a simple modification of Algorithm 1 yields a 3 + ǫ
approximation, improving upon the previous best 4 + ǫ approximation due to [14].
The modification to Algorithm 1 which we consider is a natural one: instead of computing M
greedily, we simply compute an optimalMWbMM in the subgraph induced by S, using a polytime
linear-space offline algorithm (e.g., [5, 28]). Trivially, the b-matching M has weight at least
w(M) ≥ w(OPT ∩ S). (7)
Moreover, this b-matching has weight no lower than the greedily-constructed b-matching of lines
15-20. We use LP duality to show that this modified algorithm with C = 1+ǫ outputs a b-matching
M of weight at least w(M) ≥ 12+ǫ · w(OPT \ S).
Lemma 6.1. Let M be a MWbM in the stack S obtained by running Algorithm 1 with C = 1+ǫ/2
and q = 1 until Line 15. Then, we have w(M) ≥ 12+ǫ · w(OPT \ S).
Proof. Consider the matching M ′ obtained by greedily unwinding the stack, as in Algorithm 1.
Clearly, w(M) ≥ w(M ′). So, by Lemma 4.3, we have w(M) ≥ 12+ǫ ·
∑
v∈V φv, for φv = C · φ(|E|)v .
To relate
∑
v∈V φv to w(OPT ), we show that the dual solution (0, ~φ, ~w) is dual feasible for the LP
(D) with function w.
The first set of constraints are trivially satisfied, due to linearity of w, as 0+
∑
e∈T we = w(T ).
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For the second set of constraints, note that an edge e = e(t) is not added to the stack if and
only if the check at Line 6 fails. Therefore, since φ
(t)
v values increase monotonically with t, we have∑
v∈e
φv = C ·
∑
v∈e
φ(|E|)v ≥ C ·
∑
v∈e
φ(t−1)v ≥ f(e : S) = we.
Therefore, by weak LP duality, we have w(M) ≥ 0 + 12+ǫ ·
∑
v∈V φv ≥ 12+ǫ · w(OPT ).
We are now ready to analyze the approximation ratio of this MWbM algorithm.
Theorem 6.2. For any ǫ ≥ 0, Algorithm 1 run with C = 1+ǫ/2 and q = 1 until Line 15, followed by
a linear-space offline MWbM algorithm run on S to compute a solution M is a (3+ǫ)-approximate
streaming MWbM algorithm.
Proof. To see that this is a streaming algorithm, we recall that |S| = O˜(∑v bv), by Lemma 3.1.
Since we compute M by running an offline linear-space algorithm on the subgraph induced by S,
therefore using O(|S|) space for this last step, the desired space bound follows.
To analyze the algorithm’s approximation ratio, let α ∈ [0, 1] be the weighted fraction of OPT
in S. That is, w(OPT ∩ S) = α · w(OPT ), and by linearity, w(OPT \ S) = (1 − α) · w(OPT ).
Therefore, by Equation (7) and Lemma 6.1 we have the following.
w(M) ≥ w(OPT ∩ S) = α · w(OPT ).
w(M) ≥ 1
2 + ǫ
· w(OPT \ S) = 1− α
2 + ǫ
· w(OPT ).
We thus find that the approximation ratio of this algorithm is at most 1/min{α, 1−α2+ǫ } ≤ 3+ ǫ.
Remark. We note that this approach—dual covering constraints for elements outside of the
algorithm’s memory S, and solving the problem optimally for S—is rather general. In particular,
it applies to matching under any sub-additive (not just submodular) set function f , for which
f(OPT ) ≤ f(OPT \S)+ f(OPT ∩S). Moreover, this approach extends beyond matchings, to any
downward-closed constraints, for which OPT \ S and OPT ∩ S are both feasible solutions. So, it
seems like this approach could find applications to streaming algorithms for other objectives and
constraints, provided dual feasibility can be guaranteed using a dual solution of value bounded by
that of the output solution.
7 Lower Bound for MSM
Previous work shows that beating a ee−1 ≈ 1.582 approximation for MSM in the streaming model
is impossible for quasilinear space bounded algorithms [40], or polytime bounded algorithms [17,
21, 48]. In this section, we show that assuming the exponential time hypothesis (ETH), whereby
NP 6⊆ TIME(2o(n)) [39], beating 1.914 is impossible for any algorithm that is both space and time
bounded. In particular, we will rely on seminal hardness of approximation results Set Cover from
[17]. Recall:
Definition 7.1. A Set Cover instance consists of a set system (U ,S), with S ⊆ 2U . The goal is
to pick the smallest number k of sets S1, . . . Sk such that
∣∣∣⋃i∈[k] Si∣∣∣ = |U|. We use K to denote the
size of minimal cover for the instance (U ,S), and N = |U|+ |S| to denote the description size.
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Lemma 7.2 (Extension of Corollary 1.6 of [17]). Assuming ETH, every algorithm achieving an
approximation ratio (1−α) ln |U| for Set Cover runs in time strictly greater than 2Nγ·α for some
γ > 0. Furthermore, this holds even under the assumptions that |S| ≤ K1/(γα) and |U| ≤ |S|1/(γα).
See Appendix D for a proof that the hardness holds even under the extra assumptions. To
describe the instance, we will also use some extremal graph theory results from [30].
Definition 7.3. An α-Ruzsa-Szemere´di graph (α-RS graph) is a bipartite graph G = (P,Q,E)
with |P | = |Q| = n that is a union of induced matchings of size exactly αn.
Theorem 7.4 (Lemma 53 of [30]). For any constant ǫ > 0, there exists a family of balanced
bipartite (1/2 − ǫ)-RS graphs with n1+Ω(1/ log logn) edges.
In what follows we will show a randomized reduction from Set Cover to streaming MSM.
Specifically, we will show that if there is a polytime streaming algorithm for MSM achieving ratio
better than 1.914, then there is an algorithm for Set Cover violating Lemma 7.2. We proceed to
describing our reduction.
The Reduction. The input is a Set Cover instance (U ,S) for which the minimal cover
contains K sets. Fix n = 2k
1/d
for a degree d to be determined later.
We create an underlying bipartite graph G = (L,R,E) with n poly log n vertices as follows. The
left/right vertex sets are partitioned into L = P ⊔ P ′, R = Q ⊔Q′. We let |P | = |Q| = 2n, and we
let |P ′| = |Q′| = n · |S|/K.
The edge set E arrives in two phases. In phase 1, all the edge of a set E1 arrive, in phase 2 the
edges of E2 arrive. To define E1, let G0 be a fixed (1/2 − ǫ)-RS graph with m = Ω
(
n1+1/ log logn
)
edges between P and Q, and let this graph be the union of the matchings M1, . . . ,Mt. Let M
′
i be
a random subset of Mi of size (1/2− δ)n for a parameter ǫ < δ < 1/4 and let E1 =M ′1 ∪ . . . ∪M ′t .
Choose one index r ∈ [k] uniformly at random, and call M ′r the distinguished matching. Note that
the index r is unknown to the algorithm.
Define E2 as follows. Let P1 ⊔ P2 ⊔ . . . ⊔ Pn/K and Q1 ⊔ Q2 ⊔ . . . ⊔ Qn/K be partitions of the
the vertices of P and Q respectively not matched by Mr into subsets of size K. Similarly, let
P ′1 ⊔ P ′2 ⊔ . . . ⊔ P ′n/K and Q′1 ⊔Q′2 ⊔ . . . ⊔Q′n/K be partitions of P ′ and Q′ into subsets of size |S|.
Let Fi be the edges of the complete bipartite graph between Pi and Q
′
i, and let Gi be the edges of
the complete bipartite graph between Qi and P
′
i . Finally, set E2 =
⋃
i Fi ∪Gi. See Figure 2.
It remains to describe the submodular function f . First, define the set function f1(E) = |E∩E1|.
Next, we define the function f2 which is parametrized by the Set Cover instance. We identify
each set of vertices P ′i and Q
′
i with a disjoint copy of S. For every edge e ∈ E2, let φ(e) denote the
set with which the endpoint of e in P ′ ∪ Q′ is associated. Now, for some parameter η > 0 to be
determined later, we define
f2(E) :=
ηK
|U| ·
∣∣∣∣∣
⋃
e∈E
φ(e)
∣∣∣∣∣ .
Finally, set f := f1 + f2. Note that f is submodular since it the sum of a scaled coverage function
and a linear function. On a technical note, since we assume that |U| is polynomially bounded in
|S|, we can represent the values of this function with poly log n bits.
Some intuition. Intuitively, we can imagine that all edges of E1 are worth 1. We imagine
that each edge of E2 is a set in one of the copies of the instance (S,U), and we let the value of all
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Figure 2: Illustration of lower bound instance.
Red edges represent the edges of the distinguished matching Mr in E1, purple edges represent other edges
in E1, green edges represent edges of E2. The red and purple edges together form the (1/2 − ǫ)-RS graph
G0, subsampled.
edges selected in the second phase be the coverage of all the associated sets (scaled by ηK/|U|).
First we we will argue that the algorithm can output almost none of the edges of M ′r, since it after
phase 1 it has no information as to which matching is the distinguished one. Hence the majority
of the edges it uses from phase 1 must be from E1\M ′r. However, each edge the algorithm chooses
from E1\M ′r precludes it from taking between 1 and 2 edges of E2. Furthermore, maximizing
the value of edges of E2 amounts to solving a hard Max k-Coverage instance. The coverage is
scaled by the parameter η, and as a result, the algorithm is incentivized to take some k := cK
edges from each of the bipartite graphs (Pi, Q
′
i) (and (Qi, P
′
i )) of E2 and the remaining edges from
E1\M ′r. Meanwhile, OPT can take the distinguished matching edges M ′r as well as the edges of
E2 maximizing the coverage instance. Our bound will follow by setting η to maximize the ratio
between these.
To start, we show that no streaming algorithm can “remember” more than a o(1) fraction of the
edges of the distinguished matching Mr. Since phase 1 of our construction is identical to the one
in Appendix H of [30] which shows a 3/2 semi-streaming lower bound for max weight matching.,
we can reuse their result here.
Lemma 7.5 (Appendix H.1 of [30]). For any constants γ, δ ∈ (0, 1/4), let A be an algorithm that
at the end of phase 1, with constant probability, outputs at least γn of the the edges of M ′r. Then
A uses Ω(E1) ≥ n1+Ω(1/ log logn) bits of space.
We reproduce a version of the proof in Appendix D for completeness. With this, we are finally
ready to prove the main theorem of the section.
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Theorem 7.6. Assuming ETH, there exists a distribution over MSM instances such that any
deterministic algorithm achieving an 1.914 approximation must use either n1+Ω(1/ log logn) space or
2(log n)
10.
Proof. Our proof is a randomized polytime reduction from Set Cover to streaming MSM. We
will show that if there is a randomized streaming algorithm achieving ratio better than 1.914 for
MSM, then there is an algorithm for Set Cover achieving approximation ratio (1 − α) ln(|U|)
for constant α > 0 that only requires polynomial extra overheard. We then argue that Lemma 7.2
implies that the streaming MSM algorithm must run in super polynomial time, assuming ETH.
Fix a deterministic algorithm A for streaming MSM. Now, given an instance of Set Cover
(U ,S) with minimum cover size K and description size N = |U| + |S|, create a random instance
of streaming MSM according to the reduction described in this section. For each bipartite graph
(Pi, Q
′
i) (or (Qi, P
′
i )), if the algorithm A chooses cK edges from this graph, it can select at most
2(1 − c)K edges from E1 that are adjacent to Pi (or Qi). Suppose WLOG that it can always
achieve the 2(1 − c)k bound. In this case we can also assume WLOG the algorithm chooses the
same number c ·K of edges from each such graph, and furthermore that it selects the same sets in
the set system (S,U). Otherwise it can locally improve its solution by copying the solution for the
best index i.
Suppose this solution achieves coverage of (1 − e−c + γ) · |U|. Since the matchings M1, . . . ,Mt
are induced, and by Lemma 7.5 w.h.p. the algorithm can only output o(n) edges of M ′r after phase
1, the algorithm can only select o(n) edges not incident to some Pi or Qi. Thus the total value
achieved by the algorithm is at most:
[
2(1− e−c + γ) · η ·K + 2(1 − c) ·K] · n
K
+ o(n)
≤ 2(1− e−c + γ) · ηn + 2(1− c) · n+ o(n)
≤ (2η − 2 ln(η) + 2γ) · n+ o(n),
where the last step follows since the expression is maximized at c = ln η. On the other hand, the
optimal solution can select the distinguished matching edge M ′r, as well as K edges adjacent to
each set Pi corresponding to the minimum Set Cover solution. Thus the total value of OPT is
at least:
(1− δ + 2η) · n.
Thus the ratio between the maximum value achievable by the algorithm and the optimal value is
bounded by:
1 + 2η − δ
2η − 2 ln(η) + 2γ + o(1) .
Finally, we set η = 2.09 and let δ → 0. If this ratio converges to a value strictly below 1.914, then
we can conclude that γ = Ω(1) and γ > 0.
We have shown that A can be used to pick cK sets with coverage (1− e−c + γ) · |U|. To finish
the proof, we now show that this can be used to recover an approximation algorithm B for Set
Cover. For convenience, set constant γ′ such that (1 − e−c−γ′) := (1 − e−c + γ). Then, guess K,
and repeat algorithm A recursively ⌈ln |U|/(c + γ′)⌉ ≤ ln |U|/(c + γ′) + 1 times, each time on the
residual uncovered set system. Each call to A covers (1−e−c−γ′) of the elements remaining, so after
this number of iterations, the fraction of uncovered elements is less than 1/|U|, i.e. all elements are
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covered. Since each iteration costs c ·K, the total number of sets picked here is at most
c
(
ln |U|
c+ γ′
+ 1
)
·K =
(
c
c+ γ′
+
c
ln |U|
)
· ln |U| ·K.
Defining the constant α = γ′/(c+γ′), this is a (1−α−o(1)) ln |U| approximation to the Set Cover
instance. Furthermore, if A runs in time T then B runs in time poly(N) ·T (where N = |U|+ |S|).
To conclude, if T < 2N
∆
for a constant ∆ < γ · α, then B runs faster than 2Nγα , contradicting
Lemma 7.2. Thus the algorithm A must run in time at least 2N
γ·α ≥ 2|S|γ·α ≥ 2(log n)d·γ·α . Setting
d = 10/(γ · α), this running time is 2(log n)10 , which is superpolynomial in n.
Theorem 1.3 therefore follows from Theorem 7.6 and Yao’s minimax principle [61].
Appendix
A Explaining Prior Work using LP Duality
In this section we further demonstrate the generality of our (randomized) primal-dual analysis,
showing that it provides fairly simple alternative analyses of the algorithms of [12, 23], giving one
unified analysis for these algorithms and ours. To keep things simple, we focus only on MSM,
though [12, 23] show that their algorithms also work more broadly for k-matchoid and k-set system
constraints.
In [12], Chakrabarti and Kale presented a reduction from MSM to MWM, by showing how
to use a subclass of MWM algorithms to solve MSM. We now introduce the algorithm of [12]
instantiated with the MWM algorithm of McGregor [49]. The algorithm is a natural and elegant
one: when an edge e arrives, we consider its marginal gain with respect to the current matching. If
this marginal gain is higher than some slack parameter C times the marginal gains of the currently
blocking edges e′ ∈ N(e) ∩M , we preempt those edges and add e to the matching.
In anticipation of our analysis of the algorithm of [23] in Appendix A.2, we generalize the
algorithm’s description and allow the algorithm to preempt with some probability q ∈ [0, 1]. The
full pseudo-code is given in Algorithm 2.
This algorithm only ever adds an edge e to M upon its arrival. After adding an edge to M ,
this edge can be preempted, i.e., removed from M , after which it is never added back to M . Thus
we note that this algorithm is not only a streaming algorithm, but also a so-called preemptive
algorithm: it only stores a single matching in memory and therefore trivially requires O˜(n) space.
For convenience, we let M (t) denote the matching M at time t, and let S :=
⋃
tM
(t) denote the
set of edges ever added to M . For an edge e let B(t)(e) =
∑
e′∈N(e)∩M (t) f(e
′ : M (t)). We will also
denote by P := S \M the set of preempted edges.
A.1 The Framework of [12], Applied to the Algorithm of [49]
In this section we analyze the deterministic algorithm obtained by applying the framework of
Chakrabarti and Kale [12] to theMWM algorithm of McGregor [49], corresponding to Algorithm 2
run with q = 1.
To argue about the approximation ratio, we will again fit a dual solution to this algorithm.
Define the auxiliary submodular functions gS : 2E → R+ to be gS(T ) := f(S ∪T ). Similarly to our
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Algorithm 2 The MSM Algorithm of [12] and [23]
Initialization
1: M ← ∅
Loop
2: for t ∈ {1, . . . , |E|} do
3: e← e(t)
4: B(e)←∑e′∈N(e)∩M f(e′ :M)
5: if f(e :M) ≤ C ·B(e) then
6: continue ⊲ skip edge e
7: else
8: with probability q do
9: M ← (M \N(e)) ∪ {e}
10: return M
analysis of Algorithm 1, we define the following dual.
µ := f(S) = gS(∅),
φv := C ·max{f(e :M (t)) | t ∈ [|E|], v ∈ e ∈M (t)},
λe :=
{
f(e : S) e 6∈ S
0 e ∈ S.
Note the difference here in the setting of φv from the algorithms of Sections 4 and 5. We start by
showing that this is a dual feasible solution to the LP (D) for the function gS .
Lemma A.1. The dual solution (~λ, ~φ, µ) is feasible for the LP (D) with function gS.
Proof. To see that the first set of constraints are satisfied, note that by submodularity of f ,∑
e∈T
λe =
∑
e∈T\S
f(e : S) ≥
∑
e∈T\S
fS(e) ≥ fS(T \ S) = f(S ∪ T )− f(S) = gS(T )− µ.
For the second set of constraints, we note that if e = e(t) 6∈ S, then by the test in Line 5 and
submodularity, we have that
λe = f(e : S) ≤ f(e :M (t−1)) ≤ C · B(t−1)(e) ≤
∑
v∈e
φv.
It remains to relate the value of the solution M to the cost of this dual. For this, we introduce
the following useful notation. For any edge e ∈ S, we define the weight of e to be
we :=
{
f(e :M) e ∈M
f(e :M (t)) e ∈M (t−1) \M (t) ⊆ P.
In words, the weight of an edge in the matching is f(e : M), and the weight of a preempted edge
is frozen to its last value before the edge was preempted. One simple consequence of the definition
of the weights we is the following relationship to f(M).
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Observation A.2. f(M) =
∑
e∈M f(e :M) =
∑
e∈M we = w(M).
We now show that the preempted edges’ weight is bounded in terms of the weight of M .
Lemma A.3. The weights of P and M satisfy w(P ) ≤ w(M) · 1C−1 .
Proof. For any edge e, we define the following set of preempted edges which are preempted in favor
ofe or in favor of an edge (recursively) preempted due to e.4 First, for an edge e = e(t), we let the
set P 1(e) := N(e) ∩M (t−1) denote the edges preempted when e is added to M . For any i > 1, we
let P i(e) := P 1(P i−1(e)) be the set of edges preempted by an edge with a trail of preemptions of
length i − 1 from e. By Line 6, we have that any edge e ∈ S has weight at least we ≥ C · P 1(e).
By induction, this implies that we ≥ C · w(P (i−1)(e)) ≥ Ci · w(P i(e)). Now, since each preempted
edge e′ ∈ P belongs to precisely one set P i(e) for some i ≥ 1 and e ∈M , we find that indeed,
w(P ) =
∑
e∈M
∑
i≥1
w(P i(e)) ≤
∑
e∈M
∑
i≥1
1
Ci
·we = w(M) ·
(
1
C
+
1
C2
+
1
C3
+ . . .
)
= w(M) · 1
C − 1 .
Using Lemma A.3, we can now relate the value of the primal solution M to the cost of the our
dual solution, µ+
∑
v φv. We start by bounding µ in terms of f(M).
Lemma A.4. The matching M output by Algorithm 2 satisfies f(M) ≥ (1− 1C ) · µ.
Proof. By submodularity of f , Lemma A.3, and Observation A.2 we obtain the desired inequality,
µ = f(S) = f(M ∪ P ) ≤ f(M) +
∑
e∈P
f(e :M) = w(M) + w(P ) ≤
(
1 +
1
C − 1
)
· f(M).
We next bound
∑
v φv in terms of f(M).
Lemma A.5. The matching M output by Algorithm 2 run with C > 1 satisfies
f(M) ≥ 1
2C + C/(C − 1) ·
∑
v∈V
φv.
Proof. Fix a vertex v and edge e ∈ M (t−1) \ M (t) ⊆ P preempted at time t in favor of edge
e′ = e(t) ∋ v. For this edge e, by monotonicty in t′ of f(e′ :M (t′)), the test of Line 5, non-negativity
of f(e′′ :M (t−1)) for any edge e′′ ∈M (t−1) and C > 1 we have that
we′ ≥ f(e′ :M (t−1)) ≥ C · B(t−1)(e′) ≥ C · f(e :M (t−1)) = C · we > we.
Consequently, again relying on monotonicity in t′ of f(e′ :M (t
′)), we have that for any edge e ∈ P ,
there is at most one vertex v ∈ e such that we = f(e : M (t−1)) is equal to φv = max{f(e′ :
M (t
′)) | v ∈ e′ ∈ M (t′)} . Edges e ∈ M , on the other hand, clearly have we = f(e : M) equal to
φv = max{f(e′ : M (t−1)) | v ∈ e′ ∈ M (t−1) \M (t)} for at most two vertices v ∈ e. Combined with
Lemma A.3 and Observation A.2, this yields the desired inequality,
∑
v∈V
φv ≤ C ·
(
2
∑
e∈M
we +
∑
e∈P
we
)
≤
(
2C +
C
C − 1
)
· w(M) =
(
2C +
C
C − 1
)
· f(M).
4In [22, 49], these sets are referred to by the somewhat morbid term “trail of the dead”.
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Equipped with the above lemmas, we can now analyze Algorithm 2’s approximation ratio.
Theorem A.6. Algorithm 1 run with C > 1 and q = 1 on a monotone MSM instance outputs a
matching M of value (
2C +
2C
C − 1
)
· f(M) ≥ f(OPT ).
This is optimized by taking C = 2, resulting in an approximation ratio of 8.
Proof. By weak LP duality and Lemma A.1, together with monotonicity of f , we have that
C ·
∑
v
φv + µ ≥ max
T
gS(T ) = max
T
f(S ∪ T ) ≥ f(S ∪OPT ) ≥ f(OPT ).
Combining Lemma A.5 and f(M) = µ by definition and rearranging, we get the desired inequality,(
2C +
2C
C − 1
)
· f(M) ≥ C ·
∑
v
φv + µ ≥ f(OPT ).
As with our algorithm of Section 4, our analysis of Algorithm 2 relied on monotonicity, crucially
using f(S ∪OPT ) ≥ f(OPT ). To extend this algorithm to non-monotone MSM, we again appeal
to Lemma 2.2, setting q = 12C+1 . This is precisely the algorithm of Feldman et al. [23], which we
analyze in the following section.
A.2 The Algorithm of Feldman et al. [23]
In [23], Feldman et al. showed how to generalize the algorithm of [12] to non-monotone function
maximization. Here we show an analysis of their algorithm in our primal dual framework. Our
proof is an extension of the one in Appendix A.1 in a way that is analogous to how Section 5
extends Section 4.
We reuse the same dual from Appendix A.1, only this time, both our dual object and the
function gS are random variables. The proof of expected dual feasibility for this variant of the
algorithm of Appendix A.1 is analogous to that of Lemma 5.1, so we only outline the differences
here.
We start with expected feasibility.
Lemma A.7. The dual solution (E[~λ],E[~φ],E[µ]) is feasible for the expected LP E[(D)].
Proof (Sketch). The first set of constraints is satisfied for any random realization. Indeed, as in the
proof of Lemma A.1, for any realization of S, by submodularity of f , we have∑
e∈T
λe =
∑
e∈T\S
f(e : S) ≥
∑
e∈T\S
fS(e) ≥ fS(T \ S) = f(S ∪ T )− f(S) = gS(T )− µ.
Consequently, taking expectation over S, we have that indeed, ES [µ] +
∑
e∈T ES[λe] ≥ ES[gS(T )].
For the second set of constraints, the proof is nearly identical to that of Lemma 5.1, where we
show that
E
[∑
v∈e
φv
]
≥ E[λe].
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This is proved by taking total probability over the event Ae := [f(e : S) ≤ C ·
∑
v∈V φ
(t−1)
v ] and
its complement. The key inequality to prove here is that for any realization of randomness R for
which Ae holds, we have that
E
[∑
v∈e
φ(t)v
∣∣∣∣∣ R
]
= 2q · f(e : S) + (1− 2q) ·
∑
v∈e
φ(t−1)v ≥ 2q · f(e : S).
And indeed, conditioned on R, the edge e = e(t) fails the test in Line 5, and so with probability q,
we have
∑
v∈e φ
(t)
v = 2 · f(e : S). To see this, note that if e is added to the matching, then for both
v ∈ e, by definition φ(t)v must be at least f(e : S). Hence, in this case
E
[∑
v∈e
φ(t)v
∣∣∣∣∣ R
]
≥ 2q · f(e : S).
The proof then proceeds as that of Lemma 5.1.
To relate the value of the solution M to the cost of the dual, we can define weights as in
Appendix A.1 and reuse lemmas A.3, A.4, and A.5, which hold for every realization of the random
choices of the algorithm. From here, following our template, we can use these along with LP duality,
Lemma A.7 and Lemma 2.2, to analyze this algorithm.
Theorem A.8. Algorithm 2 run with q = 1/(2C + 1) and C on a non-monotone MSM instance
outputs a matching M of value (
2C2 + C
C − 1
)
· f(M) ≥ f(OPT ).
This is optimized by taking C = 1 +
√
3
2 , resulting in an approximation ratio of 5 + 2
√
6 ≈ 9.899.
Moreover, the same algorithm is 2C + 2C/(C − 1) approximate for monotone MSM, yielding an
approximation ratio of 8 for C = 2.
B Tight instance for Algorithm 1
In this section we show that there exists a family of instances of MSM instances parametrized by
C for which Algorithm 1 with parameter C > 1 yields an approximation factor of 2C +C/(C − 1).
Lemma B.1. The approximation ratio of Algorithm 1 with C > 1 and q = 1 for monotone MSM
is at least 2C + CC−1 .
Proof. Define the graph G as follows. The vertex set V (G) consists of {xi, yi}i∈[0,n]. For conve-
nience, for every i ∈ [1, n] we define the edges di = (x0, xi) and ei = (xi, yi). Then the edge set
E(G) consists of the edges {di}ni=1 ∪ {ei}ni=0.
To define the (monotone) submodular function, we first define an auxiliary weight function
w : E(G)→ R≥0. The weights are:
w(di) = C
i−1 (n ≥ i ≥ 1)
w(e1) = 1 + C − ǫ
w(ei) = C
i − ǫ (n ≥ i ≥ 2)
w(e0) = C
n − ǫ
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Figure 4: Tight Example for Algorithm 1
Now the submodular function is:
f(T ) := w(T ∩ {e0}) +
n∑
i=0
min(w(T ∩ {di, ei}), w(ei))
Since weights are non-negative, this function is monotone. Submodularity follows from presere-
vation of subdmodularity under linear combinations (and in particular sums), and min{w(S),X}
being submodular for any linear function w.
The stream reveals the edges d1, . . . , dn in order, and subsequently reveals e0, e1, . . . , en in order.
For a run of Algorithm 1 with this choice of C and q = 1, several claims hold inductively:
(a) On the arrival of edge di, we have φx0 = C
i−2 (except for the arrival of d1, at which point
φ0 = 0) and φxi = 0.
(b) The algorithm takes every edge di into the stack.
(c) After di is taken into the stack, we have φx0 = C
i−1 and φxi = C
i−1 + Ci−2 (except for φx1
which is set to 1).
(d) The algorithm does not take ei into the stack.
Let Λt be the statement that these claims holds for time t. By inspection Λ1 holds, now
consider some time i > 1. Claim (a) follows directly from claim (c) of Λi−1. Claim (b) follows
from (a) since fS(di) = C
i−1 = C · φ0 when di arrives. Claim (c) is a consequence of how the
algorithm increases the potentials φ when taking edges into the stack. Claim (d) holds since
fS(ei) = w(ei)− w(di) = Ci − Ci−1 − ǫ < C · φxi .
From the above, we find that Algorithm 1 with parameter C as above and q = 1 will have all
edges d1, . . . , dn in its stack by the end, resulting in it outputting the matching consisting of the
single edge dn. The value of this edge (and hence this matching) is C
n−1, while on the other hand
OPT can take the edges {ei}ni=0, which have value
n∑
i=0
w(ei) = C
n +
n∑
i=0
Ci − ǫ(n + 1)→ Cn−1
(
2C +
C
C − 1
)
. (as n→∞ and ǫ→ 0)
so long as C > 1. Hence c(OPT )/c(Alg)→ 2C + C/(C − 1). The lemma follows.
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C Space Bound of Algorithm 1
In this section we bound the space usage of Algorithm 1, as restated in the following lemma.
Lemma 3.1. For any constant ǫ > 0, Algorithm 1 run with C = 1 + ǫ uses O˜(
∑
v bv) space.
Proof. Fix a vertex v ∈ V . If an edge e ∋ v is added to S at time t, then by the test in Line 6,
f(e : S) ≥ (1 + ǫ) ·∑u∈e φ(t−1)u . Consequently, and since φ values are easily seen to always be
positive, we have
φ(t)v − φ(t−1)v = w′ev =
f(e : S)−∑u∈e φ(t−1)u
bv
≥ ǫ ·
∑
u∈e φ
(t−1)
u
bv
≥ ǫ ·φ
(t−1)
v
bv
.
Thus, adding this edge e ∋ v to S results in φ(t)v ≥ φ(t−1)v · (1+ ǫ/bv). Moreover, if e is the first edge
of v added to S, then, letting fmin := min{f(e : S) 6= 0 | e ∈ E,S ⊆ E} be the minimum non-zero
marginal gain, we have
φ(t)v =
f(e : S)−∑u∈e φ(t−1)u
bv
≥ (ǫ /(1 + ǫ)) · f(e : S)
bv
≥ (ǫ /(1 + ǫ)) · fmin
bv
.
Therefore, if v had k edges added to the stack by time t, then
φ(t)v ≥ (ǫ /(1 + ǫ)) · (fmin/bv) · (1 + ǫ /bv)k−1. (8)
On the other hand, since f is polynomially bounded, we have that for some constant d
φ(t)v ≤
∑
e∋v
fSe(e)/bv ≤ nd · (fmin/bv). (9)
Combining equations (8) and (9) and simplifying, we find that (1+ǫ /bv)
k−1 ≤ nd ·(1+ǫ)/ǫ. Taking
out logarithms and simplifying further, we find that
k ≤ 1 + d log n+ log(1 + ǫ) + log(1/ ǫ)
log(1 + ǫ/bv)
= O((bv/ǫ) · (log n+ log(1/ǫ))) = O˜(bv).
That is, the number of edges of v in the stack is at most O˜(bv). Since each edge requires onlyO(log n)
bits of space (and the φv variables can be specified using O(log n) bits each), the algorithm’s space
usage is indeed at most O˜(
∑
v bv).
D Deferred Proofs of Section 7
Lemma 7.2 (Extension of Corollary 1.6 of [17]). Assuming ETH, every algorithm achieving an
approximation ratio (1−α) ln |U| for Set Cover runs in time strictly greater than 2Nγ·α for some
γ > 0. Furthermore, this holds even under the assumptions that |S| ≤ K1/(γα) and |U| ≤ |S|1/(γα).
Proof. The first statement is precisely Corollary 1.6 of [17].
For the extra assumptions, if K < |S|γα then the brute force algorithm that checks all subsets
of size K runs in time |S|K < 2|S|γα log |S| ≤ 2Nγα . If |S| < |U|γα , then one can brute force over all
sub collections of S in time 2|S| ≤ 2|U|γα ≤ 2Nγα . Both running times contradict Lemma 7.2.
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Lemma 7.5 (Appendix H.1 of [30]). For any constants γ, δ ∈ (0, 1/4), let A be an algorithm that
at the end of phase 1, with constant probability, outputs at least γn of the the edges of M ′r. Then
A uses Ω(E1) ≥ n1+Ω(1/ log logn) bits of space.
Proof. Let A be an algorithm that outputs γn of the edges of M ′r at the end of phase 1 that uses
fewer than s = n poly log n bits. We will show that γ = o(1).
Let G be the set of possible first phase graphs. Then
|G| =
(
n/2
δn
)t
= 2γm
for some γ > 0. Let φ : G → {0, 1}s be the function that takes an input graph G to the state of
the algorithm A after running A on G. Let Γ(G) = {H | φ(G) = φ(H)}, that is the set of graphs
inducing the same internal state for A at the end of phase 1.
Define Ψ(G) =
⋂
H∈Γ(G) E(H). Note that for any input graph G, the algorithm A can output
an edge e if and only if e ∈ Ψ(G). Also, for any G let t′ be the number of matchings in the RS
graph G0 for which Ψ(G) contains at least γn edges. Since algorithm A outputs γn edges of M ′r,
the number of graphs in Γ(G) is bounded by
(
(1/2 − γ)n
δn
)t′(n/2
δn
)t−t′
=
(
2−Ω(γn)
(
n/2
δn
))t′ (n/2
δn
)t−t′
= 2−Ω(t
′γn)2γm (∗)
On the other hand, since the first phase graph G is chosen uniformly at random, by a counting
argument, with probability at least 1− o(1) we have that |Γ(G)| ≥ 2(γ−o(1))m. Conditioning on this
happening, we also know that t′ ≥ Ω(t) since the input graph is uniformly chosen within Γ(G), and
the algorithm succeeds with constant probability. These two facts together with (∗) imply that
γ = o(1).
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