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Motivic Milnor fibers over complete intersection
varieties and their virtual Betti numbers ∗
Alexander ESTEROV †and Kiyoshi TAKEUCHI ‡
Abstract
We study the Jordan normal forms of the local and global monodromies over
complete intersection subvarieties of Cn by using the theory of motivic Milnor fibers.
The results will be explicitly described by the mixed volumes of the faces of Newton
polyhedrons.
1 Introduction
In this paper, we study the Jordan normal forms of the local and global monodromies over
complete intersection subvarieties of Cn with the help of the theory of motivic Milnor fibers
and their Hodge realizations developed by Denef-Loeser [5], [6], Guibert-Loeser-Merle [15]
and [29] etc. For 2 ≤ k ≤ n let
W = {f1 = · · · = fk−1 = 0} ⊃ V = {f1 = · · · = fk−1 = fk = 0} (1.1)
be complete intersection subvarieties of Cn such that 0 ∈ V . Assume that W and V have
isolated singularities at the origin 0 ∈ Cn. Then by a fundamental result of Hamm [16]
the Milnor fiber F0 of g := fk|W : W −→ C at the origin 0 has the homotopy type of the
bouquet of (n − k)-spheres. In particular, we have Hj(F0;C) ≃ 0 (j 6= 0, n − k) and
the monodromy operator Φn−k,0 : Hn−k(F0;C) ≃ Hn−k(F0;C) is called the k-th principal
monodromy of f := (f1, f2, . . . , fk). Under some weak additional conditions, a beautiful
formula for the eigenvalues of the k-th principal monodromy Φn−k,0 was obtained by
Oka [32], [33] and Kirillov [20] etc. For related results, see also [11], [26] and [27] etc.
Moreover the mixed Hodge structures of the Milnor fiber F0 were precisely studied by
Ebeling-Steenbrink [9] and Tanabe [44] etc. However, to the best of our knowledge, almost
nothing is known for the Jordan normal form of Φn−k,0. For a special but important case,
see Dimca [7]. In this paper, we propose a method to describe the Jordan normal form
of Φn−k,0 in terms of the Newton polyhedrons of f1, f2, . . . , fk. LetMµˆC be the (localized)
Grothendieck ring of varieties over C with (good) action introduced by Denef-Loeser [6].
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Then, just as in Denef-Loeser [5], [6], and Guibert-Loeser-Merle [15] we can introduce an
element Sg,0 ofMµˆC whose mixed Hodge numbers carry the information of Φn−k,0. We call
Sg,0 the motivic Milnor fiber of g : W −→ C at the origin 0 ∈ Cn. We will show that their
mixed Hodge numbers can be easily calculated and hence give an algorithm to compute
the Jordan normal form of Φn−k,0. In order to describe our results more explicitly, assume
also that f1, f2, . . . , fk are convenient and the complete intersection varieties W and V
are non-degenerate at the origin 0 ∈ Cn (see Definition 4.6 and [33] etc.). Set
Γ+(f) := Γ+(f1) + Γ+(f2) + · · ·+ Γ+(fk) (1.2)
and let Γf be the union of compact faces of Γ+(f), where Γ+(fj) ⊂ Rn+ is the Newton
polyhedron of fj at the origin 0 ∈ Cn. Then for each face Θ ≺ Γ+(f) such that Θ ⊂ Γf
we can naturally define faces γΘj of Γ+(fj) (1 ≤ j ≤ k) such that
Θ = γΘ1 + γ
Θ
2 + · · ·+ γΘk . (1.3)
(The case where k = 2. For KΘ and κ
Θ
1 in the figure, see Section 4). By using γ
Θ
j ,
we define a non-degenerate complete intersection subvariety Z∗∆Θ ⊂ (C∗)dimΘ+1 and an
element [Z∗∆Θ ] ∈ MµˆC (see Section 4 for the details). Moreover for such Θ ≺ Γ+(f) let
sΘ be the dimension of the minimal coordinate subspace of R
n containing Θ and set
mΘ = sΘ − dimΘ − 1 ≥ 0. Recall that the element [L] ∈ MµˆC called the Lefschetz
motive is defined to be the affine line L ≃ C with the trivial action. Following the
notations in Denef-Loeser [6, Section 3.1.2 and 3.1.3], we denote by HSmon the abelian
category of Hodge structures with a quasi-unipotent endomorphism. Its Grothendieck
group, whose elements are formal differences of those of HSmon, is denoted by K0(HS
mon).
Let χh : MµˆC −→ K0(HSmon) be the Hodge characteristic map in [6] (see also Section
4). For an element [H ] ∈ K0(HSmon) and λ ∈ C∗ we denote by [H ]λ ∈ K0(HS) the
λ-eigenspace of the quasi-unipotent endomorphism on [H ].
Theorem 1.1. Assume that λ ∈ C∗ \ {1}. Then
(i) In the Grothendieck group K0(HS), we have
χh(Sg,0)λ =
∑
Θ⊂Γf ,dimΘ≥k−1
χh
(
(1− L)mΘ · [Z∗∆Θ ]
)
λ
. (1.4)
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(ii) For i ≥ 1, the number of the Jordan blocks for the eigenvalue λ with sizes ≥ i in
Φn−k,0 : Hn−k(F0;C) ≃ Hn−k(F0;C) is equal to
(−1)n−k {βn−k−1+i(Sg,0)λ + βn−k+i(Sg,0)λ} , (1.5)
where βj(Sg,0)λ is the j-th virtual Betti number of Sg,0 (with respect to the eigenvalue
λ) defined by the weight j-part of the Hodge structure χh(Sg,0) (see Section 3).
By this theorem, for the determination of the Jordan normal form of Φn−k,0 concerning
the eigenvalues λ 6= 1, it suffices to calculate the weight multiplicities of χh([Z∗∆Θ]) ∈
K0(HS
mon). In Section 4, by using the Cayley trick in [4, Section 6] we reduce these
calculations to those for non-degenerate hypersurfaces in algebraic tori with action. Since
we can always calculate the mixed Hodge numbers of such hypersurfaces by our previous
results in [29, Section 2], we thus obtain an algorithm to compute the Jordan normal
form of Φn−k,0. Moreover, in Section 5 we give some closed formulas for the numbers
of the Jordan blocks for the eigenvalues λ 6= 1 with large sizes in Φn−k,0. The results
will be explicitly described by the mixed volumes of the faces γΘj of Γ+(fj) (1 ≤ j ≤ k).
See Theorems 5.4 and 5.11 for the details. In the course of the proof of these results,
Proposition 3.2, which generalizes a result of Khovanskii [19], will play a central role. This
proposition expresses an alternating sum of the numbers of certain lattice points defined
by a polytope by its volume. We believe that it will be very useful in the study of lattice
points in non-integral polytopes. Indeed, by Proposition 3.2 we can rewrite the main
results of [29] much more simply in terms of the volumes of polytopes. Unfortunately, for
some technical reason, by our methods we cannot obtain similar results for the eigenvalue
1 (see Remark 4.2 below). In Section 6, we will show that our methods are useful also
in the study of the monodromies at infinity over complete intersection subvarieties of Cn.
Even in this global case, we obtain results completely parallel to the ones in the local
case. We thus find a beautiful symmetry between local and global as in [29].
Acknowledgement: The authors would like to express their hearty gratitude to Profes-
sors Y. Matsui, A. Melle-Herna´ndez and C. Sabbah for their very fruitful discussions.
2 Preliminary notions and results
In this section, we introduce basic notions and results which will be used in this paper. In
this paper, we essentially follow the terminology of [8], [17] and [18] etc. For example, for a
topological space X we denote by Db(X) the derived category whose objects are bounded
complexes of sheaves of CX-modules on X . Moreover if X is an algebraic variety over C
we denote by Dbc(X) the full subcategory of D
b(X) consisting of constructible complexes
of sheaves. Let f : X −→ C be a non-constant regular function on an algebraic variety
X over C and set X0 = {x ∈ X | f(x) = 0} ⊂ X . Then we have the nearby cycle functor
ψf : D
b(X) −→ Db(X0) (2.1)
which preserves the constructibility (see [8] and [18] etc.). As we see in Proposition
2.3 below, the nearby cycle functor ψf generalizes the classical notion of Milnor fibers.
First, let us recall the definition of Milnor fibers over singular varieties (see for example
[43] for a review on this subject). Let X be a subvariety of Cm and f : X −→ C a
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non-constant regular function on X . Namely we assume that there exists a polynomial
function f˜ : Cm −→ C on Cm such that f˜ |X = f . For simplicity, assume also that the
origin 0 ∈ Cm is contained in X0 = {x ∈ X | f(x) = 0}. Then the following lemma is
well-known.
Lemma 2.1. ( [23, Theorem 1.1]) For sufficiently small ε > 0, there exists η0 > 0
with 0 < η0 << ε such that for 0 < ∀η < η0 the restriction of f :
X ∩ B(0; ε) ∩ f˜−1(D(0; η) \ {0}) −→ D(0; η) \ {0} (2.2)
is a topological fiber bundle over the punctured disk D(0; η)\{0} := {z ∈ C | 0 < |z| < η},
where B(0; ε) is the open ball in Cm with radius ε centered at the origin.
Definition 2.2. A fiber of the above fibration is called the Milnor fiber of the function
f : X −→ C at 0 ∈ X0 and we denote it by F0.
Proposition 2.3. ( [8, Proposition 4.2.2]) There exists a natural isomorphism
Hj(F0;C) ≃ Hj(ψf(CX))0 (2.3)
for any j ∈ Z.
Recall also that in the above situation, as in the case of polynomial functions over Cn
(see Milnor [30]), we can define the Milnor monodromy operators
Φj,0 : H
j(F0;C)
∼−→ Hj(F0;C) (j = 0, 1, . . .). (2.4)
Similarly, also for any y ∈ X0 = {x ∈ X | f(x) = 0} we can define the Milnor fiber Fy
and its monodromies Φj,y. The notion of Milnor monodromies can be also generalized as
follows. Let F ∈ Dbc(X). Then there exists a monodromy automorphism
Φ(F) : ψf (F) ∼−→ ψf (F) (2.5)
of ψf (F) in Dbc(X0) (see [8] and [18] etc.).
Next we recall Bernstein-Khovanskii-Kushnirenko’s theorem [19].
Definition 2.4. Let g(x) =
∑
v∈Zn avx
v be a Laurent polynomial on (C∗)n (av ∈ C).
(i) We call the convex hull of supp(g) := {v ∈ Zn | av 6= 0} ⊂ Zn ⊂ Rn in Rn the
Newton polytope of g and denote it by NP (g).
(ii) For a vector u ∈ Rn, we set
Γ(g; u) :=
{
v ∈ NP (g)
∣∣∣∣ 〈u, v〉 = minw∈NP (g)〈u, w〉
}
, (2.6)
where for u = (u1, . . . , un) and v = (v1, . . . , vn) we set 〈u, v〉 =
∑n
i=1 uivi. We call
Γ(g; u) the supporting face of u in NP (g).
(iii) For a vector u ∈ Rn, we define the u-part of g by
gu(x) :=
∑
v∈Γ(g;u)∩Zn
avx
v. (2.7)
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Definition 2.5. Let g1, g2, . . . , gp be Laurent polynomials on (C
∗)n. Then we say that the
subvariety Z∗ = {x ∈ (C∗)n | g1(x) = g2(x) = · · · = gp(x) = 0} of (C∗)n is non-degenerate
complete intersection if for any vector u ∈ Rn the p-form dgu1 ∧ dgu2 ∧ · · · ∧ dgup does not
vanish on {x ∈ (C∗)n | gu1 (x) = · · · = gup (x) = 0}.
Theorem 2.6 (Bernstein-Khovanskii-Kushnirenko’s theorem, see [19] etc.). Let
g1, g2, . . . , gp be Laurent polynomials on (C
∗)n. Assume that the subvariety Z∗ = {x ∈
(C∗)n | g1(x) = g2(x) = · · · = gp(x) = 0} of (C∗)n is non-degenerate complete intersec-
tion. Set ∆i := NP (gi) for i = 1, . . . , p. Then the Euler characteristic χ(Z
∗) of Z∗ is
given by
χ(Z∗) = (−1)n−p
∑
a1,...,ap≥1
a1+···+ap=n
MV (∆1, . . . ,∆1︸ ︷︷ ︸
a1-times
, . . . ,∆p, . . . ,∆p︸ ︷︷ ︸
ap-times
), (2.8)
where MV (∆1, . . . ,∆1︸ ︷︷ ︸
a1-times
, . . . ,∆p, . . . ,∆p︸ ︷︷ ︸
ap-times
) ∈ Z is the normalized n-dimensional mixed vol-
ume with respect to the lattice Zn ⊂ Rn.
Remark 2.7. Let Q1, Q2, . . . , Qn be polytopes in R
n. Then their normalized n-
dimensional mixed volume MV (Q1, Q2, . . . , Qn) ∈ R+ is given by the formula
MV (Q1, Q2, . . . , Qn) =
1
n!
n∑
k=1
(−1)n−k

∑
I⊂{1,...,n}
♯I=k
VolZ
(∑
i∈I
Qi
) , (2.9)
where VolZ(∗) ∈ Z is the normalized n-dimensional volume (i.e. the n! times the usual
volume). Note that if Q1, . . . , Qn are integral polytopes MV (Q1, Q2, . . . , Qn) ∈ Z+.
Finally we shall introduce our recent results in [29, Section 2]. From now on, let us fix
an element τ = (τ1, . . . , τn) ∈ T := (C∗)n and let g be a Laurent polynomial on (C∗)n such
that Z∗ = {x ∈ (C∗)n | g(x) = 0} is non-degenerate and invariant by the automorphism
lτ : (C
∗)n ∼−→
τ×
(C∗)n induced by the multiplication by τ . Set ∆ = NP (g) and for simplicity
assume that dim∆ = n. Then there exists β ∈ C such that l∗τg = g ◦ lτ = βg. This implies
that for any vertex v of ∆ = NP (g) we have τ v = τ v11 · · · τ vnn = β. Moreover by the
condition dim∆ = n we see that τ1, τ2, . . . , τn are roots of unity. For p, q ≥ 0 and k ≥ 0,
let hp,q(Hkc (Z
∗;C)) be the mixed Hodge number of Hkc (Z
∗;C) and set
ep,q(Z∗) =
∑
k
(−1)khp,q(Hkc (Z∗;C)) (2.10)
as in [4]. The above automorphism of (C∗)n induces a morphism of mixed Hodge structures
l∗τ : H
k
c (Z
∗;C) ∼−→ Hkc (Z∗;C) and hence C-linear transformations on the (p, q)-parts
Hkc (Z
∗;C)p,q of Hkc (Z
∗;C). For α ∈ C, let hp,q(Hkc (Z∗;C))α be the dimension of the
α-eigenspace Hkc (Z
∗;C)p,qα of this automorphism of H
k
c (Z
∗;C)p,q and set
ep,q(Z∗)α =
∑
k
(−1)khp,q(Hkc (Z∗;C))α. (2.11)
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Since we have lrτ = idZ∗ for r >> 0, these numbers are zero unless α is a root of unity.
Moreover we have
ep,q(Z∗) =
∑
α∈C
ep,q(Z∗)α, ep,q(Z∗)α = eq,p(Z∗)α. (2.12)
In this situation, along the lines of Danilov-Khovanskii [4] we can give an algorithm for
computing these numbers ep,q(Z∗)α as follows. First of all, as in [4, Section 3] we obtain
the following Lefschetz type theorem.
Proposition 2.8. ([29, Proposition 2.6]) For p, q ≥ 0 such that p+q > n−1, we have
ep,q(Z∗)α =
{
(−1)n+p+1( n
p+1
)
(α = 1 and p = q),
0 (otherwise).
(2.13)
For a vertex w of ∆, consider the translated polytope ∆w := ∆−w such that 0 ≺ ∆w
and τ v = 1 for any vertex v of ∆w. Then for α ∈ C and k ≥ 0 set
l∗(k∆)α = ♯{v ∈ Int(k∆w) ∩ Zn | τ v = α} ∈ Z+ := Z≥0 (2.14)
We can easily see that these numbers l∗(k∆)α do not depend on the choice of the vertex
w of ∆. Next, define a formal power series Pα(∆; t) =
∑
i≥0 ϕα,i(∆)t
i by
Pα(∆; t) = (1− t)n+1
{∑
k≥0
l∗(k∆)αtk
}
. (2.15)
Then we can easily show that Pα(∆; t) is actually a polynomial as in [4, Section 4.4].
Theorem 2.9. ( [29, Theorem 2.7]) In the situation as above, we have
∑
q
ep,q(Z∗)α =
{
(−1)p+n+1( n
p+1
)
+ (−1)n+1ϕα,n−p(∆) (α = 1),
(−1)n+1ϕα,n−p(∆) (α 6= 1)
(2.16)
(we used the convention
(
a
b
)
= 0 (0 ≤ a < b) for binomial coefficients).
By Proposition 2.8 and Theorem 2.9, we obtain an algorithm to calculate the numbers
ep,q(Z∗)α of the non-degenerate hypersurface Z∗ ⊂ (C∗)n for any α ∈ C as in [4, Section
5.2]. Indeed for a projective toric compactification X of (C∗)n such that the closure Z∗ of
Z∗ in X is smooth, the variety Z∗ is smooth projective and hence there exists a perfect
pairing
Hp,q(Z∗;C)α ×Hn−1−p,n−1−q(Z∗;C)α−1 −→ C (2.17)
for any p, q ≥ 0 and α ∈ C∗ (see for example [48, Section 5.3.2]). Therefore, we obtain
equalities ep,q(Z∗)α = en−1−p,n−1−q(Z∗)α−1 which are necessary to proceed the algorithm
in [4, Section 5.2]. The following notion is very useful to construct such compactifications
of (C∗)n.
Definition 2.10. ([4])
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(i) Let ∆ be an n-dimensional integral polytope in (Rn,Zn). For a vertex w of ∆, we
define a closed convex cone Con(∆, w) by Con(∆, w) = {r · (v − w) | r ∈ R+, v ∈
∆} ⊂ Rn.
(ii) Let ∆ and ∆′ be two n-dimensional integral polytopes in (Rn,Zn). We denote
by som(∆) (resp. som(∆′)) the set of vertices of ∆ (resp. ∆′). Then we say
that ∆′ majorizes ∆ if there exists a map Ψ: som(∆′) −→ som(∆) such that
Con(∆,Ψ(w)) ⊂ Con(∆′, w) for any w ∈ som(∆′).
Note that if ∆′ majorizes ∆ the map Ψ: som(∆′) −→ som(∆) is unique (see [4]). For
an n-dimensional integral polytope ∆ in (Rn,Zn), we denote by X∆ the (projective) toric
variety associated with the dual fan of ∆. Recall also that if ∆′ majorizes ∆ then there
exists a natural morphism X∆′ −→ X∆. Now we return to the original situation. For
α ∈ C we define the α-Euler characteristic χ(Z∗)α ∈ Z of Z∗ ⊂ (C∗)n by
χ(Z∗)α =
∑
p,q
ep,q(Z∗)α. (2.18)
Then we have the following result.
Proposition 2.11. For any α ∈ C we have
χ(Z∗)α =
{
(−1)n−1 +∑nk=1(−1)k+1(nk)l∗(k∆)α (α = 1),∑n
k=1(−1)k+1
(
n
k
)
l∗(k∆)α (α 6= 1).
(2.19)
Proof. By Theorem 2.9 we have
χ(Z∗)α =
{
(−1)n+1{1 + ϕ1,0(∆) + · · ·+ ϕ1,n(∆)} (α = 1),
(−1)n+1{ϕα,0(∆) + · · ·+ ϕα,n(∆)} (α 6= 1).
(2.20)
Then the result follows from
n∑
j=0
ϕα,j(∆) =
n∑
j=0
j∑
i=0
(−1)i
(
n+ 1
i
)
l∗((j − i)∆)α (2.21)
=
n∑
k=0
(−1)n−k
(
n
k
)
l∗(k∆)α. (2.22)
From now on, assume also that for any vertex v of ∆ we have τ v = 1. Let Lτ ⊂ Zn
be the sublattice of Zn defined by Lτ = {v ∈ Zn | τ v = 1}. For an integral polytope ✷ in
Rn we set ♮(✷) = (−1)dim✷♯{rel.int(✷) ∩ Lτ}, where rel.int(✷) is the relative interior of
✷. Note that if dim✷ = 0 then we have ♮(✷) = 1 or 0 depending on whether ✷ is a point
in Lτ or not. Then for any α ∈ C such that {v ∈ Zn | τ v = α} 6= ∅, by taking a point
w(α) ∈ {v ∈ Zn | τ v = α}, Proposition 2.11 can be rewritten as follows.
Proposition 2.12. For any α ∈ C we have
(−1)n−1χ(Z∗)α =
n∑
k=0
(−1)k
(
n
k
)
· ♮(k∆− w(α)). (2.23)
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More generally, for any subvariety Y ∗ ⊂ (C∗)n which is invariant by lτ : (C∗)n ∼−→
(C∗)n, p, q ≥ 0 and α ∈ C we can define ep,q(Y ∗)α ∈ Z satisfying similar properties.
For example, fix integral polytopes ∆1, . . . ,∆k in R
n whose all vertices lie in Lτ and
set N =
∑k
j=1 ♯(∆j ∩ Lτ ). Let S ≃ CN be the set of k-tuples (g1, . . . , gk) of Laurent
polynomials on (C∗)n such that suppgj ⊂ ∆j ∩ Lτ . Here we regard S as the affine space
CN consisting of the coefficients of (g1, . . . , gk). Let Sgen be the subset of S consisting of
k-tuples (g1, . . . , gk) such that NP (gj) = ∆j and Z(g1, . . . , gk)
∗ := {x ∈ (C∗)n | g1(x) =
· · · = gk(x) = 0} is a non-degenerate C.I. Then Sgen is open dense in S ≃ CN and for any
(g1, . . . , gk) ∈ Sgen the C.I. subvariety Z(g1, . . . , gk)∗ ⊂ (C∗)n is invariant by lτ . Hence the
numbers ep,q(Z(g1, . . . , gk)
∗)α ∈ Z are defined.
Lemma 2.13. For any p, q ≥ 0 and α ∈ C the integer ep,q(Z(g1, . . . , gk)∗)α does not
depend on (g1, . . . , gk) ∈ Sgen.
Proof. Set m = dim(∆1 + · · · + ∆k). Then for any (g1, . . . , gk) ∈ Sgen we have
Z(g1, . . . , gk)
∗ ≃ (C∗)n−m × Z ′(g1, . . . , gk)∗ for a non-degenerate complete intersection
Z ′(g1, . . . , gk)∗ ⊂ (C∗)m and lτ : Z(g1, . . . , gk)∗ ∼−→ Z(g1, . . . , gk)∗ is homotopic to
id(C∗)n−m × lτ ′ for some τ ′ ∈ (C∗)m. So we may assume that dim(∆1+ · · ·+∆k) = n from
the first. Let ∆ be an integral polytope in Rn which majorizes ∆1 + · · ·+∆k. Then by
subdividing the dual fan Σ1 of ∆ in R
n we obtain a complete fan Σ such that the toric
variety XΣ associated to it is a smooth compactification of (C
∗)n. By construction, the
closure Z(g1, . . . , gk)∗ of Z(g1, . . . , gk)∗ in XΣ is smooth for any (g1, . . . , gk) ∈ Sgen, and
hence we obtain a family π : Z∗ −→ Sgen of smooth projective varieties over Sgen. By
using the relative de Rham complex Ω·
Z∗/Sgen
of π : Z∗ −→ Sgen, for each i ≥ 0 we obtain a
holomorphic variation Hi = Riπ∗(Ω·Z∗/Sgen) of (pure) Hodge structures on Sgen. Its Hodge
filtration F pHi ⊂ Hi (p ≥ 0) is defined by F pHi = Riπ∗(Ω>pZ∗/Sgen) (see [48, Section 10.2.1]
etc.). For p ≥ 0 let
Φ(p) : F pHi −→ F pHi (2.24)
be the OSgen-linear endomorphism of the locally free OSgen-module F pHi induced by the
pull-back of Ω>p
Z∗/Sgen
by lτ × idSgen . Then by (Φ(p))N = id (N >> 0) we obtain a
decomposition
F pHi =
⊕
α∈C∗
(F pHi)α (2.25)
of F pHi into the eigenspaces of Φ(p). Hence (F pHi)α are also locally free over OSgen . Then
by [48, Theorem 10.10] the functions ep,q(Z(g1, . . . , gk)∗)α on Sgen are constant. Moreover
we can easily prove a similar statement also for ep,q(Z(g1, . . . , gk)
∗)α by induction on n.
3 Combinatorial results and their applications
In this section, we shall describe the α-Euler characteristic χ(Z∗)α ∈ Z of the non-
degenerate hypersurface Z∗ ⊂ (C∗)n introduced in Section 2 in terms of the volume of
its Newton polytope ∆. For this purpose, we first consider the following more general
situation. Let L ⊂ Zn be a sublattice of rank n. For a bounded subset A of Rn (resp. a
polytope ✷ in Rn) we set ♯A = ♯(A∩L) ∈ Z+ (resp. ♮(✷) = (−1)dim✷♯{rel.int(✷)∩L} ∈ Z)
for short. Let ∆1,∆2, . . . ,∆n be integral polytopes in R
n whose all vertices lie in L. For a
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subset J ⊂ {1, 2, . . . , n} we set ∆J =
∑
j∈J ∆j . In particular, for J = ∅ we set ∆J = {0}.
Then the following result is well-known.
Theorem 3.1. (Khovanskii [19]) In the situation as above, we have∑
J⊂{1,2,...,n}
(−1)♯J ♮(∆J) =MV (∆1,∆2, . . . ,∆n), (3.1)
where MV (∆1, . . . ,∆n) ∈ Z+ is the normalized n-dimensional mixed volume of
∆1,∆2, . . . ,∆n with respect to the lattice L.
From now on, we will generalize this theorem as follows. Let ∆1, . . . ,∆n be as above
and pick another polytope ∆0 in R
n (which is not assumed to be integral). Also for a
subset I ⊂ {0, 1, 2, . . . , n} we set ∆I =
∑
j∈I ∆j .
Proposition 3.2. In the situation as above, we have
MV (∆1,∆2, . . . ,∆n) =
∑
J⊂{1,2,...,n}
(−1)♯J♮(∆{0}⊔J ) (3.2)
=
∑
J⊂{1,2,...,n}
(−1)n−♯J♯(∆{0}⊔J ). (3.3)
Proof. The proof proceeds in three steps.
(A) Assume that there exists 1 ≤ j ≤ n such that dim∆j = 0. In this case, the mixed
volume MV (∆1, . . . ,∆n) is zero and the other two terms in (3.2) also vanish, because for
each J ⊂ {1, 2, . . . , n} such that j /∈ J we have the cancelling
(−1)♯(J⊔{j})♮(∆{0}⊔J⊔{j}) + (−1)♯J ♮(∆{0}⊔J ) = 0 (3.4)
etc.
(B) Assume that ∆1,∆2, . . . ,∆n are linearly independent segments and ∆0 consists of
one point p ∈ Rn. In this case, for each 1 ≤ j ≤ n by taking a vertex qj of the segment
∆j we set ∆ˆj = ∆j \ {qj}. Then we have∑
J⊂{1,2,...,n}
(−1)♯J ♮(∆{0}⊔J ) =
∑
J⊂{1,2,...,n}
(−1)n−♯J♯(∆{0}⊔J ) (3.5)
= ♯(∆ˆ1 + · · ·+ ∆ˆn + p). (3.6)
Moreover we can easily see that the last term is equal to MV (∆1, . . . ,∆n).
(C) Now we consider the general case. For a polytope ✷ in Rn let 1✷ : R
n −→ {0, 1}
(resp. ρ✷ : R
n −→ {0,±1}) be the characteristic function of ✷ (resp. the function defined
by ρ✷ = (−1)dim✷1rel.int(✷)). In particular, for any point p ∈ Rn we have ρ{p} = 1{p}. If ✷
and ✷′ are polytopes in Rn and ✷ majorizes ✷′, then for a face Γ ≺ ✷ of ✷ we denote by
Γ′ the corresponding face of ✷′. The proof of the following lemma is very easy and left to
the reader.
Lemma 3.3. In the situation as above, we have∑
Γ≺✷
(−1)dimΓρΓ′ = 1✷′,
∑
Γ≺✷
(−1)dimΓ1Γ′ = ρ✷′. (3.7)
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Actually, we need this lemma in the following special setting.
Lemma 3.4. Let ✷ and ✷′ be as above and l ⊂ Rn a closed ray (i.e. a closed half segment
≃ [0,∞)) in Rn whose extremal point is the origin 0 ∈ Rn. Then we have∑
Γ
(−1)dimΓ+1ρΓ′+l = 1✷′+l,
∑
Γ
(−1)dimΓ+11Γ′+l = ρ✷′+l, (3.8)
where Γ ranges through the bounded faces of ✷+ l (they are also faces of ✷) and Γ′ is the
face of ✷′ which corresponds to Γ ≺ ✷.
Now we return to the proof of Proposition 3.2. Let f0, f1, . . . , fn : R
n −→ R be
polynomials of order ≤ 1 such that fj |∆j > 0. For 0 ≤ j ≤ n let ∆˜j ⊂ Rn ⊕ R1 be the
graph of fj |∆j . For a subset I ⊂ {0, 1, . . . , n} set ∆˜I =
∑
j∈I ∆˜j and let l be the closed
ray {0} × {x ∈ R | x ≤ 0} in Rn ⊕ R1. Then for any I ⊂ {0, 1, . . . , n} the Minkowski
sum ∆˜{0,1,...,n} majorizes the one ∆˜I . For a face Γ˜ ≺ ∆˜{0,1,...,n} we denote by Γ˜I the
corresponding face of ∆˜I and by ΓI ⊂ Rn the projection of Γ˜I + l ⊂ Rn ⊕ R1 to Rn.
Then we have dim(Γ˜I + l) = dimΓI + 1. Note that for 0 ≤ j ≤ n the projection Γ{j} is a
face of ∆j , and we have ΓI =
∑
j∈I Γ{j} for any I ⊂ {0, 1, . . . , n}. Moreover we have the
following lemma. For 0 ≤ j ≤ n let L(∆j) be the linear subspace of Rn which is parallel
to the affine span of ∆j . Denote by f
L
j : L(∆j) −→ R the restriction of the linear part
of fj to L(∆j). Let S = ⊕nj=0L(∆j)∗ be the set of (n + 1)-tuples (g0, g1, . . . , gn) of such
linear functions.
Lemma 3.5. There exists an open dense subset Sgen of S such that for any
(g0, g1, . . . , gn) ∈ Sgen we have: If the polynomials f0, f1, . . . , fn : Rn −→ R sat-
isfy fLj = gj (0 ≤ j ≤ n) then for any bounded face Γ˜ of ∆˜{0,1,...,n} + l, which
is also a face of ∆˜{0,1,...,n}, the corresponding faces Γ{0},Γ{1}, . . . ,Γ{n} are transversal:
dim(
∑n
j=0 Γ{j}) =
∑n
j=0 dimΓ{j}.
Proof. If some faces G0, G1, . . . , G0 of ∆0,∆1, . . . ,∆n correspond to the same bounded
face Γ˜ of ∆˜{0,1,...,n} + l then there exists a linear function f : Rn −→ R such that
f |L(Gj) = fLj |L(Gj) for any 0 ≤ j ≤ n. For each such (n + 1)-tuple (G0, . . . , Gn) of
faces, this last condition gives a restriction to (fL0 , . . . , f
L
n ) and hence defines a linear
subspace S(G0, . . . , Gn) of S. Note that if G0, . . . , Gn are not transversal the codimension
of S(G0, . . . , Gn) is positive. So it suffices to set Sgen to be the complement of the union
of such S(G0, . . . , Gn)’s.
By this lemma, after changing the linear parts of f0, f1, . . . , fn slightly, we may assume
that for any bounded face Γ˜ of ∆˜{0,1,...,n} + l the corresponding faces Γ{0},Γ{1}, . . . ,Γ{n}
are transversal. Then by applying Lemma 3.4 to the case ✷ = ∆˜{0,1,...,n}, ✷′ = ∆˜{0}⊔J
(J ⊂ {1, 2, . . . , n}) and the closed ray l = {0} × {x ∈ R | x ≤ 0} we obtain∑
J⊂{1,2,...,n}
(−1)♯J ♮(∆{0}⊔J ) =
∑
Γ˜
(−1)dimΓ˜
∑
J⊂{1,2,...,n}
(−1)♯J ♯(Γ{0}⊔J ), (3.9)
where Γ˜ ranges through the bounded faces of ∆˜{0,1,...,n} + l. By the transversality of
Γ{0},Γ{1}, . . . ,Γ{n} for Γ˜ ≺ ∆˜{0,1,...,n} there are only the following two cases:
(a) There exists 1 ≤ j ≤ n such that dimΓ{j} = 0.
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(b) Γ{1}, . . . ,Γ{n} are linearly independent segments and dimΓ{0} = 0.
In the case (a), by applying Step (A) to Γ{0},Γ{1}, . . . ,Γ{n} (the vertices of Γ{1}, . . . ,Γ{n}
are those of ∆1, . . . ,∆n and hence in L) we have∑
J⊂{1,2,...,n}
(−1)n−♯J ♯(Γ{0}⊔J) = 0. (3.10)
In particular, this is the case whenever dimΓ˜ < n. Moreover, in the case (b), by Step (B)
we have ∑
J⊂{1,2,...,n}
(−1)n−♯J♯(Γ{0}⊔J ) =MV (Γ{1}, . . . ,Γ{n}). (3.11)
Hence we get ∑
Γ˜
(−1)dimΓ˜
∑
J⊂{1,2,...,n}
(−1)♯J♯(Γ{0}⊔J ) (3.12)
=
∑
Γ˜, dimΓ˜=n
(−1)n
∑
J⊂{1,2,...,n}
(−1)♯J ♯(Γ{0}⊔J ) (3.13)
=
∑
Γ˜, dimΓ˜=n
MV (Γ{1}, . . . ,Γ{n}). (3.14)
By reversing the arguments used to obtain (3.9) and (3.12) in the absense of the 0-th
polytopes ∆0, Γ{0} etc., we find that the last term of (3.12) is equal to∑
J⊂{1,2,...,n}
(−1)♯J♮(∆J) =MV (∆1, . . . ,∆n). (3.15)
Similarly we have ∑
J⊂{1,2,...,n}
(−1)n−♯J♯(∆{0}⊔J ) (3.16)
=
∑
Γ˜
(−1)dimΓ˜
∑
J⊂{1,2,...,n}
(−1)n−♯J♮(Γ{0}⊔J ) (3.17)
=
∑
Γ˜, dimΓ˜=n
∑
J⊂{1,2,...,n}
(−1)♯J♮(Γ{0}⊔J ) (3.18)
=
∑
Γ˜, dimΓ˜=n
MV (Γ{1}, . . . ,Γ{n}) =MV (∆1, . . . ,∆n). (3.19)
This completes the proof.
Now let us return to the situation in Proposition 2.12 and use the notations there.
Then by applying Proposition 3.2 to the case ∆1 = · · · = ∆n = ∆, ∆0 = {−w(α)} and
L = Lτ we obtain the following very simple result. We define a finite subset Λ ⊂ C by
Λ = {τ v | v ∈ Zn}.
Theorem 3.6. In the situation as above, we have
χ(Z∗)α =
∑
p,q
ep,q(Z∗)α =
{
(−1)n−1 1
♯Λ
VolZ(∆) (α ∈ Λ),
0 (α /∈ Λ), (3.20)
where VolZ(∗) ∈ Z is the normalized n-dimensional volume with respect to the lattice Zn.
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The following definition will be frequently used throughout this paper.
Definition 3.7. For a subvariety Y ∗ ⊂ (C∗)n which is invariant by lτ : (C∗)n ∼−→ (C∗)n,
p, q ≥ 0 and α ∈ C we define the virtual Betti polynomial β(Y ∗)α =
∑+∞
i=0 βi(Y
∗)α·ti ∈ Z[t]
by βi(Y
∗)α =
∑
p+q=i e
p,q(Y ∗)α ∈ Z.
Definition 3.8. Let ∆ be an n-dimensional integral polytope in (Rn,Zn).
(i) (see [4, Section2.3]) We say that ∆ is prime if for any vertex w of ∆ the cone
Con(∆, w) is generated by a basis of Rn.
(ii) We say that ∆ is pseudo-prime if for any 1-dimensional face γ ≺ ∆ the number of
the 2-dimensional faces γ′ ≺ ∆ such that γ ≺ γ′ is n− 1.
By definition, prime polytopes are pseudo-prime. Moreover, for a pseudo-prime poly-
tope ∆ the projective toric variety X∆ associated to the dual fan of ∆ is an orbifold
outside finitely many points. This implies that the closure of a non-degenerate hypersur-
face Z∗ ⊂ (C∗)n in X∆ is quasi-smooth in the sense of [4] and has the Poincare´ duality.
By [29, Corollary 2.15] and the proof of Theorem 3.6 we obtain the following proposition,
which enables us to rewrite the main results of [29] much more simply in terms of the
volumes of polytopes (see [29, Theorem 5.9] etc.).
Proposition 3.9. In the situation of Proposition 2.12, assume moreover that the n-
dimensional polytope ∆ = NP (g) is pseudo-prime. Then for any α ∈ C \ {1} and r ≥ 0
we have
βr(Z
∗)α = (−1)n+r
∑
Γ≺∆
dimΓ=r+1
{∑
γ≺Γ
(−1)dimγ 1
♯Λ(γ)
VolZ(γ)α
}
, (3.21)
where Λ(γ) ⊂ Λ is defined similarly to Λ by using the intersection of Zn and the affine
span of γ, and we define the integer VolZ(γ)α ∈ Z+ by
VolZ(γ)α =
{
VolZ(γ) (α ∈ Λ(γ)),
0 (α /∈ Λ(γ)). (3.22)
Now let ✷ ⊂ Rn be an (n − 1)-dimensional integral polytope whose affine span K ≃
Rn−1 in Rn does not contain the origin 0 ∈ Rn. Denote by ∆ the pyramid over ✷ with
apex 0 ∈ Rn and let d✷ > 0 be the lattice distance of ✷ from 0 ∈ Rn. Let Z∗ ⊂ (C∗)n be a
non-degenerate hypersurface whose Newton polytope is ∆. Assume also that the support
of the defining Laurent polynomial of Z∗ is contained in {0} ⊔✷. Then we can define an
automorphism of Z∗ of order d✷ as follows. Let ht(∗, K) : Rn −→ R be the linear map
such that ht(v,K) = d✷ > 0 for any v ∈ K. Then to the group homomorphism Zn −→ C∗
defined by
v 7−→ exp(2π√−1 · ht(v,K)/d✷) (3.23)
we can naturally associate an element τ✷ ∈ (C∗)n = Spec(C[Zn]) such that (τ✷)d✷ = 1.
By construction Z∗ ⊂ (C∗)n is invariant by the multiplication by τ✷. Now fix a complex
number α 6= 1. Then by Theorem 3.6, the virtual Betti polynomial
β(✷)α := β(Z
∗)α ∈ Z[t] (3.24)
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(of degree ≤ dim✷ = n − 1) of the hypersurface Z∗ ⊂ (C∗)n defined by the (n − 1)-
dimensional polytope ✷ can be calculated as follows. First, for each face Γ of ✷ we define
a polynomial β(Γ)α ∈ Z[t] of degree ≤ dimΓ similarly. By induction on dim✷, we may
assume that for any proper face Γ of ✷ the polynomial β(Γ)α is already determined. Let
✷
′ be an (n−1)-dimensional prime integral polytope which majorizes ✷ in the affine span
K of ✷. For a face Γ′ of ✷′ we denote by Γ the corresponding face of ✷. Then we can
(uniquely) determine β(✷)α ∈ Z[t] by the following three conditions:
(i) The degree of β(✷)α is ≤ dim✷.
(ii) The coefficients ci of the polynomial
+∞∑
i=0
cit
i =
∑
Γ′≺✷′
(t2 − 1)dimΓ′−dimΓβ(Γ)α ∈ Z[t] (3.25)
are symmetric with respect to the degree dim✷: cdim✷+k = cdim✷−k for any k ∈ Z.
(iii) β(✷)α(1) = (−1)dim✷VolZ(✷)α, where we set
VolZ(✷)α =
{
VolZ(✷) ∈ Z+ (αd✷ = 1),
0 (otherwise).
(3.26)
Indeed, let ∆′ be the pyramid over ✷′ with apex 0 ∈ Rn and X∆′ the projective toric
variety associated to its dual fan. Note that ∆′ is pseudo-prime and majorizes ∆. Then
the closure of Z∗ ⊂ (C∗)n in X∆′ has the Poincare´ duality, and (as in [4, Section 5.2])
by using Theorem 3.6 we obtain the above algorithm for the computation of β(✷)α. The
following definition will play a crucial role in the proof of our main results.
Definition 3.10. For a complex number α 6= 1 let β(✷)α ∈ Z[t] be the polynomial of
degree ≤ dim✷ as above. Then for m ≥ dim✷ we set
β(✷, m)α = (t
2 − 1)m−dim✷β(✷)α ∈ Z[t]. (3.27)
4 Motivic Milnor fibers over C.I. and their virtual
Betti polynomials
For 2 ≤ k ≤ n let
W = {f1 = · · · = fk−1 = 0} ⊃ V = {f1 = · · · = fk−1 = fk = 0} (4.1)
be complete intersection subvarieties of Cn such that 0 ∈ V . Assume that W and V
have isolated singularities at the origin 0 ∈ Cn. Then by a fundamental result of Hamm
[16] the Milnor fiber F0 of g := fk|W : W −→ C at the origin 0 satisfies the condition
Hj(F0;C) ≃ 0 (j 6= 0, n−k). Recall that the semisimple part of the monodromy operator
Φn−k,0 : Hn−k(F0;C) ≃ Hn−k(F0;C) was determined by Oka [32], [33] and Kirillov [20] (see
also [27] for some generalizations). Our objective here is to describe the Jordan normal
form of Φn−k,0 : Hn−k(F0;C) ≃ Hn−k(F0;C) in terms of the Newton polyhedrons of
f1, f2, . . . , fk. For this purpose, we shall use the theory of mixed Hodge modules due to
Saito [37] and [38]. Let ψpfk := ψfk [−1] : Dbc(Cn) −→ Dbc(f−1k (0)) be the shifted nearby
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cycle functor which preserves the perversity. Let F ∈ Dbc(Cn) be the minimal extension
of the perverse sheaf CW\{0}[n − k + 1] ∈ Dbc(Cn \ {0}) to Cn. Then the perverse sheaf
ψpfk(F) ∈ Dbc(f−1k (0)) on f−1k (0) has the following decomposition with respect to the
eigenvalues λ ∈ C∗ of its monodromy automorphism:
ψpfk(F) =
⊕
λ∈C∗
ψpfk ,λ(F) (4.2)
(see [8] etc.). By Proposition 2.3 for any λ 6= 1 the support of the perverse sheaf ψpfk,λ(F)
is contained in the origin 0 ∈ Cn. So we may regard ψpfk,λ(F) (λ 6= 1) simply as complex
vector spaces endowed with monodromy automorphisms. Now by using the mixed Hodge
module over the perverse sheaf F ∈ Dbc(Cn), to ψpfk(F)0 ∈ Dbc({0}) and the semisimple
part of its monodromy automorphism, we associate naturally an element
[Hg] ∈ K0(HSmon) (4.3)
(see Saito [37] and [38] for the details). Then by construction, for any λ 6= 1 the λ-
eigenspace part [Hg]λ ∈ K0(HS) of [Hg] ∈ K0(HSmon) is identified with the complex
vector space ψpfk,λ(F) endowed with a Hodge decomposition whose weights are defined by
its “absolute” monodromy filtration (see Saito [37] and [38]). Here we essentially used the
purity of the mixed Hodge module over the perverse sheaf F ∈ Dbc(Cn). For an element
[H ] ∈ K0(HSmon), H ∈ HSmon with a quasi-unipotent endomorphism Ψ : H ∼−→ H ,
p, q ≥ 0 and λ ∈ C denote by ep,q([H ])λ the dimension of the λ-eigenspace of the morphism
Hp,q
∼−→ Hp,q induced by Ψ on the (p, q)-part Hp,q of H . Then the following results are
immediate consequences of the above construction and Saito’s very deep theory in [37]
and [38]. Indeed, we can check the assertion (i) below by explicitly calculating the mixed
Hodge numbers of our motivic Milnor fiber Sg,0.
Proposition 4.1. Assume that λ ∈ C∗ \ {1}. Then
(i) We have ep,q([Hg])λ = 0 for (p, q) /∈ [0, n − k] × [0, n − k]. Moreover for (p, q) ∈
[0, n− k]× [0, n− k] we have
ep,q([Hg])λ = e
n−k−q,n−k−p([Hg])λ. (4.4)
(ii) For i ≥ 1, the number of the Jordan blocks for the eigenvalue λ with sizes ≥ i in
Φn−k,0 : Hn−k(F0;C)
∼−→ Hn−k(F0;C) is equal to∑
p+q=n−k−1+i,n−k+i
ep,q([Hg])λ. (4.5)
Remark 4.2. By Proposition 2.3, for λ = 1 the dimension of the support of ψpfk,λ(F)
is not zero in general. Therefore for λ = 1 we cannot prove the symmetry of weights of
[Hg]λ ∈ K0(HS) as in Proposition 4.1 (i) (indeed we can easily find counterexamples).
This fact explains the reason why the results on the Jordan blocks for the eigenvalue 1
in Φn−k,0 cannot be obtained by our methods. For related problems, see also for example
Ebeling-Steenbrink [9].
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By Proposition 4.1, for λ 6= 1 the calculation of the eigenvalue λ part of the Jordan
normal form of Φn−k,0 is reduced to that of ep,q([Hg])λ. Moreover, as in Denef-Loeser
[5], [6] and Guibert-Loeser-Merle [15], by using a resolution of singularities of W and
g : W −→ C we can construct a motivic Milnor fiber Sg,0 of g at 0 ∈ Cn which enables us
to calculate ep,q([Hg])λ as follows. Let π : X −→ Cn be a proper morphism from a smooth
algebraic variety X such that π|X\π−1(0) : X \ π−1(0) −→ Cn \ {0} is an isomorphism and
π−1(0) = D1 ∪ · · · ∪ Dm is a normal crossing divisor (D1, . . . , Dm are smooth) in X .
Then via the isomorphism X \ π−1(0) ≃ Cn \ {0} we regard W \ {0} as a subset of X
and denote by W ′ its closure in X . We call W ′ the proper transform of W in X . By
Hironaka’s theorem we can take π : X −→ Cn such that W ′ is smooth and intersects
DI :=
⋂
i∈I Di transversally for any subset I ⊂ {1, 2, . . . , m}. We may assume also
that the hypersurface S := f−1k (0) \ {0} ⊂ X is smooth in a neighborhood of W ′ and
intersects DI ∩W ′ transversally for any I ⊂ {1, 2, . . . , m}. For 1 ≤ i ≤ m let di > 0 be
the order of the zero of fk ◦ π along Di. For a non-empty subset I ⊂ {1, 2, . . . , m} set
D◦I = DI \ (
⋃
i/∈I Di),
E◦I = (D
◦
I ∩W ′) \ S, F ◦I = (D◦I ∩W ′) ∩ S (4.6)
and dI = gcd(di)i∈I > 0. Then, as in [6, Section 3.3], we can construct an unramified
Galois covering E˜◦I −→ E◦I of E◦I as follows. First, let U ⊂ X \S be an affine open subset
such that fk ◦ π = h1,W · (h2,W )dI on U , where h1,W is a unit on U and h2,W : U −→ C is
a regular function. It is easy to see that E◦I is covered by such open subsets U . Then by
gluing the varieties
{(t, x) ∈ C∗ × (E◦I ∩ U) | h1,W (x) · tdI − 1 = 0} (4.7)
together in an obviously way we obtain the dI-fold covering E˜
◦
I of E
◦
I . Now for
d ∈ Z>0, let µd ≃ Z/Zd be the multiplicative group consisting of the d roots of unity
{1, ζd, ζ2d , . . . , ζd−1d }, where we set ζd := exp(2π
√−1/d) ∈ C. Then the unramified Galois
covering E˜◦I of E
◦
I admits a natural action of µdI defined by assigning the automorphism
(t, x) 7−→ (ζdI t, x) of E˜◦I to the generator ζdI ∈ µdI . Moreover, let µˆ be the projective
limit lim←−
d
µd of the projective system {µi}i≥1 with morphisms µid −→ µi given by t 7−→ td.
Then the variety E˜◦I is endowed with a good µˆ-action in the sense of [6, Section 2.4].
Following the notations in [6], denote by MµˆC the ring obtained from the Grothendieck
ring Kµˆ0(VarC) of varieties over C with good µˆ-actions by inverting the Lefschetz motive
L ≃ C ∈ Kµˆ0(VarC). Recall that L ∈ Kµˆ0 (VarC) is endowed with the trivial action of µˆ.
We denote by [E˜◦I ] (resp. [F
◦
I ]) the class of the variety E˜
◦
I (resp. F
◦
I ) endowed with the
above µˆ-action (resp. the trivial µˆ-action) in MµˆC.
Definition 4.3. ([5], [6] and [15]) We define the motivic Milnor fiber Sg,0 ∈ MµˆC of
g : W −→ C at the origin 0 ∈ Cn by
Sg,0 =
∑
I 6=∅
{
(1− L)♯I−1[E˜◦I ] + (1− L)♯I [F ◦I ]
}
∈ MµˆC. (4.8)
For the description of the element [Hg] ∈ K0(HSmon) in terms of Sg,0 ∈ MµˆC, let
χh : MµˆC −→ K0(HSmon) (4.9)
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be the Hodge characteristic map defined in [6]. To a variety Z with a good µd-action it
associates the Hodge structure
χh([Z]) =
∑
j∈Z
(−1)j [Hjc (Z;Q)] ∈ K0(HSmon) (4.10)
with the actions induced by the one z 7−→ ζd · z (z ∈ Z) on Z. Then by the proof of
Denef-Loeser [5, Theorem 4.2.1] we obtain the following result.
Theorem 4.4. In the Grothendieck group K0(HS
mon), we have
[Hg] = (−1)n−kχh(Sg,0). (4.11)
Thus our problem was reduced to the calculation of χh(Sg,0) ∈ K0(HSmon).
Definition 4.5. Let f(x) ∈ C[x1, . . . , xn] be a polynomial on Cn.
(i) We call the convex hull of
⋃
v∈suppf{v + Rn+} in Rn+ the Newton polyhedron of f at
the origin 0 ∈ Cn and denote it by Γ+(f).
(ii) We say that f is convenient if Γ+(f) intersects each coordinate axis of R
n outside
the origin.
From now on, in order to describe our results explicitly, assume also that f1, f2, . . . , fk
are convenient. Set f := (f1, f2, . . . , fk) and
Γ+(f) := Γ+(f1) + Γ+(f2) + · · ·+ Γ+(fk). (4.12)
We denote the union of compact faces of Γ+(f) by Γf . Recall that on R
n
+ we can define
an equivalence relation by u ∼ u′ ⇐⇒ the supporting faces of u and u′ in Γ+(f) are the
same. Then we obtain a decomposition Rn+ =
⊔
Θ≺Γ+(f) σΘ of R
n
+ into locally closed cones
σΘ. Since for a face Θ ≺ Γ+(f) such that Θ ⊂ Γf (i.e. a compact face Θ of Γ+(f)) the
supporting face of u ∈ σΘ in Γ+(fj) does not depend on the choice of u ∈ σΘ, we denote
it simply by γΘj . Then we have
Θ = γΘ1 + γ
Θ
2 + · · ·+ γΘk . (4.13)
For 1 ≤ j ≤ k and a compact face Θ of Γ+(f) we set
fΘj (x) =
∑
v∈γΘj ∩Zn+
avx
v ∈ C[x1, x2, . . . , xn], (4.14)
where fj(x) =
∑
v∈Zn+ avx
v (av ∈ C).
Definition 4.6 (see [33] etc.). We say that f = (f1, f2, . . . , fk) is non-degenerate at the
origin 0 ∈ Cn if for any compact face Θ of Γ+(f) the two subvarieties {fΘ1 (x) = · · · =
fΘk−1(x) = 0} and {fΘ1 (x) = · · · = fΘk−1(x) = fΘk (x) = 0} in (C∗)n are non-degenerate
complete intersections.
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From now on, let us assume also that f is non-degenerate at the origin 0 ∈ Cn. Then
we can construct the morphism π : X −→ Cn explicitly as follows. Let Σ1 = {σΘ}Θ≺Γ+(f)
be the dual fan of Γ+(f). Take a smooth subdivision Σ of Σ1 and denote by XΣ the
smooth toric variety associated to the (smooth) fan Σ. We thus obtain a proper morphism
π : XΣ −→ Cn which induces an isomorphism XΣ \ π−1(0) ≃ Cn \ {0}. Let ρ1, ρ2, . . . , ρm
be the 1-dimensional cones in Σ such that ρi \ {0} ⊂ Int(Rn+) and for each 1 ≤ i ≤ m
denote by Di the (smooth) toric divisor in XΣ which corresponds to ρi. Then we have
π−1(0) = D1 ∪ · · · ∪Dm and it is a normal crossing divisor in XΣ. Moreover, by the non-
degeneracy of f , the proper transformsW ′, S = f−1k (0) \ {0} and Di’s satisfy the required
smoothness and transversality. By using this explicit construction of π : XΣ −→ Cn we
can express the Hodge realizations χh(Sg,0)λ ∈ K0(HS) (λ 6= 1) of our motivic Milnor fiber
Sg,0 very concretely as follows. For a face Θ ≺ Γ+(f) such that Θ ⊂ Γf let LΘ ≃ RdimΘ
be the linear subspace of Rn which is parallel to the affine span of Θ. We denote by
KΘ ≃ RdimΘ the affine linear subspace of Rn which is parallel to LΘ and contains γΘk .
Let L˜Θ ≃ RdimΘ+1 be the linear subspace of Rn generated by {0} ⊔ KΘ. Then LΘ is
a hyperplane of L˜Θ, and to the lattice M˜Θ = Z
n ∩ L˜Θ we can naturally associate the
algebraic torus
T˜Θ = Spec(C[M˜Θ]) ≃ (C∗)dimΘ+1. (4.15)
Denote the convex hull of {0} ⊔ γΘk in L˜Θ by ∆γΘk and for 1 ≤ j ≤ k − 1 let κΘj be an
integral translation of γΘj in L˜Θ such that κ
Θ
j ⊂ KΘ. For simplicity, we denote the k-tuple
(κΘ1 , . . . , κ
Θ
k−1,∆γΘk ) of integral polytopes in (L˜Θ, M˜Θ) by ∆Θ. Let dΘ > 0 be the lattice
distance of the hyperplane KΘ ⊂ L˜Θ from the origin 0 ∈ L˜Θ. Note that dΘ can be an
integral multiple of the lattice distance d(γΘk ) > 0 of γ
Θ
k from 0 ∈ L˜Θ if dimγΘk < dimΘ.
Then to ∆Θ we can naturally associate a non-degenerate complete intersection subvariety
Z∗∆Θ of T˜Θ ≃ (C∗)dimΘ+1 and an action of the cyclic group µdΘ = Z/ZdΘ on it as follows.
Let gΘj (j = 1, 2, . . . , k−1) and g˜Θk be Laurent polynomials on T˜Θ such that NP (gΘj ) = κΘj
and NP (g˜Θk ) = ∆γΘk . Assume also that the support suppg˜
Θ
k of g˜
Θ
k is contained in {0}⊔γΘk
and the subvariety
Z∗∆Θ = {gΘ1 (x) = · · · = gΘk−1(x) = g˜Θk (x) = 0} ⊂ T˜Θ (4.16)
of T˜Θ is a non-degenerate complete intersection. Let ht(∗, KΘ) : L˜Θ −→ R be the linear
map such that ht(v,KΘ) = dΘ > 0 for any v ∈ KΘ. Then to the group homomorphism
M˜Θ −→ C∗ defined by
v 7−→ exp(2π√−1 · ht(v,KΘ)/dΘ) (4.17)
we can naturally associate an element τΘ ∈ T˜Θ = Spec(C[M˜Θ]) such that (τΘ)dΘ = 1.
Since Z∗∆Θ ⊂ T˜Θ is invariant by the multiplication lτΘ : T˜Θ
∼−→ T˜Θ by τΘ, the variety
Z∗∆Θ admits an action of µdΘ . We thus obtain an element [Z
∗
∆Θ
] ∈ MµˆC. Finally, for the
compact face Θ ≺ Γ+(f), let sΘ be the dimension of the minimal coordinate subspace of
Rn containing Θ and set mΘ = sΘ − dimΘ− 1 ≥ 0.
Theorem 4.7. Assume that λ ∈ C∗ \ {1}. Then
(i) In the Grothendieck group K0(HS), we have
χh(Sg,0)λ =
∑
Θ⊂Γf ,dimΘ≥k−1
χh
(
(1− L)mΘ · [Z∗∆Θ ]
)
λ
. (4.18)
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In particular, the virtual Betti polynomial β(Sg,0)λ ∈ Z[t] is given by
β(Sg,0)λ =
∑
Θ⊂Γf ,dimΘ≥k−1
(1− t2)mΘ · β(Z∗∆Θ)λ. (4.19)
(ii) For i ≥ 1, the number of the Jordan blocks for the eigenvalue λ with sizes ≥ i in
Φn−k,0 : Hn−k(F0;C) ≃ Hn−k(F0;C) is equal to
(−1)n−k {βn−k−1+i(Sg,0)λ + βn−k+i(Sg,0)λ} . (4.20)
Proof. By using the above explicit construction of π : XΣ −→ Cn from Γ+(f) the proof
of (i) is obtained completely similarly to that of [29, Theorems 5.3 and 7.3]. Then the
assertion (ii) follows immediately from Proposition 4.1 (ii).
By the Cayley trick in [4, Section 6] we can rewrite the formula for β(Sg,0)λ ∈ Z[t]
(λ 6= 1) in Theorem 4.7 (i) as follows. For a face Θ ≺ Γ+(f) such that Θ ⊂ Γf we define
an open subset ΩΘ of T˜Θ × Pk−1 by
ΩΘ = {(x; (α1 : · · · : αk)) ∈ T˜Θ × Pk−1 |
k−1∑
j=1
αjg
Θ
j (x) + αkg˜
Θ
k (x) 6= 0}. (4.21)
By the standard decomposition Ck =
⊔
I⊂{1,2,...,k} TI , TI ≃ (C∗)♯I of Ck, we obtain a
stratification Pk−1 =
⊔
I 6=∅ P(TI) of P
k−1, where we set
P(TI) = {(α1 : · · · : αk) ∈ Pk−1 | αj = 0 (j /∈ I), αj 6= 0 (j ∈ I)} ≃ (C∗)♯I−1. (4.22)
For each subset J ⊂ {1, 2, . . . , k − 1} (J can be an empty set ∅), set
ΩΘ,J =
{
T˜Θ × P(TJ⊔{k})
}
∩ ΩΘ. (4.23)
Note that ΩΘ,J is the complement of the hypersurface
Z∗Θ,J = {(x;αj(j ∈ J)) ∈ T˜Θ × (C∗)♯J |
∑
j∈J
αjg
Θ
j (x) + g˜
Θ
k (x) = 0} (4.24)
of the algebraic torus T˜Θ × (C∗)♯J . Since this hypersurface Z∗Θ,J is invariant by the mul-
tiplication of (τΘ, 1) ∈ T˜Θ × (C∗)♯J , we obtain an action of µdΘ on Z∗Θ,J and an element
[Z∗Θ,J ] ∈MµˆC.
Lemma 4.8. For λ ∈ C∗ \ {1} and a face Θ ≺ Γ+(f) such that Θ ⊂ Γf we have
β(Z∗∆Θ)λ =
1
t2k−2
∑
J⊂{1,2,...,k−1}
β(Z∗Θ,J)λ. (4.25)
Proof. By the definition of Z∗∆Θ the natural projection
π : ΩΘ −→ T˜Θ \ Z∗∆Θ (4.26)
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is an algebraic fiber bundle whose fiber is isomorphic to Ck−1. Therefore by the condition
λ 6= 1 we obtain
β(T˜Θ \ Z∗∆Θ)λ =
1
t2k−2
∑
J⊂{1,2,...,k−1}
β(ΩΘ,J)λ. (4.27)
Since the multiplication of τΘ on T˜Θ (resp. (τΘ, 1) on T˜Θ × (C∗)♯J) is homotopic to the
identity, by λ 6= 1 we obtain the desired formula. This completes the proof.
First, by replacing the defining equations of Z∗∆Θ with the help of Lemma 2.13, we
may assume that the hypersurfaces Z∗Θ,J ⊂ T˜Θ × (C∗)♯J are non-degenerate. For a face
Θ ≺ Γ+(f) such that Θ ⊂ Γf and J ⊂ {1, 2, . . . , k − 1} we denote by ΘJ the convex hull
of
(γΘk × {0}) ⊔
{⊔
j∈J
(κΘj × {ej})
}
(4.28)
in L˜Θ×R♯J , where ej = (0, . . . , 0, 1, 0, . . . , 0) is the j-th standard unit vector in R♯J . This
integral polytope ΘJ is called the join of κ
Θ
j (j ∈ J) and γΘk . Let Θ˜J be the convex hull
of {(0, 0)} ⊔ΘJ in L˜Θ × R♯J . Then by Definition 3.10 we have
β(Z∗Θ,J)λ = β(ΘJ , dimΘ + ♯J)λ = (t
2 − 1)dimΘ+♯J−dimΘJβ(ΘJ)λ (4.29)
for any λ ∈ C∗ \ {1}. Recall that if λ 6= 1 the degree of the polynomial β(ΘJ)λ ∈ Z[t] is
≤ dimΘJ = dim(γΘk +
∑
j∈J κ
Θ
j ) + ♯J . Then for λ ∈ C∗ \ {1} we obtain
(1− t2)mΘβ(Z∗∆Θ)λ =
(−1)mΘ
t2k−2
∑
J⊂{1,2,...,k−1}
(t2 − 1)sΘ+♯J−1−dimΘJβ(ΘJ)λ (4.30)
=
(−1)mΘ
t2k−2
∑
J⊂{1,2,...,k−1}
β(ΘJ , sΘ + ♯J − 1)λ. (4.31)
Moreover for a non-degenerate hypersurface S∗Θ,J ⊂ (C∗)sΘ+♯J having the thin Newton
polytope Θ˜J ⊂ RsΘ+♯J (recall that L˜Θ ⊂ RsΘ) and a natural action of µdΘ on it, we have
β(ΘJ , sΘ + ♯J − 1)λ = β(S∗Θ,J)λ (4.32)
for any λ ∈ C∗ \ {1}. We thus obtain the following theorem.
Theorem 4.9. For λ ∈ C∗ \ {1} we have
β(Sg,0)λ =
∑
Θ⊂Γf ,dimΘ≥k−1
(−1)mΘ
t2k−2
∑
J⊂{1,2,...,k−1}
β(ΘJ , sΘ + ♯J − 1)λ (4.33)
=
∑
Θ⊂Γf ,dimΘ≥k−1
(−1)mΘ
t2k−2
∑
J⊂{1,2,...,k−1}
β(S∗Θ,J)λ. (4.34)
Remark 4.10. Although we formulated Theorem 4.9 for complete intersection singular-
ities, it can be readily extended to the case of isolated determinantal singularities studied
in [11] by constructing their toric resolutions. See [11] for the construction of toric reso-
lutions of determinantal singularities.
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By Theorems 4.7, 4.9 and the results in Sections 2, 3, we can calculate the numbers
of the Jordan blocks for the eigenvalues λ 6= 1 in Φn−k,0 : Hn−k(F0;C) ≃ Hn−k(F0;C) as
follows. First, for a compact face Θ ≺ Γ+(f) such that dimΘ ≥ k − 1 and a subset J ⊂
{1, 2, . . . , k−1} we define an integer c(Θ, J) ∈ Z+ by c(Θ, J) = dimΘ−dim(γΘk +
∑
j∈J κ
Θ
j ).
Then we have dimΘJ = dimΘ− c(Θ, J)+ ♯J . Moreover for l ≥ 1 we define a finite subset
R(ΘJ , l) ⊂ [0, dimΘJ ] ∩ Z by
R(ΘJ , l) = {0 ≤ r ≤ dimΘJ | n + k − 3 + l ≡ r mod 2}. (4.35)
For each r ∈ R(ΘJ , l), we set
e(ΘJ , l)r :=
n+ k − 3 + l − r
2
∈ Z+. (4.36)
Now in the situation as above, let λ ∈ C∗ \ {1} and i ≥ 1. Then by Theorems 4.7 and
4.9, the number of the Jordan blocks for the eigenvalue λ with sizes ≥ i in Φn−k,0 is
∑
Θ⊂Γf ,
dimΘ≥k−1
∑
J⊂{1,...,k−1}
(−1)n−k+c(Θ,J)
 ∑
l=i,i+1
 ∑
r∈R(ΘJ ,l)
(−1)e(ΘJ ,l)r
(
mΘ + c(Θ, J)
e(ΘJ , l)r
)
βr(ΘJ)λ
 .
(4.37)
Note that we can always calculate the above virtual Betti numbers βr(ΘJ)λ ∈ Z
by our algorithm at the end of Section 3. We can construct polytopes which ma-
jorize the join ΘJ much easier than that for arbitrary polytopes of the same dimen-
sion. From now on, assume moreover that for any compact face Θ ≺ Γ+(f) such that
dimΘ ≥ k − 1 the corresponding faces γΘj (1 ≤ j ≤ k) are simplicial and transversal:
dim(
∑k
j=1 γ
Θ
j ) =
∑k
j=1 dimγ
Θ
j . Note that this condition was used in [10] to describe the
difference of the Euler characteristics of two “real” Milnor fibers over real complete in-
tersections. Under this condition, the join ΘJ is prime and hence Θ˜J is pseudo-prime.
Therefore, by Proposition 3.9 we have
βr(ΘJ)λ = (−1)dimΘJ+r
∑
Γ≺ΘJ ,
dimΓ=r
{∑
γ≺Γ
(−1)dimγVolZ(γ)λ
}
(4.38)
= (−1)dimΘJ+r
r∑
l=0

∑
γ≺ΘJ ,
dimγ=l
(−1)l
(
dimΘJ − l
r − l
)
VolZ(γ)λ
 , (4.39)
where by using the lattice distance d(γ) > 0 of the face γ ≺ ΘJ from the origin (0, 0) ∈
L˜Θ × R♯J we define the integer VolZ(γ)λ ∈ Z+ by
VolZ(γ)λ =
{
VolZ(γ) (λ
d(γ) = 1),
0 (otherwise).
(4.40)
Finally to end this section, we shall introduce an analogue of the Steenbrink conjecture
proved by Varchenko-Khovanskii [47] and Saito [39].
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Definition 4.11. (Ebeling-Steenbrink [9]) As a Puiseux series, we define the non-integral
part spg(t) of the spectrum of g : W −→ C at the origin 0 ∈ Cn by
spg(t) =
∑
b∈(0,1)∩Q
[
n−k∑
i=0
{∑
q≥0
ei,q([Hg])exp(−2π√−1b)
}
ti+b
]
. (4.41)
By Proposition 4.1 (i) the support of spg(t) is contained in the open interval (0, n−k+1)
and has the symmetry
spg(t) = t
n−k+1spg(
1
t
) (4.42)
with center at n−k+1
2
. Moreover by the above arguments (the Cayley trick) and the proof
of [29, Theorem 5.10], we immediately obtain the following explicit description of spg(t).
For each Θ ≺ Γ+(f) such that Θ ⊂ Γf and J ⊂ {1, 2, . . . , k− 1} let Cone(ΘJ) = R+ΘJ ⊂
L˜Θ × R♯J be the cone generated by ΘJ and hΘ,J : Cone(ΘJ) −→ R the linear function
such that hΘ,J |ΘJ ≡ 1. Then we define the Puiseux series PΘ,J(t) by
PΘ,J(t) =
∑
b∈Q+\Z+
♯{v ∈ Cone(ΘJ) ∩ Zn+♯J | hΘ,J(v) = b}tb. (4.43)
Theorem 4.12. In the situation as above, we have
spg(t) = (−1)n−k
∑
Θ⊂Γf ,dimΘ≥k−1
 ∑
J⊂{1,...,k−1}
(−1)dimΘ+♯J(1− t)sΘ+♯JPΘ,J(t)
 · t−k+1.
(4.44)
5 The numbers of Jordan blocks in the monodromies
over C.I.
In this section, by using the results in the previous sections, we prove some combinatorial
formulas for the Jordan normal forms of the (local) monodromies over complete intersec-
tion subvarieties of Cn. We inherit the situation and the notations in Section 4. Then our
primary interest here is to describe the numbers of the maximal (and the second maxi-
mal) Jordan blocks for the eigenvalues λ 6= 1 in the monodromy Φn−k,0 : Hn−k(F0;C) ≃
Hn−k(F0;C) in terms of the Newton polyhedrons Γ+(f1),Γ+(f2), . . . ,Γ+(fk). We fix
λ ∈ C∗ \ {1} and a face Θ ≺ Γ+(f) such that Θ ⊂ Γf . First, for J ⊂ {1, 2, . . . , k − 1} let
KΘ,J be the affine linear subspace of L˜Θ ≃ RdimΘ+1 which is parallel to the affine span of
the Minkowski sum γΘk +
∑
j∈J κ
Θ
j and contains γ
Θ
k . Then we define an integer dΘ,J > 0 to
be the lattice distance of KΘ,J from the origin 0 ∈ L˜Θ. Note that if J = {1, 2, . . . , k − 1}
(resp. J = ∅) dΘ,J is equal to dΘ (resp. is the lattice distance d(γΘk ) of γΘk from the origin
0 ∈ L˜Θ). Moreover, for any J ⊂ {1, 2, . . . , k − 1} we see that dΘ,J divides dΘ.
Definition 5.1. For J ⊂ {1, 2, . . . , k−1} we denote the difference dim(γΘk +
∑
j∈J κ
Θ
j )−♯J
by δ(Θ, J).
The following lemma is essentially due to Sturmfels [42].
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Lemma 5.2. If δ(Θ, J) ≥ 0 for any J ⊂ {1, 2, . . . , k−1}, then the set {J | δ(Θ, J) = 0} is
closed by unions ∪ and intersections ∩. In particular, if moreover {J | δ(Θ, J) = 0} 6= ∅
(including the case where {J | δ(Θ, J) = 0} = {∅}), it has the (unique) maximal element
J0.
Proof. Let I, J ⊂ {1, 2, . . . , k − 1}. Then we can easily prove that
dim(γΘk +
∑
j∈I
κΘj ) + dim(γ
Θ
k +
∑
j∈J
κΘj ) (5.1)
≥ dim(γΘk +
∑
j∈I∩J
κΘj ) + dim(γ
Θ
k +
∑
j∈I∪J
κΘj ). (5.2)
Combining this inequality with the one ♯I + ♯J = ♯(I ∩ J) + ♯(I ∪ J) we obtain
δ(Θ, I) + δ(Θ, J) ≥ δ(Θ, I ∩ J) + δ(Θ, I ∪ J) ≥ 0, (5.3)
from which the assertion immediately follows.
Definition 5.3. We define an integer E(Θ)λ to be 0 if minJ⊂{1,2,...,k−1} δ(Θ, J) 6= 0, and
otherwise by using the maximal element J0 of {J | δ(Θ, J) = 0} we set
E(Θ)λ =
{
MV (κΘj1 , κ
Θ
j2
, . . . , κΘjm) (λ
dΘ,J0 = 1),
0 (otherwise),
(5.4)
where J0 = {j1, j2, . . . , jm}, ♯J0 = m and MV (κΘj1 , . . . , κΘjm) ∈ Z+ is the normalized m-
dimensional mixed volume of κΘj1 , . . . , κ
Θ
jm. Note that by δ(Θ, J0) = 0 we have dim(κ
Θ
j1
+
· · · + κΘjm) ≤ ♯J0 = m and the m-dimensional mixed volume MV (κΘj1 , . . . , κΘjm) makes
sense.
In particular, if minJ⊂{1,2,...,k−1} δ(Θ, J) = 0 and {J | δ(Θ, J) = 0} = {∅} we set
E(Θ)λ = 1 or 0 depending on whether λ
d(γΘ
k
) = 1 or not.
Theorem 5.4. (i) The degree of the virtual Betti polynomial β(Sg,0)λ ∈ Z[t] (λ 6= 1) is
bounded by 2n− 2k. In particular, the sizes of the Jordan blocks for the eigenvalues
λ 6= 1 in Φn−k,0 are bounded by n− k + 1.
(ii) The number of the Jordan blocks for the eigenvalue λ 6= 1 with the maximal possible
size n− k + 1 in Φn−k,0 is equal to∑
Θ⊂Γf ,sΘ=n,
dimΘ≥k−1
(−1)dimΘ−(k−1)E(Θ)λ. (5.5)
Proof. (A) Assume that there exists J ⊂ {1, 2, . . . , k − 1} such that δ(Θ, J) < 0. Then
we have
δ(Θ, J) = dim(∆γΘ
k
+
∑
j∈J
κΘj )− (♯J + 1) < 0. (5.6)
By the dimensional reason, as a non-degenerate C.I. in T˜Θ we have
{gΘj (x) = 0 (j ∈ J), g˜Θk (x) = 0} = ∅. (5.7)
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Since Z∗∆Θ ⊂ T˜Θ is contained in this set, we obtain Z∗∆Θ = ∅ and hence
(−1)mΘ
t2k−2
∑
J⊂{1,2,...,k−1}
β(ΘJ , sΘ + ♯J − 1)λ = 0. (5.8)
(B) Next assume that δ(Θ, J) ≥ 0 for any J ⊂ {1, 2, . . . , k − 1}. Then for any J ⊂
{1, 2, . . . , k − 1} we have
deg
{
(−1)mΘ
t2k−2
β(ΘJ , sΘ + ♯J − 1)λ
}
(5.9)
≤ 2(sΘ + ♯J − 1− dimΘJ) + dimΘJ − 2k + 2 (5.10)
= 2sΘ − 2k + ♯J − dim(γΘk +
∑
j∈J
κΘj ) (5.11)
≤ 2sΘ − 2k ≤ 2n− 2k. (5.12)
So the assertion (i) was proved. By the above calculations, if sΘ < n or δ(Θ, J) > 0 for
any J ⊂ {1, 2, . . . , k − 1} there is no contribution to the leading coefficient β2n−2k(Sg,0)λ
from the face Θ ≺ Γ+(f). Therefore, to prove the assertion (ii), we have only to consider
the compact faces Θ ≺ Γ+(f) such that sΘ = n and minJ⊂{1,2,...,k−1} δ(Θ, J) = 0. In this
case, for the maximal element J0 of the set {J | δ(Θ, J) = 0} we have
J 6⊂ J0 =⇒ deg
{
(−1)mΘ
t2k−2
β(ΘJ , sΘ + ♯J − 1)λ
}
< 2n− 2k. (5.13)
This implies that∑
J⊂{1,2,...,k−1}
(−1)mΘ
t2k−2
β(ΘJ , sΘ + ♯J − 1)λ ≡
∑
J⊂J0
(−1)mΘ
t2k−2
β(ΘJ , sΘ + ♯J − 1)λ (5.14)
modulo polynomials of degree less than 2n − 2k. Set J0 = {j1, j2, . . . , jm}, ♯J0 = m and
let
Z∗∆0Θ = {g
Θ
j1(x) = · · · = gΘjm(x) = g˜Θk (x) = 0} ⊂ (C∗)sΘ = (C∗)n (5.15)
be the non-degenerate complete intersection subvariety of codimension m + 1 in (C∗)n
with a natural action of µdΘ . Then by the arguments in Section 4 we have∑
J⊂J0
1
t2m
β(ΘJ , n+ ♯J − 1)λ = β(Z∗∆0Θ)λ. (5.16)
Moreover, since by δ(Θ, J0) = 0 we have dim(∆γΘ
k
+
∑
j∈J0 κ
Θ
j ) = ♯J0+1 = m+1, we can
take another 0-dimensional non-degenerate complete intersection subvariety
D∗∆0Θ = {g
Θ
j1
(x) = · · · = gΘjm(x) = g˜Θk (x) = 0} ⊂ (C∗)m+1 (5.17)
in (C∗)m+1 such that Z∗
∆0Θ
≃ (C∗)n−m−1 ×D∗
∆0Θ
. This implies that the right hand side of
(5.14) is equal to
(−1)mΘ
t2k−2m−2
(t2 − 1)n−m−1β(D∗∆0Θ)λ (5.18)
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whose leading coefficient (of degree 2n − 2k) is (−1)mΘβ(D∗
∆0Θ
)λ = (−1)n−dimΘ−1
β0(D
∗
∆0Θ
)λ ∈ Z. By Theorem 2.6, the subset
{gΘj1(x) = · · · = gΘjm(x) = 0} ⊂ (C∗)m+1 (5.19)
of (C∗)m+1 is a disjoint union of MV (κΘj1, . . . , κ
Θ
jm) copies of the complex line C and the
restriction of g˜Θk to each line vanishes at exactly dΘ,J0 distinct points. Moreover we can
easily see that the action of the generator of µdΘ on these dΘ,J0 points corresponds to that
of their automorphism group µdΘ,J0 . Then the assertion (ii) follows. This completes the
proof.
Recall that we say polyhedrons ∆1, . . . ,∆k in R
n majorize each other if their dual fans
are the same. For example, if ∆1, . . . ,∆k are similar, they majorize each other.
Corollary 5.5. (i) If k = 2, then the number of the Jordan blocks for the eigenvalue
λ 6= 1 with the maximal possible size n− k + 1 = n− 1 in Φn−k,0 is equal to
∑
Θ⊂Γf ,sΘ=n,
dimΘ=1,λdΘ=1
lengthZ(γ
Θ
1 ) +
n−1∑
d=2
(−1)d−1♯
{
Θ ⊂ Γf | sΘ=n, dimΘ=d,dimγΘ2 =0 and λd(γΘ2 )=1
}
, (5.20)
where lengthZ(γ
Θ
1 ) ∈ Z+ is the lattice length of the segment γΘ1 .
(ii) If Γ+(f1), . . . ,Γ+(fk) majorize each other, then the number of the Jordan blocks for
the eigenvalue λ 6= 1 with the maximal possible size n− k + 1 in Φn−k,0 is equal to∑
Θ⊂Γf ,sΘ=n,
dimΘ=k−1,λdΘ=1
MV (κΘ1 , . . . , κ
Θ
k−1), (5.21)
where MV (κΘ1 , . . . , κ
Θ
k−1) ∈ Z+ is the normalized (k− 1)-dimensional mixed volume
of κΘ1 , . . . , κ
Θ
k−1.
From now on, we shall describe the numbers of the second maximal Jordan blocks
for the eigenvalues λ 6= 1 in the monodromy Φn−k,0 : Hn−k(F0;C) ≃ Hn−k(F0;C). We
fix λ ∈ C∗ \ {1} and a face Θ ≺ Γ+(f) such that Θ ⊂ Γf . Recall that for any J ⊂
{1, 2, . . . , k − 1} the Minkowski sum γΘk +
∑
j∈J κ
Θ
j majorizes κ
Θ
j (j ∈ J) and γΘk . For
a face Γ of γΘk +
∑
j∈J κ
Θ
j denote by Γ
Θ
j (j ∈ J ⊔ {k}) the corresponding faces of κΘj
(j ∈ J) and γΘk . Moreover for such J and Γ let KΓΘ,J be the affine linear subspace of
L˜Θ ≃ RdimΘ+1 which is parallel to the affine span of Γ and contains ΓΘk . Then we define
an integer dΓΘ,J > 0 to be the lattice distance of K
Γ
Θ,J from the origin 0 ∈ L˜Θ.
Lemma 5.6. (i) Assume that minJ⊂{1,2,...,k−1} δ(Θ, J) = 1. Then the set {J | δ(Θ, J) =
1} 6= ∅ has the unique maximal element.
(ii) Assume that minJ⊂{1,2,...,k−1} δ(Θ, J) = 0 and let J0 be the (unique) maximal element
of {J | δ(Θ, J) = 0}. Assume also that the set {J | δ(Θ, J) = 1, J0 ⊂ J} is not
empty and let I and J be its maximal elements. Then we have I = J or I ∩J = J0.
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Proof. (i) Let I and J be maximal elements of {J | δ(Θ, J) = 1} 6= ∅. Then by the proof
of Lemma 5.2 we have
2 = δ(Θ, I) + δ(Θ, J) ≥ δ(Θ, I ∩ J) + δ(Θ, I ∪ J) ≥ 2. (5.22)
Since δ(Θ, I ∩ J), δ(Θ, I ∪ J) ≥ 1 we obtain δ(Θ, I ∪ J) = 1. Then by the maximality of
I and J we have I = J .
(ii) Assume that I 6= J . Then by the proof of Lemma 5.2 we have
2 = δ(Θ, I) + δ(Θ, J) ≥ δ(Θ, I ∩ J) + δ(Θ, I ∪ J) ≥ 0. (5.23)
Since δ(Θ, I ∪ J) ≥ 2 by the maximality of I and J , we obtain δ(Θ, I ∩ J) = 0 and hence
I ∩ J = J0.
Definition 5.7. (i) Assume that minJ⊂{1,2,...,k−1} δ(Θ, J) = 1. Then we denote by J1
the (unique) maximal element of {J | δ(Θ, J) = 1} 6= ∅.
(ii) Assume that minJ⊂{1,2,...,k−1} δ(Θ, J) = 0. Then we define nΘ ≥ 0 to be the number
of the maximal elements of the set {J | δ(Θ, J) = 1, J0 ⊂ J}. If nΘ > 0 we denote
by J1, J2, . . . , JnΘ the maximal elements.
Lemma 5.8. Assume that minJ⊂{1,2,...,k−1} δ(Θ, J) = 0. Then for any J ⊂ {1, 2, . . . , k−1}
such that δ(Θ, J) = 1 we have J ⊂ J0 or (nΘ > 0 and) J ⊂ Ji for a unique 1 ≤ i ≤ nΘ.
Proof. Assume that δ(Θ, J) = 1 and J 6⊂ J0. Then by the proof of Lemma 5.2 we have
1 = δ(Θ, J0) + δ(Θ, J) ≥ δ(Θ, J0 ∩ J) + δ(Θ, J0 ∪ J) ≥ 0. (5.24)
Since δ(Θ, J0 ∪ J) = 1 by the maximality of J0, we see that nΘ > 0 and J ⊂ J0 ∪ J ⊂ Ji
for some 1 ≤ i ≤ nΘ. The uniqueness of Ji such that J ⊂ Ji follows from Lemma 5.6
(ii).
Definition 5.9. (i) For J ⊂ {1, 2, . . . , k − 1} such that δ(Θ, J) = 0 we set
MV (κΘj (j ∈ J))λ =
{
MV (κΘj1, . . . , κ
Θ
jm) (λ
dΘ,J = 1),
0 (otherwise),
(5.25)
where J = {j1, j2, . . . , jm}, ♯J = m and MV (κΘj1, . . . , κΘjm) ∈ Z+ is the normalized
m-dimensional mixed volume.
(ii) For J ⊂ {1, 2, . . . , k − 1} such that δ(Θ, J) = 1 we set
MV (κΘj (j ∈ J), γΘk +
∑
j∈J
κΘj )λ =
{
MV (κΘj1, . . . , κ
Θ
jm, γ
Θ
k +
∑m
i=1 κ
Θ
ji
) (λdΘ,J = 1),
0 (otherwise),
(5.26)
where J = {j1, j2, . . . , jm}, ♯J = m and MV (κΘj1, . . . , κΘjm, γΘk +
∑m
i=1 κ
Θ
ji
) ∈ Z+ is
the normalized (m+ 1)-dimensional mixed volume.
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(iii) For J ⊂ {1, 2, . . . , k − 1} such that δ(Θ, J) = 1 and a facet Γ of the (♯J + 1)-
dimensional Minkowski sum γΘk +
∑
j∈J κ
Θ
j we set
MV (ΓΘj (j ∈ J))λ =
{
MV (ΓΘj1 , . . . ,Γ
Θ
jm) (λ
dΓΘ,J = 1),
0 (otherwise),
(5.27)
where J = {j1, j2, . . . , jm}, ♯J = m and MV (ΓΘj1, . . . ,ΓΘjm) ∈ Z+ is the normalized
m-dimensional mixed volume.
Definition 5.10. For λ ∈ C∗ \ {1} and a face Θ ≺ Γ+(f) such that Θ ⊂ Γf we define an
integer F (Θ)λ ∈ Z as follows.
(i) If minJ⊂{1,2,...,k−1} δ(Θ, J) < 0 or > 1 we set F (Θ)λ = 0.
(ii) If minJ⊂{1,2,...,k−1} δ(Θ, J) = 1, then by using the maximal element J1 of
{J | δ(Θ, J) = 1} we set
F (Θ)λ =MV (κ
Θ
j (j ∈ J1), γΘk +
∑
j∈J1
κΘj )λ −
∑
Γ
MV (ΓΘj (j ∈ J1))λ, (5.28)
where in the sum
∑
Γ the face Γ ranges through the facets of γ
Θ
k +
∑
j∈J1 κ
Θ
j .
(iii) If minJ⊂{1,2,...,k−1} δ(Θ, J) = 0 and nΘ = 0 (⇐⇒ {J | δ(Θ, J) = 1, J 6⊂ J0} = ∅ by
Lemma 5.8), then we set F (Θ)λ = 0.
(iv) If minJ⊂{1,2,...,k−1} δ(Θ, J) = 0 and nΘ > 0 we set
F (Θ)λ =∑nΘ
i=1
{
2MV (κΘj (j ∈ J0))λ +MV (κΘj (j ∈ Ji), γΘk +
∑
j∈Ji
κΘj )λ −
∑
Γ
MV (ΓΘj (j ∈ Ji))λ
}
,
where in the sum
∑
Γ the face Γ ranges through the facets of γ
Θ
k +
∑
j∈Ji κ
Θ
j .
Theorem 5.11. The number of the Jordan blocks for the eigenvalue λ 6= 1 with the second
maximal possible size n− k in Φn−k,0 is equal to∑
Θ⊂Γf ,sΘ=n,
dimΘ≥k
(−1)dimΘ−kF (Θ)λ. (5.29)
Proof. It suffices to calculate the coefficient of t2n−2k−1 of
(1− t2)mΘβ(Z∗∆Θ)λ =
(−1)mΘ
t2k−2
∑
J⊂{1,2,...,k−1}
β(ΘJ , sΘ + ♯J − 1)λ (5.30)
for each face Θ ≺ Γ+(f) such that Θ ⊂ Γf . By the proof of Theorem 5.4 this coefficient
is zero unless sΘ = n and there exists J ⊂ {1, 2, . . . , k− 1} such that δ(Θ, J) = 0, 1. Here
we calculate only the contribution to the coefficient of t2n−2k−1 from Θ such that Θ ⊂ Γf ,
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sΘ = n, minJ⊂{1,2,...,k−1} δ(Θ, J) = 0 and nΘ > 0 (other cases can be treated similarly by
using the proof of Theorem 5.4). In this case, by Lemma 5.8 we have
(−1)mΘ
t2k−2
∑
J⊂{1,2,...,k−1}
β(ΘJ , sΘ + ♯J − 1)λ
≡ (−1)
mΘ
t2k−2
[
nΘ∑
i=1
{∑
J⊂Ji
β(ΘJ , n+ ♯J − 1)λ
}
− (nΘ − 1)
∑
J⊂J0
β(ΘJ , n+ ♯J − 1)λ
]
modulo polynomials of degree less than 2n − 2k − 1. By the proof of Theorem 5.4 the
contribution to the coefficient of t2n−2k−1 from the second term is zero. Moreover for each
1 ≤ i ≤ nΘ the coefficient of t2n−2k−1 of
(−1)mΘ
t2k−2
∑
J⊂Ji
β(ΘJ , n+ ♯J − 1)λ (5.31)
is calculated as follows. Set Ji = {j1, j2, . . . , jm}, ♯Ji = m and let
Z∗∆iΘ = {g
Θ
j1(x) = · · · = gΘjm(x) = g˜Θk (x) = 0} ⊂ (C∗)sΘ = (C∗)n (5.32)
be the non-degenerate complete intersection subvariety of codimension m + 1 in (C∗)n
with a natural action of µdΘ . Then by the proof of Theorem 5.4 we have
β(Z∗∆iΘ)λ =
1
t2m
∑
J⊂Ji
β(ΘJ , n+ ♯J − 1)λ. (5.33)
Since by δ(Θ, Ji) = 1 we have dim(∆γΘ
k
+
∑
j∈Ji κ
Θ
j ) = ♯Ji + 1 + 1 = m+ 2, we can take
a non-degenerate C.I. curve
C∗∆iΘ = {g
Θ
j1
(x) = · · · = gΘjm(x) = g˜Θk (x) = 0} ⊂ (C∗)m+2 (5.34)
in (C∗)m+2 such that Z∗
∆iΘ
≃ (C∗)n−m−2 × C∗
∆iΘ
. Hence we obtain
(−1)mΘ
t2k−2
∑
J⊂Ji
β(ΘJ , n+ ♯J − 1)λ = (−1)
n−dimΘ−1
t2k−2m−2
(t2 − 1)n−m−2β(C∗∆iΘ)λ. (5.35)
Since the coefficient of t2n−2k−1 of the last term is (−1)n−dimΘ−1β1(C∗∆iΘ)λ, the assertion
follows from the following proposition.
Proposition 5.12. In the situation as above, we have
β1(C
∗
∆iΘ
)λ = −2MV (κΘj (j ∈ J0))λ−MV (κΘj (j ∈ Ji), γΘk +
∑
j∈Ji
κΘj )λ+
∑
Γ
MV (ΓΘj (j ∈ Ji))λ.
(5.36)
Proof. By the Cayley trick we have
β(C∗∆iΘ)λ =
1
t2m
∑
J⊂Ji
β(Z∗J)λ, (5.37)
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where Z∗J is the non-degenerate hypersurface of (C
∗)m+2+♯J defined by
Z∗J = {(x;αj(j ∈ J)) ∈ (C∗)m+2 × (C∗)♯J |
∑
j∈J
αjg
Θ
j (x) + g˜
Θ
k (x) = 0} ⊂ (C∗)m+2+♯J .
(5.38)
By a simple calculation, for any J ⊂ Ji we see that degβ(Z∗J)λ ≤ 2m+2−δ(Θ, J) ≤ 2m+2.
Hence the leading coefficient of the polynomial β(C∗
∆iΘ
)λ ∈ Z[t] is β2(C∗∆iΘ)λ and equal to
that of
1
t2m
∑
J⊂J0
β(Z∗J)λ =
1
t2(m−♯J0)
(t2 − 1)m−♯J0+1β(D∗∆0Θ)λ, (5.39)
where D∗
∆0Θ
⊂ (C∗)♯J0+1 is the 0-dimensional non-degenerate C.I. in (C∗)♯J0+1 in the proof
of Theorem 5.4. Consequently we obtain
β2(C
∗
∆iΘ
)λ = β0(D
∗
∆0Θ
)λ = MV (κ
Θ
j (j ∈ J0))λ. (5.40)
From now on, let us calculate the λ-Euler characteristic
χ(C∗∆iΘ)λ = β0(C
∗
∆iΘ
)λ + β1(C
∗
∆iΘ
)λ + β2(C
∗
∆iΘ
)λ (5.41)
of the C.I. curve C∗
∆iΘ
⊂ (C∗)m+2. First, note that if J satisfies the condition dim(∆γΘ
k
+∑
j∈J κ
Θ
j ) < m+ 2 we have χ(Z
∗
J)λ = χ(Z
∗
J) = 0. So in the sum
χ(C∗∆iΘ)λ =
∑
J⊂Ji
χ(Z∗J)λ (5.42)
only the terms χ(Z∗J)λ for J such that dim(γ
Θ
k +
∑
j∈J κ
Θ
j ) = m + 1 can be non-trivial.
By Theorem 3.6 this implies that we have
χ(C∗∆iΘ)λ =
{
1
dΘ,Ji
χ(C∗
∆iΘ
) (λdΘ,Ji = 1),
0 (otherwise).
(5.43)
Since C∗
∆iΘ
⊂ (C∗)m+2 is a dΘ,Ji-fold covering of the C.I. curve
{gΘj1(x) = · · · = gΘjm(x) = 0} \ {gΘj1(x) = · · · = gΘjm(x) = gΘk (x) = 0} (5.44)
in (C∗)m+1, its usual Euler characteristic χ(C∗
∆iΘ
) is calculated by Theorem 2.6 as
χ(C∗∆iΘ) = −dΘ,Ji ×MV (κ
Θ
j1
, . . . , κΘjm, γ
Θ
k +
m∑
i=1
κΘji). (5.45)
Hence we get
χ(C∗∆iΘ)λ = −MV (κ
Θ
j (j ∈ Ji), γΘk +
∑
j∈Ji
κΘj )λ. (5.46)
Now denote by ✷ the Minkowski sum ∆γΘ
k
+
∑
j∈Ji κ
Θ
j in R
m+2. Then ✷ is an (m + 2)-
dimensional polytope and majorizes κΘj (j ∈ Ji) and ∆γΘk . Let X✷ be the toric variety
associated to the dual fan of ✷. Then X✷ is a compactification of the complex torus
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T = (C∗)m+2 and smooth outside the union of T -orbits of codimension ≥ 2. Therefore,
by the non-degeneracy of C∗
∆iΘ
⊂ (C∗)m+2 its closure C∗
∆iΘ
in X✷ is a smooth projective
curve. By the Poincare´ duality of C∗
∆iΘ
we have
β0(C∗∆iΘ
)λ = β2(C∗∆iΘ
)λ−1 = β2(C
∗
∆iΘ
)λ−1 = MV (κ
Θ
j (j ∈ J0))λ (5.47)
and hence
β0(C
∗
∆iΘ
)λ = MV (κ
Θ
j (j ∈ J0))λ −
∑
Γ
MV (ΓΘj (j ∈ Ji))λ. (5.48)
Then we obtain the desired formula for the first virtual Betti number β1(C
∗
∆iΘ
)λ. This
completes the proof.
Corollary 5.13. (i) If k = 2, then the number of the Jordan blocks for the eigenvalue
λ 6= 1 with the second maximal possible size n− k in Φn−k,0 is equal to
∑
Θ⊂Γf ,sΘ=n,
dimΘ=2
F (Θ)λ+
n−1∑
d=3
(−1)d

∑
sΘ=n,dimΘ=d,
dimγΘ2 =1,λ
d(γΘ2 )=1
(
lengthZ(γ
Θ
2 )− ♯{v ≺ γΘ2 | dimv = 0, λd(v) = 1}
)
 .
(5.49)
(ii) If Γ+(f1), . . . ,Γ+(fk) majorize each other, then the number of the Jordan blocks for
the eigenvalue λ 6= 1 with the second maximal possible size n− k in Φn−k,0 is equal
to ∑
Θ⊂Γf ,sΘ=n,
dimΘ=k
F (Θ)λ. (5.50)
6 Monodromies at infinity over C.I.
In this section, we study the monodromies at infinity over complete intersection subvari-
eties in Cn. For 2 ≤ k ≤ n let
W = {f1 = · · · = fk−1 = 0} ⊃ V = {f1 = · · · = fk−1 = fk = 0} (6.1)
be complete intersection subvarieties of Cn. Then for the polynomial map f =
(f1, f2, . . . , fk) : C
n −→ Ck, there exists a complex hypersurface D ⊂ Ck such that
the restriction Cn \ f−1(D) −→ Ck \D of f is a locally trivial fibration. We assume that
the k-th coordinate axis
Ak = {y ∈ Ck | y1 = y2 = · · · = yk−1 = 0} ≃ C (6.2)
satisfies the condition ♯(Ak ∩ D) < +∞. Let CR be a circle in Ak ≃ C centered at the
origin 0 ∈ Ak with a sufficiently large radius R >> 0. Here we take R large enough so
that the open disk whose boundary is CR contains the finite set Ak ∩D. Let g = f |W =
fk|W : W = f−1(Ak) −→ C ≃ Ak be the restriction of f to W . Then by restricting the
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locally trivial fibration W \ g−1(Ak ∩D) −→ Ak \ (Ak ∩D) to CR ⊂ C ≃ Ak we obtain a
geometric monodromy automorphism Φ∞ : g−1(R) ∼−→ g−1(R) and the linear maps
Φ∞j : H
j(g−1(R);C) ∼−→ Hj(g−1(R);C) (j = 0, 1, . . .) (6.3)
associated to it. We call Φ∞j the (cohomological) k-th principal monodromies at infinity
of f . The semisimple parts of Φ∞j were studied in [28, Section 5]. From now on, we shall
determine their Jordan normal forms for the eigenvalues λ 6= 1. Note that if the generic
fiber g−1(R) (R >> 0) of g satisfies the condition Hj(g−1(R);C) ≃ 0 (j 6= 0, n − k)
(see e.g. Tiba˘r [45, Theorem 6.2]) then it suffices to determine the Jordan normal form
of Φ∞n−k : H
n−k(g−1(R);C) ∼−→ Hn−k(g−1(R);C) (R >> 0). Let j : C →֒ P1 be the
inclusion and h a local coordinate on a neighborhood of∞ ∈ P1 such that {∞} = h−1(0).
Then to the object ψh(j!Rg!(CW )) ∈ Dbc({∞}) and the semisimple part of the monodromy
automorphism acting on it, we associate naturally an element
[H∞g ] ∈ K0(HSmon). (6.4)
Proposition 6.1. Assume that W ⊂ Cn has only isolated singular points, g :W −→ C is
cohomologically tame in the sense of Sabbah [36] and the generic fiber g−1(R) (R >> 0)
of g satisfies the condition Hj(g−1(R);C) ≃ 0 (j 6= 0, n− k). Let λ ∈ C∗ \ {1}. Then
(i) We have ep,q([H∞g ])λ = 0 for (p, q) /∈ [0, n − k] × [0, n − k]. Moreover for (p, q) ∈
[0, n− k]× [0, n− k] we have
ep,q([H∞g ])λ = e
n−k−q,n−k−p([H∞g ])λ. (6.5)
(ii) For i ≥ 1, the number of the Jordan blocks for the eigenvalue λ with sizes ≥ i in
Φ∞n−k : H
n−k(g−1(R);C) ∼−→ Hn−k(g−1(R);C) (R >> 0) is equal to
(−1)n−k
∑
p+q=n−k−1+i,n−k+i
ep,q([H∞g ])λ. (6.6)
Proof. Let F ∈ Dbc(W ) be the intersection cohomology complex of W . Then by using a
nice compactification of g : W −→ C we can prove an analogue of [36, Theorem 8.1 (ii)]
for the natural morphism Rg!F −→ Rg∗F . Hence for λ 6= 1 the λ-part ψh,λ(j!Rg!(CW )) ∈
Dbc({∞}) is isomorphic to
ψh,λ(j!Rg!(F [−n+ k − 1])) ≃ ψh,λ(Rj∗Rg∗(F [−n + k − 1])). (6.7)
Then by the proof of Sabbah [36, Theorem 13.1] its relative monodromy filtration is the
absolute one (up to a shift), and the assertions follow.
In order to rewrite this result explicitly, assume moreover that the polynomials
f1, f2, . . . , fk are convenient.
Definition 6.2 ([24], [28] etc.). (i) For 1 ≤ j ≤ k we call the convex hull of {0} ∪
NP (fj) in R
n the Newton polyhedron at infinity of fj and denote it by Γ∞(fj).
Moreover we set
Γ∞(f) := Γ∞(f1) + Γ∞(f2) + · · ·+ Γ∞(fk). (6.8)
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(ii) We say that Θ ≺ Γ∞(f) (resp. γ ≺ Γ∞(fj)) is a face at infinity if 0 /∈ Θ (resp.
0 /∈ γ).
As in Section 4, for each face at infinity Θ of Γ∞(f) we define those γΘj of Γ∞(fj) so
that we have
Θ = γΘ1 + γ
Θ
2 + · · ·+ γΘk . (6.9)
For 1 ≤ j ≤ k and a face at infinity Θ of Γ∞(f) we define fΘj ∈ C[x1, x2, . . . , xn] as in
Section 4.
Definition 6.3. ([28]) We say that f = (f1, . . . , fk) is non-degenerate at infinity if for
any face at infinity Θ of Γ∞(f) the two subvarieties {fΘ1 (x) = · · · = fΘk−1(x) = 0} and
{fΘ1 (x) = · · · = fΘk−1(x) = fΘk (x) = 0} in (C∗)n are non-degenerate complete intersections.
From now on, let us assume also that f is non-degenerate at infinity. Let Σ1 be
the dual fan of Γ∞(f) and Σ0 the fan formed by the faces of the first quadrant Rn+.
By the convenience of f1, . . . , fk, Σ0 is a subfan of Σ1 and hence we can construct a
smooth subdivision Σ of Σ1 without subdividing the cones in Σ0. Then the toric variety
XΣ associated to Σ is a smooth compactification of C
n. By the non-degeneracy of f at
infinity, it follows from the construction of XΣ that W ⊂ Cn has only isolated singular
points. By constructing a blow-up of XΣ (to eliminate the points of indeterminacy of the
meromorphic extension of fk to XΣ) as in [29], we can check also that g : W −→ C is
cohomologically tame. Moreover by [45, Theorem 6.2] the generic fiber g−1(R) (R >> 0)
of g satisfies Hj(g−1(R);C) ≃ 0 (j 6= 0, n− k). Hence all the assumptions of Proposition
6.1 are satisfied. Now, as in [29, Section 4] and [34] (see also [15]), by using the blow-up
of XΣ we can construct an element S∞g ∈MµˆC such that χh(S∞g ) = [H∞g ]. We call S∞g the
motivic Milnor fiber at infinity of g : W −→ C. For each face at infinity Θ of Γ∞(f) we
define an element [Z∗∆Θ] ∈ MµˆC and an integer mΘ ∈ Z+ etc. as in Section 4. Then the
following result can be obtained in the same way as Theorem 4.7 (see the proof of [29,
Theorems 5.3 and 7.3]).
Theorem 6.4. Assume that λ ∈ C∗ \ {1}. Then
(i) In the Grothendieck group K0(HS), we have
χh(S∞g )λ =
∑
0/∈Θ,dimΘ≥k−1
χh
(
(1− L)mΘ · [Z∗∆Θ ]
)
λ
. (6.10)
In particular, we have
β(S∞g )λ =
∑
0/∈Θ,dimΘ≥k−1
(1− t2)mΘ · β(Z∗∆Θ)λ. (6.11)
(ii) For i ≥ 1, the number of the Jordan blocks for the eigenvalue λ with sizes ≥ i in
Φ∞n−k : H
n−k(g−1(R);C) ∼−→ Hn−k(g−1(R);C) (R >> 0) is equal to
(−1)n−k {βn−k−1+i(S∞g )λ + βn−k+i(S∞g )λ} . (6.12)
Moreover, also for β(S∞g )λ ∈ Z[t] (λ 6= 1) we can obtain a formula completely similar
to Theorem 4.9. Therefore, we can always calculate the numbers of the Jordan blocks
for the eigenvalues λ 6= 1 in Φ∞n−k by the results in Sections 2 and 3. It is also clear that
the analogues of the results in Sections 4 and 5 hold for Φ∞n−k. We thus find a striking
symmetry between local and global.
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