The US National Institutes of Health (NIH) recently announced that they would limit the number of grants per scientist and redistribute their funds across a larger group of researchers. The policy was withdrawn a month later after criticism from the scientific community. Even so, the basis of this defunct policy was flawed and it merits further examination. The amount of grant support would have been quantified using a new metric, the Grant Support Index (GSI), and limited to a maximum of 21 points, the equivalent of three R01 grants. This threshold was decided based upon analysis of a new metric of scientific output, the annual weighted Relative Citation Ratio, which showed a pattern of diminishing returns at higher values of the GSI. In this commentary, we discuss several concerns about the validity of the two metrics and the quality of the data that the NIH had used to set the grant threshold. These concerns would have warranted a re-analysis of new data to confirm the legitimacy of the GSI threshold. Data-driven policies that affect the careers of scientists should be justified by nothing less than a rigorous analysis of high-quality data.
The initial policy to limit the number of grants per researcher was put in place because the NIH had suggested that the output of investigators with multiple grants, on average, did not increase proportionately with their amount of funding compared to those with fewer grants. 1 The NIH had analyzed data on grant output from 71,936 principal investigators and observed diminishing returns in the annual weighted Relative Citation Ratio (RCR) beyond a GSI of 21, which is the equivalent of 3 R01 grants held by a single principal investigator (Figure 1) . 5 While the attempt to optimize equity and productivity is laudable, the fairness of this data-driven cap depended squarely on the validity of the metrics and the quality of the data. We had several concerns.
The GSI is a metric that assigns points to grant types depending on their complexity and size. 6 The metric was designed by assigning seven points to the most common grant, the R01, and giving more points to larger grants and fewer points to the smaller ones. 5 6 This assignment of points lacked calibration: it is unclear how the GSI correlates with other metrics of grant support and whether more or lesser points need to be assigned to certain grant mechanisms. 2 The GSI should be considered an arbitrary point system until further analyses have demonstrated its validity.
The annual weighted RCR quantifies the output of a researcher's portfolio. This metric is based on the RCR, which indicates the influence of a single article, calculated as the ratio of the article citation rate and the expected citation rate for articles in its field. 7 The RCR is normalized against a large set of NIH publications so that a value of 1 indicates that the citation rate of an article is on par with the mean of articles in its field. The weighted RCR is the sum of RCRs for all articles published by a researcher in a certain period, and the annual weighted RCR is this sum divided by the number of publication years. The annual weighted RCR has shortcomings that may have introduced errors in setting the GSI threshold.
The calculation of the annual weighted RCR of researchers' portfolios assumes that the RCR of a scientific article is constant over time, but this is not the case: 8 the RCR decreases when an article is past its heyday. The citation rate of an article (the numerator in the RCR equation) decreases over time when its number of citations 'stabilizes' and the number of years keeps increasing. The expected citation rate (the denominator in the RCR equation) is a normalized 2-year citation rate of the journals in which the 'field' articles were published. Using a 2-year citation rate assumes that the citation rate of an article is constant over time and always as high as in the first two years, which is unrealistic for older articles. A decreasing numerator and overestimated denominator result in reduced RCRs for most older articles.
When the RCRs of scientific articles decrease over time, the annual weighted RCR is not a suitable indicator for the current or recent scientific influence of mid-and late-career researchers, as their older work pulls down their portfolio RCRs. The reduction of their annual weighted RCR might, at least in part, explain the diminishing returns that were observed in the NIH data as researchers with higher GSI scores had substantially longer histories of grant funding (median of 19 years among GSI>21 as compared to 3 years among GSI≤7). 5 A metric that better reflects current or recent scientific influence of researchers' portfolios might have shown less diminishing returns, would have led to a higher cap and allowed more grants per researcher. The legitimacy of the threshold is not only determined by the validity of the metrics, but also by the quality and validity of the data that were used to obtain the GSIs and annual weighted RCRs. The NIH clarified in detail how they calculated the GSI for each year, but not how they calculated nor which data they used to obtain the annual weighted RCRs.
5 Figure 1 shows that many scientists had annual weighted RCRs below 1, which means that their total annual output was not even the equivalent of one 'average' article with an RCR of 1. This low number raises questions about the data that were used to quantify the output in researchers' portfolios.
The NIH explained that they only considered publications in which grant funding was acknowledged, and they assigned publications only to the PI(s), not to co-authors, 5 but it is unknown how they determined the number of publication years to calculate annual weighted RCRs. They may have used the number of years between the first and last publication, the number of years with grant funding, or even the number of years for which publication data were available (1996-2014) because the exact number of publication years for each researcher could not be determined. The latter would overestimate the number of years for many researchers and could explain the low annual weighted RCRs.
An alternative explanation is that the low annual weighted RCRs were observed because the NIH used funding and publication data from the same period. Using data from the same period artificially increases the number of grants with no or little output because recently-awarded grants had not had the time to generate a competitive number of publications that were cited frequently enough to yield above average RCR ratings. The median lag time between the start of a grant and the first publication is three years, and many grants continue to deliver publications after a grant is completed. 9 When recent grants are removed from the NIH analysis, the size of the lowest GSI category, which set the expected output for the rest, will be strongly reduced as these researchers had a median of 3 years of funding. 5 Removing recent grants may reduce the expected returns from research funding for researchers with more grants and change the observation of diminishing returns.
Restricting the amount of support would have meant that scientifically outstanding grants, based on evaluation by study sections, would not be funded when they caused researchers to exceed their maximum allowable grant support. Overruling the award of competitive grants to successful researchers is a decision that should not be taken lightly. A data-driven threshold that affects the careers of scientists should be justified by nothing less than a rigorous analysis using valid metrics in high-quality data. As a science-based organization, the NIH values rigor, transparency, and high-quality data. These values must be upheld when developing metrics and policies that impact the scientific enterprise and the careers of scientists. The analytic justification of the GSI threshold did not meet that standard. 
