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Abstract 
In this paper we develop methods based primarily on the work of Kuropatenko and Wilkins to improve the application of artificial 
viscosity in 3D finite element method (FEM) codes.  The primary goal is to obtain better shock predictions for hypervelocity impacts 
(HVI) and reduce the need for user calibration.  We focus on examining factors such as geometric variability with respect to shock 
direction, dynamic adaptation to changes in compressibility in the shock front, and anisotropic compression in multi-dimensional 
formulations.  We implement the methods in the Velodyne hydro-structural code and investigate the effects on shock propagation using a 
series of simple flyer impact test cases which cover a range of system responses including strong and weak shocks.  Various initial mesh 
geometries are utilized to examine mesh effects.  Energetic materials using the Ignition and Growth Reactive Burn (IGRB) equation of 
state (EOS) are also examined due to the rapid change in compressibility and energy density which occurs due to reaction.  These rapid 
changes can lead to insufficient damping in artificial viscosity calculations and thus provide an effective test case.  We employ the CTH 
hydrocode to evaluate baseline shock behavior.  The regular, ordered mesh of CTH allows for a consistent and precise application of the 
artificial viscosity.  Direct numerical comparisons are used rather than experimental data to eliminate uncertainty due to factors such as 
material characterizations, EOS models, and mesh resolution.  We compare the CTH results against various FEM artificial viscosity 
implementations to evaluate performance.  It is demonstrated that shock response in FEM codes can be significantly improved by using 
updated artificial viscosity methods. 
© 2015 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hypervelocity Impact Society. 
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Nomenclature 
q pressure due to artificial viscosity  
CR von Neumann-Richtmyer scaling constant 
ρ  density  
∆x characteristic length in x-direction  
∂̇x/∂x divergence of velocity field in the x-direction 
CL Landshoff scaling constant 
a  sound speed  
P  equation of state pressure  
γ  adiabatic index 
E  mass specific energy  
∆U  velocity jump across shock  
l  characteristic length in arbitrary direction  
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C0 Wilkins quadratic scaling constant 
C1 Wilkins linear scaling constant 
∂s/∂t strain rate in direction of cell acceleration (1/s) 
a* sound speed for adiabatic ideal gas  
V cell volume 
A cell projected area on plane orthogonal to normalized acceleration vector 
ε  strain rate tensor (1/s) 
aˆ  normalized cell acceleration vector 
c  node coordinate vector with respect to cell centroid 
d  node coordinate vector projected onto plane orthogonal to normalized acceleration vector 
1. Artificial Viscosity Introduction 
The artificial viscosity provides a means of modeling a discontinuous shock by smearing it across a rapidly varying but 
continuous transition region while maintaining the Rankine-Hugoniot jump conditions.  However, it must be properly 
implemented to ensure it critically damps the system. 
1.1. Brief History 
It is not possible to resolve a shock discontinuity in a first-principles physics code with a finite resolution.  Due to the 
sharp gradients involved this creates distinct numerical oscillations in predictions due to overshoots if the shock is not 
effectively considered.  This was originally addressed by von Neumann and Richtmyer who developed a quadratic viscosity 
formulation to smear the shock across multiple cells [1].  The method was intended to complete the Rankine-Hugoniot jump 
conditions and remain negligible away from shocks.  The viscosity defined in one dimension can be seen in Eq. (1). 
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The approach proved to be effective and easily implemented, but numerical oscillations remained behind the shock front.  
To address the issue, Landshoff and Noh independently proposed the addition of a linear damping term [2,3].  The updated 
form of the viscosity also preserved the jump conditions and can be seen for one dimension in Eq. (2). 
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This combined artificial viscosity is now widely used in shock physics codes.  In one dimension, it can be calibrated to 
approximate the Rankine-Hugoniot relations with reasonable accuracy.  Values for the constants which are effective for a 
wide range of materials have been identified and are extensively utilized.  However, forms which exactly complete the jump 
conditions for certain EOS can also be derived.  This was accomplished by Kuropatenko for a perfect gas [4].  The ideal gas 
EOS used can be seen in Eq. (3), and the derived form of the artificial viscosity is described by Eq. (4). 
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The change in particle velocity is often represented in numerical codes by ∆U = lේ಺8, which in one dimension is 
equivalent to l(׏͑U) = ∆x (∂ẋ/∂x).  It was noted by Kuropatenko that for ∆U2 >> a2 the viscosity reduces to the quadratic 
term and for ∆U2 << a2 it reduces to the linear term of Eq. (2).  Wilkins evaluated Eq. (4) and determined that the collected 
quadratic and linear terms of the Landshoff form were just as effective and that an exact solution to the jump conditions was 
not necessary for accurate results [5].  Instead, Wilkins argued that the current form of the viscosity was not appropriately 
formulated for higher dimensions in Lagrangian codes which resulted in ineffective shock damping.  The method is often 
extended to three dimensions by replacing the divergence of the velocity (∂̇x/∂x with the trace of the strain rate tensor (ε̇kk) 
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and the characteristic length (l) with the cubic root of the volume (V) [6].  However, this form more accurately describes 
hydrostatic compression than a shock where compression occurs in the direction of motion, thus it does not effectively 
complete the jump conditions for most shock loading conditions.  Wilkins reformulated the artificial viscosity to account for 
a characteristic length and compression rate in the direction of motion as defined by the acceleration vector.  This form of 
the artificial viscosity can be seen in Eq. (5). 
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The strain rate can be trivially determined from the velocity gradient tensor and acceleration vector, but the characteristic 
length is more involved and will be discussed later.  Wilkins also universally employed a sound speed derived from the 
ideal gas EOS where a* = (P/ρ)1/2 if P > 0.   
The methods discussed thus far are all isotropic and interact with the momentum and energy conservation equations by 
way of a virtual pressure (q).  Normally, the jump conditions are dominated by the discontinuity orthogonal to the shock 
front, while the transverse properties tend to be continuous to the limit of grid refinement.  Thus, isotropic approaches are 
typically sufficient to generate an accurate solution.  However, for greater accuracy and in the case of multiple convergent 
shocks or discontinuous field properties, such as material borders, non-isotropic methods can be desirable.  For example, 
Caramana utilized a tensorial, edge-based approach which was generalized to multi-dimensional calculations to directly 
apply damping forces to nodes, and Kolev developed a tensorial, volume-based approach using a variational formulation 
and finite-element discretization for Arbitrary Lagrange-Eulerian (ALE) codes [7,8].  These methods theoretically allow 
more comprehensive damping of oscillations due to shocks in higher dimensional problems, but they are also 
computationally more expensive and difficult to implement into existing codes.  They are not investigated in this work due 
to their complexity and the effectiveness of isotropic methods for the large majority of HVI scenarios. 
1.2. Motivation 
For explicit, hydro-structural calculations the artificial viscosity has important implications with regard to structural 
response, damage, numerical stability, and predictions of state dependent effects such as reaction.  When simulating HVI 
problems in a Lagrangian framework, effective shock modeling is necessary to capture relevant effects such as energy 
transmission and deposition away from the impact site, localized damage and spall, and reaction transition in the case of 
energetics.  As noted by Wilkins, in two and three dimensional Lagrange codes, the Landshoff form is often generalized 
using volumetric definitions of the velocity divergence and characteristic length.  This leads to inconsistent damping 
response when the mesh is irregular or dynamically evolving.  In a Lagrangian framework irregular meshes are necessary to 
model complex system geometries and become highly deformed during HVI.  Thus the characteristic length and divergence 
utilized by these codes is rarely consistent with the shock state, leading to inaccuracies. 
2. Approach 
In order to investigate shock modeling improvements we implement the Wilkins and Kuropatenko methods into the 
Velodyne hydro-structural code [9].  The Wilkins method is more generally applicable to arbitrary Lagrange meshes with 
significant deformation than existing approaches, while the Kuropatenko form theoretically increases accuracy and reduces 
the need to tune coefficients on a case-by-case method. 
2.1. Thickness Calculation 
In developing the Wilkins method for Velodyne, the characteristic length (l) and strain rate (ds/dt) in the direction of the 
shock must be determined in three dimensions.  The strain rate is trivially determined from the strain rate tensor and 
normalized acceleration ( aˆ ) of the element as seen in Eq. (6).  This function is a simplification of the tensor rotation 
convention which only returns the relevant component of the rotated tensor. 
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To expand Wilkins method to three dimensions, the characteristic length in the direction of shock must be determined.  
Fundamentally the characteristic length is the average thickness in the direction of shock which can be evaluated by 
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dividing the cell volume by the presented area from the perspective of the acceleration vector.  The volume is known from 
the Lagrange definition of the cell shape, but the presented area must be calculated from the existing information.  This is 
done by projecting all visible faces of the cell onto a plane orthogonal to the acceleration vector as seen in Eq. (7).  The 
coordinates are defined using the cell’s center of mass as the origin. 
jiijj aaccd ˆˆ 
                                                                                
(7) 
Once all necessary nodes are projected onto the orthogonal plane, line segments can be evaluated to find existing 
intersection points and build a new connectivity structure.  The method to do so is straightforward but involved and is 
omitted for brevity.  An example connectivity diagram of projected points on the orthogonal plane is presented in Fig. 1. 
 
Fig. 1. Illustration of projected cell structure on a two dimensional plane 
All faces are segmented using a node located at the centroid to account for the curvature of a given surface, but this is 
only shown on one face to prevent clutter in Fig. 1.  Choosing a known exterior node such as exists at minimum x or y 
coordinates, the maximum angle between connected line segments is evaluated and followed counter-clockwise until 
returning to the first node.  This defines an arbitrary polygon representing the projected shape of the three dimensional 
volume.  The area of the polygon can then be calculated using Green’s theorem seen in Eq. (8). 
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2.2. Test Case and Meshes 
In this study a planar flyer impact test consisting of two 30cm x 30cm x 5cm plates is simulated at various closing 
velocities.  Two scenarios are investigated where the steel flyer impacts either a steel or high explosive (HE) acceptor plate.  
Pressure-time history is recorded at four tracers located at 0.2cm, 1cm, 2cm, and 3cm depth within the acceptor plate.  It is 
noted that energy-time and density-time histories exhibit equivalent trends, but for the sake of brevity they are not 
presented.  The configuration of the flyer impact tests can be seen in Fig. 2. 
 
Fig. 2. Flyer Impact Scenario Configuration 
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The goal is to test shock propagation through various FEM mesh types and compare them against a control case.  CTH 
results are chosen for the control due to the straight forward viscosity scheme made possible by the Lagrange-Eulerian 
framework [10].  In CTH the Landshoff form of the artificial viscosity is evaluated precisely in n-dimensions due to the 
ordered mesh.  A summary of FEM mesh types tested is presented in Table 1 with corresponding visualizations in Fig. 3. 
Table 1. Test Mesh Types and Resolutions 
Mesh Type Transverse Resolution 1 Transverse Resolution 2 Longitudinal Resolution 
FEM Cubic Map 0.5 mm 0.5 mm   0.5 mm 
FEM High Aspect Ratio Map 4.0 mm 4.0 mm   0.5 mm 
FEM Longitudinally Paved 0.5 mm 2.0 mm ~0.5 mm 
CTH Ordered (cubic) 0.5 mm 0.5 mm   0.5 mm 
 
Fig. 3. Mesh Type Visualization 
3. Evaluation 
We compare the results of both the Wilkins and Kuropatenko artificial viscosity methods against the default Velodyne 
artificial viscosity where ∆U = ε̇kkV1/3.  Default constants are deployed and CTH results are used as control to evaluate the 
overall accuracy of the results.  Direct comparisons against the Hugoniot analytical impact states are not used as the Mie-
Gruneisen and IGRB EOS equations employed in the study do not exactly recreate the Hugoniot. 
3.1. Steel-Steel Flyer Impact Investigation 
Both flyers are simulated using a Johnson-Cook constitutive model for S7 tool steel and a Mie-Gruneisen EOS for V-250 
steel [11].  Impact simulations are conducted at 2500 m/s generating a strong plastic shock and at 1000 m/s where an elastic 
precursor wave is able to form.  The results for all three meshes using the default Velodyne, Kuropatenko, and Wilkins 
artificial viscosity formulations are seen in Fig. 4, Fig. 5, and Fig. 6, respectively. 
(a)   (b)  
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Fig. 4. Default Velodyne Artificial Viscosity Mesh-Type Comparisons for Steel-Steel (a) 2500 ft/s impact and (b) 1000 ft/s impact 
(a)    (b)  
Fig. 5. Kuropatenko Artificial Viscosity Mesh-Type Comparisons for Steel-Steel (a) 2500 ft/s impact and (b) 1000 ft/s impact 
(a)   (b)  
Fig. 6. Wilkins Artificial Viscosity Mesh-Type Comparisons for Steel-Steel (a) 2500 ft/s impact and (b) 1000 ft/s impact 
For the default viscosity formulation, the cubic mesh exhibits excellent agreement with the CTH results.  This is due to 
the fact that the same coefficients were used and that the characteristic length and velocity divergence approximations are 
best used with cubic cell geometries.  However, the paved and high aspect ratio meshes exhibit significantly increased 
smoothing.  The Kuropatenko method shows similar patterns to the default but with additional smoothing for all meshes.  
The Wilkins method shows good agreement for all mesh geometries with drastically reduced variability across mesh types, 
but exhibits slightly increased smoothing when compared to the default method with a cubic mesh.  Coefficients for both the 
Kuropatenko and Wilkins method could be adjusted to eliminate the additional smoothing, but for this study the default 
values were used.  All paved meshes exhibit some deviation from nominal shock response even when utilizing the Wilkins 
method.  A tensorial artificial viscosity approach may more effectively address this issue, but given the fact that a smooth 
shock front cannot be replicated by a paved mesh it is unlikely to fully solve the problem. 
3.2. Steel-HE Flyer Impact Investigation 
The acceptor plate for this impact scenario utilized the IGRB EOS for Composition B [12].  The solution method utilized 
by CTH was implemented in Velodyne to facilitate direct comparisons.  Impact simulations are conducted at 1000 m/s and 
400 m/s in order to vary the run distance to detonation.  The results for all three meshes using the default Velodyne, 
Kuropatenko, and Wilkins artificial viscosity formulations are seen in Fig. 7, Fig. 8, and Fig. 9. 
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(a)    (b)  
Fig. 7. Default Velodyne Artificial Viscosity Mesh-Type Comparisons for Steel-HE (a) 1000 ft/s impact and (b) 400 ft/s impact 
(a)    (b)  
Fig. 8. Kuropatenko Artificial Viscosity Mesh-Type Comparisons for Steel-HE (a) 1000 ft/s impact and (b) 400 ft/s impact 
(a)    (b)  
Fig. 9. Wilkins Artificial Viscosity Mesh-Type Comparisons for Steel-HE (a) 1000 ft/s impact and (b) 400 ft/s impact 
The default method exhibits reasonable agreement for the paved mesh, but the cubic mesh is under-damped while the 
high aspect ratio mesh is over-damped.  Given the rapid pressurization and change in Hugoniot due to the reaction in the 
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shock front, the default method is no longer able to accurately replicate the response using a cubic geometry.  It is merely by 
chance that the paved mesh with intermittent aspect ratio is able to capture the response with any accuracy.  The 
Kuropatenko method exhibits similar patterns but again with increased smoothing when compared to the default method.  
This results in a slightly decreased detonation wave propagation rate.  The Wilkins method again exhibits excellent 
agreement across all mesh types, but with slightly increased smoothing which could be alleviated by adjusting the 
coefficients.  The paved mesh includes some deviation from the nominal response which is not addressed in this study. 
4. Conclusions 
Implementations of the Wilkins and Kuropatenko artificial viscosity methods have been incorporated into an explicit, 
three dimensional FEM formulation within the Velodyne hydro-structural code.  A total of forty calculations were 
performed comparing them against a commonly used method and the CTH hydrocode to understand the accuracy of the 
various methods.  While the Kuropatenko method did not improve upon the existing FEM approach, the Wilkins method 
showed marked improvement over the baseline and excellent agreement with the CTH results.  It is postulated that the 
Wilkins method could allow more effective modeling of shock response across a large range of hypervelocity FEM 
calculations.  This would provide better prediction of structural response, damage, and reaction initiation/damage.  A 
nominal ~10% increase in cycle time was observed when using the Wilkins method which was mostly associated with the 
determination of the presented area orthogonal to the acceleration vector.  Additionally, for highly deformed elements it was 
common that the method applied less damping than the default approach, which could result in reduced stability due to 
element inversion or shorter courant time steps.  Therefore, while the Wilkins method exhibits improved accuracy when 
modeling shock response it must be applied carefully. 
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