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SUMMARY
Considerable evidence has accumulated demonstrating that instrumental actions in rats 
can be controlled by two dissociable associative structures. During the early stages of 
training, responding is guided by action-outcome (A-O) associations that require both a 
representation of the outcome and knowledge of the instrumental contingency. However 
after more extended training, behaviour comes to be controlled by stimulus-response (S- 
R) habits that are no longer goal-directed. Despite the behavioural evidence supporting 
this dissociation, the psychological and neurochemical mechanisms underpinning this 
transition are poorly understood. To address this first issue, we compared the sensitivity 
to outcome devaluation of instrumental responses that were moderately or extensively 
trained on either interval or ratio schedules. It was found that S-R habits developed as 
animals achieved stable rates of responding. This was further supported by 
demonstrations that when well-established performance is disrupted by changes in the 
schedule of reinforcement or reward magnitude, or where there is no consistent 
relationship between behaviour and reward delivery animals appear sensitive to goal- 
value despite extended training. It is suggested that S-R habits develop as the molar 
correlation between behaviour and reward becomes well-predicted. Moreover, the work 
presented here also sought to elucidate further the neurochemical processes involved in 
the transition from action to habit. These experiments demonstrated that pre-training 
exposure to amphetamine leads to the early and excessive dominance of S-R processes. 
This provides the first direct evidence that dopamine transmission is critical to the
development of S-R habits. Further experiments explored the neuropharmacological 
specificity of this effect and found a dissociation at the level o f the receptor subtype: 
amphetamine enhancement of S-R learning is reversed by Dj, but enhanced by D2, 
receptor antagonists. Finally, the results are discussed in terms of optimality and 
certainty-based models of instrumental performance with reference to both phasic and 
tonic dopamine activity.
CHAPTER 1
INTRODUCTION
Habits and actions: the dual control o f behaviour
In his Principles of Psychology of 1890, James recognised the pervasion of habits in both 
human and non-human behaviour. ‘When we look at living creatures from an outward 
point of view, one of the first things that strikes us is that they are bundles o f habits’ (pp. 
104). While it would seem evident that much behaviour is characterised by voluntary, 
goal-directed actions, outwardly similar behaviours can equally be performed 
automatically as habits. For example, the simple action of switching a light on might be 
the result o f a need for illumination while reading a book, but may also be an automatic 
response to entering a dark room. The former is an example of a goal-directed action 
guided by outcome expectancy (the explicit desire and need for light) as well as 
declarative knowledge about the relationship between flicking a switch and light; the 
latter is a habitual response to a stimulus in the environment (a light switch in the context 
of a dark room) and is without regard for consequences. Similarly, after initial 
acquisition, seemingly complex behaviours such as driving can be executed effortlessly 
and automatically. Habits can also lead to the ubiquitous and rather frustrating 
phenomenon of actions slips (the performance of actions that are unattended). Reason 
(1979) reports the case of a participant in a diary study ‘I meant to get my car out, but as I 
passed through the back porch on my way to the garage I stopped to put on my 
Wellington boots and gardening jacket as if  to work in the garden.’ Thus, unlike goal-
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directed actions which are controlled by their consequences, habits are governed by 
antecedent stimuli. Complex repertoires of actions can be triggered by the mere presence 
of a stimulus in the environment. Furthermore, these actions can be performed without 
effort, regard for the outcome or even conscious awareness. Habits, therefore, represent 
the behavioural expression or output o f non-declarative procedural memory. The ability 
to perform behaviours as habits endows organisms with obvious biological advantages. 
Purposeful, goal-directed behaviour places considerable demands on cognitive resources 
such as attention and working memory. Behaviour that can be elicited and performed 
automatically, therefore, frees up cognitive resources and allows attention to be directed 
to the attainment of other goals (Shiffin and Schneider, 1977).
The study of habits is not only o f significance in elucidating normal human and non­
human cognition, it can also be applied to the field of abnormal psychology. Indeed, 
habits can become so entrenched that they persist in spite of changed contingencies in the 
environment. For example, the action o f switching a light on when entering a dark room 
may persist even when the light switch has broken. While this may be an innocuous 
example of response perseveration, it is this aspect of habit learning, the resistance to 
extinction and imperviousness to changes in outcome value, which is of relevance to the 
understanding of certain human psychopathologies. As behaviour comes to be elicited not 
by its consequences but by its antecedents, responses can become inappropriate and 
maladaptive. Tolman (1932) recognised that animals can become ‘fixated’ upon an 
activity and the notion of ‘bad habits’ forms part of Folk psychology. Indeed, drug 
addiction is a pernicious disease which has deleterious consequences for both the
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individual concerned and society in general. The transition from acute drug abuse to 
chronic and compulsive drug addiction can be viewed, inter alia, as the result o f aberrant 
habit learning (Robbins and Everitt, 1999; Everitt, Dickinson and Robbins, 2001; 
Dickinson, Wood and Smith, 2002; Miles, Everitt and Dickison, 2003; Everitt and 
Robbins, 2005; Hyman, Malenka and Nestler, 2006). Similarly, many human 
neuropsychiatric conditions, such as obsessive-compulsive disorder, Tourette’s 
syndrome, autistic spectrum disorder and schizophrenia, are marked or even defined by 
the production of maladaptive, involuntary and repetitive behaviours (Ridley, 1994; 
Graybiel and Rauch, 2000; Leckman and Riddle, 2000). Thus advances in understanding 
both the behavioural and neural substrates of habit learning will prove critical in 
expounding the psychopathogenesis of these disorders.
Behavioural dissociation o f actions and habits in rats
The behavioural substrates of habit learning in animals can be investigated by analysing 
the associative structure underlying instrumental conditioning. In instrumental 
conditioning, reward delivery is explicitly contingent on specific responses. This 
response may be lever pressing, chain pulling, traversing a t-maze or flexing a leg. 
Whatever the response, the occurrence or avoidance of an unconditioned stimulus (UCS) 
is contingent upon the animal’s behaviour. This contrasts with other forms of learning 
such as Pavlovian conditioning. In Pavlovian conditioning there is no contingency 
between the animal’s response and reward delivery; rather, reward presentation is
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dependent on the presence of cues in the environment that come to elicit conditioned 
responses such as magazine approach.
Although it would seem intuitive that instrumental conditioning is directed towards the 
attainment of goals and that animals must therefore encode not only the causal 
relationship between their behaviour and response delivery but also have a representation 
of outcome value, most early work on instrumental conditioning was couched in 
behaviourist terms of stimulus-response (S-R) learning (e.g. Hull, 1943). The central 
tenet of behaviourism is that all behaviour is elicited by stimuli in the environment. 
Thorndike’s Law of Effect (1911) held that reinforcement serves to strengthen the 
connection between a stimulus and a response and renders it more likely that a specific 
response will be emitted by the animal in the presence of that stimulus. Thus according to 
S-R theories of instrumental conditioning, animals form an association between the 
stimulus or context in which reinforcement occurs and a specific behavioural response. 
Such a position denies animals knowledge about the effects of their behaviour and hence 
renders behaviour inflexible and potentially maladaptive. This contrasts with teleological 
accounts which posit that an animal’s instrumental behaviour is controlled by knowledge 
of the consequences of its actions and an expectancy of the outcome (e.g. Tolman, 1932). 
This view sees instrumental learning as forming an association between an action and an 
outcome (A-O) and thereby endows the animal with greater behavioural flexibility. For 
most of the twentieth century, theories of instrumental conditioning assumed the 
centrality of S-R associations in instrumental learning (e.g. Hull, 1943; Spence, 1956; 
Rescorla and Solomon, 1967; Trapold and Overmier, 1972) or afforded a role to outcome
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expectancy and A -0  associations in guiding instrumental performance (e.g. Bolles, 1972; 
Mackintosh, 1974), but without behavioural techniques to test empirically these theories, 
little real progress could be made in elucidating the associative structure underlying 
instrumental learning.
However, in the last twenty five years a paradigm shift has occurred that has allowed a 
dissociation of these two possible accounts of instrumental conditioning. This has been 
achieved through the application of modem behavioural assays that can measure the 
extent to which instrumental conditioning is controlled by purposeful goal-directed 
actions (A-O) or reflexive S-R habits. The first behavioural assay involves changing 
(often devaluing) the value of the reinforcer so that the outcome is no longer 
motivationally significant or desirable for the animal. For example, the outcome can be 
paired with lithium-chloride (LiCl) to induce gastric-malaise in the animal. Alternatively, 
the animal can be sated (specific satiety) on the instrumental outcome. The animal’s 
propensity to respond for the instrumental outcome can then be indexed in a subsequent 
extinction test. Significantly, the extinction test is conducted in the absence of reward 
delivery so that it assays the memory of the associative structure rather than any new 
learning. Performance in this probe test can be compared to that of animals for which the 
value of the reinforcer has not been manipulated (non-devalued controls). If an animal’s 
instrumental performance is guided by outcome expectancy and is goal-directed, then its 
responding in this test should be reduced compared to that of non-devalued controls. This 
selective depression in response rates can be taken as prima facie evidence that animals 
are sensitive to the current value of the outcome and are able to use this knowledge to
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guide their instrumental performance. Conversely, if animals show no sensitivity to the 
changed value of the reinforcer and respond at equivalent rates to non-devalued controls, 
then this suggests that their instrumental performance is impervious to the current value 
of the goal and hence is controlled by S-R habits. The associative structure of 
instrumental conditioning can be probed further by degrading the action-outcome 
contingency. This involves reducing the correlation between an animal’s behaviour and 
reward delivery. For example, on omission schedules food is delivered when the animal 
withholds responding and pressing the lever actually prevents or delays reward delivery. 
This procedure has been shown, under certain circumstances, to reduce profoundly 
instrumental responding (Davis and Bitterman, 1971). Sensitivity to manipulations of the 
action-outcome contingency provides cogent evidence that animals are able to encode the 
causal relationship between their behaviour and reward delivery. A failure, on the other 
hand, to detect suppression in lever press rates in response to the degradation of the 
action-outcome contingency would be highly suggestive of instrumental performance that 
is stimulus-bound and habitual.
These behavioural assays, outcome devaluation and degrading the action-outcome 
contingency, have been used extensively to reveal the associative structure underpinning 
instrumental learning and the circumstances under which instrumental responding is 
controlled by goal-directed actions and by S-R habits. Adams (1980) trained rats to press 
a lever for sucrose pellets and subsequently an aversion to the reinforcer was induced by 
pairing it with LiCl. This devaluation treatment, however, failed to impact on the 
animals’ propensity to press the lever in an extinction test compared to non-devalued
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controls. Nevertheless, in a rewarded reacquisition test the devalued group pressed at 
lower rates compared to controls. Thus, the finding that lever pressing was independent 
of the current value of the outcome in the extinction test could not be accounted for by a 
failure to acquire an aversion to the reinforcer and would suggest that these animals’ 
lever press performance was not goal-directed but habitual. Adams (1980) gave animals 5 
days of instrumental conditioning: 1 session on a continuous reinforcement schedule 
(CRF) and 4, 30-minute sessions on a variable interval 60-seconds schedule (VI). This 
level of training may have been sufficient to produce instrumental behaviour that was 
independent of goal-value (Adams and Dickinson, 1981a). Indeed, in two subsequent 
experiments animals earning 50 reinforcers on a CRF schedule and a further 50 on a 
variable ratio 9 (VR) schedule were shown to be sensitive to the changed value of the 
reinforcer after taste aversion training (Adams and Dickinson, 1981b). These results 
provided empirical support for the position that instrumental responding can be guided by 
the current value of the reinforcer but that the level or type of training may reduce 
sensitivity to reward value.
Indeed, it has been a widely held view in both Folk and experimental psychology that 
extended practice of an instrumental response promotes habit formation (e.g. Kimble and 
Perlmuter, 1970). To test the hypothesis that sensitivity to outcome value is predicted by 
the extent of instrumental training, Adams (1982) compared the performance of animals 
given either limited or extended training in a reinforcer devaluation task. After magazine 
training, animals either earned 100 or 500 rewards on a CRF schedule. Subsequently, for 
half the animals an aversion to the reinforcer was induced by LiCl and for the other half
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the value of the reinforcer was maintained. In order to obviate any contextual 
interference on taste aversion training, the LiCl injections were administered after the 
animals had non-contingent experience of the instrumental outcome in the experimental 
chambers. Non-devalued controls were placed in the chambers but without exposure to 
the reinforcer, prior to saline injections. The animals’ willingness to press the lever was 
then assessed in an extinction test. In order to confirm that taste aversion conditioning 
had proceeded successfully, response rates were measured in a rewarded re-acquisition 
test. The results of the extinction test demonstrated that instrumental conditioning can be 
subserved by two distinct and dissociable associative structures. Animals in the limited 
training condition, averted from the reinforcer, pressed the lever at significantly lower 
rates compared to the non-devalued controls. Conversely, over-training o f the 
instrumental response resulted in behaviour that was autonomous of the current value of 
the reinforcer: the devalued group pressed at comparable rates to the non-devalued 
controls. Significantly in the rewarded reacquisition test all animals in the devalued 
groups, irrespective o f the amount of training received, responded less than the non- 
devalued controls. Thus, the failure to integrate knowledge about the changed value of 
the reinforcer after extended training could not be explained in terms of any 
ineffectiveness of the taste aversion training. Indeed, these results highlight an important 
difference between extinction and rewarded reacquisition tests. While sensitivity to 
reward value in an extinction test is evidence o f the outcome expectancy of goal-directed 
actions, lowered responding in reacquisition tests can reflect either the devaluation of A- 
O associations or the punishment of S-R habits by the presentation of the nausea- 
inducing reinforcer. Thus, Adams (1982) furnished strong evidence that after limited
training, instrumental performance is sensitive to manipulations in reward value but after 
more extended training, responding becomes independent of the value o f the instrumental 
outcome. Thus over the course of training, response control is ceded from its 
consequences to its antecedents.
Adams (1982) identified two factors that may underlie the transition from goal-directed 
actions to habits. One obvious explanation is that simply repeating a response promotes 
habit formation. However, the use o f a CRF schedule in the above experiment 
confounded the number of responses emitted and the number of reinforcers earned as 
possible determinants of the onset of behavioural autonomy. In order to dissociate these 
two possible factors, after an initial session in which 50 responses were rewarded on a 
CRF schedule Adams (1982) trained rats on a variable ratio 9 (VR) schedule until the 
animals had earned a further 50 rewards. Thus animals in this experiment pressed the 
lever as many times as the 500 condition in the first experiment but earned the same 
amount o f rewards as the 100 condition. Furthermore, Adams (1982) also manipulated 
the spacing of training and compared sensitivity to outcome devaluation after massed (2 
days) or distributed (10 days) training. In the extinction test, it was found that the massed 
group but not the distributed group showed sensitivity to the changed value of the 
reinforcer. These results established that instrumental responses that have been reinforced 
partially can also be sensitive to changes in reward value and that the number of 
responses emitted per se is necessarily not a determinant of this sensitivity. Furthermore, 
the findings suggested that the distribution of training may be a mediating factor in the 
development of habits. Animals received equivalent response-reward pairings but those
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that were trained over 10 days failed to show a devaluation effect. In a further study, 
Adams (1982) examined whether the decline in sensitivity to outcome devaluation over 
the course of training is the result of greater response emission or exposure to the 
reinforcer. Animals were trained to press a lever for a sucrose reward. After initially 
earning 50 reinforcers, one group (low) earned a further 50 in one session on a VR10 
schedule, while another group (high) received nine sessions on a VR10 and hence earned 
a total of 500 rewards. Significantly a third group was yoked to the high group so that 
after the initial CRF session, it received 9 sessions of non-contingent reward deliveries 
with the levers retracted and then finally was required to make 500 responses on a VR10 
schedule. Thus the yoked group received the same exposure to the reinforcer as the high 
group, yet experienced the same number of response-reward pairings as the low group. 
Subsequently, an aversion to the reinforcer was induced in half the animals prior to 
extinction and reacquisition testing. At test, the low group but not the high group showed 
sensitivity to outcome value. Critically, the yoked group also failed to show an effect of 
devaluation. Thus, these results replicated the finding that extended training produces 
behaviour that is impervious to reinforcer devaluation but suggested that is partly the 
consequence of the degree of exposure to the reinforcer rather than response repetition 
per se.
The extent of exposure to the reinforcer is, however, not the only factor that has been 
shown to contribute to instrumental performance that is independent of the current value 
of the instrumental outcome. The reinforcement schedule employed during training has 
also been indicated to differentially affect susceptibility to devaluation treatments
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(Adams, 1980; Adams and Dickinson, 1981b; Dickinson, Nicholas and Adams, 1983). 
Interval and ratio schedules set up distinct causal relationships between an animal’s 
behaviour and reward delivery. On a ratio schedule there is a direct relationship between 
response and reinforcement rates so that if an animal increases its response rate, there is a 
concomitant increment in the reinforcement rate. Conversely interval schedules are time 
dependent and responses are rewarded after a certain amount of time has elapsed since 
the previous response was made. Dickinson et al. (1983) directly compared the 
performance of animals trained either on a ratio or interval schedule in a reinforcer 
devaluation task. After initial training on a CRF schedule, animals received training 
either on a random ratio (RR) or a random interval (RI) schedule for 2 sessions, earning 
30 reinforcers per session. In order to control for difference reinforcement probabilities 
arranged by these schedules, a third variable ratio group (VR) was yoked to the RI so that 
the probability of a response being rewarded for the VR group was the same as the RI 
group. Similarly, to account for any differences in inter-reinforcement intervals (IRI), a 
fourth VI group was yoked to the RR group and hence the IRI for this VI group would be 
set by the RR group. Nevertheless, neither of these factors, reward probability or IRI, 
appeared to contribute to the differential performance of animals in the extinction test. 
Animals trained on ratio schedules (VR and RR) showed sensitivity to outcome 
devaluation and pressed the lever at rates significantly lower than non-devalued controls. 
However, interval schedules appeared to abolish sensitivity to reward value as these 
animals (VI and RI) showed no devaluation effect. These findings can, therefore, be 
taken as evidence that training on interval schedules promotes the more rapid onset of 
behavioural autonomy compared to ratio schedules.
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Nevertheless, not all studies of the effects of outcome devaluation on instrumental 
performance concur with the above findings that extended response practice promotes the 
onset of behaviour that is habitual and autonomous of the current value of the reinforcer. 
Indeed, it has been reported that instrumental responding remains sensitive to 
manipulations in goal-value despite extended training (Colwill and Rescorla, 1985; 
Colwill and Triola, 2002) and one study has suggested that over-training instrumental 
responses actually increases sensitivity to outcome devaluation relative to moderately 
trained animals (Colwill and Rescorla, 1988). These reports of maintained sensitivity to 
reward devaluation differed markedly in terms of both design and methods from other 
experiments examining the effect of extended response practice on susceptibility to 
changes in outcome value (e.g. Adams, 1982). Significantly, these experimenters 
employed within subject designs with multiple responses and rewards. For example, 
Colwill and Rescorla (1985) trained animals to make two instrumental responses 
reinforced with one reward. One response was trained moderately and the second 
extensively. Moreover, animals were also trained to nose poke for a second reinforcer. 
Subsequently, gastric malaise was induced in the animals by pairing one of the 
reinforcers with LiCl and the animals’ willingness to respond on both the moderately and 
extensively trained manipulanda was probed in two extinction tests. These tests revealed 
that there was no differential impact of the amount of training received on sensitivity to 
outcome devaluation: both responses were equally sensitive to the devaluation treatment. 
This use of multiple responses and reinforcers may account for the discrepancy between 
these results and findings demonstrating behaviour that is autonomous o f the current
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value of the reinforcer after extended training. Dickinson, Balleine, Watt and Gonzalex. 
(1995) have argued that under such circumstances the perceived correlation between 
response emission and reward delivery is maintained and hence behaviour remains 
sensitive to its consequences. Nevertheless, whatever the explanation of these results, 
they in no way detract from the large body of evidence that indicate that over-training of 
a single response-reward pairing can render that response independent of outcome value.
For instrumental behaviour to be characterised as goal-directed it requires not only that 
the animal has a representation o f the reward as a goal but also that instrumental 
performance be controlled by knowledge of the causal relationship between the action 
and the outcome (Dickinson and Balleine, 1993). Conversely a behaviour that is 
impervious to the instrumental contingency between the response and reward delivery 
can be deemed a habit. As outlined above, sensitivity to the degradation o f this 
contingency by the introduction of omissions schedules is another behavioural assay that 
can be employed to probe the nature o f instrumental conditioning. Dickinson, Squire, 
Varga and Smith (1998) examined the effect of over-training on sensitivity to omission 
schedules. Rats were trained to press two levers on a concurrent schedule for pellets. Rats 
in the low training group earned a total of 120 rewards on each lever and those in the high 
group, 360. Subsequently, a sucrose solution was presented on a random time (RT) 30- 
seconds schedule but pressing on the omission lever delayed sucrose delivery. 
Throughout omission training the contingency between lever pressing and pellet delivery 
on both levers was maintained. The animals in the low (120) group discriminated 
between the two levers and suppressed responding on the omission lever. Animals in the
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high (360) group, however, failed to discriminate between the two levers and persisted in 
responding on the omission lever despite the negative contingency. These findings 
support the position that after extended training behaviour comes to be controlled by S-R 
habits that are resistant to negative contingencies. Thus over-training of the instrumental 
response not only engenders behaviour that is insensitive to reward value, it is no longer 
guided by knowledge of the contingency between the response and outcome delivery.
Taken together, these studies examining the effect of extended response practice on 
sensitivity to outcome devaluation and degradation of the instrumental contingency 
provide evidence for a dual-process theory of instrumental performance (e.g. Dickinson 
1985; Dickinson et al., 1995). According to this theory, behaviour is initially controlled 
by A-O associations but over the course of training, S-R processes exert increasing 
control over behaviour and render it stimulus-bound and habitual. Significantly, since the 
seminal work conducted by Adams and Dickinson over twenty years ago, this position 
has received considerable empirical support from studies assessing the impact of outcome 
devaluation by taste aversion (Yin, Knowlton and Balleine, 2004) and specific satiety 
(e.g. Killcross and Coutureau, 2003; Coutureau and Killcross, 2003; Faure, Haberland, 
Conde, and El Massioui, 2005), motivational shifts (Dickinson et al., 1995) as well as 
contingency degradation (Yin, Knowlton and Balleine, 2006) on the performance of 
instrumental responses after extended training.
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IS euro anatomical dissociation o f actions and habits in rats
This behavioural dissociation between response control by goal-directed actions and S-R 
habits has also been made at the neural level. There is mounting evidence that the basal 
ganglia, and in particular the dorsal striatum, represent the major neural substrate o f S-R 
and habit learning in rats (Salmon and Butters, 1995; Graybiel, 1995; Packard and 
Knowlton, 2002).
In part, our understanding of the neural substrates of habit learning has been advanced by 
dissociating S-R learning in the dorsal striatum from explicit forms of learning mediated 
by hippocampal and medial temporal cortical systems as well as from stimulus-outcome 
learning in limbic structures such as the amygdala (White and McDonald, 2002). For 
example, McDonald and White (1993) showed that animals with the lesions to the dorsal 
striatum but not the amygdala or hippocampus formation were impaired in their ability to 
enter an arm of a radial maze for reward when a win-stay strategy was required, but were 
unimpaired on a standard win-shift task and developed normal conditioned place 
preference. A similar study in the water maze provided evidence for a dissociation 
between hippocampal dependent place learning and dorsal striatal S-R learning: animals 
with dorsal striatal lesions relied on place learning to solve the water maze task but 
hippocampal lesioned animals were able to associate a cue with a response (McDonald 
and White, 1994). Indeed, there is evidence that over the course of training animals 
switch from place to response strategies. This shift to more inflexible and response-
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specific performance is suggestive of habitual behaviour and has been shown, critically, 
to be blocked by inactivation of the dorsal striatum (Packard and McGaugh, 1996).
These studies suggest that S-R learning can be dissociated neuroanatomically from other 
forms of learning and significantly, is dependent on plasticity in the dorsal striatum. 
However, it has become increasingly recognised that the dorsal striatum is a highly 
heterogeneous structure both in terms of its neurochemical compartmentalisation 
(Graybiel, 1990) and divergent anatomical connections. For example, the main input to 
the dorsolateral striatum (DLS) arises from the primary sensorimotor cortex but the 
dorsomedial striatum (DMS) receives projections from the prefrontal and parietal 
association cortices (Graybiel, 1998; Yin and Knowlton, 2006). There is evidence that 
this neuro anatomical heterogeneity supports different learning and memory functions 
(e.g. Reading, Dunnett and Robbins, 1991). Indeed, several studies have dissociated the 
effects of DLS and DMS on place and response learning in the water maze and report that 
DLS but not DMS lesions disrupt response strategies in these tasks (Devan and White, 
1999; Devan, Mcdonald and White, 1999; Yin and Knowlton, 2004). Similarly, lesions to 
the DLS have been shown to impair acquisition of an operant conditional discrimination 
task, while animals with damage to the DMS were unimpaired on this task (Featherstone 
and McDonald, 2004). These results are consistent with the notion that the DLS is crucial 
for the acquisition of S-R associations.
The problem with these studies, however, is that the associative structure underlying 
these apparent forms of S-R learning was not probed. While these behaviours may appear
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to be S-R habits, and the authors have assumed them to be so, no empirical data is 
presented to attest to the veracity of these claims. Furthermore, a rat traversing a maze 
may operationally be instrumental but it is clear that classical contingencies may 
contribute to any observed behaviour (Mackintosh, 1983). Nevertheless, understanding 
o f the neural substrates of habit learning has been greatly advanced in recent years 
through the application of the behavioural assays of instrumental performance outlined in 
the previous section. These tools allow behaviour that is demonstrably (not just 
theoretically) habitual to be dissociated from other forms of behaviour and can therefore 
can be used to analyse the role of distinct neuroanatomical structures in S-R habit 
learning. Yin et al. 2004 compared the effects of pre-training lesions to the DLS and 
DMS in an instrumental devaluation task. Animals were trained to press a lever for a 
sucrose reward on interval schedules and received sufficient training to render 
performance independent of goal-value. Following instrumental training, an aversion to 
the sucrose reinforcer was induced in half the animals by LiCl and then the animals’ 
propensity to press the lever was assessed in an extinction test. As expected, sham 
operated animals pressed the lever irrespective of the devaluation treatment. However 
animals with lesions to the DLS, but not the DMS, reduced responding after outcome 
devaluation. The finding of preserved outcome expectancy in animals with lesions to the 
DLS, in spite of a training regime designed to engender habits, provides the first direct 
evidence for the involvement of the DLS in habit learning. Furthermore, inactivation of 
the DLS has been shown to enhance sensitivity to omission schedules compared to 
controls (Yin et al., 2006). In this study, animals learned to press a lever over 10 days and 
were then subject to an omission schedule, whereby pressing the lever actually delayed
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reward delivery. Prior to the omission training, half the animals received infusions of the 
GABA-A receptor agonist musimol into the DLS, a procedure that effectively inactivates 
a neural structure. Consistent with previous findings, extended training produced 
behaviour that was impervious to the introduction of an omission schedule but 
inactivation of the DLS appeared to enhance animals’ sensitivity to the degradation o f the 
action-outcome contingency. As discussed in the previous section, insensitivity to 
degradation of the action-outcome contingency is a cardinal feature of S-R habits and as 
such, this finding highlights the pivotal role o f the DLS in habit learning and indicates 
that this structure is important for maintaining habitual responding during omission 
learning.
Moreover, these results provide strong empirical support for the existence of two distinct 
neural systems involved in the control of behaviour by goal-directed actions and S-R 
habits. Indeed, in stark contrast to the effects of lesions to the DLS, both pre-and post- 
training lesions to the posterior DMS render instrumental performance habitual, as 
evidenced by insensitivity to both outcome devaluation and contingency degradation 
(Yin, Ostlund, Knowlton and Balleine, 2005a; Yin, Knowlton and Balleine, 2005b). An 
equivalent dissociation has also been found in the medial prefrontal cortex (Killcross and 
Coutureau, 2003). Killcross and Coutureau compared the performance of animals with 
either pre-training lesions to the dorsal prelimbic cortex or the ventral infralimbic cortex 
on a reinforcer devaluation task after limited and extended training. In line with previous 
reports (Balleine and Dickinson, 1998), animals with lesions to the prelimbic cortex 
displayed insensitivity to devaluation by specific satiety after limited and extended
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training. Conversely after lesions to the infralimbic cortex, instrumental performance 
remained sensitive to goal value despite extended response practice. After pre-feeding 
with the instrumental but not an alternative reinforcer, animals with lesions to the 
infralimbic cortex showed a marked decrement in responding. This disruption o f habit 
formation would suggest that the infralimbic cortex is involved in the process whereby S- 
R habits come to dominate instrumental performance. The finding that post-training 
inactivation of this region restores goal-directed performance in overtrained rats provides 
yet further support for this position (Coutureau and Killcross, 2003). These results 
suggest that A -0 associations are not lost over the course of instrumental training but are 
actively suppressed by a mechanism that allows S-R habits to achieve behavioural 
expression. The infralimbic cortex has been implicated in inhibitory control and damage 
to this region has been associated with a decline in the influence of prior learning on 
responding (e.g. Quirk, Russo, Barron and Lebron, 2000; Rhodes and Killcross, 2004). 
This raises the possibility that the role of the infralimbic cortex in the development of 
habits is to suppress goal-directed actions and modulate competition between the goal- 
directed and habits systems. There is some, albeit rather weak, evidence of direct 
anatomical connections between the infralimbic cortex and the dorsolateral striatum 
(Bayer, 1990; Takagishi and Chiba, 1991) and hence the precise nature of the interaction 
between these two structures to control habitual responding requires further empirical 
investigation.
These results underscore the importance of analysing behaviour in terms of the 
underlying associative processes that support instrumental conditioning. Thus through the
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application of modem behavioural assays that unambiguously probe the content of 
learning, considerable advances have been made in understanding the neural structures 
involved in the control of instrumental performance after limited and extended training. 
For example, it has been shown that instrumental responding can be controlled by a goal- 
directed system involving the prelimbic cortex (Balleine and Dickinson, 1998; Killcross 
and Coutureau, 2003; Ostlund and Balleine,2005), the dorsomedial striatum (Yin et al., 
2005a, 2005b) as well as the nucleus accumbens (Corbit, Muir and Balleine, 2001), 
mediodorsal thalamus (Corbit, Muir and Balleine, 2003) and basolateral amygdala 
(Blundell, Hall and Killcross, 2001; Balleine, Killcross and Dickinson, 2003). Similarly, 
studies have demonstrated that S-R habits are subserved by the dorsolateral striatum (Yin 
et al., 2004) and the infralimbic cortex (Coutureau and Killcross, 2003). Thus the results 
from these lesions studies provide support for the existence of two independent and 
competing neural systems that mediate instrumental performance, and as such, they 
complement behavioural evidence for a duality of response control by goal-directed 
actions and S-R habits (e.g. Dickinson and Balleine, 1993). Furthermore, these studies 
demonstrate that A -0 association are not lost as behaviour becomes autonomous of both 
reward value and the A -0 contingency. For example, the finding that post-training 
inactivation of the dorsolateral striatum (Yin et al., 2006) and the infralimbic cortex 
(Coutureau and Killcross, 2003) restores goal-directed behaviour in overtrained rats 
provides clear evidence of intact A -0 associations despite over-training. Thus, disruption 
to one system allows the other system to resume control of behavioural expression. This 
is significant, as it has been argued that the development of habits reflects a decline in the 
contribution of A -0 processes, and in particular, changes in knowledge about the A -0
20
contingency (Dickinson, 1985; Dickinson and Balleine, 1993; Dickinson et al., 1995). 
According to this position, over-training o f the instrumental response reduces the 
experienced correlation between the response and reward delivery and hence degrades 
knowledge about the A -0  contingency (Dickinson, 1985). Similarly as discussed earlier, 
interval schedules (Dickinson et al., 1983), which establish a non-linear relationship 
between response and reward rates, and pre-training exposure to the reinforcer (Adams, 
1982), have been posited to degrade this relationship and hence promote habit formation 
(Dickinson, 1985). The findings from lesion studies that behavioural control can switch 
between two competing systems suggests that the development o f habits can not simply 
be the product o f changes in knowledge about the A -0 contingency. As yet, however, no 
behavioural data have been presented to support the notion that disruption to habitual 
behaviour restores response control to A-0 associations. From this perspective, the 
behavioural literature is at odds with the findings from lesion studies.
Neuroanatomical analysis o f  habit learning in humans and non-human primates
As with investigations in rats, considerable advances have been made in understanding 
the neural substrates of habit learning in humans by dissociating it from other forms of 
learning and memory. Indeed, ever since the demonstration that HM, a patient who 
received a bilateral resection of the medial temporal lobe resulting in profound amnesia, 
had intact motor skill learning, the biological basis of multiple memory systems has been 
recognised (Mishkin, Malamut and Bachevalier, 1984; Milner, Squire and Kandel, 1998). 
For example, Cohen and Squire (1980) showed that amnesic patients were able to leam a
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procedural task of reading mirror-reversed print as well as normal subjects. Such studies 
have established the existence of dissociable memory systems including declarative 
explicit memory and non-declarative procedural memory. Declarative memory affords 
conscious recollection of events and facts, while procedural memory underlies the 
incremental but unconscious acquisition of skills and the ability to respond automatically 
to stimuli in the environment.
Basal ganglia dysfunction and in particular damage to the caudate-putamen or 
neostriatum, the human analogue of the rat dorsal striatum, has been found to be 
associated with deficits in non-declarative procedural memory (Albin, Young and 
Penney, 1989; Packard and Knowlton, 2002). For example, patients with Huntington’s 
disease, a genetically transmitted disease producing degeneration of the caudate-putamen, 
display deficits in tasks, such as the prism adaptation task, that require perceptual-motor 
skill learning (e.g. Paulsen, Butters, Salmon, Heindel and Swenson, 1993). Significantly, 
these deficits have been shown to be independent of motor dysfunction in this disease, as 
Huntington patients are also impaired on probabilistic classification tasks (Knowlton, 
Squire, Paulsen, Swerdlow and Swenson, 1996a). Probabilistic classification tasks 
involve learning the relationship between combinations of cues and outcomes and 
learning the task relies not on explicit memory but rather on a general sense of the rules 
acquired over numerous trials and as such is potentially a good index of habit learning.
Neuropsychological evidence of the role of the caudate-putamen in human habit learning 
has been complemented by neuroimaging studies. These experiments have also provided
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some evidence of anatomical dissociations between the learning of behaviours that 
become habitual and the actual production of those responses. For example, two studies 
of cerebral metabolic activity by positron emission tomography (PET) imaging of 
subjects learning sequences or executing learned sequences in a button press task have 
highlighted different patterns of activation during skill learning and the expression of 
learned responses (Jueptner et al., 1997a; Jueptner, Frith, Brooks, Frackowiak and 
Passingham, 1997b). These studies revealed that during new learning, there is differential 
activation of the caudate nucleus and ventral prefrontal cortex but during the performance 
of already learned sequences there was a posterior shift in activation to the putamen and 
to the premotor and motor cortex. Moreover, when participants were asked to pay 
attention to their actions, the caudate and ventral prefrontal cortex were again activated. 
Similarly, activity in the both the caudate and putamen have been observed while subjects 
perform a serial reaction time task but the time advantage acquired over repeated task 
performance is predominately associated with activity in the putamen (Rauch, Whalen, 
Savage, Curran and Kendrick, 1997). A further study, examining the effects of extended 
training on a serial reaction time task, revealed decreases in activation in the dorsolateral 
prefrontal cortex and caudate nucleus, but no equivalent decrease in the putamen, as 
participants’ performance became automatic (Poldrack et al., 2005). Functional magnetic 
resonance imaging (fMRI) studies of the effect of extended practice of simple motor 
responses have also revealed a shift with practice from the associative to the sensorimotor 
striatum (Lehericy et al, 2005). Differential activation of striatal sub-regions over the 
course of procedural learning has also been observed in non-human primates (Miyachi, 
Hikosaka, Miyashita, Karadi and Rand, 1997). For example, cell recordings within the
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striatum of monkeys performing a sequential button press task have revealed preferential 
activation of neurons in the caudate nucleus during learning of new sequences but 
overleamed sequences were associated with neurons in the putamen (Miyachi, Hikosaka 
and Lu, 2002).
The finding from human imaging studies and neurophysiological studies in non-human 
primates that as behaviour becomes more automated there is a shift in cortical activation 
from the caudate nucleus to the putamen is in line with the dissociation found in rats 
between the medial and lateral dorsal striatum. The DMS and DLS in rats represent the 
homologues of the human caudate and putamen. Indeed, there is evidence from non­
human primate studies of anticipatory, goal-related activity in neurons in the caudate 
nucleus, suggesting that this structure is involved in goal-expectancy (e.g. Hikosaka, 
Sakamato and Usui, 1989; Lauwereyns et al., 2002). Furthermore recent evidence from 
fMRI studies have suggested that the caudate nucleus is not just related to reward 
processing per se but is involved in the reinforcement of action where there is a 
contingency between subjects’ responses and reward delivery (Tricomi, Delgado and 
Fiez, 2004; Zink, Pagnoni, Martin-Skurski, Chappelow and Bems, 2004). These studies 
found caudate nucleus responses to monetary reward, as measured by fMRI, when the 
receipt of reward was dependent on subjects’ performance but not when rewards were 
delivered non-contingently. These results are consistent with reports that the DMS is a 
crucial substrate for A -0 contingency learning (e.g. Yin et al., 2005a).
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Given this anatomical and functional heterogeneity, it is no longer tenable to claim that 
the dorsal striatum as a whole is a substrate o f habit learning. Instead, the more medial 
caudate nucleus has been shown to be involved in the learning of new sequences of 
behaviour as well as the modulation of behaviour by outcome expectancy and the 
contingency between actions and outcomes. Plasticity within the putamen, on the other 
hand, would appear to be required for the performance o f automatic sequences of 
behaviours that are typical of habits. Indeed, the demonstration of disrupted habit 
formation after lesions to the dorsolateral striatum in rats (Yin et al., 2004) supports the 
functional localisation of habits in primates to the putamen. Significantly the transition in 
neural activity within the primate striatum from the caudate to the putamen, as behaviour 
becomes more automatic, mirrors the shift in the control of instrumental performance in 
rats from goal-directed actions to S-R habits over the course of training. These findings 
suggest that the transition to habitual automatic responding involves dynamic 
reorganization of neuronal activity within sub-regions of the striatum (e.g. Jog, Kubota, 
Connolly, Hillegaart and Graybiel,, 1999).
Neurochemical analysis o f habit learning in rats
Despite the considerable advances made in recent years in elucidating the 
neuroanatomical substrates of habit learning, less progress has been achieved in 
understanding the neurochemical modulation of theses processes. In view of the 
significance o f dopamine in learning and reward (e.g. Waelti, Dickinson and Schultz, 
2001; Wise, 2004), it is not surprising that most work examining the neurochemical basis
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of habits, has focused on the role of dopamine in S-R habit learning. Significantly, the 
basal ganglia are characterised neurochemically by prominent input from midbrain 
dopaminergic pathways. In particular, the dorsal striatum receives dopaminergic 
innervation form the nigrostriatal dopamine pathway, originating in the substantia nigra 
pars compacta and contains both Di-like and D 2-like receptor sub-types (Graybiel, 1990; 
Bentivoglio and Morelli, 2005).
In parallel to the work dissociating hippocampal and striatal dependent learning reviewed 
earlier, similar work has found differential effects of dopamine manipulations on these 
distinct forms of learning. For example, Packard and White (1991) compared the effects 
of the indirect dopamine agonist amphetamine, the Di agonist SKF-38393 and the D2 
agonist LY 171555 infused into the caudate nucleus or the hippocampus on acquisition of 
win-stay and win-shift tasks in the radial arm maze. Win-stay performance, which is 
argued to depend on S-R learning, was enhanced by all three dopamine agonists when 
infused into the caudate-nucleus but not into the hippocampus. Spatial learning on the 
other hand, as indexed by win-shift behaviour, was improved by hippocampal infusions. 
Similarly, post-training intracaudate amphetamine infusions have been shown to enhance 
memory on a cued but not a spatial water maze task (Packard and McGaugh, 1994; 
Packard and Teather, 1998). Furthermore, intra-striatal infusions of the dopamine 
antagonist alpha-flupenthixol have been shown to attenuate radial arm maze learning in 
rats, a task that has be argued to depend on S-R learning (Legault, Smith and Beninger, 
2006). These studies suggest that forms of learning and memory that are subserved by the 
neostriatum are enhanced by dopamine manipulations and as such provide indirect
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evidence of dopamine modulation of habit learning. However, none o f these studies 
probed the associative structure underpinning performance on the maze tasks and hence it 
can only be inferred that the behaviour was truly habitual. Furthermore several of these 
studies examined the effects of dopamine manipulations in the DMS, a structure which 
has subsequently been implicated in A -0 rather than S-R learning (e.g. Yin et al., 2005a). 
In view of these considerations, any conclusions from these studies regarding the role of 
dopamine in S-R habit learning must therefore be tentative.
However, some studies have reported effects o f dopamine manipulations on tasks that are 
not simply assumed to rely on S-R habit learning. Robbins, Giardini, Jones, Reading and 
Sahakian (1990) examined the effects of systemic administration of the dopamine 
antagonist flupenthixol and 6-hydroxydopamine (6-OHDA) lesions of the caudate- 
putamen on the acquisition and performance of a difficult conditional discrimination task. 
It was found that both systemic and local dopamine depletion in the caudate-putamen 
disrupted both the acquisition and performance on this task. Significantly, these authors 
showed that pre-feeding control animals with the instrumental outcome had little impact 
on well-trained discrimination performance and this suggests that once acquired, this task 
is not controlled by goal-expectancy and can therefore be characterised as an S-R habit. 
These results would suggest that dopamine depletion from the dorsal striatum disrupts the 
neural system responsible for habits and is consistent with a role for dopamine in S-R 
habit learning. The finding that dopamine depletion affected both the acquisition and 
performance of the task does not preclude, however, the possibility that other factors such
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as motivational, attentional and sensorimotor factors may have contributed to the deficits 
observed.
A recent study examined the effects of 6-OHDA lesions o f the nigrostriatal dopamine 
pathway on the ability of rats to display behavioural autonomy after extended 
instrumental training (Faure et al., 2005). As mentioned earlier, the nigrostriatal pathway 
represents the major source of dopaminergic innervation of the dorsal striatum and 
destruction to it produces striatal cell loss and dopaminergic deafferentation. Rats learned 
two different instrumental actions (lever press and chain pull), in the presence of 
discriminative stimuli, for two distinct rewards. After extended training, the animals’ 
sensitivity to goal value was assessed in a satiety-specific devaluation test so that half the 
animals were prefed the outcome associated with the lever and the other half outcome 
paired with the chain. 6-OHDA lesions to the nigrostriatal pathway appeared to disrupt 
habit formation as both lever pressing and chain pulling was sensitive to the current value 
of the reinforcer. As such, these results provide evidence for a role in striatal dopamine in 
habit formation. The problem with this study, however, is that in sham-operated animals 
only lever pressing appeared to be autonomous of goal-value while chain pulling 
remained sensitive to the devaluation procedure. This failure to detect habitual 
responding in half the sham operated animals renders interpretation of the performance of 
the lesioned animals problematic. Indeed, while it has been consistently shown that over­
training of a single action-outcome pairing renders it impervious to outcome value, 
choice procedures involving multiple responses and rewards can attenuate habit 
formation (Colwill and Rescorla, 1988; see also Dickinson et al., 1995). It would seem
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intuitive that choice procedures are resistant to habit formation because, by their very 
nature, they require an explicit representation of the outcome to make a choice between 
two competing actions.
These studies, therefore, provide far from unequivocal evidence for dopaminergic 
involvement in habit learning. This is not to say that dopamine is not implicated in habit 
learning, as the lack of evidence is more the product of shortcomings at the level of 
behavioural analysis in the above-mentioned studies. Evidence from neurophysiological 
and neurochemical studies demonstrate that striatal dopamine transmission and 
dopamine-dependent synaptic plasticity is fundamental to learning in the mammalian 
brain of behaviours that can become habitual (e.g. Reynolds, Hyland and Wickens, 2001; 
Wickens, Reynolds and Hyland, 2003). The understanding of the role of dopaminergic 
modulation of S-R learning would be greatly advanced, therefore, by examining the 
effect of manipulations on instrumental behaviour that be demonstrated empirically to be 
under the control of the habit system.
Neurochemical analysis o f habit learning in humans and non-human primates
Direct evidence for a significant involvement of dopamine in habit learning comes from 
neuropsychological studies of patient’s with Parkinson’s disease. Parkinson’s disease is a 
neurodegenerative, hypokinetic movement-disorder but it is also associated with 
cognitive dysfunction and in particular impaired procedural learning and memory (e.g. 
Saint-Cyr, Taylor and Lang, 1988). Significantly, Parkinson’s disease is characterised by
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atrophy of dopaminergic neurons in the substantia nigra and leads to a progressive 
depletion of striatal dopamine (Albin et al., 1989). For example, Knowlton, Mangels and 
Squire (1996b) compared the performance of amnesic patients and nondemented patients 
with Parkinson’s disease on a probabilistic classification task which is gradually and 
implicitly acquired. Participants had to learn to predict which o f two outcomes would 
occur given the particular combination of cues that appeared. Parkinsonian patients, but 
not amnesics, were severely impaired on the task despite having intact declarative 
memory for the task. Critically, these effects have been widely replicated and are 
independent of motor dysfunction in this disease (e.g. Roncacci, Troisi, Carlesimo, 
Nocentini and Caltagirone, 1999; Hay, Moscovitch and Levine, 2002). The finding that 
Parkinsonian patients have deficits in tasks that require incremental and implicit learning, 
characteristic of habits, demonstrates that dopaminergic innervation of the striatum via 
the nigrostriatal pathway is essential for the development of normal procedural memory.
Further evidence for dopaminergic involvement in human procedural memory also comes 
from pharmacological studies in healthy participants. Kumari et al. (1997) investigated 
the effects of the indirect dopamine agonist, amphetamine, and the non-selective 
dopamine antagonist, haloperidol, in normal volunteers in a procedural learning task that 
probed implicit and automatic learning. Compared to placebo performance, amphetamine 
enhanced, while haloperidol attenuated, response speed in this task. Furthermore, the rate 
of procedural learning observed was related to the degree of dopaminergic manipulation 
so that the amphetamine-treated subjects displayed the greatest, and subjects 
administered haloperidol the least, procedural learning. In a further study PET study,
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dopamine release was measured while participants played a video game (Koepp et al., 
1998). As performance improved on the task, there was decreased binding of radioligand 
llC-labelled raclopride (a D2 receptor antagonist) in the striatum. This decrease in 
raclopride binding to dopamine receptors in the striatum is consistent with increased 
release and binding of endogenous dopamine and therefore furnishes yet further 
empirical support for a role of striatal dopamine in habit learning.
Similarly, the behavioural changes associated with drug abuse are consistent with a role 
for dopamine in habit learning. Drug-seeking behaviour is initially goal-directed and 
driven by the reinforcing and hedonic effects of drugs of abuse. Over time, however, 
there is a loss of voluntary control over behaviour as it becomes progressively more 
controlled by automatic processes (Tiffany, 1990). It is becoming increasingly recognised 
that aberrant habit learning may contribute to this process (e.g. Everitt and Robbins,
2005). Furthermore, many of the cognitive deficits associated with chronic drug abuse are 
characteristic of behaviour that is no longer purposeful and goal-directed. For example, 
neuropsychological research suggests that chronic drug abusers demonstrate 
dysfunctional decision-making as indexed by suboptimal performance on gambling and 
risk assessment tasks. (Rogers et al., 1999; Grant, Contoreggi and London, 2000; Bechara 
et al., 2001). Similarly, drug addicts have been shown to be impaired on tasks such as the 
Stroop that require response inhibition (Simon et al., 2000; Salo et al., 2002) and 
generally have deficits in inhibiting pre-potent responses (Monterosso, Aron, Cordova, 
Xu and London, 2005). These cognitive deficits are accompanied by behaviour that is no 
longer controlled by its consequences but rather by its antecedents. For example, drug
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cues have been shown to selectively capture attention in human drug addicts (Lubman, 
Peters, Mogg, Bradley and Deakin, 2000; Franken, Stam, Hendriks and van den Brink, 
2003) and exposure to such cues can induce craving and drug-seeking behaviour 
(Childress et al., 1999; Wang et al., 1999). Significantly, considerable evidence suggests 
that drugs of abuse influence behaviour as a result of their ability to increase synaptic 
dopamine, particularly within the striatum (e.g. Wise and Bozarth, 1987; Wise, 1998; 
Vanderschuren and Kalivas, 2000). As such, the loss of voluntary control over behaviour 
associated with chronic drug use and the attendant cognitive deficits provide strong 
evidence for dopaminergic modulation of habit learning.
Moreover, there is good evidence from non-human primate studies that dopamine is 
involved in the ‘stamping in’ of S-R habits within the striatum. For example, tonically 
active neurons (TANs) are progressively recruited as behavioural responses are leamt 
(Aosaki et al., 1994a) but the acquired responses of TANs are attenuated or eliminated 
when the nigrostriatal dopamine system is disrupted temporarily by dopamine antagonists 
(Watanabe and Kimura, 1998) or permanently by unilateral infusions of l-methyl-4- 
phenyl- 1, 2,3,6-tetrahydropyridine (MPTP), a dopaminergic neurotoxin, into the 
caudate-putamen (Aosaki, Graybiel and Kimura, 1994b). These results suggest that 
dopamine has profound effects on neuronal plasticity within the striatum and as such 
could affect striatum-based learning and memory. Indeed, it has been suggested that 
gradual changes in the firing o f striatal neurons allows the striatum to ‘chunk’ 
representations of action sequences and this process represents a mechanism for the 
acquisition and performance of action repertoires typical of habits (Graybiel, 1998;
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Bames, Kubota, Hu, Jin and Graybiel, 2005). Disruption to this process by impaired 
dopamine transmission could contribute to dysfunctional habit learning seen in 
Parkinson’s disease.
Theoretical approaches to the development o f habits 
Behavioural approaches
Arguably, the most influential theoretical account of the onset of behavioural autonomy 
over the course of instrumental training has been expounded by Dickinson (Dickinson, 
1985; Dickinson and Balleine; 1993; Dickinson et al., 1995). Central to this theory is the 
idea that animals are sensitive to the experienced correlation between response and 
reward rates. This was espoused as a critical determinant of instrumental learning by 
Baum (1973). There is good evidence that animals are sensitive to correlations between 
reward and response rates. For example, animals will distribute responding between 
concurrent, but different, interval reinforcement schedules in order to match the relative 
rates of reinforcement (Hermstein, 1970). Similarly, the ubiquitous finding that ratio 
schedules, where there is a linear behaviour-reward function, establish higher rates of 
responding than interval schedules supports the claim that animals are sensitive to the 
experienced correlation between behaviour and reward (e.g. Dawson and Dickinson, 
1990). When learning an instrumental response animals typically display a negatively 
accelerating acquisition function so that during the initial stages animals show large 
changes in response rates across sessions but over time the extent of such changes
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diminishes as animals reach some asymptote level of performance. As a result o f this 
negatively accelerating acquisition function, animals may initially experience 
considerable variation in the correlation between response and reward rates but this 
experience becomes more restricted over the course of training. According to Dickinson 
(1985), while animals experience the correlation between behaviour and reward, they 
encode knowledge about this relation and are therefore sensitive to changes in outcome 
value. As moment-by-moment experience of this relation declines over the course of 
training, animals become insensitive to knowledge about the instrumental contingency 
and hence it no longer influences behaviour and performance becomes habitual.
According to this position, actions become habits as a result o f changes in knowledge 
about the A-O relation. Over-training of an instrumental response degrades this 
relationship and hence renders performance impervious to goal-value. Similarly, it has 
been claimed that interval schedules promote the establishment of habits by degrading the 
continuing experience of the A -0 contingency. As is clear from Figure 1, the reward rate 
as a function of response rate differs markedly across these two classes of reinforcement 
schedules. The direct relationship between response and reward rates on ratio schedules 
means that as an animal increases its behavioural output, there is an attendant increase in 
the reward rate. On interval schedules this relationship is non-linear and very rapidly the 
reward rate becomes relatively unaffected by anything other than gross changes in the 
animal’s response rate. Thus, on interval schedules animals should typically experience 
less variation in the correlation between behaviour and reward than animals on ratio 
schedules. Significantly, training on interval schedules has been shown to engender
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habitual responding more rapidly than ratio schedules (Dickinson et al., 1983). Dickinson 
(1985; Dickinson et al., 1995) has argued that the differential sensitivity to outcome 
devaluation generated by ratio and interval schedules is attributable to differences in the 
experienced correlation between response and reward rate on these schedules, and in 
particular due to greater variation in this factor on ratio schedules.
Ratio
&>
Interval
Response rate
Figure 1. Reward rate as a function o f response rate on ratio (filled) and interval (dashed) 
reinforcement schedules.
This theory is both perspicuous and intuitively appealing and has been very influential, 
even leading some authors to suggest erroneously that habits cannot be formed on ratio 
schedules (e.g. Yin and Knowlton, 2006). The theory relies on the assumption that the
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experienced correlation, particularly on interval schedules, between behaviour and 
reward does decline as training proceeds. To date, however, there is no empirical data to 
support this position. Furthermore, on ratio schedules there is always a strong positive 
correlation between response and reward rates but training on ratio schedules can 
engender instrumental performance that is impervious to outcome devaluation 
procedures. For example, Killcross and Coutureau (2003) trained animals on both 
interval and ratio schedules but critically the final 5 sessions were on a VR20 and animals 
showed no sensitivity to outcome value in a subsequent extinction test following 
devaluation by specific satiety. Moreover, evidence from lesion studies suggests that the 
process whereby S-R habits come to dominate behavioural expression is the result of a 
far more active and dynamic process than perhaps previously envisaged. As discussed 
earlier, the demonstration that disruption o f the habit-system restores response control to 
the goal-directed system suggests that over the course of instrumental training there is a 
decline in the influence of intact A -0  associations. If A-O associations are not lost as 
instrumental training proceeds, it can no longer be held as axiomatic that habits develop 
as the result of changes in an animal’s knowledge of the instrumental contingency. 
Neurobiological approaches
A recent theoretical paper has attempted to combine the above behavioural analysis with 
findings from investigations o f the neural substrates of habit learning (Yin and Knowlton,
2006). The authors endeavour to map the behavioural substrates of associative learning 
onto discrete regions within the brain. Thus in line with results from lesion studies, A -0 
learning is mapped onto the DMS and S-R habit learning onto the DLS. In order to 
account for the effects of lesions to the medial prefrontal cortex and the mediodorsal
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nucleus of the thalamus on instrumental performance, the authors propose a cortico-basal 
ganglia network that mediates goal-directed and habitual behaviours. This approach 
envisages two major networks: the associative and sensorimotor networks. The 
associative network comprises the mediodorsal thalamus projection to the medial 
prefrontal cortex which itself projects with the parietal associative cortices to the 
associative striatum and the DMS. This network is crucial for the acquisition and 
performance of goal-directed actions but over the course of habit formation control is 
ceded to the sensorimotor network. The sensorimotor network involves the sensorimotor 
striatum or DLS, its projections from the sensorimotor cortices and its eventual output 
targets in the motor cortices. The organisation o f the basal ganglia in terms of parallel and 
re-entrant loops (Alexander, Delong and Strick, 1986) allows interaction between these 
networks and the authors see this as fundamental to the transformation of behaviour from 
action to habit. Indeed, the ascending spiral circuitry of the striatum, by which each 
distinct striatal region influences its adjacent region from the nucleus accumbens shell to 
the dorsolateral striatum, in a ventral to lateral sequence, provides an anatomical interface 
for the hierarchical flow of information between these networks (Haber, Fudge and 
McFarland, 2000). Similarly, work has emphasised the open-interconnected scheme of 
the basal ganglia-thalamcortical circuitry (Joel and Weiner, 1994; Joel and Weiner, 
2000). Such a scheme would permit interactions between networks as well as allowing 
activity in one network to influence the next and hence facilitate the transfer of 
behavioural control from the associative to the sensorimotor network.
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The proposed hierarchical cortico-basal ganglia network accounts for much of the data. 
As reviewed earlier, there is strong evidence that habits develop as behaviour comes to be 
controlled the sensorimotor network described by Yin and Knowlton and originally 
proposed by Groenewegen et al. (1991). Similarly, there is good evidence that striatal 
neuronal activation undergoes dynamic reorganisation over the course of habit learning 
(e.g. Jog et al., 1999; Barnes et al., 2005) and that there is a shift in activity from the 
associative to sensorimotor striatum (Graybiel, 1998). These data are consistent with the 
proposal that habit formation leads to the preferential recruitment o f the neural circuits 
outlined in Yin and Knowlton’s sensorimotor network. However, the authors fail to 
incorporate into the model evidence that the infralimbic cortex forms an integral part of 
the neural substrates of habit learning (e.g. Killcross and Coutureau, 2003). Furthermore, 
one of the fundamental questions lies with how the transition from goal-directed actions 
to habits actually takes place and the extent to which the systems interact or compete to 
achieve behavioural control. To answer this question the authors evoke Dickinson’s 
account of this transition to habits in terms o f experienced contingency. It is suggested 
that there are neural detectors for response and outcome rates and that these detectors 
calculate an estimate of experienced contingency. Over-training reduces the output of the 
contingency detector and as a result the A-O system relinquishes control to the habit 
system. The neural substrates and mechanism of action of this supposed contingency 
detector, of course, remain to be elucidated. As such the proposed network merely 
amalgamates findings from investigations into the neural substrates of habit learning with 
the behavioural model outlined earlier and provides few, if any, new insights into the 
development o f habits.
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Neuro computational approaches.
Of much more importance is recent theoretical work addressing the key issue of how 
competition between the goal-directed and habits systems is resolved from a normative 
perspective by the application of the computational theory of reinforcement learning 
(Daw, Niv and Dayan, 2005; Daw, Niv and Dayan 2006). Reinforcement learning theory 
examines adaptation and optimization in the selection of actions (Sutton and Barto, 
1998). It is assumed that the goal o f all action is to maximize or optimize some measure 
of utility (e.g. future gain). In reinforcement learning, actions are assessed through 
predictions of their values, where values represent the ultimate reward (or punishment) 
associated with any given action. The animal or agent is presumed to use these value 
functions to predict the rewards that may be yielded by any given action. In order that 
action selection optimizes long-term utility, value prediction must be based on estimates 
of the long-term value of an action. There are two major classes of reinforcement 
learning ‘model-free’ and ‘model-based’, both of which utilize different approximations 
of value. Daw and colleagues argue that these two classes of reinforcement learning 
subserve goal-directed actions and habits respectively and propose a mechanism to 
mediate competition between the two systems.
Temporal difference learning is a model-free approach based on evidence that the phasic 
activity of dopaminergic neurons in the striatum represent errors in the prediction of 
future reward (e.g. Ljungberg, Apicella and Schultz, 1992; Schultz, 1998). The concept 
of ‘caching’, the association of an action with a scalar summary of its long-term future
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value, is central to this class of reinforcement learning. Such a learning system only 
stores anticipated sum value and is independent of the actual consequences o f a given 
action. Significantly, it has been shown that over the course of training the firing- 
response of dopamine neurons is transferred from the reward to reward-predicting stimuli 
(Schultz, Dayan and Montague, 1997). Cached values are computationally simple but 
inflexible as values do not change if the outcome is devalued. The inflexibility and 
insensitivity to changes in reward of learning by caching also represent the cardinal 
behavioural characteristics of the dorsolateral striatal habit system. The goal-directed 
system, on the other hand, is subserved by a ‘model based’ reinforcement learning 
method. This method involves ‘tree search’ whereby predictions of value are obtained by 
exploring the immediate consequences of each action and constructing a model of the 
long-term consequences of any action by searching the entire model recursively. Tree 
search is cognitively demanding but as value predictions are based on actual terminal 
consequences, it is behaviourally flexible and can respond efficiently to changes in 
circumstances. As such, the model captures the hallmark of goal-directed behaviour, 
namely sensitivity to outcome revaluation procedures.
These two classes of reinforcement learning theories can produce different estimates of 
the value of a given action and in order to achieve optimal control over behaviour and 
hence maximize the probability of reward, arbitration between the two systems is 
required. It is assumed that arbitration is based on the relative reliabilities of the systems 
and the system associated with the least uncertainty determines action selection. Early on, 
model search is more efficient at gaining value predictions from small amounts of
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experience, but over time there is an increase in  uncertainty as extensive tree search adds 
noise and forces approximation; this renders the cache system less uncertain and hence 
more advantageous. The authors provide data from simulations showing that over the 
course of acquisition there is indeed a transition from model-driven to model-free control, 
which mirrors the shift from R -0 to S-R processes observed in animals (Daw et al., 
2005). Furthermore, this would account for the failure of training with multiple responses 
and outcomes (e.g. Colwill and Rescorla, 1985) to promote habitual responding because 
an animal’s experience is spread between more actions and values and tree search is less 
uncertain than caching when there is such paucity of data regarding action value. 
Furthermore, one of the considerable advantages of the model is that by proposing two 
competing and interacting controllers, it is consistent with the results of lesion studies 
that demonstrate a dissociation between neural systems controlling goal-directed actions 
and habitual responding. However, the extent to which the goal-directed and habit 
systems compete or function independently to achieve behavioural control is as yet not 
clear from existing behavioural and neural data and therefore the suggestion of 
uncertainty-arbitration between two competing controllers requires empirical verification.
Behavioural and neurochemical analysis o f the development o f S-R habits in rats: 
overview of Experiments 1-13,
The experiments conducted for this thesis seek to provide further elucidation of both the 
behavioural and neurochemical processes involved in the development of S-R habits in 
rats. As previous research has established that instrumental actions, such as lever
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pressing, can be controlled by their consequences (goal-directed actions) or by antecedent 
stimuli (S-R habits), it is critical to analyse behaviour in terms of the underlying 
psychological processes that support performance. Thus, central to all the experiments 
reported here is the application of behavioural assays (reinforcer devaluation) that probe 
the associative structure underpinning instrumental performance. Sensitivity to outcome 
devaluation indexes the extent to which outwardly similar behaviours are controlled by 
goal-directed A -0  associations or S-R habits. Experiments 1 and 2 aimed to replicate the 
ubiquitous finding that overtraining an instrumental action leads to goal-insensitive 
habitual responding. Significantly, these experiments explored previous suggestions that 
the class of reinforcement schedule employed during training (interval or ratio) can 
influence the sensitivity of an instrumental response to changes in outcome value. 
Furthermore, by examining both local and global response and reward rates, these 
experiments sought to identify factors critical to the development of S-R habits. These 
factors were further explored in Chapter 3. In Experiments 3-7, the impact of various 
manipulations (changes in the reinforcement schedule, reward magnitude, reward 
exposure) on the sensitivity of an overtrained instrumental was examined. The 
experiments reported in Chapters 2 and 3 sought not only to highlight the psychological 
processes involved in the transition from action to habit but also to provide behavioural 
evidence that even after extended training, response control can revert from the habit to 
the goal-directed system.
While considerable advances have been made in recent years in elucidating the 
neuroanatomical circuitry that underpins the performance of purposeful goal-directed
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actions and stimulus-bound habits, little progress has been made in understanding the 
neurochemical processes involved. The experiments reported in Chapters 4-5 
(Experiments 8-13) attempt to address this discrepancy. In view of the pivotal role of 
dopamine in both learning and reward as well as evidence of procedural learning deficits 
in Parkinson’s disease, there are good grounds for exploring dopaminergic modulating of 
habit formation. Chapter 4 examined the effect of both pre- and post-training exposure to 
the indirect dopamine agonist amphetamine on the sensitivity o f a moderately trained 
instrumental response to outcome devaluation (Nelson and Killcross, 2006). These 
experiments suggested that pre-training exposure to amphetamine accelerates the normal 
incremental process whereby S-R habits come to dominate instrumental performance. 
The final experiments (Experiments 10-12) in this thesis examined the pharmacological 
specificity of the sensitization effect observed in Chapter 4. This was achieved through 
the systemic administration of both selective and non-selective dopamine antagonists 
during the acquisition of an instrumental response following amphetamine sensitization. 
Finally in Experiment 13, the different contribution of Di and D2 receptor subtypes to 
instrumental learning was examined in non-sensitized animals.
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CHAPTER 2
Experiments 1-2: The effect of amount of training and reinforcement 
schedule on the sensitivity of an instrumental response to outcome 
devaluation by specific satiety.
As reviewed in Chapter 1, a body of evidence has accumulated demonstrating that in rats, 
instrumental actions such as lever pressing, can be controlled by two dissociable 
associative structures. Initially performance is guided by voluntary goal-directed actions 
and animals are sensitive to changes in outcome value. However, over the course of 
training response control is relinquished to reflexive S-R habits and instrumental 
performance becomes autonomous of goal-value. To date, the number of reinforcers 
earned, as well as the reinforcement schedule employed, have been identified as the 
critical determinants of sensitivity to changes in outcome value (Dickinson et al., 1983). 
Thus as exposure to the reinforcer increases, there is an attendant decrease in animals’ 
susceptibility to devaluation procedures. Similarly, interval schedules have been posited 
to promote the more rapid onset of behavioural autonomy compared to ratio schedules. 
As outlined in the last section of Chapter 1, this process has been argued to reflect a 
decline in the perceived correlation between response and reward rates (e.g. Dickinson, 
1985).
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As noted earlier, however, little or no empirical evidence has been presented to support or 
test this theoretical position on the transition from actions to habits. Thus the aim o f the 
experiments reported here was firstly to provide a replication of the finding that 
overtraining promotes the development of S-R habits. In view of the evidence that the 
degree of exposure to the reinforcer and not the number of responses per se predicts 
sensitivity to outcome devaluation, animals earned 120, 240 or 360 rewards either on an 
interval (Experiment 1) or a ratio (Experiment 2) schedule of reinforcement prior, to a 
test of sensitivity to outcome devaluation by specific satiety. In an attempt to match 
reward and response rates across the two experiments and reward schedules, we used the 
mean lever press rate and reward rate generated on the interval schedule in Experiment 1 
to set the mean number of responses required to earn a reward on the ratio schedule in 
Experiment 2. By varying the amounts of training and reinforcement schedules, these 
experiments would test the hypothesis that interval and ratio schedules promote 
differential sensitivity to outcome devaluation. Furthermore, analysis of both local and 
global response and reward rates during training and subsequent sensitivity to outcome 
value in the devaluation test would probe the suggestion that a decline in the perceived 
correlation of these two factors is responsible for the development of behavioural 
autonomy.
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Method and Materials
Subjects
In Experiment 1, the subjects were 48 experimentally naive male Lister-hooded rats of 
mean weight 276g at the beginning of the experiment (range 238 -  289g). In Experiment 
2, a further 48 experimentally naive male Lister-hooded rats were used, with a mean 
weight of 298g (range 247 -  310g). The rats were handled daily and accustomed to the 
temperature and humidity-controlled laboratory vivarium for 1 week before the start of 
the experiments. They were housed two per cage. The vivarium was maintained at 21° C 
with the light on from 8 am to 8 pm. All experiments were conducted in the light phase. 
Animals were food deprived for one week before the commencement of behavioural 
training and reduced to 80% of their free-feeding weight. Water was available ad libitum 
throughout. All experimental procedures involving animals and their care were carried 
out in accordance with the UK Animals (Scientific Procedures) Act 1986 and were 
subject to Home Office approval (Project License PPL 30/2140).
Behavioural apparatus
The training apparatus comprised 8 chambers (Paul Fray Ltd, Cambridge, UK) measuring 
25 x 25 x 22 cm. The chambers were individually housed within sound-attenuating 
cabinets and were ventilated by low noise fans. Each chamber had three aluminium walls 
and a clear Perspex front wall. The roof was made of clear Perspex and the floor 
consisted of 18, 5 mm diameter steel bars spaced 1.5 cm apart centre-to-centre, parallel to 
the back of the chamber. A recessed magazine that provided access to rewards via a
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hinged Plexiglas panel was located in the centre of the left-hand wall. Two reinforcer 
types could be delivered into the magazine in each chamber. 0.1ml of sucrose solution 
(15% w.v) via a persilistic pump and food pellets (Formulae A/I, 45mg, P J Noyes, 
Lancaster, NH) by a pellet dispenser. Levers could be inserted to the left and the right of 
the magazine. A houselight mounted on the roof provided illumination. The apparatus 
and on-line data collection were controlled by means of an IBM-compatible 
microcomputer equipped with MED-PC software (Med Associates Inc. VT)
Behavioural Training
Training consisted of two stages -  magazine training and lever pressing. Throughout the 
training phase both magazine entry and lever press behaviours were measured. Half of 
the animals were trained with food pellets and the other half with 15% w/v sucrose 
solution. Training was followed by devaluation by specific satiety and extinction testing.
Magazine training. Animals were first trained to collect rewards during two 30-minute 
magazine training sessions. The rewards were delivered on a random time 60-second 
schedule. The levers were not available in these sessions. The duration of each 30-minute 
session was signalled by the illumination of the houselight. In the first session of 
magazine training, the Plexiglas panels were pinned back.
Lever press training. Thereafter the levers were inserted into the boxes and all the rats 
were given 2 sessions of lever press training on a continuous schedule of reinforcement 
schedule (CRF). In each of these sessions animals earned a total of 25 reinforcers. In
47
Experiment 1, the animals then received training on a random interval 30 second 
schedule (RI30). In each of these sessions animals earned a total of 40 rewards. The Low 
group (n=16) received three o f these sessions and thus earned a total o f 120 reinforcers 
on the RI30 schedule. The Medium group (n=16) had 6 sessions on the RI30 schedule 
earning 240 reinforcers and the High group (n=16) received 9 sessions thus earning 360 
reinforcers on this schedule. In Experiment 2 animals were trained on a random ratio 8 
schedule (RR8). This schedule was selected because the mean number of responses 
required in Experiment 1 to earn one reward was approximately 8 (mean response rate 
per minute 13.75, mean reward rate per minute 1.77). As in Experiment 1, animals earned 
in total 120 (Low group), 240 (Medium group) or 360 (High group) rewards in total.
Devaluation by specific satiety
All animals then received 1 session of specific-satiety devaluation extinction testing 
during which lever press and magazine entry behaviours were assessed. On the day after 
the final day of instrumental training each rat was placed in a feeding-cage and given free 
access to one of the two types of reward for 60 minutes (half received food pellets and 
the other half sucrose solution). Half of the animals in each group were prefed the 
instrumental outcome (devalued group) and the other half the alternative reinforcer (non­
devalued). After this pre-feeding session the animals were transferred to the conditioning 
chambers and received a 10-minute extinction test during which responding was 
measured in the absence of reward delivery.
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Data analysis
Statistical analysis was performed using analysis of variance (ANOVA) with between 
subject factors of training (with 3 levels high, medium or low) and devaluation by 
specific satiety (devalued versus non-devalued). Significant main effects with more than 
two levels are explored with Tukey pairwise comparisons. All statistcal analyses use an 
alpha level of 0.05.
Results
Experiment 1. The sensitivity of an instrumental response to outcome devaluation 
by specific satiety after different amounts of training on an interval schedule.
Instrumental training. Figure 2.1.1 displays the mean lever presses per minute on the 
final day of R130 training. (Day 3 Low group, day 6 Medium group and day 9 High 
group). It is clear from this figure that all animals, irrespective of devaluation group, 
acquired the instrumental response at equivalent rates but that responding in the Medium 
group was marginally elevated compared to the Low group. This observation was 
supported statistically by ANOVA which yielded a main effect of training = 3.86, 
/?<0.05). Subsequent pairwise analysis with Tukey tests confirmed that responding was 
higher in the Medium group compared to the Low group (p<0.05) but no other 
comparisons were statistically significant. However, there was no effect of intended 
devaluation nor an interaction between this factor and training (both Fs<l). Analysis of 
magazine entry data on the final day of instrumental training revealed no effects of
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training, intended devaluation or an interaction (highest F(i542) = 1-67, p=0.203) (mean 
magazine entries per minute (±SD): devalued Low group = 10.2. (± 46.2); Low non­
devalued group = 6.1 (± 2.3) ; devalued Medium group = 7.3 (± 2.8); non-devalued 
Medium group = 6.9 (±6.0); devalued High group = 7.5 (± 2.9); non-devalued High 
group = 7.3 (± 3.9).
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Figure 2.1.1 Mean lever presses per minute (±SEM) on the final day of acquisition after 
varying amounts of training.
Extinction test -  lever press performance. In order to control for baseline differences and 
reduce within subject variability, the extinction data were analysed as a proportion of 
baseline performance. These are presented in Figure 2.1.2. The suggestion from this 
figure is that as the amount of training increased there was a concomitant decrease in 
animals’ sensitivity to outcome devaluation. Responding in the Low group appeared to 
be goal-directed as evidenced by the marked suppression in lever pressing by animals
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prefed the instrumental outcome (white bars) compared to the non-devalued controls 
(grey bars). Similarly, the Medium group appeared to be sensitive to goal-value albeit to 
a lesser extent than the Low group. There was also lower responding in the non-devalued 
Medium group relative to the non-devalued Low group. As motivational manipulations, 
such as pre-feeding to satiety, are known to exert a non-selective impact on S-R 
associations, this can be taken as evidence that responding in the Medium group might 
have been under the concurrent control of both A-0 and S-R processes (Hull, 1943; 
Dickinson et al., 1995). However, responding in the High group was clearly autonomous 
of goal-value as the devalued group responded at equivalent rates to the non-devalued 
group and suggests that instrumental performance in these animals was stimulus-bound 
and habitual. This description of the data was confirmed statistically by ANOVA which 
revealed a main effect of devaluation (F(i,42) = 18.94, p<0.05) and training (F(2,42) = 4.04, 
p<0.05). Pairwise Tukey tests confirmed that the Medium group responded at lower rates 
compared to the High group (p<0.05) but that no other differences between training 
groups were statistically significant. Critically, there was also a significant training x 
devaluation interaction (F(2,42) = 4.33, /?<0.05). Simple effects analysis of this interaction 
confirmed that responding in the Low group was goal-directed as there was a highly 
significant effect of devaluation in these animals (F^m) = 21.24, p <0.05). There was also 
an effect of devaluation in the Medium group (F(i,i4) = 6.6, p<0.05) but none in the High 
group (F<1).
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Figure 2.1.2 Mean lever presses per minute as a proportion of baseline (±SEM) in the 
extinction test after pre-feeding with the instrumental outcome (devalued - white barsl or 
an alternative reinforcer (non-devalued - grey bars).
Extinction test -  magazine entry behaviour. Analysis of magazine entry behaviour during 
the extinction yielded a main effect of devaluation (F(\/n) = 14.6, p<0.05). As is clear 
from Figure 2.1.3, all animals, irrespective of the extent of training, performed fewer 
magazine entries when prefed the instrumental outcome compared to animals prefed the 
alternative reinforcer. There was no effect of training (F(2,24) = 1.61, p= 0.21) nor an 
interaction (F<1). Thus, in marked contrast to lever pressing, magazine approach 
behaviour remained sensitive to outcome devaluation even after extensive training. This 
finding indicates that the differential sensitivity of lever pressing to outcome devaluation 
reported above can not be explained by any ineffectiveness of the pre-feeding procedure 
and is consistent with previous reports that after overtraining magazine approach
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behaviour, unlike lever pressing, remains sensitive to goal-manipulations (Holland, 
1998).
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Figure 2.1.3 Mean magazine entries per minute (±SEM) in the extinction test after pre­
feeding with the instrumental outcome (devalued - white bars) or an alternative reinforcer 
(non-devalued - grey bars).
Experiment 2. The sensitivity of an instrumental response to outcome devaluation 
by specific satiety after different amounts of training on a ratio schedule.
Instrumental training. The mean lever presses per minute on the final day of acquisition 
for the Low, Medium and High training conditions are presented in Figure 2.2.1. 
Inspection of this figure indicates that extended training promoted higher response rates. 
Furthermore, the suggestion from this figure is that there were marginally higher rates of 
responding in the devalued group compared to the non-devalued group. This description
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of the data was supported by statistical analysis. ANOVA yielded a main effect of 
training (F(2,24) = 23.07, p<0.05), intended devaluation (F( 1,42) = 6.789, p<0.05) but 
critically no interaction between these factors (F< 1). Pairwise Tukey tests confirmed that 
there was overall higher lever press rates in the Medium (p<0.05) and High group 
(p<0.05) compared to the Low group but the Medium and High conditions did not differ 
(p=0.19). The finding of elevated levels of responding in the to be devalued group is 
surprising, as animals were assigned to experimental conditions prior to the 
commencement of behavioural training and this factor was not manipulated until after the 
final day of RR training. As such this effect could be attributable to differential 
sensitivity of the skinner boxes used or reflect genuine baseline differences. Similarly, 
analysis of magazine approach behaviour on the final day of acquisition revealed a main 
effect of intended devaluation ( i 'o ^ )  = 4.2, /?<0.05) but no effect o f training (F(2,24) = 
1.28, p=0.29) or interaction (F<1) (Mean magazine entries per minute (±SD): Low 
devalued group = 8.5 (± 4.7); Low non-devalued group = 4.5 (±3.1); Medium devalued 
group = 9.2(± 2.8); Medium non-devalued group = 7.4 (± 5.2); High devalued group = 
8.7 (± 8.7); High non-devalued group = 8.0 (± 3.2)
54
60
Low Medium High
Training group
Figure 2.2.1 Mean lever presses per minute f±SEM) on the final day of acquisition after 
varying amounts of training.
Extinction test -  lever press performance. In view of baseline differences in responding, 
the extinction data were analysed as a proportion of baseline rates and are displayed in 
Figure 2.2.2. Inspection of this figure indicates that responding in the Low training group 
was goal-directed as the animals prefed the instrumental outcome performed fewer lever 
presses per minute as a proportion of baseline compared to the non-devalued controls. 
Similarly, performance in the Medium training group appeared to be guided by outcome 
value but there was also relatively low rates of responding in the non-devalued controls 
and as such can be taken as evidence of a general suppression in responding after pre­
feeding to satiety. Conversely, lever press performance in the High training group 
appeared to be controlled by S-R habits as there was no evidence of an effect of the 
devaluation treatment in these animals; if anything responding was higher in the animals 
prefed the instrumental outcome. These observations were supported by ANOVA which
□  devalued
□ non-devalued
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revealed an effect of devaluation (F(i,42)= 9.73, p<0.05) and an effect of training (F(2,42) — 
8.33, p<0.05). Analysis of this effect with pairwise Tukey tests confirmed that the 
Medium group had overall lower response rates compared to both the Low (p<0.05) and 
the High training groups (p<0.05) but these groups did not differ (p=0.95). Significantly, 
there was also an interaction between training and devaluation (F(2,42) = 4.18, p<0.05). 
Simple effects analysis of this interaction confirmed that responding in the Low group 
was sensitive to outcome value as there was a highly significant effect of devaluation in 
these animals (F(i,\4) = 11.41, p<0.05). Similarly, there was an effect of devaluation in 
the Medium group = 6.53, /?<0.05) but responding in the overtrained animals was 
impervious to reward value (F<1). With respect to the extinction performance of the 
devalued groups, it is perhaps important to address the issue of the higher baseline rates 
in these animals compared to the non-devalued controls. As the extinction data were 
analysed as a proportion of baseline rates, it could be argued that the devaluation effects 
seen at test are a consequence of these elevated baseline rates. This is, however, most 
unlikely. The devalued animals in the High group also displayed higher baseline rates 
compared to non-devalued controls but at test there was no selective depression in lever 
press performance in animals prefed the instrumental outcome.
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Figure 2.2.2 Mean lever presses per minute as a proportion of baseline (±SEM) in the 
extinction test after pre-feeding with the instrumental outcome (devalued - white bars) or 
an alternative reinforcer (non-devalued - grey bars).
Extinction test -  magazine entry behaviour. Figure 2.2.3 displays the mean magazine 
entries per minute as a proportion of baseline during the extinction test. It is clear from 
this figure that in contrast to lever press performance, magazine approach behaviour 
remained sensitive to outcome value despite extended training. This was confirmed by 
ANOVA which yielded a main effect of devaluation CF(i,42)= 8.46, p<0.05) but no effect 
of training (F(2,24) = 1 -66, /?=0.20) and significantly no interaction between these factors 
(.F<1). These data confirm that pre-feeding to satiety had successfully devalued the 
instrumental outcome for all the training groups.
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Figure 2.2.3 Mean magazine entries per minute (±SEM) in the extinction test after pre­
feeding with the instrumental outcome ("devalued - white bars) or an alternative reinforcer
(non-devalued - grey bars).
Summary
Experiment 1 and 2 explored the effect of varying amounts of training on sensitivity of 
lever press performance to changes in reward value after pre-feeding to satiety on the 
instrumental outcome. Significantly, the experiments replicated the ubiquitous finding 
that over the course of training, instrumental performance becomes independent of the 
current value of the reinforcer as response control is ceded from A-0 associations to S-R 
habits. Furthermore in the current experiments, this effect was seen regardless of the 
reinforcement schedule employed. Flere interval schedules did not promote the more 
rapid onset of behavioural autonomy and nor did ratio schedules attenuate the onset of 
response control by S-R habits: on both schedules, robust habits developed after 
equivalent amounts of training.
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What predicts the development of S-R habits on the interval schedule employed in 
Experiment 1?
To date, it has been suggested that habits develop due to a decline in the perceived 
correlation between response and reward rates; a process that is accelerated by training 
on interval schedules as it has been argued that they more rapidly degrade the response- 
reward relationship (Dickinson, 1985). Once an animal no longer experiences variation in 
this correlation, then behavioural control is relinquished to S-R habits. According to this 
position, an animal’s performance on the response-reward rate curve should predict its 
sensitivity to outcome devaluation. After limited training animals should still be moving 
up and down the response-rate curve and hence experiencing the response-reward 
correlation. Conversely, overtrained animals should no longer be exploring the 
relationship between responding and reward delivery and hence behaviour should no 
longer be controlled by knowledge of this relationship. If overtraining of an instrumental 
response reduces the experienced correlation between behaviour and reward, there should 
be a relationship between the amount of training received and position on this curve. For 
example, in the current experiment animals in the High group would be expected to have 
reached asymptotic performance in terms of the maximum number of rewards available 
per minute (2). On the other hand, animals that were sensitive to goal-value at test (Low 
and Medium groups) should have still experienced the response-reward correlation in the 
final session of acquisition and would not be expected to have earned the maximum 
number of rewards available per minute on the RI30 schedule. To test this hypothesis,
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the position on the response-reward rate curve on the final day of acquisition of the Low, 
Medium and High groups in Experiment 1 is plotted on Figure 2.3.1.
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Figure 2.3.1 Reward-response rate function of Low. Medium and High groups on the 
final day of RI training in Experiment 1.
As is clear from this figure, there was no systematic relationship between position on this 
graph and the amount of training received. The suggestion from this figure is that there 
was a trend towards higher reward rates as response rates rose. This was confirmed 
statistically (r^ )  = 0.46, p<0.05) but it is evident that this trend was irrespective of the 
amount of training received. Indeed, partial correlations controlling for training group 
revealed an equally robust relationship between lever press and response rates (r(45) = 
0.45, p<0.05). Thus, animals in the High group had not necessarily reached asymptotic 
performance in terms of earning the maximum available rewards per minute and could 
theoretically, therefore, still experience the correlation between lever pressing and reward 
delivery. Similarly, there was no consistency in the Low and Medium groups in terms of
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position on the response-reward curve, with some animals in these groups obtaining the 
maximum number of rewards available per minute. Thus despite marked sensitivity to 
outcome value at test, animals in the Low and Medium groups may not have experienced 
changes in the behaviour-reward correlation as indexed by their position on this curve. As 
Figure 2.3.1 demonstrates that the behaviour-reward function does not vary according to 
the amount of training received, it suggests that overtraining of an instrumental response 
does not necessarily degrade this relationship. As such, these data provide little supprt for 
the proposal that changes in the behaviour-reward function are critical to the development 
of S-R habits.
Indeed, further analysis of the relationship between lever press and reward rates in the 
final training session and sensitivity to outcome devaluation in the subsequent extinction 
test confirmed that there was no predictive relationship between any of these factors. 
There was a non-significant trend towards a negative correlation between extinction 
performance and lever press rates on the final day of acquisition (tq.2) = -0.24, p= 0.25) 
but some relationship between these factors would be expected as the extinction data are 
expressed as a proportion of these lever press rates. Figure 2.3.2 displays the reward rates 
on the final day of acquisition and subsequent extinction performance for animals in the 
devalued groups. It is evident from this figure that there is no relationship between the 
average reward rate in the final session of instrumental training and sensitivity to 
outcome value after pre-feeding with the instrumental outcome (r(22) = -0.12,/?=0.57).
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Figure 2.3.2 Reward rates on the final day of acquisition and extinction performance as a 
proportion of baseline after pre-feeding with the instrumental outcome.
From these data it would appear that it is not tenable to claim that the experienced 
correlation between lever and response rates predicts subsequent sensitivity to outcome 
devaluation. There is no evidence from Experiment 1 that animals in the High devalued 
group experienced less correlation between these factors compared to the Low and 
Medium groups but these groups still demonstrated differential sensitivity to changes in 
outcome value. Of course, these correlations are based on the global rates for the final 
session of RI training. It remains possible that animals in the Low and Medium groups 
experienced greater variation in the response-reward correlation across the final session 
and hence this may account for the differential sensitivity to devaluation by specific 
satiety observed at test.
In order to account for this possibility, local response and reward rates (assessed on a 
minute by minute basis) during the final session of RI training were recorded. As an
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index of variation in these factors, the standard deviations for the local response and 
reward rates were calculated and the correlation of these with extinction performance 
after pre-feeding with the instrumental outcome was inspected. If variation in the 
experienced response-reward correlation is predictive of sensitivity to outcome 
devaluation, then the Low and Medium groups in Experiment 1 should have experienced 
greater variation in these factors compared to the High group. However, examination by 
ANOVA of the variation in reward rates across the final session for all animals revealed 
that there were no differences between the three training groups (F<1) (mean variation in 
reward rate Low group = 1.12; Medium group = 1.07; High group = 1.15). Significantly, 
there was no correlation between variation in reward rates and extinction performance in 
animals pre-fed the instrumental outcome (r(22) = 0.30,/?=0.15) and if anything there was 
a non-significant trends towards greater variation in reward rates during the final session 
in animals that subsequently displayed insensitivity to outcome devaluation. Thus the 
current data provide little or no evidence to support the assertion that reward rates and 
changes in the experienced reward rate are critical determinants of the development S-R 
habits.
However, there was some evidence that local response rates did vary as a function of the 
amount of training animals had received, with lower variation in the High training group 
relative to the Low and Medium groups (mean variation in response rate Low group = 
4.5; Medium group = 5.0; High group = 4.1), although statistically there was no evidence 
to support this observation (F(2,42) = 1-95, p=0.31). The variation (indexed by the 
standard deviation of the local response rate in the final training session) in response rates
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on the final day of acquisition and extinction performance for the animals pre-fed the 
instrumental outcome are plotted on Figure 2.3.3. The suggestion from this figure is that 
animals that experienced the greatest variation in response rates across the final session 
of training showed a more marked sensitivity to the change in reward value after pre­
feeding with the instrumental outcome. Conversely, animals that had experienced more 
stable response rates in the training session preceding the extinction test appeared to be 
less sensitive to devaluation by specific satiety.
8 -  
£  7 -
«uo
>&>T3
00
5 -
3 - 
2 -  
1 
0
AA
♦
♦
m
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Extinction performance as a proportion of baseline
m edium
0.9
Figure 2.3.3 Standard deviation of local response rates on the final day of acquisition and 
extinction performance as a proportion of baseline after pre-feeding with the instrumental 
outcome.
Inspection of Figure 2.3.4 confirms that there was a negative relationship between 
variation in response rates during the final session of instrumental training and sensitivity 
to goal-value in the subsequent extinction test (r(22) = -0.45,/K0.05).
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Figure 2.3.4 Standard deviation of local response rates on the final day of acquisition and 
extinction performance as a proportion of baseline after pre-feeding with the instrumental 
outcome.
Of course, as the extinction data were analysed as a proportion of baseline rates, a 
correlation between the response rate standard deviation and extinction performance 
would to some extent be expected. In order to account for this possibility, a partial 
correlation between these factors controlling for baseline responding was calculated. 
This revealed a statistically significant negative correlation between these factors (r(2 i) = - 
0.44, p<0.05) confirming that the degree of variation in response rates during the final 
session of instrumental acquisition predicted the sensitivity to outcome devaluation 
observed at test. Significantly, variation in response rates in the final session bore little or 
no relationship to variation in reward rates (r^i) = -0.12, p=0.59). Thus animals that 
produced more stable response rates did not necessarily experience less variation in
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reward rates. As such, the finding in the current experiment that reduced variability in 
response rates was predictive of sensitivity to outcome devaluation can not be 
characterised simply as a decline in the experienced correlation between lever pressing 
and reward delivery. However, these data do suggest that S-R habits on interval 
schedules develop as animals attain stable rates of responding.
What predicts the development of S-R habits on the ratio schedule employed in 
Experiment 2?
To date, little empirical or theoretical work has addressed the issue of ratio schedules and 
the development of S-R habits. Previous research has shown that training on interval and 
ratio schedules can promote differential sensitivity to changes in reward value; after 
equivalent amounts of training (2 sessions earning 30 reinforcers per session), a response 
trained on a ratio schedule, but not on an interval schedule, remained goal-sensitive 
(Dickinson et al., 1983). It has been suggested that this effect arises because ratio 
schedules always maintain correlated variation in response and reward rates (Dickinson, 
1985).
As discussed previously, ratio schedules establish a markedly different behaviour-reward 
function compared to interval schedules. Figure 2.4.1 displays the response and reward 
rates for the final day of instrumental training on the RR8  schedule employed in 
Experiment 2. The linear relationship between lever press rates and reward rates on ratio
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schedules is evident from this figure. As lever press rates rose, there was a concomitant 
increase in the reward rates (>(46) = 0.91 ,p<0.05).
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Figure 2.4.1 Reward-response rate function on the final day of RR training in Experiment 
2 .
As there were significant differences in baseline rates (see Figure 2.2.1 above), it follows 
that animals’ performance as measured on Figure 2.4.1 varied according to the amount of 
training received. As sensitivity to outcome devaluation also varied as a function of the 
amount of training received, baseline rates could, therefore, be expected to predict 
performance in the extinction test following pre-feeding with the instrumental outcome. 
However as is clear from Figure 2.4.2, there was no relationship between global response 
rates during the final session of instrumental training and subsequent sensitivity to 
outcome devaluation. This was confirmed statistically (r^i) -  -0.15, />=0.47). Similarly, 
global reward rates did not correlate with extinction performance (r(22) = -0.09, p=0.67).
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Figure 2.4.2 Response rates on the final day of acquisition and extinction performance as 
a proportion of baseline after pre-feeding with the instrumental outcome.
Analysis based on global rates may mask variation in local rates. As an index of variation 
in local rates, the standard deviations for the local response and reward rates (1 minute 
bins) across the final session were calculated. However, there was no evidence to suggest 
that variation in response rates during the final session predicted subsequent extinction 
performance (mean variation in response rates (±SD) Low group = 7.1 (±2.5); Medium 
group = 9.8 (±4.0); High group = 14.9 (±6.7)). (r@2) = -0.05, p=0.82). Furthermore, 
variation in reward rates during the final session of instrumental acquisition bore no 
significant relationship to sensitivity to outcome devaluation (mean variation in reward 
rates (±SD) Low group = 1.3 (±0.43); Medium group = 1.4 (±0.28); High group = 2.2 
(±0.6)). (r(22) = 0.28, p=0.18).
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Thus in contrast to the effect seen after training on an interval schedule in Experiment 1, 
within session variability in response rates did not relate to extinction performance. 
Similarly, across-session variation in response rates, as indexed by the standard deviation 
across all training sessions, did not correlate significantly with extinction performance 
(>(22) = -0.08, p=0.70). There was also no relationship between variation in reward rates 
across sessions and test performance (r^i) = -0.04, p=0.85). Figure 2.4.3 displays the 
mean lever presses per minute for the 3 training groups by session. The suggestion from 
this figure is that animals in the High group displayed a negatively accelerating 
acquisition function. There was a sharp increase in rates across the first four sessions of 
instrumental training but thereafter rates began to stabilise and eventually reached a 
plateau as animals attained some asymptote level of performance. On the other hand, 
animals in the Low and Medium group still experienced marked session by session 
increments in response rates.
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Figure 2.4.3 Mean response rates by session for the Low. Medium and High training
groups.
As on average the animals in the High group showed no sensitivity to outcome value at 
test, it would appear that S-R habits developed as a function of the decline in session by 
session changes in response rates. This was confirmed statistically. Variation in response 
rates across the final sessions of instrumental training were explored. Significant effect s 
were only found when sessions 4-9 High group, 1-6 Medium group and 1-3 Low group 
were analysed. The variation in response rates across these sessions, as indexed by the 
standard deviation, is plotted in Figure 2.4.4 against extinction performance after pre­
feeding with the instrumental outcome. It is clear from this figure that there was a 
negative relationship between variation in response rates across the final sessions of 
training and subsequent sensitivity to outcome devaluation. Statistical analysis revealed a 
significant negative correlation between these factors (r 2^2) = -0.53, p<0.05). Partial 
correlations controlling for baseline performance revealed an equally robust negative
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relationship between these factors (r(22) = -0.51, p<0.05). Similarly, partial correlations 
controlling for training group also produced a significant relationship between variation 
in response rates across the final sessions of training and extinction performance (r(22) = - 
0.53, p<0.05). However, although there was a trend towards reduced sensitivity to 
reinforcer devaluation as variation in reward rates declined, this correlation failed to 
reach statistical significance (r(22) = -0.35, p=0.96) (mean variation in reward rate (±SD) 
Low group = 1.38 (± 0.25); Medium group = 1.71 (± 0.56); High group = 0.98 (± 0.37)). 
Futhermore, parital correlations controlling for training group revealed no relationship 
between variation in reward rates and sensitivity to outcome devaluation at test (r(22) = - 
0.28,/?=0.2).
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Figure 2.4.4 Standard deviation of response rates across the final sessions of instrumental 
acquisition and extinction performance as a proportion of baseline after pre-feeding with
the instrumental outcome.
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Discussion
The simple experiments reported in this chapter examined the sensitivity of an 
instrumental response, trained either on an interval or ratio schedule, to outcome 
devaluation after varying amounts of training. The results demonstrated that overtraining 
of an instrumental response engenders behaviour that is resistant to reinforcer 
devaluation. There is now a voluminous literature indicting that over the course of 
instrumental training, response control is ceded from its consequences to its antecedents 
(e.g. Adams, 1982; Dickinson et al., 1983; Dickinson et al., 1995; Dickinson et al., 1998; 
Killcross and Coutureau, 2003; Coutureau and Killcross, 2003; Yin et al., 2004; Yin et 
al., 2006). As such, the current findings provide yet further evidence for a dual-process 
theory of instrumental performance (e.g. Dickinson 1985; Dickinson et al., 1995). 
Furthermore, the current experiments add significantly to our understanding of the 
processes involved in the transition from action to habit.
As reviewed earlier, one previous report has suggested that training on interval and ratio 
schedules promotes differential sensitivity to outcome devaluation. After limited training, 
a response trained on an interval schedule, but not a ratio schedule, was shown to be 
impervious to a change in goal-value (Dickinson et al., 1983). It has been posited that the 
differential sensitivity of responses trained on interval and ratio schedules to outcome 
devaluation is the product of the different behaviour-reward functions established by 
these schedules. In the current experiments, the different behaviour-reward function of 
these schedules was evidenced by differences in baseline response rates. Animals trained
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on ratio schedules pressed the lever at markedly higher rates than the animals trained on 
interval schedules after equivalent amounts of training. This is a ubiquitous effect that has 
been shown to persist even if the schedules are matched in terms of reward rates and the 
temporal patterning of reinforcement (e.g. Catania, Matthews, Silverman and Yohalem, 
1977; Dawson and Dickinson, 1990; Baum, 1993; Cole, 1994). This has led to 
suggestions that the difference in response rates arises from the different feedback 
functions of these schedules (e.g. Baum, 1981; Baum, 1993). Yet despite the different 
behaviour-reward functions established by these schedules, training on a ratio schedule 
did not appear to attenuate the onset of S-R habits. Similarly, there was no evidence that 
the interval schedule used in Experiment 1 promoted the more rapid onset of S-R habits 
compared to ratio schedules. Sensitivity to outcome devaluation observed after 120, 240 
and 360 response-reward pairings was comparable across the two experiments. Thus it 
would appear unlikely that habits develop simply as a function of the relationship 
between behaviour and reward. Indeed, there was no evidence in the current experiments 
to suggest that an animal’s performance as measured on the behaviour-reward curve 
predicted sensitivity to outcome devaluation.
However, the experiments reported here did reveal variation in response rates as a critical 
determinant of sensitivity to outcome devaluation. In Experiment 1, a negative 
correlation between local variation in response rates across the final session and test 
performance was found. On the ratio schedule employed in Experiment 2, responding 
became independent of the current value of the reinforcer as between-session variation in 
response rates declined. The finding that sensitivity to outcome devaluation was predicted
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by within-session variation on interval schedules but by between-session variation on 
ratio schedules is perhaps not surprising in view of the finding that ratio schedules tend to 
produce overall higher rates o f responding. As demonstrated in Experiment 1, training on 
interval schedules tends to produce a negative accelerating acquisition function as 
animals very rapidly reach near-asymptote levels of performance. Consequently, rates do 
not vary significantly across sessions. Even though overall rates were equivalent across 
the three training groups, within-session variability in response rates did decline over the 
course of training. The reverse holds for training on ratio schedules: animals tend to 
experience relatively large session by session changes in response rates early in training 
but eventually the acquisition curve plateaus as performance reaches an as asymptote. 
Furthermore, as the rate at which response rates stabilize will vary from animal to animal 
(and hence experiment to experiment), the amount of training required for habitual 
responding to emerge will also vary. This may explain the discrepancy between the 
findings reported here and previous work (Dickinson et al., 1983).
Although the exact measure that predicted test performance differed across the two 
experiments (within-session variability on interval schedules and between-session 
variability on ratio schedules), these results broadly suggest that instrumental responding 
becomes independent of reinforcer value as animals achieve a stable rate of responding. 
This finding is generally consistent with previous suggestions that habits arise due to a 
decline in the variation in behaviour (Dickinson, 1985). There was, however, no evidence 
that variation in reward rates correlated with test performance. This suggests that once a 
stable level of performance has been established, animals are no longer sensitive to
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variation in local reward rates or the molecular relationship between behaviour and 
reward. Rather, a certain level of performance becomes associated with a reliable and 
well-predicted reward rate and behaviour is relatively unaffected by minor fluctuations in 
reward rates. Recent neurophysiological evidence suggests a neural correlate for the 
observation that as response rates ceased to vary, there was a marked decline in 
sensitivity to outcome devaluation. It has been shown that over the course of habit 
learning neural activity within the sensorimotor striatum undergoes dynamic 
reorganisation but critically, once behavioural asymptote is reached, neuronal activity 
remains stable or declines during subsequent task. Neuronal activity no longer marks 
individual task elements but rather the beginning and end of the procedure is emphasised 
(Carelli, Wolske and West, 1997; Jog et al., 1999; Barnes et al., 2005). Arguably, the 
more fundamental question is perhaps not why habits develop as behaviour becomes less 
variable but rather, how this process occurs. This issue will be dealt with in Chapter 6 .
Most previous investigations into the development of S-R habits have only compared the 
performance of under- and over-trained groups. The inclusion in the current experiments 
of a Medium group allowed greater analysis o f the processes involved in the development 
of S-R habits. One of the striking aspects of the data from the Medium groups was that, 
even after 6  sessions of training on an interval schedule, animals in Experiment 1 were 
still sensitive to changes in reward value. This provides yet further evidence that training 
on interval schedules does not necessarily promote a more rapid transition from action to 
habit than ratio schedules. Furthermore, the finding in both experiments of overall lower 
responding in the Medium groups in the extinction tests relative to the other training
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groups has implications for understanding how R-0 and S-R mechanisms interact at a 
psychological level. It is known that, while reinforcer devaluation leads to a selective 
reduction in responding controlled by goal-directed actions, devaluation manipulations, 
such as pre-feeding to satiety, produce a general suppression in responding due to the 
impact of reduced motivation on S-R associations (Dickinson and Balleine, 1994; 
Dickinson et al., 1995). Thus, the relatively low rates of responding seen in the Medium 
groups at test might be taken as evidence of both the selective impact of the devaluation 
procedure on R-O associations, as well as a general suppression in performance as a 
result of the non-selective effects of the motivational shift on S-R associations. Such 
findings render interpretation of the transition from action to habit as reflecting changes 
in an animal’s knowledge about the A -0 contingency problematic. Rather, they suggest 
that the transition from action to habit involves active competition between the goal- 
directed and habit systems: as instrumental training proceeds, A -0 associations persist 
but are gradually overridden by S-R mechanisms. Indeed, the finding here that A -0 and 
S-R processes can be engaged concurrently is consistent with the results from recent 
investigations into the neural substrates of instrumental conditioning. These studies have 
revealed that dismption to the habit system abolishes response control by S-R habits and 
renders instrumental performance goal-directed (e.g. Killcross and Coutureau, 2003; 
Coutureau and Killcross, 2003; Yin et al., 2004; Yin et al., 2006).
A further notable feature of the current experiments was that magazine approach 
behaviour remained sensitive to outcome devaluation even after extensive training. This 
dissociation may reflect the greater control of magazine approach by Pavlovian rather
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than instrumental contingencies. Indeed, there is very good evidence that Pavlovian 
conditioned responses, such as magazine entry behaviour, remain sensitive to outcome 
devaluation even after extensive training (Holland, 1998; Holland, 2005). This difference 
may be related to the finding that the impact of motivational manipulations on 
instrumental performance, but not Pavlovian responses, is mediated by incentive learning 
(Balleine, 1992; Dickinson and Balleine, 1994). For example, Balleine (1992) 
demonstrated that magazine approach behaviour is immediately sensitive to changes in 
an animal’s motivational state. Alternatively, as the animals in the current experiments 
were required to push back a panel to access rewards in the magazine recess, it could be 
claimed that animals had to perform a heterogeneous chain of responses to obtain 
rewards. In this respect, it is significant that research has shown that actions proximal, but 
not distal, to rewards are sensitive to motivational manipulations (Balleine, Gamer, 
Gonzalez and Dickinson, 1995; Killcross and Blundell, 2001; Daw et al., 2005). The 
current findings are therefore consistent with previous work suggesting that Pavlovian 
and instrumental processes can be mediated by different psychological and neural 
mechanisms (e.g. Dickinson, Smith and Mirenowicz, 2000; Corbit et al., 2001; Dayan 
and Balleine, 2002; Corbit and Balleine, 2003). Significantly for the current discussion, 
the dissociation between lever press performance and magazine approach behaviour 
provides unequivocal evidence that the pre-feeding procedure successfully devalued the 
outcome in all groups.
In summary, the experiments reported here add significantly to our understanding of the 
psychological processes involved in the transition from action to habit. It has been
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demonstrated that the reinforcement schedule employed during training does not 
necessarily influence the rate at which habits develop. Significantly, the degree of 
variation in response rates has been identified as a critical determinant of sensitivity to 
outcome devaluation. Furthermore, the current findings provide preliminary evidence that 
R-0 and S-R processes can operate concurrently.
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CHAPTER 3
Experiments 3-7: The effects of changes in the schedule of 
reinforcement and reward magnitude on the sensitivity of an 
overtrained instrumental response to outcome devaluation.
The previous chapter identified variability in behaviour as a fundamental determinant of 
the transition from action to habit. These results suggested that habits developed as 
animals established a stable response rate. The experiments also provided preliminary 
behavioural evidence to suggest that A -0 associations are not lost over the course of 
training but are gradually dominated by S-R associations. The experiments reported here 
sought to explore these effects further by analysing the impact of behavioural 
manipulations on the performance of instrumental responses under the control of S-R 
habits. To date, little work has addressed the issue of what factors affect the performance 
of habitual S-R responses. For example, there is some evidence that contextual 
manipulations can disrupt S-R habits (McDonald, King and Hong,, 2001). However, 
there have been no empirical investigations of factors that influence the sensitivity of 
overtrained instrumental responses to outcome devaluation. Similarly, little or no 
behavioural data have been reported to support evidence from lesion studies that even 
after extensive training, response control can switch from habitual to goal-directed 
control (e.g. Coutureau and Killcross, 2003; Yin et al., 2006).
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Experiments 3-5 explored the effect of changes in the schedule o f reinforcement and 
reward magnitude on an overtrained instrumental response. Initially, animals received 
sufficient training (360 response-reward pairings, over 9 sessions) before experiencing 
either an upward or downward shift in these factors. In Experiment 6, animals were 
trained on a reinforcement schedule that changed every two minutes. Animals were then 
given a test of sensitivity to outcome devaluation by specific satiety. The effect o f these 
manipulations was to disrupt both response and reward rates. If responding at test is 
guided by outcome expectancy, it would suggest not only that perturbations to these 
factors can restore goal-directed responding but also that stable response and reward rates 
are critical to both the development and expression of S-R habits. Finally, Experiment 7 
explored the suggestion that extended pre-training exposure to the reinforcer facilitates 
the development of S-R habits (Adams, 1982).
Experiments 3 and 4. The effect of an up- or downward shift in the schedule of 
reinforcement on the sensitivity of an overtrained instrumental response to outcome 
devaluation after training on interval (Experiments 3a and 3b) and ratio 
(Experiment 4) schedules.
Method and Materials
Subjects
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Male Lister hooded rats were used in these experiments (Experiment 3a n = 48; 
Experiment 3b n = 32; Experiment 4 n = 48; Harlan UK Ltd., Bicester, Oxon, UK). At 
the start of behavioural test animals weighted between 243 g and 339 g. Animal care and 
husbandry were as described elsewhere.
Behavioural apparatus
Eight operant chambers (30 cm wide by 24 cm deep by 21 cm high; supplied by Med 
Associates Inc., St Albans, VT), housed in sound attenuating chambers and arranged in a 
2 x 4  array, were used. Each chamber consisted of three aluminium walls and ceiling, 
with a Perspex door serving as the fourth wall. Each chamber had a floor constructed of 
19 stainless steel rods (4.8 mm in diameter, spaced 1.6 cm apart). The chambers were 
illuminated by a 3-W houselight located at the top centre of the left wall. Food pellets (45 
mg; Formula A/I, P.J. Noyes, Lancaster, NH) were delivered into a recessed magazine 
located in the right wall of each chamber. 15% (w/v) sucrose solution was delivered via a 
dipper (vol = 0.1 ml) into the same magazine. Access to the magazine could be 
determined by means of infrared detectors mounted across the mouth of the recess. A 
flat-panel retractable lever could be inserted to the left and right of the magazine. A light 
located in the roof served as the houselight. A computer equipped with MED-PC® 
software (Med Associates Inc.) controlled the operant chambers and recorded the data.
Behavioural Training
Magazine training. Magazine training proceeded as described previously.
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Lever press training. In order to produce behaviour that would normally be insensitive to 
outcome devaluation, all animals in Experiments 3a and 3b received identical training to 
the High group in Experiment 1. The rewards were either food pellets (Noyes) or sucrose 
solution (15% w.v.). Thus after initial acquisition on a CRF schedule, animals earned 40 
rewards a session for 9 sessions on a RI30 schedule of reinforcement. Thereafter all the 
animals received a further single session again earning 40 reinforcers albeit on different 
reinforcement schedules. In this session in Experiment 3a one third of the animals earned 
the reinforcers on the same RI30 reinforcement schedule (group RI30), one third was 
switched to a richer reinforcement schedule (group RI9) and lever pressing for the final 
16 animals was now reinforced on a leaner RJ100 schedule (group RI100). Experiment 
3b proceeded in exactly the same manner except that in the 10th session half the animals 
continued to earn rewards on the RI30 schedule (group RI30) and the other half was 
switched to the leaner RI100 schedule (group RI100). In Experiment 4, after CRF 
training animals were trained for 9 sessions on a RR9 schedule earning 40 reinforcers per 
session and 360 in total (sufficient to produce habitual responding as demonstrated in 
Experiment 2). In a subsequent session, 16 animals again earned 40 reinforcers on a RR9 
schedule (group RR9) 16 now earned 40 rewards on a richer reinforcement schedule 
(group RR3) and 16 on a leaner schedule (group RR30).
Devaluation by specific satiety (Experiments 3a and 4)
Following lever press training, all animals received 1 session of specific-satiety 
devaluation extinction testing. As there is some evidence that the reduced sensitivity of
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overtrained instrumental responses to outcome devaluation can be masked by the 
excitatory potential of contextual cues, the devaluation procedures were conducted in the 
conditioning chambers (Coutureau and Killcross, 2003). On the day after final day of 
instrumental training, each rat was placed in its experimental chamber and 40 rewards 
were delivered on a RT 60-s schedule. Half the animals received presentations of the 
sucrose solution and the other the Noyes pellets. Thus half the animals were prefed the 
outcome earned during instrumental training (devalued group) and the other half an 
alternative reinforcer (non-devalued group). The house light was illuminated throughout 
this session but the lever was not available. Immediately after the cessation of this 
outcome devaluation session, the animals were removed from the chambers and any 
uneaten rewards were removed from the magazine tray. The animals were then 
transferred back to the conditioning chambers and received a 10 minute extinction test 
during which lever press responding was measured in the absence of reward delivery.
Devaluation by Lithium chloride (Experiment 3b)
In Experiment 3b, the reinforcer was devalued using conditioned taste aversion. After the 
final session of instrumental training, animals received three days of devaluation with 
lithium chloride (LiCl). On each day the rats were placed in the operant chambers and 
were given 40 free presentations of the instrumental outcome on an RT 60-sec schedule. 
Immediately after the cessation of each session, the devalued group received a 0.15M, 10 
ml/kg (i.p.) injection of LiCl solution (Sigma Chemical Co., Poole, UK) and the non­
devalued group an injection of the equivalent volume of saline. 24 hours after the final
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session of taste aversion training, animals’ sensitivity to outcome devaluation was 
assessed in an extinction test conducted as described above.
Data analysis
Statistical analysis was performed using analysis of variance (ANOVA) with between 
subject factors of the reinforcement schedule used on the final day of instrumental 
training (same, change up or change dow n) and devaluation by either specific satiety or 
LiCl (devalued versus non-devalued).
Results
Experiment 3a: The effect of an up- or downward shift in the schedule of 
reinforcement on sensitivity of an overtrained instrumental response to devaluation 
by specific satiety after training on interval schedules.
Instrumental training -  RI30 training. All animals acquired the instrumental response. 
By the 9th day of RI30 training, there was an effect of training group {F^ai) = 3.71, 
p<0.05) reflecting overall higher rates of responding in the RI9 group (Mean lever 
presses per minute (± SD) RI30 group = 14.6 (±2.9); RI9 group = 18.2 (± 3.7); RI100 
group = 16.327 (± 4.216)). Post-hoc Tukey tests revealed that that the RI9 group 
responded at higher rates than the RI30 (p<0.05). As group allocation was made prior to 
training and until this point all animals had been trained on the same RI30 reinforcement
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schedule, this difference simply reflects baseline differences in response rates rather than 
any experimental manipulation. Significantly, there was no effect o f intended devaluation 
or an interaction between this factor and the reinforcement schedule to be used in 10th 
session (both Fs<l). Moreover, there were no differences in magazine entry behaviour 
between any of the groups (all Fs<l).
Instrumental training -  change in reinforcement schedule. On the 10th day of 
instrumental training the two experimental groups were exposed to a different 
reinforcement schedule (either RI9 or RI100) and the Same group continued to earn 
rewards on the RI30 schedule. In terms of lever presses per minute (see Figure 3.1.1), this 
manipulation was without effect as there was no effect o f reinforcement schedule, 
intended devaluation or any interaction (all Fs <1). Moreover, total lever presses differed 
considerably between the three groups (F(2)42) = 65.44, p<0.05) (Mean total lever presses 
(± SD): RI30 group = 305.5 (± 87.9); RI9 group = 110.9 (± 21.9); RI100 group = 869.6 
(± 322.1)). Post-hoc Tukey tests confirmed that the total number of lever presses in RI9 
group was significantly lower than both the RI30 group (p<0.05) and the RI100 group 
(p<0.05) and that RI30 and RI100 also differed (p<0.05). Again, there were no effects of 
devaluation or any interaction (both Fs<l). Critically, as is clear from Figure 3.1.1, 
response rates were disrupted relative to baseline levels in the two groups that 
experienced a change in reinforcement schedule. ANOVA confirmed that rates did differ 
across the 2 sessions (F( 1,42) = 105.97, /?<0.05). The decline in rates was most pronounced 
in the two experimental groups as there was a session x schedule interaction (F(2,42) = 
7.55, p<0.05). Simple effects confirmed that there was a significant fall in rates relative to
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baseline in the animals exposed to the RI9 schedule CF(i,i4) = 63.83, /K0.05) and the 
RI100 schedule CF(i,i4) = 49.29,p<0.05).
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Figure 3.1.1. Mean lever presses per minute (±SEM) before (white bars) and afterfgrev 
bars) the change in reinforcement schedule.
Extinction test -  lever press performance. The mean lever presses per minute as a 
proportion of response rates during the session 10 (i.e. when animals experienced a 
change in reinforcement schedule) are presented in Figure 3.1.2. As expected, inspection 
of this figure reveals that instrumental performance in the animals consistently trained on 
a RI30 schedule was habitual as there was no selective effect of the pre-feeding 
procedure. However, a switch to a richer reinforcement schedule appeared to restore 
goal-sensitivity as the devalued RI9 group showed a clear suppression in lever press rates 
compared to the non-devalued RI9 animals. Conversely, the direction of the devaluation 
effect was reversed in the RI100 animals so that rates were higher in the devalued group
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relative to the non-devalued group. This is description of the data was partially supported 
by ANOVA which yielded no effect of devaluation (F<1) but an effect of schedule (F(2,42) 
= 3.8, p<0.05). Post-hoc Tukey tests of this effect supported the impression from Figure 
3.1.1 of overall higher rates in the RI9 group but only compared to the RI100 group 
(p<0.05); none of the other comparisons was statistically significant (p>0.05). There was 
also an interaction between devaluation and reinforcement schedule (F(2,42) = 3-81, 
p<0.05). Exploration of this interaction by simple effects confirmed that devalued and 
non-devalued response rates were equivalent in the RI30 group (F<1) but the RI9 group 
was goal-sensitive as animals prefed the instrumental outcome showed a selective 
suppression in response rates compared to non-devalued controls = 5.23, p<0.05).
Despite the suggestion from Figure 3.1.1, there was no statistical evidence for an effect of 
the devaluation procedure in the RI100 (F(i,i4) = 2.56, p=0.13).
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Figure 3.1.2 Mean lever presses per minute as a proportion of baseline (±SEM) in the 
extinction test after pre-feeding with the instrumental outcome (devalued - white bars! or 
an alternative reinforcer (non-devalued - grey barsV
Extinction test -  magazine entry performance. Despite the differential sensitivity to 
outcome devaluation of lever pressing, magazine approach behaviour remained sensitive 
to devaluation by specific satiety in all groups. ANOVA confirmed an effect of 
devaluation = 7.17, p<0.05) but no effect of reinforcement schedule and no
interaction between these factors (both Fs<l) (Mean magazine entries per minute as a 
proportion of baseline (± SD): devalued RI30 group = 0.34 (± 0.24); non-devalued RI30 
group = 0.65 (± 0.31); devalued RI9 group = 0.32 (± 0.2); non-devalued RI9 group = 0.49 
(± 0.34); devalued RI100 group = 0.42 (± 0.21); non-devalued RI100 group = 0.61 (± 
0.37).
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Experiment 3b: The effect of a downward shift in the schedule of reinforcement on 
sensitivity of an overtrained instrumental response to devaluation by LiCl after 
training on interval schedules.
In the previous experiment animals that had received sufficient training to produce 
habitual performance and then switched to a richer reinforcement schedule (RI9) were 
sensitive to outcome devaluation by specific satiety. Animals that received one session on 
a RI100 reinforcement schedule, on the other hand, showed an increase in responding 
after pre-feeding with the instrumental outcome. The switch to such a lean schedule of 
reinforcement may have produced conditions akin to extinction and hence the increase in 
responding relative to non-devalued performance after pre-feeding with the instrumental 
outcome could be interpreted as a reinstatement effect, and as such may be taken as 
evidence of goal-sensitivity. Statistically, however, the increase in devalued performance 
relative to non-devalued performance was not significant. Experiment 3b aimed to 
provide further evidence that downward shifts in the schedule of reinforcement reinstate 
goal-directed responding to over-trained instrumental responses by again examining the 
effects of reinforcer devaluation on instrumental performance after 9 sessions of RI30 
training followed by a single session of RI100 training. However, by employing a more 
potent method of reinforcer devaluation (LiCl-induced gastric-malaise), unequivocal 
evidence of outcome expectancy could be sought.
Instrumental training -  RI30 training. All animals acquired the instrumental response and 
by the 9th day of RI30 training there was no effect of intended devaluation,
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reinforcement schedule nor an interaction between these factors (all / rs<l) (Mean lever 
presses per minute (± SD): RI30 group = 18.9 (±4.3); RI100 group = 19.9 (±3.8). 
Similarly there was no effect of either factor on magazine entry behaviour and no 
interaction (highest = 1.84,/?=0.19).
Instrumental training — change in reinforcement schedule. Analysis of lever press rates 
during the session in which the experimental group was reinforced on a R I100 schedule, 
revealed a non-significant trend towards lower response rates in the RI100 group (F ^ s )  = 
3.21, p=0.08) but no effect of intended devaluation (F<1) nor any interaction between 
group and devaluation (F ^ s) = 1.4, />=0.25). Subsequent analysis in terms of the total 
responses required to earn 40 reinforcers confirmed a highly significant effect of the 
change in schedule (F ^ s)  = 139.73, /?<0.05) but no effect of devaluation (F<1) nor an 
interaction CF(i,28) = 1-49, p=0.23) (Mean total lever presses (±SD): RI30 group = 400.8 
(± 84.1); RI100 group = 1100.5 (±391.5)). Figure 3.1.3 displays the mean lever presses 
per minute on the final day of RI30 training and on the 10th day of training when the 
RI100 group experienced the change in reinforcement schedule. It is clear from this 
figure that this shift in schedule produced a reduction in rates relative to baseline. 
ANOVA yielded a main effect of session (F(ij28)= 25.18, /?<0.05) but also an interaction 
between this factor and reinforcements schedule (F(i,28) = 7.73, p<0.05). Simple effects 
confirmed that while rates across the 2 sessions did not vary in the animals that did not 
experience a change in reinforcement schedule (F’c l) , rates were markedly lower in the 
RI100 group after the change in schedule (F(i(i4) = 30.41, p<0.05). Furthermore as is clear
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from Figure 3.13, response rates in the RI100 group were lower compared to the RI30 
group on the 10th day of training (F(i>i4)7.79,p<0.05).
25
b  20
u§)
& 15
-  10 uV►
J  5
— r ~
-L
□  b a s e l in e
□ change
RI30 RI100
Training group
Figure 3.1.3 Mean lever presses per minute (±SEM) before (white bars) and after (grey 
bars) the change in reinforcement schedule.
Extinction test -  lever press performance. The mean lever presses per minute as a 
proportion of response rates during session 10 (i.e. session change on Figure 3.1.3.) in 
Figure 3.1.4. It is clear from this figure that lever press performance in the animals that 
had consistently been trained on a RI30 schedule was controlled by S-R habits as there 
was no effect of the devaluation treatment on responding. Conversely, the animals that 
experienced one session on the leaner RI100 schedule appeared to be goal-directed as 
evidenced by the marked suppression in lever press rates of the devalued group relative to 
the non-devalued group. This description of the data was supported statistically by an
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effect of schedule (F ^s) = 7.81, /?<0.05), devaluation (/r(i,28) = 9.72, /?<0.05) and 
critically an interaction between these two factors (F(\,2&) = 4.33, /><0.05). Subsequent 
simple effects analysis of this interaction confirmed response control by outcome 
expectancy in the RI100 animals (F^m) = 13.56, /?<0.05) but not in the animals 
consistently reinforced on a RI30 schedule (F< 1).
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Figure 3.1.4 Mean lever presses per minute as a proportion of baseline f±SEM) in the 
extinction test after devaluation by LiCl (devalued - white bars! or no devaluation (non­
devalued - grey bars).
Extinction test -  magazine entry performance. In contrast to lever pressing, magazine 
approach behaviour in all animals was sensitive to devaluation by LiCl. ANOVA yielded 
no effect of reinforcement schedule (F<1), a main effect of devaluation (F ^ s)  = 9.76, 
/?<0.05) and significantly no interaction between these factors (F<1) (Mean magazine 
entries per minute as a proportion of baseline (±SD): devalued RI30 group = 0.58
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(±0.13); non-devalued RI30 group = 0.86 (±0.29); devalued RI100 group = 0.41 (±0.24); 
non-devalued RI100 group = 0.93 (±0.61)).
Experiment 4: The effect of an up- or downward shift in the schedule of 
reinforcement on sensitivity of an overtrained instrumental response to devaluation 
by specific satiety after training on ratio schedules.
Instrumental training -  RR9 training. All animals acquired the instrumental response, 
and by the 9th session there were no differences between groups. ANOVA revealed no 
effect of intended schedule change (F(2,ai) = 1-92, p=0.16), intended devaluation nor an 
interaction (both Fs< l) (mean lever presses per minute (±SD) RR9 group = 47.5 (± 13.5); 
RR3 group = 44.8 (± 15.3); RR30 group = 38.8 (± 8.4). Similarly there were no effects 
on magazine entry behaviour (all Fs<l) (mean magazine entries per minute (±SD): RR9 
group = 7.4 (±5.7); RR3 group = 8.0 (±3.0); RR30 group = 5.9 (±6.0)).
Instrumental training — change in reinforcement schedule. On the next day animals 
experienced no change in reinforcement schedule (group RR9) or were switched to either 
a richer (RR3) or leaner (RR30) ratio schedule. 7 of the 16 animals failed to maintain 
responding on the RR30 schedule and consequently the RR30 group was no longer 
considered for statistical analysis. Analysis of the remaining 2 groups (groups RR9 and 
RR3) revealed that the switch to a richer reinforcement schedule produced a marked 
reduction in lever press rates compared to controls that continued to be reinforced on the
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RR9 schedule (^(1,28) = 29.65,/?<0.05) (mean lever presses per minute RR9 group = 45.3; 
RR3 group = 28.2) but there was no effect o f intended devaluation (F(i;28) = 2.96, p= 
0.10) nor an interaction (F<1). Magazine entry behaviour was, however, unaffected by 
the change in reinforcement schedule as there was no effect of the change (F ^ s )  = 1-67, 
p= 0.21), devaluation (F<1) nor an interaction (F(i,28) = 2.69, p= 0.12). Figure 3.2.1 
displays the mean lever presses per minutes for the 9th (baseline) and 10th sessions 
(change). Comparison of lever press rates across these sessions revealed an effect of 
session (F ^ s)  = 9.51, p<0.05). Critically, there was an interaction between this factor 
and the change in reinforcement schedule (F ^ s)  = 5.93, p<0.05). As expected, lever 
press rates in the group that was consistently trained on the RR9 schedule were 
equivalent across these 2 sessions (F<1) but the shift to the RR3 schedule produced a 
significant decrease in rates (F(i,i4) = 15.23, p<0.05).
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Figure 3.2.1 Mean lever presses per minute (±SEM) before (white bars) and after fgrev 
bars) the change in reinforcement schedule.
Extinction test -  lever press performance. Figure 3.2.2 displays the mean lever presses 
per minute as a proportion of rates during session 10 (i.e. session change) in the 
extinction test after pre-feeding with either the instrumental outcome (white bars) or an 
alternative reinforcer (non-devalued - grey bars). The suggestion from this figure is that 
the change in reinforcement schedule produced behaviour that was sensitive to the 
current value of the reinforcer as revealed by the selective effect of pre-feeding in these 
animals. The performance of the animals consistently trained on the RR9 appeared to be 
independent of this value as there was no effect of the devaluation in the animals prefed 
the instrumental outcome. This description of the data was supported by statistical 
analysis. ANOVA yielded no effect of schedule CF(i,28) = 2.22, /?=0.15) nor an effect of 
devaluation (/r(i>28) = 2.06, p= 0.16) but an interaction between the two (F(i528) = 5.80,
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/?<0.05). Simple effects confirmed goal-directed response control in the RR3 CF(i,i4) = 
7.33, p<0.05) but not in the RR9 group (F<1). Similarly, there was no effect of schedule 
in the animals prefed the instrumental outcome (F< 1) but non-devalued performance 
differed across the two training groups (/r(i,i4) = 7.53, p<0.05) perhaps reflecting the 
differential impact of motivational shifts on goal-directed and habitual responding. 
However, this effect may be attributable to baseline differences seen during the 10th 
session of training when the RR3 group experienced a shift in reinforcement schedule 
(see above). These differences may render comparisons across the two training groups 
problematic. Nevertheless, this can not account for the differential sensitivity o f the RR9 
and RR3 groups to outcome value seen at test. The critical comparisons are between 
devalued and non-devalued performance in each of the two training groups. The 
devaluation effect in the RR3 group arises because of the reduced rates in the RR3 
animals prefed the instrumental outcome relative to the non-devalued RR3 group. As 
both RR3 groups displayed lower response rates during the 10th session of instrumental 
training compared to both RR9 groups, the selective effect seen in the devalued RR3 
group can not be attributed to these baseline differences.
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Figure 3.2.2 Mean lever presses per minute as a proportion of baseline f±SEM) in the 
extinction test after pre-feeding with the instrumental outcome (devalued - white bars) or 
an alternative reinforcer (non-devalued - grey bars).
Extinction test -  magazine entry performance. Magazine approach behaviour was 
sensitive to goal-value in both training groups as there was an effect of devaluation 
CF(i,28) = 8.36, /?<0.05), no effect of schedule (F^g) = 2.89, /?=0.1) nor any interaction 
(F(i,28) = 1.29, /?=0.27) (Mean magazine entries per minute as a proportion of baseline 
(±SD): devalued RR9 group = 0.478 (±0.21); non-devalued RR9 group = 1.0 (±0.64); 
devalued RR3 group = 0.41 (±0.20); non-devalued RR3 group = 0.63 (±0.49)).
Experiment 5. The effect of changes in reinforcer magnitude on the sensitivity of an 
overtrained instrumental response to outcome devaluation.
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The previous experiments demonstrated that switching to a learner or richer 
reinforcement schedule can produce behaviour that is sensitive to manipulations in goal- 
value even after extensive training. The results demonstrate that perturbations to both 
reward predictability and response rates disrupt the normal goal-insensitivity of over­
trained instrumental responses. As such these data suggest that consistency in these 
factors contribute to the process whereby S-R habits come to dominate instrumental 
performance. In order to provide further support for this position, Experiment 5 assessed 
the effect of changes in reward magnitude on the sensitivity of an extensively trained 
instrumental response to outcome devaluation.
Method and Materials
Subjects
The subjects were 48 experimentally naive male Lister-hooded rats of mean weight 267g 
at the beginning of the experiment (range 244 -  302g). Animal care and handling was 
the same as in previous experiments.
Behavioural apparatus
The experiment was conducted in the same chambers as described for Experiments 3a 
and 3b.
Behavioural Training
Magazine training. Magazine training proceeded as described previously.
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Lever press training. Animals were assigned to one of three groups (Same, Up and 
Down). During the initial acquisition (2 days of CRF training and 9 days of RI30 
training) the Same and Up groups earned 1 pellet and the Down group 3 pellets each time 
a response was rewarded. Half the animals earned standard Noyes pellets and the other 
half sucrose pellets (counterbalanced across experimental conditions). As with previous 
experiments, in each of the 9 RI30 sessions 40 responses were rewarded. In a tenth 
session, animals in the Same group continued to earn 1 pellet for every rewarded 
response. The Up group experienced an increase in reward magnitude and now earned 3 
pellets for every rewarded response, while the Down group was subject to a reduction in 
reward magnitude and earned 1 pellet instead of 3, per rewarded response. In this final 
session the reinforcement schedule (RI30) and the number of response-reward pairings 
(40) was identical to the previous 9 sessions.
Devaluation by specific satiety
A test of goal-sensitivity by specific satiety was conducted as described for Experiment 
3a, but lasted only 8 minutes.
Data analysis
The data were subject to ANOVA with between subject factor of training group (same, 
up or down) and devaluation (devalued or non-devalued). As the standard deviation was 
proportional to the mean, logarithmic transformations were performed on the raw scores 
from the final day of acquisition and the extinction test. Extinction performance is
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expressed as a proportion of these transformed data. (Howell, 2002). (Correlation before 
transformation r^A) = 0.723, /?<0.05; after r (24) = -0.170,/?=0.426).
Results
Instrumental training -  RI30 training. All the animals acquired the initial instrumental 
response but as is clear from Figure 3.3.1 at different rates. The Down group, which 
earned 3 pellets per rewarded response displayed overall lower rates of responding 
compared to animals that received only 1 pellet. This is consistent with previous findings 
that on interval, but not ratio schedules, increases in reward magnitude can attenuate 
response rates (Reed, 1991). ANOVA supported this observation as there was a main 
effect of training group (F ^ ai) = 6.61, p<0.05). Post hoc Tukey tests confirmed that 
responding in the Down group was lower than both the Up (p<0.05) and Same groups 
(p<0.05) but these groups did not differ (p=0.992). There was, however, no effect of 
intended devaluation CF<1) nor any interaction (F<1). Furthermore, analysis of magazine 
entry behaviour on 9th day of training revealed no effects (highest F(2 ,a i )  = 1-07, p= 0.35) 
(mean magazine entries per minute (± SD): Same group = 8 .8  (±1.7); Up group = 9.9(± 
4.1); Down group = 10.4 (±2.6).
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Figure 3.3.1 Mean lever presses per minute f±SEM) on the 9th day of RI3Q training for 
groups earning 1 (Same and Up) or 3 reinforcers (Down).
Instrumental training -  change in reinforcer magnitude. In the next session animals 
experienced a change in reinforcer magnitude so that the Up group now earned 3 pellets 
and the Down group 1 per rewarded response. Controls experienced no change (Same 
group). As is clear from Figure 3.3.2 the change in reinforcer magnitude led to reduced 
responding in the Up group and conversely an increase in the Down group. This 
description of the data was confirmed statistically by ANOVA which yielded an effect of 
training group (F(2;42) = 10.44, /?<0.05), no effect of intended devaluation (F(i>42) = 2.2, 
/?=0.15) and no interaction between these factors (F<1). Tukey tests confirmed that the 
Up group responded at lower rates compared to both the Same (p<0.05) and the Down 
group (p<0.05) but rates in these groups did not differ (p=0.16). Similarly, the change in 
reinforcer magnitude also impacted on magazine approach behaviour as there was an 
effect of training (F(2j42) = 5.55, p<0.05) but no effect of intended devaluation or any
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interaction (both Fs< \). Tukey tests revealed that responding in the Up (p<0.05) and 
Down groups (p<0.05) was elevated compared to the Same group but the two groups that 
experienced a change in reward magnitude responded at equivalent rates (p=0.84) (mean 
magazine entries per minute (± SD): Same group = 8.0 (± 2.0); Up group = 11.6 (± 4.1); 
Down group = 10.95 (± 3.0)).
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Figure 3.3.2 Mean lever presses per minute f±SEM) after no change (Same), an upward 
(Up) or downward shift (Down) in reinforcer magnitude.
A within subject comparison of lever press rates on the final day of acquisition and after 
the change in reinforcer magnitude (compare Figures 3.3.1 and 3.3.2) confirmed the 
change disrupted response rates (F(i,42) = 5.6, /?<0.05). Significantly, there was a session 
x change interaction (F(2,42) = 19.8, /?<0.05). Simple effects analysis of this interaction 
revealed that response rates in the Same group were comparable across the 2 sessions 
(F< 1) but the increase in reward magnitude led to a marked reduction in rates in the Up
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group relative to baseline (F ^ i^  = 40.4, /?<0.05). On the other hand, the reduction in 
reward magnitude resulted in higher rates in the Down group relative to baseline 
performance (F ^ m) = 4.73,p<0.05).
Extinction test -  lever press performance. The mean lever presses per minute as a 
proportion of responding in session 10 test are displayed in Figure 3.3.3. Inspection of 
this figure suggests that the responding of animals which had been consistently reinforced 
with 1 pellet (group Same) was controlled by S-R habits as there was no effect of the pre­
feeding treatment in these animals. However, animals which experienced a change in 
reinforcer magnitude appeared to be sensitive to the manipulation in goal-value as 
evidenced by reduced responding in the devalued relative to the non-devalued groups. 
This effect was particularly pronounced in the group that experienced an upward shift in 
reward magnitude from 1 to 3 pellets per rewarded response. ANOVA supported these 
observations. There was a marginally non-significant trend towards lower responding in 
the animals prefed the instrumental outcome (F( 1,42) = 3.89, p=0.06) and a significant 
effect of the change in reinforcer magnitude (F(2,42) = 10.90, /?<0.05). Tukey tests 
demonstrated that this effect reflected overall higher rates in the Up group compared to 
both the Same (p<0.05) and Down groups (p<0.05). Furthermore, ANOVA confirmed 
that the change in reward magnitude led to differential sensitivity of lever pressing to the 
reinforcer devaluation procedure (F(2,42) = 3.41,/?<0.05). Simple effects analysis of this 
interaction supported the impression from Figure 3.3.3 that there was no effect of 
devaluation in the Same group (F<1). Although there was no statistical evidence for an 
effect in the Down group (F^m) = 1.83, p=0.2), the upward shift in reinforcer magnitude 
restored goal-sensitivity as there was a selective suppression in responding by animals
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prefed the instrumental outcome compared to animals prefed the alternative reinforcer 
(.F(i i4) = 8.21, /t<0.05). Furthermore, there was no effect of the change in reinforcer 
magnitude on devalued performance (F(2,21) = 1.67, p= 0.21) but non-devalued 
performance did differ across the 3 training groups (F<2,21) = 12.63, p<0.05). Subsequent 
analysis of this effect with Tukey tests revealed that non-devalued performance in the Up 
group was elevated compared to the Same (p<0.05) and Down groups (p<0.05). These 
differences may reflect non-selective drive effects of the pre-feeding manipulation on 
habitual performance compared to the selective effects seen on goal-directed responding 
in the Up group. Alternatively, the effect on non-devalued performance may be due to 
differences in baseline rates (see Figure 3.3.2). However the differential impact of the 
devaluation procedure on performance can not be attributed to baseline differences in 
response rates.
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Figure 3.3.3 Mean lever presses per minute as a proportion of baseline (±SEM) in the 
extinction test after pre-feeding with the instrumental outcome (devalued - white bars) or 
an alternative reinforcer (non-devalued - grey bars).
Extinction test -  magazine entry performance. Magazine entry behaviour was unaffected 
by any of the experimental factors. There was no effect of the change in reinforcer 
magnitude CF<1), devaluation CF<1) nor any interaction (F< 1). (Mean magazine entries 
per minute as a proportion of baseline (± SD): Same devalued group = 0.64 (± 0.35); 
Same non-devalued group = 0.67 (± 0.29); Up devalued group = 0.81 (± 0.45); Up non- 
devalued group = 0.73 (± 0.36); Down devalued group = 0.54 (± 0.23); Down non- 
devalued group = 0.68 (± 0.35).
Experiment 6. The effect of a varying RI schedule on the sensitivity of an 
overtrained instrumental response to outcome devaluation.
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The previous experiments demonstrated that animals given sufficient training to produce 
habitual responding but then exposed to either a change in reinforcement schedule or 
reward magnitude were sensitive to outcome devaluation. The effect of these 
manipulations was to disrupt both response and reward rates. These data support the 
findings from Chapter 2 that habits develop as animals achieve stable rates of 
performance and hence a predictable and reliable reward rate. In order to explore this 
possibility further, the Experiment 6 sought to prevent animals from experiencing a 
consistent reward rate by exposing them to a constantly varying schedule of 
reinforcement. If S-R habits develop as animals establish a predictable and reliable 
relationship between behaviour and reward, then animals that do not experience a 
consistent schedule of reinforcement should remain sensitive to changes in reward value 
even after extended training. Experiment 6 compared the sensitivity to outcome 
devaluation of animals that had received the same number of response-reward pairings 
(360) but were trained on either a static or varying reinforcement schedule.
Method and Materials
Subjects
The subjects were 48 experimentally naive male Lister-hooded rats of mean weight 28 lg  
at the beginning of the experiment (range 244 -  312g). Animal care and handling was 
the same as in previous experiments.
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Behavioural apparatus
The experiment was conducted in the same chambers as described for Experiment 3. 
Behavioural Training
Magazine training. Magazine training proceeded as described previously.
Lever press training. As described elsewhere, animals received 2 days of CRF training. 
Thereafter half the animals (group Static) received identical training sessions to the High 
group in Experiment 1. Thus, the Static group received 9 sessions of training on a RI30, 
schedule earning 40 reinforcers in each session. The experimental group (group Varying) 
also received 9 sessions earning 40 reinforcers in each. However these animals were 
exposed to a reinforcement schedule that varied during each of these sessions. The 
computer control system randomly selected a value in a range from 5 to 120 (in 
increments of 5) and this value was set as the RI schedule for a two-minute period. After 
each two minute period had passed, the computer reset the RI schedule and a new value 
was randomly selected. This process continued until the animal had earned 40 
reinforcers. Thus the maximum number of reinforcers an animal could potentially earn in 
any given two-minute period varied considerably (from 1 to 24) but the average of this 
range was approximately equivalent to the maximum number of reinforcers obtainable on 
a RI30 schedule in a two-minute period (4).
Devaluation by specific satiety
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All animals then received 1 session of specific-satiety devaluation extinction testing 
during which lever press and magazine entry behaviours were assessed. Devaluation by 
specific satiety and extinction testing proceeded in the same manner as the other 
experiments in Chapter 3.
Data analysis
Statistical analysis was performed using analysis of variance (ANOVA) with between 
subject factors of reinforcement schedule employed during training (either static or 
varying) and devaluation by specific satiety (devalued versus non-devalued).
Results
Instrumental training. Training proceeded smoothly with all animals acquiring the 
instrumental response. By the end of the nine sessions, there was overall higher rates of 
responding in the Varying group compared to the Static group (mean lever presses per 
minute (±SD): Varying group = 20.3 (±7. 6); Static group = 15.7 (±6.0)). ANOVA 
revealed a main effect of training regime (F(i>44) = 5.44, p<0.05) but no effect of intended 
devaluation (F<1) or an interaction between these factors (T7^ )  = 1.91, p= 0.ll). 
Similarly on the final day of acquisition there were marginally higher rates of magazine 
entry in the Varying group (mean magazine entries per minute (±SD): Varying group = 
12.2 (±4.7); Static group = 10.3(±5.1)) but the difference failed to reach statistical 
significance (/^(i,44) = 1.77, p=0.19). Furthermore, there was no effect of intended 
devaluation group on baseline magazine approach behaviour or an interaction (both
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Fs<l). It is significant to note that as well responding at higher rates, the Varying group 
experienced greater variation in response rates across the 9 sessions of training compared 
to the Static group. This was confirmed by analysis of the standard deviation of response 
rates across the 9 sessions of instrumental training (7(46)= 2.6 p<0.05) (mean variation in 
response rates (±SD) Varying group = 5.07 (±2.24); Static group = 3.66 (±1.45). 
Similarly, a t-test confirmed that the mean variation in the rate of reinforcement across 
the 9 sessions of training was statistically significantly higher in the Varying group 
compared to the Static group {t^e) =7.35, p<0.05) (mean variation in reinforcement rate 
(±SD) Varying group = 0.93 (±0.38); Static group = 0.34 (0.11)).
Extinction test -  lever press performance. Figure 3.4.1 displays the lever press per 
minute as a proportion of baseline responding for both training groups during the 10- 
minute extinction test. The impression from this figure is that the devaluation treatment 
had a non-selective effect on responding in the Static group. Rates were comparable 
across the two devaluation groups and as such can be taken as evidence of response 
control by S-R habits. In stark contrast however, animals with the equivalent exposure to 
the reinforcer as the Static group but earned on a constantly varying RI schedule, 
appeared to be goal-directed as evidenced by a selective depression in responding by 
animals prefed the instrumental outcome. This description of the data was supported by 
ANOVA which yielded no effect of reinforcement schedule (F(i,44) = 1.67, p= 0.2) nor 
devaluation (F ^^) = 3.82, p=0.06) but critically an interaction between these factors 
(E(i,44) = 5.49, p<0.05). Further analysis with simple effects confirmed a robust
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devaluation effect in the Varying group ( F ^ )  = 9.0, /?<0.05) but none in the Static group 
(F<1).
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Figure 3.4.1 Mean lever presses per minute as a proportion of baseline (±SEM) in the 
extinction test after pre-feeding with the instrumental outcome (devalued - white bars) or 
an alternative reinforcer (non-devalued - grey bars).
Extinction test -  magazine entry performance. Analysis of magazine approach behaviour 
during the extinction test revealed no effect of reinforcement schedule (F<1) but an effect 
of devaluation (F(i)44) = 6.16, /?<0.05). Significantly, this effect was unaffected by the 
reinforcement schedule employed during training as there was no interaction between 
these factors (F<1) (Mean magazine entries per minute as a proportion of baseline (±SD): 
Varying devalued group = 0.47 (±0.29); Varying non-devalued group = 0.86 (±0.74); 
Static devalued group =0.58 (±0.23); Static non-devalued group =0.89 (±0.68)).
110
Experiment 7. The effect of varying the rate of reward delivery on the disruption of 
goal-directed actions by pre-exposure to the reinforcer.
Research has shown that extended pre-training exposure to the reinforcer can render 
instrumental performance insensitive to motivational shifts even when the response has 
only been moderately trained (e.g. Adams, 1982; Dickinson et al., 1995). It has been 
suggested that the effect of non-contingent exposure to the instrumental outcome on 
subsequent sensitivity of an instrumental response to devaluation is the result of 
processes akin to those that underlie learned helplessness (Maier and Seligman, 1976). 
The experiments reported here have suggested that certainty of reward delivery may be a 
crucial factor underpinning the transition from action to habit. According to this position 
as the reward rate becomes well-predicted, response control is relinquished to the habit 
system. Thus, a possible alternative interpretation of the pre-exposure effect may be that 
non-contingent reinforcer presentations establish a context in which the rate of reward 
delivery is certain. Experiment 6 demonstrated that varying the reinforcement schedule 
during instrumental training disrupted the normal process whereby S-R habits come to 
dominate behavioural expression. The current experiment sought to examine whether 
manipulating the rate of non-contingent reinforcer presentations would prevent the 
accelerated formation of S-R habits after pre-training exposure to the instrumental 
outcome. Thus in Experiment 7, the sensitivity of instrumental responding to devaluation 
by specific satiety was indexed after extended pre-training exposure to the reinforcer 
delivered at a constant or varying rate. This was compared to the performance of animals 
that received no pre-training exposure.
I l l
Method and Materials
Subjects
The subjects were 48 experimentally naive male Lister-hooded rats of mean weight 243g 
at the beginning of the experiment (range 213 -  289g). Animal care and handling was 
the same as in previous experiments.
Behavioural apparatus
The experiment was conducted in the same chambers as the ones described in Chapter 2. 
Behavioural Training
Magazine training. Magazine training proceeded as described previously.
CRF training. After 2 days of magazine training, all animals received one session of lever 
press training reinforced on a CRF schedule. The session terminated when animals had 
earned a total of 50 reinforcers.
Extended magazine training. The control animals (no extended exposure group) received 
no training for the next 9 days and remained in their home cages. Animals in the Static 
and Varying groups received 9 days of non-contingent reinforcer presentations. Animals 
were placed in the conditioning chambers and the houselight came on to mark the 
beginning of the session. The lever was not available during these sessions. Animals then 
received 40 non-contingent reward deliveries either on a fixed RT-30 seconds schedule
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(group Static) or a varying RT schedule (group Varying). As in the previous experiment, 
every 2 minutes the computer randomly selected a number between 5 and 120 and until 
the next 2-minute period had elapsed, this value represented the RT schedule (see 
experiment 6 for details). Once the animals had received 40 presentations, the houselight 
went out and the session was terminated.
Lever press training. After the final day of extended magazine training, all animals 
(including controls) received one session of instrumental training reinforced on a RR5 
schedule. As with previous experiments, animals earned 40 reinforcers in this session.
Devaluation by specific satiety.
One day after the RR5 training, an extinction testing following devaluation by specific 
satiety was conducted.
Data analysis
Statistical analysis was performed using analysis of variance (ANOVA) with between 
subject factors of pre-training exposure (static rate of exposure, varying rate of exposure 
or no extended exposure) and devaluation by specific satiety (devalued versus non- 
devalued).
Results
Instrumental training. All animals acquired the instrumental response during the single 
RR5 session at the same rate. ANOVA yielded no effect extended exposure to the
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reinforcer {F ^ i)  = 1-13, /?=0.33), intended devaluation (F(i>42) = 1.73, p=0.2) nor an 
interaction between these factors (F<1) (Mean lever presses per minute (±SD): Varying 
group = 10.4 (±3.6); Static group = 11.0 (±4.1); no exposure = 12.4 (±4.1). Similarly 
magazine entry behaviour was unaffected by any of these factors (all F ’s<l) (Mean 
magazine entries per minute (±SD): Varying group = 6.5 (±5.1); Static group = 5.9 
(±3.0); no exposure = 6.9 (±2.9).
Extinction test -  lever press performance. The lever presses per minute as a proportion 
of baseline are presented in Figure 3.4.1. It is clear from this figure that in contrast to 
previous reports (e.g. Adams, 1982) non-contingent exposure to the reinforcer failed to 
disrupt the selective sensitivity of less pressing to outcome devaluation. Similarly, the 
rate of delivery during reward exposure had no effect on lever press performance and if 
anything sensitivity to outcome devaluation was attenuated in the Varying group. 
ANOVA confirmed that instrumental performance in all animals was controlled by goal- 
directed A -0 associations as there was an effect of devaluation (F( i)42) = 9.64,/?<0.05) but 
no effect of pre-training exposure. Significantly, there was no evidence of differential 
sensitivity to outcome devaluation across the three training groups as there was no 
devaluation x exposure interaction (both Fs<l).
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Figure 3.4.1 Mean lever presses per minute as a proportion of baseline (±SEM) in the 
extinction test after pre-feeding with the instrumental outcome f devalued - white bars) or 
an alternative reinforcer (non-devalued - grey barsl.
Extinction test -  magazine entry performance. Similarly, magazine approach behaviour 
during the extinction test was guided by outcome expectancy in all groups as evidenced 
by an effect of devaluation ( F ^ )  = 5.96,/?<0.05) but no effect of pre-exposure (F(2,42) = 
1.65,/?=0.21), nor any interaction (F<1).
D iscussion
□  devalued
□  non-devalued
The experiments reported here explored the effect of various manipulations on the 
sensitivity of overtrained lever press performance to outcome devaluation either by 
specific satiety or conditioned taste aversion (Experiment 3b only). Experiments 3 and 4
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examined the effect of changes in the schedule of reinforcement on instrumental 
responses that had been given extended training on either interval or ratio schedules. As 
expected, animals that were consistently trained on the same schedule of reinforcement 
were resistant to reinforcer devaluation. However, switching animals to either a richer or 
leaner reinforcement schedule for one session appeared to disrupt the normal overtraining 
effect and restore goal-sensitivity in these animals. This was seen after training on both 
interval and ratio schedules. Similarly, in Experiment 5 changes in reward magnitude 
appeared to restore goal-directed responding even after extended instrumental training.
It is striking that despite extensive training, animals in Experiments 3-5 were acutely 
sensitive to changes to the response-reward contingency. As such, these results suggest 
that overtraining an instrumental response does not necessarily degrade the response- 
reward relationship or that an animal’s knowledge of this relationship changes over the 
course of training. However, following previous suggestions that habits develop as 
animals no longer experience the behaviour-reward correlation (e.g. Dickinson, 1985), it 
could of course be argued that the manipulations to the schedule of reinforcement in 
Experiments 3-4 provided animals with renewed experience of this relationship and 
hence account for these animals’ sensitivity to reinforcer devaluation. For example, it is 
clear that the increase in the schedule of reinforcement in Experiments 3a and 4 (groups 
RI9 and RR3) re-exposed animals to a strong positive relationship between behaviour and 
reward. However, animals that experienced a decrease in the schedule of reinforcement 
(RI100 groups) were equally sensitive to goal-value at test, even though the shift to a 
leaner reinforcement schedule may have further weakened the relationship between
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behaviour and reward. Furthermore, Experiment 5 did not change the behaviour-reward 
function per se, as responses continued to be rewarded on a RI30 schedule of 
reinforcement and yet these animals were sensitive to reinforcer devaluation. As these 
manipulations did not influence the behaviour-reward relationship uniformly (i.e. some 
manipulations may have strengthened this relationship but others may have weakened it), 
it is unlikely that their effects on this relationship can account for the restoration of goal- 
responding observed in Experiments 3-5.
The effect of all these manipulations was to disrupt well-established instrumental 
performance. Chapter 2 identified variation in response rates as critical to the 
development of S-R habits. In Experiments 1 and 2, habits appeared to develop as 
response rates ceased to vary. This would suggest that animals in the current experiments 
were sensitive to outcome value at test because manipulations to the schedule of 
reinforcement and reward magnitude disrupted the stable rates of responding that had 
been established over the previous 9 sessions of instrumental training. This position is 
further supported by the finding that decreasing reward magnitude in Experiment 5 (from 
3 to 1) did not disrupt instrumental performance to the same extent as the upward shift 
and at test the Down group showed little or no sensitivity to outcome devaluation. 
Experiment 6 took a different approach; rather than disrupting well-established 
instrumental performance, it sought to offset the development of S-R habits by exposing 
animals to a constantly changing schedule of reinforcement during training. If the 
development of habits is simply the product of extended response practice or exposure to 
the reinforcer, then animals in the Varying group in Experiment 6 should have shown the
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normal overtraining effect of resistance to reinforcer devaluation. However, instrumental 
performance in these animals remained sensitive to changes in goal-value even after 9 
sessions of training. This manipulation prevented animals from ever establishing and 
experiencing stable response and reward rates. Indeed, animals in the Varying group 
experienced greater variability in response rates across the 9 sessions of instrumental 
training compared to the group consistently reinforced on a RJ30 schedule of 
reinforcement. As such, the results from Experiment 6 provide further evidence that 
variation in these factors is critical to the transition from action to habit. A further notable 
feature of this experiment was the finding that the Varying group produced higher rates 
of responding during acquisition compared to controls. This is significant because it 
contrasts with the effects on response rates of the changes to reinforcement schedule and 
reward magnitude in Experiments 3-5, as these manipulations tended to lower rather than 
increase rates. Despite these higher rates, animals in Experiment 6 failed to develop 
habitual responding. This demonstrates that whether or not these manipulations increased 
or decreased baseline response rates, they produced equivalent effects on sensitivity to 
outcome devaluation at test.
The current experiments provide important insights into the behavioural processes 
involved in the development of S-R habits. They demonstrate unequivocally that habits 
are not simply the product of response repetition. For example, animals in the RI100 
groups in Experiment 3a and 3b, as well as the Varying group in Experiment 6, pressed 
the lever significantly more than control animals and yet were still sensitive to outcome 
devaluation at test. On the other hand, these results also show that low response rates are
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not necessarily associated with sensitivity to reinforcer devaluation. Thus neither the 
extent of response practice nor the absolute level of responding predicted animals’ 
sensitivity to changes in reward value. Furthermore, these data demonstrate that 
increased exposure to the reinforcer is not sufficient to render instrumental performance 
habitual. In all the current experiments, animals received equivalent exposure to the 
reinforcer as controls (400 rewards in Experiments 3-5, 360 rewards in Experiment 6) but 
still showed differentially sensitivity to outcome devaluation at test. This is further 
supported by the results from the final experiment in this chapter. In contrast to previous 
research, Experiment 7 failed to find any evidence that extended pre-training exposure to 
the reinforcer facilitates habit formation.
What these experiments do demonstrate is that variation in response and reward rates are 
critical to the establishment of S-R habits. Manipulations that disrupted instrumental 
performance appeared to restore goal-directed responding in overtrained animals. As 
such, these findings are consistent with those from Chapter 2 that revealed that habitual 
responding emerged as both within and between session variation in response rates 
declined. These results are also consistent with the suggestion that habits develop as a 
stable rate of responding becomes associated with a reliable and well-predicted reward 
rate. Disrupting stable rates would render moribund the reliable estimation of the 
relationship between a certain level of responding and reward established over the 
previous 9 sessions of training. For example, the sudden switch in reinforcement schedule 
would presumably lead to the unexpected occurrence or omission o f rewards. Similarly, 
the constantly varying reinforcement schedule in Experiment 6 would prevent animals
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from establishing a stable and predictable relationship between their behaviour and 
reward delivery. These issues will be considered in greater depth in Chapter 6.
It is perhaps important to address the reasons why the manipulations introduced in 
Experiments 3-5 disrupted instrumental performance. Interestingly, the effect of the 
changes in reinforcement schedule introduced in Experiments 3-4 was to lower response 
rates relative to baseline regardless of whether the schedule of reinforcement was 
increased or decreased. Although the decline in response rates that accompanied the 
switch to a leaner rate of reinforcement is predicted by both the Law of Effect and molar 
correlational theories of instrumental performance (e.g. Baum, 1981), the finding that 
increasing the rate of reinforcement led to reduced response rates is perhaps surprising. 
However, there is some evidence that increasing the reinforcement schedule on both 
interval and ratio schedules does cause a downturn in response rates (e.g. Allison, 1980; 
Baum, 1981). It has been argued that the downturn in response rates as the reinforcement 
schedule is increased, may reflect an attempt to maintain a certain reinforcement rate (e.g. 
Ettinger at al., 1987) or more simply greater time spent consuming rewards (Baum, 
1981). Whatever the merits of these arguments, for the current discussion it is significant 
that the effect of these manipulations was to disrupt response rates.
Similarly in Experiment 5, changes in reward magnitude appeared to disrupt instrumental 
performance. Previous investigations into the effect of varying reward magnitude on 
instrumental responding have produced mixed results, with some research showing that 
increasing reward magnitude tends to lead to higher response rates while others have
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found the opposite pattern of results (see Reed, 1991). Nevertheless, the finding in 
Experiment 5 that animals reinforced with 3 pellets (Down group) during acquisition 
pressed the lever at rates lower than animals earning 1 pellet (Same and Up groups) is 
consistent with the results from Reed’s study (1991) that on interval schedules, but not 
ratio schedules, larger reward magnitudes are associated with lower response rates. This 
was confirmed in Experiment 5 when animals experienced a change in reward magnitude 
on the 10th day of instrumental training. In this session, animals that had previously 
earned 1 pellet per rewarded response, now received 3 and rates in these animals dropped 
compared to baseline levels. Conversely, when the number of reinforcers delivered per 
rewarded response was increased (Up group from 1 to 3 pellets per rewarded response), 
there was a decline in response rates relative to baseline. Thus the effect of the changes in 
reward magnitude in the 10th session was either to increase or decrease response rates 
relative to those established over the 9 previous sessions. Significantly in a subsequent 
test of goal-sensitivity, responding in animals that experienced a shift in reward 
magnitude was shown to be guided by the current value of the reinforcer. Perhaps more 
revealing was the finding that animals in the Up group, which experienced the greatest 
change in response rates relative to baseline, showed the greatest sensitivity to goal-value 
at test.
In summary, the findings from the current experiments support the conclusion from 
Chapter 2 that variability in behaviour is a critical determinant of the transition from 
action to habit. Furthermore, these results provide behavioural evidence that A-O 
associations are not irretrievably lost over the course of instrumental training, and that A-
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O processes can exert control of behaviour that would normally be modulated by S-R 
mechanisms. Thus at both the psychological and neural level, there is considerable 
evidence for the existence of systems that support both the performance of goal-directed 
actions and S-R habits. Significantly, the current findings highlight factors that contribute 
to the dominance of one system over the other.
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CHAPTER 4
Experiments 8-9: The effect of pre- and post-training amphetamine 
exposure on the sensitivity of a moderately trained instrumental 
response to outcome devaluation.
As discussed in the Chapter 1, there is good evidence from human studies that dopamine 
is involved in the transition from goal-directed actions to habits. For example, the finding 
that patients with Parkinson’s disease are impaired on procedural learning tasks would 
suggest that dopamine is fundamental to the consolidation and execution of S-R learning. 
However, evidence from studies involving laboratory rats has been far from definitive. 
The imperspicuity of the evidence obtained from rodents does not negate the findings 
from human studies but is more the product of methodological shortcomings, and in 
particular, the failure to probe the associative structure underpinning apparent habitual 
behaviours. The aim of the current experiments, therefore, was to seek further empirical 
support for dopaminergic modulation of habit formation. By testing animals in a 
reinforcer devaluation task, the associative structure of any observed behaviour could be 
explicitly demonstrated and hence the procedural failings of previous experiments could 
be obviated.
In the current experiments we assessed the effect of sensitization of dopaminergic 
systems on the control of goal-directed behaviour and sought evidence that increased
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dopamine transmission would enhance habit formation. Sensitization to the effects of 
psychomotor stimulants, such as amphetamine, develops following repeated exposure 
(e.g. Robinson and Becker, 1986). The main behavioural manifestation of sensitization is 
a progressive and enduring enhancement of the psychomotor activating effects of 
psychostimulants as well as a potentiation of their reinforcing and incentive motivational 
properties (Stewart and Badiani, 1993; Robinson and Berridge, 1993). Coupled with 
persisting behavioural consequences, repeated exposure to psychostimulants induces 
long-term neural adaptions within brain areas that subserve learning and memory 
functions, including the prefrontal cortex, amygdala and hippocampus as well as the 
mesolimbic and mesostriatal dopamine systems. (Vanderschuren and Kalivas, 2000; 
Everitt and Wolf, 2002; Robinson and Kolb, 2004). Indeed, it has been widely reported 
that sensitization with psychostimulants leads to enhanced appetitive Pavlovian 
conditioned responding (Harmer and Phillips, 1998; Harmer and Phillips, 1999; Taylor 
and Horger, 1999; Taylor and Jentsch, 2001; Phillips, Harmer and Hitchcott, 2002). 
Similarly repeated intermittent administration of combined Di and D2 agonists, such as 
amphetamine, has been shown to produce exaggerated activity and severe streotypies and 
consequently sensitization has been widely used to model repetitive behaviours 
associated with neuropsychiatric disorders such as obsessive-compulsive disorder and 
Tourette’s Syndrome (Canales and Graybiel, 2000; Capper-Loup, Canales, Kadaba and 
Graybiel, 2002; Saka, Goodrich, Harlan, Madras and Graybiel, 2004). Furthermore, a 
recent study has reported dismption of the effects of outcome devaluation on Pavlovian- 
conditioned magazine approach after sensitization with cocaine (Schoenbaum and 
Setlow, 2005). Taken together these findings suggest that sensitization may provide a
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valid method of probing the neuropharmacological processes involved in the transition 
from action to habit.
The current experiments examined the effects o f amphetamine pre-treatment on animals’ 
ability to produce goal-directed actions, determining whether sensitization of 
dopaminergic systems accelerates the dominance of S-R habits. The performance of 
amphetamine-exposed rats was compared with vehicle controls in a reinforcer 
devaluation task after limited training. Dopamine has been implicated in many cognitive 
processes (e.g. Robbins, 2005) and has a well-established role in motor control; as such it 
is important to dissociate any effects on associative learning from non-associative 
processes such as attention, motivation and sensorimotor function. In concert with this, to 
assess whether effects were mediated by learning or performance of the instrumental 
response, we measured sensitivity to outcome devaluation in animals exposed to 
amphetamine before (Experiment 8) or after training (Experiment 9).
Materials and Methods
Experiments 8 and 9: Pre- and post-training amphetamine sensitization and 
instrumental devaluation by specific satiety and lithium chloride-induced nausea.
Subjects
32, naive, male, hooded Lister rats (Harlan UK Ltd., Bicester, Oxon, UK) were used in 
Experiment 8. At the beginning of the experiment their mean ad libitum weight was 277
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g (range, 255-323 g). The subjects in Experiment 9 were 32, naive, male, hooded Lister 
rats, with a mean ad libitum weight of 288g (range, 275-318g). Animal care and holding 
conditions were as described elsewhere.
Drugs
^-Amphetamine sulphate (Sigma Chemical Co., Poole, UK) was dissolved in sterile 
phosphate buffered saline (PBS). PBS was also used for control vehicle injections. Doses 
of ^-amphetamine sulphate, 2mg/kg (sensitizing treatment) and 0.5 mg/kg (activity 
assay), were calculated as the salt.
Apparatus
The experiments were conducted in the chambers described previously. The reinforcers 
used were 20% w/v sucrose solution flavoured with grape Kool-Aid (0.05% w/v) and 
20% w/v maltodextrin solution flavoured with cherry Kool-Aid (0.05% w/v) 
(Cybercandy Ltd., London, UK). Pilot studies indicated that in normal rats these 
reinforcers were well matched for motivational value but could be easily discriminated. 
Sensitization.
Rats received intra-peritoneal (i.p.) injections of 2mg/kg ^/-amphetamine sulphate 
(amphetamine sensitized group) or the equivalent volume of vehicle PBS (control group), 
once per day for 7 consecutive days. Rats were returned to their home cages immediately 
after each injection. Over a seven-day injection-free period, animals in Experiment 8 
were reduced to 80% of their ad libitum weight, prior to the start o f behavioural training. 
One rat in Experiment 8 died during sensitization treatment so that 31 rats in total (15 
vehicle controls and 16 amphetamine exposed rats) proceeded to the training stage.
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Animals in Experiment 9 were reduced to 80% of their ad libitum weight before 
undergoing behavioural training. On the completion of this training, the rats received the 
sensitization treatment followed by a seven-day-injection-free period prior to testing. 
Although there was a minor difference in the period of time between cessation of 
amphetamine injections and the start of devaluation testing between Experiments 8 and 9 
(14 and 11 days respectively), this is unlikely to influence the assessment of sensitization, 
which has been shown to have profound behavioural effects across weeks and even 
months (Vanderschuren and Kalivas, 2000).
Behavioural training
In Experiment 8, following the sensitization procedure each animal was assigned to one 
of the eight conditioning chambers, and thereafter was always trained in that chamber. At 
the start of each session, the house light came on and remained on throughout the session. 
The house light went out at the end of each session. Training consisted of two stages: 
magazine training and lever press training. This was followed by extinction tests after 
devaluation by specific satiety and lithium chloride-induced nausea. In Experiment 9, 
animals received training prior to the sensitization treatment, then received extinction 
tests after devaluation by lithium chloride-induced nausea.
Magazine training. Magazine training proceeded as described earlier. Half the animals 
were trained to collect the sucrose solution and the other half the maltodextrin solution 
(counter-balanced across treatment and devaluation groups).
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Lever press training. Lever press training was conducted as for the Low group in 
Experiment 1. Thus after 2 sessions of CRF training, animals received 3 sessions on a 
RI30 schedule, earning 40 rewards in each session.
Alternative reinforcer. As we planned to test the animals’ sensitivity to outcome 
devaluation, and in order to ensure that the non-devalued group readily consumed an 
alternative reinforcer in pre-feeding sessions, we equated the animals’ exposure to two 
reinforcers. In addition to the reinforcers earned in lever press sessions, each rat received 
three sessions during which 40 presentations of the alternative reinforcer were made on a 
random time (RT) 30-second schedule. The lever was withdrawn during these sessions. 
Half the animals were exposed to the alternative reinforcer in the afternoon following 
morning lever press training, and the other half received alternative reinforcer sessions in 
the morning prior to lever press training in the afternoon (counter-balanced across 
treatment and devaluation groups).
Devaluation by specific satiety (Experiment 8 only)
All animals then received one session of devaluation by specific satiety followed by an 
extinction test during which lever presses and magazine entry behaviour were assessed. 
Animals were placed in feeding cages and given free access for one hour to either the 
instrumental outcome (Devalued group) or the alternative reinforcer (Non-devalued 
group). Immediately following this pre-feeding session, the animals were transferred to 
the conditioning chambers and received an 8-minute extinction test in the absence of
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reward delivery. The lever was present during this session, but no reinforcers were 
delivered.
Devaluation by lithium chloride (Experiments 8 and 9)
Reminder session. As the animals had been through the extinction test above, rats in 
Experiment 8 received a reminder session on the day after the test. Animals were given 
one session in which they lever-pressed to earn a total of 40 rewards. The reminder 
session was identical to the initial sessions of instrumental training.
Thereafter, animals received three days of devaluation with lithium chloride (LiCl). On 
each day the rats were placed in the operant chambers and were given 40 free 
presentations of either the instrumental outcome (devalued group) or the alternative 
reinforcer (non-devalued group) on an RT 30-second schedule. Immediately after the 
cessation of each session, the devalued group received a 0.15M, 10 ml/kg i.p. injection of 
LiCl solution (Sigma Chemical Co., Poole, UK) and the non-devalued group an injection 
of the equivalent volume of saline. 24 hours after the final session of taste aversion 
training, animals’ sensitivity to outcome devaluation was assessed in a further 8-minute 
extinction test in the absence of reward delivery. This was conducted as described above.
Re-acquisition test. In order to demonstrate that the devalued group had acquired an 
aversion to the instrumental outcome, all rats underwent a 15-minute re-acquisition test. 
The animals were placed in the conditioning chambers and lever pressed to earn the 
instrumental outcome on an RI 30-second schedule.
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Activity assay. To confirm sensitization, all animals were administered a 0.5 mg/kg i.p. 
amphetamine challenge before assessment of levels of locomotor activity. These tests 
occurred immediately following the re-acquisition tests. Activity was monitored using 
eight chambers (56 cm wide x 39 cm deep x 19 cm high). Activity within each chamber 
was recorded with pairs of photobeams situated 20 cm apart and 18 cm from the end of 
the cage, connected to a control box (Paul Fray, Cambridge, UK). Each beam break 
resulted in an incremental count for that chamber and was recorded by an Acorn 
computer programmed in BBC Basic. Locomotor activity was measured (total number of 
photobeam breaks) for 30 minutes.
Data analysis
Statistical analysis was performed using analysis of variance (ANOVA) with between 
subject factors of devaluation (devalued versus non-devalued) and sensitization treatment 
(either sensitized or vehicle controls). As the standard deviation was proportional to the 
mean, the extinction data were subject to logarithmic transformation (Howell, 2002).
Results
Experiment 8: The effect of pre-training amphetamine exposure on the sensitivity of 
a moderately trained instrumental response to outcome devaluation by specific 
satiety.
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Instrumental training. All the rats acquired the initial instrumental response at the same 
rate (data not shown). Significantly, by the end of the three days of training, there were 
no differences in baseline responding due to pre-treatment with amphetamine (mean 
responses per minute (±SD) vehicle to-be-devalued group = 10.3 (±3); vehicle to-be­
valued group = 10.7 (±3.2); amphetamine to-be-devalued group = 9.2 (±2.2); 
amphetamine to-be-valued group = 9.2 (±2.8)). This was confirmed by ANOVA which 
revealed no effect of amphetamine treatment (F<1), devaluation group =1.57,
p=0.22) nor an interaction between these two factors (F<1) and suggests that baseline 
differences are unlikely to account for any effects of amphetamine in subsequent 
extinction tests. Similarly, there was no effect of amphetamine exposure on magazine 
entry behaviour. There was no effect of treatment, intended devaluation or an interaction 
(highest F(i,27) = 2.807, p=0.11) (mean magazine entries per minute (±SD) vehicle to-be- 
devalued group = 6.0 (±2.7); vehicle to-be-valued group = 5.5 (±1.5); amphetamine to- 
be-devalued group = 7.2 (±2.1); amphetamine to-be-valued group = 5.4 (±1.3)).
Lever press extinction test performance. The mean response rates per minute as a 
proportion of baseline (which did not differ -  see above for details) for the eight minutes 
of the extinction test are presented in the Figure 4.1.1. This suggests that vehicle pre­
treated animals’ lever press performance was sensitive to the current value of the goal. 
Thus, the vehicle-injected control group performed fewer lever presses as a proportion of 
their baseline rates after pre-feeding with the instrumental outcome (devalued -  white 
bars) compared to those pre-fed the alternative reinforcer (non-devalued -  grey bars). 
Conversely, the performance of the amphetamine-sensitized animals was not goal-
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directed as demonstrated by their failure to show sensitivity to the change in reward 
value. The devalued group pressed the lever at an equivalent rate to the non-devalued 
group, suggesting that their responding was insensitive to goal value and habitual.
This description of the data was confirmed by statistical analysis. ANOVA yielded no 
effect of devaluation (F(i>27)=2.99,/7=0.1) nor treatment (F< 1), but critically a significant 
treatment x devaluation interaction (F(i,27) =4.23, p<0.05). Simple effects analysis 
revealed that devalued and non-devalued performance differed in the vehicle-injected 
control group (F (isi3)=6.92, /?<0.05) but not in the amphetamine-sensitized animals (F< 
1).
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Figure 4.1.1 Mean lever presses per minute as a proportion of baseline teSEM) in the 
extinction test after pre-feeding with the instrumental outcome (devalued - white bars) or 
an alternative reinforcer (non-devalued - grey bars).
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Magazine entry extinction test performance. Figure 4.1.2 shows magazine entry 
behaviour during the extinction test. Preliminary analysis revealed no effect of treatment 
on baseline levels of magazine entry. This figure indicates that pre-feeding produced a 
decrease in magazine entry behaviour in both treatment groups but that this effect was 
more marked in the vehicle controls. Statistically, ANOVA revealed only a main effect of 
devaluation (F (i,27)=4.96, p<0.05) but no effect of treatment (F<1) nor an interaction 
(F(1,27)= U ,p= 03).
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Figure 4.1.2 Mean magazine entries per minute as a proportion of baseline (±SEM) in the 
extinction test after pre-feeding with the instrumental outcome fdevalued - white bars) or
an alternative reinforcer (non-devalued - grey bars).
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Experiment 8: The effect of pre-training amphetamine exposure on the sensitivity of 
a moderately trained instrumental response to outcome devaluation by lithium 
chloride.
In the test above, amphetamine-sensitized animals pre-fed the instrumental outcome 
showed no devaluation effect, indicating that responding was habitual rather than goal- 
directed. In this respect, the amphetamine sensitized rats’ lever press performance mirrors 
that of overtrained rats (e.g. Adams, 1982) or the responding of animals with lesions to 
the prelimbic cortex (Balleine and Dickinson, 1998; Killcross and Coutureau, 2003). 
However, devaluation procedures do impact on magazine approach behaviour in rats’ 
whose lever press performance is habitual (Killcross and Coutureau, 2003). Although 
there was an effect of devaluation on magazine entry behaviour in the amphetamine- 
sensitized animals reported here, it is evident from Figure 4.1.2 that this effect was small. 
It is known that sensitization with psychostimulants such as amphetamine leads to 
increased salience attribution to rewards and associated cues (Berridge and Robinson, 
1998) and causes increased ‘wanting’ rather than ‘liking’ for associated rewards (Wyvell 
and Berridge, 2001). Thus, the lack of a devaluation effect in animals pre-treated with 
amphetamine shown above may not have been the result of the accelerated learning o f S- 
R associations, but rather due to the failure of the pre-feeding procedure to devalue the 
outcome sufficiently. Conditioned taste aversion, induced by lithium chloride, produces 
far more robust devaluation effects in normal animals compared to pre-feeding with the 
instrumental outcome. In this test we re-assessed the animals’ sensitivity to changes in
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goal value but after pairing the reward with LiCl-induced illness. Furthermore, the level 
of aversion to the reinforcer could be assessed in a subsequent re-acquisition test.
Reminder session. As with the initial instrumental training, amphetamine-sensitized rats 
pressed at comparable rates to the vehicle controls (mean responses per minute (±SD) 
vehicle to-be-devalued group = 10.8 (±2.8); vehicle to-be-valued group = 7.9 (±2.5); 
amphetamine to-be-devalued group = 9.3 (±4.1); amphetamine to-be-valued group =10.1 
(±2.7)). Statistical analysis revealed no effect of treatment, devaluation or interaction 
(highest F(i>27) = 2.78, p  = 0.11).
Lever press extinction test performance. Figure 4.1.3 displays the instrumental 
performance during the 8-minute extinction test for the vehicle-injected control group 
and the amphetamine-sensitized rats as a proportion of their baseline responding. In the 
vehicle-injected control groups, test performance showed a marked reduction in 
responding after conditioned aversion training (devalued -  white bars) relative to animals 
that had not been averted from that outcome (non-devalued -  grey bars). By contrast, 
lever press performance of the amphetamine pre-treated group appeared to be impervious 
to the change in the goal value. The amphetamine-sensitized rats averted from the 
instrumental reward, showed comparable levels of responding to that of sensitized rats 
not averted from the reinforcer.
An ANOVA with treatment and devaluation as factors supported this observation. There 
was a main effect of treatment (F (i,27)= 9.71, p<0.05) and of devaluation (F (i,27)= 11.63, 
p<0.05) but crucially also a highly significant interaction between these two factors
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(^(i,27) = 8.22, /?<0.05). Simple effects analysis of this interaction confirmed that the 
devalued vehicle-injected group showed a marked suppression in lever press responding 
compared to the non-devalued vehicle-injected animals (^ ( 1,13) = 19.05,/?<0.05), but that 
there was no effect of devaluation in amphetamine-sensitized rats (F<1). Further simple 
effects analysis revealed an effect of amphetamine treatment in the devalued groups (F 
(i,i3) = 17.31, /?<0.05) but not in the non-devalued groups (F<1).
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Figure 4.1.3 Mean lever presses per minute as a proportion of baseline (±SEM) in the 
extinction test after devaluation by LiCl (devalued - white bars) or no devaluation (non- 
devalued - grey bars).
Magazine entry extinction test performance The mean magazine entries per minute, as a 
proportion of baseline, during the extinction test following taste aversion training are 
shown in of Figure 4.1.4. Inspection of this figure reveals that the animals with an 
aversion to the reinforcer performed considerably fewer magazine entries compared to
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the non-devalued controls. This was confirmed by ANOVA which yielded a highly 
significant main effect of devaluation (F (1,27) = 41.57, /K0.05). It is also clear from 
Figure 4.1.4 that there were overall higher levels of magazine entry behaviour in the 
amphetamine-sensitized rats compared to the vehicle controls: ANOVA revealed a main 
effect of treatment (F( 1,27) = 11.53,/?<0.05). However, the extent o f the devaluation effect 
in the sensitized animals was equivalent to that seen in the vehicle-injected control 
animals, as demonstrated by the lack of a treatment x devaluation interaction (F<1). 
Hence, sensitization with amphetamine did not influence the ability of LiCl to produce a 
devaluation of magazine entry behaviour. This contrasts with the effects of LiCl 
devaluation on instrumental responding (see above) and suggests that magazine entry 
behaviour and lever press performance may be subserved by dissociable neural and 
psychological processes.
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Figure 4.1.4 Mean magazine entries per minute as a proportion of baseline in the 
extinction test after devaluation by LiCl (devalued - white bars) or no devaluation (non- 
devalued grey bars).
Reacquisition test - Lever press performance. The results of the reacquisition test 
confirmed that the LiCl injections had successfully devalued the instrumental outcome in 
both drug treatment groups. The mean lever presses per minute for the rewarded re­
acquisition test are presented in the Figure 4.1.5. This indicates that compared to the non- 
devalued control group, the devalued group performed considerably fewer lever presses 
in the 15-minute rewarded test. Statistical analysis by ANOVA produced a highly 
significant main effect of devaluation (Tr (ij27) -  89.75, /K0.05). The trend towards higher 
levels of responding in the amphetamine-sensitized group was maintained in the 
reacquisition test (F (i,27) = 14.70, p<0.05) but again the level of devaluation in these 
animals was comparable to that seen in the drug-naive rats as there was no treatment x
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devaluation interaction CF<1). These results stand in marked contrast to the results of the 
extinction test, and, like the results for magazine approach above, indicate that the 
devaluation procedure was just as effective in sensitized animals as it was in the control 
group. This contrast between extinction and reacquisition tests also highlights an 
important feature of devaluation experiments; whereas extinction tests can provide 
evidence for the strength of reward expectation in goal-directed responding, lowered 
performance in reacquisition tests can reflect either the devaluation of goal-directed 
actions or the direct punishment of S-R associations by the presentation of the nausea- 
inducing outcome.
□ devalued
□ non-devalued
Vehicle Amphetamine
Treatment group
Figure 4.1.5 Mean lever presses per minute (±SEM) in the rewarded reacquisition test 
after devaluation with LiCl f devalued - white bars) or no devaluation (non-devalued - 
grey bars).
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Reacquisition test -  Magazine entry behaviour. The effectiveness o f the LiCl treatment 
in devaluing the instrumental reward is further supported by analysis of magazine entry 
behaviour in the reacquisition test. The mean responses per minute (±SD) were: devalued 
vehicle group = 0.5 (±0.21); non-devalued vehicle group = 5.6 (±1.5); devalued 
amphetamine group = 2.8 (±1.1); non-devalued amphetamine group = 7.9(±4.5). Both 
devalued groups showed a marked suppression in magazine entries compared to the non- 
devalued groups. ANOVA revealed a main effect of devaluation (F^\,27) = 35.12, /?<0.05). 
The amphetamine-sensitized animals again displayed higher levels of magazine entry 
behaviour {F^^i) = 6.88, p<0.05), but this heightened activity did not influence the level 
of devaluation in these animals (no treatment x devaluation interaction, F<1).
Activity assay. After the completion of behavioural training, rats in both the vehicle- and 
amphetamine-treated groups received a 0.5 mg/kg amphetamine challenge immediately 
prior to assessment of locomotor activity in order to confirm the presence of psychomotor 
sensitization. In the first 15 minutes of the activity assay, amphetamine-treated rats 
showed enhanced locomotor activity (mean total photobeam breaks (±SD) = 314.5 
(±111.9)) relative to the vehicle treated controls (mean total photobeam breaks = 230.1 
(±107.4)). ANOVA yielded a significant main effect of treatment (F(i,29) -  4.59, p<0.05); 
confirming that amphetamine pre-treatment had successfully sensitized these animals. 
We also examined correlations between the locomotor activity in response to the 
amphetamine challenge in the devalued sensitized animals and lever press performance in 
the 2 extinction tests. Locomotor activity in the sensitization assay bore no relationship
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either to performance after devaluation by specific satiety (r= 0.1, /f=0.81), or after 
devaluation by LiCl (r= 0.03,/?=0.94). Hence, the failure to detect sensitivity to outcome 
devaluation in these animals is unlikely to be explained simply in terms of increased 
locomotor activity.
Experiment 9: The effect of post-training amphetamine exposure on the sensitivity 
of a moderately trained instrumental response to outcome devaluation by lithium 
chloride.
In Experiment 8 we demonstrated that animals that had been sensitized with 
amphetamine failed to alter their lever press performance in response to a change in the 
value of the reinforcer, brought about by pre-feeding with the instrumental outcome and 
pairing the reward with illness. These results indicate that in sensitized animals, 
instrumental responding was not goal-directed but rather stimulus-driven and habitual. 
However, whether the effect of sensitization was one on learning or performance of the 
response was confounded in this experiment. Sensitizing the animals after the initial 
training would allow these two possibilities to be dissociated. In Experiment 9, therefore, 
the sensitization treatment was conducted following initial lever press training. Following 
a week of recovery, the sensitivity of rats to outcome devaluation was assessed by pairing 
the reward with lithium chloride prior to an extinction test. If animals’ responding in this 
test is independent of the current value of the goal, it would suggest that the sensitization 
treatment had had an effect on the performance or expression of the instrumental action. 
If the effect of sensitization is restricted to the acquisition phase of instrumental learning,
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we would expect the animals to continue to show sensitivity to the changed value of the 
reinforcer.
Instrumental training. Training proceeded smoothly with all animals acquiring the 
instrumental response at the same rate (data not shown). By the end of training there were 
no differences in lever press responding between animals allocated to the amphetamine 
sensitization group and vehicle-injected control group, no effect of devaluation nor an 
interaction (highest F(i,28) = 2.19, p=0.15) (mean responses per minute (±SD) vehicle to- 
be-devalued group = 11.0 (±1.6); vehicle to-be-valued group = 12.8 (±1.3); amphetamine 
to-be-devalued group = 12.0 (±3.3); amphetamine to-be-valued group = 11.7 (±1.1)).
Lever press extinction test performance. The mean lever presses per minute as a 
proportion of baseline for the 8 minutes of the extinction test are displayed in Figure 
4.2.1. This suggests that irrespective of drug treatment, all animals with the devalued 
reinforcer (white bars) showed a marked reduction in lever pressing relative to the non- 
devalued group (grey bars). This description of the data was confirmed statistically by 
ANOVA with between subjects factors of sensitization treatment and devaluation group. 
The post-training amphetamine treatment had no effect on animals’ sensitivity to 
outcome devaluation as there was a highly significant main effect of devaluation (F (i>28) 
= 43.1, /K0.05) but no interaction (F<1). There was a trend for overall higher responding 
in the amphetamine sensitized group but it failed to reach the level of rejection of the null 
hypothesis (F(i)2g) = 2.89,/?=0.1).
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Figure 4.2.1 Mean lever presses per minute as a proportion of baseline f±SEM) in the 
extinction test after devaluation by LiCl (devalued - white bars) or no devaluation (non- 
devalued - grey bars).
Magazine entry extinction test performance. The success of the LiCl treatment in 
devaluing the outcome for both groups is further highlighted by analysis of magazine 
entry behaviour during the extinction test. As is clear from Figure 4.2.2, both the vehicle- 
injected control group showed a clear suppression in magazine activity compared to the 
non-devalued groups. ANOVA yielded a highly significant main effect of devaluation (F 
(i,28)=21.45, /kO.05). Although there was a marginally-significant trend towards higher 
magazine activity in the amphetamine sensitized animals (F(i,28)=4.17, />=0.051), this 
failed to impact on the level of devaluation in these animals as there was no treatment x 
devaluation interaction (F<1).
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Figure 4.2.2 Mean magazine entries per minute as a proportion of baseline f±SEM) in the 
extinction test after devaluation by LiCl (devalued - white bars) or no devaluation (non- 
devalued grey bars').
Reacquisition test - Lever press performance. The results of the reacquisition test, 
displayed in Figure 4.2.3, confirmed that both treatment groups in the devalued condition 
had acquired a strong aversion to the reinforcer. Relative to the non-devalued controls, 
devalued rats pressed the lever at a lower rate. This observation was supported by 
statistical analysis. ANOVA revealed a main effect of devaluation (F  (i528) = 66.4, 
/K0.05), and also a main effect of drug (F(i,28) = 17.12, p<0.05) reflecting overall higher 
response rates in the amphetamine-sensitized animals. However, the higher level of 
responding in the amphetamine-sensitized rats did not influence the magnitude of the 
devaluation effect in these animals relative to vehicle controls, as there was no treatment 
x devaluation interaction (F< 1).
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Figure 4.2.3 Mean lever presses per minute (±SEVD in the rewarded reacquisition test 
after devaluation with LiCl (devalued - white bars) or no devaluation (non-devalued - 
grey bars).
Reacquisition test -  Magazine entry performance. Similarly, analysis of magazine 
approach behaviour during the reacquisition test confirmed that all animals irrespective 
of drug treatment had acauired a robust aversion to the reinforcer. ANOVA revealed an 
effect of devaluation (F ^g) = 20.01, /?<0.05) but also an effect of drug treatment 
reflecting overall higher levels of magazine entry activity in the amphetamine-sensitized 
animals (F ^s) = 6.05, p<0.05). However, this did not impact on the level of devaluation 
in these animals as there was no treatment x devaluation interaction (F(i528) = 1.1» p=0.3) 
(mean magazine entries per minute (±SD) vehicle devalued group = 0.71 (±0.76); vehicle
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non-devalued group = 2.7 (±2.2); amphetamine devalued group = 1.5 (±1.5); 
amphetamine non-devalued group = 4.7 (±1.7)).
Activity assay. The results of the activity test confirmed that the pre-treatment with 
amphetamine had successfully sensitized the rats. In response to the 0.5 mg/kg 
amphetamine challenge, the amphetamine pre-treated animals displayed heightened 
locomotor activity during the first 15 minutes of the 30 minute assay (mean total 
photobeam breaks (±SD) = 524.7 (±80.4)) compared to the vehicle injected control 
animals (mean photobeam breaks = 386.6 (±88.2)). ANOVA revealed a main effect of 
treatment (F ^s) = 21.43, p<0.05). This enhanced activity, moreover, did not correlate 
with test lever press performance (r= 0.02, p= 0.97).
Discussion
These experiments investigated the effects of amphetamine pre-treatment on the 
sensitivity of lever pressing to reward devaluation after limited training. Consistent with 
previous accounts, vehicle-injected control animals showed a selective suppression in 
lever press performance after reinforcer devaluation by either specific satiety or LiCl- 
induced nausea. However, pre-training exposure to amphetamine disrupted acquisition of 
goal-directed behaviour. Sensitized rats failed to modify their lever press performance in 
response to the changed value of the outcome, responding at equivalent levels to those
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seen in non-devalued controls. This effect was observed after devaluation by both 
specific satiety and LiCl-induced nausea, and suggests that the control of responding in 
the amphetamine-treated rats was not dependent on the expected outcome but instead was 
dominated by reflexive habits. The studies also revealed a dissociation between the effect 
of pre- and post-training sensitization on sensitivity to outcome devaluation. Experiment 
9 demonstrated that animals exposed to amphetamine after initial lever press training 
retained robust sensitivity to changes in reward value, indicating that amphetamine 
treatment disrupts the acquisition, but not expression, of goal-directed actions.
Several aspects of the current data deserve comment. The failure to detect sensitivity to 
outcome devaluation after amphetamine exposure in Experiment 8 cannot be accounted 
for in terms of a general learning impairment. Amphetamine-sensitized animals acquired 
the instrumental response at equivalent rates to the vehicle-injected control group. 
Moreover, these animals showed extinction at rates comparable to those seen in the non- 
devalued, vehicle pre-treated animals. There is evidence that antagonism of dopaminergic 
systems by neuroleptics produces response patterns that resemble extinction (Phillip and 
Fibiger; 1979, Gray and Wise, 1980), while amphetamine (Flecther, 1995, 1996; Foltin, 
2004) and the D2 agonist quinpirole (Kurylo and Tanguay, 2003) have been shown to 
attenuate extinction. However, in neither Experiment 8 nor 9 did amphetamine 
sensitization have any discernible effect on the rate of extinction with the experimental 
parameters we employed. Hence it is unlikely that the failure to detect sensitivity to 
outcome devaluation in Experiment 8 can be explained in terms of alterations in 
extinction processes at test by sensitization. Indeed, if this were the case we would have
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expected to see equivalent results in Experiments 8 and 9, in contrast to the actual 
findings.
The locomotor activating effects of psychostimulants are also well documented (e.g. 
Stewart and Badiani, 1993). This was confirmed in the current experiments by heightened 
locomotor activity in response to an amphetamine challenge compared to drug-naive 
performance. However, this increase in locomotor activity did not correlate with 
performance in the devaluation extinction tests. Similarly, the observation that magazine 
entry behaviour remained sensitive to changes in reward value, as well as the devaluation 
effect seen in the reacquisition test, confirm that the performance of amphetamine- 
sensitized animals was not simply a consequence of hyperactivity -  they were able to 
suppress specific response tendencies in certain situations, and were not impaired in their 
general ability to inhibit responding. Thus, the results cannot be accounted for in terms of 
enhanced locomotor activity or general response perseveration.
Nor did amphetamine sensitization change the motivational and incentive impact of the 
devaluation treatments employed (see Wyvell and Berridge, 2001). It is clear from the 
magazine entry data and the reacquisition test that insensitivity to outcome devaluation 
was not due to any ineffectiveness of the pre-feeding treatment or a failure to acquire an 
aversion to the reinforcer after taste aversion training. In Experiment 8, while lever press 
performance in extinction was impervious to the shift in the value of the reinforcer, 
magazine entry behaviour remained sensitive to manipulations in goal value, and the 
reacquisition test confirmed that all animals had acquired an aversion to the reinforcer.
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Similarly, as any explanation in terms of changes in the effectiveness of reward 
devaluation depends on effects restricted to the test phase of the experiment, then this 
effect should also be observed when sensitization occurred after training. Rather, in 
Experiment 9, amphetamine pre-treated rats were as sensitive to the changed value of the 
reinforcer as vehicle-injected control animals. Hence the insensitivity to outcome 
devaluation observed in the two extinction tests in Experiment 8 can only be explained in 
terms of a failure to integrate knowledge about the changed value o f the reinforcer with 
current actions rather than any differential impact of manipulations of reward value in 
sensitized animals.
A further notable feature of the current data was the failure to see higher baseline levels 
of responding in the amphetamine sensitized animals. Many studies have reported 
enhanced conditioned responding after sensitization with amphetamine (Harmer and 
Phillips, 1998; Harmer and Phillips, 1999; Taylor and Horger, 1999; Taylor and Jentsch, 
2001; Phillips et al., 2002) and chronic treatment with dopamine antagonists has been 
shown to decrease operant responding (Varvel, Vann, Wise, Philibin and Porter, 2002). 
However, here baseline lever press rates did not differ between the two treatment groups. 
This may reflect the limited amount of training given, as higher rates did emerge after the 
reminder session in Experiment 8 and during the reacquisition test in Experiment 9. It 
may also be due to the dissociation between Pavlovian and instrumental conditioning 
seen in the current experiment. Indeed, in contrast to the recently reported disruption of 
goal-directed responding after cocaine sensitization in a Pavlovian paradigm 
(Schoenbaum and Setlow, 2004) we found that magazine entry behaviour was sensitive
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to outcome devaluation. This finding is, however, entirely consistent with previous 
reports that suggest that magazine entry behaviour is under different psychological and 
neural control to the performance of lever pressing (Holland, 1979; Dickinson et al., 
2000; Corbit et al., 2001; Corbit and Balleine, 2003) and accords with findings that 
habitual lever pressing but not magazine approach behaviour is insensitive to outcome 
devaluation (Holland, 1998; Holland, 2005; Killcross and Coutureau, 2003; Experiments 
1-7). A consideration of the proximity of these response classes to reward delivery may 
provide a possible reason for this dissociation. In line with current findings, evidence 
suggests (Balleine et al., 1995) that responses proximal to the goal (such as magazine 
entry) remain more sensitive to motivational shifts and devaluation procedures than 
responses more distal to reward (such as lever pressing). This has been characterized as 
reflecting the development of hierarchical chains of actions whereby the performance of 
distal actions lead to proximal responses but only the proximal action forms a direct 
association with the reward (Balleine et al., 1995; Killcross & Blundell, 2002), or as 
reflecting a greater control of magazine approach by Pavlovian, as opposed to 
instrumental, contingencies (Balleine et al., 1995).
The finding that simple exposure to amphetamine renders instrumental responding 
insensitive to outcome devaluation concurs with evidence reviewed earlier for a neural 
dissociation between a goal-directed action system and a habit system. The present 
results also provide unequivocal evidence of dopaminergic involvement in the 
transformation of actions into habits. As such, these findings complement previous 
research implicating dopamine in the formation of S-R habits (e.g. Robbins et al., 1990;
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Faure et al., 2005). As reviewed in the general introduction, the neural substrates of habit 
learning include the dorsolateral striatum (e.g. Yin et al., 2004), an area that receives rich 
innervation from midbrain dopaminergic pathways originating in the substantia nigra 
(Graybiel, 1990). The effects of psychostimulants on dopamine transmission within the 
ventral tegmental area and the nucleus accumbens are well documented (for a review see 
Vanderschuren and Kalivas, 2000) but evidence also suggests profound effects of 
psychostimulant sensitization in dorsal striatal terminal regions (Di Chiara and Imperato, 
1988; Barrot et al., 1999; Canales and Graybiel, 2000; Letchworth, Nader, Smith, 
Friedman and Porrino, 2001; Ito, Dailey, Robbins and Everitt, 2002; Li, Kolb and 
Robinson, 2003; Porrino, Lyons, Smith, Daunais and Nader, 2004). The ‘spiralling loop’ 
circuitry of the striatum, whereby each striatal subregion influences its own dopamine 
innervation and that of its adjoining subregion in a ventral to lateral progression, may 
underlie these effects (Haber et el., 2000). Thus through its ability to increase striatal 
dopamine levels, amphetamine may enhance the normal incremental process whereby S- 
R associations come to mediate instrumental performance. Indeed, the finding in 
Experiment 9 that post-training amphetamine sensitization failed to impact upon animals’ 
susceptibility to outcome devaluation, suggests that the deficits reported in Experiment 8 
are due to the accelerated ‘stamping-in’ of S-R associations necessary for the acquisition 
and maintenance of procedural habit learning. Indeed, it has been demonstrated that 
sensitization with psychostimulants brings about differential changes in the 
responsiveness of neurons in matrix and striosome compartments of the striatum; matrix 
activity decreases, leading to preferential activation of the striosomal system (Canales et 
al., 2002; Saka et al., 2004). Following recent suggestions (e.g. Canales, 2005), this shift
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in activity patterns may represent the normal shift in neural activation during the 
transition between goal-directed and habitual behaviour, a process that is facilitated by 
sensitization.
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CHAPTER 5
Experiments 10-13: The effect of dopamine antagonists on sensitivity to 
outcome devaluation after limited training in amphetamine pre-treated 
(Experiments 10-12) and drug-naive animals (Experiment 13).
In the previous chapter, it was demonstrated that pre-training exposure to amphetamine 
led to accelerated habit formation after limited training as indexed by insensitivity to 
changes in reward value. Amphetamine, an indirect dopamine agonist, increases 
extracellular dopamine levels by blocking the actions of the dopamine transporter DAT 
thus preventing the removal of dopamine from the synaptic cleft. As such, the finding of 
enhanced habit formation after amphetamine pre-treatment suggests that dopamine 
transmission is critical to the development of behaviour dominated by S-R habits. The 
current experiments sought to provide further evidence for the involvement of dopamine 
in the transfer of behavioural control from goal-directed actions to habits by assessing the 
impact of antagonism of dopaminergic systems in an instrumental reinforcer devaluation 
task.
Significantly, the physiological actions of dopamine are mediated by at least five 
different G-protein coupled receptor subtypes, which are classified into Di - like and D2 - 
like families. Di and D2 receptor subtypes are characterised on the basis of their 
stimulatory or inhibitory activity on adenylyl cyclase (Kebabian and Caine, 1979) and are 
implicated in the great majority of dopamine-dependent behaviours. Both receptor
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subtypes are widely distributed throughout the brain, with the greatest concentration 
within the striatum (Boyson, McGonigle and Molinoff, 1986; Wamsley, Gehlert, Filloux 
and Dawson, 1989), but as yet the distinct contribution to instrumental learning of these 
two receptors subtypes is poorly understood. However, the finding that Di and D2 
receptor subtypes are differentially involved in long-term potentiation (LTP) and 
depression (LTD) within the striatum would suggest that these receptor subtypes may 
have distinct learning and memory functions (Centonze, Picconi, Gubellini, Bemardi and 
Calabresi, 2001). For example, long-term potentiation is blocked by Di antagonists (Kerr 
and Wickens, 2001) but is facilitated by D2 antagonists and in D2 receptor knock-out 
mice (Calabresi et al., 1997; Yamamoto et al., 1999). Thus one of the aims of the current 
experiment was to examine the receptor subtype specificity of the sensitization effect 
observed in Chapter 4. The administration of various dopaminergic antagonists during 
training would assess whether these drugs can restore normal goal-directed behaviour in 
animals with pre-training exposure to amphetamine and highlight the receptor subtypes 
involved in the accelerated habit formation induced by amphetamine sensitization 
reported in the previous chapter. Evidence to date suggests that concurrent activation of 
both Di and D2 receptor subtypes is required for the expression of repetitive and 
stereotypic response patterns characteristic of sensitization with psychostimulants as well 
as for the changes in circuit level neuroplasticity within the striatum associated with 
repeated drug exposure (Capper-Loup et al., 2002; Canales et al., 2002). However, their 
role in S-R habit learning has not been examined.
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Furthermore, the administration of dopamine antagonists in non-sensitized animals would 
provide insights into the more general role of dopamine receptor subtypes in mediating 
instrumental performance. Previous work has shown that dopamine antagonists generally 
attenuate the rate of instrumental responding (e.g. Varvel et al., 2002) but in that study 
no dissociations at the receptor subtype level were made and nor was the associative 
structure of any behaviour probed. However, there is some evidence that Di and D2 
antagonists have dissociable effects on learning (e.g. Beninger and Miller, 1998). For 
example Eyny and Horvitz (2003) showed that the Di antagonist SCH23390 attenuated 
while the D2 antagonist raclopride facilitated learning in a Pavlovian conditioned 
approach paradigm and a similar dissociation between Di and D2 receptor manipulations 
has been reported in an odour discrimination task (Yue, Cleland, Pavlis and Linster, 
2004).
In the present experiments animals were treated with the non-selective dopamine 
antagonist a-flupenthixol, the selective Di antagonist SCH 23390 or the selective D2 
antagonist eticlopride, prior to instrumental training in a reinforcer devaluation task. The 
drugs, doses and route of administration were selected on the basis of their effects in an 
instrumental conditional discrimination task developed in this laboratory (Dunn, 2003; 
Dunn, Futter, Bonardi and Killcross, 2005). The effect of these dopaminergic antagonists 
was assessed in animals sensitized with amphetamine (Experiments 10-12) or in non­
sensitized drug-nai've animals (Experiment 13).
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Materials and Methods
Subjects
Male Lister hooded rats were used in these experiments (Experiment 10 n = 32; 
Experiment 11 n = 32; Experiment 12 n = 32; Experiment 13 n = 64; Harlan UK Ltd., 
Bicester, Oxon, UK). At the start of behavioural test animals weighted between 263 g and 
389 g. Animal care and husbandry were as described elsewhere.
Drugs
Experiments 10-12 and 13. The sensitizing d-amphetamine (Sigma-Aldrich, UK) 
injections (Experiments 10-12) were prepared and administered at the same dose 
(2mg/kg) and route (i.p.) as for the sensitization experiments described in Chapter 4. As 
in Chapter 4, PBS served as the vehicle control for the non-sensitized animals in 
Experiment 13. The amphetamine challenge injections were prepared and administered in 
the same manner as Chapter 4.
Experiment 10. a-Flupenthixol was dissolved in 0.9% physiological saline and 
administered i.p. 20 minutes prior to instrumental conditioning at a dose of 0.3mg/kg. 
Saline served as vehicle control and was administered at the same time, route and dose as 
a-flupenthixol.
Experiment 11. SCH23390 (Sigma-Aldrich, UK) was dissolved in 0.9% physiological 
saline and administered i.p. 15 minutes prior to instrumental conditioning at a dose of 
0.005mg/kg. Saline was used as the vehicle control as above.
156
Experiment 12. Eticlopride (Sigma-Aldrich, UK) was dissolved in 0.9% physiological 
saline and administered i.p. 15 minutes prior to instrumental conditioning at a dose of 
0.05mg/kg. Saline served as the vehicle control as above.
Expeiment 13. a-Flupenthixol, SCH 23390 and eticlopride were administered at the 
same doses, routes and times as above except that the eticlopride dose was reduced to 
0.02mg/kg. Saline at a volume of 0.3ml/kg was administered to the vehicle controls.
Apparatus
The experiments were conducted in the chambers described previously in Chapter 2 and 
4. The same reinforcers as in the sensitization experiments of Chapter 4 were used.
Sensitization.
In Experiments 10-12 all animals were sensitized with amphetamine. The same 
sensitization protocol was employed as Experiment 8 of Chapter 4. Animals in 
Experiment 13 underwent the same procedure except that they received 2ml/kg i.p. 
injections of PBS.
Behavioural training
After the sensitization treatment, animals were given one week of recovery and food 
withdrawal prior to the commencement o f behavioural training. Following the 
sensitization procedure each animal was assigned to one of the eight conditioning 
chambers, and thereafter was always trained in that chamber. At the start of each session, 
the house light came on and remained on throughout the session. The house light went
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out at the end of each session. Behavioural training consisted of three stages: magazine 
training, instrumental training and devaluation by LiCl.
Magazine training. Animals received 2 days of magazine training as described 
previously.
Lever press training and administration o f dopamine antagonists. As in Chapter 4, 
animals received 2 sessions on a CRF, earning 25 rewards in each, followed by 3 sessions 
of RI30 lever press training, earning 40 rewards in each session and hence a total of 120 
rewards on the RI30 schedule. However, prior to each of these lever press training 
sessions, animals received an i.p. injection of a dopamine antagonist (Drug groups) or the 
equivalent volume of control vehicle solution (Control group). In Experiments 10-12 half 
the animals (group Drug) received injections o f a dopamine antagonist (a-flupenthixol in 
10, SCH23390 in 11 and eticlopride in 12) and the other half (Controls) injections of 
saline. In Experiment 13, 16 animals were administered with a-flupenthixol, 16 with 
SCH23390, 16 with eticlopride and 16 served as vehicle-injected controls.
Devaluation by lithium chloride
Taste aversion training. After the final day of instrumental lever press training, animals 
received three days of reward devaluation training with LiCl. This was conducted in the 
same manner as described in Chapter 4 with half the animals received pairings of the 
instrumental outcome with LiCl (devalued group) and the other half with saline (non- 
devalued group). Taste aversion training was conducted drug-free.
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Extinction test. 24 hours after the final session of taste aversion training, animals received 
a 10-minute, drug-free extinction test conducted in the absence of reward delivery. This 
was carried out as previously described.
Reacquisition test. In order to confirm that the taste aversion procedure had successfully 
devalued the outcome for the devalued group, all animals underwent a 15 minute, drug- 
free reacquisition test. This test was performed as described in Chapter 4.
Consumption test (Experiment 12 only). Animals were placed in feeding cages and given 
unrestricted access to the instrumental outcome for fifteen minutes. The test was 
conducted drug-free.
Activity assay. To confirm sensitization, all animals were subject to a 0.5mg/kg (i.p.) 
amphetamine challenge injection and locomotor activity was assessed for 30 minutes in 
the same activity boxes and in the same way as Chapter 4.
Data analysis. Statistical analysis was performed using analysis of variance (ANOVA) 
with between subject factors of devaluation (devalued versus non-devalued) and drug 
treatment (either dopamine antagonist or saline). As the standard deviation was 
proportional to the mean, the extinction data were subject to logarithmic transformations 
(Howell, 2002). This was conducted as described for Experiment 5 in Chapter 3. 
Significant main effects with more than 2 levels were explored with Tukey post-hoc tests.
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Results
Experiment 10. The effect of a-flupenthixol on sensitivity to outcome devaluation 
after limited training in animals pre-treated with amphetamine.
Instrumental training. By the end of the three days of RI30 training, all animals had 
acquired the instrumental response and achieved a stable level o f responding. Figure 
5.1.1 displays lever press per minute for the final session and it is clear from this figure 
that a-flupenthixol treatment produced overall lower rates of responding compared to 
sensitized animals treated with saline. This was confirmed statistically by a main effect of 
drug (F( 1,28) = 7.98 , p<0.05). However, as the length of each session was determined by 
the number of reinforcers earned (40 in each) and not time, a-flupenthixol treated animals 
obtained the same number of reinforcers (120) as controls and hence any differential 
sensitivity to outcome devaluation observed in the subsequent extinction test cannot be 
accounted for in terms of differential exposure to the reinforcer. As the critical 
comparisons at test are between devalued and non-devalued groups within each drug 
group, it is unlikely that any differences in sensitivity to outcome devaluation are due to 
these baseline differences. Significantly in this respect, there was no effect of intended 
devaluation (F<1) nor interaction between drug and devaluation (F<1). In contrast to the 
depressive effects of a-flupenthixol on lever press acquisition, there was no effect of drug 
on magazine entry behaviour. ANOVA yielded no effect of drug (F<1) or devaluation 
(F(i,28) = 2.224, p= .145), and no interaction (F<1) (mean magazine entries per minute 
(±SD) saline to-be-devalued group = 4.4 (±1.5); saline to-be-valued group = 6.6 (±5.2);
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a-flupenthixol to-be-devalued group = 4.0 (±2.9); a-flupenthixol to-be-valued group = 
5.3 (±2.6)).
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Figure 5.1.1 Mean lever presses per minute (±SEM) on the final day of acquisition in 
amphetamine-sensitized animals administered saline or a-flupenthixol during training.
Extinction test — lever press performance. In order to take account of baseline 
differences and reduce within subject variability in ANOVA, lever press performance in 
the extinction test is presented as a proportion of baseline responding. These are 
presented in Figure 5.1.2. The suggestion from this figure is that administration of a- 
flupenthixol during training (group AMP+a-flupenthixol) restored goal-sensitivity as the 
animals in the devalued group (white bars) showed a selective depression in lever press 
rates compared to animals in the non-devalued group (grey bars). On the other hand the 
responding of animals exposed to amphetamine before training but administered saline
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during training (group AMP+saline) appeared to be impervious to the current value of the 
reinforcer as shown by equivalent rates across the two devaluation groups. There was no 
effect of drug (F< 1) but there was a main effect of devaluation CF(i,28) = 6.6, p<0.05) and 
critically ANOVA revealed a significant drug x devaluation interaction CF(i,28) = 4.3 , 
/?<0.05). Simple effects analysis of this interaction showed that pre-training amphetamine 
exposure rendered instrumental performance independent of reward value as there was no 
devaluation effect in these animals (.F<1), but there was effect of devaluation in the 
animals treated with a-flupenthixol (F(i5i4)= 7.15,/?<0.05). As such these results replicate 
findings in Chapter 4 that pre-training amphetamine exposure leads to accelerated habit 
formation and suggest that this is an effect reversed by the non-selective dopamine 
antagonist a-flupenthixol.
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Figure 5.1.2 Mean lever presses per minute as a proportion of baseline f±SEM) in the 
extinction test after devaluation by LiCl (devalued - white bars) or no devaluation (non- 
devalued - grey barsV
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Extinction test -  magazine entry behaviour. Analysis of magazine entry behaviour 
during the extinction test revealed a main effect of devaluation (F(i>28) = 12.84, p<0.05) 
but no effect of drug or interaction between these factors (both Fs<l). (Mean magazine 
entries per minute as a proportion of baseline (±SD) saline devalued group = 0.3 (±0.19); 
saline non-devalued group = 1 .2  (±0.78); a-flupenthixol devalued group = 0.48 (±0.38); 
a-flupenthixol non-devalued group = 1.0 (±0.66)). Thus in contrast to lever press 
performance, magazine entry behaviour was sensitive to outcome value irrespective of 
drug and suggests that the LiCl treatment successfully devalued the value of the 
instrumental outcome.
Reacquisition test - Lever press performance. The results of the rewarded reacquisition 
test confirmed that animals in both devaluation groups had developed an aversion to the 
reinforcer, as shown in Figure 5.1.3 by reduced lever press rates compared to non- 
devalued controls. ANOVA revealed an overall effect of devaluation (F(i;28) = 10.04, 
p<0.05) but this was unaffected by drug group as there was no effect of drug or 
interaction (both Fs<l). Thus, the insensitivity to outcome devaluation in the extinction 
test observed in the AMP±saline group can not be attributed to any differential impact of 
taste aversion training.
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Figure 5.1.3 Mean lever presses per minute f±SEM) in the rewarded reacquisition test 
after devaluation with LiCl (devalued - white bars') or no devaluation (non-devalued - 
grey bars).
Reacquisition test -  Magazine entry behaviour. Similarly, magazine entry behaviour 
during the 15 minute reacquisition test was sensitive to the changed value of the 
reinforcer. Both devalued groups performed considerably fewer magazine entries during 
the test compared to the non-devalued controls i,28) = 11.57 p<0.05) (Mean magazine 
entries per minute (±SD) Devalued group = 1.912 (±1.0671); Non-devalued group = 
3.098 (±2.078). There was no effect of drug (F ^g) = 1-69, p=0.2) nor a drug x 
devaluation interaction (F<1).
Experiment 11. The effect of SCH23390 on sensitivity to outcome devaluation after 
limited training in animals pre-treated with amphetamine.
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Instrumental training. The mean lever presses per minute for the final day of acquisition 
are presented in Figure 5.2.1. It is evident from this figure that SCH23390 markedly 
attenuated the rate of responding in animals administered the drug prior to instrumental 
training. ANOVA yielded a highly significant main effect of drug (F(i>28) = 36.39, 
p<0.05) but no effect of intended devaluation or an interaction between these two factors 
(both Fs<l). However, all animals treated with SCH23390 earned all 120 rewards across 
the three training sessions and hence had the same exposure to the reinforcer as the 
animals administered saline during instrumental training. The depressive effects of 
SCH23390 on responding were restricted to lever pressing, as magazine approach 
behaviour was unaffected by the drug (mean magazine entries per minute (±SD) saline 
to-be-devalued group = 5.8 (±2.4); saline to-be-valued group = 4.5 (±2.2); SCH23390 to- 
be-devalued group = 4.2 (±2.6); SCH23390 to-be-valued group = 4.2 (±1.8)). 
Statistically, there was no effect of drug (F(i>28) = 1.43, p=0.241), intended devaluation 
nor an interaction (both Fs<l).
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Figure 5.2.1 Mean lever presses per minute (±SEM) on the final day of acquisition of 
amphetamine pre-treated animals administered saline or SCH23390 during training.
Extinction test -  lever press performance. The lever press performance of saline injected 
and SCH23390-treated group during the 10 minute extinction as a proportion of their 
baseline responding is presented in Figure 5.2.2. Inspection of this figure suggests that 
the instrumental performance of animals treated with SCH23390 during training was 
guided by outcome expectancy as the devalued group (white bars) performed fewer lever 
presses as a proportion of baseline compared to the non-devalued group (grey bars). 
Conversely, the responding of the amphetamine + saline group in this test was not goal- 
directed as demonstrated by their failure to show sensitivity to the change in reward 
value. This description of the data was confirmed statistically by ANOVA which 
revealed a main effect of devaluation (F ^ s)  = 9.16,/?<0.05), no effect of drug (F<1) and 
significantly, a devaluation x drug interaction (F(i)28) =7.15,/?<0.05). Subsequent analysis
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of this interaction yielded no effect of devaluation in the AMP + saline group (F<1) but 
devalued and non-devalued performance did differ statistically significantly in animals 
treated with SCH23390 (F ^ m) =8.82, /?<0.05). These findings suggest that the Di 
receptor antagonist SCH23390 disrupted the more rapid onset of behavioural autonomy 
normally seen after sensitization with amphetamine.
c
nes£>
1.2
r  0 .8  -
CBkO
bC.ec
«
DUC
0.6 A
0.4
0.2 A
H
■ 'v
•
AMP+saline AMP+SCH23390
Drug treatment
□ devalued
□ non-devalued
Figure 5.2.2 Mean lever presses per minute as a proportion of baseline r±SEM) in the 
extinction test after devaluation by LiCl (devalued - white bars) or no devaluation (non- 
devalued - grey barsV
Extinction test -  magazine entry behaviour. In contrast, magazine performance during 
the extinction test was sensitive to the changed value of the reinforcer in both drug 
groups (mean magazine entries per minute as a proportion of baseline (±SD) saline 
devalued group = 0.66 (±0.28); saline non-devalued group = 1.3 (±0.87); SCH23390
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devalued group = 0.33 (±0.31); SCH23390 non-devalued group = 1.5 (±0.72)). Indeed, 
ANOVA revealed only a main effect of devaluation (F(i,28) = 18.52, /?<0.05), no effect of 
drug (F<1) nor an interaction ( F ^ s )  = 1.59,/?= 0.22).
Reacquisition test - Lever press performance. The effectiveness of the taste aversion 
training in devaluing the instrumental outcome is further supported by analysis of lever 
press rates performed in the rewarded reacquisition test shown in Figure 5.2.3. The 
impression from this figure is that all animals were averted from the reinforcer, 
irrespective of drug treatment, and hence pressed the lever at lower rates compared to the 
non-devalued controls. Statistical analysis by ANOVA revealed a highly significant main 
effect of devaluation (F(ij28) = 25.11, /?<0.05) as well as a main effect of drug (F(i)28) = 
6.03, /?<0.05) reflecting overall lower response rates in the SCH23390 group, but the 
level of devaluation in these animals was comparable to that of the AMP + saline animals 
as there was no drug x devaluation interaction (F<1). The finding of reduced responding 
in the SCH23390 group during the drug-free reacquisition test indicates SCH23390 given 
during acquisition affected the expression o f the instrumental response as well as 
performance in training.
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Figure 5.2.3 Mean lever presses per minute teSEM) in the rewarded reacquisition test 
after devaluation with LiCl (devalued - white bars) or no devaluation (non-devalued - 
grey bars).
Reacquisition test -  Magazine entry behaviour. Magazine entry behaviour was equally 
sensitive to outcome value in both drug groups during the reacquisition test (Mean 
magazine entries per minute (±SD): Devalued group = 3.983 (±3.276); Non-devalued 
group = 8.036 (±3.814)). Statistically, there was an overall effect of devaluation ( F ^ ) = 
10.52, /?<0.05) but no effect of drug (F<1) nor an interaction (F  (1,28) = 1-32, p=0.26). 
Thus in contrast to lever press performance in the reacquisition test, magazine approach 
behaviour was unaffected by SCH23390 and this provides yet further evidence that 
magazine entry behaviour is under different neural control to lever pressing.
Experiment 12. The effect of eticlopride on sensitivity to outcome devaluation after 
limited training in animals pre-treated with amphetamine.
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Instrumental training. Both drug groups acquired the instrumental response, albeit at 
different rates. As is evident from Figure 5.3.1, eticlopride greatly reduced the rate of 
responding compared to animals given saline during training. Statistically, ANOVA 
revealed a highly significant main effect of drug (F ^ s) = 34.21, /K0.05) but no effect of 
devaluation group or an interaction (both Fs<l). Despite the reduced lever press rate, all 
the animals in the Eticlopride group earned the 120 rewards over the three sessions. 
Conversely, eticlopride had no impact on magazine entry behaviour as there was no 
effect of drug, devaluation or an interaction (all Fs<l) (mean magazine entries per minute 
(±SD): Saline group = 4.311 (±1.726); Eticlopride group = 5.055 (±2.359)).
16 -I
•  1 4 -
3
.2 12 - E
S 10 -Q.
im1)
I  4 - 
2 '
0 \
Figure 5.3.1 Mean lever presses per minute (±SEM) on the final day of acquisition of 
amphetamine pre-treated animals administered saline or eticlopride during training.
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Extinction test -  lever press performance. The mean lever presses per minute in the 
critical extinction test are presented in Figure 5.3.2. It is clear from this figure that none 
of the animals, irrespective of drug group, was sensitive to the changed value of the 
reinforcer as both devalued groups responded at equivalent rates to the non-devalued 
controls. This was confirmed statistically as there was no effect of devaluation (F<1) and 
no interaction between drug and devaluation factors (F<1). Eticlopride therefore failed to 
reverse the effect of pre-training amphetamine exposure on goal-sensitivity after limited 
training and responding in both groups was habitual even after limited training. However, 
ANOVA did reveal a highly significant main effect of drug (F ^ s )  = 15.58, /?<0.05), 
reflecting overall higher rates of responding as a proportion o f baseline in the eticlopride 
group. As the extinction test was conducted drug-free and the data were analysed as a 
proportion of baseline, the effect of drug at test is the product of the lower rates of 
responding seen during acquisition under eticlopride (see above). Thus eticlopride 
disrupted the performance under drug in training but not the expression of the 
instrumental response in the drug-free test, perhaps suggesting that the lower rates of 
responding under drug during acquisition arose from non-associative (e.g. motoric) 
factors. Furthermore, the finding that eticlopride-treatment led to reduced responding 
during acquisition but failed to abolish the enhancement of S-R habits by amphetamine 
sensitization suggests that the restoration of goal-sensitivity by a-flupenthixol and 
SCH23390 (Experiments 10 and 11, see above) cannot be attributed to their depressive 
effects on response rates during acquisition.
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Figure 5.3.2 Mean lever presses per minute as a proportion of baseline (±SEM1 in the 
extinction test after devaluation by LiCl (devalued - white bars) or no devaluation (non- 
devalued - grey barsV
Extinction test -  magazine entry behaviour. Despite the insensitivity of lever pressing to 
outcome devaluation, magazine entry behaviour in both devalued groups was reduced 
compared to non-devalued controls (mean magazine entries per minute as a proportion of 
baseline (±SD) saline devalued group = 0.56 (±0.17); saline non-devalued group = 1.3 
(±0.88); Eticlopride devalued group = 0.68 (±0.4); Eticlopride non-devalued group = 1.3 
(±0.73)). Statistical analysis revealed only an effect of devaluation (F(\,2&) = 10.58, 
/?<0.05) and no effect of drug nor an interaction (both i r’s<l). Thus the demonstration 
that lever press performance in the extinction test was under the control of S-R habits, 
whereas magazine approach behaviour was guided by outcome value, indicates that the 
LiCl treatments must have successfully devalued the instrumental outcome.
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Reacquisition test - Lever press performance. The results of the rewarded reacquisition 
test revealed an intriguing dissociation in performance between the two drug groups. The 
saline treated animals averted from the reinforcer showed a clear devaluation effect: this 
is consistent with the direct punishment of S-R habits by the presentation of the nausea- 
inducing reinforcer and with previous findings that pre-training amphetamine exposure 
promotes lever press performance that is insensitive to outcome devaluation in extinction 
but not in reacquisition (see Chapter 4 and Experiments 10-12). However as is clear from 
Figure 5.3.3, the devalued animals in the eticlopride group pressed the lever at 
comparable rates to the non-devalued controls even though responding was reinforced 
with the reward that had been previously paired in these animals with gastric malaise. 
This description of the data was supported statistically by ANOVA which revealed a 
main effect of devaluation (F(i,28) = 10.38, /?<0.05), no effect o f drug (F<1), but crucially 
a significant interaction between these two factors (F(i,28) = 5.47, p<0.05). Subsequent 
analysis of this interaction with simple effects confirmed that saline-treated animals had 
acquired an aversion to the reinforcer and could use this representation to guide 
instrumental performance when presented with the consequences of their actions in 
reacquisition as there was a highly significant effect of devaluation in these animals 
(^(i,i4) = 12.17, p<0.05). There was no such effect in the eticlopride-treated animals 
(F<1). This can be taken as evidence that instrumental performance in eticlopride treated 
animals was completely impervious to reward value and had become compulsive. 
However, it is possible that this insensitivity arose from a failure of the taste aversion 
training.
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Figure 5.3.3 Mean lever presses per minute f±SEM) in the rewarded reacquisition test 
after devaluation with LiCl (devalued - white bars) or no devaluation (non-devalued - 
grey bars).
Reacquisition test -  Magazine entry behaviour. Significantly, analysis of magazine entry 
behaviour during the rewarded reacquisition test suggests that all animals, regardless of 
drug treatment, had acquired an aversion to the reinforcer. The mean magazine entries 
per minute in this test are displayed in Figure 5.3.4 and in stark contrast to the lever press 
data reviewed above, magazine approach behaviour was sensitive to reward value in both 
drug groups. ANOVA yielded no effect of drug (F’c l)  and a highly significant effect of 
devaluation (F^g) = 45.6, /?<0.05). The suggestion from Figure 5.3.4 is that the 
devaluation effect may have been slightly attenuated in the eticlopride group but there 
was no statistical evidence for this as the interaction failed to reach significance (F^g) = 
2.74,^0.11).
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Figure 5.3.4 Mean magazine entries per minute (±SEM) in the rewarded reacquisition test 
after devaluation with LiCl (devalued - white bars) or no devaluation (non-devalued grey 
bars).
Consumption test. In order to confirm that the differential sensitivity of lever press to 
reward value observed in the reacquisition test could not be explained in terms of any 
failure of eticlopride animals to acquire an aversion to the reinforcer, all animals were 
given free access to the instrumental outcome and consumption was measured over a 15- 
minute period. Results of this consumption test revealed that all animals averted from the 
reinforcer consumed statistically significantly less of the instrumental outcome compared 
to the non-devalued controls (mean consumption in ml (±SD): Devalued saline group =
3.3 (±1.6); Devalued eticlopride group = 4.2 (±2.0); Non-devalued saline group = 6.2 
(±2.7); Non-devalued eticlopride group = 7.00 (±1.7)). ANOVA revealed a main effect of 
devaluation (^(1,28) =15. 78, /?<0.05) and a non-significant trend towards marginally
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higher overall consumption in eticlopride-treated animals (F ^ s)  = 1.39, p=025). 
Critically, the devaluation effect was unaffected by drug as there was no interaction 
between these two factors (F<1). Coupled with evidence that magazine entry behaviour 
was sensitive to outcome value in both the extinction and reacquisition tests, the results 
of the consumption test confirm that all animals had acquired an aversion to the 
reinforcer and hence the effects of eticlopride on the sensitivity o f lever pressing to 
reward value cannot be accounted for in terms of any ineffectiveness of the LiCl 
devaluation treatments.
Experiment 13. The effect of a-flupenthixol, SCH23390 and eticlopride on the 
sensitivity to outcome devaluation after limited training in drug-naive animals.
Instrumental training. The lever press rates on the final day of acquisition are presented 
in Figure 5.4.1. It is clear from this figure that in line with predictions, the dopamine 
antagonists reduced the rate of responding and this effect was particularly marked in 
animals treated with SCH23390 and eticlopride. Despite the reduction in the rate of 
responding, all animals earned 120 reinforcers across the three sessions. This description 
of the data was confirmed by ANOVA which revealed a main effect of drug (F^,56) 
=10.65, p<0.05) but no effect of intended devaluation nor an interaction between these 
factors (both F ’s<l). Subsequent post-hoc analysis with Tukey tests confirmed that both 
SCH23390- (p<0.05) and eticlopride- (p<0.05) treated animals responded at lower rates 
than saline treated animals. However magazine entry behaviour was unaffected by any of 
these factors as there was no effect of drug, intended devaluation or interaction (highest
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F(1556) =1.72, /?=0.2) (Mean magazine entries per minute (±SD): Saline group = 
5.020(1.947); a-flupenthixol group = 4.605 (±2.084); SCH23390 group = 4.290 (±2.684); 
Eticlopride group = 3.567 (±1.887)).
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Figure 5.4.1 Mean lever presses per minute (±SEMf on the final day of acquisition in 
animals administered saline or a-flupenthixol or SCH23390 or eticlopride during 
training.
Extinction test -  lever press performance. Figure 5.4.2 displays the lever press 
performance in the extinction test following devaluation by LiCl. Inspection of this 
figure suggests that saline controls and animals given SCH23390 and a-flupenthixol 
during training were goal-directed as animals averted from the reinforcer showed a 
marked suppression in lever press performance compared to non-devalued control 
animals. The suggestion from this figure is that the devaluation effect may have been 
attenuated in animals treated with eticlopride., An ANOVA revealed only a main effect
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of devaluation (F(i,56) =22.95, p<0.05) and no interaction between drug and devaluation 
(F<1). Nevertheless planned pairwise comparisons confirmed a robust devaluation effect 
in the saline-treated (km) = 3 .0 8 ^ 0 .0 5 ) , SCH23390-treated (t(i4) = 4.03, /?<0.05) and a- 
flupenthixol-treated (t(i4) = 4.03 p<0.05) animals but there was no effect of devaluation in 
the eticlopride treated group (t(i4) =1.21 p= 0.25), There was an effect of drug (F(3,56) = 
10.28, /?<0.05) due to overall higher rates of responding in the eticlopride treated animals. 
Post-hoc Tukey tests revealed that the eticlopride-treated animals pressed at significantly 
higher rates than all other animals (all /?s<0 .0 0 1 ); an effect presumably reflecting in part 
the attenuated devaluation effect in these animals.
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Figure 5.4.2 Mean lever presses per minute as a proportion of baseline (±SEM) in the 
extinction test after devaluation by LiCl f devalued - white bars") or no devaluation (non- 
devalued - grey bars').
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Extinction test — magazine entry behaviour. Analysis of magazine entry behaviour 
during the 10-minute extinction test suggests that the LiCl treatment successfully 
devalued the outcome for all animals as there was a main effect of devaluation (F(i)56) = 
7.0, p<0.05) (mean magazine entries per minute as a proportion of baseline (±SD) 
devalued group = 0.44 (±0.33); non-devalued group = 0.77 (±0.47)). There was a 
marginal effect of drug {F^se) =2.26, p=0.052) as there were overall higher magazine 
entries in the SCH22390 group. Nevertheless, drug did not impact on the level of 
devaluation seen in any of the animals as there was no drug x devaluation interaction 
(F(3,56) =1.53,/7=0.22).
Reacquisition test - Lever press performance. The results of the rewarded reacquisition 
presented in Figure 5.4.3 test confirmed that all animals had acquired an aversion to the 
reinforcer. ANOVA yielded a highly significant effect of devaluation (F(i)56) = 138.83, 
p<0.05) as well as an effect of drug (F ^^) =2.77, p<0.05) reflecting lower responding in 
the SCH23390 group. Post-hoc Tukey tests showed that the rate of responding in 
SCH23390 treated animals differed only from that of a-flupenthixol group (p<0.05). The 
overall lower responding in the SCH23390-treated animals and in particular the non- 
devalued SCH23390-treated animals, would account for a marginal significant drug x 
devaluation interaction (Fq^  =2.51, p=0.07). Nevertheless it is evident from Figure
5.4.3 that all devalued groups had acquired a robust aversion to the instrumental outcome 
and consequently suppressed lever press responding during the rewarded test.
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Figure 5.4.3 Mean lever presses per minute f±SEM) in the rewarded reacquisition test 
after devaluation with LiCl (devalued - white bars) or no devaluation (non-devalued - 
grey bars).
Reacquisition test -  Magazine entry behaviour. This impression was also confirmed by 
analysis of magazine approach behaviour during the rewarded reacquisition test, with all 
animals in the devalued groups performing fewer magazine entries compared to the non- 
devalued controls = 28.01, p<0.05) (mean magazine entries per minute (±SD)
devalued group = 1.7 (±1.5); non-devalued group = 3.8 (±1.9)). There was also a main 
effect of drug (F(3>56) =6.52, p<0.05) as the a-flupenthixol treated animals had higher 
rates of magazine approach behaviour (p<0.05) but this heightened responding did not 
impact on sensitivity of magazine entry behaviour to outcome devaluation as there was 
no drug x devaluation interaction {F< 1).
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Activity Assay
In order to confirm the presence o f sensitization in amphetamine pre-treated animals, all 
animals were administered a 0.5mg/kg amphetamine challenge allowing cross experiment 
analysis and between subject comparisons of the locomotor activating effects of 
amphetamine in sensitized (Experiments 10-12) and non-sensitized animals (Experiment 
13). Figure 5.5.1 displays the mean photobeam breaks in the activity test of the various 
drugs which were either drug-naive (non-sensitized -  white bars) or had pre-training 
exposure to amphetamine (sensitized -  grey bars). As expected animals with prior 
experience of amphetamine showed elevated levels of locomotor activity compared to 
drug-na'fve animals. ANOVA with between-subject factors o f sensitization (sensitized 
with amphetamine or non-sensitized drug-naive animals) and drug administered during 
training (saline, a-flupenthixol, SCH23390 or eticlopride) yielded a highly significant 
effect of sensitization (F(i,i44) -  48.91, p<0.05) but also an effect of drug (^(3,144)= 4.8, 
p<0.05) due to higher locomotor activity in response to the amphetamine challenge in all 
animals treated with eticlopride during. There was, however, no interaction between 
sensitization and drug ( ^ 3,144)= 1.7,p=0.17). These results confirm that the amphetamine 
pre-treatment had successfully sensitized animals to amphetamine and provide indirect 
evidence that antagonism with the D2 antagonist eticlopride enhances the locomotor 
activating effects of amphetamine irrespective o f prior experience with the amphetamine.
181
1400 -j
1200  -
J2 1000 -i «
E 800 j
I  600 Jo 
©
£  400 -j
200 j
o 4
Drug administered during acquisition
Figure 5.5.1 Mean total photobeam breaks in the activity test following an amphetamine 
challenge injection administered to drug-naive animals (non-sensitized - white bars) and 
animals with pre-training amphetamine exposure (sensitized -  grey bars').
D iscussion
The experiments reported here examined the effects of both non-selective and selective 
dopamine antagonists on instrumental performance in a reinforcer devaluation task either 
in animals given pre-training exposure to amphetamine or in drug naive animals. 
Significantly, the experiments replicated the findings of Chapter 4 that pre-training 
exposure to amphetamine renders instrumental performance autonomous of the current 
value of the reinforcer even after limited training. The results demonstrated that 
accelerated habit formation seen after amphetamine sensitization is reversed by Di, but
□ non-sensitized
□ sensitized
saline a-flupenthixol SCH23390 eticlopride
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enhanced by D2 receptor antagonists. Furthermore, these experiments provided 
considerable insights into the role of Di and D2 receptor subtypes in mediating 
instrumental learning generally as well as susceptibility to devaluation procedures in 
sensitized and non-sensitized animals.
Before considering test performance, it is important to address the effect of the various 
dopamine antagonists on acquisition of the instrumental response. Consistent with 
previous reports from operant procedures (e.g. Tombaugh, Tombuagh and Ainsman, 
1979; Wise and Schwarts, 1981) the administration of dopamine antagonists during 
training severely retarded the rate of acquisition in both sensitized and non-sensitized 
animals. However, in the current experiments a  dissociation at the receptor subtype level 
was found between the performance of instrumental responses under drug and their 
expression in drug-free tests. As dopamine has been implicated in various non- 
associative factors such as motivation, attention and sensorimotor control that contribute 
to learning, any effects of dopamine antagonism that are restricted to the performance of 
an instrumental response under drug can be attributed to these non-associative factors. 
However, if effects of dopaminergic manipulations are seen on the drug-free expression 
of learned instrumental responses, for example in the current experiments in the 
extinction and reacquisition tests, then this can be taken as evidence that a dopaminergic 
agent has actually modulated the course of associative learning.
Here, the non-selective antagonist a-flupenthixol and the selective D2 antagonist 
eticlopride reduced the rate of instrumental responding during acquisition, but no effects
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were observed at test. The finding that these animals showed comparable rates of 
responding to saline controls in the drug-free reacquisition test indicate that these drugs 
disrupted the performance but not the acquisition and subsequent expression of 
instrumental conditioning and as such suggest that their effects on operant responding are 
via non-associative factors. Furthermore, animals administered eticlopride during 
training displayed elevated levels of responding as a proportion of baseline in the 
extinction test (both in animals sensitized with amphetamine in Experiment 12 and 
amphetamine naive animals in Experiment 13). This recovery o f responding in the drug- 
free extinction text indicates that these animals learnt the instrumental response at the 
same rate as saline controls and that antagonism of D2 receptors therefore only disrupted 
the performance of that response during acquistion. Dopamine activity in the nucleus 
accumbens, a structure containing the highest concentration of D2 receptors in the rat 
brain (Bentivoglio and Morelli, 2005), has been widely implicated in the reinforcing and 
motivational properties of both natural rewards and dugs of abuse (e.g. Hernandez and 
Hoebel, 1988; Mark, Smith, Rada and Hoebel, 1994; Wyvell and Berridge, 2000). Thus 
the disruptive effects of agents selectively and non-selectively targeting D2 receptors on 
the performance but not the acquisition of the instrumental response may have been due 
to decreased motivation associated with these drugs. However, the reduced rate of 
responding could have equally arisen as a result of the profound motor impairments 
typically produced by D2 antagonists (e.g. Fowler and Liou, 1994). Whether the 
disruption was caused by motivational or motor factors or a combination of the two, it is 
clear that D2 receptor antagonism impaired the performance but not the learning of the 
instrumental response in the current experiments. Conversely, Di antagonism by
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SCH23390 not only affected the performance during training but it also reduced the 
expression of learned instrumental responses at test. Indeed, animals administered the Di 
antagonist during training displayed lower rates o f responding in the drug-free 
reacquisition test compared to saline controls and other drug groups. The test was 
conducted five days after the last SCH23390 treatment and hence the reduced rate of 
responding cannot be accounted for solely in terms o f drug induced motivational or 
sensorimotor deficits. The results are consistent with previous reports o f disruption to 
operant responding by SCH23390 (e.g. Nakajima, 1986; Sharf, Lee and Ranaldi, 2005) 
and suggest that Di receptors are involved in the associative learning underpinning 
instrumental responding.
In stark contrast to the effects of dopaminergic drugs on instrumental performance, 
antagonism of dopaminergic systems failed to impact on magazine approach behaviour 
(but see Choi, Balsam and Horvitz,, 2005). Both during acquisition and at test there was 
no effect of the various dopaminergic agents used in the current experiments on magazine 
entry behaviour. Furthermore in line with evidence from Chapter 4, magazine approach 
behaviour remained sensitive to outcome devaluation even when instrumental 
performance (see below) was impervious to changes in reward value. Thus the deficits in 
instrumental performance observed cannot simply be attributable to motoric dysfunction 
as any drug induced motor impairment would presumably impact on magazine approach 
behaviour as well as lever pressing. To the extent that magazine approach behaviour in a 
free operant procedure depends on Pavlovian contingencies, these findings provide yet 
further evidence that Pavlovian and instrumental conditioning are subserved by distinct
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psychological and neural processes (e.g. Holland, 1979; Dickinson et al., 2000; Corbit et 
al., 2 0 0 1 ).
As expected, animals that were not exposed to amphetamine prior to training showed 
normal sensitivity to outcome devaluation after limited training. The administration of the 
dopamine antagonists a-flupenthixol and SCH23390 during training had no impact on 
this sensitivity; it was neither enhanced nor attenuated by these drugs. Eticlopride 
treatment, however, appeared to reduce sensitivity to the changed value of the reinforcer 
after taste aversion as evidenced by comparable rates of responding across the two 
devaluation groups. However, there was no statistical evidence for this effect, any 
inferences from Experiment 13 about the role of D2 receptors in the control of goal- 
directed behaviour in normal animals would be premature.
Nevertheless, the results from the reinforcer devaluation task in animals with prior 
exposure to amphetamine (Experiments 10-12) furnish unequivocal evidence for distinct 
roles of Di and D2 receptor subtypes in the control of behaviour by goal-directed actions 
and S-R habits. In a replication of the previous chapter’s findings, animals given pre­
training exposure to amphetamine but saline during training showed accelerated habit 
formation as they failed to alter lever press performance in response to the changed value 
of the reinforcer. The performance in the reinforcer devaluation task of sensitized animals 
treated with either the non-selective dopamine antagonist a-flupenthixol or the Di 
antagonist SCH23390 during training was not autonomous of the current value of the 
reinforcer as these animals showed a selective depression in lever press rates compared to
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non-devalued controls. Thus the instrumental performance of these animals mirrors that 
of normal animals after limited training and suggests response control was by goal- 
directed A -0 associations. The finding, however, that animals given eticlopride were 
impervious to the current value of the reinforcer suggests these animals’ instrumental 
performance remained stimulus-bound and governed by S-R habits.
The differential sensitivity to outcome devaluation procedures cannot be attributed to 
impaired acquisition, as responding in all animals was depressed during acquisition 
irrespective of the antagonist administered. Similarly, all animals acquired an aversion to 
the reinforcer as evidenced by the marked sensitivity of magazine approach to outcome 
value in the extinction tests. Furthermore, the magazine entry data suggest that the 
eticlopride treated animals were able, under certain circumstances, to inhibit specific 
responses and hence the insensitivity of lever pressing in these animals cannot be 
accounted for by general response perseveration. Although the results of the activity test 
indicated elevated locomotor activity in eticlopride-treated animals in response to an 
amphetamine challenge compared to other animals, the sensitivity of magazine entry 
behaviour renders any interpretation of lever press performance in terms o f hyperactivity 
most unlikely. The results are therefore specific to an effect on lever pressing and 
demonstrate that the accelerated habit formation following amphetamine exposure 
reported in Chapter 4 and replicated here, is prevented by Di but not D2 receptor 
antagonism. Indeed, this parallels good evidence that the development of sensitization to 
the locomotor activating effects of amphetamine is also blocked by Di antagonists. These 
effects have been observed systemically (Vezina and Stewart, 1989) and with local
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infusions of SCH23390 into both the VTA and substantia nigra pars reticulata (Stewart 
and Vezina, 1989; Vezina, 1996). Similarly, Dj receptor knock-out mice fail to develop 
behavioural sensitivity to amphetamine (Karper et al., 2002; Mcdougall et al., 2005) and 
a recent fMRI study supports the suggestion that Di receptors are responsible for 
amphetamine-mediated neurochemical changes and that Di antagonists inhibit this 
response to amphetamine (Dixon et al., 2005). Thus the current findings concur with 
reports of Di receptor modulation of the neurochemical and locomotor response to 
amphetamine and extend them to include a further behavioural response; enhanced habit 
formation. More generally, they provide evidence of Di receptor involvement in the 
transition from actions to habits and raise the intriguing possibility that antagonism of Di 
receptors over the course of extended training would attenuate habit formation. 
Similarly, Di receptor knock-out mice may fail to develop goal-insensitive habitual 
responding.
However, eticlopride administered during training failed to reverse the accelerated 
formation of S-R habits induced by pre-training amphetamine exposure. This finding is 
consistent with growing evidence that D2 antagonism actually enhances the behavioural 
and neurochemical effects of amphetamine. For example, the blockade of D2 receptors in 
the VTA produces persistent elevation o f the locomotor activating effects of 
amphetamine (Tanabe, Suto, Creekmore, Steinmiller and Vezina, 2004). Indeed, in the 
current experiments systemic administration o f eticlopride during training appeared to 
heighten the potentiation of locomotor activity by amphetamine in both sensitized and 
non-sensitized animals in the activity test following a drug challenge. Sulpiride, which
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has high affinity for D2 receptors, has been shown to enhance the augmentative effects of 
amphetamine on extracellular striatal dopamine levels measured by in vivo microdialysis 
(Jaworski, Gonzales and Randall, 2001). Similarly, fMRI measurement of changes in rat 
brain activation following amphetamine administration shows that pre-treatment with 
sulpiride facilitates the response elicited by amphetamine (Dixon et al., 2005). 
Furthermore, the finding that the instrumental performance of animals treated with 
eticlopride was completely independent of goal-value during the reacquisition test also 
suggests that antagonism of D2 receptors enhanced the effect o f pre-training exposure to 
amphetamine on the sensitivity of a moderately trained instrumental response to outcome 
devaluation. The amphetamine-sensitized animals treated with eticlopride clearly had a 
representation of the devalued outcome as they inhibited magazine entry responses and 
when given the opportunity consumed less of the outcome compared to controls, but they 
failed to use this representation to guide instrumental responding. Instrumental 
performance under the control of S-R habits, whether engendered by overtraining or 
amphetamine exposure, is normally sensitive to outcome value in re-acquisition and thus 
the insensitivity of eticlopride-treated animals in this test in Experiment 12 is novel and 
can be taken as evidence of dysfunctional habit learning characteristic of compulsions. 
By definition, compulsive behaviour is carried out repetitively and persists despite 
adverse consequences. Significantly, there is emerging evidence that abnormal D2 
receptor binding may be involved in psychopathologies characterised by compulsive 
behaviour. For example, PET scans have revealed low D2 receptor availability in drug 
abusers (Wang et al., 1997; Volkow et al., 1999; Volkow et al., 2001) and single photon 
emission computerized tomography (SPECT) has shown reduced D2 receptor binding in
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OCD patients (Denys, van der Wee, Janssen, De Geus and Westenberg, 2004). The 
current results are consistent with these reports and suggest that sensitization of 
dopaminergic systems coupled with the down-regulation of D2 receptors may lead to 
maladaptive habitual behaviour that is compulsive. As such the paradigm developed here 
could serve as model of the neurochemical changes that accompany the loss of voluntary 
control over behaviour associated with drug addiction and neuropsychiatric disorders 
such as OCD and Tourette’s Syndrome.
The finding of opposing roles of Di and D2 receptors in the transition from action to habit 
and compulsion in the experiments presented here is consistent with previous reports that 
antagonism of Di receptors disrupts, but D2 receptor blockade facilitates, learning in a 
variety of Pavlovian conditioning paradigms (Smith, Neill and Costall, 1997; Horvitz, 
2001; Eyny and Horvitz, 2003; Yue et al., 2004, Cassaday, Nelson and Norman, 2005). 
The demonstration here of dissociable effects of Di and D2 receptor antagonism on 
instrumental learning and the sensitivity of that learning to outcome devaluation is, 
however, novel. The effects of Di and D2 receptors antagonists on learning mirror their 
effects on synaptic plasticity within the striatum with Di and D2 receptors acting 
synergistically to allow LTD but in opposition during LTP (Kerr and Wickens, 2001; 
Centonze et al., 2001). This differential involvement in striatal synaptic plasticity may 
therefore underlie the effects on learning seen here and more generally accelerated habit 
formation after sensitization (Gerdeman, Partridge, Lupica and Lovinger, 2003).
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CHAPTER 6 
GENERAL DISCUSSION
Summary of findings
This thesis has presented a series of experiments that examined the behavioural and 
neurochemical processes involved in the development of S-R habits in rats. The results 
support previous findings for a dissociation o f psychological and neural systems that 
control voluntary, goal-directed behaviours and reflexive, stimulus-bound habitual 
responding respectively (Adams, 1982; Dickinson et al., 1983; Dickinson, 1985; 
Dickinson and Balleine, 1993; Balleine and Dickinson, 1998; Killcross and Coutureau, 
2003; Coutureau and Killcross, 2003; Yin et al., 2004; Yin et al., 2005). The current 
findings add considerably to our understanding of how these systems interact at a 
psychological and neurochemical level to control behaviour.
Behavioural analysis of the development o f S-R habits in rats
The experiments in Chapters 2-3 provided a behavioural analysis of factors that 
contribute to the development of S-R habits. Significantly, these experiments replicated 
the ubiquitous finding that overtraining of an instrumental response engenders behaviour 
that is resistant to reinforcer devaluation. Although a pervasive view in Folk psychology, 
the results of these experiments demonstrate unambiguously that the development of 
habits is not simply the product of response repetition per se. Similarly, the finding in 
Chapter 3 that overtrained responses can still be guided by outcome expectancy suggests 
that extended exposure to the reinforcer is in itself not sufficient to generate habitual
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responding. Furthermore, in contrast to previous research (e.g. Dickinson et al., 1983) 
these experiments found no evidence that the class of reinforcement schedule employed 
during training can influence the rate at which goal-independent responding develops. 
Firstly, Experiment 1 demonstrated that interval schedules do not necessarily facilitate 
habit formation. Indeed, animals in Experiment 1 showed sensitivity to outcome 
devaluation even after 240 response-reward pairings. Conversely, there was no evidence 
from Experiments 2 or 4 that training on ratio schedules attenuates the onset of goal- 
insensitive responding. As these two classes of reinforcement schedule establish 
markedly different behaviour-reward functions, the finding that habits developed at 
equivalent rates on these schedules suggests that the development o f S-R habits may not 
simply be explained in terms of the relationship between behaviour and reward. Thus the 
current experiments provided no evidence to support previous suggestions that habits 
develop because overtraining an instrumental response (and training on interval 
schedules) degrades the relationship between behaviour and reward (Dickinson, 1985). 
Indeed, in Chapter 3 manipulations that affected this relationship rendered overtrained 
instrumental responses goal-directed irrespective of whether they introduced a stronger or 
weaker relationship between an animal’s behaviour and reward delivery. Similarly, in 
Experiment 5 changes in reward magnitude did not affect the schedule of reinforcement 
per se but these manipulations nonetheless resulted in behaviour that was sensitive to 
outcome devaluation at test. The finding that animals could remain acutely sensitive to 
changes in the instrumental contingency after extended training is perhaps striking. It 
suggests that S-R habits do not develop as a result of changes in animals’ knowledge of 
the A-0 contingency, as otherwise performance would presumably be unaffected by the
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behavioural manipulations introduced in Chapter 3. As these manipulations disrupted the 
normal overtraining effect of goal-insensitive performance, these results demonstrate 
unequivocally that A-0 associations are not lost over the course of extended instrumental 
training and responding can rapidly come once again under the control of outcome 
expectancy. As such, these results are consistent with evidence from lesion studies that 
response control can switch between the habit and goal-directed systems (e.g. Coutureau 
and Killcross, 2003; Yin et al., 2004). Indeed, there is evidence from the medium training 
groups in Experiments 1 and 2 that A -0 and S-R processes can be engaged concurrently. 
Responding in these animals appeared to be sensitive to both the selective and non- 
selective effects of pre-feeding to satiety. Thus, it would appear that the development of 
S-R habits is a dynamic process that involves competition between the goal-directed and 
habit systems: A-0 associations are gradually overridden by inhibitory mechanisms that 
allow S-R processes to dominate behavioural expression.
Critically, the current experiments highlight factors that contribute to the relative 
dominance of one system over the other. In Chapter 2, detailed analysis of multifarious 
factors that could potentially account for animals’ sensitivity to outcome devaluation was 
performed. This analysis revealed that there was no relationship between an animal’s 
gross performance on the response-reward curve and sensitivity to outcome devaluation 
at test. There was no correlation between lever press rates or reward rates and test 
performance. Rather, the data suggested that S-R habits emerged as animals attained a 
consistent level of performance. On the interval schedule in Experiment 1, there was an 
inverse relationship between variation in response rates across the final session of
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instrumental training and sensitivity to outcome devaluation at test. Animals that 
produced the least variation in response rates on the final day of acquisition showed the 
greatest resistance to reinforcer devaluation. In Experiment 2, habitual responding 
appeared to develop as animals pressed the lever at a consistent rate and no longer 
experienced the large session by session increases in rates typical of the early stages of 
acquisition on ratio schedules. Thus in broad terms, both these experiments revealed that 
instrumental performance comes to be controlled by goal-insensitive S-R habits as 
behaviour ceases to vary. This position was further supported by the results from the 
experiments presented in Chapter 3. These data demonstrated that once animals had 
established a stable rate of responding over 9 sessions of instrumental training but were 
then exposed to either changes in the rate of reinforcement or reward magnitude, 
instrumental performance in these animals appeared to be guided by outcome value. 
Significantly, the effect of all these manipulations was to lower response rates relative to 
baseline. This suggests that these manipulations may have rendered instrumental 
responding goal-directed as a direct consequence of their disruptive effects on well- 
established responding.
One interpretation of these findings is that habitual responding emerges as animals settle 
to a response rate that assures a predictable and stable relationship between their 
behaviour and reward delivery. This is perhaps most poignantly demonstrated by the 
finding from Experiment 6  that animals exposed to an ever-changing reinforcement 
schedule (and consequently were prevented from establishing a consistent relationship 
between behaviour and reward) failed to develop S-R habits despite extended training.
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Once the relationship between behaviour and reward becomes well-predicted, animals 
need no longer attend to the consequences of their actions and hence instrumental 
performance becomes independent o f outcome value. This suggests that S-R habits are 
not the product of changes in animals’ knowledge of the relationship between behaviour 
and reward but rather goal-insensitive responding emerges as this relationship becomes 
well-predicted. This position stands in stark contrast to previous theoretical accounts that 
postulated that S-R habits arose due to a decline in the experienced correlation between 
behaviour and reward (e.g. Dickinson, 1985). Furthermore, the finding that habits 
developed as animals obtained stable response rates mirrors findings from 
neurophysiological studies that over the course of procedural learning neuronal responses 
within the sensorimotor striatum undergo a process of restructuring and fine-tuning. As 
performance becomes well-established, neuronal activity shifts from individual tasks 
elements to marking only the beginning and end of the task (Jog et al., 1999; Barnes et 
al., 2005). This is consistent with suggestions that the sensorimotor striatum builds up or 
‘chunks’ elements of actions into a template of the entire procedure (Graybiel, 1998; 
Graybiel, 2004). Seen in this context, the current findings are also consistent with more 
generic examples of habit learning: complex sequences of behaviour, such as driving, 
come to be performed effortlessly as single units triggered by specific environmental 
stimuli.
Neurochemical analysis of the development o f  S-R habits in rats
A further significant contribution of the experiments reported here is greater elucidation 
of the neurochemical processes involved in the transition from goal-directed to habitual
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stimulus-bound forms of behaviour. Dopamine-dependent synaptic plasticity has been 
widely implicated in reward-related learning (e.g. Berke and Hyman, 2000; Reynolds et 
al., 2001; Schultz, 2002; Wickens et al., 2003). However, relatively few studies have 
examined its role in S-R habit learning (e.g. Robbins et al., 1991; Packard and White, 
1991). Furthermore, as none of these studies explicitly probed the associative structure 
underpinning performance, it cannot be directly inferred that these tasks involved S-R 
habit learning. However, the application in the current studies o f behavioural assays, such 
as reinforcer devaluation, provides rather better evidence o f the extent to which 
behaviour is controlled by voluntary goal-directed actions or reflexive habits.
In Experiment 8 , animals were exposed for 7 days to the indirect dopamine agonist 
amphetamine prior to the commencement of instrumental training. Although the 
instrumental response was only moderately trained (3 sessions), animals’ performance in 
two subsequent tests of goal-sensitivity was found to be independent of the current value 
of the reward. However in Experiment 9, responding in animals that received equivalent 
exposure to amphetamine after the completion of instrumental testing but before 
extinction testing, was shown to be guided by outcome expectancy. This dissociation 
between pre- and post-training amphetamine exposure is significant because it suggests 
that the failure to detect normal goal-sensitive responding after moderate training in 
Experiment 8  cannot be accounted for by any effects of amphetamine on motivation or 
locomotor activity, as presumably such effects would have also be observed in 
Experiment 9. Furthermore, evidence that magazine entry behaviour remained sensitive 
to outcome devaluation, coupled with the results from the reacquisition test, demonstrates
196
that the insensitivity o f lever press performance in the extinction test to reinforcer 
devaluation did not result from a failure to acquire a representation of the changed value 
of the reward. Rather, it suggests that animals were unable to use this representation to 
guide instrumental performance. Thus, these findings mimic both the effect of 
overtraining seen in normal animals as well as the effects produced by lesions to the 
prelimbic cortex and the dorsomedial striatum (Killcross and Coutureau, 2003; Yin et al., 
2005a). As the control of instrumental performance has been posited to be determined by 
active competition between the goal-directed and habit systems, the effect of 
amphetamine sensitization seen here could be mediated by two possible processes. 
Firstly, amphetamine exposure may have facilitated the development of S-R habit 
learning per se or alternatively, it may have disrupted A -0  processes and allowed 
developing S-R habits to dominate instrumental performance prematurely. The finding 
that amphetamine sensitization affected the acquisition, but not the expression, of 
instrumental learning clearly favours the former hypothesis. Thus the demonstration of 
accelerated habit-formation after sensitization with amphetamine suggests a fundamental 
role of dopamine in the ‘stamping in’ of S-R associations that underpin procedural 
learning.
These effects were further explored in Chapter 5. Specifically, these experiments sought 
to expound the neuropharmacological selectivity of the sensitization effect observed in 
Chapter 4. Animals were firstly sensitized to amphetamine and then, as in Chapter 4, 
received 3 sessions of instrumental training. Prior to each of these sessions, animals were 
administered either selective or non-selective dopamine antagonists. Finally, in an
197
attempt to explore more generally the role o f dopamine in instrumental learning, non­
sensitized animals were administered dopamine antagonists during the acquisition of a 
moderately trained response.
The general effect of antagonism of dopaminergic systems during training was to 
suppress instrumental performance. Interestingly, this effect was seen whether or not 
animals had received prior exposure to amphetamine. This finding is consistent with 
previous reports that dopamine antagonists produce decreases in response rates (e.g. 
Varvel et al., 2002). However, the current experiments suggested that these effects were 
not uniform and depended on the selectivity of the drug. As the effects of both a- 
flupenthixol and the selective D2 antagonist eticlopride on responses rates were restricted 
to the training phase and were not present in the drug-free tests, it suggests that these 
drugs did not affect the rate of learning, but rather that their depressive effects on 
instrumental performance were mediated by motivational, attentional or locomotor 
processes. On the other hand, animals administered the selective Di antagonist 
SCH23390 during training also displayed lower response rates compared to saline 
controls in the drug-free tests conducted 4 and 5 days after the final injection of 
SCH22390. In view of this time frame, the reduced rates of performance seen in these 
tests can not be attributed simply to non-associative factors such as motivation and 
locomotor activity. These results suggest, therefore, that antagonism of Di receptors by 
SCH23390 affected not only the performance of the instrumental response but actually 
attenuated the rate or consolidation of associative learning. This finding is consistent with 
evidence that stimulation of Di receptors contributes to dopamine-dependent synaptic
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plasticity that has been postulated to be necessary for learning (Schultz, 2002; Wickens et 
al., 2003). For example, activation o f dopamine Di receptors by either endogenous 
dopamine or exogenous dopamine agonists has been shown to induce long-term 
potentiation within the striatum (Kerr and Wickens, 2001). Similarly, electrical 
stimulation of the substantia nigra induces potentiation of corticostriatal synapses but this 
effect is blocked by SCH23390 (Reynolds et al., 2001).
This interpretation is further supported by the finding that amphetamine-induced 
enhancement of S-R habits was reversed by both the non-selective dopamine antagonist 
a-flupenthixol and the selective Di antagonist SCH23390. At test, animals exposed to 
amphetamine and then administered these compounds during training showed normal 
sensitivity to outcome devaluation despite pre-training exposure to amphetamine. This 
suggests that accelerated habit-formation seen after amphetamine sensitization is in part 
mediated by activation of Di receptors. This is consistent with previous reports indicating 
that the behavioural and neurochemical response to psychostimulants such as 
amphetamine is modulated via Di receptors (e.g. Xu et al., 1994; Xu, Guo, Vorhees and 
Zhang, 2000; Zhang et al., 2005). A markedly different pattern of results emerged in 
amphetamine sensitized-animals treated with the D2 antagonist eticlopride. These animals 
showed the same abnormal insensitivity to outcome devaluation after moderate training 
as control animals. Thus in stark contrast to the effects of SCH23390, antagonism of D2 
receptors failed to reverse amphetamine induced disruption o f goal-directed responding. 
Furthermore, in the subsequent reacquisition test lever press performance in these 
animals appeared to remain completely impervious to outcome value. Evidence from
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both magazine approach behaviour and the consumption test confirmed that these 
animals had acquired an aversion to the reinforcer. This suggests that these animals were 
completely impaired in their ability to use the current value of the reward to guide 
instrumental performance, even when presented with the consequences of their actions in 
the reacquisition test. Normally, when instrumental responses under the control of S-R 
habits and are rewarded with an outcome that has been paired with gastric-malaise, 
animals’ propensity to press the lever is markedly reduced. Thus, sensitization with 
amphetamine coupled with blockade of D2 receptors not only led to the early and 
excessive dominance of S-R processes, it appeared to render instrumental performance in 
these animals compulsive. There is increasing evidence of abnormal D2 receptor binding 
in OCD patients and compulsive drug users (e.g. Denys et al., 2004; Volkow, Fowler, 
Wang and Swanson, 2004; Nader and Czoty, 2005; Nader et al., 2006). As such, the 
current findings have implications for understanding the neuropharmacological 
mechanisms involved in the development of abnormal habitual behaviour associated with 
certain human psychopathologies. More generally, these findings demonstrate distinct 
contributions of Di and D2 receptors to the normal development of S-R habits. This 
development may involve the activation o f Di receptors combined with reduced 
transmission at D2 receptors. The current findings are consistent with previous reports of 
differential involvement of these receptors in learning (e.g. Horvitz, 2001) and it is 
suggested that this may reflect distinct contributions of these receptors to striatal synaptic 
plasticity (Kerr and Wickens, 2001; Centonze et al., 2001).
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Optimality, uncertainty and dopamine - the development o f  S-R habits
The current research has highlighted both behavioural and neurochemical processes 
involved in the transition of behavioural control over the course of instrumental training.
From a behavioural perspective, the current experiments demonstrated that the 
development of S-R habits was associated with the achievement of stable rates of 
performance. It is o f central importance to establish how and why this process of 
stabilization occurs. Some o f the most compelling and parsimonious accounts of 
instrumental performance are those that assume that all behaviour constitutes choice and 
that choice is driven by feedback from the interaction between behaviour and the 
environment (e.g. Hermstein, 1970; Baum, 1973). Even in the restricted environment 
established by the experimenter, it is clear that an animal always has more than one 
activity in which it can engage. For example, apart from measured behaviour such as 
lever pressing, animals can explore, groom or rest. Engaging in one activity inextricably 
leads to a decline in the performance of other behaviours. It is clear that choosing 
between different behaviours produces not only different rewarding consequences but 
also different costs, characterised as different requirements for effort. Optimization 
accounts of instrumental performance assume that the goal o f behaviour is to maximize 
satisfaction and minimize effort. In order to optimize satisfaction, animals must trade-off 
the costs and benefits associated with any given behaviour (e.g. Baum, 1981). There is 
very good evidence to suggest that animals’ behaviour is determined by some form of 
cost-benefit analysis (e.g. Salamone et al., 1991; Salamone, Cousins and Bucher, 1994;
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Cousins, Atherton, Turner and Salamone, 1996; Walton, Bannerman, Rushworth, 2002). 
These studies have shown that animals are sensitive to changes in the cost (e.g. the effort 
required to obtain a reward) and the benefit (e.g. reward magnitude) of a given activity. 
When the cost of an activity is increased without a concomitant increase in benefit, 
animals tend to shift behaviour towards activities associated with fewer rewards but also 
less effort (e.g. van den Bos, van der Harst, Jonkman, Schilders and Sprijt, 2006). 
Similarly, the finding that ratio schedules maintain higher response rates than interval 
schedules can be readily explained by optimality theories o f instrumental performance 
(Baiun, 1993). Of course, on any class of reinforcement schedule higher rates lead to 
greater expenditure of energy and fewer opportunities to pursue other activities. If it is 
assumed that this positively accelerating cost function is equivalent on interval and ratio 
schedules, it follows that rates will be lower on an interval compared to a ratio schedule. 
As interval schedules impose an upper limit on the rate of reinforcement, increasing the 
response rate beyond a certain level will only entail an increase in cost. On the other 
hand, on a ratio schedule higher rates are associated not only with increased cost but also 
a more rewarding reinforcement rate. Thus the potential for net gain from the trade-off 
between cost and benefit is greater on a ratio schedule. This relationship is depicted in 
Figure 6.1.1. To test informally these predictions, rats were trained in two identical boxes 
and received one session in each box for 15 days. In one box animals were trained on an 
RI30 schedule and in the other on a RR8 schedule. As the boxes were identical and 
animals were rewarded with the same reinforcer in each box (food pellets), the costs 
associated with each response should have been equivalent. Similarly, by comparing 
performance on the two schedules in the same animal any effects due to individual
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differences could be obviated. After 15 days of training, animals were responding 
approximately 20 times a minute on the interval schedule and 30 times on the ratio 
schedule.
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Figure 6.1.1 Cost and benefit function o f interval (dashed black lines) and ratio schedules 
(solid black lines). Arrows depict mean response rate after 15 sessions o f interval (RI30') 
and ratio training (RR8V Grey lines represent the accelerating cost function. (Adapted 
from Baum. 1981V
It is clear from the portrayal of these data in Figure 6.1.1 that animals settled for rates that 
assured a near optimal trade-off between cost and benefit: the increase in cost associated 
with the higher rates of performance on the ratio schedule was offset by the increase in 
the rate of reward. Similarly, pressing the lever at a higher rate on either schedule would
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have brought diminishing returns as assessed by the relative rate o f increase of cost and 
reward functions. These data are consistent with the suggestion that instrumental 
performance is determined to some extent by a trade-off between cost and benefit. Seen 
in this context, the finding in Chapters 2 and 3 that S-R habits developed as animals 
attain a stable rate of performance is significant. It not only explains why response rates 
stabilize, it also suggests that goal-insensitive habitual responding may be partly a 
product of the trade-off between cost and benefit. If instrumental performance is driven 
by the goal of maximizing benefits and minimizing costs, during the early stages of 
instrumental learning animals must explore the relationship between their behaviour and 
reward delivery in order to estimate the long-term value of a given rate of responding. 
Clearly, such a cost-benefit analysis places considerable demands on cognitive resources 
such as working memory and attention. It requires both a representation of the outcome 
and the nature of the causal relationship between pressing the lever and reward delivery 
(i.e. the instrumental contingency). These are, of course, the cardinal features of goal- 
directed actions. Changing the value of the reinforcer during the initial stages of training, 
while animals are still ascertaining the level o f performance necessary to maximize gain 
and minimize cost, would clearly impact on their behaviour. However, once animals have 
settled for a rate of performance that secures an optimal or near optimal trade-off between 
cost and benefit, parsimony dictates that attending to and encoding outcome value would 
become superfluous (cf. Pearce and Hall, 1980). Hence once animals reach stable rates of 
performance, responding is no longer guided by outcome-value. Of course, this only 
holds if the relationship between reward and behaviour is kept constant. Introducing 
variation in these factors would render instrumental performance uncertain and
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potentially suboptimal. Thus in order to optimise long-term behaviour, animals would 
have to perform a new cost benefit-analysis to reflect the now changed environmental 
contingencies. This could account for the restoration of goal-directed responding 
observed in animals that experienced sudden variation in both the rate of reinforcement 
and reward magnitude in Experiments 3-5. Similarly, an ever-changing environment 
would prevent animals from establishing an optimal level of trade-off. This was 
evidenced in Experiment 6 as animals that were exposed to an inconsistent reinforcement 
rate failed to develop habitual responding.
Significantly, effort-based cost-benefit evaluations in free-operant tasks have been shown 
to be highly sensitive to dopaminergic manipulations and in particular to depletion of 
accumbens dopamine (e.g. Aberman, Ward and Salamone, 1998; Aberman and 
Salamone, 1999; Salamone, Wisniecki, Carlson and Correa, 2001; Mingote, Weber, 
Ishiwari, Correa and Salamone, 2005). In general, these studies have shown that either 
the administration of dopamine antagonists or local infusions of 6-OHDA into the 
nucleus accumbens reduces the effort animals are willing to expend to obtain rewards as 
evidenced by increased ratio strain but is without effect on the consumption of freely 
available rewards. Taken together these data suggest that dopamine may be involved in 
the process whereby animals evaluate the cost and benefits of an action. Indeed, a recent 
theoretical paper has applied reinforcement learning models in an attempt to explain how 
dopaminergic tone may affect response vigour (Niv, Daw, Joel and Dayan, 2006). It is 
argued that the average reward rate is critical to determining the cost-benefit trade-offs 
that allow animals to evaluate how much effort to expend to obtain available rewards.
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Furthermore, the authors suggest that the average reward rate is reported by  tonic 
dopamine. This would account for the above mentioned findings that dopamine 
depletions can reduce the effort animals are prepared to expend in order to obtain 
rewards. Although this theory may in part explain the reduced response rates seen in 
Chapter 5 after pre-treatment with dopamine antagonists, it is unlikely that it can account 
for the enhancement of S-R habit learning seen after amphetamine sensitization. For 
example, it has been shown that hyperdopaminergic mice with a 70% higher level of 
tonic dopamine show elevated response rates compared to wild-types but normal A-O 
learning after limited training, as indexed by sensitivity to outcome devaluation (Yin, 
Zhuang and Balleine, 2006b). This suggests that increased dopaminergic tone does not 
necessarily lead to accelerated habit formation. However, as pharmacological 
manipulations of dopamine are likely to affect both tonic and phasic signalling, the 
effects seen in Chapters 4 and 5 could also be mediated by changes in phasic dopamine 
activity.
In broader terms, the effect of stable and near-optimal levels of performance is that the 
long-term molar correlation between behaviour and reward becomes well-predicted. This 
is consistent with the neurocomputational model of these processes outlined in Chapter 1 
(Daw et al., 2005). These authors propose a dual-action choice system based on two 
classes of reinforcement learning. They postulate that goal-directed behaviour is 
subserved by ‘model-based’ methods or ‘tree search’. This involves constructing 
predictions of long-run outcomes by exploring the molecular correlation between 
behaviour and reward and hence predictions are based on the immediate consequences of
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actions. On the other hand, response control by the habit system is argued to be founded 
on ‘caching’ which refers to the association o f an action with a scalar summary of its 
long-term value. Such a method does not require animals to explore exhaustively the 
relationship between behaviour and reward, but rather action is based on an estimation of 
long-term value. ‘Tree search’ models concur with the suggestion above that during the 
early stages of learning animals explore the correlation between behaviour and reward in 
order to secure an optimal trade-off between cost and benefit. Similarly, the finding in 
Chapter 2 that habits developed as animals established stable rates o f responding is 
consistent with a ‘caching’ model of habitual response control. Stable response rates 
imply that the relationship between behaviour and the occurrence o f rewards has become 
well-predicted and that animals have learnt that a certain response rate is associated with 
a long-term estimation of value. Furthermore, as outlined in the introduction, Daw et al. 
propose that competition between the two systems is mediated by uncertainty, such that 
responding is controlled by the more accurate of the two systems. This would account 
for the results found in Chapter 3 that disrupting well-established performance restores 
response-control to the goal-directed system. Unexpected changes in task contingencies 
clearly favours response-control based on ‘tree search’ methods. ‘Tree search’ provides a 
more efficient method of estimating the value of actions in changed circumstance 
compared to inflexible cached values.
The suggestion that habits develop as the molar relationship between behaviour and 
reward becomes well-predicted is consistent with contemporary learning theories that 
attach critical importance to the role of reward predictability in driving learning. Indeed,
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the reward prediction error, or the discrepancy between expected and actual rewards, is a 
central tenet of modem learning theories (e.g. Rescorla and Wagner, 1972; Mackintosh, 
1975; Pearce and Hall, 1980). According to these theories, learning only proceeds when 
the occurrence of rewards is better or worse than predicted: fully predicted rewards do 
not contribute to learning. Significantly, there is very good evidence that the activity of 
midbrain dopamine neurons provides a neurophysiological correlate of the reward 
prediction error signal predicated in contemporary learning theories (e.g. Schulz, 1998; 
Waelti et al., 2001). These studies have shown that the firing rate o f midbrain dopamine 
neurons is unaffected by rewards that are as good as predicted but increase in response to 
unexpected rewards and is suppressed by the omission of expected rewards (Ljungberg et 
al., 1992; Schultz, Apicella and Ljungberg, 1993; Mirenowicz and Schultz, 1994). 
Furthermore, it has been argued that the dopamine prediction error may serve as a 
‘teaching signal’ that can modulate cortico-striatal synaptic plasticity that underpins 
reward-driven learning (Schultz, 1998; Schultz, 2002; Schultz, Tremblay and Hollerman, 
2003). It is clear that such a system allows organisms to model the causal relationship of 
its interactions with the environment and consequently adapt its behaviour to optimize 
long-term gain. Significantly, it has been shown that over the course of training the 
phasic dopamine response is transferred from rewards to the stimuli that predict the 
occurrence of rewards. (Schultz et al., 1997). This effect may represent a 
neurophysiological analogue of the transfer of response control over the course of 
extended instrumental training from its consequences to its antecedents. The findings 
from Chapter 2 that instrumental performance became goal-insensitive as animals 
established stable response rates supports the suggestion that as reward delivery becomes
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well-predicted animals no longer attend to the consequences o f their actions. Although 
the vast majority of the work implicating phasic dopamine in encoding a reward 
prediction error has been conducted using appetitive Pavlovian procedures, more recent 
work has also demonstrated a role for the phasic dopamine prediction error signal in 
instrumental learning (e.g. Morris, Arkadir, Nevet, Vaadia and Bergman, 2004; Bayer 
and Glimcher, 2005; Morris, Arkadir, Nevet, Vaadia and Bergman 2006; Pessiglione, 
Seymour, Flandin, Dolan and Frith, 2006). Interestingly, one of these studies has shown 
that even after animals have developed a fixed behavioural response, midbrain dopamine 
neurons continue to compute a reward prediction error but animals’ behaviour is largely 
unaffected by the error term (Bayer and Glimcher, 2005). This may account for the 
finding in Chapter 2 that variation in local reward rates did not correlate with animals’ 
sensitivity to outcome devaluation and is consistent with the suggestion that habits 
develop as the molar, rather than the molecular, correlation between reward and 
behaviour becomes well-predicted. Indeed, in Chapter 3 it was shown that when this 
relationship is sufficiently disrupted response control is restored to the goal-directed 
system. Thus, the finding that midbrain dopamine neurons continue to compute a 
prediction error even after extended training may provide a mechanism for the effects 
observed in Chapter 3.
Similarly, the effects reported in Chapters 4 and 5 may also be attributable to the phasic 
activity of dopamine neurons. As the blockade of dopamine reuptake by amphetamine 
leads to sustained increases in extracellular dopamine levels, the effect o f the 
psychostimulant drugs would be to exaggerate the phasic response of dopamine neurons
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to rewards and reward-related stimuli (Schultz, 2002). For example, the effect of an 
exaggerated reinforcement signal may be to accelerate the transfer of dopamine neuronal 
firing from rewards to reward-predicting stimuli. The magnified ‘teaching signal’ 
encoded by dopamine neurons would also exert considerable influence over cortico- 
striatal synaptic plasticity that has been proposed to modulate learning. Similarly through 
its effects on tonic extracellular concentrations of dopamine, amphetamine may also 
amplify the responses of dopamine neurons in target structures, such as the prefrontal 
cortex and striatum that receive excitatory input from the midbrain dopamine prediction 
error signal. This may lead to the early and preferential recruitment o f the neural circuitry 
outlined in Chapter 1 that subserves response control by S-R habits. Taken to together, 
these effects may serve to enhance associative learning and hence underpin the 
facilitation of S-R learning seen after amphetamine sensitization in Chapters 4 and 5 
(Berke and Hyman, 2000).
Wider implications and future directions
The experiments reported here add significantly to our understanding of both the 
psychological and neurochemical processes involved in the transition from goal-directed 
to habit-based responding. Changes in the balance of these processes may be associated 
with certain human psychopathologies. For example, the demonstration here that 
psychostimulant drugs can hijack the habit system is highly significant for our 
understanding of the transition from drug abuse to compulsive drug-taking. Indeed, it is 
becoming increasingly recognised that drug addiction may in part be the product of 
aberrant habit learning (e.g. Everitt and Robbins, 2005; Nelson and Killcross, 2006;
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Fuchs, Branham and See, 2006). The experiments reported in this thesis furnish 
significant new insights into the putative neurochemical processes involved in drug 
addiction and as such may provide a model of the development of habitual and eventually 
compulsive drug-taking. Similarly, as disruption to the voluntary control of behaviour is 
the hallmark of other neuropsychiatric conditions such as obsessive compulsive disorder 
and Tourette’s syndrome, the current findings may have implications for our 
understanding of the psychopathogenesis of these conditions.
In this respect, it will be of central importance to elucidate the neuroanatomical structures 
that mediate the enhancement of S-R habit learning seen in Chapter 4 after sensitization 
with amphetamine. This could be achieved by combining sensitization with the 
reversible inactivation of structures implicated in the control of habitual behaviour. For 
example, if inactivation of the infralimbic cortex or the dorsolateral striatum in sensitized 
animals restores goal-directed responding then this would indicate that sensitization leads 
to the early and excessive control of the habit system over behaviour. Similarly, the 
distinct contributions of Di and D2 receptors to these processes require further 
investigation. For instance, the results of Chapter 5 raise the possibility that animals 
treated with a Di antagonist over an extended period of training may fail to show the 
normal overtraining effect of goal-insensitive responding. Conversely, D2 receptor 
antagonists administered for an equivalent period might render instrumental performance 
completely impervious to reward value. As the finding that sensitization coupled with D2 
down-regulation promotes compulsive lever pressing may represent a putative model of 
aberrant habit learning seen in drug addiction and other human psychopathologies, it will
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be important to test the model’s predictive validity by attempting to restore normal goal- 
directed responding through the administration of therapeutic compounds used in the 
treatment of these disorders (e.g. novel dopaminergic compounds and GABA agonists) 
(Sofuoglu and Kosten, 2005).
Furthermore in accordance with previous suggestions, the experiments reported here in 
Chapter 3 indicated that response control is determined to some extent by competition 
between the goal-directed and habit systems. To date the infralimbic cortex has been 
identified as a critical structure in regulating competition between these two systems 
(Killcross and Coutureau, 2003). However, there is also good evidence that the anterior 
cingulate is involved in response competition (e.g. Haddon and Killcross, 2006; de Wit, 
Balleine and Dickinson, 2006). Significantly, a recent paper has suggested that this 
structure is also important for learning the value of actions (Kennerley, Walton, Behrens, 
Buckley and Rushworth, 2006). As such, lesions to this structure may not affect the 
normal overtraining effect of goal-insensitive responding but might dismpt the restoration 
of goal-directed performance seen in Chapter 3 after animals experience changes in the 
rate of reinforcement or reward magnitude.
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