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Abstract– This paper introduces a procedure for decoding linear codes up to half
the Feng-Rao bound which is defined by R. Pellikaan [5]. G-L. Feng, $\mathrm{K}.\mathrm{K}$ . Tzeng
and $\mathrm{T}.\mathrm{R}$.N.Rao found the procedure [2], [1], and they showed it was a generalization
of the Berlekamp-Massey algorithm [3] in their paper [1]. We summarize this
decoding methods from the view due to Miura’s thesis [4].





$F_{q}$ . $\tau:=r_{l}$ . $n$ .
Definition 1 $F_{q}$ $n$ $C$ , .
, $k:=\dim \mathcal{F}C$ . $n$ $C$ , $k$ $C$ .
Definition 2(Hamming ) $\mathrm{a}:=(a_{1}, \ldots, a_{\hslash})$ ,
$\mathrm{b}:=(b_{1}, \ldots, b_{\mathfrak{n}})\in \mathcal{F}^{n}$ , $\mathrm{d}(\mathrm{a},\mathrm{b}):=\#\{i|a_{i}\neq b_{i}\}1$ a $\mathrm{b}$ Hamming .
Hamming .
$C$ ,
$\mathrm{d}(C, a):=\min_{\mathrm{a}C\ni \mathrm{c}\neq}\#\{i| Ci\neq a:\}$
. ,
$\mathrm{d}(C):=$ $\min_{\prime,c\ni \mathrm{c},\mathrm{c}’,\mathrm{c}\neq \mathrm{c}}\#\{i| ci\neq c_{*}’.\}$
$C$ . , $d:=\mathrm{d}(C)$ .
Definition 3(Hamming ) $\mathrm{w}(a):=\#\{i|a:\neq 0\}$ a Hamming .




Output: $\mathrm{d}(C,\mathrm{y})\leq t$ ,




1 $A$ , $*A$ $A$ .
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Definition 4 ( ) $C$ $k\mathrm{x}n$ .
Definition 5 $\mathrm{a}=(a_{1}, \ldots,a_{n}),\mathrm{b}=(b_{1}, \ldots, b_{n})\in\tau^{n}$
$\mathrm{a}*\mathrm{b}$ $:=$






$C^{\perp}:=$ { $\mathrm{a}\in \mathcal{F}^{n}|\langle \mathrm{a},$ $\mathrm{c}\rangle=0$ for $\forall \mathrm{C}\in c$}
. , $C^{\perp}$ $H$ , $C$ . $r:=\dim_{\mathcal{F}}C^{\perp}$
. $H$ $\{\mathrm{b}_{1}, \ldots,\mathrm{b}_{\mathrm{r}}\}$ .
2 Feng-Rao
2.1
, Feng-Rao bound , Feng-Rao . Feng-Rao
[4] .
2.2 Feng-Rao bound
$C^{\perp}$ ( ) $\{\mathrm{b}_{1}, \ldots,\mathrm{b}_{\tau}\}$ ,
$F^{n}\backslash C^{\perp}2$ ( ) $\{\mathrm{b}_{t+1}, \ldots,\mathrm{b}_{n}\}$ . $\{\mathrm{b}_{1}, \ldots,\mathrm{b}_{n}\}$ .
Definition 7 $i\in\{1, \ldots, n\}$ ,
$\mathrm{s}_{\mathrm{p}\mathrm{a}\mathrm{n}}(\mathrm{b}_{1}, \ldots,\mathrm{b}_{i}):=\{\sum_{l=1}^{i}\lambda\ell \mathrm{b}\ell|\lambda_{l}\in \mathcal{F}\}$
.
2 $A\supset B$ , $A\backslash B:=\{a\in A|a\not\in B\}$ .
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Definition 8 $\mathrm{a}\in$ , 2 $\sigma,$ $r:\mathcal{F}^{n}arrow\{1, \ldots, n\}$ :
1. $\sigma(\mathrm{a})=i^{\mathrm{d}}6^{t}$




$\sigma(\mathrm{b}:*\mathrm{b}j)=S$ $(\mathrm{b}:,\mathrm{b}_{\mathrm{j}})$ , $\sigma$ $\mathrm{b}_{:}*\mathrm{b}_{j}$ $\mathrm{b}_{1},$ $\ldots,\mathrm{b}_{s}$ 1
– . ,
$\mathrm{b}_{i^{*}}\mathrm{b}_{j}=\sum_{=l1}s\alpha^{()}\mathit{1}:j|\mathrm{b}_{\ell}$ (1)
, $\alpha_{\mathit{1}}^{(i,j)}\in F^{n}$ . $\alpha_{s}^{(:i)}\neq 0$ .
Lemma 1 $0\neq \mathrm{c}\in C$ , .
1. $r+1\leq T(\mathrm{C})\leq n$
2. $l:=\tau(\mathrm{c})$ . , $\langle \mathrm{c},\mathrm{b}_{l}\rangle\neq 0,$ $\{\mathrm{c},\mathrm{b}:\}=0$ forl $\leq\forall_{i}<l$
3. $(\mathrm{b}:,\mathrm{b}_{j})$ $\sigma(\mathrm{b}:*\mathrm{b}_{j})=^{\iota}$ , { $\mathrm{c},$ $\mathrm{b}:*\mathrm{b}j\rangle\neq 0,$ $\sigma(\mathrm{b}:*\mathrm{b}_{\mathrm{j}})<l$ ,
$\langle \mathrm{c},\mathrm{b}_{i^{*}}\mathrm{b}j\rangle=^{\mathrm{o}}$ .
Proof.
1. $C^{\perp}$ $\{\mathrm{b}_{1}, \ldots,\mathrm{b}_{r}\}$ , $\mathrm{c}\in C\Leftrightarrow\langle \mathrm{c}, \mathrm{b}:\rangle=0$ forl $\leq i\leq r$ .
$r(\mathrm{c})\geq r+1$ . , $\mathrm{c}\neq 0$ , $\mathrm{c}\not\in \mathrm{s}_{\mathrm{P}^{\mathrm{a}\mathrm{n}}}(\mathrm{b}_{1,\ldots n},\mathrm{b})^{\perp}$ .
$r(\mathrm{c})\leq n$ .
2. $r(\mathrm{c})$ , $\mathrm{c}\in \mathrm{S}_{\mathrm{P}}\mathrm{a}\mathrm{n}(\mathrm{b}_{1}, \ldots,\mathrm{b}1-1)^{\perp}$ . , ( $\mathrm{c},$ $\mathrm{b}:\rangle=0$ forl $\leq\forall_{i}<l$
. $\langle \mathrm{c},\mathrm{b}\iota\rangle=0$ , $\mathrm{c}\in \mathrm{s}_{\mathrm{P}^{\mathrm{a}\mathrm{n}}}(\mathrm{b}_{1,\ldots,\mathrm{I}}\mathrm{b})^{\perp}$ , $\tau(\mathrm{c})=l$ .
, $\langle$ $\mathrm{c},\mathrm{b}\iota\}=0$ .
3. Definition 1. .
$0$
Lemma 2 $\mathrm{C}\in c_{\mathrm{e}\in},Fn,=\mathrm{y}:\mathrm{c}+\mathrm{e}$ , .
1. { $\mathrm{c},\mathrm{b}:\rangle=0$ for $1\leq i\leq r$ ‘
2. ($\mathrm{e},\mathrm{b}_{i}\rangle=\langle \mathrm{y},\mathrm{b}_{i}\rangle$ for $1\leq i\leq r$ .
3. $\sigma(\mathrm{b}:*\mathrm{b}_{\mathrm{j}})\leq r$ $\{\mathrm{e},\mathrm{b}_{\mathrm{i}}*\mathrm{b}_{\mathrm{j}}\rangle=\langle \mathrm{y},\mathrm{b}_{\mathrm{i}^{*}}\mathrm{b}\mathrm{j}\}$ .
Definition 9 ,
$(u,v)<(i,j)^{d}\mathit{4}eu\leq i$ $v\leq j$ $(u, v)\neq(i,j)$
.
Definition 10 (Well-behaved) $(\mathrm{b}:,\mathrm{b}_{\mathrm{j}})$
$\sigma(\mathrm{b}_{u}*\mathrm{b}_{v})<\sigma(\mathrm{b}:*\mathrm{b}_{j})$ for $\forall(u, v)<(i,j)$
, well-behaved .
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Definition 11 $s\in\{1, \ldots, n\}$ ,
$\mathrm{W}(s):=\#\{(i,j)|\sigma(\mathrm{b}:*\mathrm{b}j)=s$
$(\mathrm{b}_{i},\mathrm{b}_{j})$ well-behaved} .
Definition 12 $F^{n}\ni \mathrm{a}:=(a_{1}, \ldots, a_{n})$ , $n\mathrm{x}n$ $X(\mathrm{a})$ .
$X(\mathrm{a}):=({}^{t}\mathrm{b}_{1}$ ${}^{t}\mathrm{b}_{\mathrm{n}})$
Lemma 3 rank$(X(\mathrm{a}))=\mathrm{w}(\mathrm{a})$ .
Proof. $\{\mathrm{b}_{1}, \ldots,\mathrm{b}_{n}\}$ $F^{n}$ ,




Lemma 4 $0\neq \mathrm{c}\in C$ , $r:=r(\mathrm{C})$ .
$\mathrm{w}(\mathrm{c})\geq \mathrm{W}(r)$ .
Proof. Definition 12 , $n\mathrm{x}n$ $X:=(x:,j):=x(\mathrm{C})$ . Lemma 3 $\mathrm{W}(C)=\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{k}(x)$
. , $n\cross n$ $Y$ : $\mathrm{Y}:=(y:,j)$ ,
$y:,j:=\{$
$X:,j$ if $\sigma(\mathrm{b}_{i^{*}}\mathrm{b}_{j})=T$
$\delta^{1}\cdot\supset(\mathrm{b}:,\mathrm{b}_{j})\theta^{\backslash }$ well - behmed
... $(*)$
$0$ otherwise
, rank$(X)\cdot\geq \mathrm{r}\mathrm{a}\mathrm{n}\mathrm{k}(Y)$ rank$(Y)=\mathrm{W}(r)$ . , Lemma 1 ,










$C \ni \mathrm{c}-\mathrm{c}\min_{\neq 0},\mathrm{d}(\mathrm{c}-\mathrm{c}’,0)$
$=$
$\min_{c\ni \mathrm{c}\neq 0}\mathrm{w}(\mathrm{c})$
. Lemma 4. Lemma 1 . $\mathrm{O}$
Definition 13 $d_{FR}:= \min\{\mathrm{W}(\tau)|r+1\leq r\leq n\}$ , Feng-Rao bound .
2.3 Gauss
Feng-Rao Gauss .
Algorithm 1 (Image and Karnel of a matrix $\tilde{X}$ ) $\tilde{X}:=(\tilde{x}:,\mathrm{j})$
$m\mathrm{x}n$ $(m\leq n),\tilde{X}:,j\in F$ $\circ$ X image kernel , Gauss
$alg_{\theta\dot{\mathcal{H}}}thm$ .
Input : $\tilde{X}:=(\tilde{x}:,\mathrm{j})$ $m\mathrm{x}n$
Output : $M=(m:,i)$ $m\cross n$ $m_{i,j}=0$ or 1,
$\mathrm{v}^{(s)}:=$ $(v_{1}^{()}’, .. ., v_{n^{\theta)}}^{(})$ $\mathrm{v}^{(s)}$ : $\tilde{X}$ Kernel $1\leq\forall_{S}\leq \mathrm{r}\mathrm{a}\mathrm{n}\mathrm{k}(\tilde{X})$
1. [Initialize] $r:=0,$ $m_{i_{l}j}=0$ for $\forall(i,j),$ $i:=1,j:=1,$ $X:=(x:,\mathrm{j}):=X$
2. [Scan Column] , $x:_{|j}\neq 0$ $m_{u,j}=0$ for $1\leq\forall u\leq i$ , $r:=$. $r+1,$ $d_{\mathrm{j}}:=0$ ,
(i, . (i, “ ’ . , 4 .





(iii). $s<n$ , $s:=s+1$ $\mathit{3}(b)(ii)$ . .
$(c)\ell<m$ , $\mathit{1}:=l+1$ -?b . .
$(d)m:,j:=1,$ $d_{j}=i$ .
4. [Finished?] $l<n$ $l:=l+1$ 2 .












2. $m_{1\mathrm{j}},=1$ $m_{u,j}=0$ for $\forall_{u}<i$ , $m_{i,v}=0$ for $\forall_{v}<j$ .
2.4
, Feng-Rao .
$r+1\leq l\leq n$ . $\mathrm{w}(\mathrm{e})\leq(d_{FR}-1)/2$ .
Lemma 6 $\tilde{X}:=(\mathrm{f}^{\mathrm{e},\mathrm{b}_{\dot{i}^{*}}\mathrm{b}}j\})n\mathrm{x}n$ , AJgorithm 1 $M$ .
,
$U:=$ { $(i,j)|\sigma(\mathrm{b}:*\mathrm{b}_{j})=l,$ $(\mathrm{b}_{i},\mathrm{b}_{j})\uparrow\mathrm{h}$ well–behaved}
$U_{0}:=$ $\{(i,j)|\sigma(\mathrm{b}:*\mathrm{b}j)\leq l-1, m:,j=1\}$
$U_{1}:=$ $\{(i,j)|\exists_{u<i_{\mathrm{S}}.\mathrm{t}.\sigma}(\mathrm{b}_{u^{*}}\mathrm{b}_{j})\leq\ell-1, mu,j=1\}$




$u::=$ $\# U_{\dot{*}}$ for $\forall_{i}=0,1,2,3$
. ,
1. $2\mathrm{w}(\mathrm{e})+1\leq d_{FR}\leq \mathrm{w}(\ell)$




6. $(i,j)\in U_{\epsilon}$ ,




2. $U_{1}\cap U_{2}=\emptyset$ .
3. $U_{0},$ $U_{1}$ .
4. $u_{0}+u_{2}\leq\#(i,j)|m_{i,j}=1=\mathrm{w}(\mathrm{e})$ .
5. $2(u_{0}+u_{2})+1\leq W(\ell)=u_{1}+u_{2}+u_{3}$ , $u_{1}\leq 2u_{0}$ .
6. $U_{3}$ , $X$ $j$ $v(1\leq v<$ .
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2.5 Feng-Rao
(Definition 1) , $\ell\geq 1$
$\alpha_{\ell+^{l\mathrm{j}}1}^{(:})\langle \mathrm{e},\mathrm{b}\ell+1\rangle=\langle e,\mathrm{b}:*\mathrm{b}j\}-\sum\alpha^{(:}\mu--1’ \mathrm{j})\langle \mathrm{e},e\}\mu$
. - Lemma 6(5), (6) , $U\backslash U_{1}$ ( ) , ($\mathrm{e},\mathrm{b}:*\mathrm{b}_{j}\rangle$
. .
Proposition 2( ) $Mwte\leq(d_{FR}-1)/2$ . ( $\mathrm{e},\mathrm{b}_{i}\rangle$ for $1\leq\forall_{i}\leq l$
. $U$ $(i,j)$ , $\overline{X}$ $:=((\mathrm{e},\mathrm{b}_{u}*\mathrm{b}v\rangle)1\leq u\leq i,$ $1\leq v\leq j$ $Algo\text{ _{}m}$ $\mathit{1}$
. $(i,j)\in U\backslash U_{1}=U_{2}\cap U_{3}$ ,
$j- \sum_{\lambda_{--}1}^{1}v\langle(\lambda \mathrm{e}\mathrm{j}),\mathrm{b}\lambda*\mathrm{b}j\rangle$
. $\langle$ $e,\mathrm{b}_{i^{*}}\mathrm{b}_{\mathrm{j}\mathrm{I}}$ . $\mathrm{b}_{i^{*}}\mathrm{b}_{j}$ (Definition 1) $\langle \mathrm{e},\mathrm{b}_{\ell}+1\}$
. ,
$( \sum_{\lambda--1}^{j1}v\lambda((j)e,\mathrm{b}_{\lambda}*\mathrm{b}j)--\sum_{\mu=1}^{\ell}\alpha^{(ij}l)\mathrm{t}\mu \mathrm{e},\mathrm{b}_{\mu}\})/\alpha l$
(:
y $\langle \mathrm{e},\mathrm{b}_{\mathit{1}+1}\rangle$ .




Output: $\mathrm{c}$ , .
J. [Initialize] { $\mathrm{e},\mathrm{b}_{l}\rangle=\langle \mathrm{y},\mathrm{b}_{l}\rangle$ for $1\leq \mathrm{v}_{l}\leq r$
$S_{*,\mathrm{j}}.=(\mathrm{y},\mathrm{b}_{i}*\mathrm{b}_{i}\rangle$ for $\forall(i, j)s.t$. $\sigma(\mathrm{b}:*\mathrm{b}_{j})\leq r$
$larrow r+1$
2. [APPly Gauss algorithm] $S=(s_{i,j})$ Gauss algorithm (Algorithm 1) .
3. [Calculate { $\mathrm{e},\mathrm{b}_{\ell}\rangle 1$ ( $(i,j)$ ,
$( \sum_{1\lambda--}^{1}v^{(}(\lambda\lambda^{*}j\}\mathrm{j})-\sum_{-}^{l}j-\mathrm{e},\mathrm{b}\mathrm{b}\mu_{-}1\alpha(|..j)\{\mu \mathrm{e},\mathrm{b}\mu\rangle)/\alpha^{(:}p\dotplus_{1}^{j)}$
, ($\mathrm{e},\mathrm{b}\ell+1\rangle$ . $(^{*})$ ,
$(\mathrm{b}:,\mathrm{b}_{j})$ welf–behaved ,
$\sigma$($\mathrm{b}$:*bj)=\ell ,
$c_{i}>j$ F $c_{u}\neq j$ for $\forall u<i_{S}.t$ . $\sigma(\mathrm{b}_{u}*\mathrm{b}_{v})\leq l-1$
$(i,j)$ . $(^{*})$ $(i,j)$ .
56






, G-L. Feng, $\mathrm{K}.\mathrm{K}$ .Tzeng [1] (Feng-Rao BCH
Berlekamp-Massey – .




Definition 15 (BCH ) $\beta$ $F_{q^{m}}$ $n$ . $n,$ $l,$ $\delta$ . $\beta^{\mathrm{I}},\beta^{\mathrm{l}+1},$ $\ldots,\beta^{\uparrow}+s-2$
$g(x)$ $\langle$ .
$\mathcal{F}_{q}[x]/(x^{n}-1)$ ($g(x)\}$ . ,
$C:= \{(c0, \ldots, cn-1)\in \mathcal{F}_{q}^{n}|\langle g(X)\rangle\ni c(X)=n.-\sum_{1=0}^{1}c:x\}$:
$\mathcal{F}_{q}$ . $C$ $BCH$ ($B_{oSe-}chaudhul\dot{\tau}$-Hocquenghem) .
BCH Lemma :
Lemma 7 $(\delta-1)\mathrm{x}n$ $H$ .











Definition 16 $F_{q}^{n}.\ni \mathrm{y}$ ,
$H^{t}\mathrm{y}=$
. So, $\ldots$ , S-2 .
3.3 Berlekamp-Massey
Definition 17 $\mathcal{F}_{q^{m}}\delta-1\ni \mathrm{a}=$ ( $a\mathit{0},$ $\ldots$ , ai-2) ,
$I( \mathrm{a}):=\max\#${ $i|a_{u}\neq 0$ for $0\leq\forall_{u}\leq i$ }
. $\ell(\mathrm{a})$ a .











$\mathrm{c}\in f_{q^{m}}i-2,\mathrm{p}\in F_{q^{m}}i-1$ , $\ell(\mathrm{p})$ ,
Gauss .
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3.4 Vandermonde BCH Feng-Rao
$n\mathrm{x}n$ $B$ ,
$B=$ (2)
. $B$ Vandermonde . $\det B\neq 0$ $B$ $i$ $\mathrm{b}_{i}$
$\{\mathrm{b}_{1}, \ldots,\mathrm{b}_{n}\}$ $\mathcal{F}_{q^{m}}^{n}$ .
$X’(e)$ $:=B{}^{t}B$
$=(\langle \mathrm{e},\mathrm{b}_{\delta 1}.\cdot.-\rangle S_{t}s_{1}^{0}S*-2$ $\langle \mathrm{e},\mathrm{b}_{\delta-1}S_{1}**\rangle$
$S_{\delta-2}***$




BCH 2 . $X’(\mathrm{e})$ BCH Feng-Rao
, $\mathrm{t}\mathrm{e},\mathrm{b}_{\delta-1}\rangle$ Berlekamp-Massey
$\mathrm{c}$ .




Feng-Rao . Feng-Rao bound Feng-Rao ,




[1] Gui-Liang Feng and Kenneth K. Tzeng, $‘(\mathrm{A}$ Generalization of the Berlekamp-Massey Algorithm
for Multisequence Shift-Register Synthesis with Applications to Decoding Cyclic Codes”, IEEE
Transactions on Information Theory, $\mathrm{v}\mathrm{o}\mathrm{l}37$ , No 1., pp. 1274-1287, Sep. 1991.
[2] Gui-Liang Feng and $\mathrm{T}.\mathrm{R}$.N.Rao, “Decoding Algebraic-Geometric Codes up to the Designed Mini-
mum Distance”, IEEE $\prime \mathrm{n}\mathrm{a}\mathrm{n}\mathrm{s}\mathrm{a}\mathrm{C}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}\mathrm{S}}$ on Information Theory, $\mathrm{v}\mathrm{o}\mathrm{l}39$, No 1., pp. 37-45, Jan. 1993.
[3] James L. Massey, $u_{\mathrm{S}\mathrm{h}\mathrm{i}\mathrm{f}\mathrm{t}}$ -Register Synthesis and BCH Decoding”, IEEE TRansactions on Information
Theory, $\mathrm{v}\mathrm{o}\mathrm{l}$ IT-15, No 1., pp. 122-127, Jan. 1969.
[4] , , , , 1997.
[5] Ruud Pellikaan, $‘(\mathrm{T}\mathrm{h}\mathrm{e}$ shift bound for cyclic, ${\rm Re} e\mathrm{d}$-Muller and geometric Goppa codes”, Appeared
in Arithmetic, Geometry and Coding Theory 4, Luminy 1993 (R. Pellikaan, M. Perret and $\mathrm{S}.\mathrm{G}$ .
. $\mathrm{V}\mathrm{l}\check{\mathrm{a}}\mathrm{d}\mathrm{u}\mathrm{t}\mathrm{e}\mathrm{d}_{\mathrm{S}}.$ ), Walter de Gruyter &Co, Berlin, pp. 155-174, 1996.
60
