In this paper, we investigate the interior transmission eigenvalue problem for an inhomogeneous media with conductive boundary conditions. We prove the discreteness and existence of the transmission eigenvalues. We also investigate the inverse spectral problem of gaining information about the material properties from the transmission eigenvalues. In particular, we prove that the first transmission eigenvalue is a monotonic function of the refractive index n and boundary conductivity parameter η, and obtain a uniqueness result for constant coefficients. We provide some numerical examples to demonstrate the theoretical results in three dimensions.
Introduction
The interior transmission eigenvalue problems have become an important area of research in inverse scattering theory. It has been shown that the transmission eigenvalues can be determined from the measured scattering data (see e.g. [7] , [19] , [21] , and [31] ). Furthermore, with the knowledge of the transmission eigenvalues it is possible to retrieve information about the material properties of the scattering object. For example, [9] and [17] show that constant and piecewise constant refractive indices, respectively, can be reconstructed with the knowledge of the transmission eigenvalues. In [6] , [12] , and [19] the transmission eigenvalues are used to detect cavities (that is, the subregions in the scatterer where the contrast is zero). This suggests that the transmission eigenvalues can have practical applications, for example, in non-destructive testing.
In this paper, we study the interior transmission eigenvalue problem associated with the following scattering problem: Let D ⊂ R m , m ∈ {2, 3}, be a collection of bounded simply connected domains with piecewise smooth boundary ∂D, and let n denote the refractive index, ν the outward unit normal to the boundary ∂D, k > 0 the wave number and η a boundary parameter. The total field u(x) = e ikx·d + u s (x) for x ∈ R m and the incidence direction d ∈ S = {x ∈ R m : |x| = 1} satisfies the following set of equations:
u + − u − = 0 on ∂D and ∂u + ∂ν 
The radiation condition (3) is satisfied uniformly with respect to the directionx = x/|x|. For the case where η is (positive) purely imaginary the above problem represents a model for scattering by an inhomogeneous medium covered with a thin and highly conductive layer. We refer to [3] , where the authors studied the well-posedness of the direct problem and the inverse problem of reconstruction of the domain D via the factorization method. We assume that D is given. The interior transmission eigenvalue problem corresponding to (1) - (3) is to determine the values of k > 0 such that there exists a nontrivial solution to ∆w + k 2 nw = 0 and ∆v + k
w − v = 0 and ∂w ∂ν − ∂v ∂ν = ηv on ∂D.
We will call such values of k the interior transmission eigenvalues. In this work we will consider the case where η is real valued and positive. We will show that this case can be treated in a similar way as the transmission eigenvalue problems considered in [10] and [31] . In Section 2, we define the interior transmission eigenvalue problem in the appropriate Sobolev spaces. We then show in Section 3 that the eigenvalues form at most a discrete set with infinity as the only accumulation point and in Section 4 we show the existence. Using a version of the Courant-Fischer min-max principle we will obtain monotonicity results for the transmission eigenvalues with respect to the material parameters n and η in Section 5. Finally, in Section 6 we provide some numerical examples to demonstrate the theoretical results using a boundary integral formulation to compute the transmission eigenvalues. A short summary concludes this article.
Problem definition and variational formulation
Let D ⊂ R m , m ∈ {2, 3}, represent a collection of bounded simply connected domains. We define the Sobolev space
The interior transmission eigenvalue problem reads as follows: for given functions
w − v = 0 on ∂D.
For analytical considerations we put the following assumptions on n, η, and ∂D.
Assumption 2.1.
1. The boundary ∂D is of class C 2 .
2. n is real-valued. It holds either 0 < n min ≤ n < 1 or n > 1 a.e. in D.
3. η ∈ L ∞ (∂D) is real-valued such that η > 0 a.e. on ∂D.
or
in the distributional sense.
Notice that since both v and ∆v are in L 2 (D) we have that the trace of v on the boundary is in H −1/2 (∂D). We write the boundary condition (9) as
, the equality (13) is understood in the H −1/2 (∂D) sense. Combining (12) and (13) we arrive at a variational formulation of (7)-(10) by appealing to Green's second theorem, which reads as follows: find a nontrivial
for all ϕ ∈H 2 0 (D) where ·, · is the dual pairing between H −1/2 (∂D) and H 1/2 (∂D). Taking into account the regularity of u and ϕ, and multiplying both sides by k 2 the identity (14) becomes:
The functions v and w are related to u through 
Discreteness of the transmission eigenvalues
In this section, we will prove that the set of transmission eigenvalues is at most discrete. To this end, we will write the transmission eigenvalue problem as a quadratic eigenvalues problem for k 2 . Notice that from the variational formulation of the transmission eigenvalue problem (15) we have that the eigenvalue problem can now be written as
where the operator T :
is the bounded, self-adjoint operator defined by means of the Riesz representation theorem such that
By Theorem 8.13 in [16] (note ∂D ∈ C 2 ), there exists a constant C > 0 such that
Since the trace of u is zero we have that
. Thus, the operator T, for n−1 > 0, (or −T, for 0 < n < 1) is coercive onH 
The operator T 1 is self-adjoint and also compact. Indeed, if we define the auxiliary operator A :
It is easy to see that
. By Rellich's embedding theorem, this implies that A, and therefore A * , are compact. The compactness of T 1 follows from the compactness of A and A * along with the fact that
by means of the Riesz representation theorem such that
T 2 is compact and self-adjoint.
We are now ready to prove the discreteness of the set of transmission eigenvalues.
Theorem 3.1. Assume that n > 1 or 0 < n < 1 a.e. in D and η > 0 on ∂D then the set of transmission eigenvalues is at most discrete. Moreover, the only accumulation point for the set of transmission eigenvalues is +∞.
Proof. Let σ = 1 when n − 1 ≥ α > 0 and σ = −1 when 1 − n ≥ α > 0. We write (16) as u + σk 2 (σT)
or, equivalently (since σT 2 is a positive self-adjoint operator), as
The square root (σT 2 ) 1/2 of the compact self-adjoint operator σT 2 is defined by
where E λ is the spectral measure associated with σT 2 . The operator (σT 2 ) 1/2 is compact and self-adjoint.
We conclude that K is compact. From (18) we see that the interior eigenvalues k are the inverse of the eigenvalues for the compact-matrix operator K. Therefore, the interior eigenvalues form at most a discrete set with ∞ as the only accumulation point. Moreover, the eigenspaces for each eigenvalue have finite multiplicity.
Existence of the transmission eigenvalues
We prove the existence of infinitely many transmission eigenvalues using Theorem 2.3 of [10] . We recall this key result in the following lemma. to the set of self-adjoint positive definite bounded linear operators on the Hilbert space U and assume that B is a self-adjoint non-negative compact linear operator on U. We assume that there exist two positive constants k 0 and k 1 such that
Recall the variational formulation of the transmission eigenvalue problem (15):
We define the following bounded sesquilinear forms onH 2 0 (D):
Now, we write the transmission eigenvalue problem either as
or as
Using the Riesz representation theorem we can define the bounded linear operators A k , A k , B, and B :
Since n and η are real valued the sesquilinear forms are Hermitian and therefore the operators are self-adjoint. Due to compact embeddings of
the operators B andB are compact. Also since η > 0 both operators B andB are positive (note that the trace of u on ∂D is zero).
For the case when n > 1 it has been shown in [10] that
where C > 0 only depends on the refractive index n. Also for A k , for the case 0 < n < 1, we have
Therefore, for both A k and A k holds
for all k ≥ 0, where the constants C and c are positive and independent of u ∈H 2 0 (D). In the next theorem we summarize the properties of the operators A k , A k , B, and B.
Theorem 4.1. Assume that either n > 1 or 0 < n < 1 a.e. in D and that η > 0 on ∂D then 1. the operators B and B are positive, compact, and self-adjoint.
2. the operator A k is a coercive self-adjoint operator provided that n > 1.
3. the operator A k is a coercive self-adjoint operator provided that 0 < n < 1.
Therefore, the operators A k − k 2 B and A k − k 2 B satisfy the Fredholm property.
Notice that the transmission eigenvalues are the solutions to λ j (k)−k 2 = 0 where λ j (k) = λ j (k; n, η) are the eigenvalues for the generalized eigenvalue problem
From the above discussion we have that A k , A k , B k , and B k satisfy the assumptions of Theorem 2.3 of [10] . To prove existence it remains to show that the operators 
Proof. We first consider the case where 0 < n < 1 and since η > 0 we have that
Recall that the for all u ∈H 2 0 (D) we have that there exists C 1 > 0 such that
for almost all x ∈ ∂D. Using these estimates yields that
By the trace theorem we obtain ∂u ∂ν
Combining this with the previous estimates we conclude
For n > 1, since η > 0 a.e. on ∂D, we have
where again C 1 is the constant such that ||u||
and C is the constant where
Hence, for all k 2 sufficiently small we have that
, proving the claim.
We are now ready to prove the main result of the paper. Theorem 4.3. Assume that either n > 1 or 0 < n < 1 a.e. in D, then there exists infinitely many real transmission eigenvalues.
Proof. We will prove the result for the case of n > 1 and the other case is similar. Let B j = B(x j , ε) := {x ∈ R m : |x − x j | < ε} where x j ∈ D and ε > 0. Define M(ε) as the number of disjoint balls B j , i.e., B i ∩ B j = ∅, with ε small enough such that B j ⊂ D. It can be shown by using separation of variables that there exists infinitely many transmission eigenvalues to
where n min = inf n(x) for x ∈ D. Let u j denote the difference u j = v j − w j ∈ H 2 0 (B j ) and letũ j be the extension of u j by zero to D. We note
Since the supports ofũ j are disjoint we have thatũ j is orthogonal toũ i for all
Further, for any transmission eigenvalue k of (27)- (28) we have
Now, let k ε be the first transmission eigenvalue of (27)- (28) in some ball B j with the eigenfunction u j . Then, for the extensionũ j we have
By Lemma 4.1 this gives that there are M(ε) transmission eigenvalues in the interval (0, k ε ]. Now, notice that as ε → 0 that M(ε) → ∞ giving that there are infinitely many transmission eigenvalues.
From the proof of Theorem 4.3 we have the following upper bound on the first transmission eigenvalue of (7)-(10), which we denote by k 1 (n, η, D).
Corollary 4.1. Let sup x∈D n(x) = n max and inf x∈D n(x) = n min . Let B R be a ball of radius R sufficiently small such that B R ⊆ D. Then
where k 1 (n min , B R ) is the first transmission eigenvalue of (27)- (28) for the ball B R .
2. if 0 < n < 1 for almost every x ∈ D, then
where k 1 (n manx , B R ) is the first transmission eigenvalue of (27)- (28) for the ball B R with n min replaced by n max .
The bound in Corollary 4.1 becomes sharp if B R is taken to be the largest ball such that B R ⊆ D.
Monotonicity of the transmission eigenvalues
For this section we turn our attention to proving that the first transmission eigenvalue can be used to determine information about the material parameters n and η. To this end, we will show that the first transmission eigenvalue is a monotonic function with respect to the functions n and η. From the monotonicity we will obtain a uniqueness result for a homogeneous refractive index and homogeneous conductive boundary parameter. Recall that the transmission eigenvalues satisfy
and the first transmission eigenvalue is the smallest root of (29) for λ 1 (k; n, η). Notice that λ 1 (k; n, η) satisfies for u = 0
where the sesquilinear forms onH 2 0 (D) are defined by (20)- (23). It is clear that λ 1 (k; n, η) is a continuous function of k ∈ (0, ∞). Notice that the minimizers of (30) and (31) are the eigenfunctions corresponding to λ 1 (k; n, η). We will denote the first transmission eigenvalue as k 1 (n, η).
Theorem 5.1. Assume that 0 < n 1 ≤ n 2 and 0 < η 1 ≤ η 2 , then we have that
Moreover, if the inequalities for the parameters n and η are strict, then the first transmission eigenvalue is strictly monotone with respect to n and η.
Proof. We start with the case when n > 1, where we let
Now, let u = u 1 where u 1 is the normalized transmission eigenfunction such that ||∇u 1 || L 2 (D) = 1 corresponding with the eigenvalue k 1 . Notice that (30) gives
since u 1 is the minimizer of (30) for n = n 1 and η = η 1 . This yields λ 1 (k 1 ; n 2 , η 2 ) ≤ λ 1 (k 1 ; n 1 , η 1 ) and (29) gives
2. This implies that there is a δ > 0 such that for any k 2 < δ that λ 1 (k; n 2 , η 2 ) − k 2 > 0 holds. By the continuity we have that λ 1 (k; n 2 , η 2 ) − k 2 has at least one root in the interval √ δ, k 2 , since k 2 is the smallest root of λ 1 (k; n 2 , η 2 ) − k 2 we conclude that k 2 ≤ k 1 proving the claim for this case.
For the case where n 2 < 1 we let k 1 = k 1 (n 1 , η 1 ) and k 2 = k 1 (n 2 , η 2 ) and the corresponding sesquilinear forms
Recall that
where we have assumed that n 1 ≤ n 2 and η 1 ≤ η 2 we have that for any value k and for all u ∈H
This gives A k (u, u) n=n 1 ≤ A k (u, u) n=n 1 and B(u, u) η=η 2 ≤ B(u, u) η=η 1 . Now by letting u = u 2 where u 2 is the transmission eigenfunction corresponding with transmission eigenvalue k 2 we have that
Using that u 2 is the minimizer for (31) for n = n 2 and η = η 2 we can conclude that λ 1 (k 2 ; n 1 , η 1 ) ≤ λ 1 (k 2 ; n 2 , η 2 ) and similar arguments as in the previous case gives
By the proof of the previous result we have the following uniqueness result for a homogeneous media and homogeneous boundary parameter η from the strict monotonicity of the first transmission eigenvalue.
Corollary 5.1.
1.
If it is known that n > 1 or 0 < n < 1 is a constant refractive index with η known and fixed, then n is uniquely determined by the first transmission eigenvalue.
2. If n > 1 or 0 < n < 1 is known and fixed with η a constant, then the first transmission eigenvalue uniquely determines η.
It is known (see [10] ) that for a every fixed k ∈ (0, ∞) there exists an increasing sequence λ j (k; n, η) of positive generalized eigenvalues of (26) that satisfy
where U j is the set of all j-dimensional subspaces ofH 2 0 (D). It is clear from the proof of Theorem 5.1 that if k j is a transmission eigenvalue such that λ j (k; n, η) − k 2 = 0, then k j (n, η) satisfies the monotonicity properties given in Theorem 5.1.
Corollary 5.2. Assume that 0 < n 1 ≤ n 2 and 0 < η 1 ≤ η 2 and that k j is a transmission eigenvalue such that λ j (k)−k 2 = 0, where λ j (k) is a positive generalized eigenvalues of (26), then we have:
2. if n 2 < 1, then we have that k j (n 1 , η 1 ) ≤ k j (n 2 , η 2 ).
Numerical results
In this section, we present some numerical results for three obstacles in three dimensions to validate the theoretical results of the previous sections. The obstacles under consideration are a unit sphere centered at the origin, a peanut-shaped object, and a cushion-shaped object. The obstacles are shown in Figure 1 . Their parametrization in spherical coordinates is described in [26, Section 6] and given later for the sake of completeness. First, we numerically calculate the interior transmission eigenvalues for a sphere of radius R > 0 centered at the origin. This is achieved with a series expansion. Then, we solve the problem at hand via a system of boundary integral equations and approximate it numerically with a boundary element collocation method. The resulting nonlinear eigenvalue problem is numerically solved with complex-valued contour integrals to obtain the interior transmission eigenvalues for a variety of surfaces for various parameter settings. 
Interior transmission eigenvalues for a sphere
Likewise, using the boundary condition ∂ r w − ∂ r v − ηv = 0 on the sphere of radius R gives β
Equations (32) and (33) can be written as
With the definition M p (k) for the matrix, we have to numerically calculate the zeros of
for p ≥ 0 to find the interior transmission eigenvalues. The parameters n and η are given. In Table 1 , we list the first six interior transmission eigenvalues for a unit sphere using the index of refraction n = 4 and various choices of η. The first six interior transmission eigenvalues for a unit sphere using the index of refraction n = 4 and various choices of η.
As we can see in Table 1 , we obtain for the limiting case η = 0 the 'classic' interior transmission eigenvalues 3.141593, 3.692445, 4.261683, and 4.831855 (see for example [26, Table 12] ). Interestingly, the first three interior transmission eigenvalues converge to 3.141593 as η → 0. One can also observe that there is a crossover of the third and fourth interior eigenvalue between η = 3 and η = 10. The limiting case for η = ∞ gives the union of the interior Dirichlet eigenvalues for a unit sphere and a sphere of radius two which can easily seen by considering the limiting case in (34). The values are given by the zeros of j p (k) and j p (2k), respectively. The first four interior Dirichlet eigenvalues for a unit sphere are 3.141593, 4.493408, 5.236630, and 5.763441 (see also [26, Next, we fix η = 0, 1 and show the change of the second interior transmission eigenvalue for various n. As we can see in Table 2 , we have a large shift of the second interior transmission eigenvalue to the right for both choices of η, if n is decreases close to one. Lastly, we numerically show that the estimated order of Table 2 : The second interior transmission eigenvalues for a unit sphere using various index of refractions n and η = 0 and η = 1.
convergence for a variety of interior transmission eigenvalues as η goes to zero seems to be linear. Therefore, we define the absolute error ǫ
η | for the ith interior transmission eigenvalue. The estimated order of convergence is given by
η/2 )/ log(2). In Table 3 we list the absolute error and the estimated order of convergence for the second, fourth, and sixth interior transmission eigenvalue for a unit sphere using n = 4.
Interior transmission eigenvalues for arbitrary obstacles
First, we will derive the system of boundary integral equations to solve the interior transmission problem (4)- (5) which is an easy extension of Cossonnière and Haddar (see [13] ). Later, we will approximate this system of boundary integral equations to numerically compute the interior transmission eigenvalues. 1.000 Table 3 : The estimated order of convergence for the second, fourth, and sixth interior transmission eigenvalue for a unit sphere using n = 4 as η → 0.
A system of boundary integral equations
We apply Green's representation theorem in D to obtain (see [14, 
where
are the single and double layer potentials that are defined for points in the domain D, respectively. Here, the function Φ k (x, y) is the fundamental solution of the Helmholtz equation depending on the wave number k. Now, we let the point x ∈ D approach the boundary ∂D and then we use the jump relations of the single and double layer potentials (see for example [14, Theorem 3.1] ) to obtain
are the single and double layer boundary integral operators, respectively. Next, we apply the boundary condition, then equation (37) can be written as
Finally, we take the difference of (39) and (38) and obtain
Now, we take the normal derivative of equations (35) 
are the normal derivative of the single and double layer boundary integral operators, respectively. Next, we apply the boundary conditions, then equation (41) can be written as
Finally, we take the difference of (43) and (42) and obtain
where x ∈ ∂D. Using the notation α = ∂ ν v(x) and β = v(x), x ∈ ∂D, we can write (40) and (44) as
The boundary integral operator Z depending on the wave number k is given by
and hence (45) can be written abstractly as
with the obvious definition of X. Note that the boundary integral operator Z(k) :
for η > 0 is of Fredholm type with index zero, and it is analytic on the upper half-plane of C. Indeed, notice that Z(k) can be written as
where the constant γ(a, b) = a 2 −b 2 |a| 2 −|b| 2 . Therefore, the compactness of the operator C(k) :
is given by [11, Lemma 5.3.9] and [11, Corollary 5.1.4] . Following the analysis in [11, Lemma 5.3.6] and [11, Lemma 5.3.8] one can show that T (k) :
is a coercive operator. Thus, the theory of eigenvalue problems for holomorphic Fredholm operator-valued functions applies to Z(k).
The numerical approximation of the system of boundary integral equations
In this subsection, we briefly explain how we turn the system of boundary integral equations Z(k)X = 0 given by (47) into an algebraic system Z(k)v = 0, where Z(k) is a dense matrix of size m × m depending on the wavenumber k. We use the boundary element collocation solver developed in [22] , since we can obtain highly accurate approximations with a moderate size of m which is due to superconvergence. Note that this solver has already been applied in several applications dealing with the Helmholtz equation (see for example [20, 23, 24, 25, 27, 28, 29] ). We will use the parameters α = 0.1 for quadratic interpolation, N S = 128, and N N S = 4 with 768 collocation points (see [22, 29] ). Hence, we have m = 1536. The resulting nonlinear eigenvalue problem Z(k)v = 0 with matrix Z(k) ∈ C m×m with large m is solved by the recent invented algorithm by Beyn (see [2] ). It uses Keldysh's theorem to reduce the nonlinear eigenvalue problem to a linear eigenvalue problem of much smaller size via complex-valued contour integrals which are numerically approximated by the trapezoidal rule. Precisely, one chooses a contour in the complex plane (usually a 2π-periodic functions such as an ellipse) and calculates all nonlinear eigenvalues k including their multiplicity situated inside the contour.
The numerical calculation of the interior transmission eigenvalues
Now, we are in the position to present numerical results for various obstacles and different parameter settings. First, we choose a peanut-shaped obstacle which is parametrically given by the spherical coordinates x = ̺ sin(φ) cos(θ), y = ̺ sin(φ) sin(θ), and z = ̺ cos(φ) with azimuthal angle φ ∈ [0, π] and polar angle θ ∈ [0, 2π]. The positive ̺ is given by the equation ̺ 2 = 9 cos 2 (φ) + sin 2 (φ)/4 /4. We consider the two different index of refractions n = 1/2 and n = 4, since we have to distinguish from the theoretical point of view the cases n < 1 and n > 1. We pick η = 1/2, η = 1, and η = 3. Hence, we have a total of six different cases under consideration. The results are listed in Table 4 . As we can see, we are able to compute various interior transmission eigenvalues to high accuracy for a peanut-shaped obstacle. For comparison purpose we also list the first seven classic interior transmission eigenvalues using n = 4. They are 2.825456, 3.044765, 3.515130, 3.574902, 3.627453, 3.827094, and 3.844736 (see [26, Table 4 ]). Next, we show for a fixed n = 4 the first interior transmission eigenvalue for various choices of η which illustrates the monotonicity. As we can see in Figure 2 , the first interior transmission eigenvalue decreases as η increases. The same is true for the other interior transmission eigenvalues. Table 4 : The interior transmission eigenvalues for a peanut-shaped obstacle using the index of refractions n = 1/2 and n = 4 for η = 1/2, η = 1, and η = 3. We also show the monotonicity of the first interior transmission eigenvalue for the peanut-shaped obstacle using n = 1/2 for increasing η in Figure 3 . The monotonicity of the first interior transmission eigenvalues for the peanut-shaped obstacle using n = 1/2 for increasing η.
Additionally, we compute the interior transmission eigenvalues for a cushionshaped object that is given parametrically by spherical coordinates with ̺ = 1 − We now define the far-field equation
Since F is compact we find the Tikhonov regularized solution, g z,δ of the far-field equation defined as the unique minimizer of
, where the regularization parameter ǫ := ǫ(δ) → 0 as the noise level δ → 0. The regularization parameter is chosen based on Morozov's discrepancy principle. At a transmission eigenvalue we expect ||g z,δ || L 2 (S) → ∞ as δ → 0. Therefore, the transmission eigenvalues should appear as spikes in the plot of k → ||g z || L 2 (S) . Below we present an example of computing the first transmission eigenvalue from the far field measurements for a unit sphere.
We first have to compute the far-field pattern in order to approximate the farfield operator. The derivation of the far-field pattern for a sphere of radius R is an easy task. Using the same ansatz as in [1, Section 4.2], we obtain
In the last step we used the addition theorem for spherical harmonics. To derive the far-field pattern for an arbitrary obstacle, we use the ansatz of a combination of a double and single layer potential as in [1, Section 4.1] to avoid complicated right-hand side functions. We then obtain the 2 × 2 system of boundary integral equations Approximating the far-field equation (48) and using the origin as a sampling point gives us the possibility of detecting at least the first interior transmission eigenvalue for the unit sphere and the peanut-shaped object as shown in Figure 4 , where we used the parameters n = 4 and η = 1. The chosen grid is [2.5, 4.5] with grid size 0.01. The detection of the first interior transmission eigenvalue via the linear sampling method for the unit sphere and the peanut-shaped obstacle using n = 4 and η = 1.
As we can see, we are able to detect the first three interior transmission eigenvalues for the unit sphere. We obtain the values 2.80, 3.03, and 3.14. The highly accurate values are given by 2.798 386, 3.029 807, and 3.141 593, respectively. Hence, we obtain accuracy within the chosen grid size. The situation slightly changes for the peanut-shaped obstacle. We are able to detect the first two interior transmission eigenvalues within a reasonable accuracy. We get 2.65 and 2.89, whereas the highly accurate values are 2.678 956 and 2.930 558, respectively. The values are accurate within two digits. Note that we are able to detect more interior transmission eigenvalues. Precisely, we obtain the values 3.75, 4.05, and 4.16. The value 3.75 is the seventh interior transmission eigenvalue as shown in Table 4 . Note that the theoretical validation of this approach would be future research.
Summary
In this article, we have extended the classical interior transmission problem to an interior transmission eigenvalue problem with the boundary condition of the form v = w and ∂w ∂ν − ∂v ∂ν = ηv on ∂D,
for an inhomogeneous media. We proved existence and discreteness of the interior transmission eigenvalues and investigated the inverse spectral problem. Additionally, we proved monotonicity with respect to the refractive index as well as the boundary conductivity parameter for the first transmission eigenvalues. Further, we showed a uniqueness result for constant coefficients. All theoretical results are confirmed with numerical results. The possibility to calculate interior transmission eigenvalues from far-field data seems possible, but has to be analyzed from the theoretical point of view, which is left as a future research.
