A new Bayesian image segmentation algorithm is proposed by combining a loopy belief propagation with an inverse real space renormalization group transformation to reduce the computational time. In results of our experiment, we observe that the proposed method can reduce the computational time to less than one-tenth of that taken by conventional Bayesian approaches. In the present short note, we propose a new Bayesian image segmentation algorithm based on a RSRG transformation to reduce the computational time.
as a state variable, and it is denoted by a i . Each pixel i takes on the values of all the possible integers in the set Q≡{0, 1, 2, · · ·, q − 1} as its region label. The state vector of labels is represented by a = (a i |i∈V) = (a 1 , a 2 , · · ·, a |V| )
T . The prior probability of a labeling configuration a is assumed to be specified by a constant u as
up to the normalization constant.
For the prior probability distribution P (a|u), we introduce the following RSRG transformation:
where
) is defined as shown in Fig.1 
(b).
Here V (r) is the set of all the pixels and E (r) represents the set of all the nearest-neighbour pairs of pixels {i, j} in the graph G (r) . Here, we remark that V (r) is the subset of V. The prior probability distribution
the r-iteration of the RSRG transformation is expressed as
up to the normalization constant. The transformation in Eq.(2) can be reduced to
The intensities of the red, green, and blue channels at pixel i in the observed image are regarded as state variables denoted by d 
T , where
vector d i is assumed to be generated from the following Gaussian distribution:
In other words, the labeling state a i specifies the distribution within the set {g(d i |ξ)|ξ∈Q} that generates a color intensity vector d i . As mentioned in the previous section, we introduce the labeling state variable a i at each pixel i as a Potts spin variable in statistical mechanics.
After setting R as a positive integer, we construct a 3|V
is always the same as d i in the observed color image d in our scheme. By using the Bayes formula, we introduce the posterior probability distribution
as follows: α (r) − 1) (r = R, · · ·, 2, 1),
where α = α (0) .
Given the estimates α and { m(ξ), C(ξ)|ξ∈Q}, the estimate of labeling
This procedure to determine the estimate a(d) is approximately computed by using the LBP algorithm to
We show numerical experiments by our proposed approach in Fig.2 . In our numerical experiments, the test image d in Fig.2(a) is acquired from the Berkeley Segmentation Data Set 500 (BSDS500) 5) . The size of the test image d is 321×481 and the sizes of d and 1331(Sec), respectively. Our numerical experiments were performed by using a personal computer with an Intel(R) Core(TM) i7-4600U CPU with a memory of 8GB.
From the results of our experiment, we observe that the computational time can be reduced to less than one-tenth of that taken by conventional methods by application of our proposed algorithm based on the inverse RSRG transformation. We obtained results similar to the above mentioned case for other test images in the database set of BSDS500.
In the present short note, we have presented a novel algorithm that involve the combination of the inverse RSRG transformation with the Bayesian image segmentation method proposed in Ref. 4) . Our proposed method can reduce the computational time of the hyperparameter estimations significantly. We expect that our approach can also be applied to Bayesian image segmentations for three-dimensional computer vision, which remains one of significant problems. 
