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INDEX THEORY AND NON-COMMUTATIVE GEOMETRY
ON FOLIATED MANIFOLDS
YURI A. KORDYUKOV
Abstract. This paper gives a survey of the index theory of tangentially elliptic and
transversally elliptic operators on foliated manifolds as well as of related notions and
results in non-commutative geometry.
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Introduction
The index theory of elliptic operators is one of the most significant achievements in
the mathematics of the twentieth century. It began with a question raised by Gelfand
in 1959. An arbitrary elliptic operator A on a compact manifold without boundary
determines a Fredholm problem in Sobolev spaces, and therefore its integer-valued
index
IndA = dimKerA− dimCokerA.
is defined. Gel’fand observed that this index depends only on topological properties of
the operator and raised the question of finding an explicit formula for the index of an
elliptic operator in topological terms. An answer to this question was given by Atiyah
and Singer in 1963. We refer the reader to the original papers [12, 11, 13, 14], and the
books [190, 29, 96, 154, 169, 182], and the bibliography cited therein for the classical
Atiyah-Singer theorem and its proofs.
Later on, the development of the index theory went in several directions. The present
survey is devoted to two of these directions. One of them originated in the papers of
Atiyah [4] and Singer [187] and concerns a class of non-Fredholm operators. This class
consists of differential operators on a compact manifold M which are invariant under an
action of some compact Lie group G on the manifold and elliptic in directions conormal
to the orbits of the action. Such operators are said to be transversally elliptic. The
index of a transversally elliptic operator is no longer an integer, but a distribution
on the Lie group G. Transversally elliptic operators are naturally regarded as an
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analogue of elliptic operators on the space M/G of orbits of the group action. In the
papers [54, 56], Connes considered transversally elliptic operators on compact foliated
manifolds.
Another direction in the index theory comes from the Atiyah-Singer index theorem
for families of elliptic operators [14]. The index of a family of elliptic operators param-
eterized by points of some topological space X is defined as an element of the group
K(X) of the topological K -theory. A generalization of this theory is the index theory
of tangentially elliptic operators on a foliated manifold. A differential operator on a
foliated manifold (M,F) is said to be tangentially elliptic if it contains differentiations
only along the leaves of the foliation (and therefore can be restricted to any leaf of the
foliation), and its restriction to each leaf is an elliptic operator. Any tangentially ellip-
tic operator can be regarded as a family of elliptic operators on leaves of the foliation,
parameterized by the points of the leaf space M/F .
Both transversally elliptic and tangentially elliptic operators on a foliated manifold
have a natural interpretation in terms of its leaf space. The leaf space, generally
speaking, is a very singular object, and it is poorly described by means of classical tools
of geometry, topology, and analysis. Here we get help from non-commutative geometry,
one of the main goals of which is the development of methods for the study of geometry,
topology and analysis on singular spaces such as the leaf space of a foliation.
There are several fundamental ideas which lie in the basis of non-commutative ge-
ometry. The first of them is to pass from geometric spaces to algebras of functions
on these spaces and translate basic geometric and analytic notions and constructions
into algebraic language. Such a procedure is well known and has been used for a long
time, for instance, in algebraic geometry. The next idea is that in many cases, es-
pecially when the classical algebra of functions is small or has a bad structure, it is
useful to consider some non-commutative algebra as an analogue of it. This necessi-
tates extending the basic geometric and analytic definitions to the case of a general
non-commutative algebra. Such a point of view has been well known since the time
of the Gel’fand-Naimark theory of commutative C∗ -algebras. For instance, the theory
of C∗ -algebras is a far reaching generalization of the theory of topological spaces and
is often called non-commutative topology, and the theory of von Neumann algebras is
a generalization of the classical theory of measure and integration. These ideas have
turned out to be very fruitful in the index theory as well.
In [51] Connes defined the C∗ -algebra C∗(M,F) of a foliation (M,F), which it
is natural to regard as an analogue of the algebra of continuous functions on the leaf
space M/F . For instance, the index of a tangentially elliptic operator on (M,F) is well
defined as an element of the group K(C∗(M,F)) of the operator topological K -theory.
The main purpose of non-commutative differential geometry, which was initiated
by Connes [56] and is actively developing at present time (cf. the recent surveys
[61, 62, 138] and the books [58, 102, 140, 131, 162, 191, 188] in regard to various
aspects of non-commutative geometry), is to extend the methods described above to
analytic objects on geometric spaces and to non-commutative algebras. Here the main
attention is focused on the facts that, first, a correct non-commutative generalization
applied in the classical setting, that is, to an algebra of functions on a compact manifold
must agree with its classical analogue, and second it must inherit basic algebraic and
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analytic properties of its classical analogue. Nevertheless, it should be said that, as
a rule, such non-commutative generalizations are quite non-trivial and have a richer
structure and essentially new features in comparison with their commutative analogues.
It should be noted that the emergence of non-commutative differential geometry
itself in the paper [56] is directly connected with the index theory, because the notion
of cyclic cohomology introduced there was invented by Connes in attempts to define
the index of transversally elliptic operators on foliated manifolds. Namely, the index
of a transversally elliptic operator on a foliated manifolds (M,F) is defined as a cyclic
cohomology class on some subalgebra of the C∗ -algebra C∗(M,F). On the other
hand, cyclic cohomology and corresponding non-commutative differential calculus play
an important role in the index theory of tangentially elliptic operators. First of all,
we observe that in the classical case the Chern character ch(IndP ) of the index of a
family P of elliptic operators parameterized by points of a smooth manifold B can be
considered as a de Rham cohomology class of the base B . Moreover, as stated by a local
index theorem proved by Bismut [34], for families of Dirac operators it is not only the
cohomology class ch(IndP ) ∈ H∗(B) that has a geometrical meaning, but also a certain
differential form on B representing this class. In order to get numerical invariants from
ch(IndP ), one can consider its pairings with arbitrary de Rham currents on B . A non-
commutative generalization of such a construction is given by the higher index theory
for tangentially elliptic operators on foliated manifolds, which studies higher indices of
a tangentially elliptic operator defined as pairings of its index with cyclic cohomology
classes of some smooth subalgebras of the algebra C∗(M,F).
This paper is devoted to an exposition of the aspects of index theory and non-
commutative geometry mentioned above. We begin in Section 1 with a survey of
necessary notions of the classical index theory of elliptic operators. In Section 2 we
give some information from non-commutative topology — the notion of C∗ -algebra as a
non-commutative topological space, the non-commutative analogues of a vector bundle
and of a field of Hilbert spaces, the simplest (and the basic) invariant — the K -theory
and the K -homology. At the end of the Section we give some necessary information
from the non-commutative theory of measure and integration. Section 3 is devoted to
basic notions of non-commutative differential geometry — cyclic (co)homology and non-
commutative differential calculus, spectral triples as an analogue of a non-commutative
Riemannian structure and the non-commutative local index theorem. In Section 4 we
turn to foliations, starting with a brief summary of necessary information from foliation
theory. In Section 5 we describe the construction of the operator algebras associated
with a foliation, which makes use of the notion of holonomy groupoid of a foliation.
Then basic objects of non-commutative topology of foliations are discussed — holonomy
equivariant bundles, fields of Hilbert spaces, K -theory and the Baum-Connes conjec-
ture, the non-commutative integration theory. Section 6 is devoted to non-commutative
differential calculus on the leaf space of a foliation and to constructions of cyclic co-
cycles on the operator algebras associated with a foliation. Finally, Sections 7 and 8
are devoted, respectively, to the index theory of transversally elliptic and tangentially
elliptic operators.
This paper has some overlap with the author’s previous survey [138], which is devoted
to various aspects of non-commutative geometry of foliations. In the present survey the
INDEX THEORY AND GEOMETRY ON MANIFOLDS 5
main emphasis is placed on the index theory of differential operators associated with
a foliation, in particular, on applications of methods of non-commutative geometry to
the index theory.
The author is grateful to A.M. Vershik, who prompted the writing of this paper, as
well as to N.I. Zhukova and M.A. Shubin for useful remarks.
1. Survey of the classical index theory
1.1. Elliptic operators and the index. Let M be an n-dimensional smooth com-
pact manifold without boundary, and E and F smooth complex vector bundles on M
of rank NE and NF , respectively. (Here and subsequently, “smooth” means of class
C∞ . We will always assume that all objects under consideration are of class C∞ .) A
linear operator D : C∞(M,E) → C∞(M,F ) is called a differential operator of order
m if in any local chart φ : U ⊂M → Rn and any trivializations E |U ∼= U ×CNE and
F |U ∼= U × CNF of the bundles E and F over it the operator D has the form
(1.1) D =
∑
|α|≤m
aα(x)
∂|α|
∂xα11 . . . ∂x
αn
n
, x ∈ φ(U) ⊂ Rn,
where α = (α1, . . . , αn) ∈ Zn+ is a multi-index, |α| = α1 + . . . + αn , and the aα are
smooth functions on Rn with values in the space L(CNE ,CNF ) of complex NE ×NF
matrices.
For a differential operator D given by the formula (1.1) in some local chart φ : U ⊂
M → Rn and for trivializations of the bundles E and F over it, define its (complete)
symbol
σ(x, ξ) =
∑
|α|≤m
aα(x)(iξ)
α, x ∈ φ(U) ⊂ Rn, ξ ∈ Rn,
and its principal symbol
σm(x, ξ) =
∑
|α|=m
aα(x)(iξ)
α, x ∈ φ(U) ⊂ Rn, ξ ∈ Rn.
The principal symbol is invariantly defined as a smooth section of the bundle
Hom(π∗E, π∗F ) on the cotangent bundle T ∗M , where π : T ∗M → M denotes the
canonical projection, and π∗E and π∗F are the pull-backs of the bundles E and F , re-
spectively, on T ∗M by the map π . A differential operator D : C∞(M,E)→ C∞(M,F )
is said to be elliptic if NE = NF and the principal symbol σm(ξ) is invertible for
ξ ∈ T ∗M \ 0.
In the index theory it is necessary to consider a wider class of operators, the class
of pseudodifferential operators. We recall that a linear operator P : C∞(M,E) →
D′(M,F ) belongs to the class Ψm(M,E,F ) of pseudodifferential operators of order m
if in a coordinate domain X ⊂ Rn it can be represented as
Pu(x) =
∫
e(x−y)ξp(x, ξ)u(y) dy dξ, x ∈ X,
where u ∈ C∞c (X,CNE ), the function p called the complete symbol of P belongs to
the symbol class Sm(X × Rn,L(CNE ,CNF )).
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The principal symbol σ(P ) of a P ∈ Ψm(M,E,F ) is an element of the symbol
space Sm(T ∗M,Hom(π∗E, π∗F )), uniquely determined up to elements of the space
Sm−1(T ∗M,Hom(π∗E, π∗F )). In local coordinates σ(P ) is given by the complete sym-
bol p of P . We say that P is elliptic if its principal symbol σ(P ) has a representative
p ∈ Sm(T ∗M,Hom(π∗E, π∗F )), which is pointwise invertible outside some compact set
in T ∗M and satisfies the estimate
‖p(x, ξ)−1‖ ≤ C(1 + |ξ|)−m
for some constant C and some Riemannian metric on M .
For an elliptic operator P there exists an operator Q ∈ Ψ−m(M ;F,E) such that
QP − Id and PQ− Id are smoothing operators. The operator Q is called a parametrix
for P . The existence of a parametrix implies that P defines a Fredholm operator
acting in Sobolev spaces
P(s) : H
s+m(M,E)→ Hs(M,F )
for any s ∈ R . The kernel of P(s) is finite-dimensional and lies in C∞(M,E), and
its image is closed in Hs(M,F ) and coincides with the orthogonal complement in
Hs(M,F ) of the kernel of P ∗ . Therefore, the index
IndP(s) = dimKerP(s) − dimCokerP(s) = dimKerP(s) − dimKerP ∗(s)
of P(s) is well-defined and independent of s ; it is called the index of P .
Examples of elliptic operators are given by Dirac operators. Let us recall their
definition (for an exposition of basic facts of spin geometry and the theory of Dirac
operators, see, for instance, [29, 141, 182]).
Let M be a compact manifold of even dimension n , gM a Riemannian metric on M ,
and ∇ the Levi-Civita connection on TM . For any x ∈ M denote by Cl(TxM) the
complex Clifford algebra of the Euclidean space TxM . If one chooses an orthonormal
base {e1, e2, . . . , en} in TxM , then Cl(TxM) is defined as an algebra over C generated
by the elements 1 and e1, e2, . . . , en satisfying the relations
eαeβ + eβeα = −2δαβ , α, β = 1, 2, . . . , n.
The Clifford algebra Cl(TxM) has a natural Z2 -grading. Recall that a vector space
V is said to be Z2 -graded if it has a decomposition V = V0 ⊕ V1 into a direct sum of
subspaces. Equivalently, a Z2 -grading on V is determined by an operator γ ∈ L(V )
such that γ2 = 1. With respect to the decomposition V = V0⊕ V1 the operator γ has
a block form
(
1 0
0 −1
)
. If V has a Euclidean structure, then it is natural to assume
that the subspaces V0 and V1 are orthogonal, which is equivalent to the self-adjointness
of γ . For any linear operator T on a Z2 -graded space V its supertrace is defined by
Trs(T ) = Tr γT = Tr T11 − Tr T22,
where T is written in the block form T =
(
T11 T12
T21 T22
)
determined by the decomposition
V = V0 ⊕ V1 .
We consider the vector bundle Cl(TM) on M whose fibre at x ∈ M coincides
with Cl(TxM). This bundle is associated with the principal SO(n)-bundle O(TM) of
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oriented orthonormal frames in TM : Cl(TM) = O(TM)×O(n)Cl(Rn). Therefore, the
Levi-Civita connection ∇ induces a natural connection ∇Cl(TM) in Cl(TM) which is
compatible with Clifford multiplication and preserves the Z2 -grading on Cl(TM). If
{e1, e2, . . . , en} is a local orthonormal frame in TM and ωγαβ are the coefficients of ∇ :
∇eαeβ =
∑
γ ω
γ
αβeγ , then
∇Cl(TM)eα = eα +
1
4
n∑
γ=1
ωγαβc(eβ)c(eγ),
where for any a ∈ C∞(M,Cl(TM)), c(a) denotes the operator of pointwise left multi-
plication by a in C∞(M,Cl(TM)).
A complex vector bundle E on M is called a Clifford module if for any x ∈ M
there is a representation of the algebra Cl(TxM) in Ex depending smoothly on x . The
action of an a ∈ Cl(TxM) on an s ∈ Ex will be denoted by c(a)s ∈ Ex . A Clifford
module E is said to be self-adjoint if it is endowed with a Hermitian metric such that
the operator c(f) : Ex → Ex is skew-symmetric for any x ∈ M and f ∈ TxM . An
arbitrary Clifford module E has a natural Z2 -grading E = E+ ⊕ E− .
A connection ∇E on a Clifford module E is called a Clifford connection, if for any
f ∈ C∞(M,TM) and a ∈ C∞(M,Cl(TM)) the following relation holds:
[∇Ef , c(a)] = c(∇Cl(TM)f a).
A self-adjoint Clifford module E endowed with a Hermitian Clifford connection ∇E
is called a Clifford bundle. Let e1, . . . , en be a local orthonormal basis in TM . The
Dirac operator DE associated with a Clifford bundle E is defined by
DE =
n∑
i=1
c(ei)∇Eei .
The Dirac operator DE is formally self-adjoint in L
2(M, E). It is an odd operator with
respect to the Z2 -grading C
∞(M, E) = C∞(M, E+) ⊕ C∞(M, E−). Thus, it can be
written in the form
DE =
[
0 D−E
D+E 0
]
.
Example 1.1. An example of a Clifford bundle is the complexified exterior bundle
ΛT ∗M ⊗C on a Riemannian manifold M . An action of Cl(TM) on it is given by the
formula
c(v) = εv∗ − iv , v ∈ TxM,
where v∗ ∈ T ∗xM is the covector dual to v , εv∗ is the exterior multiplication by v∗ , and
iv is the inner multiplication by v . A Clifford connection is the Hermitian connection
determined by the Riemannian metric. The corresponding Dirac operator is the de
Rham operator acting in C∞(M,ΛTM∗) by the formula
DΛTM∗ = d+ d
∗,
where d is the de Rham differential.
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Example 1.2. Recall that the group Spin(n) is the non-trivial double covering of
the group SO(n). A spin structure on a Riemannian manifold M is defined to be a
principal Spin(n)-bundle O′(TM) on M which is a double covering of the principal
SO(n)-bundle O(TM) of oriented orthonormal frames in TM such that the map
O′(TM) → O(TM) induces the double covering Spin(n) → SO(n) in each fibre. A
manifold M is called a spin manifold if it admits a spin structure.
There is a unique (up to an isomorphism) non-trivial irreducible unitary represen-
tation S of the group Spin(n), called the spin representation. The space of spinors
has a natural Z2 -grading. For a Riemannian spin manifold M , denote by F (TM) the
associated Hermitian vector bundle of spinors on M : F (TM) = O′(TM) ×Spin(n) S .
This bundle is a self-adjoint Clifford module. The Levi-Civita connection ∇ has a lift
to a Clifford connection ∇F (TM) on F (TM). The corresponding Dirac operator is
called the spin Dirac operator or simply the Dirac operator.
More generally, one can take a Hermitian vector bundle E endowed with a Hermitian
connection ∇E . Then F (TM) ⊗ E is a Clifford module: an action of a ∈ Cl(TM)
on F (TM) ⊗ E is defined by the operator c(a) ⊗ 1 (c(a) denotes the action of a on
F (TM)). The connection ∇F (TM)⊗E = ∇F (TM) ⊗ 1 + 1 ⊗ ∇E on F (TM) ⊗ E is a
Clifford connection. The corresponding Dirac operator DF (TM)⊗E = DE is called the
twisted spin Dirac operator (or the spin Dirac operator with coefficients in E ).
Example 1.3. By definition, the group Spinc(n) is the subgroup of the complex Clif-
ford algebra Cl(Rn) generated by the group Spin(n) and the group S1 = {z ∈ C :
|z| = 1}.
Let L be a principal S1 -bundle on M . The natural representation S1 in C allows
one to regard L as a complex line bundle on M . A Spinc -structure on M is defined to
be a principal Spinc(n)-bundle O′(TM) on M which is a double covering of the prin-
cipal SO(n)× S1 -bundle O(TM)×L such that the map O′(TM)→ O(TM) induces
the double covering Spinc(n)→ SO(n)× S1 in each fibre. The bundle L is called the
fundamental line bundle associated with the Spinc -structure. The corresponding Dirac
operator is called the Spinc Dirac operator.
1.2. K -theory. The topological K -theory plays a very important role in the index
theory. Let X be a compact topological space. The set of isomorphism classes of
finite-dimensional complex vector bundles on X endowed the operation of direct sum
is an Abelian semigroup. This semigroup generates an Abelian group K(X), the
Grothendieck group, which consists of formal differences of vector bundles (virtual
vector bundles). A continuous map f : X → Y induces a natural homomorphism
f∗ : K(Y )→ K(X) which depends only on the homotopy class of f .
In the case when X is a locally compact space we will use the group K(X) of K -
theory with compact supports, which is conveniently described as follows. The group
K(X) is generated by complexes of the form
(1.2) 0 −→ E0 d0−→ E1 d1−→ . . . dN−1−→ EN dN−→ 0,
where E0, . . . , EN are vector bundles over X and d0, . . . , dN are morphisms of bundles.
The support of such a complex is the closure of the set of all x ∈ X , for which the
sequence (1.2) is not exact. Denote by S(X) the set of homotopy classes of complexes
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of the form (1.2) with compact support and by S∅(X) the subset in S(X) which
consists of complexes of the form (1.2) with empty support. The direct sum operation
defines a semigroup structure on S(X). The group K(X) is defined as the quotient
S(X)/S∅(X), which is in fact an Abelian group. Equivalently, one can consider the
set SN (X) of homotopy classes of complexes with compact support of fixed length N
instead of S(X). In particular, for N = 1 we obtain a description of K(X) in terms
of triples (E0, E1, d0), where the morphism d0 : E0 → E1 is an isomorphism outside of
some compact.
For any integer n ≥ 0 put Kn(X) = K(X×Rn). There is a fundamental fact (Bott
periodicity) stating that
K2(X) = K(X × R2) ∼= K0(X) = K(X).
Thus, we have only two essentially different groups K0(X) = K(X) and K1(X) =
K(X × R) in topological K -theory.
One can give a definition of K1(X) in terms of the algebra C(X). Consider the
group GL(N,C) of invertible complex N ×N matrices, and assume that GL(N,C) is
embedded into GL(N + 1,C) by means of the map
X 7→
(
X 0
0 1
)
.
Let GL∞(C) = lim
→
GL(N,C). Then
K1(X) = C(X,GL∞(C))/C(X,GL∞(C))0,
where C(X,GL∞(C)) denotes the group of continuous functions on X with values
in GL∞(C) and C(X,GL∞(C))0 denotes the identity component in C(X,GL∞(C)).
Equivalently, one can consider the group U(N) of unitary N ×N matrices instead of
GL(N,C).
The role of orientation in K -theory is played by a complex spin (Spinc ) structure.
A real vector bundle V of rank m over X is said to be K -orientable if its structure
group reduces to the group Spinc(m). Any complex vector bundle is K -orientable.
There is the following description of Spinc(m)-structures on a bundle V . Choose an
arbitrary Riemannian metric in the fibres of V . Let Cl(V ) be the corresponding bundle
of complex‘Clifford algebras. If m is even, then a Spinc(m)-structure on V is given by
a choice of an orientation on V along with a bundle S of irreducible Clifford modules.
For odd m one should replace Cl(V ) by its even part. For any K -orientable bundle
V over a compact manifold X one has a Thom isomorphism K(V ) ∼= K(X).
The K -theory and the usual cohomology groups (say, singular or Cˇech) of a compact
topological space X are connected by the Chern character
ch : K0(X)→ Hev(X,Q) =
⊕
k even
Hk(X,Q),(1.3)
ch : K1(X)→ Hodd(X,Q) =
⊕
k odd
Hk(X,Q),(1.4)
which becomes an isomorphism after tensoring by Q .
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If X is a smooth manifold, then one has an explicit differential-geometric construc-
tion of the Chern character. The construction of the even Chern character (1.3) is a
particular case of the Chern-Weil construction of characteristic classes of vector bundles.
If E is a smooth vector bundle on X , then the Chern character ch(E) ∈ Hev(X,R)
of the corresponding class [E] in K0(X) is represented by the de Rham cohomology
class of the closed differential form
ch(E,∇) = Tr exp
(
F
2πi
)
∈ Ωev(X,C)
for any connection ∇ : C∞(X,E) → C∞(X,E ⊗ T ∗X) in E , where F = ∇2 is the
curvature of ∇ .
The odd Chern character (1.4) is obtained from the even Chern character (1.3) by
transgression. This construction is a particular case of the construction of Chern-
Simons classes (see [18, 94]). If U ∈ C∞(X,U(N)), then the Chern character
ch(U) ∈ Hodd(X,R) of the corresponding class [U ] in K1(X) is given by the de
Rham cohomology class of the closed differential form
ch(U) =
+∞∑
k=0
(−1)k k!
(2k + 1)!
Tr (U−1dU)2k+1 ∈ Ωodd(X,C).
We note two more important particular cases of characteristic classes given by the
Chern-Weil construction, which we will need below:
(i) Td(E) ∈ Hev(X,C) is the Todd class of a complex vector bundle E , which is
represented by the de Rham cohomology class of the closed differential form
Td(E,∇) = det
(
F
eF − 1
)
= expTr
(
log
(
F
eF − 1
))
∈ Ωev(X,C);
(ii) Aˆ(E) ∈ H4∗(X,R) is the Aˆ-genus (the reduced Atiyah-Hirzebruch class) of a real
vector bundle E , which is represented by the de Rham cohomology class of the
closed differential form
Aˆ(E,∇) = det1/2
(
F/2
sinh(F/2)
)
= expTr
(
1
2
log
F/2
sinh(F/2)
)
∈ Ω4∗(X,R).
The definition of the Todd class Td(E) ∈ Hev(X,C) can be extended to an arbitrary
K -oriented vector bundle E by the formula
Td(E) = ec1(L)/2Aˆ(E),
where c1(L) is the first Chern class of the fundamental line bundle L associated with
the Spinc -structure on E .
1.3. The Atiyah-Singer theorem. Let M be a closed oriented manifold of dimension
n , and consider an elliptic pseudodifferential operator P : C∞(M,E) → C∞(M,F ),
where E , F are complex vector bundles over M . By definition, the principal symbol
σ(P ) of P is an isomorphism of the bundles π∗E and π∗F outside some compact
neighbourhood of the zero section M ⊂ TM . Therefore, it gives rise to a well-defined
element [π∗E, π∗F, σ(P )] ∈ K(TM) of the K -theory with compact supports of the
tangent bundle π : TM →M of M (which can be identified with the cotangent bundle
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T ∗M by means of a Riemannian metric on M ). One can prove that the index of the
elliptic operator P depends only on the class in K(TM) defined by its principal symbol.
Moreover, any element of K(TM) can be obtained by means of this construction from
the principal symbol of some elliptic operator. Thus, a homomorphism (the analytic
index) Inda : K(TM)→ Z is well defined.
On the other hand, by using topological constructions one can define a homomor-
phism (the topological index) Indt : K(TM) → Z . Let us briefly describe its def-
inition. Choose an embedding i : M → Rn (such an i exists for sufficiently large
n). Denote by di : TM → TRn its differential, which in this case is a proper em-
bedding. Its normal bundle coincides with the lift of the bundle N ⊕ N by the map
di , where N is the normal bundle of i . Choose a diffeomorphism N ⊕ N → W ,
where W is a tubular neighborhood of TM in TRn . One has the Thom isomor-
phism ϕK : K(TM) → K(N ⊕ N) ∼= K(W ) for the Hermitian complex vector
bundle N ⊕ N → TM . For an open subset W in TRn there is a natural map
K(W ) → K(TRn), called the Gysin homomorphism. The composition of the Thom
homomorphism and the Gysin homomorphism is a map
i! : K(TM)→ K(TRn) = K(R2n).
This construction holds for any smooth proper embedding M → V of manifolds, and
the resulting map i! : K(M) → K(V ), also called the Gysin homomorphism, is in-
dependent on the choice of W and other auxiliary elements of the construction. We
regard R2n = Rn ⊕ Rn = Cn → pt as a complex vector bundle. Then the Thom iso-
morphism K(pt) ∼= K(R2n) is defined. Its inverse is the Bott periodicity isomorphism
β : K(R2n) ∼= K(pt) = Z . The topological index is defined by the formula
Indt = β ◦ i! : K(TM)→ Z.
The Atiyah-Singer index theorem in the K -theoretic form [12] states the following.
Theorem 1.4. One has the identity
Inda = Indt : K(TM)→ Z.
The following cohomological formula holds for Indt [13]. Let π! : H
∗(TM)→ H∗(M)
be the map given by the integration along the fibres of the bundle π : TM →M . This
map is inverse to the Thom isomorphism Φ : H∗(M)→ H∗(TM).
Theorem 1.5. For any x ∈ K(TM) one has the identity
Indt(x) = (−1)n(n+1)/2
∫
M
(π! ch(x))Td(TM ⊗ C).
An immediate consequence of this formula is that the index of any elliptic operator
on a compact oriented odd-dimensional manifold equals zero.
Let M be an even-dimensional oriented Riemannian spin compact manifold and
E a complex vector bundle on M endowed with a Hermitian structure gE and a
unitary connection ∇E . The spin Dirac operator DE,+ : C∞(M,F+(TM) ⊗ E) →
C∞(M,F−(TM)⊗ E) with coefficients in E has index
Ind(DE,+) =
∫
M
Aˆ(TM) ch(E).
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In this case one has a stronger form of the index theorem, which we will state now.
To start with, we recall the McKean-Singer formula [153]
Ind(DE,+) = Trs(exp(−t(DE)2)), t > 0.
Here we regard the space L2(M,F (TM)⊗E) as a Z2 -graded Hilbert space and denote
by Trs the supertrace of an operator.
Let Pt(x, y) be the smooth kernel of the operator exp(−t(DE)2) with respect to the
Riemannian volume form dy . Then
Ind(DE,+) =
∫
M
Trs(Pt(x, x)) dx, t > 0.
In [8, 95, 174], the following theorem is proved (the local index theorem):
Theorem 1.6. The following pointwise limit relation holds as t→ 0
Trs(Pt(x, x))→ {Aˆ(TM,∇TM ) ch(E,∇E)}max.
Another proof of the local index theorem, which significantly improved its geometric
understanding, was given by Getzler [93]. The Atiyah-Singer index theorem in the
cohomological form is an immediate consequence of the local index theorem and the
McKean-Singer formula.
A generalization of the index theorem to manifolds with boundary was obtained
by Atiyah, Patodi and Singer in [9, 10]. In [12] an equivariant index theorem for
elliptic operators invariant under an action of a compact Lie group was also proved. In
[11] a formula was proved which provides an expression of the G-index of an elliptic
G-complex in terms of the fixed points of the action (an analogue of the Atiyah-Bott-
Lefschetz formula [6, 7]).
1.4. The index theory for self-adjoint operators. Let us consider a first-order
self-adjoint elliptic operator D : C∞(M,E) → C∞(M,E) on a closed manifold M .
Then its index equals zero. Nevertheless, as discovered in [18, 126], the operator D
gives rise to some analytic index type topological invariants. For this, one makes use
of Toeplitz operators Tu associated with unitary multipliers u ∈ C∞(M,U(N)). The
Toeplitz operator Tu is the bounded operator on L
2(M,E ⊗ CN ) given by
Tu = P+MuP+,
where P+ is the spectral projection corresponding to the positive semi-axis for the
operator D ⊗ IN acting in L2(M,E ⊗ CN ), and Mu is the operator of multiplication
by 1⊗u . The operator Tu is a Fredholm operator. For its index there is a topological
formula [18] which is derived from the Atiyah-Singer index theorem:
IndTu =
∫
ST ∗M
π∗ ch(u) ch(E+)π
∗ Td(TM ⊗ C),
where ch(u) ∈ Hodd(M) is the Chern character of the class [u] ∈ K1(M) defined by
(1.4), π∗ ch(u) ∈ Hodd(ST ∗M) is its lift to the cosphere bundle ST ∗M by the natural
projection π : ST ∗M → M , E+ is the subbundle of the bundle π∗E on ST ∗M
generated by the positive eigenvectors of the principal symbol σ(D), and ch(E+) ∈
K(ST ∗M) is its Chern character.
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One can show that the index of the Toeplitz operator Tu depends only on the class
[u] ∈ K1(M) of the unitary multiplier u ∈ C∞(M,U(N)), thus yielding a map
K1(M)→ Z, K1(M) ∋ [u] 7→ IndTu.
As a result, the index theory of self-adjoint operators is often called the odd index
theory.
1.5. The families index theory. The index theory for families of elliptic operators
was developed in [14]. Let Z be a fibration over a Hausdorff topological space Y
with fibre X and structure group Diff(X) (a manifold over Y ), and let E and F be
fibrations over Y . Denote by Zy the fibre of Z over y and by Ey and Fy the restrictions
of the bundles E and F to Zy . We consider a continuous family {Py ∈ Ψd(Zy, Ey, Fy) :
y ∈ Y } of elliptic pseudodifferential operators. If dimKerPy is independent of y , the
family {KerPy : y ∈ Y } of vector bundles defines a vector bundle KerP over Y . The
same holds for CokerP . In this case the index of the family P is defined by
Inda(P ) = [KerP ]− [CokerP ] ∈ K(Y ).
In the general case when dimKerPy varies, the definition of the index of P as an
element of K(Y ) is given by a slight modification of this definition.
Denote by TZ/Y the vertical tangent space (the tangent space along the fibres of
the fibration). The symbol of the family P defines an element [σ(P )] ∈ K(TZ/Y ).
The analytic index of P depends only on [σ(P )] ∈ K(TZ/Y ), thus defining an analytic
index map
Inda : K(TZ/Y )→ K(Y ).
The construction of a topological index Indt : K(TZ/Y )→ K(Y ) for families of elliptic
operators is a direct generalization of the construction of the topological index for
elliptic operators. One simply needs to perform all constructions used there fibrewise
over Y . The family index theorem proved in [14] establishes the coincidence of the
analytic and topological indices:
Theorem 1.7. One has the equality
Inda = Indt : K(TZ/Y )→ K(Y ).
We also formulate the index theorem for families of elliptic operators in the coho-
mological form.
Theorem 1.8. Let P be a family of elliptic operators parameterized by a manifold Y
and u ∈ K(TZ/Y ) the class of the symbol of P . Then
ch IndP = (−1)nπ∗(ch uTd(TZ ⊗ C)) ∈ H∗(Y,Q),
where n is the dimension of fibres, and π∗ : H
∗(TZ/Y )→ H∗(Y ) is integration along
the fibres of TZ/Y → Y .
An important example is the index theorem for families of Dirac operators. Let
π :M → B be a fibration of compact manifolds with compact fibres Zy, y ∈ B, of even
dimension n = 2l . Suppose that the vertical tangent bundle TM/B admits a spin
structure. Let gM/B be a smooth metric on TM/B . Denote by F = F+(TM/B) ⊕
14 YURI A. KORDYUKOV
F−(TM/B) the spinor bundle for TM/B . Let E be a Hermitian bundle on M endowed
with a unitary connection ∇E . For any y ∈ B one has a well defined Dirac operator
DE,y =
[
0 DE,y,−
DE,y,+ 0
]
,
acting in C∞(Zy, F (TZy)⊗E). Thus, the family of elliptic operators {DE,y,+ : y ∈ B}
is well defined. For the index of this family one has the formula
ch(IndDE,+) = π∗[Aˆ(TM/B) chE] ∈ Hev(B,Q).
Bismut [34] proved a stronger version of this result, a so-called local index theorem
for families.
Let THM be a subbundle of TM such that TM = THM ⊕ TM/B . The bundle
THM can be identified with π∗TB . For any U ∈ TB , denote by UH its lift to THM .
Any metric gB on TB lifts to T
HM .
For any U, V ∈ TB put
T (U, V ) = −P [UH , V H ] ∈ TM/B,
where P : TM → TM/B is the orthogonal projection.
For U ∈ C∞(B,TB) let divZ(UH) denote the divergence of the vector field UH
with respect to the vertical Riemannian volume form dvZ .
Let ∇L be the Levi-Civita connection on TM associated with gB ⊕ gM/B . We
introduce a Euclidean connection ∇TM/B on TM/B by the formula
∇TM/B = P∇L.
The connection ∇TM/B is independent of the choice of gB and is canonically deter-
mined by THM and gM/B , and ∇TM/B and ∇E determine a connection ∇F⊗E :
C∞(M,F ⊗ E)→ C∞(M,T ∗M ⊗ F ⊗ E) on F ⊗ E . We define a connection
∇H : C∞(M,F ⊗ E)→ C∞(M, (THM)∗ ⊗ F ⊗ E)
as follows: for U ∈ C∞(B,TB) and s ∈ C∞(M,F ⊗ E)
∇HU s = ∇F⊗EUH s+
1
2
divZ(U
H)s.
Let f1, f2, . . . , fm be a local orthonormal base in TB and f
1, f2, . . . , fm its dual
base in T ∗B . For any t > 0 consider the operator
At : C
∞(M,F ⊗ E)→ C∞(M, (THM)∗ ⊗ F ⊗E)
given by
At = ∇H +
√
tDE − 1
8
√
t
fαfβc(T (fα, fβ)).
It defines a superconnection on C∞(M,F ⊗ E), regarded as an infinite-dimensional
vector bundle over B with fibre C∞(Zy, F (TZy) ⊗ E) at y ∈ B , in the sense of the
following definition.
Denote by Ω(M) the space of smooth differential forms on M and, for any vec-
tor bundle E on M , by Ω(M, E) the space of smooth differential forms on M with
coefficients in E .
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Definition 1.9. Let E be a Z2 -graded vector bundle on a manifold M . A supercon-
nection on E is defined to be an odd first-order differential operator A : Ω±(M, E) →
Ω∓(M, E) satisfying the Z2 -graded Leibniz rule: if α ∈ Ω(M) and θ ∈ Ω(M, E), then
A(α ∧ θ) = dα ∧ θ + (−1)|α|α ∧A(θ).
A superconnection A on E gives rise to an action on the space Ω(M,End E), which
is compatible with the Leibniz rule:
Aα = [A, α], α ∈ Ω(M,End E).
The curvature of the superconnection A is defined as the operator A2 acting in the
space Ω(M,End E).
In our case the curvature A2t of the superconnection At is given by a family of
second-order elliptic operators with coefficients in Λ2(THM)∗ acting along the fibres
of π :M → B :
A2t : C
∞(M,F ⊗ E)→ C∞(M,Λ2(THM)∗ ⊗ F ⊗ E).
The operator
exp(−A2t ) : C∞(M,F ⊗ E)→ C∞
(
M,Λ∗(THM)∗ ⊗ F ⊗ E)
∼= C∞(M,Λ∗(T ∗B)⊗ F ⊗ E),
is given by a family of smoothing operators acting along the fibres of the fibration, with
coefficients in differential forms on the base B .
For any t > 0 consider the even form on B
αt = φTrs[exp(−A2t )],
where the linear endomorphism φ : Λ(T ∗B) → Λ(T ∗B) is given by the formula ω 7→
(2iπ)−degω/2ω , and Trs denotes the fibrewise supertrace.
The following facts hold [34]:
(1) αt is a real even closed differential form on B ;
(2) the de Rham cohomology class [αt] ∈ Hev(B,Q) is equal to ch(IndDE,+);
(3) (the family local index theorem) as t→ 0,
αt = π
∗[Aˆ(TM/B,∇TM/B) ch(E,∇E)] +O(t).
Moreover, it is proved in [30], [29] that if KerDE is a vector bundle and ∇KerDE is
the orthogonal projection of the connection ∇H on KerDE , then as t→ +∞ ,
αt = ch(KerDE ,∇KerDE ) +O
(
1√
t
)
.
1.6. The higher index theory. For an even-dimensional closed connected Riemann-
ian spin manifold M and a Hermitian vector bundle E on it, the Atiyah-Singer index
theorem establishes a connection between the index of the spin Dirac operator DE with
coefficients in E and the topological expression
∫
M Aˆ(TM) ch(E). If M is not simply
connected, one can modify the index theorem, taking into account the fundamental
group Γ of M . Denote by p :M → BΓ the classifying map for the universal covering
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M˜ → M . The higher index theory attempts to give an analytic interpretation of the
expression ∫
M
Aˆ(TM) ch(E)p∗[η],
where [η] ∈ H∗(BΓ,C). As examples of applications of the higher index theory, we
can mention the Novikov conjecture on homotopy invariance of non-simply connected
manifolds and questions on the existence of metrics of positive scalar curvature (see,
for instance, the paper [88, 103, 128, 144] and the references cited therein).
The higher index theory is directly connected with the L2 -index theory on coverings
of compact manifolds, which originated in [5]. There Atiyah proved a Γ-index theorem
for Γ-invariant elliptic operators on a covering of a compact manifold. In [67] Connes
and Moscovici proposed an approach to the higher index theory based on the use of non-
commutative differential geometry, in particular, of cyclic cohomology. Their approach,
like some others, is based on the idea or regarding a Γ-invariant elliptic operator on a
covering of a compact manifold as a family of elliptic operators parameterized by points
of a non-commutative space B whose algebra of continuous functions is the reduced
group C∗ -algebra C∗rΓ. In [149] there is a proof of a higher index theorem, using
methods of the local index theory for families of elliptic operators. We also mention
the paper [150], where a higher analogue of the eta-invariant for Γ-invariant operators
on a Γ-covering of a compact manifold was introduced.
2. Basic notions of non-commutative topology
2.1. Non-commutative spaces and bundles. Recall that a C∗ -algebra is an invo-
lutive Banach algebra A with
‖a∗a‖ = ‖a‖2, a ∈ A.
A simplest example of a C∗ -algebra is the algebra C0(X) of continuous functions on a
locally compact Hausdorff topological space X vanishing at infinity, endowed with the
operations of the pointwise addition and multiplication, with the standard involution
given by the complex conjugation, and with the uniform norm
‖f‖ = sup
x∈X
|f(x)|, f ∈ C0(X).
A Gel’fand-Naimark theorem enables us to reconstruct from a commutative C∗ -
algebra A a unique locally compact Hausdorff topological space X such that A ∼=
C0(X). More precisely, X coincides with the set Â of all characters of the algebra
A , that is, of all continuous homomorphisms A → C , endowed with the topology of
pointwise convergence. This fact allows one to regard an arbitrary C∗ -algebra as the
algebra of continuous functions on some virtual space. For this reason, the theory of
C∗ -algebras is often called non-commutative topology.
The algebra L(H) of bounded operators on a Hilbert space H equipped with the
involution given by taking adjoints and with the operator norm is a C∗ -algebra. By
the second Gel’fand-Naimark theorem, any C∗ -algebra is isometrically ∗-isomorphic
to some norm-closed ∗-subalgebra of the algebra L(H) for some Hilbert space H .
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We recall that a right module E over a unital algebra A is said to be finitely generated
if it is generated by a finite family {xi ∈ E : i = 1, 2, . . . , k} of elements, that is, the
submodule of finite A-linear combinations of the form
∑k
i=1 xiai , where ai ∈ A , is
dense in A . A right A-module E is said to be projective if there exists a right A-
module E ′ such that the direct sum E ⊕ E ′ is isomorphic to the free module AN for
some N .
If E is a continuous complex vector bundle on a compact topological space X , then
the space C(X,E) of its continuous sections is a finitely generated projective module
over the algebra C(X) of continuous functions on X . The action of C(X) on C(X,E)
is given by the formula
(a · s)(x) = a(x)s(x), x ∈ X.
The Serre-Swan theorem states that any finitely generated projective C(X)-module is
isomorphic to the C(X)-module C(X,E) for some finite-dimensional complex vector
bundle E . Thus, an arbitrary finitely generated projective module over a C∗ -algebra
can be regarded as an analogue of a finite-dimensional complex vector bundle over the
corresponding non-commutative space, or in other words, as a non-commutative vector
bundle.
In many problems of index theory and non-commutative geometry, it is useful to
consider more general objects, namely, continuous fields of Hilbert spaces. A natural
example of a continuous field of Hilbert spaces arises in the index theory for families
of elliptic operators. Let Z be a fibration over a Hausdorff topological space Y , with
fibre X and structure group Diff(X), and let E be a bundle over Y . As above, denote
by Zy the fibre of Z over y and by Ey the restriction of E to Zy . Then the family
{L2(Zy, Ey), y ∈ Y } of Hilbert spaces is a continuous field of Hilbert spaces on Y .
A non-commutative analogue of a continuous field of Hilbert spaces is the notion of
Hilbert C∗ -module. Hilbert C∗ -modules can be regarded as a natural generalization
of Hilbert spaces, which arises if one replaces the field of scalars C by an arbitrary
C∗ -algebra.
Definition 2.1. Let B be a C∗ -algebra. A pre-Hilbert B -module is defined to be a
right B -module E equipped with a sesquilinear map 〈·, ·〉B : E × E → B (linear in the
second argument), satisfying the following conditions:
(1) 〈x, x〉B ≥ 0 for any x ∈ E ;
(2) 〈x, x〉B = 0 if and only if x = 0;
(3) 〈y, x〉B = 〈x, y〉∗B for any x, y ∈ E ;
(4) 〈x, yb〉B = 〈x, y〉Bb for any x, y ∈ E , b ∈ B .
The map 〈·, ·〉B is called a B -valued inner product.
For a pre-Hilbert B -module E the formula ‖x‖B = ‖〈x, x〉B‖1/2 defines a norm on
E . If E is complete in the norm ‖ · ‖B , then E is called a Hilbert C∗ -module. In the
general case the action of B and the inner product on E are extended to its completion
E˜ , making E˜ into a Hilbert C∗ -module.
Example 2.2. If H = {Hx : x ∈ X} is a continuous field of Hilbert spaces over a
compact topological space X , then the space C(X,H) of its continuous sections is a
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Hilbert module over C(X). The action of C(X) on C(X,H) is given by the formula
(a · s)(x) = a(x)s(x), x ∈ X,
and the inner product by
〈s1, s2〉C(X)(x) = 〈s1(x), s2(x)〉Hx , x ∈ X.
Let E be a Hilbert B -module. Denote by B(E) the set of all endomorphisms T of E
such that there exists an adjoint endomorphism, that is, an endomorphism T ∗ : E → E
such that 〈Tx, y〉B = 〈x, T ∗y〉B for any x, y ∈ E . Any operator in B(E) is a bounded
operator in E , and the algebra B(E) is a C∗ -algebra with respect to the uniform norm.
For any x, y ∈ E denote by θx,y the operator defined in E by θx,y(z) = x〈y, z〉B , z ∈
E . It is easy to see that θx,y ∈ B(E). The closure K(E) of the linear span of
{θx,y ∈ B(E) : x, y ∈ E} is a closed ideal in B(E). Its elements are called compact
endomorphisms of E .
Example 2.3. Let Z be a fibration over a compact topological space Y with fibre
X and structure group Diff(X), and let E be a bundle over Y . Consider the Hilbert
C(Y )-module E of continuous sections of the continuous field {L2(Zy, Ey), y ∈ Y } of
Hilbert spaces on Y . Then an arbitrary continuous family {Py ∈ Ψd(Zy, Ey) : y ∈ Y }
of pseudodifferential operators with d ≤ 0 defines a bounded endomorphism of the
Hilbert C(Y )-module E . If d < 0, this endomorphism is a compact endomorphism.
The notion of isometric ∗-isomorphism between C∗ -algebras is a natural analogue
of the notion of homeomorphism of topological spaces. There is a broader equivalence
relation for C∗ -algebras called strong Morita equivalence. It preserves many invariants
of C∗ -algebras, for instance, the K-theory, the space of irreducible representations, the
cyclic cohomology, and it coincides with the relation of isometric ∗-isomorphism on
the class of commutative C∗ -algebras. We briefly recall some information about the
strong Morita equivalence (a more detailed exposition can be found in [181]).
Definition 2.4. Let A and B be C∗ -algebras.
An A-B -bimodule is a vector space X endowed with structures of a left A-module
and a right B -module, which are compatible in the sense that (ax)b = a(xb) for any
x ∈ X , a ∈ A , and b ∈ B .
An A-B -equivalence bimodule is defined to be an A-B -bimodule X endowed with
A-valued and B -valued inner products 〈·, ·〉A and 〈·, ·〉B , respectively, such that X
is a right Hilbert B -module and a left Hilbert A-module with respect to these inner
products and, moreover,
(1) 〈x, y〉Az = x〈y, z〉B for any x, y, z ∈ X ,
(2) the set 〈X,X〉A spans a dense subset in A , and the set 〈X,X〉B spans a dense
subset in B .
Algebras A and B for which there is an A-B -equivalence bimodule are said to be
strongly Morita equivalent.
It is not difficult to show that the strong Morita equivalence is an equivalence relation.
For any linear space L , denote by L˜ the complex conjugate linear space, which
coincides with L as a set and has the same addition operation, but has multiplication
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by scalars given by the formula λx˜ = (λ¯x)∼ . If X is an A-B -equivalence bimodule,
then X˜ is endowed with the structure of a B -A-equivalence bimodule. For instance,
bx˜a = (a∗xb∗)∼.
Theorem 2.5. Let X be an A-B -equivalence bimodule. Then the map E → X ⊗B E
defines an equivalence of the category of Hermitian B -modules and the category of
Hermitian A-modules, with inverse given by the map F → F ⊗B X˜ .
In particular, Theorem 2.5 implies that two commutative C∗ -algebras are strongly
Morita equivalent if and only if they are isomorphic.
The following theorem relates the notion of strong Morita equivalence with the notion
of stable equivalence.
Theorem 2.6. Let A and B be C∗ -algebras with countable approximate units. Then
these algebras are strongly Morita equivalent if and only if they are stably equivalent,
i.e. the algebras A ⊗ K and B ⊗ K are isomorphic. (Here K denotes the algebra of
compact operators in a separable Hilbert space.)
2.2. The operator K -theory. We begin this subsection with some facts from K -
theory for C∗ -algebras, the non-commutative analogue of topological K -theory.
Let A be a unital C∗ -algebra. The group K0(A) is defined as the Grothendieck
group of the semigroup of isomorphism classes of finitely generated projective modules
over A , with the direct sum operation. Thus, elements of K0(A) can be regarded as
formal differences of isomorphism classes of finitely generated projective modules over
A . Equivalently, one can consider isomorphism classes of orthogonal projections in the
algebra of matrices over A .
Another definition of the group K0(A) is given as follows. Denote by Mn(A) the
algebra of n×n matrices with entries in A . Let us assume that Mn(A) is embedded in
Mn+1(A) by means of the map X →
(
X 0
0 0
)
. Let M∞(A) = lim
→
Mn(A). The group
K0(A) is defined as the set of homotopy equivalence classes of projections (p
2 = p = p∗ )
in M∞(A) equipped with the direct sum operation
p1 ⊕ p2 =
(
p1 0
0 p2
)
.
Denote by GLn(A) the group of invertible n × n matrices with entries in A , and
assume that GLn(A) is embedded in GLn+1(A) by means of the map X →
(
X 0
0 1
)
.
Let GL∞(A) = lim
→
GLn(A). The group K1(A) is defined as the set of homotopy
equivalence classes of unitary matrices (u∗u = uu∗ = 1) in GL∞(A) equipped with
the direct sum operation.
If A has no unit and A+ is the algebra obtained by adjoining the unit to A , then
one has the homomorphism i : C → A+ : λ 7→ λ · 1, which induces a homomorphism
i∗ : K0(C) → K0(A+), and K0(A) is defined as the kernel of this homomorphism.
Moreover, K1(A) = K1(A
+), by definition.
These definitions agree with those given in the commutative case: the isomorphisms
Ki(C0(X)) ∼= Ki(X), i = 0, 1, hold for any locally compact topological space X .
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For an arbitrary algebra A over C we will consider the groups K0(A) and K1(A) of
algebraic K -theory. The group K0(A) is defined like the group K0(A) of topological
K -theory with the use of idempotents (e2 = e) in M∞(A) instead of projections.
The group K1(A) is defined as the quotient of GL∞(A) by the commutator subgroup
[GL∞(A), GL∞(A)].
The homological K -functor — the object dual to the topological K -theory — was
introduced by purely homotopic methods by Whitehead in 1962. Atiyah [3] observed
that an elliptic operator on a smooth manifold can be regarded in some sense as an
element of a K -homology group. He formulated functional-analytic axioms for two
basic properties of an elliptic pseudodifferential operator on a compact manifold. Using
them, he defined, for any compact topological space X , a class of objects Ell(X) and,
in the case when X is a CW-complex, an epimorphism Ell(X)→ K0(X). He proposed
regarding elements of Ell(X) as representing cycles for K0(X). Atiyah’s ideas were
completely realized by Kasparov in [125] (see also [39]). The analytic construction in
[125] of the K -homology groups is applicable to an arbitrary non-commutative C∗ -
algebra and is based on the notion of Fredholm module.
Definition 2.7. A Fredholm module (or a K -cycle) over an algebra A is a pair (H,F ),
where
(1) H is a Hilbert space equipped with a ∗-representation ρ of the algebra A ;
(2) F is a bounded operator in H such that for any a ∈ A the operators (F 2 −
1)ρ(a), (F − F ∗)ρ(a), and [F, ρ(a)] are compact on H .
A Fredholm module (H,F ) is said to be even if the Hilbert space H is endowed with
a Z2 -grading γ , the operators ρ(a) are even, γρ(a) = ρ(a)γ , and the operator F is
odd, γF = −Fγ . Otherwise it is said to be odd.
The homology groups K0(A) (respectively, K1(A)) of a C∗ -algebra A are defined as
the sets of homotopy equivalence classes of even (respectively, odd) Fredholm modules
over A . The direct sum operation defines an Abelian group structure on K0(A) and
K1(A).
Example 2.8. Let M be a compact manifold, E0 and E1 Hermitian vector bundles
on M , P ∈ Ψ0(M,E0, E1) a zero order elliptic operator whose principal symbol σP
satisfies the condition σPσ
∗
P = 1 (for instance, if D ∈ Ψd(M,E0, E1) is an elliptic
operator of order d > 0, then one can take for P the operator D(1 + D∗D)−1/2 ),
and Q ∈ Ψ0(M,E1, E0) a parametrix for P . Define the Z2 -graded Hilbert space
H = L2(M,E0)⊕L2(M,E1) endowed with a natural action of the algebra C(M), and
the bounded operator F in H given by the matrix
(
0 Q
P 0
)
. Then the pair (H,F ) is
an even Fredholm module over C(M).
For D one can take the Dirac operator D+E : C
∞(M, E+)→ C∞(M, E−) associated
with an arbitrary Clifford bundle E over an even-dimensional compact Riemannian
manifold M .
Example 2.9. Let M be a compact manifold, E a Hermitian vector bundle on M ,
and F ∈ Ψ0(M,E) a zero order elliptic operator whose principal symbol σF satisfies
the condition σ∗F = σF , σ
2
F = 1 (for example, if D ∈ Ψd(M,E) is a self-adjoint elliptic
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operator of order d > 0, then one can take for F the operator D(1+D2)−1/2 ). Define
the Z2 -graded Hilbert space H = L
2(M,E) ⊕ 0 endowed with the natural action of
the algebra C(M). Then the pair (H,F ) is an odd Fredholm module over C(M).
For an operator D one can take the Dirac operator D+E : C
∞(M, E+)→ C∞(M, E−)
associated with an arbitrary Clifford bundle E over an odd-dimensional compact Rie-
mannian manifold M .
Corresponding to a Fredholm module (H,F ) over an algebra A is an index map
ind : K∗(A)→ Z . In the even case the operator F takes the form
F =
(
0 F−
F+ 0
)
, F± : H
± → H∓,
with respect to the decomposition H = H+⊕H− given by the Z2 -grading of H . For an
idempotent e ∈Mq(A) the operator e(F+⊗1)e acting from e(H+⊗Cq) to e(H−⊗Cq)
is Fredholm, and its index depends only on the class of e in K0(A). Therefore, a map
Ind : K0(A)→ Z is well defined by the formula
(2.1) Ind[e] = Ind e(F+ ⊗ 1)e.
In the odd case, for a unitary matrix U ∈ GLq(A) the operator (P ⊗ 1)U(P ⊗ 1)
with P = (1 + F )/2 is a Fredholm operator. Moreover, the index of (P ⊗ 1)U(P ⊗ 1)
depends only on the class of U in K1(A). Thus, one obtains the map Ind : K1(A)→ Z
given by the formula
(2.2) Ind[U ] = Ind(P ⊗ 1)U(P ⊗ 1).
If A is a C∗ -algebra, then in both the even and odd cases the map Ind determines
a map of the group Ki(A) of topological K -theory to C , and it depends only on the
class determined by the Fredholm module (H,F ) in the K -homology group Ki(A).
In [18] a geometric definition of the K -homology groups is given. We briefly recall
this definition. A K -cycle on a topological space X is defined to be a triple (M,E, φ),
where M is a compact Spinc manifold without boundary, E is a complex vector
bundle on M , and φ is a continuous map from M to X . We remark that M is not
necessarily connected, and the fibres of E may have different dimensions on different
components. One can define a natural notion of isomorphism of K -cycles. On the set
of isomorphism classes of K -cycles on X , there is an equivalence relation generated by
three elementary relations, called bordism, direct sum, and vector bundle modification.
The geometric K -homology group Kgeom(X) is defined as the set of equivalence
classes of K -cycles on X . An Abelian group structure on Kgeom(X) is given by the
obvious operation of disjoint union of K -cycles.
Denote by Kgeom0 (X) (respectively, K
geom
1 (X)) the subgroup of K
geom(X), which
consists of equivalence classes of K -cycles (M,E, φ) such that each component of M
is even-dimensional (respectively, odd-dimensional).
An isomorphism of geometric and analytic K -homology groups is constructed as
follows. Let (M,E, φ) be a K -cycle on X . Let DE be the Spin
c Dirac operator on M
with coefficients in E , and let [DE ] ∈ Ki(M), i = dimM mod 2 be the corresponding
class in the K -homology of M (see Examples 2.8 and 2.9). The map φ : M →
X induces a map φ∗ : Ki(M) → Ki(X) in the K -homology. The correspondence
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(M,E, φ)→ φ∗[DE ] ∈ Ki(X) defines a map Kgeomi (X)→ Ki(X), i = 0, 1, which is an
isomorphism [19].
There is a natural transformation of homology theories, the homology Chern char-
acter ch : K∗(X) → H∗(X,Q), defined as follows (see [18]). Consider a K -cycle
(M,E, φ) on X . The map φ : M → X induces a map φ∗ : H∗(M,Q) → H∗(X,Q) of
rational homology groups. Put
(2.3) ch(M,E, φ) = φ∗(ch(E) ∪ Td(M) ∩ [M ]) ∈ H∗(X,Q),
where the cap product ch(E) ∪Td(M) ∩ [M ] ∈ H∗(M,Q) coincides with the Poincare´
dual to ch(E) ∪ Td(M) ∈ H∗(M,Q). In particular, we observe that, for the Dirac
operator DE on a Spin
c -manifold M with coefficients in E , we have
ch[DE ] = ch(E) ∪ Td(M) ∩ [M ] ∈ H∗(M,Q).
If X is a finite CW-complex, then the Chern character ch determines an isomorphism
K∗(X) ⊗ Q → H∗(X,Q). For an arbitrary CW-complex X , we will consider singular
homology H∗(X,Q) and K -homology K∗(X) with compact supports. Therefore, the
Chern character ch : K∗(X) ⊗ Q → H∗(X,Q) is well defined and is also a rational
isomorphism.
We will also need K -homology groups K∗,F (X) of X twisted by a real vector bundle
F on X . They are defined by the formula
Kj,F (X) = Kj(F,F \ {0}), j = 0, 1.
One can give an equivalent definition, choosing a Euclidean structure in the fibres of
F and introducing the unit ball and unit sphere bundles BF and SF of F . Then
Kj,F (X) = Kj(BF,SF ), j = 0, 1.
The K -homology fundamental class of a compact Spinc -manifold M is the class
[D] ∈ Ki(M), where i = dimM mod 2, defined by an arbitrary Spinc Dirac operator
D on M . The Poincare´ duality in K -theory states that the cap product with [D]
gives an isomorphism
K∗(M) ∼= Ka∗ (M).
An analogous statement also holds for an arbitrary compact Spinc -manifold M with
boundary ∂M :
K∗(M,∂M) ∼= Ka∗ (M).
If X is an arbitrary closed Riemannian manifold, then an application of these state-
ments to the Spinc -manifold T ∗X leads to the Poincare´ duality isomorphisms
K∗(T ∗X) = K∗(BT ∗X,ST ∗X) ∼= Ka∗ (X).
This isomorphism has a natural interpretation in terms of index theory. Namely, con-
sider an arbitrary element x ∈ K0(BT ∗X,ST ∗X). It is given by a triple (E0, E1, σ),
where E0 and E1 are smooth vector bundles on X and σ is an isomorphism
σ : π∗E0 → π∗E1 of vector bundles. Without loss of generality, one can assume that σ
is the principal symbol of some pseudodifferential operator Dσ . Then the class [Dσ] in
Ka∗ (X), determined by Dσ , coincides with the Poincare´ dual of x ∈ K0(BT ∗X,ST ∗X).
A similar construction holds for elements x ∈ K1(BT ∗X,ST ∗X).
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For an arbitrary compact Spinc -manifold M with boundary ∂M there is another
Poincare´ duality isomorphism
K∗(M) ∼= K∗(M,∂M).
If X is an arbitrary closed Riemannian manifold, then an application of this isomor-
phism to the Spinc -manifold T ∗X leads to the Poincare´ duality isomorphisms
K∗,T ∗X(X) = K∗(BT
∗X,ST ∗X) ∼= K∗(X).
At the end of this subsection we present some information about the bivariant Kas-
parov KK -functor introduced in [126].
Let A and B be C∗ -algebras. In this subsection we take an (A,B)-bimodule to be a
Z2 -graded countably generated Hilbert module H equipped with an action of A given
by a representation ρ : A → B(H) of it by even operators on H . Denote by QA(H)
the subalgebra in B(H) formed by operators T ∈ B(H) such that [T, ρ(a)] ∈ K(H) for
any a ∈ A , and by IA(H) the ideal in QA(H) which consists of operators T ∈ B(H)
such that Tρ(a) ∈ K(H) and ρ(a)T ∈ K(H) for any a ∈ A .
We consider pairs (H,F ), where H is an (A,B)-bimodule and F ∈ QA(H) is an
odd operator such that the operators F − F ∗ and F 2 − I belong to IA(H). We say
that pairs (H1, F1) and (H2, F2) are isomorphic if there exists a grading-preserving,
isometric isomorphism u : H1 → H2 of (A,B)-bimodules such that F2 = uF1u−1 . The
set of isomorphism classes of pairs (H,F ) is denoted by E(A,B).
A homotopy between elements (H0, F0) ∈ E(A,B) and (H1, F1) ∈ E(A,B) is de-
fined to be an element (H,F ) ∈ E(A,B[0, 1]) whose restrictions to the extreme points
t = 0 and t = 1 of the segment coincide with (H0, F0) and (H1, F1), respectively:
Ht = H⊗B[0,1]B,Tt = T ⊗1. We define KK(A,B) as the set of homotopy equivalence
classes in E(A,B).
The set KK(A,B) is an Abelian group with respect to the direct sum operation:
(H1, F1)⊕ (H2, F2) = (H1 ⊕H2, F1 ⊕ F2).
We‘denote by KK0(A,B) (respectively, KK1(A,B)) the subset in KK(A,B) given
by elements (H,F ) ∈ E(A,B) such that the operator F is odd (respectively, even).
The groups KKi(C, B) are naturally isomorphic to the groups Ki(B) of topolog-
ical K -theory. In some sense, this isomorphism is an algebraic reformulation of the
definition of the index of a family of elliptic operators. In the case when B = C(X)
is the algebra of continuous functions on a compact topological space X , a family P
of elliptic operators parameterized by the points of X defines naturally an element
of the group KK(C, B). The element of the group K0(B) = K(X) corresponding
to this element under the isomorphism KK(C, B) ∼= K(B) coincides with the index
of the family P . For an arbitrary C∗ -algebra B , elements of the group KKi(C, B)
can be constructed using elliptic pseudodifferential operators invariant under the ac-
tion of B . An index theorem for elliptic operators over a C∗ -algebra was proved by
Mishchenko and Fomenko in [155] (see also [190]). It is also clear that in the case of
B = C the definition of KKi(A,C) coincides with the definition of the K -homology
groups Ki(A).
The main technical tool is a bilinear pairing (the cup-cap product)
KKi(A1, B1 ⊗D)⊗KKj(D ⊗A2, B2)→ KKi+j(A1 ⊗A2, B1 ⊗B2),
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which generalizes all known products in K -theory and K -homology. We will denote
the cup-cap product of elements x ∈ KKi(A1, B1 ⊗D) and y ∈ KKj(D ⊗A2, B2) by
x⊗Dy . An idea of the construction of the cup-cap product is borrowed from the theory
of elliptic operators. It has many natural properties of a product: it is contravariant
in A1 and A2 , covariant in B1 and B2 , functorial in D and associative. The latter
means that
(x1 ⊗D1 x2)⊗D2 x3 = x1 ⊗D1 (x2 ⊗D2 x3)
for any x1 ∈ KKi(A1, B1⊗D1), x2 ∈ KKj(D1⊗A2, B2⊗D2), x3 ∈ KKℓ(D2⊗A3, B3).
2.3. Non-commutative measure theory. The initial data of non-commutative mea-
sure theory are a pair (M, φ), consisting of a von Neumann algebra M and a weight
φ on M .
Definition 2.10. A von Neumann algebra is an involutive subalgebra of the algebra
L(H) of bounded operators on a Hilbert space H , which is closed in the weak operator
topology.
Definition 2.11. A weight on a von Neumann algebra M is a function φ defined on
the set M+ of positive elements of M with values in R¯+ = [0. +∞] , which satisfies
the conditions
φ(a+ b) = φ(a) + φ(b), a, b ∈ M+,
φ(αa) = αφ(a), α ∈ R+, a ∈ M+.
A weight on a von Neumann algebra M is called a trace, if
φ(a∗a) = φ(aa∗), a ∈ M+.
Definition 2.12. A weight φ on a von Neumann algebra M is
(1) faithful if for any a ∈ M+ the equality φ(a) = 0 implies that a = 0;
(2) normal if for any bounded increasing net {aα} of elements of M+ with the
least upper bound a , one has the equality φ(a) = supα φ(aα).
(3) semifinite if the linear span of the set {x ∈ M+ : φ(x) <∞} is σ -weakly dense
in M .
Any von Neumann algebra has a faithful, normal, semifinite weight. A von Neumann
algebra is said to be semifinite if it has a faithful normal semifinite trace.
Example 2.13. The usual trace tr on the von Neumann algebra L(H) of bounded
linear operators on a Hilbert space H is a faithful normal semifinite trace. Moreover,
for any bounded positive operator T in H the functional φT (A) = tr AT,A ∈ L(H),
is a faithful normal semifinite weight on L(H).
Example 2.14. If there is given a σ -finite measure µ on a measurable space X , then
the elements of the space L∞(X,µ) regarded as multiplication operators acting in the
Hilbert space L2(X,µ), form a von Neumann algebra. Moreover, the equality
φ(f) =
∫
X
f(x) dµ(x), f ∈ L∞(X,µ),
defines a faithful normal semifinite trace on L∞(X,µ).
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We recall that for any subset S ⊂ L(H) its commutant is the set of bounded oper-
ators on H which commute with all operators from S . An involutive subalgebra M
in L(H) is a von Neumann algebra if and only if M′′ = M . An unbounded linear
operator T acting in a Hilbert space H is said to be affiliated with a von Neumann
algebra M acting in H if Tu = uT for any unitary operator on H belonging to the
commutant M′ of M .
Let N be a semifinite von Neumann algebra, and τ a faithful normal semifinite
trace on N . The norm-closed two-sided ideal in N generated by elements E ∈ N
with τ(E) <∞ will be denoted by KN . Its elements are called τ -compact operators.
A Breuer-Fredholm operator is defined to be any operator P ∈ N whose image under
the canonical map π : N → N/KN is invertible in the algebra N/KN . The Breuer-
Fredholm index of a Breuer-Fredholm operator P ∈ N is defined by the formula
Ind(F ) = τ(PKerF )− τ(PCoker F ),
where PKerF and PCoker F are the projections to the kernel and cokernel of the operator
F respectively. The theory of Breuer-Fredholm operators was developed in the papers
[37, 38] in the case when N is a factor, and was extended to the case when N is not
a factor in [178].
3. Non-commutative differential geometry
3.1. Cyclic cohomology and homology. In this subsection we give a definition of
cyclic cohomology and homology, which play the role of non-commutative analogue
of the homology and cohomology of topological spaces (for cyclic cohomology, see the
books [58, 124, 148] and the references cited therein). It is important to remark that
the definition of the de Rham homology and cohomology of a topological space requires
the introduction of an additional structure on this space, for instance, the structure of a
smooth manifold. In the non-commutative case this results in the fact that cyclic cocy-
cles are usually defined not on a C∗ -algebra, the analogue of the algebra of continuous
functions, but on a subalgebra of it which consists of “smooth” functions. For the time
being, we postpone (see Subsection 3.4) a discussion of the non-commutative analogue
of the algebra of smooth functions on a smooth manifold, the notion of smooth algebra,
and turn to the definition of the cyclic cohomology for an arbitrary algebra.
Let A be an algebra over C . Consider the complex (C∗(A,A∗), b), where:
(i) Ck(A,A∗), k ∈ N , is the space of (k + 1)-linear forms on A ;
(ii) the coboundary bψ ∈ Ck+1(A,A∗) of an element ψ ∈ Ck(A,A∗) is given by
bψ(a0, · · · , ak+1) =
k∑
j=0
(−1)jψ(a0, · · · , ajaj+1, · · · , ak+1)
+ (−1)k+1ψ(ak+1a0, · · · , ak), a0, a1, . . . , ak+1 ∈ A.
The cohomology of this complex is called the Hochschild cohomology of the algebra A
with coefficients in the bimodule A∗ and is denoted by HH(A).
26 YURI A. KORDYUKOV
Let Ckλ(A) be the subspace of Ck(A,A∗) which consists of all ψ ∈ Ck(A,A∗),
satisfying the cyclicity condition
(3.1) ψ(a1, · · · , ak, a0) = (−1)kψ(a0, a1, · · · , ak), a0, a1, . . . , ak ∈ A.
The differential b maps the subspace Ckλ(A) to Ck+1λ (A), and the cyclic cohomology
HC∗(A) of A is defined as the cohomology of the complex (C∗λ(A), b).
Example 3.1. For k = 0 the space HC0(A) coincides with the space of all trace
functionals on A . For this reason cyclic k -cocycles on A are called k -traces on A (for
k > 0, higher traces).
Example 3.2. If A = C , then HCn(C) = 0 if n is odd and HCn(C) = C if n is
even. For n odd a non-trivial cocycle φ ∈ Cnλ (C) is given by
φ(a0, a1, · · · , an) = a0a1 · · · an, a0, a1, · · · , an ∈ C.
Equivalently, the cyclic cohomology can be described using a (b,B)-bicomplex. We
define an operator B : Ck(A,A∗)→ Ck−1(A,A∗) by
(3.2) B = AB0,
where, for any a0, a1, . . . , ak−1 ∈ A ,
Aψ(a0, · · · , ak−1) =
k−1∑
j=0
(−1)(k−1)jψ(aj , aj+1 . . . , ak−1, a0, a1, . . . , aj−1),
B0ψ(a
0, . . . , ak−1) = ψ(1, a0, . . . , ak−1)− (−1)kψ(a0, . . . , ak−1, 1).
One has B2 = 0 and bB = −Bb .
Consider the following double complex:
Cn,m = Cn−m(A,A∗), n,m ∈ Z,
with differentials d1 : C
n,m → Cn+1,m and d2 : Cn,m → Cn,m+1 given by
d1ψ = (n−m+ 1)bψ, d2ψ = 1
n−mBψ, ψ ∈ C
n,m.
For any q ∈ N consider the complex (F qC, d), where
(F qC)p =
⊕
m≥q,
n+m=p
Cn,m, p ∈ N, d = d1 + d2.
Then one has the isomorphism
HCn(A) ∼= Hp(F qC), n = p− 2q.
This isomorphism associates with any ψ ∈ HCn(A) a cocycle φ ∈ Hp(F qC) with arbi-
trary fixed p and q satisfying n = p− 2q which has a single non-vanishing component
φp,q = (−1)[n/2]ψ . In particular, any cocycle of the complex (F qC, d) is cohomologous
to a cocycle of the above form.
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The periodic cyclic cohomology groups HP ev(A) and HP odd(A) can also be defined
by taking the inductive limit of the groups HCk(A), k ≥ 0, with respect to the
periodicity operator S : HCk(A)→ HCk+2(A). For any ψ ∈ Ckλ(A) one has
Sψ(a0, . . . , ak+2) = − 1
(k + 1)(k + 2)
k+1∑
j=1
ψ(a0, . . . , aj−1ajaj+1, . . . , ak+2)
− 1
(k + 1)(k + 2)
∑
0≤i<j≤k+1
ψ(a0, . . . , ai−1ai, . . . , ajaj+1, . . . , ak+2).
In terms of the (b,B)-bicomplex the periodic cyclic cohomology is described as the
cohomology of the complex
Cev(A) b+B−→ Codd(A) b+B−→ Cev(A),
where
Cev/odd(A) =
⊕
k even/odd
Ck(A).
Example 3.3. Let A be the locally convex topological algebra C∞(M) of smooth
functions on an n-dimensional compact manifold M , and let Dk(M) denote the space
of k -dimensional de Rham currents on M . The Hochschild cohomology and the cyclic
cohomology of A are computed in [56]. The following map ϕ 7→ Cϕ defines an iso-
morphism of the continuous Hochschild cohomology group HHk(A) with the space
Dk(M):
〈Cϕ, f0df1 ∧ · · · ∧ dfk〉 = 1
k!
∑
σ∈Sk
ε(σ)ϕ
(
f0, fσ(1), . . . , fσ(k)
)
,
f0, f1, . . . , fk ∈ C∞(M).
One has CBϕ = kd
tCϕ , where d
t is the de Rham boundary for currents. Therefore,
for any k the continuous cyclic cohomology group HCk(A) is canonically isomorphic
to the direct sum
Ker dt ⊕Hk−2(M,C)⊕Hk−4(M,C)⊕ · · · ,
where Hk(M,C) denotes the usual de Rham homology. The continuous periodic cyclic
cohomology HP ev/odd(A) is canonically isomorphic to the de Rham homology
Hev/odd(M,C) =
⊕
k even/odd
Hk(M,C).
Example 3.4. We recall that a (homogeneous) k -cocycle on a discrete group Γ is a
map h : Γk+1 → C satisfying
h(γγ0, . . . , γγk) = h(γ0, . . . , γk), γ, γ0, . . . , γk ∈ Γ;
k+1∑
i=0
(−1)ih(γ0, . . . , γi−1, γi+1, . . . , γk+1) = 0, γ0, . . . , γk+1 ∈ Γ.
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With any homogeneous k -cocycle h we can associate a (non-homogeneous) k -cocycle
c ∈ Zk(Γ,C) by
c(γ1, . . . , γk) = h(e, γ1, γ1γ2, . . . , γ1 . . . γk).
It is easy to check that c satisfies the following condition:
c(γ1, γ2, . . . , γk) +
k−1∑
i=0
(−1)i+1c(γ0, . . . , γi−1, γiγi+1, γi+2, . . . , γk)
+ (−1)k+1c(γ0, γ1, . . . , γk−1) = 0.
We say that a cocycle c ∈ Zk(Γ,C) is normalized (in the sense of Connes) if
c(γ1, γ2, . . . , γk) equals zero in the case when either γi = e for some i or γ1 . . . γk = e .
Every cohomology class in Hk(Γ,C) can be represented by a normalized cocycle.
The group ring CΓ consists of all functions f : Γ → C with finite support. Multi-
plication in CΓ is given by the convolution
f1 ∗ f2(γ) =
∑
γ1γ2=γ
f1(γ1)f2(γ2), γ ∈ Γ.
A normalized cocycle c ∈ Zk(Γ,C) determines a cyclic k -cocycle τc on CΓ by the
formula
τc(f0, . . . , fk) =
∑
γ0...γk=e
f0(γ0) . . . fk(γk)c(γ1, . . . , γk), f0, f1, . . . , fk ∈ CΓ.
Let us now recall the definition of cyclic homology for an algebra A over C . Denote
by A⊗,k+1 the tensor product of k + 1 copies of A and consider the endomorphism t
of A⊗,k+1 given by
t(a0 ⊗ a1 ⊗ · · · ⊗ ak) = (−1)ka1 ⊗ · · · ⊗ ak ⊗ a0, a0, a1, . . . , ak ∈ A.
Let us consider also the map b from A⊗,k+1 to A⊗,k defined by the formula
b(a0 ⊗ · · · ⊗ ak) =
k−1∑
j=0
(−1)ja0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ ak
+ (−1)kaka0 ⊗ · · · ⊗ ak−1, a0, a1, . . . , ak ∈ A.
Put
Cλk (A) =
A⊗,k+1
im(Id−t)
The differential b defines a map b from Cλk+1(A) to Cλk (A), and cyclic homology
HC∗(A) of A is defined as the homology of the complex (Cλ∗ (A), b).
If A is a unital locally m-convex Frechet algebra, that is, a unital algebra, which is
a locally convex topological Frechet vector space such that the product is continuous,
then the topological cyclic cohomology groups HCk(A) are defined in the same way
as above, using continuous (k + 1)-linear functionals. Similarly, the topological cyclic
homology groups HCk(A) are defined in the same way as above, using completed
projective tensor products.
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3.2. Non-commutative differential forms. Let A be a unital algebra. A differen-
tial graded algebra is a graded algebra
Ω∗(A) = Ω0(A)⊕ Ω1(A)⊕ Ω2(A)⊕ · · ·
endowed with a linear differentiation d of degree 1. Thus, for any j and k , one has
Ωj(A)Ωk(A) ⊂ Ωj+k(A). The operator d defines a map
d : Ωj(A)→ Ωj+1(A), j ≥ 0
and satisfies the conditions d2 = 0 and
d(ωj · ωk) = dωj · ωk + (−1)jωj · dωk, ωj ∈ Ωj(A), ωk ∈ Ωk(A).
We denote by [Ω∗(A),Ω∗(A)]l the linear subspace spanned by the graded commutators
[ωj, ωk] = ωj · ωk − (−1)jkωk · ωj , where j + k = l and ωj ∈ Ωj(A), ωk ∈ Ωk(A). Let
Ωl(A) =
Ωl(A)
[Ω∗(A),Ω∗(A)]l
.
The differential d induces a linear differential, also denoted by d , on the graded vector
space Ω∗(A) =
⊕
l Ωl(A). Denote by H∗(A) the homology of this complex and call it
the non-commutative de Rham homology of the algebra Ω∗(A).
For a unital locally m-convex Frechet algebra A one can define the completion
Ωˆ∗(A) of Ω∗(A), which is a differential graded Frechet algebra. Then one can define
the non-commutative topological de Rham cohomology Ĥ∗(A) as the homology of the
complex (Ωˆ∗(A)/[Ωˆ∗(A), Ωˆ∗(A)], d).
An example of a differential graded algebra is the universal differential graded algebra
ΩA of a unital algebra A . We recall its construction. The algebra ΩA is a graded
algebra: ΩA =
⊕∞
p=0Ω
pA . In degree 0 the space Ω0A coincides with A . In degree 1
the space Ω1A is generated as a left A-module by symbols of degree 1 of the form δa ,
where a ∈ A , satisfying the relations
δ(ab) = δ(a)b + aδ(b), a, b ∈ A,
δ(αa + βb) = αδ(a) + βδ(b), a, b ∈ A, α, β ∈ C.
In particular, one has δ(1) = 0. Thus, a general element of the space Ω1A has the
form a =
∑
i aiδbi , where ai, bi ∈ A .
The algebra ΩA is generated as an algebra by the elements of Ω1A . In particular,
(a0δa1)(b0δb1) = a0δ(a1b0)δb1 − a0a1δb0δb1.
Therefore, an arbitrary element of ΩA is represented as a finite linear combination of
the form a0δa1δa2 . . . δap with some a0, a1, a2, . . . , ap ∈ A . Left and right multiplica-
tions by elements of Ω0A = A yield a an A-A-bimodule structure on ΩA .
A differential δ : ΩpA→ Ωp+1A is well defined by
δ(a0δa1δa2 . . . δap) = δa0δa1δa2 . . . δap, a0, a1, a2, . . . , ap ∈ A.
If A has an involution a 7→ a∗ , then the algebra ΩA has also a natural involutive
algebra structure.
The non-commutative de Rham homology of the universal enveloping algebra ΩA
is called the non-commutative de Rham homology of A and denoted by HDR∗(A).
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It is closely related with the cyclic homology HC∗(A) of A . Namely, for n > 0
the non-commutative de Rham homology group HDRn(A) coincides with the kernel
of B : HCn(A) → HHn+1(A) (see (3.2)). Here HCn(A) and HHn+1(A) denote
the reduced cyclic homology and reduced Hochschild homology respectively (for more
details, see [124, 148]).
The use of differential graded algebras enables one to give a general construction of
cyclic cocycles on an arbitrary algebra [56]. We define a cycle of dimension n to be
a triple (Ω, d,
∫
), where (Ω = ⊕nj=0Ωj, d) is a differential graded algebra and
∫
is a
closed graded trace on (Ω, d) of degree n . Here by a closed graded trace of degree n
we mean a linear functional
∫
: Ωn → C satisfying the following conditions:
(1)
∫
ω2ω1 = (−1)jk
∫
ω1ω2 for ω1 ∈ Ωj , ω2 ∈ Ωk ;
(2)
∫
dω = 0 for ω ∈ Ωn−1 .
Let A be an algebra over C . A cycle over A is defined to be a cycle (Ω, d,
∫
) along
with a homomorphism ρ : A→ Ω0 . For any cycle (A ρ→ Ω, d, ∫ ) over A , we can define
its character by the formula
τ(a0, a1, . . . , an) =
∫
ρ(a0)d(ρ(a1)) . . . d(ρ(an)), a0, a1, a2, . . . , an ∈ A.
It is easy to check that τ is a cyclic cocycle on A . Moreover, one can show that any
cyclic cocycle on A is the character of some cycle over A .
Example 3.5. Let M be a smooth manifold without boundary, and consider the
graded algebra Ω of smooth differential forms on M : Ω =
⊕n
p=0Ω
p , where Ωp =
C∞c (M,Λ
pT ∗M ⊗ C). The de Rham differential d makes Ω into a differential graded
algebra. Finally, the linear functional I(ω) =
∫
M ω is a closed graded trace of degree
n on Ω. The corresponding cyclic cocycle on C∞c (M) is given by
τ(f0, f1, . . . , fn) =
∫
M
f0df1 ∧ . . . ∧ dfn, f0, f1, . . . , fn ∈ C∞c (M).
Moreover, any closed k -dimensional de Rham current C ∈ Dk(M) on M defines a
closed graded trace of degree k on Ω:
IC(ω) = 〈C,ω〉, ω ∈ Ωk.
The character of the cycle (ω, d, IC) over C
∞
c (M) coincides with the cyclic cocycle on
C∞c (M) given by
(3.3) ψC(f
0, f1, . . . , fk) = 〈C, f0df1 ∧ . . . ∧ dfk〉, f0, f1, . . . , fk ∈ C∞c (M).
.
Example 3.6. Let Γ be a discrete group. The universal differential graded algebra
Ω∗(Γ) = ΩCΓ of the group algebra CΓ consists of finite linear combinations of symbols
of the form γ0dγ1 . . . dγn with some γ0, γ1 . . . , γn ∈ Γ. Any normalized cocycle c ∈
Zk(Γ,C) (see Example 3.4) defines a closed graded trace on Ω∗(Γ) by the formula∫
γ0dγ1 . . . dγn =
{
c(γ1, γ2, . . . , γk), if n = k and γ0γ1 . . . γn = e,
0 otherwise
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The character of this cycle coincides with the cyclic cocycle τc .
3.3. Non-commutative Chern-Weil construction. For an algebra A over C the
Chern character in K -homology was constructed in [124] as a map ch : K0(A) →
HDRev(A). This construction is a straightforward generalization of the classical
Chern-Weil construction and makes use of the notions of connection and curvature
for finitely generated projective A-modules.
In the cohomological setting a non-commutative analogue of the Chern-Weil con-
struction [56] is a construction of a pairing between HC∗(A) and K∗(A) for an arbi-
trary algebra A .
The pairing between HCev(A) and K0(A) is defined as follows. For any cocycle
ϕ = (ϕ2k) in C
ev(A) and for any idempotent e in Mq(A) put
(3.4) 〈[ϕ], [e]〉 =
∑
k≥0
(−1)k (2k)!
k!
ϕ2k#Tr
(
e− 1
2
, e, · · · , e
)
,
where ϕ2k#Tr is the (2k + 1)-linear map on Mq(A) =Mq(C)⊗A given by
(3.5) ϕ2k#Tr (µ
0 ⊗ a0, · · · , µ2k ⊗ a2k) = Tr (µ0 . . . µ2k)ϕ2k(a0, · · · , a2k),
for any µj ∈Mq(C) and aj ∈ A .
The pairing between HCodd(A) and K1(A) is given by
(3.6) 〈[ϕ], [U ]〉 = 1√
2iπ
∑
k≥0
(−1)kk!ϕ2k+1#Tr (U−1 − 1, U − 1, · · · , U−1 − 1, U − 1),
where ϕ = (ϕ2k+1) ∈ Codd(A) and U ∈ Uq(A).
It is important in index theory that the index maps (2.1) and (2.2) associated with
a Fredholm module (H,F ) satisfying an additional p-summability condition can be
computed in terms of the pairing of elements of K∗(A) with certain cyclic cohomology
class τ = ch∗(H,F ) ∈ HCn(A) called the Chern character of the Fredholm module
(H,F ) [56].
We recall that for any p ≥ 1 the Schatten class Lp(H) consists of all compact
operators T on a Hilbert space H such that |T |p is a trace class operator. Let µ1(T ) ≥
µ2(T ) ≥ . . . be the singular numbers (the s-numbers) of a compact operator T on H ,
that is, the eigenvalues of |T | = √T ∗T taken with multiplicities. Then
T ∈ Lp(H)⇔ tr |T |p =
∞∑
n=1
|µn(T )|p <∞.
Definition 3.7. A Fredholm module (H,F ) over an algebra A is p-summable if
(F 2 − 1)ρ(a), (F − F ∗)ρ(a) and [F, ρ(a)] belong to Lp(H) for any a ∈ A .
Let (H,F ) be a Fredholm module over an algebra A , and assume that the module
is (p + 1)-summable and even if p is even. It determines a cycle over the algebra A
as follows. First of all, one can assume without loss of generality that F 2 = 1. WE
construct a graded algebra Ω =
⊕n
j=0Ω
j . For k = 0 put Ω0 = A . For k > 0 the space
Ωk is the linear span of the bounded operators on H of the form ω = a0[F, a1] . . . [F, ak] ,
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where a0, a1, . . . , ak ∈ A . The product in Ω is given by the product of operators. The
differential d : Ω→ Ω is defined by
dω = Fω − (−1)kωF, ω ∈ Ωk.
Let us define a closed graded trace Trs : Ω
n → C , n > p . For any operator T on H
such that FT + TF ∈ L1(H) we put
Tr′(T ) =
1
2
Tr (F (FT + TF )).
Note that Tr′(T ) = Tr (T ) if T ∈ L1(H). For any ω ∈ Ωn put Trsω = Tr′(ω) if
n is odd and Trsω = Tr
′(γω) if n is even, where γ denotes the grading operator on
H . The character τn of the cycle described above is called the Chern character of the
Fredholm module (H,F ). Under the condition F 2 = 1, τn is given for odd n > p by
(3.7) τn(a
0, a1, . . . , an) = λntr (a
0[F, a1] . . . [F, an]), a0, a1, . . . , an ∈ A,
and for even n > p by
(3.8) τn(a
0, a1, . . . , an) = λntr (γa
0[F, a1] . . . [F, an]), a0, a1, . . . , an ∈ A,
where the λn are some constants depending only on n .
For different n > p the characters τn agree in the sense that one has the relation
Sτn = τn+2 . Therefore, the class τ = ch∗(H,F ) ∈ HP ∗(A) in the periodic cyclic
cohomology of the algebra A is well defined.
3.4. Smooth algebras. In this subsection we give some general facts about smooth
subalgebras of C∗ -algebras that amount to a non-commutative analogue of the algebra
of smooth functions on a smooth manifold. Let A be a C∗ -algebra and A+ the algebra
obtained by adjoining the unit to A . Let A be a ∗-subalgebra of the algebra A and
A+ the algebra obtained by adjoining the unit to A
Definition 3.8. We say that A is a smooth subalgebra of a C∗ -algebra A if A is
a dense ∗-subalgebra of A that is stable under the holomorphic functional calculus,
that is, for any a ∈ A+ and for any function f holomorphic in a neighborhood of the
spectrum of a (regarded as an element of the algebra A+ ), we have f(a) ∈ A+ .
Suppose that A is a dense ∗-subalgebra of A endowed with the structure of a Fre´chet
algebra whose topology is finer than the topology induced by the topology of A . A
necessary and sufficient condition for A to be a smooth subalgebra is given by the
spectral invariance condition (cf. [184, Lemma 1.2]):
• A+ ∩ GL(A+) = GL(A+), where GL(A+) and GL(A+) denote the group of
invertible elements in A+ and A+ , respectively.
This fact remains true in the case when A is a locally multiplicatively convex Fre´chet
algebra (that is, its topology is given by a countable family of submultiplicative semi-
norms) such that the group GL(A˜) of invertibles is open [184, Lemma 1.2].
If A is a smooth subalgebra of a C∗ -algebra A , then, for any n , the algebra Mn(A) is
a smooth subalgebra of the C∗ -algebra Mn(A). In particular, GLn(A+) coincides with
the intersection Mn(A+) ∩GLn(A+). Let us regard GLn(A+) as a topological group
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equipped with the induced topology of the spaces GLn(A
+). Denote by GL∞(A+)
the inductive limit of the topological groups GLn(A+).
One of the most important properties of smooth subalgebras consists in the following
fact, an analogue of smoothing in the operator K -theory (cf. [53, Sect. VI.3], [35]).
Theorem 3.9. If A is a smooth subalgebra of a C∗ -algebra A, then the inclusion
A →֒ A induces isomorphisms
K(A) ∼= K(A) and πn(GL∞(A+))→ πn(GL∞(A+)) = Kn+1(A).
For any p-summable Fredholm module (H,F ) over an algebra A the algebra
C = {T ∈ A¯ : [F, T ] ∈ Lp(H)},
where A¯ denotes the uniform closure of A in L(H), is a smooth subalgebra of the C∗ -
algebra A¯. Moreover, one can show that the cocycle τn on A defined by (3.7) and (3.8)
extends by continuity to a cyclic cocycle on C . This along with Theorem 3.9 allows us to
assert that the pairing with ch∗(H,F ) ∈ HCn(A) defines a map K∗(A¯) ∼= K∗(C)→ Z .
This fact is called the topological invariance property of the Chern character ch∗(H,F )
of the Fredholm module (H,F ).
3.5. Non-commutative Riemannian geometry. According to [68, 59], the initial
data of the non-commutative Riemannian geometry is a spectral triple.
Definition 3.10. A spectral triple is a set (A,H,D), where:
(1) A is an involutive algebra;
(2) H is a Hilbert space equipped with a ∗-representation of A ;
(3) D is an (unbounded) self-adjoint operator acting in H such that
(i) for any a ∈ A the operator a(D − i)−1 is a compact operator on H ;
(ii) D almost commutes with elements of A in the sense that [D, a] is bounded
for any a ∈ A .
A spectral triple is said to be even if H is endowed with a Z2 -grading γ ∈ L(H),
γ = γ∗ , γ2 = 1, and moreover γD = −Dγ and γa = aγ for any a ∈ A . Otherwise, a
spectral triple is said to be odd.
Spectral triples were considered for the first time in the paper [15], where they
were called unbounded Fredholm modules. A spectral triple (A,H,D) determines a
Fredholm module (H, F ) over A , where F = D(I+D2)−1/2 [15]. In a certain sense, the
operator F is connected with measurement of angles and is responsible for a conformal
structure, whereas |D| is connected with measurement of lengths.
Definition 3.11. A spectral triple (A,H,D) is p-summable (or p-dimensional), if for
any a ∈ A the operator a(D − i)−1 is an element of the Schatten class Lp(H).
A spectral triple (A,H,D) is said to be finite-dimensional if it is p-summable for
some p .
The greatest lower bound of all p such that a finite-dimensional spectral triple is
p-summable is called the dimension of the spectral triple.
The dimension of a spectral triple (A,H,D) coincides with the dimension of the
corresponding Fredholm module (H, F ), F = D(I +D2)−1/2 , over A [15].
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Classical Riemannian geometry is described by the spectral triple (A,H,D) associ-
ated with a compact Riemannian spin manifold (M,g):
(1) the involutive algebra A is the algebra C∞(M) of smooth functions on M ;
(2) the Hilbert space H is the space L2(M,F (TM)), where the algebra A acts by
multiplication;
(3) the operator D is the spin Dirac operator.
The Weyl asymptotic formula for eigenvalues of self-adjoint elliptic operators on a
compact manifold implies at once that this spectral triple is finite-dimensional and has
dimension equal to the dimension of M .
Let (A,H,D) be a spectral triple. Assume for simplicity that the algebra A has
a unit. We consider the operator |D| = (D2)1/2 . Denote by δ the (unbounded)
differentiation on L(H) given by
(3.9) δ(T ) = [|D|, T ], T ∈ Dom δ ⊂ L(H).
For any T ∈ L(H) denote by δi(T ) the ith commutator with |D| .
Definition 3.12. The space OP0 consists of all T ∈ L(H) such that δi(T ) ∈ L(H)
for any i ∈ N :
OP0 =
⋂
n
Dom δn.
The space OP0 is a smooth subalgebra of the C∗ -algebra L(H) (for instance, see
[120, Theorem 1.2]). The uniform closure A¯ of A in L(H) can be regarded as the
algebra of continuous functions on some virtual topological space. In a certain sense
the algebra OP0 ∩ A¯ consists of functions on the given space, which are infinitely
differentiable in the quantum sense. For the spectral triple associated with a compact
Riemannian manifold, the algebra OP0∩C(M) contains the algebra C∞(M). We refer
the reader to [63] for the problem of reconstructing the smooth structure of a manifold
M from the associated spectral triple (A,H,D).
We recall that the Riemannian volume form dν associated with a Riemannian metric
g is given in local coordinates by the formula dν =
√
det g dx . To define its non-
commutative analogue one uses the trace Trω introduced by Dixmier in [80] as an
example of a non-standard trace on L(H).
Consider the ideal L1+(H) in the algebra K(H) of compact operators, which consists
of all T ∈ K(H) such that
sup
N∈N
1
lnN
N∑
n=1
µn(T ) <∞,
where µ1(T ) ≥ µ2(T ) ≥ . . . are the singular numbers of T . For any invariant mean
ω on the amenable group of upper triangular (2 × 2)-matrices, Dixmier constructed
a linear form limω on the space ℓ
∞(N) of bounded sequences which has the following
properties:
(1) limω coincides with the functional of taking limit lim on the subspace of con-
vergent sequences,
(2) limω{cn} ≥ 0 if cn ≥ 0 for any n ,
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(3) limω{c′n} = limω{cn} where {c′n} = {c1, c1, c2, c2, c3, c3, . . .},
(4) limω{c2n} = limω{cn}.
For a positive operator T ∈ L1+(H) the value of Trω on T is given by
Trω(T ) = limω
1
lnN
N∑
n=1
µn(T ).
Let M be an n-dimensional compact manifold, E a vector bundle on M , and P ∈
Ψm(M,E) a classical pseudodifferential operator. Thus, in any local coordinate system
its complete symbol p can be represented as an asymptotic sum p ∼ pm + pm−1 + . . . ,
where pl(x, ξ) is a homogeneous function of degree l in ξ . As shown in [57], the
Dixmier trace Trω(P ) does not depend on the choice of ω and coincides with the value
τ(P ) of a trace τ introduced by Wodzicki [196] and Guillemin [105] on the algebra
Ψ∗(M,E) of classical pseudodifferential operators of arbitrary order. The trace τ is
defined as follows. For P ∈ Ψ∗(M,E) the density ρP is defined in local coordinates as
ρP =
(∫
|ξ|=1
Tr p−n(x, ξ) dξ
)
|dx|.
The density ρP turns out to be independent of the choice of a local coordinate system,
and therefore gives a well-defined density on M . The integral of ρP over M is the
value of the Wodzicki-Guillemin trace:
(3.10) τ(P ) =
1
(2π)n
∫
M
ρP =
1
(2π)n
∫
S∗M
Tr p−n(x, ξ) dxdξ.
Wodzicki [196] showed that τ is a unique trace on Ψ∗(M,E).
According to [57] (cf. also [102]), any operator P ∈ Ψ−n(M,E) belongs to the ideal
L1+(L2(M,E)) and, for any invariant mean ω
Trω(P ) = τ(P ).
The above results imply the formula∫
M
f dν = c(n)Trω(f |D|−n), f ∈ A,
where c(n) = 2(n−[n/2])πn/2Γ(n2 + 1). Thus, the Dixmier trace Trω can be considered
as a proper non-commutative generalization of the integral.
3.6. Non-commutative local index theorem. If one looks at a geometric space
as the union of parts of different dimensions, the notion of dimension introduced in
Definition 3.11 gives only the maximum of the dimensions of the parts of this space. To
take into account lower dimensional parts of the geometric space, Connes and Moscovici
[68] proposed taking as a more correct notion of dimension of a smooth spectral triple
not a single real number d , but a subset Sd ⊂ C , called its dimension spectrum.
Definition 3.13. A spectral triple (A,H,D) is said to be smooth if for any a ∈ A
one has the inclusions a, [D, a] ∈ OP0 .
36 YURI A. KORDYUKOV
The spectral triple associated with a smooth Riemannian manifold M is smooth.
The smoothness condition of a spectral triple (A,H,D) can be treated in the following
sense: the algebra A consists of smooth (in the quantum sense) functions on the
corresponding non-commutative space (see comments after Definition 3.12).
Let (A,H,D) be a smooth spectral triple. Denote by B the algebra generated by
all elements of the form δn(a), where a ∈ A and n ∈ N . Thus, B is the smallest
subalgebra in OP0 containing A and invariant under the action of δ .
Definition 3.14. A spectral triple (A,H,D) has discrete dimension spectrum Sd ⊂ C ,
if Sd is a discrete subset in C , the triple is smooth, and for any b ∈ B the distributional
zeta-function ζb(z) of |D| given by
ζb(z) = tr b|D|−z,
is defined in the half-plane {z ∈ C : Re z > d} and extends to a holomorphic function
on C\Sd.
The dimension spectrum is said to be simple if the singularities of ζb(z) at z ∈ Sd
are at most simple poles.
Example 3.15. Let M be a compact manifold of dimension n , E a vector bun-
dle on M , and D ∈ Ψ1(M,E) a self-adjoint elliptic operator. Then the triple
(C∞(M), L2(M,E),D) is a smooth n-dimensional spectral triple. The algebra B is
contained in the algebra Ψ0(M,E) of zero order classical pseudodifferential operators.
For any classical pseudodifferential operator P ∈ Ψm(M,E), m ∈ Z , the function
z → tr P |D|−z has a meromorphic extension to C with at most simple poles at inte-
ger points k , k ≤ m + n . The residue of this function at z = 0 coincides with the
Wodzicki-Guillemin residue τ(P ) of P (see (3.10):
(3.11) res
z=0
tr P |D|−z = τ(P ).
In particular, this spectral triple has simple discrete dimension spectrum lying in
{k ∈ Z : k ≤ n}.
In [68, 59] a definition is given of the algebra Ψ∗(A) of pseudodifferential operators
associated with a smooth spectral triple (A,H,D) in the case when the algebra A is
unital. By the spectral theorem, for any s ∈ R the operator |D|s is a well-defined
positive self-adjoint operator acting in H which is unbounded for s > 0. For any s ≥ 0
we denote by Hs the domain of the operator 〈D〉s , and for s < 0 we put Hs = (H−s)∗ .
Also, let H∞ = ⋂s≥0Hs, H−∞ = (H∞)∗ . We say that a bounded operator P on
the space H∞ belongs to the class OPα , if P 〈D〉−α ∈ OP0 .
Definition 3.16. We say that an operator P : H∞ →H−∞ belongs to the class Ψ∗(A)
if it admits an asymptotic expansion:
P ∼
+∞∑
j=0
bq−j|D|q−j , bq−j ∈ B,
which means that for any N
P − (bq|D|q + bq−1|D|q−1 + . . . + b−N |D|−N) ∈ OP−N−1.
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It was proved in [68, Appendix B] that Ψ∗(A) is an algebra. For the spectral triple
(C∞(M), L2(M,E),D) described in Example 3.15 the algebra Ψ∗(A) is contained in
Ψ∗(M,E).
Recall that a spectral triple (A,H,D) defines the Fredholm module (H, F ) over
A , where F = D(I + D2)1/2 , and thereby the index map Ind : K∗(A) → C (see the
formulae (2.1) and (2.2)). As shown above, this map can be expressed in terms of
the pairing with the cyclic cohomology class ch∗(H, F ) ∈ HP ∗(A), the Chern char-
acter of the Fredholm module (H, F ) (see the formulae (3.7) and (3.8)). Let us call
ch∗(H, F ) by the Chern character of the spectral triple (A,H,D) and denote it by
ch∗(A,H,D). The formulae (3.7) and (3.8) have a defect, in that they express the
map ind in terms of the operator traces. In the classical case these traces are non-local
functionals, and it is impossible to compute them in coordinate charts. To correct this
defect, Connes and Moscovici proved for the index map another formula, which involves
Wodzicki-Guillemin trace type functionals. These functionals are local in the sense of
non-commutative geometry, because they vanish on any trace class operator in H .
Therefore, the Connes-Moscovici formula can be naturally called the non-commutative
local index theorem.
Suppose that a spectral triple (A,H,D) is smooth and, for simplicity, has simple
discrete dimension spectrum. We define the non-commutative integral determined by
this spectral triple by setting
(3.12) −
∫
b = res
z=0
tr b|D|−z, b ∈ B.
The functional −∫ is a trace on B which is local in the sense of non-commutative
geometry.
Theorem 3.17 ([68, Thm. II.3]). Suppose that (A,H,D) is an even spectral triple,
which is p-summable and has simple discrete dimension spectrum.
(1) An even cocycle ϕevCM = (ϕ2k) in the (b,B)-bicomplex of A is defined by the
following formulae: for k = 0,
ϕ0(a
0) = res
z=0
z−1tr γa0|D|−z,
and for k 6= 0,
ϕ2k(a
0, . . . , a2k) =
∑
α∈Nn
ck,α −
∫
γa0[D, a1][α1] . . . [D, a2k][α2k ]|D|−2(|α|+k),
where
ck,α =
(−1)|α|2Γ(|α| + k)
α!(α1 + 1) · · · (α1 + · · ·+ α2k + 2k) ,
and the symbol T [j] denotes the j th iterated commutator with D2 .
(2) The cohomology class defined by ϕevCM in HP
ev(A) coincides with the Chern
character ch∗(A,H,D).
Theorem 3.18 ([68, Thm. II.2]). Suppose that (A,H,D) is a spectral triple, which is
p-summable and has simple discrete dimension spectrum. Then
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(1) An odd cocycle ϕoddCM = (ϕ2k+1) in the (b,B)-bicomplex of A is defined by
ϕ2k+1(a
0, . . . , a2k+1)
=
√
2iπ
∑
α∈Nn
ck,α −
∫
a0[D, a1][α1] . . . [D, a2k+1][α2k+1]|D|−2(|α|+k)−1,
where
ck,α =
(−1)|α|Γ(|α|+ k + 12 )
α!(α1 + 1) · · · (α1 + · · ·+ α2k+1 + 2k + 1) .
(2) the cohomology class defined by ϕoddCM in HP
odd(A) coincides with the Chern
character ch∗(A,H,D).
Example 3.19. Let M be a compact manifold of dimension n and D a first order,
self-adjoint, elliptic, pseudodifferential operator on M acting on sections of a vector
bundle E on M . Then the non-commutative integral −∫ defined by the spectral triple
(C∞(M), L2(M,E),D) coincides with the Wodzicki-Guillemin trace τ (see (3.10) and
Example 3.15).
In the case when D is the spin Dirac operator on a compact Riemannian spin
manifold M in Theorem 3.17, we have for any f0, f1, . . . , fm ∈ C∞(M) that
τ(γf0[D, f1][α1] . . . [D, fm][αm]|D|−(2|α|+m)) = 0,
when |α| 6= 0, and
τ(γf0[D, f1] . . . [D, fm]|D|−m) = cm
∫
M
f0 df1 ∧ . . . dfm ∧ Aˆ(TM,∇),
when α1 = α2 = . . . = α2k = 0, where cm is some constant.
If the dimension of M is even, then the spectral triple is even and the components
of the corresponding even cocycle ϕevCM = (ϕ2k) are given by
ϕ2k(f
0, . . . , f2k) =
1
(2k)!
∫
M
f0 df1 ∧ . . . df2k ∧ Aˆ(TM,∇)(n−2k),
where f0, f1, . . . , f2k ∈ C∞(M).
If the dimension of M is odd, then the spectral triple is odd and the components of
the corresponding odd cocycle ϕoddCM = (ϕ2k+1) are given by
ϕ2k+1(f
0, . . . , f2k) =
√
2iπ
(2iπ)−[n/2]+1
(2k + 1)!
×
∫
M
f0 df1 ∧ . . . df2k+1 ∧ Aˆ(TM,∇)(n−2k−1),
where f0, f1, . . . , f2k+1 ∈ C∞(M).
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3.7. Semifinite spectral triples. The study of index theory problems in various
situations such as measurable foliations, Galois coverings, almost-periodic operators
has served as a motivation for extending methods of non-commutative geometry to
the case when the algebra of bounded operators on a Hilbert space is replaced by an
arbitrary semifinite von Neumann algebra. In this subsection we give some information
from semifinite non-commutative geometry (for further information see, for instance, a
survey [44] and the references therein).
Definition 3.20. A semifinite spectral triple is a set (A,H,D), where:
(1) H is a Hilbert space;
(2) A is an involutive subalgebra of a semifinite von Neumann algebra N acting
in H
(3) D is an (unbounded) self-adjoint operator acting in H and affiliated to N such
that
(i) the operator (D − i)−1 is a τ -compact operator in N (relative to some
faithful, normal, semifinite trace τ on N );
(ii) the operator [D, a] is a bounded operator, belonging to N , for any a ∈ A .
A spectral triple is said to be even if the space H is equipped with a Z2 -grading
γ ∈ L(H), γ = γ∗ , γ2 = 1, and moreover γD = −Dγ and γa = aγ for any a ∈ A .
Otherwise, the spectral triple is said to be odd.
For an element S ∈ N , its tth generalized singular number (t ∈ R) is given by
µt(S) = inf{‖SE‖ |E is a projection in N with τ(1− E) ≤ t}.
The space L(1,∞)(N ) consists of elements T ∈ N such that
‖T‖L(1,∞) = sup
t>1
1
log(1 + t)
∫ t
0
µs(T ) ds <∞.
For any p > 1 put
ψp(t) =
{
t for 0 ≤ t ≤ 1,
t
1− 1
p for 1 ≤ t.
The space L(p,∞)(N ) consists of T ∈ N such that
‖T‖L(p,∞) = sup
t>1
1
ψp(t)
∫ t
0
µs(T ) ds <∞.
Definition 3.21. A semifinite spectral triple (A,H,D) is (p,∞)-summable, if for any
a ∈ A the operator (1 +D2)−1/2 is an elements of the class L(p,∞)(N ).
Definition 3.22. A pre-Fredholm module over a unital Banach algebra A is a pair
(H, F ), where
(1) A has a continuous representation in a semifinite von Neumann algebra N
acting in a Hilbert space H ;
(2) F is a self-adjoint Breuer-Fredholm operator acting in H such that 1−F 2 ∈ KN
and [F, a] ∈ KN for any a ∈ A .
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If 1− F 2 = 0, then (H, F ) is called a Fredholm module.
A pre-Fredholm module (H, F ) is said to be even if the Hilbert space H is equipped
with a Z2 -grading γ such that the operators ρ(a) are even, γa = aγ , and the operator
F is odd, γF = −Fγ . Otherwise, it is said to be odd.
Definition 3.23. A pre-Fredholm module (H, F ) is (p,∞)-summable, if 1 − F 2 ∈
L(p/2,∞)(N ) and [F, a] ∈ L(p,∞)(N ) for a dense set of elements a ∈ A .
If (A,H,D) is a semifinite spectral triple, then the pair (H, F ). where F = D(I +
D2)1/2 , is a pre-Fredholm module over A . Using a faithful normal semifinite trace τ on
the von Neumann algebra N instead of the standard trace on the algebra L(H), one can
define by standard formulae the Chern character of an arbitrary (p,∞)-summable pre-
Fredholm module (H, F ), and, hence, the Chern character of any finite-dimensional
semifinite spectral triple (A,H,D). In the papers [42, 43] a non-commutative local
index theorem is proved for semifinite spectral triples. Its formulation is similar to
that of the non-commutative local index theorem (see Theorems 3.17 and 3.18), with
the sole difference that the role of the Dixmier trace Trω in these theorems is played
by its generalization to the case of an arbitrary semifinite von Neumann algebra. For
Dixmier traces and general singular traces on semifinite von Neumann algebras and
their applications, see the survey [44] and its references.
3.8. Non-commutative spectral geometry and type III. The authors of [73]
introduced the notion of twisted (or σ -spectral) triple, making it possible to apply the
methods of non-commutative geometry for certain type III non-commutative spaces.
Definition 3.24. Let A be an algebra equipped with an automorphism σ . An un-
graded σ -spectral triple over A is defined to be a set (A,H,D), where:
(1) H is a Hilbert space endowed with an action of A ;
(2) D is an (unbounded) self-adjoint operator acting in H such that the operator
(D− i)−1 is a compact operator in H and the operator Da−σ(a)D is bounded
for any a ∈ A .
If the algebra A is involutive and its representation in the Hilbert space H is a
∗-representation, then in addition we impose the unitarity condition
σ(a∗) = (σ−1(a))∗, a ∈ A.
A graded σ -spectral triple is defined in a similar way, but in this case the space H
is equipped with a Z2 -grading γ ∈ L(H), γ = γ∗ , γ2 = 1, and we have γD = −Dγ
and γa = aγ for any a ∈ A .
Example 3.25. Let (A,H,D) be an arbitrary spectral triple and h ∈ A a self-adjoint
element, h = h∗ . Consider the automorphism σ of A given by
σ(a) = e2hae−2h, a ∈ A.
The “perturbed” spectral triple (A,H,D′), where D′ = ehDe−h , is a σ -spectral triple.
Another example of σ -spectral triples arises from transverse geometry of an arbitrary
codimension one foliation (see Example 7.7). The most vital open question is to extend
the notions mentioned above to the case of higher codimension foliations. It is expected
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that the general case will require the use of dual actions of Lie groups such as GL(n)
and, more generally, of quantum groups.
Definition 3.26. A σ -spectral triple (A,H,D) is called Lipschitz regular if the oper-
ator |D|a− σ(a)|D| is bounded for any a ∈ A .
If a σ -spectral triple (A,H,D) is Lipschitz regular and F = D|D|−1 , then (H, F )
is a Fredholm module over A . Moreover, if (A,H,D) is finite-dimensional, then
the Fredholm module (H, F ) is also finite-dimensional. Thus, the Chern character
ch(H, F ) ∈ HP ∗(A) is well defined for any finite-dimensional Lipschitz regular σ -
spectral triple (A,H,D). On the other hand, for any σ -spectral triple (A,H,D) such
that D−1 ∈ L(n,∞) for some even n one can define a cyclic cocycle ΨD,σ on A by
ΨD,σ(a
0, a1, . . . , an) = tr (γdσa
0D−1dσa
1 . . . D−1dσa
n), a0, a1, . . . , an ∈ A,
where dσa = Da− σ(a)D for any a ∈ A . If a σ -spectral triple (A,H,D) satisfies the
stronger condition
|D|−t(|D|ta− σt(a)|D|t) ∈ L(n,∞), a ∈ A, t ∈ R,
then the cocycle ΨD,σ defines the same cohomology class as the Chern character
ch(H, F ) ∈ HP ∗(A).
An analogue of the non-commutative local index theorem in this case remains an
open question. For a certain class of twisted spectral triples of type III, such a theorem
was proved very recently in [160].
4. Some background material from foliation theory
4.1. Foliations: definitions and examples. In this subsection we recall the defini-
tion of a foliated manifold and some notions connected with foliations.
Definition 4.1. (1) An atlas A = {(Ui, φi)}, where φi : Ui ⊂ M → Rn , of a smooth
manifold M of dimension n is called an atlas of a foliation of dimension p and codi-
mension q (p ≤ n, p+q = n), if, for any i and j such that Ui∩Uj 6= ∅ , the coordinate
transformations φij = φi ◦ φ−1j : φj(Ui ∩ Uj) ⊂ Rp ×Rq → φi(Ui ∩ Uj) ⊂ Rp ×Rq have
the form
φij(x, y) = (αij(x, y), γij(y)), (x, y) ∈ φj(Ui ∩ Uj) ⊂ Rp × Rq.
(2) Two atlases of a foliation of dimension p are equivalent if their union is again an
atlas of a foliation of dimension p .
(3) A manifold M endowed with an equivalence class F of atlases of a foliation of
dimension p is called a manifold equipped with a foliation of dimension p .
An equivalence class F of atlases of a foliation is also called a complete atlas of a
foliation. We will also say that F is a foliation on the manifold M .
A pair (U, φ) belonging to some atlas of a foliation F and also the corresponding map
φ : U → Rn are called a foliated chart of F , and U a foliated coordinate neighborhood.
Let φ : U ⊂ M → Rn be a foliated chart. The components of the set φ−1(Rp ×
{y}), y ∈ Rq , are called plaques of F .
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The plagues of F taken for all possible foliated charts form a base of a topology on
M . This topology is called the leaf topology on M . We will also denote by F the
set M endowed with the leaf topology. One can introduce a p-dimensional smooth
manifold structure on F .
The connected components of F are called leaves of F . The leaves are (one-to-one)
immersed p-dimensional submanifolds in M . For any x ∈ M there exists a unique
leaf passing through x . We will denote this leaf by Lx .
One can give an equivalent definition of a foliation by saying that there is a foliation
F of dimension p on an n-dimensional manifold M if M is represented as the union
of a family {Lλ : λ ∈ L} of disjoint connected (one-to-one) immersed submanifolds
of dimension p , and M has an atlas A = {(Ui, φi)} such that, for any coordinate
chart (Ui, φi) with local coordinates (x1, x2, . . . , xn) and for any λ ∈ L , the connected
components of the set Lλ∩Ui are given by equations of the form xp+1 = cp+1, . . . , xn =
cn for some constants cp+1, . . . , cn .
Example 4.2. Let M be an n-dimensional smooth manifold, B a q -dimensional
smooth manifold, and π : M → B a submersion (i.e. the differential dπx : TxM →
Tπ(x)B is surjective for any x ∈ M ). The connected components of the pre-images of
points of B under the map π give a codimension q foliation of M which is called the
foliation determined by the submersion π . If, in addition, the pre-images π−1(b), b ∈ B,
are connected, then the foliation is called simple.
Example 4.3. If X is a non-singular (that is, non-vanishing) smooth vector field on
a manifold M , then its phase curves form a dimension one foliation.
More generally, let a connected Lie group G act smoothly on a smooth manifold M ,
and the dimension of the stationary subgroup Gx = {x ∈ G : gx = x} is independent
of x ∈ M . In particular, one can assume that the action is locally free, which means
the discreteness of the isotropy group Gx for any x ∈M . Then the orbits of the action
of G define a foliation on M .
Example 4.4 (a linear foliation on the torus). Consider the vector field X˜ on R2
given by
X˜ = α
∂
∂x
+ β
∂
∂y
with constant α and β . Since X˜ is invariant by all translations, it defines a vector field
X on the two-dimensional torus T 2 = R2/Z2 . The vector field X defines a foliation
F on T 2 . The leaves of F are the images of the parallel lines L˜ = {(x0+ tα, y0+ tβ) :
t ∈ R} with the slope θ = β/α under the projection R2 → T 2 .
In the case when θ is rational all leaves of F are closed and are the circles, and
the foliation F is defined by the fibres of a fibration T 2 → S1 . In the case when θ is
irrational, all leaves of F are dense in T 2 .
Example 4.5 (homogeneous foliations). Let G be a Lie group and H ⊂ G a connected
Lie subgroup of it. The family {gH : g ∈ G} of right cosets of H forms a foliation H
on G. If H is a closed subgroup, then G/H is a manifold and H is the foliation with
the leaves given by the fibres of the fibration π : G→ G/H .
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Moreover, suppose that Γ ⊂ G is a discrete subgroup G. Then the set M = Γ\G
of left cosets of Γ is a manifold of the same dimension as G. If Γ is cocompact in G,
then M is compact. In any case, because H is invariant under left translations, and
Γ acts from the left, the foliation H is mapped by the map G→M = Γ\G to a well-
defined foliation HΓ on M , which is often denoted by F(G,H,Γ) and called a locally
homogeneous foliation. The leaf of HΓ through a point Γg ∈ M is diffeomorphic to
H/(gΓg−1 ∩H).
Example 4.6 (suspension). Let B be a connected manifold and B˜ its universal cover
equipped with the action of the fundamental group Γ = π1(B) by deck transformations.
Suppose that there is given a homomorphism φ : Γ → Diff(F ) of Γ to the diffeomor-
phism group Diff(F ) of a smooth manifold F . We define a manifold M = B˜ ×Γ F as
the quotient of the manifold B˜ × F by the action of Γ given, for any γ ∈ Γ, by
γ(b, f) = (γb, φ(γ)f), (b, f) ∈ B˜ × F.
There is a natural foliation F on M whose leaves are the images of the sets B˜×{f}, f ∈
F, under the projection B˜×F →M . If for any γ ∈ Γ with γ 6= e the diffeomorphism
φ(γ) has no fixed points, then all leaves of F are diffeomorphic to B˜ .
There is defined a bundle π : M → B : [(b, f)] 7→ b mod Γ such that the leaves of
F are transverse to the fibres of π . The bundle π : M → B is often said to be a flat
foliated bundle.
A foliation F defines a subbundle F = TF of the tangent bundle TM , called the
tangent bundle of F . It consists of all vectors tangent to the leaves of F . Denote by
X (M) = C∞(M,TM) the Lie algebra of all smooth vector fields on M with respect
to the Lie bracket and by X (F) = C∞(M,F ) the subspace of vector fields on M
tangent to the leaves of F at each point. The subspace X (F) is a subalgebra of the
Lie algebra X (M). Moreover, by the Frobenius theorem, a subbundle E of the bundle
TM is the tangent bundle of some foliation if and only if it is involutive, that is, the
space of sections of this bundle is a Lie subalgebra of the Lie algebra X (M): for any
X,Y ∈ C∞(M,E), we have [X,Y ] ∈ C∞(M,E).
We also introduce the following objects: τ = TM/TF is the normal bundle of F ;
Pτ : TM → τ is the natural projection; N∗F = {ν ∈ T ∗M : 〈ν,X〉 = 0 for any X ∈ F}
is the conormal bundle of F . Usually we will denote by (x, y) ∈ Ip × Iq (I = (0, 1)
is an open interval) the local coordinates in a foliated chart φ : U → Ip × Iq and
by (x, y, ξ, η) ∈ Ip × Iq × Rp × Rq the local coordinates in the corresponding chart
on T ∗M . Then the subset N∗F ∩ π−1(U) = U1 (here π : T ∗M → M is the bundle
map) is given by the equation ξ = 0. Therefore, φ defines a natural coordinate chart
φn : U1 → Ip × Iq × Rq on N∗F with coordinates (x, y, η).
A q -dimensional distribution Q ⊂ TM such that TM = F ⊕ Q is called a distri-
bution transversal to the foliation, or a connection on the foliated manifold (M,F).
Any Riemannian metric g on M defines a transversal distribution H formed by the
orthogonal complement of F with respect to this metric :
H = F⊥ = {X ∈ TM : g(X,Y ) = 0 for any Y ∈ F}.
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Definition 4.7. A vector field V on a foliated manifold (M,F) is called an infinites-
imal transformation of F if [V,X] ∈ X (F) for any X ∈ X (F).
The set of infinitesimal transformations of F is denoted by X (M/F). If V ∈
X (M/F) and Tt : M → M, t ∈ R , is the flow of the vector field V , then the diffeo-
morphisms Tt are automorphisms of the foliated manifold (M,F), that is, they take
each leaf of F to a (possibly, different) leaf.
Definition 4.8. A vector field V on a foliated manifold (M,F) is said to be pro-
jectable, if its normal component Pτ (V ) is locally the lift of a vector field on the local
base.
In other words, a vector field V on M is projectable, if, in any foliated chart with
local coordinates (x, y), x ∈ Rp, y ∈ Rq, it has the form
V =
p∑
i=1
f i(x, y)
∂
∂xi
+
q∑
j=1
gj(y)
∂
∂yj
.
There is a natural action of the Lie algebra X (F) on the space C∞(M, τ). The
action of a vector field X ∈ X (F) on N ∈ C∞(M, τ) is given by
θ(X)N = Pτ [X, N˜ ],
where N˜ ∈ X (M) is any vector field on M such that Pτ (N˜ ) = N . A vector field
N ∈ X (M) is projectable if and only if its transverse component Pτ (N) ∈ C∞(M, τ)
is invariant under the X (F)-action θ . It is easy to see from this that a vector field on
a foliated manifold is projectable if and only if it is an infinitesimal transformation of
the foliation.
4.2. Holonomy and transverse structures. Let (M,F) be a foliated manifold.
The holonomy map is a generalization of the first return map (or Poincare´ map) for
flows to the case of foliations.
Definition 4.9. A smooth transversal is a compact q -dimensional manifold T (pos-
sibly disconnected and with boundary) and an embedding i : T → M whose image is
everywhere transverse to the leaves of F : Ti(t)i(T )⊕ Ti(t)F = Ti(t)M for any t ∈ T .
We will identify a transversal T with the image i(T ) ⊂M .
Definition 4.10. A transversal is complete, if it meets every leaf of the foliation.
Take an arbitrary continuous leafwise path γ with initial point γ(0) = x and final
point γ(1) = y . (A path γ : [0, 1] → M is said to be leafwise if its image γ([0, 1]) is
entirely contained in one leaf of the foliation). Let T0 and T1 be smooth transversals
such that x ∈ T0 and y ∈ T1 .
Choose a partition t0 = 0 < t1 < . . . < tk = 1 of [0.1] such that for any i =
1, . . . , k the curve γ([ti−1, ti]) is contained in some foliated chart Ui . Shrinking the
neighborhoods U1 and U2 if necessary, one can assume that for any plaque P1 of U1
there is a unique plaque P2 of U2 which meets P1 . Shrinking the neighborhoods U1 ,
U2 and U3 if necessary, one can assume that for any plaque P2 of U2 there is a unique
plaque P3 of U3 which meets P2 and so on. In the end we get a family {U1, U2, . . . , Uk}
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of foliated coordinate neighborhoods which covers the curve γ([0, 1]) and is such that
for any i = 1, . . . , k and for any plaque Pi−1 of Ui−1 there is a unique plaque Pi of
Ui which meets Pi−1 . In particular, we get a one-to-one correspondence between the
plaques of U1 and the plaques of Uk .
The smooth transversal T0 determines a parametrization of the plaques of U1 near
x . Correspondingly, a smooth transversal T1 determines a parametrization of the
plaques of Uk near y . Taking into account the one-to-one correspondence constructed
above between the plaques of U1 and Uk , we get a diffeomorphism HT0T1(γ) of some
neighborhood of x in T0 to some neighborhood of y in T1 , which is called the holonomy
map along the path γ .
It is easy to see that the germ of HT0T1(γ) at x does not depend on the choice of a
partition t0 = 0 < t1 < . . . < tk = 1 of [0.1] and a family {U1, U2, . . . , Uk} of foliated
coordinate neighborhoods. Moreover, the germ of HT0T1(γ) at x is not changed if we
replace γ by any other continuous leafwise path γ1 from x to y which is homotopic
to γ in the class of continuous leafwise paths from x to y .
If γ is a closed leafwise path starting and ending at x , and T is a smooth transversal
such that x ∈ T , then HTT (γ) is a local diffeomorphism of T , which leaves x fixed.
The correspondence γ → HTT (γ) defines a group homomorphism HT from the fun-
damental group π1(Lx, x) of the leaf Lx to the group Diffx(T ) of germs at x of local
diffeomorphisms of T which leave x fixed. The image of HT is called the holonomy
group of the leaf Lx at x . The holonomy group of a leaf L at a point x ∈ L is
independent (up to an isomorphism) of the choice of a transversal T and of the choice
of x . A leaf is said to have trivial holonomy if its holonomy group is trivial.
Example 4.11. Let X be a complete non-singular vector field on a manifold M
of dimension n , x0 a (for simplicity, isolated) periodic point of the flow Xt of the
given vector field, and C the corresponding closed phase curve. Let T be an (n− 1)-
dimensional submanifold of M passing through x0 and transverse to the vector X(x0):
TxM = TxT ⊕ RX(x0).
For all x ∈ T close enough to x0 there is a least t(x) > 0 such that the corresponding
positive semi-trajectory {Xt(x) : t > 0} of the flow meets T : Xt(x)(x) ∈ T . Thus, we
get a local diffeomorphism φT : x 7→ Xt(x)(x) of T which is defined in a neighborhood
of x0 and takes x0 to itself. This diffeomorphism is called the first return map (or the
Poincare´ map) along the curve C .
If F is the foliation on M given by the trajectories of X , then the holonomy group
of the leaf C coincides with Z , and the germ of φT at x0 is a generator of this group.
For any smooth transversal T and for any x ∈ T there is a natural isomorphism
between the tangent space TxT and the normal space τx to F . Thus, the normal
bundle τ plays the role of the tangent bundle of the (germs of) transversals to F .
For any continuous leafwise path γ from a point x to a point y and for any smooth
transversals T0 and T1 with x ∈ T0 and y ∈ T1 the differential of the holonomy map
HT0T1(γ) at x defines a linear map dHT0T1(γ)x : τx → τy . It is easy to check that
this map is independent of the choice of transversals T0 and T1 . It is called the linear
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holonomy map and denoted by dhγ : τx → τy . Taking the adjoint of dhγ , one obtains
a linear map dh∗γ : N
∗Fy → N∗Fx .
We now turn to another notion connected with holonomy, the notion of holonomy
pseudogroup. First recall the general definition of a pseudogroup.
Definition 4.12. A family Γ of diffeomorphisms between open subsets of a manifold
X (or, in other words, of local diffeomorphisms of X ) is called a pseudogroup on X if
the following conditions hold:
(1) if Φ ∈ Γ, then Φ−1 ∈ Γ;
(2) if Φ1 : U → U1 and Φ2 : U1 → U2 belong to Γ, then Φ2 ◦Φ1 : U → U2 belongs
to Γ;
(3) if Φ : U → U1 belongs to Γ, then its restriction to any open subset V ⊂ U
belongs to Γ;
(4) if a diffeomorphism Φ : U → U1 coincides on some neighborhood of each point
in U with an element of Γ, then Φ ∈ Γ;
(5) the identity diffeomorphism belongs to Γ.
Example 4.13. The set of all local diffeomorphisms of a manifold X forms a pseu-
dogroup on X . One can also consider pseudogroups consisting of local diffeomorphisms
of a manifold X which preserve some geometric structure, for instance, the pseudogroup
of local isometries of a Riemannian manifold, and so on.
Definition 4.14. Let (M,F) be a smooth foliated manifold and X the disjoint union
of all smooth transversals to F . The holonomy pseudogroup of the foliation F is
defined to be the pseudogroup Γ of all local diffeomorphisms of X whose germ at any
point coincides with the germ of the holonomy map along some leafwise path.
Definition 4.15. Let (M,F) be a smooth foliated manifold and T a smooth transver-
sal. The holonomy pseudogroup induced by the foliation F on T is defined to be the
pseudogroup ΓT of all local diffeomorphisms of T whose germ at each point coincides
with the germ of the holonomy map along some leafwise path.
There is a special class of smooth transversals given by good covers of the manifold
M .
Definition 4.16. A foliated chart φ : U ⊂ M → Rp × Rq is said to be regular if it
admits an extension to a foliated chart φ : V → Rp ×Rq such that U ⊂ V .
Definition 4.17. A cover of a manifold M by foliated neighborhoods {Ui} is said to
be good, if:
(1) any chart (Ui, φi) is a regular foliated chart;
(2) if U i ∩ U j 6= ∅ , then Ui ∩ Uj 6= ∅ and the set Ui ∩ Uj is connected, and the
same is true for the corresponding foliated neighborhoods Vi ;
(3) each plaque of Vi meets at most one plaque of Vj ; a plaque of Ui meets a
plaque of Uj if and only if the intersection of the corresponding plaques of Vi
and Vj is non-empty.
Good covers always exist.
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Let U = {Ui} be a good cover for the foliation F , φi : Ui
∼=→ Ip × Iq . For any i put
Ti = φ
−1
i ({0} × Iq).
Then Ti is a transversal, and T =
⋃
Ti is a complete transversal. For y ∈ Ti denote
by Pi(y) the plaque of Ui passing through y . For any pair of indices i and j such
that Ui ∩ Uj 6= ∅ we define
Tij = {y ∈ Ti : Pi(y) ∩ Uj 6= ∅}.
There is defined a transition function fij : Tij → Tji given for y ∈ Tij by the formula
fij(y) = y1, where y1 ∈ Tji corresponds to the unique plaque Pj(y1) such that Pi(y)∩
Pj(y1) 6= ∅. The holonomy pseudogroup ΓT induced by F on T coincides with the
pseudogroup generated by the maps fij .
Definition 4.18 (cf., for instance, [109]). A transverse structure on a foliation F
is a structure on a complete transversal T that is invariant under the action of the
holonomy pseudogroup ΓT .
Using the notion of transverse structure, one can distinguish classes of foliations with
specific transverse properties. For instance, if a complete transversal T is equipped
with a Riemannian metric, and the holonomy pseudogroup ΓT consists of local isome-
tries of this Riemannian metric, then we get the class of Riemannian foliations (see
Subsection 4.3). Similarly, if a complete transversal T is equipped with a symplectic
structure, and the holonomy pseudogroup ΓT consists of local diffeomorphisms pre-
serving this symplectic structure, then we get the class of symplectic foliations. One
can also consider Kaehler foliations, measurable foliations and so on.
In [108] Haefliger defined cohomology groups associated with the transverse structure
of a foliation. As above, let U = {Ui} be a good cover for a foliation F , T = ∪Ti the
corresponding complete transversal, and ΓT the holonomy pseudogroup induced by the
foliation F on T . Denote by Ωkc (M/F) the quotient of the space Ωkc (T ) of smooth
compactly supported differential k -forms on T by the subspace spanned by forms of
the form α−h∗α with h ∈ ΓT and the support of α ∈ Ωkc (T ) contained in the image of
h . Let us endow the space Ωkc (M/F) with the quotient topology induced by the usual
C∞ -topology on Ωkc (T ). In general, Ω
k
c (M/F) is not a Hausdorff topological space.
The de Rham differential dT : Ω
k
c (T ) → Ωk+1c (T ) induces a continuous differential
dH : Ω
k
c (M/F) → Ωk+1c (M/F). It should be noted that both Ωkc (M/F) and dH are
independent of the choice of a good cover U = {Ui}. The complex (Ωc(M/F), dH ) and
its cohomology H∗c (M/F) are called respectively the Haefliger forms and the Haefliger
cohomology of the foliation F .
If the tangent bundle TF is oriented, then there is defined a continuous open sur-
jective linear map, called integration along the leaves,∫
F
: Ωk+p(M)→ Ωkc (M/F),
which satisfies the condition dH ◦
∫
F =
∫
F ◦d , where d is the de Rham differential on
Ω(M). Thus, one has the induced map∫
F
: Hk+p(M)→ Hkc (M/F).
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Before turning to a discussion of an analogue of the notion of measure on the leaf
space of a foliation, we recall some basic facts concerning to densities and integration
of densities.
Definition 4.19. Let L be an n-dimensional linear space and B(L) the set of bases
in L . An α-density on L (α ∈ R) is a function ρ : B(L) → C such that for any
A = (Aij) ∈ GL(n,C) and e = (e1, e2, . . . , en) ∈ B(L)
ρ(e ·A) = |detA|αρ(e),
where (e ·A)i =
∑n
j=1 ejAji, i = 1, 2, . . . , n .
We will denote by |L|α the space of all α-densities on L . For any vector bundle V
on M denote by |V |α the associated bundle of α-densities, |V | = |V |1 .
For any smooth, compactly supported density ρ on a smooth manifold M there
is a well-defined integral
∫
M ρ , regardless of whether M is orientable or not. This
fact enables one to define a Hilbert space L2(M) canonically associated with M and
consisting of square integrable half-densities on M . The diffeomorphism group of M
acts on the space L2(M) by unitary transformations.
Definition 4.20. A (Borel) transversal to a foliation F is a Borel subset of M which
meets each leaf of the foliation in an at most countable set.
Definition 4.21. A transverse measure is a countably additive Radon measure Λ
defined on the set of all transversals to the foliation.
Definition 4.22. A transverse measure Λ is called holonomy invariant if for any
transversals B1 and B2 and for any bijective Borel map φ : B1 → B2 such that
for any x ∈ B1 the point φ(x) belongs to the leaf through the point x we have:
Λ(B1) = Λ(B2).
Example 4.23. A transverse density is defined to be any section of the bundle |τ | .
Since for any smooth transversal T there is a canonical isomorphism TxT ∼= τx , a
continuous positive density ρ ∈ C(M, |τ |) determines a continuous positive density
on T , which in its turn determines a transverse measure. This transverse measure is
holonomy invariant if and only if ρ is invariant under the linear holonomy action.
Example 4.24. Any compact leaf L of the foliation F determines a holonomy invari-
ant transverse measure Λ. For any transversal T and for any set A ⊂ T its measure
Λ(A) equals the number of elements in A ∩ L .
Example 4.25. Let F be the horizontal foliation of a flat foliated bundle M = B˜×ΓF
(see Example 4.6). Any measure on F invariant under the action of the group Γ
determines a holonomy invariant measure for F .
Let α ∈ C∞(M, |TF|) be a smooth positive leafwise density on M . Starting from a
transverse measure Λ and the density α one can construct a Borel measure µ on M in
the following way. Take a good cover {Ui} of M by foliated coordinate neighborhoods
with the corresponding coordinate maps φi : Ui → Ip×Iq and a partition of unity {ψi}
subordinate to this cover. Consider the corresponding complete transversal T =
⋃
i Ti ,
where Ti = φ
−1
i ({0} × Iq). In any foliated chart (Ui, φi) the transverse measure Λ
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defines a measure Λi on Ti , and the smooth positive leafwise density α defines a
family {αi,y : y ∈ Ti}, where {αi,y} is a smooth positive density on the plaque Pi(y).
Observe that Λ is holonomy invariant if and only if, for any pair of indices i and j
such that Ui ∩ Uj 6= ∅ , we have the relation fij(Λi) = Λj .
For any u ∈ C∞c (M), put
(4.1)
∫
M
u(m)dµ(m) =
∑
i
∫
Ti
∫
Pi(y)
ψi(x, y)u(x, y)αi,y(x)dΛi(y).
One can show that this formula defines a measure µ on M , which is independent of
the choice of a cover {Ui} and a partition of unity {ψi}.
A measure µ on M will be said to be holonomy invariant if it is obtained from
a holonomy invariant transverse measure Λ by means of the above construction with
some choice of a smooth positive leafwise density α .
If in the above construction we take the restrictions to the leaves of an arbitrary
differential p-form ω on M instead of the leafwise density u·α , we obtain a well-defined
functional C on C∞c (M,Λ
pT ∗M) called the Ruelle-Sullivan current corresponding to
Λ:
〈C,ω〉 =
∑
i
∫
Ti
∫
Pi(y)
ψi(x, y)ωi,y(x)dΛi(y), ω ∈ C∞c (M,ΛpT ∗M),
where ωi,y is the restriction of ω to the plaque Pi(y), y ∈ Ti .
A transverse measure Λ is holonomy invariant if and only if the corresponding Ruelle-
Sullivan current C is closed:
〈C, dσ〉 = 0, σ ∈ C∞c (M,Λp−1T ∗M).
Example 4.26. Suppose that a transverse measure Λ is given by a smooth positive
transverse density ρ ∈ C∞(M, |τ |). Take a positive leafwise density α ∈ C∞(M, |TF|).
Then the corresponding measure µ on M is given by the smooth positive density
α ⊗ ρ ∈ C∞(M, |TM |), which corresponds to α and ρ by the canonical isomorphism
|TM | ∼= |TF| ⊗ |τ | given by the short exact sequence 0→ TF → TM → τ → 0.
Example 4.27. Suppose that a holonomy invariant transverse measure Λ is given by a
compact leaf L of the foliation F , and α ∈ C∞(M, |TF|) is a smooth positive leafwise
density on M . Then the corresponding measure µ on M is a δ -measure along L :∫
M
f(x) dµ(x) =
∫
L
f(x)α(x), f ∈ Cc(M).
Example 4.28. Suppose that a foliation F is given by the orbits of a locally free
action of a Lie group H on a compact manifold M and a smooth leafwise density α
is given by a fixed Haar measure dh on H . Then the corresponding measure µ on M
is holonomy invariant if and only if it is invariant under the action of H .
4.3. Transverse Riemannian geometry. An infinitesimal expression of the holo-
nomy on a foliated manifold is the canonical flat connection
◦
∇: X (F) × C∞(M, τ)→ C∞(M, τ)
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defined in the normal bundle τ along the leaves of F (the Bott connection) [36]. It is
given by
(4.2)
◦
∇XN = θ(X)N = Pτ [X, N˜ ], X ∈ X (F), N ∈ C∞(M, τ),
where N˜ ∈ C∞(M,TM) is any vector field on M such that Pτ (N˜) = N . Thus, the
restriction of τ to any leaf of F is a flat vector bundle. The parallel transport defined
by
◦
∇ in τ along any leafwise path γ : x→ y coincides with the linear holonomy map
dhγ : τx → τy .
Definition 4.29. A connection ∇ : X (M) × C∞(M, τ) → C∞(M, τ) in the normal
bundle τ is said to be adapted if its restriction to X (F) coincides with the Bott
connection
◦
∇ .
One can construct an adapted connection starting with an arbitrary Riemannian
metric gM on M . Denote by ∇g the Levi-Civita connection defined by gM . An
adapted connection ∇ is given by
(4.3)
∇XN = Pτ [X, N˜ ], X ∈ X (F), N ∈ C∞(M, τ)
∇XN = Pτ∇gXN˜ , X ∈ C∞(M,F⊥), N ∈ C∞(M, τ),
where N˜ ∈ C∞(M,TM) is any vector field such that Pτ (N˜) = N . One can show that
the adapted connection ∇ described above is torsion-free.
Definition 4.30. An adapted connection ∇ in the normal bundle τ is said to be
holonomy invariant if for any X ∈ X (F), Y ∈ X (M), and N ∈ C∞(M, τ) we have
(θ(X)∇)YN := θ(X)[∇YN ]−∇θ(X)YN −∇Y [θYN ] = 0.
A holonomy invariant adapted connection in τ is called a basic (or projectable)
connection.
A fundamental property of basic connections is the fact that their curvature R∇ is a
basic form, that is, iXR∇ = 0, θ(X)R∇ = 0 for any X ∈ X (F). There are topological
obstructions for the existence of basic connections for an arbitrary foliation.
Definition 4.31. A foliation F on a manifold M is said to be Riemannian if it has a
transverse Riemannian structure. In other words, F is Riemannian if there is a cover
{Ui} of M by foliated coordinate charts, φi : Ui → Ip × Iq , and Riemannian metrics
g(i)(y) =
∑
αβ g
(i)
αβ(y)dy
αdyβ defined on the local bases Iq of F such that, for any
coordinate transformation
φij(x, y) = (αij(x, y), γij(y)), (x, y) ∈ φj(Ui ∩ Uj),
the map γij preserves the metric on I
q , γ∗ij(g
(j)) = g(i) .
Theorem 4.32. A foliation F is Riemannian if and only if there exists a Riemannian
metric gM on M such that the induced metric gτ on the normal bundle τ is holonomy
invariant: for any X ∈ X (F) and for any U, V ∈ C∞(M, τ),
◦
∇Xgτ (U, V ) := X[gτ (U, V )]− gτ (
◦
∇XU, V )− gτ (U,
◦
∇XV ) = 0.
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Definition 4.33. Any Riemannian metric on M satisfying the conditions of Theo-
rem 4.32 is called bundle-like.
For a Riemannian foliation F and a bundle-like metric gM the adapted connection ∇
on the normal bundle τ given by (4.3) is a Riemannian connection: for any Y ∈ X (M)
and U, V ∈ C∞(M, τ),
Y [gτ (U, V )] = gτ (∇Y U, V ) + gτ (U,∇YB).
One can prove that a (torsion-free) Riemannian connection on the normal bundle τ of
a Riemannian foliation F is unique. It is uniquely determined by the transverse metric
gτ and is called the transverse Levi-Civita connection for F . Thus, the transverse Levi-
Civita connection is an adapted connection. Moreover, it turns out that the transverse
Levi-Civita connection is holonomy invariant, and therefore is a basic connection. In
particular, this proves the existence of a basic connection for any Riemannian foliation.
The existence of a bundle-like metric on a foliated manifold imposes strong restric-
tions on geometry of the foliation. There are structure theorems for Riemannian fo-
liations obtained by Molino. Using these structure theorems, one can reduce many
questions concerning Riemannian foliations to the case of Lie foliations, that is, of
foliations with transverse structure modelled by a finite-dimensional Lie group (see
Example 4.36).
Example 4.34. Any foliation defined by a submersion π :M → B is Riemannian.
Example 4.35. The orbits of a locally free isometric action of a Lie group on a
Riemannian manifold define a Riemannian foliation. On the other hand, flows whose
orbits form a Riemannian foliation are called Riemannian flows. There are examples
of Riemannian flows which are not isometric (see, for instance, [45]).
Example 4.36. Let M be a smooth manifold, g a real finite-dimensional Lie algebra,
and ω a 1-form on M with values in g satisfying the conditions:
(1) the map ωx : TxM → g is surjective for any x ∈M ;
(2) dω + 12 [ω, ω] = 0.
The distribution Fx = kerωx is integrable and, hence, defines a foliation of codimension
q = dim g on M . Such a foliation is called a Lie g-foliation. Any Lie foliation is
Riemannian.
Example 4.37. The horizontal foliation F on a flat foliated bundle M (see Exam-
ple 4.6) is Riemannian if and only if for any γ ∈ Γ a diffeomorphism φ(γ) preserves
some Riemannian metric on F .
Let F be a transversely oriented Riemannian foliation and g a bundle-like Rie-
mannian metric. The induced metric on τ yields the transverse volume form vτ ∈
C∞(M,Λqτ∗) = C∞(M,ΛqN∗F) which is holonomy invariant and, therefore, gives
rise to a holonomy invariant transverse measure on F .
5. Non-commutative topology of foliations
In this section we will describe the non-commutative algebras associated with the leaf
space of a foliation. First, we will define an algebra consisting of very nice functions,
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on which all basic operations of analysis are defined, then, depending on a problem
in question, we will complete this algebra and obtain an analogue of the algebra of
measurable, continuous, or smooth functions. The role of a “nice” algebra is played
by the algebra C∞c (G) of smooth compactly supported functions on the holonomy
groupoid G of the foliation. Therefore, we start with the notion of the holonomy
groupoid of a foliation.
5.1. Holonomy groupoid. A foliation F defines an equivalence relation R ⊂M×M
on M : (x, y) ∈ R if and only if x and y lie on the same leaf of the foliation F .
Generally, R is not a smooth manifold, but one can resolve its singularity, constructing
a smooth manifold G, called the holonomy groupoid or the graph of the foliation,
which coincides “almost everywhere” with R and which can be used in many cases
as a substitute for R . The idea of the holonomy groupoid appeared in papers of
Ehresmann, Reeb, and Thom and was completely realized by Winkelnkemper in [195].
First of all, we give the general definition of a groupoid
Definition 5.1. We say that a set G carries the structure of groupoid with a set of
units G(0) if there are maps
(1) ∆ : G(0) → G (the diagonal map or the unit map);
(2) an involution i : G→ G called the inversion and written as i(γ) = γ−1 ;
(3) the range map r : G→ G(0) and the source map s : G→ G(0) ;
(4) an associative multiplication m : (γ, γ′)→ γγ′ defined on the set
G(2) = {(γ, γ′) ∈ G×G : r(γ′) = s(γ)},
satisfying the conditions
(i) r(∆(x)) = s(∆(x)) = x and γ∆(s(γ)) = γ , ∆(r(γ))γ = γ ;
(ii) r(γ−1) = s(γ) and γγ−1 = ∆(r(γ)).
Alternatively, one can define a groupoid as a small category, in which each morphism
is an isomorphism. In particular, tt is convenient to represent an element γ ∈ G as an
arrow γ : x → y , where x = s(γ) and y = r(γ). We will use standard notation (for
x, y ∈ G(0) ):
Gx = {γ ∈ G : r(γ) = x} = r−1(x), Gx = {γ ∈ G : s(γ) = x} = s−1(x),
Gxy = {γ ∈ G : s(γ) = x, r(γ) = y}.
Definition 5.2. A groupoid G is said to be smooth (or a Lie groupoid), if G(0) , G and
G(2) are smooth manifolds, r , s , i and m are smooth maps, r and s are submersions,
and ∆ is an immersion.
Example 5.3 (trivial groupoid). Let X be an arbitrary set, put G = X , G(0) = X ,
and let the maps s and r be the identity maps (in other words, each element x ∈
G(0) = X is identified with the unique element γ : x→ x).
Example 5.4 (equivalence relations). Any equivalence relation R ⊂ X ×X defines a
groupoid, if one puts G(0) = X , G = R , and lets the maps s : R→ X and r : R→ X
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be given by s(x, y) = y , r(x, y) = x . Thus, pairs (x1, y1) and (x2, y2) can be multiplied
if and only if y1 = x2 , and (x1, y1)(x2, y2) = (x1, y2). Moreover, one has
∆(x) = (x, x), x ∈ X,
(x, y)−1 = (y, x), (x, y) ∈ R.
In the particular case when R = X ×X , we obtain a so called principal groupoid.
Example 5.5 (Lie groups). A Lie group H defines a smooth groupoid as follows:
G = H , G(0) consists of a single point, and the maps i and m are defined by the
group operations in H .
Example 5.6 (group actions). Let a Lie group H act smoothly from the left on
a smooth manifold X . The crossed product groupoid X ⋊ H is defined as follows:
G(0) = X , G = X ×H . The maps s : X ×H → X and r : X ×H → X have the form
s(x, h) = h−1x , r(x, h) = x . Thus, pairs (x1, h1) and (x2, h2) can be multiplied if and
only if x2 = h
−1
1 x1 , and (x1, h1)(x2, h2) = (x1, h1h2). Moreover, one has
∆(x) = (x, e), x ∈ X.
(x, h)−1 = (h−1x, h−1), x ∈ X, h ∈ H.
Example 5.7 (the fundamental groupoid). Let X be a topological space, G = Π(X)
the set of homotopy classes of paths in X with all possible endpoints. More precisely,
if γ : [0, 1] → X is a path from x = γ(0) to y = γ(1), then we denote by [γ] the
homotopy class of γ with fixed x and y . Define the groupoid Π(X) as the set of
triples (x, [γ], y), where x, y ∈ X , γ is a path with the initial point x = γ(0) and the
final point y = γ(1) and with the multiplication given by the product of paths. The
groupoid Π(X) is called the fundamental groupoid of X .
Example 5.8 (the Haefliger groupoid Γn [106, 107]). Let M be a smooth manifold.
The groupoid ΓM consists of germs of local diffeomorphisms of M at various points
of M . Thus, (ΓM )
(0) = M . If γ ∈ ΓM is the germ at x ∈ M of a diffeomorphism f
from some neighborhood U of x onto the open set f(U), then s(γ) = x , r(γ) = f(x).
The multiplication in ΓM is given by the composition of maps. If M = R
n , then the
groupoid ΓM is denoted by Γn .
The holonomy groupoid G = G(M,F) of a foliated manifold (M,F) is defined in
the following way. Let ∼h be the equivalence relation on the set of continuous leafwise
paths γ : [0, 1] →M , specifying that γ1 ∼h γ2 if γ1 and γ2 have the same initial and
final points and the same holonomy maps: hγ1 = hγ2 . The holonomy groupoid G is the
set of ∼h -equivalence classes of leafwise paths. The set of units G(0) is the manifold
M . The multiplication in G is given by the product of paths. The corresponding range
and source maps s, r : G → M are given by s(γ) = γ(0) and r(γ) = γ(1). Finally,
the diagonal map ∆ : M → G takes any x ∈ M to the element in G given by the
constant path γ(t) = x, t ∈ [0, 1]. To simplify the notation we will identify x ∈ M
with ∆(x) ∈ G.
For any x ∈ M the map s maps Gx onto the leaf Lx through x . The group Gxx
coincides with the holonomy group of Lx . The map s : G
x → Lx is the regular covering
with the covering group Gxx , called the holonomy covering.
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The holonomy groupoid G has the structure of a smooth (generally, non-Hausdorff
and non-paracompact) manifold of dimension 2p+ q . We recall the construction of an
atlas on G [51].
Suppose that φ : U → Ip × Iq and φ′ : U ′ → Ip × Iq are two foliated charts,
and let π = prnq ◦ φ : U → Rq and π′ = prnq ◦ φ′ : U ′ → Rq be the corresponding
distinguished maps. The charts φ and φ′ are said to be compatible if for any m ∈ U
and m′ ∈ U ′ with π(m) = π′(m′) there is a leafwise path γ from m to m′ such that
the corresponding holonomy map hγ takes the germ πm of π at m to the germ π
′
m′
of π′ at m′ .
For any pair of compatible foliated charts φ and φ′ denote by W (φ, φ′) the subset
in G consisting of all γ ∈ G with s(γ) = m = φ−1(x, y) ∈ U and r(γ) = m′ =
φ′−1(x′, y) ∈ U ′ such that the corresponding holonomy map hγ takes the germ πm of
the map π = prnq ◦ φ at m to the germ π′m′ of the map π′ = prnq ◦ φ′ at m′ . There
is a coordinate map
(5.1) Γ :W (φ, φ′)→ Ip × Ip × Iq,
which takes each element γ ∈W (φ, φ′) such that s(γ) = m = κ−1(x, y), r(γ) = m′ =
φ′−1(x′, y) and hγπm = π
′
m′ to the triple (x, x
′, y) ∈ Ip× Ip× Iq . As shown in [51], the
coordinate neighborhoods W (φ, φ′) form an atlas of a (2p + q)-dimensional manifold
(generally, non-Hausdorff and non-paracompact) on G. Moreover, the groupoid G is
a smooth groupoid.
Non-Hausdorffness of the holonomy groupoid is related with the phenomenon of
one-sided holonomy. The simplest example of a foliation with non-Hausdorff holonomy
groupoid is given by the trajectories of a non-singular vector field on the plane, having
a one-sided limit cycle. As shown in [195], the holonomy groupoid is Hausdorff if and
only if the holonomy maps HT0T1(γ1) and HT0T1(γ2) along any leafwise paths γ1 and
γ2 from x to y and given by smooth transversals T0 and T1 passing through x and y ,
respectively, coincide, if they coincide on some open subset U ⊂ T0 such that x ∈ U¯ .
In particular, the holonomy groupoid is Hausdorff, if the holonomy is trivial or real
analytic. Moreover, the holonomy groupoid of a Riemannian foliation is Hausdorff. In
the following we will always assume that G is a Hausdorff manifold.
Example 5.9. If F is a simple foliation defined by a submersion π : M → B , then
its holonomy groupoid G consists of all (x, y) ∈ M × M such that π(x) = π(y),
and, moreover, G(0) = M , and the maps s : G → M and r : G → M are given by
s(x, y) = y , r(x, y) = x .
Example 5.10. If a foliation F is given by the orbits of a free smooth action of a
connected Lie group H on a manifold M , then its holonomy groupoid coincides with
the crossed product groupoid M ⋊H .
Example 5.11. Consider the horizontal foliation F on a flat foliated bundle M (see
Example 4.6). Suppose that the following condition holds: if, for some element g ∈ Γ,
there exists an open set U such that xg = x for any x ∈ U , then g is the identity
element of the group Γ. Under this condition, the holonomy groupoid G of F is
isomorphic to the orbit space of the action of Γ given by (b1, b2, f)g = (b1g, b2g, φ(g)f)
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on the manifold B˜ × B˜ × F , where (b1, b2, f) ∈ B˜ × B˜ × F , g ∈ Γ:
G ∼= (B˜ × B˜ × F )/Γ.
Denote by [b1, b2, f ] the equivalence class of an element (b1, b2, f) ∈ B˜ × B˜ × F in
(B˜ × B˜ × F )/Γ. Then the source and the range maps in the groupoid G are given by
r([b1, b2, f ]) = [b1, f ], s([b1, b2, f ]) = [b2, f ].
Elements [b1, b2, f ] and [b
′
1, b
′
2, f
′] can be multiplied if and only if there exists an element
g ∈ Γ such that b2 = b′1g , f = φ(g)f ′ . In this case,
[b1, b2, f ][b
′
1, b
′
2, f
′] = [b1g
−1, b′2, f
′].
In addition to the holonomy groupoid, there are another groupoids, which can be
associated with the foliation. First of all, it is the groupoid given by the equivalence
relation on M for which points x and y are equivalent if they lie on the same leaf of the
foliation (the coarse groupoid). As mentioned above, this groupoid is not smooth. One
can consider the fundamental groupoid of the foliation Π(M,F), which also consists of
equivalence classes of leafwise paths, but in this case two leafwise paths are equivalent if
they are homotopic in the class of leafwise paths with fixed endpoints. The fundamental
groupoid of the foliation Π(M,F) is a smooth groupoid (cf., for instance, [177]).
There is a foliation G of dimension 2p on the holonomy groupoid G. In any coordi-
nate chart W (φ, φ′) given by a pair of compatible foliated charts φ and φ′ the leaves of
G are given by equations of the form y = const. The leaf of G through γ ∈ G consists
of all γ′ ∈ G such that r(γ) and r(γ′) lie on the same leaf of F , and it coincides with
the holonomy groupoid of this leaf. The holonomy group of a leaf of G coincides with
the holonomy group of the corresponding leaf of F .
The differential of the map (r, s) : G → M ×M maps the tangent bundle TG to
G isomorphically to the bundle F ⊠ F on M × M , therefore, there is a canonical
isomorphism TG ∼= r∗F ⊕ s∗F .
A distribution H on M transverse to F determines a distribution HG on G
transverse to G . For any X ∈ Hy , there is a unique vector X̂ ∈ TγG such that
ds(X̂) = dh−1γ (X) and dr(X̂) = X , where dhγ : Hx → Hy is the linear holonomy
map associated with γ . The space HγG consists of all vectors of the form X̂ ∈ TγG
for different X ∈ Hy . In any coordinate chart W (φ, φ′) on G the tangent space
TγG of G at some γ with the coordinates (x, x′, y) consists of vectors of the form
X ∂∂x +X
′ ∂
∂x′ , and the distribution HγG consists of vectors X
∂
∂x +X
′ ∂
∂x′ + Y
∂
∂y such
that X ∂∂x + Y
∂
∂y ∈ H(x,y) and X ′ ∂∂x′ + Y ∂∂y ∈ H(x′,y) .
Let gM be a Riemannian metric on M and H = F
⊥ . Then a Riemannian metric gG
on G is defined as follows. All the components in TγG = Fy ⊕Fx⊕HγG are mutually
orthogonal, and by definition gG coincides with gM on Fy ⊕HγG ∼= Fy ⊕Hy = TyM
and with gF on Fx .
If F is Riemannian and gM is a bundle-like Riemannian metric, then gG is bundle-
like, and therefore G is Riemannian. Moreover, in this case the maps s : G→M and
r : G → M are Riemannian submersions and locally trivial fibrations. In particular,
all the holonomy coverings Gx of leaves of F are diffeomorphic [195].
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Let G be an arbitrary Lie groupoid with the set of units G(0) =M . For any (possibly
non-Hausdorff) smooth manifold Z and for any smooth map ρ : Z →M , put
Z ×ρ G = {(z, γ) ∈ Z ×G : ρ(z) = s(γ)}.
A smooth right action of the groupoid G on Z is defined to be a map Z ×ρ G →
Z, (z, γ) 7→ zγ , satisfying the conditions
ρ(zγ) = r(γ), (zγ)γ′ = z(γγ′), z · x = x.
As an example, one can consider the action of G on M defined by
ρ = id :M →M, M ×ρ G ∋ (y, γ) 7→ yγ = s(γ) ∈M.
An action of the groupoid G on Z is said to be proper, if:
(i) the map Z ×ρ G → Z × Z, (z, γ) 7→ (z, zγ), is proper (that is, the pre-image of
every compact is compact);
(ii) the set of equivalence classes Z/Γ of the equivalence relation Γ on Z with z ∼ z′
whenever zγ = z′ for some γ ∈ G is Hausdorff.
If Z is a G-manifold, then the orbits of the G-action define a foliation on Z .
5.2. The C∗ -algebra and the von Neumann algebra of a foliation. In this sub-
section we will describe the construction of the C∗ -algebra associated with an arbitrary
foliation. This algebra can be regarded as an analogue of the algebra of continuous func-
tions on the leaf space of the foliation. We will only consider Hausdorff groupoids. For
the definition of the C∗ -algebra of a foliation in the case when the holonomy groupoid
is not Hausdorff, see, for instance, [54].
There are two ways to define the C∗ -algebras associated with a foliation. The first
makes use of the auxiliary choice of a smooth Haar system, the second does not require
auxiliary choices and uses the language of half-densities.
5.2.1. Definitions using a Haar system. In this subsection we give the definition of the
C∗ -algebras associated with an arbitrary smooth groupoid G. In fact, the assumption
of smoothness of the groupoid is not essential here, and all the definitions can be
generalized to the case of topological groupoids.
Definition 5.12. A smooth Haar system on a smooth groupoid G is a family of
positive Radon measures {νx : x ∈ G(0)} on G satisfying the following conditions:
(1) the support of νx coincides with Gx , and νx is a smooth positive measure on
Gx ;
(2) the family {νx : x ∈ G(0)} is left-invariant, that is, for any continuous function
f ∈ Cc(Gx), f ≥ 0, and for any γ ∈ G such that s(γ) = x and r(γ) = y we
have ∫
Gy
f(γ1)dν
y(γ1) =
∫
Gx
f(γγ1) dν
x(γ1);
(3) the family {νx : x ∈ G(0)} is smooth, that is, for any φ ∈ C∞c (G), the function
G(0) ∋ x 7→
∫
Gx
φ(γ)dνx(γ)
is a smooth function on G(0) .
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For a compact foliated manifold (M,F), a smooth Haar system {νx : x ∈ G(0)}
on the holonomy groupoid G of F is given by an arbitrary smooth positive leafwise
density α ∈ C∞(M, |TF|). For any x ∈M , the positive Radon measure νx on Gx is
defined as the lift of the density α by the holonomy covering s : Gx →M .
Let G be a smooth groupoid, G(0) = M and {νx : x ∈M} a smooth Haar system.
Introduce an involutive algebra structure on C∞c (G) by
k1 ∗ k2(γ) =
∫
Gx
k1(γ1)k2(γ
−1
1 γ) dν
x(γ1), γ ∈ Gx,
k∗(γ) = k(γ−1), γ ∈ G.
For any x ∈ M there is a natural representation of C∞c (G) on L2(Gx, νx) given for
k ∈ C∞c (G) and ζ ∈ L2(Gx, νx) by
Rx(k)ζ(γ) =
∫
Gx
k(γ−1γ1)ζ(γ1)dν
x(γ1), r(γ) = x.
The completion of the involutive algebra C∞c (G) in the norm
‖k‖ = sup
x
‖Rx(k)‖
is called the reduced C∗ -algebra of the groupoid G and denoted by C∗r (G). Also the
full C∗ -algebra of the groupoid C∗(G) is defined as the completion of C∞c (G) in the
norm
‖k‖max = sup ‖π(k)‖,
where supremum is taken over the set of all ∗-representations π of the algebra C∞c (G)
on Hilbert spaces.
Example 5.13. In Example 5.3 the groupoid G is smooth if X is a smooth manifold.
In this case Gx = {x} for any x ∈ X , and a smooth Haar system is given by an
arbitrary smooth function on X . The operator algebras C∗r (G) and C
∗(G) coincide
with the commutative C∗ -algebra C0(X).
Example 5.14. The principal groupoid introduced in Example 5.4 is smooth if X is
a smooth manifold. In this case any smooth Haar system has the following form: νx
is a fixed positive smooth density µ in each Gx ∼= X . The operations in C∞c (G) are
given by
(k1 ∗ k2)(x, y) =
∫
X
k1(x, z)k2(z, y)dµ(z), (x, y) ∈ X ×X,
k∗(x, y) = k(y, x), (x, y) ∈ X ×X,
where k, k1, k2 ∈ C∞c (G). Thus, elements of C∞c (G) can be regarded as the kernels
of integral operators in C∞(X) (with respect to the density µ). For any x ∈ X the
representation Rx associates to every k ∈ C∞c (G) ⊂ C∞(X×X) the integral operator
acting in L2(Gx, νx) ∼= L2(X,µ) with integral kernel k :
Rx(k)u(y) =
∫
X
k(y, z)u(z)dµ(z), u ∈ L2(X,µ).
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Finally, C∗r (G) and C
∗(G) coincide with the algebra K(L2(X,µ)) of compact operators
in L2(X,µ).
Example 5.15. In Example 5.5 a smooth Haar system is given by a left-invariant
Haar measure dh on H : νx = dh . The product in C∞c (G) is the classical convolution
operation given for any functions u, v ∈ C∞c (H) by
(u ∗ v)(g) =
∫
H
u(h)v(h−1g) dh, g ∈ H,
the involution is given by
u∗(g) = u(g−1), u ∈ C∞c (H),
and the operator algebras C∗r (G) and C
∗(G) are the group C∗ -algebras C∗r (H) and
C∗(H).
Example 5.16. In Example 5.6 the manifold Gx = {(x, h) : h ∈ H} is diffeomorphic
to H for any x ∈ X and a smooth Haar system on G can be defined by using an
arbitrary Haar measure on H . The product in C∞c (G) is given for any functions
u, v ∈ C∞c (X ×H) by
(u ∗ v)(x, g) =
∫
H
u(x, h)v(h−1x, h−1g) dh, (x, g) ∈ X ×H,
the involution is given, for a function u ∈ C∞c (X ×H), by
u∗(x, g) = u(g−1x, g−1), (x, g) ∈ X ×H.
The operator algebras C∗r (G) and C
∗(G) corresponding to the crossed product
groupoid G = X ⋊H coincide with the crossed products C0(X)⋊rH and C0(X)⋊H
of the algebra C0(X) by the group H with respect to the induced action of the group
H on C0(X).
If the group H is discrete, then elements of the algebra C∞c (G) are families {aγ ∈
C∞c (X) : γ ∈ H} such that aγ 6= 0 for finitely many elements γ . It convenient to write
them in the form a =
∑
γ∈H aγUγ . The product in the algebra C
∞
c (G) is written as
(aγ1Uγ1)(bγ2Uγ2) = (aγ1Tγ1(bγ2))Uγ1γ2 ,
where Tγ denotes the operator in C0(X) induced by the action of γ ∈ H :
Tγf(x) = f(γ
−1x), x ∈ X, f ∈ C0(X).
The involution in the algebra C∞c (G) is given by
(aγUγ)
∗ = Tγ−1(a¯γ)Uγ−1 .
Let G be the holonomy groupoid of a foliation F on a compact manifold M . El-
ements of the algebra C∞c (G) can be regarded as families of the kernels of integral
operators along the leaves of the foliation (more precisely, on the holonomy coverings
Gx ). Namely, each k ∈ C∞c (G) corresponds to the family {Rx(k) : x ∈ M}, where
Rx(k) is the integral operator acting in L
2(Gx, νx) given by integral kernel
K(γ1, γ2) = k(γ
−1
1 γ2), γ1, γ2 ∈ Gx
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The product of elements k1 and k2 in C
∞
c (G) corresponds to the composition of
integral operators {Rx(k1)Rx(k2) : x ∈ M}. The C∗ -algebra C∗(G) (respectively,
C∗r (G)) associated with the holonomy groupoid G of the foliation (M,F) will be
called the C∗ -algebra of the foliation (M,F) (respectively, the reduced C∗ -algebra of
the foliation (M,F)) and denoted by C∗(M,F) (respectively, C∗r (M,F)).
Example 5.17. Let F be a simple foliation on a compact manifold M defined by a
submersion π : M → B . Fix a smooth Haar system on it. For any y ∈ B , denote
by Ψ−∞(Zy) the involutive algebra of integral operators with smooth kernel acting in
the space C∞(Zy), where Zy is the fibre of the fibration π at y . Let us consider the
field Ψ−∞(M/B) of involutive algebras on B , whose fibre at y ∈ B is Ψ−∞(Zy). For
any section σ of the field Ψ−∞(M/B) the integral kernels of the operators σy give
rise to a well-defined function on the holonomy groupoid G of the foliation F . We
say that a section σ is smooth if the corresponding function on G is smooth. Thus,
we obtain a description of the algebra C∞(G) as the algebra of smooth sections of the
field Ψ−∞(M/B) of fibrewise integral operators with smooth kernels.
Example 5.18. Consider an example of the linear foliation on the torus. Thus, let
M = T 2 = R2/Z2 be the two-dimensional torus, and suppose that a foliation Fθ is
given by the trajectories of the vector field X = ∂∂x + θ
∂
∂y , where θ ∈ R is a fixed
irrational number.
Since this foliation is given by the orbits of a free group action of R on T 2 , its
holonomy groupoid coincides with the crossed product groupoid T 2 ⋊ R . Thus, G =
T 2 × R , G(0) = T 2 , s(x, y, t) = (x − t, y − θt), r(x, y, t) = (x, y), (x, y) ∈ T 2, t ∈ R,
and the multiplication is given by
(x1, y1, t1)(x2, y2, t2) = (x1, y1, t1 + t2),
if x2 = x1 − t1, y2 = y1 − θt1 .
The reduced C∗ -algebra C∗r (T
2,Fθ) of the linear foliation Fθ on T 2 coincides with
the reduced crossed product C(T 2) ⋊r R . Therefore, the product k1 ∗ k2 of k1, k2 ∈
C∞c (T
2 ×R) ⊂ C(T 2)⋊r R is given by
(k1 ∗ k2)(x, y, t) =
∫ ∞
−∞
k1(x1, y1, t1)k2(x− t1, y − θt1, t− t1) dt1,
(x, y) ∈ T 2, t ∈ R,
and for any k ∈ C∞c (T 2 × R),
k∗(x, y, t) = k(x− t, y − θt,−t), (x, y) ∈ T 2, t ∈ R.
For any k ∈ C∞c (T 2 × R) and for any (x, y) ∈ T 2 the operator R(x,y)(k) has the
following form on L2(G(x,y), ν(x,y)) ∼= L2(R, dt): for any u ∈ L2(R, dt),
R(x,y)(k)u(t) =
∫ ∞
−∞
k(x− t1, y − θt1, t− t1)u(t1) dt1, t ∈ R.
If θ is rational, then the linear foliation on T 2 is given by the orbits of a free group
action of S1 on T 2 , and its holonomy groupoid coincides with the crossed product
groupoid G = T 2 ⋊ S1 .
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We note some facts which connect the structure of the reduced C∗ -algebra of a
foliation C∗r (M,F) with the topology of F (for more details cf. [85, 114]).
Theorem 5.19 ([85]). Let (M,F) be a foliated manifold.
(1) The C∗ -algebra C∗r (M,F) is simple if and only if F is minimal, that is, every
its leaf is dense in M .
(2) The C∗ -algebra C∗r (M,F) is primitive if and only if F is (topologically) tran-
sitive, that is, it has a leaf, which is dense in M .
(3) If F is amenable in the sense that C∗r (M,F) = C∗(M,F) the C∗ -algebra
C∗r (M,F) has a representation, consisting of compact operators if and only if
F has a compact leaf.
In the paper [85] a description is given of the space of primitive ideals of the C∗ -
algebra C∗r (M,F).
5.2.2. Definition using half-densities. In this subsection we will give the definitions of
the operator algebras associated with a foliated manifold without using a choice of
Haar system. For this, we will use the language of half-densities.
Let (M,F) be a compact foliated manifold, and consider the vector bundle of leafwise
half-densities |TF|1/2 on M . Using the source map s and the range map r , lift |TF|1/2
to the vector bundles s∗(|TF|1/2) and r∗(|TF|1/2) on the holonomy groupoid G. We
define a vector bundle |TG|1/2 on G as
|TG|1/2 = r∗(|TF|1/2)⊗ s∗(|TF|1/2).
The bundle |TG|1/2 is naturally identified with the bundle of leafwise half-densities on
the foliated manifold (G,G).
An involutive algebra structure on C∞c (G, |TG|1/2) is defined by
σ1 ∗ σ2(γ) =
∫
γ1γ2=γ
σ1(γ1)σ2(γ2), γ ∈ G,
σ∗(γ) = σ(γ−1), γ ∈ G,
where σ, σ1, σ2 ∈ C∞c (G, |TG|1/2). The formula for σ1 ∗σ2 should be interpreted in the
following way. If we write γ : x→ y, γ1 : z → y and γ2 : x→ z , then
σ1(γ1)σ2(γ2) ∈ |TyF|1/2 ⊗ |TzF|1/2 ⊗ |TzF|1/2 ⊗ |TxF|1/2
∼= |TyF|1/2 ⊗ |TzF|1 ⊗ |TxF|1/2,
and integrating the |TzF|1 -component σ1(γ1)σ2(γ2) with respect to z ∈M we obtain
a well-defined section of the bundle r∗(|TF|1/2)⊗ s∗(|TF|1/2) = |TG|1/2.
5.3. Vector bundles and fields of Hilbert spaces. A natural analogue of the notion
of vector bundle on the leaf space of a foliation is the notion of holonomy equivariant
vector bundle, or vector G-bundle.
Definition 5.20. A vector bundle E (complex or real) on a foliated manifold (M,F)
is said to be holonomy equivariant if there is given a representation T of the holonomy
groupoid G of the foliation F in the fibres of E , that is, for any γ ∈ G, γ : x → y ,
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there is defined a linear operator T (γ) : Ex → Ey such that T (γ1γ2) = T (γ1)T (γ2) for
any γ1, γ2 ∈ G with r(γ2) = s(γ1).
A Hermitian (respectively, Riemannian) vector bundle E on a foliated manifold
(M,F) is said to be holonomy equivariant if it is a holonomy equivariant vector bundle
and the representation T is unitary (respectively, orthogonal): T (γ−1) = T (γ)∗ for
any γ ∈ G.
For any holonomy equivariant vector bundle E → M the action of the groupoid G
on E defines a horizontal foliation FE on E of the same dimension as the foliation
F . The leaf of FE through a point v ∈ E consists of all points of the form T (γ)−1(v)
with γ ∈ G, r(γ) = π(v). Thus, any holonomy equivariant vector bundle is foliated in
the sense of [123].
Definition 5.21. A vector bundle p : P → M is said to be foliated if there is a
foliation F¯ on P of the same dimension as F whose leaves are transversal to the fibres
of p and mapped by p to the leaves of F .
Equivalently, one can say that a foliated vector bundle is a vector bundle P on M
such that there exists a flat connection in the space C∞(M,P ) defined along the leaves
of F , that is, an operator
∇ : X (F)× C∞(M,P )→ C∞(M,P ),
satisfying the standard conditions
∇fX = f∇X , ∇X(fs) = (Xf)s+ f∇Xs,
for any f ∈ C∞(M),X ∈ X (F), s ∈ C∞(M,P ), and also the flatness condition
[∇X ,∇Y ] = ∇[X,Y ], X, Y ∈ X (F).
The parallel transport along leafwise paths associated with the connection ∇ defines an
action of the fundamental groupoid of the foliation Π(M,F) in the fibres of the foliated
vector bundle P . In general, the parallel transport may depend on the holonomy of
the corresponding path, therefore, this action does not necessarily descent to an action
of the holonomy groupoid in the fibres of P , and hence a foliated vector bundle is not
necessarily holonomy equivariant.
Example 5.22. The normal bundle τx = TxM/TxF , x ∈M, is a holonomy equivariant
vector bundle, if it is equipped with the action of the holonomy groupoid G by the linear
holonomy map dhγ : τx → τy, γ : x → y . The corresponding partial flat connection
defined along the leaves of F is the Bott connection ◦∇ (see (4.2)). The normal bundle
τ is a holonomy equivariant Riemannian vector bundle, if F is a Riemannian foliation.
The conormal bundle N∗F equipped with the action of the holonomy groupoid G by
the linear holonomy map (dh∗γ)
−1 : N∗xF → N∗yF for γ : x → y , and, more generally,
an arbitrary tensor bundle associated with the normal bundle τ are also holonomy
equivariant.
For any holonomy equivariant vector bundle E on a foliated manifold (M,F) there
is defined a natural representation RE of the algebra C
∞
c (G) in the space C
∞(M,E)
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of sections of this bundle. Let {νx : x ∈ G(0)} be a smooth Haar system on G. For
any u ∈ C∞(M,E) the section RE(k)u ∈ C∞(M,E) is given by
(5.2) RE(k)u(x) =
∫
Gx
k(γ)T (γ)[u(s(γ))] dνx(γ), x ∈M.
If E is holonomy equivariant Hermitian vector bundle on M , then the representation
RE is a ∗-representation, and therefore it extends to a ∗-representation of the C∗ -
algebra C∗(M,F).
In [54] the notion of continuous field of Hilbert spaces on the leaf space of the
foliation F introduced, and it is shown that there is a one-to-one correspondence
between continuous fields of Hilbert spaces on the leaf space of the foliation F and
Hilbert C∗ -modules over the C∗ -algebra C∗r (M,F).
Let H = {Hx : x ∈M} be a measurable field of Hilbert spaces on M equipped with
a unitary representation of the holonomy groupoid G:
U(γ) : Hx → Hy, γ ∈ G, γ : x→ y.
For any measurable sections ξ, η of H define a function (ξ, η) on G by
(ξ, η)(γ) = 〈ξy, U(γ)ηx〉, γ ∈ G, γ : x→ y.
We fix an arbitrary smooth Haar system {νx : x ∈ M} on G. For any measurable
section ξ of the field H denote by ‖ξ‖∞ the least number c ∈ [0,+∞] such that for
any y ∈M and for any α ∈ Hy∫
Gy
|〈α,U(γ)ξx〉|2dνy(γ) ≤ c‖α‖2.
Definition 5.23. A field {Hx : x ∈ M} is called a continuous field of Hilbert spaces
on the leaf space of the foliation F if there is a distinguished linear space Γ of its
sections such that
(1) Γ contains a countable total ‖ ‖∞ -dense subset; in particular, ‖ ‖∞ takes finite
values on Γ;
(2) (ξ, η) ∈ C∗r (M,F) for any ξ, η ∈ Γ;
(3) Γ is closed in the ‖ ‖∞ -norm;
(4) for any f ∈ C∞c (G) and ξ ∈ Γ one has ξ ∗ f ∈ Γ, where (cf. (5.2))
(ξ ∗ f)(y) =
∫
Gy
f(γ)U(γ)ξ(x)dνy(γ).
We will not present a general construction of the Hilbert C∗ -module over the C∗ -
algebra C∗r (M,F) associated with an arbitrary continuous field of Hilbert spaces on
the leaf space of a foliation F , but consider only one important particular case. Let
E be a vector bundle on a foliated manifold (M,F). It defines a continuous field of
Hilbert spaces on the leaf space of a foliation F and therefore a Hilbert C∗ -module
over the C∗ -algebra C∗r (M,F). It can be defined in two ways, depending on whether
we wish to consider left or right modules. If we wish to work with left modules, then,
as in [51] we put Hx = L
2(Gx, s∗E) for any x ∈M , and define for any γ : x→ y the
operator L(γ) : L2(Gx, s∗E)→ L2(Gy, s∗E) acting on ξ ∈ L2(Gx, s∗E) by the formula
(5.3) L(γ)ξ(γ1) = ξ(γ
−1γ1), γ1 ∈ Gy.
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To work with right modules, we put Hx = L
2(Gx, r
∗E) for any x ∈M (as in [54, 74])
and define for any γ : x → y the operator R(γ) : L2(Gx, r∗E) → L2(Gy, r∗E) acting
on ξ ∈ L2(Gx, r∗E) by
(5.4) R(γ)ξ(γ1) = ξ(γ1γ), γ1 ∈ Gx.
Let us describe the corresponding right Hilbert C∗ -module over the C∗ -algebra
C∗r (M,F) [54, 74]. We begin with the definition of a pre-Hilbert C∞c (G)-module E∞ .
As a linear space E∞ coincides with C∞c (G, r∗E). The module structure on E∞ is
introduced as follows: the action of f ∈ C∞c (G) on s ∈ E∞ is given by
(s ∗ f)(γ) =
∫
Gy
s(γ′)f(γ′
−1
γ)dνy(γ′), γ ∈ Gy,
and the inner product on E∞ with values in C∞c (G) is given by
〈s1, s2〉(γ) =
∫
Gy
〈s1(γ′−1), s2(γ′−1γ)〉Es(γ′)dνy(γ′), s1, s2 ∈ E∞.
There is also a left action of the algebra C∞(M) on E∞ given by
(a · s)(γ) = a(y)s(γ), γ ∈ Gy,
where a ∈ C∞c (M) and s ∈ E∞ .
The completion of the space E∞ in the norm ‖s‖ = ‖R(〈s, s〉)‖1/2 defines a Hilbert
C∗ -module over the algebra C∗r (M,F), which we denote by E = EM,E . It has a
C∗r (M,F)-valued C∗r (M,F)-sesquilinear form 〈·, ·〉 which is the extension by continuity
of the sesquilinear form on E∞ . Thus, EM,E is a C(M)-C∗r (M,F)-bimodule.
If E is holonomy equivariant, there is a left action of the algebra C∞c (G) on E∞
given by
(f ∗ s)(γ) =
∫
Gy
f(γ′)T (γ′)[s(γ′
−1
γ)]dνy(γ′), γ ∈ Gy,
where f ∈ C∞c (G) and s ∈ E∞ . Unlike the right action, the left action does not extend
to an action of the algebra C∗r (M,F) by bounded endomorphisms of the C∗ -Hilbert
module E over C∗r (M,F). Nevertheless, using the methods of reduction to the maximal
compact subgroup developed by Kasparov [127], one can construct an element [E] ∈
KK(C∗(M,F), C∗(M,F)) corresponding to an arbitrary holonomy equivariant bundle
E . This correspondence is a generalization of the map jG : KKG(C0(X), C0(Y )) →
KKG(C0(X)⋊G,C0(Y )⋊G) constructed by Kasparov [127] for any G-manifolds X
and Y .
5.4. Strong Morita equivalence and transversals. Consider a compact foliated
manifold (M,F). A choice of a complete transversal for the foliation enables us to
reduce the holonomy groupoid G of the foliation F to an equivalent groupoid, which
in many cases turns out to be simpler.
For any two subsets A,B ⊂M let
GAB = {γ ∈ G : r(γ) ∈ A, s(γ) ∈ B}.
In particular,
GMT = GT = {γ ∈ G : s(γ) ∈ T}.
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If T is a complete transversal, then GTT is a submanifold and a subgroupoid of G. It
is called a reduced holonomy groupoid.
As shown in [114], if T is a complete transversal, then the reduced C∗ -algebras
C∗r (M,F) and C∗r (GTT ) are strongly Morita equivalent. In particular, this easily implies
that
C∗r (M,F) ∼= K ⊗ C∗r (GTT ).
Following the paper [161], we describe the construction of a C∗r (M,F)-C∗r (GTT )-
equivalence bimodule which gives the strong Morita equivalence of the algebras
C∗r (M,F) and C∗r (GTT ), .
Consider the manifold P = GT . There is a natural left action of the groupoid G on
P given by left multiplication in G, and a right action of the groupoid GTT given by
right multiplication in G. These actions commute. In the language of the paper [161]
the manifold P is a (G,GTT )-equivalence.
Correspondingly, there is a left action of the algebra C∞c (G) on C
∞
c (GT ) given for
any f ∈ C∞c (G) and ϕ ∈ C∞c (GT ) by
(f · ϕ)(p) =
∫
Gr(p)
f(γ)ϕ(γ−1p)dνr(p)(γ), p ∈ GT ,
and a right action of the algebra C∞c (G
T
T ) on C
∞
c (GT ) given for any g ∈ C∞c (GTT ) and
ϕ ∈ C∞c (GT ) by
(ϕ · g)(p) =
∑
γ∈GT
s(p)
ϕ(pγ)g(γ−1), p ∈ GT .
The inner product on C∞c (GT ) with values in the algebra C
∞
c (G
T
T ) is given by the
following formula: for any ϕ,ψ ∈ C∞c (GT )
〈ϕ,ψ〉C∞c (GTT )(γ) =
∫
Gr(p)
ϕ(γ−11 p)ψ(γ
−1
1 pγ)dν
r(p)(γ1), γ ∈ GTT ,
where p ∈ Gr(γ) is an arbitrary point (the right hand side of the formula is independent
of the choice of p). Similarly, the inner product on C∞c (GT ) with values in the algebra
C∞c (G) is given by the formula: for any ϕ,ψ ∈ C∞c (GT )
〈ϕ,ψ〉C∞c (G)(γ) =
∑
γ1∈GTs(p)
ϕ(γ−1pγ1)ψ(pγ1), γ ∈ G,
where p ∈ Gr(γ) is an arbitrary point (the right-hand side of the formula is independent
of the choice of p).
As a result, one has isomorphisms of the Hochschild homology, cyclic homology and
periodic cyclic homology of the algebras C∞c (G) and C
∞
c (G
T
T ) and of the K -theory
of the C∗ -algebras C∗r (M,F) and C∗r (GTT ). It is also proved in [109] that the natural
embedding GTT ⊂ G induces a homotopy equivalence BGTT ⋍ BG of the classifying
spaces of GTT and G (see Subsection 5.5).
Example 5.24. If F is a simple foliation defined by a fibration M → B , then the
C∗ -algebra C∗r (M,F) is strongly Morita equivalent to the C∗ -algebra C0(B).
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Example 5.25. On the manifold M = B˜×ΓF we consider a foliation F obtained from
the manifold B and a homomorphism φ : Γ = π1(B) → Diff(F ) by the suspension
construction (see Example 4.6). The image of the set {b0}×F ⊂ B˜×F (b0 ∈ B˜ is an
arbitrary element) under the projection B˜ × F → M is a complete transversal to F .
If the condition given in Example 5.11 holds, then the algebra C∗r (M,F) is strongly
Morita equivalent to the reduced crossed product C(F )⋊r Γ.
Example 5.26. Consider the linear foliation Fθ on the two-dimensional torus T 2 ,
where θ ∈ R is a fixed irrational number, and the transversal T given by the equation
y = 0. The leaf space of the foliation Fθ is identified with the orbit space of the
Z-action on S1 = R/Z generated by the rotation
Rθ(x) = x− θ mod 1, x ∈ S1.
The algebra Aθ = C
∗(GTT ) coincides with the crossed product C(S
1)⋊Z of the algebra
C(S1) by the group Z with respect to the Z-action Rθ on C(S
1). One can show
that the algebra Aθ is generated by the elements U and V , satisfying the relation
V U = e2πiθUV . It has a concrete realization as the uniform closure of the subalgebra
of L(L2(S1 × Z)) consisting of finite sums of the form ∑(n,m)∈Z2 anmunvm , where
anm ∈ C and the operators u and v have the following form: for f ∈ L2(S1 × Z)
uf(x, n) = f(x, n+ 1), vf(x, n) = e2πi(x−nθ)f(x, n), x ∈ S1, n ∈ Z.
In many cases it is convenient to consider as a dense subalgebra of Aθ the algebra
Aθ =
a = ∑
(n,m)∈Z2
anmU
nV m : {anm} ∈ S(Z2)
 ,
where S(Z2) is the space of rapidly decreasing sequences (that is, of sequences such
that sup(n,m)∈Z2(|n|+ |m|)k|anm| <∞ for any natural k ).
For θ = 0, the algebra Aθ is commutative and isomorphic to the commutative C
∗ -
algebra of continuous functions on the two-dimensional torus T 2 . Therefore. for an
arbitrary θ the algebra Aθ is often called the algebra of continuous functions on the
non-commutative torus T 2θ , and the notation Aθ = C∞(T 2θ ), Aθ = C(T 2θ ) is used.
The algebra Aθ was introduced in the paper [180] (see also [52]) and has found many
applications in mathematics and physics (see, for instance, the survey [132]).
Thus, the C∗ -algebra C∗r (T
2,Fθ) of the linear foliation on T 2 is strongly Morita
equivalent to the algebra Aθ .
An important property of the groupoid GTT associated with a complete transversal
T is (see [76]) that it is an e´tale groupoid, that is, the source map s : G → G(0) is a
local diffeomorphism. According to [76], a smooth groupoid is equivalent to an e´tale
one if and only if all its isotropy groups Gxx are discrete. In the latter case such a
groupoid is called a foliation groupoid.
One can introduce an equivalence relation for groupoids that is similar to the strong
Morita equivalence for C∗ -algebras [109, 161] (see also [76]). Roughly speaking, two
groupoids are equivalent if they have the same orbits spaces, and therefore the same
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transverse geometries. It was proved in [161] that if groupoids G and H are equivalent,
then their reduced C∗ -algebras are strongly Morita equivalent.
5.5. K -theory of foliation C∗ -algebras and the Baum-Connes conjecture.
Computation of the K -theory for foliation C∗ -algebras is not a simple problem. This
problem has a simple solution for foliations with proper holonomy groupoid. The
holonomy groupoid GX of a foliation FX on a manifold X is said to be proper if
the map (r, s) : GX → X × X is proper. If the holonomy groupoid of a foliation
(X,FX) is proper, then the foliation FX is proper, that is, every its leaf is an embedded
submanifold of X . The leaf space X/FX of a foliation (X,FX ) with proper holonomy
groupoid is an orbifold, and the group K(C∗(X,FX )) coincides with the K -theory
defined by GX -equivariant bundles on X compactly supported in X/FX (see [115]).
In the general case a geometric construction of elements from K(C∗(M,F)) was
proposed in [17] (see also [74]). It is based on a definition of the geometric K -theory
K∗top(M,F). Before we give this definition, we introduce some auxiliary notions.
We will need the notion of smooth map f from the leaf space M1/F1 of a foliation
F1 on a manifold M1 to the leaf space M2/F2 of a foliation F2 on a manifold M2 . A
smooth map f :M1 →M2/F2 can be defined as a cocycle (Ui, γij) on M1 with values
in the holonomy groupoid G2 of the foliation F2 . Here {Ui}i∈A is an open cover of
the manifold M1 , and the γij : Ui∩Uj → G2 are smooth maps, satisfying the relations
γij(x)γjk(x) = γik(x), x ∈ Ui ∩ Uj ∩ Uk.
More precisely, we say that two cocycles (Ui, γij) and (U
′
i , γ
′
ij) are equivalent, if they
extend to a cocycle on the disjoint union of the coverings {Ui} and {U ′i}. A map
f :M1 →M2/F2 is defined as an equivalence class of cocycles. This definition can be
understood as follows. The maps γii : Ui → (G2)(0) =M2 are the local lifts of the map
f : Ui → M2/F2 . The fact that, for different i and j and for x ∈ Ui ∩ Uj , the points
fi(x) and fj(x) lie on the same leaf of the foliation F2 is described by the element
γij(x) : fj(x)→ fi(x) of the holonomy groupoid G2 .
The graph of a map f :M1 →M2/F2 given by a cocycle (Ui, γij) is a smooth (not
necessarily Hausdorff) manifold Gf , which is defined as the set of equivalence classes on
the set {(x, i, γ) ∈M1×A×G2 : x ∈ Ui, r(γ) = fi(x)} with respect to the equivalence
relation, specifying that (x, i, γ) ∼ (x′, j, γ′), if x = x′ and γji(x) = γ′γ−1 . There is
a smooth map rf : Gf → M1 , rf (x, i, γ) = x , and a right action of the groupoid G2
on Gf given by the maps sf : Gf → M2 , sf (x, i, γ) = s(γ) and Gf ×sf G2 → Gf ,
(x, i, γ)γ′ = (x, i, γγ′).
The description of a map in terms of its graph can be generalized to the case of
maps from M1/F1 to M2/F2 as follows. Let G1 , G2 be the holonomy groupoids of
the foliations F1 , F2 , respectively. The graph Gf of a map f : M1/F1 → M2/F2 is
a smooth (not necessarily Hausdorff) manifold equipped with smooth maps rf : Gf →
M1 and sf : Gf → M2 , a left action G1 ×rf Gf → Gf of the groupoid G1 and a
right action Gf ×sf G2 → Gf of the groupoid G2 . It is assumed that the actions
commute, rf : Gf → M1 is a principal bundle with structure groupoid G2 (that is,
rf is a submersion, and for any x and y from Gf such that rf (x) = rf (y) there is a
unique element γ ∈ G1 with xγ = y ) and the action of the groupoid G2 is proper.
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Equivalently, a map f : M1/F1 → M2/F2 can be defined either as a cocycle on
G1 with values in G2 , or as a homomorphism ϕ : (G1)
T1
T1
→ (G2)T2T2 of the reduced
groupoids, where the Tj are complete transversals for the foliations (Mj ,Fj), j = 1, 2
(for more details, see [54, 74, 115]).
The composition f2 ◦ f1 : M1/F1 → M3/F3 of maps f1 : M1/F1 → M2/F2 and
f2 :M2/F2 →M3/F3 is given by the graph Gf2◦f1 = Gf1 ×G2 Gf2 , which is defined as
the set of equivalence sets on the set {(x1, x2) ∈ Gf1 × Gf2 : sf1(x1) = rf2(x2)} with
respect to the equivalence relation, specifying that (x1, x2) ∼ (y1, y2) if there exists
γ ∈ G2 such that x1γ = y1 , γy2 = x2 .
Example 5.27. Let Fi be a simple foliation defined by a submersion πi : Mi → Bi ,
i = 1, 2. Any map F : B1 → B2 defines a map f : M1/F1 → M2/F2 . Its graph Gf
consists of all (x, y) ∈M1×M2 such that π2(y) = F (π1(x)). The maps sf : Gf →M2
and rf : Gf →M1 are given by sf (x, y) = x , rf (x, y) = y .
Example 5.28. The graph of the identity map id : M/F → M/F is the holonomy
groupoid G.
Example 5.29. The graph of the projection id : M → M/F is also the holonomy
groupoid G. More generally, the graphs of a map f : M1/F1 → M2/F2 and of the
corresponding lift f¯ : M1 → M2/F2 coincide as sets and differ only by the fact that
the graph of f has the structure of a left G1 -manifold, but the graph of f¯ does not.
Example 5.30. The graph of the projection id :M/F → pt is M .
Denote by Mln(R) the metalinear group, that is, the non-trivial twofold covering
of the group Gl+n (R) of non-singular real n × n matrices with positive determinant.
Put Mlcn = Mln(R) ×Z2 S1 . The maximal compact subgroup of Mlcn is Spinc(n). A
holonomy equivariant real vector bundle E on M of rank r is said to be K -orientable
if its structure group (as a G-bundle) reduces to Mlcn .
Let f : M1/F1 → M2/F2 and let E be a holonomy equivariant bundle on M2 .
Then s∗fE is a G2 -bundle on Gf such that the action of G1 on it is trivial. Since
Gf is a principal G1 -bundle, there exists a unique G1 -bundle E
′ on M1 such that
r∗fE
′ ∼= s∗fE . Let E′ = f∗E .
A smooth map f : M1/F1 → M2/F2 is said to be K -orientable if the G1 -bundle
τ1 ⊕ f∗τ2 on M1 is K -orientable.
For any smooth K -oriented map f : M1/F1 → M2/F2 one can naturally define an
element f ! ∈ KK(C∗(M1,F1), C∗(M2,F2)), generalizing the Gysin homomorphism
in K -theory (see Subsection 1.3). In the case when the foliation F1 is trivial, a
construction of the element f ! ∈ KK(C(M1), C∗r (M2,F2)) was given in [54] and studied
more systematically in [74], where it was also proved that (f ◦ g)! = g! ⊗ f ! . In [17] a
construction of f ! was used in the case when the holonomy groupoid of F1 is proper.
Finally, in [115] there is a definition of f ! ∈ KK(C∗(M1,F1), C∗(M2,F2)) for an
arbitrary smooth K -oriented map f :M1/F1 →M2/F2 , and it is proved that (f ◦g)! =
g! ⊗ f ! . For a K -oriented tangent bundle TF the natural projection p : M → M/F
is a K -oriented map, and the element p! ∈ KK(C(M), C∗r (M,F)) coincides with the
element [D] ∈ KK(C(M), C∗r (M,F)), defined by the corresponding tangential Spinc
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Dirac operator D (see Subsection 8.2). For the map π : M/F → pt , the construction
of π! ∈ KK(C∗(M,F),C) is directly connected with a K -theoretic analogue of the
construction of the transversal fundamental class of a foliation (see Subsection 6.2). The
difficult problem of constructing the element π! was solved in [115]. Its solution makes
use of the lift to para-Riemannian foliations, the Thom isomorphism, and transversally
hypoelliptic operators (see Subsections 7.4 and 8.3, in particular, Theorem 8.6). Finally,
in the case when a map f :M1/F1 →M2/F2 is an embedding, the construction of f !
is analogous to the classical construction of the Gysin homomorphism in K -theory, in
particular, of the topological index (see Subsection 1.3), and makes use of the Thom
isomorphism and of the construction of the normal groupoid associated to a foliation.
Generators of the geometric K -theory group K∗top(M,F) (K -cocycles) are equiv-
alence classes of quadruples (X,FX , x, f), where (X,FX ) is a foliation with proper
holonomy groupoid, x ∈ K∗(C∗(X,FX )), and f : X/FX → M/F is a K -oriented
map. The equivalence relation of K -cocycles is given by
(X,FX , x, f ◦ g) ∼ (Y,FY , x⊗ g!, f),
where g : X/FX → Y/FY is a K -oriented map. The addition in K∗top(M,F) is given
by the disjoint sum operation.
In [17] (see also [74]), a map µ : K∗top(M,F)→ K∗(C∗(M,F)) is defined by
µ : (X,FX , x, f)→ f!(x) = x⊗ f !.
The Baum-Connes conjecture asserts that the map µ is an isomorphism. Composing
µ with the map K∗(C
∗(M,F))→ K∗(C∗r (M,F)), induced by the canonical projection
C∗(M,F)→ C∗r (M,F), one gets a map µr : K∗top(M,F)→ K∗(C∗r (M,F)).
For an arbitrary Lie groupoid G as for any small category the classifying space
BG is defined. It can be constructed by a slight modification of Milnor’s classical
construction of the classifying space of a group (see, for instance, [106]). We describe
G. Segal’s construction [185]. Consider the simplicial set NG such that the set of its
n-simplices NGn is defined as
NGn = G
(n) = {(γ1, . . . , γn) ∈ Gn : s(γi) = r(γi+1), i = 1, . . . , n− 1},
for n > 1 the boundary operators δj : NGn → NGn−1, j = 0, 1, . . . , n, have the form
δ0(γ1, . . . , γn) = (γ2, . . . , γn),
δj(γ1, . . . , γn) = (γ1, . . . , γjγj+1, . . . , γn), 1 ≤ j ≤ n− 1,
δn(γ1, . . . , γn) = (γ1, . . . , γn−1),
and for n = 0 the boundary operators δj : NG1 → NG0 = G(0), j = 0, 1, have the
form
δ0(γ1) = r(γ1), δ1(γ1) = s(γ1).
and the degeneration operators sj : NGn → NGn+1 have the form
sj(γ1, . . . , γn) = (γ1, . . . , γj , s(γj) = r(γj+1), γj+1, . . . , γn), 0 ≤ j ≤ n.
The simplicial set NG is called the nerve of the groupoid G. The classifying space
BG of G is defined as the geometrical realization of the simplicial set NG.
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As an important particular case, consider the groupoid GU associated with an arbi-
trary open cover U = {Ui}i∈A of a topological space X . It is defined by the formulas
G
(0)
U =
⊔
i∈A
Ui = {(x, i) ∈M ×A : x ∈ Ui},
GU =
⊔
i,j∈A
Ui ∩ Uj = {(x, i, j) ∈M ×A×A : x ∈ Ui ∩ Uj},
the maps s, r : GU → G(0)U have the form
s(x, i, j) = (x, i), r(x, i, j) = (x, j).
The set of n-simplices of the nerve NGU of this groupoid is described as
(NGU )n = {(x, i1, . . . , in) : x ∈ Ui1 ∩ . . . ∩ Uin} =
⊔
Ui1 ∩ . . . ∩ Uin ,
where the union is taken over all sets (i1, . . . , in) such that Ui1 ∩ . . . ∩ Uin is non-
empty. If a cover U is locally finite and all non-empty intersections Ui1 ∩ . . . ∩Uin are
contractible, then the classifying space BGU is homotopy equivalent to X .
A smooth map f : X → M/F given by a cocycle (Ui, γij) defines a morphism
from the groupoid GU associated with the cover {Ui} to the holonomy groupoid G
of the foliation (M,F). This morphism takes any (x, i) ∈ G(0)U to γii(x) ∈ M and
any (x, i, j) ∈ GU to γij(x) ∈ G. The induced map BGU → BG of the classifying
spaces is well defined. If the cover U is locally finite and all non-empty intersections
Ui1 ∩ . . .∩Uin are contractible, then this construction gives rise to a map f¯ : X → BG
defined up to homotopy equivalence. The map f¯ is the classifying map for the principal
G-bundle rf : Gf → X defined by the map f : X →M/F .
Thus, the classifying space BG of the holonomy groupoid of the foliation is an
analogue of the leaf space M/F in homotopy theory (the homotopy leaf space). There
is also the universal classifying space for all smooth codimension q foliations. It is the
classifying space BΓq of the Haefliger groupoid Γq (see Example 5.8) introduced by
Haefliger [106, 109].
For any codimension q foliation F on a manifold M , there is defined (up to ho-
motopy equivalence) the universal map BG → BΓq . It is constructed as follows. Let
U = {Ui} be a good cover of M by foliated charts, T =
⋃
i Ti the corresponding
complete transversal. Since every local transversal Ti is diffeomorphic to I
q , a natural
morphism GTT → Γq of groupoids is well defined. The universal map BG → BΓq
is obtained as the composition of the induced map BGTT → BΓq and the homotopy
equivalence BG ⋍ BGTT .
We refer the reader to the survey [118] and its references for various questions related
to the classification problem for foliations.
Let (M,F) be a foliated manifold. The normal bundle τ on M , being a holonomy
equivariant bundle, defines a vector bundle on BG which will be also denoted by τ .
Let us consider the K -homology group K∗,τ (BG) of BG twisted by the bundle τ .
Using Poincare´ duality, one can show that elements of K∗,τ (BG) are represented by
geometric cycles (X,E, f), where X is a smooth compact manifold, E is a complex
vector bundles on X , and f : X →M/F is a K -oriented map.
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There is defined a map
K∗top(M,F)→ K∗,τ (BG),
which associated to any quadruple (X,FX , x, f) the set (X,E, f¯ ), where E is a GX -
equivariant bundle on X corresponding to the element x ∈ K∗(C∗(X,FX)), and f¯ :
X → M/F is a natural lift of f : X/FX → M/F . This map is rationally injective
and, in the case when the isotropy groups Gxx are torsion free, is an isomorphism.
Denote by H∗,τ (BG,Q) the singular homology of the pair (Bτ, Sτ). One has
the Chern character ch : K∗,τ (BG) → H∗,τ (BG,Q) and the Thom isomorphism
Φ : Hk+q,τ(BG,Q) → Hk(BG,Q), q = dim τ . Their composition Φ ch : K∗,τ (BG) →
H∗(BG,Q) has the following form [55] (see also [83] and (2.3)): for any y = [X,E, f ] ∈
K∗,τ (BG)
(5.5) Φ ch(y) = f¯∗(ch(E) ∪ Td(TX ⊕ f¯∗τ) ∩ [X]) ∈ H∗(BG,Q),
where f¯ : X → BG is the map defined by the map f : X →M/F .
We refer the reader to the bibliography given in [138] for various aspects of the
Baum-Connes conjecture for foliations and related computations of the K -theory for
foliation C∗ -algebras.
5.6. Transverse integration. The foundations of non-commutative integration the-
ory for foliations were laid by Connes in [51] (see also [157, 50, 58]). Let (M,F) be a
compact foliated manifold. Let Λ be a holonomy quasi-invariant transverse measure for
F , α a strictly positive smooth leafwise density on M and ν = s∗α the corresponding
smooth Haar system. The measure Λ and α enables one to construct a measure µ on
M (see (4.1)). Finally, the measure µ and the Haar system ν define a measure m on
G: ∫
G
f(γ) dm(γ) =
∫
M
(∫
Gx
f(γ) dνx(γ)
)
dµ(x), f ∈ Cc(G).
In Subsection 5.2 we defined the representation Rx of the involutive algebra C
∞
c (G)
on the Hilbert space L2(Gx, νx) for any x ∈M . Consider the representation R of the
algebra C∞c (G) in L
2(G,m) =
∫ ⊕
M L
2(Gx, νx) dµ(x) defined as the direct integral of
Rx :
R =
∫ ⊕
M
Rx dµ(x).
Definition 5.31. The von Neumann algebra W ∗Λ(M,F) of a foliation F is defined as
the closure of the image of the algebra C∞c (G) by the representation R in the weak
topology of the space L(L2(G,m)).
Because the definition of the von Neumann algebra W ∗Λ(M,F) depends only on the
measure class of m (that is, on the family of all sets of m-measure zero), this definition
is independent of the choice of α .
Elements of the algebra W ∗Λ(M,F) can be described as families (Tx)x∈M of bounded
operators in Hx = L
2(Gx, νx) such that:
(1) for any γ ∈ G, γ : x→ y ,
(5.6) L(γ)TxL(γ)
−1 = Ty,
where the representation L is given by the formula (5.3);
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(2) the function M ∋ x 7→ ‖Tx‖ is essentially bounded with respect to the measure
µ ;
(3) for any ξ, η ∈ L2(G,m) the function M ∋ x 7→ 〈Tx(ξx), ηx〉Hx is measurable.
Operator families satisfying the condition (5.6) will be called (left-invariant) G-
operators. We will also use right-invariant G-operators, which are families (Tx)x∈M of
bounded operators in Hx = L
2(Gx, νx), νx = r
∗α , such that R(γ)TxR(γ)
−1 = Ty for
any γ ∈ G, γ : x→ y , where the representation R is given by (5.4).
A holonomy invariant measure Λ on M defines a normal semifinite trace trΛ on the
von Neumann algebra W ∗Λ(M,F). For any bounded measurable function k on G the
value trΛ(k) is finite and given by
trΛ(k) =
∫
M
k(x) dµ(x).
In [51] a description of weights on the von Neumann algebra W ∗Λ(M,F) is given.
As explained in [50], the construction of [51] can be interpreted as a correspondence
between weights on W ∗(M,F) and operator-valued densities on the leaf space M/F .
Theorem 5.32. Let (M,F) be a foliated manifold. The von Neumann algebra
W ∗Λ(M,F) is a factor if and only if the foliation is ergodic, i.e., any bounded mea-
surable function constant along the leaves of F is constant on M .
It is known that von Neumann algebras are classified according to three classes: type
I, II, and III. Any von Neumann algebra M can be canonically represented as a direct
sum MI⊕MII⊕MIII of von Neumann algebras MI , MII and MIII of type I, II and
III, respectively.
Theorem 5.33. Let (M,F) be a foliated manifold. The von Neumann algebra
W ∗Λ(M,F) is of:
(1) type I if and only if the leaf space is isomorphic to a standard Borel space.
(2) type II if and only if there exists a holonomy invariant transverse measure and
the algebra is not of type I.
(3) type III if and only if there exists no holonomy invariant transverse measure.
6. Non-commutative differential calculus on the leaf space
6.1. The transverse de Rham complex of a foliation. Let (M,F) be a foliated
manifold. In this subsection we describe a non-commutative analogue of the de Rham
complex on the leaf space M/F [58, 183].
Consider the space Ω∞ = C
∞
c (G, r
∗ΛN∗F ⊗ |TG|1/2). We define a product on it by
the formula
ω1 ∗ ω2(γ) =
∫
γ1γ2=γ
ω1(γ1) ∧H(γ1)[ω2(γ2)], γ ∈ G,
where ω1, ω2 ∈ C∞c (G, |TG|1/2), and H(γ) : ΛN∗xF → ΛN∗yF is the linear holonomy
map associated with γ ∈ G, γ : x→ y . Thus, Ω∞ is a graded algebra.
We now define the transverse de Rham differential as a linear map dH : Ω
0
∞ =
C∞c (G, |TG|1/2)→ Ω1∞ = C∞c (G, r∗N∗F ⊗ |TG|1/2) satisfying the condition
dH(k1 ∗ k2) = dHk1 ∗ k2 + k1 ∗ dHk2, k1, k2 ∈ C∞c (G, |TG|1/2).
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The construction of dH makes essential use of an auxiliary choice of a distribution H
on M transverse to F = TF .
There is a decomposition of TM into the direct sum TM = F ⊕H . Therefore, one
has the corresponding bigrading of the exterior bundle Λ∗T ∗M :
ΛkT ∗M =
⊕
i+j=k
Λi,jT ∗M, Λi,jT ∗M = ΛiH∗ ⊗ ΛjF ∗,
and also (see, for instance, [29, Proposition 10.1]) the corresponding decomposition of
the de Rham differential d into a sum of bigraded components of the form
(6.1) d = dF + dH + θ.
Here
(1) dF = d0,1 : C
∞(M,Λi,jT ∗M)→ C∞(M,Λi,j+1T ∗M) is the tangential de Rham
differential, which is a first order tangentially elliptic operator independent of
the choice of g ;
(2) dH = d1,0 : C
∞(M,Λi,jT ∗M) → C∞(M,Λi+1,jT ∗M) is the transversal de
Rham differential, which is a first order transversally elliptic operator;
(3) θ = d2,−1 : C
∞(M,Λi,jT ∗M)→ C∞(M,Λi+2,j−1T ∗M) is a zero-order differen-
tial operator which is the operator of inner multiplication by the 2-form θ on
M with values in F , θ ∈ C∞(M,F ⊗ Λ2τ∗), given by
θ(X,Y ) = pF ([X,Y ]), X, Y ∈ C∞(M,H),
where PF : TM → F is the natural projection (the form θ is called the
curvature of the transverse distribution H ; in particular, θ vanishes if and
only if H is completely integrable).
The transverse distribution H defines naturally a transverse distribution HG ∼= r∗H
on the foliated manifold (G,G) (see Subsection 5.1) and the corresponding transversal
de Rham differential dH : C
∞
c (G)→ C∞c (G, r∗N∗F) (see (6.1)).
For an arbitrary smooth leafwise density λ ∈ C∞c (M, |TF|) we define a 1-form
k(λ) ∈ C∞(M,H∗) ∼= C∞(M,N∗F) as follows. Take an arbitrary point m ∈M . In a
foliated chart φ : U → Ip × Iq defined in a neighborhood of m (φ(m) = (x0, y0)) the
density λ can be written as λ = f(x, y)|dx|, (x, y) ∈ Ip × Iq. Then
k(λ) = dHf +
p∑
i=1
L ∂
∂xi
dHxi,
where for any X =
∑p
i=1X
i ∂
∂xi
∈ X (F) and for any ω = ∑qj=1 ωj dyj ∈ C∞(M,H∗)
the Lie derivative LXω ∈ C∞(M,H∗) is given by
LXω =
p∑
i=1
q∑
j=1
Xi
∂ωj
∂xi
dyj.
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One can give a slightly different description of k(λ). For any X ∈ Hm let X˜ be an
arbitrary projectable vector field, which coincides with X at m :
X˜(x, y) =
p∑
i=1
Xi(x, y)
∂
∂xi
+
q∑
j=1
Y j(y)
∂
∂yj
.
Put
k(λ)(X) =
p∑
i=1
Xi(x0, y0)
∂f
∂xi
(x0, y0)
+
q∑
j=1
Y j(y0)
∂f
∂xj
(x0, y0) +
p∑
i=1
∂Xi
∂xi
(x0, y0)f(x0, y0).
It can be checked that this definition is independent of the choice of a foliated chart
φ : U → Ip × Iq and an extension X˜ .
If M is Riemannian, λ is given by the induced leafwise Riemannian volume form
and H = F⊥ , then k(λ) coincides with the mean curvature 1-form of F .
An arbitrary leafwise half-density ρ ∈ C∞(M, |TF|1/2) can be written as ρ = f |λ|1/2
with f ∈ C∞(M) and λ ∈ C∞(M, |TF|). Then dHρ ∈ C∞c (M,N∗F ⊗ |TF|1/2) is
defined as
dHρ = (dHf)|λ|1/2 + 1
2
f |λ|1/2k(λ).
Any f ∈ C∞c (G, |TG|1/2) can be written as f = us∗(ρ)r∗(ρ), where u ∈ C∞c (G) and
ρ ∈ C∞c (M, |TF|1/2). The element dHf ∈ C∞c (G, r∗N∗F ⊗ |TG|1/2) is defined as
dHf = dHus
∗(ρ)r∗(ρ) + us∗(dHρ)r
∗(ρ) + us∗(ρ)r∗(dHρ).
The operator dH has a unique extension to a differentiation of the differential graded
algebra Ω∞ = C
∞
c (G, r
∗ΛN∗F ⊗ |TG|1/2). By definition, for any f ∈ C∞c (G, |TG|1/2)
and ω ∈ C∞c (M,ΛN∗F), one has
dH(fr
∗ω) = (dHf)r
∗ω + fr∗(dHω).
We define a closed graded trace τ on the differential graded algebra (Ω∞, dH) by
the formula
τ(ω) =
∫
M
ω|M ,
where ω ∈ Ωq∞ = C∞c (G, r∗ΛqN∗F ⊗ |TG|1/2). Here ω|M denotes the restriction of
the form ω to M , which is a section of the bundle ΛqN∗F ⊗ |TF| on M . Since the
foliation is transversally oriented, the integral of ω|M over M is well defined,
6.2. Transverse fundamental class of a foliation. Let (M,F) be a foliated mani-
fold, and H an arbitrary distribution on M transverse to F = TF . In this subsection
we describe, following [55] (see also [58]), the simplest construction of a cyclic cocycle
on the algebra C∞c (G, |TG|1/2), namely, the construction of the transverse fundamental
class.
In the previous subsection we constructed a graded algebra Ω∞ , a differential dH
and a closed graded trace τ on it. The problem is that, since the distribution H is
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non-integrable, it is not true in general that d2H = 0. Using the equality (6.1) and
computing the type (0, 2) component in the representation of the operator d2 as a
sum of bihomogeneous components, we get that
d2H = −(dF θ + θdF ).
The operator −(dF θ + θdF ) is a tangential differential operator, so is given by ex-
terior multiplication by a vector-valued distribution Θ ∈ D′(G, r∗Λ2N∗F ⊗ |TG|1/2)
supported in G(0) . One can show that
d2Hω = Θ ∧ ω − ω ∧Θ, ω ∈ Ω∞.
Moreover, dHΘ = 0. Using these facts, one can canonically construct a differential
graded algebra (Ω˜∞, d˜H) and a closed graded trace τ˜ on it (see [56, 58]). The algebra
Ω˜∞ consists of 2× 2 matrices ω = {ωij} with entries from Ω∞ . An element ω ∈ Ω˜∞
has degree k if ω11 ∈ Ωk∞ , ω12, ω21 ∈ Ωk−1∞ , and ω22 ∈ Ωk−2∞ . The product in Ω˜∞ is
given by
ω · ω′ =
[
ω11 ω12
ω21 ω22
] [
1 0
0 Θ
] [
ω′11 ω
′
12
ω′21 ω
′
22
]
,
the differential by
d˜Hω =
[
dHω11 dHω12
−dHω21 −dHω22
]
+
[
0 −Θ
1 0
]
ω + (−1)|ω|ω
[
0 1
−Θ 0
]
,
and the closed graded trace τ˜ : Ω˜q∞ → C is defined by
τ˜
([
ω11 ω12
ω21 ω22
])
= τ(ω11)− (−1)qτ(ω22Θ).
Finally, the homomorphism ρ˜ : C∞c (G, |TG|1/2)→ Ω˜0∞ is given by
ρ˜(k) =
[
k 0
0 0
]
.
Thus, the triple (Ω˜∞, d˜H , τ˜) is a cycle over the algebra C
∞
c (G, |TG|1/2). It is
called the fundamental cycle of the transversally oriented foliation (M,F). The
character of this cycle defines a cyclic cocycle φH on the algebra C
∞
c (G, |TG|1/2).
The cocycle φH depends on the auxiliary choice of a horizontal distribution H , but
the corresponding cyclic cohomology class is independent of this choice. The class
[M/F ] ∈ HCq(C∞c (G, |TG|1/2)) defined by the cocycle φH is called the transverse
fundamental class of the foliation (M,F).
Let C∞c (G, |TG|1/2)+ be got by adjoining a unit to the algebra C∞c (G, |TG|1/2). For
an even q let us extend the cycle (Ω˜∞, dH , τ˜ ) to a cycle over C
∞
c (G, |TG|1/2)+ by
putting τ˜(Θq/2) = 0. It is proved in [97] that the formula
χr(k0, k1, . . . , kr)
=
(−1)(q−r)/2
((q + r)/2)!
∑
i0+...+ir=(q−r)/2
∫
M
k0Θi0dHk
1Θi1 . . . dHk
rΘir ,
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where r = q, q − 2, . . . , k0 ∈ C∞c (G, |TG|1/2)+ , k1, . . . , kr ∈ C∞c (G, |TG|1/2) defines a
cocycle in the (b,B)-complex of the algebra C∞c (G, |TG|1/2)+ . The class defined by
the cocycle χ in HCq(C∞c (G, |TG|1/2)) coincides with [M/F ] .
The pairing with the class [M/F ] ∈ HCq(C∞c (G, |TG|1/2)) defines an additive map
K(C∞c (G, |TG|1/2))→ C . An important problem is the question of topological invari-
ance of this map, that is, the question whether it is possible to extend it to an additive
map from K(C∗r (G)) to C . This problem was solved in [55].
A standard method of solving the problem of topological invariance of the map
ϕ consists in constructing a smooth subalgebra B in C∗r (M,F), which contains the
algebra C∞c (G, |TG|1/2) and is such that the cyclic cocycle φH on C∞c (G, |TG|1/2),
which defines the transverse fundamental class [M/F ] , extends by continuity to a
cyclic cocycle on B and thereby defines a map in the topological K -theory K(B) ∼=
K(C∗r (G)) → C . This has been done for so called para-Riemannian foliations (see
Subsection 7.4) by using some properties of densely defined cyclic cocycles on Banach
algebras.
For an arbitrary foliated manifold (M,F) a bundle P over M is constructed in
[55] whose fibres are connected spin manifolds of non-positive curvature, and then a
natural lift of the foliation F to a para-Riemannian foliation V on P (see a more
detailed exposition in Subsection 7.4). Since V is para-Riemannian, its transverse
fundamental class defines a map K(C∗r (P,V))→ C . On the other hand, since the fibres
of P are connected spin manifolds of non-positive curvature, there is an injective map
K(C∗r (M,F)) → K(C∗r (P,V)), making it possible to construct the desired extension
K(C∗r (M,F))→ C for the initial foliation (M,F). For geometric consequences of this
construction, see Subsection 8.3, and also [55].
Actually, if the tangent bundle TF is K -oriented, then, for any element P of the
subring of the ring H∗(M,R) generated by Pontryagin classes of the normal bundle
τ and Chern classes of arbitrary holonomy equivariant bundles on E , an additive
map ϕP : K(C
∗
r (M,F)) → C is constructed in [55] such that for any E ∈ Ki(M),
i = dimM mod 2,
(6.2) ϕP (E ⊗ p!) = 〈ch(E) · Td(TM ⊗ C) · P, [M ]〉,
where p! ∈ KK(C(M), C∗r (M,F)) is the element associated with the natural projection
p :M →M/F (see a more precise statement in Theorem 8.5).
We recall that the K -homology fundamental class of a compact Spinc -manifold M
is defined to be the class [D] ∈ Ki(M), where i = dimM mod 2, determined by an
arbitrary Spinc Dirac operator D on M . If the foliation (M,F) is Riemannian, the
tangent bundle TF is K -oriented, and the normal bundle has a holonomy invariant
complex spin structure, then the corresponding transverse Spinc Dirac operator D⋔
defines a K -cohomology class [D⋔] ∈ Ki(C∗(M,F)), where i = dim(M/F) mod 2
(see Subsection 7.3), and therefore a map Ki(C
∗
r (M,F)) → C . It is proved in [83,
Theorem 4.2] that for any class [E] ∈ K0(M) given by a bundle E on M one has
(E ⊗ p!)⊗ [D⋔] = Ind(DE),
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where DE is the Spin
c Dirac operator on M with coefficients in E . In particular, by
the Atiyah-Singer index theorem,
(6.3) (E ⊗ p!)⊗ [D⋔] = 〈ch(E) · Td(TM ⊗ C), [M ]〉.
Thus, the right hand side of (6.3) coincides with the right hand side of (6.2) with
P = Td(τ). In the general case, the class [D⋔] ∈ Ki(C∗(M,F)) is not well defined,
but the construction described above makes it possible to construct the corresponding
map ϕP : K(C
∗
r (M,F)) → C . These arguments may serve as a justification of the
name “transverse fundamental class” for a map of the form ϕP .
Definition 6.1. A transverse current is a current C (that is, a continuous linear
functional on the space of smooth, compactly supported differential forms) defined on
the disjoint union of all transversals to the foliation.
Definition 6.2. A transverse current C is said to be holonomy invariant, if, for any
transversals B1 and B2 and any map φ : B1 → B2 , belonging to the holonomy
pseudogroup, φ∗(CB1) = CB2 .
Let C be a closed, holonomy invariant transverse current of degree k . Define a
continuous linear functional ρC on the space C
∞
c (M,ΛN
∗F ⊗ |TF|) as follows.
Take a good cover {Ui} of the manifold M by foliated coordinate neighborhoods
with the corresponding coordinates maps φi : Ui → Ip × Iq and a partition of unity
{ψi} subordinate to this covering. We consider the corresponding complete transversal
T =
⋃
i Ti , where Ti = φ
−1
i ({0} × Iq). In any foliated chart (Ui, φi) the transverse
current C defines a current Ci on Ti . The current C is holonomy invariant if and only
if fij(Ci) = Cj for any pair of indices i and j such that Ui ∩ Uj 6= ∅ .
For any section ω ∈ C∞c (M,ΛkN∗F ⊗ |TF|) and any i the expression∫
L
Ψiω =
∫
Pi(y)
ψi(x, y)ω(x, y)
gives a well defined differential k -form on Ti . Put
ρC(ω) =
∑
i
〈
Ci,
∫
L
Ψiω
〉
.
One can show that the functional ρC is well defined by this formula, that is, the result
is independent of the choice of a covering {Ui} and a partition of unity {ψi}. The
formula
τC(ω) = ρC(ω|M ), ω ∈ C∞c (G, r∗ΛkN∗F ⊗ |TG|1/2),
gives a closed graded trace τC on the differential graded algebra
(Ω∞ = C
∞
c (G, r
∗ΛN∗F ⊗ |TG|1/2), dH).
Thus, any closed holonomy invariant transverse current of degree k defines a cyclic
cocycle on the algebra C∞c (G, |TG|1/2). Topological invariance of these cocycles follows
from the results of the paper [55] (see [26, Remark 5.12]).
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6.3. The cyclic cocycle defined by the Godbillon-Vey class. We consider a
smooth compact manifold M equipped with a transversally oriented codimension one
foliation F . The Godbillon-Vey class is a 3-dimensional cohomology class of M . It is
the simplest example of secondary characteristic classes of the foliation. We recall its
definition. Since F is transversally oriented, it is globally defined by a non-vanishing
smooth 1-form ω (that is, kerωx = TxF for any x ∈M ). It follows from the Frobenius
theorem that there exists a 1-form α on M such that dω = α∧ω . One can check that
the 3-form α∧ dα is closed, and its cohomology class does not depend on the choice of
ω and α . This class GV ∈ H3(M,R) is called the Godbillon-Vey class of F .
Let T be a complete smooth transversal given by a good cover of M by regular
foliated charts. Thus, T is an oriented one-dimensional manifold. In this subsection we
construct a cyclic cocycle on the algebra C∞c (G
T
T ), corresponding to the Godbillon-Vey
class. This is done in several steps. To start with, we describe the construction of the
Godbillon-Vey class as a secondary characteristic class associated with the cohomology
H∗(W1,R) of the Lie algebra W1 = R[[x]]∂x of formal vector fields on R .
The cohomology H∗(W1,R) was computed by Gel’fand and Fuchs (for instance, see
the book [92] and its references). They are finite-dimensional, and the only non-trivial
groups are H0(W1,R) = R · 1 and H3(W1,R) = R · gv , where
gv(p1∂x, p2∂x, p3∂x) =
∣∣∣∣∣∣
p1(0) p2(0) p3(0)
p′1(0) p
′
2(0) p
′
3(0)
p′′1(0) p
′′
2(0) p
′′
3(0)
∣∣∣∣∣∣ , p1, p2, p3 ∈ R[[x]].
Consider the bundle F k+T → T of positively oriented frames of order k on T and
the bundle F∞+ T = lim←
F k+T of positively oriented frames of infinite order on T . By
definition, a positively oriented frame r of order k at x ∈ T is the k -jet at 0 ∈ R of an
orientation preserving diffeomorphism f which maps a neighborhood of 0 in R onto
some neighborhood of x = f(0) in T . If y : U → R is a local coordinate on T defined
in a neighborhood U of x , then the numbers
y0 = y(x), y1 =
d(y ◦ f)
dt
(0), . . . , yk =
dk(y ◦ f)
dtk
(0),
are coordinates of the frame r , and moreover, y1 > 0.
There is a natural action of the pseudogroup Γ+(T ) of orientation preserving local
diffeomorphisms of T on F∞+ T . Let Ω
∗(F∞+ T )
Γ+(T ) denote the space of differential
forms on F∞+ T invariant under the action of Γ
+(T ). There is a natural isomorphism
J : C∗(W1)→ Ω∗(F∞+ T )Γ
+(T ) of differential algebras defined in the following way. First
of all, let v ∈W1 , and let ht be any one-parameter group of local diffeomorphisms of R
such that v is the ∞-jet of the vector field dhtdt
∣∣
t=0
. Then we define a Γ+(T )-invariant
vector field on F∞+ T whose value at r = j0f ∈ J∞+ (T ) is given by
v(r) = j0
(
d(f ◦ ht)
dt
∣∣∣∣
t=0
)
.
For any c ∈ Cq(W1) put
J(c)(v1(r), . . . , vq(r)) = c(v1, . . . , vq).
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One can check that this isomorphism takes the cocycle gv ∈ C3(W1,R) to the three-
form
gv =
1
y31
dy ∧ dy1 ∧ dy2 ∈ Ω3(F 2+T )Γ
+(T ).
Consider the bundle F∞(M/F) on M , consisting of infinite order jets of all possible
distinguished maps. There is a natural map F∞(M/F) → F∞+ T/Γ+(T ). Using this
map and the Γ+(T )-invariance of gv ∈ Ω3(F 2+T ), one can lift gv to a closed form
gv(F) ∈ Ω3(F∞(M/F)). Since the fibres of the fibration F 2(M/F) → M are con-
tractible, so H3(F∞(M/F),R) ∼= H3(M,R), and the cohomology class in H3(M,R)
corresponding to the cohomology class of gv(F) in H3(F∞(M/F),R) under this iso-
morphism coincides with the Godbillion-Vey class of F .
Let C∗(GTT ,Ω
∗(GTT )) denote the space of cochains on G
T
T with values in the space
Ω∗(GTT ) of differential forms on G
T
T , By a Van Est type theorem (see [107]) there is an
embedding
(6.4) Ω∗(F∞+ T )
Γ+(T ) → C∗(GTT ,Ω∗(GTT )).
This map is a homomorphism of complexes which induces an isomorphism in cohomol-
ogy.
Let ρ be an arbitrary smooth positive density on T . We define a homomorphism
δ : GTT → R∗+ , called the modular homomorphism by setting δ = r∗ρ/s∗ρ , where r∗ρ
(respectively, s∗ρ) denotes the lift of the density ρ to GTT by the map r : G
T
T → T
(respectively, s : GTT → T ), and also the homomorphism ℓ = log δ : GTT → R . The
formula
c(γ1, γ2) = ℓ(γ2) dℓ(γ1)− ℓ(γ1) dℓ(γ2), γ1, γ2 ∈ GTT ,
defines a 2-cocycle on GTT with values in the space of 1-forms on G
T
T . This cocy-
cle, called the Bott-Thurston cocycle, corresponds to gv ∈ Ω3(F 2+T )Γ
+(T ) under the
isomorphism given by the embedding (6.4).
The Bott-Thurston cocycle c defines a cyclic 2-cocycle ψ on C∞c (G
T
T ) by the formula
(cf. Example 3.4):
(6.5) ψ(k0, k1, k2) =
∫
γ0γ1γ2∈T
k0(γ0)k
1(γ1)k
2(γ2)c(γ1, γ2), k
0, k1, k2 ∈ C∞c (GTT ).
This is the cyclic cocycle corresponding to the Godbillon-Vey class of F .
Connes proved the topological invariance of this cocycle, that is, the fact that
the additive map ϕ : K(C∞c (G
T
T )) → C defined by the pairing with the class
[ψ] ∈ HC2(C∞c (GTT )) of ψ , φ(e) = 〈e, [ψ]〉 determines a map ϕ : K(C∗r (GTT )) ∼=
K(C∗r (M,F))→ C . Moreover, one has the formula (see also the formula (8.8))
(6.6) ϕ(µr(x)) = 〈Φch(x), GV 〉, x ∈ K∗top(M,F).
For the cyclic cocycle corresponding to the Godbillion-Vey class of F there is an-
other description which connects it with invariants of the von Neumann algebra of this
foliation [55]. The formula
τ(k0, k1) =
∫
GTT
k0(γ−1)dk1(γ), k0, k1 ∈ C∞c (GTT )
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defines a cyclic 1-cocycle on C∞c (G
T
T ). The class of τ in HC
1(C∞c (G
T
T )) corresponds
to the transverse fundamental class of F in HC1(C∞c (G)) under the isomorphism
HC1(C∞c (G
T
T ))
∼= HC1(C∞c (G)) defined by strong Morita equivalence (see subsec-
tion 5.4).
The fixed smooth positive density ρ on T defines a faithful normal semifinite weight
φρ on the von Neumann algebra W
∗(GTT ) of the groupoid G
T
T . For any k ∈ C∞c (GTT )
the value of the weight φρ is given by
φρ(k) =
∫
T
k(x) ρ(x).
Let us consider the one-parameter group σt of automorphisms of the von Neumann
algebra W ∗(GTT ) given by
σt(k)(γ) = δ(γ)
itk(γ), k ∈ C∞c (GTT ), t ∈ R.
This group is the group of modular automorphisms associated with the weight by the
Tomita-Takesaki theory.
The significance of the group of modular automorphisms is explained, in particular,
by the following characterization of it: a one-parameter group of ∗-automorphisms σt
of a von Neumann algebra M is the group of modular automorphisms associated with a
weight ω if and only if ω satisfies the Kubo-Martin-Schwinger conditions with respect
to σt , that is, there is a function f analytic in the strip Im z ∈ (0, 1) and continuous
in its closure such that, for any a, b ∈M, t ∈ R
f(t) = ω(σt(a)b), f(t+ i) = ω(bσt(a)).
Following Connes [55], we define a 1-trace on a Banach algebra B to be a bilinear
functional φ defined on a dense subalgebra A ⊂ B such that
(1) φ is a cyclic cocycle on A ;
(2) for any a1 ∈ A , there is a constant C > 0 such that
|φ(a0, a1)| ≤ C‖a0‖, a0 ∈ A;
and we define a 2-trace on B to be a trilinear functional φ defined on a dense subalgebra
A ⊂ B such that
(1) φ is a cyclic cocycle on A ;
(2) for any a1, a2 ∈ A , there is a constant C > 0 such that
|φ(x0, a1x1, a2)− φ(x0a1, x1, a2)| ≤ C‖a1‖ ‖a2‖, x0, x1 ∈ A.
The formula
τ˙(k0, k1) = lim
t→0
1
t
(
τ(σt(k
0), σt(k
1))− τ(k0, k1)) , k0, k1 ∈ C∞c (GTT )
defines a 1-trace on C∗r (G
T
T ) with domain C
∞
c (G
T
T ) and invariant under the action of
the automorphism group σt .
For a C∗ -algebra A and for any 1-trace φ on it that is invariant under an action
of a one-parameter automorphism group αt with generator D such that the space
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domφ ∩ domD is dense in A one can define a 2-trace χ = iDφ on C∗r (GTT ) (an
analogue of the contraction) by
χ(a0, a1, a2) = φ(D(a2)a0, a1)− φ(a0D(a1), a2), a0, a1, a2 ∈ domφ ∩ domD.
Theorem 6.3. Suppose that (M,F) is a manifold with a transversally oriented codi-
mension one foliation, T is a complete smooth transversal, and ρ is a smooth posi-
tive density on T . Then the cyclic cocycle ψ ∈ HC2(C∞c (GTT )) corresponding to the
Godbillon-Vey class of F coincides with iD τ˙ .
One can naturally associate to any von Neumann algebra M an action (called the
flow of weights [75]) of the multiplicative group R∗+ on a certain commutative von
Neumann algebra, namely, the center of the crossed product M ⋊ R of M by R
relative to the action of R on M given by the modular automorphism group σt . As a
consequence of Theorem 6.3, Connes established the following geometric fact.
Theorem 6.4. [55] Suppose that (M,F) is a manifold with a transversally oriented
codimension one foliation. If the Godbillon-Vey class GV ∈ H3(M,R) does not vanish,
then the flow of weights of the von Neumann algebra of the foliation F has a finite
invariant measure.
In particular, this implies the following, earlier result.
Theorem 6.5. [119] Suppose that (M,F) is a manifold with a transversally oriented
codimension one foliation. If the Godbillon-Vey class GV ∈ H3(M,R) does not vanish,
then the von Neumann algebra of the foliation F has a non-trivial type III component.
In [158, 159] there is another construction of the cyclic cocycle associated with the
Godbillon-Vey class, as a cyclic cocycle on the C∗ -algebra of foliation C∗r (M,F) in the
case when the foliation F is the horizontal foliation of a flat foliated S1 -bundle.
6.4. General constructions of cyclic cocycles. Let G be a smooth e´tale groupoid
(for instance, the reduced holonomy groupoid GTT of a foliated manifold (M,F) associ-
ated with a complete transversal T ). The tangent bundle τ on G(0) , being a G-bundle,
defines a vector bundle on BG, which will be also denoted by τ . Consider the cohomol-
ogy group H∗τ (BG) of the space BG twisted by τ : H
∗
τ (BG) = H
∗(Bτ, Sτ). Connes
[58, Chapter III, Section 2 δ, Theorem 14 and Remark b)] constructed a natural map
(6.7) Φ∗ : H
∗
τ (BG)→ HP ∗(C∞c (G)).
The constructions of the transverse fundamental class of a foliation and of the cyclic
cocycle associated with the Godbillon-Vey class are particular cases of this general
construction.
Let us start a description of the construction of the map Φ∗ with a definition of a
bicomplex (C∗,∗, d1, d2). For n > 0 and −q ≤ m ≤ 0 (q = dimG(0) ) the space Cn,m
consists of de Rham currents of degree −m on the manifold
G(n) = {(γ1, . . . , γn) ∈ Gn : s(γi) = r(γi+1), i = 1, . . . , n− 1},
which vanish if either some γj belongs to G
(0) or γ1 . . . γn ∈ G(0) . The space
C0,m,−q ≤ m ≤ 0, consists of de Rham currents of degree −m on the manifold
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G(0) . Otherwise, put Cn,m = {0}. The coboundary d1 : Cn,m → Cn+1,m is given by
d1 = (−1)m
∑
(−1)jδ∗j ,
where the pull-back maps δ∗j : D−m(G(n−1)) → D−m(G(n)) are induced by the e´tale
maps δj : G
(n) → G(n−1) defined for n > 1 by
δ0(γ1, . . . , γn) = (γ2, . . . , γn),
δj(γ1, . . . , γn) = (γ1, . . . , γjγj+1, . . . , γn), 1 ≤ j ≤ n− 1,
δn(γ1, . . . , γn) = (γ1, . . . , γn−1).
For n = 1 the maps δj : G→ G(0), j = 0, 1, are defined by
δ0(γ1) = r(γ1), δ1(γ1) = s(γ1), γ1 ∈ G.
The de Rham boundary dt : D−m(G(n)) → D−m−1(G(n)) gives the coboundary
d2 : C
n,m → Cn,m+1 . The k th cohomology group of the complex (C∗, d = d1 + d2)
associated with the bicomplex (C∗,∗, d1, d2) coincides with H
k+q
τ (BG).
We introduce a bicomplex (Ω∗,∗c (G), d′, d′′). The space Ω
n,m
c (G) is defined as the
quotient of the space of smooth compactly supported differential forms of degree m
on G(n+1) by the subspace of forms supported in the set of all (γ0, . . . , γn) such that
γj ∈ G(0) for some j > 0. The product in Ω∗c(G) is given by
(ω1ω2)(γ0, . . . , γn1 , . . . , γn1+n2)
=
∑
γγ′=γn1
ω1(γ0, . . . , γn1−1, γ) ∧ ω2(γ′, γn1+1, . . . , γn1+n2)
+
n1−2∑
j=0
(−1)n1−j−1
∑
γγ′=γj
ω1(γ0, . . . , γj−1, γ, γ
′, . . . , γn1−1) ∧ ω2(γn1 , . . . , γn1+n2),
where ω1 ∈ Ωn1,m1c (G), ω2 ∈ Ωn2,m2c (G). In this formula the fact that the maps r and
s are e´tale is used to identify the cotangent spaces.
The differential d′ : Ωn,mc (G)→ Ωn+1,mc (G) is given by
d′ω(γ0, . . . , γn+1) = χG(0)(γ0)ω(γ1, . . . , γn+1),
where χG(0) ∈ C∞(G) is the indicator function of the set G(0) , and the differential
d′′ : Ωn,mc (G)→ Ωn,m+1c (G) is given by the usual de Rham differential.
Let (Ω∗c(G), d = d
′ + d′′) be the differential graded algebra associated with the
bicomplex (Ω∗,∗c (G), d′, d′′).
For an arbitrary cochain c ∈ Cn,m in the bicomplex (C∗,∗, d1, d2) its push-forward
by the map
(γ1, . . . , γn) ∈ G(n) 7→ ((γ1 . . . γn)−1, γ1, . . . , γn) ∈ G(n+1),
if n > 0 and by the natural embedding G(0) → G if n = 0 defines a de Rham current of
degree −m on G(n+1) . Denote by c˜ the corresponding linear functional on Ωn,mc (G).
The morphism Φ from the bicomplex (C∗,∗, d1, d2) to the (b,B)-bicomplex of the
algebra A = C∞c (G) is defined as follows. For any c ∈ Cn,m the corresponding element
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Φ(c) ∈ Cn−m(A,A∗) is the (n −m + 1)-linear functional on A given by the formula
(with ℓ = n−m+ 1)
Φ(c)(a0, . . . , aℓ)
= λn,m
ℓ∑
j=0
(−1)j(ℓ−j)c˜(daj+1 . . . daℓa0da1 . . . daj), a0, . . . , aℓ ∈ A,
where λn,m =
n!
(ℓ+1)! . Here we regard the algebra A as a subalgebra of the algebra
Ω0,0c (G), and the product and the differential d are taken in the algebra Ω∗c(G).
Example 6.6. If G is the trivial groupoid associated with a manifold M (see Exam-
ple 5.3), then any closed current C of degree k on M defines a cocycle c in the complex
(C∗, d). This cocycle has the sole non-zero component c0,−k = C ∈ C0,−k . The corre-
sponding cyclic cocycle Φ(c) on the algebra C∞c (M) coincides with the cocycle given
by the formula (3.3).
Example 6.7. More generally, if (M,F) is a compact foliated manifold and G = GTT
is its reduced holonomy groupoid associated with a complete transversal T defined by
a good cover U = {Ui}, then any closed holonomy invariant transversal current C of
degree k on M defines a cocycle c in the complex (C∗, d). This cocycle has the sole
non-zero component c0,−k = C ∈ C0,−k . The class in HC∗(C∞c (GTT )) of the cyclic
cocycle Φ(c) on the algebra C∞c (G
T
T ) corresponds under the isomorphism defined by
Morita equivalence to the class in HC∗(C∞c (G)) of the cyclic cocycle on C
∞
c (G) given
by the current C (see Subsection 6.2).
Example 6.8. This example is a generalization of Examples 3.3 and 3.4. It also served
as a motivation for the construction of Φ. Let M be an n-dimensional oriented man-
ifold, and Γ a discrete group acting on M by orientation preserving diffeomorphisms.
Consider a k -cocycle ω on Γ with coefficients in the Γ-module Ωn(M) of smooth
differential n-forms on M , ω ∈ Zk(Γ,Ωn(M)), such that ω(g1, . . . , gk) = 0 in the
case when either gi = e for some i or g1 . . . gk = e . As shown in [55, Lemma 7.1], the
following equality defines a cyclic k -cocycle τ on the algebra C∞c (M×Γ) ⊂ C(M)⋊rΓ
(see Example 5.16):
τω(f0, . . . , fk)
=
∑
g0,...,gk∈Γ
g0·...·gk=e
∫
M
f0(x, g0)f1(xg0, g1) . . . fk(xg0g1 . . . gk−1, gk)ω(g1, . . . , gk)(x).
The crossed product groupoid G = M × Γ is an e´tale groupoid. One can check that
the k -cocycle ω defines an element ω ∈ Ck,0 and that Φ(ω) = τω . For more details
we refer the reader to [58, Chapter III, Section 2 δ].
The construction of the cyclic cocycle, corresponding to the Godbillon-Vey class of
a foliation (see the formula (6.5)) is actually a particular case of this construction (the
only point is that the role of the discrete group Γ is played by the reduced holonomy
groupoid of the foliation).
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Let G be a Hausdorff smooth e´tale groupoid. Consider the space of loops in G:
B(0) = {γ ∈ G : r(γ) = s(γ)}.
We say that a subset O ⊂ B(0) is invariant under the action of G if for any γ ∈ O
and g ∈ G such that s(g) = r(γ) one has an inclusion gγg−1 ∈ O .
For any invariant subset O ⊂ B(0) one can define the localized cyclic cohomology
HCn(C∞c (G))O . Moreover, if B
(0) =
⊔
αOα is the representation of B(0) as the
disjoint union of open invariant subsets, then one has the direct sum decomposition
[40]
HCn(C∞c (G)) =
⊕
α
HCn(C∞c (G))Oα .
A subset O ⊂ B(0) is said to be elliptic if it is invariant and the order of each element
γ ∈ O is finite. A subset O ⊂ B(0) is said to be hyperbolic if it is invariant and the
order of each element γ ∈ O is infinite.
One can take the set of units O = G(0) for an open and closed subset O ⊂ B(0) .
The localizations on this set are usually denoted by the subscript [1] instead of O . The
morphism Φ described above provides a description of the corresponding component
HP ∗(C∞c (G))[1] in the periodic cyclic cohomology HP
n(C∞c (G)). Namely, one has
the isomorphism
HP ev/odd(C∞c (G))[1]
∼=
⊕
k even/odd
Hk+qτ (BG).
A similar description in terms of homologies of some double complexes is obtained in
[40] for an arbitrary elliptic component O ⊂ B(0) . The computation of the localized
cyclic cohomology for hyperbolic components is more complicated. It uses in a greater
extent the combinatorics of the groupoid.
7. The index theory of transversally elliptic operators
7.1. Equivariant transversally elliptic operators and their distributional in-
dex. Transversally elliptic operators appeared for the first time in the papers [4, 187]
in the following situation. Let M be a smooth compact manifold and G a compact
Lie group acting on M . Denote by g the Lie algebra of G. For any X ∈ g denote
by XM the corresponding fundamental vector field on M . Vectors of the form XM (x)
with X ∈ g span the tangent space Tx(G.x) to the orbit passing through x . Consider
the space
(T ∗GM)x = {ξ ∈ T ∗xM : 〈ξ,XM (x)〉 = 0 for any X ∈ g}.
Definition 7.1. A classical pseudodifferential operator P from C∞(M, E+) to
C∞(M, E−) of order m acting on sections of G-equivariant vector bundles E± on
M is said to be G-transversally elliptic if it commutes with the action of G and its
principal symbol σ(P )(x, ξ) : π∗E+ → π∗E− is invertible for any (x, ξ) ∈ T ∗GM \ 0.
The choice of a G-invariant Riemannian metric g on M and G-invariant Hermitian
structures on E± defines Hilbert structures in the spaces L2(M, E±). Let us regard
a G-transversally elliptic operator P ∈ Ψm(M, E+, E−) as a closed unbounded oper-
ator from L2(M, E+) to L2(M, E−) obtained as its closure from the initial domain
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C∞(M, E+). Then the kernels KerP and KerP ∗ of the operators P and P ∗ in
L2(M, E+) and L2(M, E−), respectively, are G-invariant closed subspaces.
For any G-equivariant vector bundle E on M denote by T (g) the induced action
of g ∈ G in L2(M, E). For any function φ ∈ C∞c (G) define the operator T (φ) in
L2(M, E) by
T (φ) =
∫
G
φ(g)T (g)dg.
The G-equivariant index IndG(P ) of P is the G-invariant distribution on G defined
by
〈IndG(P ), φ〉 = tr T (φ)ΠKerP − tr T (φ)ΠKerP ∗ , φ ∈ C∞c (G),
where ΠKerP and ΠKerP ∗ are the orthogonal projections to KerP and KerP
∗ , re-
spectively.
The principal symbol σ(P ) of a G-transversally elliptic operator P defines an el-
ement [σ(P )] of the equivariant K -theory KG(T
∗
GM) with compact supports of the
space T ∗GM . The G-equivariant index Ind
G(P ) ∈ D′(G)G of P depends only on the
class [σ(P )] ∈ KG(T ∗GM). Thus, the G-equivariant index induces a homomorphism of
R(G)-modules (the analytic index)
IndGa : KG(T
∗
GM)→ D′(G)G.
In [4] an algorithm is given for computing the index of a G-transversally elliptic
operator. Using this algorithm, Berline and Vergne [31, 32] obtained an explicit coho-
mological index formula (see also [172] and the reference therein for recent advances in
this direction).
Let M be a smooth compact manifold and G a compact Lie group acting on M .
For a fixed s ∈ G consider the submanifold M(s) = {x ∈M : sx = x} of fixed points
of the action of s on M . Denote by N = N (M,M(s)) the normal bundle to M(s)
in M . Let G(s) denote the centralizer of s , G(s) = {t ∈ G : st = ts}, and g(s)
its Lie algebra. The action of G induces an action of G(s) on M(s), and the bundle
N = N (M,M(s)) is a G(s)-equivariant vector bundle on M(s). One has the formula
(7.1) TxM ∼= TxM(s)⊕Nx, x ∈M(s),
where TxM(s) = {v ∈ TxM : sv = v}, Nx = (1− s)TxM .
The Levi-Civita connection ∇M preserves the decomposition (7.1), which defines a
representation ∇M = ∇0 ⊕∇1 , where ∇0 is a G(s)-invariant connection on TM(s),
which coincides with the Levi-Civita connection on M(s), ∇1 is a G(s)-invariant
connection on N compatible with the induced metric on N . A similar representation
holds for the Riemannian curvature form RM on TM :
RM
∣∣
M(s)
∼= R0 ⊕R1,
where R0 and R1 are the curvatures of the connections ∇0 and ∇1 , respectively.
Denote by Ω∞G (g,M) = C
∞(g,Ω(M))G the space of G-invariant smooth maps from
g to the space Ω(M) of smooth differential forms on M . Elements of the space
Ω∞G (g,M) will be called G-equivariant forms on M . The equivariant differential dg :
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Ω∞G (g,M)→ Ω∞G (g,M) is defined by the formula
(dgα)(X) = d(α(X)) − ι(XM )(α(X)), X ∈ g,
where ι(XM ) denotes the inner product by XM . We say that a G-equivariant form α
on M is equivariantly closed if dgα = 0.
Let E be a G-equivariant vector bundle endowed with a G-invariant connection
∇ . The covariant derivative ∇ defines a direct sum decomposition TE = V E ⊕HE ,
where HE is the horizontal space of the connection, and the vertical space V E is
isomorphic to π∗E . We define the moment map µ : g → End(E) as follows. For
any m ∈ M and v ∈ Em , the vector (µ(Y )v)m ∈ Em is the projection of the vector
(YE)v ∈ TvE to V Ev ∼= Em . In the case when ∇ is the Levi-Civita connection on
TM , the corresponding moment map µM (Y ) ∈ C∞(M,so(TM)), Y ∈ g , called the
Riemannian moment of the manifold M , is given by the formula
µM (Y )Z = −∇ZYM , Z ∈ TM.
The equivariant curvature of the connection ∇ is defined by
R(Y ) = µ(Y ) +R,
where R = ∇2 ∈ Ω2(M,End E) is the curvature of the connection ∇ and µ(Y ) : E → E
is the associated moment map.
Let R0(Y ) and R1(Y ) be the equivariant curvatures of the respective connections
∇0 and ∇1 , and define the G(s)-equivariant forms J(M(s)) and Ds(N (M,M(s))) on
M(s) by
J(M(s))(Y ) = det
eR0(Y )/2 − e−R0(Y )/2
R0(Y )
,
Ds(N (M,M(s)))(Y ) = det(1− s eR1(Y )).
for any Y ∈ g(s). The forms J(M(s)) and Ds(N (M,M(s))) are equivariantly closed.
Moreover, for any Y in a sufficiently small neighborhood of 0 in g(s) the form
J(M(s))(Y ) is invertible in Ω(M).
Suppose that P : C∞(M, E+)→ C∞(M, E−) is a G-equivariant transversally elliptic
operator acting on sections of G-equivariant vector bundles E± on M , and let σ :
π∗E+ → π∗E− be its principal symbol. Choose arbitrary G-invariant connections
∇E± on E± and define an odd endomorphism U(σ) of the Z2 -graded bundle π∗E =
π∗E+ ⊕ π∗E− by the formula
U(σ)(x, ξ) =
(
0 σ(x, ξ)∗
σ(x, ξ) 0
)
.
Let A(σ) be the superconnection on π∗E given by
A(σ) = iU(σ) + π∗∇,
or, equivalently,
A(σ) =
(
π∗∇E+ iσ∗
iσ π∗∇E−
)
.
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For any Y ∈ g the action of the equivariant curvature FA(Y ) ∈ Ω(M,End E) of
the superconnection A(σ) on Ω(M, E) has the form
FA(Y ) = (A − i(YM ))2 + LE(Y ),
where LE(Y ) is the first order differential operator defined by the Lie derivative of the
action of G on Ω(M, E).
We define the equivariant Chern character ch(A(σ)) ∈ Ω∞G (g,M) by
ch(A(σ))(Y ) = trs expF
A(Y ), Y ∈ g,
and, for any s ∈ G, the equivariant Chern character chs(A(σ)) ∈ Ω∞G(s)(g(s),M(s)) by
chs(A(σ))(Y ) = trs s
E exp FA(Y )
∣∣∣
M(s)
, Y ∈ g(s),
where sE denotes the action in the fibres of the bundle E|M(s) defined by the action
of s .
Define an equivariant extension of the canonical symplectic form Ω on T ∗M by
Ω(Y ) = −dY ωM , Y ∈ g,
where dY denotes the operator d− ι(YM ) on Ω(M), or
Ω(Y )(x, ξ) = Ω(x, ξ) + 〈ξ, YM (x)〉, (x, ξ) ∈ T ∗M.
Finally, we will need the notion of decent of distributions. If N is a submanifold
of the group G transverse to G-orbits, the restriction of an arbitrary distribution
Θ ∈ D′(G)G to N is well defined as a distribution on N . If Us(0) is a sufficiently
small neighborhood of 0 in g(s), then the submanifold s expUs(0) is transverse to the
orbits of the adjoint action of G on G, and use of the above result allows us to speak
about the restriction of the G-invariant distribution IndG(P ) ∈ D′(G) to s expUs(0).
Theorem 7.2. Let s ∈ G. For any Y ∈ Us(0), one has the equality
IndG(P )
∣∣
s expUs(0)
(Y ) =
∫
T ∗M(s)
1
(2iπ)ns
e−idY ω
M
chs(A(σ))(Y )
Ds(N (M,M(s)))(Y )J(M(s))(Y ) .
In this formula ns = dimM(s), and its right-hand side θ
s ∈ D′(s expUs(0)) should
be understood in the following way: if φ ∈ C∞c (s expUs(0)), then
Iφ =
∫
g(s)
e−idY ω
M
chs(A(σ))(Y )
Ds(N (M,M(s)))(Y )J(M(s))(Y )φ(Y )dY
is rapidly decreasing along the fibres of the bundle T ∗M(s) and
〈θs, φ〉 def=
∫
T ∗M(s)
1
(2iπ)ns
Iφ.
The index theorem for transversally elliptic operators in the K -theoretic form was
proved very recently by Kasparov [129]. In [197] the index theorem for transversallly
elliptic operators was proved in the case when the isotropy groups are finite. In [130]
the results of [4] were applied to prove the index theorem on orbifolds. See the papers
[89, 90, 170, 171] for applications of the index theory in the representation theory of Lie
groups. In [152] the authors connected the equivariant index of transversally elliptic
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operators with the fractional analytic index of projectively elliptic operators associated
with an Azumai bundle and with the twisted K -theory (see [151]).
The existence of the index of a transversally elliptic operator in the case when the
group G is non-compact was proved by Hoermander [4] (see also [163, 133]). In this
case the simplest examples show that the G-equivariant index IndG(P ) ∈ D′(G)G of a
G-transversally elliptic operator P is not a homotopy invariant of its principal symbol
σ(P ). Therefore, the analytic index map is not well defined. In fact, this was one
of the main motivations for Connes to introduce cyclic cohomology. The results on
computing the index of a transversally elliptic operator for non-compact Lie groups
will be given in the next subsection.
7.2. Transversally elliptic operators on foliations. Let (M,F) be a compact
foliated manifold and E a Hermitian vector bundle on M . We recall that the principal
symbol pm of a classical pseudodifferential operator P ∈ Ψm(M,E) is a smooth section
of the bundle Hom(π∗E) on T ∗M \ {0}. The transversal principal symbol σP of P is
the restriction of its principal symbol pm to N˜
∗F = N∗F \{0}. Thus, σP is a smooth
section of the bundle Hom(π∗E) on N˜∗F . An operator P ∈ Ψm(M,E) is transversally
elliptic if its transverse principal symbol σP (ν) is invertible for any ν ∈ N˜∗F .
Suppose now that E is a holonomy equivariant Hermitian vector bundle on M .
Thus, there is given a representation T of the holonomy groupoid G of the foliation F
on the fibres of E , that is, for any γ ∈ G, γ : x→ y , a linear operator T (γ) : Ex → Ey is
defined. The transversal principal symbol σP of P ∈ Ψm(M,E) is holonomy invariant
if, for any γ ∈ G, γ : x→ y , one has the equality
T (γ) ◦ [σP (dh∗γ(ν))] = σP (ν) ◦ T (γ), ν ∈ N∗yF ,
where we have used the isomorphisms (π∗E)dh∗γ(ν)
∼= Ex and (π∗E)ν ∼= Ey .
Examples of transversally elliptic operators are transverse Dirac operators (see [136,
137] and the references therein).
Let M be a compact manifold endowed with a Riemannian foliation F of even
codimension q and gM a bundle-like metric on M , and denote by T
HM the orthogonal
complement of TF . Let ∇ be the transverse Levi-Civita connection in THM .
For any x ∈ M denote by Cl(Qx) the Clifford algebra of the Euclidean space Qx .
We define a Z2 -graded vector bundle Cl(Q) on M whose fibre at x ∈ M is Cl(Qx).
This bundle is associated with the principal SO(q)-bundle O(Q) of oriented orthonor-
mal frames in Q , Cl(Q) = O(Q) ×O(q) Cl(Rq). Therefore, the transverse Levi-Civita
connection ∇ induces a natural leafwise flat connection ∇Cl(Q) in Cl(Q), which is
compatible with the Clifford multiplication and preserves the Z2 -grading on Cl(Q).
A complex vector bundle E on M endowed with an action of the bundle Cl(Q) is
called a transverse Clifford module. The action of an element a ∈ C∞(M,Cl(Q)) on an
s ∈ C∞(M, E) will be denoted by c(a)s ∈ C∞(M, E). A transverse Clifford module E
is said to be self-adjoint if it is endowed with a Hermitian metric such that the operator
c(f) : Ex → Ex is skew-symmetric for any x ∈ M and f ∈ Qx . A transverse Clifford
module E has a natural Z2 -grading E = E+ ⊕ E− . A connection ∇E on a transverse
Clifford module E is called a Clifford connection if for any f ∈ C∞(M,THM) and
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a ∈ C∞(M,Cl(Q)),
[∇Ef , c(a)] = c(∇Cl(Q)f a).
A self-adjoint transverse Clifford module equipped with a Hermitian Clifford connection
is called a transverse Clifford bundle.
Denote by τ ∈ C∞(M,THM) the mean curvature vector of F . If e1, e2, . . . , ep is a
local orthonormal base in TF , then
τ =
p∑
i=1
PH(∇Leiei).
Let E be a transverse Clifford bundle on M equipped with a Hermitian Clifford
connection ∇E . Let f1, . . . , fq be a local orthonormal base in THM . The transverse
Dirac operator DE is defined by
DE =
q∑
α=1
c(fα)
(
∇Efα −
1
2
gM (τ, fα)
)
.
The operator DE is formally self-adjoint in L
2(M, E). We also observe that the operator
DE has a holonomy invariant principal symbol, as follows from the fact that the metric
gM is bundle-like.
Another example of a transversally elliptic operator is the transversal de Rham
operator acting in the space C∞(M,ΛTHM∗) by the formula
DH = dH + d
∗
H ,
where dH is the transverse de Rham differential (see (6.1)). If the foliation admits
a transversal spin structure, then the operator DH is connected with the transverse
Dirac operator DF (Q)⊗F (Q)∗ , where F (Q) is the associated transversal spinor bundle,
as follows:
DF (Q)⊗F (Q)∗ = DH −
1
2
(ετ∗ + iτ ).
Thus, these operators coincide if and only if τ = 0, that is, all the leaves are minimal
submanifolds [136].
In [142] formulae for the distributional index of invariant transversally elliptic oper-
ators are obtained in the case when the group G = R acts locally free and isometrically
on a compact Riemannian manifold M . In this case the action defines a non-singular
isometric flow φs :M →M , and its orbits define a foliation F .
Let E and F be Hermitian vector bundles on M . Suppose that there exists an action
of R in the fibres of the bundles E and F that preserves the Hermitian structure and
covers the action of R on M . Let D : C∞(M,E) → C∞(M,F ) be an arbitrary
R-invariant, first-order, transversally elliptic operator.
We recall that a periodic orbit of the flow φ is said to be non-degenerate if 1 is not
an eigenvalue of the associated Poincare´ map. Denote by X the generator of the flow.
Then there is a natural action of the flow in the normal bundle Q :
dφs(x) : Qx = TxM/RX(x)→ Qφs(x) = Tφs(x)M/RX(φs(x)).
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A periodic orbit c with a (not necessarily minimal) period l of the flow φ is said to be
non-degenerate (or simple) if
det(id−dφl(x) : Qx → Qx) 6= 0,
where x ∈ c is an arbitrary point on c , φl(x) = x . In this case, put
bl(c) =
Tr (φl : Ex → Ex)− Tr (φl : Fx → Fx)
|det(id−dφl(x) : Qx → Qx)| .
Theorem 7.3 ([142]). Suppose that all closed orbits of the flow φs are simple. The
restriction of the index IndR(D) ∈ D′(R)R of the operator D to R \ {0} is given by
IndR(D) =
∑
c
l(c)
∑
k 6=0
bkl(c)(c) · δkl(c),
where c runs over the set of all primitive closed orbits of the flow φ, and l(c) denotes
the length of c (its minimal positive period).
Since the set of periods of periodic orbits of the flow is bounded away from zero,
the restriction of IndR(D) to some neighborhood of zero is a distribution supported
at {0} and, therefore, is a linear combination of the delta-function at zero δ0 and its
derivatives.
There is an important particular case when the derivatives of the delta-function
δ0 do not contribute to the formula for Ind
R(D), namely, the case when D is the
transverse de Rham operator. Note first of all that in this case the contribution of a
non-degenerate periodic orbit c of φ is given by
εl(c) = sign det(id−dφl(x) : Qx → Qx).
Let THM denote the orthogonal complement of TF . The curvature of the distribu-
tion THM is a transversal 2-form RH ∈ C∞(M,Λ2THM∗) (see (6.1)), and therefore
the form Pf(RH/2π) ∈ C∞(M,ΛqTHM∗) is well defined. Denote by X∗ the 1-form
on M dual to the vector field X with respect to the Riemannian metric. The product
Pf(RH/2π) ∧X∗ is a top degree differential form on M .
Theorem 7.4 ([142]). In some neighborhood of 0 in R ,
IndR(D) =
∫
M
Pf
(
RH
2π
)
∧X∗ · δ0.
Let us now turn to the case when the distribution THM is integrable. Denote by H
the foliation generated by the distribution THM . The action of the flow φ preserves
the foliation H , that is, takes any leaf of H to a (possibly different) leaf. There is a
holonomy invariant transverse volume form Λ on H corresponding to the form dt on
R . Any transverse Dirac operator D is a tangentially elliptic operator with respect to
H , and therefore the Λ-index IndΛ(D) of D is well defined (see Subsection 8.1).
Theorem 7.5 ([142]). In some neighborhood of 0 in R ,
IndR(D) = IndΛ(D) · δ0.
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In [1] the case when the flow φ is not necessarily isometric and the operator D is
not invariant was studied. More precisely, the following situation was considered. Let
M be a compact manifold, let φ be a non-singular flow on M , and let X denote the
generator of the flow φ . Suppose that there exists an integrable distribution H ⊂ TM ,
which is invariant under the action of the flow and transversal to orbits of the flow. If H
is the foliation on M defined by the distribution H , then φ preserves the foliation H .
Consider the leafwise de Rham complex (Ω(H), dH), where Ω(H) = C∞(M,ΛTH∗) is
the space of smooth leafwise forms on M , and dH is the leafwise de Rham differential.
We choose an arbitrary Riemannian metric on the leaves of H and extend it to a
Riemannian metric on M by setting |X(x)| = 1 for any x ∈M and saying that X is
orthogonal to H , and we consider the leafwise de Rham operator
DH = dH + d
∗
H.
It coincides with the transverse de Rham operator for the foliation F defined by the
orbits of the flow φ .
Theorem 7.6 ([1]). In some neighborhood of 0,
(7.2) IndR(DH) =
∫
M
Pf
(
RH
2π
)
∧X∗ · δ0.
If all closed orbits of the flow φs are simple, then outside of zero
(7.3) IndR(DH) =
∑
c
l(c)
∑
k 6=0
εkl(c)(c) · δkl(c),
where c runs over the set of all primitive closed orbits of the flow φt , l(c) denotes the
length of c, x is an arbitrary point on c, and
εl(c)(c) = sign det(id−dφl(c)(x) : TxH → TxH).
In this case the coefficient of δ0 coincides with the Euler Λ-characteristic χΛ(F)
of F introduced in [51] as the Λ-index of the leafwise de Rham operator DH . The
equality
χΛ(F) =
∫
M
Pf
(
RH
2π
)
∧X∗
is a consequence of the Gauss-Bonnet theorem for measurable foliations proved in [51]
as a particular case of the index theorem for measurable foliations (see Theorem 8.1).
We‘remark also that for an isometric flow φ the formula (7.3) was independently
proved in [79].
We refer the reader to the paper [1] for connections of Theorem 7.6 with the reduced
cohomology of H and the Hodge theory for foliations. Taking into account these
relationships, we can understand the statement of Theorem 7.6 as a dynamical Lefschetz
formula for flows, that is, a formula, which connects invariants of a foliation with closed
orbits (for a discussion of dynamical Lefschetz formulas for flows see, for instance, in
[91]). We should also mention a dynamical Lefschetz formula for flows which was
proposed as a conjecture first by Guillemin [104] and later independently by Patterson
[173]. This formula has a form similar to (7.3), but it is written in the case when the
transversal foliation H has codimension greater than 1 and therefore one cannot apply
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analytical results of index theory for transversally elliptic operators (see a survey of
results about the Guillemin-Patterson conjecture in the book [122]).
The recent interest in the index theory of transversally elliptic operators, in par-
ticular, in the situation when there is a flow on a compact manifold which preserves
a foliation, and in dynamical Lefschetz formulae for flows, is closely connected with
an approach proposed by Deninger to the study of arithmetic zeta-functions based on
analogies between arithmetic geometry and the theory of dynamical systems on foliated
manifolds (see, for instance, the papers [78, 143] and the references therein).
In [2] the results of [1] were extended to the case of an arbitrary Lie group action.
More precisely, in this paper a more general situation when H is a Lie foliation of
a compact manifold M is considered. In this case one can define an action of the
structural Lie group G on M “up to leafwise homotopies”, which enables one to define
the index IndG(DH) of the leafwise de Rham operator DH as a distribution on G. In
[2] a Lefschetz formula is proved, which gives an expression for IndG(DH) in terms of
the fixed points of the action. It can be regarded as a generalization of the Selberg
formula.
7.3. Spectral triples associated with transversally elliptic operators. Let
(M,F) be a compact foliated manifold, and E a holonomy equivariant Hermitian
vector bundle on M . As shown in [56], the pair (H,F ), where the Hilbert space
H = L2(M,E) is equipped with an action of the algebra C∗(M,F) by means of the
∗-representation RE and F ∈ Ψ0(M,E) is a transversally elliptic operator with ho-
lonomy invariant transverse principal symbol σF such that σ
2
F = 1, and σ
∗
F = σF ,
is a Fredholm module over the C∗ -algebra C∗(M,F). Thus, the transversally ellip-
tic operator F defines a class [F ] ∈ K0(C∗(M,F)). If one regards the pair (H,F )
as a Fredholm module over the algebra C∞c (G), then this module is summable, and
therefore its Chern character τn = ch∗(H,F ) ∈ HCn(C∞c (G)) is well defined.
Similarly, one can consider a compact G-manifold M (G an arbitrary Lie group)
and a G-equivariant Hermitian vector bundle E on M . Then the pair (H,F ), where
H = L2(M,E) and F ∈ Ψ0(M,E) is a (not necessarily G-invariant) transversally
elliptic operator with invariant transverse principal symbol σF such that σ
2
F = 1,
and σ∗F = σF , is a Fredholm module over the C
∗ -algebra C∗(G). The corresponding
Fredholm module over the algebra C∞c (G) is summable, and its Chern character τn =
ch∗(H,F ) ∈ HCn(C∞c (G)) is defined.
As pointed out in [56], if the operator F is invariant, then its G-equivariant index
χ = IndG(F ) ∈ D′(G)G defines a trace on the group algebra C∞c (G), that is, an
element of HC0(C∞c (G)), and τ2N = S
Nχ for sufficiently large N . In other words,
the Chern character τ2N and the G-equivariant index χ define the same element in
HP ev(C∞c (G)). In the case when the operator F is not invariant, the Chern character
ch∗(H,F ) ∈ HP ∗(C∞c (G)) of the Fredholm module (H,F) is a well-defined homotopy
invariant, unlike its distributional index. This observation served as one of the main
motivations for Connes to introduce the notion of cyclic cohomology.
In [134] spectral triples associated with transversally elliptic operators on a compact
foliated manifold (M,F) were constructed. More precisely, it was proved in [134] that
the triple (A,H,D) with
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(1) A the algebra C∞c (G);
(2) H the Hilbert space L2(M,E) of square integrable sections of a holonomy
equivariant Hermitian vector bundle E on which an element k ∈ A acts by the
∗-representation RE ;
(3) D a self-adjoint first order transversally elliptic operator with holonomy in-
variant transverse principal symbol such that D2 is self-adjoint and has scalar
principal symbol;
is a finite-dimensional spectral triple of dimension q = codimF .
As an example, one can assume that the foliation F is Riemannian and gM is a
bundle-like metric on M . Let H be the orthogonal complement of F = TF . Let
H = L2(M,Λ∗H∗) be the space of transverse differential forms equipped with the
natural action RΛ∗H∗ of A , and D the transverse signature operator dH + d∗H . The
triple (A,H,D) is a finite-dimensional spectral triple of dimension q = codimF .
It is proved in [134] that the spectral triples associated with transversally elliptic op-
erators are smooth and have simple discrete dimension spectrum Sd, which is contained
in the set {v ∈ N : v ≤ q}.
One should note that in this case the algebra A is non-unital, which can be un-
derstood as reflection of the fact that the space M/F is non-compact. Therefore,
one should modify the definitions of various geometric and analytic objects given in
the unital case, taking into account behaviour of these objects at “infinity”. In [135],
the algebra Ψ∗0(A) associated with an arbitrary smooth spectral triple (A,H,D) was
constructed. This algebra can be regarded as an analogue of the algebra of pseudodif-
ferential operators on a non-compact manifold whose symbols vanish at infinity along
with derivatives of any order. In the same paper there is a description of the non-
commutative pseudodifferential calculus for spectral triples associated with transver-
sally elliptic operators in terms of the transversal pseudodifferential calculus on foliated
manifolds, together with a description of the non-commutative geodesic flow (see also
[136]).
Example 7.7. Let A = C∞(S1)⋊ Γ be the algebraic product of the algebra C∞(S1)
by the group Γ of orientation preserving diffeomorphisms of the circle S1 . An arbitrary
element of the algebra A is represented as a finite sum
a =
∑
φ∈Γ
aφU
∗
φ , aφ ∈ C∞(S1),
the product is given by
(aφU
∗
φ)(bψU
∗
ψ) = aφ(bψ ◦ φ)U∗φψ
and the involution by
(aφU
∗
φ)
∗ = U∗φ−1 a¯
(see Example 5.16). Define an involutive representation of the algebra A on the Hilbert
space H = L2(S1) by
(ρ(aU∗φ)ξ)(x) = a(x)φ
′(x)1/2ξ(φ(x)), ξ ∈ H, x ∈ S1.
Let the operator D be D = 1i
∂
∂x .
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The triple (A,H,D) is a spectral triple if and only if the action of Γ is isometric.
In the general case (see [73]) the triple (A,H,D) is a σ -spectral triple, where the
automorphism σ of A is defined by
σ(aU∗φ) =
dφ
dx
aU∗φ .
Example 7.8. We give examples of spectral triples (A,H,D) associated with the non-
commutative torus T 2θ (see [60] and Example 5.26). These triples are parameterized
by a complex number τ with Im τ > 0. Put
A = Aθ =
a = ∑
(n,m)∈Z2
anmU
nV m : anm ∈ S(Z2)
 .
Define a canonical normalized trace τ0 on Aθ by
τ0(a) = a00, a ∈ Aθ.
Let L2(Aθ, τ0) be the Hilbert space which is the completion of the space Aθ in the
inner product (a, b) = τ0(b
∗a), a, b ∈ Aθ . The Hilbert space H is defined as the sum of
two copies of the space L2(Aθ, τ0) equipped with the grading given by the operator
γ =
(
1 0
0 −1
)
.
The representation ρ of the algebra Aθ in H is given by the left multiplication, that
is, for any a ∈ Aθ ,
ρ(a) =
(
λ(a) 0
0 λ(a)
)
,
where the operator λ(a) is defined on Aθ ⊂ L2(Aθ, τ0) by the formula
λ(a)b = ab, b ∈ Aθ.
We introduce differentiations δ1 and δ2 on Aθ by
δ1(U) = 2πiU, δ1(V ) = 0; δ2(U) = 0, δ2(V ) = 2πiV.
The operator D explicitly depends on τ and has the form
D =
(
0 δ1 + τδ2
−δ1 − τ¯ δ2 0
)
.
The triples constructed above are two-dimensional smooth spectral triples.
We refer the reader to the book [162] and its references for the index theory of elliptic
operators with shifts and connected non-commutative geometry. The theory of elliptic
operators on the non-commutative torus T 2θ (see [52, 58]) is a particular example of
this general theory.
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7.4. Para-Riemannian foliations and transversally hypoelliptic operators. A
foliation F on a manifold M is said to be para-Riemannian if there exists an integrable
distribution V on M which contains the tangent bundle TF of F , and is such that
the bundles TM/V and V/TF are holonomy equivariant Riemannian bundles. If V is
an integrable distribution on M which defines the para-Riemannian structure, and V
is the corresponding foliation on M , F ⊂ V , then V is Riemannian, and the restriction
of the foliation F to each leaf L of V is a Riemannian foliation on L .
As mentioned already in Subsection 6.2, the interest to para-Riemannian foliations
consists in the fact that in some problems of index theory the study of arbitrary foli-
ations can be reduced to the study of para-Riemannian foliations. Let us describe the
corresponding construction by Connes and Moscovici [68]. In fact, they dealt with a
closely related situation (a strongly Morita equivalent one): they considered an oriented
smooth manifold W endowed with an action of a discrete group Γ instead of a foliated
manifold. We consider the fibration π : P (W ) → W whose fibre Px(W ) at x ∈ W is
the space of all Euclidean metrics on the vector space TxW . Thus, a point p ∈ P (W )
is given by a point x ∈W and a non-degenerate quadratic form on TxW . Let F+(W )
be the bundle of positive frame in W whose fibre Fx(W ) at x ∈W is the space of ori-
entation preserving linear isomorphisms Rn → TxW . Equivalently, the bundle P (W )
can be described as the orbit space of the bundle F+(W ) with respect to the fibrewise
action of the subgroup SO(n) ⊂ GL(n,R), P (W ) = F+(W )/SO(n). We will use a
natural invariant Riemannian metric on the symmetric space GL+(n,R)/O(n) given
by the matrix Hilbert-Schmidt norm on the tangent space of GL(n,R)/SO(n), which
is identified with the space of symmetric n × n matrices. If we transfer this metric to
the fibres Px of the bundle P (W ) = P , then we obtain a Euclidean structure on the
vertical distribution V ⊂ TP . The normal space Np = TpP/Vp is naturally identified
with the space TxW,x = π(p). Thus, the quadratic form on TxW corresponding to p
defines a natural Euclidean structure on Np .
There are natural actions of the group Γ on F+(W ) and P . This action takes fibres
of the bundle π : P → W to fibres. Moreover, the Euclidean structures introduced
above on the distributions V and N are invariant under the action of the group Γ.
In this case one says that there is a triangular structure on P invariant under the
group action. It is an analogue of a para-Riemannian foliation in this situation. A very
essential aspect of this construction is the fact that the fibres of the bundle π : P →W
are complete Riemannian manifolds of non-positive curvature.
Another important property of an arbitrary para-Riemannian foliation (M,F) is
the existence of a Fredholm module over its C∗ -algebra C∗(M,F). A construction of
this module is given in [115]. It makes use of transversally hypoelliptic operators and
pseudodifferential operators of type (ρ, δ).
In [68] Connes and Moscovici described a spectral triple associated with an invariant
triangular structure. Thus, let P be a smooth manifold equipped with an action of
a discrete group Γ. Suppose that P is the total space of a bundle π : P → W over
an oriented smooth manifold W . The action of Γ leaves W invariant and takes fibres
of the bundle π : P → W to fibres. Finally, Γ preserves Euclidean structures on the
vertical distribution V ⊂ TP and on the horizontal distribution N = TP/V .
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Consider the Hermitian vector bundle E = Λ∗(V ∗ ⊗C)⊗ Λ∗(N∗ ⊗C) over P . The
Hermitian structure in the fibres of E is determined by the Euclidean structures on V
and N . The bundles Λ∗(V ∗⊗C) and Λ∗(N∗⊗C) have the grading operators γV and
γN given by the Hodge operators of the Euclidean structures and the orientations of
V and N . The Euclidean structures on V and N also define a natural volume form
v ∈ Λ∗V ∗ ⊗ Λ∗N∗ = ΛT ∗P .
Let A be the crossed product C∞c (P )⋊ Γ. We recall that this algebra is generated
as a linear space by expressions of the form fUg , where f ∈ C∞c (P ) and g ∈ Γ (see
Example 5.6).
Let H be the space L2(P,E) equipped by the Hilbert structure given by the volume
form v and the Hermitian structure on E . The action of A in H is given in a following
way. A function f ∈ C∞c (P ) acts as the corresponding multiplication operator in H .
For any g ∈ Γ the unitary operator Ug is given on H by the natural actions of Γ on
sections of the bundles V and N .
Consider the foliation V given by the fibres of the fibration P . Then V = TV , and
N is the normal bundle to V . Denote by dL : C∞(P,E) → C∞(P,E) the tangential
de Rham differential associated with the foliation V (see (6.1)). Let QL be the second
order tangential differential operator acting in C∞(P,E) given by
QL = dLd
∗
L − d∗LdL.
As shown in [68], the principal symbol of QL is homotopic to the principal symbol of
the signature operator dL + d
∗
L .
We choose an arbitrary distribution H on P transverse to V , and consider the cor-
responding transverse de Rham differential dH (see (6.1)) and the transverse signature
operator
QH = dH + d
∗
H .
This operator depends on the choice of H , but its transverse principal symbol is inde-
pendent of H . Let us define a mixed signature operator Q on C∞(P,E) as
Q = QL(−1)∂N +QN ,
where (−1)∂N denotes the parity operator in the transverse direction, that is, it co-
incides with 1 on ΛevN∗ and with −1 on ΛoddN∗ . Assume that Q is essentially
self-adjoint in H . Using functional calculus, we define the operator D as Q = D|D| .
One should note that, although the above construction can be applied to any man-
ifold endowed with an invariant triangular structure, the question of essential self-
adjointness of the operator Q is a difficult analytic question, since the manifold P is
non-compact. In [68] this question was answered just for the example described above
of a triangular structure on the Euclidean metrics bundle P (W ) associated with an
arbitrary group Γ of diffeomorphisms of a smooth manifold W .
Theorem 7.9. [68] For the triangular structure associated with an arbitrary group Γ
of diffeomorphisms of a smooth manifold W , the operator Q is self-adjoint and the
triple (A,H,D) constructed above is a spectral triple of dimension dimV + 2dimN .
The proof of this theorem makes essential use of the pseudodifferential calculus con-
structed by Beals and Greiner [20] on Heisenberg manifolds. It is also shown in this
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paper that the non-commutative integral −∫ defined by such a spectral triple coincides
with the Wodzicki-Guillemin type trace defined on the Beals-Greiner algebra of pseu-
dodifferential operators.
In [69] Connes and Moscovici computed the Chern character of the spectral triple
constructed in Theorem 7.9 by using the non-commutative local index theorem, The-
orem 3.18. In fact, a direct computation of the Chern character of a spectral triple
associated with a triangular structure on a smooth manifold using the formulae given
in Theorem 3.18 is quite cumbersome even in the one-dimensional case. One gets for-
mulae involving thousands terms, most of which give zero contribution. To simplify the
computations a priori, Connes and Moscovici introduced a Hopf algebra Hn of trans-
verse vector fields in Rn which plays the role of a quantum symmetry group. They
constructed the cyclic cohomology HC∗(H) for an arbitrary Hopf algebra H and a
map
HC∗(Hn)→ HC∗(C∞c (P )⋊ Γ).
Moreover, they showed that the cyclic cohomology HC∗(Hn) is canonically isomorphic
to the Gel’fand-Fuchs cohomology H∗(Wn, SO(n)) (see Subsection 8.3). Therefore,
there is defined a characteristic homomorphism
χ∗SO(n) : H
∗(Wn, SO(n))→ HP ∗(C∞(P )⋊ Γ).
It is the composition of the map (8.6) and the homomorphism Φ∗ (see (6.7)).
The following theorem is the main result of [69] (cf. also [70] and the survey [189]).
Theorem 7.10. Let (A,H,D) be the spectral triple introduced in Theorem 7.9. The
Chern character ch∗(A,H,D) ∈ HP ∗(C∞(PW )⋊ Γ) is the image of a universal class
Ln ∈ H∗(Wn, SO(n)) under the characteristic homomorphism χ∗SO(n) :
ch∗(A,H,D) = χ∗SO(n)(Ln).
There is one more computation, given in [176], illustrating the Connes-Moscovici
local index theorem. Let Σ be a closed Riemann surface and Γ a discrete pseudogroup
of local conformal maps of Σ without fixed points. Using methods of [69] (the bundle
of Kaehler metrics P on Σ, hypoelliptic operators, Hopf algebras), in [176] a spectral
triple, which is a generalization of the classical Dolbeaut complex to this setting, is
constructed. The Chern character of this spectral triple as a cyclic cocycle on the
crossed product C∞c (Σ)⋊ Γ is computed in terms of the fundamental class [Σ] and a
cyclic 2-cocycle which is a generalization of the class Poincare´ dual to the Euler class.
This formula can be regarded as a non-commutative version of the Riemann-Roch
theorem.
A Hopf algebra of the same type as the algebra H1 was constructed by Kreimer
[139] for the study of the algebraic structure of the perturbative quantum field theory.
This connection was further elaborated in [64, 65, 66]. One should also mention the
papers [71] and [72] by Connes and Moscovici on modular Hecke algebras, where it
is shown, in particular, that such an important algebraic structure on the modular
forms as the Rankin-Cohen brackets has a natural interpretation in the language of
non-commutative geometry in terms of the Hopf algebra H1 .
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8. The index theory of tangentially elliptic operators
Let (M,F) be a compact foliated manifold, and E a smooth vector bundle on M .
A linear differential operator D of order µ acting in C∞(M,E) is called a tangential
differential operator if in any foliated chart φ : U ⊂M → Ip×Iq and any trivialization
of E over it the operator D has the form
(8.1) D =
∑
|α|≤µ
aα(x, y)
∂|α|
∂xα11 . . . ∂x
αp
p
, (x, y) ∈ Ip × Iq,
where α = (α1, . . . , αp) ∈ Zp+ is a multiindex, |α| = α1 + . . . + αp , and the aα are
smooth matrix-valued functions on Ip × Iq .
For a tangential differential operator D given by (8.1) in some foliated chart φ :
U ⊂M → Ip× Iq and a trivialization of E over it, we define its tangential (complete)
symbol
σ(x, y, ξ) =
∑
|α|≤µ
aα(x, y)(iξ)
α, (x, y) ∈ Ip × Iq, ξ ∈ Rp,
and its tangential principal symbol
σµ(x, y, ξ) =
∑
|α|=µ
aα(x, y)(iξ)
α, (x, y) ∈ Ip × Iq, ξ ∈ Rp.
The tangential principal symbol is invariantly defined as a section of the bundle
Hom(π∗FE) on T
∗F (where πF : T ∗F →M is the natural projection).
A tangential differential operator D is said to be tangentially elliptic if its tangential
principal symbol σµ is invertible for ξ 6= 0.
Let D : C∞(M,E)→ C∞(M,E) be a tangential differential operator on a compact
foliated manifold (M,F). The restrictions of D to the leaves of F define a family
(DL)L∈M/F , where for any leaf L of F the operator DL : C∞(L,E |L )→ C∞(L,E |L )
is a differential operator on L . For any x ∈ M the lift of the operator DLx by the
holonomy covering s : Gx → Lx defines a differential operator Dx : C∞(Gx, s∗E) →
C∞(Gx, s∗E). The operator family {Dx, x ∈ M} is a G-operator (see (5.6)). Fami-
lies of this form will be called differential G-operators. If D is a tangentially elliptic
operator, then the corresponding G-operator will be said to be elliptic. In [51] the
corresponding algebra of pseudodifferential G-operators on a foliated manifold is con-
structed.
8.1. The index theory for measurable foliations. Let D be a tangentially elliptic
operator on a compact foliated manifold (M,F), and {Dx : x ∈M} the corresponding
elliptic G-operator. Suppose that the foliation F has a holonomy invariant transverse
measure Λ. The families (PKerDx)x∈M and (PKerD∗x)x∈M consisting of the orthogonal
projections onto KerDx and KerD
∗
x in the space L
2(Gx), respectively, define elements
PKerD and PKerD∗ of the foliation von Neumann algebra W
∗
Λ(M,F). The holonomy
invariant measure Λ defines a faithful normal semifinite trace trΛ on W
∗
Λ(M,F). It is
proved in [51] that the dimensions
dimΛKerD = trΛPKerD, dimΛKerD
∗ = trΛPKerD∗ ,
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are finite, and therefore the index of the tangentially elliptic operator D is well defined
by
IndΛ(D) = dimΛKerD − dimΛKerD∗.
Suppose that the bundle TF is oriented. As in the index theory for families of elliptic
operators, the tangential principal symbol σD of D defines an element of K(T
∗F).
Denote by πF ! : H
∗(TF) → H∗(M) the map given by integration along the fibres of
the bundle πF : TF →M .
Theorem 8.1. [51] One has the formula
IndΛ(D) = (−1)p(p+1)/2〈C, πF ! ch(σD)Td(T ∗F ⊗ C)〉,
where C is the Ruelle-Sullivan current, corresponding to the transverse measure Λ.
This theorem is completely analogous to the Atiyah-Singer index theorem in the
cohomological form, Theorem 1.5, with the only difference being that here one uses
the pairing with the Ruelle-Sullivan current C instead of integration over the compact
manifold on the right-hand side of the Atiyah-Singer formula.
An odd version of Theorem 8.1 is proved in [82] (see also [81]). Suppose that D :
C∞(M,E) → C∞(M,E) is a first order tangentially elliptic operator on a compact
foliated manifold (M,F), and let Dx : C∞(Gx, s∗E) → C∞(Gx, s∗E), x ∈ M, be the
corresponding differential G-operator. Assume that the foliation F has a holonomy
invariant transverse measure Λ. Assume also that the operator Dx is self-adjoint in the
space L2(Gx, s∗E). Denote by Px its spectral projection corresponding to the positive
semi-axis. For any φ ∈ C(M,U(N)) denote by Mφ the corresponding G-operator of
multiplication by φ . The leafwise Toeplitz operator associated with φ is a bounded
G-operator
Tφ = {Tφ,x : L2(Gx, s∗E ⊗ CN )→ L2(Gx, s∗E ⊗ CN ), x ∈M}
given by
Tφ,x = PxMφPx.
It is proved in [82] that if φ ∈ C(M,U(N)) is invertible, then the operator Tφ is a
Breuer-Fredholm operator, and the Breuer-Fredholm index of Tφ is defined by
IndΛ(Tφ) = dimΛ(KerTφ)− dimΛ(KerT ∗φ ).
Denote by E+ the subbundle of the bundle π
∗
FE on ST
∗F spanned by the eigen-
vectors of the principal symbol σ1(D) of the operator D , corresponding to positive
eigenvalues. As above, denote by πF ! : H
∗(ST ∗F) → H∗(M) the map given by inte-
gration along the fibres of the bundle πF : ST
∗F →M .
Theorem 8.2 ([81, 82]).
IndΛ(Tφ) = (−1)p〈C, ch([φ])πF ! ch(E+)Td(TF ⊗ C)〉,
where C is the Ruelle-Sullivan current corresponding to the transverse measure Λ.
One should also note the papers [49, 86, 87, 186, 52, 77, 147, 178, 41], where analogous
problems of index theory (in both even and odd settings) were studied in closely related
situations — for almost-periodic and random operators in Rn .
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In [179] an analogue of the Atiyah-Patodi-Singer theorem for measurable foliations
was proved. In particular, the eta-invariant of tangentially elliptic operators was intro-
duced there (see also [175]). In [111] (see also [112]) an analogue of the Atiyah-Bott-
Lefschetz fixed point formula [6] was proved for maps of a compact manifold equipped
with a measurable foliation, which take each leaf to itself.
8.2. The K -theoretic index theory. In [74] (see also [54]) a K -theoretic version of
the index theorem is proved for tangentially elliptic operators on an arbitrary compact
foliated manifold (M,F). Let D be a tangentially elliptic operator on a compact
manifold M acting on sections of a vector bundle E on M . Using operator techniques,
one constructs the analytic index Inda(D) ∈ K0(C∗r (M,F)) of the corresponding right-
invariant elliptic G-operator {Dx : C∞c (Gx, r∗E) → C∞c (Gx, r∗E), x ∈ M} [51, 54],
and starting from the class [σD] ∈ K(T ∗F) defined by the tangential principal symbol
σD of D one constructs its topological index Indt(D) ∈ K0(C∗r (M,F)).
The analytic index is constructed in the following way. Recall that the bun-
dle E gives rise to the C(M)-C∗r (M,F)-bimodule EM,E defined as the completion
of the pre-Hilbert C∞c (G)-module E∞ = C∞c (G, r∗E) (see Subsection 5.3). Any
right-invariant pseudodifferential G-operator naturally defines an endomorphism of
the Hilbert C∗r (M,F)-module EM,E . Therefore, the operator D defines an element
[D] ∈ KK(C(M), C∗r (M,F)) given by the pair (EM,E, F ), where F = D(I +D2)1/2 .
The image of this element under the map
KK(C(M), C∗r (M,F))→ KK(C, C∗r (M,F)) = K0(C∗r (M,F))
is the analytic index of D , Inda(D) ∈ K0(C∗r (M,F)). In [82] another construction of
the element [D] ∈ KK1(C(M), C∗r (M,F)) corresponding to a self-adjoint tangentially
elliptic operator D is given. This construction uses an extension of the C∗ -algebra
C∗r (M,F) generated by smoothed leafwise Toeplitz operators.
We now describe the construction of the topological index of a tangentially elliptic
operator D . Let i be an embedding of the manifold M into R2n . Denote by N
the total space of the normal bundle to the leaves: Nx = (i∗(Fx))
⊥ ⊂ R2n . We
consider the foliation F˜ on the manifold M˜ = M × R2n with fibres L˜ = L × {t},
where L is a leaf of F and t ∈ R2n . The map N ∋ (x, ξ) 7→ (x, i(x) + ξ) maps some
open neighborhood of the zero section in N to an open transversal T of the foliation
(M˜, F˜). For a suitable open neighborhood Ω of the transversal T in M˜ , the C∗ -algebra
C∗r (Ω, F˜ |Ω ) of the restriction of the foliation F˜ to Ω is Morita equivalent to the algebra
C0(T ). Hence, the embedding C
∗
r (Ω, F˜ |Ω ) ⊂ C∗r (M˜, F˜) defines a map K0(N) →
K0(C∗r (M˜, F˜)). Since C∗r (M˜ , F˜) = C∗r (M,F) ⊗ C0(R2n), the Bott periodicity implies
that K0(C∗r (M˜, F˜)) = K0(C∗r (M,F)). With use of the Thom isomorphism, K0(T ∗F)
is identified with K0(N). Thus, one gets the topological index map
Indt : K
0(T ∗F)→ K0(C∗r (M,F)).
Theorem 8.3. [74, 54] For any tangentially elliptic operator D on a compact foliated
manifold (M,F),
Inda(D) = Indt(D).
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If a foliation F is given by the fibres of a fibration M → B , then K0(C∗r (M,F)) ∼=
K0(B) and Theorem 8.3 reduces to the Atiyah-Singer index theorem for families of
elliptic operators, Theorem 1.7. If the foliation has a holonomy invariant measure Λ,
then the trace trΛ on the C
∗ -algebra C∗r (M,F) is well defined. In turn, it defines a
map TrΛ from K
0(C∗r (M,F)) to R . It is not difficult to show that TrΛ(Inda(D)) =
IndΛ(D). The composition TrΛ ◦ Indt can be computed by topological methods, and,
as a consequence of Theorem 8.3, one gets the index theorem for measurable foliations
(see Subsection 8.1). We note also the paper [194], which gives a generalization of
Theorem 8.3 in the twisted K -theory.
Following the ideas of the paper [18], one can give an equivalent formulation of
Theorem 8.3 in terms of the map µ [58]. First of all, observe that the principal symbol
σD of a tangentially elliptic operator D determines in the geometric K -homology
group K∗top(M,F) a class [σD] given by the K -cycle (TF , [σD], p ◦ π), where [σD] ∈
K0(T ∗F) is the class given by σD , and the map p ◦ π : T ∗F → M/F is obtained as
the composition of the natural projections π : T ∗F →M and p :M →M/F . Then
(8.2) µr([σD]) = Inda(D) ∈ K0(C∗r (M,F)).
In [21] there is an equivariant generalization of Theorem 8.3 to the case of an action
of a compact Lie group H taking each leaf of F to itself. As a consequence, the author
extended the Lefschetz theorem proved in [111] to the case of arbitrary tangentially el-
liptic complexes under the assumption that the diffeomorphism f : M →M is included
into an action of a compact Lie group H taking each leaf of F to itself.
Finally, we note that in [192] (see also [25, 193]) semifinite spectral triples associated
with a tangentially elliptic operators are constructed. Let (M,F) be a smooth compact
foliated manifold whose leaves are even-dimensional spin manifolds. Denote by S the
associated spinor bundle, and suppose that there is a holonomy invariant measure Λ.
We regard the involutive algebra A = C(M) as a subalgebra of the semifinite von
Neumann algebra N =W ∗Λ(M,F) acting in the Hilbert space
H = L2(G, s∗S,m) =
∫ ⊕
M
L2(Gx, s∗S, νx) dµ(x),
For any function a ∈ C(M) its action in H is given by the operator of multiplication
by the function a ◦ s in each space L2(Gx, s∗S, νx). Then the set (A,H,D), where D
is the leafwise Dirac spin operator, is a semifinite spectral triple whose dimension is
finite and equals the dimension of the foliation.
In [24] (see also [44]) semifinite spectral triples associated with differential oper-
ators with almost-periodic coefficients are constructed. Using the semifinite non-
commutative local index theorem [42, 43] (see Subsection 3.7), the authors computed
the spectral flow along a family of almost-periodic Dirac operators.
8.3. The higher index theory. The approach proposed by Connes and Moscovici in
[67] to the higher index theory for tangentially elliptic operators is based on the idea
of representing higher indices as pairings of the K -theoretic index of a tangentially
elliptic operator with some cyclic cocycle on the algebra C∞c (G). For this, one should
first modify the definition of the index and give a definition of the index as an element
of K0(C
∞
c (G)).
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The construction of the pseudodifferential calculus on the holonomy groupoid G [51]
enables one to construct the short exact sequence
0 −→ C∗r (M,F) −→ Ψ¯0(F) σ0−→ C(S∗F) −→ 0,
where Ψ0(F) is the algebra of zero order pseudodifferential G-operators, Ψ¯0(F)
is the uniform completion of the algebra Ψ0(F) in the space L2(G,m) =∫ ⊕
M L
2(Gx, νx) dµ(x), and σ0 is the principal symbol map. The corresponding exact
sequence in K -theory consists of six terms:
K1(C
∗
r (M,F)) −−−−→ K1(Ψ¯0(F)) −−−−→ K1(C(S∗F))x y
K0(C(S
∗F)) ←−−−− K0(Ψ¯0(F)) ←−−−− K0(C∗r (M,F))
The connecting homomorphism ∂ : K1(C(S
∗F)) −→ K0(C∗r (M,F)) can be shown [74]
to coincide with the analytical index homomorphism. More precisely, if A is a zero order
elliptic G-pseudodifferential operator, then its principal symbol defines a class [σA] ∈
K1(C
∞(S∗F)), and the element ∂[σA] ∈ K0(C∗r (M,F)) coincides with the analytical
index of A defined in Subsection 8.2. Explicit algebraic construction of the connecting
homomorphism in K -theory leads to the following rule for constructing the analytic
index of an elliptic symbol a ∈ C∞(S∗F ,End(π∗E, π∗F )). After the bundle E ⊕ F is
embedded in a trivial bundle, the function a˜ =
(
0 −a−1
a 0
)
∈ C∞(S∗F ,Hom(π∗(E ⊕
F ))) defines an element of GLN (C
∞(S∗F)) for sufficiently large N . This element
can lifted to GLN (Ψ
0(F)). For example, choose any operator A ∈ Ψ0(F ;E,F ) such
that σ0(A) = a and B ∈ Ψ0(F ;F,E) such that σ0(B) = a−1 . Then S0 = I − BA ∈
Ψ−1(F ;E) and S1 = I −AB ∈ Ψ−1(F ;F ). The operator
L =
(
S0 −B − S0B
A S1
)
∈ Ψ0(F ;E ⊕ F )
provides the desired lift. Thus, σ0(L) = a˜ and
L−1 =
(
S0 B +BS0
−A S1
)
∈ Ψ0(F ;E ⊕ F )
By definition, put
(8.3) ∂[a] = [P ]− [e],
where P and e are the idempotents defined as follows:
(8.4) P = L
(
IE 0
0 0
)
L−1 =
(
S20 S0(I + S0)B
S1A IF − S21
)
, e =
(
0 0
0 IF
)
.
The construction of the G-pseudodifferential calculus and the definition of the ana-
lytic index have been extended to the case of an arbitrary Lie groupoid in [156, 168].
In fact, the calculus of pseudodifferential operators associated with the holonomy
groupoid enables one to construct a parametrix B ∈ Ψ0(F ;F,E) such that S0 =
I − BA ∈ Ψ−∞(F ;E) and S1 = I − AB ∈ Ψ−∞(F ;F ). Then the formulae (8.3) and
(8.4) define the analytic index of A as an element IndA ∈ K0(C∞c (G)) (see [67, 58]).
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The natural embedding j : C∞c (G) → C∗r (M,F) induces a map j∗ : K0(C∞c (G)) →
K0(C
∗
r (M,F)). One can show (see [67]) that j∗(IndA) = IndaA . The map j∗ , in
general, is not an isomorphism, and therefore we lose some information in passing from
IndA ∈ K0(C∞c (G)) to IndaA ∈ K0(C∗r (M,F)). Namely, for the analytic index with
values in K0(C
∗
r (M,F)) there are results like vanishing or homotopy invariance. For in-
stance, as shown in [16] (see also [116, 117]), the analytic index IndaA ∈ K0(C∗r (M,F))
of the leafwise signature operator on a compact manifold equipped with an even-
dimensional oriented foliation is invariant under leafwise oriented homotopy equiv-
alences. On the other hand, the analytic index IndA ∈ K0(C∞c (G)) of an el-
liptic G-pseudodifferential operator A depends, in general, not just on the class
[σA] ∈ K0(C∞(T ∗F)) defined by its principal symbol. In particular, the analytic
index does not, in general, define a map K1(C(S
∗F)) −→ K0(C∞c (G)). A correspond-
ing example for a certain Lie groupoid is given by Connes in [58, Chapter II, Section
10.γ, Proposition 10] (see also [48]).
The significance of the analytic index IndA of an elliptic G-pseudodifferential op-
erator A with values in K0(C
∞
c (G)) consists in the fact that it gives rise to numerical
invariants (higher indices) upon taking the pairing 〈IndA, τ〉 ∈ C with an arbitrary
(periodic) cyclic cocycle τ on C∞c (G).
In [58, Chapter III, Section 7.γ, Corollary 13] a higher index theorem for tangentially
elliptic operators is formulated. It is an analogue of the higher index Γ-index theorem
proved in [67] for Γ-invariant elliptic operators on a Γ-covering of a compact manifold.
Theorem 8.4. Let A be a tangentially elliptic operator on a compact manifold equipped
with a transversally oriented foliation (M,F). Then for any ω ∈ H∗(BG)
(8.5) 〈IndA,Φ∗(ω)〉 = (2πi)−q〈ω, chτ (σA)〉.
Here IndA ∈ K0(C∞c (G)) is the analytic index of A , [σA] is the class defined in
geometric K -homology group K∗top(M,F) by the principal symbol of A (see Subsec-
tion 8.2), Φ∗ : H
∗(BG)→ HP ∗(C∞c (G)) is the map introduced in Subsection 6.4, and
chτ (σA) is the twisted Chern character
chτ (σA) = Td(τ)
−1Φch(σA).
It follows from (5.5) that for any y = [X,E, f ] ∈ K∗,τ (BG) we have
chτ (y) = f¯∗(ch(E) ∪ Td(X) ∩ [X]).
Applying this formula to the class [σA] ∈ K∗top(M,F), one can rewrite the formula
(8.5) as
〈IndA,Φ∗(ω)〉 = 〈πF ! ch(σA)Td(TF ⊗ C)p¯∗ω, [M ]〉,
where p¯ : M → BG corresponds to the map p : M → M/F , and πF : T ∗F → M is
the natural projection.
In [167] a proof of Theorem 8.4 is given by methods of algebraic topology in the case
when the foliation is the horizontal foliation of a flat foliated bundle (see Example 4.6).
This proof is based on a formalism of cyclic type cohomology developed in papers of
Cuntz and Quillen together with results of the papers [40] and [166].
Various particular cases of Theorem 8.4 have been studied in several papers. In the
case when the foliation is given by the fibres of a fibration M → B , Theorem 8.4 reduces
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to the index theorem for families of elliptic operators, Theorem 1.8. If the foliation
F has a holonomy invariant measure Λ and ω ∈ H∗(BG) is the corresponding class,
then Theorem 8.4 reduces to the measurable index theorem, Theorem 8.1 (see also the
remarks after Theorem 8.3). In the case when ω corresponds to an invariant form,
the given statement was proved in [110]. For the horizontal foliation of a flat foliated
bundle, particular cases were considered in [81, 121, 159, 84]. We mention the paper
[81], which establishes a connection between the higher index of the tangential Dirac
operator on the horizontal foliation of a flat foliated bundle M → B associated with
some transverse cocycle and the relative eta-invariant of the Dirac operator on the base
B .
We should note once more that Theorem 8.4 has no topological and geometrical
consequences such as a vanishing theorem or homotopy invariance. For this, one needs
to establish a statement similar to Theorem 8.4 for the analytic index with values
in K0(C
∗
r (M,F)). Topological invariance of the cocycles defined by the pairing with
elements in the image of the mao Φ∗ was investigated in [55] (see also Subsection 6.2).
Before we formulate the basic result of the paper [55], let recall some information
about secondary characteristic classes of foliations. These classes are given by the
characteristic homomorphism (see, for instance, [33])
χF : H
∗(Wq;O(q))→ H∗(M,R)
which is defined for any codimension q foliation F on a smooth manifold M , where
H∗(Wq;O(q)) denotes the relative cohomology of the Lie algebra Wq of formal vector
fields in Rq . A basic property of the secondary characteristic classes is their functori-
ality: if a smooth map f : N →M is transverse to a transversely oriented foliation F
and f∗F is the foliation on N induced by f (by definition, the leaves of f∗F are the
connected components of the pre-images of the leaves of F under the map f ), then
f∗(χF (α)) = χf∗F (α), α ∈ H∗(Wq;O(q)).
The classifying space BΓq of the groupoid Γq classifies codimension q foliations on
a given manifold M in the sense that any foliation F on M defines a map M → BΓq ,
and moreover, in the case when M is compact a homotopy class of maps M → BΓq
corresponds to a concordance class of foliations on M [106]. For any codimension
q foliation F on a manifold M , the classifying map M → BΓq is obtained as the
composition of the map p¯ : M → BG associated with the projection p : M → M/F
and the universal map BG→ BΓq (see Subsection 5.5).
By the functoriality of the characteristic homomorphism, it suffices to know it for
the universal foliation on BΓq . This gives rise to the universal characteristic homo-
morphism
χ : H∗(Wq;O(q))→ H∗(BΓq,R).
For any complete transversal T , χ is represented as the composition
χ : H∗(Wq;O(q))→ H∗(BGTT ,R)→ H∗(BΓq,R).
Since the groupoids GTT and G are equivalent, H
∗(BGTT ,R)
∼= H∗(BG,R), which
defines a map
(8.6) H∗(Wq;O(q))→ H∗(BG,R).
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Elements of the image of H∗(Wq;O(q)) by the map (8.6) will be called secondary
characteristic classes. For computations of H∗(Wq;O(q)) see, for instance, [92].
In [98] Gorokhovsky generalized the construction in Subsection 6.3 (which uses the
group of modular automorphisms) of the cyclic cocycle associated with the Godbillon-
Vey class to the case of arbitrary secondary characteristic classes. This construction
makes essential use of the cyclic cohomology theory developed in the paper [69] for
Hopf algebras (see Subsection 7.4).
The main result of [55] is formulated as follows.
Theorem 8.5. Let (M,F) be a (not necessarily compact) foliated manifold, which
is transversally oriented. Let G be its holonomy groupoid and π : BG → BΓq the
classifying map for the Γq -structure defined by the foliation. Let τ be the bundle on
BG defined by the normal bundle τ of F . Denote by R the subring in H∗(BG,C)
generated by the Pontryagin classes of τ , the Chern classes of holonomy equivariant
bundles on M and the secondary characteristic classes.
For any P ∈ R there is an additive map ϕP from K∗(C∗r (M,F)) to C such that
(8.7) ϕP (µr(x)) = 〈Φch(x), P 〉, x ∈ K∗top(M,F).
We recall that the Chern character K∗top(M,F) → H∗,τ (BG) = H∗(Bτ, Sτ) is de-
noted by ch, and Φ : H∗,τ (BG)→ H∗(BG) is the Thom isomorphism. Using (5.5), we
can write the formula (8.7) as follows for any x = [X,E, f ] ∈ K∗,τ (BG):
(8.8) ϕP (µr(x)) = 〈ch(E)Td(TX ⊕ f¯∗τ)f¯∗P, [X]〉.
In particular, note that the formulae (6.2) and (6.6) are particular cases of the formulae
(8.7).
As a consequence, Theorem 8.5 leads to information about injectivity of the map
µr . It also implies that the map ϕP takes integer values on the image of µ . (One
should note that ϕP (K∗(C
∗
r (M,F))) is not, in general, contained in Z .)
Let A be a tangentially elliptic operator on a compact manifold equipped with
a transversally oriented foliation (M,F), and let Inda(A) ∈ K0(C∗r (M,F)) be its
analytic index. Applying (8.8) to the class [σA] in the geometric K -homology group
K∗top(M,F) defined by the principal symbol of A (see Subsection 8.2) and taking into
account (8.2), we obtain the higher index theorem for A :
ϕP (Inda(A)) = 〈πF ! ch(σA)Td(TF ⊗ C)Td(τ¯ ⊗ C)p¯∗P, [M ]〉,
where P ∈ R , p¯ :M → BG is the map corresponding to the map p :M →M/F , and
πF : T
∗F →M is the natural projection.
In [115] a K -theoretic analogue of Theorem 8.5 is obtained in a particular case.
Denote by p the natural projection M/F → pt . Suppose that it is a K -oriented map
(which is equivalent to the normal bundle τ being a K -oriented bundle). Let p! ∈
KK∗(C∗(M,F),C) be the corresponding class, which defines the Gysin homomorphism
(see Subsection 5.5). A holonomy equivariant complex vector bundle L on (M,F)
defines an element [L] ∈ KK∗(C∗(M,F), C∗(M,F)) (see Subsection 5.3). Define an
element pL ∈ KK∗(C∗(M,F),C) by pL = [L]⊗ p! .
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Theorem 8.6 ([115]). Let L be a holonomy equivariant complex vector bundle on
(M,F). For any y = [X,FX , x, f ] ∈ K∗top(M,F),
µ(y)⊗ pL = x⊗ [f∗L]⊗ (p ◦ f)! ∈ Z.
In particular, for any y = [X,E, f ] ∈ K∗,τ (BG),
(8.9) µ(y)⊗ pL = 〈ch(E) ch(f¯∗L)Td(TX), [X]〉.
Theorem 8.6 implies Theorem 8.5 in the case when p! ∈ KK∗(C∗r (M,F),C), for
instance, when the foliation is amenable (and, therefore, C∗r (M,F) = C∗(M,F)).
One should note that the homomorphisms ϕ ◦ λ∗ (where λ : K∗(C∗(M,F)) →
K∗(C
∗
r (M,F)) is the natural projection) and ⊗pL do not, in general, coincide as ho-
momorphisms from K∗(C
∗
r (M,F)) to C and coincide only on the image of µ .
As shown in [83], if a foliation F is Riemannian and the normal bundle τ has a
holonomy invariant complex spin structure, then the element pL coincides with the K -
homology class [DL] ∈ K∗(C∗(M,F)) defined by the transverse Spinc Dirac operator
DL with coefficients in L . Therefore, the equality (8.9) can be rewritten as follows. De-
note by L¯ the bundle on BG, corresponding to L . For any y = [X,E, f ] ∈ K∗,τ (BG),
µ(y)⊗ [DL] = 〈ch(E) ch(f¯∗L)Td(TX), [X]〉.
The authors of [83] propose viewing this formula as an index formula for the trans-
verse Dirac operator DL and give examples where this formula could be useful for
computation of the distributional index of transversally elliptic operators.
In [100, 101] there is a proof of Theorem 8.4 for a tangential Dirac operator which
generalizes Bisnut’s proof in [34] of the local index theorem for families of Dirac oper-
ators (see Subsection 1.5).
Let (M,F) be a compact foliated manifold. Suppose that the leaves of F are even-
dimensional spin manifolds. Choose a Riemannian metric in the fibres of the bundle
TF , and denote by F (TF) the associated spinor bundle. Let V be a Hermitian vector
bundle on M equipped with a Hermitian connection ∇V . Consider the Clifford bundle
E = F (TF) ⊗ V over the Clifford algebra of TF and the associated tangential Dirac
operator DE .
In [100] (see also a more precise formulation in [101]) the authors proved the local
index theorem for families of Dirac operators invariant under a free, proper, cocompact
action of an e´tale groupoid. The case of a tangential Dirac operator is reduced to this
case using the following construction. Let T be a complete transversal, and GTT the
associated reduced holonomy groupoid. The set P = GT is a smooth manifold which
is equipped with the natural free proper action of GTT given by right multiplication
(see Subsection 5.4). We remark that the orbit space P/GTT of this action coincides
with M . The map s defines a submersion π : GT → (GTT )(0) = T . The submersion
π : GT → T is a GTT -equivariant map if we consider the action of GTT on T given
by right multiplication. Denote by Zx = π
−1(x) = Gx the fibre of the fibration
π : GT → T at x ∈ T , and by TZ the vertical tangent space. The projection
P = GT → M = P/GTT takes fibres of the fibration π to leaves of the foliation F on
M and TZ to the tangent bundle F of F .
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The leafwise spin structure in TF is lifted to a GTT -invariant spin structure in TZ .
Denote by F (TZ) the associated spinor bundle and by V̂ the lift of V to P . Consider
the leafwise Clifford bundle Ê = F (TZ) ⊗ V̂ and the associated tangential Dirac
operator DbE on P . The operator DbE determines a family of Dirac operators acting
along the fibres of the fibration π : P → T and invariant under the action of GTT .
The index IndDbE of the operator DbE is well defined as an element of the group
K0(C
∞
c (G
T
T )⊗R), where R is the algebra of rapidly decreasing infinite real matrices.
Consider the differential graded algebra Ω∗c(G
T
T ) introduced in Subsection 6.4. For an
arbitrary closed graded trace η on Ω∗c(G
T
T ) the authors of [100] define a pairing of the
Chern character ch(IndDE ) ∈ HP (C∞c (GTT )) with η and an element Φη ∈ H∗τ (BG)
associated with η . As above, denote by p¯ : M → BG the map corresponding to the
natural projection p :M →M/F . Then the following theorem holds.
Theorem 8.7 ([100]).
〈ch(IndDbE ), η〉 =
∫
M
Aˆ(TF) ch(V )p¯∗Φη
The proof of this Theorem is based on a non-commutative equivariant version of the
Bismut constructions (see Subsection 1.5) applied to the GTT -equivariant submersion π :
P → T . Here an important role is played by a construction of a certain differentiation
∇0,1 : C∞c (P, Ê)→ Ω0,1c (GTT )⊗C∞c (GTT ) C
∞
c (P, Ê).
in “non-commutative” directions. It is the use of this non-commutative connection
that enables one to include into considerations cohomology classes in dimension greater
than the codimension of the foliation (such as the Godbillon-Vey class whivh is a three-
dimensional cohomology class for a codimension one foliation).
In [101] a direct proof of Theorem 8.5 for the tangential Dirac operator is given in the
particular case when the class ω is defined by a holonomy invariant transverse current,
without using an auxiliary choice of a complete transversal. The authors make use of a
differential graded algebra similar to the algebra constructed in Subsection 6.2. In the
papers [146, 145] Theorem 8.7 was extended to the case when M is a manifold with
boundary and the foliation is transversal to the boundary.
As mentioned above, a tangentially elliptic operator D on a compact foliated mani-
fold (M,F) defines a class [D] ∈ KK(C(M), C∗r (M,F)). This class can be represented
by an explicit p-summable quasi-homomorphism ψD from C
∞(M) to C∞c (G) in the
sense of the papers [164, 165]. In [99] the bivariant Chern character of this quasi-
homomorphism introduced in [164, 165] is computed.
There is another approach to higher index theorems for tangentially elliptic operators
based on the use of the Haefliger cohomology (see Subsection 4.2).
Let (M,F) be a compact foliated manifold. Suppose that the dimension of F is
even, it is oriented, and it has a spin structure. Let E be a Hermitian vector bundle
on M , DE the corresponding leafwise Dirac operator on M with coefficients in the
bundle E , and Ind(DE ) ∈ K0(C∞c (G)) its analytic index. In [110] the Chern character
ch(Ind(DE )) is defined as an element of the Haefliger cohomology H
∗
c (M/F) of F . The
construction of the Chern character is a direct modification of the Bismut construction
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(see Subsection 1.5). It makes use of an analogue of the Bismut superconnection asso-
ciated with the operator DE and of the heat operator determined by the curvature of
this superconnection.
Under some additional restrictions on the foliation it is proved in [113] that the
following equality holds in the Haefliger cohomology H∗c (M/F):
ch(Ind(DE )) =
1
(2πi)p/2
∫
F
Aˆ(TF ,∇TF ) ch(E ,∇E ).
The Chern character cha : K0(C
∞
c (G)) → H∗c (M/F) with values in the Haefliger
cohomology was constructed by the authors of [26], and this enables them to translate
the Connes-Skandalis index theorem for tangentially elliptic operators to the language
of the Haefliger cohomology, using the results of the paper [55].
Denote by Fˆ the dimension p foliation on the manifold M × R2k induced by F .
The holonomy groupoid GR
2k
of this foliation coincides with G × R2k . Taking the
composition cha : K0(C
∞
c (G
R2k ))→ H∗c (M ×R2k/Fˆ) with integration along R2k , one
obtains a map
chR
2k
a : K0(C
∞
c (G
R2k))→ H∗c (M/F).
We‘note that in general there is no Bott isomorphism between K0(C
∞
c (G
R2k)) and
K0(C
∞
c (G)) in this case. For sufficiently large k the map π! : K
0
c (TF) →
K0(C
∞
c (G
R2k)) is well defined.
Theorem 8.8. For any u ∈ K0c (TF)
chR
2k
a ◦π!(u) = (−1)p
∫
F
πF !(ch(u))Td(TF ⊗ C) ∈ H∗c (M/F),
where πF ! : H
∗
c (TF ,R) → H∗(M,R) is integration along the fibres of the bundle πF :
TF →M .
Suppose that the dimension of the foliation F is even, it is oriented and has a spin
structure. Let E be a Hermitian vector bundle on M , and DE the corresponding
leafwise Dirac operator on M with coefficients in the bundle E . In [27], assuming that
the foliation F is Riemannian and the bundle Ind(DE ) is transversally smooth, the
authors proved the coincidence of the two Chern characters defined in previous papers:
ch(Ind(DE)) = cha(Ind(DE )) ∈ H∗c (M/F).
Finally, in [28], under the assumption that the family of projections to leafwise
harmonic forms in the middle dimension is transversally smooth in a certain sense,
the authors defined a higher harmonic signature of an even-dimensional oriented Rie-
mannian foliation on a compact Riemannian manifold and proved its invariance under
leafwise homotopies.
We also mention the papers [22, 23], which concern cyclic versions of the Lefschetz
formula for diffeomorphisms which take each leaf of the foliation to itself.
In all the theorems mentioned above, the higher indices Indτ (A) of an elliptic G-
operator A depend only on the class [σA] ∈ K0(T ∗F) defined by its principal symbol,
and this, as has already been noted above, does not hold for just any cyclic cocycle
τ . Following the paper [48], we say that a (periodic) cyclic cocycle τ on the algebra
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C∞c (G) can be localized if the value of the functional A 7→ 〈IndA, τ〉 ∈ C , defined
on the set of elliptic G-operators, depends only on [σA] . In this case there is a well
defined map Indτ : K0(T
∗F)→ C satisfying the condition
〈IndA, τ〉 = Indτ ([σA]).
The map Indτ is called a higher localized index associated with τ .
We say that a (k+1)-linear functional τ on the space C∞c (G) is bounded if it extends
to a continuous (k + 1)-linear functional τm on the space C
m
c (G) for some m ∈ N .
Many geometric cocycles (such as the group cocycles, the transversal fundamental class,
and the cocycles defined by the Godbillon-Vey class and by secondary characteristic
classes of the foliation) are bounded cocycles. It is proved in [46] that any bounded
cyclic cocycle on the algebra C∞c (G) can be localized. The proof of this fact is based on
the construction of the tangent groupoid GT associated with the holonomy groupoid
G and of a certain algebra Sc(GT ) of functions on GT . This algebra was constructed
in [47]. It is a strict deformation quantization of the Schwartz algebra S(T ∗F). One
can construct an analytic index map
Inda : K(T
∗F) −→ K0(C∗r (M,F))
by means of the tangent groupoid GT and its C∗ -algebra C∗r (G
T ) (see [115, 156, 168]).
Using this construction, the author of [48] derived a formula for the higher localized
index Indτ associated with a bounded cocycle τ in terms of an asymptotic limit of
cocycles on the algebra Sc(GT ).
All the facts about higher localized indices mentioned above hold for an arbitrary
Lie groupoid G. In this case the role of the cotangent space T ∗F is played by the
space A∗G, where AG is the Lie algebroid of the groupoid G. It is proved in [46] that
if the groupoid G is e´tale, then any cyclic cocycle on the algebra C∞c (G) is bounded.
This statement can be applied, for instance, to the reduced holonomy groupoid GTT
associated with some complete transversal T .
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