Abstract
Introduction
Person Identification is a technique that verifies the identity of some individual with his/her extracted features among a certain set of features extracted from diverse individuals [1] [2] [3] [4] [5] .
Traditional person identification techniques use fingerprint [1] , iris [2] , vein [3] , face [4] , handwriting [5] , gait [6] and voice [7] as the characteristics. However, many of these characters, such as finger print, voice and iris, are lack of commonality, which could be ruined by physical damage, e.g. xeroderma, scar or aphonia. In these cases, the traditional person identification systems are invalid or no longer accurate.
In practice, the identification system is usually adopted in criminal identification. However, in order to escape from punishment, criminals always try their best to conceal their feature. They may change their faces by cosmetic surgery to escape from the correct identification based on video or change their voice to cheat the identification system based on voice. In other way, it has been reported that the identification system based on fingerprint is also circumvented by fake finger [19] .
In contrast, the brain wave data has following advantages. Firstly, every living human body could generate recordable EEG signal, so the person identification based on EEG has the property of commonality. Secondly, brain is not as vulnerable as finger or voice so the EEG signal is a more consistent characteristic. Moreover, brain is a complex organ with 1011 neuron and 1015 synapses and extremely intricate structure, so it is nearly impossible to fake the wave generated from brain. In the previous studies, it has been shown that the brain-wave pattern of every individual is unique and that the electroencephalogram (EEG) can be used for person identification [8] [9] [10] [11] [12] [13] [14] .
In our study, we choose one kind of event related potential (ERP), P300, as the input of the identification system [18] . It is usually elicited using the oddball paradigm in which low-probability target items are inter-mixed with high-probability non-target (or "standard") items. First, the waveform is consistently detectable and is elicited in response to precise stimuli. The P300 waveform can also be evoked in nearly all subjects with little variation in measurement techniques, which may help simplify data acquisition and permit greater usability. Moreover, P300 performs well with temporal resolution and phase locked so it is easy for the classifier to distinguish distinct subjects.
Methods

Experiments and Preprocessing
Seven healthy adult subjects took part in the experiments to record their P300 data. In the Experiment, subjects sat in the dark environment comfortably and relaxed, with hands on laps. They were required to fix their eyes on the screen and keep quiet during the process. The oddball paradigm is adopted to obtain the P300 waves. The emergence probability of the target item is 1/7. Two channels FP1 and FP2 (international [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] were used for identification, they were referenced at the left lobe, the sampling rate is 500Hz. Each subject takes a number of P300 recording experiment. Totally 36-93 trials are recorded for each subject. Ten segments of P300 signals are averaged for one identification trial.
In the preprocessing, the signal baseline (slow waveform below 0.5Hz), and artifacts like Electrocardiograph (ECG) and Electromyography (EMG) were removed from recorded EEG.
A second order Butterworth bandwidth filter was used to filter the EEG signals into 0.5~70Hz. And a 50Hz notch filter was applied to remove the power frequency.
In the experiment, the recorded P300 signal was usually lower than 20uV, while the spontaneous EEG was about 30~100uV, where the P300 signal would be flooded in the background spontaneous EEG and could not be recognized. Since P300 signal has the property of good temporal resolution and fixed phase, and spontaneous EEG could be considered as random signal, P300 signal could be enhanced by temporal average across trials, and the spontaneous EEG could be averaged into 0uV. Moreover, with the increasing number of average trials, P300 is enhanced gradually. For example, when a signal trial is obtained with signal noise ratio (SNR) 1:4 (S=1 and N=4, where S is P300 and N is the spontaneous EEG), in this case, power of spontaneous EEG is 4 times the P300 signal, where P300 signal would be covered and indistinguishable. After average of trials the new signal noise ratio
where n is the trial number for averaging. When n is 64, the new signal noise ratio would be 1:2, which is largely enhanced. However, in the experiment, an excessive number of averaging would extend the period of the experiment and cause subjects to be fatigue, which would deteriorate the signal quality.
In order to improve the identification accuracy, we adopt a voting scheme. For each identification process, three experiments are taken. The system will output a valid identification result if and only if two or more than two trials give the same classification. In our study, when there are no two trials with the same output value, our system will randomly choose a result from the three different results as the system output.
LVQ Neural Network
LVQ neural network, which is raised by T. Kohonen [15] , is a neural network bases on learning vector quantization. The learning vector quantization is a supervised version of vector quantization. The classical Vector Quantization(VQ) method is mainly intended to approximate input signal values, or their probability density function, by quantized "codebook" vectors that are localized in the input space to minimize a quantization error functional [15] . However, LVQ algorithms do not approximate probability density function of class samples like Vector Quantization or Probabilistic Neural Networks do, but directly define effective values for the codebook vectors such that they directly define nearoptimal decision borders between the classes [15] . This method aim at covering the whole input space of samples with 'codebook vectors'(CVs), each representing a region labeled with a class. A CV can be seen as a prototype of a class member, which localizes in the center of a class or decision region in the input space.
A LVQ neural network is a feed-forward network with one hidden layer of neurons, fully connected with the input layer. Actually, it can be seen as a Self-Organizing Mapping (SOM) network with a supervised learning rule. We can see a CV as a hidden neuron (Kohonen neuron) or a weight vector of the weights between all input neurons and the regarded Kohonen neuron respectively. The topology of our identification system is shown in figure 1 . After data preprocessing, the P300 waves input to the LVQ network which has been trained in advance. Then the LVQ neural network will give the classification of this P300 wave. In order to adopt the voting scheme, this process must repeat for three times and three separate classification labels are obtained. After the voting process, our identification system would output the identification of this subject. As shown in figure 1 , the LVQ neural network comprises an input layer, a hidden layer and an output layer.
For the general structure of the LVQ neural network, the number of neurons in the hidden layer should be larger than that in the output layer. The hidden layer neurons are able to divide the input feature space into multiple subclasses. Then these subclasses are mapped into a few larger classes presented by neurons in the output layer. The mapping from subclasses to larger classes forms a complex margin of classification to the LVQ neural network and realizes the connection to multiple bulgy regions, which makes the classification of complicated sample easier [15] . By adding a supervised learning to SOM, it provides a mechanism with fine tuning to feature map and improves the accuracy of recognition. The combination of a SOM and a supervised learning scheme forms the basis of an adaptive pattern classification that is hybrid in nature.
In our case, multidimensional data q R X  (the P300 waveform, where q denotes the length of P300 signal) are going to be classified into )
,..., ,..., 1 corresponding to N subjects in the database. The Lvq1 learning algorithm [15] is used to train the network in our study.
The details of lvq1 learning algorithm are shown as follows:
1． Initialize the value of every codebooks m i with an classical VQ method or by the SOM algorithm. In our study, classical VQ method [16] is adopted. After initialization, the initial values roughly correspond to the overall statistical density function p(x) of the input.
2. Then a number of input P300 waveforms with known classification are used to determine the labels of the codebook vectors. These vectors would be assigned to different classes by majority voting, according to the frequency with which each m i is closest to the calibration vectors of a particular class [15] .
3. Using the know classification P300 wave to update the value of mi. Let m c be the nearest codebook vector to an input waveform x in the Euclidean metric (cf. (1) 
Whereα(t) is the current learning rate(0<α(t)<1), x(t) is the input P300 wave, m c (t) is the nearest codebook vector to x(t), m c (t+1) is the new codebook vector with the class label c. Input P300 waveform Figure 1 . The topology of our identification system
Subject identity (classification)
Results
We have recorded 451 trials of seven subjects. 60% of the trials (randomly choosing from every subject) are used to train the LVQ neural network (with 8 hidden neuron and Learning rate = 0.005). After test procedure, the correct identification ratios of all 7 subjects are shown in figure 2a.
Figure 2a.
Correct ratios of all 7 subjects without voting scheme.The correct ratios show in the graph above is the average value. For every subject, the whole test procedure has been repeated for 10 times and computed an average value. The average correct ratio of these 7 subjects is 82.72%.
As an identification system, the correct ratios above are not satisfying enough. Therefore, we introduce a voting scheme to improve the performance. The new identification accuracy is shown in figure 2b . . Correct ratios of all 7 subjects using a voting scheme. The correct ratios show in the graph above is the average value. For every subject, the whole test procedure has been repeated for 10 times and computed an average value. The average correct ratio of these 7 subjects is 92.14%.
With the application of the voting scheme, the identification accuracy is significantly increased as shown in figure 2c. It is easy to explain this Phenomenon using Probability and Statistics theory. For a valid classifier, the possibility of making two wrong judgments in three trials is decreased significantly. Figure 2c . The comparison graph for the correct ratios between using the voting scheme and without using it, where the blue bars represent the correct ratios of the experiment without using the voting scheme and the red bars represent the correct ratios after using the voting scheme.
Discussion and conclusion
In this paper, we introduce LVQ neural network method into the person identification based on P300 potentials. After adopting a voting scheme, we get relatively satisfying ratios of correct identifications (92.14%). From the results, we can find that the correct ratio of subject "S3" is not satisfying. Without voting scheme, its average correct ratio is 63%. In spite of adopting the voting scheme, its average correct ratio is only 76%. To find out the reason, we plot the P300 waveforms of "S3" and compare it with other subjects. We detect that the waveforms of "S3" is relatively immethodical compared with those of other subjects. Therefore, the problem should lie in the signal acquisition stage. So in our future studies, the P300 wave collected for training must be ensured reliable and be able to represent most of the critical features of our subjects. For a classifier, a reliable and representative feature is of great importance for the classification accuracy. An immethodical training dataset would induce that the training procedure is not sufficient enough, which would decrease the correct ratio significantly. If exclude the identification result of "S3", the correct ratio of our identification system will rise to 94.8%, which becomes a satisfying result.
In previous studies, researchers have implemented many useful methods to recognize person identification with EEG signal [8] [9] [10] [11] [12] [13] [14] . And in this paper, we do a pilot study on the usage of P300 wave to realize the person identification task. We implement the LVQ neural network to perform as the classifier of this identification system and obtain satisfying identification accuracy (92.14%). We have demonstrated the possibility of verifying the identification of human being using their P300 wave. In other way, we find that the identification accuracy of making a decision based on only one P300 wave is not satisfying. Therefore, the voting scheme is adopted, which improve the identification accuracy significantly. From the view of Probability and Statistics, for a well-designed 7-class classifier, the probability of giving two or more wrong results in three trials becomes significantly lower. So it is easy to explain why the identification result has been improved by 10% after the application of the voting scheme.
In a person identification system, the feature selected as the input to the classifier must be distinguishable, unique and representative. The P300 wave is a suitable input feature which satisfies these conditions. In our future studies, we will consider applying the idea of data fusion to do identification work with several different classifiers. We will also consider implementing a portable data acquisition system which only consists of several separate electrodes to do the data acquisition work, which could make person identification nearer to practical application. Moreover, we will study the application of artificial intelligence technology into neural information processing problems [20] [21] [22] [23] .
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