SUMMARY. A class of rank-order tests for the multivariate several sample location and scale problems is proposed and studied here. The principle of rank-permutation tests by Chatterjee and Sen ([6], [8]) is utilized to make these tests strictly distribution-free, and the well-known Chernoff-Savage Theorem (cf. [9] , [11] , [16] ) is generalized here to the multivariate several sample problems. This takes care of the asymptotic power-properties of the tests.
INTRODUCTION
Very recently, some attention has been paid to the development of non-parametric tests in the multivariate several sample problems. The earliest test on this line is the permutation test based on Rotelling's T 2 statistic, proposed and studied by~Jald and Wolfowitz [22] . However, this is a value permutation test and is subject to the usual limitations of this type of tests. Chatterjee and Sen ([6] , [8] ) have extended the idea of permutation tests to rankpermutation tests in the multivariate case and have considered a class of genuinely distribution-free tests for location in the bivariate two sample as well as p-variate c-sample case (p,c> 2). Anderson [3] has recently considered the application of the principle of statistically equivalent blocks (usually used in setting of tolerance limits) in multivariate non-parametric analysis. His procedure contains a little bit of arbitrariness of the choice of Il cu tting functions" and moreover, it is really difficult to study the properties of these tests when the null hypothesis is not true, even in the asymptotic case. On the other hand, Bhapkar [4] has considered a class of location tests for the multivariate several sample problem, which is distribution-free only asymptotically. Sen [21] has established the asymptotic power equivalence of one of the tests by Bhapkar [4] and a somewhat similar permutation test by Chatterjee and Sen [8] .
A more general class of non-parametric tests for the various types of problems that may usually arise in the multivariate several sample case, has been considered by Sen ([19] , [20] , [21] ).
These tests are all permutation tests based on appropriate generalized U-statistics.
However, the above developments may not be regarded as fully adequate. First, mostly the above literature deals with the location problems, while the other problems seem to be somewhat neglected. Second, as in the univariate case, the rank-order tests are supposed to play a very vital role in the above development, and in the multivariate case, practically no work has been on progress on this line. The object of the present investigation is to consider a class of rank-order tests for location and scale in the multivariate multisample case. In this context, the well-knmm theorem by Chernoff and Savage [9] (also see [11] , [16] ) is extended here to the p-variate c-sample case, for p,c~2. In view of the fact that for multivariate distributions, the distributions of rank-order statistics mostly fail to be strictly non-parametric even under the null hypothesis of the identity of the different distributions, the principle of rank-permutations by Chatterjee and Sen ([6] , [8] ) has been adopted here to achieve the desired distribution-freeness of the proposed class of tests. The aSYmptotic properties of tbese permutation rank-order tests (PROT) are studied here with the aid of the
Wald-Wolfovlitz-Noether-Hoeffding-H~jek theorems (cf. [12] ), and certain stochastic equivalence relations of PROT with the multivariate extensions of Chernoff-Savage type of rank-order tests (CSROT) have also been established. (where I is the p-vector with unit elements) against the set "" of alternatives that C1 l , ... ,C1 are not all equal. be the N random rank p-tuplets, and we define the collection (-rank) Matrix by
PRELIMINARY NOTIONS (Ie)
so that~N is a p X N random matrix:
where each row of this stochastic matrix is a random permutation of the numbers 1, .
•. ,N. Let then zi~;a = 1, if the ath smallest observation of the i th variate values of the combined sample is from the k-th sample, and otherwise let zi~~a = 0 for a = 1, ... ,N; In the next two sections, we shall consider in detail such permutationally distribution-free rank order tests.
PERMUTATION RANK-ORDER TESTS (PROT)
In this section, we shall consider a genuinely distributionfree test. Let us denote by~the permutation probability measure generated by the N! possible permutations of the * columns of~N' Then, following a few simple steps, we get Then, using (3.6), we get after some essentially simple steps that~can be taken as So in large samples, we are faced with the problem of approximating the true permutation distribution of~N by some simple law and to reduce the computational labor by that. This study would be taken up in the next section.
ASYMPTOTIC PERMUTATION DISmIBUTION OF PROT-STATISTIC.
We assume that for all N, the inequalities Also vIe require to impose some regularity conditions on E(i) oefined in (2.11). Extending the idea Na of Chernoff-Savage [9] 
Let us now define
Finally, He define the marginal cdf of X~) and of
and define (4.8)
H~=~k=l AN F k~.
(4.11)
Then for the study of the asymptotic permutation distribution of Je N , we shall make the following assumptions:
and i = 1, ... , p . 
for r = 0,1, and some 5 > 0, where K is a constant, independent of i = l, ... ,p.
CD co It may be noted that condition (4) will be satisfied
for all k = 1, ..
• ,c. In practice, it is easier to verify (4.12) than condition (4).
So long we have assumed that F k
where G1 is the class of all continuous p-variate cdf's.
We will nOi'J impose some restriction on:::f-. Let us define Before we proceed to consider the main theorem of this section, we present the following two theorems, as they will be required subsequently. non-singularity condition on V(R N )), the desired result follows "" ""
readily.
Hence, the theorem. (2) and (3), and the well-kno\'1n results in the univariate case (cf. [9] ), it follo\'JS that o Hence, usinG the condition (4), it follows from (3.3) and
where R 2 denote the two dimensional real space. So our problem reduces to that of showing that the intecral on the right hand side of (4.22) converges in probability to
Let us now define
Then, using Cauchy-Schwarz inequality, (4.24) and the well-known result (cf. [9] ) that for each i = l, ... ,p,
we can write the right hand side of (4.22) as where (4.26) 
uniformly in x € IN(i,j)' Also, noting that (4.30)
for all i = l, ... ,p (by condition (3)), we obtain from (4 .28 ), (4 . 30) and (4. 31) t ha t Similarly, it is easily seen that under the stated regularity conditions
is bounded in probability for all i = 1, ... ,p. Hence, from PROOF. The proof follows more or less trivially from the preceding two theorems, and hence is omitted.
By virtue of Theorem 4.3, the permutation test procedure based on;t;r simplifies in large samples to the following rule.
where X 2 r is the lOO(l-E)~o point of a chi-square distribution and the same will be considered in the next section.
The problem of the choice of suitable [~~i), i = 1, ... , p J, will be considered in a later section. 
Bi,j(t,U) = [F[i,j](t,U)-F[i](t)F[j](U)] J(i)[H[i](t)]Jj[~j](U)]
where 
24
Further, it can be shown by somewhat lengthy algebraic manipulations that
where Ai (x,y)(A 1 (y,x» and Bi;j(X,y) are given by (5·7) and (5.8) respectively.
i= j.
if q = k'; i= j.
-oo<y<x<oo Using (5·13), (5.14), (5.15), (5.21), (5.22) and (5.23) and following somewhat lengthy algebraic computations we obtain the covariance terms given by (5. 3), (5·4), (5.5) and (5.6). The theorem follows.
It may be noted that the aSYmptotic normal distribution derived in Theorem 5.1 is singular and the rank of this distribution can at most be equal to p(c-l). If the null hypothesis (2.1) is true, then it is readily seen that (5·24)
is the kronecker delta and r.
1\

If now~= ((V ij )) is any consistent estimator of ((V ij ))
and if~-l = ((~ij)), then it follows from (5.26) and some simple In this section, we shall concern ourselves with a sequence of admissible alternative hypotheses {~1 which specifies that for each k = 1, ... ,c, (k,q) )) uhere Further, it follows from Theorem 4.2, (4.11), (4.14) and Theorem 6.1 that under the stated conditions
where'" indicates that the difference of the two sides tends to zero in probability. Finally under iHN3 it is easily seen (by using (4.2) and (5.2)) that
[IJ.
for all i = 1, .
•. , p; k = 1, ... , c. In this section, we shall consider specifically the problems of location and scale considered in Section 2, and for each problem, we shall consider some specific tests and study the resulting asymptotic efficiency.
(a) Location problem.
We shall consider here the following tests.
Median test. This is characterized by The function J(i)(U) has a single point of discontinuity at u = 1/2, and if the cdf F[i](X) has a uniquely defined median, the Lebesgue measure of this point will be equal to zero.
If we work with (7.1) for all i = 1, ... ,p, the test will be termed the multivariate mU1tisamp1e median test. For a wide class of cdf's [cf. Hoeffding [15] ), the use of (7.3) and (7.4) leads to aSYmptotically equivalent results.
The conditions (1), (2) and (3) of Section 4 are known to be satisfied by (7. 3) and (7.4) for a wide class of~(x) (cf. [9] , [11] , [16] ), and so we require only to show that condition (4) Thus, if~(x) is convex for x <°and concave for x > 0, we readily get from the above result that and the opposite inequalities hold if~(x) is concave for x <°and convex for x > 0. Thus, from (7.7), we get that
Again it follows from Hoeffding's results [15] that
and by the fundamental theorem of integral calculus
From (7.10), (7.11) and (7.12), we readily conclude that (7.7) converges to zero as N -> 00.
Hence the lemma. no (p-l) or lower dimensional sUbspace of the p-dimensional Euclidean space E p whose probability mass is exactly equal to unity, then (7.13) cannot hold, in probability, and hence (4.15) would be positive definite.
In actual practice this is practically no restriction on F.
In 
where > = (( 0' ij» is the common covariance matrix of all the cdf's. In the univariate case, the rank-order test corresponding to (7.17) has been considered by Ansari and Bradley, and
Siegel and Tukey (cf. [17] ); the rank-order test corresponding to (7.18) by Mood and the one corresponding to (7.19) by Klotz, among others (cf. [17] ). Here also, in the multivariate case, the last test (for the case when~(x)
is the standard normal cdf) will be termed the multivariate normal score test for scale.
Proceeding then precisely on the same line as in the location case, it is easily seen that under essentially similar conditions, a strictly distribution-free permutation test and a large sample non-parametric test can be constructed for each of the three types of weight functions defined in (7.17), (7.18) and (7.19) . of Calcutta University, while they were studying the rank-permutation tests considered in ([6] , [7] , [8] ).
