1. Introduction. In this paper we give some new uniform estimates for the cardinalities of certain sets involving algebraic numbers of bounded height. The estimates are nearly optimal with respect to the degree of the number field. We mention some applications to problems about multiplicatively independent and dependent numbers in situations occurring in the recent theory of linear forms in logarithms associated with the name of Matveev. We also extend our counting estimates to algebraic vectors.
Let K be a number field of degree d = [K : Q] over the rational field Q. We use the absolute height function defined for α in K by (K) is in the real field R and f = 2 otherwise. In general see Lang [La2, [50] [51] [52] or Waldschmidt [W, pp. 67-75] .
To begin with, we are interested for real numbers H ≥ 1 in the sets K(H) consisting of all α in K with H(α) ≤ H. A classical theorem of Northcott [N] from 1949 implies that K(H) is a finite set. And a more recent theorem of Schanuel [Scha] from 1979 (usually stated for projective space) implies that its cardinality #K(H) is asymptotic as H → ∞ to S K H 2d , where S K is independent of H. In fact (1.2)
involves several standard field constants; namely, the class number h K , the regulator R K , the discriminant ∆ K , the number w K of roots of unity in K, and the Dedekind zeta-function ζ K (s), as well as the number r K of real embeddings of K and the number s K of pairs of complex conjugate embeddings. Schanuel gave an error term bounded by
log H (where the logarithm can be omitted if d ≥ 2), but no published estimates for C K appeared until 1995. They apply only to d = 2 (the case d = 1 being easy), and are due to Schmidt [Schm3, Theorem 2, p . 345 for n = 1].
It was Evertse in 1984 who first proved the general existence of simple explicit upper bounds for #K(H) and any H ≥ 1. His Lemma 1 (p. 570) in [E] implies the bound 5 · 2 d H 3d + 1. In 1991 his argument was modified by Schmidt [Schm1] to get the correct exponent 2d of H (see Lemma 8B, p. 29, which however applies to a slightly different height). Shortly afterwards in 1993 Schmidt gave the upper bound 2 5d+22 H
2d
; see the Theorem (p. 170) of [Schm2] for any H ≥ 1. All these uniform estimates provide valuable alternatives to the asymptotic formulae, because they are independent of the complicated field structure of K; for example Evertse used them in [E] to prove his celebrated uniform bounds for the number of solutions of S-unit equations over K.
But for small H they are not too accurate in view of the exponential dependence on d. Thus if H = 1 is as small as possible then, by Kronecker's Theorem [K] , #K(H) − 1 is just the number w K of roots of unity in K. This satisfies φ(w K ) ≤ d for Euler's totient function φ. Now φ(x)/ √ x → ∞ as x → ∞, for example, and so w K is certainly of order at most d 2 .
And it was stated without proof by the second author in 1989 that there is a positive constant C such that for the small value H = exp(1/Cd) one has [Mas, p. 263] . A proof of (1.4), and indeed much more, was recently given by the first author in 2001 in his Basel Ph.D. thesis [Lo] . In his Theorem 1 (p. 9) he proved for any H ≥ 1 that
This improves (1.3) and implies (1.4) with say C = 39. For H = 1 it yields the upper bound w K < 37d log d. As remarked in [Lo, p. 4] , this compares quite well with the estimate φ(w K ) ≤ d mentioned above. For it is known (see for example [HW, Theorem 328, pp. 267, 353, 354] ; coincidentally one might expect S K also to be slightly smaller in this case, as now ζ K (2) > 5/4 in (1.2) is bounded away from 1.
Indeed an amusing consequence of (1.5) is the inequality . As remarked in [Lo, p. 10] these asymptotic considerations show that we cannot hope for similar uniform lower bounds for #K(H). In fact there is no
. But on the other hand ζ K (2) > 1, and by the Siegel-Brauer Theorem (see for example [La1, Corollary, p . 328]) we have
In fact the results of Evertse [E] and Schmidt [Schm1] apply to a slightly more general situation. It is well known that the height H(α) extends to all α in the algebraic closure Q. These authors take an arbitrary non-zero θ in Q and obtain similar uniform upper bounds, independent even of θ, for the number of α in K with H(θα) ≤ H. For θ = 1 (or indeed for any θ in K) this number is none other than #K(H).
Our first main result is a similar generalization of (1.5). It would be interesting to know if there are asymptotic formulae like Schanuel's for the cardinalities here, at least for fixed θ not in K. At any rate the known formula for θ = 1 leads to the small improvement S K ≤ 31d log d of (1.7). With a bit more effort we can prove Theorem 2. For Schanuel's constant we have
We can also deduce some reasonable lower bounds for heights; for example in [Lo, Corollary 1, p. 23] it is shown that the logarithmic height
if d ≥ 2 and α = 0 in K is not a root of unity. The present paper allows a small numerical improvement; however if d ≥ 4 this is inferior to Voutier's [V] inequality
It was pointed out to us by Amoroso that results like Theorem 1 for θ = 1 imply lower bounds for products h(α 1 ) . . . h(α n ) that improve some work of Matveev. This work is designed for applications to linear forms in logarithms of algebraic numbers, for which it is important to have no worse than exponential dependence on the number n. Using Theorem 1 for a certain θ = 1 (which actually appears at first sight to be transcendental!), we can improve this dependence even further.
During a lecture at Boulder in March 2001, Yu explained that Matveev's application involves a certain lattice defined for α 1 , . . . , α n in K, together with an upper bound for a related lattice index. Conversations with Yu led us to define a more intrinsic lattice, and we prove an index bound that includes Matveev's index bound. It also implies the lower bound for h(α 1 ) . . . h(α n ) just mentioned.
Thus for n ≥ 1 let α 1 , . . . , α n be non-zero elements of our field K. We look at r 1 , . . . , r n , s ≥ 1 in the ring Z of all rational integers, and we define 
A result similar to (1.8), without the w K and weaker essentially by an extra exponential factor 2 n , occurs as Theorem 4 (p. 23) of [Lo] . It is precisely the possibility θ = 1 in our Theorem 1 which eliminates the 2 n . Matveev's work [Mat2] , especially equation (6.5) on p. 418, implies a result like (1.8) with an extra (3.053 . . .) n , provided K has a real embedding. If K has no real embedding then his substitute (6.4) appears to involve additional complex logarithms of α 1 , . . . , α n ; see also equation (5.1) on p. 1228 of his later paper [Mat3] .
And in equation (6.3) of [Mat2] (p. 418) there is a lattice index [Λ n : Λ n ], which also appears to involve complex logarithms.
Regarding (1.8), we should mention that for d → ∞ and fixed n much sharper lower bounds of the form
were established by Amoroso and David; see Théorème 1.6 (p. 148) of [AD] .
Here Λ(n) behaves like (n!) n , and C(n) > 0 is not yet explicitly calculated. Amoroso has also remarked that conversely any lower bound like (1.9) implies via Minkowski's Second Theorem an index bound of the shape
like Theorem 3 but without the factor w K . An extra w K in (1.10) would have interesting consequences for lower bounds of heights over cyclotomic fields. Otherwise (1.10) is much better than Theorem 3 for large d. In this context one should also point out that an observation of Bilu [Bi] leads to a lower bound
with c = C(2) and λ = Λ(2) in (1.9). This is a nice compromise between (1.8) and (1.9), and indeed it beats (1.8) as soon as d exceeds a certain absolute constant.
Here is another consequence of Theorem 3, now for multiplicatively dependent algebraic numbers. The idea for this came from Yu, and we are grateful to him for permission to include the details in the present paper. 
(log d) may be replaced by 17.
Such results are also familiar in the theory of linear forms in logarithms. Some particularly good recent versions occur in the work [Mat1] of Matveev (for example Theorem 4, p. 423); compare also Bertrand's paper [Be] (for example p. 207). These supply bounds for all relations. See also the references in [W] (p. 222).
The result above for a single relation is especially favourable as a function of n. It would actually become false if there are more relations, that is, without the extra independence hypothesis. For then we could take α 0 , . . . , α n all equal to some α in K not a root of unity, and the inequalities in this case would trivially imply 1 ≤ 58(n!e n /n
; but now making n → ∞ would yield h(α) ≥ 1/d, easily seen to be an impossibly strong version of the Lehmer inequality.
So much for counting K(H) and applications. Our arguments lead naturally to analogous counting results in higher dimensions.
Thus for m ≥ 1 and
(H) is finite; and Schanuel's Theorem leads to the asymptotic expression
Again the shape of the error term is known, but the only published estimates are for d = 2, also due to Schmidt [Schm3] (p. 345, just after Theorem 2). And in 1993 Schmidt [Schm2] was the first to obtain uniform upper bounds in higher dimensions. His equation (1.4) of the Theorem (p. 170) implies the estimate
The first step towards removing the above exponential factor in d was taken by the first author [Lo] 
Here we obtain the correct exponent in (1.15) and generalize to arbitrary m. 
Another curious consequence is the following. If ∆ is the discriminant of a number field of degree d ≥ 2 with r real embeddings and s pairs of complex conjugate embeddings then
This comes from making m → ∞ in the above corollary and noting that ζ K (m + 1) → 1 in (1.13). It may be compared with the classical Minkowski This consequence (1.16) is actually no more than curious, because the Minkowski bound has been sharpened by several authors, including Blichfeldt [Bl] , Rogers [Ro] , Mulholland [Mu] , and most recently Odlyzko [O] ; the last-named with an asymptotic lower bound of 60 r 22 2s . And even Blichfeldt's result (from 1939) is asymptotically much better than (1.16).
We close this introduction with some remarks about the proofs of our results. The main idea behind ( instead of 2. This is a lot better than the coefficient 2
which would arise from applying (1.17) to each |z i −z j | separately. In Section 2 we record such estimates as well as a suitable version of the Box Principle.
Then in Section 3 we use these results to prove a basic technical counting Proposition. In Section 4 we deduce Theorems 1 and 2.
In Section 5 we prove Theorem 3, and finally in Section 6 we deduce Theorem 4 from the Proposition using essentially the same ingenious inductive argument of Schmidt in [Schm2] . This replaces the original argument in Chapter 2 of [Lo] , which proves (1.15) by means of a generalization of the Vandermonde determinant associated with Laurent's method in transcendence theory and the Bombieri-Pila method for counting points on curves.
After most of this paper was completed we realized that our underlying proof strategy is not really all that different from that introduced by Matveev in [Mat2] . Thus our Proposition in Section 3 plays a role similar to that of his Lemma 7.2 (p. 419), except that we build in the Box Principle while he applies it separately on p. 421. Both proofs are based on the Vandermonde determinant. We estimate it directly using our Lemmas 1 and 2 of Section 2, while he uses the Maximum Modulus Principle on p. 420.
We wish to thank Francesco Amoroso for his many comments on [Lo] and in particular about the applications to Matveev's estimates. We are also grateful to Yu Kunrui for conversations about these applications, and especially for permission to include his Corollary 3.2.
2. Geometric preparations. We require two results on the "discriminant function"
for an integer N ≥ 2. This function also plays an important role in [Ro] and [Mu] (but not [O] ). Our results can be found in [Lo] , but for the convenience of the reader we reproduce everything here. 
Proof. This is Lemma 1 (p. 11) of [Lo] . By translation we may assume that the centre of the disc is 0; and by replacing each t i by t i /r using homogeneity we may further assume that r = 1. Now the result is an immediate consequence of the Hadamard inequality for the Vandermonde determinant for (−1)
The theory of the transfinite diameter (see for example [Ra] ) shows that Lemma 1 is quite sharp. In fact an upper bound of the shape exp{o (N 2 )}x
for any x < r independent of N would imply that the transfinite diameter of a complex disc of radius r is at most x; but this transfinite diameter is exactly r.
And even any bound 
and U 2 = 4.
Proof. This is Lemma 2 (p. 12) of [Lo] . By translation and homogeneity we may assume that the interval is [−1, 1], so that r = 1. In this case the true maximum of |∆(t 1 , . . . , t N )| was determined by Schur [Schu, p. 378] for x < r/2 would be false.
In fact U N behaves like N N/2 for large N . But to estimate it explicitly we need the following remark.
Proof. This is Lemma 3 (p. 12) of [Lo] . If N = 2 the inequality is trivial; however U 2 = 4 and so it is not good. If N ≥ 3 we observe that
in U N , so the product is at most 2
In standard applications of the Box Principle say in two dimensions, there is not much of a problem if the boxes are small squares in a large square. But some inefficiency may arise if we use circles. A simple way of dealing with this was given in Lemma 4 (p. 12) of [Lo] , which we now reformulate in terms of multiple packings.
Let f ≥ 1 and N ≥ 2 be integers. We say that a set of balls forms an (N − 1)-fold packing of a set S in real Euclidean space R f if they are contained in S and no point of S lies in N of the interiors; that is, when the balls are B 1 , . . . , B M , then there is no subset I of {1, . . . , M } with cardinality N such that some point of S is in the interior of all B i (i in I). When N = 2 this is just the definition of a packing.
Lemma 4. For any real r > 0, R ≥ r suppose that we are given M balls of radius r that form an (N − 1)-fold packing of a ball of radius
If further f = 2 and N = 2 then
Proof. Actually (2.1) is equivalent to Lemma 4 of [Lo] , but the packing language makes the proof almost obvious: the sum of all the measures of the small balls cannot exceed N − 1 times the measure of the large one.
And if f = N = 2 then we have a finite packing problem in the plane, solved by Fejes Tóth [FT] The constant π/ √ 12 in (2.2) is the optimal asymptotic packing density of equal discs in the plane, as first proved by Thue, and so it is optimal in our finite non-asymptotic situation. Already in R 3 the determination of the asymptotic density is the Kepler Problem. And in R 2 the asymptotic density for N = 9 is not known, even for lattice packings. See for example [GL, .
The main estimate.
Here we state and prove a Proposition from which all our theorems can be deduced. Apart from the numerical constants, it comes about by combining the considerations in the works [E] , [Schm1] and [Schm2] coincides with the corresponding factor on the right-hand side of (3.1). Thus (3.1) could be rewritten as H v = w H w over the same w.
It is also convenient to define an "anti-local" height H v (α) by the product (3.1) taken over all w not lying over v. Then 
is at most
Further if f = 2 and N = 2 then the factor N − 1 can be replaced by π/ √ 12.
Proof. Let σ be the embedding of K corresponding to v, considered as a map from
with u 2 = u 2 (N ), u f = u f (N ) for brevity. We will verify in a moment that as α runs over all the different elements in K satisfying (3.2), the balls B(α) with centre σ(α) and radius r form an (N − 1)-fold packing of the ball B with centre 0 and radius r + R. Assuming this, we get from Lemma 4 the estimate
for their cardinality M . But this is just (3.3) of the Proposition. And if f = N = 2 we get
However, now
and so the 1 in the maximum can be omitted. This also leads to the bound of the Proposition. It remains to prove the above packing assertion. Let L be a number field containing K and the components of φ. Throwing away these components on the left-hand side of the first inequality in (3.2) yields
. So |σ(α)| ≤ R and this implies that the ball B(α) of radius r is contained in the ball B of radius r + R.
Finally it will suffice to deduce a contradiction from the existence of different α 1 , . . . , α N such that B(α 1 ), . . . , B(α N ) have a common point z in their interiors. But this would imply that σ(α 1 ), . . . , σ(α N ) lie in some ball (with centre z) of radius strictly less than r. Our contradiction will come from applying the Product Formula to the number ∆ = ∆(α 1 , . . . , α N ) in K.
Certainly the above together with Lemma 1 (if f = 2) or Lemma 2 (if f = 1) implies
with Q = N (N − 1)/2 for brevity. However we want to work over L and so this should be written as
for e = [L : Q], where the product is over all w lying over v. Next suppose that w is any non-archimedean valuation (thus certainly not lying over v) of L. We use the fact that ∆ is a sum of terms δ = ±α
For each of these, and any real λ > 0, we have
which is at most
Choosing λ = H w (φ) e and noting that
we end up with upper bounds for each |δ| w that lead to the same upper bound (3.6)
e (N −1) for the sum ∆ of the δ. Finally suppose that w is any archimedean valuation of L. The same argument leads to extra powers of N ! but we prefer to use Hadamard's inequality. If w corresponds to an embedding τ of L then again for any real λ > 0 we have
for the local degree f (τ ) of τ and using again (3.5), we end up with
We now take the product of (3.4) together with (3.6) and (3.7) for w not lying over v. The product of the H w terms gives just H v , for which the second inequality in (3.2) is available. Also f (τ ) ≤ e, and N eN/2 = u eQ 2 . We find for the product over all w that
From the definition of r the right-hand side is 1, and as ∆ = 0 this contradicts the Product Formula, according to which the left-hand side is 1. The proof of the Proposition is thereby complete.
Proofs of Theorems 1 and 2.
We start with some numerical estimates which will be useful also in later sections. For an integer N ≥ 2 define
We will also need the linear combinations
. None of these are constants, but we will see that they can be treated as such.
Proof. We choose N = N (d) so as to minimize C (N, d) , at least approximately. If d = 2, 3, 4, 5, 6, 7 the inequalities can be checked directly with the values N = 2, 2, 9, 12, 15, 19 respectively.
For d ≥ 8 we take
. Finally F (x) increases as x increases from 1 to e, so log d is
We also need Using (4.1) and bounding the exponent by 6/5 we find C < 18.7. Similarly for C ≤ 1 + 1 2 V 6/5 < 5.5. This completes the proof.
With these numerical preparations out of the way, we turn to the proofs proper. Let θ, K, d , H be as in Theorem 1. Fix any archimedean valuation v of K, and let f be as in the Proposition. Now
and so there is an integer i ≥ 1 with
where
As H(φ) = 1 the Proposition shows that for this value of i the number of α is at most
for an arbitrary integer N ≥ 2. Further if f = N = 2 then N − 1 can be replaced with π/ √ 12. It turns out that the worst numerical constants arise from the case f = 2 (and N = 2, which is why we went to the trouble with [FT] ). So we treat this case f = 2 first. Then d ≥ 2, and the number of α for fixed i is at most
with A, B, C as above. So summing over all integers i with (4.5)
For the purposes of Theorem 1 it suffices to estimate this by
using Lemma 5(c).
We said that the case f = 1 gives better results.
. Now summing over i as in (4.5) and using Lemma 6 gives the estimate If however θ lies in K we can assume θ = 1, and now the "Inverse Trick" of [Lo, p. 14] can be used to avoid the summation over i.
Namely the α in K with H(α) ≤ H include 0 and ±1, and apart from these they come in pairs (α, α 
is easily verified for all x ≥ 1 provided a + b ≥ 0 and 2a + b ≥ 0; and this is the case here. It follows that
This completes the proof of Theorem 1 for θ in K and f = 2. If f = 1 then (4.9) gives
and it is enough to use #K(H) ≤ 2M and Lemma 6 to get #K(H)
. This completes the proof of Theorem 1 and by the way establishes Loher's improved estimate (1.6) if K has a real embedding.
Theorem 2 comes out quickly now. If f = 2 it suffices to use (4.10) with H → ∞ and Lemma 5(a). And if f = 1 we already got the coefficient 13 just above.
In preparation for the following section we would like to draw attention to the estimate (4.6), which for any N ≥ 2 is an upper bound for the number of α in K with H(θα) ≤ H, valid for any θ in Q provided K has a non-real embedding (so d ≥ 2). If K has a real embedding and d ≥ 2 we can use (4.8) instead. Finally if d = 1 the bound 17H 2 is valid. 
Its measure is
The lattice M has determinant
We apply Blichfeldt's Theorem (see [C, Theorem I, p. 69] ) with the greatest integer M < V /D. We obtain
Since S is open, by moving P 0 slightly we can assume that it is also in Q 
As P i − P 0 is in M, we deduce that θ i /θ 0 = µ i β i for some root of unity µ i in Q and some β i in K; this trivially holds for i = 0 as well. And
The multiplicative independence of α 1 , . . . , α n implies that β 0 , . . . , β M are different and even different modulo roots of unity in K. From (4.6) we therefore deduce an upper bound for (M +1)w K which in view of (5.4), (5.2) and (5.3) implies
to get
as in Section 4. So we can choose N by Lemma 5(e) to make C n < 58. If K has a real embedding (and still d ≥ 2) we use (4.8) on the right-hand side of (5.5) to get (5.6) with C n = C(2, 2) < 24. This proves Theorem 3 whenever d ≥ 2; and the case d = 1 follows equally easily using the corresponding part of Theorem 1.
We already proved Corollary 3.1. For the proof of Corollary 3.2 consider the set of all (r 0 , . . . , r n ) in Z n+1 for which there exists a root of unity µ in K with (5.7) α r 0 0 . . . α r n n = µ. This set is an additive group, and our hypotheses imply that its rank is 1. Thus there is a single generator, which we could also denote by (r 0 , . . . , r n ). Further r 0 , . . . , r n are all non-zero and also coprime. Proof. Taking l = 1 and φ = (1/θ) we recover the first part of Theorem 1, at least for θ in K. The present proof runs on the same lines.
Fix an archimedean valuation v on K. If α satisfies (6.1) there is an integer i ≥ 1 with
We is at most
Proof. We use induction on m, just as in the proof of the "Main Lemma" of [Schm2, p. 175] . The case m = 1 is slightly weaker than Lemma 7. So it suffices to prove the present lemma for m ≥ 2 assuming that the counting works as stated in K For each such α we can apply Lemma 7 to (6.5) to count the number of α m , and we find the upper bound (6.7) 68(d log d){E
Substituting the right-hand inequality of (6.3) into (6.7) and multiplying by (6.6), we find for the number of α = (α , α m ) with fixed i the upper bound The proof of Theorem 4 is immediate on taking l = 1 and φ = (1).
