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РОЗРОБКА ІНФОРМАЦІЙНОЇ ТЕХНОЛОГІЇ ІДЕНТИФІКАЦІЇ ДИНАМІЧНОГО ХАОСУ                
ТА ПСЕВДОФАЗОВОЇ РЕКОНСТРУКЦІЇ АТРАКТОРІВ ОДНОВИМІРНИХ РЕАЛІЗАЦІЙ 
In this paper, we have offered the information technology of chaotic behavior identification of one-dimensional sca-
lar realization of dynamic systems, scalar time series and the pseudophase reconstruction of their attractors. The ap-
plied methodology is based on 14 different modern methods. To optimize the computations, we have used the 
method of length estimation for partitioning phase trajectories. It led to modification of some methods that utilize 
correlation integrals. In addition, we have estimated the minimum distance between 2 points on the phase trajectory. 
By presenting the examples of stocks dynamics of a leading issuer according to the capital rating of the PFTS stock 
exchange, as well as of one-dimensional signal, obtained by calculating the dynamic system, we have conducted the 
research of chaotic dynamics, have discovered chaotic attractors and have also reconstructed their pseudophase space.    
Вступ 
Одним із провідних наукових напрямів, 
що інтенсивно розвивається в останній час, є 
дослідження складної динаміки і хаосу в нелі-
нійних системах та ідентифікація параметрів і 
структур математичних моделей складних про-
цесів і систем на основі точних і неповних ви-
мірювань. Як правило, вони будуються із вра-
хуванням найбільш важливих факторів, що впли-
вають на поведінку системи. Задача моделю-
вання реальних дисипативних систем, що про-
являють хаотичну поведінку, гранично усклад-
нюється, якщо інформація про об’єкт досліджен-
ня обмежена одновимірною реалізацією однієї 
із координат стану системи або наявністю лише 
спостережуваних скалярних часових послідов-
ностей на атракторі. В цьому випадку для по-
будови математичних моделей в [1] було дове-
дено теорему про вкладення, що забезпечує 
умови, при яких довільна множина точок фрак-
тальної розмірності Мінковського (гладкий ат-
рактор) може бути реконструйована за спосте-
реженнями, зробленими з допомогою узагаль-
нених функцій категорії Бера (пізніше — інших 
класів). В праці [2] запропоновано алгоритм 
глобальної реконструкції з подальшими моди-
фікаціями [3, 4], що реалізується в три етапи. 
На першому етапі виконуються візуалізація ря-
ду, виділення тренду, виявлення перехідного 
режиму, процесу накопичення даних, сталого 
процесу хаотичних коливань, ідентифікація та 
аналіз хаотичної динаміки; на другому — ви-
значаються розмірність простору вкладень, ча-
сова затримка та реконструюються замкнені            
траєкторії за скалярним часовим рядом ix =  
( ), 1,..., ;x i t i N= Δ =  на третьому — здійснюють-
ся апріорне задання системи звичайних ди-
ференціальних рівнянь 1-го порядку заданої 
структури і визначення оператора еволюції, на-
приклад методом найменших квадратів (МНК). 
Зрозуміло, що для повного опису всієї поведін-
ки реальних процесів третій етап обмежується 
лише для вдало вибраних заданих класів по-
роджувальних функцій нелінійної динаміки [1, 
4, 5]. Тому, незважаючи на досягнення теорії 
нелінійного аналізу та суміжних з нею напря-
мів, задача побудови узагальненої математичної 
моделі лише за однією одновимірною реаліза-
цією ще не розв’язана остаточно.  
Запропоновані підходи та побудовані на їх 
основі сучасні математичні пакети не можуть 
повністю забезпечити розв’язання задачі дослі-
дження вже на першому етапі, оскільки чи-
слові методи дослідження є досить складни- 
ми, а початкові дані істотно залежать від вияв-
лення перехідного режиму і аналізу хаотичної 
динаміки. Зазначимо також, що як у вітчизня-
ній, так і у зарубіжній літературі практично         
відсутня методологія числової реконструкції              
моделі, оскільки  праці, присвячені цій тема-
тиці, переважно теоретичні. Так, наприклад, в 
числових методах, що використовують коре-
ляційні інтеграли, немає вказівок на оптималь-
ний вибір оцінки довжини розбиття фазових 
траєкторій, що, на думку авторів, є недоліком, 
адже зазделегіть невдало вибрана довжина роз-
биття (занадто мала чи велика) може призвести 
до неможливості адекватно оцінити розмірність 
вкладення апроксимацією лінійною регресією, 
якщо вибірка занадто мала, і до трудомістких 
обчислень, якщо вибірка занадто велика. За-
уважимо, що дана стаття є продовженням дос-
лідження, розпочатого авторами в [6], і базу-
ється на наведеній там методології. 
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Постановка задачі 
Мета дослідження — розробити інформа-
ційну технологію виявлення хаотичної поведін-
ки скалярних часових рядів і псевдофазової  
реконструкції їх атракторів; для оптимізації об-
числень запропонувати власні методику оцін-
ки довжини розбиття фазових траєкторій, мо-
дифікувавши при цьому ряд методів, що вико-
ристовують кореляційні інтеграли, та методику 
оцінки мінімальної відстані між двома точками 
на фазовій траєкторії атрактора.  
Для перевірки інформаційної технології не-
обхідно дослідити хаотичну динаміку акцій про-
відного емітента за рейтингами цінних паперів 
фондової біржі ПФТС, а саме: обчислити кіль-
кісні та якісні характеристики динаміки скаляр-
ного часового ряду, виділити перехідні режими, 
знайти хаотичні атрактори та реконструювати їх 
у псевдофазовому просторі розмірністю 2.  
Для динамічних систем при спостереженні 
одновимірного сигналу, отриманого числовим 
розв’язанням рівнянь вибраної автономної сис-
теми при заданих керуючих параметрах, необ-
хідно дослідити виявлення режимів динаміки і 
порівняти їх зі знайденими іншим підходом, 
наприклад в [6].  
Об’єктом дослідження є нелінійні динаміч-
ні системи з хаосом. Предметом дослідження є 
вдосконалення методів псевдофазової рекон-
струкції атракторів на основі точних вимірю-
вань частини вектора фазових координат і 
створення програмного комплексу дослідження 
нелінійної динаміки.   
Методи дослідження експериментальних даних 
Основною задачею нелінійної динаміки є 
дослідження хаотичної динаміки і побудова 
химерних атракторів [1, 2]. Важливою в теорії 
дисипативних систем є задача реконструкції 
атрактора за спостереженнями однієї чи кіль-
кох фазових координат автономної системи 
диференціальних рівнянь або реконструкція ат-
рактора за спостереженнями у вигляді часових 
рядів [1—4].  
У даній статті описано відомі алгоритми 
виявлення, побудови та реконструкції атракто-
рів та вперше запропоновано методику оцінки 
довжини розбиття фазових траєкторій, що ви-
користовуються при обчисленні кореляційних 
інтегралів, і оцінки мінімальної відстані між 
двома точками на фазовій траєкторії атрактора. 
Даний підхід реалізований у вигляді  програм-
ного комплексу, що дає змогу, використовую-
чи синтаксичний аналізатор, повністю дослід-
жувати введену користувачем відкриту систему 
чи завантажений скалярний часовий ряд і ви-
водити результати на екран чи у файл.   
Архітектура інформаційної технології (діа-
грами прецедентів і класів об’єктно-орієнтова-























Рис. 1. Діаграма прецедентів у нотації UML 
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повідно) реалізована на мові програмування 
Java і складається із програмної оболонки (реа-
лізує MDI-інтерфейс користувача та взаємодію 
програмних компонентів), шаблона системи 
(визначення параметрів доступних числових 
методів та одновимірних реалізацій), пакета 
числових методів і графічного інтерпретатора 
(візуалізація результатів дослідження). Деталь-
ніше архітектура інформаційної технології 
(UML-діаграми розроблені за допомогою Enter-
prise Architect 7.5) разом із методологією дослід-
ження описані авторами в праці [6]. 
Реконструкція атрактора системи базуєть-
ся на отриманих (у другому прикладі — число-
вим розв’язанням динамічної системи ітера-
тивними методами) одновимірних реалізаціях  
 [ ( ), 1,.., ],ix x i t i N= Δ =  (1) 
де x — значення реалізації в момент часу iΔt ;  
Δt — інтервал дискретизації; N — довжина реа-
лізації. Псевдофазова реконструкція атракторів 
в просторі точок із затримками  
( )m
ix =  
 [ ( ), ( ),..., ( ( 1) )] ,mx i t x i t x i t m= Δ Δ + τ Δ + − τ ∈  (2) 
де m — розмірність простору вкладення, τ — ча-
сова затримка (в дискретах часу), i Δt — дискрет-
ний час ( (( 1) 1),i t m NΔ = − τ +
uuuuuuuuuuuuuuuuuuuruu
), зберігає важливі 
топологічні властивості і динаміку оригіналь-
ного атрактора і здійснювалася знаходженням 
часової затримки методом взаємної інформації 
[5, 7] та розмірності простору вкладення мето-
дом кореляційної розмірності [8, 7]. 
Нехай 1( , )a b ∈ℜ  — мінімальний інтервал, 
який містить всі значення одновимірної реалі-
зації (1). Розіб’ємо цей інтервал на L рівних 
частин (кількість інтервалів розбиття зазвичай 
вибирається за відомою формулою Старка L =  
2([log ] 1)).N= +  Позначимо подію “значення 
( )x i tΔ  належить i-му інтервалу” ,iA  а подію 
“значення ( )x i tΔ + τ  належить j-му інтерва- 
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P A B
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P A P B= =
τ = −∑∑ i  
де ( )P i  — імовірність відповідної події. Функ-
ція взаємної інформації є більш точною мірою 
незалежності, ніж автокореляційна. Оптималь-
на затримка вибирається відповідно до першо-


























Рис. 2. Діаграма класів у нотації UML 
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Метод кореляційної розмірності для зна-
ходження розмірності простору вкладення m 
базується на обчисленні кореляційної розмір-
ності D2 скалярної часової послідовності:   
 2
0
lim[ln ( )/ln ],mD C
ε→
= ε ε   (3) 
де  ε  — довжина грані m-вимірного куба, тобто 
довжина розбиття фазової траєкторії, а ( )mC ε  —  
кореляційний інтеграл, для обчислення якого 
використовують алгоритм Грассберга—Прокач-
чіа [8, 7]: 
1 1
1
( ) lim ( || ||),
( 1)
N N
m i jN i j
C x x
N N→∞ = =
ε = θ ε− −
− ∑∑  










Кореляційний інтеграл ( )mC ε  — це усеред-
нена імовірність того, що стани системи у два 
різні моменти часу здаються близькими. Він 
характеризує відносне число пар точок, які на-
лежать атрактору, віддалених на відстань мен-
шу ε. Тангес кута нахилу кривої ln ( )/lnmC ε ε  
при 0ε →  чисельно дорівнює кореляційній  
розмірності атрактора D2 в m-вимірному фазо-
вому просторі, яка знизу оцінює фрактальну 
розмірність. Всі виявлені до цього часу атрак-
тори мають дробову розмірність Хаусдорфа D 
[7], а отже, і її нижню границю — кореляційну 
розмірність 2D D< . 
Нехай маємо скалярну часову послідов-
ність (1) і обчислену часову затримку τ. Тоді, 
зафіксувавши конкретне ціле m і застосувавши 
ідею псевдофазової реконструкції (2), можна 
отримати набір точок ( )mix . Для вибраного m, 
послідовно розглядаючи 1,2,3,...m = , і отрима-
ної вибірки ( )mix  лінійною регресією за МНК, 
використовуючи формулу (3), обчислюють ко-
реляційну розмірність 2( ).D m  Починаючи з  
деякої розмірності m, кореляційна розмірність 
D2 досягає насиченості і перестає змінюватися. 
Числове значення цього рівня дає оцінку коре-
ляційній розмірності атрактора D2, а значення 
m, при якому досягається насиченість, є оцін-
кою мінімальної розмірності вкладення, тобто 
найменшою цілою розмірністю простору, що 
містить весь атрактор [8]. 
Застосовуючи розроблену інформаційну 
технологію до одновимірних реалізацій, отри-
маних при інтегруванні рівнянь генератора 
Ван-дер-Поля, системи Реслера, Лоренца [7] та 
інших, автори переконалися в тому, що залеж-
ність від , 1,...,|| ||i j i j Nx x =−  кожної довжини грані 
m-вимірного куба 1,..., , ( ,..., )l l t N tε ∈ Δ Δ  окремо 
демонструє збіжність до деяких “оптимальних” 
значень 01,...,lε  при збільшені 1,..., ,lε  які за алго-
ритмом Грассберга—Прокаччіа прямують до 
нуля. При цьому отримуємо оптимальні зна-
чення кореляційних інтегралів 0 1,...,( )m lC ε . Адже 
якщо 1,...,lε  вибирають занадто малими порів-
няно з , 1,...,|| ||i j i j Nx x =− , то це призведе до за-
надто малої кількості 1,...,( )m lC ε  у вибірці 
( 1,...,( ) 0m lC ε =  при малих 1,...,lε ), а отже, до            
неможливості оцінювання лінійною регресією  
(МНК) розмірності вкладення m та кореляцій-
ної розмірності 2( ).D m  Якщо ж 1,...,lε  вибрані 
занадто великими відносно , 1,...,|| ||i j i j Nx x =− , то 
всі відстані між двома довільними точками на 
фазовій траєкторії задовольняють умову функ-
ції Хевісайда і приводять до занадто великої 
послідовності 1,...,( )m lC ε , що, у свою чергу, при-
зводить до неточності при знаходженні розмір-
ності m.  
Введемо величину відносної похибки 
, 1,...,[ ] 0 0
1,..., 1,..., 1,..., 1,...,|| || / || ||,
( ,..., )
i j i j Nx x
l l l l
l t N t
=−δ = ε − ε ε
∈ Δ Δ
 
вибору довжини грані 1,...,lε , що зумовлює          
коректний підбір , 1,...,[ ]i j i j Nx x =− , а значить, 
правильне визначення кореляційної розмірнос-
ті 2( )D m  та розмірності простору вкладення m. 
Задавши величину допустимої похибки max1,...,lδ   
за допомогою обвідної 1,..., , 1,...,([ ] )l i j i j Nx x =ε − , 
можна визначити мінімальну відстань між дво-
ма точками на фазовій траєкторії атрактора 
min
, 1,...,[ ]i j i j Nx x =−  як таку, що для будь-якої від-
стані min, 1,..., , 1,...,[ ] [ ]i j i j N i j i j Nx x x x= =− > −  значення 
, 1,...,[ ]
1,...,
i j i j Nx x
l
=−δ  буде менше max1,...,lδ . Оцінка 
min
, 1,...,[ ]i j i j Nx x =−  дає можливість вказати мінімаль-
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ну відстань між двома точками на фазовій тра-
єкторії атрактора, необхідну для визначення 
оптимальних довжин грані m-вимірного куба 
0
1,...,lε  із заздалегідь заданою точністю.  
На практиці оптимальні оцінки розбиття 
фазової траєкторії 01,...,lε  були одержані за таким 
алгоритмом. На першому кроці величини 
, 1,...,[ ]i j i j Nx x =−  впорядковуються за зростанням 
і відкидаються однакові елементи. Отриману 
послідовність позначимо 21,...,s N hP = − , де h —            
кількість відкинутих елементів, 2N h l− ≥ . Тоді 
0
1 1Pε = , оскільки при виборі меншого 
0
1ε  
1 1( ) 0 ln ( )m mC Cε = ⇒ ε = −∞, 
що унеможливлює подальші розрахунки. Міні-
мальними значеннями 02,...,lε , при яких зміню-
ються відповідні кореляційні інтеграли ( )mC ε , є 
значення 22,...,s N hP = − , 
2N h l− ≥ . Якщо для де-
якого 01,...,lε  відповідний кореляційний інтеграл 
( )mC ε  міститься в околі 1 або якщо для деякого 
g, 1,...,g l∈ , виконується умова 
0
1,...,
, 1,..., , 1,...,[(max[ ] min[ ] )/2],
g
i j i j N i j i j Nx x x x= =
ε ≥
≥ − − −
 
то доцільно завершити вибір 01,...,lε .  
Якщо вважати, що (1) — довільний часо-
вий ряд спостережень деякого показника, то 
важливими кількісними та якісними характе-
ристиками хаотичної динаміки у фазовому 
просторі довільної розмірності, які ідентифіку-
ють динамічний хаос за різними критеріями на 
першому етапі глобальної реконструкції [2], є 
алгоритми обчислення [6—14]: старшого показ-
ника Ляпунова (СПЛ) 1Λ ; ентропії Колмого-
рова К; показника Херста Н; автокореляційної 
функції; фрактальної розмірності Мінковсько-
го; показника Херста та кореляційної розмір-
ності перемішаних випадковим способом да-
них; проведення тестів Гілмора і залишків 
Брока; а також виділення тренду та візуалізація 
динаміки одновимірних реалізацій. Докладніше 
із цими методами можна ознайомитися в [7]. 
Коротко опишемо їхні основні властивості для 
систем з дискретним часом.  
Показник Ляпунова характеризує ступінь 
експоненціального розходження траєкторій і 







λ =  
де (0)d  — початкова відстань між двома точка-
ми, ( )d n  — відстань між цими точками через n 
кроків. 
Для числової оцінки СПЛ використову-
вався алгоритм Вольфа [7, 12, 14], основна ідея 
якого полягає у відслідковуванні еволюції двох 
точок атрактора системи — опорної та збуреної. 
Якщо 1 0Λ < , то рух локально стійкий і регу-
лярний (точніше періодичний чи квазіперіодич-
ний), а якщо 1 0Λ > , то рух локально нестій-
кий (хаотичний). 
Ентропія Колмогорова  К характеризує се-
редню швидкість втрати інформації про систе-
му в часі і є мірою хаосу: 0K =  — для регуляр-
ного руху, K → ∞  — для випадкових систем, 
0 K< < ∞  — для систем із детермінованим хао-
сом. Таким чином, химерний атрактор визна-
чається як атрактор з додатною ентропією [7]. 
Показник Херста H визначався оцінюван-
ням значень параметрів рівняння ln( / )R S =  
ln( )H b= τ +i  лінійною регресією за МНК, де  
R — “розмах” часового ряду ( )ix x t=  на про-
міжку часу τ: 
0
0
max ( ( ) ( ))
min ( ( ) ( )) , ,i
R x t x t dt
x t x t dt t x
τ
τ
′ ′= − −










( ( ) ( )) .S x t x t dt
τ⎡ ⎤
′ ′= −⎢ ⎥
τ⎢ ⎥⎣ ⎦
∫  




( ) ( )x t x t dt
τ
=
τ ∫ . Кутовим кое-
фіцієнтом лінійної регресії основного рівняння 
Н і є показник Херста. Якщо його значення 
для динамічного хаосу 0,5 1,0,H< <  то маємо 
персистентний, або трендостійкий, ряд; якщо 
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ряд зростає (спадає) у попередній період, то 
імовірно, що він буде зберігати цю тенден-           
цію певний час у майбутньому. Зазначимо,         
що 0,5H =  вказує на випадковий ряд, а 
0 0,5H< <  — на антиперсистентний. При цьому 
фрактальна розмірність Мінковського визнача-
ється як 2mD H= − .  
Внаслідок випадкового перемішування да-
них одновимірних реалізацій розподіл їх частот 
залишається незмінним тому, що спостережен-
ня залишаються такими ж. Обчислений показ-
ник Херста та оцінка кореляційної розмірності 
цих перемішаних даних не зміняться, якщо ряд 
дійсно був незалежним (не містить жодної не-
лінійної структури та породжується випадко-
вим процесом). Якщо мав місце ефект довго-
тривалої пам’яті, то порядок даних дуже важ-
ливий. Оцінка показника Херста при цьому 
змінюється і наближається до 0,5 навіть якщо 
розподіл частот спостережень не змінився. А 
оцінка кореляційної розмірності тасованого 
ряду є значно більшою, ніж оцінка розмірності 
вихідного ряду.  
Тест залишків Брока ґрунтується на одній 
із властивостей часових рядів із нелінійною 
структурою — інваріантності до лінійних пере-
творень. Якщо здійснити лінійне перетворення 
хаотичних даних, то і вихідний, і трансформо-
ваний ряди мають одну і ту саму кореляційну 
розмірність і однакові показники Ляпунова. 
Якщо обчислені оцінки кореляційної розмір-
ності і показників Ляпунова для перетвореного 
ряду істотно відрізняються, то гіпотеза про на-
явність детермінованого хаосу відхиляється. В 


















 —  трансформований ряд. 
Автокореляційна функція (або просто ав-
токореляція) — це кореляція функції із самою 
собою, але зміщеною на певну величину неза-
лежної змінної. Автокореляція використовуєть-
ся для знаходження закономірностей в часових 
рядах даних, таких як періодичність. Для ерго-
дичних сигналів ймовірність може бути запи-
сана через границю середнього часу. Зважаючи 
на це, автокореляція ергодичних дискретних 




( ) lim .
N
xx i i jN i




= ∑  
Важливими є такі дві властивості автоко-
реляційної функції. 
1. Якщо автокореляційна функція періо-
дична (квазіперіодична), то досліджуваний сиг-
нал, періодичний або квазіперіодичний. 
 2. Якщо ( ) 0xxR j →  при ,j → ∞  то це є 
доказом хаотичної поведінки (відсутність коре-
ляції між минулим та майбутнім, тобто система 
“забуває” минуле).   
Тест Гілмора [7, 11, 14] полягає в тому, що 
він виявляє нестійкі періодичні орбіти, вміщені 
в атракторі. Вихідним об’єктом для тесту є ска-
лярний часовий ряд ( ), 1,..., .ix x i t i N= Δ =  Як-
що якесь спостереження ix  виявиться біля пе-
ріодичної орбіти, то наступні спостереження 
будуть просуватися вздовж цієї орбіти впро-
довж деякого часу, поки не відійдуть від неї. 
Якщо спостереження просуваються вздовж ор-
біти значний час, то вони повернуться в окіл 
точки ix  через деякий інтервал часу T, де пе-
ріод часу T вказує на довжину орбіти. Це озна-
чає, що відстань || ||i i Tx x +−  буде малою. Тоді 
1ix +  буде біля 1i Tx + + , 2ix +  буде біля 2i Tx + +  і так 
далі. Таким чином, має сенс шукати серії послі-
довних даних, для яких || ||i i Tx x +−  буде малим. 
Для того щоб наочно зобразити вказані 
області “тісного повернення”, у множині да-
них будується графік. Обчислюють всі різниці 
|| ||i i Tx x +− . Якщо така різниця менша, ніж ε , 
то це позначається чорною точкою на графіку, 
якщо ж більша — білим кольором. По горизон-
тальній осі відкладається номер спостереження 
i, де 1,2,...,i N= , а вертикальна вісь позначає 
часову затримку t, де 1,2,..., .t N i= −  На наяв-
ність у даних тісного повернення вказують го-
ризонтальні, діагональні або вертикальні відрі-
зки прямих. Крім того, якщо множина даних 
була стохастичною, виникає область рівномір-
но розподілених чорних точок.   
Для обчислення відповідного значення ε  
для одновимірної реалізації авторами запропо-
новано такий підхід. Спочатку обчислюється 
максимальна відстань між двома спостережен-
нями в реалізації. Початкове значення ε  виби-
рається рівне 0,01 цієї різниці, і будується гра-
фік “тісного повернення”. Потім, якщо на 
графіку менше 15 % чорних пікселів, то вибра-
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не ε  потрібно збільшувати на 20 % так, щоб 
воно перевищувало середньоквадратичне від-
хилення одновимірної реалізації, оскільки на 
графіку недостатньо чорних точок для іденти-
фікації зображення. Якщо ж  на графіку більше 
75 % чорних пікселів, то ε  потрібно зменшува-
ти на 20 % так, щоб воно в результаті переви-
щувало середньоквадратичне відхилення одно-
вимірної реалізації, оскільки зображення при-
ховане і затінене чорними областями.  
Слід зазначити, що тест Гілмора також ви-
значає лабільність областей перемежовування, 
“вікна періодичності”, частотний спектр цик-
лів та варіації типів джокерів [7]. Наявність пе-
ремежовування та суцільних ліній характерна 
для точкових джокерів, а шумових циклів і 
“порожніх острівців”— для інтервальних. 
Приклад 1. Було досліджено динаміку про-
відного емітента за рейтингами цінних паперів 
фондової біржі ПФТС — компанії ВАТ “Укр-
нафта”, що є найбільшою нафтодобувною ком-
панією України (видобуває понад 86 % нафти, 
28 % газового конденсату та 16 % газу від за-
гального видобутку вуглеводнів в Україні). Ди-
наміка акцій фондовою біржею оцінювалася 
щоденно (близько 10 базових коливань) впро-
довж 6 років (усього 21564 спостереження). На 










































Рис. 5. Результати роботи програмного комплексу (зліва направо: тест Брока, розмірність вкладення, автокореляція) 


























66 Наукові вісті НТУУ "КПІ" 2011 / 2 
 
На рис. 5 зображено основне вікно розроб-
леного авторами програмного комплексу, з 
якого слідує: показник Херста становить 
0,9105; розмірність Мінковського — 1,09; авто-
кореляція збіжна до 0 (графік знизу справа); 
показник Херста після випадкового перемішу-
вання становить 0,4813; тест Брока до і після 
лінійного перетворення — D2  = 1,3606 і D2 =  
= 1,35996 відповідно. Це вказує на наявність у 
скалярному часовому ряді динамічного хаосу. 
Крім того, тест Гілмора вказує на наявність ін-
тервального джокера, а СПЛ — на наявність див-
ного атрактора. З динаміки сигналу, який зо-
бражено на рис. 4, видно перехідний режим і 
режим усталеного процесу хаотичних коливань. 
На рис. 7 зображено псевдофазову реконструк-
цію скалярного часового ряду розмірністю 2, 
яка підтверджує наявність хаотичного атракто-
ра в динаміці акцій 2—3 роки назад, вкладеного 
в простір розмірністю 4 із затримкою 1,71 с. 
Приклад 2. У працях [6, 14] досліджено еко-
номічну модель (4) на наявність хаотичних і  
регулярних режимів. Авторами встановлено,               
що при керуючих параметрах 1 2 0,2;k k= =  
3 0,5;k =  4 5;k =  5 1;k =  6 0,3;k =  7 1,5;k =  
8 1;k =  1 1;p =  2 0,01;p =  3 1;p =  4 0,1p =  в сис-
темі існує дивний атрактор типу “гвинта”. На 
рис. 8 наведено результати дослідження хаотич-
ної динаміки одновимірного сигналу цієї сис-
теми, отриманого числовим розв’язанням сис-
теми з використанням алгоритму Дорманда—
Принса [6] зі змінним кроком інтегрування, 
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Рис. 8. Псевдофазова реконструкція сигналу (атрактора сис-
теми) із часовою затримкою τ = 3,05 с. Значення 
x (t) відповідає першій координаті системи (4) 
З таблиці видно, що сигнал є квазіпе-
ріодичним (на що вказує автокореляція) і ан-
типерсистентним (наявні реверси “ріст—спад”). 
Показники Херста для початкових і переміша-
них даних, кореляційна розмірність і розмір-
ність Мінковського, а також візуалізація сигна-
лу вказують на хаотичну динаміку. Крім того, 
ентропія Колмогорова та тест Брока також вка-
зують на детермінований хаотичний процес, 
тест Гілмора — на точковий джокер, а додатний 

















Рис. 6. Тест Гілмора: інтервальний джокер Рис. 7. Псевдофазова реконструкція сигналу (затримка 
τ = 1,71 с). Значення  x (t) відповідає часовому 
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рактор. Таким чином, ідентифікований хаос є 
детермінованим, тобто породженим певною 
системою, про що і свідчить псевдофазова ре-
конструкція сигналу (атрактора динамічної си-
стеми при знайдених керуючих параметрах). 
Висновки 
Розроблений новий алгоритм оцінювання 
довжини розбиття фазових траєкторій вихідно-
го сигналу і запропонована методика оцінки 
мінімальної відстані між двома точками на фа-
зовій траєкторії атрактора дали можливість оп-
тимізувати обчислення кореляційних інтегралів 
у методах кореляційної розмірності, розмірнос-
ті вкладень, ентропії Колмогорова і тесту Бро-
ка за критерієм , 1,...,
[ ]
1,...,
i j i j Nx x
l
=−δ .   
Запропонований авторами метод обчислен-
ня відповідного значення ε застосовано для 
одновимірної реалізації в тесті Гілмора, який 
виявився більш ефективним, ніж стандартний, 
для відображення і побудови графіка “тісного 
повернення” при занадто малій (10 − 10) чи               
занадто великій (10 − 3) максимальній відстані 
між двома спостереженнями. 
Авторами вдосконалено існуючі методи 
виявлення хаосу, дослідження перемежовуван-
ня, реконструкції атракторів для динамічних 
систем. Методи дослідження фрактальних струк-
тур часових рядів еволюційних процесів, що 
містять 14 різних методик, об’єднано в єдину 
відкриту інформаційну технологію для дослі-
дження динамічних систем різної природи. 
Можливості розробленої інформаційної 
технології підтверджені побудовою атракторів 
різних динамічних систем [6], а в даній статті — 
псевдофазовою реконструкцією атрактора та 
ідентифікацією типів джокерів і динамічного 
(детермінованого) хаосу як для системи (4) при 
спостереженнях за першою координатою, так і 
для скалярного часового ряду реальних даних 
емітента фондової біржі ПФТС. 
У ході подальших досліджень планується 
розробити підхід для глобальної реконструкції 
математичних моделей за одновимірними реа-
лізаціями, що породжуються узагальненими 
функціями певного класу, наприклад дискрет-
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