In this note, we look at the composite integers n which divide φ(n) + σ (n).
such that p = 2 α−2 · 7 − 1 is prime, then n = 2 α · 3 · p is in A. Since it is likely that there are infinitely many primes of the form 2 α−2 · 7 − 1 for some positive integer α, it is unreasonable to expect that one may succeed in proving that there are only finitely many positive integers n ∈ A with ω(n) = 3. In [5] , Zhang showed that A contains no elements of the form p α q, where p and q are distinct primes and α is a positive integer. See [2, p. 203 ] for more information. Here, we look at the positive integers n ∈ A with a fixed number of prime factors. We have the following results.
Proposition 1. If K 2 is any fixed positive integer then A contains only finitely many positive integers n with Ω(n) K.
Our next results answer an open question from [5] .
Proposition 2.
There is no positive integer n ∈ A with ω(n) = 2.
While we cannot prove Nicol's conjecture, we have the following partial result.
Proposition 3. For any fixed positive integer K 2 there are only finitely many odd positive integers n ∈ A with ω(n) = K.
Using the ideas from the proof of the above results, we can give a complete characterization of those n ∈ A such that ω(n) = 3.
Proposition 4.
If n ∈ A is such that ω(n) = 3, then either n = 2 α · 3 · p with p = 2 α−2 · 7 − 1 prime, or n ∈ {560, 588, 1400}.
While we cannot prove that there are infinitely many composite integers in A, we can at least prove that there are not too many of them.
For a positive integer x put A(x) = A ∩ [1, x] .
Proposition 5. The estimate
#A(x) x exp −2 −1/2 1 + o(1) log x log log x (2) holds as x → ∞.
By partial summation, it follows easily that n∈A 1 n < ∞.
We point out that A contains only 17 elements 10 7 all of which are even.
Proof of Proposition 1
Let μ(n) be the Möbius function of n which equals zero if p 2 | n for some prime p and (−1) ω(n) otherwise. Assume that Ω(n) K. Let m be the number of divisors d of n with
Noting that μ(d) + 1 ∈ {0, 1, 2} and it is non-zero precisely for m divisors d of n, we get an equation of the form
where a j ∈ {1, 2} and n 1 < · · · < n m = n are positive integers. We show by induction that n i (2m
therefore n 1 2m, which proves the above assertion at i = 1. Assuming now that i > 1, we have
The right-hand side of the above equation is a positive rational number, therefore it is at least as large as 1/(n 1 · · · n i−1 ). Thus,
which completes the proof of the induction step. Hence,
Proof of Proposition 2
We write n = p
therefore σ (n) < 2n. Since φ(n) < n, we get that φ(n) + σ (n) < 3n, which contradicts the fact that 3. Thus, p 1 = 2. In particular,
, which is again a contradiction. Thus, p 2 = 3 and therefore n = 2 α 1 3 α 2 for some positive integers α 1 and α 2 . Now
Putting u = 2 α 1 +1 and v = 3 α 2 −1 , we get
Since 3 but the right-hand side of the above equation is negative, we get that = 3, so uv = u + 9v − 1. Hence,
(note that v = 1), therefore v − 1 | 8. This leads to the possibilities v = 3 or 9, which lead to u = 13 and 10, respectively, which are not convenient because none of them is a power of 2.
Proof of Proposition 3
We start with the following lemma. Let S be a fixed finite set of primes. A positive integer n is called an S-unit if all its prime factors are in S.
Lemma 1.
Given any finite set of primes S, there are only finitely many S-units in A.
We fix i ∈ {1, . . . , k} such that X = α i (note that both the k primes p 1 < · · · < p k in S and the index i can be fixed in only finitely many ways). Since p X i | n and p
be the p-adic order of the positive integer m; i.e., the order at which p appears in the factorization of m. The above relation implies that
For each j = i, let f j be the multiplicative order of p j modulo p i if p i > 2; i.e., the smallest positive integer k such that
Further, it is known (see e.g. [3] ) that the inequality
holds for all positive integers t. Hence, using inequality (4) for each one of the terms appearing in the right-hand side of inequality (3) as well as the fact that α j X for all j = 1, . . . , k, we arrive at:
The above inequality certainly shows that X is bounded by some number which can be computed in terms of the elements of S only, which completes the proof of this lemma. 2
Recall that a unitary divisor of a positive integer n is a divisor u of n such that u and n/u are coprime.
Lemma 2. If n ∈ A is odd then there do not exist coprime divisors u 1 and v > 1 of n with u unitary such that
Proof. If u = 1, then writing x = φ(v)/v, we get that x is a rational solution of the equation
Thus, it is an algebraic integer, hence an integer, which is impossible since x ∈ (0, 1). From now on, we assume that relation (6) holds with some u > 1.
Assume that (6) holds for some divisors u and v of n. Clearly, we may assume that v is square-free. So, let I and J are non-empty disjoint subsets of {1, . . . , k} such that relation (6) holds with
The two roots of the above quadratic are 
Further, note that
Let 0 = ν 2 ( ) and let λ = ν 2 (2φ(uv)). We first show that λ 0 +2. Writing s for the cardinality of I ∪ J , it follows that ω(uv) = s, and all prime factors of uv are odd. Hence, λ 1 + ω(uv) = 1 + s. So, it suffices to show that s 0 + 1. Inequality (8) shows that
therefore s 2 0 − 2. Since the inequality 2 0 0 + 3 holds for all 0 3, it follows that it suffices to assume that 0 2, and it suffices to show that s 3. If 0 1, we only need that s 2, which is certainly true because u > 1 and v > 1 are coprime. Finally, if 0 = 2 and s = 2 we then have
Since v is odd, we get that
On the other hand, the relation ν 2 (a − b) = min{ν 2 (a), ν 2 (b)} holds provided that a and b have different 2-adic valuations. Thus, we conclude that it must be the case that
is an integer, so it makes sense to speak about its 2-adic valuation). Further, it also follows that
In the above, we used the fact that if A = 2 β X and B = 2 β Y , where X and Y are odd integers and
We now use again Eq. (7) under the form
By computing 2-adic valuations and using again that v is odd we get that
Since v is odd, we get that ν 2 ( u) = ν 2 (n). Further, since u is a unitary divisor of n, we have
Finally, v > 1 and odd, and since uv | n, we get that φ(uv) | φ(n), therefore
Comparing divisibilities (9) and (10), we see that in the formula n = φ(n) + σ (n), the righthand side of it is divisible by a larger power of 2 then the left-hand side of it, which is the final contradiction. 2
Proof of Proposition 3.
We may assume that k 3. Further, by Lemma 1, it suffices to show that the largest prime factor p k of n is bounded. We now start looking at the small primes. Clearly, φ(n) < n and
The inequality e x < 1 + 2x holds for all x ∈ (0, 1/2). Thus, if
which is a contradiction. Hence, p 1 2k + 1. We now prove recursively on i = 1, . . . , k, that there is a function f i (k), which we will explicitly give, such that p i f i (k). Clearly, we take
Assume that i k − 1, and that f j (k) have been constructed such that p j f j (k) for all j = 1, . . . , i. Write n i = j i p α j j , m i = n/n i and rewrite the equation
Here, we distinguish two cases.
Case 1.
The left-hand side of relation (11) is 0.
Equation (11) then leads to
and
Hence, putting L = k j =i+1 1/p j , we get that
Since p 2 i+1 L p i+1 , we get that
Case 2. The left-hand side of relation (11) is positive.
Here, we put h i (k)
To simplify notations, we let A = h i (k) 2 and B = 2 2i . We put q j = p α j j for all j = 1, . . . , i. We let s i be maximal such that there exist a set of s distinct indices {j 1 , . . . , j s } all i such that the inequalities
By the maximality of s, we get that the inequality
holds whenever j i is not in {j 1 , . . . , j s }. Note that both instances s = 0 (if all q j > (2AB) 2 for j = 1, . . . , i) and s = i can actually occur.
We now look for a lower bound on the expression appearing in the left-hand side of relation (11). Note that
where C = j i p j , and D = . Hence, putting
we may write
where
. 
In particular, when s = i we have
If s < i, let j 0 be such that q j 0 = min{q j : 1 j i, j / ∈ {j 1 , . . . , j s }}. Then
Since q j 0 > (2AB) 2 s+1 , we get that
Since F − G is positive, we get that F is positive, and so
Comparing estimates (12) and (13), we get that estimate (12) is always true. Returning to (11), we get that
where we used the fact that the left-hand side of estimate (11) is positive, estimate (12), as well as the facts that φ(m i )/m i 1 and σ (n i )/n i < n i /φ(n i ). Since
we get again from the inequality e x − 1 < 2x for
which combined with (14) leads to
Hence, we may take f i+1 (k) 2k(2AB) 2 i+1 + 1. Thus, we showed recursively that if we let f 1 (k) = 2k + 1 and f i+1 (k) be defined for i 1 as
, then the inequality p i+1 f i+1 (k) holds, which concludes the induction and the proof of Proposition 3. 2
Proof of Proposition 4
3 . We first show that unless n = 2 α 1 · 3 · p 3 , where p 3 = 2 α 1 −2 · 7 − 1 is a prime, then p 1 = 2, p 2 ∈ {3, 5} and p 3 67. We next show that if X = max{α 1 , α 2 , α 3 }, then X 19 after which a quick computation finishes the proof.
We start with p 1 . If p 1 5, then
which is impossible, while if p 1 = 3, then
which is again impossible. Hence, p 1 = 2. If p 2 11, then
which is impossible, while if p 2 = 7, then
which gives that
contradicting the fact that p 3 2 α 1 −2 · 7 + 1. Assume now that α 2 > 1. Then the condition A > 0 is equivalent to
The maximum of the function appearing in the right-hand side of the above inequality (16) for α 2 2 is 13 and is achieved when α 2 = 2. Hence, 2 α 1 +1 10, leading to α 1 = 1, 2.
Assume that
Furthermore, either α 3 = 1 and p 3 = −B/A, or α 3 > 1 and
If α 3 = 1, then putting x = 3 α 2 −1 , we get that
Hence, 5x + 3 | 23x − 3 | 23(5x + 3) − 23 · 3 − 5 · 3, leading to 5x + 3 | 3 · 28. Since x = 3 α 2 −1 is a power of 3, we get that 5(x/3) + 1 is a divisor of 28, and x/3 = 3 α 2 −2 is also a power of 3. However, 28 has no such divisors. Thus, α 3 > 1 and since p 3 − 1 4, we get
Finally, assume that α 1 = 2. Then A = (3 α 2 −1 + 7)/2, B = −(55 · 3 α 2 −1 − 7)/2 and C = σ (4 · 3 α 2 ) = 7(3 α 2 +1 − 1)/2. We again get that either α 3 = 1 and p 3 = −B/A, or α 3 > 1 and
If α 3 = 1, we then get, again with 3 α 2 −1 = x, that p 3 = (55x − 7)/(x + 7). Hence, x + 7 | 55x − 7. Since 55x − 7 = 55(x + 7) − 392, we get that x + 7 | 392, but there is no divisor of 392 of the form 3 α 2 −1 + 7 for some integer α 2 2. Hence,
The above analysis shows that it suffices to look for the numbers n ∈ A with p 1 = 2, p 2 = 3, 5 and p 3 67.
To bound X, we use the inequality (5) together with the fact that ν 2 (p ± 1) 5 for all odd primes p 67, and if p is any odd prime 67, then ν p (q p−1 − 1) 5 for all primes q 67 as well. Hence, inequality (5) immediately shows that
giving X 19. A computation with Mathematica now shows that the only possibilities are the ones given in the statement of Proposition 4.
Proof of Proposition 5
Let x be large positive real number and y = y(x) be a function depending on x which tends to infinity in a way we will make more precise later. Put P (n) for the largest prime factor of n and Ψ (x; y) = #{n x: P (n) y}. It is known (see Section III.5.4 in [4] ), that the estimate
holds as x tends to infinity with u = log x/ log y uniformly when exp (log log x)
From now on, we count only positive integers n x such that P (n) > y. If P (n) 2 | n, it follows that n is such that p 2 | n for some prime p y. For a fixed prime p, the number of such n x does not exceed x/p 2 . Summing up over p x 1/2 , we get that the totality of such n x does not exceed 
Finally, let us count the number of n ∈ A(x) with P (n) > y and P (n) 2 n. Since φ(n) < n and σ (n)/n log log n log log x, it follows that there exists a constant c 1 such that if n = φ(n) + σ (n) and n x, then c 1 log log x. We fix the number . Further, we write n = mp, where p = P (n), and we note that m and p are coprime. We fix m. Thus, p = P (n) is defined uniquely by m and . Since m x/y and c 1 log log x, it follows that the totality of such n does not exceed c 1 x log log x y .
Comparing the three bounds (17), (19) and (20), we see that #A(x) x exp − 1 + o(1) u log u + x log log x y ,
and the optimal bound that follows from this argument arises when x exp − 1 + o(1) u log u = x log log x y .
This gives 1 + o(1) u log u = log y + O(log log x), therefore that 1 + o(1) log x log y log log x log y = log y + O(log log x).
Solving for y versus x we get log y = 2 −1/2 1 + o(1) (log x log log x) 1/2 , as x → ∞ which satisfies (18) with ε = 1 for large x, and now estimate (21) and the above choice of y lead to the bound claimed by Proposition 5.
