Let G be a probabilistic graph, in which the vertices fail independently with known probabilities. Let K represent a specified subset of vertices. The K-terminal reliability of G is defined as the probability that all vertices in K are connected. When |K| = 2, the K-terminal reliability is called the 2-terminal reliability, which is the probability that the source vertex is connected to the destination vertex. The problems of computing K-terminal reliability and 2-terminal reliability have been proven to be #P-complete in general. This work demonstrates that on multi-tolerance graphs, the 2-terminal reliability problem can be solved in polynomial-time and the results can be extended to the K-terminal reliability problem on bounded multi-tolerance graphs.
Introduction
Reliability is one of the primary concerns in the design of wireless networks. A wireless network can be modeled as a probabilistic graph, whose edges are assumed to be perfectly reliable but whose vertices fail independently with known probabilities. A subset K of vertices is selected as the target vertices of wireless network G. The K-terminal reliability (KTR) of G is the probability that all vertices in K are connected to each other by a set of operating non-target vertices in G [1] - [3] . For K = {x, y}, the KTR of G is also called the 2-terminal reliability (2TR) (or terminal-pair reliability) of G [4] , [5] . The 2TR of G is simply the probability that one operating path exists between specified vertices x (source) and y (destination) in G.
AboElFotoh and Colbourn [1] verified that the problem of computing KTR is #P-complete for general graphs and even for chordal graphs and comparability graphs. AboElFotoh and Colbourn [4] also confirmed that the problem of computing 2TR is #P-complete for general graphs and even for grid graphs. The class of #P problems consists of problems that involve counting access computations for problems in NP, while the class of #P-complete problems includes the hardest problems in #P [6] . As is well known, all exact algorithms for solving these problems have exponential time complexity, so efficient exact algorithms for solving them are unlikely to exist. However, this complexity can be reduced by considering only a restricted subclass of #P-complete problems. One very important special class of graphs is the class of intersection graphs. Let F be a finite family of non-empty sets. A graph G is an intersection graph for F if an isomorphism exists between the vertices of G and the sets of F such that two vertices are adjacent if and only if their corresponding sets in F have a non-empty intersection. The class of intersection graphs has various important subclasses, some of which are briefly described below.
A graph G = (V, E) is an interval graph [7] if its vertices can be put into one-to-one correspondence with a set I = {I v |v ∈ V} of closed intervals on the real line such that two vertices are adjacent in G if and only if the corresponding intervals have a non-empty intersection; accordingly, (u, v) ∈ E if and only if |I u ∩ I v | > 0. An interval graph G is called a proper interval graph [7] if there is an interval representation of G in which no interval properly contains another. A generalization of interval graphs is the class of probe interval graphs. A graph is a probe interval graph [8] if its vertices correspond to intervals, but every vertex is marked as either a probe or a non-probe. Two vertices in a probe interval graph are adjacent if their intervals overlap, and at least one of the vertices is a probe. A permutation graph [7] has an intersection model that consists of line segments (one per vertex) between two parallel real lines. Trapezoid graphs [9] are the intersection graphs of a family of trapezoids (one per vertex) between two parallel real lines. If every trapezoid is reduced to a line segment, then the intersection graph is a permutation graph. Similarly, if every trapezoid is reduced to a rectangle, then the intersection graph is an interval graph. Accordingly, trapezoid graphs properly contain both interval and permutation graphs. Flotow [10] A graph G = (V, E) is a tolerance graph [11] if there exists a set I = {I v |v ∈ V} of closed intervals on the real line and a set T = {t v |v ∈ V} of positive real numbers, called tolerances, that satisfy the condition (u, v) ∈ E if and only if |I u ∩ I v | ≥ min{t u , t v }. Notably, every probe interval graph is a tolerance graph when infinite tolerances are assigned to non-probes and very small tolerances are assigned to probes. Vertex v in a tolerance graph is called a bounded vertex, if tex. Tolerance graph G is called a bounded tolerance graph, if all vertices of G are bounded. Notably, a bounded tolerance graph with all t v = c, where c is a fixed positive constant, is identically an interval graph and a bounded tolerance graph is identically a permutation graph if all t v = |I v | in its tolerance representation [11] . Therefore, both interval graphs and permutation graphs are subclasses of bounded tolerance graphs. Every bounded tolerance graph is known to be a trapezoid graph [12] . However, general tolerance graphs are not included in trapezoid graphs. Parra [13] introduced a generalization of both tolerance graphs and trapezoid graphs as multi-tolerance graphs, which broadly allow two tolerances for each interval -one to its left and the other to its right. A multi-tolerance graph is a bounded multitolerance graph if it does not contain any vertex with the real line as its set of tolerance intervals. Section 2 will formally define multi-tolerance graphs and bounded multi-tolerance graphs. Parra [13] also showed that the class of bounded multi-tolerance graphs (also known as bounded bitolerance graphs) is identically the class of trapezoid graphs.
Let n and e be the number of vertices and the number of edges in a graph, respectively. AboElFotoh and Colbourn [1] developed an O(n 2 ) time algorithm and an O(n 3 ) time algorithm for computing the KTR of interval and permutation graphs, respectively. Lin [2] presented an O(n + e) time algorithm for computing the KTR of proper interval graphs. Lin and Ding [3] developed an O(n 2d+1 ) time algorithm for computing the KTR of d-trapezoid graphs. Ding and Lin [5] also presented an O(n 4 ) time algorithm for computing the 2TR of probe interval graphs. This paper extends their results [5] by developing O(n 4 ) time algorithms for computing the 2TR of multi-tolerance graphs and the KTR of bounded multi-tolerance graphs (trapezoid graphs). Figure 1 shows the containment relations among the aforementioned intersection graphs and summarizes of the above results.
Preliminaries
This section presents the preliminaries on which the desired algorithms depend. Let I = [l, r] be an interval on the real line and lt, rt ∈ I.
is the set of all intervals that are obtained by the linearly transformation of [l, lt] to [rt, r] . For an interval I, a set of tolerance-intervals τ is given by either τ = I(I, lt, rt) for some lt, rt ∈ I or τ = {R}. For
are the left tolerance and the right tolerance of v, respectively. A multi-tolerance graph with t v,1 = t v,2 for every vertex v ∈ V is easily seen to be identically a tolerance graph [14] .
Definition 2. ([14]
) Let L 1 and L 2 be two parallel real lines in the plane. Given a multi-tolerance graph G = (V, E) with multi-tolerance representation <I, T>, for every vertex v ∈ V, a trapezoid T v is defined by four corner endpoints 
Condition (b): By similar arguments to those used in the proof of condition (a),
Condition (c): Assume (u, v) ∈ E. Now, by Definition 1, there exists some tolerance-interval
By performing shifts of endpoints on each of L 1 and Proof. Two cases arise, specified by whether T x intersects T y .
Case 1: T x ∩ T y ∅. In this case, Δ x,y (G) will be shown to be either {N(x)} or {N(y)}. Since T x ∩ T y ∅ and (x, y) E, by Observation 2, at least one of x and y is unbounded. Therefore, this case can divided into three subcases. Case 1.1: x, y ∈ V U . In this case, line segment T 
Computing the 2TR of a Multi-Tolerance Graph
This section presents a polynomial-time algorithm for computing the 2TR of a multi-tolerance graph. Consider a multitolerance graph G = (V, E) and its corresponding normalized trapezoid representation D(G). Let two non-adjacent vertices x and y be the source and the destination vertices, respectively. Without loss of generality, assume that endpoint a x of T x is less than endpoint a y of T y in D(G). For W ⊆ V, let F(W) be the event that all vertices in W fail.
Given the set of all minimal x, y-separators of G, Δ x,y (G), the 2TR of G, R x,y (G), can be expressed as
By Lemma 2, Δ x,y (G) ⊆ {V(s)|s ∈S x,y } and all elements of {V(s)|s ∈S x,y } are clearly x, y-separators of G. Accordingly, Eq. (1) can be rewritten as
The problem of computing Eqs. (1) and (2) is known as the union of products problem (UPP) [17] , [18] . Ball and Provan [17] proved that UPP is #P-complete. As is widely known, all exact algorithms for solving #P-complete have exponential time complexity. However, Ball et al. [19] introduced lattice-theoretic techniques to simplify the UPP. The following lemma and propositions will demonstrate thatS x,y is endowed with a specific strict partial order ≺ that forms a lattice that exhibits closure and convexity. According to Definition 5, the following lemma is easily obtained. two scanlines s(p 1 , p 2 ), s(p 1 , p 2 
Proposition 2. (convexity) For
Proof. Four cases must be considered. Define the conditional event E(s k ), for all s k ∈S x,y , as
Clearly, all E(s k ) are disjoint and Eq. (2) can be rewritten as
Let q v be the failure probability of vertex v. (3) is trivial. By Lemma 3 and Propositions 2 and 3, (S x,y , ≺) forms a lattice and exhibits the properties of convexity and closure. Accordingly, a dynamic programming method for computing Pr[E(s k )] in Eq. (3) is given by
Equation (4) differs slightly from that presented elsewhere [3] , [19] . Using Eqs. (3) and (4), the 2TR of a multitolerance graph G can be computed in O(n · m 2 ) time [19] , where m is the number of scanlines in D(G) and n is the number of vertices in G. Since the number of scanlines in
, the 2TR of an n-vertex multi-tolerance graph can be computed in O(n 5 ) time. However, based on previous work [5] , the complexity can be reduced to O(n 4 ) as follows. Let f (s i , s k ) denote the probability that all vertices in V(s i )\V(s k ) fail. Equation (4) can then be rewritten as
The following proposition yields another dynamic programming method to reduce the complexity of the computation of f (s i , s k ).
Proposition 4. For
s i , s j , s k ∈S x,y and s i ≺ s j ≺ s k , f (s i , s k ) = f (s i , s j ) · v∈(V(s j )\V(s k ))∩V(s i ) q v .
Proof.
All vertices of V(s i )\V(s k ) can be grouped into two disjoint sets by whether they belong to 
The bottleneck in the computation of Pr[E(s k )] using Eq. (5) is the computation of f (s i , s k ) for all s i ≺ s k . The set {s i |s i ≺ s k } can be divided into two disjoint parts. The first part consists of the scanlines that are the immediate predecessors of s k . The second part consists of the scanlines that are less than some immediate predecessor of s k . Accordingly,
Hence, f (s i , s k ) is computed as follows, according to whether or not scanline s i belongs to P(s k ).
where s k ∈ P(s k ) and
The upper part of Eq. (6) is trivially obtained from the definition of f (s i , s k ) and the lower part of Eq. (6) is derived from Proposition 4. The following proposition reveals that the set V(s k )\V(s k ), for s k , s k ∈ S x,y and s k ∈ P(s k ), in Eq. (6) has at most one vertex.
Proposition 5. For scanlines
Based on the above formulations, the formal algorithm for computing the 2TR of a multi-tolerance graph is as follows.
Theorem 1.
Given an n-vertex multi-tolerance graph G, the 2TR problem on G can be solved in O(n 4 ) time.
Proof. Consider Algorithm 1. Notably, given a multitolerance graph G, the corresponding D(G) can be constructed in O(n) time [14] . In
Step 1, computing all V(s) and T y . Consequently, the KTR of a bounded multi-tolerance graph G is equivalent to R x,y (G). Therefore, the following corollary holds.
Corollary 1.
Given an n-vertex bounded multi-tolerance graph G, the KTR problem on G can be solved in O(n 4 ) time.
Notably, bounded multi-tolerance graphs are equivalent to the class of trapezoid graphs [13] . Therefore, the proposed algorithm improves upon the known algorithm [3] for solving the KTR problem on trapezoid graphs, which takes O(n 5 ) time.
Conclusions
This paper proposes a polynomial-time algorithm for computing the 2-terminal reliability of multi-tolerance graphs. Additionally, the proposed algorithm can be applied to compute the K-terminal reliability of bounded multi-tolerance graphs (which are equivalent to trapezoid graphs), and thus outperforms the known algorithms. However, determining the complexity of the K-terminal reliability of multitolerance graphs remains an open problem.
