This study proposes p-th Tobit quantile regression models with endogenous variables. In the first stage regression of the endogenous variable on the exogenous variables, the assumption that the α-th quantile of the error term is zero is introduced. Then, the residual of this regression model is included in the p-th quantile regression model in such a way that the p-th conditional quantile of the new error term is zero. The error distribution of the first stage regression is modelled around the zero α-th quantile assumption by using parametric and semiparametric approaches. Since the value of α is a priori unknown, it is treated as an additional parameter and is estimated from the data. The proposed models are then demonstrated by using simulated data and real data on the labour supply of married women.
Introduction
Since the seminal work of Koenker and Bassett (1978) , quantile regression has received substantial scholarly attention as an important alternative to conventional mean regression. Indeed, there now exists a large literature on the theory of quantile regression (see, for example, Koenker (2005) , Yu et al. (2003) , and Buchinsky (1998) for an overview). Notably, quantile regression can be used to analyse the relationship between the conditional quantiles of the response distribution and a set of regressors, while conventional mean regression only examines the relationship between the conditional mean of the response distribution and the regressors.
Quantile regression can thus be used to analyse data that include censored responses. Powell (1984;  1986) proposed a Tobit quantile regression (TQR) model utilising the equivariance of quantiles under monotone transformations. Hahn (1995) , Buchinsky and Hahn (1998) and Lin et al. (2012) for doubly censored data using the maximum score estimator and weighted quantile regression, respectively, and Xie et al. (2015) for varying coefficient models.
In the Bayesian framework, Yu and Stander (2007) considered TQR by extending the Bayesian quantile regression model of Yu and Moyeed (2001) and proposed an estimation method based on Markov chain Monte Carlo (MCMC). A more efficient Gibbs sampler for the TQR model was then proposed by Kozumi and Kobayashi (2011) . Further extensions of Bayesian TQR have also been considered. Kottas and Krnjajić (2009) and Taddy and Kottas (2012) examined semiparametric and nonparametric models using Dirichlet process mixture models. Reich and Smith (2013) considered a semiparametric censored quantile regression model where the quantile process is represented by a linear combination of basis functions.
To accommodate nonlinearity in data, Zhao and Lian (2015) proposed a single-index model for Bayesian TQR. Furthermore, Kobayashi and Kozumi (2012) proposed a model for censored dynamic panel data. Extending the quantile regression model to simultaneously account for censored response variables and endogenous variables is a challenging issue. In the case of the conventional Tobit model with endogenous regressors, a number of studies were published in the 1970s and 1980s, such as Nelson and Olsen (1978) , Amemiya (1979) , Heckman (1978) , and Smith and Blundell (1986) , with more efficient estimators proposed by Newey (1987) and Blundell and Smith (1989) . On the contrary, few studies have estimated censored quantile regression with endogenous regressors. While Blundell and Powell (2007) introduced control variables as in Lee (2007) to deal with the endogeneity in censored quantile regression, their estimation method involved a high dimensional nonparametric estimation and can be computationally cumbersome. Chernozhukov et al. (2014) also introduced control variables to account for endogeneity. They proposed using quantile regression and distribution regression (Chernozhukov et al., 2013) to construct the control variables and extended the estimation method of Chernozhukov and Hong (2002) .
In the Bayesian framework, mean regression models with endogenous variables have garnered a great deal of research attention from both the theoretical and the computational points of view (e.g. Rossi et al., 2005; Hoogerheide et al., 2007a Hoogerheide et al., , 2007b Conely et al., 2008; Lopes and Polson, 2014) . However, despite the growing interest in and demand for Bayesian quantile regression, the literature on Bayesian quantile regression with endogenous variables remains sparse. Lancaster and Jun (2010) utilised the exponentially tilted empirical likelihood and employed the moment conditions used in Chernozhukov and Hansen (2006) . In the spirit of Lee (2007) , Ogasawara and Kobayashi (2015) employed a simple parametric model using two asymmetric Laplace distributions for panel quantile regression. However, these methods are only applicable to uncensored data. Furthermore, the model of Ogasawara and Kobayashi (2015) can be restrictive because of the shape limitation of the asymmetric Laplace distribution, which can affect the estimates. Indeed, the modelling of the first stage error in this approach remains to be discussed.
Based on the foregoing, this study proposes a flexible parametric Bayesian endogenous TQR model.
The p-th quantile regression of interest is modelled parametrically following the usual Bayesian quantile regression approach. Following Lee (2007) , we introduce a control variable such that the conditional quantile of the error term is corrected to be zero and the parameters are correctly estimated. As in the approach of Lee (2007) , the α-th quantile of the error term in the regression of the endogenous variable on the exogenous variables, which is often called the first stage regression, is also assumed to be zero.
We discuss the modelling approach for the first stage regression and consider a number of parametric and semiparametric models based on the extensions of Ogasawara and Kobayashi (2015) . Specifically, following Wichitaksorn et al. (2014) and Naranjo et al. (2015) , we employ the first stage regression models based on the asymmetric Laplace distribution, skew normal distribution, and asymmetric exponential power distribution, for which the α-th quantile is always zero and is modelled by the regression function. To introduce more flexibility into the tail behaviour of the models based on the asymmetric Laplace and skew normal distributions, we also consider a semiparametric extension using the Dirichlet process mixture of scale parameters as in Kottas and Krnjajić (2011) . The value of α is a priori unknown, while the choice of α can affect the estimates. In this study, hence, α is treated as a parameter to incorporate uncertainty and is estimated from the data. The performance of the proposed models is demonstrated in a simulation study under various settings, which is a novel contribution of the present study. We also illustrate the influence of the prior distributions on the posterior in the cases where valid and weak instruments are used.
The rest of this paper is organised as follows. Section 2 introduces the standard Bayesian TQR model with a motivating example. Then, Section 3 proposes Bayesian TQR models to deal with the endogenous variables. The MCMC methods adopted to make inferences about the models are also described. The simulation study under various settings is presented in Section 4. The models are also illustrated by using the real data on the working hours of married women in Section 5. Finally, we conclude in Section 6.
Bayesian TQR
Suppose that the response variables are observed according to
Then, consider the p-th quantile regression model for y * i given by
where x i is the vector of regressors, β p is the coefficient parameter, and ǫ i is the error term whose p-th quantile is zero. The p-th conditional quantile of y * is modelled as Q y * |x (p) = x ′ β p . The equivariance under the monotone transformation c(·) of quantiles implies that the p-th conditional quantile of y is given by
The TQR model can be estimated by minimising the sum of asymmetrically weighted absolute errors
where ρ p (u) = u(p − I(u < 0)) and I(·) denotes the indicator function (Powell, 1986 ).
The Bayesian approach assumes that ǫ follows the asymmetric Laplace distribution, since minimising
(1) is equivalent to maximising the likelihood function of the asymmetric Laplace distribution (Koenker and Machado, 1999; Chernozhukov and Hong, 2003) . The probability density function of the asymmetric Laplace distribution, denoted by AL(σ, p), is given by
where σ > 0 is the scale parameter and p ∈ (0, 1) is the shape parameter (Yu and Zhang, 2005) . The mean and variance are given by
The p-th quantile of this distribution is zero,
Assuming the prior distributions for the parameters, the parameters are estimated by using the MCMC method (e.g. Yu and Stander, 2007; Kozumi and Kobayashi, 2011) .
Posterior consistency of Bayesian quantile regression based on the asymmetric Laplace distribution was shown by Sriram et al. (2013) .
Estimates under the standard Bayesian TQR model are biased when endogenous variables are included as regressors. Consider a simple motivating example where the dataset was generated from
for i = 1, . . . , 300, where (β 0 , β 1 , δ) = (1, 1, 1), (γ 0 , γ 1 , γ 2 ) = (1, 1, 1), x i , w i ∼ N (0, 1) and
See also Chernozhukov et al. (2014) . Note that ρ expresses the level of endogeneity. While d is an exogenous variable when ρ = 0, d is endogenous when ρ = 0. Since u|v ∼ N (ρv, 1 − ρ 2 ), the model can be rewritten as
Therefore, the standard model that models the conditional quantile of y * as β 0 + β 1 x + δd produces biased estimates. 
Model
We propose the following model to deal with the endogenous variables:
for i = 1, . . . , n, where x i is the vector of the exogenous variables whose the first element is 1, d i is the endogenous variable, z i = (x ′ i , w i ) ′ , and w i is the exogenous variable not included in x i , which is also called the instrumental variable. The term
is called the control variable and is introduced to account for endogeneity. Note that η p = 0 indicates d i is endogenous. We refer to (6) as the first stage regression and to (5) as the second stage regression. A similar form is found in Lopes and Polson (2014) in the context of the instrumental variable regression for means by using the Cholesky-based prior.
Following Lee (2007) , the error term ǫ i of the standard Bayesian TQR is decomposed into the terms
and e i . It is assumed that relationship (6) is specified correctly and the quantile independence of e i on z i conditional on v i :
As in Lee (2007) , we also assume
where the α-th conditional quantile of v i is zero for some α ∈ (0, 1).
First Stage Regression
We are mainly concerned with modelling the first stage error that satisfies (8) . A simple and convenient approach is to assume v i ∼ AL(φ, α), i = 1, . . . , n, as in Ogasawara and Kobayashi (2015) , since (8) First, we consider the skew normal distribution denoted by SN (φ, α), where φ > 0 is the scale parameter and α ∈ (0, 1) is the shape parameter. The probability density function is given by
When α = 0.5, the distribution reduces to N (0, φ). The mean and variance are given by
and Var(v) = φ
(see Wichitaksorn et al., 2014) . When the actual error distribution is close to the normal distribution, this distribution would lead to better performance than the asymmetric Laplace distribution. However, just as the asymmetric Laplace distribution, the skewness and the quantile level of the mode are controlled by the single parameter α.
Second, we consider the asymmetric exponential power distribution treated by Zhu and Zinde-Walsh (2009), Zhu and Galbraith (2011), and Naranjo et al. (2015) . The probability density function of the asymmetric exponential power distribution, denoted by AEP(φ, α, ζ 1 , ζ 2 ), is given by
where φ > 0 is the scale parameter, α ∈ (0, 1) is the skewness parameter, ζ 1 > 0 is the shape parameter for the left tail, and ζ 2 > 0 is the shape parameter for the right tail. After some reparameterisation, the distribution reduces to the asymmetric Laplace distribution when ζ 1 = ζ 2 = 1 and to the skew normal distribution when ζ 1 = ζ 2 = 2. The tails of the asymmetric exponential power distribution are controlled separately by ζ 1 and ζ 2 , respectively, and the overall skewness is controlled by α. Although the distribution is more flexible than the above two distributions, the posterior computation using MCMC would be inefficient, because it includes two additional shape parameters and it has no convenient mixture representation, apart from the mixture of uniforms that is inefficient, to facilitate an efficient MCMC algorithm. The computational efficiency is also compared in Section 4.
In addition to the three parametric models, we also consider the semiparametric extension of the models based on the asymmetric Laplace and skew normal distributions to achieve both flexibility and computa-tional efficiency. More specifically, the following two models using the Dirichlet process mixtures of scales are considered:
where DP(a, G 0 ) denotes the Dirichlet process with the precision parameter a > 0 and the base measure We must take care when selecting the α value in (8) , as it is a part of the model specification and can thus affect the estimates (Lee, 2007) . We treat α as a parameter and estimate its value along with the other parameters. Since α determines the quantile level of the mode for all models considered here, our approach to modelling the first stage regression can also be regarded as a kind of mode regression (see Wichitaksorn et al., 2014) .
To gain further flexibility, we might extend the model through a fully nonparametric mixture. Several density on the real line with the quantile restriction at the mode using the Dirichlet process mixture (see also Kottas and Gelfand, 2001 ). In the more flexible model proposed by Reich et al. (2010) , the mode of the error distribution does not have to coincide with zero. This is achieved by using a nonparametric mixture of the quantile-restricted two-component mixtures of normal distributions. However, their approaches are not directly applicable in the present context where the value of α is estimated. If we were to estimate the quantile level for which the quantile restriction holds, the computation under the former model is expected to be extremely inefficient and unstable as the model involves many indicator functions, and α and the intercept would be highly correlated. The intercept would not be identifiable in the latter model.
We could further extend the model to account for heteroskedasticity such that
for i = 1, . . . , n, where z ′ i κ > 0 for all i and the first element of κ is fixed to one (e.g. Reich, 2010) . In this case, the α-th quantile of d is given by
as in the usual quantile regression. However, since the first stage regression model is built based on (8), models (6) and (13) would produce identical estimates.
Second Stage Regression
We next turn to the model of the new second stage error, e i , in (5) . Since the p-th conditional quantile of e i is now zero, we assume that e i ∼ AL(σ, p), i = 1, . . . , n, as in the standard Bayesian quantile regression approach. We utilise the location scale mixture of normals representation for the asymmetric Laplace distribution to facilitate an efficient MCMC method following Kozumi and Kobayashi (2011) (see also Kotz et al., 2001) . The model is expressed in the hierarchical form given by
denotes the exponential distribution with mean σ, and
Prior Distributions
The coefficient parameter γ is common to all first stage regression specifications. First, we assume the normal prior for γ, since it is computationally convenient for the AL, SN, ALDP, and SNDP models. Since we do not have information on the coefficient values, the variances are set such that the prior distributions are relatively diffuse. Our default choice is γ ∼ N (0, 100I). For the scale parameters, φ for the AL, SN, and AEP distributions, a relatively diffuse inverse gamma distribution is assumed and the default choice is set to IG(0.1, 0.1). For AEP, we assume ζ j ∼ T N (0,∞) (1, 1), where T N (a,b) (µ, σ 2 ) denotes the normal distribution with the mean µ and variance σ 2 truncated on the interval (a, b). A similar prior specification is found in Naranjo et al. (2015) . For all models, α ∼ U (0, 1) is assumed.
For the semiparametric models, we need to specify the parameters of the inverse gamma base measure. For the coefficient parameters in the second stage, β p and δ p , we also assume relatively diffuse normal distributions. Our default choice of prior is (β
). Similar to φ in the parametric first stage, we assume an inverse gamma prior for the scale of the AL pseudo likelihood. Our default choice is
The parameter η p accounts for the endogeneity and we need to take care in prior elicitation. When the data follow the bivariate normal distribution, as in the motivating example (3), η p is equal to ρσ 1 /σ 2 , where ρ is the correlation coefficient and σ 1 and σ 2 are the standard deviations of the first and second stage errors, respectively. In this case, we may follow Lopes and Polson (2014) to determine the variance of the normal prior implied from an inverse Wishart prior for the covariance matrix. However, we do not limit ourselves to normal data as the quantile regression approach is suitable for heteroskedastic and non-normal data, and the non-normal models are used in the first stage. In the literature on Bayesian non-normal selection models, the prior distribution of η p is normal typically with a very small variance, such as 1/2 (e.g. Trivedi, 2003, 2008; Deb et al., 2006) . On the other hand, we use a more diffused prior to reflect our ignorance about η p and set our default choice of prior to be η p ∼ N (0, 5). When the instrument is weak, it is expected that our quantile regression models face the problem of prior sensitivity and that the posterior distributions exhibit sharp behaviour, as in the case of the Bayesian instrumental variable regression model. Section 4 considers the alternative choices of the hyperparameters to study the prior sensitivity.
MCMC Method
The proposed models are estimated by using the MCMC method based on the Gibbs sampler. We describe the Gibbs sampler for the semiparametric models with ALDP and SNDP, which is an extension of the Gibbs sampler described in Kozumi and Kobayashi (2011) and Ogasawara and Kobayashi (2015) . The algorithms for the AL and SN models can be obtained straightforwardly. We also mention the algorithm for the AEP model.
The variables involved in the Dirichlet process are sampled by using the retrospective sampler (Papaspiliopoulos and Roberts, 2008) and the slice sampler (Walker, 2007) . First, we introduce u i ∼ U (0, 1) and k i , i = 1, . . . , n, such that π l = Pr(k i = l), l = 1, . . . , ∞. Then, as in Walker (2007) , the Gibbs sampler is constructed by working on the following joint densities a) , and B(a, b) denotes the beta distribution with the parameters a and b (Sethuraman, 1994) . We also let k * denote the minimum integer such that
Algorithm for ALDP
For the ALDP model, we utilise the mixture representation for the asymmetric Laplace distribution to sample
. . , n, where θ a and τ 2 a are defined as in (14) . Let us denoteβ p = (β
• Sampling
• Sampling {k i } n i=1 : Generate k i from the multinomial distribution with probabilities
for i = 1, . . . , n.
•
• Sampling a: Assuming the gamma prior, G(a 0 , b 0 ), we use the method described by Escobar and West (1995) to sample a. By introducing c ∼ B(a + 1, n), the full conditional distribution of a is the mixture of two gamma distributions given by
where n * is the number of distinct clusters and ϕ/(1 − ϕ) = (a 0 + n * − 1)/(n(b 0 − log c)).
• Sampling γ:
where
as the density of the full conditional distribution denoted by π(γ|−) is given by
The full conditional distribution of h i is the generalised inverse Gaussian distribution, denoted by GIG(ν, ξ, χ). The probability density function of GIG(ν, ξ, χ) is given by
where K ν (·) is the modified Bessel function of the third kind (Barndorff-Nielsen and Shephard, 2001).
For i = 1, . . . , n, we sample h i from GIG(1/2, ξ i , χ i ) where
• Sampling α: The density of the full conditional distribution of α is given by
where π(α|−) andπ(α) denote the full conditional and prior density of α, respectively. We use the random walk Metropolis-Hastings (MH) algorithm to sample from this distribution.
• Sampling {y
The full conditional distribution of y * i is given by
• Samplingβ p :
• Sampling σ:
Algorithm for SNDP
The Gibbs sampler for SNDP consists of sampling
,β p , σ, and {g i } n i=1 remain the same as in the case of ALDP. The sampling scheme of {k i } n i=1 and α can be obtained by replacing
. Similar to the case of ALDP, the density of the full conditional distribution is given by
which is similar to the density of the normal distribution. Therefore, we sample γ by using the MH algorithm with the proposal distribution given by N (g 1 (γ), G 1 (γ)).
Algorithm for AEP
Since no convenient representation for the AEP distribution is available, the full conditional distributions of the parameters in the first stage regression, γ, φ, α, ζ 1 , and ζ 2 , are not in the standard forms. Therefore, we employ the adaptive random walk MH algorithm. Although Naranjo et al. (2015) proposed the scale mixture of uniform representation for the AEP distribution, the algorithm based on this representation would be inefficient, because it consists of sampling from a series of distributions that are truncated on some intervals such that the mixture representation holds and such intervals move quite slowly as sampling proceeds (see also Kobayashi, 2015) . Since the additional shape parameters in AEP free up the role of α, α controls the overall skewness by allocating the weights on the left and right sides of the mode. Hence, the MCMC sample would exhibit relatively high correlation between α and γ 0 .
Simulation Study
The models considered in the previous section are demonstrated using simulated data. The aims of this section are (1) to compare the performance of the proposed models (Section 4.2), (2) to study the sensitivity to the prior settings, and (3) to illustrate the behaviour of the posterior distribution when the instrument is weak (Section 4.3).
Settings
The data are generated from the model given by
for i = 1, . . . , 300, where (γ 0 , γ 1 , γ 2 ) = (0, 1, 1.5) assuming that a valid instrument is available, (β 0 , β 1 , δ, η) = (0, 1, 1, 0.6), x i ∼ N (0, 1), and w i ∼ T N (0,∞) (1, 1). The performance of the models is compared by considering the various settings for v i , while the distributions of e i are kept relatively simple in order that the true values of the quantile regression coefficients are tractable. The following five settings are considered: 
Results under the Default Priors
We first estimated the proposed models under the default prior specifications (see Section 3.4) for p = 0.1 and 0.5 by running the MCMC for 20000 iterations and discarding the first 5000 draws as the burn-in period.
The standard Bayesian TQR model was also estimated. The bias and root mean squared error (RMSE) of the parameters were computed over the 100 replications. To assess the efficiency of the MCMC algorithm,
we also recorded the inefficiency factor, which was defined as a ratio of the numerical variance of the sample mean of the Markov chain to the variance of the independence draws (Chib, 2001 ). ALDP, and SNDP are reasonably small for β p1 , δ p , η p , γ 1 , and γ 2 . Since α and γ 0 determine the quantile level of the mode and location of the mode, respectively, the MCMC sample exhibits correlation between α and γ 0 and this results in higher inefficiency factors for them. Hence, the inefficiency factors for β p0 tend to be higher than those for the other parameters. This pattern is more profound in the case of AEP where the inefficiency factors for α, γ 0 , and β p0 are quite high. Since the additional shape parameters in AEP free up the role of α, the MCMC sample exhibits higher correlation between α and γ 0 . Furthermore, the inefficiency factors for the other parameters for AEP are also higher than those for the other endogenous models.
Next, we turn to the performance of the models. As expected, TQR produces biased estimates in all cases. The RMSEs for the proposed endogenous models are generally larger for p = 0.1, which is below the censoring point, than for p = 0.5. The AL and ALDP models result in similar performance. The AEP model shows the largest RMSEs for γ 0 and β p0 among the proposed models for all cases. Combined with the high inefficiency factors for those parameters, the convergence of the MCMC algorithm for AEP may be difficult to ensure in the given simulation setting. This finding suggests a considerable practical limitation and, thus, AEP will not be considered henceforth. The same limitation applies to the potentially more flexible nonparametric models discussed in Section 3.2. While the models result in reasonable overall performance, the results for Settings 3 and 5 also illustrate the limitation of our modelling approach to some extent. In Setting 3, the models exhibit some bias in β p0
because of the lack of fit in the first stage. This lack of fit, which is represented by the bias for γ 0 , is reflected in the bias for β p0 . The entire coefficient vector may be influenced by this lack of fit in the first stage in the presence of heteroskedasticity as in Setting 5. The lack of fit in the first stage is also indicated by the biases in α. This finding implies that an inflexible first stage model can fail to estimate the true quantile such that (8) holds and that choosing the value of α a priori could lead to biased estimates (see the discussion in Section 3.2). 
Alternative Base Measures and Prior Specifications
For comparison purposes, we consider two alternative specifications for the inverse gamma base measure for the semiparametric models. The following slightly less diffuse settings than the default are considered. For ALDP, we consider IG(2.5, 0.6) such that Pr(φ l ≤ 3/8) = 0.854 and IG(3.0, 0.7) such that Pr(φ l ≤ 3/8) = 0.891 when α = 0.5. For SNDP, we consider IG(2, 2) such that Pr(φ ≤ 3) = 0.852 and IG(2.5, 2.5) such that Pr(φ l ≤ 3) = 0.893. For the other parameters, we use the default prior specifications. Table 2 presents the biases and RMSEs for ALDP and SNDP under the alternative base measures for p = 0.1 and p = 0.5. The results in Table 2 are essentially identical to those in Table 1 , suggesting that the default choice of the base measures provides reasonable performance. Next, the two alternative prior specifications for η p , σ, and φ are considered to study the prior sensitivity. The first alternative specification considers the more diffuse priors given by η p ∼ N (0, 25), σ ∼ IG(0.1, 0.1), and φ ∼ IG(0.01, 0.01). The second alternative specification is the even more diffuse setting given by η p ∼ N (0, 100), σ ∼ IG(0.001, 0.001), and φ ∼ IG(0.001, 0.001). For ALDP and SNDP, the default base measures are used. For β p , δ p , and γ, we use the default specification. Table 3 presents the biases and RMSEs for AL, SN, ALDP, and SNDP under the five simulation settings for p = 0.1 and 0.5, showing that the result is robust with respect to the choice of hyperparameters. We also considered some different prior choices for (β ′ p , δ p ) ′ and γ, and obtained robust results. Here, we illustrate the behaviour of the posterior distribution by using a weak instrument. The data are generated from (4) without the regressor: First, we present the results for the representative quantiles, p = 0.1, 0.5, and 0.9. Table 4 shows the posterior means, 95% credible intervals, and inefficiency factors for ALDP and SNDP for these quantiles.
The table shows that the sampling algorithm worked efficiently as the inefficiency factors are reasonably small. The posterior means for the instrument, huseduc, are positive and the 95% credible intervals do not include zero for all cases for both models, implying that huseduc is a valid instrument. For p = 0.5, the posterior means for η p are 0.450 and 0.446 for ALDP and SNDP, respectively, and the 95% credible intervals do not include zero. Therefore, it is suggested that non-wife income be treated as an endogenous variable for the median regression. To study the endogeneity in non-wife household income across quantiles, the posterior distributions of η p are presented. The results across the quantiles can be best understood by plotting the posterior distributions as a function of p. for ALDP, SNDP, and TQR, respectively. However, the 95% credible intervals include zero for all p for all models. On the other hand, the figure also shows that the models produced similar results for exper and kidslt6 for all p. 
Conclusion
We proposed Bayesian endogenous TQR models using parametric and semiparametric first stage regression models built around the zero α-th quantile assumption. The value of α determines the quantile level of the mode of the error distribution and is estimated from the data. From the simulation study, the AL, ALDP, and SNDP models worked relatively well for the various situations, while they faced the same limitation pointed out by Kottas and Krnjajić (2011) . On the other hand, the SN model could not accommodate the fat tailed first stage errors. Although AEP could be a promising model in terms of flexibility, the inefficiency of the MCMC algorithm largely limits its applicability in practice. The development of a more convenient mixture representation for the AEP distribution is thus required. From application to data on the labour supply of married women, the effect of the endogeneity in non-wife income was found to be the most profound for the quantile level close to the censoring rate. For this quantile, some differences in the parameter estimates between the endogenous and standard models were found, such as the stronger effect of non-wife income on working hours. This study only considered the case of continuous endogenous variables. We are also interested in incorporating endogenous binary variables into a Bayesian quantile regression model. An important extension might therefore be addressing multiple endogenous dummy variables to represent selection among multiple alternatives, such as the choice of a hospital and insurance plan, as considered in Geweke et al. (2003) and Deb et al. (2006) . However, such an extension would be challenging with respect to the assumptions that must be imposed on the multivariate error terms. We leave these issues to future research.
