The class of vehicle routing problems involves the optimization of freight or passenger transportation activities. These problems are generally treated via the representation of the road network as a weighted complete graph. Each arc of the graph represents the shortest route for a possible origin-destination connection. Several attributes can be defined for one arc (travel time, travel cost . . . ), but the shortest route modeled by this arc is computed according to a single criterion, generally travel time. Consequently, some alternative routes proposing a different compromise between the attributes of the arcs are discarded from the solution space. We propose to consider these alternative routes and to evaluate their impact on solution algorithms and solution values through a multigraph representation of the road network. We point out the difficulties brought by this representation for general vehicle routing problems, which drives us to introduce the so-called fixed sequence arc selection problem (FSASP). We propose a dynamic programming solution method for this problem. In the context of an on-demand transportation (ODT) problem, we then propose a simple insertion algorithm based on iterative FSASP solving and a branch-and-price exact method. Computational experiments on modified instances from the literature and on realistic data issued from an ODT system in the French Doubs Central area underline the cost savings brought by the proposed methods using the multigraph model.
Introduction
The class of vehicle routing problems has drawn many researchers' and industrial practitioners' attention during the last decades. These problems involve the optimization of freight or passenger transportation activities. They are generally treated via the representation of the road network as a weighted complete graph, constructed as follows. The vertex set is the set of origin or destination points. Arcs represent shortest paths between pairs of vertices. Several attributes can be defined for one arc (travel time, travel cost . . . ), but the shortest path implied by this arc is computed according to a single criterion, generally travel time. Consequently, some alternative paths proposing a different compromise between these attributes are discarded from the solution space, as illustrated in Figure 1 . In the remainder of this paper, we call road- paths, the paths of the original road network so as to distinguish them from the paths relative to the new graph (working graph in the figure).
Not considering alternative paths can be disadvantageous in many situations. A typical example is provided by On-Demand Transportation (ODT) systems. In such systems, transportation plans need to be computed, to satisfy point-topoint transportation requests, according to some quality of service constraints and/or objectives. Though the road-path retained between two (origin or destination) customer locations is generally set as the min-time road-path, the driver or the shipper might prefer a cheaper itinerary in case time is noncritical. If the customer pays according to the distance (which is generally not the case in ODT systems, but is true in taxis), avoiding fast but long-distance sections could also be of interest (for the customer). Note that computing the shortest path matrix according to distance instead of time could induce similar
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drawbacks, for example considering sections with heavy traffic. Section 4 will develop the example of an ODT system implemented in the Doubs Central area in France.
In this work, we propose to represent the road network by a multigraph, so that alternative routes are considered. Ideally, this approach would define one arc between two vertices for each Pareto optimal road-path according to arc attributes in the road network. Any good road-path would then be captured in the graph. In practice, one could prefer just to consider a reasonable set of arcs between two vertices.
At least two other situations would deserve to be further explored, but will be left as perspectives here. A first situation would be the case of a traveler having several transportation modes at his disposal (foot, metro, tramway, bus . . . ) and having to decide how to combine them to reach some destination. If transportation modes can be competitive for the same piece of trip, the multigraph representation appears to be well-suited as long as the schedule of facilities can be neglected (as it is often the case for a tramway or a metro for example, but not for a train). Several papers deal with multimodal transportation in the literature (Horn, 2002 and Bielli et al., 2006) . However, to the best of our knowledge, they all consider a single-request. Hence, the problem is to determine an optimal (or a set of optimal) trip from an origin to a destination in a multigraph, where arcs correspond to different transportation modes and nodes to interchange points. A second situation would be met by a touristic traveler. One might then have some clearly identified destination points and different possibilities (with different duration and touristic interests) of linking these points. Actually, having a multigraph representation makes sense as soon as several attributes are defined on arcs.
Although original, the use of a multigraph representation in the context of vehicle routing is not entirely new. A recent work by Baldacci et al. (2006) introduces a similar representation to solve the so-called Multiple Disposal Facilities and Multiple Inventory Locations Rollon-Rolloff Vehicle Routing Problem. The topic is to transport trailers between customers, disposal facilities and inventory locations. In this context, the multigraph dimension stems from the enumeration a priori of valid sequences of movements between customers. An exact solution method based on a Set Partitioning formulation and a sophisticated iterative bounding procedure is proposed.
In this paper, our first objective is to evaluate the tractability and the interest of the multigraph representation. Our second objective is to propose an efficient vehicle routing solution scheme for an actual ODT system. We describe the multigraph representation in Section 2. Section 3 focuses on the new difficulties it implies for general vehicle routing problem solving and proposes a dynamic programming solution method for the underlying fixed sequence arc selection problem. In the context of a practical ODT system, Section 4 presents an insertion heuristic and an exact branch-and-price method and evaluates their results on modified instances from the literature and on real-life data issued from an ODT system in the French Doubs Central area. Concluding remarks are drawn in Section 5.
Multigraph representation
Let G 0 = (V 0 , A 0 ) be the graph induced by a road network. An arc of A 0 typically represents a link between two crossroads or a portion of road having consistent characteristics (slope, direction, sinuosity . . . ). G 0 has the advantage to offer a complete and precise description of the physical layout, but can reach a size detrimental to the efficient execution of routing optimization procedures. We consider here that each arc (i, j) ∈ A 0 is characterized by R + 1 attributes (R ≥ 1):
. Attributes can indifferently represent duration, distance, cost, interest, roughness, etc.
Let us assume that we are interested here in some vehicle routing problem.
For sake of generality, we do not define it precisely at this point, while an application to an on-demand transportation system is described in Section 4. Let us name key-locations the set of all locations of G 0 playing a special role in the problem: vehicle depots, customer locations, origin and destination of transportation requests . . . Let V ⊂ V 0 be the set of all key-locations. For (i, j) ∈ V × V , let P ij be the set of all Pareto optimal paths, in G 0 , from i to j, considering the R + 1 criteria. We introduce the multigraph G = (V, A).
For each couple of vertices (i, j) ∈ V × V and each road-path P e ij ∈ P ij (1 ≤ e ≤ |P ij |), we introduce an arc (i, j) e ∈ A. Arc (i, j) e is then characterized by resource consumption levels d Note that sets P ij are possibly of very large size. A first difficulty with the multigraph representation is to compute these sets. The problems to solve are Multicriteria Shortest Path Problems. A variety of algorithms based on dynamic programming (Warburton, 1987; Guerriero and Musmanno, 2001; Skriver and Andersen, 2000) are available in the literature (see also Ehrgott and Gandibleux, 2000, for a survey). These methods are robust and can handle several types of objective functions like min-sum or max-min. This robustness is interesting in our situation, where we might have to deal with various types of attributes. Theoretically, computing sets P ij can be very time-consuming, especially when R is large. However, one can expect to have R = 1 or R = 2 in most practical cases. Also, attributes like time, distance and cost are generally closely correlated, which can drastically limit the number of Pareto optimal paths. Finally, in case of ODT systems, sets P ij are going to be computed only once, prior to the optimization. In the following, we assume that the construction of these sets could be carried out using any kind of method (e.g., exact solution approach, heuristic, decision support system . . . ).
Route optimization in a multigraph
Vehicle routing problems generally address three types of decisions:
• assignment decisions, allocating key-locations to vehicles;
• sequencing decisions, defining the key location visit order for each vehicle;
• scheduling decisions, determining a timetable for the visit of the assigned key-locations for each vehicle.
Once assignment and sequencing decisions are fixed, it is generally trivial to deduce timetables for a standard min-sum criterion. With the multigraph representation, this property does not hold. Indeed, one has to determine which arc to use between two consecutive key-locations of the sequence. As shown below, this problem, which we call Fixed Sequence Arc Selection Problem (FSASP), is NP-hard. Section 3.1 discusses the complexity of the FSASP and describes an efficient pseudo-polynomial solution algorithm based on dynamic programming. Section 3.2 shortly discusses the impact of the multigraph representation on standard solution schemes. This discussion will be continued further and illustrated with the case of an ODT system in Section 4.
Fixed Sequence Arc Selection Problem
Let us call linear multigraph a connected acyclic directed graph such that a vertex has at most one predecessor and one successor. A linear multigraph represents a fixed sequence (i 0 , . . . , i N ) (see Figure 2 ). Let G F S = (V F S , A F S ) be a linear multigraph obtained from G, with V F S = {i 0 , . . . , i N } ⊂ V and with arcs (i n−1 , i n ) e for 1 ≤ n ≤ N and 1 ≤ e ≤ P i n−1 in . Let consider R + 1 attributes 0, . . . , R as defined in Section 2, with attribute 0 corresponding to the arc cost involved in the objective function. An upper bound Q r is defined for 1 ≤ r ≤ R. The FSASP amounts to select a set of arcs For the sake of clarity, we only consider cumulative attributes here. Results can easily be extended to other types of attributes, like min-max ones. The problem can then be stated as the following integer linear program:
Binary decision variables y e i n−1 in represent the selection of arcs (i n−1 , i n ) e . Objective function (1) (to be minimized) is the total cost (attribute 0) of selected arcs. Upper bounds on attributes are handled by constraints (2) . Constraints (3) impose that exactly one arc is selected between two consecutive vertices.
We remark the FSASP corresponds exactly to the Multidimensional Multiple Choice Knapsack Problem (MMKP), an NP-hard generalization of the Knapsack Problem (Kellerer et al., 2004) , which proves that the FSASP is NP-hard. The MMKP can be described as follows. A set of N classes of objects are defined. Each object e in class n is characterized by R weights d e n (r) (1 ≤ r ≤ R) and a cost d e n (0). A limit Q r is defined for each dimension r (1 ≤ r ≤ R). The problem is to select exactly one object per class, while satisfying limits Q r and minimizing the total cost of the objects selected. e is traversed. The objective is to find a shortest path, connecting vertex i 0 to vertex i N , while resource constraints are satisfied.
If we assume that only non-decreasing functions compute the cumulative resource consumptions, the SPPRC can be solved with dynamic programming (Irnich and Desaulniers, 2005) . One can expect most types of attributes (resources) to comply with this assumption. This approach is thus consistent with our objective of dealing with vehicle routing in general. The dynamic programming algorithm, first proposed by Desrochers and Soumis (1988) for the Shortest Path Problem with Time Windows, is an extension of the classical Bellman's labelling algorithm. We propose below a simple variant for the FSASP described by Algorithm 1.
The algorithm maintains a set of labels, each one corresponding to a partial path issued from i 0 . More precisely , the algorithm runs in N iterations, each iteration q ∈ {0, . . . , N − 1} being associated with a dominant label set L q such that each label l ∈ L q represents a path from i 0 to i q . Each label set L q is dominant in the sense that either there exists an optimal path l * from i 0 to i N having a subpath l ∈ L q or there is no solution.
Each label l contains the cumulative consumption level l(r) for each resource r at the end of the corresponding partial path. L 0 is set to a unique label l 0 representing the partial path reduced to i 0 with resource consumptions l 0 (r) = 0, ∀r = 0, . . . , R. At iteration q, label set L q+1 is computed from L q by extending each label l ∈ L(q) and by applying dominance rules to reduce the cardinality of L q+1 . Extension of a label l ∈ L q consists in creating a label l ′ for each outgoing arcs (i q , i q+1 ) e of i q . Resource consumptions are updated as follows:
, ∀r = 0, . . . , R. At iteration N − 1, the dominant set L N , which includes the optimal solution, is computed. Note that unlike Bellman's algorithm, that can be applied when no resource is considered, each vertex of the graph can maintain a large number of labels since the comparison of two labels takes into account their consumption level for each resource. More precisely, we can compute an upper bound on the number of non-dominated labels in each set L q . Indeed if resource consumptions and availabilities are integer we have |L q | ≤ Λ where Λ = Π r=1,...R Q r is the number of distinct consumption vectors. At each iteration q and for each label l ∈ L q , all the outgoing arcs of i q are enumerated. It follows that the three 
Checking whether a label is dominated takes in turn O(Λ(R)) time. Consequently the algorithm has a worst-case complexity of O(|A F S |Λ 2 R). However, when searching for the optimal arc set to be selected in the sequence, the dynamic programming algorithm is applied on an acyclic graph of limited size (one can expect that in most cases a vehicle route visits a relative small number of vertices), which helps finding optimal solutions efficiently (Irnich and Desaulniers, 2005) . Figure 3 illustrates label extension and dominance rules on the example of a FSASP with 3 vertices and 2 resources. In this figure, among the 4 possible partial paths reaching i 2 , one is dominated and one is infeasible. The algorithm would thus only consider the two remainder labels to continue the sequence.
Note that the SPPRC is very close to the Multicriteria Shortest Path Problem discussed in Section 2 for the initial construction of G, resources standing for criteria. As a matter of fact, we also use our dynamic programming algorithm to build multigraphs in our computational experiments, either from standard state-of-the-art benchmark instances or from geographic data (see Section 4.5).
Impact on solution approaches
Local search algorithms basically consist in repeatedly considering an incumbent solution, exploring a set of neighbour solutions and selecting a new incumbent solution in this neighbourhood. In a simple descent algorithm, the best neighbour solution is selected at each iteration until it does not improve upon the incumbent solution. Several metaheuristic mechanisms can be added to avoid being trapped into local optima. The multigraph representation does not interfere with the local search scheme except for evaluating the feasibility and the value of the solutions explored, which is exactly the purpose of the FSASP.
However, one can be a little more clever than simply evaluating every neighbour solution using the dynamic programming algorithm of Section 3.1. A possibility would be to explore the whole neighbourhood and find the best neighbour solution with one execution of the dynamic programming algorithm. This possibility is illustrated for the request insertion operator in Section 4.3.2.
This latter operator is critical for inter-routes moves like relocate and exchange. Cross-moves which plug subsequences or intra-route neighbourhood operators (k-opt, Or-opt, . . . ) are quite different. Exploring the whole neighbourhood in one shot appears more tricky in these cases. One can however expect that the size of these neighbourhoods will be limited, especially when resources are very restrictive (e.g., tight time windows).
With regards to exact methods, using a multigraph representation increases drastically the size of the solution space. Hence, one can conjecture that these methods would fail to solve instances of a size that they would be able to tackle with a simple graph representation. However, the basic principles of the methods would not be changed. Linear relaxation can still be computed and serve as a lower bound in a branch-and-bound method; one can expect most of the valid inequalities to remain true. As we show in Section 4.4, for column generation approaches, the multigraph representation has an impact on the subproblem definition but a simple adaptation allows to solve it efficiently.
Concerning the branching scheme, usual branching decisions enforce or forbid the use of an arc. With the multigraph representation, this policy can be rather inefficient, as forbidding an arc is not as strong as in the simple graph case. One might rather prefer to enforce or forbid the successor of a vertex, i.e., enforce or forbid the complete set of arcs between two vertices. Indeed, it can be simply seen that in a fractional solution at least one vertex has two different successors. For instance, in column generation, binary decision variables represent the selection of complete routes. And a fractional solution with a single successor for every vertex would be a solution with identical sequences using different subsets of arcs, which can easily be transformed into an integer solution.
4 Application to the dial-a-ride problem
Practical motivation and related work
The motivation of this study stems from a multidisciplinary research project dealing with on-demand transportation systems and their adequacy with new mobility practices (Josselin and Genre-Grandpierre, 2005). We focus here on the development of an ODT reservation software for the Doubs Central area (France). An ODT system is a flexible transportation system intended to carry out transportation requests via a fleet of vehicles under feasibility and operational constraints. Contrary to a traditional public transportation system, routes are determined on a daily basis (or, at least, for a short time period), according to the requests. A key issue for such systems is to find operational solutions taking into account the possibly contradictory objectives of the involved partners:
• for the Transportation Organizing Authorities: rationalize and make the service attractive; • for the conveyors (local taxi companies in the Doubs Central case): maximize profits; • for the possible subcontractors (hauliers): conquer new markets;
• for the passengers associations : improve quality of life and access to the facilities.
In the ODT system considered here, each user issues a request defined by a pick-up point (departure), a drop-off point (arrival), a number of passengers and a latest drop-off time that cannot be exceeded. An acceptable quality of service can be ensured by providing a guarantee on the maximum gap between the pick-up time and that latest drop-off time. As specified subsequently, these constraints can be expressed as time windows. The service is carried out by local taxi companies. Consequently, the fleet is heterogeneous, of fixed size and based in multiple depots. The cost for the authorities (paid to these taxi companies) is proportional to the distance traveled plus a fixed cost for every vehicle used. Our objective is to propose a transportation plan satisfying all requests and minimizing this cost. A second objective is then to minimize the time spent in vehicles by users. Defining the vehicle routing problem that way permitted to satisfy the different partners involved in the system.
The interest of considering alternative paths here is to have the possibility to propose less expensive paths (using e.g., short but slow sections), with an equivalent quality of service. Also, this problem appears as a good test-bed case to evaluate the methodological and the practical impacts of a multigraph representation.
ODT systems have raised the interest of many researchers for a long time.
The underlying vehicle routing problem is generally identified as the Diala-Ride Problem ( Another direction for solving the DARP is to take advantage of the natural splitting of the problem into an assignment (clustering) and a sequencing (routing) subproblems -which can also contain a scheduling subproblem to determine service times. In view of the importance of insertion and branch-and-price methods for the solution of the DARP, we consider these approaches for the examination of the multigraph representation in this paper.
Problem Formulation
The problem is to serve a set R of requests with a heterogeneous fleet K of vehicles, where K is composed of subsets K v of vehicles of identical type 1 v ∈ VT . A request r is defined by its pick-up point r + , its drop-off point r − , a positive number of passengers to transport l r + , a latest drop-off time B r − and the maximum gap δ r to respect between B r − and the actual pick-up time. Each vehicle k is characterized by its capacity C k , starting and arrival depots o k and m k , and a fixed cost pc k incurred when the vehicle is used. In the remaining of this section, we note l r − = −l r + and l o k = l m k = 0, for each request r and vehicle k. Moreover, a pick-up or a drop-off point is called a service. Besides the characteristics defined above, a service i has a non-negative duration s i .
Let G = (V, A) be a directed graph. V includes two nodes per request, one for each service r + and r − , plus two depot nodes per vehicle (starting and arrival depots). An arc (i, j) e ∈ A is a road-path linking node i to node j. A cost d The latest drop-off and maximum gap constraints can be expressed as time windows, as can be seen in equations (5)- (7):
where A i is the earliest starting time for service i and B i the latest starting time. This remark permits to replace the gap constraint (concerning two services) with time window constraints [A i , B i ] defined for every service i independently.
The part of a solution relative to a single vehicle is called a route. It is called a sequence, if the service times are not fixed, i.e., only the vehicle assignment and the order of realization of the services are known. To construct the routing planning, one has to assign one vehicle per request, to sequence the services and to fix service starting times T i . The latter corresponds to the arc selection problem induced by the multigraph representation.
The problem can be modeled as follows. We introduce binary decision variables x 
with
Objective function (8) involves minimization of the cumulative cost of the selected arcs plus the total fixed cost of the employed vehicles.
Constraints (9) enforce that exactly one vehicle passes through exactly one arc (r + , j) e for each request r. This coresponds to the fact that each pick-up request must be fulfilled by exactly one vehicle. Constraints (10) ensure that vehicles leave their starting depot exactly once, possibly for a dummy run to their arrival depot. Constraints (11) state that, for each request r, the dropoff service has to be performed by the same vehicle as the pick-up service. Constraints (12) are standard flow conservation constraints. Constraints (13) enforce the precedence constraint between the service time of two nodes visited consecutively by the same vehicle. Constraints (14) are the time window constraints (see equations (5)- (7)). Constraints (15) enforce, for each request, precedence between the pick-up and the drop-off services. Constraints (16) express the load conservation at each service, respectively. Constraints (17) ensure that a vehicle leaving a pick-up service has the required capacity. On the same station, pick-ups occur after drop-offs (constraints (18)). Note that non-linear constraints (13) and (16) and (17) could be presented as linear constraints at the expense of "big M" coefficients. Since we do not use directly the model to solve the problem or even its linear relaxation, the non-linear model was chosen for the sake of clarity.
The objective function was defined in accordance with the Doubs Central Transportation Organizing Authorities so as to minimize, as a main objective, the cost incurred while making the service more attractive via a secondary hierarchical objective. This secondary objective is the minimization of the time lost by users. We express that as the sum of the gaps between the latest drop-off times and the actual pick-up times (see equation (20)).
This optimization does not change the fixed sequences (x k ije variables) computed first. In addition, we consider the following constraint on service times: a vehicle is allowed to wait at a stop only after a drop-off followed by a pick-up. Adding this constraint to the model (8-19) preserves its optimal value.
Insertion heuristic
We propose a five-step insertion-based heuristic illustrated in Figure 4 .
(1) The first step is a greedy insertion procedure which aims at constructing vehicle sequences satisfying all requests. (2) A descent method, based on removals and insertions, is used in the second step to improve the set of sequences. The main objective is tackled during steps 1 to 4 while the secondary objective is ignored.
Step 5 optimizes the secondary objective while keeping the best value found for the main one. Section 4.3.1 presents more precisely the different steps of the algorithm. Section 4.3.2 details the request insertion mechanism as a special FSASP problem.
The five-step approach
4.3.1.1 Greedy insertion procedure Empty sequences are initially associated with each vehicle. The requests are then inserted one by one into the sequences, according to a predetermined order. The least-cost insertion is selected. Insertion is "greedy" in the sense that the relative order of the already inserted requests is preserved. However, the arc selection between successive stops is re-optimized. Insertion can indeed force to use faster but more expensive arcs. Least-cost insertion thus means in this context that the insertion chosen is the one that provides a feasible sequence and a provisional related arc selection with a minimal cost. The determination of the optimal set of arcs is a NP-hard problem as a variant of the FSASP with 3 attributes, time, cost and capacity (see Section 3.1). The model and the method proposed to solve it are detailed in Section 4.3.2.
For the first call to this phase, an initial order of requests is defined on increasing values of the earliest pick-up time. The order used for the second call to this phase (Step 3 of the 5-step heuristic) relies on a marginal cost mechanism. This cost is calculated by removing the request temporarily and by evaluating the corresponding profit, which requires solving an FSASP on the new sequence. The order is then defined as the decreasing order of marginal costs, so that the most expensive requests are inserted first.
Descent method
The descent method considers the set of computed sequences and tries to move requests. Requests are removed and reinserted with a least-cost policy. A first time, we select all the requests according to the order used to build the solution. Then, we select each request to remove and reinsert randomly until no more improvement is possible. Insertions still imply to solve a FSASP as explained in Section 4.3.2. Evaluating the cost of a sequence after the removal of a request also implies arc re-oprimization.
Scheduling (time-stamping) At the end of
Step 4, a set of sequences is available. The optimal selection of arcs for these sequences is given, with the guarantee that a feasible schedule exists. The first hierarchical level of the objective function is then fixed. We denote S one of these sequences. We optimize service times according to the second hierarchical level for S, i.e., minimize the sum of the gaps between latest drop-off times (B r − ) and pick-up times (T r + ). This amounts to maximize the following objective (21) since the latest drop-off times are constant: In our special case, we describe a very simple adhoc procedure computing an optimal solution.
The recursion procedure described through formula (22) (23) , calculates the so-called Latest Pick-Up Earliest Drop-Off Solution. The first iteration (22) computes the latest feasible service times that characterize the Latest Scheduling Solution. (i, j) e denotes without any ambiguity the selected arc between i and j. For the sake of simplicity, we consider here that sequence S is sequence {1, . . . , |S|}. By construction, we state easily that this schedule is optimal for the secondary criterion.
∀i a drop-off. (23) The Latest Pick-Up Earliest Drop-Off Solutions respecting these operational constraints form a dominant set for the routing problem and the scheduling problem.
Request insertion in a sequence
The insertion of a request r in a sequence (Step 1 and Step 3 of the 5-step heuristic) basically relies on the solution of a FSASP (see Section 3.1) in an augmented graph. Let us consider the acyclic multigraph G 1 = (V 1 , A 1 ) where vertices are depots, pick-up and drop-off nodes of the sequence plus one vertex for r + and r − at each insertion position (r is the request we have to insert). A 1 contains every arc respecting the sequence order ( Figure 5) . Initial constraints or constraints induced by the sequence structure can immediately reduce the number of insertion positions.
Finding the best insertion position for r is equivalent to finding the min-cost path, satisfying all constraints on attributes (time and capacity) and visiting exactly one vertex representing r + and one representing r − in this order. We model this problem as a SPPRC and solve it through dynamic programming with the following particularities. The label lb associated with a partial path is defined with a level of consumption for each resource (time T lb and load L lb ), a cost C lb , and a final vertex i, plus the request resource R lb for the new request. The rules of consumption and violation of resources T , L, C for extension of a label lb at a node i through arc (i, j) e are summarized in Table  1 (with the resulting label being lb ′ ). The rules for resource R are summarized in Table 2 depending on the destination vertex. The R lb starting level at the depot is set to 0. Table 1 Extension functions for resources T , L and C Table 2 Extension function for resource R These rules forbid that drop-off occurs before pick-up and imply that each of the two services is inserted exactly once. Labels are generated traversing the sequence and considering all the outgoing arcs for every vertex. Labels violating constraints are deleted.
The dominance rule works as follow. lb 1 dominates lb 2 if equations (24) are valid.
This condition also controls the loads L lb 1 and L lb 2 as we show in Table 3 . The load of lb 1 never exceeds the load of lb 2 if the constraint on R is satisfied.
In addition, when the sum of the new request load and the maximal load in the sequence does not exceed the vehicle capacity, the case R lb 1 = 1 and R lb 2 = 0 Table 3 Constraints on loads of two comparable labels can be ignored yielding a stronger dominance rule (25) .
We discussed the complexity of the Algorithm 1 in Section 3.1. If we assume that service times have integer values, we obtain for an insertion in
. We deduce a worstcase complexity of O(|R||A| × (max 1≤i≤N {B i })
2 ) for the complete insertion procedure.
Once the best insertion is found, a basic constraint propagation procedure on time windows is applied to improve the efficiency of further insertions. The Latest Scheduling Solution (described in Section 4.3.1.3, equation (22) 
Exact method
In this section, we present a branch-and-price exact solution procedure for the considered DARP. This scheme was first introduced for the DARP in Dumas et al. (1989) . The adaptation to the multigraph case is described subsequently. The reader is referred to for more details on column generation techniques.
Let Ω v be the set of possible time-stamped routes for a vehicle of type v ∈ VT carrying out at most once each potential transportation request, satisfying the time windows and capacity constraints. Let Ω = v∈VT Ω v = {ω 1 , . . . , ω |Ω| } be the complete set of possible routes (identical routes assigned to different vehicle types are considered different). Let b vn = 1 if route ω n ∈ Ω v , b vn = 0 otherwise. Let a rn = 1 if route ω n ∈ Ω carries out request r, a rn = 0 otherwise. Let c as follows:
The decision variables λ n indicate whether route ω n ∈ Ω is used or not. Objective function (26) corresponds to objective function (8) in the compact model. Constraints (27) ensure that each request is carried out exactly once. Constraint (28) limits the number of vehicles of type v used to |K v |. We denote by π r the dual variable associated with constraint (27) for request r and by µ v the dual variable associated with constraint (28) for vehicle type v.
Solving the linear relaxation of model (26)- (29) necessitates the use of a column generation technique, due to the size of Ω. In the following, we call Master Problem (MP) the linear relaxation of model (26)- (29).
Column generation is based on two components: a restricted master problem and one or more subproblems. The restricted master problem MP(Ω 1 ) is obtained from MP by considering only a subset Ω 1 ⊂ Ω of variables. A subproblem aims at adding progressively new potentially good columns to Ω 1 until an optimality criterion is attained. One consider distinct subproblems for each vehicle type. Ω 1 is initialized with a simple set of routes, for instances routes obtained by the insertion heuristic of the Section 4.3. At each iteration of the algorithm, MP(Ω 1 ) is solved with the simplex method. A subproblem determines for a specific vehicle type v whether some variables λ n with ω n ∈ Ω v have a negative reduced cost. This condition can easily be stated as:
One or several variables with negative reduced cost are then added to Ω 1 and the algorithm iterates until all subproblems fail to find new routes.
A subproblem, for a vehicle type v can be seen as an Elementary Shortest Path Problem with Resource Constraints (ESPPRC) on graph G, aiming at finding an elementary path of minimal cost subject to resource constraints between the starting and arrival depots of vehicle type v. The path has to be elementary in the sense that requests should not be carried out more that once. Resources and cost are defined with the following |R| + 3 attributes: resources L and T for the load and time consumption, cost C, one resource for every request telling about the presence of the request in the path.
Extension functions and violation rules on attributes L, T and C are defined exactly as explained in Table With this new definition of arc costs, the cost of a path corresponds to the reduced cost value for this path.
Extension functions and violation rules on the |R| other attributes also behave as explained in Table 2 , except that value 0 is authorized when extending the label to the depot (see Table 4 ). Indeed, a request does not necessarily belong to the solution, contrary to the situation of Section 4.3.2. In Table 4 , R lb represents the value of the resource for a label lb and R lb ′ the value of this resource for the label lb ′ obtained after extension, depending on the type of arc used for the extension. Table 4 Extension function for the resource R associated to request r
The dominance rule works as follow. lb 1 dominates lb 2 if equations (32) are valid, where labels lb 1 and lb 2 represent two paths from the depot to the same current ending vertex i. Label lb 2 is penalized if it is more expensive and longer (in duration) than lb 1 and if it has to close an opened request which is not opened for lb 1 . Rules on request resources include rule on loads.
The formula (33) defines the set of unreachable requests for a label lb ending in vertex i.
The ESPPRC is solved through a dynamic programming approach, as proposed in Feillet et al. (2004) . Note that the presence of multiple arcs between pairs of vertices only implies to extend every label along each one of these arcs (resulting in one label per arc). Note also that this algorithm can be seen as an extension of Algorithm 1 presented in Section 3.1, allowing the solution of the problem in a acyclic graph. The single modification needed compared to Algorithm 1 is that the main loop is repeated until every label has been extended (keeping that labels are extended only once). The subproblems are not necesseraly solved to optimality. The purpose is to find out routes with negative reduced cost and therefore we stop when we compute enough such routes.
The branching scheme consists, as described in Section 3.2, in enforcing or forbidding the complete set of arcs between two vertices. These constraints are easy to handle at the master problem level by removing incorrect columns and are classically transferred to the subproblem by removing appropriate arcs. Note that the scheduling procedure (the fifth step of the heuristic) can still be applied to improve the solution in the ODT context.
Results
Due to many variants of DARP that can be considered, finding benchmark instances for these problems is not an easy task. Actually, no benchmark corresponds exactly to our situation, even with a simple graph representation.
We generated 24 benchmark instances from geographical data of Doubs Central (using IGN 2 maps) and estimated flows of population. Flows were generated according to 4 scenarii: a random flow, a convergent flow, an extrem convergent flow and a multiconvergent flow denoted 'rand', 'conv', 'econv' and 'mconv', respectively. For each scenario, 6 instances with 25, 50 and 100 requests were generated. The maximum gap between the latest drop-off time and the actual pick-up time (B r − − T r + ) is 1.5 or 1.3 times longer than the min-time path (in the road network). The fleet is heterogeneous and corresponds to taxi companies with 8 depots. All vehicles are 6-seater similar cars are charging a fixed cost pc k = 10.
We also have new instances derived from the literature. Cordeau generated two series ('a' and 'b') of random Euclidean (on a [20x20] square) DARP instances, described in Cordeau (2006) . The instances are named as xy z where x is either a or b, y is the number of available vehicles (the fleet is homogeneous at a single depot) and z is the number of transportation requests. In the first set ('a'), the vehicle capacity is 3 and there is only 1 passenger per request. In the second set ('b'), requests concern up to 6 passengers and the vehicle capacity is also 6. Each instance has a planning horizon, a common maximal individual ride time and a common time windows size. The pick-up time window is known for half of the requests, the inbound requests. The outbound requests impose a time window on the drop-off time. Since all requests have the same maximal individual ride time and the same time windows size. There is a drawback that many passengers are likely to be provided with a poor level of quality of service. There is also a small interest for using a multigraph with long maximal ride times, because min-cost arcs often form feasible routes. Thus, we derived from this benchmark (only from the 'b' series) a more time constrained one denoted by series 'c', with an individual maximal ride time equal to 1.5 times the min-time path from pick-up to drop-off stops. We also generated 3 new bigger instances ('C' ones) by concatenation of some Cordeau instances. From 16 to 630 requests must be served by an unlimited homogeneous fleet. These multigraph series were produced by adding arcs and computing Pareto optimal paths through dynamic programming. We added |V | 2 × 10% arcs (|V | is the number of vertices) for all series except for the 'C-630' instance with which only 2% arcs were added. Additional arcs are slower (according to attribute d Tables 5 and 6 for the Euclidean instances and in Table 7 and 8 for the realistics ones. Italic typography style is used to highlight the results obtained on multigraphs. Each instance is solved with the 5-steps heuristic. Then, computed routes initiate the column generation algorithm. For each series we indicate the total cost ('cost' in Tables 5 and 7 ) of the current solution at different steps of the insertion heuristic (steps 1, 2 and 5) and after the exact solution. Values for the optimals solutions of the second objective, the time lost, and the number of vehicles can be found in columns 'time lost' and 'vehicles'. At the first and the final steps, we compute the gap between the current solution and the optimal solution obtained on the simple graph. The row 'gap' indicates the average of this gap on all instances above: gap = (Cost − Optimal Cost on Simple Graph)×100/Optimal Cost on Simple Graph. Computing times ('cpu time sec.' in Tables 5 and 7 ) are given in seconds; the computing time of the optimal solution cumulates the heuristic and the column generation computing times. The quantities of FSASP solved by the heuristic are given by columns 'insertions' in Tables 6 and 8 , in the request insertion case, and 'arc selections' in Tables 6 and 8 in the request deletion case. Note that in the case of the simple graph, the FSASP solved only aims at computing the schedule of services and checking feasibility. Columns 'ESPPRC' and 'nodes' represent the number of subproblems solved and the number of nodes created during the branch-and-price algorithm, respectively. The exact method is only able to solve instances with less than 100 requests which is a reasonable performance; the low number of explored nodes shows the high quality of the linear relaxation of the master problem. However, its purpose was actually to evaluate the quality of the proposed heuristic. It comes out that the obtained heuristic solutions are between 5% and 10% worse than optimal ones in average, either on a simple graph or on a multigraph and either on Euclidean or on realistic instances. Additional experiments show that running the heuristic initialized with different initial orders (even randomly generated) reduces this gap. Our insertion heuristic is very time consuming for solving the biggest instances, the 'C' series; the first step runs about one hour for the 'C-310' instance! Passenger flows are less than 100 requests for a day in the Doubs Central. Consequentely, the heuristic performance was considered as satisfactory for the Doubs Central ODT application.
Using a multigraph reduces costs by more than 15% for Euclidean instances and 10% for realistic instances, which is considerable for poorly dense road network of a rural zone. By using a multigraph , better (about 1% and 14% in average for realistic and Euclidean instances, respectively) results with the heuristic than the exact approach using the simple graph even can be obtained. On many instances, the initial greedy procedure ('step 1') is enough to out perform the exact method on the simple graph. As expected, the time lost by passengers could increase dramatically by using a multigraph. Alternative paths allow the transporter to go further in the exploitation of customers' time constraints. However, this impact is correlated to the flow structure. For instance, the time lost is not penalized for 'econv' series. The most surprising result is the relatively low number of vehicles used by solutions on multigraphs. It means that a non negligible interesting (and time feasible) routes mergings are rejected from the solutions on simple graphs because of their high costs. The similar results obtained on '1.3 delayed' and on '1.5 delayed' realistic instances show the positive impact of the multigraph model even on very time constrained instances. The heterogeneous fleet of realistic instances causes a large number of FSASP ('insertions') in the heuristic case and slave problem ('ESPPRC') in the exact method case and thus long computing times.
In order to link together the cost reduction on solutions and some characterisitcs of the multigraph, we compute the graph of the Figure (6) . For each instance, the 'mincost' curve, which represents the average cost savings between min-cost and min-time arcs, is drawn as a function of the 'gap' between simple and multi-graph solutions. The 'gap' tends to increase with high values of the 'mincost'. The dotted line represents the density of the multigraph obtained after a set of trivial reductions according to time constraints. The density of multigraphs also increases with the 'gap'. We see in the column 'mincost' of the Tables 6 and 8 that the optimal solutions on multigraphs use a high rate of min-cost arcs and min-time arcs. According to these values, we guess that 'mincost' line is strongly correlated to the 'gap'. By construction, our instances with high values of 'mincost' tend to have high density. Almost all irregularities of these curves come from some realistic instances with a strong polarity which mitigates the effect stated above. These results show a strong impact of multigraph on both cost and CPU consumption. A reservation software, jointly developed by the project team (UMR ESPACE, LIA) named TADOU has been issued from this research incorporating the proposed heuristic and is currently operational in the Doubs Central area. These tests were carried out with a 2.3 GHz Intel and 512 Mo RAM and a 3600 seconds CPU time limit. The application is a C++ compiled kernel of a Microsoft Visual Basic application embedded in a database (Microsoft Access) environment. Table 7 Results on Doubs Central instances
Conclusion
In this article, we investigated the interest and the tractability to use a multigraph representation for solving vehicle routing problems where arcs with several attributes characterize alternatives in the road network.
In the first step, we made clear that this representation makes the problem harder even when the vehicle assignment and sequencing decisions are fixed, i.e. when the problem is reduced to arc selection and service scheduling. Known that this scheduling subproblem is NP-hard, we address it with a dynamic programming algorithm, based on a SPPRC modeling.
We then discussed how classical solution schemes, either based on local search (heuristics and metaheuristics) or enumeration (exact algorithms), can handle the multigraph representation.
An algorithm was derived to solve a DARP for an ODT system developed in the Doubs Central area in France. The insertion operator was specified for a request made of a pick-up and a drop-off service and an insertion-based heuristic made of a greedy constructive algorithm and a descent method is presented. To evaluate the performances of this heuristic, we developed an exact branch-and-price method. The computational study shows the efficiency and effectiveness of our algorithm for a set of benchmark instances issued from real data. These results permit to conclude positively both concerning the tractability of the multigraph representation and the savings in term of solution value that can be attained through this representation.
This work offers at least two important perspectives. The first one concerns the use of this representation in other contexts: multimodal networks, scenic route planning or road traffic congestion modeling have been underlined.
The second perspective is to investigate more deeply the adaptation of different algorithms to the multigraph representation. The issue is rather different for heuristic or exact algorithms. The first step is done concerning local search type algorithms. The solution scheme proposed to evaluate in a single run every neighbour solution for the insertion operator is indeed a good starting point for proposing equivalent algorithms for other types of operators. In any case, this paper shows that any type of operator can be used, if one accepts that the evaluation of a neighbour solution involves solving an SPPRC. Dealing with big instances necessitates certainly to consider suboptimal neighbourhoods in this phase, for instance by reducing the size of the multigraph. Focus on extremal arcs seems to be promising because of the large presence of these arcs in optimal solutions.
Concerning exact methods, column generation appears as a very natural tool to cope with the multigraph representation. As we showed, a multigraph representation mainly impacts on the column generation subproblem, which happens to be a ESPPRC which can directly integrate the multigraph dimension. However, the results show that the cpu time dramatically increases for the multigraph representation, due to the difficulty of the so-defined subproblem. Hence a relevant issue is to define acceleration techniques taking account of the multigraph structure. 
A Benchmark characteristics
The Doubs Central has 170 stations and eigth depots. Each depot has an homogeneous fleet (considered as unlimited) of 6-seaters taxis which incurre 10 units fixed costs. In the random series ('rand'), requests start from any to any station. In the convergent ('conv') and the extrem convergent ('econv') series, request start from any station to a small number of stations. The requests of the extrem convergent scenario have strongly bounded maximum arrival times. About 75% of the requets concern the four most important (in the biggest cities) stations in the Doubs Central in the multiconvergent series ('mconv'). Numbers of passengers depend on estimated flows in Doubs Central.
The The instances derived from the Cordeau's ones have an unlimited homogeneous fleet, in a central depot, of 6-seaters vehicles. Using one vehicle generates a fixed cost (=10). From outbound and inbound requests we keep the latest drop-off time and the earliest pick-up time, respectively. Then, we compute new time windows constraints using this time and a maximal ride time equal to 1.5 times the min-time path between the pick-up and the drop-off points. Requests concern up to 6 passengers and one half to less than 3.
The initial graph G 0 represents the road network between stops and depots. The reduced multigraph MG is the graph of services and non-dominated paths between services stops. An arc in 
