In this article a simple and effective algorithm is introduced for the system identification of the Wiener system using observational input/output data. The nonlinear static function in the Wiener system is modelled using a B-spline neural network. The Gauss-Newton algorithm is combined with De Boor algorithm (both curve and the first order derivatives) for the parameter estimation of the Wiener model, together with the use of a parameter initialisation scheme. Numerical examples are utilised to demonstrate the efficacy of the proposed approach. (Billings and Fakhouri 1979; Stoica and So¨derstro¨m 1982; Greblicki and Pawlak 1986; Greblicki 1989 Greblicki , 2002 Lang 1997; Verhaegen and Westwick 1996; Bai and Fu 2002; Chen 2004; Chaoui, Giri, Rochdi, Haloua, and Naitali 2005; Hong and Mitchell 2007) . Alternatively, the Wiener model comprises a linear dynamical model followed by a nonlinear static functional transformation. This is a reasonable model for any linear systems with a nonlinear measurement device, or some industrial/biological systems (Hunter and Korenberg 1986; 
Introduction
A popular approach to nonlinear systems identification is to use the so-called block-oriented nonlinear models which comprise the linear dynamic models and static or memoryless nonlinear functions (Bai 1998; Zhu 2002; Schoukens, Nemeth, Crama, Rolain, and Pintelon 2003; Hsu, Vincent, and Poolla 2006) . The Hammerstein model, comprising a nonlinear static functional transformation followed by a linear dynamical model, has been applied to nonlinear plant/process modelling in a wide range of engineering problems (Balestrino, Landi, Ould-Zmirli, and Sani 2001; Bloemen, Van Den Boom, and Verbruggen 2001; Turunen, Tanttu, and Loula 2003) . The Hammerstein model has been widely researched (Billings and Fakhouri 1979; Stoica and So¨derstro¨m 1982; Greblicki and Pawlak 1986; Greblicki 1989 Greblicki , 2002 Lang 1997; Verhaegen and Westwick 1996; Bai and Fu 2002; Chen 2004; Chaoui, Giri, Rochdi, Haloua, and Naitali 2005; Hong and Mitchell 2007) . Alternatively, the Wiener model comprises a linear dynamical model followed by a nonlinear static functional transformation. This is a reasonable model for any linear systems with a nonlinear measurement device, or some industrial/biological systems (Hunter and Korenberg 1986; Kalafatis, Arifinand, Wang, and Cluett 1995; Kalafatis, Wang, and Cluett 1997; Zhu 1999; Gomez, Jutan, and Baeyens 2004; Hagenblad, Ljung, and Wills 2008) . The model characterization/representation of the unknown nonlinear static function in the Wiener model is fundamental to its identification and control. Various approaches have been developed in order to capture the a priori unknown nonlinearity including the nonparametric method (Greblicki 1992) , subspace model identification methods (Westwick 1996; Gomez et al. 2004) , fuzzy modelling (Skrjanc, Blazic, and Agamennoni 2005) and the parametric method (Kalafatis et al. 1995 (Kalafatis et al. , 1997 Bai 1998; Zhu 1999) . For the parametric method, the unknown nonlinear function is restricted by some parametric representation with a finite number of parameters. In particular, the nonlinear subsystem often has a predetermined linear in the parameters model structure. A nonlinear polynomial function of a known finite degrees is usually considered to be appropriate in approximating the unknown function (Verhaegen and Westwick 1996; Chaoui et al. 2005 ) based on the Stone-Weierstrass theorem. Conventional nonlinear optimisation algorithms can be applied to determine the unknown parameters.
The spline curves consist of many polynomial pieces offering versatility. The use of piecewise linearity (Wigren 1993 (Wigren , 1994 and various spline functions (Zhu 1999; Hughes and Westwick 2005) in the modelling of the Wiener system have been researched. Given its best conditioning property, the B-spline curve has been widely used in computer graphics and computer-aided geometric design (CAGD) (Farin 1994) . The early work on the construction of B-spline curve is mathematically involved and numerically unstable (De Boor 1978) . The De Boor algorithm uses recurrence relations and is numerically stable (De Boor 1978) . The B-spline basis functions for nonlinear systems modelling have been widely applied (Kavli 1993; Brown and Harris 1994; Harris, Hong, and Gan 2002) . In this article we model the nonlinear static function in the Wiener system using a B-spline neural network. We point out that there are clear differences between the proposed approach to other spline functions-based methods (Zhu 1999; Hughes and Westwick 2005) . It is shown that by minimising the mean square error (MSE) between the model output and the system output, the Gauss-Newton algorithm is readily applicable for the parameter estimation in the proposed model. The Gauss-Newton algorithm is combined with the De Boor algorithm (both curve and the first-order derivative) for the parameter estimation of the Wiener model, following a parameter initialisation scheme. The proposed model based on B-spline functions with the De Boor recursion has several advantages over many existent Wiener system modelling paradigms. First, unlike B-spline functions, the spline functions used in the Wiener system modelling (Zhu 1999; Hughes and Westwick 2005) do not have the property of partition of unity (convexity), which is a desirable property in achieving numerical stability. Second, the proposed algorithm based on the De Boor recursion enables stable and efficient evaluations of functional and derivative values, as required in nonlinear optimisation algorithms, e.g. the Gauss-Newton algorithm used in this article. Final, rather than just using the most commonly used cubic splines, the modeller has the freedom/flexibility to cope with different model setting such as the number of knots and polynomial order.
2. The Wiener system and B-spline neural network 2.1. The Wiener system The Wiener system consists of a cascade of two subsystems, a linear filter as the first subsystem, followed by a nonlinear memoryless function É(.): R!R as the second subsystem. The system can be represented by (Hagenblad et al. 2008) .
Without significant loss of generality, the following assumptions are initially made about the problem. 
Assumption 2: A(z) and C(z) have all zeros inside the unit circle.
where V min and V max are finite real values.
Remarks:
. Assumption 1 is necessary irrespective of the model representation and identification algorithm. Persistence excitation is the essential condition to the input signal for the sake of the identifiability. . Assumption 2 represents the conditions on the stability and the identifiability of the system.
Note that for the simplest case É(.) ¼ 1, the proposed algorithm reduces to the prediction error method (Soderstro¨m and Stoica 1989) , in which condition on C(z) is required. . Since only the input-output data are available and no internal signals are available, we fix b 0 ¼ 1 so that identification is possible regarding uniqueness of parameter estimators. Otherwise any pair of f½b 0 , ..., b n b T , É(.)/ }, for 6 ¼ 0, provides the identical inputoutput measurements. Due to the constraint b 0 ¼ 1, although the signals between the two subsystems are unavailable, Assumption 3 is valid. V min and V max need not to be known precisely and they can be set based on an auxiliary signal fvðtÞg as defined in (21) in the modelling process. Note that if the nonlinear subsystem is modelled using other local basis functions, e.g. piecewise linear models or radial basis functions (RBF), there is a need to impose constraints on the range of v(t), and determine the required parameters for the associated models (knots or centres).
In this work the B-spline basis functions are adopted in order to model É(.). Specifically, the De Boor algorithm (De Boor 1978) is used in the construction of the B-spline basis functions, as described below.
2.2.
Modelling of W(.) using B-spline function approximation with De Boor's algorithm De Boor's algorithm is a fast and numerically stable algorithm for evaluating B-spline spline curves. Univariate B-spline basis functions are parameterised by the order of a piecewise polynomial of order (k À 1) and also by a knot vector which is a set of values defined on the real line that break it up into a number of intervals. Suppose that there are M basis functions, the knot vector is specified by (M þ k) knot values, {V 1 , V 2 , ..., V Mþk }. At each end there are k knots satisfying the condition of being external to the input region, and as a result the number of internal knots is (M À k). Specifically
Given these predetermined knots, a set of M B-spline basis functions can be formed by using the De Boor recursion (De Boor 1978) , given by
Notably the first-order derivatives of the B-spline function has a similar recursion
jþ1 ðvÞ,
Note that the early work on the construction of Bspline curve is mathematically involved. Hence, another advantage of using De Boor's recursion is the flexibility in terms of the evaluations of functional and derivative values, since it can cope with different setting such as number of knots, and polynomial order. We model É(.) in (2) aŝ
where^denotes the estimate, ! j 's are weights to be determined. We denote
Note that model (11) satisfies the property of partition of unity (convexity), i.e. (B ðkÞ j ðvÞ!0,
, which is a desirable property in achieving numerical stability (Farouki and Goodman 1996) . The optimisation of model output with respect to the number/location of knots is an intractable mixed integer problem. With the number of knots and their location determined, conventional nonlinear optimisation algorithms are applicable. In practice, the number of knots are predetermined to produce a model as small as possible that can still provide good modelling capability. The model performance is not particularly sensitive to the location of knots if these are evenly spread out. If there is severe local nonlinearity, the location of knots can be empirically set by the user by inserting more knots at higher density in regions with high curvatures. These regions can be identified by trial and error.
Note that due to the piecewise nature of B-spline functions, there are only k basis functions with nonzero values, and non-zero first-order derivatives, for any point v. Hence, the computational cost for the evaluation of É(v) based on the De Boor algorithm is to do with k, rather than the number of knots, and this is in the order of O(k 2 ). The evaluation of the first-order derivatives can be regarded as a byproduct, with the additional computational cost in the order of O(k).
The proposed system identification algorithm
Let the prediction error (Soderstro¨m and Stoica 1989) between the Wiener system output y(t) and yˆ(t), the model predicted output for y(t), be denoted by e(t) ¼ y(t) À yˆ(t), and e ¼ [e(1), e(2), ..., e(N )]
T . With the B-spline approximation, the model predicted output yˆ(t) can be written aŝ yðtÞ¼Éðvðt, a, bÞ, xÞþ
The specific system identification task is to jointly estimate a, b, c and x. This could be achieved by minimising
via the Gauss-Newton algorithm. Note that
Note that, in practice, the approximation error is often negligible as it is a very small finite term in comparison to the variance of noise 2 . The solution obtained via (13) can be interpreted as the maximum likelihood estimates (MLE) under the condition that (t)i s Gaussian.
Remarks:
. Considerable work has been conducted on the convergence issues in the identification of block-oriented nonlinear models, such as the Hammerstein and Wiener systems (Greblicki 1992; Zhang, Iouditski, and Ljung 1996; Bai and Reyland 2008, 2009; Bai and Li 2010) . These are mainly based on the separability of the linear part, since the nonlinearities can be subsequently identified. Results have been established based on additional assumptions such as the statistical properties on the input signal (white noise or Gaussian) and/or the nonlinear part (e.g. monotonicity or different types of prior information). We point out that the assumptions used in a convergence proof should not limit the algorithm's application to practical systems, as these additional assumptions are sufficient but may not be necessary. This work could be extended in the further study of the proposed algorithm, if not directly applicable. Moreover, there is still the open problem on what is the least prior information for the identification of Wiener systems (Bai and Reyland 2008, 2009 ). . For parameter estimation, the mean square error (MSE) criterion is more often used as it lends to the ease of implementation, e.g. MLE estimation and nonlinear least squares algorithm. Alternatively the normalised mean square error (NMSE), though not often used for parameter estimation, is commonly used to demonstrate the modelling performance.
As the objective function of (13) is highly nonlinear, the solution of the Gauss-Newton algorithm is dependent on the initial condition. It is important that a, b, c and u are properly initialized so that they converge to an optimal solution. An initialisation scheme is proposed below.
Initialisation of parameter vectors a and b
The initialisation of the linear filter is illustrated with reference to Figure 1 . We denote É À1 (.), any of the inverse functions of É(.), by '(.). Consider using also a B-spline neural network for the modelling of '(.). For convenience, we still denote the polynomial degree as k in the modelling of '(.). The number of basis functions is denoted as d y . A set of (d y þ k) knots is predetermined (see (7)) based on the domain of the system output y(t), so that there are k external knots outside each side of the boundary of the system output y(t). The model used for modelling '(.)i ŝ 
where j 2R,(j ¼ 1, ..., d y ) are the associated weights. Figure 2 shows the error feedback for parameter optimisation in which v(t) is used as the target for 
'( y(t)). We denote the error between v(t) and '( y(t)) as (t) and let
T , and P is the regression matrix
T . The parameter vector q can be found as the least squares solution of
This procedure produces our initial estimate of the vector b (0) , which is simply taken as the subvector of the resultant q LS , consisting of its first n b elements.
In order to produce our initial estimate of the vector a (0) , the singular value decomposition (SVD) method based on the above q LS (Bai 1998 ) is used.
We rearrange the last (n a þ 1) Â d y elements of q LS to form the matrix given by
The idea in Bai (1998) is to determine a and a from an overparameterised vector ? by minimising
T . Using the fact that ? has rank one, we obtain a ð0Þ ¼½ 2,1 , ...,, n a þ1, 1
We can also obtain a ¼ 1 1,1 l 1 , but it is no longer used in the remainder of our algorithm. Note that we used the constraint a 0 ¼ 1 to get the unique solution that is different from Bai (1998) due to the different constraints. 
The initialisation of parameter vectors and c and x Consider initially generating an auxiliary signal fvðtÞg
where Q ¼½qðvð1ÞÞ, ..., qðvðNÞÞ T ,Ẽ ¼1 eð1Þ, ...,ẽðNÞ 3.3. Gauss-Newton algorithm combined with the De Boor recursion Note that the initial parameter estimates obtained so far are only near to, but not optimal in minimising (13). This is because the regressors in (15) are subject to the output noise, which will in general propagate to the parameter estimates, yielding biased parameters (Hagenblad et al. 2008) . In order to find the optimal value to minimise (13), the Gauss-Newton algorithm can be applied. We denote
T , and an iteration step variable m by a superscript (m). With an initial h (0) (Sections 3.1-3.2), the Gauss-Newton algorithm is given by (8)- (10) is applied in evaluating all entries. In particular, we point out the term d dv ½B ðkÞ j ðvðtÞÞÞ using (10), it gives exact values at minimum extra computational cost (this is an advantage specific to our B-spline functions with the De Boor recursion, but not Hughes and Westwick (2005) and Zhu (1999) . Effectively, this enables stable and efficient evaluations of B-spline functional and derivative values to be possible, which could be problematic for many other nonlinear representation including some spline function-based nonlinear models. The above iteration can be terminated when h (m) converges, or by predetermining a sufficiently large number of iterations.
3.4. A summary of the system identification algorithm The system identification algorithm can be summarised as follows.
(1) Predetermine a set of (d y þ k) knots that break the domain of system output y(t) up, with k knots satisfying the condition of being external to system output region at each end. (2) Form P and u, and apply (18). Obtain a (0) and b (0) using (18) (25)- (26). (6) Apply the Gauss-Newton algorithm combined with the De Boor recursion (27)- (31).
Numerical examples
Two Wiener systems are simulated, in which the linear subsystems are the same for both systems, as 
respectively. For each system, 1000 training data samples y(t) were generated by using (1) and (2), where u(t) was uniformly distributed random variable u(t) 2 [ À1.5, 1.5]. For system 1, the variances of the additive noise to the system output are set as 0.01 2 (low noise) and 0.1 2 (high noise), respectively. The low/high noise cases correspond to a signal/noise ratio at the output of 37.9329 dB/17.9329 dB, respectively. For system 2, the variances of the additive noise to the system output are set as 0.03 2 (low noise) and 0.3 2 (high noise), respectively. The low/high noise cases correspond to a signal/noise ratio at the output of 33.9050 dB/13.9050 dB, respectively. The polynomial degree of B-spline basis functions was set as two (k ¼ 3, piecewise quadratic). The system identification algorithm outlined in Section 3.4 was carried out for both systems with the following predetermined knot sequences. For system 1, the knot sequence Tables 1 and 2 for the two linear subsystems. It is shown that the proposed system identification method is particularly effective at high-output noise level for both systems. Figure 2 (a) and (b) show the excellent approximation results for the nonlinear static functions using the B-spline models.
Conclusions
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