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We study an initial boundary value problem for a scalar conservation law ut þ
divFðuÞ ¼ f on a bounded domain. Existence and uniqueness of a renormalized
entropy solution is established for general L1-data, F 2 CðR;RN Þ: # 2002 Elsevier Science
(USA)
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Let O be a bounded domain in RN with Lipschitz boundary @O if N52:
We consider the following initial boundary value problem:
Pðu0; f Þ
ut þ divFðuÞ ¼ f on Q ¼ ð0; TÞ  O;
‘‘u ¼ 0 on some part of S ¼ ð0; TÞ  @O; ’’
uð0; Þ ¼ u0 on O;
8><
>:
where F :R! RN is continuous, T > 0; f 2 L1ðQÞ and u0 2 L1ðOÞ:
In [7, 8], it has been shown that, if u0 2 L1ðOÞ; f 2 L1ðQÞ; there exists a
unique (bounded) entropy solution u of P(u0; f ) where an entropy solution is
deﬁned as follows.
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CARRILLO AND WITTBOLD138Definition 1.1. An entropy solution of Pðu0; f Þ is a function u 2 L1ðQÞ
with FðuÞ 2 L1ðQÞN satisfyingZ
fu>kg






for any ðk; xÞ 2 RDðð1; TÞ  RNÞ such that k50 and x50; and for any
ðk; xÞ 2 RDðð1; TÞ  OÞ; x50; andZ
fk>ug






for any ðk; xÞ 2 RDðð1; TÞ  RNÞ such that k40 and x50; and for any
ðk; xÞ 2 RDðð1; TÞ  OÞ; x50:
Remark 1.2. (i) Note that an entropy solution is, in particular, a weak
solution of the equation ut þ divFðuÞ ¼ f : In fact, by (1), for any k 2 R and











uxt þ FðuÞ  rxþ f x dx dt þ
Z
O




kxt þ FðkÞ  rx dx dt 
Z
O




uxt þ FðuÞ  rxþ f x dx dt 
Z
fu04kg




kxt þ FðkÞ  rx dx dt þ
Z
fu04kg
kxð0; xÞ dx: ð¼: I4Þ:
Note that I2 ¼ 0: As u 2 L1ðQÞ; FðuÞ 2 L1ðQÞ
N and u0 2 L1ðOÞ; we
have limk!1 I3 ¼ 0: Moreover, for any k50; jI4j4
R
fu4kg jujjxtjþ
jFðkÞjjrxj dx dt þ
R
fu04kg
ju0jxð0; xÞ dx: Clearly,
R
fu4kg jujjxtj dx dt þ
R
fu04kg
ju0jxð0; xÞ dx ! 0 as k ! 1: Moreover, either ðjFðknÞjÞn is bounded for
some sequence kn ! 1; and then limn!1
R
fu4kng
jFðknÞjjrxj ¼ 0; or
limk!1 jFðkÞj ¼ þ1: In this case, there exists a sequence ðknÞn such that,







jFðuÞjjrxj dx dt ! 0 as n !1
as FðuÞ 2 L1ðQÞN : Therefore, in any case, limkn!1 I4 ¼ 0 for some




uxt þ FðuÞ  rxþ f x dx dt þ
Z
O
u0xð0; xÞ dx ð3Þ
for any x 2 Dðð1; TÞ  OÞ; x50: Using similar arguments, by (2), we
obtain the converse inequality, hence equality in (3), i.e. u is a solution
of ut þ divFðuÞ ¼ f in D0ðQÞ satisfying the initial condition uð0; Þ ¼ u0 in
the sense that ess-limt!0 uðt; Þ ¼ u0 in L1ðOÞ:
(ii) It is well known that, in order to get well posedness for ﬁrst-order
equations on bounded domains, it is necessary to impose an appropriate
boundary condition. Note that Deﬁnition 1.1 of the entropy solution of
Pðu0; f Þ contains a compatibility condition at the boundary which is
expressed in the same way as the local entropy inequalities. In fact, if the
data u0; f and the ﬂux function F are smooth, it can be shown that the
entropy solution u in the sense of Deﬁnition 1.1 (is of bounded variation
and) has a trace ut 2 L1ðð0; TÞ  @OÞ which vanishes at those points ðt; xÞ of
the boundary where d=dzFðutÞ  Zt;x50 (where Zt;x denotes the outer unit
normal vector in ðt; xÞ), i.e. ‘‘u ¼ 0 on some part of the boundary’’. In the
smooth case problem, Pðu0; f Þ has already been considered in [1]. In the case
of L1-initial and boundary data, f ¼ 0 and Lipschitz continuous ﬂux
function F the initial boundary value problem is studied in [18]. The Cauchy
problem for the scalar conservation law on the whole space had already
been studied in [15,16].
Using nonlinear semigroup theory, in [7], respectively, [8], the author
proves existence of a unique generalized solution u 2 Cð½0; TÞ; L1ðOÞÞ
of Pðu0; f Þ for any u0 2 L1ðOÞ; f 2 L1ðQÞ which is given by the unique
mild (or integral) solution of an abstract Cauchy problem corresponding to
Pðu0; f Þ in L1ðOÞ: If u0; f are bounded, the mild solution is also the unique
(bounded) entropy solution of Pðu0; f ). In particular, the entropy solution
satisﬁes the L1-contraction principle, i.e. if u is the entropy solution of
Pðu0; f Þ; v the entropy solution of Pðv0; gÞ; u0; v0 2 L1ðOÞ; f ; g 2 L1ðQÞ;













aðf  gÞ: ð4Þ
Here and in the following, signþ denotes the multi-valued function
deﬁned by signþðrÞ ¼ 0 if r50; signþð0Þ ¼ ½0; 1; signþðrÞ ¼ 1 if
r > 0; and signþ0 its single-valued section which is deﬁned to be 0
if r ¼ 0:





jj f ðt; ÞjjL1ðOÞ dt:
In the case of L1-data, the mild solution u is, in general, unbounded and, as
no growth condition is assumed on the ﬂux F; the function FðuÞ may fail to
be locally integrable. Consequently, the entropy conditions (1) and (2) do
not make sense. Thus, in general, the mild solution u of Pðu0; f Þ cannot be
an entropy solution and not even a solution in the sense of distributions, and
the problem was open in which sense the mild solution ‘‘solves’’ the
differential equation.
The same problem arises in the case of the Cauchy problem
associated with a scalar conservation law in RN : The latter problem has
been solved recently in [4] where we have introduced the notion of
renormalized entropy solution. Renormalized solutions have been intro-
duced in the last decade for various problems (Boltzmann equation,
elliptic and parabolic problems in L1::.) and numerous existence and
uniqueness results have been obtained (see e.g. [2, 5, 6, 12, 14]). In [4], we
have shown that the idea of renormalization also applies to scalar
conservation laws, and existence and uniqueness of a renormalized entropy
solution of the Cauchy problem for the equation ut þ divFðuÞ ¼ f in R
N
with F :R! RN locally Lipschitz continuous, has been established in the
general L1-setting.
It is the aim of this paper to extend these results to scalar conservation
laws with only continuous ﬂux function F on bounded domains with
homogeneous boundary condition. Following the ideas of [4], we introduce
a notion of renormalized entropy solution of Pðu0; f Þ: This requires to ﬁnd
an appropriate formulation of the boundary condition. Recall that, in the
literature, several different formulations have been given. For our problem
with homogeneous boundary condition, the best and easiest way seems to
‘‘renormalize’’ the integral entropy boundary condition of [8], i.e. Deﬁnition
1.1. We prove existence and uniqueness of this renormalized entropy
solution of Pðu0; f Þ for any u0 2 L1ðOÞ; f 2 L1ðQÞ: Moreover, it is shown
that the mild solution of Pðu0; f Þ in the sense of [7], resp. [8], is the unique
renormalized entropy solution of Pðu0; f Þ:
2. RENORMALIZED ENTROPY SOLUTIONS
Let u0 2 L1ðOÞ; f 2 L1ðQÞ: For r; s 2 R; we denote r ^ s ¼ minðr; sÞ; r _
s ¼ maxðr; sÞ:
RENORMALIZED ENTROPY SOLUTIONS 141Definition 2.1. A renormalized entropy solution of Pðu0; f Þ is a function
u 2 L1ðQÞ such that, for all k; l 2 R; the functionals
x 2 Dðð1; TÞ  RN Þ/mk;lðxÞ ¼ 
Z
Q
signþ0 ðu ^ l  kÞfðu ^ l  kÞxt




ðu0 ^ l  kÞ
þxð0; xÞ dx ð5Þ
and
x 2 Dðð1; TÞ  RN Þ/nk;lðxÞ ¼ 
Z
Q
signþ0 ðk  u _ lÞfðk  u _ lÞxt




ðk  u0 _ lÞ
þxð0; xÞ dx ð6Þ
are Radon measures on ½0; TÞ  %O satisfying
lim
l!þ1
mþk;lð½0; TÞ  OÞ ¼ 0 and lim
l!1





mþk;lð½0; TÞ  %OÞ ¼ 0 and lim
l!1
nþk;lð½0; TÞ  %OÞ ¼ 0 8k50:
ð8Þ
Remark 2.2. Note that mk;l ; nk;l are well deﬁned as a distribution
for any measurable function u: If u is a renormalized entropy solution of
Pðu0; f Þ; then, by deﬁnition, mk;l ; nk;l are Radon measures on ½0; TÞ  %O:
Note that mk;l ; nk;l are not supposed to be negative (compare with the
entropy conditions (1), (2)). In fact, in general, the measures mk;l ; nk;l
are not negative, even if u is an entropy solution in the sense of
Deﬁnition 1.1. The generalized entropy conditions satisﬁed by a renorma-
lized entropy solution are the ‘‘limit entropy’’ conditions (7) and (8). Note
further that (7) is a ‘‘local’’ entropy condition whereas (8) contains the
boundary condition.
CARRILLO AND WITTBOLD142Remark 2.3. Note that in contrast to [4], we have integrated the initial
condition in the deﬁnition of the measures mk;l ; nk;l : Equivalently, a
renormalized entropy solution may be deﬁned in the following way: u 2
L1ðQÞ is a renormalized entropy solution if the distributions x 2 Dðð0; TÞ 
RNÞ/mk;lðxÞ; nk;lðxÞ are Radon measures on ð0; TÞ  %O satisfying liml!þ1
mþk;lðð0; TÞ  OÞ ¼ liml!1 n
þ
k;lðð0; TÞ  OÞ ¼ 0 for any k 2 R as well as
liml!þ1 mþk;lðð0; TÞ  %OÞ ¼ liml!1 n
þ
k;lðð0; TÞ 
%OÞ ¼ 0 for any k50;
and, moreover, u satisﬁes the initial condition in the sense that uðt; Þ ! u0
in L1ðOÞ as t ! 0 essentially.
The notion of renormalized entropy solution is a generalization
of the notion of entropy solution in the sense of Deﬁnition 1.1. In fact,
we have
Proposition 2.4. If u 2 L1ðQÞ and FðuÞ 2 L1ðQÞN ; then u is a renorma-
lized entropy solution of Pðu0; f Þ if and only if u is an entropy solution of
Pðu0; f Þ in the sense of Definition 1.1.
Proof. Let u be an entropy solution in the sense of Deﬁnition 1.1. In
order to prove that u is a renormalized entropy solution, for k; l 2 R; let mk;l
be the functional deﬁned by (5). Note that we may always assume that l > k:
In fact, if l4k; mk;l ¼ 0: For any k 2 R; let mk; nk denote the distributions
deﬁned by
x 2 Dðð1; TÞ  RNÞ/mkðxÞ ¼ 
Z
Q
signþ0 ðu  kÞfðu  kÞxt





þxð0; xÞ dx; ð9Þ
x 2 Dðð1; TÞ  RN Þ/nkðxÞ ¼ 
Z
Q
signþ0 ðk  uÞfðk  uÞxt





þxð0; xÞ dx: ð10Þ
Note that, for any k 2 R; mk and nk are Radon measures on ð1; TÞ  R
N :
In fact, by (1), respectively, (2) for any k50; mk is a negative dis-
tribution, hence a negative Radon measure on ð1; TÞ  RN ; respectively,
for any k40; the same is true for nk: Moreover, if k50; for















signþ0 ðk  u0Þðu0  kÞxð0; xÞ dx þ
Z
fu¼kg




FðkÞ  rx dx dt
¼ m0ðxÞ  n0ðxÞ þ nkðxÞ þ
Z
Q






xFðkÞ  Z dx dt: ð11Þ
Using the fact that m0 and nk are (negative) Radon measures on
ð1; TÞ  RN for any k40; we may conclude that mk is also a Radon
measure on ð1; TÞ  RN for all k50: Using similar arguments, one can
prove the corresponding result for nk for any k > 0: Note also that, by (1),
respectively (2), the restriction of mk; respectively nk; to ð1; TÞ  O is a
negative Radon measure for any k 2 R:
Next, note that, for l > k; ðu ^ l  kÞþ ¼ ðu  kÞþ  ðu  lÞþ and wfu^l>kg
ðFðu ^ lÞ  FðkÞÞ ¼ wfu>kgðFðuÞ  FðkÞÞ  wfu>lgðFðuÞ  FðlÞÞ: As a conse-
quence, we can decompose the distribution mk;l deﬁned by (5). For any
x 2 Dðð1; TÞ  RN Þ;
mk;lðxÞ ¼ mkðxÞ  mlðxÞ 
Z
fu>lg
f x dx dt: ð12Þ
As mk is a Radon measure on ð1; TÞ  R
N for any k 2 R; we conclude
that, for any k; l 2 R; mk;l is a Radon measure on ð1; TÞ  R
N :
It remains to prove the limit entropy conditions (7) and (8). To this end,














as l !1: As mk is a negative Radon measure on ð1; TÞ  O for any
k 2 R; and on ð1; TÞ  %O for any k50; it follows that mk;l satisﬁes
CARRILLO AND WITTBOLD144(7) and (8). In a similar way, we prove the corresponding properties of nk;l ;
and thus u is a renormalized entropy solution of Pðu0; f Þ:
Now let u 2 L1ðQÞ be a renormalized entropy solution of Pðu0; f Þ with
FðuÞ 2 L1ðQÞN : As before, we have the decomposition mk;lðxÞ ¼ mkðxÞ 
mlðxÞ 
R
fu>lg f x for all x 2 Dðð1; TÞ  R
N Þ where mk; ml denote the
distributions deﬁned as in (9). As a consequence, for any non-negative x 2
Dðð1; TÞ  RN Þ;
mkðxÞ4m
þ
k;lðxÞ þ mlðxÞ þ
Z
fu>lg
f x dx dt: ð13Þ













FðlÞ  rx dx dt:
As u 2 L1ðQÞ; FðuÞ 2 L1ðQÞN ; u0 2 L1ðOÞ and f 2 L1ðQÞ; the ﬁrst two
integrals on the right-hand side tend to 0 as l ! þ1: Moreover, using
the same arguments as in Remark 1.2.(i), one can prove that for some
appropriate sequence ln ! þ1;
R
fu>lng
FðlnÞ  rx dx dt ! 0 as n !1: As a
consequence, (13) in combination with (7), respectively (8), yields mkðxÞ40
for all ðk; xÞ 2 RDð½0; TÞ  OÞ; x50; respectively, for all ðk; xÞ 2 Rþ 
Dð½0; TÞ  RNÞ; x50: The entropy inequality (2) is proved in the same way,
and it follows that u is an entropy solution of P(u0; f ). ]
We are now in position to prove the following existence result
Proposition 2.5. For any u0 2 L1ðOÞ; f 2 L1ðQÞ; there exists a renorma-
lized entropy solution of Pðu0; f Þ:
Proof. For n 2 N; let un be the unique (bounded) entropy solution in the
sense of Deﬁnition 1.1 of Pðu0n; fnÞ where u0n ¼ ðu0 ^ nÞ _ ðnÞ; fn ¼
ð f ^ nÞ _ ðnÞ: According to Proposition 2.4, un is also a renormalized
entropy solution of Pðu0n; fnÞ: In particular, for any n 2 N; for all k; l 2 R; the
distribution
x 2 Dðð1; TÞ  RN Þ/mnk;lðxÞ ¼ 
Z
Q
signþ0 ðun ^ l  kÞfðun ^ l  kÞxt




ðu0n ^ l  kÞ
þxð0; xÞ dx
RENORMALIZED ENTROPY SOLUTIONS 145is a Radon measure on ð1; TÞ  %O: Recall that un is also the unique mild
solution in the sense of nonlinear semigroups of Pðu0n; fnÞ: More precisely, un




þ Au3fn; uð0Þ ¼ u0n;
where A is the m-accretive operator in L1ðOÞ deﬁned as the closure in L1ðOÞ




0 ðv  kÞ½ðFðvÞ




0 ðk  vÞ½ðFðkÞ  FðvÞÞ  rx wx50
for all ðk; xÞ 2 RDðOÞ; x50; and all ðk; xÞ 2 Rþ DðRNÞ; x50g
(cf. [7, 8]). By the general theory of nonlinear semigroups (cf. e.g. [3],
un ! u in Cð½0; TÞ; L1ðOÞÞ where u is the unique mild solution of CPðu0; f Þ:
As a consequence, mnk; l converges in the sense of distributions to the
distribution mk;l deﬁned in (5). Recall that mk;l ¼ 0 if l4k: In the following,








fnx dx dt; ð14Þ
where mnk is the measure corresponding to the entropy solution un deﬁned as
in (9).
First, consider the case k50: Then mnk is a negative Radon measure on















f þn dx dt;
which implies
ðmnk;lÞ
þð½0; TÞ  %OÞ4
Z
fun>lg





















f þn dx dt þ
Z
fun>lg
f þn dx dt;
and thus
ðmnk;lÞ




þ dx þ 2
Z
fun>kg
f þ dx dt:
CARRILLO AND WITTBOLD146As a consequence, the sequence ðmnk;lÞn is bounded in Mbð½0; TÞ  %OÞ;
hence converges weak-* in Mbð½0; TÞ  %OÞ to mk;l : In particular, mk;l is a
Radon measure on ½0; TÞ  %O: Moreover, by (15), mþk;lð½0; TÞ  %OÞ4R
fu5lg f





þ dx; hence (8) holds. Now consider























k are negative Radon measures on ð1; TÞ  R
N ; using similar
arguments as above, we obtain
ðmnk;lÞ
þð½0; TÞ  %OÞ43
Z
Q






for all n 2 N: In the same way, we obtain the corresponding uniform
estimate on the negative part of the measure. Therefore, ðmnk; lÞn is also
bounded in Mbð½0; TÞ  %OÞ for any k50: We conclude as above that mnk; l
converges weak-* to mk;l inMbð½0; TÞ  %OÞ: In order to prove the local limit
entropy condition (7), we use again (14). In fact, by (14), for any k505l;
for any x 2 Dðð1; TÞ  OÞ; 04x41; we have
ðmnk;lÞ
þðxÞ4  mnl ðxÞ þ
Z
fun>lg
f n dx dt
4  mnl ð½0; TÞ  %OÞ þ
Z
fun>lg








f þ dx dt
for all n 2 N: As a consequence, ðmnk;lÞ





f þ dx dt for all n 2 N: As mnk;l converges weak-* in Mbð½0; TÞ  OÞ to
mk;l ; we obtain ðmk;lÞ






þ dx dt; and
thus (7) holds. The proof of the corresponding properties of nk;l is similar,
and we conclude that (the mild solution) u is a renormalized entropy
solution of Pðu0; f Þ: ]
RENORMALIZED ENTROPY SOLUTIONS 1473. UNIQUENESS OF RENORMALIZED ENTROPY SOLUTIONS
Uniqueness of a renormalized entropy solution of Pðu0; f Þ is an
immediate consequence of the following more general L1-comparison
principle:
Theorem 3.1. Let u1 be a renormalized entropy solution of Pðu01; f1Þ; u2
be a renormalized entropy solution of Pðu02; f2Þ; ðu01; f1Þ; ðu02; f2Þ 2 L1ðOÞ 
L1ðQÞ: Then there exists a 2 L1ðQÞ; a 2 signþðu1  u2Þ a.e. on Q; such that,












aðf1  f2Þ: ð16Þ
Remark 3.2. In [4], we have shown an analogous comparison principle
for renormalized entropy solutions of the Cauchy problem for the scalar
conservation law in RN under the assumption that F is locally Lipschitz
continuous. Note that it is an open problem whether entropy (and, more
generally, renormalized entropy) solutions of the Cauchy problem on RN
are unique if the ﬂux F is only supposed to be continuous.
In the proof of the comparison principle, we need the following
decomposition result for the measure mk;l :
Proposition 3.3. Let u be a renormalized entropy solution of Pðu0; f Þ;
u0 2 L1ðOÞ; f 2 L1ðQÞ: Then there exists ðmkÞk Mbð½0; TÞ  %OÞ such that,
for any k 2 R; mk is a negative Radon measure on ½0; TÞ  O; respectively, for
any k50; a negative Radon measure on ½0; TÞ  %O; and for any k 2 R; l > k;
mk;l ¼ mk  ml  wfu>lgf ; ð17Þ
and, moreover,
mlð½0; TÞ  %OÞ ! 0 as l ! þ1: ð18Þ
Remark 3.4. Note that if v is a renormalized entropy solution of Pðv0; gÞ;
then u¼v is a renormalized entropy solution of ut þ divCðuÞ ¼ g; uð0Þ ¼
v0; where CðrÞ ¼ FðrÞ: Moreover, for any k; l 2 R; nk;lðvÞ ¼ mk;lðuÞ
where nk;lðvÞ is the measure corresponding to v deﬁned in (2), mk;lðuÞ the
measure associated u ¼ v deﬁned by (1). Consequently, the corres-
ponding result of Proposition 3.3 holds for the measures nk;l : there exist
ðnkÞk Mbð½0; TÞ  %OÞ such that, for any k 2 R; nk is a negative
Radon measure on ½0; TÞ  O; respectively, for any k50; a negative Radon
CARRILLO AND WITTBOLD148measure on ½0; TÞ  %O; and for any k 2 R; k > l; nk;l ¼ nk  nl þ wfu5lg f ;
and, moreover, nlð½0; TÞ  %OÞ ! 0 as l ! 1:
Proof of Proposition 3.3. For k50; we can use essentially the same
arguments as in the proof of the corresponding result, Proposition 2.7 in [4]
in the case of the Cauchy problem in RN : In fact, we have jmk;l j ¼ 2m
þ
k;l  mk;l :
Thus, for any s 2 Dð½0; TÞÞ; 04s41;Z
Q
s d jmk;l j42m
þ
k;lð½0; TÞ %OÞ þ
Z
Q




ðu0 ^ l  kÞ
þsð0Þ dx;
which implies
jmk;l jð½0; TÞ  %OÞ42m
þ
k;lð½0; TÞ  %OÞ þ
Z
Q





According to (8), we obtain
lim sup
l!þ1
jmk;l jð½0; TÞ  %OÞ4
Z
Q





hence ðmk;lÞl is weak-* relatively compact in Mbð½0; TÞ  %OÞ: Thus, there
exists a subsequence lj ! þ1 such that m0; lj converges weak-* to some m0 in
Mbð½0; TÞ  %OÞ: By (8), m040: Next, note that for k; l;m 2 R with k5l5m;
mk; l ¼
mk;k0 þ mk0;l þ wfu>k0g f if k5k05l;
mk0;l  mk0;k  wfu>kg f if k05k:
(
ð20Þ
In particular, for any k > 0; mk;lj ¼ m0; lj  m0;k  wfu>kgf ; hence, for any
k > 0; ðmk;lj Þj converges weak-* in Mbð½0; TÞ 
%OÞ to m0  m0;k  wfu>kgf ¼:
mk: By (8), mk40: According to (20), we also have
mk;l ¼ mk;lj  ml;lj  wfu>lgf
for all j with lj > l: Consequently, as j !1; mk;l ¼ mk  ml  wfu>lgf : In
particular, for any j;
04 mlj ¼ m0;lj  m0 þ wfu>ljgf : ð21Þ
By (8) and as m0; lj ! m0 weak-* in Mbð½0; TÞ 
%OÞ;
m0ð½0; TÞ  %OÞÞ4 lim inf
j!1




m0; lj ð½0; TÞ 
%OÞ;
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04 lim sup
j!1




m0;lj ð½0; TÞ 




i.e., mlj ð½0; TÞ 
%OÞ ! 0 as j !1: It remains to prove that the same result
holds for ml0n when ðl
0
nÞn is an arbitrary sequence with l
0
n !1: This can be
done by exactly the same arguments as in [4], and thus the decomposition of
mk;l is proved in the case k > 0:
In the case k50; we have to use different arguments. According to (20),
we have mk;l ¼ mk;0 þ m0; l þ wfu>0gf : Therefore, by the decomposition result
proved in the case k50;
mk;l ¼ mk;0 þ m0 þ wfu>0gf  ml  wfu>lgf :
As a consequence, ðmk;lÞl is bounded in Mbð½0; TÞ  %OÞ; and, moreover,
converges weak-* to mk;0 þ m0 þ wfu>0gf ¼: mk as l ! þ1: According to (8),
mkð½0; TÞ  OÞ40 which completes the proof of the decomposition in the
case k50: ]
Now we are in position to give the
Proof of Theorem 3.1. In the proof, we follow the techniques developed
in [7]. We use Kruzhkov’s method of doubling variables: choose two pairs of
variables ðt; xÞ; ðs; yÞ in Q and consider u2 as a function of ðt; xÞ; u1 as a
function on ðs; yÞ: We ﬁrst prove a local comparison result: for any l > 0;
there exists al 2 L1ðQÞ with al 2 sign
þðu1 ^ l  u2 _ ðlÞÞ a.e. on Q such




ztðu1 ^ l  u2 _ ðlÞÞ
þ þ wfu1^l>u2_ðlÞgðFðu1 ^ lÞ





















ðwfu1>lgj f1j þ wfu25lgj f2jÞz: ð22Þ







measures associated with the solution ui; given by (5) and (6),
respectively, Proposition 3.3 and Remark 3.3. Let z 2 Dðð1; TÞ  OÞ;
z50; rm a classical sequence of molliﬁers in R
N ; Rn a sequence of molliﬁers
in R with support in ð2=n; 0Þ: For m; n 2 N; deﬁne zm;nðt; x; s; yÞ ¼ zðt; xÞ
rmðx  yÞRnðt  sÞ: Note that, for m; n sufﬁciently large, zm;nðt; x; ; Þ 2
Dðð0; TÞ  OÞ for all ðt; xÞ 2 ½0; T ½O; zm;nð; ; s; yÞ 2 Dð½0; TÞ  OÞ for all
ðs; yÞ 2 ½0; TÞ  O:
As u1 is a renormalized entropy solution of Pðu01; f1Þ and as






l ðs; yÞ þ
Z
fu1>lg










signþ0 ðu1 ^ l  u2ðt; xÞ _ ðlÞÞfðu1 ^ l  u2ðt; xÞ _ ðlÞÞðzm;nÞs
þ ðFðu1 ^ lÞ  Fðu2ðt; xÞ _ ðlÞÞÞ  ryzm;n þ f1zm;ng dy ds:
In the same way, as u2 is a renormalized entropy solution of Pðu02; f2Þ; for



















signþ0 ðu1ðs; yÞ ^ l  u2 _ ðl ÞÞfðu1ðs; yÞ ^ l  u2 _ ðlÞÞðzm;nÞt




ðu1ðs; yÞ ^ l  u02ðxÞ _ ðlÞÞ
þzm;nð0; x; s; yÞ dx:
We integrate both inequalities in ðt; xÞ; respectively ðs; yÞ; over Q: Using
the fact that ðRnÞt þ ðRnÞs ¼ 0 as well asrxrm þryrm ¼ 0; taking the sum of


















wfu1^l>u2_ðlÞgrmðx  yÞRnðt  sÞfðu1 ^ l  u2 _ ðlÞÞxt






wfu1^l>u2_ðlÞgrmðx  yÞRnðt  sÞðf1ðs; yÞ






ðu1ðs; yÞ ^ l  u02ðxÞ _ ðlÞÞ
þznð0; x; s; yÞ dx dðs; yÞ:
ð23Þ
Denote the ﬁve integrals in the preceding inequality by I1; . . . ; I5
successively. There are no difﬁculties to pass to the limit with m; n !1




alð f1  f2Þx dðt; xÞ for some al 2 L1ðQÞ with al 2 sign
þðu1 ^ l  u2_














zð0; xÞ dm1l :
ð24Þ
To this end, deﬁne
fm;nðx; s; yÞ ¼
Z T
s




RnðrÞ drrmðx  yÞzð0; xÞ: ð25Þ
For m sufﬁciently large, fm;nðx; ; Þ 2 Dð½0; TÞ  OÞ for any x 2 O: As u1 is
a renormalized entropy solution of Pðu0; f Þ; using (5) with k ¼ u02 _ ðlÞ;






ðu1ðs; yÞ ^ l  u02ðxÞ _ ðlÞÞ








wfu1^l>u02_ðlÞgfðFðu1 ^ lÞ  Fðu02 _ ðlÞÞÞ  ryfm;n















fm;nðx; s; yÞ dm
1






ðu01 ^ l  u02 _ ðlÞÞ
þzð0; xÞrmðx  yÞ dy dx:
It is clear that the ﬁrst two integrals on the right-hand side converge to 0






fm;nðx; s; yÞ dm
1








rmðx  yÞzð0; xÞ dm
1







rmðx  yÞzð0; xÞ dm
1







zð0; yÞ dm1l ðs; yÞ:
As a consequence, passing to the limit with n !1 and then m !1
yields (24) which completes the proof of the local inequality (22).
The next step is to prove that a similar inequality also holds globally.
To this end, as in [7–9] choose a partition of unity subordinate to a
covering of %O by balls Bi; i ¼ 0; . . . ; k satisfying B0 \ @O ¼ |; and, for i51;
Bi  B0i with B
0
i \ @O part of a Lipschitz graph. In the following,
let z 2 Dð½0; TÞ  RN Þ; z50; with supp z B ¼ Bi for some i=0: Again
we choose two pairs of variables ðs; yÞ and ðt; xÞ; consider the ﬁrst
problem Pðu01; f1Þ in ðs; yÞ; the second Pðu02; f2Þ in ðt; xÞ; and choose
molliﬁers Rn in R with supp Rn  ð2=n; 0Þ: Moreover, we choose a sequence
of molliﬁers rm in R
N such that x/rmðx  yÞ 2 DðOÞ for all y 2 B; smðxÞ ¼R
O rmðx  yÞ dy is an increasing sequence for all x 2 B; and smðxÞ ¼ 1 for any
x 2 B with dðx;RN =OÞ > c=m (with c ¼ CðiÞ depending on B ¼ Bi). Again,
we deﬁne
zm;nðt; x; s; yÞ ¼ zðt; xÞrmðx  yÞRnðt  sÞ:
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rmðx  yÞ dy
Z T
0
Rnðt  sÞ ds
¼ zðt; xÞsmðxÞ
satisﬁes
#zm 2 Dð½0; TÞ  OÞ; 04#zm4#zmþ14z: ð26Þ
As u1 is a renormalized entropy solution of Pðu01; f1Þ; according to (5)







l ðs; yÞ þ
Z
fu1>lg












signþ0 ðu1 ^ l  u
þ
2 ðt; xÞÞfðu1 ^ l  u
þ
2 ðt; xÞÞðzm;nÞs
þ ðFðu1 ^ lÞ  Fðuþ2 ðt; xÞÞÞ  ryzm;n þ f1zm;ng dy ds:
As u2 is a renormalized solution of Pðu02; f2Þ; according to (6) with k ¼
uþ1 ðs; yÞ ^ l; using Remark 3.4 and the fact that wfuþ1 ^l>u2_ðlÞg ¼ wfu1^l>uþ2 g























1 ðs; yÞ ^ l  u2 _ ðlÞÞfðu
þ
1 ðs; yÞ ^ l  u2 _ ðlÞÞðzm;nÞt




ðuþ1 ðs; yÞ ^ l  u02ðxÞ _ ðlÞÞ
þzm;nð0; x; s; yÞ dx
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Z
Q
signþ0 ðu1ðs; yÞ ^ l  u
þ
2 Þfðu1ðs; yÞ ^ l  u
þ
2 Þðzm;nÞt




ðu1ðs; yÞ ^ l  uþ02ðxÞÞ









zm;nð0; x; s; yÞ dx:
Note that the sum of the last two integrals is just
R
Q
zm;nðt; x; s; yÞ dn20;l










j f1jz dðt; xÞ þ
Z
fu25lg






signþ0 ðu1 ^ l  u
þ
2 Þrmðx  yÞRnðt  sÞfðu1 ^ l  u
þ
2 Þzt






ðuþ1 ðs; yÞ ^ l  u
þ
02ðxÞÞ






zm;nðt; x; s; yÞ dn
2
0;lðt; xÞ dðs; yÞ: ð27Þ
Denote the integrals arising on the right-hand side of the preceding
inequality by I1; . . . ; I3; successively. As to I1; one proves exactly as in the
local case that lim infm;n!1 I1 5
R
Q
signþ0 ðu1 ^ l  u
þ
2 Þfðu1 ^ l  u
þ
2 Þztþ
ðFðu1 ^ lÞ  Fðuþ2 ÞÞ  rxzþ a
þ
l wfu1>0gð f1  wfu250gf2Þzg dðt; xÞ for some
aþl 2 L
1ðQÞ with aþl 2 sign
þ
0 ðu1 ^ l  u
þ
2 Þ a.e. Now consider again fm;n
deﬁned as in (25) for z 2 Dðð1; TÞ  BÞ: For n sufﬁciently large, fm;n 2
Dðð1; TÞ  BÞ: Arguing as in the proof of the local estimate, using the fact







ðu1ðs; yÞ ^ l  uþ02ðxÞÞ








wfu1^l>uþ02gfðFðu1 ^ lÞ  Fðu
þ
02ÞÞ  ryfm;n















rmðx  yÞzð0; xÞ dm
1






ðu01 ^ l  u02 _ ðlÞÞ
þzð0; xÞrmðx  yÞ dy dx:






f0g %O zð0; Þ dm
1









#zm dn20ðt; xÞ 
Z
fu25lg
j f2j#zm dðt; xÞ:









In particular, limm!1Lð#zmÞ exists (and is 5LðzÞ). Combining the










zð0; Þ dm1l þ
Z
Q




signþ0 ðu1 ^ l  u
þ
2 Þfðu1 ^ l  u
þ
2 Þzt
þ ðFðu1 ^ lÞ  Fðuþ2 ÞÞ  rxzþ a
þ




ðuþ01ðxÞ ^ l  u
þ
02ðxÞ _ ðlÞÞ
þzð0; xÞ dx þ lim
m!1
LðzsmÞ: ð28Þ
Now, repeating the same proof with u1 replaced by u2; u2 by u1; u01 by
u02; u02 by u01; f1 by f2; f2 by f1; according to Remark 3.4,
we obtain the existence of al 2 L




2 ^ l  u

1 Þ a.e. on























2 ^ l  u

1 Þzt
þ ðFðu2 ^ lÞ  Fðu

1 ÞÞ  rxzþ a





ðu02 ^ l  u

01ðxÞÞ
þzð0; xÞ dx þ lim
m!1
#LðzsmÞ; ð29Þ





j f1jx dðt; xÞ for any x 2 Dð½0; TÞ  R
NÞ: Note that, if we deﬁne




al ¼ aþl wfu250gwfu1>0g þ a

l wfu250g
2 signþðu1 ^ l  u2 _ ðlÞÞ













signþ0 ðu1 ^ l  u2 _ ðlÞÞfðu1 ^ l  u2 _ ðlÞÞzt




ðu01 ^ l  u02 _ ðlÞÞ






for all z 2 Dð½0; TÞ  BÞ; z50: Now let z 2 Dð½0; TÞ  BÞ; z50:
Then, z ¼ snzþ ð1 snÞz; and snz 2 Dð½0; TÞ  OÞ for n sufﬁciently
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signþ0 ðu1 ^ l  u2 _ ðlÞÞfðu1 ^ l  u2 _ ðlÞÞzt














ðwfu15lgj f1j þ wfu24lgj f2jÞz dðt; xÞ
 lim
m!1
Lðzð1 snÞsmÞ  lim
m!1
#Lðzð1 snÞsmÞ:
Note that zsmsn ¼ zsn for m sufﬁciently large. Therefore, limn!1 limm!1
Lðzð1 snÞsmÞ ¼ limn!1 limm!1 #Lðzð1 snÞsmÞ ¼ 0; and thus passing to




signþ0 ðu1 ^ l  u2 _ ðlÞÞfðu1 ^ l  u2 _ ðlÞÞzt














ðwfu15lgj f1j þ wfu14lgj f2jÞz dðt; xÞ
ð31Þ
for all z 2 Dð½0; TÞ  BÞ; z50; and then, using the partition of unity, for all
z 2 Dð½0; TÞ  RN Þ; z50:




signþ0 ðu1 ^ l  u2 _ ðlÞÞfðu1 ^ l  u2 _ ðlÞÞst




ðu01 ^ l  u02 _ ðlÞÞ
þsð0Þ dx
4 2ðm1l ð½0; TÞ  %OÞ þ n
2




ðwfu15lgj f1j þ wfu24lgj f2jÞ dðt; xÞ:
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the fact that (a subsequence of) al converges weak-* in L1ðQÞ to some











for all s 2 Dð½0; TÞÞ; s50; which is equivalent to (16), and the proof is
complete. ]
As an immediate consequence of the preceding results, we have
Proposition 3.5. For any u0 2 L1ðOÞ; f 2 L1ðQÞ; there exists a unique
renormalized entropy solution of Pðu0; f Þ:
Remark 3.6. Note that a corresponding existence and comparison result
can be obtained for renormalized entropy solutions of the stationary
problem: (P) u þ divFðuÞ ¼ f on O; f 2 L1ðOÞ where a renormalized entropy
solution of (P) is a function u 2 L1ðOÞ such that, for all k;




0 ðu ^ l  kÞðu ^ l  f Þ
þdiv ðwfu^l>kgðFðu ^ lÞ  FðkÞÞ is a Radon measure on R
N ; satisfying, for
all k 2 R: liml!þ1 mþk;lðOÞ ¼ 0 and, for all k50: liml!þ1 m
þ
k;lð
%OÞ ¼ 0 and,
moreover, for all k; l 2 R the distribution x 2 Dðð1; TÞ  RNÞ/nk;lðxÞ ¼R
O sign
þ
0 ðk  u _ lÞð f  u _ lÞ þ divðwfk>u_lgðFðkÞ  Fðu ^ lÞÞ is a Radon
measure on RN ; satisfying, for all k 2 R: liml!1 nþk;lðOÞ ¼ 0 and, for
all k40: liml!1 nþk;lð %OÞ ¼ 0: Note that, using the concept of
renormalized entropy solutions of (P), we may completely characterize the
closure A of the accretive operator A0 as deﬁned above (see proof of
Proposition 2.5).
Remark 3.7. In this paper, we have studied the initial boundary value
problem for the equation ut þ divFðuÞ ¼ f with a ‘‘0-boundary condition.’’
The study of the initial boundary value problem with a non-homogeneous
boundary condition: ‘‘u ¼ g on some part of the boundary’’ with g 2 L1ðSÞ
is more delicate and requires different techniques. For smooth data, in the
BV-setting, this problem has been solved in [1]. In the case of a Lipschitz
continuous ﬂux function F and for L1-data, it has been studied in [18]. For
the general case, with only continuous ﬂux F and in the L1-setting, we refer
to [11]. The ﬁrst difﬁculty of the general problem is that it is not
straightforward to extend the entropy integral boundary condition given
RENORMALIZED ENTROPY SOLUTIONS 159in Deﬁnition 1.1 to the case g=0: An alternative is to use the formulation of
the entropy boundary condition given in [18]. Secondly, in the non-
homogeneous case, with only continuous ﬂux F; BV -estimates seem to be
deﬁcient (even for smooth u0; f and smooth boundary data g), and therefore
existence proofs are based on the Young measure techniques and seem to
require to prove ﬁrst uniqueness results for measure-valued entropy
solutions (cf. e.g. [13, 19, 20].
Existence and uniqueness of renormalized entropy solutions of general
quasi-linear degenerate problems of the form bðvÞt ¼ div aðv;DcðvÞÞ þ f is
studied in [10].
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