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Abstract 
Metaheuristics are capable of producing good quality solutions. However, they often need to perform some adjustment of 
relevant parameters in order to be applied to new problems or different problem instances. Furthermore, they often are time-
consuming and knowledge intensive procedures that requires deep understanding of the problem domain. This motivates the 
investigation of developing an algorithm that can produce good quality solutions across different instances and problems and 
which do not require extensive parameter tuning. Hyper-heuristics is specifically designed to raise the generality of optimisation 
systems in such a way that the technique can be reused and applied to other different problems. In this work, we develop a 
generalised heuristic method (hyper-heuristics) based on ant colony algorithms.  In our approach, in order to produce a 
generalized approach, pheromone and visibility values consider a non-domain specific knowledge. Ant colony hyper-heuristics 
applies the same methodology as ant colony algorithms where it involves two pheromone updating procedures; the local and 
global update. The global update will use the best solution found at the current iteration to update the pheromone trail and the 
local update is performed after each ant performs a tour. We apply our work on one routing problem; the Travelling Salesman 
Problem (TSP). The TSP is a problem of finding the shortest possible tour to visit each city exactly once and it is known to be in 
the class of NP-hard problems. Results presented in this paper are able to outperform some other popular methods. 
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1.  Introduction 
The ant algorithm is based on observation about ant behavior [7,8,9]. They live in a colony and their behavior is 
directed more to the survival of the colony; rather than individual survival. An important behavior of the ants is the 
foraging behavior and how they are able to find the shortest path between food sources and their nest despite being 
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almost blind. While navigating to and from the food source, ants deposit a substance called pheromone. This trail 
permits communication among the ants so that other ants can navigate to the food source utilizing the experience of 
others in finding a shorter route. In ant algorithm, pheromone and visibility (heuristic information) are two important 
factors in the process of decision making for the algorithm. The amount of pheromone corresponds to the quality of 
the solution found by the ants; and visibility information represents some forms of heuristic information, which is 
combined with the pheromone value in order to make decisions. Following the ant algorithms, ant colony 
optimisation (ACO) algorithms have been developed. The idea behind this approach is obtained from [8,9]. ACO 
hyper-heuristics applies the same methodology as ant algorithms however it differs in the updating of the 
pheromone trail procedure. There are two procedures involved; the local and global update. The global update will 
use the best solution found at the current iteration to update the pheromone trail and the local update is performed 
after each ant performs a tour. This has lead to better improvements in the solutions obtained in several problem 
[8,9]. An ant algorithm is considered as one of metaheuristics approaches [10]. Metaheuristics have been shown to 
work well on certain instances. However, for other instances, it does not perform well and often, it is expensive to 
adapt to new instances and problems. Furthermore, metaheuristics are often time-consuming and knowledge 
intensive processes that require deep understanding of the problem domain. Thus, this motivates the investigation of 
developing an algorithm that can produce good quality solutions across different instances and problems and which 
do not require extensive parameter tuning. 
2.  Ant Colony Hyper-heuristics Algorithm 
     Hyper-heuristics is specifically designed to raise the generality of optimization systems in such a way that the 
technique can be reused and applied to other different problems [4,6]. The basic idea of hyper-heuristics is whenever 
new problem domains are to be solved; the hyper-heuristics algorithm will only have to replace the set of few simple 
heuristics and the evaluation function (solution quality). A basic framework of hyper-heuristics is to manage a set of 
low level heuristics. It operates at a higher level of abstraction and has no knowledge of the problem domain. The 
hyper-heuristic only know that they have a set of low level heuristics to work upon. 
 
We developed the ant colony hyper-heuristics (ACO hyper-heuristics) of which the idea behind this approach is 
obtained from [1,3,5,8,9]. In this work, a problem is represented as a directed graph where the nodes represent low 
level heuristics. Initially, ants travel the graph with initial solutions. To travel to the next node in the graph, an ant 
makes decision based on certain probability value. Once an ant arrives at a node (heuristic), it will apply the low 
level heuristics at the particular node of which a heuristic can be applied more than once. The most important state 
in the algorithms is to choose which heuristic to implement to produce solutions. In ant system [10] and three 
previous ant algorithms hyper-heuristics in [1,3,5], the key properties of these approaches are pheromone updating 
activities and heuristics information (visibility) values. In this work, the pheromone value is laid based on 
improvements made by the heuristics. Improvement is considered as the difference between the best quality found 
during the current journey and the best quality found during the previous journey. A higher pheromone level 
indicates the confidence level for other ants to apply the same heuristics. An edge is not given any pheromone value 
if it performs badly. To avoid the pheromone value goes unbounded, an evaporation process is applied where edges 
corresponding to the heuristics will be punished by not receiving any pheromone. Visibility value corresponds by 
the amount of CPU time a heuristic took to complete its task. Low CPU time to implement a heuristic is much 
preferred. In ACO hyper-heuristics, there are two procedures involved; the local and global update. The global 
update will use the best solution found at the current iteration to update the pheromone trail. This action is intended 
to reward the path that produces the best solution. The path (i*,j*)that belongs to the best solution Sb
 
found by m 
ants will be updated with the new pheromone values given by the following equation: 
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   = (1 - .  + (L                                                  (1) 
            
where: 
  pheromone value for the path (i*,j* ) that belongs to the best solution Sb 
    the evaporation rate for the pheromone 
 L         the total solution for the tour  
 
The motivation for global update procedure is to encourage the use of good-performing edge and increase the 
probability of choosing the specific path. Local update is performed after each ant performs a tour. This is to 
simulate the evaporation procedure in order to ensure that the pheromone values do not go unbounded. The 
following equation is used: 
 = (1 -  + ( ).                                                                                                                            (2) 
  
where:           pheromone value that exists on the particular path (i j) 
              the evaporation rate for the pheromone 
            initial pheromone value assigned to all paths in the network 
3.  The Travelling Salesman Problem 
     The Travelling Salesman Problem (TSP) involves finding the shortest tour in a route; searching for an order in 
which each city should be visited, starting from the first city, visiting each city exactly once and returning to the 
starting city. It is known to be in the class NP-hard problems[11]. The TSP is involved in many applications in real 
life. A simple example is the delivery service where a postman would like to find the shortest route to cover his 
daily task. The TSP problem can be defined as follows: 
A salesman is required to visit a sequence of cities 1, ..., n. Let dij ( i  j, = 0, 1, 2, ...., n)  be the tour length for the 
problem. We want to minimize the tour length. The mathematical formulation as adapted from [2] is presented 
below:  
                                                                                                                                          (3) 
 
subject to: 
 
   = 1   (j = 1, ...., n) 
   = 1   (i = 1, ...., n)
where xij are non-negative integers. The constraint xij  is required to be 1 so that the relationship between these two 
cities exists which can be expressed as: the salesman’s tour from city i to city j if and only if xij  = 1. 
TSP has been solved using numerous methods. It can be categorized into two; the tour construction and tour 
improvement. A constructive heuristic builds a tour from scratch. The algorithm stops when a solution is found and 
no attempt is made to improve the solution. Once a tour has been constructed, we can improve the tour using tour-
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improvement heuristics. Among the most common for the TSP are 2-opt, 3-opt and the generalization to k-opt 
moves and the Lin-Kernighan heuristic.  
4.   Low Level Heuristics 
      In this section, we developed ten simple low level heuristics for the TSP and most of them are based on 2-opt 
moves as they are easy to implement.  The TSP heuristics are described below: 
 
x Tsp_h1: Two cities are selected and part of the tour is reversed between these two selected cities. 
This is done on every city, starting from the initial city.    
x Tsp_h2: 2 pair of cities will be selected from the tour. This is done on every city, starting from the 
initial city. For example, city and city 3 with city 2 and city 6 and city 7 are selected. 2-opt moves 
are done on the route.  
x Tsp_h3: 2-opt moves will be carried out, but with the cities being chosen randomly.  
x Tsp_h4:  Two cities are selected randomly and they will swap positions. For example; city 2 and 7 
are selected. City 2 and 7 will  swap positions.  
x Tsp_h5:  Tsp_h5 operates the same as Tsp_h2. The first move that produces an improvement over 
the current solution will be accepted. 
x Tsp_h6: Two cities are selected and reverse a part of a tour between these two selected cities. The 
example is as in Tsp_h1, however, the procedure is done on random selected cities. 
x Tsp_h7: Two cities are selected randomly and they will swap positions. The example is as in 
Tsp_h4. This procedure will repeatedly being applied until no further improvement is made. 
x Tsp_h8: Two cities starting from two ends will be selected and swap positions. The in- between 
cities will be reversed. This procedure will be done on all cities. The example is as in Tsp_h2. The 
best improvement will be recorded.  
x Tsp_h9: Two cities starting from two ends will be selected and swap positions. This procedure 
will be done on all cities. The example is as in Tsp_h4. The best improvement will be recorded.  
x Tsp_h10: Two cities starting from two ends will be selected and the in-between cities will be 
reversed. This procedure will be done on all cities. The example is as in Tsp_h1. The best 
improvement will be recorded. 
5.   Experiments and Results 
      We implement our experiments on PC Pentium R 3.4 GHz with 1 GB RAM running on Microsoft Windows 
2000. The ACO hyper-heuristics is tested on well known datasets from the TSP library [12] with 30 runs. We tested 
our approach on instances of sizes n = (30, 76, 51, 100), where n = the number of cities. We chose these cities to 
enable us to make comparisons with the scientific literature. Initially, ants will be placed at a node on the search 
space (the directed graph).  Each ant is supplied with an initial solution. The nodes on the graph represent the low 
level heuristics. Each ant will perform a tour by visiting a sequence of nodes by selecting a node being guided by the 
pheromone and visibility values. Once an ant arrives at a particular node, it will apply the low level heuristic to its 
solution. The solutions are continuously modified whenever an ant arrives at a new node. After a given number of 
tours, the ants will report the best solution found. We utilise the same parameter values as in [1] for all approaches 
where D = 0.5, E  = 0.5 and evaporation rate is 0.3. A tour counter t is set to the same number of low level 
heuristics available. We set the terminating condition to 1000 iterations. However, if the algorithm does not meet 
any improvement for 100 iterations, it will be terminated and the best result will be returned.  
We compare our results to several other methods. The methods are ant colonies (ACS), genetic algorithm (GA), 
evolutionary programming (EP), tabu search (TS), adaptive tabu search (ATS) simulated annealing (SA) and 
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annealing-genetic algorithm (AG). The results are presented in Table 1. The best known results for these datasets are 
obtained from [12].  
Table 1: Comparison of ACO hyper-heuristics to other methods 
Datasets ACOhh ACS GA EP TS ATS SA AG Best 
known 
Oliver30 427.90 423.74 N/A 423.74 N/A N/A 424 420 424 
Eil51 429.70 427.96 441.46 427.86 445.05 438.12 443 436 426 
Eil76 568.89 542.31 548.26 549.18 582.62 540.17 580 561 538 
KroA100 21705.70 21285.44 22875.42 N/A 23664.18 21526.56 N/A N/A 21282 
 
Our results are found to be competitive to other methods although they do not produce any best known solution. We 
observed for Eil51 and Eil76 dataset, the result is better than simulated annealing (SA) and annealing-genetic (AG) 
algorithm. For KroA100 dataset, the result is better than genetic algorithm (GA), tabu search (TS) and adaptive tabu 
search (ATS). Therefore, we conclude that ACO hyper-heuristics are comparable to other problem specific methods.  
6.  Conclusion 
    We have developed an ACO hyper-heuristics algorithm that tries to find a general approach to solve the TSP.  
The algorithm acted as a high level selector to pick and combine several low level heuristics. We enforce two 
procedures of pheromone updating rules; the local and global update. The global update will use the best solution 
found at the current iteration to update the pheromone trail and the local update is performed after each ant performs 
a tour. Results presented in this paper are able to outperform some other popular methods. One major advantage of 
this work is we use low level heuristics that is simple and easy to implement, knowledge poor low level heuristics 
that do not require expertise in the problem domain and the same parameter for all problem instances.  
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