Nonlinear boundary value problem for first order impulsive integro-differential equations of mixed type  by Chen, Lijing & Sun, Jitao
J. Math. Anal. Appl. 325 (2007) 830–842
www.elsevier.com/locate/jmaa
Nonlinear boundary value problem for first order
impulsive integro-differential equations of mixed type ✩
Lijing Chen, Jitao Sun ∗
Department of Applied Mathematics, Tongji University, 200092, PR China
Received 1 January 2006
Available online 20 March 2006
Submitted by William F. Ames
Abstract
This paper discusses nonlinear boundary value problem for first order impulsive integro-differential equa-
tions of mixed type. The lower and upper solutions and monotone iterative techniques are used to achieve
the existence results. Two examples are provided to illustrate the efficiency of the obtained results.
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1. Introduction
In this paper, we study the following impulsive integro-differential problem:
x′(t) = f (t, x(t), x(θ(t)), (Wx)(t), (Sx)(x)), t ∈ J = [0, T ], t = tk, k = 1,2, . . . , p,
x(tk) = Ik
(
x(tk)
)
, k = 1,2, . . . , p,
g
(
x(0), x(T )
)= 0, (1)
where f ∈ C(J × R4,R), Ik ∈ C(R,R), g ∈ C(R × R,R), θ ∈ C(J,J ). x(tk) = x(t+k ) −
x(t−k ), in which x(t
+
k ), x(t
−
k ) denote the right and left limits of x(t) at tk , k = 1,2, . . . , p, which
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Eq. (1) is defined by
(Wx)(t) =
γ (t)∫
0
K(t, s)x
(
δ(s)
)
ds, (Sx)(t) =
T∫
0
H(t, s)x
(
σ(s)
)
ds,
γ, δ, σ ∈ C(J,J ), K ∈ C(D,R+), D = {(t, s) ∈ J × J : 0  s  γ (t)}, H ∈ C(J × J,R+),
K∗ = max{K(t, s): (t, s) ∈ D}, H ∗ = max{H(t, s): (t, s) ∈ J × J }. Let PC(J ) = {u :J → R:
u is continuous for any t ∈ J0; u(t+k ), u(t−k ) exist, k = 1,2, . . . , p and u(t−k ) = u(tk)} and
PC1(J ) = {u ∈ PC(J ): u is continuously differentiable for any t ∈ J0; u′(0+), u′(T −), u′(t+k ),
u′(t−k ) exist, k = 1,2, . . . , p}. It is clear that PC(J ) and PC1(J ) are Banach spaces with the
respective norms
‖u‖PC(J ) = sup
{∣∣u(t)∣∣: t ∈ J}
and
‖u‖PC1(J ) = ‖u‖PC(J ) + ‖u′‖PC(J ).
The study of boundary value problems for first order differential equations with impulse or
without impulse [1,2,6–24] are often seen in the literature. This type of equations has become
an important aspect of impulsive differential equations [1–5] for its deep physical background
and realistic mathematical model. It is well known that the monotone iterative technique is quite
useful. In our recent work in [8], this method, combining with the upper and lower solutions, has
been successfully applied to obtain the existence of the extremal solutions for a class of nonlinear
first order impulsive functional differential equations. In [9–21], the method also has been used to
solve the problems for nonlinear differential equations, integro-differential equations, functional
differential equations with either initial value or boundary value conditions. Recently, it has been
considered in [22] when the functional dependence is not necessarily a Lipschitzian function.
In this paper, we will apply the monotone iterative method to achieve existence results for (1),
which has a very general form. Note that as special instances resulting from (1), we can have
impulsive differential equations with deviating arguments and impulsive differential equations
with the Volterra or Fredholm operators.
This paper is organized as follows. First, we will establish some comparison principles. Next
the existence and uniqueness of the solutions for linear boundary value problems will be dis-
cussed. Then, using the definition of upper and lower solutions α(t), β(t) and monotone iterative
technique, we will obtain the existence of the extremal solutions for (1), with α(t) β(t) or in
the reverse order. Finally, some examples are provided to verify the required assumptions.
A function x ∈ PC1(J ) is called a solution of (1), if it satisfies (1).
2. Lemmas
Lemma 1. If u ∈ PC1(J ),
u′(t)−M1u(t)−M2u
(
θ(t)
)−M3(Wu)(t) −M4(Su)(t), t = tk, t ∈ J,
u(tk) Lku(tk), k = 1,2, . . . , p,
u(0) 0, (2)
832 L. Chen, J. Sun / J. Math. Anal. Appl. 325 (2007) 830–842where Mi  0, i ∈ {2,3,4}, −1 <Lk  0 for k = 1,2, . . . , p. Assume that 0 θ, δ, σ  t and(
1 +
p∏
j=1
(1 +Lj)−1
) T∫
0
[
M2e
M1(t−θ(t)) +M3
γ (t)∫
0
K1(t, s) ds +M4
T∫
0
H1(t, s) ds
]
dt  1,
(3)
where K1(t, s) = eM1(t−δ(s))K(t, s), H1(t, s) = eM1(t−σ(s))H(t, s), then u(t) 0 on J.
Proof. Let v(t) = eM1t u(t), then v ∈ PC1(J ) and
v′(t)−M2eM1(t−θ(t))v
(
θ(t)
)−M3(W1v)(t)−M4(S1v)(t), t = tk, t ∈ J,
v(tk) Lkv(tk), k = 1,2, . . . , p,
v(0) 0,
(W1v)(t) =
γ (t)∫
0
K1(t, s)v
(
δ(s)
)
ds, (S1v)(t) =
T∫
0
H1(t, s)v
(
σ(s)
)
ds. (4)
Obviously, v(t) 0 implies u(t) 0. To show v(t) 0, suppose on the contrary, that v(t∗) > 0
for some t∗ ∈ J . Then there are two cases:
(a) v(t) 0 for all t ∈ [0, t∗];
(b) there exists t∗ ∈ [0, t∗), such that v(t∗) < 0.
In case (a), (4) implies that v′(t) 0 for t = tk and v(tk) 0, here t, tk ∈ [0, t∗], hence v(t) is
nonincreasing in [0, t∗]. Then v(t∗) v(0) 0. It contradicts to v(t∗) > 0.
In case (b), let
inf
t∈J v(t) = −γ1.
Then γ1 > 0, and for some i ∈ {1,2, . . . , p}, exists t∗ ∈ (ti , ti+1], such that v(t∗) = −γ1 or
v(t+i ) = −γ1. We only consider v(t∗) = −γ1, as the proof is similar for the case v(t+i ) = −γ1.
Now for some j satisfying t∗ ∈ (tj , tj+1], it is obviously t∗ < t∗, then j  i. Now, we integrate
(4) between t∗ and ti+1,
t−i+1∫
t∗
v′(t) dt 
t−i+1∫
t∗
(−M2eM1(t−θ(t))v(θ(t))−M3(W1v)(t)−M4(S1v)(t))dt,
v(ti+1)− v(t∗) γ1
ti+1∫
ti
[
M2e
M1(t−θ(t)) +M3
γ (t)∫
0
K1(t, s) ds +M4
T∫
0
H1(t, s) ds
]
dt,
similarly we get
v(ti+2)− (1 +Li+1)v(ti+1)
 γ1
ti+2∫
t
[
M2e
M1(t−θ(t)) +M3
γ (t)∫
K1(t, s) ds +M4
T∫
H1(t, s) ds
]
dt,i+1 0 0
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v(tj )− (1 +Lj−1)v(tj−1)
 γ1
tj∫
tj−1
[
M2e
M1(t−θ(t)) +M3
γ (t)∫
0
K1(t, s) ds +M4
T∫
0
H1(t, s) ds
]
dt,
v(t∗)− (1 +Lj )v(tj )
 γ1
tj+1∫
tj
[
M2e
M1(t−θ(t)) +M3
γ (t)∫
0
K1(t, s) ds +M4
T∫
0
H1(t, s) ds
]
dt.
By adding together and observing v(t∗) = −γ1, we have
1 <
(
1 +
p∏
j=1
(1 +Lj )−1
) T∫
0
[
M2e
M1(t−θ(t)) +M3
γ (t)∫
0
K1(t, s)ds +M4
T∫
0
H1(t, s) ds
]
dt
which contradicts to (3). So we have v(t) 0, t ∈ J . This completes the proof. 
Lemma 2. If u ∈ PC1(J ),
u′(t)M1u(t)+M2u
(
θ(t)
)+M3(Wu)(t) +M4(Su)(t), t = tk, t ∈ J,
u(tk) Lku(tk), k = 1,2, . . . , p,
u(T ) 0, (5)
where Mi  0, i ∈ {2,3,4}, Lk  0 for k = 1,2, . . . , p. Assume that t  θ, δ, σ  T and(
1 +
p∏
j=1
(1 +Lj )
) T∫
0
[
M2e
M1(θ(t)−t) +M3
γ (t)∫
0
K2(t, s) ds +M4
T∫
0
H2(t, s) ds
]
dt  1,
(6)
where K2(t, s) = eM1(δ(s)−t)K(t, s), H2(t, s) = eM1(σ (s)−t)H(t, s), then u(t) 0 on J.
The proof is similar to that of Lemma 1.
Lemma 3. If u ∈ PC1(J ),
u′(t)−M1u(t)−M2u
(
θ(t)
)−M3(Wu)(t) −M4(Su)(t), t = tk, t ∈ J,
u(tk) Lku(tk), k = 1,2, . . . , p,
u(0) λu(T ), (7)
where 0 < λe−M1T  1, with any of M2,M3,M4 > 0 and the other two constants be nonnegative,
−1 <Lk  0 for k = 1,2, . . . , p. Assume that(
1 +
p∏
j=1
(1 +Lj )−1
) T∫
0
[
M2e
M1(t−θ(t)) +M3
γ (t)∫
0
K1(t, s) ds +M4
T∫
0
H1(t, s) ds
]
dt
 λe−M1T , (8)
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Proof. The proof is similar to the proof of Lemma 1 [8], therefore we omit it. 
Similarly we have
Lemma 4. If u ∈ PC1(J ),
u′(t)M1u(t)+M2u
(
θ(t)
)+M3(Wu)(t) +M4(Su)(t), t = tk, t ∈ J,
u(tk) Lku(tk), k = 1,2, . . . , p,
u(T ) λu(0), (9)
where 0 < λe−M1T  1, with any of M2,M3,M4 > 0 and the other two constants be nonnegative,
Lk  0 for k = 1,2, . . . , p. Assume that(
1 +
p∏
j=1
(1 +Lj )
) T∫
0
[
M2e
M1(θ(t)−t) +M3
γ (t)∫
0
K2(t, s) ds +M4
T∫
0
H2(t, s) ds
]
dt
 λe−M1T , (10)
where K2(t, s), H2(t, s) are defined in the same way as in Lemma 2, then u(t) 0 on J.
Remark 1. Let M3 = M4 = 0, M2 > 0, then Lemmas 3, 4 in this paper are identical with Lem-
mas 1, 2 in [8].
Consider the problem
y′(t) = −M1y(t)−M2y
(
θ(t)
)−M3(Wy)(t)−M4(Sy)(t)+ ϕ(t),
t ∈ J, t = tk, k = 1,2, . . . , p,
y(tk) = Lky(tk)+ Ik
(
u(tk)
)−Lku(tk), k = 1,2, . . . , p,
g
(
u(0), u(T )
)+N1(y(0)− u(0))−N2(y(T )− u(T ))= 0 (11)
and
y′(t) = M1y(t)+M2y
(
θ(t)
)+M3(Wy)(t)+M4(Sy)(t)+ ϕ(t),
t ∈ J, t = tk, k = 1,2, . . . , p,
y(tk) = Lky(tk)+ Ik
(
u(tk)
)−Lku(tk), k = 1,2, . . . , p,
g
(
u(0), u(T )
)+N1(y(0)− u(0))−N2(y(T )− u(T ))= 0. (12)
By direct computation, we have the following results.
Lemma 5. y ∈ PC1(J ) is a solution of (11) if and only if y ∈ PC(J ) is a solution of the impulsive
integral equation
y(t) = Ce−M1tBu+
T∫
0
G(t, s)
[−M2y(θ(s))−M3(Wy)(s) −M4(Sy)(s) + ϕ(s)]ds
+
∑
G(t, tk)
(
Lky(tk)+ Ik
(
u(tk)
)−Lku(tk)), (13)
0<tk<T
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1,2,3,4, j = 1,2, are constants with Mi  0, i = 1,2,3,4, N1 = N2e−M1T and
G(t, s) =
{
CN2e−M1(T+t−s) + e−M1(t−s) 0 s < t  T ,
CN2e−M1(T+t−s) 0 t  s  T .
Lemma 6. y ∈ PC1(J ) is a solution of (12) if and only if y ∈ PC(J ) is a solution of the impulsive
integral equation
y(t) = CeMtBu+
T∫
0
G(t, s)
[
M2y
(
θ(s)
)+M3(Wy)(s) +M4(Sy)(s) + ϕ(s)]ds
+
∑
0<tk<T
G(t, tk)
(
Lky(tk)+ Ik
(
u(tk)
)−Lku(tk)), (14)
where Bu = −g(u(0), u(T ))+N1u(0)−N2u(T ), C = (N1 −N2eM1T )−1, Mi , Nj , i = 1,2,3,4,
j = 1,2, are constants with Mi  0, N1 = N2eM1T and
G(t, s) =
{
CN2eM1(T+t−s) + eM1(t−s) 0 s < t  T ,
CN2eM1(T+t−s) 0 t  s  T .
Lemma 7. If N1 = N2e−M1T , with any of M2,M3,M4 > 0 and the other two constants be non-
negative, when(
M2T +M3K∗T 2 +M4H ∗T 2 +
p∑
k=1
|Lk|
)
r < 1, r = max{|CN1|, |CN2|},
C = (N1 −N2e−M1T )−1 (15)
then Eq. (11) has a unique solution y ∈ PC1(J ).
Proof. By Lemma 5 and Banach fixed point theorem applied to the right hand of (13), the proof
is apparent. 
Remark 2. If N1  N2 > 0, with any of M2,M3,M4 > 0 and the other two constants be non-
negative, when
CN1
(
M2T +M3K∗T 2 +M4H ∗T 2 +
p∑
k=1
|Lk|
)
< 1, C = (N1 −N2e−M1T )−1
from Lemma 7, Eq. (11) has a unique solution y ∈ PC1(J ).
Remark 3. Let N2 = 0 in (11), then (11) is an initial value problem. y ∈ PC1(J ) is a solution of
(11) if and only if y ∈ PC(J ) is a solution of the impulsive integral equation
y(t) = e−M1tBu+
t∫
0
e−M1(t−s)
(−M2y(θ(s))−M3(Wy)(s)−M4(Sy)(s)+ ϕ(s))ds
+
∑
e−M1(t−tk)
(
Lky(tk)+ Ik
(
u(tk)
)−Lku(tk)), (16)
0<tk<t
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N1
g(u(0), u(T ))+ u(0), N1 = 0. Furthermore, assume that
M2T +M3K∗T 2 +M4H ∗T 2 +
p∑
k=1
|Lk| < 1, (17)
where Mi  0, i = 2,3,4, then (11) has a unique solution.
Similarly we have
Lemma 8. If N1 = N2eM1T , with any of M2,M3,M4 > 0 and the other two constants be non-
negative(
M2T +M3K∗T 2 +M4H ∗T 2 +
p∑
k=1
|Lk|
)
r < 1, r = max{∣∣CN1eM1T ∣∣, ∣∣CN2eM1T ∣∣},
C = (N1 −N2eM1T )−1, (18)
then Eq. (12) has a unique solution y ∈ PC1(J ).
Remark 4. If N2  N1 > 0, with any of M2,M3,M4 > 0 and the other two constants be non-
negative, when
(1 −CN1)
(
M2T +M3K∗T 2 +M4H ∗T 2 +
p∑
k=1
|Lk|
)
< 1, C = (N1 −N2eM1T )−1
from Lemma 8, Eq. (12) has a unique solution y ∈ PC1(J ).
Remark 5. Let N1 = 0 in (12), then (12) is a terminal value problem. y ∈ PC1(J ) is a solution
of (12) if and only if y ∈ PC(J ) is a solution of the impulsive integral equation
y(t) = e−M1(T−t)Bu−
T∫
t
eM1(t−s)
(
M2y
(
θ(s)
)+M3(Wy)(s) +M4(Sy)(s) + ϕ(s))ds
−
∑
t<tk<T
eM1(t−tk)
(
Lky(tk)+ Ik
(
u(tk)
)−Lku(tk)),
where Bu = 1
N2
g(u(0), u(T ))+ u(T ), N2 = 0. Furthermore, assume that
M2T +M3K∗T 2 +M4H ∗T 2 +
p∑
k=1
|Lk| < 1, (19)
where Mi  0, i = 2,3,4, then (12) has a unique solution.
3. Main results
Functions α,β ∈ PC1(J ) are called upper and lower solutions of problem (1) if
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(
t, α(t), α
(
θ(t)
)
, (Wα)(t), (Sα)(t)
)
, t = tk, t ∈ J,
α(tk) Ik
(
α(tk)
)
, k = 1,2, . . . , p,
g
(
α(0), α(T )
)
 0
and
β ′(t) f
(
t, β(t), β
(
θ(t)
)
, (Wβ)(t), (Sβ)(t)
)
, t = tk, t ∈ J,
β(tk) Ik
(
β(tk)
)
, k = 1,2, . . . , p,
g
(
β(0), β(T )
)
 0.
Theorem 1. 0 θ, δ, σ  t , (3), (17) hold, let α(t), β(t) ∈ PC1(J ) be upper and lower solutions
of (1) and β(t) α(t) and assume that
(A1) The function f ∈ C(J ×R4,R) satisfies
f (t, x1, x2, x3, x4)− f (t, y1, y2, y3, y4)
−M1(x1 − y1)−M2(x2 − y2)−M3(x3 − y3)−M4(x4 − y4),
β  y1  x1  α, β
(
θ(t)
)
 y2  x2  α
(
θ(t)
)
, Wβ  y3  x3 Wα,
Sβ  y4  x4  Sα, t ∈ J,
where Mi  0, i = 1,2,3,4.
(A2) The function Ik ∈ C(R,R) satisfies
Ik(x)− Ik(y) Lk(x − y),
wherever β(tk) y  x  α(tk), where −1 <Lk  0 and k = 1,2, . . . , p.
(A3) The function g(x, y) ∈ C(R,R) is nonincreasing in the second variable and satisfies
g(x1, y)− g(x2, y)N1(x1 − x2),
wherever β(0) x2  x1  α(0), N1 > 0.
Then there exist monotone sequences {αn(t)}, {βn(t)} with α0(t) = α(t), β0(t) = β(t), which
converge in PC1(J ) to the extremal solutions of (1) in [β,α], [β,α] = {x ∈ PC1(J ): β(t) 
x(t) α(t), t ∈ J }.
Proof. For any u ∈ [β,α], consider (16) with
ϕ(t) = f (t, u(t), u(θ(t)), (Wu)(t), (Su)(t))+M1u(t)+M2u(θ(t))+M3(Wu)(t)
+M4(Su)(t).
By Remark 2, (16) has a unique solution y ∈ PC1(J ). Denote an operator A : PC(J ) → PC(J )
by y = Au, then the operator A has the following properties:
(i) β0 Aβ0,Aα0  α0.
Set m = β0 − β1, where β1 = Aβ0.
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−M1m(t)−M2m
(
θ(t)
)−M3(Wm)(t) −M4(Sm)(t), t = tk, t ∈ J,
m(tk) = β0(tk)−β1(tk) Ik
(
β0(tk)
)− (Lkβ1(tk)+ Ik(β0(tk))−Lkβ0(tk))
= Lkm(tk), k = 1,2, . . . , p,
m(0) = β0(0)− β1(0) = β0(0)−
[
− 1
N1
g
(
β0(0), β0(T )
)+ β0(0)
]
 0.
By Lemma 1, we get m(t)  0 when t ∈ J , i.e., β0  Aβ0. Similar arguments show that
Aα0  α0.
(ii) Aη1 Aη2, if β  η1  η2  α.
Let u1 = Aη1, u2 = Aη2, set m = u1 − u2. Using A1,A2 and A3, we get
m′(t) = u′1(t)− u′2(t)
−M1m(t)−M2m
(
θ(t)
)−M3(Wm)(t) −M4(Sm)(t), t = tk, t ∈ J,
m(tk) = u1(tk)−u2(tk)
= Lku1(tk)+ Ik
(
η1(tk)
)−Lkη1(tk)− [Lku2(tk)+ Ik(η2(tk))−Lkη2(tk)]
 Lkm(tk), k = 1,2, . . . , p,
m(0) = u1(0)− u2(0)
= − 1
N1
g
(
η1(0), η1(T )
)+ η1(0)+ 1
N1
g
(
η2(0), η2(T )
)− η2(0)
 0
from Lemma 1, we have m(t)  0 when t ∈ J , i.e., Aη1  Aη2. From (i) and (ii), we get
β0  Aβ0  Aα0  α0, and it is apparent that Aβ0, Aα0 are lower and upper solutions of (1),
respectively.
Now let αn = Aαn−1, βn = Aβn−1, n = 1,2, . . . . Following (i) and (ii), we have
β0  β1  · · · βn  · · · αn  · · · α1  α0.
Obviously, each αi , βi (i = 1,2, . . .) satisfies⎧⎨
⎩
α′n(t) = F(αn−1(t), αn(t)), t = tk, t ∈ J,
αn(tk) = Lkαn(tk)+ Ik(αn−1(tk))−Lkαn−1(tk), k = 1,2, . . . , p,
g(αn−1(0), αn−1(T ))+N1(αn(0)− αn−1(0)) = 0
and ⎧⎨
⎩
β ′n(t) = F(βn−1(t), βn(t)), t = tk, t ∈ J,
βn(tk) = Lkβn(tk)+ Ik(βn−1(tk))−Lkβn−1(tk), k = 1,2, . . . , p,
g(βn−1(0), βn−1(T ))+N1(βn(0)− βn−1(0)) = 0
with F defined by
F
(
x(t), y(t)
)= f (t, x(t), x(θ(t)), (Wx)(t), (Sx)(t))
+M1
(
x(t)− y(t))+M2(x(θ(t))− x(θ(t)))+M3((Wx)(t)− (Wy)(t))
+M4
(
(Sx)(t)− (Sy)(t))
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Clearly, x∗ and x∗ satisfy (1).
To prove that x∗, x∗ are extremal solutions of (1), let x(t) be any solution of (1) such that
β  x(t) α.
Suppose there exists a positive integer n such that βn(t) x(t) αn(t), for t ∈ J .
Setting m(t) = βn+1(t)− x(t), then for t ∈ J
m′(t) = β ′n+1(t)− x′(t)
−M1m(t)−M2m
(
θ(t)
)−M3(Wm)(t) −M4(Sm)(t), t = tk, t ∈ J,
m(tk) = βn+1(tk)−x(tk)
= Lkβn+1(tk)+ Ik
(
βn(tk)
)−Lkβn(tk)− Ik(x(tk)) Lkm(tk), k = 1,2, . . . , p,
m(0) = − 1
N1
g
(
βn(0), βn(T )
)+ βn(0)− x(0) 0.
By Lemma 1, m(t)  0, when t ∈ J , i.e., βn+1(t)  x(t). Similarly, we get x(t)  αn+1(t) on
t ∈ J . By induction we acquire βn+1(t)  x(t)  αn+1, for all t ∈ J and any n, which implies
x∗(t) x(t) x∗(t). This completes the proof of the theorem. 
Similarly we have
Theorem 2. t  θ, δ, σ  T , (6), (19) hold, let α(t), β(t) ∈ PC1(J ) be upper and lower solutions
of (1) and α(t) β(t) and assume that
(A′1) The function f ∈ C(J ×R4,R) satisfies
f (t, y1, y2, y3, y4)− f (t, x1, x2, x3, x4)
−M1(x1 − y1)−M2(x2 − y2)−M3(x3 − y3)−M4(x4 − y4),
β  y1  x1  α, β
(
θ(t)
)
 y2  x2  α
(
θ(t)
)
, Wβ  y3  x3 Wα,
Sβ  y4  x4  Sα, t ∈ J,
where Mi  0, i = 1,2,3,4.
(A′2) The function Ik ∈ C(R,R) satisfies
Ik(x)− Ik(y)−Lk(y − x),
wherever α(tk) x  y  β(tk), where Lk  0 and k = 1,2, . . . , p.
(A′3) The function g(x, y) ∈ C(R,R) is nondecreasing in the first variable and satisfies
g(x, y1)− g(x, y2)N2(y2 − y1),
wherever α(T ) y1  y2  β(T ),N2 > 0.
Then there exist monotone sequences {αn(t)}, {βn(t)} with α0(t) = α(t), β0(t) = β(t), which
converge in PC1(J ) to the extremal solutions of (1) in [α,β], [α,β] = {x ∈ PC1(J ): α(t) 
x(t) β(t), t ∈ J }.
Theorem 3. Assume that conditions (A1)–(A2), (8), (15) hold, M1  0, with any of
M2,M3,M4 > 0 and the other two constants be nonnegative, λ = N2 = eM1T andN1
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g(x1, y1)− g(x2, y2)N1(x1 − x2)−N2(y1 − y2),
wherever β(0) x2  x1  α(0), β(T ) y2  y1  α(T ), where N1,N2 > 0.
Let α(t), β(t) ∈ PC1(J ) be upper and lower solutions of (1) and β(t) α(t). Then there exist
monotone sequences {αn(t)}, {βn(t)} with α0(t) = α(t), β0(t) = β(t), which converge in PC1(J )
to the extremal solutions of (1) in [β,α], [β,α] = {x ∈ PC1(J ): β(t) x(t) α(t), t ∈ J }.
Theorem 4. Assume that conditions (A′1)–(A′2), (10), (18) hold, M1  0, with any of
M2,M3,M4 > 0 and the other two constants be nonnegative, λ = N1N2 = eM1T and
(A′4) The function g(x, y) ∈ C(R,R) satisfies
g(x1, y1)− g(x2, y2)−N1(x2 − x1)+N2(y2 − y1),
wherever α(0) x1  x2  β(0), α(T ) y1  y2  β(T ), where N2 N1 > 0.
Let α(t), β(t) ∈ PC1(J ) be upper and lower solutions of (1) and α(t)  β(t) then there exist
monotone sequences {αn(t)}, {βn(t)} with α0(t) = α(t), β0(t) = β(t), which converge in PC1(J )
to the extremal solutions of (1) in [α,β], [α,β] = {x ∈ PC1(J ): α(t) x(t) β(t), t ∈ J }.
4. Examples
Example 1. Consider the problem of
x′(t) = 2x(t)+ e 12 (t−5)ex(2t) + e 12 t
T∫
0
(
1 − √s )e−2√sx(√s )ds
−
γ (t)∫
0
(
1 − √s )e−2√sx(√s )ds − e 12 (t−5), t ∈ [0, T ], t = tk,
x(tk) = 13x(tk), t = tk,
x(0) = 6
7
x(T )− 1
7
, (20)
here T = 13 , k = 1, θ(t) = 2t , δ(t) = σ(t) =
√
t , γ (t) ∈ C(J,J ). Set
α(t) = 0, β(t) =
{
1 + t, t ∈ [0, T2 ],
1 + 3t, t ∈ ( T2 , T ],
we can easily verify that α(t) is an upper solution, β(t) is a lower solution with α(t) β(t).
Set M1 = 2, M2 = e− 13 , M3 = 0, M4 = e 16 , L1 = 13 , N2 = 67 , the conditions of Theorem 2 are
all satisfied. So problem (20) has extremal solutions in the segment [α(t), β(t)].
On the other hand, we cannot use Theorem 4 to obtain the result, for some conditions of
Theorem 4 such as (18) are not satisfied.
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x′(t) = 2x(t)+ e 12 (t−10)ex( t2 ) + e 12 t
T∫
0
(
1 − s
2
)
e−sx
(
s
2
)
ds
−
γ (t)∫
0
(
1 − s
2
)
e−sx
(
s
2
)
ds − e 12 (t−10), t ∈ [0, T ], t = tk,
x(tk) = 120x(tk), t = tk,
x(0) = 5
7
x(T )− 1
4
, (21)
here T = 13 , k = 1, θ(t) = δ(t) = σ(t) = t2 , γ (t) ∈ C(J,J ). Set
α(t) = 0, β(t) =
{
1 + t, t ∈ [0, T2 ],
1 + t2 , t ∈ ( T2 , T ],
we can easily verify that α(t) is an upper solution, β(t) is a lower solution with α(t) β(t).
Set M1 = 2, M2 = e− 113 , M3 = 0, M4 = e 16 , L1 = 120 , N1 = 1, N2 = 57 , the conditions of
Theorem 4 are all satisfied. So problem (21) has extremal solutions in the segment [α(t), β(t)].
On the other hand, we cannot use Theorem 2 to obtain the result, for 0 θ(t), δ(t), σ (t) t .
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