Let G be a graph, C a longest cycle in G and p, c the lengths of a longest path and a longest cycle in G\C, respectively. Almost all lower bounds for the circumference base on a standard procedure: choose an initial cycle C0 in G and try to enlarge it via structures of G\C0 and connections between C0 and G\C0 closely related to p, c and connectivity κ. Actually, each lower bound obtained in result of this procedure, somehow or is related to κ, p, c but in forms of various particular values of κ, p, c and the major problem is to involve these invariants into such bounds as parameters. In this paper we present a lower bound for the circumference involving δ, κ and c and increasing with δ, κ and c.
Introduction
We consider only finite undirected graphs without loops or multiple edges. A good reference for any undefined terms is [1] . The set of vertices of a graph G is denoted by V (G); the set of edges by E(G). For S a subset of V (G), we denote by G\S the maximum subgraph of G with vertex set V (G)\S. For a subgraph H of G we use G\H short for G\V (H).
Paths and cycles in a graph G are considered as subgraphs of G. If Q is a path or a cycle, then the length of Q, denoted by |Q|, is |E(Q)|. For Q a path, we denote |Q| = −1 if and only if V (Q) = ∅. Throughout the paper, each vertex and edge can be interpreted as cycles of lengths 1 and 2, respectively.
Let G be a graph and C a longest cycle in G. A cycle C is a Hamilton cycle if G\C = ∅ and is a dominating cycle if G\C is edgeless. We use n to denote the order, δ the minimum degree and κ the connectivity in G. The length |C|, denoted by c, is called a circumference. The lengths of a longest path and a longest cycle in G\C, will be denoted by p and c, respectively.
Almost all lower bounds for the circumference base on a standard procedure: choose an initial cycle C 0 in a graph G and try to enlarge it via structures of G\C 0 and connections between C 0 and G\C 0 closely related to connectivity κ and p, c. Actually, each lower bound obtained in result of this procedure, somehow or is related to κ, p, c but in forms of various particular values of κ, p, c and the major problem in long cycles theory is to involve these invariants into such bounds as parameters.
The starting result in this area, due to Dirac [2] , bases on the minimum degree δ.
Theorem A [2] . In every graph, c ≥ δ + 1.
The second result in the same paper [2] shows that under 2-connectedness the bound δ + 1 in Theorem A can be replaced by min{n, 2δ}.
Theorem B [2] . In every 2-connected graph, c ≥ min{n, 2δ}.
When G\C has a simple structure, namely is edgeless, Voss and Zuluaga [6] obtained the following.
Theorem C [6] . Let G be a 3-connected graph. Then either c ≥ 3δ − 3 or each longest cycle in G is a dominating cycle.
The first lower bound involving connectivity κ as a parameter has been appeared in 1981, by the author [3] .
Theorem D [3] . Let G be a 2-connected graph. Then c ≥ min{n, 3δ − κ}.
Further, the first two bounds involving p and c has been appeared in 1998 and 2000, respectively, again by the author [4] , [5] .
Theorem E [4] . Let G be a graph and C a longest cycle in G. Then |C| ≥ (p + 2)(δ − p).
Theorem F [5] . Let G be a graph and C a longest cycle in G. Then |C| ≥ (c + 1)(δ − c + 1).
As a defect, the bound in Theorem D decreases as κ increases. The bounds in Theorems E and F have the same defect for p ≥ (δ − 2)/2 and c ≥ δ/2, respectively.
In this paper we present a lower bound for the circumference involving δ, κ and c and increasing with δ, κ and c. The result is sharp, as can be seen from the following family of graphs. Take κ + 1 disjoint copies of the complete graph K δ−κ+1 and join each vertex in their union to every vertex of a disjoint complete graph K κ . This graph (κ + 1)K δ−κ+1 + K κ is clearly not hamiltonian. Moreover, c = κ(δ − κ + 2) and c = δ − κ + 1, implying that c = (c+1)κ c+κ+1 (δ + 2) .
In view of Theorem 1, we belive the following is also true in terms of p. The next section is devoted to standard terminology. In section 3 we introduce some special definitions and convenient notations, where the notion of HC−extensions plays a central role in the sequel. In section 4 we investigate the main properties of HC−extensions and in the last section we prove our main result.
Terminology
An (x, y)-path is a path with endvertices x and y. Given an (x, y)-path L of Let T (u 1 ), . . . , T (u h ) are vertex-disjoint (u i ,û i )-paths in G\C (i = 1, ..., h).
.., h}. An HC-extension T is called maximal if it is chosen so as to maximize |{u ∈ V (H) |u =û }|. If u =û for some u ∈ V (H), then we use
Let A, B ⊂ V and A B = ∅. Let E is a path in G with all its inner vertices in V \(A B). Then E is called an (A, B)-path if E starts at any vertex in A and terminates at any vertex in B. For subgraphs H 1 and H 2 of G, an (H 1 , H 2 )-path is analogously defined.
. . v n be a path in G of length n ≥ 1 and let
as a sequence of paths P 0 , . . . , P π as follows: For i = 0, put
, where y 0 = v 0 and z 0 = v 1 . Now let P i−1 = y i−1 − → P i−1 z i−1 and X i−1 are defined for some integer i ≥ 1. In order to define P i and X i we distinguish three cases.
(i) If every V neut −path, starting in X i−1 − z i−1 , terminates in X i−1 , then X i = ∅ and P π = P i−1 (so P i is undefined).
(ii) If there is a V neut −path
(iii) There is a V neut −path
− → P v n ) but there is no V neut −path satisfying (ii). Choose P ′′ so as to maximize | v 0 − → P w ′′ |. Then putting
where y i = w ′ and z i = w ′′ , we complete the definition of P i and X i . Since X o ⊂ X 1 ⊂ · · ·, there must be some integer j (j ≥ 1) with P j = P π , which, in fact, completes the definition of Θ(
For T a maximal HC−extension, put
, where
A vertex u is called special if P π starts and terminates in V (T (u)). The set of all nonspecial vertices in V (H)\(U 0 U 1 ) is denoted by U 2 and the set of all special vertices by U * .
Let T be a maximal HC-extension. For each u, v ∈ V (H), put
Let T be a maximal HC−extension and let E 1 , ..., E n are vertex-disjoint (H, C)−paths with
.., v n }, then continue this procedure. In a finite number of steps we obtain | {v ∈ V (H) :
Let T be a maximal HC−extension. For each pair of distinct vertices x, y ∈ V (H), put Let T be a maximal HC−extension and let E, F be a pair of vertex disjoint T −transformed (H, C)−paths with E = xEv and F = yF w. If |T (x)| − 1 = 1, then we denote Ω x (x, y, E, F ) = O(x, y). Otherwise,
Define Ω y (x, y, E, F ) by the same way and denote by Ω (x, y, E, F ) the longest path among O(x, y), Ω x (x, y, E, F ) and Ω y (x, y, E, F ) . Let Ω (x, y) be the shortest path Ω (x, y, E, F ) for fixed x, y and all possible E, F. By definition 3.9, vEµΩ (x, y, E, F ) νF w is a simple path for appropriate µ, ν ∈ {x, y,
Remarks. If no ambiguity can arise, any notation of the type R ui in definitions 2.4 and 2.6-2.8, having index u i (say Φ ui ), we abbreviate R ui = R i .
Preliminaries
Throughout this section, let G be a graph, C be a longest cycle G and H = u 1 ...u h u 1 a longest cycle in G\C with a maximal HC−extension T. Lemma 1. Let G be a graph.
(a1) For E, F a pair of vertex-disjoint (H, C)−paths in G with E = xEv and
where
and
Lemma 3. Let G be a graph, C be a longest cycle in G, Q be a path in G\C and let
Otherwise,
Lemma 7. Let x, y be a pair of distinct vertices in H.
Lemma 8. Let x, y be a pair of distinct vertices in H and let
Lemma 9. Let x, y be a pair of distinct vertices in H.
Proofs
Proof of lemma 1. (a1) Following definition 3.11, we distinguish three cases.
Apply the arguments in case 1 and case 2. ∆ (a2) Suppose first that u ∈ U 2 . By definition 3.3, z 1 ∈ V (T (u)) and
Then we get the desired result putting together the following paths
where i = 2, ..., π − 2. A similar proof holds for u ∈ U * .
∆
Proof of lemma 2. (b1). Case 1. u ∈ U 1 . Suppose, to the contrary, that Φ u B u = ∅ and let z ∈ Φ u B u . Then, by definitions 3.4 and 3.1, the collection
generates another HC−extension, contradicting the maximality of T .
Case 2. u ∈ U 2 U * . By definition 3.5, Φ u ⊆ V (T (u)) and the result follows. ∆ (b2) Immediately from definitions 3.6-3.8. ∆
Proof of lemma 3. Assume first that
Thus, we may assume m ≥ 2. It means, in particular, that c ≥ 3.
For every i ∈ {1, ..., m}, choose
m) .
Proof of Claim 3.1. We distingwish two cases.
Otherwise, the result holds from
First, suppose x i , y i ∈ F i . We can assume also x i , y i ∈ F i+1 , since otherwise we could argue as in case 1. Choose
By symmetry, the case x i , y i ∈ F i+1 requires the same arguments. ∆ By claim 3.1,
which by (1) gives the desired result. Finally, if v i = w i for some i ∈ {0, ..., q}, then we can argue exactly as in case
.., ξ f be the elements of Λ u occuring on H in a consequtive order
Since H is extreme,
Let ξ r − → H ξ s be the longest segment on H such that
Observe that |Ω − | ≤ 2 and
Proof of Claim 4.1. Immediate from (3), (4) and (5). ∆
On the other hand (by the definition), {ξ 1 , ..., ξ s } ⊆ B u {u} and the proof is complete. ∆
On the other hand (by the definition) {ξ r , ..., ξ s } ⊆ B u {u} , which completes the proof of claim 4.3. ∆
The following three statements can be proved easely basing on (3), (4), (5) and claims 4.1, 4.2 and 4.3.
Using (b2) and claim 4.4, we get
Let z π ∈ V (T (w)) for some w ∈ V (H). By denoting B u {u, w} = {ξ 1 , ..., ξ f }, we can argue exactly as in case 1.
as in proof of (d1). It is easy to see that Ω
Following (6) we let, in addition, y − → H x = M t for some t (1 ≤ t ≤ f ). By claim 4.5 we can distingush the following two cases: (4) and (5)
) and A u (u) are pairwise different and hence (4) and (5),
Apply the arguments used in the proof of (d1) (case 2 and case 3) .
(e2) Clearly u ∈ U 1 . Following (6) we see that Ω
By symmetry, we can assume v = x 2 . Following (6) we let, in addition,
− → H x 2 and M t = y 2 − → H x 1 for some integers g, t ∈ {1, ..., f }. This means that
H y 2 | −1 and using claim 4.6, we can distingush the following four cases.
Observe that |A u (u)| ≥ 1 and f ≥ b u + 1. If x 1 = y 1 , then A u (ξ g ), A u (ξ t ) and A u (ξ t+1 ) are pairwise different and by (7),
Otherwise (x 1 = y 1 ) , A u (ξ t+1 ) = A u (u) , and by (7),
If x 1 = y 1 , then we obtain the desired result as in case 1.1. Let
This implies M s = M 1 and M r−1 = M f , and we deduce that
Recalling that f ≥ b u + 1, we get
It follows that B u {u} ⊆ V (x 1 − → H y 1 ) and Λ u \(B u {u}) ⊆ V (x 2 − → H y 2 ). Furthermore, noting that A u (ξ g ) , A u (ξ t ) , A u (ξ t+1 ) are pairwise different and
Apply the arguments used in the proof of (d1) (see case 2 and case 3).
(f2) Case 1. u ∈ U 1 . As shown in the proof of (f 1),
and we deduce that (û,
Apply the arguments used in the proof of (d1). Case 1. u ∈ {x, y} . Assume w.l.o.g. that u ∈ V (x + − → H y − ). We can assume also that Λ u ⊆ V (x − → H y), since otherwise the result holds by (e2). Let x 1 − → H y 1 be the longest segment in x − → H y − with x 1 , y 1 ∈ Λ u and x 2 − → H y 2 be the longest segmnet in y
and therefore
Case 2. u ∈ {x, y} . Assume w.l.o.g. that u = x. Let x 1 − → H y 1 be the longest segment in x + − → H y with x 1 , y 1 ∈ Λ x and x 2 − → H y 2 be the longest segmnet in y
we see (by lemma 6) that
Also, by (e1) and (e2),
We can suppose u ∈ {x, y}, since otherwise the arguments are the same. Assume w.l.o.g. that u ∈ V (x + − → H y − ). Clearly |O u (x, y)| = |O(x, y)|. In order to prove (g4.1)−(g4.4), we recall (by the hypothesis) that Λ u ⊆ V (x − → H y) and (
a contradiction. Otherwise we reach a contradiction by the following way
If z ∈ U 2 , then apply the arguments used in the proof of (d1) (see case 2 and 3). Let z ∈ U 0 . If there exists a vertex w ∈ (Λ z \{z}) \Λ u , then we can reach a contradiction as in case 1. Otherwise, Λ z ⊆ Λ u {z} and γ z ≤ ϕ u = (γ u + 1)/2.
a contradiction. So, (g4.1) − (g4.4) are proved. A similar proof holds for (g4.5)
By (e1) and (e2), | v − → H y | −1 ≥ γ u − 1 and hence Proof of lemma 9. By (d3), h ≥ γ i + 1 and h ≥ γ i+1 + 1 for each i ∈ {1, ..., h}. In other words,
(i1) By lemma 8, it sufficies to prove |O(x,
Combining these two inequalities yields |O(x, 
Proof of claim 9.4. By (g5) and (g6),
The result holds from claims 9.3-9.5 and lemma 8. ∆ (i5) By (g6), |O(x, y)|−1 ≥ γ z and |O(z, w)|−1 ≥ γ x and the result follows from lemma 8. ∆
and the result holds immediately. Thus we can assume |T (x)| − 1 = 1. Put z = x + and w = x − . By (g3) and (g6),
, then clearly we are done. Now let |O x (x, y)| − 1 = γ x − 1 = γ z = γ w . Since u ∈ U * (by (g1)), we have by (g4.3) and (g4.7),γ z ≤ (γ x + 1) /2 = (γ z + 2) /2 implying that γ z ≤ 2 and |O x (x, y)| − 1 ≤ 2. It means that h ≤ 4. Recalling also (g4.1) and (g4.5), we conclude that h = 4, a contradiction. ∆
This implies by (g4.2) and (g4.6) that y ∈ U 0 , a contradiction. Thus |O x (x, y)| − 1 ≥ γ x and |O y (x, y)| − 1 ≥ γ y . Using (g6) with lemma 8, we obtain |Ω(x, y)| − 1 ≥ (γ x + γ z ) /2 for each z ∈ {x + , x − } and |Ω(x, y)| − 1 ≥ (γ y + γ w ) /2 for each w ∈ {y + , y − }. Then the result follows from (i1). ∆
We can assume h ≥ 4, since otherwise the result holds from (i8).
It means that γ z = 2 and |O(x, y)| − 1 = 2. But then h = 4, a contradiction. ∆
Proof of the theorem. Let G be a graph, C be a longest cycle in G and H = u 1 ...u h u 1 a longest cycle in G\C with a maximal HC−extension T . Putting U * = {v * 1 , ..., v * r } and using definition 3.3, we let for each i ∈ {1, ..., r}, for some a, b ∈ {1, ..., κ − 1} and j, e ∈ {1, ..., r} (j = e). If v ∈ V (C), then there is a path starting in R j , passing through V neut and terminating in R e , contradicting the fact that v *
(i j ∈ {1, ..., κ − 1}) for each j ∈ {1, ..., t} so as to maximize t and put E (ij ) j
, where x j ∈ V (R j ) and w * j ∈ V (C). It is easy to see that t ≥ min (r, κ − 1). By (a2), for each j ∈ {1, ..., t} there is an
) and having length at least ϕ v * j . Denoting
we see that E Case 1.1.
Since r ≥ κ, we have
By (i1) and (i3),
, ..., t} and i ∈ {1, ..., h}. Hence
Then for each i, j ∈ {1, ..., t},
Using (15), (16) and recalling that t ≥ κ, we obtain
In particular, max i ψ i ≥ δ − c/κ + 2. Using lemma 3, we obtain
and the result follows immediately.
κ contradict the maximality of t for some j ∈ {1, ..., κ − 1}. By the same arguments, E (i) j terminates in w * 1 , ..., w * κ−1 for each i ∈ {1, ..., κ − 1} and j ∈ {1, ..., κ}. Then there is a path E = vEξ t+1 starting in
and terminating in C\{w * 1 , ..., w * κ−1 }. Assume w.l.o.g. that ξ 1 , ..., ξ t+1 occurs on − → C in a consequtive order. Then it is easy to see that
where ξ t+2 = ξ 1 . Further, we can argue exactly as in case 1.1.1.
It follows that t = r. There are κ vertex-disjoint (H, C)−paths E i = v i E i w i (i = 1, ..., κ). Assume w.l.o.g. that w 1 , ..., w κ occurs on − → C in a consequtive order. Put
Let a, b ∈ {1, ..., κ}. Denote
We will say that w a − → C w b is a suitable segment if
where v j , v j ∈ {v j } U 0 (j = 1, ..., κ).
is suitable, since by (a1),
Case a2. |W * (i, i + 1)| ≥ 2. Let E, F be any two elements of {E * 1 , ..., E * r } with E = xEv, F = yF w for some v, w ∈ W * i . Since T tr (E, F ) = (E, F ) and {x, y} ⊆ U 0 , we have by
(say E i ) has no vertex in common with E * 1 , then using transformation T tr (E i , E *
, we obtain by (a1),
for some appropriate v i ∈ {v i } U 0 and v i+1 = v * 1 . It means that w i − → C w i+1 is suitable. Now let both E i and E i+1 have vertices in common with E *
, we see by (a1) that for some appropriate v i ∈ {v i } U 0 and v i+1 ∈ {v i+1 } U 0 , 
(say E i−1 ) has no vertices in common with E * 1 , then using transformations T tr (E i−1 , E * 1 ) and T tr (E i , E i+1 ), we see that w i−1 − → C w i is suitable and by claim 3, w i−1 − → C w i+1 is suitable as well. Now let both E i−1 and E i+1 have vertices in common with E * 
Proof of claim 6. Assume w.l.o.g that β 1 = max i {β i }. Put
We can assume that A 1 = ∅, since otherwise by (i1),
On the other hand, by (i5), either A 11 = ∅ or A 12 = ∅. Assume w.l.o.g. that
Recalling definition 3.9, it is not hard to see that there are at least two paths among E 1 , ..., E κ having vertices in common with
Case b2. |A 11 | = 3.
If follows that at least one of the paths E 1 , ..., E κ has a vertex in common with V (T (u 1 )) \{u 1 }, i.e. |T (u 1 )| − 1 ≥ 1. Clearly |T (u 1 )| − 1 = 1, since otherwise |A 11 | ≥ 4. Assume w.l.o.g. that A 1 = {1, 2, 3} and Case b3.2. 6 ≤ h ≤ 7. Let i ∈ A 1 . Assume w.l.o.g that v i = u 1 , v i+1 = u s for some s ∈ {1, ..., h}. We will write i ∈ A * 1 if and only if Ω v i , v i+1 − 1 ≥ β j for some j ∈ {1, h, s − 1, s}.
Case b3.2.1. A 1 = A * 1 . Let i ∈ A * 1 and let v i = u 1 , v i+1 = u s (s ∈ {1, ..., h}). By the definition, Ω v i , v i+1 − 1 ≥ β j for some j ∈ {h, s − 1, s}, say j = s. Since 6 ≤ h ≤ 7, there are at least three pairwise different integers f 1 , f 2 , f 3 in {1, ..., h}\ {1, h, s − 1}. By (i1), Ω v i , v i+1 − 1 ≥ max (β f1 , β f2 , β f3 ) . So,
and hence we can argue exactly as in case h ≥ 8. Case b3.2.2. A 1 = A * 1 . Let A 1 = {i, j}, where i ∈ A * 1 and let v i = v j = u 1 , v i+1 = u s , v j+1 = u r for some s, r ∈ {1, ..., h} (s ≤ r). By (i8) and (i9), 4 ≤ s ≤ r ≤ h − 1. If s = r, then it is easy to see (by definition 3.9) that either u 1 ∈ U 0 or u s ∈ U 0 implying by (i6) that i ∈ A
β i − β 1 − β 7 − β 5 + 2β 3 + β 6 ).
Using also all κ − 2 inequalities of type (17), we obtain the desired result as in case h ≥ 8. Apply the arguments in case b3.2.2.1.1. Case b3.2.2.1.3. s = 5 and r = 6. By (i1),(i5) and (i9),
Apply the arguments in case b3. Clearly s = 4, r = 5. By (i1),(i5) and (i9),
Apply the arguments in case b3.2.2.1.1. Case b3.3. h = 5. Let A 1 = {i, j} and v i = v j = u 1 , v i+1 = u s , v j+1 = u r for some s, r ∈ {1, ..., h} (s ≤ r). By (i8) and (i9), s = r = 4 and we can reach a contradiction as in case b3.2.2.
Case b4. |A 11 | = 1. Let A 11 = {i} and v i = u 1 , v i+1 = u s for some s ∈ {1, ..., h} . Case b4.1. h = 5. By (i8) and (i9), s = 4. Also, by (i1) and (i9),
Apply the arguments in case b3.2.2.1.1. Case b4.2. h ≥ 6. There are at least two distinct integers f 1 , f 2 in {1, ..., h} − {1, h, s − 1, s}. By (i1),
β i − β 1 − β h − β s−1 − β s + 2β f1 + 2β f2 ).
Since | A 0 |≥ 4− | A 1 |= 3, we have at least two inequalities of type (17). So, we can argue as in case b3.2.2.1. Then by claim 7 we can distinguish the following two cases. for any h ′ < h , we complete the proof of the theorem. ∆
