Abstract. We establish a formula yielding the Hausdorff measure for a class of non-self-similar Cantor sets in terms of the canonical covers of the Cantor set.
Introduction
In this paper we study the Hausdorff measure of certain non-self-similar Cantor sets. The simplest form of our results is Theorem 2.3. This theorem contains a formula for the Hausdorff measure of certain Cantor sets. There are related results in the literature, for different classes of set, e.g, self-similar Cantor sets Marion [1, 2] , Ayer and Strichartz [3] , homogeneous Cantor sets Qu, Rao, and Su [4] , and intersections of integral self-affine sets Bondarenko and Kravchenko [5] . The class of Cantor sets we consider overlaps each of these three papers, but it contains Cantor sets that are not covered by any of these papers, in fact, Example 3.1 contains an explicit construction of such Cantor sets.
Estimates of the Hausdorff measure of various classes of linear Cantor sets can, for example, be found in Cabrelli, Mendivil, Molter, and Shonkwiler [6] , Feng, Rao, and Wu [7] , Garcia, Molter, and Scotto [8] , Hare, Mendivil, and Zuberman [9] , Marion [2] , and Pedersen and Phillips [10] .
While Cantor sets may appear to be special, they occur in mathematical models involving fractals (e.g., iterated function systems and self-similar measures); they play a role in number theory (e.g., in b-ary number representations, where b is a base for a number system); in signal processing and in ergodic theory (e.g., in development of codes as beta-expansions); and in limit-theorems from probability (e.g., explicit properties of infinite Bernoulli convolutions.) Cantor sets are also rooted in the theory of dynamical systems. See, for instance, Palis and Takens [11] . For early research in this area see Davis and Hu [12] and the list of references therein. In addition to the papers cited above, we list a small sample, of the numerous papers dealing with the subject, neighboring areas and applications: Furstenberg, [13] , Williams [14] , Kraft [15] , [16] , Peres and Solomyak [17] , Duan, Liu, and Tang [18] , Moreira [19] .
We refer to [20] for background information on Hausdorff measures and Cantor sets.
Statement of Results

Interval Construction
The Cantor sets we consider are determined by a refinement process. This is a generalization of the familiar interval construction of the middle thirds Cantor set. The refinements we consider are determined by parameters m ≥ 2, 0 < β < For a closed interval I, the refinement of I determined by m, β, and g j is the collection of m closed intervals I j , j = 1, . . . , m, where I j is to the left of I j+1 , the intervals I j all have length |I j | = β |I| , the gap between the left hand endpoint of I and I 1 has length g 0 |I| , the gap between I j and I j+1 has length g j |I| , and the gap between I m and the right hand endpoint of I has length g m |I| . Writing I = [x, y] and I j = [x j , y j ] we can state these conditions as y j ≤ x j+1 , y j − x j = β (y − x) ,
, and y − y m = g m (y − x) . In particular, we do not assume that the gaps between the retained intervals have the same lengths or that the endpoints of I are in I j .
The class of Cantor sets C we consider is obtained by selecting a sequence β k , m k , g k,j , j = 0, . . . , m k , k = 1, 2, . . . of refinement parameters. The Cantor set C is then constructed by induction. Let C 0 := [0, 1] and construct C k from C k−1 by applying the same refinement process determined by β k , m k , g k,j to each interval in C k−1 . The Cantor set C is the intersection C := C k .
Imposing appropriate conditions on the parameters β k , m k , g k,j , j = 0, . . . , m k , k = 1, 2, . . . allows us to calculate the Hausdorff measure of C.
Remark 2.1. The middle thirds Cantor set is obtained by setting m k = 2, β k = 1 3 , g k,0 = g k,2 = 0, and g k,1 = 1 3 for all k = 1, 2, . . . .
Function System Construction
We rewrite the construction above in a way that is more convenient for our purposes. Essentially, we give a construction of the left hand endpoints of the intervals in C k .
Fix a sequence 0 < β j < 1/2. Then 1−βj βj > 1. For each j ∈ N, let D j be a finite subset of the closed interval 0, 1−βj βj containing at least two elements satisfying
, the maps
for k ≥ 1. Clearly,
More precisely, if m k is the number of elements of D k and
A basic interval of order k is a closed interval of the form
where d j is in D j , with the understanding that the interval C 0 = [0, 1] is the only basic interval of order 0. Note, C k is the union of the µ(k) basic intervals of order k, where
Since C k+1 ⊆ C k each basic interval of order k+1 is contained in some basic interval of order k. In fact, each basic interval of order k contains m k+1 basic intervals of order k + 1. A simple interval of order k is the convex hull of two, not necessarily consecutive, basic intervals of order k.
Hence, the gap between these two intervals is
A similar calculation is used, in the proof of Lemma 5.2, to compare the lengths of certain simple intervals.
Hausdorff Measure of Linear Cantor Sets
If β k ≥ β > 0 for all k, then it is known, see e.g., [1, 2] , that the Hausdorff dimension of C is s = s β1,β2,...,D1,D2,... := lim inf
In particular, the Hausdorff dimension of C is determined solely by the length and number of basic intervals at each stage. The Hausdorff dimension of C can depend on the D j , in some surprising ways, see e.g. [21] . A special case of Theorem 7.1 is Theorem 2.3 (Measure Formula Theorem). Let 0 < β k < 1/2 and
where
for all 0 ≤ i < j < m k and all k. Let s be determined by (2.4) and let C be as in Remark 2.4. It follows from the assumptions in Theorem 2.3 that both limit inferiors in (2.4) and (2.6) are limits. In fact, s is the supremum of the set
In particular, if
It was shown in [4] that (2.6) determines the Hausdorff measure of a class of homogeneous Cantor sers. In the notation of Section 2.1 homogeneous Cantor sets are detemined by the conditions g k,0 = g k,m k = 0 and g k,j = g k,1 , for j = 1, . . . , m k − 1 and all k. We state the result from [4] in the notation of Theorem 2.3: .2), and let L be determined by (2.6). If
In Remark 6.15 we construct examples satisfying the assumptions of Theorem 2.3, but not the assumptions of Theorem 2.5 and examples satisfying the assumptions of Theorem 2.5, but not the assumptions of Theorem 2.3.
For self-similar set, (i.e. β k = β and
satisfying an open set condition there is a different approach to the calculation of the Hausdorff measure of C in [1, 2] and [3] .
The Measure Theorem
Equation (2.6) states that we can find the Hausdorff measure, by only considering covers by basic intervals at stage k. So we need cover by basic interval to be more "efficient" than covers by simple intervals. Hence, if P is a simple interval at stage k containing the basis intervals I j , then we need |P | s ≥ j |I j | s . It turns out that this is a separation condition on the basic intervals.
Example 3.1. We will illustrate the nature of this separation condition in the special case where β k = β and D k = {0, d k,1 , n − 1} , here n := 1/β. Then s = log(3)/ log(n). By considering the case where P is the convex hull of an adjacent pairs of basic intervals, we see that
We can write these conditions as
If n = 9, these conditions reduce to 3 ≤ d k,1 ≤ 5. If n = 81, these conditions reduce to 15 ≤ d k,1 ≤ 65. In particular, the separation condition on the basic intervals must depend on β.
Let 0 < β k < 1/2 and let D k be as in (2.5). Let t := 1/s, where s is determined by (2.4). Suppose 0 ≤ i, j < m k ′ for some k ′ ≥ 1.
It is possible to have k = k ′ in Assumption-1, but not in Assumption-2a. This will be important in some of our examples in Section 6. The purpose of Assumptions 1 and 2 is that they allow us to show that the most "economical" covers by simple intervals are the covers by basic intervals. This is the content of the following lemma.
Lemma 3.2. Suppose Assumptions 1 and 2a hold or Assumptions 1 and 2b hold. For any k ≥ 1, and any simple interval P at stage k, |P | s ≥ i|I| s , where |I| is the length of a basic interval at stage k, i is the number of basic intervals at stage k contained in P, and s is determined by (2.4).
We prove Lemma 3.2 in Section 5. This is the key technical result in this paper. Let α ≥ 0 be a real number. Recall, e.g., [20] , the α-dimensional Hausdorff measure of a set C is
The infimum is over all countable covers of C, by sets G i satisfying |G i | < δ. The infimum is not changed if we only consider countable covers by open intervals, or only consider countable covers by closed intervals. The usefulness of simple intervals is illustrated by:
where |P | denotes the diameter of the set P and s is determined by (2.4).
Since the number of basic intervals of order k is finite, so is the number of simple intervals of order k. In particular, the sum |P i | s is finite. A result, similar to Lemma 3.3, can be found in [1] . We give a simple proof in Section 4.
As an immediate consequence of Lemma 3.2 and Lemma 3.3 we have: 
Here s is determined by (2.4).
For any k, there is a finite number of basic intervals of order k, so the sum |I i | s is finite.
Proof of Lemma 3.3
Lemma 3.3 is a direct consequence of the following lemma.
Lemma 4.1. For any real number α ≥ 0 and any δ > 0
where |Q| is the diameter of the set Q and the infimum is over all k ≥ 0 and over all (necessarily finite) covers of C by simple intervals P i of order k satisfying |P i | < δ.
Remark 4.2. The proof shows we may replace k ≥ 0 by k ∈ A, where A is any (fixed) infinite set of positive integers, and also that we may allow simple intervals of different orders.
Proof. Since covers by simple intervals are a subset of all covers we have
We establish the reverse inequality. Suppose G i is a countable open cover of C such that |G i | < δ for all i. We must show there is a k ≥ 0 and a cover P i of C by simple intervals P i of order k, such that |P i | < δ and
Since C N → C as N → ∞ with respect to the Hausdorff metric, there is an N such that C N is contained in G i . Let ε > 0 be a Lebesgue number associated with the open cover G i of the compact set C N . Then any subset of C N with diameter < ε must be contained in some G i . Fix k ≥ N such that b (k) < ε, then any n−ary interval in C k is contained in some G i . Let Q i be the union of the n−ary intervals in C k that are contained in G i . Then Q i ⊆ G i and Q i is a cover of C k , consequently also of C, and
If P i is the convex hull of Q i , then P i is a simple interval with the same diameter as Q i . Since Q i is a subset of G i and G i has diameter < δ it follows that P i is a cover by simple intervals of order k each of diameter < δ.
Proof of Lemma 3.2.
For η j ∈ {0, 1, . . . , m j−1 } set φ j (η j ) := d j,ηj . At stage k, the left hand endpoints of the basic intervals are of the form
Consequently, the right hand endpoints of the basic intervals are of the form
The number of basic intervals contained in [0, y] is
and the number of basic intervals contained in [0, x) is
Let x, y be as in (5.1) and (5.2). Suppose x < y, let k ′ be the smallest subscript, if any, for which
and the number of basic intervals at stage k contained in P is
Let s be determined by (2.4). We wish to show that
where t = 1/s, P is a simple interval at stage k, and I is a basic interval at stage k. Suppose P = [x, y], where x < y are as in (5.1) and (5.2).
To simplify the notation, let α j := η j − ε j and
Using this notation (5.5) takes the form 
is to hold for all simple intervals at stage k, we need (5.6) to hold for all sequences α j , such that k j=1 α j m j+1 m j+2 · · · m k ≥ 0. With this notation we can restate Assumptions 1 and 2a as:
The following elementary inequality is useful.
Lemma 5.1. The inequality
Proof. Let ϕ(A) := (A + BC) t and ψ(A) :
Thus the stated inequality holds.
Proof of Lemma 3.2 under Assumptions 1 and 2b
For the purposes of our proof, it is convenient to consider positive values of α j . The following Lemma shows that this assumption is sufficient to prove the result.
Lemma 5.2. Let D k be a sequence of sets such that d k,j+1 − d k,j ≥ 2 for all k ∈ N and 0 ≤ j < m k − 1. For any simple interval P at stage k there exists a simple interval Q at stage k such that |Q| ≤ |P |, i P = i Q , and α
, where x < y are as in (5.1) and (5.2). The result is trivial, if α j ≥ 0 for all 1 ≤ j ≤ k. Let k ′ be the smallest subscript for which
′′ denote the largest subscript less than k ′ such that α k ′′ > 0. Since x < y such a subscript exits. Then
Hence, |Q| ≤ |P |.
We now have the tools to prove Lemma 3.2:
Proof of Lemma 3.2. According to Lemma 5.2, it is sufficient to consider simple intervals P such that α j ≥ 0 for all 1 ≤ j ≤ k. If α j = 0 for all 1 ≤ j ≤ k, then (5.6) simplifies to 1 t ≤ 1. Hence we will assume α j = 0 for some j. Let k ′ be the smallest subscript for which α k ′ = 0.
For each k ′ ≤ i < k, let
Since A i ≤ C i and B i = α i ≥ 0 for all k ′ ≤ i < k, we can apply Lemma 5.1 so that
Continuing in this manner, after a finite number of substitutions we obtain: 
where the last step requires Assumption 1. Hence, equation (5.6) is satisfied.
Proof of Lemma 3.2 under Assumptions 1 and 2a
If α j = 0 for all 1 ≤ j ≤ k, then (5.6) simplifies to 1 t ≤ 1. Hence, we will assume α j = 0 for some j. Let k ′ be the smallest subscript for which α k ′ = 0. Then x < y implies α k ′ > 0. We will show by induction on k
The basis case is k ′ = k. In this case we must show
But, this is Assumption 1', with k ′ = k.
holds for all k > k ′ with α k > 0. We must show that (5.7) holds assuming α k ′ > 0. Either α j = 0 for all k ′ < j ≤ k, or there is a smallest k ′′ , such that k ′ < k ′′ ≤ k and α k ′′ = 0. Hence, we will consider the three cases:
(1) α j = 0 for all k ′ < j ≤ k, (2) α j = 0 for all k ′ < j < k ′′ ≤ k, and α k ′′ > 0, and (3) α j = 0 for all k ′ < j < k ′′ ≤ k, and α k ′′ < 0.
Note, k ′′ = 1 + k ′ is possible. Each case requires a separate argument. Case 1. In this case (5.6) simplifies to
Setting A = 1, B = α k , and C = m k ′ +1 · · · m k in Lemma 5.1 and using Assumption 1' we see that
This established (5.10). Case 2. In this case (5.6) can be restated as 
where α k ′′ > 0 and g k ′′ (α k ′′ ) > 0. Using Lemma 5.1 with
we have the first inequality in 
The second inequality follows from the inductive hypothesis (5.9) with k = k ′′ . Hence, (5.11) follows from Assumption 1'.
Case 3. As in Case 2 (5.6) can be restated as (5.11), but now, α k ′′ < 0 and
On the other hand, since
Hence, (5.11) follows from Assumption 2'. This completes the proof of Lemma 3.2.
Examples
In this section we construct some examples illustrating various aspects of our results. To facilitate the construction of the examples we restate Assumption-1 and Assumption-2a in simpler forms, see Lemma 6.1 and Lemma 6.10. These lemmas are also used in the proof of Theorem 2.3. We also investigate some of the consequences of Assumption-1, -2a, and -2b.
Assumption-1
In this section we investigate Assumption-1. We begin by re-stating Assumption-1 in a simpler form. The first consequence of this is that the limit inferior used in (2.4) is in fact a limit. Another consequence is that β s k m k is "nearly" equal to one, see Lemma 6.4, Corollary 6.5, and Corollary 6.6 for interpretations of the term "nearly". We show, Corollary 6.6, that, if β k = β, then the extreme points 0 and 1−β β must be in D k for "nearly" all k. We conclude this section with an example illustrating that the dimension s can be close to one, when Assumption-1 holds.
and
for all k ≥ 1 and all 0 ≤ i < j < m k .
Proof. Suppose Assumption-1 holds. Setting k ′ = k in Assumption-1 shows that (6.2) holds. Setting k ′ = k, i = 0 and j = m k − 1 in Assumption-1 gives
and therefore
This established (6.1). Conversely, it is easy to see that (6.1) and (6.2) implies Assumption-1.
Corollary 6.2. If Assumption-1 holds, then the limit inferior in (2.4) and in (2.6) are limits.
Proof. It follows from (6.1) that
Hence, the limit inferior in (2.4) is a limit. By (2.4) the µ(k)b(k) s is decreasing. Hence, the limit inferior in (2.6) is a limit. Proof. Let E ξ,k be the integers 1 ≤ j ≤ k for which ξ ≤ β s j m j . Then E ξ,k and F ξ,k are disjoint and their union is the set {1, 2, . . . , k} . It follows that
Where we used m j ≤ A subset A of N has density γ, if
Here #B denotes the cardinality of the finite set B. We say a sequence (a k ) is nearly constantly equal to a, if the set A := {k | a k = a} has density zero for some a.
Corollary 6.5. If Assumption-1 holds and there is a β > 0, such that β ≤ β j for all j, then the set A ξ := {k | β s k m k ≤ ξ} has density zero for any 0 < ξ < 1. Furthermore, if β j = β for all j, then
has density zero. Hence, (m k ) is nearly constantly equal to M := 1 β s and consequently,
Proof. Since
it follows from (6.3) that A ξ has density zero. If β j = β for all j, then there is a ξ such that A ′ 1 = A ξ . Let E be the set of integers j for which
→ s and
we have established (6.4).
If β k = β, then the D k must contain the extreme points 0 and 
It is sufficient to show that equations (6.2) and (6.1) are equivalent. Since m j = 2 for all j, then η j , ε j ∈ {0, 1} and ε j < η j iff η j − ε j = 1. Thus, equation (6.2) simplifies to
, but this is (6.1).
The following is an example of a Cantor set C satisfying Assumption-1 and with s = 1.
we have verified (6.1). Since d j − 0 ≥ 1 the inequality (6.2) holds. It follows from Lemma 6.1 that Assumption-1 is satisfied.
Assumption-1 and Assumption-2
In this section we investigate the relationship between our separation assumptions: Assumption-2a and Assumption-2b. Lemma 6.10. If (6.1) holds, in particular, if Assumption-1 holds, then Assumption2a is equivalent to
5) for all k and all 0 ≤ i < j < m k .
Proof. Setting j = k ′ and k = k ′ + 1 in Assumption-2a gives (6.5). Conversely, combining (6.1) and (6.5) leads to Assumption-2a.
Remark 6.11. Setting j − i = 1 in (6.5) gives
(6.6) (a) If β j = β for all j, then the set of k such that m t k+1 β k+1 < 1 has density zero, by Corollary 6.5. Hence, using (6.6) we see that, except for a set of k with density zero, we have 2
(b) If 0 < β ≤ β j for all j, then for any 0 < ξ < 1, the set of k such that m t k+1 β k+1 < ξ has density zero, by Corollary 6.5. Hence, using (6.6) we see that, except for a set of k with density zero, we have 1 + ξ ≤ d k,j+1 − d k,j for all j = 0, . . . , m k − 2.
The following results shows that if s ≤ log(2)/ log(3), then Assumption-1 implies Assumption-2a and Assumption-2b. Hence, to construct an example where Assumption-1 holds and one or both of Assumption-2a and Assumption-2b fails, we must consider s > log(2)/ log(3). Proof. Fix 0 ≤ j ≤ m k − 2. Setting ε k = j and η k = 1 + j in (6.2) gives
Since s ≤ log (2) log(3) is equivalent to 3 ≤ 2 t , it follows that 2 ≤ d k,j+1 − d k,j . It follows that Assumption-2b holds.
Let α = j − i. Using 3 ≤ 2 t and 1 ≤ α it is easy to see that 1 + α t ≤ (1 + α) t − 1.
Using (6.2) we see that
If follows from (6.1) that (6.5) holds. So Lemma 6.10 shows that Assumption-2a holds.
In general, not all sets satisfying Assumption-1 and Assumption-2a have dimension s ≤ log (2) log(3) as required by Corollary 6.12. Examples 6.13 and 6.14 constructs a families of sets satisfying both Assumption-1 and Assumption-2a, but not Assumption-2b. In one example we set m k = 3 for all k and vary β k . In the other example we fix β k = β and vary m k . Example 6.13. In this example we use some of the notation introduced early in Section 5. Choose 0 < β k ≤ Thus, m k = 3 for all k so that α k = 1, 2 and s = log(3) log(5) > log (2) log(3) . Since g k (1) represents a minimum difference, we will assume (1 + ξ k ) − 0 ≤ 1−β k β k − (1 + ξ k ) for all k without loss of generality. We will give constraints on ξ k such that D k satisfies both Assumption-1 and Assumption-2a.
Remark 6.15. The analysis in Example 6.14 also leads to examples where the assumptions in Theorem 2.5 fails and the assumptions in Theorem 2.3 (i.e., t ≥ log(3)/ log(2)) or more generally Theorem 7.1 (log(5)/ log(3) ≤ t < log(3)/ log(2)) holds.
Conversely, if we change Example 6.14 so that m k = 2 for nearly all k, then (6. gives examples where the assumptions of Theorem 2.5 holds and the assumptions of Theorem 2.3 fail.
The following example demonstrates that m k can be chosen arbitrarily large. 
