Metabolic Control Analysis is one of many disciplines that make use of scaled derivatives. In particular, 'elasticities' are used to quantify the effect of an effector or substrate concentration on an enzyme rate under locally specified conditions. Normally an algebraic expression for the elasticity of an enzyme is obtained by differentiating its rate law, multiplying by the effector concentration and dividing by the rate law itself: this results in considerable expression expansion, and when the results are subsequently simplified it is often at the expense of biological comprehensibility. Results: We present a novel algorithm which not only circumvents the expression expansion, but preserves an elegant separation of the components in enzyme behaviour. Easily implemented, and producing gains in both performance and numerical precision, the algorithm is potentially applicable to a number of existing packages. It also greatly assists the manual derivation and evaluation of elasticities, allowing the elasticity of even quite complex enzyme systems to be written by inspection.
Introduction
Metabolic Control Analysis (MCA) (Kacser and Burns, 1973; Heinrich and Rapoport, 1974) and Biochemical Systems Theory (BST) (Savageau, 1972) both make extensive use of scaled derivatives or reflection coefficients (Higgins, 1959) . Whilst the simple derivative dy/dx describes the response of the dependent variable y to movement of the independent variable x, the reflection coefficient JC R describes the proportional response in y to a proportional change in x. School of Biological and Molecular Sciences, Oxford Brookes University, Gipsy Lane Campus, Headington, Oxford OX3 OBP and Penrodvn, Ponlrhdygroes, Yslrad Meurig, Dyfed SY25 6DP. UK 1 To whom correspondence should be addressed These scaled derivatives may be written in a number of ways:
Of the three definitions above, the proportional form which appears first is perhaps the most self-explanatory, but the last two appear more generally in the literature. The second form shows that the coefficient can be interpreted as the gradient of a curve at a point x,y scaled by the ratio xly of the coordinates of that point (probably the most frequent form in MCA literature), whilst the third form describes the gradient of a curve on a log-log graph (the form finding favour in the BST literature).
The advantage of scaled derivatives is that, like a log-log graph, they eliminate the units of x and y, and are thus also insensitive to scaling: they sacrifice some of the detail of the ordinary derivative to obtain a more general measure of the relationship-it is this property that has contributed to their use in such diverse fields as economics and engineering.
[Note that although the scaled derivative becomes infinitely large as the dependent variable approaches zero, unsealed derivatives can be used to handle parts of the system exhibiting near-equilibrium (Reder, 1988) and other boundary conditions.] Scaled derivatives are of particular use in chemical reaction networks because they not only yield values with easily discerned physical meaning, but they provide simple and useful results that are generally applicable to all mass flow pathways: the summation and connectivity theorems. An excellent introduction to the use of these theorems in MCA is provided by Kacser et al. (1995) .
A major concept of MCA is that of the elasticity coefficient which describes the response of the isolated ('local') rate of an enzyme or transporter to a movement in concentration of a substrate, product or other effector. The interpretation of elasticity coefficients, often simply called 'elasticities', is discussed in detail by Sauro (1996) .
Bearing in mind that what follows can be applied to all scaled derivatives, we treat only elasticities, and for the sake of brevity we concentrate here on the relationship between local rate v and a substrate concentration [S] . Elasticities are usually represented by an epsilon (Burns et al., 1985) and are generally expressed in terms of partial derivatives, the substrate concentration being just one component in a i Oxford University Press multidimensional system:
In the following sections the concentration [S] will be written as S for the sake of readability.
Of particular interest is that the elasticities of many metabolically relevant functions have a simpler algebraic form than their first derivatives: Higgins (1990) cites the irreversible 'Michaelis-Menten' mechanism:
where K M is the Michaelis-Menten constant and V is the limiting rate, sometimes denoted V max . This increase in simplicity is due to the fact that the elasticity represents the overall order of the reaction with respect to the particular variable. However, en route to these elegant simplifications, we must first generate the derivative, and then scale it, usually producing cumbersome intermediate expressions. The algorithm presented here circumvents some of this intervening expression expansion and therefore allows computational generation of simple expressions without encountering the problem of general algebraic simplification. It also allows humans to produce, often by no more than inspection, the elasticity of complicated reaction networks.
System and methods
To illustrate the algorithm in a simple manner, we have written a set of Mathematica (Wolfram, 1991) macros, contained in Appendix C. These will obviously work on any system capable of running Mathematica, so can be run on IBM PC compatibles (versions are available for both Microsoft MS-DOS and MS-Windows), Apple Macintosh and a variety of UNIX workstations. An algebraic expression parser has been written in ANSI standard C, and used in SCAMP, the simulation and control analysis package (Sauro, 1986 (Sauro, , 1993 , to enable it to take advantage of the simpler elasticity expressions produced by the new algorithm. SCAMP will work on any platform with an ANSI standard C compiler, and the code for the parser is available in standalone form. All the code described here will be archived on the bionet.metabolic-reg/BTK-MCA anonymous ftp server, bmsdarwin.brookes.ac.uk [161.73.104.10] .
Algorithm

Mathematical and biological simplicity
Before the alteration of its parser, SCAMP previously calculated elasticity expressions and other scaled derivatives by the process of algebraic differentiation followed by algebraic scaling, in much the same way as is usual for manual derivation. The effect of the scaling is often to reduce the complexity of the expression, but it does so by yielding an expansion which, while not particularly hard to simplify, requires a fairly general approach, arguably beyond the scope of a program like SCAMP which limits itself to basic simplification measures, such as removing zero terms and unitary scaling factors. Extending the functionality of the simulation packages by writing a comprehensive algebraic simplification module is difficult to justify: it adds significantly to the complexity of the program (with the attendant risk of introducing logical errors and consequently incorrect simplifications), as well as involving the programmer in a great deal of time and effort in a field with which a biologist is unlikely to be familiar.
Leaving the expression unsimplified is not much more satisfactory: while lack of conceptual clarity is less of a problem in a formula unlikely to be seen outside of its computational context, two purely algorithmic objections can be raised. Primarily, we can expect more round-off error than necessary due to the increased number of operations required to calculate the value of the expression; but, in addition, an elasticity may be evaluated thousands of times during simulation, so that unnecessary overcomplexity of the expression may result in extremely heavy performance penalties.
With such disadvantages associated with lack of simplification, and such strong arguments against adding general algebraic simplification, we are left in a position where we need the intervention of the user. However, having created such overblown complexity, it is relatively unsatisfactory to expect the user to tidy up, either by hand or with the assistance of a powerful general-purpose mathematics package, like Mathematica, Mathcad (Mathsoft, Cambridge MA) or REDUCE (Hearn, 1987) . Even with access to the advanced techniques in these packages, simplicity is to some extent in the eye of the beholder, and the simplest mathematical form may not be the most biologically comprehensible. For example, the reversible form of the simple Michaelis-Menten formula in the Introduction is generally written: but the symbolic manipulation package MAPLE (Char et al., 1983) will, unless carefully directed otherwise, 'simplify' it to:
Whilst most biochemists would readily recognize this form, it is arguable that some of the biological meaning has been obscured: because the computer cannot recognize ratios in the form R/K R as something with a physical interpretation, viz. the occupancy, sometimes denoted <£ R , it allows them to become entangled. (Of course, if (j> s and 4> P were to be used in the definition of the rate law, this obstacle could be overcome. Nevertheless, this would necessitate the conversion of occupancies to and from this form before and after simplification. The method presented here does not require such precautions, and produces elasticities in a form closely related to that in which the rate law was originally expressed, so that only computationally available quantities are used.) Given that the use of scaled derivatives tends to enable the production of simple and meaningful formulae for many enzyme rate laws, we decided that an elegant solution would be to obtain the elasticity expressions in a manner which circumvented the two main sources of expression expansion in the usual derivation, avoiding the creation of superfluous algebraic complexity in the first place.
Expression expansion
The differentiation of quotients, and to a lesser extent products, leads to significant expression expansion, so that qualified simplification is best carried out before, as well as after, the final scaling. Even so, the simplest of all enzyme rate laws, the irreversible Michaelis-Menten, generates an intermediate expression which belies the simplicity of the elasticity presented in the Introduction:
A brute-force non-simplifying approach, as previously used by SCAMP, is incapable of simplifying even the numerator of the derivative before scaling. The elasticity is therefore rendered as:
which requires, instead of one addition and one division, the formation of four sums (subtraction is regarded as the addition of a negative term), five products, and three ratios, the most computationally expensive operation. Such an expression will be much more susceptible to numerical error and will take at least six times longer to evaluate.
Logarithmic differentiation
Many rate laws may be simplified by converting them to logarithmic form, which also facilitates elimination of the scaling constants during differentiation, and many components yield derivatives with linear terms. Once in logarithmic form it is not much harder to differentiate the rate law: the derivative of the log of a function is the ratio of the function's derivative and the original function. Two main sources of expression expansion have now been avoided: top-level 
products and ratios in the original function have been converted to sums and differences of logarithms, reducing the number of applications of the product and quotient rules required for differentiation. Because mental differentiation of a formula is more difficult when done with respect to a natural log than with a simple variable, we have generated a table of 'elasticity derivatives' in much the same spirit as the table of first derivatives found in all elementary calculus books (Table I) .
This 'elasticity calculus' has very simple product and quotient rules but more complicated summation rules than ordinary calculus. The rules for dealing with nested and inverse functions (the chain rule and the reciprocal rule) are exactly analogous in form to those of conventional calculus, ensuring that no additional penalty is incurred here. Although most or all of these results are known by those who practise MCA, it is not immediately obvious that they greatly facilitate the generation of algebraic elasticity expressions, both by hand and by computer.
The elasticities obtained by this approach are much simpler than those obtained by the previous method, and much more intelligible than those obtained by a 'biologically ignorant' algebraic approach. If the reversible Michaelis-Menten equation quoted above is differentiated according to the standard procedure and, without any simplification, scaled by S/v, the substrate elasticity is yielded thus:
This result, produced by the old SCAMP parser, is typical of the overblown expressions resulting from automated differentiation and scaling. It contains nine sums, eight products and no less than 15 divisions, totalling 32 arithmetic operations, of which nearly half are of the most expensive variety. Most algebraic manipulation packages can simplify this expression to something like:
This doubles the number of products to 15, but contains only four sums and just one division, requiring 20 operations in total. However, our new parser, which we have now installed in SCAMP, produces: Table II . Grammar for generating elasticities from expressions Remarkably this requires even fewer operations (only 15) than the 'simpler' form above-still four sums, but eight divisions and three products. The increase in the number of divisions need not alarm us unduly because two ratios are used more than once: S/K$ four times and P/K P twice. If these values are cached, only four separate division calculations are required. (Note that a caching approach would also have benefitted the old parser, but that 24 operations, including seven divisions, would still be required.) The structure of the simplified expression from the algebraic package minimizes the possibilities for this subexpression caching, as would be expected; similar terms having been factored out in the quest for algebraic simplicity.
However, the relative computational cheapness of these expressions is only one advantage of this method. It not only allows the biologically meaningful ratios to retain their separate integrities, but different components of the elasticity (and therefore the different components contributing to the overall order of the reaction) can often be identified. Rate laws of the form above, which consist of a mass action term (the numerator) and a saturation term (the denominator), yield an elasticity whose value is given by the difference of the elasticities of these two terms.
The preservation of biological meaning is best exemplified by an examination of variant forms. Because the kinetic constants in the above rate law are linked by the Haldane relationship, it can also be stated in the form (Segal, 1995) :
The denominator, and hence the second (saturation) term, remains unchanged. However, the positive (mass action) term is now of the form: p to be used in rate laws-the elasticity of either with respect to a metabolite is simply the stoichiometry of the transformation with respect to that metabolite; in this case, we have el-= e p s = -1 and e P = e P = +1.
Implementation
By combining the chain rule and the rules for arithmetic, a set of substitution rules is formed which allow the elasticity of an expression to be written in terms of the elasticities of its components. Table II contains the context-free grammar in a modified Backus-Naur form (BNF). The parser works by reading in an expression and storing it as a tree-like data structure, according to the parenthesis and precedence of the operators it contains, e.g. bracketed terms are evaluated first, unary operators (such as log and unary minus) are performed before binary operators, and of those, products and ratios are formed before sums and differences. Returning to the irreversible Michaelis-Menten equation as an example: VS This is the familiar 1/(1 -p) (Groen, 1984) , p being the disequilibrium ratio TIK eq where T is the mass action ratio P/S. In fact, the parser could be easily extended to allow Y or which we can describe to SCAMP as (V * S) / (S + Km) (the parentheses around the numerator are included for clarityoperators of the same precedence level are performed left to right, although it makes no difference here). This forms a tree whose root node is the division symbol '/'. The root node has two branches: the left represents the numerator's multiplication symbol '*' and the right the denominator's addition symbol. The variables and parameters form the leaf nodes, yielding the structure in Figure la 
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Starting from the top, each node is replaced by its elasticity. The central division is replaced by a subtraction (binary rule B2), and the multiplication in the numerator replaced by an addition (binary rule Bl). Arriving at the terminal 'leaf nodes, we have a simple choice between a value of unity, if the node is an instance of the independent variable (termination rule T2), or zero if it is not (termination rule Tl). (The abnormal termination rule El is invoked if zero terms are encountered: so one may not put zero terms in one's rate equations-no great sacrifice!) The tree is now as shown in Figure lb , with the untransformed part enclosed by a rectangle.
The addition is harder to compute, as it refers to the variables themselves, as well as their elasticities. The N-ary rule Nl shows that the elasticity of a sum is a fraction whose denominator is the original sum. So the tree is modified by the insertion of a division node whose right-hand node is the original sum. The left-hand node differs from the right-hand node only in that each term is replaced by a product of itself and its own elasticity (Figure lc) .
Unlike the derivative tree generated by the old SCAMP parser, this elasticity tree is amenable to a great deal of preliminary pruning. If a summation node has a child with a zero value, or a product node has a child with a unit value, the whole branch can be simply removed. The value of nodes whose leaves are arithmetic values is calculated, and the remaining tree ( Figure Id) is read and converted back into a form that a computer can evaluate: 1 -(S/(S + Km)).
Of the rules that have not yet been employed in this example, the unary rules U« are relatively self-explanatory and are rarely found in enzyme formulae. Note, however, that although sin*/cos JC could be simplified to tanjc, we wished to demonstrate that the table is complete, comprising all the necessary functions for recursive operation. The remaining binary rule, B3, gives a non-trivial expression for the general elasticity of an exponential function, although it often produces simpler results. The exponent is typically constant in enzyme formulae, so that its elasticity is zero: this causes the result to be pruned to elast(exprl) * constant. Alternatively, if the base expression is constant, its elasticity disappears leaving three factors: exprl * elast(expr2) * \n{expr2).
Two rules may appear to be missing: those for binary addition and subtraction. These have been subsumed by the N-ary sum rule Nl. If we were to derive an expression for each sum as it was encountered, each separate addition would cause further levels of the expression tree to grow, because each addition or subtraction requires the insertion of a new division operator with new left and right nodes. The summation rule, created with enzyme rate laws in mind, means that the tree only has to grow wider when more terms are added, not deeper, which would cause an attendant build-up of algebraic complexity. The parser therefore treats summations and differences all at once, rather than a term at a time, and considers subtraction to be the addition of a negative term.
Discussion
The algorithm described above goes a long way towards enabling the automatic production of simplified elasticity expressions. Even where they appear to stray from mathematical simplicity they are more biologically comprehensible and often less computationally expensive than the 'simplest' algebraic form. These rules may be applied wherever it is necessary to calculate reflection coefficients of any kind.
Whilst a table of simple elasticities provides some help in the production of clearer expressions, several standard enzymological forms exist, and it is interesting to investigate the possibility of creating elasticity rules for these forms. The rule Nl goes some way towards achieving this end as most enzyme rate laws contain multiple sums, but enzyme mechanisms can be further classified. A rule for single-site irreversible rapid equilibrium enzyme systems is presented in Appendix A, and an interesting result for a simple allosteric model is presented in Appendix B. Work is still in progress to produce further mechanisms for dealing with multiple-site, reversible and non-equilibrium systems. Nevertheless, we have hopefully already proved the practicability and value of this algorithm, and look forward to extending its scope with new standard forms.
Appendix A: Irreversible rapid equilibrium systems
A standard form for the elasticities of all irreversible rapid equilibrium systems can be obtained. This is demonstrated below with mixed-type inhibition and non-essential activation ( Figure 2) .
The velocity equation consists of the sum of all productforming species and their respective constants: Each concentration is then replaced by a fraction whose numerator is the product of the concentrations of the ligands in the complex, and whose denominator is the product of all the dissociation constants between the complex and free enzyme:
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where the constants a and j3 refer to the fractional change in k s when the enzyme is already bound to A or I, respectively. To find the substrate elasticity of this rate, we first factor S out of the numerator and multiply both sides by the scaling factor E,, enabling us to write:
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As E,, fc s and the parenthetical term are all constant, the elasticity of the numerator is unity, and we have:
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Because S does not appear in a higher power, the elasticities of the terms in the sum are either unity, where the term includes S, or zero for constant terms. Finding the elasticity in such a case consists of forming a fraction with the sum as both numerator and denominator, then deleting the constant terms from the numerator. The saturation elasticity is therefore:
The mass action term is unity (as it is for any productinsensitive single-site system) so the difference, our expression for the total elasticity, is found by the converse of the method above, i.e. all terms except the constant terms are deleted from the numerator.
The elasticity of an irreversible rapid equilibrium enzyme system with a single site for effector X is therefore found by forming a ratio whose denominator is the enzyme distribution equation, and whose numerator consists only of the constant terms of that distribution equation (i.e. those not including X). In this case, we have:
The utility of this method is evident from Table III . A number of irreversible rapid equilibrium inhibition systems were considered, with rate laws taken from Segal (1995) . Application of the above rule allowed the elasticity of each to be written after a few seconds of mental arithmetic. (It took longer to check that the result was equivalent to the simplification of the scaled derivative produced using Mathcad!)
Appendix B: An allosteric model
An interesting result is obtained by considering a simple allosteric model, with a rate law of the following form: Converting the top-level product and quotient into a sum and a difference, respectively, gives a three-component elasticity:
The first term is unity because of rule T2, while the other two have exponents that are not functions of a, allowing us to neglect the logarithmic term of rule S3 and write: c l a =l+(n-l) a 1+a L + (!+«)" The two positive terms can be combined to give a fraction that ranges from 1 to n with increasing a, but the surprise result is that the negative term is simply -nv where v is the original rate function, yielding the final elasticity as:
1 + no.
nv ot A scaled derivative approach makes it much harder to see this interesting formulation: MAPLE renders the elasticity in the following form (partially simplified to fit the page):
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(1 + which it can then factorize to: L + (\+oif +Lan (1 +a)(L + (!+«)") However, the negative value representing the denominator has now become obscured, and it takes more imagination to see the form -nv in the result.
