Introduction
The traffic via Crossbar switching nodes is casual and depends on the users. The formulation of a conflict issue during operation of the switching nodes is as follows. The dimensions of switches in the switching nodes are N x N, where N sources of packet messages are connected to N receivers via the switch of the switching node. The traffic is random by nature and conflicts are available in the following two cases:
• When one source of messages requests communication to two or more message receivers.
• When one message receiver receives communication requests from two or more message sources.
The evasion of the conflicts is directly related to the switching node performance.
The status of the switch of the switching node is represented by the so called connection matrix. For N x N dimensional switch the dimension of the connection matrix T is N x N also, where every member T ij = 1 if the connection request from i-source to j-receiver exists. In the opposite case T ij = 0.
A conflict situation arises if any row of the connection matrix has more than a single 1, which corresponds to the case when one source requests a connection with more than one receiver. The presence of more than a single 1 in any column of the matrix T also indicates a conflict situation, it means that two or more sources have requested a connection with the same receiver. The problem of conflict situations is solved by compiling a non-conflict schedule. [1, 2, 3, 4] .
In this paper we consider the problem of finding an optimal in terms of performance and necessary memory algorithm which can be applied to the sub matrices of the connection matrix in an Algorithm with diagonal activations of joint sub matrices (ADAJS) which was recently studied in [1] .
Description of Algorithm ADAJS
The connections matrix T with N x N size, where N is of two, is divided into sub matrices (S) with dimension n x n, (n is also a degree of two), i.e: T = [ S i j ], i = 1− n, j = 1− n. The sets of sub matrices located along the main diagonal are processed simultaneously in each of the diagonals. For submatritces in diagonals parallel to the main one, the principle of reconciliation is used. The idea of synthesis of the algorithm ADAJS is based on the knowledge that the diagonal sub matrices with requests for service in the matrix T are non-conflict in the diagonal where they are located. There are diagonals with sub matrices of requests that are non-conflict to one another [1] . The whole process of the implementation of ADAJS algorithm for obtaining a nonconflict schedule is divided into steps. The first step refers to the main diagonal sub matrices processed simultaneously and without conflict. The next steps are related to the reconciliation of the diagonals parallel to the main diagonal by pairs.The analytical description of the steps is as follows:
Step1 : S 11 
The size (n) of the sub matrix determines the number of steps (I) as follows:
(1) I = N/n for N = const., I = f (n), where 1 <n ≤ N / 2 [1] .
In previous studies ADAJS has been proven to be optimal in terms of performance and needed memory among fourteen algorithms for conflict-free schedule [2] . However, further research is necessary to find an appropriate optimal algorithm in terms of performance and necessary memory regarding a non-conflict schedule in the framework of the sub matrices of the connection matrix of ADAJS.
Examination
We have examined six algorithms for conflict free scheduling with respect to the speed of execution and required memory by means of their software models. The Print ISSN: 1312-2622; Online ISSN: 2367-5357 DOI: 10.1515/itc-2017-0006
information technologies and control main objective is to find an algorithm satisfying both criteria (speed of execution and required memory) which can be used to obtain a non-conflict schedule in the submatrices of the connection matrix of ADAJS. The study covers the following algorithms presented with their respective software models: 1. Adaptive algorithm for management by weight coefficient of the traffic in Crossbar commutator (AAM). The algorithm and the corresponding software model (SMAAM) are described and examined in [3] . 2. Optimum adaptive algorithm for management by weight coefficient of the traffic in Crossbar commutator (AAMO). The algorithm and the corresponding software model (SMAAMO) are described and examined in [3] .
3. An algorithm by diagonal connectivity matrix activation (ADA). The algorithm and the corresponding software model (SMADA) are described and examined in [9] . 4. Algorithm with joint diagonals activations (AJDA) [7] . The software model (SMAJDA) based on the algorithm is described and examined in 8].
5. Classic algorithm with masks matrixes (CMA) [12] .
The corresponding software model (SMCMA) is described and examined in [12] . 6. Algorithm with joint sparse mask matrices (JSM) is described and examined in [10] . The corresponding software model (SMJSM) is described and examined in [11] . The software models are written in MATLAB language and our experiments are performed on a computer configuration Dell OPTIPLEX 745 (Core 2 Duo E6400 2.13 GHz, RAM 2048).
It is shown in [2] that the optimal size of submatrices is nopt = 4 which implies that the execution time of a program model is less than a second. In order to achieve a higher precision in measuring the speed of execution we applied an approach of multiple cyclic execution of each program model. The obtained results are divided by the number of performed cycles and thus an averaged execution time of the respective program model is obtained. 
Conclusion
We have studied six algorithms for non-conflict scheduling for the purpose of finding an algorithm optimal with respect to the speed of execution and the necessary memory, which can be used to obtain a non-conflict schedule in the submatrices of the connection matrix of the Algorithm with diagonal activations of joint sub matrices. Our results show that the optimal algorithm in terms of performance is AJDA, but with respect to the required memory the optimal algorithm is AAM. Since the differences in terms of required memory are minimal (112 bytes), it can be concluded that AJDA is the best algorithm for processing of the sub matrices.
