Improving the performance of empirical mode decomposition via Tsallis entropy: Application to Alzheimer EEG analysis.
Alzheimer is a degenerative disorder that attacks neurons, resulting in loss of memory, thinking, language skills, and behavioral changes. Computer-aided detection methods can uncover crucial information recorded by electroencephalograms. A systematic literature search presents the wavelet transform as a frequently used technique in Alzheimer's detection. However, it requires a defined basis function considered a significant problem. In this work, the concept of empirical mode decomposition is introduced as an alternative to process Alzheimer signals. The performance of empirical mode decomposition heavily relies on a parameter called threshold. In our previous works, we found that the existing thresholding techniques were not able to highlight relevant information. The use of Tsallis entropy as a thresholder is evaluated through the combination of empirical mode decomposition and neural networks. Thanks to the extraction of better features that boost the classification accuracy, the proposed approach outperforms the state-of-the-art in terms of peak signal to noise ratio and root mean square error. Hence, our methodology is more likely to succeed than methods based on other landmarks such as Bayes, Normal and Visu shrink. We finally report an accuracy rate of 80%, while the aforementioned techniques only yield performances of 65%, 60% and 40%, respectively.