Abstract-In this paper, the basic bidirectional associative memory (BAM) is extended by choosing weights in the correlation matrix, for a given set of training pairs, which result in a maximum noise tolerance set for BAM. We prove that for a given set of training pairs, the maximum noise tolerance set is the largest, in the sense that this optimized BAM will recall the correct training pair if any input pattern is within the maximum noise tolerance set and at least one pattern outside the maximum noise tolerance set by one Hamming distance will not converge to the correct training pair. This maximum tolerance set is the union of the maximum basins of attraction. A standard genetic algorithm (GA) is used to calculate the weights to maximize the objective function which generates a maximum tolerance set for BAM. Computer simulations are presented to illustrate the error correction and fault tolerance properties of the optimized BAM.
I. INTRODUCTION

I
N 1968, Anderson [6] proposed a memory structure named linear associative memory (LAM), which can be used in hetero-associative pattern recognition. Since LAM is noise sensitive, optimal LAM was introduced by Wee [7] and Kohonen [8] , which extended the LAM by absorbing the noise. Although good results can be obtained using these early approaches, many theoretical and practical issues such as network stability and storage capacity were still unresolved. In 1988, Kosko [1] presented the theory of bidirectional associative memory (BAM) by generalizing the Hopfield network model.
As a class of artificial neural networks, BAMs provide massive parallelism, high error correction and high fault tolerance ability. However, to form a good BAM, a good encoding strategy was required. This field has received extensive attention from researchers and a substantial effort has been devoted to various learning rules. Kosko [1] has provided a correlation learning strategy and proved that the BAM process will converge after a finite number of interactions. However, the correlation matrix used by Kosko cannot guarantee that the energy of any training pair is a local minimum. That is, it can not guarantee recall of any training pair even for a very small set of training data. During the following years, various encoding strategies and learning rules were proposed to improve the capacity and the performance of BAM. In 1990, Wang et al. [2] introduced two BAM encoding schemes to increase the recall performance with a trade off of more neurons. These are multiple training methods, which guarantee the recall of all training pairs [3] . In 1993 and 1994, Leung [9] , [10] presented the enhanced householder encoding algorithm (EHCA), which was improved by Lenze [11] in 2001, to enlarge the capacity. In 1995, Wang and Don [12] introduced the exponential bidirectional associative memory (eBAM), which uses an exponential encoding rule rather than the correlation scheme.
For other types of neural networks, there are good procedures for learning, training and stability analysis in [13] - [18] . However, for the conventional BAM, the current methods have focused on the training set or capacity only. The noisy neighbor pairs and the noise tolerance set of BAM have been ignored. In this paper, we are especially interested in the approach proposed by Wang et al. [2] , [3] and expand the applicability of the BAM.
The principal contribution of this paper is the construction of an objective function whose maximum with respect to corresponds to the weight that results in the maximum noise tolerance set. For a given set of training pairs, any noisy input pair within the tolerance set will converge to the correct training pair.
Some basic concepts of BAM are reviewed in Section II. Then, the multiple training concept is extended in Section III with the optimization-based encoding strategy for constructing the correlation matrix. Four lemmas and two theorems about the new encoding rule are proved in the same section. These provide the foundation for constructing the maximum noise tolerance set. We present a numerical example in Section IV to illustrate the effectiveness of the extended BAM. In this example, a standard GA is used to solve the nonlinear optimal problem and obtain the optimum training weights. Finally, we draw a conclusion in Section V.
II. BAM
BAM is a two-layer hetero-associative feedback neural network model first introduced by Kosko [1] . As shown in Fig. 1 For each pair, the Lyapunov or energy function is defined as Kosko [1] and Haines et al. [4] have proved that after a finite number of iterations, converges to a local minimum, where the corresponding pair is a stable point. McEliece et al. [5] has shown that if the training pairs are even coded ( with probability 0.5) and -dimensional, the storage capacity of the homogeneous BAM is . That means, if even-coded stable states are chosen uniformly at random, the maximum value of in order that most of the original vectors are accurately recalled is . For the nonhomogeneous BAM, Haines and Hecht-Nielsen [4] have pointed out that the possible number of the stable states is between 1 and . However, since these stable states are chosen in a rigid geometrical procedure, the storage capacity of the nonhomogeneous BAM is less than the maximum number. Haines and Hecht-Nielsen [4] also have shown that for same dimensional and uniformly randomly chosen training pairs with exactly entries equal to and entries equal to , if , then a nonhomogeneous BAM can be constructed so that approximately 98% of these chosen pairs can be stable states.
III. ENCODING STRATEGY FOR BAM WITH MAXIMUM NOISE TOLERANCE SET
In this new enhanced model, we start with a weighted learning rule of BAM similar to the multiple training strategy in [3] . For a given set of training pairs , the weighted correlation matrix is (1) where and are the lengths of the input and output patterns, respectively.
is the vector of training weights. In [3] , necessary and sufficient conditions are derived for choosing such that each training pair can be recalled correctly.
The energy of a training pair is defined as
If the energy of one training pair is lower than all its neighbors with one Hamming distance away from it, then the training pair can be recalled correctly.
The neighbor pairs with ( , Integer set) Hamming distance away from a pair is defined as where is the Hamming distance between layers and , and is the Hamming distance between layers and . 
We also define
Then, for a fixed weight vector , the objective function is defined as (8) where is a weighted sum of the energy difference between any pair , and any pair and defined as (9) , shown at the bottom of the page, where means all combinations of and which satisfies condition (5) and (6) (4) - (12) (13) then the following.
1) The BAM has the maximum energy well hyper-radius , where uniquely satisfies (14) 2) any , i.e., for any , there is at least one pair such that if it is input to BAM, the output layer will not converge to the correct training pair. Proof: We divide the proof into three parts. The first one is to show that uniquely satisfies inequality (14) . The second is to prove that is the maximum energy well hyper-radius.
The last one is to show that any . First, given a training weight vector and energy well hyper-radius , depends on the training pair set . Since for any pair ,
we put a penalty value on the objective function if has energy lower than or equal to that of any neighbor pair and is a strictly decreasing series, the objective function (9) takes the largest value when only one neighbor pair has energy lower than or equal to that of one pair . On the other hand, when any neighbor pair , has energy lower than or equal to that of any pair , takes the lowest value. So, inequality (14) holds. If , since and , inequality (14) still holds. It can be shown by contradiction that only one unique satisfies the inequality (14) .
If there is , that satisfies inequality (14), then (15) From the condition , we have or .
If
, from the right part of (14) This is inconsistent with the fact that . If , the right part of (15) This is inconsistent with the fact that . Hence, inequality (14) is satisfied by a unique .
Second, if , then is the maximum energy well hyper-radius. If , then the conclusion that is the maximum energy well hyper-radius can be proved by contradiction as follows.
If there is a pair, with the energy well hyperradius , , then while so Then we obtain which is inconsistent with (13) that defines as the optimal solution. So is the maximum energy well hyper-radius.
Third, since is the maximum energy well hyper-radius, for any , there is at least one neighbor pair , which has energy lower than or equal to that of one pair .
Then if this neighbor pair is input to BAM, the output pair will not be the correct training pair. Since and , , we can obtain that . So, there is at least one input pair , such that if it is input to BAM, the network does not converge to the correct training pair. Hence, the optimum tolerance set is .
Remarks:
The optimum noise tolerance set will be called the maximum noise tolerance set. Note that is the maximum basin of attraction for the training pair . That is, the optimum noise tolerance set is the union of the maximum basins of attraction. It is for a fixed training pair set. It is possible to find some method, such as the dummy augmentation in [2] to change the set of training pairs to one with increased separation between the training pairs but with the same information content. Intuitively, this can increase the probability of finding a larger maximum noise tolerance set due to an increased energy well hyper-radius upper bound.
There are three types of neighbors for BAM: 1) the ones , whose output pairs converge to the correct training pairs; 2) the ones, whose deviations are beyond the upper bound whose output pairs will not converge to correct training pairs; 3) others that may or may not be recalled correctly. 
IV. COMPUTER SIMULATIONS
A numerical example taken from [2] is given in this section to evaluate the performance of the extended BAM with optimized training weights. Suppose one wants to distinguish three pattern pairs shown in Fig. 2 .
Since 26 is a relatively big number, we use the methodology presented in Theorem 2. We pick 1 as the first tentative value of . In this example, to find the optimum training weights, the objective function defined in (8) is used as the fitness function of the genetic algorithm (GA). The advantage of the algorithm proved in Theorem 2 is shown in Fig. 3 . and . We have used 10 000 randomly generated samples to test the optimized BAM. All training pairs have been recalled correctly and all noisy input pairs with less than 4 Hamming distance away from the training pairs have converged to the correct training pair. We also find a pattern with 5 Hamming distance away from the training pair 1, which cannot be recalled correctly, as shown in Fig. 4 . We also compared our optimized BAM with the methodology in [2] and [3] . The simulation results in Figs. 5 and 6 show that our method can find the maximum noise tolerance set, which is not guaranteed by the algorithms in [2] and [3] . 
V. CONCLUSION
We extended the Basic BAM, using an optimized weight for the correlation matrix. For a given set of training pairs, we determined the weights for the training pairs in the BAM correlation matrix that result in the maximum noise tolerance set. Any noisy input pair within the tolerance set will converge to the correct training pair. We proved that for a given set of training pairs, the maximum noise tolerance set is the largest in the sense that at least one pair, with Hamming distance one larger than the hyper radius associated with the optimum noise tolerance set, will not converge to the correct training pair. A standard GA was used to calculate the weights to maximize the objective function.
For BAM applications, the speed of encoding is relatively less important than that of the decoding because the encoding can be calculated offline. However, if adaptive encoding is needed to apply to some new desired pairs in real time simulation, the training time should be as short as possible. In the example of this paper, a standard GA algorithm was used. This GA worked well but performed relatively inefficiently, as calculation times were quite long with many generations and fitness values needed to find the optimal solution. Since this calculation is offline, this limitation is not serious.
