ABSTRACT. We provide a general setting for studying admissible and singular translates of measures on linear spaces. We apply our results to measures on D [0, 1] . Further, we show that in many cases convex, balanced, bounded, and complete subsets of the admissible translates are compact. In addition, we generalize Sudakov's theorem on the characterization of certain quasi-invariant sets to separable reflexive spaces which have the Central Limit Property.
Introduction. It is the purpose of this paper to provide a general setting for studying admissible and singular translates of measures on linear spaces. In [9] Sudakov studied admissible translates of measures on a separable Hilbert space by exploiting Hilbert-Schmidt operators. These operators were also considered by Dudley [1] but are not available in a more general context. However, by considering maps between spaces one can obtain analogues of those operators. Based on our results we would conjecture the following (cf. Corollary 1.8 below):
Let AT be a locally convex linear topological space. Let p be a positive Borel measure on X for which the set of admissible translates forms a subspace of X. Then there exists auxiliary spaces Ya and "compact" maps Ta: Ya-+ X, such that the set of admissible translates of p is given by "lara(ya).
The organization of the paper is as follows. The first section contains general theorems in which properties of certain auxiliary spaces and maps are discussed. In §2 we show that in many cases a convex, balanced, complete, and bounded subset of the admissible translates is compact. In §3 we extend Sudakov's theorem on the characterization of certain quasi-invariant sets to separable reflexive Banach spaces with the Central Limit Property. These include / and separable ¿p(m)-spaces, 2 < p < °°. In §4 we apply the techniques of § §1 and 2 to obtain similar results in the nontopological vector space D [0, 1] . To the best of our knowledge these are the first general results on admissible translates for measures on D[0, 1].
1. General theorems. Let p be a positive Borel measure on a locally convex topological vector space (lctvs) X. For x EXv/e define px to be the "translation of p by jc"; more precisely, PX(E) = p(E -x) for all Borel sets E. For measures y and t on X, y « t (resp., y 1 t) will mean y is absolutely continuous with respect to r (resp., singular to t). If y « t and r « y we say y is equivalent to t and write y ~ r. We now define Aii={xEX:px-p) and Sß = {* e X: px 1 ju}.
The elements of ^4M (resp., SM) will be called admissible (resp., singular) translates (Of/i). Let y = linear span of the support of ju and let v = p\Y-Since our main concern is the study of A and (S Y, and since A = Av and S^ = Sv U (X\Y), we see that there is no loss of generality in assuming that X is the linear span of the support of p when we do. Further, a measure p is said to be separable if the support of p is separable.
In this section we will obtain results on the sets Aß and (Sß)c and on some of their subsets. To do this we introduce some auxiliary spaces and define certain maps. Let E be a Borel set in X of positive /i-measure. We write *x*W2F=( \x*(x)\2p(dx)
M.ß JE for each jc* E X*', where we assume that conditions have been placed on p and/or E so that Hx*llM(£ < °° for each x* E X*. We let VßE be the completion of X* in the seminorm 0-0 E and N be the elements n in Vß E with MIM>£ = 0. Finally, let Tß E: X* -*■ V E/N be the composition of the natural inclusion of X* into Vy E with the natural projection of V^ onto VßE/N. We will let VßE denote V^/N. If E = X, we will suppress the reference to Ein all maps and spaces. In the remainder of this paper, we will use k to denote the natural embedding of any normed space in its bidual.
First, a well-known lemma.
Lemma 1.1. Let T: A -*B be a weakly continuous map between Ictvs's and let T*: B* -*A* be its adjoint. a*EA* is not in T*(B*) iff there exists a net {aa} E A satisfying:
(i) a*(aa) = 1 for all a, and (Ü) 7K) -0.
IfB is metrizable, we may choose a sequence satisfying (i) and (ii). Proof. We first note that lb*llM < K • IIjc*II, which implies that Vß is well defined and T" is continuous. Next, we show that Tß is compact. As both X* and Vß are normed spaces, it suffices to show that every bounded sequence in X* has a convergent subsequence in Vß. Let {x*} Ç X* satisfy llx*ll < M. As X is separable, there exists a subsequence of {x*} converging weak* to an element x* e X*. By the Dominated Convergence Theorem, this subsequence converges to x* with respect to 11-11 and so T" is compact. From above, the measure of the latter is zero. Hence p 1 pc, a contradiction.
Corollary 13. Let pbe a separable positive, a-finite Borel measure on a normed linear space, and let X be the closed linear span of the support of p. Then there exists a (finite) measure v equivalent to p such that: T*(V^) 2 (5M)C and both Tp and T* are compact.
Proof. As p is a-finite, it is equivalent to a finite measure m. The latter measure is equivalent to dv = exp(-\\xï)dm. Clearly, ßx\\v(dx) < °°, 5" = Sv and All=Av.
For an lctvs X we may topologize X* in many ways. The strong topology 202 ALAN GLEIT AND JOEL ZINN on X*, denoted by ß, is the topology of uniform convergence on each (weakly) bounded set in X. The weak* topology on X* is the topology of pointwise convergence on elements of X. The bidual X** of X is the dual of (X*, ß) in the strong topology. For the purposes of this paper, X is said to be allowable if: Every strongly bounded set in X* is equicontinuous. 
(4) F is weakly bounded. Let T = rM F. Then (a) T of a strongly bounded set is relatively compact, (b) T* of a strongly bounded set is relatively compact in X**, and (c) C is in the image of T*.
We note that properties (3) and (4) for the set F are sufficient to guarantee that 0**0 exists and that V F is nontrivial. We first prove a technical lemma.
Lemma IS. Suppose that X, p and Tare as above. Suppose {x*} Ç X* andx* EX* satisfy:
(1) x* -► x* weak*, and (2) {x*, x*} are contained in a strongly bounded set B.
Then 7T>*) -*■ T(x*).
Proof. If not, there is an e > 0 and a subnet {x*} such that \\T(x*) -7Xx*)ll > e. As x* -► x* weak*, we may find a cofinal sequence x* -► x* weak*, since the weak* topology is metrizable on equicontinuous sets. Also, there is a K < °° with \x* (x)\ < K for each ßn and each xEF (since B is strongly bounded). The Dominated Convergence Theorem then asserts that Ox* -xHßF -*■ 0 and so lUTx* ) -T(x*)\\ -* 0, a contradiction.
Proof of Theorem 1.4. We first show that T is continuous. Let x* -► x* strongly. Then {x*, x*} is strongly bounded and x* -*■ x* weak*. By the lemma, T(x*) -► T(x*) and so T is continuous. We next show that T of any strongly bounded set B is relatively compact in V^ F. In fact we will show that 1\B) is compact. Let {x*} C B. Then B, the closure of B, is weak* compact Proof. Property (2') of U listed above is sufficient to guarantee that 11**11^ < oo for each x* G X*. The only other use of the stronger properties of U in Theorem 1.4 was in the use of the Dominated Convergence Theorem in the proof of Lemma 1.5. Here we may use the bound \x*(x)\ < ATIIjcII for all x* in a strongly bounded set and use (2').
The next theorem will be useful in proving global results about Aß. 2. Application to compactness in lctvs. In this section we shall show that in many cases a complete, convex, balanced, bounded set, which is contained in A , is compact. Actually, more is proved in particular cases. First some technical lemmas.
Lemma 2.1. Suppose C is a closed, starlike set in a normed linear space. Suppose also that C contains no ray and C n {x: 0x0 < 1} is compact. Then C is bounded and hence compact.
Lemma 22 [1] . Let T: A -► B be a continuous linear map from a Banach space A into an lctvs B. Suppose that D is a convex, balanced, bounded, complete set which is contained in the range of T. Then D = T(M) for some bounded set M.
Theorem 23. Let pbe a separable, positive Borel measure on a normed linear space, and let X be the closed linear span of the support of p Suppose, also, that f\\x\\2p(dx) < °°. Let Cbe a convex, balanced, complete subset of (Sß)c. Then C = W + T*(M), where W is a finite-dimensional subspace and M is a bounded set in V*. Hence, if C were bounded, it would be compact.
Proof. Follows from the lemmas as in [1] . We should like to compare our results with those of Xia. A special case of one of his results is the following. Theorem 2.4 [10, Theorem 3.1.13]. Let pbe a positive regular Borel measure on an lctvs X. Let Cbe a convex, balanced, bounded subset of Aß. Suppose that the linear span of C is second category in a stronger topology than the relative topology ofX. Finally, suppose that there exists a compact set K Q X, which has finite, positive p-measure. Then C is contained in a compact set.
We note that if C is complete, then the Minkowski gauge (of C) on the span of C makes the latter into a Ban ach space. Now the topology on the span of C induced by the Minkowski gauge (of C) is stronger than the relative topology. Hence we have the following corollary. Corollary 2.5. Let pbe a positive, regular Borel measure on an lctvs X. Suppose that CE Aß is convex, balanced, bounded and complete. Suppose also that there exists a compact set in X of finite, positive p-measure. Then C is compact.
We should now like to prove a result similar to Corollary 2.5 using the techniques developed above. We shall add more assumptions to the space and change slightly the assumptions on the measure p. In return, as we have seen in § 1, we have C is the image of a bounded set under a "computable" compact map from a "computable" Banach space. In many cases, such as when the Banach space X has the weak* topology (and so all complete and bounded sets are compact), our results are much stronger than his. In addition, Xia's original theorem is stated for topological groups, and the continuity of addition is used heavily. However, we shall show in §4 that our techniques are sometimes applicable in cases in which addition is not continuous. 3. A generalization of a theorem of Sudakov. In this section we shall give necessary and sufficient conditions for a closed, balanced, and convex set C in a separable Z,p(m)-space or in P, <*> > p > 2, to be a subset of the admissible translates of a probability measure p. Sudakov [9] showed that for p = 2, C Ç Aß for some p if and only if C = W + S(M) where W is a finite-dimensional subspace, M is bounded and S is a Hilbert-Schmidt operator. Our Theorem 2.3 provides the necessary condition; for sufficiency, we must first analyze the map Tß in more detail. First, we recall [7] that a map T: A-► B between normed spaces is p-absolutely summing if there exists a finite constant K such that for all finite sequences {a,.} ç A we have ZWTaF < K supjX \b*(a¡)\p: \b*\ < 1, b* CB* \. i Proof. Clearly Vß is a sub-Hilbert space of L2(p). The Bounded Convergence Theorem and the fact that X* is weak* separable imply that Vß is separable. Identifying V* with Vß, we easily compute KTSX^ "/ x*(x)xdp(x).
MM x
As f Vix*(x)x\\dp < llx*ll f llxll2 dp < °°, Jx x we have that T*Tß: X*-+k(X). Assertion (2) Clearly llrM**ll2 = ¡s\x*(9)\2 dm(9) and so Tß is 2-absolutely summing [7] .
We now see that T" is more than "just" compact and this observation is the key to sufficiency for ¿p(m)-spaces, p>2.
First some preparatory lemmas.
Lemma 3.2. Let S map a separable Hubert space M to a normed space X. Suppose S* is 2-absolutely summing and let W be a finite-dimensional subspace of X. Then there exists a map S from a separable Hubert space H with (S) 2-absolutely summing and Range S 2 (Range S)U W.
Proof. We may assume that S(H) niC = {0}. Let I2 be a Hubert space of dimension n = dim W and let /: I2 -► W be a canonical isomorphism. Then measures on vector spaces 207 S = S © /: H = (H © l2)2 -* X clearly satisfies all the conditions. Lemma 33. Let S be a compact map from a separable Hilbert space H to a separable Banach space X. We identify H with H*. Suppose there is a Gaussian measure pon Xsatisfying SS*(x*)=jx*(x)xdn(x).
Then Aß = Range(5).
Proof. Construct as in [5] a separable Hilbert space K and a one-to-one mapping i: X -+ K such that the Borel sets of K contained in i(X) are the same as the images of the Borel sets oîX. Then p', defined by p'(B) = p(i~1(B n i(X))) for all Borel sets in K, defines a Gaussian measure on K. Then for k* E K*, ¡¿(k*) = p(i*k*) = exp{-MSS*(i*k*), i*k*)} = exp{-MSS*i*k*,k*)K} where (,)K is the inner product on K. Let B = iSS*i*. Writing, in canonical form, B = 2\e¡ ® e¡, we have A ¡ = {z: 2|<z, e¡>\2/\ < °°} (see, for example, [5] or [11] ). But then obviously A = Range B1'2 = Range(/SS*i*)1/2 = Range((iS)(iS)*)il2. We now define the Central Limit Property. Let X be a separable Banach space and v a probability measure on X with fxv(dx) = 0 and /Ox02v(dx) < °°. Let yx, y2, . . . be a sequence of independent A'-valued random variables with distribution v. v is said to satisfy the Central Limit Theorem is there exists a Gaussian probability measure p on X such that the distributions of Oj + • • • + yn)/\jn converge It • 0-weakly to p. (For the definition of II • ll-weak convergence see [3] .) X satisfies the Central Limit Property if every such v satisfies the Central Limit Theorem. This property immediately implies the following (in fact, is equivalent to it by [3] ):
Whenever v is a probability measure on X with fxv(dx) = 0 and ßxl2v(dx) < »o, there is a Gaussian probability measure p on X with mOc*) = expi~f\x*(x)\2dv(x)} for each x* E X*.
We recall that Fortet and Mourier [2] have shown that Lp [0, 1 ] has the Central Limit Property for 2 < p < «>. As the Central Limit Property is clearly 208 ALAN GLEIT AND JOEL ZINN inherited by closed subspaces, we note that separable Lp-spaces, 2 < p < °°, satisfy this property and are always reflexive. (For a discussion of L"-spaces, see [6] .) Consequently, lp and separable Lp(m) spaces satisfy the Central limit Property.
We are now prepared for our generalization of Sudakov's theorem.
Theorem 3.4. Let C be a closed, convex, and balanced set in X, a separable reflexive Banach space having the Central Limit Property. Then C is a subset of Aß for some probability measure p (i.e. C is a quasi-invariant set) if and only ifC= W + S(M) where W is a finite-dimensional subspace, S is a (compact) map from a separable Hubert space H to X,M is bounded in H, and S* is 2-absolutely summing.
Proof. If C is a quasi-invariant set, the fact that C is of the required form follows directly from Theorem 2.3 and Lemma 3.1. For the converse, assume C = W + S(M) where W, S and M are as in the statement of the theorem. By Lemma 3.2, we may assume that C is in the range of S. As S* is 2-absolutely summing, there is a probability measure v on U = unit ball of X** = X and a constant K satisfying (3.1) llS*x*ll2 < kJ \x*(x)\2 dv(x) u for all x* eX*. By considering the probability measure v on U defined by v(B) = (v(B) + v(-B))I2 for Borel sets B, we may, without loss of generality, assume ¡uxdv(x) = 0. Let T = Tv be the natural inclusion of X* into its closure in L2(v). We first claim that Range S Ç Range T*. Indeed, if a £ Range T*, then by Lemma 1.1, there exists {**} C X* such that x*(a) = 1 and Il7^*ll2 -* 0. By (3.1), IIS*jc*II -► 0 and so, again by Lemma 1.1, a $ Range S** = Range S. Hence C C Range T*.
By the Central Limit Property, we may find a Gaussian p satisfying p(x*) = expi-\¡\x*(x)\2dv(x)} for x* eX*. Consequently £(**) = exp{-üll7I>*)H2} for je* G X*. As p is Gaussian, we have <T(y*), T(x*y> = fx*(x)y*(x)dp(x) for all x*,y* e X* and so T*T(x*) = fx*(x)xdp(x). Hence by Lemma 3.3, C C Range T* = Aß.
We should like to point out that for a Hubert space the above result is identical to that of Sudakov since the Hilbert-Schmidt operators and the 2-absolutely summing operators are the same [7] . A standard assumption to make on stochastic processes with paths in D is that the process has no fixed points of discontinuity. That is, p{x ED: x is discontinuous at f0} =0 for each fixed t0 E [0, 1]. In the next theorem we make this assumption and also assume that fW^ntfx) < <*>. Since Bxfl^ = d(0, x), 0 • 0«, is measurable on D. As p ~ v where v(dx) = exp{-0xBoo}M(dx), this latter assumption is not a real limitation. Theorem 4.2. Let pbe a probability measure on D with the Skorokhod topology. Assume that:
