Abstract-Artificial bee colony (ABC) is one of the swarm intelligence optimization algorithms, inspired by foraging and dance behaviors of real honey bee colonies. This study is an instance of a hybrid algorithm using ABC together with k-nearest neighbor algorithm on diagnosis of coronary artery disease employing exercises stress test data. The study dataset is composed of 134 healthy and 346 unhealthy totally 480 patients. On the proposed algorithm two centroid vectors are obtained concerning one for healthy patients and the other for unhealthy patients utilizing ABC for the training part of the dataset. Then, the test part of the dataset is classified using k-nearest neighbor algorithm. The results obtained by the proposed technique show that this hybrid algorithm could be used as an alternative classifier on diagnosis of coronary artery disease employing exercise stress test data.
I. INTRODUCTION
In last decades, researchers develop many algorithms by inspiring stability and success of the nature for solving real application problems. These developments improved many problems solution techniques so that the success rates.
Artificial intelligence and machine learning techniques are used as classification or prediction methods in determining heart diseases primarily arrhythmia, coronary artery disease and myocardial infarction with a growing phenomena. Coronary artery disease (CAD) is the most common heart disease seen among these diseases. It is the primary cause of mortality and morbidity on developed or developing countries [1] .
Coronary angiography (CAG) is the gold standard method used on diagnosis of the suspected CAD. However, it is an expensive and invasive method having a mortality rate of 2-3%. Because of these reasons it is not the first choice diagnosis method on the diagnosis of CAD. Exercise stress testing (EST) is one of the most commonly used method on the diagnosis of CAD. This method is reproducible, non-invasive, relatively cheap and safe. This is why the cardiologists commonly prefer EST instead of CAG. But EST has a relatively low sensitivity and specificity on the diagnosis of CAD, and this limits EST's clinical usage [2] , [3] .
Considering the use of artificial intelligence and machine learning approach on diagnosis of heart diseases, many researches can be found in literature. Maglogiannis et al. made a research that had been conducted concerning the exploitation of heart sound signals for automated and semiautomated detection of pathological heart conditions and so the diagnosis of heart valve diseases using support vector machines (SVM) [5] . Choi had also studied on detection of valvular heart diseases using wavelet packet decomposition and support vector machine [5] . Zhidong proposed non-invasive diagnosis method of coronary artery disease based on the instantaneous frequency estimation of diastolic murmurs and SVM classifier [6] . Kukar et al. examined EST and myocardial scintigraphy data as inputs and CAG data as reference for ischemic heart disease using some common machine learning techniques [7] . Lapuerta et al. investigated artificial neural network (ANN) performance to predict the occurrence of CAD based on information from serum lipid profile [8] .
In this study, depending artificial bee colony (ABC) algorithm's high performance and accuracy in a large set of optimization problems [9] , ABC algorithm is integrated with k-Nearest neighbor in order to investigate classification accuracy, performance and effectiveness of the proposed method on determining CAD using EST data.
II. MATERIALS AND METHODS

A. Data Collection
Four hundred and eighty patients who underwent EST and coronary angiography (CAG) were included in the study. Baseline demographic characteristics, rest and peak exercise heart rate, blood pressure, and exercise time were recorded. The EST results were evaluated by 2 experienced cardiologists (human-based CAD assessment). ST segment depression and elevation occurred 60 ms after the J point were recorded at each derivation in peak exercise. According to human-based method, an exercise test result was considered positive if there was ≥ 1 mm horizontal or downsloping ST depression or ST elevation in two contiguous leads. Within the first month following the EST, CAG was performed to all patients, and the angiographic images were evaluated by 2 experienced cardiologists. Presence of ≥50% narrowing in left main coronary artery, or ≥70% narrowing in other major epicardial coronary arteries indicated significant CAD. The patients with bundle branch blocks (right or left), pre-excitation syndromes, atrial fibrillation, left ventricular hypertrophy and those taking the digoxin were excluded from the study. The EST dataset was obtained from Selç uk University Meram Faculty of Medicine and the descriptive features of the dataset are ST state changes and heart rate at resting, age, sex, peak stage (1 to 5), exercise duration (in seconds), heart rate at peak stage, metabolic equivalent, reason for termination (target heart rate, ST depression or others), chest pain, previous myocardial infarction and values of the 12 derivations (D1, D2, D3, aVR, aVL, aVF, V1, V2, V3, V4, V5, V6) at peak stage which obtained from the EST, and presence of coronary artery disease which obtained from CAG.
B. Artificial Bee Colony
Artificial bee colony algorithm is one of the commonly used swarm intelligence algorithm proposed by Karaboga for solving continuous optimization problems [10, 11] . ABC algorithm simulates intelligent behaviour of real honey bee colonies. There are three kinds of bees named as employed bees, onlooker bees and scout bee in the ABC hive. Employed bees try to improve self-food source which is feasible solution for the optimization problem and generated in initialization of the algorithm. The employed bees forage food sources and move position information about them to the hive. The onlooker bees search around the solutions of employed bees by considering information shared by employed bees. The third type of bees is scout bee. If an employed bee could not improve self-solution in a certain time name as limit which is determined for the population in initialization of the algorithm, this employed bee becomes a scout bee. After a new solution is produced for this scout bee, the scout bee becomes employed bee, again.
In order to update the food source positions, the employed bees uses equation given as follow:
where, V i,j is the candidate food source position for ith food source position on the jth dimension for the solution space, X i,j is the jth dimension of the ith food source position, X k,j is the jth dimension of the kth food source position, φ is the scaling factor randomly produced in the range of [-1,1] and N is number of employed bees. After all the employed bees update self-solutions, fitness values of the solutions of employed bees are calculated as follows:
where, fit i is the fitness value of the solution of ith employed bee, f i is the objective function value specific for the problem. The onlooker bees select an employed bee in order to improve its solution by using (1). The selection probabilities of the employed bees by the onlooker bees are calculated as follows [11] :
where, is being selected probability of the solution of ith employed bee, fit i is the fitness value of the solution of the ith employed bee and fit best is the maximum fitness value of the solutions of the employed bees.
In the initialization phase of the algorithm, a food source position is produced for each employed bee using (4). Despite the fact that only one dimension of the food source where, X i,j is the jth dimension of ith food source position, X j min is the lower bound for the jth dimension, X j max is the upper bound for the jth dimension, N is the number of employed bees and D is the dimensionality of the optimization problem. Also it is mentioned that if a scout bee occur (if the trial counters of the food source is higher than the limit value determined for the populations), a new food source position is produced for this scout bee by using (4) . The ABC algorithm is iterative algorithm and consists of four phases, named as initialization phase, employed bee phase, onlooker bee phase and scout bee phase, sequentially realized. The algorithm of the ABC is also given in Fig. 1. position is updated at the each iteration in the ABC algorithm, the all dimensions of the food source position are increase convergence speed of the ABC-kNN. Because the ABC algorithm is iterative algorithm, the termination condition for the algorithm can be maximum iteration number, error rate etc.
C. K-Nearest Neighbor Algorithm
k-Nearest neighbour algorithm (kNN) is one of the most commonly used classification method. Since there is no training process in kNN, it is a simple classification method having a low computational cost compared to other classification techniques. It is especially used when there is no-knowledge of data distribution on the dataset.
In a j-dimensional dataset, k nearest sample is obtained for each sample evaluated. The distance between the samples and the sample evaluated are calculated using common distance calculation methods like Euclid, Hamming and Manhattan. Equation (5) can be given for the Euclid distance calculation method. The class of the sample evaluated can be determined by majority voting of the k nearest samples classes [12] , [13] .
In (5), p stands for the sample evaluated, q stands for any sample within the training dataset and n stands for the feature size.
D. Proposed ABC-KNN Approach
In the proposed approach, the aim is to find two centroid vectors which are equidistant to corresponding healthy or unhealthy training samples. In other words, the aim is to find two centroid vectors for both healthy and unhealthy samples which could represent the distinct class in the dataset (healthy or unhealthy). In order to achieve this aim, the dataset is divided into two subsets concerning the samples healthy and unhealthy status. Then, following steps are applied for each subset; 1) Random initial vectors are generated by using (4) and the objective function values given in (5) are calculated. 2) Repeat 3) The solutions of employed bees are updated using (1) in the employed bee phase. 4) In the onlooker bee phase, an employed bee is selected based on fitness value in order to improve its solution using (1) . (This step is executed for each onlooker bee) 5) If scout bee occurs, a random solution is generated and assigned to the scout bee. 6) The best solution obtained so far is stored. 7) Until (A termination condition is met)
After the two centroid vectors are obtained by executing aforementioned steps, the samples are classified using kNN. Because there are more than one centroid vector for the dataset, kNN use distances of samples to the centroid vectors. If a sample is close to the centroid vector of healthy class, the sample is accepted as healthy; vice versa, if a sample is close to the centroid vector of a unhealthy class, the sample is accepted as unhealthy.
Not only the proposed approach is useful for a two class classification problem but also multi class classification problem. The aim is to be expanded in order to obtain multiple centroid vectors.
III. RESULTS AND DISCUSSION
In the proposed approach 80 % of the EST dataset is used in order to obtain two centroid vectors corresponding to healthy or unhealthy samples from the training part of the dataset. Then, the rest part of the dataset is classified using the obtained two centroids with kNN algorithm. The proposed algorithm is repeated 50 times to provide reliability. Results of the optimal solutions for different iterations are given in Table I , and variation of the classification accuracy depending on the population size and maximum iteration number which is used as termination criterion for the ABC is given in Fig. 2 .
The proposed ABC-kNN approach could be used as an alternative diagnostic accuracy tool in the CAG assessment process. The EST dataset is classified by a similar approach in which PSO and kNN is used in a related work [14] . The comparative results to related previous work are given in Table II .
It can be seen from the comparative results that ABC-kNN approach achieve more successful diagnostic accuracy then PSO-kNN approach by increasing the specificity of the classification process. And also, the sensitivity, positive predictive value and negative predictive value are almost equal for both approaches. 
IV. CONCLUSION AND FUTURE WORKS
This paper proposes an integration of ABC algorithm and kNN classifier for diagnosis of coronary artery disease. The experimental results show that proposed approach could be used as an alternative classification tool. Future works could include implementing ABC-kNN hybrid system to the different datasets and aim to improve its performance.
