Abstract. A description of the Hochschild cohomology algebra for the symmetric 8-dimensional algebras found by Liu and Schulz is given in terms of generators and relations. The dimensions of the cohomology groups are calculated. §1. Introduction
§1. Introduction
Let R be a finite-dimensional algebra over a field K, and let Λ = R e = R ⊗ K R op be its enveloping algebra. Then the nth Hochschild cohomology group of the algebra R with coefficients in an R-bimodule M is defined as follows: HH n (R, M ) = Ext n Λ (R, M ). If M = R, we use the notation HH n (R) = HH n (R, R). On the vector space
we can introduce a -product with respect to which it becomes an associative K-algebra (see [1, §5] , [2, Chapter XI], and [3] ); this algebra is called the Hochschild cohomology algebra. It is known that the -product coincides with the Yoneda product on the Extalgebra n≥0 Ext n Λ (R, R) of the Λ-module R (see, e.g., [4, p. 120] ). Moreover, in [3] it was proved that HH * (R) is a graded commutative algebra. Let K be an arbitrary field. For a nonzero ρ ∈ K, we consider the algebra (see [5] )
,2 ) (we always identify X 3 with X 0 ). We denote the coset containing X i by x i . It is easily seen that R is an 8-dimensional local K-algebra:
Furthermore, the algebras R ρ are symmetric [6] , and they have wild representation type (cf., e.g., [7, I.10 
.10(a)]).
In the case where ρ ∈ K * = K \{0} is not a root of unity, the algebras R ρ were defined originally in [6] in a form different from (1.1) and were used to produce an example of an indecomposable R-module M for which the syzygy modules Ω n (M ) for n > 0 are 4-dimensional but pairwise nonisomorphic; see [8] . Such examples do not exist for some other classes of algebras, e.g., for the group algebras of finite groups. It is well known [9, 10, 11] that the cohomology ring H * (G, K) of a finite group G is a finitely generated K-algebra (this is the "Golod-Venkov-Evens theorem"). Therefore, it is of interest to calculate the Yoneda algebra of the algebras R ρ as in (1.1) . This was done by the authors in [12] ; in particular, we proved that these Yoneda algebras are finitely generated.
In the present paper, we use a similar technique (cf. [13] ) to give a description of the Hochschild cohomology algebra HH * (R ρ ). For this, we use a minimal Λ-projective resolution of the module R ρ . This resolution was constructed by the second author in [14] . The main result of this paper is a description of the algebra HH * (R ρ ) in terms of generators and relations (Theorem 2.1). This theorem implies that if ρ has finite order in K * , then HH * (R ρ ) is finitely generated. But if ρ is not a root of unity, then the algebra HH * (R ρ ) is not finitely generated, and in that case we present a countable set of generators of HH * (R ρ ). Note also that even if HH * (R ρ ) is not finitely generated, the dimensions dim K HH n (R ρ ) are uniformly bounded for all n > 0. §2.
Statement of main results
Let K T denote a free associative K-algebra (with unit) generated by a set T of free generators. As usual, by K[T ] we denote a polynomial ring generated by T . Let s be the order of ρ in the group K * . Note that the case of s = ∞ is allowed. To describe the structure of the algebra HH * (R), we introduce several graded K-algebras. (I) Suppose char K = 2. (I.1) Put
On the algebra K X 1 , we introduce a grading such that
for all i ∈ {0, 1, 2}. Then we consider the graded K-algebra A 1 = K X 1 /I 1 , where the ideal I 1 of the algebra K X 1 is generated by the elements 
(2.6)
, h i p, h i q j , h i r j ,
(2.13)
(2.24)
On the algebra K[X 8 ], we introduce a grading such that 
(2.26)
Since the ideal I i is homogeneous, we see that the grading on the algebra K X i (or on the algebra K[X i ], respectively) induces a grading on the algebra A i (for all 1 ≤ i ≤ 8). [15, 16] . §3. Additive structure of the cohomology ring
In this section, we use the minimal projective resolution
Q n ) of the Λ-module R to determine the cohomology groups HH i (R), i ≥ 0. For this, we investigate the complex
and calculate its cohomology:
In [14] , the resolution Q • was constructed as a total complex Tot(
Recall that multiplication on the right by an element w ∈ Λ induces an endomorphism w * of the left Λ-module Λ. Next, let m : Λ → R, m(a ⊗ b ) = ab, be the canonical map induced by multiplication in R. Then the map m can be taken for the role of an augmentation map of the resolution d
. Let e i,j,k (for i + j + k = n) denote an element of Q n such that its component with index (i, j, k) (i.e., the (i, j, k)-component) is equal to 1 ⊗ 1 ∈ Λ and all other components are zero. We identify a homomorphism f ∈ Hom Λ (Q n , R) with the collection of its values {f
denote the element of R M n for which only the (i, j, k)-component is nonzero and is equal to x.
form a K-basis of the vector space R M n ; such a basis is said to be standard.
In the other cases,
Proof. It is easy to prove that a center Z(R) of the algebra R is equal to
if ρ = −1, and to
, after appropriate identifications this basis can be viewed as a K-basis of HH 0 (R). We calculate HH n (R) = Ker ∆ n / Im ∆ n−1 for n ≥ 1. For every f ∈ Hom Λ (Q n , R), the coefficients in the expansion of f (e i,j,k ) (for i + j + k = n) will be denoted in the following way:
Here and in what follows we assume additionally that k (λµν) (αβγ) = 0 if at least one of λ, µ, or ν is negative.
The condition f ∈ Ker ∆ n is equivalent to the system of equations
= 0.
Analyzing these equations, we find the following generators of Ker ∆ n : for a + b + c = n:
for t + l = n:
otherwise;
This set of generators of Ker ∆ n is denoted by K n . In order to investigate Im ∆ n−1 , we consider the analog of (3.1) with n − 1 in place of n. Grouping the summands with coefficients k
we get the following expressions:
It is easily seen that the elements (3.12)-(3.18) form a set of generators of Im ∆ n−1 . Note that if (−1) n+1 = 1 and ρ a = ρ b = ρ c , then the elements (3.12) are zero, and otherwise they are precisely the generators of Ker ∆ n occurring in (3.4). We split the generators (3.13) ((3.14) or (3.15)) into two groups where a > 0 and a = 0 (where b > 0 and b = 0 or c > 0 and c = 0, respectively). In the notation for the generators of the first group, we substitute a + 1 for a (b + 1 for b, or c + 1 for c, respectively). After that, we divide these generators by ρ. Now observe that if (−1) n = 1 and ρ a = ρ b = ρ c , then the resulting elements are equal to zero, and otherwise they are precisely the generators (3.7). In the second group substitute 0, t, l (t, 0, l or t, l, 0, respectively) for a, b, c. Note that if ρ t+1 = ρ l+1 = (−1) n , then the resulting elements are equal to zero, and otherwise they are precisely the generators (3.9).
Finally, consider the generators (3.16) ((3.17) or (3.18), respectively). We split these generators into three groups. 
If (−1) n+1 = 1 and ρ a = ρ b = ρ c , then these elements are equal to zero. On the other hand, there are generators of the form
2) Suppose b > 0, c = 0 (c > 0, a = 0 or a > 0, b = 0, respectively). We substitute t for a and l + 1 for b (t for b and l + 1 for c, or t + 1 for a and l for c, respectively). If b = 0, c > 0 (c = 0, a > 0 or a = 0, b > 0, respectively), we substitute t for a and l + 1 for c (t + 1 for a and l for b, or t + 1 for b and l for c, respectively). Thus, for every t, l such that t + l = n − 2, the generators of the type (3.16)-(3.18) can be represented in the following form: 
3) Suppose b = c = 0 (c = a = 0 or a = b = 0, respectively). Then the elements (3.16)-(3.18) have the form 
The resulting set of generators of Im ∆ n−1 , i.e., the set of the elements (3.4), (3.7), (3.9), (3.19), (3.21), and (3.23), will be denoted by I n . It is easily seen that I n is a subset of K n , and that K n \ I n consists of the following elements:
Remark 3.2. In the sequel, for an n-cocycle x ∈ Ker ∆ n (n ≥ 1), its cohomology class in HH n (R) will often be denoted also by x.
Proof. All elements (3.24)-(3.32) are elements of the standard basis of R M n . Moreover, such elements do not appear in the expansions (in the standard basis) of the elements of I n . Therefore, they are linearly independent.
Next, we calculate dim K HH n (R) for n > 0. Denote
Then, using Proposition 3.2, we get
Now we consider separately several cases; cf. the items of Theorem 2.1.
Proof. Observe that
The condition ρ t+1 = ρ l+1 = (−1) t+l+1 is equivalent to the fact that t + l is odd. Therefore,
is equivalent to the fact that a, b, and c are even. Therefore,
t+l+1 is equivalent to the fact that t and l are even. Therefore,
Substituting this in (3.36), we complete the proof.
Corollary 3.4. Suppose R = R ρ and ρ is of infinite order in the group
Proof. Since ρ is not a root of unity, there are no indices t, l such that
t+l+1 . Therefore, B(n) = 0 for every n.
Substituting these values in (3.36), we complete the proof.
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The values of dim K HH n (R) for the remaining cases are shown in the tables of §7. §4. Yoneda product
For our calculations, the following interpretation of the Yoneda product in
is convenient (cf., e.g., [13] ). Let Q • → R be a minimal Λ-projective resolution. We denote by Ω n (R) the nth syzygy of the module R, i.e., Ω
this is the complex studied in §3. Since Ker ∆ n Hom Λ (Ω n (R), R), for any cocycle
is the projective cover. The sequence
is a minimal Λ-projective resolution of the module Ω n (R). Therefore, the homomorphism f : Ω n (R) → R lifts (uniquely up to homotopy) to a chain map of complexes
The homomorphism ϕ i is called the ith translate of the homomorphism f or of the corresponding cocycle f and is denoted by
. On the other hand, the commutative diagram
; consequently, for us it suffices to know the composition of the translates T 0 ( g) and T t ( f ). a,b,c) denote the Λ-homomorphism of Q m to Q n that takes an element of the direct summand of Q n with index (i, j, k) to the corresponding element of the direct summand of Q m with index (a, b, c) ; all other direct summands of Q n are mapped to zero. We assume that the indices lie in the Abelian group Z 3 , and we can add them accordingly. 
Proof. Obviously, we may put T 0 (f ) = (r ⊗ 1 ) * e (a,b,c)→(0,0,0) . Direct calculations show easily that the squares
are commutative for all t ≥ 1. This concludes the proof.
Therefore, we get the following "multiplication formula". 2, 2) + a 0 (s, 0, 0) + a 1 (0, s, 0) + a 2 (0, 0, s) . The decompositions of (a, b, c) into a sum as indicated are unique.
(I.4) If s is an even number greater than 2, then (5.1) is equivalent to the fact that a + b + c is even and a ≡ b ≡ c (mod s). In its turn, this is equivalent to the existence of
Proof. We prove only the second equivalence in (I.3), because the other equivalences are quite simple. So, suppose that char K = 2, s is an odd number exceeding 1, and a, b, c ∈ N 0 are such that a + b + c is even and a ≡ b ≡ c (mod s). We prove (5.2). Let a = 2sa 0 + w 0 , b = 2sa 1 + w 1 , and c = 2sa 2 + w 2 , where a i , w i ∈ N 0 , 0 ≤ w i ≤ 2s − 1 (i = 0, 1, 2). Let k be the integral part of min{w 0 , w 1 , w 2 }/2. Observe that min{w 0 − 2k, w 1 − 2k, w 2 − 2k} is equal to zero or to one, these three numbers are congruent modulo s, and their sum is even. Therefore, the triple (w 0 − 2k, w 1 − 2k, w 2 − 2k) is a permutation of one of the following triples: (0, 0, 0), (0, s, s), (1, 1, s + 1). It is easy to realize that the number k as above satisfies conditions (1)-(3). Now we prove the uniqueness of a decomposition as in (5.2). Suppose we have a decomposition satisfying the conditions indicated. Then a − 2sa 0 does not exceed the sum of 2k and one of the numbers 0, s, or s + 1; also, k does not exceed s − 1, s , or s − 1, respectively. Therefore, a − 2sa 0 < 2s and similarly b − 2sa 1 < 2s and c − 2sa 2 < 2s. Consequently, the a i are uniquely determined, being the integral parts of the result of division by 2s. Since min{a − 2sa 0 , b − 2sa 1 , c − 2sa 2 } is equal to 2k or to 2k + 1, the number k is uniquely determined. Therefore, the remainder (a − 2sa 0 − 2k, b − 2sa 1 − 2k, c − 2sa 2 − 2k) is also uniquely determined.
Lemma 5.2. Suppose K is a field and ρ ∈ K
* . Let s be the (multiplicative) order of ρ in K * , and let t, l ∈ N 0 . Consider the following condition on t, l:
3) is equivalent to the fact that t + l is odd. In its turn, this is equivalent to the existence of a 1 , a 2 ∈ N 0 such that
where θ is (1, 0) or (0, 1).
(I.2) If s = 2, then (5.3) is equivalent to the fact that t and l are even. In its turn, this is equivalent to the existence of a 1 , a 2 ∈ N 0 such that (t, l) = a 1 (2, 0) + a 2 (0, 2). 
(I.3) If s is an odd number greater than 1, then (5.3) is equivalent to the fact that t + l is odd and t ≡ l ≡ −1 (mod s). In its turn, this is equivalent to the existence of
(t, l) = a 1 (1, 0) + a 2 (0, 1). (II.2) If 1 < s < ∞, then (5.3
) is equivalent to the fact that t ≡ l ≡ −1 (mod s). In its turn, this is equivalent to the existence of a
The decompositions of (t, l) into a sum as indicated are unique.
Proof. These statements are obvious.
Remark 5.1. In fact, we shall need decompositions of the triples (0, t, l), (t, 0, l), and (t, l, 0). However, the decompositions obtained for (t, l) will remain valid for such triples if we add the zero component.
Suppose R = R ρ and s is the order of ρ in K * . We proceed to describing generators and relations in the algebra HH * (R). We consider several cases separately; see the items in Theorem 2.1. Only cases (I.3) and (I.5) will be treated in detail. The proofs for the others cases are similar; we leave them to the reader.
(I.3) Suppose char K = 2 and s = 2s + 1, where s ∈ N. Consider the elements of HH 0 (R) given by
the elements of HH 1 (R) given by 
Then, as a K-algebra, HH * (R) is generated by the set Y 3 .
Proof. By Proposition 3.1, we have HH
. We fix n > 0 and show how the elements of the K-basis HH n (R) (see (3.24)-(3.32)) are expressed, by using multiplication only, in terms of the elements of the set Y 3 .
By Lemma 5.1(I.3), there exist k, a j ∈ N 0 , j = 0, 1, 2, and, possibly, some i ∈ {0, 1, 2} such that
The following generators also come from elements of Y 3 :
By Lemma 5.2(I.3) (see also Remark 5.1), there exist a j ∈ N 0 , j = 0, 1, 2, such that
Suppose that n is even, and let a j ∈ N 0 , j = 0, 1, 2, and m with 1 ≤ m ≤ s − 1 be such that n = 2(a j s + m). Then
On the other hand, if n = 2a j s, then
Finally, for odd n we have 
(5.10)
(5.12) §6. Isomorphism of algebras As usual, s is the order of ρ in K * . Suppose char K = 2. If s is an odd number greater than 1, then, by Theorem 5.3 and Proposition 5.4, there exists a surjective homomorphism ϕ : A 3 → HH * (R ρ ) of graded Kalgebras that takes the generators in the set X 3 (see (2.9)) to the corresponding generators in Y 3 (see (5.4) ). Not hesitating about ambiguity, we use the same letters to denote elements of both sets that correspond to each other. In the same way, we construct surjective homomorphisms of graded algebras 
Proof. We prove (6.1) only in the case where char K = 2 and s = 2s + 1 for s ∈ N, i.e., in the case of A = A 3 . The remaining cases are treated similarly. By Proposition 3.1, we have HH
In what follows we fix n ≥ 1. The (nonzero) images of the monomials in K X 3 under the canonical epimorphism K X 3 → A 3 will also be called monomials. Any element of A 3 can be represented as a linear combination of monomials (with coefficients in K).
We say that the following monomials in A 3 are canonical (here i, j ∈ {0, 1, 2} and
i+2 ; (6.9)
By (2.10), it follows that our nonzero monomial a does not contain h (a = h because n ≥ 1) and contains at most one element of h i and z for some i ∈ {0, 1, 2} and 1 ≤ m ≤ s − 1, m = s , then a can only contain y i and powers of p i . Therefore, up to a multiplicative constant, a is equal to a canonical monomial of the form (6.5) or (6.8) . Now suppose that a contains neither
Using several steps of the type (6.11), we reduce the sum of the exponents of q i and r i to 0 or 1. Then we use (6.12) to reduce the exponent of p to a quantity not exceeding s − 1; if a contains q i for some i ∈ {0, 1, 2}, then we reduce the exponent of p to a quantity not exceeding s ; if a contains r i , then we reduce the exponent of p to a quantity not exceeding s − 1. The resulting monomial a contains at most one of the q i or r i , and the exponent of p is not greater than s − 1; moreover, this exponent is at most s if a q i occurs, and this exponent is at most s − 1 if an r i occurs. If a contains p, p i , q i , or r i only, then we obtain a canonical monomial of the form (6.2). Now consider the following cases.
1) The resulting monomial a contains z
for some i ∈ {0, 1, 2}. By (2.10), a contains at most one element among y j , t j , l j , j ∈ {0, 1, 2}. If it contains t i or l i , then, using (6.18), we obtain a canonical monomial of the form (6.10). Now, if a contains at least one of the elements p, q i , r i , r i+1 , or r i+2 (p i+1 , p i+2 , q i+1 , or q i+2 , respectively), then we can use (6.16) (or (6.17), respectively) to obtain a monomial free of z . Such monomials will be considered in item 2) below. If a contains none of the elements p, p j , q j , r j , j ∈ {0, 1, 2}, then we arrive at a canonical monomial of the form (6.5) or (6.8) with m = s .
2) Suppose a contains no z (m) i
for i = 0, 1, 2 and 1 ≤ m ≤ s − 1. If, moreover, no elements t i and l i , i = 0, 1, 2, occur, then we already have a canonical monomial of the form (6.4), (6.7), or (6.10). On the other hand, if a contains at least two t's or l's (with some indices), then, using the reduction (6.15) (and additionally (6.13) if there are three such elements, e.g., t 0 l 1 t 2 ), we obtain a monomial of the form (6.7) or (6.10). If a contains only one element of the type t i or l i , then either we already have a canonical monomial of the form (6.3), (6.6), or (6.9); or, if a contains q i , we obtain a canonical monomial of the same form (6.3), (6.6), or (6.9) after using (6.14); or, if we have at least one element among p, p i , q i+1 , q i+2 , r i , r i+1 , or r i+2 , we can use (6.13) to obtain a monomial of the form (6.4), (6.7), or (6.10).
Thus we have shown how an arbitrary monomial can be reduced to a canonical one.
. Therefore it suffices to prove that
denote the number of the canonical monomials in A k that have the form (6.2), . . . , (6.10) , respectively, and let h
k be the number of the additive generators of HH k (R) that have the form (3.24), . . . , (3.32), respectively. The decomposition (5.2) (see Lemma 5.1(I.3)) induces a one-to-one correspondence between the monomials of the form (6.2) of degree n and the elements of HH n (R) of the form (3.24). Thus, d
(1)
m . By Lemma 5.2(I.3) (and Remark 5.1), we have d
n (we assume that d
n , d (6) n = 3d
n , provided we assume that d
n , we arrive at (6.19). §7. Tables: Dimension of HH n (R)
In this section we present the results of calculating dim K HH n (R ρ ) for n > 0 in the cases where ρ has a finite order greater than 2 if char K = 2, or ρ has a finite order greater than 1 if char K = 2.
Let n ∈ N. We introduce and calculate the following auxiliary quantities:
Suppose 3 does not divide s. Then:
, where n = 3m and m = as
otherwise, where n − s = 3m and m = as n obtained above, we arrive at the following formulas for dim K HH n (R). The proof is somewhat bulky, and we omit it. Table 1 , where 2m = 2[ Table 2 , where 2m = 2[ Table 3 , where 2m = 2[ Table 4 , where 2m = 2[ Table 5 , where 2m = 2[ Table 6 , where 2m = 2[
, and x = 3a. Table 2 .
Proposition 7.4. Let R = R ρ , and let s be the order of ρ in K * . Suppose char K = 2 and s ∈ N \ {1}. Table 7 , where m = [ Table 8 , where m = [ Table 9 , where m = [ n Table 3 . Table 5 . Table 8 . 
