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ABSTRACT 
 
Power systems are protected by numerical relays that detect and isolate faults 
that may occur on power systems. The correct operation of the relay is very important 
to maintain the security of the power system. 
Numerical relays that use voltage measurements from the power system 
provided by coupling capacitor voltage transformers (CCVT) have sometimes difficulty 
in correctly identifying a fault in the protected area. The fundamental frequency voltage 
phasor resulting from these CCVT measurements may result in a deviation from the 
true value and therefore may locate this phasor temporarily in the incorrect operating 
region. This phasor deviation is due to the CCVT behavior and the CCVT introduces 
spurious decaying and oscillating transient signal components on top of the original 
voltage received from the power system in response to sudden voltage changes 
produced during faults. Most of the existing methods for estimating the voltage phasor 
do not take advantage of the knowledge of the CCVT behavior that can be obtained 
from its design parameters. 
A new least squares error method for phasor estimation is presented in this 
thesis, which improves the accuracy and speed of convergence of the phasors obtained, 
using the knowledge of the CCVT behavior. The characteristics of the transient signal 
components introduced by the CCVT, such as frequencies and time constants of decay, 
are included in the description of the curve to be fitted, which is required in a least 
squares fitting technique. Parameters such as window size and sampling rate for 
optimum results are discussed. 
The method proposed is evaluated using typical power systems, with results that 
can be compared to the response if an ideal potential transformer (PT) were used 
instead of a CCVT. The limitations of this method are found in some specific power 
system scenarios, where the natural frequencies of the power system are close to that of 
the CCVT, but with longer time constants. The accuracy with which the CCVT 
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parameters are known is also assessed, with results that show little impact compared to 
the improvements achievable. 
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1. INTRODUCTION 
 
 
1.1  POWER SYSTEM PROTECTION 
 
1.1.1  Power Systems 
 
Power systems are electrical energy networks that interconnect energy sources 
with energy users, typically covering large geographical areas. The main functions 
performed in a power system are: transform the energy from different sources to 
electrical form, transport the electrical energy to different locations and deliver the 
electrical energy to the final users. 
 
To perform the different functions, a power system includes several 
components: 1) generators, that convert energy to electrical form; 2) power lines, that 
transport the electrical energy to wherever it is needed; 3) power transformers, that 
reduce or elevate from, or to, the higher voltages used in a power system and the lower 
voltages required by the final users; and 4) loads, that convert the energy to the required 
form for usage. The loads are the final users, such as houses, buildings, hospitals, 
industry, etc. 
 
1.1.2  Prevention and Protection Against Faults 
 
Fault prevention minimizes the possibility of a fault in a power system 
component by using proper design and construction techniques. Not all faults can be 
prevented, however, due to cost limitations [30,39]. 
 
Fault protection minimizes the consequences of the faults that occur by quickly 
isolating the affected component. The protection methodologies provide coverage for 
most faults, including those not preventable. This coverage is limited by the sensitivity 
of the protection used. 
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1.1.3  Fault and Isolation 
 
1.1.3.1  Fault:  A fault can be defined as an undesired abnormal disturbance in 
the power system and/or its components [39,43]. Faults may cause a negative impact, 
such as damage to equipments, instability of the network, etc. One of the most typical 
faults is the short circuit. 
 
A fault is caused often by a dielectric insulation breakdown, producing a short 
circuit. In a power line, the dielectric is air typically; therefore, once the fault is cleared, 
the insulation recovers and the system can be brought back quickly to service. The fault 
in this case is temporary. On the other side, in an electrical machine, the dielectric is 
made of other materials that get damaged by a fault condition, needing replacement and 
keeping the machine out from service. The fault is “permanent”, i.e. waiting for repair. 
 
Other fault causes are abnormal operating conditions of equipments. Examples 
of these are: overheating associated with overload or overvoltage or other reasons, 
overspeed in rotating machines, etc. 
 
1.1.3.2  Isolation:  Figure 1.1 shows the main elements involved in the process 
of isolating a fault. Two steps are involved in this process: fault detection and fault 
isolation.  
 
 
 
 
 
 
 
 
Figure 1.1 Detection and isolation of a fault 
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The fault detection is the process of identifying the presence of a fault in the 
protected area. To perform this identification, the currents and voltages during faults 
and normal conditions should be already known, these quantities that show the power 
system behavior are obtained from power system studies. 
 
The desired current and voltages are calculated in these power system studies, 
by solving the network for different fault conditions [35,38,39,44]. The results of these 
studies define the protective relay settings, i.e. the limits, thresholds or boundaries used 
to identify a fault from a normal condition. 
 
Two elements are involved in the task of fault detection: 1) current transformers 
(CT) or voltage/potential transformers (VT or PT) and 2) protective relay. The CTs and 
PTs [39,43,46,47] perform several functions: 1) interface the high primary voltage of 
the power system with the low secondary voltage of substation equipments, 2) scale 
down currents or voltages from the power system before they are measured, 3) 
electrically isolate the substation equipment from the power system, and 4) normalize 
the secondary currents and voltages. 
 
The protective relays receive the secondary current and voltage signals from the 
CTs and PTs and measure them. These relays decide if the current and voltage 
characteristics correspond to a fault in the protected area, using the relay settings for 
this purpose. When a decision to operate is made, the command to isolate the fault is 
issued, via a trip contact output. 
 
The fault isolation, performed once a fault is detected, is the process of 
disconnecting power to the area closest to the fault location. The protection areas in a 
power system are typically separated by breakers; these areas are sometimes called as 
zones [30,38,44]. The objective of the fault isolation is to open the minimum number of 
breakers that achieve this purpose. 
 
The breaker [39,45] is a high voltage device that performs the isolation of a 
fault, interrupting the desired circuit at the command of the protective relay. This 
command comes in the form of a contact closure that energizes the trip coil of the 
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breaker, i.e. operates the breaker to the open position. Sometimes, automatic 
energization of the faulted power circuit is attempted, because a high percentage of 
faults in power lines are temporary. This re-energization command is received from the 
appropriate relay in the close coil of the breaker, and this automatic energization is 
called “reclose”. The trip and reclose operations are, however, not very frequent; 
because the breakers are more typically opened or closed as part of normal operations. 
 
A special case of protective device is the fuse. The fuse [39,46] integrates two 
functions in one: detection and isolation. The detection follows certain desired thermal 
limit response curve that covers the protected power system component. The isolation 
occurs when the limit is exceeded and the detection element in the fuse is destroyed, 
interrupting the circuit protected. In addition to this advantage of integrating two 
functions, the fuse is typically less expensive than the combination of relay, CT/PT and 
breaker. The disadvantage is that a fuse needs replacement after a protective operation, 
and requires the intervention of maintenance personnel before the circuit is re-
energized. 
 
1.1.4  Incorrect Operation 
 
1.1.4.1  Implications: Two kinds of undesired incorrect operation [16,45] are 
known: operate when not required, and not operate when required. The operation of a 
relay when it is not required causes a circuit to be disconnected unnecessarily, and has 
several implications: 1) economic and service impact, by removing energy supply to 
some area or customer; 2) may cause or increase the instability of a system, by 
removing a needed energy link; and 3) raises concern on the existence of a fault in that 
area, requiring maintenance personnel intervention for verification. 
 
The non-operation of a relay when required, typically known as a failure to 
operate, also has several implications: 1) may cause damage to some equipments, 2) 
increases the area to be disconnected from power supply by requiring that breakers in 
adjacent zones to open, 3) increases the time to disconnect by activating backup 
protection (typically time delayed for coordination) from adjacent zones that also cover 
the affected area; 4) has increased economic impact, because the area disconnected is 
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larger; and 5) reduce the stability of the system, due to energy imbalance occurring 
during the faulted condition. 
 
1.1.4.2  Risk:  In general, the chances for incorrect operation are much more 
than for correct operation. Normal disturbances are experienced frequently by the 
power system, examples of these are: 1) connection or disconnection of lines, loads or 
generation; 2) energization of equipments such as transformers or motors, the current 
levels produced sometimes are similar to some faults; 3) switching of reactive 
compensation such as shunt capacitors or reactors banks; 4) temporary overload; and 5) 
stable power swings. External faults are also another risk factor to be considered, 
because they may be more difficult to discriminate than a normal power system 
operating condition. Another risk factor of incorrect operation is the failure of any of 
the equipments involved in the protection function: the relay, the breaker or the CTs or 
PTs. 
 
1.1.5  Protection Requirements  
 
A protection system should satisfy the following general requirements for a 
correct performance [4,6,30,38,44]. 
 
Selectivity:  The selectivity is the capability to discriminate between faults 
inside the protected area and other faults or disturbances. This requirement is important 
to ensure that the minimum area is isolated for any fault condition. 
 
Sensitivity:  The sensitivity is the capability to discriminate between a fault and 
normal conditions, although the difference between these two conditions is small. This 
requirement is important to ensure the correct operation for faults under many different 
power system scenarios which can bring fault and normal conditions closer to each 
other. 
 
Speed: The speed is the time elapsed from the fault initiation until its detection 
and isolation. This requirement is important to minimize the impact of a fault in the 
power system or its equipments. 
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Reliability:  The reliability of a protection system is the degree of certainty that 
it will work correctly. This requirement depends on two factors: dependability and 
security. The dependability is the ability of a relay to operate correctly when required. 
This factor is important because a lack of it means not to operate when required, which 
is explained in section 1.1.4.1. The security is the ability of a relay of never operating 
incorrectly. This factor is also important because the lack of it means to operate when 
not required, which is also explained in section 1.1.4.1. 
 
1.1.6  CT and PT Considerations  
 
The quality of the scaled down currents and voltages depends on several 
performance characteristics, such as: accuracy, linearity, frequency response and range. 
The accuracy specifies the amount of deviation from the ideal response at certain 
desired condition. The linearity measures the deviation from an ideally proportional 
response. The frequency response indicates the gain or attenuation as well as the angle 
shift introduced to each individual frequency component of the input when producing 
the output. The range specifies the maximum and minimum limits where these 
performance parameters are applicable. 
 
1.1.6.1  CT:  The CT is a special power transformer that uses the balance of 
ampere-turns to achieve the scaling down of currents. This balance implies ideally that 
NP * IP = NS * IS, where NP, NS are number of turns in primary and secondary 
respectively, and IP, IS are primary and secondary currents respectively. In the real 
implementation this balance is broken by the presence of a small magnetizing current, 
that produces the magnetic flux required, and is obtained from the primary side. 
Therefore, the accuracy of a CT is a function of the amount of magnetizing current, 
which in normal operation is relatively small compared to the current to be measured.  
 
One of the problems that is most concerning with the use of CTs is the 
saturation of the magnetic core due to the non-linear magnetic characteristic of the core. 
This saturation occurs when the flux increases beyond the linear range of the magnetic 
material, and is characterized by a significant increase on the magnetizing current. 
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The saturation of the CT core can be produced due to the following reasons: a) 
significant secondary voltage and b) DC component in the current measured. A 
significant secondary voltage is equivalent to a high magnetic flux that may enter the 
non-linear region of the magnetic characteristic. This significant voltage is obtained 
when the product of the current and the burden impedance results in a high value, such 
as during high current fault conditions. The effect of a DC component of current on a 
CT can be understood by reviewing the effect of a pure DC signal applied to a power 
transformer. A DC current produces a magnetic flux constant in time, which does not 
induce any voltage; therefore no secondary current is produced. The DC current applied 
becomes completely a magnetizing current, because no balancing ampere-turns are 
produced in the secondary to compensate. This DC component is of concern in cases 
where the power system location is very inductive presenting a long time constant of 
decay for this component. This kind of saturation may be experienced even with low 
current fault conditions. 
 
1.1.6.2  PT:  The PT is a magnetic transformer that uses the ratio of turns 
between primary and secondary windings to scale down voltages. The magnetic flux 
that links both windings produces voltages on each that are proportional to the number 
of turns, which means ideally that K * NP * Φ = VP and K * NS * Φ = VS, where K is a 
design constant, NP, NS are primary and secondary turn ratios respectively, VP, VS are 
primary and secondary voltages respectively, Φ is the flux linking both windings. In the 
real implementation, these voltages are slightly modified by the voltage drop in the 
leakage inductances of each winding. The accuracy of a PT is then a function of the 
voltage drop on these inductances, which is relatively low compared to the voltage 
measured. 
 
No significant problems are experienced with a PT i.e. the quality of the scaled 
down voltage is good in most cases, even during fault conditions. The only concern is 
perhaps the cost, which is a function of the level of insulation required with very high 
voltages. 
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1.1.6.3  Coupling Capacitor Voltage Transformer (CCVT):  The CCVT 
scales down voltage using a circuit more complex than that of a conventional PT. The 
CCVT consists basically of a capacitive divider, a series inductance and an 
intermediate PT. The accuracy in this case is a function of several parameters. The 
main reason to use a CCVT is the lower cost compared to an equivalent PT, because of 
the lower insulation level required in the intermediate PT. A more complete description 
is provided later in Chapter 3. 
 
One of the most severe problems experienced with a CCVT is the response 
during fault conditions. This response includes transient components not present in the 
input signal that are introduced by the CCVT. These components are produced by the 
interaction of the capacitors, series inductance, burden connected and other internal 
CCVT circuits. This interaction is characterized by natural oscillating frequencies that 
are obtained by sudden changes in the voltage input signal. 
 
1.2  OBJECTIVE OF THE THESIS 
 
The protective relays that use voltage measurements have difficulties in their 
operation due to the coupling capacitor kind of voltage transformer (CCVT). The 
CCVT response under transient conditions may cause the incorrect operation of these 
relays. These protective relays use typically a fundamental frequency voltage phasor 
obtained from the CCVT output signal to identify the fault condition. A significant 
deviation from the true value is produced in the resulting phasor, because of distortions 
introduced by the CCVT in the voltage signal. This deviation, i.e. phasor error, may 
locate the phasor outside the correct operating region, thus an incorrect operation 
decision results. 
 
The purpose of this thesis is to reduce the impact of CCVT transients on 
protective relaying applications. For that, a method is developed to improve the 
accuracy and speed of the voltage phasor estimation. The results of the method are then 
verified to evaluate the advantages and limitations under realistic scenarios. 
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1.3  OUTLINE OF THE THESIS 
 
Chapter 1 provides a basic background in power system protection. The fault 
and its isolation process are described. The implications of an incorrect operation of the 
protection are listed. The main requirements to provide adequate protection are 
explained. The objective and outline of the thesis are presented. 
 
In Chapter 2, the numerical relays are described. The main functional elements 
involved in this type of relays, from the measurement inputs to the decision outputs are 
described. Particular attention is paid to the fault detection components, i.e. the phasor 
estimation and the protective function. The Discrete Fourier Transform and the Least 
Squares Error methods applied to phasor estimation are developed in this thesis. The 
most common protective functions are explained, indicating the basic protection 
problems they can solve. 
 
Chapter 3 is dedicated to the characteristics of the CCVT. The CCVT response 
in the frequency and time domain is investigated, indicating the factors that influence 
these responses. Methods and considerations for modeling the CCVT are described, 
such as Laplace Transfer Function and Electromagnetic Transients Program (EMTP). 
 
Chapter 4 identifies the impact of CCVT on protective relays. The error 
introduced in the voltage phasor estimated by the CCVT distortion is identified as 
magnitude and angle deviations from the true values. The impact of these errors in 
different protective principles is analyzed, identifying the risks of incorrect operation. 
Some techniques in use that intend to overcome the CCVT impact are also described. 
 
The method proposed to overcome the CCVT impact is presented in Chapter 5. 
This method reduces the error introduced in the voltage phasor estimation using a least 
squares error approach. The basic difficulty of traditional estimation methods to obtain 
a reliable voltage phasor is stated. The idea of the improvement over traditional 
methods is presented. The theoretical development of the proposed method is 
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In Chapter 6, the performance of the proposed phasor estimation method is 
evaluated. Several simulations of faults are performed using realistic models of power 
systems. Cases that show the improvements achieved are illustrated. Other special 
cases where the method presents limitations are also illustrated and explained. The 
sensitivity of the proposed method to the CCVT parameters is also studied. 
 
Chapter 7 provides a summary and conclusions to this thesis, and is followed by 
a list of references. 
 
1.4  THESIS CONTRIBUTION 
 
The primary contributions of this thesis are: 
 
1) A new phasor estimation method using least error squares technique is proposed 
that minimizes the error caused by the CCVT (Chapter 5). The method improves 
the accuracy and speed of the phasor estimated by using the information available 
of CCVT parameters and characteristics (Chapter 3). 
2) The performance of the proposed method is evaluated under real fault scenarios to 
identify advantages and limitations (Chapter 6). Significant improvements are 
observed in many cases (Chapter 6). The limitations of the method are also seen in 
certain cases (Chapter 6). 
3) The practicality of the proposed method is validated by doing a sensitivity study on 
the method due to inaccuracies in CCVT parameters. It is found that the proposed 
method has a low sensitivity to CCVT parameter inaccuracies (Chapter 6). 
 
1.5  SUMMARY 
 
This chapter provides an overview on power system protection concepts. The 
role and importance of protection in a power system is explained. The faults and its 
isolation are described. The implications and risk of incorrect operations are listed. The 
main requirements to provide adequate protection to the power systems are introduced. 
The objective of the proposed research and thesis contributions are listed. 
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2. NUMERICAL RELAYS 
 
 
2.1  INTRODUCTION 
 
The power system protection requirements and concepts explained in the 
previous chapter are implemented in the numerical relays. These relays issue a 
command signal to isolate the protected circuit as soon as a fault in that area is 
detected. The numerical relays got this name, i.e. numerical, because they perform 
calculations with numbers for the decision of a protective operation; this is possible by 
the use of microprocessor based architectures. These relays typically perform many 
other useful functions in addition to the protective functions. 
 
In this chapter the numerical relay is described. The basic components 
necessary to perform the protective functions are explained starting from the inputs to 
the relay received from the power system, down to the outputs from the relay that issue 
command signals for the protective operations. The two most important functions in the 
fault detection process are described in detail: the phasor estimation and the protective 
functions. Two phasor estimation methods are presented: one based on the Discrete 
Fourier Transform and the other based on the Least Squares Error technique. 
 
2.2  BASIC RELAY COMPONENTS 
 
The numerical relays consist mostly of few basic components [11,21,33,48]: 
 
- Current (CT) / voltage (PT) inputs 
- Contact inputs 
- Fault detection element 
- Contact outputs 
- Target or alarm indicator 
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Figure 2.1 Numerical Relay Components and Functions 
 
An overall picture of the different components of a numerical protective relay 
and the relationships between them is given in Figure 2.1. Each of the components and 
functions of this figure are described in this chapter. 
 
2.2.1  CT / PT Inputs 
 
These inputs receive the currents and voltages from the CTs and PTs, 
respectively. The CT and PT types of input are important because they allow the 
instantaneous measurement of the currents and voltages required by the fault detection 
functions. The number and type of these inputs depend on the kind of relay application 
being considered. 
 
The CT and PT inputs need to satisfy certain performance requirements to 
ensure a quality on the measurement. The basic requirements are linearity, accuracy 
and frequency response bandwidth. These requirements should be below the desired 
tolerances in the current or voltage range selected. 
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Three main stages can be recognized in the CT/PT inputs: CT/PT input 
transformers, anti-aliasing filter and sampling process. 
 
The CT input transformer performs three main functions: scales down the 
current received, provides electrical isolation to internal circuits and converts the 
current to an internal voltage signal. The main characteristics of this type of input are: 
1) rated AC input of 5A or 1A rms, and 2) range of around 40 times the peak of the 
rated, this peak corresponds to the maximum internal voltage range. A typical 
implementation consists of a small transformer that scales down the current with a 
burden resistor connected that converts the current output to a voltage signal. 
 
The PT input transformer performs two main functions: scales down the voltage 
received to an internal voltage signal and provides electrical isolation to internal 
circuits. The main characteristics of this type of input are: 1) rated AC input of 
100/1.732 V to 120/1.732 V rms for phase to ground or 100 V to 120 V rms for phase 
to phase, and 2) range of around 3 times the peak of the rated, this peak corresponds to 
the maximum internal voltage range used. A typical implementation consists of a small 
transformer that scales down the voltage received. 
 
The anti-aliasing is an analog filter [11,20,21,32,33] that conditions the voltage 
signals received from the CT and PT input transformers before these signals are 
measured by the sampling process. This conditioning overcomes a limitation in the 
sampling due to the misinterpretation of the frequency components, contained in the 
signal, that are above half of the sampling frequency. This step is necessary because 
these voltage signals received contain a wide range of frequencies. The method used to 
resolve this problem is the removal of frequencies above half of the sampling frequency 
using one anti-aliasing analog filter on each signal before the sampling is performed. 
 
The sampling process receives the conditioned voltage signals from the anti-
aliasing filter and delivers periodically samples in numerical form to the fault detection 
function. The sampling is the process of taking instantaneous measurements of each of 
the signals received at discrete points in time; these measurements are the samples. The 
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sampling frequency FS defines the time period ∆t between samples, by the following 
relationship FS = 1/∆t. The sampling frequency is fixed or variable depending on the 
requirements of the application. A typical implementation of the sampling process 
requires an analog to digital (A/D) converter and commonly also sample and hold with 
multiplexing circuits to handle multiple analog channels. Before the samples can be 
used by the fault detection functions, they need to be properly scaled and corrected. The 
scaling takes into account all previous scaling applied to the signal since it was 
originally received in the CT or PT inputs. The correction takes into account the 
calibration needed to obtain the desired accuracy and to compensate for component 
tolerances. 
 
2.2.2  Contact Inputs 
 
These inputs receive the status of external contacts and deliver that information 
periodically in the form of digital bits to the fault detection function. The update period 
for this status information depends on the time resolution desired; this is typically of the 
order of one millisecond. Examples of these inputs are: 1) breaker position, open or 
closed, 2) permission from a remote substation, active or inactive, and 3) others. 
 
2.2.3  Fault Detection Function 
 
The fault detection function receives the samples from the sampling process and 
the status of contact inputs; and decides the appropriate protective operation. This 
function consists of two main components: phasor estimation and protection function. 
The phasor estimation uses the most recent time window of samples to calculate the 
fundamental frequency component of each analog channel, i.e. CTs and PTs, in the 
form of phasors. The protection function takes the phasors estimated and contact input 
status to identify the presence of a fault in the protected area. If a fault is identified, a 
trip decision is made so that the high voltage breaker interrupts the fault currents and 
isolates the faulted circuit. The fault detection function is typically implemented in a 
software program that runs on a microprocessor platform. 
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2.2.4  Contact Outputs 
 
These outputs receive commands from the fault detection function and execute 
them by closing or opening the required contacts. A trip command is executed by 
closing the contact that energizes the trip coil of the breaker, so that interruption of the 
protected circuit is initiated. Once the breaker opens the fault is isolated. The 
implementation of the contact outputs is typically with small relays that open or close 
their contacts at the command of the microprocessor that runs the protection functions. 
 
2.2.5  Relay Target 
 
Traditionally, protective relays have given a visual indication that there has 
been a tripping operation. This indicative or flag, also called “target message”, remains 
active until a resetting command is received; this command can be the pushing of a 
button or a remote reset received via communications. A typical implementation of the 
target uses LEDs or an alphanumeric display for this purpose.  
 
2.3  ADDITIONAL FUNCTIONS 
 
The use of microprocessors has the advantage of including different elements 
that are part of this architecture [25], such as memory storage, communication 
capability, and programmability among others. The most noticeable additional 
functions available in numerical relays are: recording, communication and self-test. 
 
2.3.1  Recording 
 
Recording is, in protective relaying, the automatic storage in memory of certain 
important information. The information saved is available for posterior analysis of fault 
operations or other kind of disturbances of interest. The most important types of 
information recorded in a numerical relay are: events, oscillographies and fault reports. 
 
The events are changes in the state of variables. These variables have typically 
two states, active or inactive, but in some cases few more states are used. Examples of 
these variables are: status of contact inputs or outputs, internal “flag” bits generated by 
the protection functions, and others. A change of state is recorded with a time stamp 
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that locates the event in time with respect to others. The resolution of the time stamp in 
relaying applications is typically of the order of one or two milliseconds. 
 
The oscillographies are a way to record a time window of analog samples as 
well as digital flags. The recording of pre-fault and fault time windows during a 
protective operation is the most important use of oscillographies. The time zero in this 
kind of recording is defined by the trigger signal, the pre-fault is located before and the 
fault is located after this trigger time. 
 
A fault report is generated typically after every protective operation of the relay. 
This report contains important information, such as: prefault currents and voltages, 
fault currents and voltages, operating time, protective function that operated, and 
others. 
 
2.3.2  Communication 
 
The numerical relays offer the possibility of communicating with other devices. 
One of the most important uses of communication in relaying has been the relay 
maintenance. The sending or retrieval of configuration settings, retrieval of recordings, 
upgrading of firmware, are among the most important relay maintenance procedures. 
Another important use of communication is to integrate the numerical relays as part of 
a supervisory control and data acquisition (SCADA) system. The sending of alarms, 
events and analog measurements are among the most typical information needed in 
SCADA applications. 
 
2.3.3  Self-Test 
 
The self-test, also called auto-diagnostic, intends to identify a failure in the relay 
before it is required to operate. There are basically two kinds of self-test: hardware and 
software. 
 
The hardware self-test, checks the integrity of the relay from the point of view 
of component failure. Every relay design is distinct and no generic rule of what to be 
checked is available, so common sense should be exercised. Examples of hardware 
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self-test are: check of the redundancy in the dual paths that link the contact inputs 
and/or outputs with the microprocessor, check that the level of analog reference voltage 
remains constant, check that the power supply is working, and others. 
 
The software self-test, checks the integrity of the relay from the point of view of 
a software failure, i.e. a “bug” for instance. Examples of software self-test are: check 
that the software is “alive” using a hardware watchdog timer, check for memory 
corruption of certain key areas, check for stack memory overflow, and others. 
 
A contact output is typically designated as the critical alarm contact. This 
contact notifies an external alarm system about the failure of the numerical relay. 
 
2.4  PHASOR ESTIMATION 
 
In the phasor estimation process, the desired frequency component of the signal 
received is converted to a representative phasor. This process is called estimation 
because the true value of the desired component is not known upfront; the quality of the 
phasor estimated depends on the method used. 
 
Typically, the phasor estimation processes a time window of data to obtain the 
desired phasor using the method selected. The data window is continuously updated 
including newer samples and discarding older samples, the phasor estimation is 
performed for every new data window to obtain updated phasors [20].  
 
Two phasor estimation methods are presented here: Discrete Fourier Transform 
(DFT) and Least Squares Error. The angle normalization applied sometimes to the 
resulting phasors estimated is also presented. 
 
An example for a fixed data window size of N = 8 samples is shown in Figure 
2.2. The distance between samples in the time scale is the sampling period ∆t. The 
sampling frequency is FS = 1/∆t. 
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Figure 2.2 Phasor estimation process 
 
2.4.1  Discrete Fourier Transform (DFT) Method 
 
Two concepts are required to understand the physical meaning of this method: 
the Discrete Fourier Series and the Discrete Fourier Transform. This method uses the 
capability of the Discrete Fourier Series to represent a given set of sample 
measurements. The cosine and sine coefficients for the desired harmonic component of 
this Fourier series are calculated, using some properties of the DFT. The result of the 
phasor estimation applied to a typical signal, i.e. the time response of the method, is 
illustrated. The frequency response characteristic of the DFT method presented is also 
discussed. 
 
2.4.1.1  The Discrete Fourier Transform (DFT): The DFT is a transform that 
converts a sequence of time samples to another sequence of frequency samples. The 
sampling period ∆t in the time domain is the inverse of the sampling rate FS = 1 / ∆t. FS 
corresponds to the length of the sequence of frequency samples, i.e. FS = N∆f , where 
the sampling period ∆f in the frequency domain is the fundamental frequency of the 
DFT, defined by the length of the set of time samples T = N∆t, i.e. ∆f  = 1 / T . 
 
The DFT of a given set of real number time samples x(n), n = 0,1,…,N-1; with 
N even; is defined as [32]: 
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The number of frequency samples X(k) is the same as the time samples x(n), 
however only half of the frequency samples are relevant. The index k indicates the 
multiple of fundamental frequency, also called harmonic number, from zero up to N / 2, 
the remaining index values above N / 2 have the following relationship, 
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Where X(k)* is the conjugate of X(k). The Inverse DFT (IDFT) of a given set of 
frequency samples X(k), k = 0,1,…,N-1; is defined [32] as: 
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The IDFT performs the conversion from a sequence of frequency samples to a 
sequence of time samples. If the DFT of certain time sequence is known, the original 
time sequence can be obtained using the reverse conversion provided by the IDFT. 
 
2.4.1.2  The Discrete Fourier Series: The Discrete Fourier Series [32] can be 
obtained by rewriting the IDFT from Equation 2.3 as follows: 
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Substituting (N-k) instead of k in the second sum of the Equation 2.4, gives, 
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Rearranging the Equation 2.5, gives, 
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Simplifying and using the property that X(k) = X(N-k)* from Equation 2.2 gives, 
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Equation 2.7 indicates that the time samples x(n) can be represented as the sum 
of (N / 2 + 1) components: a) the DC component X(0), b) the (N / 2 – 1) harmonics, and 
c) the X(N / 2) harmonic corresponding to half of the sampling rate, with all of the 
components affected by the factor (1 / N). The second term in the right hand of the 
Equation 2.7 can be rewritten as,  
 
 ( ) ( )
∑
−
=
∗∗












−+






+
1
2
1
2
sin)()(2cos)()(1
N
k
nk
N
jkXkXnk
N
kXkX
N
pipi
 (2.8) 
 
The cosine coefficient for any harmonic k (= 1,..., N/2-1) of interest can be 
obtained from Equation 2.8 using the definition of the DFT elements, as follows 
 
 ( )
∑
−
=
+−
∗








+=+
1
0
22
)(1)()(1
N
n
kn
N
jkn
N
j
eenx
N
kXkX
N
pipi
 
 { }
∑
−
=






=
1
0
2
cos)(2)(Re2
N
n
kn
N
nx
N
kX
N
pi
 (2.9) 
 
  21 
 
and the sine coefficient is, 
 
 ( )
∑
−
=
+−
∗








−=−
1
0
22
)(1)()(1
N
n
kn
N
jkn
N
j
eejnx
N
kXkXj
N
pipi
 
 { }
∑
−
=






=−
1
0
2
sin)(2)(Im2
N
n
kn
N
nx
N
kX
N
pi
 (2.10) 
 
2.4.1.3  Phasor Estimation Based on DFT: The estimation of the fundamental 
frequency phasor consists of calculating the first DFT component with Equation 2.1 
over a data window of N samples, and scaling it by (2 / N). The real and imaginary 
components can be calculated separately using Equations 2.9 and 2.10 [20,21]. The 
magnitude of this phasor is equal to the peak amplitude of the fundamental frequency 
component of the given signal. The time window of T=1/60 seconds (or 1/50 seconds in 
50 Hz systems) corresponds to the fundamental frequency of 60 Hz. A sampling rate of 
64 samples per cycle, i.e. FS = 3840 Hz [2] at 60 Hz, is a representative value available 
at the present technology. For the sampling rate to be the integer number of N samples 
per cycle, a sampling synchronization process is required, which keeps track of changes 
in the power system frequency and adjust the sampling rate accordingly [5]. For 
instance, to keep the rate of 64 samples per cycle, if the power system frequency 
changes from 60 to 61 Hz then the sampling rate should change from 3840 to 3904 Hz. 
 
2.4.1.4  Time Response of Phasor Estimation Based on DFT:  The time 
response obtained applying this method to the signal of Figure 2.2 is shown in Figure 
2.3 (a) and (b).  
 
The phasor estimation requires a window full of data, N = 8 in this case, to 
produce a reliable estimate. For this reason, in Figure 2.3, the phasor output is only 
shown from sample sn = 7 although the signal starts from sample sn = 0. The resulting 
phasor magnitude is constant because the input signal corresponds to a steady state 
condition, with no disturbance present. The resulting angle is continuously changing, 
however, at a steady rate of 45o every sample. A technique to overcome this variation is 
described later in section 2.4.3. 
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   (a) 
 
 
 
 
 
   (b) 
Figure 2.3 Magnitude and angle of phasor estimated with DFT method 
 
2.4.1.5  Frequency Response of Phasor Estimation: The frequency response 
of this type of method can be calculated using the concept of convolution [32] and filter 
response. Given a signal x(n) and a filter specified by its impulse response h(m), m = 
0,…,N-1; the response y(n) by applying the filter h(m) to the signal x(n) is, 
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The frequency response of the filter h(m) is obtained applying a signal x(n) = 
e
jωn
 , which is a phasor rotating at a frequency of ω  radians every sample.  
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The maximum frequency is ω = pi , that means one rotation every two samples, 
i.e. half of the sampling rate. The frequency response of the filter h(m) is then,  
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2.4.1.6  Frequency Response of Phasor Estimation Based on DFT:  Before 
applying Equation 2.13 to calculate the frequency response for the fundamental 
frequency real and imaginary components (k=1) of the phasor estimation based on 
DFT, Equations 2.9 and 2.10 need to be rearranged in convolution form, with the h(m) 
elements and the x(n) elements in opposite order. For the real component, this is done 
as follows, 
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For the imaginary component, the rearrangement is done as follows, 
 
 [ ]
∑∑
−
=
−
=






−−−−−=






−
1
0
1
0
12sin)1(2)1(2sin)(2
N
n
N
n
nN
N
nNx
N
n
N
nx
N
pipi
 
       [ ]
∑
−
=





 +−−=
1
0
12sin)1(2
N
n
n
N
nNx
N
pi
 (2.16) 
 [ ]





 += 12sin2)( m
NN
mhIMAG
pi
  m = 0,…,N-1 (2.17) 
 
Figures 2.4-2.7 show the frequency responses calculated for N = 64 and 60 Hz 
system. The magnitude response in both real and imaginary components shows a unity 
gain (= 0 dB) at the fundamental frequency of 60 Hz, as seen in Figures 2.4 and 2.6. A 
significant attenuation of more than 50 dB is observed for the harmonic frequencies, i.e. 
multiples of the fundamental. However the frequencies in between harmonics are less 
attenuated, for instance in the real component, the attenuation is only of 10 dB between 
120 and 180 Hz, as shown in Figure 2.4. 
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Figure 2.4 Magnitude response of real component estimator (cosine)  
 
 
 
 
 
 
 
 
 
 
Figure 2.5 Angle response of real component estimator (cosine)  
 
The angle response shows a zero degree response for the real component and 
90° degrees lagging response for the imaginary component, both at the fundamental 
frequency of 60 Hz.   
 
 
 
  25 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.6 Magnitude response of imaginary component estimator (sine)  
 
 
 
 
 
 
 
 
 
 
Figure 2.7 Angle response of imaginary component estimator (sine)  
 
2.4.2  Least Squares Method 
 
This method is based on the fitting of a curve to a set of measurements as close 
as possible. The measurements are samples of a signal taken at evenly distributed 
points in time over certain time window. The time between samples is the sampling 
period ∆t, the number samples in the time window is the window size N, and the total 
time window is N∆t. 
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The curve to be fitted is pre-selected based on the expected characteristics of the 
signal measured. The description of this curve is dependent on parameters that are the 
unknowns. The fitting process consists of finding the value of the curve parameters that 
minimize the sum of squares of the differences between the measurements and the pre-
selected curve. The application of the least squares method to obtain the desired 
phasors has been described by Sachdev [34]. The basic least squares method is 
described briefly in the following sections 2.4.2.1 and 2.4.2.2. 
 
2.4.2.1  Curve Fitting Applied to Phasor Estimation: The curve selected for 
this method is a sine function of the fundamental frequency of the power system, i.e. 
typically 60 Hz or 50 Hz. The amplitude Y and phase angle θ of this sine function are 
unknown. This curve is decomposed in two orthogonal sine and cosine functions of 
unknown amplitudes, YR and YI. The parameters, YR and YI also represent the real and 
imaginary respectively of the desired phasor estimated [34]. The difference between the 
curve selected and the measurements is assumed to be the noise ε.  
 
 ( ) ( )ttYty O εθω ++= )sin(  
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Figure 2.8 Curve fitting concept 
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Figure 2.8 illustrates the different variables used in the process of fitting a curve 
to a power system signal measured. In this example, the signal contains a distortion 
caused by a second harmonic component. 
 
2.4.2.2  Finding the Least Squares Solution: In order to find the least squares 
solution, Equation 2.18 is applied to each of the N samples measured, resulting in an 
overdefined set of linear equations [34]. The system of linear equations is arranged in 
matrix form. In one side is the vector of N measurements as a function of the sampling 
time t = tO + k∆t, k = 0,…,N-1. On the other side there are two terms: one is the matrix 
with the sine and cosine coefficients, also a function of the sampling time; this matrix 
multiplies the vector of unknowns with YR and YI. The other term is the vector of errors, 
which also is a function of the sampling time. 
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In matrix notation this is, 
 
[ ] [ ][ ] [ ]ε+= xAb  (2.20) 
 
The least squares solution for this system, which minimizes the sum [[ε]T[ε]], is 
obtained using the left pseudo-inverse of [A] as follows: 
 
[ ] [ ] [ ][ ] [ ] [ ]bAAAx TT 1−=  (2.21) 
 
One of the advantages of the least squares method over the DFT based method 
is that the sampling rate does not need to be an integer number of samples per cycle. 
However, the sampling rate needs to be proportionally adjusted when the power system 
frequency changes, to minimize the magnitude and angle errors introduced by this 
change. Another advantage of the least squares method is that the description of the 
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curve to be fitted does not need to be a sine function, in this sense the least squares 
method is more general. 
 
If the sampling rate is selected to have an integer number of samples per power 
system cycle, so that ωON∆t = 2pi, using a sine curve as previously described, then a 
relationship similar to the DFT based method is obtained, the following identity is 
satisfied, 
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and the pseudo inverse becomes, 
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2.4.3  Angle Normalization 
 
The angle of the phasor estimated with any of the two methods previously 
presented is not constant in time. In steady state conditions, without any disturbance, 
the angle estimated changes steadily completing one rotation every power system cycle. 
 
 
 
 
 
 
 
 
Figure 2.9 Signal used for the angle normalization example 
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An example is used to clarify this behavior of the phasor estimation methods 
presented. Suppose that the signal to be processed is a sine function with amplitude of 
1.0, as shown in Figure 2.9 that satisfies Equation 2.24, 
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= nn sN
sy pi2sin)(  N = 8, sn = sample number (2.24) 
 
The DFT based method with a data window N = 8 is used here for the 
estimation. This window is currently processing samples sn = 2,…,9; the next time the 
window will process samples sn = 3,…,10. Before applying Equations 2.9 and 2.10, the 
signal should be arranged so that the first sample in the window corresponds to the 
index n = 0, this is done using the auxiliary variable nx as follows, 
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Expanding Equation 2.25, 
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The real and imaginary component, applying Equations 2.9 and 2.10, results in, 
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Figure 2.10 Angle estimated using DFT method 
 
Figure 2.10 shows the angle of the phasor estimated as a function of time. The 
phasor angle increases in time, i.e. 45° degrees (= 2pi / N radians) every sample. For 
instance for sn = 7 (nx = 0) the estimation, using Equations 2.27 and 2.28, gives YRE = 0 
and YIM = -1, with an angle of  -90° degrees, and for the next sample sn = 8 (nx = 1), the 
estimation gives YRE = 0.7071 and YIM = -0.7071, with an angle of -45° degrees.  
 
It is useful for analysis purposes or for some relay functions, to normalize the 
angle using some reference, so that the normalized angle remains constant in time 
during steady state conditions, instead of changing continuously. An angle change in 
time caused by a disturbance is more noticeable and easier to detect, once the angle is 
normalized. The same reference should be used for all phasors estimated; to keep the 
relative angle between all of them at any specific point in time unchanged. 
 
The phasor e-jωsn provides a good angle reference. The angle of this phasor 
decreases ω radians per sample, with every increment of the integer sample index sn. 
This phasor also makes one rotation every power system cycle, but in the opposite 
direction as the phasor estimated, a value of ω = 2pi / N is used for that. The phasors 
estimated are multiplied by this reference phasor every sample, the result is a 
normalized phasor. 
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2.4.4  Phasor Estimation Method Using Single Component 
 
The real and imaginary components of a rotating phasor, when plotted against 
time, are sine functions oscillating at the fundamental frequency with amplitudes equal 
to the magnitude of that phasor. This concept is illustrated in Figure 2.11. The real 
component signal leads the imaginary component by ninety electrical degrees, for a 
counterclockwise rotation. These two orthogonal sine functions may be produced by 
time shifting one of them; a method for phasor estimation using this idea is described in 
this section. 
 
 
 
 
 
 
 
 
 
Figure 2.11 Rotating phasor concept 
 
Assume that an ideal fundamental frequency signal v(t) is measured. The real 
component of the phasor is VRE(t) = v(t). The imaginary component of this phasor is 
VIM(t) = v(t-90o). The ninety electrical degrees in time units is a quarter of a 
fundamental frequency period, i.e. 90o = (1/4)*(1/60) = 4.17 ms. The expression (t-90o) 
indicates that a measurement of the v(t) signal taken 90o before is needed. 
 
This method has an inherent delay of one quarter of a cycle to obtain a phasor. 
An advantage of this method is that it requires a single component signal oscillating at 
the desired frequency. For the case of an ideal sine function illustrated in Figure 2.11, 
the magnitude of the phasor is constant, but the angle of this phasor increases 
continuously at a rate of 360o every power system cycle. The disadvantage is that the 
presence of other frequencies may introduce an error in the estimation results. 
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In a practical implementation using this method, the frequencies other than the 
fundamental should be removed first. One such example is the Cosine Filter described 
by Schweitzer in [49], which is equivalent to the use of Equation 2.9, i.e. the real 
component of the DFT method. Other filters with desired response characteristics may 
be used instead. 
 
2.5  BASIC RELAY TYPES 
 
The phasors estimated are used to decide if there is a fault in the protected 
circuit. The protective relays are classified mainly based on the principle used to make 
this decision. The basic protective relay principles that are discussed here are: 
 
- Overcurrent 
- Over/under voltage 
- Directional 
- Distance 
- Current differential 
 
2.5.1  Overcurrent Relay 
 
The overcurrent relay [30,43,44] solves the fault detection problem by using 
two types of discrimination: current level and time, these are illustrated in Figure 2.12. 
The discrimination by current level recognizes two conditions: fault current, which 
should be detected; and load current which should be ignored. The difference between 
these two levels of current should be enough to clearly identify any one from the other; 
and care should be taken because these levels vary, i.e. they are not constant. 
 
The time discrimination is used as a complement because the current level 
method detects internal and external fault conditions; i.e. there is an overlap of current 
level coverage with downstream relays. The time discrimination ensures that the relay 
closer to a fault trips faster; to obtain this discrimination other relays should delay their 
operation in order of closeness. 
 
 
  33 
 
 
 
 
 
 
 
 
Figure 2.12 Current level and time discrimination 
 
The overcurrent protective function consists of a current level detector 
combined with a time delay. The current level detector is activated, or “picks up”, when 
the current measured | I | exceeds a pickup threshold IPICKUP, i.e. when | I | > IPICKUP. 
The time delay measures the time t since the current detector picked up; when this time 
exceeds an operating time limit (t > TOP), the trip operation is decided. 
 
The overcurrent relays can be classified in two main types: instantaneous and 
time delayed. The instantaneous overcurrent operates without any intentional time 
delay, as soon as the current level detector picks up. The term “instantaneous” is not 
exact, because there is an inherent time delay in the process of measuring the current     
| I |. In numerical relays, the phasor estimation method requires that the data window is 
inside the fault, i.e. contains no pre-fault samples, to provide a reliable estimate. 
 
 
 
 
 
 
 
 
 
Figure 2.13 Signal current increasing from 1.0 to 2.0 pu 
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Figures 2.13 and 2.14 illustrate the concept of “instantaneous” operation. The 
data window is moving in time, from pre-fault to fault. The magnitude | I | of the pre-
fault current is 1.0 pu and the fault current is 2.0 pu. During the transition from pre-
fault to fault, the data window contains information from both pre-fault and fault, 
producing a phasor with a magnitude in between 1.0 and 2.0 pu. The threshold IPICKUP 
shown in Figure 2.14 is only exceeded when the data window is completely inside the 
fault. The one cycle time window becomes here an inherent time delay in the operation 
of this instantaneous overcurrent relay. 
 
 
 
 
 
 
 
 
 
Figure 2.14 Phasor magnitude response in time for Figure 2.13 signal 
 
 
 
 
 
 
  a)     b) 
Figure 2.15 Time overcurrent curves: a) definite time, b) inverse time 
 
The time overcurrent operates using both current level and time delay 
discrimination combined. Typically, a relationship is defined between current and time, 
so that the operating time is shorter for higher current levels; the relationship is called 
time curve. In general, two kinds of time curve are commonly used: definite time and 
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inverse time, they are shown in Figure 2.15. The definite time curve is defined 
completely by one point in the current-time plane: the pickup current IPICKUP and the 
operating time TOP. The operation occurs when | I | > IPICKUP and t > TOP 
simultaneously. The inverse time curve is actually a functional relationship between 
current and time. The inverse time has the following characteristics: 1) Higher currents 
correspond to a shorter operating time, 2) Lower currents correspond to a longer 
operating time and 3) With currents below a pickup value, IPICKUP, the operating time is 
infinite, i.e. there is no operation. 
 
2.5.2  Over/under Voltage Relay 
 
The voltage relay is responsible for protecting power system components that 
are sensitive to changes in voltage magnitude [30,43,44]. An overvoltage condition 
stresses the dielectric insulation and increases the magnetic flux beyond normal limits 
in electrical machines. An undervoltage condition may produce an abnormal increase in 
current for loads with constant power behavior such as electrical motors supplying a 
constant torque. 
 
The voltage protective function consists of a voltage level detector combined 
with a time delay. There are two kinds of voltage level detectors depending on how the 
threshold, VTH, is compared to produce a pick up: 1) overvoltage is when the voltage 
measured needs to exceed the threshold, i.e. | V | > VTH and 2) undervoltage is when | V | 
< VTH. The time delay measures the time t since the level detector picked up; when the 
time exceeds a time limit (t > TLIM), the trip operation is decided. 
 
2.5.3  Directional Relay 
 
The directional relay [30,43,44] solves a problem with the overcurrent relay in 
non radial power system networks. The main difference between radial and a non radial 
system that affects the overcurrent relay is the level of fault current for reverse faults, 
i.e. faults behind the relay and outside the protected area; this problem is illustrated in 
Figure 2.16. In radial systems, reverse faults do not show fault current at all in 
downstream overcurrent relays, i.e. relays that are beyond the fault location in the 
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direction of the load. Non radial systems, on the other side, show a significant reverse 
fault current making it difficult to discriminate forward and reverse fault conditions 
based on current level alone. The directional relay solves this discrimination problem 
identifying the fault direction: forward or reverse; and combines this with the regular 
overcurrent function to produce a correct operation; this is called the directional 
overcurrent relay. 
 
 
 
 
 
 
 
 
 
 
  a)     b) 
Figure 2.16 : Problem with overcurrent protection: a) radial network, b) non-radial 
network 
 
The directional protective function consists of an angle comparison between 
two phasors: operating and polarizing phasors. The operating phasor is commonly the 
current phasor, whose angles for forward and reverse fault conditions are typically 180o 
apart, i.e. this angle is function of the fault direction. The polarizing phasor is typically 
a voltage phasor, whose angle is not much dependent on the fault direction and 
therefore is used as a reference. The exact angle relationship between operating and 
polarizing phasors is obtained from power system analysis or studies. 
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2.5.4  Distance Relay 
 
The distance relay [30,43,44] solves a problem with directional overcurent 
relays, whose reach coverage vary with the level of fault current. The fault current level 
depends on the strength of the equivalent source that feeds the fault; a stronger source 
produces higher fault current than a weaker source. The strength of the equivalent 
source varies with the amount of generation; a maximum generating condition is 
stronger than a minimum generating condition, and these conditions vary with the load 
demand during the day. The reach coverage of an overcurrent relay is reduced in weak 
source conditions, and is extended in strong source conditions. 
 
The reach of a distance relay is independent from the fault current. The reach 
limit is defined by the distance of the power line covered in the specified direction. A 
fault inside the reach is an internal fault and should be detected, and a fault beyond the 
reach is an external fault and should be ignored. A distance relay, like the overcurrent 
relay, typically requires the use of a directional element to ensure selectivity against 
reverse faults. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.17 : Distance protective function principle 
 
The distance protective function consists of a comparison of the impedance of 
the power line ZL and the impedance measured ZR during fault conditions. For faults 
with no resistance the magnitude of the impedance measured is proportional to the 
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distance to the fault, considering the total power line impedance as 100%, the fault 
detection here becomes a simple comparison of impedance magnitudes. In a general 
case, where faults have some resistance, the voltage measured VR is compared to the 
estimated voltage drop across the line impedance IRZL using a region in the complex 
plane of voltages, this principle is illustrated in Figure 2.17. This plane uses the current 
measured IR as the reference with zero degrees, the reach limit is defined by a 
horizontal line passing by the end of the phasor IRZL, faults with voltage measured VR 
below this line are internal and faults above are external, i.e. beyond the reach. The line 
that defines the reach limit represents the hypothetical voltage drop, in phase with IR, 
across the fault resistance for faults at the end of the line. 
 
2.5.5  Current Differential Relay 
 
The current differential relay solves a number of difficulties that the distance 
relay has to overcome to ensure the required level of selectivity. Among the difficulties 
that a distance relay has to solve are: 1) voltage transients at the fault inception 
[11,14,38,43], which are more severe in CCVT applications, 2) faults with zero voltage 
[11,14], may cause wrong directional decision, 3) effect of load flow [43], affect the 
percent coverage for resistive faults, 4) mutual coupling [38,43], induces voltage in the 
non faulted parallel line and 5) others. 
 
The current differential relay makes use of the Kirchoff’s Law of electricity to 
achieve selectivity. This relay is immune to most of the conditions that affect a distance 
or other relays; the number of design issues to consider is lower in this aspect. A 
current differential relay requires the measurement of all currents entering the protected 
circuit. For a power line this requirement implies the use and dependence of 
communication to share this information between both ends of the line. 
 
The current differential protective function [30,43], as shown in Figure 2.18, 
consists basically of a direct application of Kirchoff’s Law, the sum of all currents 
entering a protected circuit should add to zero. A non-zero differential current indicates 
therefore the presence of a fault in the protected area. In a real application, however, 
there are some conditions that produce a differential current that are not faults and 
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should be ignored: 1) CT errors, 2) shunt currents, i.e. currents to ground, inherent to 
the protected circuit and 3) others. The CT error is present for two reasons: one is the 
accuracy error that has a non-zero finite value and the other is the saturation error 
which is present for high currents entering the non-linear region of the CT. The 
inherent shunt currents depend on the type of protected component: in power 
transformers the inrush current experienced during energization is one example, 
another is the capacitive shunt currents in power lines. Other reason for a differential 
current is the change of transformation ratio in a power transformer, typically known as 
“tap change”. 
 
 
 
 
 
 
 
 
Figure 2.18 : Current differential protective function principle 
 
2.6  SUMMARY 
 
The numerical relays are described in this Chapter. The main functional 
components of these relays are listed indicating their importance in the overall 
operation. Particular attention is dedicated to the fault detection components: phasor 
estimation and protection function. Two common methods for phasor estimation are 
described: the Discrete Fourier Transform and the Least Squares Error methods. The 
basic protection functions and the protection problems they can solve are explained. 
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3. COUPLING CAPACITOR VOLTAGE TRANSFORMER (CCVT) 
CHARACTERISTICS 
 
 
3.1  INTRODUCTION 
 
The CCVTs scale down the high voltage received from the power system to a 
voltage level that can be directly applied to protection, measurement and control 
equipments on a substation; the protection equipments are typically the numerical 
relays described in the previous chapter. Also, the CCVTs provide electrical isolation 
and protection to these low voltage substation equipments from the high voltage circuit. 
The lower voltage level, also known as secondary voltage, is typically normalized to 
100V, 110V, 115V or 120V depending on the standards [3] of the country being 
considered. 
 
 
 
 
 
 
 
 
 
Figure 3.1 Basic CCVT elements 
 
3.1.1  Description 
 
A CCVT, as shown in Figure 3.1, consists of three main elements: a capacitive 
divider C1 and C2 , a series inductance L and an intermediate potential transformer PT. 
The capacitive divider scales down the high voltage, also known as primary voltage, to 
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some intermediate voltage level in the range of 5kV to 20kV. The series inductance 
compensates the equivalent capacitive reactance of the divider; its inductance value is 
selected to obtain a reactance very close, but of the opposite sign, to that of the divider 
at the rated fundamental frequency. The intermediate PT scales down the intermediate 
voltage to the normalized secondary voltage level required by the protection, 
measurement and control equipments connected to the CCVT output. These 
equipments are also referred to as the CCVT burden. 
 
The CCVT is protected against ferroresonance by a special circuit included: the 
ferroresonance suppression circuit. A condition of ferroresonance produces overheating 
and possibly damage to the intermediate PT, due to the high currents associated with 
ferroresonance that brings the magnetic flux in the core of this transformer into the non-
linear region. The risk of ferroresonance is present whenever a non-linear inductance, 
i.e. the PT, and capacitances are in the same circuit. 
 
3.1.2  Justification 
 
The CCVT design is more complex than that of a simple PT to perform the 
same function of scaling down voltage. However, CCVTs are commonly the preferred 
choice, for the following reasons: 
 
1. CCVTs are significantly less expensive than PTs, especially at higher voltage levels 
[36]. The main cost variable is the dielectric insulation required for the PT. 
2. The steady state accuracy of CCVTs is acceptable even for the most demanding 
applications. Typical accuracies of 0.2% IEC or 0.3% ANSI are available nowadays 
[8]. 
3. Additional functionality, such as power line carrier (PLC) communication [19], is 
possible with the CCVT. The CCVT capacitors provide the coupling required to 
apply the carrier signals into the power line. 
 
3.1.3  Problems Associated with the CCVT 
 
The CCVT response is far from ideal, power system voltage transients are not 
reproduced with good accuracy on the CCVT output, because significant distortion may 
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be introduced by the CCVT [12,15,17,18,22-24,37,40]. The acceptable accuracy 
previously mentioned (section 3.1.2) corresponds to steady state conditions, not 
transient. In the following section 3.2, the CCVT response characteristics as well as the 
factors that affect this response will be discussed in more detail. 
 
3.2  CCVT RESPONSE 
 
A review of the CCVT response will explain the reasons behind the 
inaccuracies that are present during transient conditions. Two kinds of response are 
considered for this review: frequency response and transient response. The model used 
to obtain these responses is described later in section 3.3.2.1. 
 
3.2.1  CCVT Frequency Response 
 
The frequency response consists of two parameters plotted against frequency: 
the magnitude gain and the angle shift, these plots are known as the magnitude 
response and the angle response respectively. A magnitude gain of unity (1.0) and 
angle shift of zero (0°) degrees for the whole range of frequencies applied is considered 
as an ideal frequency response. The scale used for the magnitude gain is the Decibel 
(dB), and satisfies the following relationship: gaindB = 20*log10(gain), for instance a 
unity gain = 1.0 is equivalent to a zero gaindB = 0.0. 
 
3.2.1.1  Characteristics of the CCVT Frequency Response: Figure 3.2 shows 
a typical CCVT magnitude response [12,13,17,22,26-28,40-42]. This figure shows that 
the magnitude response is not ideal, the main characteristics of this response are: 
 
1. Unity gain (in per unit) at the rated fundamental frequency, i.e. steady state. 
2. Amplification of some undesired frequencies, slightly above and below the 
fundamental. 
3. Attenuation of higher frequencies and the DC (0 Hz). 
 
The magnitude response of the CCVT varies with the frequency, i.e. the gain is 
not always unity. This is not a problem in steady state, because it is a single frequency 
point in the plot with unity gain. The transient response, however, is affected because it 
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is a combination of several frequencies. The end result during transient conditions is 
that the output signal is different from the input signal, because the relative composition 
of frequencies is varied by the CCVT. 
 
 
 
 
 
 
 
 
 
 
Figure 3.2 Typical CCVT magnitude response 
 
 
 
 
 
 
 
 
 
 
Figure 3.3 Typical CCVT angle response 
 
Figure 3.3 illustrates a typical CCVT angle response [12,13,27]. This figure 
shows that the angle response is not ideal, the main characteristics of this response are:  
 
1. Zero (0°) degree angle shift at the rated fundamental frequency. 
2. Leading angle shift from DC (0 Hz) to the fundamental frequency. 
3. Lagging angle shift for higher frequencies. 
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The angle response of the CCVT varies with the frequency. The steady state is 
not affected, because the angle shift for this point in the plot is zero degrees. The 
transient response is affected because it is composed of several frequencies, and every 
frequency is shifted by a different angle in a non linear way, i.e. the relative position in 
time of each frequency component is different when comparing the input signal with 
the output signal. Therefore, the output is different from the input. 
 
3.2.1.2  Factors Influencing the CCVT Frequency Response:  There are three 
factors that influence the CCVT frequency response: the type of ferroresonance 
suppression circuit, the overall CCVT design parameters and the external burden.  
 
The most significant factor that affects the CCVT response is the type of 
ferroresonance suppression circuit. Two kinds of design for this circuit are known: 
active and passive [17,26,36,41]. The active design affects the frequency response more 
significantly [17,26], and was chosen for this work. This design incorporates a narrow 
filter composed of inductance, capacitance and loading resistor, tuned to the 
fundamental frequency, and permanently connected to the CCVT. In contrast, the 
passive design of CCVT produces a response very close to the ideal [17,26]. This 
almost ideal response is explained by the fact that the suppression circuit remains 
inactive, i.e. “passive”, until a ferroresonance condition is detected by the presence of 
an instantaneous overvoltage. 
 
Another factor that affects the frequency response is the overall CCVT design 
parameters [15,22,26,37,41], which basically is the combination of capacitive divider 
and series inductance. 
 
The burden connected, although is external to the CCVT, is also an important 
factor, because it is necessary to precisely define the frequency response of the CCVT 
[15,22,26,37]. Figures 3.4 and 3.5 show the dependence of the CCVT frequency 
response on the burden. 
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Figure 3.4 CCVT magnitude response dependence on the load 
 
 
 
 
 
 
 
 
 
 
Figure 3.5 CCVT angle response dependence on the load 
 
The impact of the burden, also called load here, can be classified qualitatively 
as follows: 
 
1. Higher power factor, i.e. larger resistive load, cause larger attenuation of higher 
frequencies. 
2. Lower power factor, i.e. larger inductive load, cause amplification of frequencies 
slightly below the fundamental. 
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3. A no load condition results in higher amplification of frequencies slightly above 
and lesser amplification of frequencies slightly below the fundamental frequency. 
4. The angle response is less affected than the magnitude response. 
 
3.2.2  CCVT Transient Response 
 
The transient response considered here is the time domain response to a change 
in the stationary conditions originally applied to a CCVT. A transient response that is 
an exact scaled down replica of the voltage input with no time delay is considered as an 
ideal response. 
 
3.2.2.1  Characteristics of the CCVT Transient Response: The transient 
response can be separated in two basic components [22,40]: a new steady state voltage, 
and a decaying oscillatory transient. These two components are shown in Figure 3.6. 
 
 
 
 
 
 
 
 
 
 
Figure 3.6 CCVT transient response (0 degree incidence angle) 
 
The new steady state voltage is representative of a fault condition that has not 
been cleared yet. For clarity, the transition of the power system to this new voltage is 
assumed here to be instantaneous. In a realistic scenario the transition to a fault also 
includes a transient component. 
 
As shown in Figure 3.7, the decaying oscillatory transient can be further 
separated into the following three basic components: a high frequency component, a 
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low frequency component and a DC decaying component. The high and low frequency 
components can be described each by a frequency and a time constant. The DC 
component can be described with just a time constant. One of the objectives of this 
thesis is to obtain these characterizing frequencies and time constants. 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.7 CCVT transient response decomposition 
 
3.2.2.2  Factors that Affect the CCVT Transient Response: The transient 
response is affected by the same factors that affect the frequency response, which are 
described in the previous section 3.2.1.2. Additionally, there are two other factors that 
affect the CCVT transient response [17,24,37,40]: fault incidence angle and magnitude 
of voltage change. 
 
The incidence angle is measured from the last zero crossing, either +/- or -/+, of 
the power system voltage sinewave to the time the fault occurs. One half period of this 
voltage sinewave is equivalent to an angle of 180° degrees, which according to the 
definition just given above should be the maximum incidence angle limit. Considering 
the incidence angle as the only variable parameter, a zero (0°) degree incidence causes 
the largest distortion in the CCVT transient response. On the other hand, an incidence 
angle of ninety (90°) degrees produces the smallest amount of distortion, this is shown 
in Figure 3.8. In this figure, the distortion introduced is small compared to that of 
Figure 3.6 for zero degrees incidence angle. 
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Figure 3.8 CCVT transient response (90 degree incidence angle) 
 
The magnitude of voltage change is defined here as the difference of two 
signals: 1) the previous steady state voltage sinewave extrapolated in time and 2) the 
new steady state voltage sinewave. The dependence of the CCVT transient distortion 
on the magnitude of voltage change is proportional: for a larger change, a larger 
distortion is introduced. 
 
A relatively small voltage change, smaller than that of Figure 3.6, is illustrated 
in Figure 3.9. In this figure, the CCVT response for this small change is not much 
different with the ideal, even for the worst case of zero degrees incidence angle. 
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Figure 3.9 CCVT transient response for a small voltage change 
 
3.3  CCVT MODELING 
 
The CCVT response, discussed in the previous section 3.2, can be obtained 
either by simulation or real tests on a CCVT device. Modeling allows the simulation of 
the CCVT response without stressing a physical device. The quality of the model used 
is important to ensure accurate simulation results. 
 
3.3.1  CCVT Components 
 
The values of each CCVT component can be obtained from the corresponding 
manufacturer or from measurements [12,13,22-24,26-28,41,42]. In both cases it is 
important to know the accuracy or degree of certainty of those values. Another 
important consideration is the frequency range of validity for such values [29,31]. In 
this work each component was considered to be linear, the justification for each is 
provided where appropriate in sections 3.3.1.1 to 3.3.1.6. 
 
3.3.1.1  Capacitive Divider: With reference to Figure 3.10, the capacitive 
divider consists of two capacitors C1 and C2 in series. Each one of these includes a 
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resistance, R1 and R2 respectively, in series to represent the losses. Typically the lower 
voltage capacitor output is protected by an air gap against instantaneous overvoltage 
conditions. This type of overvoltage typically lasts a short time in the range of hundreds 
of microseconds; therefore it was not included in the model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.10 CCVT model and components detail 
 
3.3.1.2  Series Inductance: The series inductance LLE includes a resistance RLE, 
also in series, to represent the losses. This inductance is typically protected against 
short circuit by an air gap that triggers at a predefined instantaneous overvoltage 
condition. The air gap was not included in the model, because this condition is not a 
power system fault. Stray capacitance in the inductance model need to be considered 
for higher frequencies in the range of 2 kHz [12,22,26,27,41,42], far from the 
frequencies of interest in this work, therefore stray capacitance was not included. 
 
3.3.1.3  Intermediate PT: The intermediate PT is modeled using an inductance 
in each winding, LPE and LSE, to represent the leakage flux. The losses in the winding 
conductors are modeled including one resistance in series, RPE and RSE, with each 
inductance. The magnetizing current is represented by a shunt inductance LM in the 
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primary side of the PT. The losses in the magnetic core are modeled as one shunt 
resistance RM, also in the primary side of the PT. These two shunt elements can be 
represented linearly because the fault conditions to be studied are typically voltage 
drops [18,23,24], these conditions remain within the linear region of the magnetic core 
of the PT. Moreover, the risk of ferroresonance, from the possible interaction of the 
capacitors with the non-linear magnetizing inductance, is non-existent due to the 
suppression circuit included. Stray capacitances are important in this model only at 
high frequencies [12,22,26,27,41,42], therefore they were not included. 
 
3.3.1.4  Ferroresonance Suppression Circuit: The ferroresonance suppression 
circuit can be designed, as mentioned earlier, in two ways: passive and active. The 
active design was selected for this work, because it causes a bigger distortion in the 
CCVT response. This design has two main components: a narrow resonant L/C filter 
and a loading resistor. The filter is tuned to present high impedance to the fundamental 
frequency and low impedance to all others, thus keeping the resistor from loading the 
CCVT in steady state conditions. The inductance LF and the capacitance CF on the 
filter, connected in parallel, include each a series resistance, RLF and RCF respectively, 
to represent the corresponding losses. 
 
3.3.1.5  Burden: The burden was modeled as two shunt elements: one 
resistance RO and one inductance LO. The inductance includes in series a resistor RLO to 
represent the losses. 
 
3.3.1.6  Others: One component not included in the model is the drain coil. 
This coil is required for PLC applications [3,19]. Other components not included are 
certain air gaps used for instantaneous overvoltage protection at different points inside 
the CCVT. 
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3.3.2  Modeling Methods 
 
The knowledge of the values of the different components allows the 
construction of the CCVT model. Two modeling methods were used in this work: 
Laplace and Electromagnetic Transient (EMTP/ATP). 
 
3.3.2.1  Laplace Equations. This method was used to obtain the CCVT linear 
transfer function. Some simplifications were made to develop this model: 
 
- The magnetizing branch of the intermediate PT is neglected, because typically the 
current flowing in this branch is small [15,23,24,37]. 
- All components are referred to the primary side of the intermediate PT. The PT 
ratio was included as a gain factor. 
- The components are consolidated into groups. 
 
The simplified circuit that was used in this development is shown in Figure 
3.11. 
 
 
 
 
 
 
 
 
 
Figure 3.11 CCVT simplified model 
 
In Figure 3.11: 
 
zC1, zC2 is the capacitive divider 
zL includes series inductance and resistance, primary and secondary leakage 
inductance and resistance 
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zF is the ferroresonance suppression circuit 
zB is the burden 
 
The input voltage, VI, and the capacitive divider were simplified using the Thevenin 
Theorem, as show in Figure 3.12: 
 
 
 
 
 
 
 
Figure 3.12 CCVT model with capacitor divider simplified 
 
From this circuit, the output voltage VO can be expressed as a function of the input 
voltage VI , using the voltage divider technique, thus obtaining: 
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A change of variables is used to simplify Equation 3.2: 
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Substituting Equations 3.3-3.6 into Equation 3.2 gives 
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Simplifying the right hand side of this equation gives 
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For this method to be effective, each individual variable is arranged to be a polynomial 
of the Laplace variable, s. The polynomials are obtained from the detailed model of 
Figure 3.10, as follows: 
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To obtain the overall transfer function, the variables in Equations 3.9 - 3.15 are 
substituted, in the numerator and denominator of Equation 3.8, by the corresponding 
polynomials in ‘s’ that use the values of the appropriate CCVT parameters. A fifth 
order transfer function is obtained for a typical CCVT, after removing couple of 
repeated zeros and poles found during the simplifications, and is shown in the 
following equation. 
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3.3.2.2  Electromagnetic Transient (EMTP/ATP). The solution of the 
network is performed using the method proposed by Dommel [9,10]. No 
simplifications are required for this modeling method, because of the capabilities 
available in the electromagnetic transient program used: EMTP/ATP. The CCVT 
model is included as a library component inside a more detailed power system model to 
be studied and is located at each terminal of that power system where the relays need to 
be evaluated. The Figure 3.13 shows the model used. The construction of this model 
requires the use of components and nodes. 
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Two kinds of components are used in the construction of the CCVT model: the 
RLC branch [7] and the ideal transformer. The RLC branch is a linear component that 
represents a series resistance, inductance and capacitance. In Figure 3.13 some 
elements are shown as resistance or inductance only, but are in reality simplified 
versions of the RLC branch. The ideal transformer component [7] is completely defined 
by a transformation ratio.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.13 CCVT electromagnetic transients model 
 
The nodes used in the model are of two types: internal and external. The 
internal nodes are considered as dummy nodes [7]; the ATP program assigns in run-
time the actual name to be used. This consideration is required when using multiples 
copies of the same model in a larger system, because the internal node names for each 
instance of the model should be unique. The external nodes are the interface of the 
CCVT model with the rest of the network, in Figure 3.13, i.e. the nodes BARRAA/B/C 
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are the primary side connection point and the nodes TPSECA/B/C are the secondary 
side connection point. These nodes, however, are considered argument nodes [7], 
because their names are substituted with the user given node names when the CCVT is 
located at the desired point in the network. 
 
3.4  SUMMARY 
 
This chapter analyzes the characteristics of the CCVT. The characteristics of the 
response in the frequency and time domain are described and explained. The factors 
that affect this response are listed. Two techniques for modeling the response of the 
CCVT are presented: Laplace transfer function and EMTP. Using the Laplace method 
the transfer function is developed and obtained. The considerations and advantages of 
the EMTP method are also indicated. 
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4. CCVT IMPACT ON PROTECTIVE RELAYING 
 
 
4.1  INTRODUCTION 
 
The CCVT distorts the voltage input signal received from the power system, 
since transients are produced on a voltage change condition (CCVT response and its 
characteristics were studied in the previous chapter). The voltage output from the 
CCVTs is needed by the protective relays to decide an operation. These relays typically 
need the amplitude and angle of the fundamental frequency component of the signal, 
which are extracted with the phasor estimation methods in numerical phasor form. 
 
In this chapter, the errors caused by the CCVT distortion in voltage phasor 
estimation are studied. The Discrete Fourier Transform (DFT) phasor estimation 
method from section 2.4 is used for this purpose. Also, the protective functions affected 
by these errors are analyzed to identify the risks involved in their operation. Then, some 
methods in use that overcome the impact from the CCVT distortion are described.  
 
4.2  IMPACT ON VOLTAGE PHASOR ESTIMATION 
 
The impact on the voltage phasor estimation is evaluated using a representative 
CCVT time response signal, as shown in Figure 4.1. This signal corresponds to a 
significant voltage change at the CCVT input. From this CCVT time response, the 
fundamental frequency phasor is estimated, obtaining the resulting phasors as a 
function of time, as shown in Figure 4.2 and 4.3. The estimation is performed using the 
DFT method that is applied to the CCVT time response signal using a one cycle data 
window length. The CCVT input time signal is also processed to be used as a reference 
for comparison; this signal is shown as the ideal PT plot in Figure 4.1. 
 
The error in the phasor estimation is identified as a deviation from the true value 
in both magnitude and angle responses, i.e. magnitude and angle error. The true value is 
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assumed to be the phasor estimated from the input signal applied to the CCVT, i.e. 
before the distortion is introduced. Another perception of the error is given in the 
complex plane plot of the results, as shown in Figure 4.4. The error in the phasor 
estimation presents two main characteristics: time duration and amount of error. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 CCVT transient response to a fault with 90.9% of voltage change and 0° 
incidence angle 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2 Phasor magnitude obtained with once cycle DFT for the signals of Fig. 4.1 
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Figure 4.3 Phasor angle obtained with once cycle DFT for the signals of Fig. 4.1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4 Voltage phasor plot in the complex plane for the signals of Fig.4.1 
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4.2.1  Duration of Error  
 
The duration of the error in the phasor magnitude or angle is limited, because 
the distortion introduced by the CCVT is also limited in time. The duration of this error 
depends on the CCVT response characteristics, being typically of 3 to 5 power system 
frequency cycles. Figure 4.1 shows the response of a CCVT with about 4 cycles of 
transient duration. 
 
4.2.2  Amount of Error  
 
The amount of error in the phasor estimated depends on three factors: the 
amount of CCVT distortion, the time since the start of the transient, and the phasor 
estimation method itself. 
 
The amount of CCVT distortion depends on several factors that are explained in 
the CCVT characteristics (Section 3.2), such as: a) CCVT design, b) burden 
characteristics, c) fault incidence angle and d) magnitude of voltage change. The 
dependence of the error on the amount of distortion is direct: for a larger CCVT 
distortion, a larger phasor estimation error is obtained.  
 
The time since the start of the transient is divided in two intervals: a) transition 
and 2) post-transition, these are shown in Figures 4.2 and 4.3. During the transition 
time, the data window of the phasor estimator contains pre-fault and fault information, 
therefore the resulting phasors estimated are not very useful, and the corresponding 
errors found in this interval are not a good measure of the quality of the estimator. In 
the post-transition time, the data window of the phasor estimator contains only fault 
information; the errors found in this interval are decaying and oscillating in time, i.e. 
the maximum error is around the beginning of the post-transition interval.  
 
The error in the phasor estimation depends obviously on the quality of the 
method used. The capability of the method to distinguish between the desired 
fundamental frequency and all the other frequencies present in the signal processed is 
therefore an important requirement to determine the quality of the phasor estimation 
technique. 
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Figures 4.2 and 4.3 show the significant amount of error that the CCVT may 
introduce in the phasor estimation, with an angle phase error that goes beyond 180° 
degrees and completes one full turn before stabilizing at about 4 to 5 cycles. 
 
4.3  RELAYS AFFECTED 
 
The error caused by the CCVT in the phasor estimation produces an impact that 
depends on the particular type of protective relay considered. This error may affect the 
basic protective requirements in several aspects: 
 
- Loss of selectivity, when the relay operates for external faults 
- Loss of security, when the relay operates incorrectly 
 
The relays with higher speeds are affected the most, because the CCVT 
distortion is maximum in the short time window in which these fast relays operate. The 
impact of the CCVT on two types of relays is discussed in this section: the distance 
relay and the directional relay. 
 
4.3.1  Distance Relays  
 
This type of relay has been typically used in the most important power lines, 
where an incorrect operation can produce a bigger impact in the power system. The 
problem introduced here by the error in the phasor estimated is the risk of incorrect 
operation for an external fault in the adjacent power line. This problem means a loss of 
selectivity, which is an important protection requirement. The direct impact of this loss 
of selectivity is the isolation of a portion of the power system network larger than the 
minimum required to clear that fault. 
 
A distance relay, in its basic application shown in Figure 4.5, is configured to 
protect a certain percentage of a power line. Ideally, the desired coverage, also called 
reach, is 100% of that line, but the accuracy of CT, PT/CCVT and the relay itself limit 
this percentage to a lower value, typically from 80% to 90%. This reach limit is 
required to avoid an incorrect operation for a fault beyond 100% of the line, i.e. an 
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external fault. Physically, this incorrect operation means an effective and undesired 
increase of reach, also called “overereach” [6,11,14,17,18], from the original, say, 80% 
of the line to 100% or more. In Figure 4.5, the relay in A may incorrectly overreach to a 
point where only the relay in B is supposed to operate. 
 
 
 
 
 
 
Figure 4.5 Overreach on a distance relay, physical concept 
 
Both magnitude and angle errors in the phasor estimation can affect the correct 
performance of a distance relay. 
 
4.3.1.1  Impact on Distance Equation: The basic concept of a distance relay is 
a direct application of the Ohm’s Law for alternating current: VR = IR ZL. This condition 
in a power line is satisfied only for a short circuit with no fault resistance located at the 
limit of the protected zone; this limit is defined by the impedance ZL, i.e. the desired 
reach of the relay. Figure 4.6 illustrates the distance equation concept. 
 
A short circuit of the same fault resistance in another location of the power line 
breaks the balance represented by the distance equation. If the magnitude of the voltage 
measured VR is lower than that of the calculated voltage drop IRZL then the fault is 
located inside the protected zone, because this unbalance means that the actual 
impedance VR / IR is lower than the desired reach ZL and the relay should operate. The 
opposite scenario is obtained for a magnitude voltage VR bigger than that of the voltage 
drop IRZL, the fault is now beyond the desired reach and no operation should occur. 
Both ‘operate’ and ‘does not operate’ conditions are also shown in Figure 4.6. 
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Figure 4.6 Distance equation, ‘operate’ and ‘no operation’ conditions 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7 Transient overreach caused by CCVT with one cycle DFT phasor 
estimation 
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The estimation error in the phasor voltage VR, assuming that there is no error in 
the current phasor IR, may also alter the balance of the distance equation. If the error 
causes the magnitude of the phasor voltage VR to become lower than that of the voltage 
drop IRZL for an external fault condition beyond 100% of the line then an incorrect 
overreach operation results. This overreach condition is illustrated in Figure 4.7 for an 
actual CCVT transient affecting the phasor estimated using a one cycle DFT method. In 
this overreach condition, the true voltage phasor VFAULT is larger than the voltage drop 
IRZL and this is larger than the estimated voltage phasor VR at the time of 1.5 cycles 
from the fault inception, i.e. | VFAULT | > |IRZL| > |VR|.  
 
The overreach may be interpreted as how far the impedance measured is inside 
the protected zone. The transient overreach is calculated as a percentage difference 
from the true, say VT, and estimated, say VE, voltage phasors in true voltage units, i.e. 
transient overreach = (|VT| - |VE|)/ |VT|*100%. This is only valid for zero ohm faults 
because VE and VT are expected to be in phase in these cases. These two phasors are 
different only during the transient period, otherwise they are equal. For the case of 
Figure 4.7, |VT| = 25%, |VE|= 11.8% resulting an overreach of 52.8%. 
 
4.3.1.2  Impact Characteristics: For distance relays in general, the transient 
overreach has been typically evaluated with faults located at the remote bus, i.e. 100% 
of the line, and with low or zero ohm fault resistance only. However, the transient 
overreach may be caused by the error in the magnitude or the angle of the phasor 
estimated, therefore the evaluation of these two causes for overreach requires the use of 
two types of faults, i.e. low and high resistance faults both at 100% of the line. 
 
The error in the estimated magnitude of the voltage phasor affects the distance 
relay mostly for a short circuit with low or zero ohm fault resistance. The impact of the 
magnitude error on such a fault condition is illustrated in Figure 4.8, this figure shows 
that this error may cause overreach or underreach, the overreach is of most concern 
here. The amount of overreach represents the error in the distance measurement; this 
error is the ratio of two factors: the absolute magnitude error and the final fault voltage. 
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Referring to our previous overreach definition the absolute magnitude error is (|VE| – 
|VT|) and the final fault voltage is |VT|. These two factors are interrelated; a larger 
magnitude of voltage change produces: 1) a larger error in magnitude and 2) a lower 
magnitude of final fault voltage. The end result is that the overreach is amplified and is 
larger in value than the absolute magnitude error observed. Figure 4.7 confirms this 
assertion, with an overreach of 52.8% greater than the absolute error of 13.2% (=25% - 
11.8%).  
 
 
 
 
 
 
 
 
 
 
Figure 4.8 Magnitude error impact on a low fault resistance condition 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9 Angle error impact on a high fault resistance condition 
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The error in the estimated angle of the voltage phasor affects the distance relay 
mostly for a short circuit with a higher resistance value. The impact of the angle error 
on a high resistance fault is shown in Figure 4.9, the error may cause overreach and 
underreach. To quantify the overreach in high resistance faults, the true voltage phasor 
VT and the estimated voltage phasor VE should be projected into the IRZL line using the 
direction of the fault resistance line IRRF. Then, the overreach is calculated using the 
projected vectors VE’ and VT’, and the relationship previously defined, i.e. transient 
overreach = (|VT’| - |VE’|)/ |VT’|*100%. 
 
4.3.2  Directional Relays  
 
The directional relaying function is an important part of other relays, such as the 
distance or the directional overcurrent. The directionality adds the required selectivity 
to these other relays against faults behind them. The problem introduced by the error in 
the phasor estimation is the risk of incorrect operation for an external fault behind, i.e. a 
reverse fault. This problem means a loss of selectivity, which is an important protection 
requirement. 
 
A directional relay is typically set to detect a fault condition in the forward 
direction. This condition alone does not cause an operation, but needs to be combined 
with another relay function that defines how far the protection should cover. If the fault 
is in the reverse direction the relay should block the operation, regardless of any other 
condition; a failure to identify the fault direction is known as “loss of directionality” 
[6,11,14,21]. A directional relay subjected to a reverse fault condition is shown in 
Figure 4.10, the relay in A may loose directionality and operate incorrectly when only 
the relay in B should operate. 
 
 
 
 
 
Figure 4.10 Reverse fault condition, physical concept 
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4.3.2.1  Impact on Directional Equation: The basic directional concept is a 
variation of the Ohm’s Law for alternating current: ( ) ( )LRR ZIV ∠=∠ / . This equation 
is satisfied only for a forward zero ohm fault anywhere in the power line. The only 
parameter required to define this equation is the angle of the line impedance ZL. The 
directional equation concept is illustrated in Figure 4.11. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.11 Directional equation, forward and reverse operating conditions 
 
Assuming that all impedance angles are equal in the power system network, a 
reverse fault is identified because the equation to be satisfied is different: 
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( )( ) ( )REVLRR ZIV _/ ∠=−∠ . If the angle of the current phasor IR is considered the 0o 
degrees reference then the angle of the voltage VR for a forward fault and that for a 
reverse fault are 180o degrees apart. Because of this significant angle difference 
typically the plane is split in two regions that define the forward and reverse zones of 
operation. Each of these regions covers an angle of 90o degrees leading and lagging 
from the corresponding impedance ZL angle. The forward and reverse operating angles 
and the corresponding regions are also shown in Figure 4.11. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12 Loss of directionality caused by CCVT transient with one cycle DFT 
phasor estimation 
 
The angle error in the voltage phasor estimated, assuming that there is no error 
in the estimated angle of the current phasor IR, may cause the estimated voltage phasor 
angle to fall in the region corresponding to an incorrect fault directional decision. This 
incorrect directional decision is obtained when the voltage angle error is greater than 90 
degree either leading or lagging the true voltage phasor angle. This loss of 
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directionality condition is illustrated in Figure 4.12 for an actual CCVT transient 
affecting the response of a one cycle DFT phasor estimator. 
 
4.4  RELAYS NOT AFFECTED 
 
Obviously, the relays that do not use the voltage inputs are not affected by the 
CCVT distortion. The current only relays satisfy this requirement, some of these are: 
 
- Overcurrent 
- Transformer current differential 
- Line current differential 
- Bus current different 
 
Slow relays are not affected, at least not significantly, by the CCVT caused 
error. Some of these relays are: 
 
- Many electromechanical relays 
- Time delayed distance 
- Time delayed overcurrent directional 
 
Relays that use higher frequency components of the voltage are also less 
affected by the CCVT distortion, a relay that satisfies this is: 
 
- Traveling wave relay 
 
4.5  TECHNIQUES USED TO MINIMIZE THE CCVT IMPACT 
 
Several methods have been utilized to overcome the difficulty imposed by the 
presence of the CCVT distortion. These methods can be classified in three groups: 
avoiding the use of CCVT transient, waiting for the transient to subside and using the 
transient values. 
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4.5.1  Avoiding the Use of CCVT Transient  
 
One technique is the use of a memory voltage angle [11,14,18,21]. In this 
technique, the voltage angle is continuously recorded in some memory for later usage. 
During steady state conditions, the memorized and the actual angle are the same. But 
when a disturbance occurs and the voltage angle becomes affected by the CCVT 
transient, the memorized voltage is used instead until the transient disappears. This 
memory voltage technique is typically used in directional relays. 
 
4.5.2  Waiting for the Transient to Subside  
 
Adding a time delay is a technique that can be used to avoid the impact of a 
CCVT transient in the operation of a relay. Two techniques have been used: 1) Fixed 
delay and 2) Adaptive delay.  
 
4.5.2.1  Fixed Delay: This technique [17,18] delays the operation of the relay 
for a fixed amount of time. The time delay required is based on the necessary time for 
the CCVT transient to disappear. Care should be taken on not exceeding the critical 
clearing times of the power system, in the order of 100ms. The total fault isolation time 
has to be considered, which includes the typical 3 to 5 cycles of breaker operating time 
added to the relay operating time. The use of a fixed delay is not always possible.  
 
4.5.2.2  Adaptive Delay: One method that may be used is to delay the operation 
based on the observed stability of the phasor estimated. In this method, the relative 
deviation of the magnitude and the angle, either one or both, of the phasor estimated 
over the time is monitored. A time window is selected to perform this stability 
evaluation, based on the expected phasor variation in time. If the relative deviation of 
the magnitude or the angle is lower than a predefined threshold over the selected time 
window, the phasor is considered stable and no more delay is necessary. On the other 
hand, if the relative deviation is higher than this threshold, more delay is dynamically 
introduced in the operation. 
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4.5.3  Using the CCVT Transient Voltage  
 
When the use of the CCVT transient is necessary, other techniques have to be 
used. These techniques can be classified in three groups: 1) compensate for the error, 2) 
identify and reduce the error and 3) use other power system parameters or conditions. 
 
4.5.3.1  Compensate for the Error: This method requires the knowledge of the 
maximum expected error in the voltage phasor estimated for an external fault condition. 
The voltage phasor corresponding to this fault is translated into the corresponding 
protective equation. The limit of the protective relay function under consideration is 
then adjusted to avoid enclosing this fault condition inside the operating region 
[1,17,24]. 
 
For instance, the impedance reach can be reduced in a distance relay to avoid 
enclosing the transient overreach caused by the CCVT. The reach reduction method can 
be applied only if the maximum transient overreach is below 100%, otherwise the 
distance element has to use another alternative method to prevent an incorrect 
operation. 
 
4.5.3.2  Identify and Reduce the Error: This method attempts to identify the 
CCVT distortion in the voltage signal and minimize its effect. Special filters have been 
proposed to process the signal before the phasor estimation. These filters are based on 
the parameters of a CCVT for their construction. The problem here is that filters 
introduce an inherent delay, which has to be added to the phasor estimation transition 
time. Therefore, the total response time for this pre-filter and phasor estimation is 
increased [23,24]. 
 
4.5.3.3  Use of Other Power System Parameters and Conditions: In this 
method, additional characteristics of the power system are included in the protection 
function to decide when a delay is required [14,17]. One method is based on the source 
to line impedance ratio (SIR = ZS / ZL) and the stability of the phasors used. In this 
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method, a delay is added if a higher SIR is detected based on the current and voltage 
measurements, if the phasors are stabilizing faster then this delay is overridden. 
 
4.6  SUMMARY 
 
In this chapter, the impact of the CCVT in protective relaying is explained. This 
impact is identified as an error in the voltage phasor estimated caused by the distortion 
introduced by the CCVT. The phasor error is separated in magnitude and angle errors 
for analysis. The impact of these errors in some different protective functions is 
evaluated, indicating the risks of incorrect operation. Some techniques in use that 
intend to overcome the CCVT impact are also described. 
The next chapter describes an improved least squares approach that can 
minimize the impact of CCVT transient voltage in protective relays. 
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5. PROPOSED PHASOR ESTIMATION ALGORITHM 
 
 
5.1  INTRODUCTION 
 
The CCVT behavior may cause negative impact on protective relays, in 
particular on those that require fast operation, as discussed in the previous chapter. This 
is caused by the transient error introduced in the estimated voltage phasor. In order to 
reduce this impact, the accuracy and speed of the phasor estimated need to be 
improved. Present estimation methods do not take full advantage of the available 
CCVT design information. This thesis proposes a new least squares method that 
improves the quality of the voltage phasor estimated by including the CCVT design 
parameters. 
 
5.1.1  Basic Least Squares Method  
 
The basic least squares phasor estimation method is described in a previous 
section 2.4.2. This method performs two functions: prefiltering and phasor estimation. 
The prefiltering function allows the attenuation of undesired frequencies present in the 
voltage signal. The phasor estimation function identifies the desired fundamental 
frequency and obtains its characterizing parameters: the real and imaginary 
components. 
 
The least squares method is based on the fitting of a selected curve to a set of 
measurements. The power system frequency is dominant in the voltage signal; therefore 
a sine function of that frequency is selected as the curve for this fitting. This sine 
function is represented as the sum of other two orthogonal sine functions. The 
amplitudes of these functions become the parameters that completely define the curve 
for the fitting. With these two degrees of freedom the curve selected is fitted to the 
measurements as closely as possible. 
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The amplitudes of these two orthogonal sine functions also represent the real 
and imaginary components of the desired fundamental frequency phasor. 
 
5.1.2  Problem with the Basic Least Squares Method  
 
The CCVT distortion in the voltage signal affects the basic least squares 
method. The curve fitted does not correspond to the true fundamental frequency 
component of the voltage signal. Figure 5.1 shows the errors obtained when fitting this 
curve to the CCVT transient response. The amplitude and phase angle of the curve 
fitted show an error compared to the true fundamental component represented as the 
ideal PT plot in Figure 5.1. As a consequence of this, the phasor estimated is not the 
true voltage phasor expected, thus a phasor estimation error is produced. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Curve fitting error of basic least squares for a CCVT transient. 
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5.2  IMPROVED LEAST SQUARES 
 
5.2.1  Improving the Description of the Curve to be Fitted  
 
The curve to be fitted can be improved by including a description of the CCVT 
distortion in addition to the fundamental frequency component [50-52]. To achieve this 
objective, the transient response of the CCVT was studied in section 3.2.2. The CCVT 
response includes three different decaying components: a high frequency component, a 
low frequency component, and a dc component. 
 
The oscillatory decaying components, such as the high and low frequency, are 
represented as the product of a sine function multiplied by a decaying exponential 
function. Four parameters are required to completely define this decaying component. 
Two of these parameters are known: the frequency of the sine function and the 
decaying rate of the exponential. These parameters were obtained from the CCVT 
transfer function (Equation 3.16). The sine function is described as the sum of two 
orthogonal sine functions; their amplitudes are two unknown parameters. Two degrees 
of freedom, these two unknowns, are available for each frequency, high or low, when 
performing the fitting process. 
 
The dc decaying component requires two parameters to be defined completely: 
a constant that multiplies the exponential function and the decaying rate of the 
exponential. The first parameter is an unknown. The second parameter is also obtained 
from the CCVT transfer function (Equation 3.16). Only one degree of freedom, the 
single unknown parameter, is available when performing the fitting to the signal 
measured. 
 
The equation that describes the curve to be fitted becomes: 
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where: 
 
ωO  is the fundamental frequency 
ω1  is the high frequency 
ω2  is the low frequency 
σ1  is the decaying rate for high frequency component 
σ2  is the decaying rate for low frequency component 
σ3  is the decaying rate for dc component 
 
are known parameters, and the unknowns are: 
 
VR is the real component of fundamental frequency 
VI is the imaginary component of fundamental frequency 
VR1 is the real component of high frequency component 
VI1 is the imaginary component of high frequency component 
VR2 is the real component of low frequency component 
VI2 is the imaginary component of low frequency component 
V3 is the constant multiplier for dc decaying component 
 
and the following variables are: 
 
v is the voltage measurement 
ε. is the noise 
t is the time 
 
5.2.2  Finding the Least Squares Solution  
 
Equation 5.1 is applied to a set of measurements, or samples, corresponding to a 
pre-selected time window. This time window N∆t is a function of two parameters: the 
number of samples N and the sampling period ∆t. The resulting set of equations is 
overdefined, hence the unknowns can be obtained. Note that the number of unknowns 
including the noise is 8. This system of equations is linear and can be written as: 
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 (5.2) 
 
 
 
 
where the partial coefficient matrices [A0], [A1], [A2] and [A3] are defined by: 
 
 
 (5.3) 
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In equations 5.2-5.6, the coefficients A0–A4 are constant because N, ∆t, ω0-ω2, σ1-σ3 are 
initialized at the beginning and do not change during the least squares estimation 
procedure. The system of linear equations represented in Equation 5.2 is equivalent to: 
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 (5.7) 
 
The least squares solution for this system, which minimizes the sum [[ε]T[ε]] over the 
time window, is obtained using the left pseudo-inverse of [A] as follows: 
 
 (5.8) 
 
From the vector of unknowns [x]T = [VR VI VR1 VI1 VR2 VI2 V3]T in Equation 5.8, only 
two of the unknowns are desired: VR and VI. Because [A] in Equation 5.7 is an Nx7 
matrix, its pseudo-inverse [[A]T[A]]-1[A]T in Equation 5.8 is a 7xN matrix. Therefore, to 
obtain the desired two unknowns only the first two rows of the pseudo-inverse are 
needed; the first row corresponds to the real component VR and the second to the 
imaginary component VI. 
 
5.2.3  Selection of the Time Window Size  
 
The proposed method requires the selection of an optimum time window. The 
time window is defined as N∆t. On one side, the protective operating speed requirement 
suggests that this time window be as short as possible. On the other side, a longer time 
window should provide a better accuracy of the estimation, because more data is 
available. Therefore, an optimum window size needs to be selected balancing both 
requirements: speed and accuracy. The following two sections describe the procedure 
for finding an optimum time window 
 
5.2.3.1  Parameters: One of the parameters selected is the sampling period ∆t. 
This period is the inverse of the sampling frequency, which is typically of 3840 Hz, for 
relays on a 60 Hz system [2]. This value of sampling frequency allows the proper 
representation of the frequency range from near DC up to 1920 Hz (=3840 / 2). This 
range was considered enough, because the focus of this work is on the fundamental 
frequency phasor; therefore the sampling period used was ∆t =1/3840 =260.42 µs. In 
other words, the sampling frequency of 3840 Hz is equivalent to 64 samples per cycle 
(= 3840 / 60). 
 
[ ][ ] [ ] [ ]bxA =+ ε
[ ] [ ] [ ][ ] [ ] [ ]bAAAx TT 1−=
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The other parameter to be selected is the number of samples N that define the 
data window size. The whole problem reduces to finding the optimum data window 
size N. 
 
5.2.3.1  Selection Method: Several values of the data window size N were 
evaluated: 64, 96, 128 and 160 samples. For each value of window size, two 
characteristics were considered: 1) the phasor estimation error during the transition 
time and 2) the frequency response of the phasor estimator. 
 
The phasor estimation error during the transition time was used as a quality 
indicator for the method. During this transition time the phasor estimation window 
contains prefault and fault data. The trajectory in the complex plane of the estimated 
phasor using the basic and the improved least squares method was compared. Figures 
5.2 - 5.5 show these trajectories for the different window sizes. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2 Voltage phasor estimated trajectories for N=64 samples (=1 cycle). 
 
The trajectories for window sizes of 64 and 96 samples, in Figures 5.2 and 5.3, 
show a greater uncertainty compared to the basic least squares method, which is not a 
desired behavior.  
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Figure 5.3 Voltage phasor estimated trajectories for N=96 samples (=1.5 cycles). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4 Voltage phasor estimated trajectories for N=128 samples (=2 cycles). 
 
Relative improvement on the uncertainty in the trajectory is observed for the 
increases of window size from 64 to 96 and from 96 to 128 samples, as shown in 
Figures 5.2 - 5.4. The improvement is not significant for the window size increase from 
128 to 160 samples. Based on these observations, a window size of 128 samples (= 2 
cycles) was selected as the optimum. 
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Figure 5.5 Voltage phasor estimated trajectories for N=160 samples (=2.5 cycles). 
 
The frequency response of the phasor estimation was used as another quality 
indicator for the proposed method. The gain response against frequency was obtained 
using Equation 2.13 for each component of the method, the real and the imaginary. 
Figures 5.6 - 5.9 show these frequency responses for the window sizes previously 
selected. 
 
The response for a window size of 64 samples, shown in Figure 5.6, is not 
desired, because it amplifies many unwanted frequencies above the fundamental, 
reaching a peak of +22dB of amplification at about two times the fundamental 
frequency.  
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     a) 
 
 
 
 
 
 
 
 
 
 
 
     b) 
Figure 5.6 Frequency response of phasor estimation method for N=64 samples(=1 
cycle). 
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     a) 
 
 
 
 
 
 
 
 
 
 
 
     b) 
Figure 5.7 Frequency response of phasor estimation method for N= 96 samples (= 1.5 
cycles). 
 
The response for a window size of 96 samples, from Figure 5.7, is not good 
enough, because it amplifies close frequencies above the fundamental, reaching a peak 
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of +6dB of amplification at slightly above the fundamental frequency. Moreover, this 
response does not attenuate significantly the higher frequencies.  
 
 
 
 
 
 
 
 
 
 
 
 
     a) 
 
 
 
 
 
 
 
 
 
 
 
     b) 
Figure 5.8 Frequency response of phasor estimation method for N=128 samples (= 2 
cycles). 
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     a) 
 
 
 
 
 
 
 
 
 
 
 
     b) 
Figure 5.9 Frequency response of phasor estimation method for N=160 samples (= 2.5 
cycles). 
 
Relative improvements in the response are observed for increases in the window 
size from 64 to 96 and from 96 to 128 samples. The peak amplification in the first lobe 
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of the frequency response goes down with the increase of window size: in Figure 5.6 is 
+22dB, in Figure 5.7 is +6dB and in Figure 5.8 is +0.5dB. At the same time, the peak 
of the second lobe of the frequency response also goes down: in Figure 5.6 is +16dB, in 
Figure 5.7 is 0dB and in Figure 5.8 is –9dB, only in the third case is an attenuation (i.e. 
negative decibels). However, for a window size increase from 128 to 160 samples, the 
improvement in the gain response is not that significant, comparing the peak responses 
of the first lobe and the second lobe in the same way. Based on this frequency response 
criteria, the optimum window size selected was also N=128 samples=2 cycles. 
 
5.3  SUMMARY 
 
A phasor estimation method using an improved least squares error technique is 
presented in this chapter. The problem with traditional least error squares methods is 
stated. The idea of improving the curve to be fitted using information about the CCVT 
behavior is presented. The phasor estimation method is developed using this concept. 
The optimum window size for this method is found and presented. 
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6. SYSTEM STUDIES 
 
 
6.1  INTRODUCTION 
 
A proposed least squares voltage phasor estimation method was described in the 
previous chapter. In this chapter the performance of this method is verified against 
realistic scenarios. These scenarios consist of faults simulated on detailed models from 
real power systems. Faults at different typical high voltage levels were simulated, 
showing the improvements over a traditional method. Moreover, some cases were 
identified where the proposed method is not recommended, explaining the limitations. 
 
Additionally, the sensitivity of the proposed method against inaccuracies on the 
values of the CCVT parameters was studied. 
 
6.2  REALISTIC POWER SYSTEM CASES 
 
6.2.1  Case Selection  
 
Several faults were simulated from which some representative cases were 
selected for further analysis. Only the representative cases selected are presented here. 
 
6.2.1.1  Fault Selection: One fault type was selected that typically causes the 
larger magnitude of voltage changes. The use of one fault type simplifies the analysis 
and comparison of cases. The characteristics of the fault type selected are: 
 
- Three phase fault, i.e. simultaneous on all three phases 
- Low fault resistance, equal or less than 0.1 ohm primary 
- Fault incidence angle of: 0° degree for phase A, 120° degree for phase B and 60° 
for phase C. 
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The fault selected is applied at the remote end of the line, considering the local 
end where the CCVT and the relay are located. In other words, the fault is located at 
100% of the line, and the CCVT is located at 0% of the line. This kind of fault location 
is typically used when verifying distance protection performance. 
 
6.2.1.2  Case Search and Selection Criteria: The fault just described was 
applied to several transmission line locations in different models of real power system 
networks. The purpose of simulating these faults is to obtain a voltage signal for 
review. The level of distortion in the voltage signal compared to the final steady state 
value was observed. 
 
Two criteria were used in the selection of the cases for further analysis: high 
voltage level and distortion level. The high voltage level is a measure of the importance 
of the line; higher voltage levels are typical of more important transmission lines. The 
distortion level was used as a measure of the difficulty introduced to the phasor 
estimation algorithm, more distortion was considered more difficult and relevant. To 
quantify the distortion level, the high voltage input and the CCVT low voltage output 
were compared on a common scale, i.e. scaling down the high voltage by an ideal PT 
with the same ratio as the CCVT. 
 
6.2.2  Fault Simulation  
 
Fault simulation is used to obtain the time response of some desired power 
system variable to a fault condition. The following sections describe the simulation 
process. 
 
6.2.2.1  Power System Model: To perform the fault simulation, it is essential to 
have a power system model. This overall model is based on the mathematical model of 
individual components. Each component model is defined by certain parameters and is 
valid over certain frequency range. The CCVT model is one of these individual 
components and is included in the overall power system model. 
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The individual components of the power system network need to be detailed in 
order to properly represent the range of frequencies desired. However, a higher level of 
detail makes the overall model more complex and increases the processing time 
required for the solution. On the other hand, a model with less detail requires the use of 
equivalents that represent the rest of the network concisely. Typically, these equivalents 
are only valid at the power system frequency and other more complete equivalent 
models are difficult to obtain [31]. 
 
In this work, several models of real power systems with significant level of 
detail were used. Each of these models included up to 50 three-phase buses with the 
following characteristics: voltage levels ranging from 6.9 kV up to 500 kV, distributed 
parameter representation of transmission lines, saturation representation of power 
transformers, Park’s representation of synchronous machines, linear shunt reactors, 
capacitive series compensation including overvoltage protecting circuit, etc. The 
modeling details can be found in [7]. The detailed description of these models was 
considered beyond the scope of this work, because the proposed phasor estimation 
method is intended for use in any power system network. The detail of the CCVT 
model was described previously (section 3.3). 
 
6.2.2.2  Time Domain Solution: The time domain solution of the power system 
network was performed using the Alternative Transient Program (ATP). This program 
implements the solution method proposed by Dommel [9,10]. 
 
Some parameters are necessary to calculate the solution: 1) the time step and 2) 
the duration of the simulation. The network is solved periodically, with a time period 
equal to the time step ∆t’. Note that here ∆t’ represents the network simulation time 
period and ∆t is equal to the phasor estimation algorithm sampling period. 
 
The time step ∆t’ needs to be small enough to obtain a reasonable accuracy of 
the solution over the frequency range of interest. The corresponding sampling rate FS’ 
(= 1/∆t’) of simulation was synchronized to the desired sampling rate of the phasor 
estimation method proposed, i.e. a rate of simulation multiple of FS = 3840 Hz was 
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chosen. This choice of sampling rate simplifies the post-processing of the signal, which 
is described later, in section 6.2.3. The duration of the simulation was selected to cover 
a minimum of 600 ms (=36 cycles at 60 Hz). This duration includes a prefault time 
interval of around 18 cycles, enough to obtain a good initial steady state before 
applying the fault. The remaining time is sufficient to observe the entire transient 
response. 
 
In this simulation, the only event required is the fault being applied. The fault 
starting time is not a fixed number, but is actually a function of the zero crossing of the 
phase A voltage. This zero crossing depends on the power system and the line being 
simulated. 
 
The output variables desired from the simulation are obviously the voltage 
signals. The high voltage input and the CCVT voltage output were both recorded for 
further analysis. The ATP program produces a particular file format where it records all 
the simulation results: the PL4 format [7]. 
 
6.2.3  Post-Processing  
 
The voltage signals desired for analysis were obtained from the simulation 
results. These signals are of a sampling rate higher than the one required by the phasor 
estimation method. The process to reduce the sampling rate to the desired rate consists 
of a sequence of two operations [32]: antialias filtering and down-sampling, in that 
order.  
 
The antialias filtering consists of removing the frequencies above one half of the 
desired bandwidth. The desired bandwidth is the sampling rate used by the phasor 
estimation method, i.e. FS = 3840 Hz. Therefore, the filter needs to remove frequencies 
above 1920 Hz (= 3840 / 2). A low pass fifth order Butterworth filter with a cutoff (=-3 
dB) frequency of 1800 Hz was used for this purpose. 
 
The down-sampling consists of reducing the sampling rate of the signal to some 
desired lower rate. To facilitate this operation, the sampling rate for the simulation was 
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chosen as an integer multiple of the desired rate; otherwise, i.e. for a non integer 
multiple rate, a more complex interpolation operation would be required. If n is the 
factor that relates these two sampling rates, then down-sampling is reduced to 
extracting one sample of every n of the output signal received from the antialias filter. 
 
6.2.4  Phasor Estimation Performance  
 
The signals resulting from the post-processing were used to evaluate the 
performance of the proposed phasor estimation method. Two phasor estimation 
methods were used for comparison in the typical cases: the basic least squares and the 
improved least squares. The real and imaginary components of the phasor were 
calculated for the entire simulation time. The angle normalization was then applied to 
the resulting phasors. The magnitude and the angle of these phasors were computed 
based on the real and imaginary components for evaluation. An additional phasor 
estimation method was used in the difficult cases: single component with time shift, 
described in section 2.4.4, using one of the components, real or imaginary, of the 
improved least squares method. The component with best frequency response 
characteristics was selected for this purpose. 
 
The speed and accuracy of the proposed method was compared to the basic least 
squares method. To illustrate the differences, the magnitude and the angle were plotted 
separately against time. Also, the trajectories in the complex plane of the estimated 
phasors were shown. For the difficult cases an additional plot was included, the 
magnitude of the phasor error, which was obtained subtracting the instantaneous phasor 
from the final stable phasor. 
 
6.2.5  Typical Cases  
 
6.2.5.1  Fault in a 500 kV System: A 500 kV, 169 km overhead transmission 
line was subjected to the pre-selected fault condition: a low resistance three phase fault 
at the remote end. Figure 6.1 shows the time response of the phase A voltage signal for 
this fault condition with a fault incidence angle of 0° degrees. A high magnitude of 
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voltage change of 87.9% (= 100% – 12.1%) of the prefault amplitude was observed at 
this location of the power system selected. 
Figures 6.2 and 6.3 show the magnitude of the voltage phasor estimated using 
the improved least squares method. The improved least squares method stabilizes at the 
transition time of 2 cycles, faster than the basic least squares, as shown in Figure 6.2. 
The magnitude of the phasor obtained is not constant but decaying, as shown in Figure 
6.3. This decay is part of the power system behavior at this location, which is 
confirmed by a similar behavior of the phasor magnitude estimated from the ideal PT 
response that was included for clarification in this figure.  
 
 
 
 
 
 
 
 
 
 
Figure 6.1 Phase A voltage time response. 
 
Figure 6.3 also gives a measure of the improvement achieved by the improved 
least squares method compared to the basic least squares: the estimated magnitude 
accuracy is comparable to that obtained from an ideal PT, i.e. the CCVT impact is 
practically eliminated.  
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Figure 6.2 Phase A estimated voltage phasor magnitude. 
 
 
 
 
 
 
 
 
 
 
Figure 6.3 Zooming In Figure 6.2. 
 
Figures 6.4 and 6.5 show the angle of the voltage phasor estimated using the 
improved least squares method. The response of the improved least squares stabilizes at 
the transition time of 2 cycles, as shown in Figure 6.4. The angle of the phasor is not 
constant but is increasing with time, as shown in Figure 6.5. This angle shifting in time 
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is a normal power system behavior for this location, which is confirmed by a similar 
behavior of the estimated angle from the ideal PT. The angle estimation accuracy with 
the improved least squares method is comparable to that obtained from an ideal PT. 
The difference observed between the improved and the ideal is due to the CCVT steady 
state angle error, this difference is about the same as that observed during prefault.  
 
 
 
 
 
 
 
 
 
 
Figure 6.4 Phase A estimated voltage phasor angle. 
 
 
 
 
 
 
 
 
 
 
Figure 6.5 Zooming In Figure 6.4. 
 
Figure 6.6 and 6.7 show the trajectories of the phasor estimated with the 
improved least squares and the basic least squares method for comparison. The 
improved least squares method converges at two cycles while the basic least squares 
method does so after four cycles. 
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Figure 6.6 Phase A estimated voltage phasor trajectory in the complex plane. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.7 Zooming In Figure 6.6. 
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6.2.5.2  Fault in a 138 kV System: A 138 kV, 206 km overhead transmission 
line is subjected to the remote end three phase fault condition, previously selected. 
Figure 6.8 shows the phase C voltage signal for this fault condition. The fault incidence 
angle of this fault is 120° and the magnitude of voltage change is 78.6% (= 100% – 
21.4%). This power system location presents a natural frequency of approximately five 
times the fundamental frequency, which produces a decaying transient of that 
frequency for certain fault incidence angles, shown as the ideal PT plot in Figure 6.8. 
 
Figures 6.9 and 6.10 show the magnitude of the phasor estimated using the 
improved least squares method. The magnitude of the phasor estimated with the 
improved least squares method stabilizes within 1.3 V of the final value at the transition 
time of 2 cycles. The uncertainty in the estimated magnitude is smaller compared to the 
basic least squares method, as shown in Figure 6.10. The impact of the power system 
noise in the accuracy of the method is small. The power system noise is attenuated by 
the CCVT in the first place, as seen in Figure 6.8. The filtering capability of the 
improved least squares phasor estimation method attenuates the remaining part of the 
noise and obtains the fundamental frequency phasor with improved accuracy. 
 
 
 
 
 
 
 
 
 
 
Figure 6.8 Phase C voltage time response. 
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Figure 6.9 Phase C estimated voltage phasor magnitude. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.10 Zooming In Figure 6.9. 
 
Figures 6.11 and 6.12 show the angle of the phasor estimated with the improved 
least squares method. The angle stabilizes within 2.5° of the final value at the transition 
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time of 2 cycles, as shown in Figure 6.12. The uncertainty on the angle is smaller and 
decays faster than in the basic least squares method.  
 
 
 
 
 
 
 
 
 
 
 
Figure 6.11 Phase C estimated voltage phasor angle. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.12 Zooming In Figure 6.11. 
 
Figure 6.13 and 6.14 show the trajectories of the phasor estimated with the 
improved least squares and the basic least squares for comparison. The improved least 
squares method converges at two cycles while the basic least squares does so after four 
cycles. 
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Figure 6.13 Phase C estimated voltage phasor trajectory in the complex plane. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.14 Zooming In Figure 6.13. 
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6.2.6  Difficult Scenarios  
 
The improved least squares method has difficulty to obtain a good estimate of 
the fundamental frequency phasor in some conditions. The presence of transients in the 
power system with frequencies close to that of the CCVT but longer time constants of 
decay characteristic seem to be the main reason for this difficulty. Two cases were 
selected that did not produce any improvement in the estimated phasor: 1) a 
significantly long transmission line system and 2) a line adjacent to a series capacitor. 
 
6.2.6.1  Fault in a 230 kV Long Transmission System: A 230kV, 325 km 
transmission line is subjected to the fault condition used in previous cases: the low 
resistance, three phase fault at the remote end. This line is part of a series of adjacent 
lines extending approximately 930 km, of which 655 km is at 230 kV and the 
remaining 275 km is at 138 kV. Shunt reactors are used at several points in the 230 kV 
portion to compensate the shunt capacitance of the transmission lines. Figure 6.15 show 
the phase B voltage signal for this fault condition. The fault incidence angle is 60° and 
the magnitude of voltage change is 88.3% (= 100% – 11.7%). This power system 
location presents a natural frequency of approximately two times the fundamental 
frequency, which results in a decaying transient of that frequency for certain fault 
incidence angles, shown as the ideal PT plot in Figure 6.15. 
 
 
 
 
 
 
 
 
 
 
Figure 6.15 Phase B voltage time response. 
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Figure 6.16 shows the magnitude of the phasor estimated using the improved 
least squares method. The magnitude of the phasor estimated with this method 
stabilizes slower than the basic least squares method. Figure 6.16 shows that there is no 
improvement compared to the basic least squares. The single component method with 
time shift of 90o was combined with the real component of the improved least squares 
method. The results are plotted in Figure 6.16 as well. The real component of the 
improved least squares method shows an improvement compared to the improved least 
squares method, but is not better than the basic least squares. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.16 Phase B estimated voltage phasor magnitude. 
 
Figure 6.17 show the angle of the phasor estimated using the improved least 
squares method. The angle of the phasor estimated with this method stabilizes slower 
than the basic least squares method. Figure 6.17 shows no improvement using the 
improved least squares method compared to the basic least squares. The real 
component of the improved least squares method shows again an improvement 
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compared to the improved least squares method, but is not better than the basic least 
squares. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.17 Phase B estimated voltage phasor angle. 
 
Figures 6.18 to 6.21 show the trajectories of the phasor estimated with the 
improved least squares, the basic least squares and the real component of the improved 
least squares for comparison. The basic least squares method converges faster than the 
improved least squares method to the final voltage phasor value. Also, the basic least 
squares method converges faster than the real component of the improved least squares. 
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Figure 6.18 Phase B estimated voltage phasor trajectory in the complex plane. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.19 Zooming In Figure 6.18. Improved Least Squares 
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Figure 6.20 Zooming In Figure 6.18. Basic Least Squares 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.21 Zooming In Figure 6.18. Real Component Improved Least Squares 
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Figure 6.22 Magnitude of phasor error as a function of time 
 
Figure 6.22 shows the magnitude of the phasor error, i.e. the amount of 
deviation from the final stable value. This plot shows clearly that the real component of 
the improved least squares method alone performs better than the improved least 
squares, for this case. This method also confirms that none of the new methods 
(Improved Least Squares and Real Component of Improved Least Squares) proposed 
here improve the results obtained by the basic least squares. 
 
6.2.6.2  Fault in a 500 kV Line Adjacent to Series Capacitor: A 500 kV, 212 
km overhead transmission line is subjected to the same fault used in previous cases: a 
low resistance, three phase fault at the remote end. This line is adjacent to a system of 
three parallel lines, 500 kV and 388 km, with series capacitors compensation of 
approximately 55% of the reactance of the line. Figure 6.23 shows the phase C voltage 
signal for this fault condition. The fault incidence angle is 120° but the magnitude of 
voltage change could not be calculated directly from the graphic, this value was 
calculated better after the phasor is estimated. The power system presents natural 
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frequency components below and above the fundamental frequency (i.e. high and low 
frequencies), which results in decaying transients of those frequencies for certain fault 
incidence angles, as shown in the ideal PT plot in Figure 6.23. In this case it was 
verified that the series capacitors were operating in their linear region, with no 
influence of their associated protective equipments. 
 
 
 
 
 
 
 
 
 
 
Figure 6.23 Phase C voltage time response. 
 
Figures 6.24 and 6.25 show the magnitude and the angle, respectively, of the 
phasor estimated using the improved least squares method. The magnitude and the 
angle of the phasor estimated with this method stabilize slower than the basic least 
squares method; i.e. no improvement is observed. The magnitude of voltage change 
calculated is 59.7% (= 100% – 40.3%). The single component method is also plotted in 
Figures 6.24 and 6.25. The real component and the imaginary component show slower 
convergence compared to the basic least squares method. In this case, the presence of 
frequencies above and below the fundamental makes difficult the selection of a single 
component method. 
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Figure 6.24 Phase C estimated voltage phasor magnitude. 
 
 
 
 
 
 
 
 
 
 
Figure 6.25 Phase C estimated voltage phasor angle. 
 
Figure 6.26 shows the trajectories of the phasor estimated with the improved 
least squares, the basic least squares, the real component of the improved least squares 
and the imaginary component of the improved least squares for comparison.  
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   a)     b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   c)     d) 
Figure 6.26 Phase C estimated voltage phasor trajectory in the complex plane. 
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Figure 6.26 shows that the basic least squares method is faster than all the other 
methods (Improved Least Squares, Real Component of Improved Least Squares and 
Imaginary Component of Improved Least Squares) in converging to the final voltage 
phasor value. At the same time the real component of the improved least squares is 
slightly better than the improved least squares. The response of the imaginary 
component of the improved least squares method is worse than the improved least 
squares. 
 
Figure 6.27 shows more clearly that all the improved methods converge very 
slowly compared to the basic least squares method, for this difficult case. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.27 Magnitude of phasor error as a function of time 
 
6.3  ALGORITHM SENSITIVITY TO CCVT PARAMETERS 
 
The results previously presented assume a very good accuracy of the CCVT 
parameters. In a real scenario, these parameters are known, but with some percentage of 
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error. To evaluate the impact of these errors on the response of the improved least 
squares algorithm, a parameter sensitivity study was performed. 
 
6.3.1  Definition of the Reference Condition  
 
A reference condition is defined to compare the effect of CCVT parameter 
variations in the response of the improved least squares algorithm. The CCVT and 
burden parameters, without any variation, are used to produce a linear transfer function, 
as explained in section 3.3.2.1. From this transfer function, the characteristic 
frequencies and time constants obtained are used to build the improved least squares 
algorithm. This would be the ideal case where the CCVT parameters are known with 
very good accuracy. 
 
For this reference condition, a fault is simulated where the effect of the error 
introduced by the CCVT is more noticeable. This same fault would be used for all 
parameter variations. A system with an SIR = 30 is selected, which would result in a 
very low fault voltage, and at the same time significant change on the voltage 
magnitude. This condition is representative of a weak system where the source 
impedance is large, but also can be the case of a very short line. A fault incidence angle 
of zero degrees would introduce the biggest distortion of all possible incidence angles. 
A very low fault resistance of RF = 0.01 ohm is selected, as the lower resistance faults 
would produce more damage. The fault is located at the remote end of the line. This 
location has been used typically to evaluate transient overreach and underreach in 
distance protection applications. 
 
The voltage fault signal received from the CCVT is processed by the improved 
least squares algorithm. The magnitude and angle of the voltage phasor estimated 
would be the reference conditions for the comparison. This reference condition is 
shown in Figures 6.28 and 6.29. The improved least squares algorithm converges to a 
very stable phasor value after the two cycle window is inside the fault. This is because 
a very simple power system was chosen and therefore any deviation observed would be 
caused exclusively by the parameter variation applied. For comparison, the output of 
the basic least squares algorithm with a two cycle window is also shown. 
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Figure 6.28 Reference Phasor Magnitude. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.29 Reference Phasor Angle. 
 
6.3.2  Parameter Variations  
 
Two kinds of parameter variations were studied, single and combined. In the 
single variation, one of the CCVT parameters was modified by 5 percent in either 
direction. The reference fault condition was then simulated using this modified CCVT 
  113 
 
to scale down the primary voltage. Finally the output voltage was processed using the 
improved least squares algorithm that was based on the original unmodified CCVT 
parameters. In the combined variation, several parameters were modified 
simultaneously, all of them in the same direction and by the same percentage. 
 
Also, two kinds of deviations were measured, steady state and transient. The 
steady state deviation is the difference, considering the sign, on the prefault voltage 
magnitude and angle compared to the prefault reference condition. This steady state 
deviation is representative of the impact of the specific parameter on the accuracy of 
the CCVT. The transient deviation is the maximum absolute difference in magnitude 
and angle compared to the corresponding final stable value. The first two cycles after 
the fault inception were ignored for this transient deviation, because the improved least 
squares window is not fully inside the fault. This transient deviation is a measure of the 
uncertainty in the estimation of the fault voltage, introduced by the parameter varied. 
 
6.3.3  Observations  
 
The results of the parameter sensitivity study are summarized in Tables 6.1 and 
6.2. Refer to Figure 3.10 for the names of parameters. The steady state deviation shows 
the direct impact on the accuracy of the CCVT that the capacitors C1 and C2 have, 
when they are varied individually. At the same time it is shown that a combined 
variation of these capacitors does not affect the accuracy that much, although it is still 
significant compared to the others. Another parameter that significantly affects this 
steady state deviation is the series inductance LLE . 
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Table 6.1 Steady state deviation in prefault voltage measurement for a five percent 
increase in the parameter (s). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 6.2 Absolute transient deviation in fault voltage after 2 cycles for an absolute 
variation of five percent in the parameter (s). 
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The results of the transient deviation shown in Table 6.2 are of significant 
importance, because these results show that the uncertainty in the phasor estimation is 
what causes the transient overreach or underreach. The maximum transient error is 
observed for a combined variation of C1 and C2 of 5%. This maximum transient error is 
illustrated in Figures 6.30 and 6.31. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.30 Transient magnitude deviation for a combined variation of C1 and C2. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.31 Transient angle deviation for a combined variation of C1 and C2. 
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Comparing this with the basic least squares method with a two cycle window 
(Figures 6.28 and 6.29), which has a transient deviation of 3.95% (=7.18% - 3.23%) in 
magnitude and +/-180o degrees in angle, the improvement in the results using the 
Improved Least Squares can be seen.  
 
6.4  SUMMARY 
 
The performance of the improved least squares phasor estimation method in 
Chapter 5 is evaluated in this chapter. Several faults are simulated on different power 
system models, obtaining a voltage signal output from the CCVT to these faults. The 
results of these simulations are processed and the phasor estimation method is applied 
to obtain the desired voltage phasors. Typical cases that show the improvements of the 
method are illustrated. Also, difficult cases are found where the method has limitations. 
The reasons describing these limitations are also explained. 
 
The improved least squares method for phasor estimation uses the CCVT 
parameters to develop the appropriate equations. Therefore, it is important to evaluate 
the sensitivity of this method to inaccuracies in the knowledge of these parameters. The 
results of the sensitivity study are also presented in this chapter. 
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7. SUMMARY AND CONCLUSIONS 
 
 
The power systems normal operation depends on several of its components 
performing different functions. This normal operation can be disrupted by the presence 
of faults. Many of these faults are avoided by preventive measures, but not all can be 
prevented for economical reasons. The fault protection is an important function that 
minimizes the consequences of these faults, contributing to the normal operation of the 
power system. In Chapter 1, the basic concepts associated with protection of power 
systems were reviewed. 
 
The numerical relays are one of the most important elements involved in the 
process of isolating a fault. They receive currents and voltage information from the CTs 
and PTs, and command the breaker to interrupt the high voltage circuit whenever a 
fault is detected. The microprocessor architecture used in numerical relays provides 
with additional useful functions, such as recording, communication and auto-
diagnostics. The process of detecting a fault requires two components: the phasor 
estimation and the protective function. The two most commonly used phasor estimation 
techniques: DFT and least squares error methods were described in Chapter 2. The 
basic protection functions and the protective problems they can solve were also 
presented in Chapter 2. 
 
In many cases CCVTs are used instead of PTs, for economical reasons. The 
CCVTs perform the same functions as the PTs, but they are more complex in design 
and performance. The CCVTs actually introduce a problem in protection functions that 
need voltage measurements. This problem is a consequence of the distortion introduced 
by the CCVT during the initial few cycles after a sudden voltage change which is 
typical for many kinds of faults. The characteristics of the CCVT response were studied 
in Chapter 3. The modeling methods were also presented in this chapter. 
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The impact of CCVT distortions was analyzed in Chapter 4. The impact was 
analyzed using magnitude and angle errors in the voltage phasors estimated. Several 
relays were studied to understand the risk of incorrect operation introduced by these 
errors. The relays that were not affected were also listed as a reference for the reader. 
Various techniques currently available to minimize the impact of the CCVT in 
protective functions were also described. 
 
The objective of this thesis was realized by the new design methodology 
proposed in Chapter 5. A method for phasor estimation that improves the accuracy and 
speed of convergence of the voltage phasor obtained in CCVT applications was 
developed. The method uses the least error squares technique for curve fitting applied 
to phasor estimation. The idea proposed was to improve the description of the curve to 
be fitted, knowing that the CCVT output signal contains oscillatory decaying transient 
components of frequencies and time constant of the decay that correspond to the CCVT 
transfer function. The data window size for this method was found comparing the 
phasor trajectories and frequency responses of the method for different sizes of data 
window. 
 
The proposed method was verified by performing test studies in Chapter 6. 
Several faults were simulated using real power system models to ascertain the benefits 
and also find the limitations of the method proposed. A test method was described to 
perform the simulations. This test method described the cases to be tested, the fault 
simulation, the post-processing of the results and the criteria for phasor estimation 
performance evaluation. Several cases were found that show significant improvements 
using the proposed methodology. Scenarios where the proposed method did not show 
any improvement were also described. This is due to the following reason: since the 
basic assumption made for curve fitting in the proposed methodology was that all 
transients of a particular frequency had an associated time constant of decay. In these 
particular cases, the natural frequencies of the power system were close to the natural 
frequencies of the CCVT described above. However, the time constants of decay of the 
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power system natural frequencies were quite different from those of the CCVT. So the 
curve fitting did not happen correctly. 
 
Additionally, in Chapter 6 a parameter sensitivity study was presented. The 
least squares method proposed was based on using a curve description dependent on the 
CCVT parameters. Therefore, studying the effect of inaccuracies on these parameters 
was also an important consideration. It was found, that the improvements achievable 
were more significant than the errors introduced due to the parameter variations; a 
maximum variation of 5% was used in this study. In other words, it means that the 
method has low sensitivity to CCVT parameter error. 
 
The following conclusions can be drawn from this thesis: 
 
1) The distortion introduced by the CCVT during fault conditions produces errors 
in the voltage phasor estimated that may locate the resulting phasor in the 
incorrect operating region and therefore increases the risk of mal-operation of 
protective relays. 
 
2) The use of CCVT design parameters, obtained within reasonable accuracy, can 
reduce the error and accelerate the convergence of the voltage phasor 
estimation, using a least squares approach, and consequently can reduce the 
impact of CCVT distortions in protective relaying. 
 
3) CCVT design parameters can not be used in all cases in the way it was proposed 
here, because this method may increase the resulting phasor estimation error in 
presence of power system transients with frequencies and/or time constants of 
decay similar to those of the CCVT response. 
 
7.1  FUTURE WORK 
 
The following is a list of some suggestions received, as well as ideas collected 
that may improve the studies presented in this thesis: 
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1) The performance of the proposed method during overvoltage conditions was not 
studied here. There is no evidence to say that this condition will affect 
significantly the results of the method proposed, but it has to be properly 
verified. 
 
2) The implementation issues were not completely evaluated, since the proposed 
method was not implemented on a physical device, but only on a software 
simulator in a computer. Considerations such as processing power required, 
number of significant bits required, the kind of arithmetic operations required, 
floating point or fixed point, are questions to be answered. 
 
3) The use of oscillography data pre-recorded by some Electric Utilities during 
fault conditions is an even more realistic way of verifying the performance of 
the proposed method. 
 
4) Simulation of fault conditions using other tools, such as the Real Time Digital 
Simuator (RTDS), is useful in evaluating a possible implementation of this 
method. 
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