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The close interplay between superconductivity and antiferromagnetism in several quantum mate-
rials can lead to the appearance of an unusual thermodynamic state in which both orders coexist mi-
croscopically, despite their competing nature. A hallmark of this coexistence state is the emergence
of a spin-triplet superconducting gap component, called pi-triplet, which is spatially modulated by
the antiferromagnetic wave-vector, reminiscent of a pair-density wave. In this paper, we investigate
the impact of these pi-triplet degrees of freedom on the phase diagram of a system with compet-
ing antiferromagnetic and superconducting orders. Although we focus on a microscopic two-band
model that has been widely employed in studies of iron pnictides, most of our results follow from
a Ginzburg-Landau analysis, and as such should be applicable to other systems of interest, such as
cuprates and heavy fermions. The Ginzburg-Landau functional reveals not only that the pi-triplet
gap amplitude couples tri-linearly with the singlet gap amplitude and the staggered magnetization
magnitude, but also that the pi-triplet d-vector couples linearly with the magnetization direction.
While in the mean field level this coupling forces the d-vector to align parallel or anti-parallel to the
magnetization, in the fluctuation regime it promotes two additional collective modes – a Goldstone
mode related to the precession of the d-vector around the magnetization and a massive mode, related
to the relative angle between the two vectors, which is nearly degenerate with a Leggett-like mode
associated with the phase difference between the singlet and triplet gaps. We also investigate the
impact of magnetic fluctuations on the superconducting-antiferromagnetic phase diagram, showing
that due to their coupling with the pi-triplet order parameter, the coexistence region is enhanced.
This effect stems from the fact that the pi-triplet degrees of freedom promote an effective attrac-
tion between the antiferromagnetic and singlet superconducting degrees of freedom, highlighting
the complex interplay between these two orders, which goes beyond mere competition for the same
electronic states.
I. INTRODUCTION
The close proximity between the superconducting (SC)
and antiferromagnetic (AFM) transitions in unconven-
tional superconductors such as cuprates, iron pnictides,
and heavy fermions, has motivated a profound investi-
gation of the interplay between these two phases1–4. In
general, these two ordered states compete for the same
electronic states, as manifested for instance by the sup-
pression of the AFM order parameter below the SC tran-
sition temperature Tc observed in neutron diffraction
experiments5,6. Despite this competition, these two an-
tagonistic phases can coexist microscopically, giving rise
to a new thermodynamic state in which both the U(1)
gauge symmetry and the SO(3) spin-rotational symme-
try are simultaneously broken. Experimentally, identify-
ing such a microscopic coexistence phase is challenging:
because bulk probes are generally sensitive not only to
the order parameter, but also to its volume fraction5, it
is difficult to distinguish the situation in which the two
orders coexist locally from the case in which the system
phase-separates into non-overlapping domains of AFM
and SC orders. As a result, local probes are generally
needed to unambiguously identify the AFM-SC micro-
scopic coexistence phase.
Recently, NMR (nuclear magnetic resonance), µSR
(muon spin rotation), STM (scanning tunneling mi-
croscopy), and Mo¨ssbauer experiments have revealed
that several iron-based superconductors display this
unique AFM-SC coexistence state in their phase
diagrams7–13. Data supporting the existence of this state
in certain cuprates14 and heavy fermions6,15–17 have also
been reported. Thus, it is of general interest to eluci-
date the microscopic and macroscopic properties of the
AFM-SC coexistence state, not only to provide useful
benchmarks to probe it, but also to search for possible
novel phenomena in this unusual phase of matter.
Indeed, many theoretical works have tackled this issue
and provided invaluable information about the interplay
between AFM and unconventional SC in the coexistence
state18–34. Interestingly, as shown in Ref.35, the fact that
the AFM order parameter M and the singlet SC order
parameter ∆s are simultaneously non-zero implies that a
triplet component of the superconducting order parame-
ter is generated, ∆t ∝ ∆sM . It is clear that this triplet
component only exists in the case of microscopic AFM-
SC phase coexistence, since in the case of phase separa-
tion, either ∆s or M vanish at an arbitrary point. Con-
sequently, detecting this triplet component, often called
pi-triplet (and hereafter denoted t-SC), would provide un-
ambiguous evidence in favor of a coexistence AFM-SC
state. On the microscopic level, this triplet component
pairs electrons with momenta −k and k +Q, i.e.
∆t ∝
∑
k
(
dˆ · σiσy
)†
ss′
〈ck+Q,sc−k,s′〉. (1)
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2Here, ck,s is the standard fermionic operator associated
with an electron with momentum k and spin s, σj are
the Pauli matrices, and dˆ is the triplet d-vector. Since
the center-of-mass of the Cooper pair has momentum Q
equal to the AFM wave-vector, this order parameter be-
haves similarly to a pair density-wave36–38. Note however
that the term pair-density wave has been primarily em-
ployed to describe a SC state without a homogeneous
gap component, which is not possible in our case, since
∆t only appears in the presence of a homogeneous sin-
glet component ∆s. Despite the fact that the system still
has inversion symmetry and ∆t has even parity, we iden-
tify ∆t as a triplet because of its spin structure. The
reason why the triplet spin structure is allowed in the
AFM phase, even though ∆t has even parity, is because
inside the AFM phase ck+Q,s and ck,s become different
“electronic flavors” due to the band folding. This can be
more easily visualized by rewritting the expression for the
triplet gap as:
∆t ∝ 1
2
∑
k
(
dˆ · σiσy
)†
ss′
(iτy)
µν
〈
Φµk,sΦ
µ
−k,s
〉
(2)
where Φµk,s =
(
ck+Q,s c−k,s
)T
is a spinor in both spin
space and AFM band-folded space. The situation resem-
bles the case of multi-orbital systems with atomic spin-
orbit coupling S·L, in which case the superconducting or-
der parameter generally has both singlet and triplet com-
ponents (although inversion symmetry is preserved)39.
Different aspects of the impact of this pi-triplet com-
ponent on the AFM-SC coexistence phase have been pre-
viously discussed35,40–46. In most cases, the analyses fo-
cused on the ordered state, where the d-vector is fixed
parallel to the magnetization direction Mˆ . In this work,
we focus instead on the disordered state, and investigate
the coupling between the d-vector and the magnetization
M . For concreteness, we consider a microscopic two-
band model widely employed to study the interplay be-
tween AFM and SC in the iron pnictide superconductors,
but most of our results should hold in other systems as
well. As it was previously shown in Refs.18,19, the phase
diagram of this model displays a tetracritical point and,
consequently, an AFM-SC coexistence phase. Near the
tetracritical point, we then use the microscopic model
to derive the Ginzburg-Landau free energy in the disor-
dered state and show that the d-vector couples linearly
with M . While in the ordered state this implies that the
two vectors are parallel, as assumed in previous works, in
the disordered state it gives rise to a collective mode cor-
responding to oscillations of the angle between the AFM
order parameter and the d-vector of the t-SC order pa-
rameter. We find that in general this collective mode has
a finite energy, which is comparable to, but larger than,
the Leggett-like mode associated with oscillations of the
relative phase between the singlet and triplet SC order
parameters.
We then go beyond the mean field approach and study
how magnetic fluctuations modify the phase diagram.
In general, we find that AFM fluctuations shrink the
magnetically ordered region, as expected, while keeping
the second-order character of the phase transition lines.
More importantly, the t-SC order acts to expand the
AFM-SC phase coexistence, by promoting an effective at-
traction between these two otherwise competing orders.
Finally, we discuss the implications of our results to the
understanding of the phase diagrams of unconventional
superconductors.
The paper is organized as follows: in Section II we
present our microscopic model and derive the Ginzburg-
Landau functional. The mean field phase diagram and
the analysis of the corresponding collective modes are
shown in Section III. Section IV is devoted to the inves-
tigation of the effects of magnetic fluctuations. Conclud-
ing remarks are presented in Section V. Two Appendices
contain additional technical details of the derivations dis-
cussed in the main text.
II. MICROSCOPIC MODEL AND
GINZBURG-LANDAU FUNCTIONAL
A. The model
We consider a two-dimensional two-band model con-
taining one hole band and one electron band. Such a
model has been widely employed in studies of the in-
terplay between SC and AFM in iron pnictides, see for
instance Refs.18,19. While this model is useful to obtain
microscopic values for the Ginzburg-Landau parameters,
we emphasize that most of our results are quite general
and apply to any other system where the AFM and SC
transition lines meet at a tetracritical point. The Hamil-
tonian contains four terms
H = H0 +HAFM +HsSC +HtSC. (3)
The noninteracting part H0 describes the two bands,
whose centers are displaced by Q = (pi, pi)
H0 =
∑
k,s
(
ξ1,kc
†
k,sck,s + ξ2,k+Qf
†
k+Q,sfk+Q,s
)
, (4)
where c†k,s (f
†
k+Q,s) is an operator that creates a fermion
with momentum k (k +Q) and spin projection s = ±1.
The isotropic hole-band dispersion is given by ξ1,k =
ε1,0 − k2/2m− µ, whereas the anisotropic electron-band
dispersion is ξ2,k+Q = −ε2,0+k2x/2mx+k2y/2my−µ. Note
that the chemical potential µ has been included in the
dispersions and ε1,0 > 0 and ε2,0 > 0 are offset energies.
To proceed, we introduce the notation tan θ = ky/kx
and rewrite the band dispersions according to ξ2,k+Q =
−ξ1,k + 2δk, where δk = δ0(k) + δ2(k) cos 2θ measures
the deviation from the perfect nesting condition (ξ1,k =
−ξ2,k+Q) with δ0(k) = (ε1,0 − ε2,0)/2 − µ + k2(m−1x +
m−1y − 2m−1)/8 and δ2(k) = k2(m−1x −m−1y )/818.
3The second term of the Hamiltonian describes the re-
pulsive interactions that drive AFM
HAFM = −Vm
2υ
∑
k,k′
(
c†k,sσss′fk+Q,s′
)
·
(
f†k′+Q,σσσσ′ck′,σ′
)
,
(5)
where υ is the volume of the system, Vm is the coupling
constant (whose momentum dependence we dropped, for
simplicity), σss′ is the (ss
′) element of the Pauli matrix
vector. Hereafter, repeated spin indices are implicitly
summed over.
The fermions are also subject to inter-band pairing in-
teractions, both in the singlet and in the triplet channels,
which are described, respectively, by the two last terms
in H
HsSC = −
Vs
2υ
∑
k,k′
[
(iσy)ss′ (iσ
y) †σσ′(
c†k,sc
†
−k,s′f−k′−Q,σfk′+Q,σ′
)
+ h.c.
]
(6)
and
HtSC = −
Vt
2υ
∑
k,k′
[(
dˆ · σiσy
)
ss′
(
dˆ · σiσy
)†
σσ′(
f†k+Q,sc
†
−k,s′c−k′,σfk′+Q,σ′
)
+ h.c.
]
, (7)
where Vs and Vt are the singlet and triplet SC couplings,
respectively. The triplet SC pairs have a finite momen-
tum Q, and are characterized by the unitary d-vector
dˆ = (dˆx, dˆy, dˆz)
T . The spinor dˆ · σiσy for triplet Cooper
pairs is discussed in Refs.47–49 (see also Refs.35,42). We
follow Ref.41 and include from the beginning the triplet
component because, when the rotational symmetry in
spin space is broken and the system undergoes a singlet
SC phase transition, triplet components 〈c−k,sfk+Q,s′〉
are necessarily generated.
We now define the various order parameters (OP). The
staggered magnetization is
M = −Vm
2υ
∑
k
σss′〈f†k+Q,sck,s′〉, (8)
the singlet SC OPs for each band are
∆s,1 = −Vs
υ
∑
k
〈fk+Q,↑f−k−Q,↓〉, (9)
∆s,2 = −Vs
υ
∑
k
〈ck,↑c−k,↓〉, (10)
and the triplet SC OP is35,42,47,48
∆t = − Vt
2υ
∑
k
〈fk+Q,s
(
dˆ · σiσy
)†
ss′
c−k,s′〉. (11)
We use the usual mean field decoupling to rewrite the
quartic terms of H as
HAFM ≈
∑
k
[
c†k,s (M · σ) ss′fk+Q,s′ + h.c.
]
(12)
HsSC ≈
∑
k
(
∆s,1c
†
k,↑c
†
−k,↓ + ∆s,2f
†
k+Q,↑f
†
−k−Q,↓ + h.c.
)
(13)
and
HtSC ≈ −
1
2
∑
k
[(
∆ˆt
)
ss′
(
f†k+Q,sc
†
−k,s′ − c†k,sf†−k−Q,s′
)
+h.c.] , (14)
where we introduced the notation
(
∆ˆt
)
ss′
=(
dˆ · σiσy
)
ss′
∆t and we also omitted the constant
terms for simplicity. Note that the singlet SC gap
of one band is due to the action of the electrons
in the other band and that the triplet SC OP has
a finite momentum Q. To proceed, we introduce
the eight-component Balian-Werthamer spinor ψ†k =
(c†k,↑, c
†
k,↓, c−k,↑, c−k,↓, f
†
k+Q,↑, f
†
k+Q,↓, f−k−Q,↑, f−k−Q,↓)
to write the total Hamiltonian in compact form as
HMF = 1
2
∑
k
ψ†kHˆkψk + Econd, (15)
where Econd = 2υ
[
M2
Vm
− Re(∆s,1∆
∗
s,2)
Vs
+ |∆t|
2
Vt
]
contains
the constant terms omitted above and
Hˆk =

ξ1,k12 ∆s,1 (iσ
y) M · σ ∆ˆt
−∆∗s,1 (iσy) −ξ1,k12 −∆ˆ†t − (M · σ)
(M · σ)T −∆ˆt ξ2,k+Q12 ∆s,2 (iσy)
∆ˆ†t − (M · σ)T −∆∗s,2 (iσy) −ξ2,k+Q12
 .
(16)
Note that we have omitted the constant term
1
2
∑
k (ξ1,k + ξ2,k+Q) in Eq. (15).
Because Q is commensurate and 2Q is a reciprocal
lattice vector, the magnetic OP M is real. Furthermore,
we assume that Vs > 0, implying that the SC gaps are of
equal magnitude but different signs in the two bands,
∆s,2 = −∆s,1 = ∆s, as discussed in Ref.19. This is
the so-called s+− superconducting state. As usual, the
gaps are parametrized by their magnitude and phases,
∆s = |∆s|eiαs and ∆t = |∆t|ei(αs−αst). Note that, in the
present analysis, we will ignore modes associated with the
relative phase between the two gaps of the two bands –
such modes usually have high energies when the pairing
interaction is dominated by inter-band processes, as in
our case50. Furthermore, they are absent in single band
systems with a d-wave gap, for which the present analysis
can be extended in a straightforward way.
B. Derivation of the free energy
The model discussed above was previously shown to
display an AFM-SC tetracritical point, for a wide range
of band dispersion parameters18,19 (note that in the
case of conventional s++ SC, the phase diagram has
only a bicritical point and no AFM-SC coexistence).
4The Ginzburg-Landau free energy can be obtained in
a straightforward way by integrating out the fermionic
fields of the quadratic mean field Hamiltonian [Eq. (15)],
yielding (for an alternative approach to obtain a similar
GL functional, see Ref.45)
F = Econd − υ
2
∫
k
log
[
det
(
−Gˆ−1k
)]
, (17)
where the Green’s function is given by Gˆ−1k = iωn − Hˆk,
ωn = (2n + 1)piT is a fermionic Matsubara frequency
(n = 0,±1,±2, · · · ), the determinant is over the Balian-
Werthamer indices, and
∫
k
= T
∑
ωn
1
υ
∑
k. For sim-
plicity, we introduced the short notation k = (k, ωn).
Performing the matrix operations, we find:
f(M ,∆s,∆t) = −
∫
k
log
[(
ω2n + E
2
+,k
) (
ω2n + E
2
−,k
)]
+
2M2
Vm
+
2|∆s|2
Vs
+
2|∆t|2
Vt
, (18)
where f = F/υ is the free energy density and E2±,k =
Γk ± Ωk are the squares of the eigen-energies of the re-
duced Hamiltonian [Eq. (16)], with
Γk = |∆s|2 + |∆t|2 +M2 +
(
ξ22,k+Q + ξ
2
1,k
)
/2, (19)
and
Ω2k =
[
2|∆s||∆t|dˆ cosαst +M (ξ2,k+Q + ξ1,k)
]2
+|∆t|2 (ξ1,k − ξ2,k+Q) 2 + 1
4
(
ξ21,k − ξ22,k+Q
)2
+4M2|∆t|2
[
1−
(
Mˆ · dˆ
)2]
. (20)
These results agree with those of Ref.18,19 for ∆t =
0. The self-consistent equations for the order pa-
rameters can be calculated from the stationary points
∂f (M ,∆s,∆t) = 0 or, alternatively, through 〈ψkψ†k〉 =
−T∑ωn Gˆk,iωn . The matrix inversion of Gˆ−1k is straight-
forward. For instance, the triplet SC OP is given by
∆t = −Vt
∫
k
QMM · dˆ+Qd
(ω2n + E
2
+,k)(ω
2
n + E
2
−,k)
, (21)
where QM = ∆s(ξ1,k + ξ2,k+Q) − 2∆tM · dˆ and Qd =
∆t(M
2−|∆t|2−ω2n− ξ1,kξ2,k+Q)+∆∗t ∆2s . It is straight-
forward to show that, in general, t-SC order does not
spontaneously appear (see also Ref.46). For instance, in
the equation above, setting M = ∆s = 0 and assuming
perfect nesting yields the following linearized equation
for ∆t
∆t = (VtρF ) ∆tTc,t
∑
n
∫
dξ
ω2n − ξ2
(ω2n + ξ
2)
2
Tc,t =
W
2 arctanh
(
1
VtρF
) (22)
where ρF is the density of states and 2W is the band-
width. Clearly, Tc,t only exists if the triplet pairing in-
teraction Vt is very large, Vt > ρ
−1
F , implying that the
system by itself would never develop t-SC on its own.
However, Eq. (21) above shows that, as long as the per-
fect nesting condition ξ1,k 6= −ξ2,k+Q is not satisfied (a
result previously highlighted in Ref.41), even if we start
with ∆t = 0, the triplet components 〈ck,sf−k−Q,s′〉 ∝
|M |QM ∝ |M |∆s are self-consistently generated when
both M and ∆s are non-zero. Thus, when the SO(3)
symmetry is spontaneously broken and the system un-
dergoes a SC phase transition, the SC state is a combi-
nation of singlet and triplet states, even if Vt = 0. Similar
results were previously obtained in Ref.35.
Near the tetracritical point, both AFM and SC or-
der parameters are small, and a Ginzburg-Landau (GL)
functional approach is justified. In this case, we expand
f [Eq. (18)] for small |M |, |∆s| and |∆t| and obtain
∆f ≈ am
2
M2 +
as
2
|∆s|2 + at
2
|∆t|2
+λ cosαst|∆s||∆t|M · dˆ
+
um
4
M4 +
us
4
|∆s|4 + ut
4
|∆t|4 + γms
2
M2|∆s|2
+
γmt + 2γ12[1− (Mˆ · dˆ)2]
2
M2|∆t|2
+
γst − 2γ12 sin2 αst
2
|∆s|2|∆t|2, (23)
where ∆f = f − f(0, 0, 0). The microscopic expressions
for the GL coefficients in terms of the dispersions ξ1,k
and ξ2,k+Q and the couplings Vm, Vs and Vt are listed in
the Appendix A. Such an expression, without the triplet
components, was previously derived for the two band-
model in Ref.19.
III. MEAN-FIELD PHASE DIAGRAM AND
COLLECTIVE MODES
A. Mean-field analysis of the Ginzburg-Landau
functional
Having derived the Ginzburg-Landau (GL) free energy,
Eq. (23), our main goal is to investigate the impact of
the t-SC term on the system’s behavior. An obvious con-
sequence of the cubic term coupling ∆t, M , and ∆s is the
aforementioned appearance of t-SC order as soon as an-
tiferromagnetism and singlet superconductivity coexist,
despite the fact that at remains positive for all temper-
atures (i.e. there is no spontaneous t-SC order). More
specifically, minimization of the GL functional leads to
|∆t| ∝ |M ||∆s|. Thus, because ∆t is naturally of sec-
ond order in M and ∆s, we can safely neglect the term
|∆t|4 ∝ |M |4|∆s|4 in the free energy density, as it is
effectively of eighth-order.
We proceed by establishing the phase diagram for the
AFM, SC, and t-SC orders within mean field. First,
5Figure 1. Schematics of the staggered magnetization M and
the triplet unit vector dˆ. We take M to be parallel to eˆρ,
M = Meˆρ, and define the angle between the staggered mag-
netization and the d-vector as αmd. The free energy den-
sity does not depend on the angle β, it only depends on
Mˆ · dˆ = cosαmd. Therefore, f is invariant with respect to
rotations of the d-vector around the staggered magnetization
vector M .
we express M and dˆ in spherical coordinates as M =
Mρeˆρ +Mθ eˆθ +Mϕeˆϕ and dˆ = dρeˆρ + dθ eˆθ + dϕeˆϕ. We
then set M = Meˆρ without loss of generality, as shown
in Figure 1. The angle between M and dˆ is denoted αmd,
i.e. Mˆ · dˆ = dρ = cosαmd. Finally, we define β as the an-
gle between the projection of dˆ onto the plane defined by
(eˆθ, eˆϕ) and the direction of eˆθ, so that dˆθ = sinαmd cosβ
and dˆϕ = sinαmd sinβ (see Figure 1).
It is useful to introduce a nine-dimensional “super-
vector” that contains all the OPs, corresponding to the
amplitude and phase of each of the 2 SC order parame-
ters, the 2 angles characterizing the unit d-vector, and the
3 components of the magnetization. In our coordinate
system, φT = [Mρ, |∆s|, |∆t|, αst, αmd,Mθ,Mϕ, αs, β].
We also define the Hessian matrix Hi,j = ∂
2F
∂φi∂φj and
write the free energy density close to its extremum as
∆f [φi] = ∆f [φi0] +
1
2
δφT (H){φi0}δφ, (24)
where φT0 = [Mρ 0, · · · , β0] is the set of variables at which
the first derivatives vanish, i.e., (∂φif){φj0} = 0. At the
local minimum the Hessian matrix must be positive def-
inite.
The first derivatives of Eq. (23) with respect to the
angles αst and αmd are given by
∂f
∂αst
= − sinαst|∆s||∆t|(λM cosαmd + 2γ12|∆s||∆t| cosαst), (25)
and
∂f
∂αmd
= − sinαmdM |∆t|(λ|∆s| cosαst − 2γ12M |∆t| cosαmd), (26)
respectively. Clearly, a possible solution is sinαst =
sinαmd = 0, which is accomplished by αmd 0 = αst 0 = 0
or αmd 0 = αst 0 = pi. However, these solutions do not
correspond to a local minimum of the free energy be-
cause, in these cases, since λ > 0, both ∂
2f
∂α2st 0
and ∂
2f
∂α2md 0
are eigenvalues of the Hessian matrix and negative. The
other options are αmd 0 = 0 and αst 0 = pi or αmd 0 = pi
and αst 0 = 0. In these cases, ∂|∆t 0|f = 0 gives
|∆t 0| = λM0|∆s 0|
at + γst|∆s 0|2 + γmtM20
. (27)
Imposing now ∂M0f = 0 and ∂|∆s 0|f = 0 and plugging
the expression above into the resulting equations leads to
three different solutions with M0 6= 0 and/or |∆s 0| 6= 0:
(i) A pure singlet SC phase with |∆s 0|2 = −as/us,
M0 = 0 and ∆t 0 = 0. The free energy density for this
solution is fs = −a2s/4us;
(ii) A pure AFM phase with M20 = −am/um, ∆s 0 = 0
and ∆t 0 = 0 whose condensation energy density is given
by fm = −a2m/4um;
(iii) Coexistence of antiferromagnetism and supercon-
ductivity where
am + umM
2
0 +
(
γms − λ
2
at + γst|∆s 0|2 + γmtM20
)
|∆s 0|2 + γmtλ
2M20 |∆s 0|2
(at + γst|∆s 0|2 + γmtM20 )2
= 0, (28)
and
as + us|∆s 0|2 +
(
γms − λ
2
at + γst|∆s 0|2 + γmtM20
)
M20 +
γstλ
2M20 |∆s 0|2
(at + γst|∆s 0|2 + γmtM20 )2
= 0. (29)
The solution to these equations and the corresponding free energy density fcoex can be obtained numerically.
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Figure 2. Phase diagram in the (a) (T, δ0) and (b) (T, δ2)
planes. The green (orange) curve is the singlet SC (AFM)
critical temperature. M0 and ∆s 0 are both non zero in the
coexistence region located between the green and the orange
curves. Therefore, in this region, |∆t 0| ∝ M0|∆s 0| is also
non-zero. The black dots denote the tetracritical points.
Their coordinates are (a) (δ∗0 , T
∗) = (1.669, 1) Tc,0 and (b)
(δ∗2 , T
∗) = (3.105, 1) Tc,0.
In addition to the solution sinαst 0 = sinαmd 0 = 0
for Eqs. (25) and (26), the conditions ∂αst 0f = 0 and
∂αmd 0f = 0 can also be satisfied when
2γ12|∆s 0||∆t 0| cosαst 0 = −λM0 cosαmd 0 (30)
and
2γ12M0|∆t 0| cosαmd 0 = λ|∆s 0| cosαst 0. (31)
For the two-band model and the microscopic parameters
we are considering (see below), however, we show in Ap-
pendix B that only sinαst 0 = sinαmd 0 = 0 is a physical
solution corresponding to a minimum of f . It follows
that the staggered magnetization M is always parallel
or anti-parallel to the d-vector and the relative phase αst
between the singlet and triplet SC order parameters is
either zero or pi.
This is as far as we can go phenomenologically. In
our case, however, the GL parameters are derived di-
rectly from the microscopic band dispersions and in-
teractions, as discussed in Appendix A. These micro-
scopic parameters are set in the following way: mo-
menta are measured in units of kF and the Fermi energy
ξF ≡ k2F/2m = ε1,0 − µ is chosen to be ξF = 100 meV,
which gives m = 0.005 meV−1. For the interactions,
we used Vs = 266 meV, so that the mean field SC
transition temperature in the absence of magnetic or-
der Tc,0 = 1 meV (∼ 12 K), and Vt ≈ 0.1Vs (so that
at = 0.2 meV
−1). We also set Vm = 311 meV so that
the magnetic ordering temperature at perfect nesting and
in the absence of SC T¯N,0 = 2Tc,0. With these param-
eters fixed, only two band parameters are left: δ0(k),
which describes the difference between the areas of hole
and electron pockets, and δ2(k), which describes the el-
lipticity of the electron Fermi pocket. Following previous
works 18,19, we consider the limit of small Fermi pock-
ets and evaluate these quantities at kF , i.e. δ0 ≡ δ0(kF )
and δ2 ≡ δ2 (kF ). For a fixed value of δ2, we vary δ0 to
mimic the effect of doping and obtain the phase diagram
by calculating the instability lines of each of the three
GL solutions discussed above and comparing their free
energies fs , fm and fcoex. In all cases considered, we
noted that the GL parameters us, λ, γst = 2γ12 and γms
are positive, whereas γmt is negative. The parameter λ,
on the other hand, is such that sign (λ) = sign (δ0). We
will consider only the regime um > 0 because this results
in a second order AFM phase transition. If um < 0, we
need to expand the free energy to at least sixth order
and, in this case, if the sixth-order coefficient is positive
the transition will be first order. More details about the
GL coefficients can be found in Appendix A.
The phase diagram of the system in the (T, δ0) plane
is shown in Figure 2 for a fixed value of δ2. Besides
the purely AFM and singlet SC phases, there is also the
coexistence phase where both AFM and singlet SC are
present, and hence a triplet SC component as well. This
coexistence of SC and AFM is microscopic, since the U(1)
and SO(3) symmetries are simultaneously broken at each
and every unit cell of the lattice. In other words, the lines
bounding the AFM-SC region in Figure 2 are true contin-
uous phase transition lines terminating at a tetracritical
point, and not spinodal lines related to a bicritical point.
A similar phase diagram, but without the inclusion of
triplet SC, was obtained directly from the microscopic
theory in Ref.18. What is the net effect of the t-SC
contribution? It turns out that the AFM-SC coexis-
tence phase expands when compared to the case with-
out triplet SC. This stabilizing effect of the triplet pair-
ing can be understood in simple terms. The smallness
of ∆t allows us to safely neglect the effectively sixth-
order terms |∆t|2|∆s|2 ∝ |M |2|∆s|4 and |∆t|2|M |2 ∝
|M |4|∆s|2 in Eq. (23). In this case, Eq. (27) becomes
|∆t 0| = λM0|∆s 0|/at. Eliminating this variable from the
free energy density, we obtain a simplified expression in
terms of the AFM and singlet SC OPs only
∆fms ≈ am
2
M2 +
as
2
|∆s|2 + um
4
M4 +
us
4
|∆s|4
+
γeff
2
M2|∆s|2, (32)
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Figure 3. The behaviors of the singlet SC, triplet SC, and
AFM order parameters (∆s 0, ∆t 0, and M0, respectively) as
function of temperature T [(a) fixed δ0] and δ0 [(b) fixed tem-
perature] in the phase diagram of Fig. 2. The condensation
energies of the pure SC phase fs, of the pure magnetic phase
fm, and of the AFM-SC coexistence phase fcoex are shown in
the insets. In order to show all quantities in the same plots,
we multiplied ∆t 0 by multiplicative factors, as indicated in
the figure.
where the effective quartic coupling between M2 and
|∆s|2 is given by
γeff = γms − λ2/at. (33)
Thus, we note that the competition between singlet SC
and AFM is alleviated due to the coupling with the t-SC
state, as γeff < γms, i.e. the triplet degrees of freedom
promote an effective attraction between the AFM and SC
order parameters. Evidently, this causes no changes in
the pure singlet SC and AFM solutions.
In Fig. 3, we show explicitly the behavior of the three
order parameter, ∆s, ∆t, and M , as functions of tem-
perature (for fixed δ0/Tc,0 = 1.5) and as functions of δ0
(for fixed temperature T/Tc,0 = 0.9). The competition
between ∆s and M is evident, as well as the secondary
character of the triplet order parameter, which is much
smaller than ∆s and M . The condensation energies of
each phase are also shown in the insets, highlighting that
the AMF-SC coexistence region is indeed the global en-
ergy minimum.
B. Excitations in the AFM-SC coexistence state
Having shown that the phase diagram contains the
AFM-SC coexistence phase, we now discuss its collec-
tive modes by studying the Hessian matrix Hi,j defined
in Eq. 24. Inspection of Eq. (23) reveals that the free
energy is independent of the last 4 components of the
super-vector φ. Therefore, the corresponding 4× 4 block
of Hi,j vanishes identically. Evidently, this reflects (a)
the rotational SO(3) symmetry of the antiferromagnetic
order parameter (Mθ,Mϕ), (b) the global U(1) symme-
try of the SC order parameter (αs) and (c) the fact that
the vector dˆ can be freely rotated around the antiferro-
magnetic order parameter without any energy cost (β).
These symmetries are spontaneously broken in the or-
dered phases. There is one Goldstone mode associated
with each one of these variables once the corresponding
symmetries are broken, except for the global SC phase
αs which is gapped out by the coupling to the electro-
magnetic field through the Anderson-Higgs mechanism.
We will drop this 4× 4 block in what follows, and focus
on the non-vanishing part of the Hessian matrix in the
coexistence state, given by:
H =
 C3×3 0 00 ∂2f∂α2st 0
0 0 ∂
2f
∂α2md
 , (34)
where
∂2f
∂α2st
=
λ2M2∆2s
at + γst∆2s + γmtM
2
(
1− 2γ12∆
2
s
at + γst∆2s + γmtM
2
)
, (35)
and
∂2f
∂α2md
=
λ2M2∆2s
at + γst∆2s + γmtM
2
(
1 +
2γ12M
2
at + γst∆2s + γmtM
2
)
. (36)
While the 3× 3 matrix C3×3 refers to collective ampli- tude modes related to the equilibrium values of ∆s, ∆t,
8and M , the last two quantities refer to the relative phase
between the two SC order parameters, αst, and to the
relative angle between the d-vector and the magnetiza-
tion, αmd. Although C3×3 is straightforward to obtain,
we refrain from writing out explicitly its lengthy expres-
sion here. We have scanned exhaustively the values of δ0,
δ2, and T in the AFM-SC coexistence region and found
consistently that the eigenvalues of C3×3 are indeed al-
ways positive, which proves that we have a locally stable
phase. Moreover, as emphasized before, it is also the
global minimum.
As for the terms ∂
2f
∂α2st
and ∂
2f
∂α2md
, we also found them to
be always positive. Specifically, Eq. (35) gives the “mass”
(i.e. the energy at k = 0) of the collective mode associ-
ated with oscillations of the relative phase between the
two SC order parameters. It is thus the analogue of the
Leggett mode of two-band SCs51. Similarly, the other
second derivative in Eq. (36) gives the “mass” of another
collective mode corresponding to oscillations of the angle
between the AFM OP and the dˆ vector of the t-PDW.
It is useful to consider the simplified GL functional in
Eq. (32), which was obtained after neglecting the effec-
tively sixth-order terms coming from the t-SC OP. In this
approximation we find
∂2f
∂α2st 0
=
∂2f
∂α2md 0
=
λ2
at
M20 ∆
2
s 0. (37)
Thus, the masses of the Leggett mode and of the angular
mode between M and dˆ become degenerate. As we have
seen above, this degeneracy is lifted with the inclusion of
the sixth-order terms.
IV. IMPACT OF FLUCTUATIONS ON THE
PHASE DIAGRAM
In this section we go beyond the previous mean-field
analysis and investigate the impact of Gaussian fluctu-
ations on the phase diagram of Fig. 2. Because the SC
transition is usually well described by a mean field tran-
sition, we here focus on the impact of magnetic fluctua-
tions only. In particular, our goal is to determine how the
mean-field critical temperatures (Tc,0 and TN,0) as well
as the coexistence region are affected by these magnetic
fluctuations.
We first generalize the uniform staggered magnetiza-
tion to an inhomogeneous function of space M →Mx,
or in the Fourier space Mq =
∑
x e
iq·xMx. We assume
this extension does not change in a relevant way any cou-
pling other than the quadratic magnetic coefficient of the
free energy [Eq. (23)], whereby am2 M
2 → am+gq2 |Mq|2,
where (am +gq)
−1 is the momentum-dependent magnetic
susceptibility with gq being some function of momentum
such that g0 = 0.
We decouple the quartic AFM term in the partition
function, Z ∝ ∫ D[M ,∆s,∆t]e−F/T , via a Hubbard-
Stratonovitch transformation52
e−
um
4T
∑
xM
4
x ∝
∫
D[ψ]e−
1
2T
∑
x
(
− ψ
2
x
2um
+M2xψx
)
. (38)
The price we pay when we introduce the auxiliary
Hubbard-Stratonovitch field is an additional degree of
freedom in the partition function (D[ψ]). The effective
free energy density thus becomes quadratic in the mag-
netic order parameter
feff =
as
2
|∆s|2 + at
2
|∆t|2 + us
4
|∆s|4 − ψ
2
4um
+
1
2υ2
∑
q
(gq + am + γms|∆s|2 + ψ)|Mq|2
+
1
υ2
∑
q
λ cosαst|∆s||∆t|Mq · d−q, (39)
where dˆq =
∑
x e
iq·xdˆ = υδq,0dˆ and we have neglected
the sixth-order terms |∆t|4, |∆t|2|∆s|2 and |∆t|2|Mq|2.
Note that we assumed ψx to be homogeneous, which
can be justified in the saddle-point approximation that
corresponds to evaluating the partition function at
∂feff(ψ)/∂ψ = 0. At this saddle point, ψ = um
〈
M2
〉
is
proportional to the Gaussian magnetic fluctuations. The
saddle point can be justified in an appropriate large-N
limit of a theory in which the number of components of
M is enlarged from 3→ N . The integration over the ∆t
fields can always be done, in any state, because accord-
ing to Eq. (22) the field is always massive, i.e. at > 0
at all temperatures. Then, we introduce ∆td = ∆t and
integrate over ∆t,j to obtain
feff =
as
2
|∆s|2 + us
4
|∆s|4 − ψ
2
4um
+
1
2υ2
∑
q
(gq + am + γeff |∆s|2 + ψ)|Mq|2,(40)
where γeff was defined in Eq. (33).
We also introduce magnetic long-range order by allow-
ing the radial component of Mq to have a nonzero mean
value. We write M
(ρ)
q → υMδq,0 + (1 − δq,0)M (ρ)q and
integrate out the magnetic fluctuations M
(j)
q to obtain
feff =
as
2
|∆s|2 + us
4
|∆s|4 − ψ
2
4um
+
r
2
M2
+
NT
2υ
∑
q
log(gq + r)− T
2υ
log r, (41)
where r = am + γeff |∆s|2 + ψ is the “mass” of the fully
renormalized susceptibility. In order to extended the
number of components of the staggered magnetization
from N = 3 to arbitrary N we have to rescale the
OP and the couplings as (M2,∆2s ) → (M2,∆2s )N and
(us, um, γeff)→ (us, um, γeff)/N . The effectivefree energy
9density then reads
feff/N =
as
2
|∆s|2 + us
4
|∆s|4 − ψ
2
4um
+
r
2
M2
+
Tc,0
2υ
∑
q
log(gq + r), (42)
for N  1. In the spirit of the GL approximation we
have set T ≈ Tc,0 in the last term of the above equation.
Extremizing feff with respect to the Hubbard-
Stratonovitch field ψ leads to the following equation
ψ
um
= M2 + I(r), (43)
where
I(r) = Tc,0
υ
∑
q
1
gq + r
. (44)
On the other hand, extremizing feff with respect to the
order parameters M and |∆s| we obtain
M = 0 or r = 0 (45)
and
|∆s| = 0 or as + us|∆s|2 + γeffψ
um
= 0, (46)
respectively. The set of Eqs. (43) - (46) has four different
solutions, as in the case without magnetic fluctuations.
The possible phases are:
(i) A pure singlet SC phase withM = 0, ψ = umI(am+
γeff |∆s|2 + ψ) and
|∆s|2 = −as
us
− γeffψ
usum
; (47)
(ii) A pure AFM phase with ∆s = 0, ψ = −am and
M2 = −am
um
− I(0); (48)
(iii) A phase of coexistence of AFM and SC with r = 0,
|∆s|2 = amγeff − asum
γ2eff − usum
(49)
and
M2 =
asγeff − amus
γ2eff − usum
− I(0); (50)
(iv) The normal state with ∆s = M = 0 and r− am =
umI(r).
The quantity I(0) in Eq. (48) measures the change
in the AFM critical temperature TN,0 due to the Gaus-
sian AFM fluctuations. Since I(r) > 0, we conclude
that TN,0 is suppressed by magnetic fluctuations, as ex-
pected. We can also see from Eq. (44) that, in a two-
dimensional system, the magnetic fluctuations correc-
tion diverges (I(0) → ∞), thus destroying the mag-
netic order. This is a consequence of the Mermin-Wagner
theorem53, which states that a finite-temperature AFM
transition only happens for dimensions d > 2. We
will, therefore, consider an anisotropic three-dimensional
model of weakly coupled layers, for which52
gq = κ(q
2
x + q
2
y) + ηz sin
2(qz/2) (51)
with 0 6 qz < 2pi and ηz < κ. A detailed derivation of the
microscopic expression for κ can be found in Appendix A.
Carrying out the calculations we obtain
I(r) = Tc,0
2piκ
log
(√
r + κΛ2 +
√
r + κΛ2 + ηz√
r +
√
r + ηz
)
, (52)
where Λ is an ultra-violet cutoff52. For completeness, we
also show the result of the momentum summation in the
last term of the effective free energy (42)
I`(r) ≡ 1
υ
∑
q
log(gq + r)
=
Λ2
2pi
log
(√
r + κΛ2 +
√
r + κΛ2 + ηz
)
+
ηz + 2r
4piκ
log
(√
r + κΛ2 +
√
r + κΛ2 + ηz√
r +
√
r + ηz
)
+
√
r + κΛ2 −
√
r + κΛ2 + ηz
4piκ
+ constants.(53)
We solved the set of coupled nonlinear equations for
r, |∆s|2 and M2 and compared the values of the free en-
ergies of the possible phases to obtain the fluctuation-
corrected phase diagram of the model, as shown in
Fig. 4(a). We set ηz = 0.3κ and Λ
2 = k2F = 10. The
shaded areas represent the fluctuation-corrected phases,
whereas the full lines represent the phase transition
boundaries in the absence of fluctuations [i.e. the same
lines depicted in Fig. 2(a)]. We clearly see that both the
mean-field SC and the mean-field Ne´el critical temper-
atures are reduced by the magnetic fluctuations. These
suppressions occur because the last terms of Eqs. (47)
and (48) are negative, i.e., the OPs are reduced. Anal-
ogously, the effect of the magnetic fluctuations on M2
in the coexistence phase is given by the last term of
Eq. (50), which is negative. We illustrate the effect of
the magnetic fluctuations on the staggered magnetiza-
tion in Fig. 4(b), which shows that the reduction of M
within the AFM-SC coexistence region implies that the
lower temperature at which magnetic order disappears
is enhanced by the magnetic fluctuations. Finally, the
SC transition temperature in the magnetically ordered
state occurs at same temperature when compared to the
case without magnetic fluctuations. This is evident from
Eq. (49), since the singlet SC OP is not affected by the
magnetic fluctuations.
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Figure 4. (a) Fluctuation-corrected phase diagram in the
(T, δ0) plane. The black, light gray, dark gray and white re-
gions are the pure AFM, pure SC, coexistence AFM-SC, and
normal phases, respectively. The green and orange curves
represent the phase diagram without fluctuations [same lines
as in Fig. 2(a)]. Clearly, magnetic fluctuations shrink the
AFM region. The “new” multicritical point, represented by
the red triangle, is still a tetracritical point. (b) The AFM
order parameter for the same parameters of panel (a) and
δ0 = 1.20Tc,0 with (dashed line) and without (solid line) the
inclusion of magnetic fluctuations. The solid circles denote
the positions of the SC critical temperatures. (c) The effect
of the triplet SC order parameter on the boundaries of the
coexistence region: the greater the value of at, the smaller ∆t
becomes. Solid curves are for at →∞ (∆t ≡ 0), dash-dotted
curves for at = 0.2 meV
−1 [as in panel (a)], and dashed curves
for at = 0.02 meV
−1.
To elucidate the role of the triplet degrees of freedom
on the coexistence phase, we also changed the value of
at, since |∆t| ∝ a−1t . We show the transition lines to
the AFM-SC coexistence phase for three different values
of at in Fig. 4(c). Clearly, the larger the value of |∆t|
the larger the size of the AFM-SC region, thus show-
ing that the stabilizing effect of the triplet component
on the coexistence region is not restricted to the mean-
field analysis of Section III.A, but is also present when
fluctuations are included. The most prominent result of
these renormalizations, therefore, is the evident shrink-
ing of the AFM region caused by the magnetic fluctua-
tions, which is to be expected. We checked, by compar-
ing the various free energies, that the phases indicated in
Fig. 4 are indeed the thermodynamically stable phases of
the system. Furthermore, all the phase transition lines
keep their second-order character and their intersection
remains a tetracritical point.
V. CONCLUSIONS
In this paper, we studied the impact of the spin triplet
pairing component on the phase diagram of competing
AFM and SC orders. Except in very special cases, such
as systems with perfectly nested bands, the t-SC is al-
ways present in the AFM-SC coexistence phase, and is
therefore an integral part of the phase diagram of sys-
tems displaying these two types of order. As we showed,
in general the triplet degrees of freedom suppress the
competition between AFM and SC by mediating an ef-
fective attraction between these otherwise competing or-
ders. More importantly, we investigated in detail the
coupling between the triplet d-vector and the staggered
magnetization. In the ordered state, this coupling forces
the d-vector to align parallel or anti-parallel to the AFM
order parameter. It also promotes the emergence of two
collective modes in the AFM-SC coexistence state: the
first one is a Goldstone mode related to the precession
of the d-vector around the staggered magnetization. The
second one is a massive mode that is nearly degenerate
with the Leggett-type mode associated with the relative
phase between the singlet and triplet components of the
SC order parameter. The experimental detection of these
modes would provide unambiguous evidence for a micro-
scopic AFM-SC state, in contrast to the more trivial situ-
ation of phase separated domains displaying either AFM
or SC order, but not both.
We also went beyond the Ginzburg-Landau mean-field
approach and studied the impact of Gaussian magnetic
fluctuations on the phase diagram. We found that, as ex-
pected, the inclusion of these fluctuations acts mainly to
shrink the region where AFM order exists, while at the
same time keeping the second-order nature of the phase
transition lines and tetracritical character of the multi-
critical point. Our main result is that, despite the fact
that AFM and SC are competing orders, the coupling
between magnetic and t-SC degrees of freedom always
favors an enhancement of the AFM-SC coexistence state.
Although in this paper we considered a particular two-
band microscopic model, which has been widely employed
in the study of iron-based superconductors, much of our
conclusions rely solely on the properties of the Ginzburg-
Landau free energy, such as the AFM-singlet SC attrac-
tion promoted by the t-SC degrees of freedom, the cou-
pling between the triplet d-vector and the staggered mag-
netization, and the nature of the collective modes inside
the AFM-SC coexistence state. Consequently, we expect
these results to be relevant not only for iron pnictides, but
also for cuprates and heavy fermions. Overall, the impact
of the t-SC degrees of freedom on the phase diagram of
competing AFM and SC states highlights the importance
of composite orders arising in the regime where two dis-
tinct types of order have comparable energies, illustrating
11
that their interplay goes beyond just the competition for
the same electronic states.
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Appendix A: Ginzburg-Landau functional
coefficients
The coefficients of the GL expansion of the free energy
density f [Eq. (23)] are given by
am =
4
Vm
+ 4
∫
k
G1,kG2,k, um = 4
∫
k
G21,kG
2
2,k, (A1)
as =
4
Vs
−2
∑
α
∫
k
Gα,kGα,−k, us = 2
∑
α
∫
k
G2α,kG
2
α,−k,
(A2)
at =
4
Vt
− 4
∫
k
G1,kG2,−k, ut = 4
∫
k
G21,kG
2
2,−k, (A3)
λ = −2
∑
α
∫
k
Gα,kGα,−k(Gα¯,k +Gα¯,−k), (A4)
γ12 = 4
∫
k
G1,kG1,−kG2,kG2,−k, (A5)
γms = −4
∑
α
∫
k
G2α,kGα,−kGα¯,k − γ12, (A6)
γmt = −4
∑
α
∫
k
G2α,kGα¯,kGα¯,−k − γ12 (A7)
and
γst = 4
∑
α
∫
k
G2α,kGα,−kGα¯,−k + γ12, (A8)
where G−11,k = iωn− ξ1,k and G−12,k = iωn− ξ2,k+Q are the
non-interacting Green’s functions for each band. Note
that the symmetry ξ2,k+Q = ξ2,k−Q implies that G−12,−k =−iωn − ξ2,−k+Q = −iωn − ξ2,−k−Q.
In order to gain more analytical insight, we have made
the following simplifications, following Ref.18: δ0 (k) ≈
δ0 (kF ) ≡ δ0 and δ2 (k) ≈ δ2 (kF) ≡ δ2, so that δk →
δθ = δ0 + δ2 cos(2θ). Here, kF is the Fermi wave vector,
defined so that ξ1,kF = 0 and k
2
F/2m = ε1,0 − µ ≡ ξF.
Thus, we can write the dispersions as ξ1,k = ξk = ξF −
k2
2m and ξ2,k+Q = −ξk + 2δθ. This allows us to write
1
υ
∑
k → m
∫ 2pi
0
dθ
2pi
∫ ξF
−∞
dξ
2pi ; since we consider the case
ξF  T , we can generally send ξF → ∞ in the upper
limit of the integral, provided that the integrand does
not vanish. Notice that m is proportional to the two-
dimensional density of states.
Carrying out the integrations over momentum and fre-
quency we obtain
as =
2m
pi
log(T/Tc,0), us =
7ζ(3)m
4pi3T 2
, (A9)
where Tc,0 = (2ξF/pi)e
γ−2pi/mVs and γ ≈ 0.577 is Euler-
Mascheroni’s constant. Note that these couplings do not
depend on the parameters δ0 and δ2. Furthermore, at =
4/Vt−2m/pi and ut = 0 (in the limit of ξF/T →∞), and
am =
2m
pi
log(T/T¯N,0) +
2m
pi
a˜m
(
δ˜0, δ˜2
)
, (A10)
where T¯N,0 = (2ξF/pi)e
γ−2pi/mVm , δ˜0 (2) = δ0 (2)/2piT , and
a˜m
(
δ˜0, δ˜2
)
= γ + log 4
+
1
2
〈
ψ(0)
(
1
2
+ iδ˜θ
)
+ ψ(0)
(
1
2
− iδ˜θ
)〉
θ
,(A11)
where δ˜θ = δθ/2piT , ψ
(0)(z) is the digamma function and
the angular brackets denote angular averages 〈· · · 〉θ =∫ 2pi
0
dθ
2pi (· · · ).
Finally, introducing the dimensionless quantities u˜m =
4pi3T 2um/m, λ˜ = pi
2Tλ/m, γ˜st = 2pi
3T 2γst/m, γ˜ms =
4pi3T 2γms/m and γ˜mt = −2pi3T 2γmt/m we find
u˜m = −1
4
〈
ψ(2)
(
1
2
+ iδ˜θ
)
+ ψ(2)
(
1
2
− iδ˜θ
)〉
θ
, (A12)
λ˜ =
〈
γ + log 4
δ˜θ
+
ψ(0)
(
1
2 + iδ˜θ
)
+ ψ(0)
(
1
2 − iδ˜θ
)
2δ˜θ
〉
θ
,
(A13)
γ˜st =
〈
γ + log 4
δ˜2θ
+
ψ(0)
(
1
2 + iδ˜θ
)
+ ψ(0)
(
1
2 − iδ˜θ
)
2δ˜2θ
〉
θ
,
(A14)
γ˜mt = γ˜st − i
〈
ψ(1)
(
1
2 + iδ˜θ
)
− ψ(1)
(
1
2 − iδ˜θ
)
4δ˜θ
〉
θ
(A15)
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and γ˜ms = γ˜st − 2γ˜mt. Moreover, γst = 2γ12 > 0. In the
expressions above, ψ(n)(z) is the polygamma function of
order n, defined as ψ(n)(z) = d
n+1
dzn+1 log[Γ(z)], where Γ(z)
is the gamma function. Away from the perfect nesting
condition we can only evaluate these angular averages
numerically.
When the staggered magnetization is not a homo-
geneous function of space and (imaginary) time, the
quadratic term in M in the GL expansion [Eq. (23)] be-
comes 12
∫
q
χ−1m (q, νn)M
2
q , where
χ−1m (q, νn) =
4
Vm
+ 4
∫
k
G2,kG1,k−q (A16)
is the frequency- and momentum-dependent magnetic
susceptibility. In the static limit, νn = 0, and for small
q = |q|(cos θq, sin θq), this quantity naturally has the
same anisotropy as the Fermi surface
χ−1m (|q|  1, νn = 0) ≡ χ−1q = am + q2(κ+ κ2 cos 2θq),
(A17)
where
κ =
1
64pi2T
〈(
δ˜θ − ξF
2piT
)[
ψ(2)
(
1
2
+ iδ˜θ
)
+ ψ(2)
(
1
2
− iδ˜θ
)]〉
θ
(A18)
and
κ2 =
1
64pi2T
〈
cos 2θ
(
δ˜θ − ξF
2piT
)[
ψ(2)
(
1
2
+ iδ˜θ
)
+ ψ(2)
(
1
2
− iδ˜θ
)]〉
θ
+
i
32pi2T
〈
cos 2θ
[
ψ(1)
(
1
2
+ iδ˜θ
)
− ψ(1)
(
1
2
− iδ˜θ
)]〉
θ
. (A19)
Note that κ2 = 0 when δ2 = 0, i.e., when δθ does not
depend on the angle θ. For simplicity, we will neglect the
anisotropy so that we can write χ−1q = am + κq
2.
Appendix B: Minimization with respect to αmd and
αst
In addition to the solutions sinαst 0 = sinαmd 0 = 0,
the extremum conditions ∂αst 0f = 0 and ∂αmd 0f = 0 in
Eqs. ((25)) and ((26)) can also be satisfied by Eqs. ((30))
and ((31)), respectively. There are, therefore, four com-
binations that solve Eqs. ((25)) and ((26)): (i) sinαst 0 =
sinαmd 0 = 0, (ii) Eqs. ((30)) and ((31)), (iii) sinαst 0 = 0
and Eq. ((31)), and (iv) and Eq. ((30)) and sinαmd 0 = 0.
Case (i) was studied in the main text and the phase
diagram was presented in Figure 2.
The equations of case (ii) require, for consistency,
that 4γ212|∆t 0|2 cosαst 0 = −λ2 cosαst 0 as well as
4γ212|∆t 0|2 cosαmd 0 = −λ2 cosαmd 0. These equations,
on the other hand, can only be satisfied if cosαst 0 =
cosαmd 0 = 0, because λ
2 6= −4γ212|∆t 0|2. In the model
we are considering, γst = 2γ12. Therefore, ∂|∆t 0|F = 0
leads to M20 = −at/(γmt + γst), if |∆t| 6= 0. We know
that at > 0 and we found numerically that γmt +γst > 0.
Since M20 cannot be negative, this is not a physical solu-
tion.
For case (iii) we have
∂2f
∂α2st 0
= −2γ12|∆s 0|2|∆t 0|2 − λ
2|∆s 0|2
2γ12
, (B1)
and ∂
2f
∂αst 0∂φi0
= 0 for φi0 6= αst. Thus, ∂
2f
∂α2st 0
is an eigen-
value of the Hessian matrix (H){φi0}. In our microscopic
model γ12 is strictly positive and thus ∂
2f/∂α2st 0 < 0.
We conclude that case (iii) does not correspond to a lo-
cal minimum of the free energy.
Finally, in case (iv) we obtain
∂Mf = (am +umM
2 +γms|∆s|2 +γmt|∆t|2−λ2/2γ12)M,
(B2)
and the conditions ∂|∆s|f = 0 and ∂|∆t|f = 0 lead to,
respectively
[as + us|∆s|2 + γmsM2 + (γst − 2γ12)|∆t|2]|∆s|2 = 0,(B3)
[at + γmtM
2 + (γst − 2γ12)|∆s|2]|∆t|2 = 0.(B4)
Therefore, for our model (with γst = 2γ12) we get M
2
0 =
−at/γmt (if |∆t|2 6= 0), and
|∆t 0|2 = (λ2/γst − am − umM20 − γms|∆s 0|2)/γmt,(B5)
|∆s 0|2 = −(as +M20 γms)/us (B6)
For the two-band modelM20 = −at/γmt is always positive
because γmt < 0. We have computed the eigenvalues of
the Hessian matrix in the regions where both |∆s 0|2 and
|∆t 0|2 are positive and found that there is at least one
negative eigenvalue. This means that the free energy is
not a minimum at this solution. Thus, we conclude that,
at least for the two-band model studied here, Mˆ · dˆ = ±1
and αst = 0 or αst = pi.
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