Abstract-Vision-based pose estimation of Unmanned Aerial Vehicles (UAV) in unknown environments is a rapidly growing research area in the field of robot vision. The task becomes more complex when the only available sensor is a static single camera (monocular vision). In this regard, we propose a monocular vision assisted localization algorithm, that will help a UAV to navigate safely in indoor corridor environments. Always, the aim is to navigate the UAV through a corridor in the forward direction by keeping it at the center with no orientation either to the left or right side. The algorithm makes use of the RGB image, captured from the UAV front camera, and passes it through a trained deep neural network (DNN) to predict the position of the UAV as either on the left or center or right side of the corridor. Depending upon the divergence of the UAV with respect to the central bisector line (CBL) of the corridor, a suitable command is generated to bring the UAV to the center. When the UAV is at the center of the corridor, a new image is passed through another trained DNN to predict the orientation of the UAV with respect to the CBL of the corridor. If the UAV is either left or right tilted, an appropriate command is generated to rectify the orientation. We also propose a new corridor dataset, named NITRCorrV1, which contains images as captured by the UAV front camera when the UAV is at all possible locations of a variety of corridors. An exhaustive set of experiments in different corridors reveal the efficacy of the proposed algorithm.
INTRODUCTION
I N recent years, Unmanned Aerial Vehicles (UAV) equipped with a single or multiple cameras have gained huge popularity in computer vision research domain due to their unique ability to present a scene from an aerial perspective. Nowadays, UAVs are predominantly used in many fields, such as aerial surveillance, military applications, inspection of disaster-hit areas or earthquake affected buildings, precision agriculture, movie making, bridge inspection, and many more. However, an accurate localization algorithm is essential in carrying out these tasks autonomously with absolute aplomb. In most of the outdoor environments, Global Positioning System (GPS) helps in obtaining the pose of the UAV and thus helps in autonomous navigation [1] . On the contrary, unreliability or complete unavailability of GPS in most of the indoor environments makes the task of pose estimation very complex.
Several solutions, such as Simultaneous Localization and Mapping (SLAM) [2] , [3] , [4] , Parallel Tracking and Mapping (PTAM) [5] , stereo vision etc. have been proposed for indoor autonomous navigation of robots. In SLAM and PTAM, laser range finders, RGB-D sensors or a single camera are generally used to construct the 3D model of the surrounding environment. At any instant, the position of the robot on the map can be easily inferred for autonomous navigation.
• R. P. Padhy However, these tracking based systems require real-time heavy computation for constructing the map making them more suitable for ground robots as compared to aerial systems. In the case of stereo vision, depth is estimated by constructing the disparity map from stereo images [6] , [7] , [8] . However, these systems fail spectacularly in textureless environments, such as walls where it is very difficult to obtain features for disparity calculation. Hence, stereo based systems cannot be implemented in the case of corridor environments. Moreover, most of the available UAVs in the market are equipped with a single camera, and hence stereo vision solution is not practical in general.
In this paper, we present a monocular vision assisted method for localization and subsequently safe navigation of a UAV in corridor environments. The UAV in motion is required to avoid side-wise collision with the side-walls as well as should cease motion to avoid collision with the front wall, present at the end of the corridor. Our navigation algorithm takes input from the UAV front camera, which is a static pinhole camera. To achieve our goal, the UAV is required to localize itself in the unknown corridor. Our aim is to keep the UAV at the center of the corridor with no orientation either to the left or right. Once the algorithm safely localizes the UAV inside the corridor, it can navigate in the forward direction with minimal chance of collision. However, different external (e.g. wind) and internal hindrances (e.g. rotor turbulence) may deviate the direction during UAV flight. Hence, the algorithm continuously monitors the pose of the UAV during its flight and generates the necessary command in case there is any deviation from the actual path.
The advantage of this method over the existing PTAM and SLAM based systems is that it does not require real-time 3D construction of the environment, thus computation is very low. Also, the proposed localization algorithm can act as an additive to tracking based systems and significantly lower the computation time. Hence, the proposed algorithm is more suitable for UAV systems, where the reaction time is very low as compared to ground robots. Furthermore, unlike the stereo-based systems, this method is not dependent on feature extraction, hence can very well work in texture-less environments, such as corridors.
The principal contributions of this paper are as follows: (a) We propose a model, which uses two similar deep neural networks (DNN) to localize the UAV in unknown indoor corridor environments. The first neural network is responsible for predicting the deviation of the UAV in terms of translation from the center of the corridor, whereas the second neural network predicts the orientation of the UAV, when the UAV is approximately at the center. (b) The algorithm generates necessary control commands to keep the UAV along the central bisector line of the corridor and continuously monitors the position to rectify any deviation. (c) We propose a new corridor dataset, NITRCorrV1 [9] , which contains images as captured from the UAV front camera from different positions of a number of corridors, having varying dimensions and intensity exposure. As per the best of our knowledge, we are the first ones to propose such a dataset, which contains the deviation of the UAV in terms of translational and rotational parameters. Rest of the paper is organized as follows. Section 2 presents prior research in the field of UAV navigation. Section 3 provides an overview of the proposed methodology. Section 4 presents the detailed process of our custom dataset creation followed by a thorough elaboration on the proposed DNN based autonomous navigation algorithm in Section 5. Section 6 provides the experimental results of our proposed model along with the results on real-time UAV navigation experiments. Finally, the concluding remaks are given in Section 7.
RELATED WORK
The research work in the field of UAV navigation has progressed quite significantly in the recent past. The prior work in the field of autonomous UAV navigation can be categorized into two main fields depending on the type of sensors used; (a) Navigation using proximity sensors, and (b) Navigation using vision sensors Navigation using Proximity Sensors: Proximity sensors, such as LIDARs, ultrasonic sensors etc. usually sense the obstacle in the vicinity with the help of infrared rays or electromagnetic radiations [10] , [11] , [12] . Cruz et al. used the proximity sensors installed on a UAV to model the obstacle locations as well as the goal point in the environment [13] . A SLAM system on Android platform is developed by Chen et al. with the help of readings from the Inertial Measurement Unit (IMU) and ultrasonic sensors [2] . A laser-guided system is proposed by Stubblebine et al. , which also uses LIDAR data to map the surrounding environment [14] . Roberts et al. developed a UAV navigation model, which employed a Kalman filter over the data from ultrasonic sensors to estimate the best path at each location on the basis of observation density, which is estimated from a predefined map of the environment [15] . Although researchers have used proximity sensors to sense obstacles, these are not best suited for UAV navigation. High weight and difficulty in installation on a UAV make them infeasible in most of the cases of autonomous UAV navigation. Navigation using Vision Sensors: Cameras are lightweight and low power consuming sensors, and hence is the ideal solution to detect obstacles in case of autonomous UAV navigation. In stereo vision (two cameras), triangulation geometry is used to obtain the disparity map from common feature points of the two camera views [6] , [7] , [8] . However, power constraint of the UAV system demands for a better solution, such as the use of a single camera (monocular vision). Monocular vision processing is more challenging as compared to stereo vision because of the absence of depth information. These systems usually employ visual odometry and optical flow to sense obstacles in unknown environments [5] , [16] , [17] , [18] , [19] , [20] . He et al. used the IMU readings along with the data from a monocular camera to model the ego-motion parameters [21] . Sa et al. proposed a Kalman filter based PTAM algorithm using the inputs from a static single camera [5] . Few researchers have stressed upon the use of vanishing point from corridor images to navigate in indoor environments [22] , [23] . Kim and Chen [24] , and Padhy et al. [25] in their respective works have developed DNN based systems, that are trained on corridor datasets, to predict the next command for autonomous UAV navigation in indoor corridors. An Extended Kalman filter based monocular SLAM system was developed by Engel et al. to approximate the UAV position in the surrounding environment [3] , [4] . A learning-based UAV navigation algorithm based on optical flow was developed by Wang et al. [19] . Bill et al. developed a system to detect obstacles in a few indoor scenarios, such as closed rooms. corridors and staircases [26] . A dead reckoning and histogram voting scheme for UAV navigation was developed by the researchers from Czech Technical University [27] . Few papers have stressed upon the use of visual keypoints and their scale change with the movement of the UAV towards the obstacle to predict the distance from a moving UAV [17] , [18] , [28] .
Our current work uses a DNN based model that takes inputs from the UAV front camera to measure the translational as well as rotational deviation of the UAV inside a corridor. These deviations are rectified throughout the process of UAV navigation to localize the UAV safely. Unlike other neural network based UAV navigation methods inside the corridor [24] , [25] , that give predictions in terms of flight commands, our model predicts the approximate deviations of the UAV from a safe path. We also proposed a new corridor dataset to accomplish the task. 
OVERVIEW OF THE SOLUTION STRATEGY
Our goal is to autonomously navigate a UAV in indoor corridors without any collision either with the side walls or with the front wall at the end of the corridor. The real-time data from the UAV front camera acts as input to our vision-based navigation algorithm. The algorithm first forwards one image frame through a trained regression network to measure the translational deviation of the UAV from an imaginary line, known as the central bisector line (CBL) of the corridor (Figure 1 ). This line runs on the middle of the floor across the whole length of the corridor and is parallel to the side walls. It may be noted that there does not exist any such line in real-world corridor environments; rather it is an imaginary line, which is used as a reference to measure the deviation of the UAV from the center of the corridor. Depending on the deviation of the UAV with respect to the CBL, a suitable command is generated to bring the UAV to the center of the corridor. Again, another image frame is forwarded through a similar trained regression network to measure the orientation from the CBL. This variation in orientation, if any, is rectified by generating a suitable control command. Once, the UAV is aligned with the CBL, it navigates in the forward direction. The process of rectifying the translational and rotational deviation continues across the whole length of the corridor, as the UAV may be subjected to different external (e.g. wind) or internal (e.g. rotor turbulence) factors, which have the potential to deviate it from a straight line path.
DATASET CREATION
There exist many indoor datasets( [24] , [29] , [30] ) for the task of UAV navigation. However, none of them provides ground truth values in terms of deviation with respect to the CBL of the corridor, which according to us plays a significant role for localization of a UAV inside corridor environments. Hence, we provide our own custom dataset for this purpose.
Image Capturing
We captured images across 80 different corridors of National Institute of Technology, Rourkela, India, out of which 59 and 21 corridors are used for training and testing purpose respectively. The images are captured by the UAV front camera at a resolution of 320 × 180. While preparing the dataset, it is made sure that the dataset covers all the possible positions across the whole length of the corridor. The height of the UAV is kept at approximately 1 meter. At a certain place inside the corridor, there different locations over a horizontal line, which is perpendicular to the CBL, are selected. These locations are mainly the center and two extreme sides of the corridor. At each location over the horizontal line, images are captured while the UAV is tilted in three different orientations: center, left, and right tilt. Hence, we will have 9 different images corresponding to a particular horizontal line. Possible scenarios are shown in Figure 2 . These horizontal lines are chosen across the whole length of the corridor at certain intervals. However, these images do not provide any information regarding the CBL. Hence, for each image, a similar image is captured by placing two markers on the CBL of the corridor. These images are known as bisector images. Markers are placed on the floor by measuring the middle point between the two side walls. One marker is placed at the extreme end of the corridor, and its position remains the same for all the images. The second marker is placed somewhere inside the corridor, such that it will be visible on the captured image. We alter the position of the second marker to make it visible throughout the process of image capturing. Although the actual image and its corresponding bisector image vary slightly in terms of pixel values, their geometry, which holds key information regarding the corridor structure, is preserved. It may be noted that the bisector images do not correspond to the final dataset. These are only used for obtaining the target values for the actual images.
Labeled Data Generation
The bisector images are processed to detect the markers, and then these markers are connected by a red colored line, which forms the CBL on the image plane (Figure 3 ). The bisector images are then checked manually for any discrepancy (CBL is not drawn properly), and erroneous images are discarded from the dataset. It has been observed that when the UAV is on the left side of the CBL, this red line on the image plane forms an acute angle with the bottom image boundary, as shown in Figure 4(a) . In case the UAV is on the right side of the CBL, the angle formed is obtuse (Figure 4(b) ). When the UAV is at the center, it forms a right angle (Figure 4(c) ). Hence, for the corresponding actual image in the dataset, these angles (in radians), are stored as the target values. It may be noted that these angles remain the same irrespective of the UAV tilt. The angles lie in the range [0, 3.14]. For safe localization of the UAV, always the goal is to keep the UAV at the center of the corridor. Alternatively, when the UAV is either on the left or right side of the CBL, our aim is to generate commands for the UAV such that this angle will shift towards the right angle. This labeled data will help in knowing the translational shift of the UAV from the CBL. However, it does not provide any information regarding the UAV tilt/orientation.
Once the UAV is at the center of the corridor over the CBL, we will try to measure the orientation of the UAV. It has been observed that when the UAV is at the center and aligned with the CBL, the red line on the bisector image Figure 5 (a). However, when the UAV is at the center but left tilted, this red line although perpendicular to the bottom image boundary deviates from the center and cuts the image plane into two unequal halves with the left side having more area than the right side ( Figure 5(b) ). The opposite scenario holds true, when the UAV is at the center, but right tilted ( Figure 5(c) ). We calculate the number of pixels in the x-direction from the left image boundary to the vertical red line and normalize it with the image width to obtain the target value for the corresponding actual image in the dataset. The value lies in the range of [0, 1]. This normalized value is known as the pixel distance of the CBL. When the distance is 0.5, the UAV is properly aligned with the CBL. The UAV is right tilted when the distance is less than 0.5, and vice versa. Hence, for the corresponding actual image in the dataset, these distances, are stored as the target values for measuring the orientation. Always, the goal is to keep the UAV aligned with the CBL. Alternatively, when the UAV is at the center, and either left or right tilted, our aim is to generate commands for the UAV such that this distance will shift towards 0.5. This labeled data will help in knowing the rotational deviation of the UAV. The dataset now contains two target values; (1) angle of the CBL (for rectifying the translational deviation), and (2) distance of the CBL (for rectifying the rotational deviation). Both target values can be utilized simultaneously in two similar DNNs to localize the UAV in corridor environments. We have shared this dataset as a public dataset, named NITRCorrV1 [9] .This dataset contains 35000 training and 600 testing images for angle, and 21000 training and 300 testing images for distance, and their corresponding target values.
DEEP NEURAL NETWORK FOR AUTONOMOUS UAV NAVIGATION
Our goal is to keep the UAV aligned with the CBL of the corridor throughout the process of navigation. This is a two-step process occurring consecutively; (1) Rectifying the translational deviation (side-wise variation) for bringing the UAV to center over the CBL, (2) Rectifying the rotational deviation (change in orientation) to align the UAV with the CBL, when the UAV is already at the center. Both processes are achieved by processing the images from the UAV front camera through pre-trained DNNs, that predict the deviations. Although the architecture of both the networks remains same, the target output differs; one is for angle in radian and other is for normalized pixel distance. As the unit of both the target values (angle and pixel distance) are different, it is not feasible to train both the quantities simultaneously using the same network.
Network Structure
For both the tasks, we used some of the standard pre-trained models (AlexNet [31] , VGGNet [32] , InceptionNet [33] , ResNet [34] , DenseNet [35] ) to train our custom dataset. The last fully connected layer of the pre-trained model is replaced by a few convolution layers to decrease the output feature map size. At the end of the network, one fully connected layer is appended to obtain 1 × 1 output. The input image resolution is 320 × 180. Various networks that are used to train our dataset is shown in Table 1 . The proposed network acts as a regression model, as the network directly predicts a numeric value, instead of a class. The same network is trained separately for translational deviation and rotational deviation, just by changing the target output. In case of translational deviation, the target is the angle (in radians) made by the CBL with bottom image boundary plane, and for rotational deviation, the target is a normalized pixel distance of the CBL from the left image boundary. The angle lies in the range [0, 3.14] and the normalized pixel distance lies in the range of [0, 1] . A free body diagram of our proposed model is shown in Figure ? ?.
Loss Function
Accurate selection of a loss function plays an important role in carrying out any deep learning based optimization task. We have used the Mean Absolute Error (MAE) loss function to train our models. MAE is formulated as -
Where,ŷ and y denote the list of predicted and target values for a mini batch of size n.
Training
Input Pre-processing. The proposed model accepts an input of resolution 320 × 180. [36] . Prediction of translational deviation requires images from all possible locations of the corridor, however rotational deviation requires images when the UAV is at the center and tilted in all three orientations (left, right or center). Parameter Initialization. The initial parameters of the networks remain same for both the tasks. MAE 1 is used as the loss function, while Stochastic Gradient Descent (SGD) [37] is used as the optimizer. Overfitting is handled by L2 regularization. Initial Momentum is set to 0.9 and learning rate starts at 0.001. Training is performed separately for the prediction of translational and rotational deviation. We used 9 different pre-trained networks (AlexNet, VGG-16, InceptionV3, ResNet-50, ResNet-101, ResNet-152, DenseNet-201, DenseNet-161) to train our model. Training is performed separately for each of the pre-trained networks. Learning rate is reduced by a factor of 5, if the training loss remained same for consecutive 5 iterations. The process of training continues, till the learning rate reaches 10 −15 .
Control Command generation
When the UAV is properly aligned with the CBL of the corridor, there is minimal chance of collision. Depending on the predictions of both the networks, control commands are generated to localize the UAV along the CBL of the corridor. The images from the UAV front camera are continuously processed through the trained networks to maintain the UAV pose. Algorithm 1 depicts the flow for generating the control commands for UAV navigation through an indoor corridor.
EXPERIMENTS
This section presents a detailed analysis of all the experiments carried out for the task of UAV navigation inside indoor corridor environments, using DNNs. The test sets of our custom dataset, NITRCorrV1, is used for validation purpose. We also show the system setup and hardware platform on which the experiments are being carried out. Finally, we show the results of our proposed navigation algorithm in real-world UAV flight experiments.
System Setup
We used PyTorch deep learning library to implement our deep networks. Training is performed with GTX 1080 Ti graphics card, which has a memory of 11GB. ILSVRC [38] pretrained weights are used for initializing the standard state-of-the-art networks. Weights for other convolution layers are initialized from a normal distribution N (0, 2/ck 2 ), where k represents the filter size and c is the number of output channels of the convolution operation.
Evaluation Metrics
Evaluation is done on the NITRCorrV1 labeled test set, which contains 600 images for translational and 300 images for rotational deviation, respectively. Test input images are preprocessed using the same procedure as the training images. We used three different evaluation metrics to validate our proposed DNN models.
Results and Discussion
We compared the results of our proposed model using 9 different augmented pretrained networks, as given in Table 1 . The comparison is done separately for translational and rotational deviation using separate test sets. Table 2 and Table 3 show the quantitative comparison results for both the tasks. It can be viewed that DenseNet-161 performs superior as compared to other pretrained networks for both the tasks in terms of all the evaluation metrics. Hence, for real-time navigation experiments, we used DenseNet-161 pretrained network to navigate the UAV in corridor environments. Location wise qualitative comparison results using DenseNet-161 pretrained network are shown in Tables 6 and 7 . 
Real World Navigation Experiments
We tested our deep learning based UAV navigation algorithm in real-world indoor corridors. Parrot A.R.Drone quadcopter is used to validate the experiments. It has a static front camera, which provides video feed at 30 frames per second (fps). The UAV is capable of producing a fisheye video (92 • field of view) with a resolution of 640 × 480. Before processing the images through the DNN, the fisheye images are converted to their rectilinear equivalent. Also, the images are downsampled to 320 × 180, which is the default input to the proposed deep learning model. The UAV is connected to a ground-based system, where the deep learning model is running, though wireless LAN and communication take place using the Robot Operating System (ROS). Image frames from the UAV front camera are passed continuously through the ROS to the deep learning system. Image transmission delay through ROS is about 0.21s. Our deep learning model prediction takes about 0.08s for measuring both translational and rotational deviation simultaneously. The system then generates the appropriate control command using Algorithm 1, and forwards it to the UAV through the ROS. The UAV internal PID controller is then responsible for executing the command and maintaining safe UAV pose during its navigation. It may be noted that apart from our network prediction, different factors, such as control and state estimation affect the actual UAV flight in real-world scenarios. Because of the unstable and fluctuating state estimation of Parrot drone, we cannot employ the positional feedback in path planning, which sometimes deteriorates the whole navigation process. It is observed that our proposed DNN based navigation algorithm works with good accuracy in most of the corridors.
CONCLUSION
In this work, we proposed a DNN based UAV localization algorithm, which enables the UAV to navigate safely inside corridors environments. Unlike the previous methods, where the deep models were designed to predict flight commands directly, our proposed method makes use of an important characteristic of a corridor, the CBL, to generate commands. We designed a single deep network and trained it separately for two tasks; (a) prediction of translational deviation of the UAV from the CBL, and (b) prediction of rotational deviation of the UAV with respect to the CBL. These two predictions are then used to design a navigation algorithm, which enables the UAV to maintain a safe pose inside the corridor. We also provide a new corridor dataset, NITRCorrV1, in which the corridor images are labeled in terms of translational and rotational deviation values. Our proposed navigation algorithm is capable of navigating a UAV inside real-world corridor environments with good accuracy. Fig. 6 : Qualitative performance evaluation of translational deviation for different corridor locations of National Institute of Technology, Rourkela, India. Ground truth and predicted values are given in degree. GT: Ground truth, PR: Predicted.
