Abstract. Let {T t } t>0 be the semigroup generated by a Schrödinger operator
Introduction. Let
..}. These operators were studied by a number of authors, cf. [Fe] , [HN] , [Z] .
We say that f is in the space H Operators of the form (1.1) appear as images of certain homogeneous operators on homogeneous nilpotent Lie groups which, in fact, are differential operators if V is a sum of squares of polynomials, cf. e.g. [DHJ] , [HJ] , and references there. These methods are also used here. For p = 1 similar results have been obtained in [DZ1] .
We define an auxiliary function m(x, V ), see [Z] , by B n = {x ∈ R d : 2 (n−1)/2 ≤ m(x, V ) < 2 n/2 } for n = 1,2,3... .
We have R
B n . We will denote by B(x, r) the ball in R d with the center at x and radius r.
We say that a function a is an atom for the space H 
Our spaces H can be decomposed into atoms that are supported on small balls, but for certain atoms no moment condition is required. Actually our H p A atoms are scaled local atoms in the sense of Goldberg, cf. Section 8. The idea of the proof of Theorem 1.12 is based on the fact that the kernels of the operators T t look like the classical heat kernels multiplied by (1 + t 1/2 m(x, V )) −b , which have fast enough decay when t is large (cf. (3.18 ) ). The kernels of the operators ϕ(tA) have a similar feature. If A is the Hermite operator, this type of decay of the kernels T t can be read from Mehler's formula. In order to get appropriate estimates for the kernels ϕ(tA), where A is a Schrödinger operator with a positive polynomial potential, we use the fact that A can be obtained as Π P , where P is a regular kernel on a special nilpotent Lie group G and Π is a unitary representation of G, cf. Section 3. The theory of regular kernels on nilpotent Lie groups, which was developed by P. G lowacki, turns out to be crucial here, cf. Section 3.
Lemma 2.1. There is a constant C such that for every R > 2 and every n, if x ∈ B n , then
Proof. Assume that y ∈ B(x, 2 −n/2 R) ∩ B n , where x ∈ B n . By the definition of B n there is β ≤ α such that (1/C)2 (n −1)(|β|+2)/2 ≤ |D β V (y)|. Applying the Taylor formula and the fact that x ∈ B n , we obtain
which implies n ≤ n + C log 2 R. In the same manner we can see that n ≤ n + C log 2 R.
Lemma 2.2. There is a constant C and a collection of balls
Proof. For fixed n let B(x (n,k) , 2 −2−n/2 ) be a countable sequence of balls
It is now easy to check, using Lemma 2.1, that the family of balls B(x (n,k) , 2 1−n/2 ), n = 0,1,..., k = 1,2,... satisfies the conclusion of Lemma 2.2.
As a consequence of Lemma 2.2, we obtain the following result:
Lemma 2.3. There are nonnegative functions ψ (n,k) such that
3. Functional calculus of operators on homogeneous groups and Schrödinger operators. Let G be a homogeneous nilpotent group equipped with a family of dilations δ t (cf. [FS] ). A distribution P on G is called a regular kernel of order r > 0, if P coincides with a smooth function away from the origin and
It was proved in [D2] that for every Schrödinger operator of the form (1.1) there exist a homogeneous nilpotent Lie group G, a unitary representation Π of G, and a regular symmetric kernel P of order 2 such that
We shall denote by the same letter P the convolution operator f → f * P . The kernel P satisfies the following maximal subelliptic estimates proved by P. G lowacki (cf. [G] , [D2] ); for every left-invariant homogeneous differential operator ∂ on G and every N ≥ |∂|/2 there is a constant C > 0 such that
where |∂| is the degree of homogeneity of ∂.
The construction of the group G and the representation Π is such that for every multi-index
Let {S t } t>0 be the semigroup of linear operators on L 2 (G) generated by the essentially self-adjoint operator −P . The estimates (3.3) and the homogeneity of P imply that the semigroup {S t } t>0 is of the form
Q denotes the homogeneous dimension of G. Moreover, the following estimates for q t hold (cf. [G] , [D2] ): for every left-invariant homogeneous differential operator ∂ on G there is a constant C > 0 such that
where |g| is a fixed homogeneous norm on G and |∂| is the degree of homogeneity of ∂.
Obviously, cf. [FS] , for every
λdE P (λ) be the spectral resolution of the positive definite operator P . The theorem below was actually proved in [D1] .
where
there is a Schwartz class function
t , where
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We shall need the following result:
Proof. For a multi-index β let N be a positive integer such that N > β +Q, where β is the homogeneous degree of the monomial x β on G. Then by the spectral theorem (3.10)
Observe that the operator P N is a convolution with a regular kernel of order 2N . Therefore, x β * P N is well defined, and
Note that
Thus x β * P N ≡ 0, which implies (3.9).
The properties of the kernels F
[ϕ] t of the operators ϕ(tP ) on the group G allow us to obtain suitable estimates for the integral kernels Φ t (x, w) of the operators ϕ(tA) on R d . One can deduce from the equality Π P = A that
The construction of G, Π, and
where F Y F is the partial Fourier transform of F with respect to Y variables (cf. [D2] , [DHJ] ). Consequently, if
the convolution kernel of the operator ϕ(tP ) on G, and by Φ t (x, w) the integral kernel of the operator
. By (3.12), (3.13), Theorem 3.6, Corollary 3.7, and the homogeneity of P , we have the following: Corollary 3.14. For every integer k > 0 there exists m > 0 such that if
1 are related by
Here and subsequently, S(R d × R D ) denotes the Schwartz class of functions on
Let us denote by T t (x, w) the integral kernels of the semigroup T t = Π q t .
Proposition 3.17. For every
Proof. The estimate (3.18) was proved in [D2, Proposition 3.17] . To prove (3.19) we use (3.5), (3.12), and (3.4).
It was pointed out by the referee that the estimate (3.18) can be written as
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Assume that ψ ∈ S([0, ∞)) be such that 0 / ∈ supp ψ. Similarly, we denote by
the convolution kernel of the operator ψ(tP ) and by Ψ t (x, w) the integral kernel of the operator ψ(tA). Obviously, by Corollary 3.14, we have
The corollary below follows from Proposition 3.8. 
and, consequently 
It is easy to verify that ψ 
t (x, y) and K 2 −j t (x, y) the integral kernels of the operators ψ (0) (tA)θ(tA) and ψ(2 −j tA)θ(tA) respectively. The following lemma can be deduced from (3.4), (3.13), Theorem 3.6 and Corollary 3.14. 
for every β, |β| ≤ k.
Remark. One should not confuse the functions ψ
(0) , ψ that are defined on [0, ∞) with the functions ψ (n,k) (from Lemma 2.3) that are defined on R d .
For a positive real number N and ϕ ∈ S([0, ∞)) we define an analogue of Peetre tangential maximal operator
The operators M * ϕ,N have many of the properties of classical maximal operators. We present some of them which we shall need later. For the convenience of the reader we provide the proofs. 
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Proof. Lemmas 4.1 and 4.3 imply
which gives (4.8). 
Proof. Applying Lemmas 4.1 and 4.3 to θ = ϕ, we obtain 
where r = d/N and M [H−L] is the classical Hardy-Littlewood maximal operator.
Proof. Fix 0 < δ 1 < 1 and set δ = t 1/2 δ 1 . By the Mean Value Theorem we get
Lemma 4.9 leads to
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Therefore,
Taking δ 1 sufficiently small, we get (4.12). 
Proof. Fix N > 0 such that r = d/N < p. Let m > 0 be such that Lemma 4.7 and Proposition 4.11 hold. By Lemma 4.7 it suffices to show that
By virtue of Proposition 4.11, we obtain 
Proof of (1.13). For
(λ) = ϕ(λ) − m+1 n=1 c n e −nλ ∈ S m 0 ([0, ∞)). Therefore M ϕ f L p ≤ C( M θ f L p + Mf L p ).
By Proposition 4.13 it suffices to show that there exists a function ϕ ∈ S
Such a function can be constructed as a linear combination of functions e −nλ , that is, there are constants
Obviously for ϕ of the form (5.2) the inequality (5.1) is satisfied.
6. Proof of (1.14). It suffices to show that there is a constant C > 0 such that
Assume that x 0 ∈ B n . By the definition of the atoms r ≤ 2 1−n/2 . It follows from (1.8) and the estimates (3.18) that
and, consequently,
In order to show that (6.4)
we consider two cases:
Then, by definition, a satisfies the moment conditions (1.10). Let τ be the smallest integer > d(1/p − 1). For fixed x ∈ B(x 0 , 2r) c let us consider the Taylor expansion of the function w → T t (x, w) at x 0 . According to (3.19) and the equality T t (x, w) = T t (w, x), we get 
Note that in this case no moment condition on a is required. For 0 < t ≤ 2 −n and x ∈ B(x 0 , 2r) c , we have
with M > 0 being large, cf. (3.18). This gives (6.6)
Let P t m be the operator defined by
As a consequence of (3.18), we obtain
where b m ≤ C q (1 + m) −q for every q > 0. We shall use the following lemma.
Lemma 6.8. There is a constant C 1 ≥ 1 independent of n such that for every bounded function f such that supp f ⊂ B(x n , 2 1−n/2 ), x n ∈ B n , and every m ≥ 2, we have
Proof. Let f be a bounded function such that suppf ⊂ B(x n , 2 1−n/2 ),
On the other hand, there is γ such that
This implies t ≤ m C 1 2 −n , which completes the proof of Lemma 6.8.
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By Lemma 6.8
This ends the proof of (6.4).
Local maximal functions. For a function ϕ ∈ S([0, ∞))
a real number N > 0, and for a nonnegative integer n we define the local maximal functions
1/2 , 0), andΦ(x, 0) is defined by (3.15) and (3.16),
Let us observe, cf. [D2] , 
see Section 2 for the definitions of ψ (n,k) and x (n,k) .
Proposition 7.5. For every M , > 0 there is a constant C > 0 such that for every 0 < t ≤ 2 −n we have
From (3.15 ) it follows that
..). In order to estimate I 1 we observe that ξ ≤ C2 −j , whenever w ∈ B (n,k) and 0 < t ≤ 2 −n . By virtue of the Taylor formula and Corollary 3.14, we obtain
To estimate I 2 we study each summand separately. Let
We denote by D κ w H(x, w) the differentiation of the function H(x, w) with respect to the second variable.
For fixed x and u we consider Taylor expansion of the function w → H(x, w) at the point u. By Corollary 3.20, Now (7.7) follows from (7.8) and Proposition 7.5.
Proof of Theorem 7.3. Let 0 < t ≤ 2 −n . From (7.4) we conclude that ψ (n,k) (w)f (w)Φ t (w − x, 0) dw 
