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Abstract This paper proposes a linear map that projects images of an rotating object about an axis onto a com-
plex subspace where the rotation is represented with an simple rotation in one dimensional complex space. First we
consider a cyclic group that permutates the image sequence, then construct a complex matrix of the cyclic group
by multiplication of low rank matrices. We demonstrate interpolation of the image sequence by rotation in the
subspace, and discuss the ability of the proposed linear map onto the complex subspace.
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を利用した非線形主成分分析 (kernel PCA, kPCA) [4], [5] や
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ここでは、n枚の画像 x1;x2; : : : ;xn が与えられたとき、巡
回群の行列表現によって画像間の関係を表すことを考える。ま






画像 xj = (xj1; xj2; : : : ; xjN )T を N 次元ベクトルとし、そ
の画像を表すパラメータを µj とする。1軸回転を表す角度など
のように、ここでは n個のパラメータは連続的に µ1; µ2; : : : ; µn
と変化し、また µ1 に循環して戻るものを考える。したがって、
画像も x1;x2; : : : ;xn と変化し、また x1 に戻るような順番付
けがされているとする。さらに実際の状況としてN > n、つま
り画素数は画像数より大きいことを仮定する。
ここで、画像を x1;x2; : : : と変化させるために、以下のよ
うな群を考えよう。つまり、画像に左から作用する変換の群
Gn = fG;G2; : : : ; Gng があって、
x2 = Gx1 (1)
x3 = Gx2 = GGx1 = G
2x1 (2)
...
xn = Gxn¡1 = : : : = G
n¡1x1 (3)
x1 = Gxn = : : : = G
nx1 (4)
ここで、Gn は n位の有限巡回群、元 Gは群 Gn の生成元と呼
ばれる [19]。群の定義から、Gn には各元の逆元が存在し、ま
た単位元 I が存在する。
xi = Gxi¡1 = GG
n¡1xi = xi; G
¡1 = Gn¡1 (5)
xi = G
nxi; G







前節で述べた巡回群 Gn の生成元 Gを行列 Gで表現すると、
画像 x1;x2; : : :の関係は以下のように表せる。
[x2 x3 ¢ ¢ ¢ xn x1] = G[x1 x2 ¢ ¢ ¢ xn¡1 xn] (7)
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ここで上式を
X1 = GX0 (8)
とおく。Gの次元はN£N であるが、rank(X1) = rank(X0) =








したがって rank(G) = rank(X0) = n である。




G = U¡1DU (10)





N = n = rank(G)であるとしよう。すると、群 Gn の単位元 I
は N £N 単位行列 IN に相当するので、以下のように行列 G
の冪乗は容易に計算できる。そこで、画像列を一周するために
Gの n乗を考えると、以下のようになる。
Gn = IN = U
¡1DnU (12)
Dn = diag(¸n1 ; ¸
n
2 ; : : : ; ¸
n
N ) = UINU
¡1 = IN (13)
つまり、与えられた画像列を行列Gによって次々に遷移し、ま









p¡1; k = 1; 2; : : : ; n (14)
N 個の固有値 ¸j が、n通りあるうちのどの原始 n乗根である
かは、元の与えられた画像列 X0 に依存する。
2. 4 群の作用としての複素回転
ここで再び Gを式 (7)による画像 xj への作用を見てみる。
xj+1 = Gxj = U
¡1DUxj (15)



























図 1 2 次元における複素回転の例
これは各画素を複素回転していることに他ならない。その解釈
について以下に述べる。
複素数 z は、絶対値 jzjと偏角 \z を用いて z = jzjei\z と表
され、二つの複素数 z1; z2 の積は z1z2 = jz1jjz2jei(\z1+\z2) で
ある。前節で述べたように、行列 Gの固有値 ¸j は 1の原始 n
乗根であるので、j¸j j = 1である。よって、例えば式 (18)の 1
行目 x0j+1 1 = ¸1 x0j 1 をみると、




x0j 1 が x0j+1 1 になり、その絶対値は変わらず偏角だけが変わる
（つまり複素平面における原点を中心とした回転）ことを意味
している。
またここで x01 = Ux1 であるので、x01 は、実数である学習
サンプル画像 x1 2 RN を複素行列 U 2 CN£N により複素空
間へと座標変換した複素画像 x01 2 CN であるとみなすことが
できる。
したがって複素行列 U は、単に各画素を複素回転させること





N = n = 2の場合、固有値は
p
1、つまり §1である。した
がって、2 サンプル x1;x2 を変換後した後の座標系において
は、1つ目の要素は同じ値を持ち (x011 = x021)、2つ目の要素は
符号が逆転する (x012 = ¡x022)。このような変換は簡単に示す





前節で行列 Gの性質ついて述べたが、N = nを仮定したこ




（注2）：N = 128£128 = 16384であり、実部と虚部それぞれ double型（8バ































画像列X0の特異値分解をX0 = EΣV T とすると、式 (21)は
G = EΣV T M V Σ¡1ET (22)
と書き直せる。一方列置換行列M は、複素対角行列DM と複
素行列W を用いて
M = W¡1DMW (23)
と対角化できる（詳細は [18] を参照）。これを代入し、
U1 =WV Σ
¡1ET , U2 = EΣV TW¡1 とおくと、
G = EΣV TW¡1DMWV Σ
¡1ET = U2DMU1 (24)
となる。これは、以下のように式 (10)の固有値 0に対応する
部分を削除したものと一致する。












= diag(¸1; : : : ; ¸n) (26)
固有値 0に対応する固有ベクトルは必要ないため、N £N の
行列Gを直接対角化する代わりに、N £nの行列X0 の特異値
分解と n£ nの行列M の対角化で、Gの対角化が計算できる
ことになる（注3）。




（注3）：画像列が互いに相関がある場合には、小さい特異値 Σ に対応する E の
列ベクトルを削除することがよく行われるが、本手法でそれを行うことはできな
い（詳細は省略する）。




T Mn V Σ¡1ET (27)
と計算できる。ここでMn = In であるので、
Mn = In =W
¡1DnMW (28)
DnM = WM
nW¡1 = In (29)
となる。つまり、N = n の場合と同様に、N > n の場合も








前節で、画像列 x1;x2; : : : の関係を単純な 1 次元複素空間
（複素平面）での回転で表現できるような部分空間への線形写
像を表す複素行列 U1; U2 の構成方法について述べた。これに
より、x1 から x2 へ、また x1 から x3 への画像の遷移を、そ
れぞれ x2 = Gx1 と x3 = G2x1 という行列 G を用いた形で


































































の要素の表現は、1 の原始 m 乗根の数の m 通り
存在する。ここではもっとも直感的な、偏角を 1m にするものを採用している。
































図 2 行列 G
1
10 を画像へ作用させて作成した補間画像。左から 1列目




複素画像 x1+0:1j = G
j





















projections of 72 images of obj4
projections of generated images
e1
e2
図 3 固有空間における coil-20(obj4) の 72 枚の原画像と生成した補
間画像の軌跡。補間画像については、coil-20(obj4) の 0, 5, 10
度の画像 x1;x2;x3 の間のみの補間を示す。
72 枚の画像から複素部分空間を計算し、生成した中間画
像の一部を図 2 に示す。学習サンプル画像のうち 0,5,10 度に
対応する画像 x1;x2;x3 の間を 10 等分したときの中間画像










もので、各軸の e1; e2; e3は第 1,2,3固有ベクトルを表す。72枚
の画像の投影点列を結んだものを実線で示しており、x1;x2;x3


































IS-3-11 MIRU2007 / Proceedings 992















































[1] Lowe, D. G.: Fitting Parameterized Three-Dimensional
Models to Images, IEEE Trans. PAMI, Vol. 13, No. 5, pp.
441–450 (1991), online.
[2] 村瀬洋, シュリーナイヤー：2 次元照合による 3 次元物体認識
―パラメトリック固有空間法―, 電子情報通信学会論文誌 DII,
Vol. J77-D2, No. 11, pp. 2179–2187 (1994), online.
[3] Murase, H. and Nayar, S. K.: Visual learning and recogni-
tion of 3-D objects from appearance, Intl. J. of Computer
Vision, Vol. 14, No. 1, pp. 5–24 (1995), online.
[4] Scholkopf, B., Smola, A. and Mu¨ller, K.-R.: Nonlinear Com-
ponent Analysis as a Kernel Eigenvalue Problem, Neural
Computation, Vol. 10, pp. 1299–1319 (1998), online.
[5] 坂野鋭ー：パターン認識における主成分分析―顔画像認識を例
として―, 統計数理, Vol. 49, No. 1, pp. 23–42 (2001), online.
[6] Pontil, M. and Verri, A.: Support Vector Machines for 3D
Object Recognition, IEEE Trans. PAMI, Vol. 20, No. 6, pp.
637–646 (1998), online.
[7] Law, M.: Manifold Learning, online (accessed 2007.3.20),
online.
[8] Turk, M. A. and Pentland, A. P.: Face recognition using
eigenfaces, CVPR91, pp. 586–591 (1991), online.
[9] Pentland, A., Moghaddam, B. and Starner, T.: View-based
and modulear eigenspaces for face recognitoin, CVPR94,
pp. 84–91 (1994), online.
[10] Smola, A. J. and Scho¨lkopf, B.: A Tutorial on Support
Vector Regression, NeuroCOLT Technical Report NC-TR-
98-030, Royal Holloway College, University of London, UK
(1998), online.
[11] Cristianini, N. and Shawe-Taylor, J.: サポートベクターマシ
ン入門, 共立出版 (2005), online.
[12] 安藤慎吾, 草地良規, 鈴木章, 荒川賢一：サポートベクトル回帰
を用いた三次元物体の姿勢推定法, 電子情報通信学会論文誌 D,
Vol. J89-D, No. 8, pp. 1840–1847 (2006), online.
[13] Okatani, T. and Deguchi, K.: Yet Another Appearance-
Based Method for Pose Estimation Based on a Linear
Model, IAPR Workshop on Machine Vision Applications
2000, pp. 258–261 (2000).
[14] 天野敏之, 玉木徹：Estimation-by-Completion: 3 次元物体の
線形姿勢推定手法, MIRU2006 画像の認識・理解シンポジウム
論文集, pp. 460–465 (2006), online.
[15] 出口光一郎, 岡谷貴之：固有空間法はなぜうまく働くか, 情報処
理学会コンピュータビジョンとイメージメディア研究会, Vol.
2001, No. 66, pp. 1–8 (2001), online.
[16] 玉木徹, 天野敏之：マルチポート固有空間法, 部分空間法研究会
2006, pp. 7–15 (2006), online.
[17] 玉木徹, 天野敏之, 金田和文：巡回群行列のブロック対角化を用
いた回転物体画像の部分空間への投影とその応用, MIRU2007
画像の認識・理解シンポジウム論文集 (2007), online.
[18] 玉木徹, 天野敏之, 金田和文：画像列の遷移行列のブロック対角
化による部分空間を用いた物体の姿勢推定, MIRU2007 画像の
認識・理解シンポジウム論文集 (2007), online.
[19] 志賀浩二：群論への 30 講, 朝倉書店 (1989).
[20] Menke, W.: 離散インバース理論 — 逆問題とデータ解析, 古今
書院 (1997), 柳谷 俊, 塚田 和彦 訳.
[21] 志賀浩二：固有値問題 30 講, 朝倉書店 (1991).
[22] Nene, S. A., Nayar, S. K. and Murase, H.: Columbia Object
Image Library (COIL-20), Technical Report CUCS-005-96,
Columbia University (1996), online.
[23] 篠村祐司, 玉木徹, 天野敏之, 金田和文：固有空間による人物の
歩行軌跡の予測と零空間を用いた予測修正, 電子情報通信学会
パターン認識・メディア理解研究会, Vol. PRMU2006-239, pp.
25–30 (2007), online.
[24] Bunse-Gerstner, A., Byers, R. and Mehrmann, V.: Numer-
ical methods for simultaneous diagonalization, SIAM Jour-
nal on Matrix Analysis and Applications, Vol. 14, No. 4,
pp. 927–949 (1993), online.
[25] Tongsong, J. and Li, C.: Generalized diagonalization of ma-
trices over quaternion ﬁeld, Applied Mathematics and Me-
chanics, Vol. 20, No. 11, pp. 1297–1304 (1999), online.
[26] Jiang, T.: Algebraic methods for diagonalization of a
quaternion matrix in quaternionic quantum theory, Journal
of Mathematical Physics, Vol. 46, No. 5, p. 052106 (2005),
online.
IS-3-11 MIRU2007 / Proceedings 993
