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Abstract.
In this work, we study Picrad’s theorems about the range of an analytic
function.
The first approach to Picard Theorem is the Casorati-Weierstrass Theorem
which ensures that the range of an analytic function near an essential singula-
rity is dense in C.
In Chapter 3, we prove Little Picard Theorem: if a function f is entire and non
constant, the set of values that f assumes is either the whole complex plane
or the plane minus a single point.
In Chapter 4, we prove Great Picard Theorem: if an analytic function f has
an essential singularity at a point z0 then at any punctured neighborhood of
z0, f(z) attains every finite complex value with at most one possible exception.
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Cap´ıtulo 1
Introduccio´n.
El teorema de E. Picard [6] fue una revelacio´n en su tiempo y causo´ un gran
intere´s en la investigacio´n de la Teor´ıa de funciones. La prueba original, usaba
la funcio´n modular el´ıptica, la cual esta´ conectada con el Criterio Fundamen-
tal de Normalidad, que es empleado en la prueba actual. In 1986, Borel dio´
una demostracio´n elemental del Teorema de Picard, una prueba en la cual no
utilizaba la funcio´n modular. Montel [7], tuvo la brillante idea de reemplazar
una propiedad particular de una funcio´n por una familia de funciones que po-
se´ıan la propiedad en una sucesio´n de dominios. Este me´todo fue explotado
posteriormente por Julia y Montel en una serie de entornos diferentes.
En este trabajo, estudiaremos los teoremas de Picard sobre las funciones anal´ıti-
cas.
El primer teorema que necesitaremos es el Teorema de Liouville, el cual afirma
que las u´nicas funciones acotadas enteras son las funciones constantes en C.
Como consecuencia, podemos deducir el Teorema Fundamental del A´lgebra,
que nos dice que la imagen del plano complejo C bajo un polinomio no cons-
tante, da C.
La primera aproximacio´n al Teorema de Picard es el Teorema de Casorati-
Weierstrass, cuyo enunciado es que la imagen de una funcio´n holomorfa cerca
de una singularidad esencial es densa en C.
En el cap´ıtulo 3, probaremos el Teorema pequen˜o de Picard : Si una funcio´n es
entera y no constante, entonces alcanza todo valor en el plano complejo, con
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una excepcio´n posible. La prueba original de Picard estaba basada en propie-
dades de la funcio´n modular.
En el cap´ıtulo 4, probaremos el Teorema grande de Picard : Si una funcio´n
f tiene una singularidad esencial en el punto z0 y f(z) es holomorfa en una
entorno reducido de z0, entonces f(z) toma cualquier valor finito complejo, a
excepcio´n de uno.
Esto refuerza el Teorema de Casorati-Weierstrass.
Cap´ıtulo 2
Conceptos ba´sicos.
Definicio´n 2.0.1 Sea A ⊂ C y z0 ∈ C. Sea el disco D(z0; r) = {z ∈ C :
|z − z0| < r}.
Diremos que z0 es un punto interior de A si existe r > 0 tal que D(z0; r) ⊂ A.
Al conjunto de todos los puntos interiores de A lo llamaremos interior de A
y lo denotaremos por A˚.
Diremos que z0 es un punto de adherencia de A si para todo r > 0 se verifica
que D(z0; r) ∩ A 6= ∅. Al conjunto de todos los puntos de adherencia de A lo
llamaremos clausura de A y lo denotaremos por A.
Diremos que z0 es un punto de acumulacio´n de A si para todo r > 0 se
verifica que D(z0; r) ∩ (A\{z0}) 6= ∅. Al conjunto de todos los puntos de
acumulacio´n de A lo llamaremos conjunto derivado de A y lo denotaremos
por A′.
Definicio´n 2.0.2 Diremos que A es un conjunto abierto si A˚ = A. Diremos
que A es un conjunto cerrado si A = A.
Definicio´n 2.0.3 Sea (X,T ) un espacio topolo´gico, y A ⊆ X. Sea la familia
de subconjuntos de A,
TA = {A ∩G, G ∈ T }.
Entonces, la familia TA es una topolog´ıa sobre A llamada topolog´ıa relativa
a A.
Definicio´n 2.0.4 Diremos que un conjunto A de C es conexo si, para la
topolog´ıa relativa de A, los u´nicos conjuntos abiertos y cerrados a la vez son
el propio A y ∅.
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Definicio´n 2.0.5 Sea (X,T ) un espacio topolo´gico, A ⊆ X se dice denso en
(X,T ) si A = X.
Definicio´n 2.0.6 Diremos que Ω es una regio´n, si es un conjunto abierto y
conexo en C.
Definicio´n 2.0.7 Una funcio´n f con dominio en D se dice que es uno a uno
(o inyectiva) si no existen dos elementos de D con la misma imagen.
2.1. Funcio´n holomorfa.
Definicio´n 2.1.1 Sea Ω una regio´n ⊆ C , sea f una funcio´n f : Ω → C y
z0 ∈ Ω. Diremos que f es derivable en z0 si existe y
l´ım
z→z0
f(z)− f(z0)
z − z0 ∈ C
Diremos que f es derivable en Ω si es derivable en cada punto de Ω. Al
conjunto
{f : Ω→ C∣∣f es dervivable en Ω}
lo denotaremos por H(Ω). Si f ∈ H(Ω), diremos que f es holomorfa en Ω. Si
f ∈ H(C), diremos que f es entera.
Recordemos a continuacio´n algunos resultados de la Teor´ıa de la integral de
Cauchy que sera´n usados ma´s adelante.
Teorema 2.1.2 Supongamos que Ω es una regio´n, f es holomorfa en Ω y que
f ′(z) = 0 para cada z ∈ Ω. Tenemos entonces que f es constante en Ω.
Teorema 2.1.3 (Teorema de la Primitiva.) Sea f una fucnio´n continua
en una regio´n Ω. Entonces son equivalentes :
1. la integral de f a lo largo de cualquier arco cerrado diferenciable a trozos
es nula;
2. la integral a lo largo de cualquier arco diferenciable a trozos en Ω uniendo
dos puntos a y b de Ω es independiente del arco elegido;
3. existe una funcio´n F (llamada primitiva de f) holomorfa en Ω cuya
derivada F ′(z) = f(z) para todo z de Ω.
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Teorema 2.1.4 (Teorema de Cauchy) (para un disco). Si f es continua en
un disco abierto D, a ∈ D y f ∈ H(D\{a}, entonces para todo arco cerrado γ
en D se tiene que ∫
γ
fdz = 0.
Definicio´n 2.1.5 Se define el ı´ndice de un punto a respecto a un arco cerrado
diferenciable a trozos γ como
n(γ, a) =
1
2pii
∫
γ
dν
ν − a.
Fo´rmula integral de Cauchy para las derivadas
n(γ, z)fn)(z) =
n!
2pii
∫
γ
f(ν)dν
(ν − z)n+1 .
Teorema 2.1.6 Supongamos que una funcio´n f es holomorfa en un disco
abierto D = D(z0; r) y que |f(z)| 6 m en todo D, donde m es una constante.
Luego para cada entero positivo k
|f (k)(z)| 6 k!mr
(r − |z − z0|)k+1
para cada z ∈ D. En particular, |f (k)(z0)| 6 k!mr−k.
Demostracio´n. Tomamos un z fijo en D, hay un s que satisface
|z − z0| < s < r. Si ν esta´ situado en ∂D(z0, s), tenemos
|ν − z| = |(ν − z0) + (z0 − z)| > |ν − z0| − |z − z0| = s− |z − z0|.
Acotando |f (k)(z)| :
|f (k)(z)| =
∣∣∣ k!
2pii
∫
|ν−z0|=s
f(ν)dν
(ν − z)k+1
∣∣∣ 6 k!
2pi
∫
|ν−z0|=s
|f(ν)||dν|
|ν − z|k+1 6
k!
2pi
∫
|ν−z0|=s
m|dν|
(s− |z − z0|)k+1 =
k!ms
(s− |z − z0|)k+1 .
Haciendo s→ r llegamos a la desigualdad deseada.

Pasamos ahora a probar el teorema sobre la imagen de funciones enteras.
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Teorema 2.1.7 (Teorema de Liouville.) Las u´nicas funciones acotadas en-
teras son las funciones constantes en C.
Demostracio´n. Supongamos que f , una funcio´n entera, satisface |f(z)| 6 m
∀z, con m constante. Para un nu´mero fijo z y algu´n r > |z| deducimos que
para f en D = D(0, r) tenemos
|f ′(z)| 6 mr
(r − |z|)2 .
Cuando r → ∞, deducimos que f ′(z) = 0. Como esto es cierto para cada
z ∈ C, tenemos por tanto que f es constante en el plano complejo.

Obtenemos ahora el siguiente resultado a partir del Teorema de Liouville.
Teorema 2.1.8 (Teorema Fundamental del A´lgebra.) Caulquier polino-
mio p(z) = a0 + a1z + ... + anz
n, de grado n > 1, tiene una ra´ız en C.
Este es una aplicacio´n del Teorema de Liouville a 1/p, de modo que p(C) = C.
Teorema 2.1.9 (Teorema de Morera.) Supongamos que f es una funcio´n
compleja continua en un conjunto abierto Ω tal que∫
∂∆
f(z)dz = 0
para todo tria´ngulo cerrado ∆ ⊂ Ω. Entonces f ∈ H(Ω).
Demostracio´n. Sea V un conjunto abierto convexo en Ω. Podemos construir
una F ∈ H(V ) tal que F ′ = f . Como las derivadas de las funciones holomorfas
son holomorfas, tenemos f ∈ H(V ), para todo abierto convexo V ⊂ Ω, y, por
tanto, f ∈ H(Ω).

Definicio´n 2.1.10 Sea S un subconjunto de C. Llamaremos una multifuncio´n
a una correspondencia F : S ⊂ C → P(C) tal que a cada nu´mero complejo
z ∈ S le hace corresponder un subconjunto F (z) de C.
Definicio´n 2.1.11 Diremos que f es una rama de la multifuncio´n F en un
subconjunto B de S si f : B ⊂ S → C es una aplicacio´n tal que a cada z ∈ B
le hace corresponder un u´nico elemento f(z) de F (z). Si adema´s f es continua
en B diremos que f es una rama continua de F en B.
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Definicio´n 2.1.12 Sea Ω una regio´n del plano complejo, y f : Ω → C es la
funcio´n identidad, definida por f(z) = z. Diremos que una funcio´n holomorfa
g : Ω→ C es una rama del logaritmo en Ω si satisface eg(z) = z = f(z) para
cada punto z ∈ Ω.
Una condicio´n necesaria (pero no suficiente) para que exista dicha funcio´n g
es que el origen no pertenzca a Ω o, dicho de otra forma, que la funcio´n f no
tenga su u´nica ra´ız en Ω.
Ejemplo. Llamaremos Lα = {teiα : t ∈ [0,+∞]} a la semirecta que parte del
origen y con a´ngulo de inclinacio´n α. Siempre existe una rama del log(z) en
C\Lα con argα(z) ∈ (α− 2pi, α), dada por
logα = ln |z|+ i argα z.
2.2. Ceros.
Definicio´n 2.2.1 Sea Ω una regio´n de C y f ∈ H(Ω). Diremos que z0 ∈ Ω
es un cero de f si f(z0) = 0. Diremos que el cero es de orden m, (m ∈ N),
si existe un entorno abierto V de z0, (V ⊂ Ω), y una funcio´n ϕ ∈ H(V ) tales
que ϕ(z0) 6= 0 y para todo z ∈ V
f(z) = (z − z0)mϕ(z).
Proposicio´n 2.2.2 Sea Ω una regio´n de C, f ∈ H(Ω) y z0 ∈ Ω. Las condi-
ciones siguientes son equivalentes:
z0 es un cero de orden m de f .
f(z0) = 0 y m = mı´n{k ∈ N : f (k)(z0) 6= 0}.
l´ımz→z0
f(z)
(z−z0)m ∈ C\{0}.
2.3. Singularidades aisladas
Definicio´n 2.3.1 Una funcio´n f tiene una singularidad aislada en un punto
z0 ∈ C si existe un r > 0 con la propiedad de que f es holomorfa en D∗(z0; r) =
{z ∈ C ∣∣ 0 < |z − z0| < r}, pero no es necesariamente holomorfa en todo el
disco D(z0; r) = {z ∈ C
∣∣ |z − z0| < r}.
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2.3.1. Tipos de singularidades aisladas
Definicio´n 2.3.2 Sea z0 ∈ C una singularidad aislada de la funcio´n f .
Diremos que f tiene en z0 una singularidad evitable si existe el
l´ımz→z0 f(z) ∈ C.
Ejemplo:
f(z) =
sen(z)
z
en z0 = 0.
Diremos que f tiene una singularidad de tipo polo en z0 si
l´ımz→z0 f(z) =∞.
Ejemplo:
f(z) =
sen(piz)
(z − 1)3 en z0 = 1.
Diremos que f tiene en z0 una singularidad esencial si no existe l´ımz→z0 f(z).
Ejemplo:
f(z) = e1/z en z0 = 0.
2.4. Relacio´n con series de potencias
Definicio´n 2.4.1 Una sucesio´n bila´tera de nu´meros complejos es una apli-
cacio´n ϕ : Z → C. Si escribimos ϕ(n) = an para todo n ∈ Z, la sucesio´n
bila´tera se denotara´ por {an : n ∈ Z}.
Definicio´n 2.4.2 Sea z0 ∈ C. Una serie de Laurent centrada en z0 es
una serie bila´tera de la forma
∑
n∈Z an(z − z0)n donde los an son nu´meros
complejos, que llamamos coeficientes de la serie.
Sea f holomorfa en D∗(z0; r) con una singularidad aislada en z0. Entonces f
puede representarse como serie de Laurent centrada en z0
f(z) =
∞∑
n=−∞
an (z − z0)n.
Diremos que f tiene una singularidad evitable en z0 si an = 0 para cada
ı´ndice negativo de n.
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Ejemplo:
f(z) =
sen(z)
z
=
∞∑
n=0
(−1)n z
2n+1
(2n+ 1)!
1
z
=
∞∑
n=0
(−1)n z
2n
(2n+ 1)!
.
Diremos que f tiene una singularidad de tipo polo en z0 si an 6= 0 un
nu´mero finito de ı´ndices negativos; es decir, si existe m tal que a−m 6= 0
y a−n = 0 ∀n > m.
Ejemplo:
f(z) =
sen(piz)
(z − 1)3 =
∞∑
n=0
(−1)n+1 pi2n+1 (z − 1)2n−2
(2n+ 1)!
.
Diremos que f tiene una singularidad esencial en z0 si an 6= 0 para un
nu´mero infinito de ı´ndices negativos.
Ejemplo:
f(z) = e1/z =
∞∑
n=0
1
n! zn
.
2.5. Teorema de Extensio´n de Riemann
Teorema 2.5.1 Dada una funcio´n f con una singularidad aislada en z0. La
singularidad es de tipo evitable si y so´lo si f esta´ acotada en un disco reducido
de centro z0.
Demostracio´n. Supongamos primero que f esta´ acotada en el disco D∗ =
D∗(z0; r), tal que |f(z)| 6 m para cada z ∈ D∗. Tomando r suficientemente
pequen˜o, asumimos que f es holomorfa en D∗. El coeficiente an de la expansio´n
de la serie de Laurent de f en D∗ viene dado por
an =
1
2pii
∫
|z−z0|=s
f(z) dz
(z − z0)n+1
donde s satisface 0 < s < r. Los procedimientos de la estimacio´n esta´ndar nos
llevan a
|an| 6 1
2pi
∫
|z−z0|=s
|f(z)| |dz|
|z − z0|n+1 6
m
sn
.
Cuando n < 0, podemos hacer s → 0 y concluimos que |an| = 0. Por tanto,
an = 0 para cada valor negativo de n, que es justo lo que ha de cumplir f para
que la singularidad en z0 sea evitable.
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Supongamos ahora que la singularidad de f en z0 es de tipo evitable. Podemos
suponer que el valor f(zo) esta´ definido para que f sea diferenciable en z0.
Naturalmente, debe cumplirse f(z0) = l´ımz→z0 |f(z)|. Podemos elegir r > 0
que nos asegure |f(z)| < |f(z0)| + 1 para cada z en el disco D∗. Luego esto
prueba que f esta´ acotada en el disco D∗.

2.6. Funciones meromorfas
Definicio´n 2.6.1 Se dice que una funcio´n f es meromorfa en un conjunto
abierto Ω si existe un conjunto A ⊂ Ω tal que
1. A no tiene puntos de acumulacio´n en Ω,
2. f ∈ H(Ω− A),
3. f posee un polo en cada punto de A.
Ya que no se excluye la posibilidad de que A = ∅, toda f ∈ H(Ω) es meromorfa
en Ω.
Recordemos que en un entorno de un polo λ de orden γ la funcio´n f(z) admite
un desarrollo
f(z) =
A−γ
(z − λ)γ +
A−γ+1
(z − λ)γ−1 + ... +
A−1
z − λ + A0 + A1(z − λ) + ... ,
donde la funcio´n racional
A−γ
(z − λ)γ + ... +
A−1
z − λ
representa la parte principal de f(z) en el punto λ.
Teorema 2.6.2 (Teorema de Mittag-Leﬄer.) Sea {λn} una sucesio´n de
nu´meros complejos, distintos entre s´ı, que no decrecen en valor absoluto, con-
vergente hacia el infinito, y sea {Gn(z)} una sucesio´n de funciones racionales,
cada una de las cuales es de la forma
Gn(z) =
A
(n)
−γn
(z − λn)γn + ... +
A
(n)
−1
z − λn
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de modo que el punto λn es un polo de la funcio´n Gn(z) de orden γn y e´sta
no posee ma´s polos. Entonces existe una funcio´n meromorfa f(z) que tiene
polos en los puntos λn, y so´lo en estos puntos, y cuyas partes principales en
los puntos λn coinciden con las funciones dadas Gn(z).
Demostracio´n. La funcio´n buscada f(z) la obtendremos en forma de la suma
de una serie
f(z) =
∞∑
1
[Gk(z) + Pk(z)], (2.1)
donde Pk(z) son ciertos polinomios. Evidentemente, cualquiera que sea el po-
linomio Pk(z), la suma Gk(z)+Pk(z) es una funcio´n racional con un polo en el
punto λk y cuya parte principal coincide con Gk(z). En los puntos finitos del
plano esta funcio´n no tiene otros polos.
Demostremos que se pueden elegir los polinomios Pk(z) de tal modo, que en
cualquier c´ırculo |z| < R sea uniformemente convergente la serie
∞∑
N(R)+1
[Gk(z) + Pk(z)],
que resulta de la serie (2.1) al excluir unos cuantos te´rminos primeros. Supon-
gamos que
∑∞
1 k es una serie convergente de te´rmios positivos. Si λ1 = 0,
entonces supongamos que el polinomio correspondiente P1(z) es igual a cero.
Supongamos ahora que λk 6= 0 (k > 1). Como Gk(z) es una funcio´n holomorfa
en el c´ırculo |z| < |λk|, su desarrollo de Taylor
Gk(z) = A
(k)
0 + A
(k)
1 z + ... + A
(k)
n z
n + ...
es convergente en el interior del c´ırculo indicado y es uniformemente conver-
gente en el c´ırculo |z| 6 1
2
|λk|. Elijamos n = nk de tal modo que en el u´ltimo
c´ırculo se cumpla la desigualdad
|Gk(z)− [A(k)0 + ... + A(k)nk znk ]| < k,
y hagamos :
Pk(z) = −A(k)0 − ... − A(k)nk znk .
Entonces
|Gk(z) + Pk(z)| < k, si |z| 6 1
2
|λk|. (2.2)
Sea |z| < R un c´ırculo arbitrario con el centro en el origen de coordenadas y
sea N(R) + 1 el ı´ndice, comenzando desde el cual todos los puntos λk esta´n
situados fuera de un c´ırculo de radio doblemente mayor:
|λk| > 2R para k > N(R). (2.3)
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Consideremos la serie ∞∑
N(R)+1
[Gk(z) + Pk(z)]; (2.4)
todos los polos λk de sus te´rminos satisfacen la condicio´n (2.3), por lo cual
1
2
|λk| es superior a R y, por consiguiente, el c´ırculo |z| < R esta´ contenido en
cada uno de los c´ırculos |z| < 1
2
|λk|. Por esto, en virtud de (2.2), se puede
afirmar que
|Gk(z) + Pk(z)| < k, si |z| < R y k > N(R).
De aqu´ı se deduce que la serie (2.4) es absoluta y uniformemente convergente
en el c´ırculo |z| < R y, por consiguiente, representa en este c´ırculo una fucnio´n
holomorfa ϕR(z). Por lo tanto, para la eleccio´n hecha de los polinomios Pk(z),
la suma de la serie (2.1) tambie´n sera´ holomorfa en el c´ırculo |z| < R. Esta
puede escribirse de la forma
f(z) =
N(R)∑
0
[Gk(z) + Pk(z)] + ϕR(z),
de donde se deduce que los polos de la funcio´n f(z) en el c´ırculo |z| < R
coinciden con los te´rminos de la sucesio´n {λk} que esta´n situados en el c´ırculo;
adema´s, las partes principales de la funcio´n f(z) en los puntos λk coinciden
con Gk(z).
Como esta conclusio´n es va´lida para cualquier c´ırculo |z| < R, de aqu´ı se
deduce que la suma de la serie (2.1) es una funcio´n meromorfa que satisface
todas las condiciones propuestas en el teorema.

Teorema 2.6.3 Una funcio´n F (z) es meromorfa en Ω si puede expresarse en
forma del cociente de dos funciones uniformes y holomorfas en Ω, G(z) y H(z),
F (z) =
G(z)
H(z)
.
Demostracio´n. Si F (z) es meromorfa en Ω, entonces no puede tener aqu´ı
otros puntos singulares ma´s que los polos. Si el conjunto de polos es finito
y consta de los puntos ν1, ..., νn de o´rdenes α1, ...αn, entonces, formando el
polinomio H(z) = (z − ν1)α1 ...(z − νn)αn y multiplica´ndolo por F (z), resulta
una funcio´n G(z) = F (z)H(z) que es holomorfa en todos los puntos de Ω.
Por lo tanto, F (z) = G(z)
H(z)
es cociente de dos funciones holomorfas en Ω. Si el
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conjunto de polos de la funcio´n F (z) es infinito, entonces, e´ste es un conjunto
numerable {νn} que no tiene puntos de acumulacio´n en el interior de Ω. Sean
γ1, ..., γn, ... los o´rdenes de los polos. Formemos entonces una funcio´n H(z)
holomorfa en Ω, que tenga en cada punto νn un cero de orden γn y que no
tenga ningu´n cero distinto de los puntos νn. Entonces el producto F (z)H(z)
sera´ una funcio´n G(z) holomorfa en Ω, y de nuevo tendremo que F (z) = G(z)
H(z)
es cociente de dos funciones holomorfas en Ω.

2.7. Teorema de Casorati-Weierstrass
A continuacio´n, vamos a demostrar el Teorema de Casorati-Weierstrass, el cual
es la aproximacio´n elemental al Teorema grande de Picard.
Teorema 2.7.1 Si f es una funcio´n holomorfa en un disco D∗ = D∗(z0; r) y
tiene una singularidad esencial en el centro z0, entonces f(D
∗) es denso en C,
es decir, C\f(D∗) no tiene puntos interiores.
Demostracio´n. Lo vamos a demostrar por reduccio´n al absurdo.
Supongamos que C\f(D∗) tiene puntos interiores y deducimos que f so´lo puede
tener una singularidad de tipo evitable o polo en z0, contrario a la hipo´tesis.
Sea w0 un punto interior de C\f(D∗), y sea s > 0 tal que el disco D(w0; s)
esta´ contenido en C\f(D∗). Luego se tiene |f(z)− w0| > s para cada z ∈ D∗.
Se tiene que la funcio´n g : D∗ → C definida por
g(z) = [f(z)− w0]−1
es holomorfa y satisface |g(z)| 6 s−1 en todo D∗. El Teorema de extensio´n de
Riemann nos dice que la singularidad de g en z0 es de tipo evitable. Adema´s,
como la funcio´n g no tiene ceros en D∗, la funcio´n inversa 1/g tiene una sin-
gularidad aislada en z0. Dicha singularidad puede ser evitable o polo, depen-
diendo si l´ımz→z0 |g(z)| es cero o no. Esto asegura, que la singularidad en z0 de
f = w0 + (1/g) solo puede ser evitable o polo, no esencial, luego hemos llegado
a una contradicio´n. Por tanto, C\f(D∗) no tiene puntos interiores.

El Teorema de Casorati-Weierstrass afirma que la imagen de un discoD∗(z0; r),
sin importar como de pequen˜o sea, bajo una funcio´n f con una singularidad
aislada de tipo esencial en z0, es denso en todo el plano complejo. Entre sus
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consecuencias esta´:
Dado un nu´mero w0 del plano complejo, existe una sucesio´n {zn} ∈ C\{z0}
tal que zn → z0 y f(zn)→ w0.
Ejemplo. Una considerable mejora de este teorema, es el Teorema de Picard,
que asegura que C\f(D∗(z0; r)) contiene un punto a lo sumo. La funcio´n f(z) =
e1/z, la cual tiene una singularidad esencial en el origen demuestra que el
valor excepcional permitido por el Teorema de Picard existe. La existencia de
tal valor no implica siempre que sea cierto. Por ejemplo, la singularidad de
f(z) = sen(1/z) en el origen es tambie´n esencial y, en este caso, f(D∗) = C
para cada D∗ = D∗(0; r). Esto puede ser probado considerando que la imagen
de la banda
A =
{
z : |Re z| 6 pi
2
}
mediante g(z) = sen(z) es todo C. De hecho, los segmentos horizontales se
transforman en [−1, 1] o elipses de focos −1 y 1. Las rectas verticales se trans-
forman en el eje imaginario [1,∞), (−∞,−1] o hipe´rbolas con focos en −1 y
1.
La imagen mediante 1/z de D∗(0; r) contiene una banda de la forma
A˜ =
{
z :
pi
2
+ (k − 1)pi 6 Re z 6 pi
2
+ kpi
}
y se cumple sen(A ) = sen(A˜ ) = C; con lo que f(D∗) = C.
Cap´ıtulo 3
Teorema pequen˜o de Picard
3.1. Principio de Reflexio´n
Definicio´n 3.1.1 Diremos que una funcio´n f es una transformacio´n con-
forme si f es una funcio´n holomorfa y su derivada no se anula.
Teorema 3.1.2 Supongamos que Ω es una regio´n, f ∈ H(Ω), y
Z(f) = {a ∈ Ω : f(a) = 0}
Entonces, o bien Z(f) = Ω, o Z(f) no tiene puntos de acumulacio´n en Ω.
En el u´ltimo caso, a cada a ∈ Z(f) le corresponde un u´nico entero positivo
m = m(a) tal que
f(z) = (z − a)mg(z) (z ∈ Ω), (3.1)
donde g ∈ H(Ω) y g(a) 6= 0.
Demostracio´n. Sea A el conjunto de todos los puntos de acumulacio´n de
Z(f) en Ω. Como f es continua, A ⊂ Z(f).
Fijemos a ∈ Z(f), y tomemos r > 0 de modo que D(a; r) ⊂ Ω. Tenemos
f(z) =
∞∑
n=0
cn(z − a)n (z ∈ D(a; r)). (3.2)
Existen ahora dos posibilidades. O bien todos los cn son 0, en cuyo caso
D(a; r) ⊂ A y a es un punto interior de A, o existe un mı´nimo entero m > 0
tal que cm 6= 0. En este caso, definimos
g(z) =
{
(z − a)−mf(z) si z ∈ Ω\{a}
cm si z = a
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Entonces se verifica (3.1). Es claro que g ∈ H(Ω\{a}). Pero (3.2) implica que
g(z) =
∞∑
k=0
cm+k(z − a)k (z ∈ D(a; r)).
En consecuencia, g ∈ H(D(a; r)), por lo que, en realidad, g ∈ H(Ω).
Ma´s au´n, g(a) 6= 0, y la continuidad de g muestra que existe un entorno de a
en el que g no tiene ningu´n cero. Entonces a es un punto aislado de Z(f) por
(3.1).
Si a ∈ A, debe presentarse el primer caso. Por tanto, A es abierto. Si B = Ω−A,
de la definicio´n de A como conjunto de puntos de acumulacio´n se deduce que
B es abierto. Entonces Ω es la unio´n de los conjuntos abiertos disjuntos A y
B. Como Ω es conexo, tenemos que o bien A = Ω, en cuyo caso Z(f) = Ω, o
A = ∅.

Definicio´n 3.1.3 Decimos que una funcio´n continua u en un conjunto abierto
Ω tiene la propiedad del valor medio si a todo z ∈ Ω le corresponde una
sucesio´n {rn} tal que rn > 0, rn → 0 cuando n→∞, y
u(z) =
1
2pi
∫ pi
−pi
u(z + rne
it)dt (n = 1, 2, 3, ...).
Teorema 3.1.4 Si una funcio´n continua u tiene la propiedad del valor medio
en un conjunto abierto Ω, u es armo´nica en Ω.
Demostracio´n La demostracio´n viene detallada en la pa´gina 227 del libro [1].
Teorema 3.1.5 (Principio de reflexio´n de Schwarz.) Supongamos que L
es un segmento del eje real, Ω+ es una regio´n de Π+, con Π+ el semiplano su-
perior abierto, y que todo t ∈ L es el centro de un disco abierto Dt, tal que
Π+ ∩Dt esta´ en Ω+. Sea Ω− la reflexio´n de Ω+:
Ω− = {z : z ∈ Ω+}
Supongamos que f = u+ iv es holomorfa en Ω+, y que
l´ım
n→∞
v(zn) = 0 (3.3)
para toda sucesio´n {zn} en Ω+ que converja a un punto de L.
Entonces existe una funcio´n F , holomorfa en Ω+∪L∪Ω−, tal que F (z) = f(z)
en Ω+ y tal que F satisface la relacio´n
F (z) = F (z) (z ∈ Ω+ ∪ L ∪ Ω−).
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Demostracio´n. Pongamos Ω = Ω+ ∪ L ∪ Ω−. Extendemos v a Ω definiendo
v(z) = 0 para z ∈ L y v(z) = −v(z) para z ∈ Ω−. Como v es continua y tiene
la propiedad del valor medio en Ω, tenemos que v es armo´nica por el Teorema
3.1.4.
En consecuencia, v es localmente la parte imaginaria de una funcio´n holomorfa.
Esto significa que a cada uno de los discos Dt le corresponde una ft ∈ H(Dt) tal
que Imft = v. Cada ft esta´ determinada por v salvo una constante aditiva real.
Si esta constante se elige de tal forma que ft(z) = f(z) para algu´n z ∈ Dt∩Π+,
se verificara´ lo mismo para todo z ∈ Dt ∩Π+, porque f − ft es constante en la
regio´n Dt ∩ Π+. Suponemos que las funciones ft esta´n ajustadas as´ı.
El desarrollo de ft en serie de potencias de z − t tiene so´lo coeficientes reales,
puesto que v = 0 en L, de modo que todas las derivadas de ft son reales en t.
Se tiene que
ft(z) = ft(z) (z ∈ Dt).
Por otro lado, supongamos que Ds ∩ Dt 6= ∅. Entonces ft = f = fs en
Dt ∩Ds ∩ Π+; y como Dt ∩Ds es conexo, el Teorema 3.1.2 muestra que
ft(z) = fs(z) (z ∈ Dt ∩Ds).
Por tanto, es consistente definir
F (z) =

f(z) si z ∈ Ω+
ft(z) si z ∈ Dt
ft(z) si z ∈ Ω−
y queda por demostrar que F es holomorfa en Ω−. Si D(a; r) ⊂ Ω−, entonces
D(a; r) ⊂ Ω+, por lo que para todo z ∈ D(a; r) tenemos
f(z) =
∞∑
n=0
cn(z − a)n.
En consecuencia,
F (z) =
∞∑
n=0
cn(z − a)n (z ∈ D(a; r)),
lo que prueba el enunciado del teorema.

3.2. Prolongacio´n a lo largo de curvas
Definicio´n 3.2.1 Un elemento de funcio´n es un par ordenado (f,D), donde
D es un disco circular abierto y f ∈ H(D). Dos elementos de funcio´n (f0, D0) y
(f1, D1) son prolongaciones directas uno del otro si se verifican dos condiciones:
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D0 ∩D1 6= ∅.
f0(z) = f1(z) para todo z ∈ D0 ∩D1.
En este caso escribiremos
(f0, D0) ∼ (f1, D1). (3.4)
Una cadena es una sucesio´n finita de discos C , por ejemplo C = {D0, D1, ..., Dn},
tal que Di−1 ∩Di 6= ∅ para i = 1, ..., n.
Si se da (f0, D0) y existen elementos (fi, Di) tales que (fi−1, Di−1) ∼ (fi, Di) pa-
ra i = 1, ..., n, entonces (fn, Dn) se llama prolongacio´n anal´ıtica de (f0, D0)
a lo largo de C . Notemos que fn esta´ determinada de manera u´nica por f0 y
por C (si existe). Para verlo, supongamos que se verifica (3.4), y supongamos
que se verifica (3.4) tambie´n con g1 en lugar de f1. Entonces g1 = f0 = f1 en
D0 ∩D1; y como D1 es conexo, tenemos g1 = f1 en D1. La unicidad de fn se
deduce ahora por induccio´n sobre el nu´mero de te´rminos de C .
Si (fn, Dn) es la prolongacio´n de (f0, D0) a lo largo de C , y si Dn∩D0 6= ∅, no
es necesariamente cierto que (f0, D0) ∼ (fn, Dn); en otras palabras, la relacio´n
∼ no es transitiva.
Ejemplo. Tomamos, en primer lugar, el disco D1 = D(1; 1) y el logaritmo
principal logp(z) cuyo argp(z) esta´ en (−pi, pi); en segundo lugar, el disco
D2 = D(i; 1) y el logaritmo log3pi/2(z) y cuyo argumento arg3pi/2(z) esta´ en
(−pi/2, 3pi/2);a continuacio´n, el disco D3 = D(−1; 1) y el logaritmo log2pi(z)
cuyo arg2pi(z) esta´ en (0, 2pi); y por u´ltimo, el disco D4 = D(−i; 1) con loga-
ritmo log5pi/2(z) y cuyo arg5pi/2 esta´ en (pi/2, 5pi/2).
Entonces, el argumento del disco D1 esta´ ahora en el intervalo (pi, 3pi).
Definicio´n 3.2.2 Una cadena C = {D0, ..., Dn} se dice que recubre una
curva γ con [0, 1] como intervalo parame´trico si existen nu´meros 0 = s0 < s1 <
... < sn = 1, tales que γ(0) es el centro de D0, γ(1) es el centro de Dn, y
γ([si, si+1]) ⊂ Di, (i = 0, ..., n− 1).
Si (f0, D0) puede prolongarse a lo largo de esta C hasta (fn, Dn), llamamos a
(fn, Dn) una prolongacio´n anal´ıtica de (f0, D0) a lo largo de γ; se dice que
(f0, D0) admite una prolongacio´n anal´ıtica a lo largo de γ.
Definicio´n 3.2.3 Una regio´n Ω es simplemente conexo si C∞\Ω es conexo,
donde C∞ es C ∪ {∞}.
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Ejemplo. Un ejemplo de la definicio´n anterior es que sea Ω = C\{0}, Ω es
conexo pero no es simplemente conexo.
Teorema 3.2.4 Sea Ω una regio´n del plano complejo. Diremos que Ω es sim-
plemente conexo si y so´lo si cada funcio´n que es holomorfa en Ω posee una
primitiva en esta regio´n.
Demostracio´n. Supongamos primero que Ω es simplemente conexo y que la
funcio´n f es holomorfa en Ω. Por el Teorema de Cauchy∫
γ
f(z)dz = 0
con γ un camino cerrado en Ω, homolo´gico a cero en Ω. Luego f tiene una
primitiva en Ω.
Supongamos ahora que cada funcio´n que es holomorfa en Ω tiene primitiva ah´ı.
Sea γ un camino cerrado arbitrario en Ω. Afirmamos que γ es homolo´gico a
cero en la regio´n. Para ver esto, sea z un punto cualquiera de C\Ω. La funcio´n
f : Ω → C definida como f(ν) = (ν − z)−1 es holomorfa. Como estamos
suponiendo que f tiene primitiva, tenemos
n(γ, z) =
1
2pii
∫
γ
dν
ν − z =
1
2pii
∫
γ
f(ν)dν = 0,
necesario para que γ sea homolo´gico a cero en Ω. Luego Ω es simplemente
conexo.

Teorema 3.2.5 Sea Ω una regio´n del plano complejo. Diremos que Ω es sim-
plemente conexo si y so´lo si para cada funcio´n f que es holomorfa y no tiene
ceros en Ω existe una rama del log(z) en esta regio´n.
Demostracio´n. Supongamos primero que Ω es simplemente conexo y que f
es holomorfa en Ω y no tiene ceros ah´ı. Por el Teorema de Cauchy tenemos∫
γ
f ′(z)
f(z)
dz = 0
para cada caminos cerrado por partes γ en Ω. Luego existe una rama del
log f(z) en Ω.
Consideremos ahora un punto arbitrario z ∈ C\Ω y asociado a e´l la funcio´n
f : Ω→ C definida como f(ν) = ν − z. Como f es holomorfa y no tiene ceros
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en Ω, nuestra hipo´tesis nos dice que existen ramas del logaritmo de f en Ω.
Elegimos una y la llamamos g. Tenemos entonces
g′(ν) = (ν − z)−1
en Ω, con la consecuancia
n(γ, z) =
1
2pii
∫
γ
dν
ν − z =
1
2pii
∫
γ
g′(ν)dν = 0
con γ un camino cerrado por partes en Ω. Como esto es cierto para cada
z ∈ C\Ω, cada trozo de γ es homo´logo a cero en Ω, i.e., Ω es simplemente
conexo.

Proposicio´n 3.2.6 Supongamos que D0 ∩D1 ∩D2 6= ∅, (f0, D0) ∼ (f1, D1)
y (f1, D1) ∼ (f2, D2). Entonces (f0, D0) ∼ (f2, D2).
Demostracio´n. Por hipo´tesis, f0 = f1 en D0 ∩D1 y f1 = f2 en D1 ∩D2. Por
tanto, f0 = f2 en el conjunto abierto no vac´ıo D0 ∩D1 ∩D2. Como f0 y f2 son
holomorfas en D0∩D2 y D0∩D2 es conexo, se deduce que f0 = f2 en D0∩D2.

Teorema 3.2.7 Si (f,D) es un elemento de funcio´n y si γ es una curva que
comienza en el centro de D, entonces (f,D) admite a lo sumo una prolongacio´n
anal´ıtica a lo largo de γ.
He aqu´ı un enunciado ma´s expl´ıcito de lo que afirma el teorema: Si γ se
recubre por cadenas C1 = {A0, A1, ..., Am} y C2 = {B0, B1, ..., Bn}, donde
A0 = B0 = D, si (f,D) puede prolongarse anal´ıticamente a o largo de C1
hasta un elemento de funcio´n (gm, Am), y si (f,D) puede prolongarse anal´ıti-
camente a lo largo de C2 hasta (hn, Bn), entonces gm = hn en Am ∩Bn.
Como Am y Bn son, por hipo´tesis, discos con el mismo centro γ(1), se deduce
que gm y hn poseen el mismo desarrollo en potencias de z − γ(1), y podemos
remplazar Am y Bn por el que sea ma´s grande de los dos. Con este convenio,
la conclusio´n es que gm = hn.
Demostracio´n. Sean C1 = {A0, ..., Am} y C2 = {B0, ..., Bn} dos cadenas con
A0 = B0 = D. Existen nu´meros
0 = s0 < s1 < ... < sm < sm+1 = 1
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y 0 = σ0 < ... < σn < σn+1 = 1 tales que
γ([si, si+1]) ⊂ Ai, γ([σi, σj+1]) ⊂ Bj, (0 6 i 6 m, 0 6 j 6 n).
Existen elementos de funcio´n (gi, Ai) ∼ (gi+1, Ai+1) y (hj, Bj) ∼ (hj+1, Bj+1),
para 0 6 i 6 m− 1 y 0 6 j 6 n− 1. Aqu´ı g0 = h0 = f .
Pretendemos probar que si 0 6 i 6 m y 0 6 j 6 n, y si [si, si+1] corta [σj, σj+1],
entonces (gi, Ai) ∼ (hj, Bj).
Supongamos que existen pares (i, j) para los que esto es falso. Entre ellos existe
uno para el que i+j es el mı´nimo. Es claro que entonces i+j > 0. Supongamos
si > σj. Entonces i > 1, y como [si, si+1] corta [σj, σj+1], vemos que
γ(si) ∈ Ai−1 ∩ Ai ∩Bj.
La minimalidad de i+j muestra que (gi−1, Ai−1) ∼ (hj, Bj); y como (gi−1, Ai−1) ∼
(gi, Ai), la proposicio´n anterior implica que (gi, Ai) ∼ (hj, Bj). Esto contradice
nuestra hipo´tesis. La posibilidad si 6 σj se excluye de la misma manera. Por
tanto, llegamos al resultado pretendido.

Definicio´n 3.2.8 Supongamos que α y β son puntos en un espacio topolo´gico
X y que ϕ es una aplicacio´n continua del cuadrado unidad I2 = I× I en X tal
que ϕ(0, t) = α y ϕ(1, t) = β para todo t ∈ I. Las curvas γt definidas mediante
γt(s) = ϕ(s, t) (s ∈ I, t ∈ I)
se dice entonces que forman una familia uniparame´trica {γt} de curvas de
α a β en X.
Teorema 3.2.9 Supongamos que {γt} (0 6 t 6 1) es una familia unipa-
rame´trica de α a β en el plano, que D es un disco con centro en α, y que
el elemento de funcio´n (f,D) admite una prolongacio´n anal´ıtica a lo largo de
cada γt, hasta un elemento (gt, Dt). Entonces g1 = g0.
Demostracio´n. Fijemos t ∈ I. Existe una cadena C = {A0, ..., An} que recu-
bre γt, con A0 = D, tal que (gt, Dt) se obtiene por prolongacio´n de (f,D) a lo
largo de C . Existen nu´meros 0 = s0 < ... < sn = 1 tales que
Ei = γi([si, si+1]) ⊂ Ai, (i = 0, ..., n− 1).
Existe un  > 0 menor que la distancia de cualquiera de los conjuntos compac-
tos Ei al complementario del correspondiente disco abierto Ai. La continuidad
uniforme de ϕ en I2 muestra que existe un δ > 0 tal que
|γt(s)− γu(s)| <  si s ∈ I, u ∈ I, |u− t| < δ. (3.5)
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Supongamos que u satisface estas condiciones. Entonces (3.5) muestra que C
recubre γu, y en consecuencia el teorema anterior muestra que tanto gt como
gu se obtienen por prolongacio´n de (f,D) a lo largo de la misma cadena. Por
tanto, gt = gu.
Luego, cada t ∈ I esta´ recubierto por un segmento Jt tal que gu = gt para todo
u ∈ I ∩ Jt. Como I es compacto, I puede recubrirse por un nu´mero finito de
Jt; y como I es conexo, vemos que en un nu´mero finito de pasos g1 = g0.

Definicio´n 3.2.10 Supongamos que γ0 y γ1 son curvas cerradas en un espacio
topolo´gico X, ambas con I = [0, 1] como intervalo del para´metro. Decimos
que γ0 y γ1 son homoto´picas en X si existe una aplicacio´n continua H del
cuadrado unidad I2 = I × I en X tal que
H(s, 0) = γ0(s), H(s, 1) = γ1(s), H(0, t) = H(1, t)
para todo s ∈ I y t ∈ I.
Si X es conexo y si toda curva cerrada en X es homoto´pica a un punto, X se
dice simplemente conexo.
Teorema 3.2.11 Supongamos que Γ0 y Γ1 son curvas en un espacio topolo´gico
X, con un punto inicial comu´n α y un punto final comu´n β. SiX es simplemente
conexo, entonces existe una familia uniparame´trica {γt} (0 6 t 6 1) de curvas
α a β en X, tal que γ0 = Γ0 y γ1 = Γ1.
Demostracio´n. Sea [0, pi] el intervalo del para´metro de Γ0 y Γ1. Entonces
Γ(s) =
{
Γ0(s) si 0 6 s 6 pi
Γ1(2pi − s) si pi 6 s 6 2pi
define una curva cerrada en X. Como X es simplemente conexo, Γ es homoto´pi-
ca a un punto. En consecuencia existe una funcio´n continuaH : [0, 2pi]×[0, 1]→
X tal que
H(s, 0) = Γ(s), H(s, 1) = c ∈ X, H(0, t) = H(2pi, t). (3.6)
Si Φ : U → X se define mediante
Φ(reiθ) = H(θ, 1− r) (0 6 r 6 1, 0 6 θ 6 2pi),
(3.6) implica que Φ es continua. Pongamos
γt(θ) = Φ[(1− t)eiθ + te−iθ] (0 6 θ 6 pi, 0 6 t 6 1).
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Como Φ(eiθ) = H(θ, 0) = Γ(θ), se deduce que
γt(0) = Φ(1) = Γ(0) = α (0 6 t 6 1),
γt(pi) = Φ(−1) = Γ(pi) = β (0 6 t 6 1),
γ0(θ) = Φ(e
iθ) = Γ(θ) = Γ0(θ) (0 6 θ 6 pi),
y
γ1(θ) = Φ(e
−iθ) = Φ(ei(2pi−θ)) = Γ(2pi − θ) = Γ1(θ) (0 6 θ 6 pi).

3.3. Teorema de monodromı´a
Teorema 3.3.1 Supongamos que Ω es una regio´n simplemente conexa, que
(f,D) es un elemento de funcio´n, D ⊂ Ω, y que (f,D) puede prolongarse
anal´ıticamente a lo largo de toda curva de Ω que comience en el centro de D.
Entonces existe una g ∈ H(Ω) tal que g(z) = f(z) para todo z ∈ D.
Demostracio´n. Sean Γ0 y Γ1 dos curvas en Ω desde el centro α de D hasta
algu´n punto β ∈ Ω. Se deduce de la seccio´n anterior que las prolongaciones
anal´ıticas de (f,D) a lo largo de Γ0 y Γ1 conducen al mismo elemento (gβ, Dβ),
donde Dβ es un disco con centro en β. Si Dβ1 corta a Dβ, entonces (gβ1 , Dβ1)
puede obtenerse prolongando en primer lugar (f,D) hasta β, y luego a lo largo
de la l´ınea recta que une β y β1. Esto muestra que gβ1 = gβ en Dβ1 ∩Dβ.
La definicio´n
g(z) = gβ(z) (z ∈ Dβ)
es en consecuencia consistente y proporciona la extensio´n holomorfa de f desea-
da.

Observacio´n. Sea Ω una regio´n plana, fijemos w /∈ Ω, y sea D un disco en
Ω. Como D es simplemente conexo, existe una f ∈ H(D) tal que exp[f(z)] =
z − w. Notemos que f ′(z) = (z − w)−1 en D, y que esta funcio´n es holomorfa
en todo Ω. Esto implica que (f,D) puede prolongarse anal´ıticamente a lo largo
de todo camino γ en Ω que comience en el centro α de D : Si γ va de α a β, si
Dβ = D(β; r) ⊂ Ω,
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si
Γz = γ + [β, z] (z ∈ Dβ),
y si
gβ(z) =
∫
Γz
(ν − w)−1dν + f(α) (z ∈ Dβ)
entonces (gβ, Dβ) es la prolongacio´n de (f,D) a lo largo de γ.
Notemos que g′β(z) = (z − w)−1 en Dβ.
Supongamos ahora que existe una g ∈ H(Ω) tal que g(z) = f(z) en D. En-
tonces g′(z) = (z − w)−1 para todo z ∈ Ω. Si Γ es un camino cerrado en Ω, se
deduce que
IndΓ(w) =
1
2pii
∫
Γ
g′(z)dz = 0,
donde IndΓ(w) es el ı´ndice de w con respecto a Γ.
Concluimos que el teorema de monodromı´a no se verifica en ninguna regio´n
plana que no sea simplemente conexa.
3.4. Funcio´n modular
Definicio´n 3.4.1 Si a, b, c y d son nu´meros complejos tales que ad− bc 6= 0,
la aplicacio´n
z → az + b
cz + d
(3.7)
se llama una transformacio´n bilineal. Es conveniente considerar (3.7) como
una aplicacio´n de C∞ en C∞, con los convenios obvios referentes al punto ∞.
Por ejemplo, −d/c se transforma en ∞ y ∞ se transforma en a/c, si c 6= 0.
Es entonces fa´cil de ver que cada transformacio´n bilineal es una aplicacio´n uno
a uno de C∞ sobre C∞. Adema´s, cada una de ellas se obtiene como composicio´n
de transformaciones de los tipos siguientes:
1. Traslaciones : z → z + b.
2. Rotaciones: z → az, |a| = 1.
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3. Homotecias: z → rz, r > 0.
4. Inversio´n: z → 1/z.
Si c = 0 en (3.7), esto es obvio. Si c 6= 0, se deduce de la identidad
az + b
cz + d
=
a
c
+
λ
cz + d
, λ =
bc− ad
c
.
Los tres primeros tipos transforman evidentemente rectas en rectas y circun-
ferencias en circunferencias. Esto no es cierto para 4). Pero si F es la familia
que consiste en todas las rectas y circunferencias, F se conserva mediante 4),
y obtenemos, pues, el importante resultado de que F se conserva frente a toda
transformacio´n bilineal.
La demostracio´n de que F se conserva frente a inversiones es muy sencilla. De
geometr´ıa anal´ıtica se tiene que todo elemento de F es el lugar geome´trico de
puntos cuyas coordenadas satisfacen una ecuacio´n de la forma
αzz + βz + βz + γ = 0, (3.8)
donde α y γ son constantes reales y β es una constante compleja, tal que
ββ > αγ. Si α 6= 0, (3.8) define una circunferencia; α = 0 proporciona l´ıneas
rectas. El cambio de z por 1/z transforma (3.8) en
α + βz + βz + γzz = 0,
que es una ecuacio´n del mismo tipo.
Supongamos que a, b y c son nu´meros complejos distintos. Podemos construir
una transformacio´n bilineal ϕ que transforma la terna ordenada {a, b, c} en
{0, 1,∞},
ϕ(z) =
(b− c)(z − a)
(b− a)(z − c) . (3.9)
Existe so´lo una ϕ; ya que si ϕ(a) = 0, debemos tener z− a en el numerador; si
ϕ(c) =∞, hemos de tener z−c en el denominador; y si ϕ(b) = 1 los coeficientes
han de ajustarse como en (3.9). Si a o b o c es ∞, pueden escribirse fo´rmulas
ana´logas. Si se aplica a continuacio´n de (3.9) la inversa de una transformacio´n
del mismo tipo, obtenemos el resultado siguiente:
Dadas dos ternas ordenadas cualesquiera {a, b, c} y {a′, b′, c′} en C∞, existe
una, y so´lo una, transformacio´n bilineal que transforma a en a′, b en b′ y c en
c′.
Concluimos de esto que toda circunferencia puede transformarse en cualquier
otra circunferencia mediante una transformacio´n bilineal. De ma´s intere´s es el
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hecho de que toda circunferencia puede transformarse en cualquier l´ınea recta,
y por tanto, que todo disco abierto puede transformarse conformemente en
cualquier semiplano abierto.
Podemos asociar a una transformacio´n bilineal ϕ(z) = az+b
cz+d
una matriz com-
pleja no singular
A =
(
a b
c d
)
.
Llamaremos ϕA a cada matriz A de los coeficientes de las transformaciones
bilineales. La correspondencia ϕA → A tiene la caracter´ıstica de{
AB → ϕA ◦ ϕB,
A−1 → ϕ−1A , (3.10)
donde AB es la multiplicacio´n de las matrices y A−1 es la inversa. Gracias a
esto, podemos reducir los ca´lculos de las transformaciones bilineales a simples
ca´lculos matriciales.
Definicio´n 3.4.2 El grupo modular es el conjunto G de todas las transfor-
maciones bilineales de la forma
ϕ(z) =
az + b
cz + d
. (3.11)
donde a, b, c y d son enteros y ad − bc = 1. La parte imaginaria de ϕ(i) es
(c2 + d2)−1 > 0. Estas transformaciones, transforman el eje real en s´ı mismo.
Por tanto,
ϕ(Π+) = Π+ (ϕ ∈ G),
donde Π+ es el semiplano superior abierto. Si ϕ viene dada por (3.11), entonces
ϕ−1(w) =
dw − b
−cw + a.
de modo que ϕ−1 ∈ G. Adema´s ϕ ◦ ψ ∈ G si ϕ ∈ G y ψ ∈ G utilizando las
matrices complejas no singulares.
Por tanto, G es un grupo con la composicio´n como operacio´n de grupo.
Las transformaciones z → z+1 y z → −1/z pertenecen a G; de hecho, generan
G.
Una funcio´n modular es una funcio´n meromorfa f sobre Π+ que es invarian-
te con respecto a G o al menos con respecto a algu´n subgrupo no trivial Γ de
G. Esto significa que f ◦ ϕ = f para toda ϕ ∈ Γ.
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Tomaremos como Γ el grupo generado por σ y τ , donde
σ(z) =
z
2z + 1
, τ(z) = z + 2. (3.12)
Nuestro objetivo es la construccio´n de cierta funcio´n λ que sea invariante con
respecto a Γ y que permita una demostracio´n del Teorema Pequen˜o de Picard.
Sea Q el conjunto de todos los z que satisfacen las siguientes cuatro condiciones
y donde z = x+ yi:
y > 0, −1 6 x < 1, |2z + 1| > 1, |2z − 1| > 1
Q esta´ acotado por las rectas verticales x = −1 y x = 1 y esta´ acotado por
debajo por dos semicircunferencias de radio 1/2, y con centros en −1/2 y 1/2.
Q contiene a aquellos de sus puntos frontera que esta´n en la mitad izquierda
de Π+. Q no contiene ningu´n punto del eje real.
Pretendemos probar que Q es un dominio fundamental de Γ. Esto significa que
son ciertos los enunciados 1) y 2) del teorema siguiente:
Teorema 3.4.3 Sean Γ y Q como antes:
1. Si ϕ1 y ϕ2 ∈ Γ y ϕ1 6= ϕ2, entonces ϕ1(Q) ∩ ϕ2(Q) = ∅.
2. ∪ϕ∈Γϕ(Q) = Π+.
3. Γ contiene a todas las transformaciones ϕ ∈ G de la forma
ϕ(z) =
az + b
cz + d
(3.13)
para las que a y d son enteros impares, y b y c son pares.
Demostracio´n. Sea Γ1 el conjunto de todas las ϕ ∈ G descritas en 3). Por
la correspondencia de matrices, tenemos que Γ1 es un subgrupo de G. Como
σ ∈ Γ1 y τ ∈ Γ1 se deduce que Γ ⊂ Γ1. Para demostrar que Γ = Γ1, es decir,
para demostrar 3), basta demostrar que se cumple el apartado 1) para Γ1 y el
apartado 2).
Necesitamos la relacio´n
Im ϕ(z) =
Im z
|cz + d|2 (3.14)
que es va´lida para toda ϕ ∈ G dada por (3.13). La demostracio´n de (3.14) se
basa en la relacio´n ad− bc = 1. Multiplicando por el conjugado, tenemos
ϕ(z) =
az + b
cz + d
· cz + d
cz + d
=
ac|z|2 + bcz + adz + bd
|cz + d|2
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Luego tenemos
Im ϕ(z) =
Im z
|cz + d|2 (3.14)
Demostremos ahora 1) cambiando Γ por Γ1. Supongamos que ϕ1 y ϕ2 ∈ Γ,
ϕ1 6= ϕ2, y definamos ϕ = ϕ−1 ◦ ϕ. Si z ∈ ϕ1(Q) ∩ ϕ2(Q), entonces ϕ−11 (z) ∈
Q ∩ ϕ(Q). En consecuencia, basta demostrar que
Q ∩ ϕ(Q) = ∅ (3.15)
si ϕ ∈ Γ1 y ϕ no es la transformacio´n identidad. La demostracio´n de (3.15) se
desdobla en tres casos.
Si c = 0 en (3.13), entonces ad = 1, y como a y d son enteros, tenemos
a = d = ±1. Por tanto, ϕ(z) = z+2n para algu´n entero n 6= 0, y la descripcio´n
de Q hace evidente que se verifica (3.15), por ser traslaciones horizontales. Si
c = 2d, entonces c = ±2 y d = ±1. Por tanto, ϕ(z) = σ(z)+2m, donde m es un
entero. Como σ(Q) ⊂ D(1
2
; 1
2
), se verifica (3.15). Si c 6= 0 y c 6= 2d, afirmamos
que |cz + d| > 1 para todo z ∈ Q. De otro modo, el disco D(−d/c; 1/|c|)
cortar´ıa a Q. La descripcio´n de Q muestra que si α 6= −1
2
es un nu´mero real
y si D(α; r) corta a Q, entonces al menos uno de los puntos −1, 0, 1 esta´ en
D(α; r). Por tanto, |cw + d| < 1, para w=−1 o´ 0 o´ 1. Pero para estos w,
cw+ d es un entero impar cuyo absoluto no puede ser menor que 1. Por tanto,
|cw + d| > 1, y se deduce de (3.14) que Im ϕ(z) <Im z para todo z ∈ Q. Si
fuera cierto para algu´n z ∈ Q que ϕ(z) ∈ Q, el mismo razonamiento podr´ıa
aplicarse a ϕ−1 y mostrar´ıa que
Im z = Im ϕ−1(ϕ(z)) 6 Im ϕ(z)
Esta contradiccio´n verifica (3.15).
Por tanto, queda demostrado el apartado 1) cambiando Γ por Γ1.
Para demostrar 2), sea Σ la unio´n de los conjuntos ϕ(Q), para ϕ ∈ Γ. Es claro
que Σ ⊂ Π+. Adema´s, Σ contiene a los conjuntos τn(Q), para n = 0,±1,±2,...,
donde τn(z) = z + 2n. Como σ transforma el c´ırculo |2z + 1| = 1 sobre el
c´ırculo |2z − 1| = 1, vemos que Σ contiene a todo z ∈ Π+ que satisface las
desigualdades
|2z − (2m+ 1)| > 1 (m = 0,±1,±2, ...) (3.16)
Fijemos w ∈ Π+. Como Im w > 0, existe so´lo un nu´mero finito de pares de
enteros c y d tales que |cw + d| sea inferior a cualquier cota dada, y podemos
tomar ϕ0 ∈ Γ de modo que se minimice |cw+ d|. Por (3.14), esto significa que
Im ϕ(w) 6 Im ϕ0(w) (ϕ ∈ Γ) (3.17)
Pongamos z = ϕ0(w). Entonces (3.17) resulta ser
Im ϕ(z) 6 Im z (ϕ ∈ Γ) (3.18)
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Apliquemos esto a ϕ = στ−n y a ϕ = σ−1τ−n. Puesto que
(στ−n)(z) =
z − 2n
2z − 4n+ 1 , (σ
−1τ−n)(z) =
z − 2n
−2z + 4n+ 1 ,
se deduce de (3.14) y (3.18)que
|2z − 4n+ 1| > 1, |2z − 4n− 1| > 1, (n = 0,±1,±2, ...).
Por tanto, z satisface (3.16), y por ello z ∈ Σ; y como w = ϕ−10 (z) y ϕ−10 ∈ Γ,
tenemos w ∈ Σ.

Teorema 3.4.4 Si Ω es una regio´n simplemente conexa acotada en el plano y
si todo punto frontera de Ω es simple, entonces toda transformacio´n conforme
de Ω sobre U se extiende como homeomorfismo de Ω sobre U .
Demostracio´n. Supongamos que f ∈ H(Ω), f(Ω) = U y que f es uno a
uno. Podemos extender f como aplicacio´n de Ω en U tal que f(αn) → f(z)
si {αn} es una sucesio´n en Ω que converge a z. Si {zn} es una sucesio´n de
Ω que converge a z, existen puntos αn ∈ Ω tales que |αn − zn| < 1/n y
|f(αn) − f(zn)| < 1/n. Por tanto, αn → z, con los que f(αn) → f(z), y esto
muestra que f(zn)→ f(z).
Hemos demostrado, que nuestra extensio´n de f es continua en Ω. Adema´s,
U ⊂ f(Ω) ⊂ U . La compacidad de Ω implica que f(Ω) es compacto. Por
tanto, f(Ω) = U .
Como f es uno a uno en Ω y como toda aplicacio´n uno a uno continua de un
conjunto compacto tiene una inversa continua, la demostracio´n esta´ completa.

Definicio´n 3.4.5 SeaD un disco circular abierto, supongamos que f ∈ H(D),
y sea β un punto frontera de D. Llamamos a β punto regular de f si existe
un disco D1 con centro en β y una funcio´n g ∈ H(D1) tal que g(z) = f(z)
para todo z ∈ D∩D1. Un punto frontera cualquiera de D que no sea un punto
regular de f se llama un punto singular de f .
Definicio´n 3.4.6 Sea U el disco unidad y sea T la circunferencia unidad. Si
f ∈ H(U) y si todo punto de T es un punto singular de f , entonces T se dice
que es la frontera natural de f .
Esta definicio´n se extiende a regiones que se transforman en el disco unidad.
El teorema siguiente resume algunas de las propiedades de la funcio´n modular λ
mencionada anteriormente y que se utilizara´ en el Teorema pequen˜o de Picard.
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Teorema 3.4.7 Si Γ y Q son como los descritos en (3.12), existe una funcion
λ ∈ H(Π+) tal que
1. λ ◦ ϕ = λ para toda ϕ ∈ Γ.
2. λ es uno a uno en Q.
3. El recorrido Ω de λ, es la regio´n que consiste en todos los nu´meros com-
plejos diferentes del 0 y 1.
4. λ tiene el eje real como su frontera natural.
Demostracio´n. Sea Q0 la mitad derecha de Q. Ma´s precisamente, Q0 consiste
en todos los z ∈ Π+ tales que
0 < Re z < 1, |2z − 1| > 1.
Por el Teorema 3.4.4 existe una funcio´n continua h en Q0 que es uno a uno en
Q0 y holomorfa en Q0, tal que h(Q0) = Π
+, h(0) = 0, h(1) = 1 y h(∞) =∞.
El principio de reflexio´n muestra que la fo´rmula
h(−x+ iy) = h(x+ iy) (3.19)
extiende h como funcio´n continua sobre la adherencia Q de Q, la cual es una
transformacio´n conforme del interior de Q sobre el plano complejo menos el
eje real no negativo. Vemos adema´s que h es uno a uno en Q, que h(Q) es la
regio´n Ω descrita en 3), que
h(−1 + iy) = h(1 + iy) = h(τ(−1 + iy)) (0 < y <∞), (3.20)
y que
h
(−1
2
+
1
2
eiθ
)
= h
(1
2
+
1
2
ei(pi−θ)
)
= h
(
σ
(−1
2
+
1
2
eiθ
))
(0 < θ < pi). (3.21)
Como h es real en la frontera de Q, (3.20) y (3.21) se deducen de (3.19) y de
las definiciones de τ y σ.
Definimos ahora la funcio´n λ:
λ(z) = h(ϕ−1(z)) (z ∈ ϕ(Q), ϕ ∈ Γ). (3.22)
Por el Teorema 3.4.3, cada z ∈ Π+ esta´ en ϕ(Q) para una, y so´lo una,
ϕ ∈ Γ.
Por tanto, (3.22) define λ(z) para z ∈ Π+, y vemos inmediatamente que λ
posee las propiedades de 1) a 3), y que λ es holomorfa en el interior de cada
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uno de los conjuntos ϕ(Q).
Se deduce de (3.21) y (3.20) que λ es continua en
Q ∪ τ−1(Q) ∪ σ−1(Q)
y, por tanto, en un conjunto abierto V que contiene a Q. Tenemos tambie´n que
λ es holomorfa en V . Como Π+ esta´ recubierto por la unio´n de los conjuntos
ϕ(V ), ϕ ∈ Γ, y como λ ◦ ϕ = λ, concluimos que λ ∈ H(Π+).
Finalmente, el conjunto de todos los nu´meros ϕ(0) = b/d es denso en el eje real.
Si λ pudiera ser prolongada anal´ıticamente hasta una regio´n que contuviera
propiamente a Π+, los ceros de λ tendr´ıan un punto l´ımite en esta regio´n, lo
cual es imposible porque λ no es constante.

3.5. Teorema pequen˜o de Picard
El ’Teorema pequen˜o de Picard’ afirma que toda funcio´n entera no constante
alcanza todo valor, con una excepcio´n posible. En esta seccio´n vamos a exponer
algunas proposiciones elementales que, para el caso de orden finito, establecen
el llamado Teorema pequen˜o de Picard.
Existen varias aproximaciones al Teorema de Picard para ciertos tipos de fun-
ciones.
Definicio´n 3.5.1 Supongamos que f es entera, que λ es un nu´mero positivo,
y que se verifica la desigualdad
|f(z)| < exp{|z|λ}
para |z| suficientemente grande. Se dice entonces que f es de orden finito. El
ı´nfimo de todos los λ para los que se verifica la condicio´n es el orden de f .
Teorema 3.5.2 Si una funcio´n entera f(z) no toma cierto valor α en ningu´n
punto del plano, entonces f(z) tiene la forma
f(z) = α + eg(z),
donde g(z) es una funcio´n entera.
Demostracio´n. Como f(z) − α no se anula, f(z) − α 6= 0. Por el Teorema
3.2.4 existe una funcio´n g(z) rama del logaritmo de forma que
f − α = eg(z)
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lo que implica
f = α + eg(z)

Teorema 3.5.3 Si una funcio´n entera f(z), que no toma cierto valor α en
ningu´n punto del plano, es de orden finito p, entonces p necesariamente es un
nu´mero entero y f(z) posee la forma
f(z) = α + eP (z),
donde P (z) es un polinomio de grado p.
Demostracio´n. Debido al teorema anterior, f(z) puede expresarse de la forma
f(z) = α + eg(z),
donde g(z) es una funcio´n entera. Pero, para cualquier  > 0 y r > R(), se
cumple la desigualdad
|f(z)| < erp+

2 ,
de donde
|eg(z)| < |α|+ erp+

2 .
Eligiendo R′() > R() de modo que para r > R′() sea
|α|+ erp+

2 < er
p+
,
y observando que |eg(z)| = eRe[g(z)], obtenemos:
eRe[g(z)] < er
p+
para r > R′().
Por consiguiente, para estos mismos valores de r
Re[g(z)] < rp+,
de donde g(z) es un polinomio P (z) de grado no superior a [p+ ].
Por otra parte, esta´ claro que si f(z) es una funcio´n de orden p, entonces
f(z)− α = eP (z) tambie´n es una funcio´n del mismo orden, y como el orden de
la funcio´n eP (z) es igual al grado n del polinomio P (z), resulta que p = n es
un nu´mero entero y P (z) un polinomio de grado p.

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Teorema 3.5.4 Si una funcio´n entera f(z) toma un valor α en un nu´mero
finito de puntos z1, z2, ..., zm con los o´rdenes de multiplicidad k1, k2, ..., km,
entonces f(z) es de la forma
f(z) = α + (z − z1)k1 ...(z − zm)kmeg(z),
donde g(z) es una funcio´n entera.
Demostracio´n. Por las condiciones del teorema, la funcio´n f(z)−α
(z−z1)k1 ...(z−zm)km
es entera y no se anula en ningu´n punto del plano. De aqu´ı que, e´sta es de la
forma eg(z), donde g(z) es una funcio´n entera.
Por tanto,
f(z)− α
(z − z1)k1 ...(z − zm)km = e
g(z),
de donde
f(z) = α + (z − z1)k1 ...(z − zm)kmeg(z).

Teorema 3.5.5 Si respecto de una funcio´n entera f(z) que satisface la con-
dicio´n del teorema precedente, se sabe que es orden finito p, entonces p tiene
que ser un nu´mero entero y la funcio´n f(z) es de la forma
f(z) = α + (z − z1)k1 ...(z − zm)kmeP (z),
donde P (z) es un polinomio de grado p.
Demostracio´n. Por el teorema anterior, f(z) es de la forma
f(z) = α + (z − z1)k1 ...(z − zm)kmeg(z),
donde g(z) es una funcio´n entera. Como
|eg(z)| = eRe[g(z)] < |f(z)|+ |α||z − z1|k1 ...|z − zm|km < |f(z)|+ |α|,
si |z − z1| > 1, ..., |z − zm| > 1 y adema´s para todos los valores de r suficiente-
mente grandes: |f(z) + |α| < erp+ , resulta
Re[g(z)] < rp+,
de donde g(z) es un polinomio P (z) de grado no superior a p.
Por otra parte, es evidente que si f(z) es una funcio´n de orden p, entonces
f(z)− α
(z − z1)k1 ...(z − zm)km = e
P (z),
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es una funcio´n del mismo orden. En efecto, ya se ha observado que
|eP (z)| = |eg(z)| < rp+ para r > R(),
y, por consiguiente, el orden de eP (z) no es superior a p. Pero e´ste no puede ser
inferior a p, pues en caso contrario tendr´ıamos para algu´n λ positivo que
|eP (z)| < erp−2λ para r > R′(λ)
y, por tanto,
|f(z)| < |α|+ erp−2λ(r + |z1|)k1 ...(r − |zm|)km
para r > R′().
Es evidente que la razo´n de la magnitud que figura en el segundo miembro de
la desigualdad er
p−λ
tiende a cero cuando r →∞. Por ello, para r > R′′(λ) >
R′(λ) tendremos:
|f(z)| < erp−λ ,
lo cual es incompatible con la hipo´tesis del teorema segu´n la cual el orden de
la funcio´n f(z) es p.
As´ı, el orden de la funcio´n eP (z) tambie´n es igual a p y, por consiguiente, p es
un nu´mero entero que coincide con el grado del polinomio P (z).

Teorema 3.5.6 (Teorema pequen˜o de Picard.) Si f es una funcio´n en-
tera y si existen dos nu´meros complejos distintos α y β que no esta´n en el
recorido de f , f es constante.
Demostracio´n. Sin pe´rdida de generalidad suponemos que α = 0 y β = 1; si
no, cambiamos f por (f − α)/(β − α). Entonces f transforma el plano en la
regio´n Ω descrita en el teorema 3.4.7.
A cada disco D1 ⊂ Ω le corresponde una regio´n V1 ⊂ Π+ tal que λ es uno a
uno en V1 y λ(V1) = D1; cada una de estas V1 corta como mucho a dos de los
dominios ϕ(Q). Para cada eleccio´n de V1 existe una funcio´n ψ1 ∈ H(D1) tal
que ψ1(λ(z)) = z para todo z ∈ V1.
Si D2 es otro disco en Ω y si D1 ∩D2 6= ∅, podemos tomar un V2 correspon-
diente de modo que V1 ∩V2 6= ∅. Los elementos de funcio´n (ψ1, D1) y (ψ2, D2)
sera´n entonces prolongaciones anal´ıticas directas uno del otro. Notemos que
ψi(Di) ⊂ Π+.
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Como el recorrido de f esta´ en Ω, existe un disco A0 con centro en 0 tal que
f(A0) esta´ en un disco D0 de Ω. Tomemos ψ0 ∈ H(D0), como antes, ponga-
mos g(z) = ψ0(f(z)) para z ∈ A0, y sea γ una curva cualquiera del plano que
comienza en 0. El recorrido de f ◦ γ es un subconjunto compacto de Ω. Por
tanto, γ puede ser recubierta por una cadena de discos, A0,...,An, de modo
que cada f(Ai) este´ en un disco Di de Ω, y podemos tomar ψi ∈ H(Di) de
modo que (ψi, Di) sea una prolongacio´n anal´ıtica directa de (ψi−1, Di−1), para
i = 1, ..., n. Esto proporciona una prolongacio´n anal´ıtica directa del elemento
de funcio´n (g, A0) a lo largo de la cadena {A0, ..., An}; notemos que ψn◦f tiene
parte imaginaria positiva.
Como (g, A0) puede prolongarse anal´ıticamente a lo largo de toda la curva
del plano y como el plano es simplemente conexo, el Teorema de monodromı´a
implica que g puede extenderse como funcio´n entera. Adema´s, el recorrido de
g esta´ en Π+, por lo que (g− i)/(g+ i) esta´ acotada, y, por tanto, es constante,
por el Teorema de Liouville. Esto muestra que g es constante, y como ψ0 es
uno a uno en f(A0) y A0 es un conjunto abierto no vac´ıo, concluimos que f es
constante.

Teorema 3.5.7 Toda funcio´n meromorfa F (z) 6≡ constante toma cualquier
valor complejo, a excepcio´n, posiblemente, de dos.
Demostracio´n. Supongamos que para la funcio´n F (z) existen tres valores a,
b y c que e´sta no toma. Si uno de ellos, por ejemplo c, es igual a ∞, entonces
F (z) 6≡ constante es una funcio´n entera que no toma dos valores finitos a y b,
lo cual es imposible. As´ı, pues, los nu´meros a, b y c son finitos. Formemos la
funcio´n
Φ(z) =
1
F (z)− c ;
e´sta es una funcio´n meromorfa que no toma el valor ∞, por lo cual es entera
y, adema´s, Φ 6≡ constante. Por otra parte, Φ(z) no toma dos valores finitos
1
a− c y
1
b− c.
Resulta de nuevo una contradiccio´n con el Teorema pequen˜o de Picard, de
donde se deduce que el teorema es cierto.

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Ejemplo. Un ejemplo de funcio´n meromorfa con dos valores excepcionales es
tg z, cuyos valores excepcionales son i y −i.
f(z) = tg(z) =
1
i
e2iz − 1
e2iz + 1
=
1
i
t2 − 1
t2 + 1
, t = eiz.
Aqu´ı, S(t) = 1
i
t2−1
t2+1
, S(0) = i, S(∞) = −i y S(t) no toma los valores i y −i
cuando t 6= 0, t 6=∞. Por lo tanto, f(z) no toma los valores i y −i para ningu´n
valor de z.
Cap´ıtulo 4
Teorema grande de Picard.
4.1. Funcio´n modular el´ıptica
Ya hemos visto funciones modulares en el cap´ıtulo anterior. Tambie´n se pueden
construir en el marco de funciones el´ıpticas. (ver [4])
En el disco abierto unidad U , consideremos una regio´n Ω0, la cual es el interior
de un tria´ngulo hiperbo´lico regular cuyos lados son arcos de circunferencia
que cortan a |z| = 1 ortogonalmente y los ve´rtices formando a´ngulo nulo.
Hay una transformacio´n, debido a Schwarz, del semiplano superior en Ω0, y
la inversa de dicha transformacio´n la denotaremos por µ(z). Los tres arcos
l´ımites de Ω0 son transformados por µ uno a uno continuamente en el eje real
extendido, y podemos tomar dicha transformacio´n de manera que los ve´rtices
sean transformados en 0, 1 e ∞ respectivamente. Vamos a extender µ a todo
U .
Primero, reflejamos Ω0 en U sobre cada uno de sus lados para obtener los domi-
nios Ω1, Ω2 y Ω3. Como µ(z) toma valores reales en los tres arcos l´ımites de Ω0,
el Principio de Reflexio´n de Schwarz permite que µ(z) se extienda anal´ıtica-
mente a Ω1, Ω2 y Ω3, transformando cada una de estas regiones anal´ıticamente
en Im(τ) < 0. Luego µ(z) es holomorfa en Ω′ = Ω0 ∪ Ω1 ∪ Ω2 ∪ Ω3. Los seis
arcos l´ımites de Ω′ son ortogonales a |z| = 1, formando ve´rtices de a´ngulo cero
y µ es de nuevo real en estos arcos. Reflejando Ωi, i = 1, 2, 3, a trave´s de cada
uno de sus lados correspondientes, se puede extender µ(z) a las seis nuevas
regiones, cada una de las cuales se transforma anal´ıticamente en el semiplano
superior.
Continuando de esta forma, triangulamos el disco U entero. Adema´s, µ(z) es
holomorfa en U y toma todos los valores excepto 0, 1 e∞. Para algu´n τ = µ(z)
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en el semiplano superior, z estara´ en una de esas siete regiones triangulares.
La accio´n de dos reflexiones consecutivas lleva z → z′, con τ = µ(z) = µ(z′).
En otras palabras, µ(z) es invariante bajo un nu´mero par de reflexiones. La
construccio´n es ana´loga a la del tema anterior pero en el disco unidad. La
funcio´n µ(z) es conocida como la funcio´n modular el´ıptica.
La funcio´n inversa ν(w) = µ−1(w) toma mu´ltiples valores, pero cada elemento
de funcio´n puede ser prolongado anal´ıticamente a lo largo de cualquier curva
que no tome los valores 0, 1 e ∞.
4.2. Criterio fundamental de normalidad
Definicio´n 4.2.1 Una familia F de funciones holomorfas en una regio´n Ω ⊆
C es normal en Ω si cada sucesio´n de funciones {fn} ⊆ F contiene, ya sea
una subsucesio´n la cual converge uniformemente a una funcio´n f 6≡ ∞ en cada
conjunto compacto de Ω, o una subsucesio´n la cual converge uniformemente a
∞ en cada conjunto compacto.
Definicio´n 4.2.2 Una familia de funciones F esta´ localmente acotada en Ω
si, para cada z0 ∈ Ω, hay una nu´mero positivo M = M(z0) y un entorno
D(z0; r) ⊆ Ω tal que |f(z)| 6M para todo z ∈ D(z0; r) y f ∈ F .
Teorema 4.2.3 Si una sucesio´n {fn} de funciones continuas convergen uni-
formemente en un conjunto compacto K a una funcio´n f(6≡ ∞), entonces {fn}
es equicontinua en K, y f es continua. Si {fn} es equicontinua y esta´ local-
mente acotada en Ω, entonces podemos extraer una subsucesio´n de {fn} la
cual converge localmente y uniformemente en Ω a una funcio´n f continua.
Teorema 4.2.4 (Teorema de Montel.) Si F es una familia de funciones
holomorfas localmente acotadas en Ω, entonces F es una familia normal en Ω.
Teorema 4.2.5 Sea una familia F de funciones holomorfas en una regio´n Ω,
la cual no toma los valores a y b ∈ C. Entonces F es normal en Ω.
Demostracio´n. Primero, podemos suponer que los valores a y b son 0 y 1,
respectivamente, considerando la familia
Fˆ =
{
fˆ(z) =
f(z)− a
b− a : f ∈ F
}
,
que omite 0 y 1, y cuya normalidad es equivalente a la de F . Adema´s, como
la normalidad es una propiedad local, podemos suponer Ω es el disco abierto
|z| < 1.
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Sea µ(τ) = w la funcio´n modular el´ıptica, y sea z0 ∈ Ω. Para cualquier f ∈ F ,
elegimos la rama holomorfa de ν(w) = µ−1(w), para la cual ν(f(z0)) es el
valor principal. Empezando con este valor inicial, es posible definir unicamente
ν(f(z)) en un recinto pequen˜o de z0. Luego ν(f(z)) puede continuar siendo
holomorfa en todo Ω ya que cada f(z) es holomorfa en Ω y toma valores so´lo
en el dominio de ν(w). Esto nos da una funcio´n holomorfa definida por el
Teorema de Monodromı´a, f˜(z) = ν(f(z)), que satisface |f˜(z)| < 1 para z ∈ Ω,
f ∈ F .
Sea {fn} una sucesio´n en F , y sea α ∈ C∞ un punto de acumulacio´n de la
sucesio´n {fn(z0)}. Consideremos cuatro casos.
1. Caso α 6= 0, 1,∞.
Sea {fn′} ⊆ {fn} una subsucesio´n tal que {fn′(z0)} converge a α cuando
n′ → ∞. Luego la sucesio´n {f˜n′} tiene una subsucesio´n {f˜nk} que con-
verge uniformemente a F (z) en un subconjunto compacto de Ω por el
Teorema de Montel, y |F (z)| 6 1. Si se da la igualdad para algu´n z ∈ Ω,
tenemos que F (z) ≡ eiθ para algu´n real θ, lo que lleva |f˜nk(z)| → 1 cuan-
do k → ∞. Pero esto ocurre solo si fnk(z) → 0, 1 0 ∞, luego tenemos
que |F (z)| < 1 en Ω.
Tomamos ahora un subconjunto compacto K ⊆ Ω. Para alguna cons-
tante m, |F (z)| 6 m < 1 en K, y por la convergencia uniforme de f˜nk
a F en K, existe m′ tal que |f˜nk(z)| 6 m′ < 1, z ∈ K, para todo k
suficientemente grande. Como la funcio´n modular µ(τ) es holomorfa en
U , esta´ acotada en |τ | 6 m′, digamos |µ(τ)| 6 M . Luego para todo k
suficientemente grande y z ∈ K,
|fnk(z)| = |µ(ν(fnk(z)))| 6M,
i.e., {fnk} esta´ uniformemente acotada en un subconjunto compacto de Ω.
Consecuentemente, esta sucesio´n tiene una subsucesio´n la cual converge
uniformemente a una funcio´n holomorfa en subconjuntos compactos de
Ω.
2. Caso α = 1. Sea {fn′} ⊆ {fn} una subsucesio´n tal que fn′(z0) → 1
cuando n′ → ∞, y definimos g′n(z) =
√
fn′(z) una rama para la cual
l´ımn′→∞ gn′(z0) = −1. Luego gn′ , n′ = 1, 2, 3, ..., son holomorfas en Ω,
omitiendo los valores 0 y 1, con −1 como punto l´ımite en z0. Por el caso
(1), hay una subsucesio´n {gnk} ⊆ {gn′} la cual converge uniformemente
en un subconjunto compacto de Ω a una funcio´n holomorfa , y se da
{g2nk} = {fnk}.
3. Caso α = 0.
De nuevo, tomamos una subsucesio´n {fn′} ⊆ {fn} tal que fn′(z0) → 0
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cuando n′ → ∞ y definimos gn′(z) = 1 − fn′(z), n′ = 1, 2, 3, ... . Luego
las funciones gn′(z) son holomorfas en Ω, omitiendo los valores 0 y 1, con
l´ımn′→∞ gn′(z0) = 1. As´ı, {gn′} viene dado por el caso (2), y existe una
subsucesio´n la cual converge uniformemente a una funcio´n holomorfa en
un subconjunto compacto de Ω, e igualmente para {fn′}.
4. Caso α =∞. Sea una subsucesio´n {fn′} ⊆ {fn} para la cual fn′(z0 →∞
cuando n′ → ∞. Luego las funciones gn′(z) = 1/fn′(z), n′ = 1, 2, 3, ... ,
son holomorfas en Ω, omitiendo 0 y 1, con l´ımn′→∞ gn′(z0) = 0. As´ı, por
el caso (3), hay una subsucesio´n {gnk} ⊆ {gn′} que converge uniforme-
mente a una funcio´n holomorfa g en un compacto, con g(z0) = 0. Como
ninguno de los gn′ son cero en Ω, tenemos que g ≡ 0 en Ω, y fnk → ∞
uniformemente en subconjuntos compactos de Ω.
El teorema queda demostrado.

Ejemplo. La familia {enz : n = 1, 2, 3...} en C no es normal y muestra que el
nu´mero de valores excepcionales no puede reducirse a uno so´lo.
4.3. Teorema grande de Picard
Teorema 4.3.1 (Teorema grande de Picard.) Si f(z) es holomorfa en un
disco D∗ = D∗(z0;R) y z0 es una singularidad aislada de tipo esencial de
f(z), entonces f(z) toma en D∗ cualquier valor finito complejo, a excepcio´n,
posiblemente, de uno.
Demostracio´n. Tomemos D∗ = {0 < |z| < R} y supongamos que hay dos
valores finitos a y b que f(z) no toma en D∗. Entonces, la familia de funciones
F definida como
fn(z) = f(
z
2n
), n = 1, 2, 3, ...,
que son holomorfas en el anillo A : R
2
< |z| < R, y que no toma los va-
lores a o b en A .Como F es una familia normal en A , existe una sub-
sucesio´n {fnk} uniformemente convergente a F (z) en el conjunto compacto
{|z| = ρ : R
2
< ρ < R}, donde F (z) es o una funcio´n holomorfa o ≡ ∞ en A .
Si F (z) es holomorfa, F (z) esta´ acotado en la circunferencia |z| = ρ y, por
consiguiente, las funciones {fnk} esta´n uniformemente acotadas en esta cir-
cunferencia.
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Esto significa que
|fnk(z)| < M, |z| = ρ (k = 1, 2, ...).
Pero entonces
|f(z)| 6M, |z| = ρ
2nk
(k = 1, 2, ...)
esto es, f(z) esta´ acotado por una sucesio´n de c´ırculos conce´ntricos que con-
vergen a cero. Por el Principio del mo´dulo ma´ximo, |f(z)| 6 M en la regio´n
entre cada dos de esos c´ırculos.Como sonsecuencia,
|f(z)| 6M, 0 < |z| < ρ
2n1
,
lo que contradice el hecho de que f(z) no deber´ıa estar acotada en cualquier
entorno de una singularidad esencial.
Si F (z) ≡ ∞, la sucesio´n de funciones holomorfas ϕnk(z) = 1fnk (z)−a , converge
uniformemente hacia cero en el interior de un subconjunto compacto de A .
De aqu´ı, razonando igual que anteriormente, sacamos la conclusio´n de que la
funcio´n ϕ(z) = 1
f(z)−a esta´ acotada en un recinto 0 < |z| 6 ρ, y as´ı f(z) tiene
una singularidad evitable o polo en el origen, lo que lleva a una contradiccio´n.

Analizando la demostracio´n del Teorema grande de Picard, se puede obtener
una proposicio´n ma´s general. Sea fn(z) = f(
z
2n
), introduzcamos los anillos
circulares
Γ′0(
R
24
< |z| < R), Γ′1(
R
25
< |z| < R
2
), ... , Γ′n(
R
2n+4
< |z| < R
2n
), ... ,
que se interceptan unos con otros.
Demostremos que la familia de funciones {fn(z)} no puede ser normal en el
anillo Γ′0. Supongamos lo contrario. Entonces existen subsucesiones de esta
sucesio´n que son uniformemente convergentes en el interior de Γ′0, en par-
ticular, en el anillo cerrado Γ( R
23
6 |z| 6 R
2
). La funcio´n l´ımite F (z) de
cualquiera de las subsucesiones tiene que ser ide´nticamente infinita; suponien-
do lo contrario establecer´ıamos, razonando igual que en la demostracio´n del
Teorema grande de Picard, que la funcio´n f(z) esta´ acotada en valor absoluto
en un recinto de la forma 0 < |z| < ρ, lo cual es imposible. Pero si cualquier
subsucesio´n {fnk(z)} que converge uniformemente en Γ converge hacia el in-
finito, de aqu´ı se deduce que toda la sucesio´n {fn(z)} uniformemente hacia
el infinito en Γ. En caso contrario, tendr´ıan que existir un nu´mero positivo
N , una sucesio´n de puntos {zk}, pertenecientes a Γ, y una sucesio´n crecien-
te de nu´meros naturales {nk}, tales que |fnk(zk)| 6 N . Pero esta conclusio´n
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contradice que la subsucesio´n {fnk(z)} tiene que contener dentro de s´ı otra
subsucesio´n {fn′k(z)} que converge uniformemente hacia ∞ en Γ.
As´ı, pues, de la hipo´tesis de que la sucesio´n {fn(z)} es una familia normal en
Γ′0, se deduce que {fn(z)} converge uniformemente hacia el infinito en Γ. Por
ello, para un N arbitrariamente grande, en los puntos del anillo Γ se verifi-
can las desigualdades |fn(z)| > N , si n es suficientemente grande. En otras
palabras, ∣∣∣f( z
2n
)∣∣∣ > N si n 6 ν(N) y z ∈ Γ.
Cuando z recorre el anillo
Γ
(R
23
6 |z| 6 R
2
)
,
el punto z
2n
recorre el anillo
γn
( R
2n+3
6 |z| 6 R
2n+1
)
.
Los anillos γn (n = ν, ν + 1, ...) se interceptan unos con otros cubriendo todo
el recinto 0 < |z| < R
2ν+1
. Por consiguiente, en todos los puntos de este recinto
se verifica la desigualdad
|f(z)| > N.
En otras palabras,
l´ım
z→0
f(z) =∞,
lo cual, no obstante, es imposible, puesto que z = 0 es un punto singular esen-
cial de la funcio´n f(z).
Por consiguiente, hemos demostrado que la familia {fn(z)} no puede ser nor-
mal en el anillo Γ′0. De aqu´ı se deduce que en este anillo existe al menos un
punto δ tal, que en cualquier entorno del mismo, la familia {fn(z)} no puede
ser normal. En efecto, si todo punto del anillo Γ′0 poseyese un entorno en el cual
la familia {fn(z)} fuese normal, entonces esta familia ser´ıa tambie´n normal en
Γ′0.
Sea |z − δ| <  un entorno arbitrariamente pequen˜o del punto δ. Como la
familia {fn(z)} no es normal en este entorno, las funciones de esta familia
en su conjunto toman en el mismo todos los valores finitos, a excepcio´n, po-
siblemente, de uno. Mejor dicho, para cualquier valor finito A, a excepcio´n,
posiblemente, de un valor A0, existen funciones fnk(z) de sub´ındices arbitra-
riamente grandes, que toman el valor A en cierto punto zk perteneciente al
entorno dado. Observando que
fnk(z) = f
( z
2nk
)
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y designando zk
2nk
mediante δk, obtenemos:
f(δk) = A.
Esta´ claro que la sucesio´n {δk} converge hacia el punto z = 0 y esta´ contenida
dentro del a´ngulo limitado por los rayos que parten del punto z = 0 y son
tangentes a la circunferencia |z − δ| < . Como el punto δ esta´ fijado y  es
arbitrariamente pequen˜o, obtenemos el siguiente teorema:
Teorema 4.3.2 Para cada punto singular esencial z0 de una funcio´n holomor-
fa f(z), existe al menos un rayo que parte de este punto tal que en cualquier
a´ngulo, sime´trico respecto de dicho rayo, la funcio´n f(z) toma cualquier valor
finito, a excepcio´n, posiblemente, de uno, en una sucesio´n infinita de puntos
que converge hacia z0.
Es obvio que este teorema es una precisio´n del Teorema grande de Picard. El
Teorema de Picard no dice co´mo esta´n situados los A − puntos de la funcio´n
f(z) en un entorno del punto singular esencial, mientras que el u´ltimo teorema
afirma que para cualquier A, a excepcio´n, posiblemente, de uno, un conjunto
infinito de A − puntos se agrupa en las proximidades de cierto rayo (puede
haber unos cuantos rayos e incluso un conjunto infinito).
El rayo (o los rayos) se llaman rayos de Julia, nombre del cient´ıfico que los
descubrio´.
Teorema 4.3.3 Sea f(z) una funcio´n trascendente entera. Entonces en el
plano existen unos puntos, distintos del origen de coordenadas, tales que en
cualquier entorno de los mismos la familia {f(2nz)} no es normal. El rayo
que parte del origen de coordenadas y pasa por tal punto, posee la propiedad
de que un a´ngulo de magnitud arbitrariamente pequen˜a, sime´trico respecto
de este rayo, contiene un conjunto infinito de A − puntos de la funcio´n para
cualquier valor finito A, a excepcio´n, posiblemente, de uno.
Ejemplo. Consideremos la funcio´n ez. Esta posee dos rayos de Julia, dirigidos
por las partes positiva y negativa del eje imaginario. En efecto, si A 6= 0,
entonces las ra´ıces de la ecuacio´n ez = A son:
zk = LogA = log |A|+ i arg A + 2kpii.
Supongamos, para precisar, que k es positivo. Como la tangente del a´ngulo
formado por el vector zk y la direccio´n positiva del eje imaginario es igual a
log |A|
argA+ 2kpi
,
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e´sta tiende a cero cuando k crece indefinidamente. De aqu´ı se deduce que los
puntos zk, comenzando desde uno de ellos en adelante, pertenecen a cualquier
a´ngulo fijado que sea sime´trico respecto de la parte positiva del eje imagina-
rio. Para k negativos y para la parte negativa del eje imaginario se obtiene
un resultado similar. Obse´rvese que aqu´ı todos los puntos del eje imaginario
son tales, que en cualquiera de sus entornos la familia {e2nz} no es normal.
En efecto, en cada uno de ellos |e2nz| = 1, mientras que en los puntos que
esta´n situados en los semiplanos de la derecha y de la izquierda, la sucesio´n
{e2nz} converge hacia ∞ y 0, respectivamente. De aqu´ı se deduce que para los
puntos del eje imaginario no existe un entorno en el que la sucesio´n {e2nkz}
sea uniformemente convergente.
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