We prove the uniqueness of the simple vertex operator algebra of OZ-type generated by Ising vectors of σ-type. We also prove that the simplicity can be omitted if the Griess algebra is isomorphic to the Matsuo algebra associated with the root system of type A n .
Introduction
An Ising vector is a Virasoro vector of a vertex operator algebra (VOA) generating a simple Virasoro sub VOA of central charge 1/2. Vertex operator algebras generated by Ising vectors are interesting from the view point of (finite) group theory since each Ising vector defines an involution called Miyamoto involution acting on them (cf. [Mi96] ). The group generated by Miyamoto involutions associated with Ising vectors of σ-type (see Section 3 for definition) forms a 3-transposition group. When the VOAs have compact real forms, the 3-transposition groups obtained in this manner are of symplectic type (cf. [CH95] ) and are completely classified in [Ma05] . In [Ma05] , a complete list of 3-transposition groups generated by Miyamoto involutions associated with Ising vectors of σ-type as well as examples of VOAs realizing those groups are presented. The purpose of the paper [Ma05] is mainly on the classification of 3-transposition groups but not of VOAs. The classification of VOAs realizing 3-transposition groups has not been established so far. In this paper, we will prove the uniqueness of simple VOA structure of a VOA generated by Ising vectors of σ-type when it is of OZ-type, i.e., it is of CFT-type and the weight one subspace is trivial. Our result complements Matsuo's classification in the sense that the examples of VOAs in [Ma05] are indeed unique under the conditions considered there.
Let us explain our results precisely. Let V be a VOA of OZ-type and E V the set of Ising vectors of V of σ-type. For e ∈ E V , one can define the Miyamoto involution σ e acting on V . It is shown in [Mi96] that the group G V generated by {σ e | e ∈ E V } is a 3-transposition group. The linear span of E V forms a subalgebra of the Griess algebra of V which has a description in terms of the 3-transposition group G V . This algebra structure is called the Matsuo algebra B1 / 2 , 1 / 2 (G V ) associated with G V (cf. [HRS15, Ma05] ). Suppose V is generated by E V as a VOA. The Griess algebra of V coincides with a homomorphic image of the Matsuo algebra B1 / 2 , 1 / 2 (G V ) and G V is a center-free 3-transposition group in Aut(V ). We will prove that the bilinear form on V is uniquely determined by its Griess algebra structure in Proposition 3.7. Since V is assumed to be of OZ-type, it has a unique simple quotient given by the non-degenerate quotient with respect to the bilinear form on V . Since the radical of the bilinear form on V is uniquely determined by the Griess algebra, we will prove in Theorem 3.6 the uniqueness of the VOA structure of V if it is simple. When V is simple, the Griess algebra of V is isomorphic to the quotient of Matsuo algebra by the radical of the bilinear form and uniquely determined by G V . So our result shows that V is uniquely determined by the 3-transposition group G V if V is simple and G V is realized by Miyamoto involutions associated with Ising vectors of σ-type. In the case G V is isomorphic to the symmetric group S n of degree n, the Matsuo algebra B1 / 2 , 1 / 2 (S n ) is already non-degenerate and we will prove in Theorem 4.6 that V is uniquely determined without assuming its simplicity. The simple VOA with G V = S n is well studied in [LS08, JL16] and our result gives a characterization of this VOA in terms of the Griess algebra.
As a by-product, we can weaken the assumption on the positivity in [Ma05] . By the uniqueness for the VOA corresponding to S 3 , we can prove in Proposition 3.13 that the 3-transposition group G V generated by Ising vectors of σ-type is always of symplectic type without assuming that V has a compact real form. However, since the existence of Ising vectors already requires the positivity on local subalgebras, it seems that all VOAs satisfying our conditions have compact real forms and we conjecture that Matsuo's list in [Ma05] is complete without assuming the positivity (cf. Conjecture 3.16).
The organization of this article is as follows. In Section 2, we review Matsuo algebras associated with 3-transposition groups in a general setting. In Section 3, we will prove the uniqueness of simple VOA structure of a VOA under the assumptions that it is of OZ-type and generated by Ising vectors of σ-type. In Section 4, we consider a VOA of OZ-type which is generated by Ising vectors of σ-type and whose Griess algebra is isomorphic to the Matsuo algebra associated with the symmetric group S n+1 (or the Weyl group of type A n ). We will prove the uniqueness of the VOA structure of such a VOA without assuming the simplicity. The whole arguments in Section 4 is based on induction on n.
Notation and terminology. In this paper, vertex operator algebras (VOAs) are defined over the complex number field C unless otherwise stated. A VOA V is of CFT-type if it has the L(0)-grading V = ⊕ n≥0 V n such that V 0 = C½, and is of One-Zero type or simply of OZ-type if it is of CFT-type and V 1 = 0. In this case, V is equipped with a unique invariant bilinear form such that (½|½) = 1 (cf. [Li94] ). In this paper, we only consider VOAs of OZ-type. A real form V R of V is called compact if the associated bilinear form is positive definite. For a subset A of V , the subalgebra generated by A is denoted by A . For a ∈ V n , we define its weight by wt(a) = n. We write Y (a, z) = n∈Z a (n) z −n−1 for a ∈ V and define its zero-mode by o(a) := a (wt(a)−1) if a is homogeneous, and extend it linearly. The weight two subspace V 2 carries a structure of a commutative algebra defined by the product o(a)b = a (1) b for a, b ∈ V 2 . This algebra is called the Griess algebra of V . A Virasoro vector is an element e ∈ V 2 such that e (1) e = 2e. It is known (cf. [Mi96] ) that L e (n) := e (n+1) , n ∈ Z generate a Virasoro algebra of central charge c e = 2(e | e) and hence the subalgebra e is isomorphic to a Virasoro VOA. We denote by Vir(e) the Virasoro algebra generated by e. Vir(e) has a standard triangular decomposition Vir(e) ± = ⊕ n>0 CL e (±n) and Vir(e) 0 = CL e (0) ⊕ Cc e .
The universal enveloping algebra of Vir(e) is denoted by U(Vir(e)) which is naturally graded by Z such that U(Vir(e))
Virasoro vectors a and b are said to be orthogonal if a (n) b = 0 for n ≥ 0. Since V is of OZ-type, this is equivalent to a (2) b = 0 (cf. Theorem 5.1 of [FZ92] ). We denote by L(c, h) the irreducible highest weight module over the Virasoro algebra with the central charge c and the highest weight h. A simple c = c e Virasoro vector e ∈ V is a Virasoro vector such that e ∼ = L(c e , 0). A Virasoro vector ω is called the conformal vector of V if each graded subspace V n agrees with Ker V (o(ω) − n) and satisfies ω (0) a = a (−2) ½ for all a ∈ V .
The half of the conformal vector gives the unit of the Griess algebra and hence uniquely determined. We write ω (n+1) = L(n) for n ∈ Z. A sub VOA (W, e) of V is a pair of a subalgebra W of V together with a Virasoro vector e in W such that e is the conformal vector of W . We often omit e and simply denote it by W . A sub VOA W of V is called full if V and W share the same conformal vector. The commutant subalgebra of (W, e) in V is defined by Com V W := Ker V e (0) (cf. [FZ92] ).
Matsuo algebra of a 3-transposition group
We recall the definition of 3-transposition groups.
Definition 2.1. A 3-transposition group is a pair (G, I) of a group G and a set of involutions I of G satisfying the following conditions.
(1) G is generated by I.
(2) I is closed under the conjugation, i.e., if a, b ∈ I then a b = aba ∈ I.
(3) For any a and b ∈ I, the order of ab is bounded by 3. A 3-transposition group (G, I) is called indecomposable if I is a conjugacy class of G. An indecomposable (G, I) is called non-trivial if I is not a singleton, i.e., G is not cyclic.
Let (G, I) be a 3-transposition group. We define a graph structure on I as follows: for a, b ∈ I, a ∼ b if and only if a and b are non-commutative. If a ∼ b then the order of ab is three and we have a
It is clear that I is a connected graph if and only if I is a single conjugacy class of G. Let α, β be non-zero complex numbers. Let B α,β (G, I) = ⊕ i∈I Cx i be the vector space spanned by a formal basis {x i | i ∈ I} indexed by the set of involutions. We define a bilinear product and a bilinear form on B α,β (G, I) by
) is a commutative non-associative algebra with a symmetric invariant bilinear form (cf. [Ma05] ). This algebra is called the Matsuo algebra associated with a 3-transposition group (G, I) with the accessory parameters α and β (cf. [HRS15] 1 ). In the following, we will simply denote B α,β (G, I) by B α,β (G).
In particular, if α, β are real, we can define a canonical
Suppose I is not a single conjugacy class. Then there is a partition I = I 1 ⊔ I 2 such that both I 1 and I 2 are closed under the conjugation. Then G 1 = I 1 and G 2 = I 2 are 3-transposition subgroups of G. Since [G 1 , G 2 ] = 1 and G = G 1 G 2 , G is a central product of G 1 and G 2 . In this case, B α,β (G) is a direct sum B α,β (G 1 ) ⊕ B α,β (G 2 ) of two-sided ideals which is also an orthogonal sum with respect to the bilinear form. Therefore, the structure of B α,β (G) is determined by its indecomposable components.
Definition 2.3. The radical of the bilinear form on B α,β (G) forms an ideal. We call the quotient algebra of B α,β (G) by the radical of the bilinear form the non-degenerate quotient.
It is obvious that G acts on B α,β (G) by conjugation. Namely, we can define a group homomorphism
by, for i ∈ I, letting ρ i x j = x i•j if i ∼ j and ρ i x j = x j otherwise. It is shown in [Ma05] that ρ is injective if and only if G is non-trivial and center-free. Suppose α = 2. Then the adjoint action of x i has three distinct eigenvalues 2, 0 and
Namely, the action of i ∈ I on B α,β (G) can be described by the adjoint action of x i .
Suppose G is indecomposable. Then the number |{j ∈ I | j ∼ i}| is independent of the choice of i ∈ I if I is finite. We denote this number by k. One can verify that
Strictly speaking, a Matsuo algebra is associated with a partial triple system and we are considering Matsuo algebras associated with the Fischer spaces of 3-transposition groups.
so that if kα + 4 is non-zero then
satisfies ωv = 2v for v ∈ B α,β (G) and ω gives twice the unity of B α,β (G). By the invariance, one has (x i |ω) = (x i |x i ) and (ω|ω) = 2β|I| kα + 4 .
Remark 2.4. In VOA theory, a Matsuo algebra corresponds to a Griess algebra generated by c = β Virasoro vectors having two highest weights 0 and α with binary fusion rules (cf. [Ma05] ). The vector ω is the conformal vector of such a VOA and 2(ω|ω) gives the central charge.
VOAs generated by Ising vectors of σ-type
Recall the unitary series of the Virasoro VOAs. Let
r,s ), 1 ≤ s ≤ r ≤ n + 1, are all the irreducible L(c n , 0)-modules (see also [DMZ94] ). The fusion rules among L(c n , 0)-modules are computed in [W93] and given by
where M = min{r 1 , r 2 , n + 2 − r 1 , n + 2 − r 2 } and N = min{s 1 , s 2 , n + 3 − s 1 , n + 3 − s 2 }. Suppose e is an Ising vector of a VOA V of OZ-type. An Ising vector e is said to be of σ-type on V if there exists no irreducible e -submodule of V isomorphic to L( 1 / 2 , 1 / 16 ). In this case, we have an isotypical decomposition
where V [h] e is the sum of all irreducible e -submodules isomorphic to L( 1 / 2 , h), and the Griess algebra of V decomposes into a direct sum of eigenspaces
By the fusion rules of L( 1 / 2 , 0)-modules in (3.1) and based on the decomposition (3.3), we can define an automorphism by
The involution σ e is called a Miyamoto involution of σ-type or a σ-involution (cf. [Mi96] ). By the definition, we have the following conjugation.
Proposition 3.2. Let e ∈ V be an Ising vector of σ-type and g ∈ Aut(V ). Then we have σ ge = gσ e g −1 .
The local structures of subalgebras generated by two Ising vectors of σ-type are completely determined in [Mi96, Ma05] . 
In this case σ a σ b has order three on V .
Conditions 1. We consider a VOA V satisfying the following conditions.
(1) V is of OZ-type.
(2) E V is the set of Ising vectors of V of σ-type.
(3) V is generated by E V .
We set G V = {σ e | e ∈ E V } and I V = {σ e | e ∈ E V }. It follows from Propositions 3.2 and 3.3 that (G V , I V ) is a 3-transposition group. In the following, we always assume that each indecomposable component of G V is non-trivial. Then it is shown in [Ma05] that G V is center-free and the correspondence E V ∋ e → σ e ∈ I V is bijective. Therefore, we can index the elements of E V by I V so that
Remark 3.4. If (G, I) is decomposable then we have a non-trivial partition I = I 1 ⊔ I 2 such that G i = I i are non-trivial 3-transposition subgroups of G and
(cf. [Mi96, Ma05] ). Therefore, the study of V satisfying Conditions 1 is reduced to the case when G is indecomposable. The 3-transposition groups arising in this manner is classified in [Ma05] under the assumption that V has a compact real form. They are known to be finite 3-transposition groups of symplectic type (cf. [CH95] ).
The following proposition is proved in Lemma 3.5 of [JL16] when G is a symmetric group but the same proof works for other G since it only depends on the local structure described in Proposition 3.3.
Proposition 3.5 ( [JL16] ). Let V be a VOA satisfying Conditions 1. Then V is linearly spanned by {x
By the proposition above, the Griess algebra of V is spanned by E V . It follows from Proposition 3.3 that we have a Griess algebra epimorphism
. If V is simple, then the bilinear form on V 2 is nondegenerate so that the kernel of π V is exactly the radical of the bilinear form on
). Namely, if V is simple, then the Griess algebra of V is isomorphic to the unique simple quotient of the Matsuo algebra
We will show that the whole VOA structure of V is uniquely determined by the Matsuo algebra when V is simple.
Theorem 3.6. Let V be a simple VOA satisfying Conditions 1. Then the VOA structure of V is uniquely determined by its Griess algebra.
We will show the following proposition.
Proposition 3.7. Let V be a VOA satisfying Conditions 1. Then the inner product (φ V (a) | φ V (b)) for a, b ∈ A is uniquely determined by the Griess algebra of V .
Before starting the proof of Proposition 3.7, we explain that Theorem 3.6 follows from Proposition 3.7. Suppose the proposition is true. Let V 1 and V 2 be any VOAs satisfying Conditions 1, not necessarily simple, generated by Ising vectors of σ-type. Assume that the Griess algebras of V 1 and V 2 are isomorphic. Let E i be the set of Ising vectors of V i of σ-type, I i = {σ e | e ∈ E i } and G i = I i as before. Without loss of the generality, we may assume that G i are indecomposable and non-trivial. Since the Griess algebras of V 1 and V 2 are isomorphic, there exists a bijection between E 1 and E 2 which induces an isomorphism θ : G 1 → G 2 such that θ(I 1 ) = I 2 . We identify I 1 with I 2 via θ and consider the index set A associated with I 1 = I 2 in (3.6). Since V i is of OZ-type, V i has a unique invariant bilinear form such that (½|½) = 1. The radical J i of the bilinear form on V i is the unique maximal ideal of
This is well-defined. For, suppose we have a linear relation j c j φṼ 1 (a j ) = 0 inṼ 1 . Then
Since Griess algebras of V 1 and V 2 are isomorphic, it follows from Proposition 3.7 that j c j φ V 1 (a j ) ∈ J 1 if and only if j c j φ V 2 (a j ) ∈ J 2 . Therefore, we have the same linear relation j c j φṼ 2 (a j ) = 0 inṼ 2 . Then f gives an isomorphism between simple VOAsṼ 1 andṼ 2 by Proposition 5.7.9 of [LL04] .
Therefore, in order to prove Theorem 3.6, it suffices to show Proposition 3.7. Namely, we will show that the inner products between elements in the spanning set φ V (A) are uniquely determined by the Griess algebra of V under Conditions 1 and there is no need to use the whole structure of V .
The following lemma follows from Kac determinant (cf. [KR87] ).
Lemma 3.8. Let e ∈ V be an Ising vector and v ∈ V a highest weight vector for Vir(e). Then e (0) 2 v ∈ Ce (−1) v.
The following lemma can be proved by using the fermionic construction of the SVOA L( 1 / 2 , 0) ⊕ L( 1 / 2 , 1 / 2 ). The proof will be given in Appendix.
Lemma 3.9. Let e ∈ V be an Ising vector. Let b ∈ V 2 and y ∈ V N be highest weight vectors for Vir(e) such that 2e (1) b = b and e (1) y = hy, h ∈ {0, 1/2}. Then for any k ∈ Z, there exist P h,k,j ∈ U(Vir(e) − )[j] such that
for i ≥ 1. Moreover, P h,k,j are determined only by h, k, j and b (N +1) y ∈ V 0 .
Let e ∈ E V , a ∈ A and k ≥ 1. We say e (k) φ V (a) has a universal expression if there exists an expression e (k) φ V (a) = j c j φ V (b j ) in Span φ V (A) such that if W is a VOA satisfying Conditions 1 with an isomorphism θ : G V → G W , then we also have the same
where we have identified I W with E W and θe is the element in E W corresponding to θσ e in I W .
Proposition 3.7 follows from the next lemma.
Lemma 3.10. Let V be a VOA satisfying Conditions 1. Let e ∈ E V and a ∈ φ(A N ). Then for any m ≥ 1, e (m) φ V (a) has a universal expression.
Proof: We prove the lemma by induction on N. The case N ≤ 2 is clear. Suppose the lemma holds for a ∈ A ≤N with N ≥ 2. Suppose a ∈ A N +1 . Then there exist n ≥ 0, Case 3: n = 0 and m = 1. By linearity, we may assume that b ∈ V 2 and y ∈ Span φ V (A N ). We can also assume that e (1) b = tb with t = 0, 1/2 or 2. If t = 2 then b ∈ Ce and the claim follows since (e (0) e) (1) = −e (0) . If t = 0 then b is a highest weight vector of highest weight 0 so that e (0) b = 0 and the claim follows. Therefore we assume that b is a highest weight vector for Vir(e) with highest weight 1/2. In this case, we consider e (1) b (0) y instead of (e (0) b) (1) y. Since e ∼ = L( 1 / 2 , 0) is rational, e (1) acts on φ V (A ≤N ) semisimply and y is a sum of descendants e (−s 1 ) · · · e (−s k ) v λ , s 1 ≥ · · · ≥ s k ≥ 0, k ≥ 0, of highest weight vectors v λ ∈ Span φ V (A ≤N ) for Vir(e). By the inductive assumption, this expression is universal, and again by linearity we may assume that y = e (−s 1 ) · · · e (−s k ) v λ with s 1 ≥ · · · ≥ s k ≥ 0 and k ≥ 0. Moreover, by Lemma 3.8, we may assume that s k−1 ≥ 1 when s k = 0. In other words, s 1 = 0 implies k = 1. Since e is of σ-type, the highest weight of v λ is either 0 or 1/2. We further divide Case 3 into three subcases.
Case 3-1: k = 0. If y = v λ ∈ Span φ V (A N ) is a highest weight vector for Vir(e). By the inductive assumption b (N +1) y ∈ V 0 has a universal expression and uniquely determined by the Griess algebra of V . Then it follows from Lemma 3.9 and the inductive assumption that e (1) b (0) y has a universal expression.
Case 3-2: k > 0 and s 1 > 0. If k > 0 then y = e (−s) w with s = s 1 ≥ 0 and
We also have e (1) e (0)
w has a universal expression by induction. Therefore e (1) e (0) b (0) w has a universal expression. On the other hand, we have
By the inductive assumption, e (1) b (−s) w has a universal expression, and by Case 1, the terms e (1) b (−s) e (0) w and e (1) e (1) b (−s−1) w also have universal expressions. Therefore, all the terms in the above have universal expressions and the claim follows. Case 3-3: k = 1 and s 1 = 0. Now it remains to show that e (1) b (0) y has a universal expression when y = e (0) v λ . Note that v λ ∈ Span φ V (A N −1 ). We have
) and e (1) b (0) v λ has a universal expression by the inductive assumption, it suffices to consider the term e (1) e (0) b (0) v λ . We have 
and by induction all the terms in the right hand side have universal expressions. This completes the proof of Lemma 3.10.
Remark 3.11. The proof of Lemma 3.10 is a suitable modification of that of Lemma 3.5 of [JL16] and gives an alternative proof of Proposition 3.5.
Now by the invariance (x
a, b ∈ A, Proposition 3.7 immediately follows from Lemma 3.10, and thus we obtain Theorem 3.6 as in the previous argument.
Proposition 3.12. Let V be a VOA satisfying Conditions 1 and let a and b be Ising vectors such that (a | b) = 2 −5 . Then the subalgebra a, b is simple and isomorphic to
Proof: By Proposition 3.3 the Griess algebra of a, b is isomorphic to the Matsuo algebra associated with the symmetric group S 3 of degree three. Since a, b is of OZtype, and the radical J of the invariant bilinear form on a, b is the unique maximal ideal, it suffices to show that J = 0. Since a, b has a conformal vector
given by (2.3), it follows from Theorem 5.1 of [FZ92] that we have a graded decomposition J = ⊕ n≥0 J n with J n = J ∩ V n . Let h be the top weight of J, i.e., J h = 0 and J n = 0 for n < h. Since a and b are of σ-type, the zero-modes o(a), o(b) and o(σ a b) act on J h semisimply with eigenvalues in {0, 1/2}. Therefore, we have
On the other hand, since η is the conformal vector of a, b , the zero mode o(η) acts by the top weight h on J h . Therefore Tr J h o(η) = h dim J h and from (3.9) we obtain h ≤ 6/5, showing h = 1. This contradicts the assumption that V is of OZ-type. Therefore J = 0 and a, b is simple. Then by Theorem 3.6 its simple structure is uniquely determined as in the assertion (cf. [LY00] ).
Proposition 3.13 ([Ma05]
). Let V be a VOA satisfying Conditions 1. Let E V be the set of Ising vectors of V of σ-type and set G V = σ e | e ∈ E V . Then G V is a 3-transposition group of symplectic type.
Proof: It is shown in Proposition 1 of [Ma05] 2 that G V is of symplectic type provided that V has a compact real form containing E V . The key idea in the proof of [Ma05] is to find a non-zero highest weight vector for L( 7 / 10 , 0) with highest weight 7/10 when G is not of symplectic type. In (loc. cit.), the compact real form is used only to show the existence of the subalgebra isomorphic to L( 7 / 10 , 0), and the existence of the highest weight vector depends only on the structure of the Griess algebra and this part is independent of the compact real form. Now by Proposition 3.12, we can obtain L( 7 / 10 , 0) without the assumption on the compact real form, and we obtain the same contradiction as in [Ma05] if G V is not of symplectic type.
Corollary 3.14. Let V be a simple VOA satisfying Conditions 1 and let V R be the real VOA generated by the set E V of Ising vectors of V of σ-type. If the non-degenerate quotient of the real Matsuo algebra B1 / 2 , 1 / 2 (G V ) R associated with G V = σ e | e ∈ E V is positive definite, then V R is a compact real form of V . In this case a non-trivial indecomposable component of the 3-transposition group G V is isomorphic to one of the groups listed in Theorem 1 of [Ma05] .
Proof: By the assumption, the invariant bilinear form of the Griess algebra of V is positive definite so that E V is a finite set since (a | b) = 2 −5 or 0 for distinct a, b ∈ E V .
It follows from Proposition 3.13 and V = E V that G V is a finite 3-transposition group of symplectic type. By the positivity of the Griess algebra, it follows from [Ma05] that a non-trivial indecomposable component of G V is one of the groups listed in Theorem 1 of [Ma05] . Since all the examples of VOAs in (loc. cit.) have compact real forms generated by Ising vectors, it follows from the uniqueness of the VOA structure of V shown in Theorem 3.6 that V R is a compact real form of V . )) is a subalgebra of B1 / 2 , 1 / 2 (O + 10 (2)) but they have isomorphic non-degenerate quotients. In our argument, we always take E V to be the set of all Ising vectors of V of σ-type, and for V = V
we obtain the maximal one
We propose a conjecture on positivity of a simple VOA satisfying Conditions 1.
2 Proposition 3.3.8 of arXiv:math/0311400. Conjecture 3.16. Let V be a simple VOA satisfying Conditions 1. Then the bilinear form on the R-span of E V is positive definite, i.e., the non-degenerate quotient of the real Matsuo algebra B1 / 2 , 1 / 2 (G V ) R associated with G V is positive definite.
If this conjecture is true, it follows from Corollary 3.14 that the classification of VOArealizable 3-transposition groups together with VOAs generated by Ising vectors of σ-type in [Ma05] is complete without the assumption on the compact real form of a VOA.
Simplicity of type A n
Let Φ(A n ) be the root system of type A n . We fix a system of simple roots α 1 , . . . , α n of Φ(A n ) such that (α i | α j ) = −1 if and only if |i − j| = 1, and denote by Φ(A n ) + the set of positive roots. We also fix root subsystems Φ(A i ) for 1 ≤ i ≤ n to be the root systems generated by {α j | 1 ≤ j ≤ i} and set Φ(
Let r α be the reflection associated with α ∈ Φ(A n ). The Weyl group W (A i ) of Φ(A i ) is a 3-transposition group isomorphic to the symmetric group S i+1 of degree i + 1 with the set of transpositions
Let M An be the commutant subalgebra of the diagonal subalgebra
form, so does L sl 2 (1, 0) ⊗ n+1 and hence M An is a simple VOA with a compact real form.
It is known (cf. [DLMN98, Ma05, LSY07, JL16]) that M An is a rational VOA satisfying Conditions 1 with G M An = W (A n ) = S n+1 and the Griess algebra of M An is isomorphic to the Matsuo algebra B1 / 2 , 1 / 2 (S n+1 ). In particular, B1 / 2 , 1 / 2 (S n+1 ) is non-degenerate. The set of Ising vectors of M An is in one-to-one correspondence with the set of reflections {r α | α ∈ Φ(A n ) + } so that we can index the set of Ising vectors of
Let V be a VOA satisfying Conditions 1 such that the associated 3-transposition group G V = {σ e | e ∈ E V } is isomorphic to W (A n ) ∼ = S n+1 . In this case the Griess algebra of V is isomorphic to the non-degenerate Matsuo algebra B1 / 2 , 1 / 2 (S n+1 ) and the set of Ising vectors of V is given by E V = {x α | α ∈ Φ(A n ) + }. By Theorem 3.6, V has the unique simple quotient isomorphic to M An . In this section we will prove that V itself is automatically simple, that is, any VOA satisfying Conditions 1 whose Griess algebra is isomorphic to B1 / 2 , 1 / 2 (S n+1 ) is isomorphic to M An as a VOA. Set
Then we have a tower of sub VOAs
is simple and it follows from Proposition 3.12 that V [2] is also simple. So we assume n > 2 and by induction we may suppose that
be the conformal vector of V [i] given by (2.3). We also set ω 0 = 0 for convention. Then We say a V -module N is of σ-type 
It is shown in [JL16] that A(M An )/a is isomorphic to T n+1 .
Lemma 4.2 ([JL16]
). There exists an isomorphism f :
Proof: By the defining relation of the ideal a, we have [
Proposition 3.12. We denote the Ising vector corresponding to r α • r β = r α r β r α ∈ W (A n ) by x α•β . It is known (cf. [LY00] ) that M A 2 has two non-isomorphic irreducible modules of σ-type with top weights 0 and 3/5. Since the conformal vector of x α , x β is given by
and hence the relation above also holds in A(V ). It is also shown in Eq. (3.13) of [JL16] that if r α r β = r β r α then [
. Therefore, the map f defines an algebra
+ by Lemma 4.1, f is indeed surjective. Thus we have obtained the following surjections.
It is shown in Lemma 4.8 of [JL16] that T n+1 and A(M An )/a are isomorphic. Therefore, f is also an isomorphism.
Corollary 4.3. An irreducible V -module of σ-type is an irreducible module over the simple quotient M An . In particular, there exist finitely many irreducible V -modules of σ-type.
Since the adjoint V -module V is of σ-type, we have:
Lemma 4.4. The adjoint V -module V has a composition series. 
. By induction, V [n−1] is simple and isomorphic to M A n−1 . Suppose η n is not simple. Then it follows from the structure of the Verma modules over the Virasoro algebra (cf. [IK11, W93] ) that η n has a singular vector u of weight (n + 1)(n + 2). It follows from Lemma 4.4 that there exists a composition series
is an irreducible V -module of σ-type. It follows from Corollary 4.3 that J i /J i+1 are irreducible M An -modules. Since M An is the unique simple quotient of V by Theorem 3.6, the top quotient V /J 1 is isomorphic to M An . It is known (cf. [LS08] ) that η i is a simple Virasoro vector in the simple quotient M An so that u is zero in the quotient V /J 1 , i.e., u ∈ J 1 . So there exists a factor J i /J i+1 such that u ∈ J i but u ∈ J i+1 . Then u+J i+1 is a highest weight vector for the simple Virasoro vector η n + J 1 of V /J 1 ∼ = M An with highest weight (n + 1)(n + 2), which contradicts the classification of irreducible L(c n , 0)-modules (cf. (3.1)). Thus η n is simple in V .
Theorem 4.6. Let V be a VOA satisfying Conditions 1 such that G V = S n+1 . Then V is simple and isomorphic to M An .
Let e ∈ V be an Ising vector. Let b ∈ V 2 be a highest weight vector for e with highest weight 1/2 and y ∈ V N a highest weight vector for e with highest weight h.
Consider V as a e ⊗ Com V e -module. We can write 2e = ψ −3/2 ψ 1/2 ½, b = ψ −1/2 ½ ⊗ v and y = w ⊗ x, where ψ −1/2 ½ and w are highest weight vectors of L( 1 / 2 , 1 / 2 ) and L( 1 / 2 , h), respectively. By (3.2), L( 1 / 2 , 0) and L( 1 / 2 , 1 / 2 ) are simple current modules. It then follows from Theorem 2.10 of [ADL05] that we have a factorization
where J(·, z) is an intertwining operator 4 among Com V e -submodules of V .
First, we consider the case h = 0. Then w = ½ and as a e ⊗ Com V e -module, we have e = 1 2
For n > 0, we also have The left hand side is a highest weight vector for e and we obtain the lemma by setting P 1/2,N −i−1,j = (−e (0) ) j /j!.
Next we consider the case h = 1/2 and w = ψ −1/2 ½. Since ψ(z)ψ −1/2 ½ ∈ e , there exist Q m+2 ∈ U(Vir(e) Note that Q m+2 ∈ U(Vir(e) − )[m + 2] is not unique but Q m+2 ½ is uniquely determined in e ∼ = L( 1 / 2 , 0). Since b (k) y ∈ V N −k+1 = 0 if k > N + 1, b (N +1) y ∈ V 0 = C½ and b (N ) y ∈ V 1 = 0, we set P 0,k,j = 0 for k ≥ N and j ≥ 0. We also set P 0,k,j = 0 if k + j > N + 1. We will define P 0,k,j with j ≥ 0 recursively for k < N as follows. Expanding the right hand side, we obtain recursive relations for P 0,N −i,j such that (A.4) holds for k = N − i. Note that all P 0,k,j are determined only by k, j, b (N +1) y ∈ V 0 and Q m+2 ½ ∈ e , and Q m+2 ½ is uniquely determined only by the structure of L( 1 / 2 , 0) and independent of the structure of V itself. This completes the proof of Lemma 3.9.
