We consider the existence of nonoscillatory solutions of higher-order neutral differential equations with distributed coefficients. We use the ℎ contraction principle to obtain new sufficient condition for the existence of nonoscillatory solutions.
Introduction
In this paper, we consider the higher-order nonlinear neutral differential equation with distributed deviating arguments:
[Φ [ ( ) ( ) + ∫ ( , ) ( − ) ]]
( ) + ∫ 1 ( , ) 1 ( ( − )) − ∫ 2 ( , ) 2 ( ( − )) = ℎ ( ) .
Throughout this paper, the following conditions are assumed to hold:
(1) where ≥ 1 is a positive integer, ∈ ([ 0 , ∞), + ), 0 < < , 0 < < , 0 < < ; 
In 2005, the existence of nonoscillatory solutions of firstorder linear neutral delay differential equations of the form
was investigated by Zhang et al. [2] and, in the same year, Yu and Wang [3] studied nonoscillatory solutions of secondorder nonlinear neutral differential equations of the form
In 2010, Candan and Dahiya [4] studied nonoscillatory solutions of first-order and second-order nonlinear neutral differential equations with positive and negative coefficients: 
In 2015, Liu et al. [6] study higher-order neutral differential equation with distributed deviating arguments:
As can be seen from the development process of the above equations, the delay of neutral part in the discussed differential equations was all constant delays, and the main thought in the employed verification method also kept the same in which the coefficient neutral part in the neutral was all discussed in four cases, that is, (−∞, −1), (−1, 0), (0, 1), and (1, +∞), and then was verified by constructing the corresponding operator. However, the case for distributed deviating arguments is rather rare. In 2013, Candan [7] studied first-order neutral differential equation with distributed deviating arguments:
where is a ratio of odd positive integers; however the discussion only covered the condition for coefficient being 0 < ∫ 2 ( , ) < 1, while being without the other three conditions, which might be caused by the difficulty in establishing feasible operator. In view of the above, here, in this paper, the difficulty of operator establishment was settled and sufficient condition for the existence of nonoscillatory solutions of differential equation with coefficient of
in the four cases was obtained. Thus, this paper may present its theoretical value as well as practical application value. For related work, we refer the reader to the references [8] [9] [10] [11] [12] .
As usual, a solution of (1) is said to be oscillatory if it has arbitrarily large zeros. Otherwise the solution is said to be nonoscillatory.
A solution of (1) is a continuous function ( ) defined on [ 1 − , ∞), for some 1 > 0 , such that Φ( ( ) ( ) + ∫ ( , ) ( − ) ) is times continuously differentiable and (1) holds for all ≥ 1. Here, = max{ , , }.
Let , = 1, 2 denote the ℎ constants of functions , = 1, 2 on the set , denote the ℎ constants of functions Φ −1 ( ), respectively, and = max{ 1 , 2 }, = max ∈ ( ), = 1, 2.
The Main Results

Theorem 1. Assume that
Then (1) has a bounded nonoscillatory solution.
Proof. Let Λ be the set of all continuous and bounded functions on [ 0 , ∞) and the norm be ‖ ( )‖ = sup 0 ≤ <+∞ ( ). Set = { ∈ Λ, 1 ≤ ( ) ≤ 2 , ≥ 0 }, where 1 , 2 are two positive constants such that 1 2 + 1 / 1 < < 2 . From (9), one can choose 1 ≥ 0 + and sufficiently large ≥ 1 such that
and define an operator on as follows:
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It is easy to see that is continuous, for ≥ 1 , ∈ . By using (10), we have
and, taking (11) into account, we have
These show that ⊂ . Since is bounded, close, convex subset of Λ, in order to apply the contraction principle we have to show that is a contraction mapping on . For ∀ 1 , 2 ∈ , and ≥ 1 ,
Using (12),
This implies with the sup norm that
where = 1, which shows that is a contraction mapping on and therefore there exists a unique solution, obviously a bounded positive solution of (1) ∈ , such that = . The proof is complete.
Theorem 2. Assume that 1 < 3 ≤ ∫ ( , ) ≤ 2 < 2 3 < +∞, 2 3 ≤ ( ) ≤ 2 2 and that (9) holds.
Proof. Let Λ be the set of all continuous and bounded functions on [ 0 , ∞) and the norm be ‖ ( )‖ = sup 0 ≤ <+∞ ( ). Set = { ∈ Λ, 3 ≤ ( ) ≤ 4 , ≥ 0 }, where 3 , 4 are two positive constants such that 2 4 +2 2 3 < < 2 3 4 . From (9), one can choose 1 ≥ 0 + and sufficiently large ≥ 1 such that Discrete Dynamics in Nature and Society and define an operator on as follows:
It is easy to see that is continuous, for ≥ 1 , ∈ . By using (19), we have
and, taking (20) into account, we have
These show that ⊂ . Since is bounded, close, convex subset of Λ, in order to apply the contraction principle, we have to show that is a contraction mapping on . For ∀ 1 , 2 ∈ , and ≥ 1 ,
Or, using (21),
where = 1, which shows that is a contraction mapping on and therefore there exists a unique solution, obviously a bounded positive solution of (1) ∈ , such that = . The proof is complete. 
It is easy to see that is continuous, for ≥ 1 , ∈ . By using (28), we have
and, taking (29) into account, we have
Or, using (30),
This implies with the sup norm that 6 Discrete Dynamics in Nature and Society where = 1, which shows that is a contraction mapping on and therefore there exists a unique solution, obviously a bounded positive solution of (1) ∈ , such that = . The proof is complete.
Theorem 4.
Assume that −∞ < 2 5 < 6 ≤ ∫ ( , ) ≤ 5 < −1, −2 5 < ( ) < −2 6 and that (9) holds.
Proof. Let Λ be the set of all continuous and bounded functions on [ 0 , ∞) and the norm be ‖ ( )‖ = sup 0 ≤ <+∞ ( ).
7 , 8 are two positive constants such that −2 6 7 < < (−2 5 + 6 ) 8 . From (9) , one can choose 1 ≥ 0 + and sufficiently large ≥ 1 such that
It is easy to see that is continuous, for ≥ 1 , ∈ . By using (37), we have
and, taking (38) into account, we have
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Remark
We note that when = 1, ( ) ≡ 1, Φ( ) = , 2 ( , ) = 0, and ℎ( ) = 0, we obtain (8). Thus, this paper great achievement was further obtained compared to that of [7] . 2 (cos − 7 sin ) + 9 3 | + 18 −2 |8 cos + cos 2 − sin 2 + 4 sin −4 cos −3 2 | + 9 − |4 cos −6 sin +5 2 + 2 | < ∞.
Example
Then it is easy to see that all the conditions of Theorem 1 are satisfied. In fact, ( ) = 2+sin is a nonoscillatory solution of (46).
