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Abstract
In primates, the magnitude system resides in a fronto-parietal network. Single neurons
in the monkey prefrontal cortex (PFC) and ventral intraparietal area (VIP) exhibit higher
responses to a certain number of stimulus items regardless of their appearance or even
sensory modality. Neuroimaging studies in humans show corresponding activation in
human fronto-parietal areas during enumeration tasks. However, these areas are also
involved in many other executive functions and, thus, the responses of single neurons
within the network could be shaped by many factors. Understanding how information
about magnitude develops within single neurons in this network was the objective of
this thesis.
This thesis includes five studies addressing various aspects of the primate fronto-
parietal magnitude system. First, we determined the role of behavioural relevance
in shaping neuronal responses to number. Using enumerable coloured stimuli that
naïve macaque monkeys discriminated based on their colour rather than number, we
examined the selectivity of neuronal responses towards the number of stimuli. We sim-
ultaneously recorded single neurons in VIP and PFC. We compared these neurons to
those recorded after a period of training for both monkeys, while they discriminated
the stimuli based on number. In all the recording sessions, we also mapped the visual
receptive fields (RF) of neurons using a passive fixation task. We created RF maps for
a large number of spatially-selective neurons in each area and compared the RFs of
pairs of neurons recorded at the same electrode tip. We then differentiated the extent of
interaction between the RF and number selectivity in both areas.
Neurons in both PFC and VIP were selective for number despite the monkeys being
numerically-naïve and number being the behaviourally irrelevant stimulus feature. Post
training, neurons in PFC were modulated by behavioural relevance and their selectivity
for number became stronger as a result. VIP neurons did not show such an effect. We
found that PFC RFs were predominantly contralateral and VIP RFs, foveal. Regardless
of RF location and size, we observed heterogeneous and sometimes, inverted RFs in
neurons adjacent to each other, more frequently in PFC than in VIP. Lastly, neurons in
both PFC and VIP were strongly number-selective even when the number stimuli were
shown outside their RFs.
Our results provided valuable insight into the organisation of the magnitude system
in primates. The presence of number-selective neuronal responses in numerically-naïve
monkeys even when the number of stimuli was behaviourally irrelevant confirmed that
our magnitude system processes magnitude spontaneously as a natural category. The
strict spatiotopic organisation of RFs characteristic of early visual areas is progressively
lower in VIP and PFC. Together, these results point to a hierarchy in the fronto-parietal
areas we studied, with PFC located at the apex of the magnitude system and VIP up-
stream to it.
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Part I.
Synopsis
1. Introduction
One of the first attributes we assign to anything has to do with the size or the quantity
of it. We use numbers as quantification, ranking, or simply as labels. As early as our
birth, we are described by our weight, our size, the date of our birth, the number of
intact fingers and toes, our ordinal status in the family. It is hard to imagine human
society without such metrics. But for many years, it has been known that animals use
quantities to a large extent too, in a variety of contexts. In a foraging decision, it might
be valuable to be able to estimate the size of food sources, the distance to the sources. In
social situations, it might be valuable to estimate the size or number of the aggressor(s)
before planning a response. Much like for humans, it might be important for animals
to quantify their brood or offspring in order to identify them and care for them. In this
way, we are said to share a primitive non-verbal quantification system with many other
living organisms. This thesis describes five studies that support the existence of a mental
faculty for estimation of number and describe characteristics of this mental faculty. In
the following sections, I will provide a background about the magnitude system, its
housing in the primate brain and the motivation for this thesis.
1.1. Behavioural assessment of magnitude
The behaviour of estimating the magnitude of something is multi-faceted and must be
characterised in order to understand it and qualify it as such. Humans show recognis-
able signs of numeracy when they learn to count and enumerate things. This behaviour
is guided by verbalising the ordinal relationships between the number of items and
learning to deal with the symbolic numerals that stand for a certain discrete quantity
(Nieder 2005). However, this ability is very much rooted in culture and language (Nieder
2017). Even more primary is the ability to assess the number or the size of items non-
verbally and spontaneously. Animals, preverbal human infants and innumerate adults
with the ability of numerical assessment argue for the biological roots of this non-verbal
assessment of quantity. This is referred to as the cardinality of a set (Figure 1). Another
level of quantity assessment is when an ordinal relationship can be defined between a
set of items and then each one can be described in relation to the others such as "first" or
"fourth". A third level is used exclusively by humans to label items with a nominal num-
ber such as "number seventeen" and can be considered free of quantitative assessment
and necessarily dependent on language. The distinction between the different numer-
ical concepts is as much in definition as in representation. There are two systems of
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non-verbal assessment. One called the analog magnitude system, processes cardinality
as analogous to continuous magnitudes and thus, has no upper limit. The other is called
the object tracking system (also known as subitizing) that treats cardinality as discrete
items and is most precise for a small number of items (up to 4). Each individual item is
assigned a pointer that can be tracked and enumerated implicitly.
Figure 1: Three numerical concepts Adapted from Nieder (2005). Schematic illustrating the three
types of numerical concepts. The non-verbal representations in each case are thought to give rise to the
learned verbal representation in spoken/written language. In each case, the non-verbal system is more
approximate (or analog) whereas the verbal system is more precise and thus denoted by a digital pulse. A
label can only be applied with a verbal representation, requires no cardinal or ordinal system but is useful
for precise identification.
Signatures of non-symbolic magnitude system
Based on these representational systems, successful assessment of magnitude can
be characterised by certain signatures for example, they follow Weber’s law. Weber’s
law describes that two sensory magnitudes must be at least DI apart to be success-
fully discriminated (just noticeable difference, JND). This difference is described by the
product of a constant fraction (c) and the stimulus intensity (I). The higher the stimulus
intensity (I), the higher the change in intensity (DI) needs to be for successful discrim-
ination against I. All sensory comparisons can thus be scored by calculating a Weber’s
fraction at each stimulus intensity. An extension on the Weber’s law proposed that as
the stimulus intensity increases, greater changes in intensity are needed to change the
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perceived intensity by a constant amount. This law is called the Fechner’s law, and per-
ceived intensity, S can be calculated as the product of a constant (k) and the logarithm
of the stimulus intensity, (I). Behavioural discrimination performance of discrete and
continuous quantities follows the Weber-Fechner law, such that the higher the quantity,
the more difficult the comparisons become (size effect), and the more distant the two
quantities, the easier the comparison (distance effect). Together, the Weber-Fechner law
explains discrimination behaviour shown by animals and humans, alike (Merten and
Nieder 2009).
The first evidence of animals discriminating the cardinality of sets came as early as
1937 from German zoologist, Otto Koehler (Koehler 1937). Recognising possible con-
founds of such behaviour, he ensured that birds and mammals were not discriminating
quantities based on common visual features in dot arrays by changing the dot patterns
between comparisons. Since then, a range of animals and birds have demonstrated nu-
merical competence in a variety of contexts (for a detailed review, see Davis and Pérusse
(1988)). In the laboratory setting, animals have showed the ability to perform cross-
modality comparisons (Church and Meck 1984, Jordan et al. 2005, Nieder 2012) and the
ability to generalise ordering to a set of numbers they have not seen before (Brannon and
Terrace 1998) quite independently of the co-varying visual features (Figure 2). Animals
also generalise discrimination across presentation formats i. e. simultaneous presenta-
tion of numerosity against a sequential presentation (Nieder et al. 2006). Importantly,
all these behaviours show the characteristic size and distance effects as postulated by
the Weber-Fechner law.
Human infants were found to successfully discriminate small quantities. This was
considered as evidence for the object tracking system underlying enumeration beha-
viour in infants. However in later years, human infants were shown to discriminate
much higher numerosities and even performed basic operations of addition and sub-
traction, providing strong evidence for the analog magnitude system (Xu and Spelke
2000, McCrink and Wynn 2004). Infants looked longer at the novel numerosity after
familiarisation with a certain numerosity and at the incorrect results of addition or sub-
traction operations than at the correct result. Human adults without a numerical lexicon
show a similar ability to enumerate and discriminate large quantities despite not having
precise words for those numbers, adding to evidence for a non-verbal representation of
magnitude (Pica et al. 2004, Gordon 2004). In a recent study, performance at numer-
ical comparisons was found to improve with numerical education, resulting in smaller
Weber fractions with education in the same Amazonian indigenous group (Piazza et al.
2013). Together, these studies strongly support the existence of an approximate number
system (ANS).
15
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A
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Figure 2: Basic signatures of numerical representation From Ansari (2008). A. The distance effect
manifests in decreasing reaction time during comparisons with increasing numerical distance between two
presented numbers. The effect is seen to decrease with age and mathematical education in humans. The
size effect is seen as an increase in reaction time with increasing numbers. B. In prelinguistic infants, look-
ing time to new numerosities increases drastically after a period of habituation with the same numerosity
presented in a series of displays. This effect scales with the size of numerosity as well as the numerical
distance between the old and new numerosity (Xu and Spelke 2000). C. Rhesus monkeys learn to order
numerosities by touching them in an ordinal sequence. The reaction time in this behaviour also shows the
signature effects of distance (here shown as numerical ratio between the numerosities presented on the
screen) in a manner similar to those seen in humans.
1.2. Neural substrates of the magnitude system
The quantification system is housed in a fronto-parietal network in primates (Figure 3)
(Nieder and Dehaene 2009). Evidence for this comes from lesion studies in humans
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where damage to parts of the association cortices led to deficits in number processing,
called acalculia (Lemer et al. 2003, Ashkenazi et al. 2008). Irregularities in the parieto-
frontal network such as reduced cortical thickness in seen in individuals with dyscal-
culia, a developmental disorder causing disturbances in calculation abilities and the
understanding of number (Butterworth et al. 2011). Blood oxygen level dependent
(BOLD) activation and electrocorticography (ECoG) signals from the same areas re-
spond to numbers in different formats (Piazza et al. 2007, Cohen Kadosh et al. 2007,
Hayashi et al. 2013, Dastjerdi et al. 2013, Daitch et al. 2016). Correspondingly, single
neurons within the intraparietal sulcus (IPS), the superior parietal lobule (SPL) and pre-
frontal cortex (PFC) in macaque monkeys show number-selective activity (Sawamura
et al. 2002, Nieder et al. 2002, Nieder and Miller 2004). In a variety of tasks, some in-
volving monkeys discriminating the number of dots in multi-dot arrays or performing a
certain number of sequential hand movements, single neurons exhibited selectivity for
certain numbers. Pharmacological inactivation of the posterior parietal cortex resulted
in monkeys omitting certain actions in the ordinal sequence of movements (Sawamura
et al. 2010).
Figure 3: The fronto-parietal magnitude system Adapted from Arsalidou and Taylor (2011), Nieder
(2016). A whole brain view of the number network in primates aligned frontolaterally with monkey on the
left and human on the right. Coloured areas indicate activity related to numerosity, proportions, sequential
movements, spoken or heard numerals (in the case of humans). The abbreviations are lPFC, lateral
prefrontal cortex; VIP, ventral intraparietal area; IPS, intraparietal sulcus; mPFC, medial PFC.
1.2.1. Animal models
As evident from the figure above, the magnitude system seems extremely similar across
primates, making rhesus monkeys an ideal animal model to study the approximate
number system. The frontal and parietal lobes in primates are both highly associative
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and receive multi-modal input, allowing neuronal responses to be more abstract than in
early sensory areas. Both primate systems share fundamental tuning properties. For in-
stance, BOLD activity in the human IPS adapts to repeatedly displayed numerosity, and
correspondingly less to numerosities close to the adapted numerosities. Thus, a tuning
curve formed from the BOLD activity has size and distance effects (Piazza et al. 2004).
More recently, a topographic numerosity map has been found using high-field imaging
of the SPL in humans involved in an adaptation protocol (Harvey et al. 2013). Mapping
of the preferred numerosity for each voxel shows a gradient of preferred numerosity
in the area such that neighbouring voxels prefer the same or adjacent numerosities.
Over many years, while it has been difficult to find comparable topography in macaque
cortex, we have successfully recorded neurons responding selectively to number using
various protocols. Interestingly, strikingly similar activity has been found in the func-
tional analog of the PFC in the crow brain as they discriminate the number of items in a
dot array (Ditz and Nieder 2015, 2016) despite the absence of layered cortical structures
in birds. The nidopallium caudolaterale (NCL) has been proposed as a structure that
shares many functional similarities with the primate PFC and the neuronal correlate of
the analog magnitude system in birds.
1.2.2. Number neurons
As this thesis primarily deals with single neuron electrophysiology, it is also important
to elucidate what number-selective activity looks like in single neurons. Neurons within
the fronto-parietal magnitude system in macaque monkeys have been recorded during
various behavioural protocols. Neuronal action potentials are collected during ongoing
behaviour and those in response to different magnitudes are compared statistically to
determine their selectivity (Figure 4). The first number neurons were described in 2002
in two independent studies, one involving a delayed match-to-sample numerosity task
and the other involving a sequential hand movement task. The first study reported the
presence of number neurons in the PFC, around the principal sulcus (PS) as the monkeys
looked at the first dot array that they had to memorise, compare to the following dot
arrays and respond to matching number stimuli (Nieder et al. 2002). More than 20% of
PFC neurons showed elevated responses to a certain preferred number and gradually
lower responses to the neighbouring numbers regardless of the physical appearance of
the stimuli. The neuronal tuning curves to numerosity had the characteristic size and
distance effects and matched the monkeys’ behavioural performance. The second study
recorded neurons from SPL and found 34% of neurons whose activity correlated with
the number of movements the monkeys performed. The monkeys were trained to select
a movement and repeat the same movement for five trials before switching without
instruction to the other type of movement, thus requiring the monkeys to track how
many movements had been performed (Sawamura et al. 2002). They found that neurons
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responded selectively to how many movements had been performed which helped the
animal track its progress and switch to another movement at the right time accordingly.
Following this, Nieder and Miller (2004) recorded neurons in a number of regions in the
parietal and temporal cortices and showed that a high proportion of neurons (17%) in
area VIP were also selective for numerosity during a delayed match-to-sample task. In
another study most relevant to this thesis, neurons were found to encode the number
in a dot array without having any training or doing an active discrimination task in the
lateral intraparietal area (LIP) in macaques (Roitman et al. 2007). It is important to note
that the monkeys in this case performed a simple delayed saccade task and a dot array
simply indicated the "standard" number for each block. In each trial that a non-standard
number or a "deviant" was shown to the monkeys, the reward was larger. The monkeys,
however, learned to discriminate the numerosity of the dot arrays implicitly and were
slower to respond in trials when a deviant number was shown and the expected reward
was lower.
1.3. Posterior parietal cortex
As illustrated in the above sections, the primate posterior parietal cortex (PPC) is a node
in the magnitude system. The parietal lobe underwent massive expansion in humans
showing a higher number of parcellations across cortical areas (Van Essen et al. 2012a,b)
presumably to give rise to motor, linguistic and executive functions exclusive to humans.
The PPC is the portion of parietal cortex located posterior to the primary somatosensory
cortex and has been implicated in movement planning, coordination, attention and spa-
tial processing. In both primates, the divisions of PPC around the intraparietal sulcus
(IPS) give rise to the superior and inferior parietal lobule (IPL). The SPL is commonly
thought to include Brodmann areas 7 and 5. The IPL in subdivided into the supramar-
ginal gyrus, the temporoparietal junction and the angular gyrus. It roughly corresponds
to Brodmann areas 39 and 40. In studies directly comparing the different subdivisions
of area 7 for number-selective activity in macaques, area VIP was found to have the
highest proportion of such neurons (Figure 5).
Ventral intraparietal area
The area around the IPS is further subdivided into areas based on their location in
relation to the sulcus. Area VIP occurs at the fundus of the IPS and single neurons in
the area respond to optic flow stimuli (Nieder et al. 2006, Zhang and Britten 2011) which
led to the idea that the area participated in heading perception. In contrast to neigh-
bouring area LIP, VIP displays little (Thier and Andersen 1998) to no saccade-related
activity (Schaafsma and Duysens 1996), instead responding during smooth pursuit eye
movements (Schlack et al. 2003). Neuronal activity in VIP is diverse and multi-modal.
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Figure 4: Example number neurons in the fronto-parietal number network Adapted from Sawamura
et al. (2002), Nieder et al. (2002), Nieder and Miller (2004) respectively. The first ever number neurons
were discovered in the superior parietal lobule, prefrontal cortex and the fundus of the intraparietal sulcus.
A. A neuron in the SPL showing selective responses to the ordinal position of sequentially performed
hand movements. The dot raster shows action potentials across time from the onset of the waiting period
in different trials. The peri-event histogram shows the summed activity in 80-ms bins at a scale of 50
discharges per second. B. Smoothed spike density functions of an example neuron from the macaque
PFC during a delayed match-to-sample numerosity task across different presented numerosities (each
coloured line). The inset tuning curve sums the activity during the sample presentation (in the shaded
area) in different stimulus formats. In this case, the activity is number-selective irrespective of the summed
area of dots. C. Similar example neuron from the fundus of the IPS (or area VIP) during the sample
presentation that selectively responds to the number one in either the standard format or with variable
features.
Single neurons respond to visual (Duhamel et al. 1997), auditory (Schlack et al. 2005),
vestibular (Bremmer et al. 2002) and tactile stimuli (Duhamel et al. 1998). Its proposed
role has since been advanced to a multi-sensory or sensorimotor integration role (Avil-
lac et al. 2005, 2007). Visual and vestibular responses are shown by the same neurons
in some instances such that a neuron that responds to the upper right part of the visual
field would also respond to tactile stimuli on the upper right part of the animal’s fore-
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Figure 5: Functional organisation of primate PPC From Kastner et al. (2016). Schematic outline of
functional regions with respect to effector responses within monkey (left) and human (right) parietal cortex.
In monkeys, the different areas are anatomically defined along the unfolded IPS, right panel. In humans,
the areas are defined topographically in unfolded cortex on the left panel. Saccade-related regions are
denoted by yellow, reaching-related regions are indicated by green and grasping-related regions by blue.
The human regions are much more dispersed in the parietal cortex than those of the monkey. The red
coloured region is a human-specific region showing tool-related responses. Major sulci are labelled: CS,
central sulcus; IPS, intraparietal sulcus; STS, superior temporal sulcus; POS, parieto-occipital sulcus;
LS, lateral sulcus; TOS, transverse occipital sulcus. The areas marked are: AIP, anterior intraparietal;
LIP, lateral intraparietal; VIP, ventral intraparietal; MIP, medial intraparietal; CIP, caudal intraparietal; PRR,
parietal reach region; V3a, anterior V3; SPL, superior parietal lobule; hPGR, human parietal grasp region.
head and those closer to the fovea would correspond to touch on the animal’s muzzle.
Single neurons also encode parts of visual and auditory space similarly. The range of
inputs to area provide a clue to its function. VIP receives considerable input from area
MSTd which receives both, visual and vestibular information. VIP is also reciprocally
connected to parts of the frontal cortex Lewis and Van Essen (2000). In humans, the
posterior parietal cortex is much more disperse and the closest homolog of the monkey
VIP is believed to be in the anterior-lateral PPC, overlapping with human IPS5. This
area also shares response properties with macaque VIP such as selectivity for optic flow,
tactile stimuli and stimuli presented within the near space. Magnitude-selective activity
appears in regions close to the IPS in comparison tasks during neuroimaging in humans
(Cavdaroglu et al. 2015). Many other stimulus features also elicit similar activity during
comparison tasks (Cohen Kadosh et al. 2005). With newer and better resolution meth-
ods, number-selective activity has been isolated to more anterior and ventral areas like
SPL and the parieto-occipital sulcus (POS). The selective expansion of the inferior pari-
etal lobule (IPL) in humans has meant that the IPS occurs much more dorsally (Harvey
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et al. 2017).
1.4. Prefrontal cortex
The primate prefrontal cortex is exceptionally well-developed, known to integrate a
wide range of information including sensory signals, memory signals and motiva-
tional/emotional signals arriving from many other brain areas (Miller and Cohen 2001).
The PFC has extensive connections with a large part of cortex, with extensive dendritic
trees being one of the earliest defined characteristics of neurons within it. It shares re-
ciprocal connections with other association areas like the parietal cortex (Petrides and
Pandya 1984). Distinguishing PFC from other association cortices is its connections with
the limbic system (Fuster 2008). It is also known to have an extensive number of local
connections (Petrides and Pandya 1999). Single neurons in PFC show persistent activity
even after the disappearance of a behavioural cue, possibly as a consequence of the local
recurrent connections. This first description of mnemonic activity in the PFC was by
Fuster and Alexander (1971) placed PFC firmly in the field of executive function (Fuster
2000).
Cytoarchitectural characteristics allow the PFC to be sub-divided into orbital/medial
areas, dorsal/lateral areas and ventral areas. But the cytoarchitecture, together with
the connectivity patterns form an updated map of PFC sub-divisions (Figure 6). Of
the sub-divisions of PFC, medial and orbital areas exhibit strong connections to the
limbic system and are implicated in motivation and emotion-related responses. Within
the lateral PFC, monkeys were not earlier believed to contain the Brodmann area 46.
However, on functional analysis, area 46 was created in monkey PFC and a segregation
of functional roles for the dorsal (9 and 46) and ventral (areas 12, 45 and 47) parts
was suggested (Badre and D’Esposito 2009). Ventrolateral PFC is thought to support
the maintenance of object-related information while dorsolateral PFC is attributed with
more abstract representations and goal-oriented activity. Lesion studies further indicate
that dlPFC has much more spatially-selective information while vlPFC has more visual
responses (Goldman-Rakic 1988, Constantinidis et al. 2001).
1.5. Connections of VIP and PFC
Both areas we have discussed in detail are jointly implicated in the macaque magnitude
system and anatomical tracer studies find them to be reciprocally connected (Lewis
and Van Essen 2000). Interestingly, while closely situated LIP receives a lot of input
from visual extrastriate areas like V2, V4 and other areas of the ventral visual stream, in
addition to dorsal stream input from the middle temporal area (MT), VIP receives almost
exclusively dorsal stream input from areas MT and medial superior temporal (MST).
LIP and VIP are interconnected, separated by a heavily myelinated section, which has
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Figure 6: Functional organisation of primate PFC From Badre and D’Esposito (2009). Cytoarchi-
tectonically defined sub-divisions of PFC within monkey (left) and human (right). The anterior-posterior
axis is marked as rostral-caudal. The sub-divisions are labelled according to updates of the Brodmann
and Walker maps by Petrides and Pandya (1999), based on the gross characteristics of the cells, the
arrangement of cortical layers, distribution of myelination and corticocortical connection patterns. The
dorsolateral PFC is said to comprise areas 9 and 46, ventrolateral PFC areas 45A and B, frontal eye fields
and supplementary motor areas lie at the lateral and medial parts of area 8, respectively.
been termed as LIPv (Mishkin et al. 1983, Colby et al. 1993). VIP also receives extensive
input from somatosensory areas, enabling VIP neurons to be multi-modal, from superior
parietal areas and superior temporal cortex (Petrides and Pandya 1984). These range of
inputs make VIP an association area and cytoarchitectonically as well as functionally
distinct from its parietal neighbours.
Lateral PFC shares these response characteristics and receives information from a
variety of modalities. (Petrides and Pandya 1984, Lewis and Van Essen 2000). Recip-
rocal connections traced with viral tracers between the fundus of macaque IPS and area
46 indicate that these areas of the magnitude system can share numerical information.
Simultaneously collected data during numerosity comparison tasks show that VIP neur-
ons precede PFC neurons in processing numerical information (Nieder 2004, Tudusciuc
and Nieder 2009). PFC neurons exhibit a higher level of abstraction in responses to-
wards numerosity by responding selectively to the presented number invariantly to the
physical features or sensory modality of presentation (Nieder 2004, 2012). Remembered
symbolic-like associations are also represented by PFC neurons, but not VIP neurons
(Diester and Nieder 2007). Studies of the fronto-parietal association areas within other
tasks show that PFC neurons exert top-down control on parietal neurons in processing
remembered associations and learned category memberships (Swaminathan and Freed-
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man 2012, Crowe et al. 2013). This puts PFC in an ideal position to exercise its hier-
archical superiority within the context of non-symbolic magnitudes whereas VIP likely
responds to numerosity rather automatically and spontaneously, among other sensory
magnitudes.
1.6. Open questions
Box 1. Open questions about the primate magnitude system
1. What is the role of learning in the representation of number in areas VIP and PFC?
2. How are areas VIP and PFC organised?
3. Do the receptive fields of neurons play a role in the representation of number in these
areas?
The present state of knowledge about the primate magnitude system leaves a few
open questions about the influences on the system and the organisation thereof (Box 1)
that I will address in this thesis. First, number-selective neurons have only been found in
animals that learned to discriminate numerosity. It is not known whether such neurons
exist in the absence of learning. If yes, how do their response properties compare to
those in experienced animals? Next, we would like to characterise the visual receptive
fields of neurons in these areas as a detailed characterisation of RFs is still missing for
these areas. Such a characterisation would help us understand how visual information
is conveyed to these areas and how these areas might be organised. Lastly, we would
like to examine how the RF characteristics affect neuronal responses to number stimuli.
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2.1. Statement of contributions
This thesis comprises five publications, which are summarised in the following sections
and in Box 2. The individual publications and manuscripts can be found in Part II.
1. Viswanathan, P, Nieder, A. (2013). Neuronal correlates of a visual "sense of
number" in primate parietal and prefrontal cortices. Proc Natl Acad Sci U S A
110(27):11187–92.
I designed the study with A. Nieder. I trained the animals and performed electro-
physiological recordings. I analysed the data with A. Nieder. I wrote the paper
with A. Nieder.
2. Viswanathan, P., Nieder, A. (2015). Differential impact of behavioral relevance on
quantity coding in primate frontal and parietal neurons. Curr Biol. 25(10):1259–69.
I designed the study with A. Nieder. I performed the experiments. I analysed the
data. I wrote the paper with A. Nieder.
3. Viswanathan, P., Nieder, A. (in press). Comparison of visual receptive fields in
the dorsolateral prefrontal cortex (dlPFC) and ventral intraparietal area (VIP) in
macaques. Eur. J Neurosci.
I designed the study with A. Nieder. I performed the experiments. I analysed the
data. I wrote the paper with A. Nieder.
4. Viswanathan, P., Nieder, A. (2017). Visual receptive field heterogeneity and func-
tional connectivity of adjacent neurons in primate fronto-parietal association cor-
tices. J Neurosci. 37(37):8919–8928.
I designed the study with A. Nieder. I performed the experiments. I analysed the
data. I wrote the paper with A. Nieder.
5. Viswanathan, P., Nieder, A. (in preparation). Category tuning for stimuli within
and outside receptive fields by primate prefrontal and parietal neurons
I designed the study with A. Nieder. I performed the experiments. I analysed the
data. I wrote the paper with A. Nieder.
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2.2. Number sense in prefrontal and parietal areas
Number sense refers to the idea that quantity or magnitude is an essential feature of
perception. Humans and animals have the innate ability to perceive the number of
items and, thus, our brains have a hard-wired magnitude system. Evidence supporting
this idea has come from field studies, infant studies and psychophysical studies. In
particular, the prefrontal cortex (PFC) and areas in the posterior parietal cortex (PPC)
have been shown to comprise the magnitude system in primates. Single neurons in PFC
and PPC encoded the number of items during a task as monkeys discriminated different
numbers. It is not known whether these neurons simply reflect learned categories or the
behavioural relevance of the stimuli.
We designed a colour discrimination task to examine neuronal responses to number
in numerically-naïve monkeys. We used coloured multi-dot arrays as stimuli such that
all the dots within a display were uniformly coloured and monkeys matched the colour
of sequentially presented arrays by releasing a response bar when a matching stimuli
appeared. Every successful colour match was rewarded. We recorded single units in
PFC and the ventral intraparietal (VIP) area within the PPC, both known to exhibit
number-selective neurons in numerically trained macaques.
We examined each neuron’s response to the colour and the number of dots within the
stimuli and evaluated them with an ANOVA. We found neurons that responded select-
ively towards a specific number of dots irrespective of other co-varying visual features.
The number-selective responses were also characteristic of tuned neurons recorded from
both brain areas in trained monkeys. VIP neurons were, on average, faster at discrimin-
ating different numbers than PFC neurons.
These results confirmed that the number of items in a set can be extracted spontan-
eously by single neurons in the brain in the absence of training and even when the
number of items is not behaviourally relevant to the ongoing task. PFC and VIP are part
of the fronto-parietal network that possesses the ability to extract magnitudes, and VIP
does so about 50ms faster than PFC.
2.3. Behavioural relevance of number in the fronto-parietal network
The identification of prefrontal cortex and posterior parietal cortex as nodes in the prim-
ate magnitude system has brought forth questions about how training shapes the neur-
onal responses towards numerosity. Single neurons in both areas have been known to be
modulated by behavioural relevance and experience such that they reflect the arbitrarily-
defined but learned category membership of stimuli. We have shown previously that
the number of items in a set, however, is spontaneously represented by single neurons
in the fronto-parietal network even in monkeys naïve to discriminating them and in the
absence of behavioural relevance.
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In this study, we compare the neuronal responses in naïve monkeys to those obtained
after training them to discriminate the number of items in visual stimuli. Pre-training
responses were obtained from monkeys discriminating the colour of coloured multi-
dot arrays and post-training responses while the monkeys discriminated the number of
items in uniformly black dot arrays. Two types of stimulus arrays were created, one
with randomly sized and positioned dots and another to control the total coloured area
and density across the different numbers. We recorded single units in the dorsolateral
prefrontal cortex and the ventral intraparietal area from the same sites before and after
training in both monkeys.
We performed a population analysis to evaluate the trial-by-trial contributions of
number and stimulus protocol to the individual neuronal responses. We found that
the dependence of neuronal responses on lower visual features decreased in the PFC
population with training. We used the same criteria to select number-selective neurons
as those in the pre-training phase, using an ANOVA with an alpha of 0.01. The pro-
portion of number-selective neurons in the PFC slightly increased after training from
14% to 20% while in VIP, the proportion of number-selective neurons remained similar,
from 14% to 11%. We calculated two different metrics for number discriminability by
the number-selective neurons in both areas and found that in both metrics, PFC neurons
Box 2. Main results of the studies included in my thesis.
1. Number is encoded spontaneously by neurons in PFC and VIP.
A. Single neurons in PFC and VIP are tuned to number as naïve monkeys perform
a colour discrimination task.
B. VIP neurons discriminate the number of items 50ms before PFC neurons.
C. After training, as monkeys perform a number discrimination task, PFC neurons
encode number more strongly while VIP neurons do not show an enhancement.
D. Behavioural relevance improves number discriminability in PFC pyramidal neur-
ons.
2. PFC microcircuitry differs markedly from VIP microcircuitry.
A. PFC neurons have predominantly contra-lateral receptive fields and VIP neurons
have foveal receptive fields.
B. Neurons located close to each other have incongruent or often inverted receptive
fields.
C. Functional connectivity between pyramidal neurons and interneurons was pre-
dominantly inhibitory in PFC and excitatory in VIP.
3. Selectivity to number occurs even outside the neurons’ RF but PFC and VIP neurons
are differentially recruited according to their RFs.
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showed significantly improved discrimination of number with training. The variance in
firing rates towards the explanatory variable number as well as the differences between
firing rates towards the preferred and least preferred number increased in PFC neurons,
but not in VIP neurons. In particular, putative pyramidal neurons as determined by
their broad spiking waveforms, showed an increased modulation by number during the
number discrimination task.
With these results, we showed that numerical information occurred more frequently
and strongly in PFC neurons when the monkeys had undergone numerical discrimin-
ation training and the number was behaviourally relevant. VIP neurons, on the other
hand, spontaneously encoded the number of items regardless of training or relevance.
Such coding stability suggests that numerosity, the number of items in a set, is a natural
perceptual category. The improvement in PFC coding of number puts PFC in a position
to exert top-down control in times of behavioural relevance.
2.4. Visual receptive fields in the fronto-parietal network
The receptive field (RF) of a neuron describes the area of sensory space within which a
stimulus can modulate its response. While receptive fields in early sensory areas have
simple structures based on the sensory receptors from which they receive information,
neurons in higher areas have more complex structures as their inputs vary across mod-
alities and components. Neurons in the posterior parietal area, for instance, respond to
stimuli of various modalities and presented in different locations of the visual field if the
location is relevant. Prefrontal cortex neurons also respond to stimuli presented across
the visual field and show selectivity for the remembered locations of stimuli. However,
a broad study of receptive fields in these areas is missing.
We used a moving bar stimulus presented at 80 different locations on the screen
as monkeys fixated the centre of the screen to map the receptive fields of individual
neurons. This enabled creating high-resolution RF maps for each neuron based on its
response to certain stimulus locations during passive fixation, thus, free of effects of
attention or behavioural relevance on stimulus positions. We recorded 1186 neurons
adjacent to the principal sulcus in the pre-arcuate area and 944 neurons from the fundus
of the intraparietal sulcus. We screened the responses of these neurons and tested them
for spatially-selective responses, and robust responses during the recording session. We
characterised the responses of the significantly selective neurons i. e. 425 PFC and 396
VIP RFs according to the number of maxima, the size and location of their maximum.
We measured the eccentricity of the RFs and of those responses that were screen-limited,
we calculated the RF sizes. We compared these metrics across both areas. We further
examined the metrics across neuronal classes by classifying the neurons based on their
extra-cellularly recorded waveforms into putative pyramidal neurons and interneurons
with broad and narrow spikes, respectively.
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When we compared the proportions of neurons with significant and robust spatial
selectivity, we found a higher proportion of such neurons in VIP than in PFC. VIP
neurons were also more strongly selective than PFC neurons. Both association areas
exhibited a number of non-uniform RFs with multiple local maxima. Of the uniform
RFs, some RFs were large and covered 75% of the screen and others which were more
confined to the contralateral, foveal or ipsilateral fields. PFC displayed more contra-
lateral RFs with a slight bias to the lower visual field while VIP displayed many more
foveal RFs overlapping with the centre of the screen where the monkeys fixated. Thus,
PFC neurons also had more eccentric neurons than VIP. However, of the neurons whose
RFs were limited to the screen, those in PFC had smaller RFs than VIP. In this, putative
pyramidal neurons had smaller RFs than interneurons within PFC.
Areas within the posterior parietal cortex are often distinguished by their response
properties, such that the lateral intraparietal area known for its role in memory guided
saccades and decision processes has predominantly eccentric visual RFs while the an-
terior intraparietal area known for its role in grasping and goal-oriented movements has
foveal RFs. The function of these areas is reflected in the location (and size) of their
visual RFs. Areas that are involved in the translation or integration of various stimulus
components have RFs that lend clues to how they achieve such functions. Our study
of visual RFs during passive fixation indicates that such a functional divergence also
occurs in PFC and VIP according to their contralateral and foveal biases, respectively.
2.5. Spatiotopy in the fronto-parietal network
Ordered spatial arrangement of inputs about the visual field are common in early visual
areas such that adjacent neurons respond to adjacent parts of the visual field. Con-
sequently, receptive fields of adjacent neurons are extremely similar. However, associ-
ation areas like prefrontal cortex and posterior parietal cortex might be organised dif-
ferently as they represent the internal state of the animal rather than faithfully represent
sensory space. After mapping the receptive fields of individual neuron, we investigated
the similarity of neighbouring RFs to understand spatial organisation within these areas.
To do this, we selected neuron pairs where both neurons of the pair exhibited spatial
selectivity in the form of RFs during passive fixation and were recorded at the same
electrode tip. We quantified the similarity of RFs across each neuron pair by computing
a 2D-correlation coefficient that we compared against a distribution of correlations ob-
tained from 1000 shuffles of each map. Comparing the true correlation coefficient with
the distribution of shuffled correlations gave us an unbiased estimate of similarity. We
classified the neuron pairs as congruent, incongruent or inverted if the true correlation
lay above, within, or below the shuffled distribution, respectively. We next compared the
proportions of different neuron pairs across the areas. We tested the proportions of sim-
ilarity for the different neuronal classes: putative interneuron pairs, putative pyramidal
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pairs and putative pyramidal-interneuron pairs. We computed the functional connectiv-
ity between the neurons using their relative spike timing. Using one of the neurons as
trigger for each pair, we calculated the probability of the other neuron (signal) firing
against every spike of the trigger within 25ms.
VIP neuron pairs were found to have predominantly similar RFs in both, horizontal
and vertical dimensions. PFC neuron pairs were rather incongruent or inverted. The
similarity was distributed across different kinds of neuron pairs. Significant connectivity
was found in a small proportion of pairs. Of the functionally connected neuron pairs,
PFC pairs shared mostly sharp inhibitory connections while VIP pairs shared broad
excitatory connections. Interestingly, the incidence of inhibitory connections between
interneuron-pyramidal neuron pairs correlated with the proportions of dissimilar RFs
and those of excitatory connections with similar RFs.
With these analyses, we found that neuron pairs in VIP were more similar than those
in PFC, suggesting a hierarchy of spatiotopy in these association areas. Both areas
showed much more dissimilarity than has been reported for early visual areas. The
functional connectivity analysis also showed distinctly different connectivity between
neurons across areas. Both metrics differentiate these association areas in aspects of their
micro-circuitry and micro-organisation. Such differences naturally raise the question
of whether such an organisation plays a role in executive function, especially in their
involvement in the magnitude system.
2.6. Number within and without the receptive field
As our representation of the world closely integrates what and where information, in-
formation about non-spatial and spatial features of stimuli are often hard to dissociate.
In early visual areas, single neurons have smaller RFs and respond to smaller parts of
space. In higher areas, RFs of single neurons get larger and neuronal responses integ-
rate more stimulus components or even multiple stimuli. As the organisation of higher
areas becomes less spatially organised, the representation of the world gets less veridical
and is more subject to internal states, decision processes and relevance. Because studies
comparing spatial and non-spatial feature representations often vary both, they do not
allow for an independent assessment of both. Since spatiotopy is no longer strictly con-
served in higher areas, it is possible that higher association areas respond to stimuli at
various positions regardless of their RF. To study this curious aspect of association areas
like PFC and VIP, we contrasted single neuron responses to stimuli in a discrimination
task against the location of their RFs.
We recorded single neurons from the interconnected areas VIP and PFC during two
kinds of discrimination tasks. In separate, interleaved blocks, we mapped the RFs of
these neurons using a passive fixation task. These data were then used to compare
the recruitment of neurons in discriminating the different categories of stimuli as a
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function of their RF. We found three kinds of neurons which responded to discriminative
stimuli of colour and number, neurons that showed no significant RFs, neurons whose
RFs overlapped with the stimulus location, neurons whose RFs were located elsewhere.
We compared the strength of stimulus discriminability across the different classes of
neurons in the two areas.
Interestingly, we found significant selectivity for the two kinds discriminative stimuli,
colour and number regardless of the presence or location of RF. PFC neurons were more
likely to respond to number stimuli if the stimuli were within the RF while VIP neurons
responded to stimuli if they were visually responsive, regardless of the location of their
RFs. However, number discriminability did not differ across neuron RF classes in either
area.
In conclusion, our results allow examination of task recruitment based on the spatial
location independently and the ability of association areas to represent stimuli presented
outside their RFs show that inputs to these areas may not be as spatially organised as
early visual areas. Further analysis will probe into how the RF shapes the responses of
neurons, whether different temporal profiles result from stimuli presented within the
RF or outside it.
3. Discussion
3.1. Spontaneous representation of number
Our finding of number-selective neurons in areas VIP and PFC as the monkeys discrim-
inated coloured multi-dot displays based on their colour helped clarify many conten-
tious points in the field. Comparing these data directly to those obtained after training
as the monkeys discriminated the number of dots in the displays gave us further insight
into the magnitude system.
3.1.1. In the absence of training
Studies in many species have indicated that the ability to enumerate up to small quant-
ities is ubiquitous. In the wild, female lions are more likely to defend against three
perceived intruders than one, and approached more cautiously in those instances (Mc-
Comb et al. 1994). Chimpanzees show similar defensive behaviour against groups with
more males and approached food at patches where food was more abundant (Wilson
et al. 2012). The American coot, a duck-like North American migratory bird, counts
its eggs to adjust its own laying behaviour, even discounting parasitic eggs in the pro-
cess (Lyon 2003). Crows use the number of calls to identify individuals (Thompson
1969). Within laboratory settings, many species are able to use estimates of quantity to
guide their behaviour spontaneously: monkeys (Cantlon and Brannon 2007) and insects
(Dacke and Srinivasan 2008) and many others with training: fish (Potrich et al. 2015,
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Agrillo et al. 2011, Bisazza et al. 2014), amphibians (Uller et al. 2003, Krusche et al. 2010)
and birds (Scarf et al. 2011, Ditz and Nieder 2015). Even in humans, prelinguistic infants
show the ability of choosing the larger number if the ratio between the options was fa-
vourable (Feigenson et al. 2004, Piazza 2010) as do innumerate humans who do not have
a formal number system (Gordon 2004, Pica et al. 2004). Such studies have at the very
least lifted the cloud on the ability of animals to estimate and use magnitude informa-
tion although debates about the extent and mechanisms of such behavioural estimations
persist. The theories of behavioural estimation of magnitude have been discussed in the
Introduction but were not directly addressed in this thesis. With our first and second
study, however, we were able to examine particular aspects of the neuronal circuitry that
might enable such behaviour.
Electrophysiological and neuroimaging studies have pointed to areas in the frontal
and parietal cortex in primates as the magnitude system (Nieder et al. 2002, Sawamura
et al. 2002, Piazza et al. 2004, 2007, Jacob and Nieder 2009). Numerical processing is
selectively impaired by lesions in parietal cortex (Dehaene 1997), distinct from verbal or
symbolic deficits. In particular, the prefrontal cortex and areas of the posterior parietal
cortex contain neurons that respond selectively to magnitudes in various forms. Since
many of these studies are conducted in animals that have undergone extensive behavi-
oural training or humans that are numerate and received mathematical education, it has
been difficult to determine to what extent the neuronal correlates of number discrimin-
ation are shaped by the behavioural training the animals or humans undergo. As the
areas implicated in the magnitude system are higher order areas that house a lot of other
executive functions, it is essential to verify that such a magnitude system is not simply
a result of the training and the resultant associations (Freedman et al. 2002, Freedman
and Assad 2006, Freedman et al. 2006).
A first step in this direction was made when numerical accumulator neurons were
found in the lateral intraparietal area of macaque monkeys that were not performing a
number discrimination task (Roitman et al. 2007). Monkeys performed a simple delayed
saccade task. For each block, a certain number of dots was considered as ’standard’
for a reward size and on every trial where a deviant number was displayed, a larger
reward was delivered. The monkeys responded more slowly to trials with the ’standard’
number and corresponding smaller reward. Reaction times implicitly increased as a
function of numerical distance from the ’standard’ number for that block. In this case,
single neurons responded selectively to the dot display that implicitly indicated the
reward size. Our study showed that single neurons in VIP as well as PFC responded to
the number of dots in coloured displays as the monkeys were matching the colour of
those displays. The monkeys did not learn to discriminate the number of dots, implicitly
or explicitly. The presence of number-selective neurons in such an experiment provided
evidence for a hard-wired, dedicated neuronal circuitry that encodes visual set size,
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even in the absence of corresponding behaviour.
Labelled-line code vs. Summation code
One aspect of the magnitude system has been particularly contentious: the coding
mechanism used by selective neurons. Based on computational models and the obser-
vation of such coding schemes in other sensory domains, two types of number neurons
have been proposed. First, a neuron that sums over many (in the case of numerosity,
spatially localised) inputs and responds in a graded, monotonic fashion to number. Such
neurons have been reported in LIP (Roitman et al. 2007) and theoretically predicted by
theory (Dehaene and Changeux 1993, Verguts and Fias 2004). Second, neurons that
respond selectively to one number in a peak-tuned manner and thus function as num-
ber detectors on a labelled number line. Such neurons have been reported in VIP and
PFC (Nieder et al. 2002, Nieder 2004) and also theoretically predicted (Dehaene and
Changeux 1993). These two kinds of number neurons are not necessarily mutually ex-
clusive but can be successive stages of number estimation in a layered computational
model and reflect different nodes of the magnitude system. Many models have sug-
gested that the summation model is sufficient for estimation and comparison between
different numerosities (Verguts and Fias 2004, Pearson et al. 2010, Stoianov and Zorzi
2012). What follows is the suggestion that the tuned neurons of the labelled-line scheme
arise as a result of extensive behavioural training. With our study, we showed tuned
neurons are not simply a result of training but present before training. Crucially, our
study exploring two essential nodes of the magnitude system before and after discrim-
ination training shows that tuned neurons exist at both stages. Behavioural training also
does not register as a sharpening of tuning curves but more as an increase in modulation
strength and a decrease in variability (only in PFC).
Distribution of preferred number
Another aspect that follows from the coding scheme is the strength of estimation
of various numbers. A labelled-line coding scheme allows us to describe the preferred
number for each neuron as the number that elicits the maximal response by the neuron.
In other words, it is simply the number towards which the neuron is tuned. In stud-
ies reporting such number-tuned neurons, neurons preferring the smallest and largest
number of the set are particularly prevalent (Nieder et al. 2002, Nieder 2004). Ruling out
the effects of reward expectation towards such a distribution (as trials with the smallest
and largest number were usually the easiest and elicited higher reward expectation), we
also found such a distribution of preferred numbers despite the monkeys matching the
colours of the stimuli and no performance or reward differences across numbers. One
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explanation of this is sampling of the neurons that would be tuned to smaller and larger
numbers due to a cut-off effect such that neurons that would prefer smaller or larger
numbers are sorted as neurons preferring the first and largest numbers of the set.
By those that prescribe to the summation coding scheme, such a distribution of pre-
ferred numbers is described as noisy summation coding. As the variability in firing
rates increases with increasing numerosities (the size effect), the neurons are increas-
ingly mis-classified as preferring the larger number, resulting in a distribution that has
high peaks for the smallest and largest sets, and gradually increasing numbers of neur-
ons preferring the middle numbers. This particular distribution occurs more often in
VIP, than in PFC due to greater variability in VIP responses. Whether such a distri-
bution is truly indicative of summation coding or is a feature of labelled-line code is
yet to be determined. More importantly, which of these coding schemes is adopted by
the brain to extract number information will not be easy to determine as there might be
some degeneracy in the magnitude system such that both these coding schemes co-exist.
There has been some recent evidence for a topographic distribution of preferred num-
bers in the human brain (Harvey et al. 2013). Using high-field functional magnetic
resonance imaging, Harvey and colleagues found numerosity selectivity in the super-
ior posterior parietal lobule consistently in all their subjects as they simply judged the
colour of the display as white or black. Further, they modelled the response at each
recording site with a Gaussian in logarithmic numerosity space, like those used to fit
single neuronal responses according to the labeled-line coding scheme. Mapping each
recording site’s preferred number onto flattened cortical space resulted in a topographic
map of gradually increasing numbers along the medio-lateral axis. In another study,
they found that the numerosity map overlapped with a map for object size (Harvey
et al. 2015) suggesting that the parietal cortex has shared representations for continuous
and discrete magnitudes.
3.1.2. In the absence of behavioural relevance
Both the areas we studied as part of the magnitude system are subject to effects of
behavioural relevance (Mountcastle et al. 1981, Rainer et al. 1998). In these instances,
behavioural relevance facilitated neuronal responses and led to favourable representa-
tion of the relevant stimuli compared to the irrelevant stimuli. In other studies, neuronal
signals to the same stimuli were shaped by relevance cues that indicate different decision
boundaries and consequently, behavioural responses. For instance, responses were dic-
tated by arbitrary category boundaries that had to be learned by trial and error and the
neuronal signals gradually separated by the newly learned boundaries (Freedman et al.
2006, Swaminathan and Freedman 2012). In other instances, the stimuli were feature-
rich and could be discriminated on the basis of various features that were indicated to
the animal (Toth and Assad 2002, Mante et al. 2013) and the neuronal activity reflected
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the relevant feature. Thus, relevance-related improvement in number coding could be
expected for both VIP and PFC, in addition to learning related improvement. However,
we found comparable number coding in VIP before and after training. VIP neurons
in our study differentiated between the various numbers whether the number of dots
in the stimuli were relevant or not. PFC neurons, on the other hand, showed an im-
provement in encoding number when number was behaviourally relevant. Seemingly,
number is extracted in VIP circuitry without needing a relevance signal from PFC as has
been suggested with other visual categories (Swaminathan and Freedman 2012). Per-
haps the relevance signal from PFC is only used to shape VIP responses in particularly
challenging tasks for instance, a distractor task (Jacob and Nieder 2014) when PFC neur-
ons encode the distractor number intermittently while VIP neurons consistently encode
the target.
3.1.3. As evidence for visual "number sense"
Together, our first two studies provide strong evidence for numerosity being a natural
category which is stably encoded in the absence of learning or behavioural relevance
in the VIP and subject to relevance- and learning-related improvement in the PFC. This
adds to the growing consensus from a wide variety of fields for a "number sense". The
sense of number refers to a faculty for perceiving the size of visual collections intuit-
ively (Dantzig 1930, Dehaene 1997). Estimates of visual numerosity has been shown to
be susceptible to adaptation effects such that seeing a large adapter numerosity induces
overestimation of a test numerosity (Burr and Ross 2008, Ross and Burr 2010). This effect
is comparable to that seen for many other sensory attributes such as colour, contrast and
speed. New evidence suggests that adaptation effects can be seen even across modal-
ity (visual-auditory) and across presentation formats (sequential-simultaneous spatial)
(Arrighi et al. 2014) suggesting a truly abstract sensory process underlying the estima-
tion of number. These estimates have been shown to be free of other visual co-variates
like density or area such that numerosity estimates are truly spontaneous and greatly
sensitive (Cicchini et al. 2016). Hierarchical generative computational models show that
numerosity detectors can emerge from sensory input purely from top-down connections
without the need to classify or discriminate stimuli (Stoianov and Zorzi 2012). In hu-
mans, information about number appears earlier than that about other visual co-variates
on EEG electrodes over occipito-parietal areas (Park et al. 2016) even as subjects pass-
ively viewed dot arrays. Along with the extensive literature in innumerate adults and
preverbal infants cited earlier in this section, a spontaneous non-verbal estimation of
nonsymbolic numbers is well supported. Improvement of such an ability and an expan-
sion into the symbolic number estimations is seen with mathematical education. In an
Amazonian indigene group with a limited numerical lexicon, this improvement is well
elucidated by comparing individuals with access to education and those without (Piazza
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et al. 2013). Our neuronal data indicates that this improvement must be mediated by
the frontal areas in primates.
3.2. Organisation of the fronto-parietal cortices
The second part of this thesis dealt with the micro-organisation of the fronto-parietal
areas of the magnitude system to understand how the circuitry might subserve the
numerical function of these areas. The visual receptive fields and the organisation of
VIP and PFC differ in crucial respects from each other, and from other areas in the
brain.
3.2.1. Visual receptive fields
Receptive fields were first described as the region of sensory space within which stimuli
can modify a neuron’s response (Hubel and Wiesel 1962). Thus, they essentially de-
scribe the spatial nature of a neuron’s input. Since then, electrophysiology studies have
described the RFs of the recorded individual neurons as one of their primary response
properties. In association areas, the RFs are less often described with as much detail
as in the primary sensory areas. However, RFs provide valuable information about
function and the mapping of inputs and connections has helped distinguish essential
functional roles that different brain areas play.
Functional parcellation on the basis of RF
The posterior parietal cortex consists of many cytoarchitecturally similar but func-
tionally distinct areas (Mountcastle et al. 1981, Gnadt and Andersen 1988, Blatt et al.
1990, Galletti et al. 1999). While neurons within the posterior parietal areas reflect many
cognitive signals, we focus on the sensory nature of their responses for the purpose of
this section. Many of these areas receive visual information primarily from the middle
temporal (MT) area and parts of PPC receive multi-modal input from other sensory
areas proximal to them (Lewis and Van Essen 2000). Parietal areas are interconnec-
ted with each other and parts of frontal cortices as determined by tracing anatomical
connections (Schwartz and Goldman-Rakic 1984, Petrides and Pandya 1984). Single
neurons in VIP respond to visual, auditory, tactile and vestibular information (Brem-
mer et al. 2002, Avillac et al. 2005, Schlack et al. 2005) crucial for its proposed role in
multi-sensory integration (Avillac et al. 2007). We found a foveal bias in VIP visual RFs
and the eccentricity of visual and somatic responses in VIP have been shown to strongly
correlated (Duhamel et al. 1998). Lateral intraparietal area (LIP) which has been studied
extensively for its role in decision-making, is known to have eccentric RFs (Janssen et al.
2008). In particular, LIP neurons are mapped using delayed saccade tasks and show
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typical activity that tends to lie on a spectrum of visual to memory signals. Around a
saccadic eye movement, LIP RFs show shifts and expansions (Colby et al. 1996, Wang
et al. 2016) to accommodate the future position of the eye. This contrasts with receptive
fields in the neighbouring anterior intraparietal area (AIP) which tend to be foveal. AIP
plays a crucial role in object grasping and inactivation of the area with muscimol results
in grasping deficits (Gallese et al. 1994). As grasping of objects with accuracy requires
foveation, the foveal nature of neuronal RFs are a clue to their function in the grasping
circuitry.
Similarly, areas with the prefrontal cortex are subdivided based on their connection
patterns and function (Cavada and Goldman-Rakic 1989, Saleem et al. 2014), however,
studies have shown a corresponding pattern in visual RFs. In our study, we mapped
a limited number of sites in each monkey as our objective was to return to the same
sites at both stages of number training. But in an early study, mapping receptive fields
in the prearcuate gyrus using simple light spot, neurons along the principal sulcus
(PS) were found to be more eccentric and larger than those along the inferior arcuate
sulcus (Suzuki and Azuma 1983). Thus, visual RFs got larger on a posterior-ventral
to anterior-dorsal axis while eccentricity varied more strongly on a dorsal-ventral axis..
The pattern of anatomical connections to the PFC suggest a dorso-ventral axis of spatial
versus object-based representations (Petrides and Pandya 1984, 1999). A functionally
motivated parcellation system suggests that anterior regions engage in more abstract
functions while posterior regions in stimulus properties (Badre and D’Esposito 2009) as
different deficits are caused by different inactivations or lesions. More recently, RF sizes
were found to increase along a posterior-anterior axis supporting older data (Riley et al.
2017) however much less is known about how the RFs relate to function in these areas.
In our study, contrasting RF properties across VIP and PFC certainly helps in relating
to the known functional roles of these areas in the magnitude system. VIP neurons in
our study had larger RFs covering foveal space which suggests that VIP is in a strong
position to integrate signals over a larger area and extract numerical information. It is
the ideal area to have local circuits summing over space such that neurons can mono-
tonically encode number. LIP neurons have similarly large RFs in the contralateral field
and are known to exhibit largely monotonic responses to number (Roitman et al. 2007).
PFC neurons, on the other hand, have much smaller RFs which is perhaps indicative of
its role in exercising selective top-down control upon downstream neurons in the circuit
or more generally, not spatially integrating information from a large part of the visual
field.
3.2.2. Spatiotopy
In early sensory cortices, response properties of neurons are strongly clustered such
that neurons close together in the cortex respond similarly to stimulus variables (DeAn-
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gelis et al. 1999). The strength of correlated discharge is also known to increase with
the degree of similarity in RFs. Among the various stimulus variables, RF location is
strongly clustered along with orientation preference (Das and Gilbert 1997). The cluster-
ing of similarity occurs along laminar as well as columnar axes in mammals. Columnar
organisation is known to give rise to cortical columns as visualised by various cluster-
ing methods. However, in association areas such as VIP and PFC, a strict columnar or
laminar clustering for space would prove to be too costly in the number of connections
required. We found that RF location of nearby neurons (recorded at the same elec-
trode tip) were progressively more dissimilar as we move up in the cortical hierarchy
from VIP to PFC. The dissimilarity was also reflected in the connections shared between
nearby neurons. VIP neuron pairs shared excitatory connections while PFC neurons
shared more inhibitory connections. Response pooling, a well known explanation for
clustering, describes the local pooling of inputs and leads to an improvement in the
signal-to-noise ratios. Crucially, response pooling seems to occur more strongly in VIP
across space than in PFC neurons where response pooling may occur for other stimulus
variables, rather than across space. Such a non-canonical circuit would allow for par-
allel processing of other factors and the recurrence in activity could enable mnemonic
activity, thought to be a specialised PFC function.
3.2.3. Interneurons and pyramidal neurons
The two major cell classes in the neocortex are interneurons, typically exhibiting narrow
action potentials and pyramidal neurons, with wide action potentials. To our know-
ledge, only one study has examined differences across parietal neuronal classes (Yokoi
and Komatsu 2010) but we did not observe any in our data and will therefore limit this
discussion to prefrontal neuronal classes which have been more extensively studied.
In our data, we observed some crucial functional and circuit-level differences in PFC
neuronal classes. Putative pyramidal neurons in PFC showed a stronger improvement
in number coding after training and also had smaller RFs than putative interneurons.
Stronger number coding by pyramidal neurons has been reported before (Diester and
Nieder 2008) and stronger contributions have been reported for other functions as well.
In a study contrasting neuronal responses to spatial positions of remembered objects
before and after training, pyramidal neurons showed a sharper improvement in spatial
memory than interneurons (Qi et al. 2011). Behavioural relevance also improves direc-
tion encoding in PFC pyramidal neurons (Hussar and Pasternak 2009). In many of these
instances, pyramidal neurons were sharply and stably tuned while interneurons respon-
ded strongly to changes in context. Interneurons with larger RFs can be more flexible
and participate in more circuits while pyramidal neurons are more selective to stimulus
features and thus, recruited selectively when the stimuli are particularly relevant.
Connections shared between neuronal classes in VIP and PFC further differentiate
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the role of these neuronal classes. Interneuron-pyramidal neuron pairs in VIP tended
to have similar RFs and shared excitatory connections while those in PFC tended to
have dissimilar RFs and shared inhibitory connections. These data point to different
VIP and PFC microcircuitry that support different kinds of response pooling. While
VIP microcircuitry seems to sum over common spatial inputs, PFC microcircuitry more
often inhibits inputs from different parts of visual space. This is a particularly interesting
dichotomy that merits further exploration.
3.3. Interaction between number and receptive fields
With this thesis, we thought to probe the interactions between number and space within
the magnitude system. Enumerating a spatially dispersed array of items requires integ-
rating over an area of the visual field such that neurons in number-selective cortex can
compute the numerosity of the array (see Labelled-line code vs. Summation code). We
have showed that such neurons occur in VIP and PFC and we have contrasted the types
of RFs and the local circuitry of these areas. Few studies have investigated the stimu-
lus discriminability of neurons when the stimulus is presented outside the neuron’s RF.
Even fewer studies have compared the recruitment of neurons by stimulus presented
outside their RF. In a high-field imaging study with humans, preferred numerosity and
object size did not correlate with the size or eccentricity of the population RF (Harvey
et al. 2015). Association areas of the brain are assumed to overcome default wiring to
represent abstract functions that are also non-spatial in nature like reward expectation,
value or decision-related factors or choice (Leon and Shadlen 1999, Andersen and Cui
2009). An important caveat of these claims is that the behavioural reports in such tasks
tend to be spatial. By separating RF mapping and the discrimination tasks into separate
blocks, we were able to look at the RFs independent from the task’s demands.
An investigation of LIP responses to stimuli within and outside the RF showed that
category-selective responses were found for stimulus outside the RF as well (Freedman
and Assad 2009). We found similarly strong number selectivity independent of the
stimulus and RF overlap. We found an interesting effect of recruitment in our study.
PFC neurons were more likely to be number-selective if the stimulus was presented
within their RF i.e. foveal neurons. This raises the possibility that PFC neurons are not
as independent of spatial factors as imagined and are much more dependent on foveal
VIP neurons for their input about magnitude. This is supported by the finding that
PFC direction-selective activity arose earliest in neurons with contralateral fields as are
predominant in upstream MT, the prime direction-selective input to PFC (Zaksas and
Pasternak 2006, Wimmer et al. 2016).
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3.4. Future directions
Several open questions remain and should be addressed in future studies.
1. One of the biggest methodological challenges has been to record the same neuron
over a period of time. In understanding the magnitude system, such a study would
go a long way in understanding how learning shapes a number-selective neuron’s
responses over time, especially with natural categories such as number where the
category boundaries are naturally occurring but the monkeys discriminate them at
varying accuracies, in accordance with the Weber-Fechner law. We believe based
on the results in this thesis that number-selective signals would be very stable
over time, especially in VIP. It is indeed possible that neuronal tuning curves in
PFC would closely match the behavioural tuning curves as behaviour continues to
improve (Freedman and Assad 2006).
2. It would also be valuable to understand how context drives the same neurons
within the magnitude system. We could achieve this by using different kinds of
numerical stimuli and cuing the relevant feature in each trial such that we could
study the numerical tuning curves from trials in which number was a relevant
feature and those in which number was behaviourally irrelevant. From other stud-
ies reporting context-dependent feature representation in prefrontal and parietal
areas (Mante et al. 2013, Ibos and Freedman 2014), we would expect that both areas
would show effects of context. However, unlike learned categories, we predict that
natural categories, of which number is one, would be represented free of context
and PFC would specifically exert top-down control of magnitude information on
VIP (Crowe et al. 2013).
3. A long-standing question in the field has been whether number selectivity is stable
for the number comparison phase. As most studies including those in this thesis
involve subjects responding to matching stimuli, the neuronal activity at the ini-
tial sample phase and the test phase are not directly comparable (Nieder et al.
2002, Swaminathan and Freedman 2012, Wimmer et al. 2016). We attempt to do
this in our next project by designing a task that presents the matching rule after
presenting two number stimuli. We can thus record neuronal activity towards the
two comparison stimuli and activity reflecting the decision, free of the motor pre-
paration activity as the response can only be prepared after the rule is presented.
Additionally, we will examine the involvement of the dopaminergic system in the
context of this comparison. Studies in our lab have shown that the two kinds of
Dopamine receptor families (D1R and D2R) participate in cognitive processes like
rule processing and working memory in different ways (Ott et al. 2014, Ott and
Nieder 2016).
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4. A biologically plausible model that incorporates the spontaneous estimation of
number and a relevance-based improvement in tuned responses to number would
be welcome in overcoming the methodological constraints of electrophysiology in
showing that number selectivity can be independent of visual co-variates. Pre-
vious models of the magnitude system have independently established number-
tuned responses (Dehaene and Changeux 1993) and the spontaneous generation
of number from sensory input (Stoianov and Zorzi 2012).
5. Much more needs to be done to understand how local circuits in the association
areas form receptive fields, especially how different neuronal classes interact. This
can be done with genetic tools, microstimulation or through microiontophoresis.
Iontophoretically blocking GABA-ergic receptors in the inferior temporal cortex
enhanced responses to objects presented in the RF centre or even outside the RF.
(Wang et al. 2002).
6. Contrasting the responses to number stimuli within and outside the RF of indi-
vidual neurons would be particularly useful to compare within-neuron effects of
variable spatial presentation in number coding (Freedman and Assad 2009).
3.5. Conclusion
Box 3. Main conclusions about the primate magnitude system
1. The number of items is processed as a natural category.
2. The magnitude system operates with a hierarchy; VIP is upstream to PFC.
3. The representation of visual number is independent of visual RFs.
Our studies answer long-standing questions about the magnitude system in primates.
We establish that (Box 3) number is represented as a natural category by single neurons
in VIP and PFC. Not only does VIP lead PFC in extracting the number of items from
visual stimuli, but it remains unaffected by training and increased behavioural relevance.
PFC, on the other hand, recruits marginally more neurons with higher discriminative
ability with behavioural relevance. Next, we examine the organisation principles within
these areas and confirm that PFC represents contralateral space while VIP represents
our foveal visual space predominantly. VIP boasts a more spatiotopic organisation than
PFC such that nearby neurons tend to respond to stimuli within the same space. Local
circuits in VIP share excitatory connections while those in PFC share inhibitory connec-
tions. Lastly, both areas exhibit strong number tuning even outside neuronal RFs but
PFC neurons with foveal RFs are more likely to be number-selective.
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Abbreviations
AIP Anterior intraparietal area
ANOVA Analysis of variance
BOLD Blood oxygen level dependent
BS Broad-spiking neuron
DLPFC Dorsolateral prefrontal cortex
ECoG Electrocorticography
FEF Frontal eye field
FMRI Functional magnetic resonance imaging
GABA g-Aminobutyric acid
IPL Inferior temporal lobule
IPS Intraparietal sulcus
ITC Inferior temporal cortex
JND Just noticeable difference
LIP Lateral intraparietal area
MRI Magnetic resonance imaging
MSTd Medial superior temporal area
MT Middle temporal
NCL Nidopallium caudolaterale
NS Narrow-spiking neuron
PFC Prefrontal cortex
PPC Posterior parietal cortex
RF Receptive field
SPL Superior temporal lobule
VIP Ventral intraparietal area
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“Sense of number” refers to the classical idea that we perceive the
number of items (numerosity) intuitively. However, whether the
brain signals numerosity spontaneously, in the absence of learn-
ing, remains unknown; therefore, we recorded from neurons in
the ventral intraparietal sulcus and the dorsolateral prefrontal cor-
tex of numerically naive monkeys. Neurons in both brain areas
responded maximally to a given number of items, showing tuning
to a preferred numerosity. Numerosity was encoded earlier in area
ventral intraparietal area, suggesting that numerical information
is conveyed from the parietal to the frontal lobe. Visual numeros-
ity is thus spontaneously represented as a perceptual category in a
dedicated parietofrontal network. This network may form the bi-
ological foundation of a spontaneous number sense, allowing pri-
mates to intuitively estimate the number of visual items.
association cortices | quantity | single-unit recording
The classical idea of a “sense of number” (1,2) suggests that weand animals are endowed with the faculty to perceive the
number of items (i.e., numerosity) intuitively. Numerosity might
be a perceptual category provided by hard-wired sensory brain
processes, without the need to learn what numerosity refers to.
Supporting this hypothesis, numerosity is represented by an ap-
proximate nonverbal system that allows wild animals (3,4), pre-
linguistic infants(5,6), and innumerate humans (7,8) to readily
estimate set size. Evidence that the brain is set up to assess visual
numerosity spontaneously was recently provided by psycho-
physical and computational experiments: numerosity—just like
color or perceptual categories like faces—in humans is suscep-
tible to adaptation (9,10), and is extracted en passant by com-
putational network models (11).
So far, the neuronal foundations of a perceptual number sense
were never tested because all experiments done so far were
performed in animals that learned to discriminate numerosity
(12–14). Work with behaviorally trained nonhuman primates
identified a cortical network with individual neurons in the
prefrontal (PFC) and posterior parietal cortex (PPC) selectively
responding to the number of items. Such “number neurons”
abstractly represent the number of items across space, time,
and modalities (15,16,17). Number neurons have also been
traced indirectly in the human brain using functional MRI
(fMRI) (18,19).
However, because neurons can be trained to represent be-
haviorally meaningful categories (20,21,22), it has been ar-
gued (23) that the presence of previously described number
neurons in trained animals might be a product of intense learning,
rather than a reflection of a spontaneous number sense. For the
same reason, the coding scheme for numerosity has been de-
bated (23): Is the spontaneous neuronal code for numerosity
a summation code, as evidenced by monotonic discharges as a
function of quantity (14,24), or a labeled-line code as witnessed
by numerosity-selective neurons tuned to preferred numerosities
analogous to those found in monkeys performing numerical tasks
(25,26)? Here, we tested the core idea of the number sense and
explored whether numerosity-selective neurons do exist in the
brains of numerically naive monkeys (i.e., monkeys that had
never been trained to discriminate numerosity).
Results
To ensure that the monkeys paid attention to the stimulus dis-
plays (but not to numerosity) during recording, the monkeys were
trained to discriminate color in variable dot displays in a delayed
match-to-sample task (Fig. 1A). Monkeys watched two displays
(first sample, then test) separated by a 1-s delay. They were
trained to release a bar if the displays contained the same color of
dots. Five colors (red, blue, green, yellow, purple) were used. All
five colors were presented in displays containing one, two, three,
four, or five dots, or numerosities (Fig. 1B). Importantly, the
number of items in the displays was completely irrelevant to solve
the task. All five colors and numerosities were displayed as
standard stimuli with variable dot sizes and positions, with control
stimuli equating the total area and the average density of all dots
across numerosities. All parameters (e.g., colors, numerosities,
stimulus protocols, match versus nonmatch trials) were balanced
and pseudorandomly presented to the monkeys.
Behavioral Performance. Both animals were proficient in color
discrimination and performed well above chance (monkey L:
99.19 ± 0.24%; monkey S: 97.93 ± 0.34%, binomial test, P <
0.001) for all color combinations (Fig. 1C). To ensure that the
monkeys ignored the number of items that covaried with the
color of the dots in the sample displays, we tested putative
numerosity discrimination by inserting generalization trials of
pure numerosity stimuli (only black dots) within the ongoing
color discrimination task in two sessions after the end of the
recording sessions. With an average numerosity discrimination of
43.8 ± 12.7% (monkey L) and 58.8 ± 12.4% (monkey S), both
monkeys performed at chance level (two-tailed binomial test, P >
0.05) (Fig. 1D). The monkeys were thus exclusively discriminat-
ing color; they were ignorant of the numerosity information in
the stimuli.
Single-Cell Responses. We recorded single-cell activity from ran-
domly selected neurons in the ventral intraparietal area (VIP) in
the fundus of the intraparietal sulcus (IPS) of the PPC and PFC
while monkeys performed the color discrimination task (Fig. 1 A
and B). A total of 238 neurons from VIP and 268 neurons from
the dorsolateral prefrontal cortex around the principal sulcus
were analyzed (Fig. 2A). To identify neurons selective to the
varying stimulus parameters, we evaluated the average discharge
rates of individual neurons during the sample presentation using
a three-factor ANOVA, with factors (sample color) × (sample
numerosity) × (stimulus protocol) (P < 0.01).
Tuning to Visual Numerosity. The behaviorally relevant parameter
color significantly modulated neuronal activity in 12% (29/238)
of VIP cells and 10% (26/268) of PFC neurons. However, a
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similar proportion of neurons spontaneously also encoded the
number of items in the dot displays (numerosity) that was be-
haviorally irrelevant and not discriminated by the animals (Fig.
1D). In area VIP, 13% (32/238) of the neurons showed a signif-
icant main effect numerosity, and 14% (38/268) in PFC (Fig. 2B).
Most of these numerosity-selective neurons, i.e., 10% (24/238) of
all VIP neurons and 10% (28/268) of all PFC neurons, were not
activated by covarying visual parameters but exclusively showed a
main effect numerosity (no main effect stimulus protocol or in-
teractions with factor stimulus protocol, P < 0.01). Responses of
three example numerosity-selective neurons from area VIP and
the PFC are depicted in Fig. 2 C–E for area VIP, and Fig. 2 F–H
for PFC. The tuning functions of example VIP neurons showed
peak activity for visual numerosity one (Fig. 2C), three (Fig. 2D),
and four (Fig. 2E), whereas the PFC neurons had a preferred
numerosity of two (Fig. 2F), three (Fig. 2G), and five (Fig. 2H).
Population-tuning functions were calculated by averaging the
normalized activity for all neurons that preferred a given numer-
osity. Similar response profiles were observed for all neurons tuned
to numerosities one, two, three, four, and five in area VIP (Fig. 3A)
and the PFC (Fig. 3D). All functions inVIP (Fig. 3B) and PFC (Fig.
3E) showed a systematic drop off of activity because the number
of items in the dot displays varied from the preferred value. To
evaluate this across the population of VIP and PFC neurons, we
normalized the activity of each numerosity-selective neuron and
plotted its activity as a function of distance from its preferred
numerosity. A significant decrease of activity from numerical
distance one and two was found, even when only considering
numerosity-selective VIP neurons tuned to numerosity two,
three, and four (paired samples t test, two-tailed, all tests P <
0.05), indicating peak-tuning functions with systematically falling
flanks on both sides of the numerosity tuning curves. Numerosity
one was by far the most frequent preferred numerosity in both
VIP (Fig. 3C) and PFC (Fig. 3F). In summary, we find that both
VIP and PFC neurons were tuned to preferred numerosities in
the absence of numerosity training.
Comparing the Timing of Numerosity Signals in VIP and PFC. We
examined the time course of numerosity selectivity in each brain
area using a sliding version of the receiver operating character-
istic (ROC) applied to the populations of numerosity-selective
neurons in the sample epoch (Materials and Methods). This se-
lectivity measure revealed that numerosity selectivity appeared
with a shorter latency in VIP than PFC following the onset of the
sample stimulus (Fig. 4A). We quantified the latency of category
selectivity for each VIP and PFC neuron by evaluating the time
at which the area under the ROC curve (AUROC values)
crossed a predefined threshold (3.0 SD above the mean value
during the fixation epoch for 20 consecutive 1-ms time bins) in
the sample period. Across all neurons for which a latency could
be defined with this method (VIP, n = 23; PFC, n = 29), numerosity
selectivity emerged significantly earlier in VIP (median = 71 ms)
than in PFC (median = 124 ms) (two-tailed Mann–Whitney U
test, P < 0.05). The observed latency difference between VIP and
Fig. 1. Task protocol and behavioral performance. (A) Delayed match-to-color task. A trial started when the monkey grasped a bar. The monkey had to
release the bar if the items in the multidot displays of the sample period and test period were of the same color, and continue holding it if they were not
(probability of match/nonmatch condition = 0.5). The sample display contained one to five dots of the same color. (B) Example stimulus displays showing the
variations of stimulus parameters. Each of the five (behaviorally relevant) colors was shown in five different (behaviorally irrelevant) numerosities, and as
standard vs. area and density control stimulus displays, resulting in a three-factorial stimulus design. (C) Behavioral color discrimination performance of both
monkeys during all recording sessions (50% is chance level). Both monkeys performed equally well and almost perfectly to all five colors (red, blue, green,
yellow, purple). Avg, average over all colors. (D) Behavioral performance in the generalization tests to numerosity the monkeys were not trained to dis-
criminate (all displays only black dots). Both monkeys showed chance performance to each numerosity and the average (dotted lines indicate binomial
threshold at P = 0.05), confirming that they did not pay attention to numerosity. Error bars indicate SEM.
2 of 6 | www.pnas.org/cgi/doi/10.1073/pnas.1308141110 Viswanathan and Nieder
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PFC neurons could not be caused by differences in the strength
of numerosity selectivity (as measured by AUROC values),
which were comparable in both cortical areas (Fig. 4B).
Discussion
Our finding of numerosity-selective neurons in numerically
naive monkeys supports the idea of a visual number sense, the
faculty to perceive visual collections intuitively (1, 2). Because
perceived numerosity is susceptible to adaptation just like
color, contrast, or speed, Burr and Ross (9,10) recently suggested
visual numerosity as a primary sensory attribute. This finding was
recently supported by a computational network model in which
sensitivity to numerosity spontaneously developed (11). How-
ever, because adaptation is not restricted to primary visual
attributes, but also observed for high-level visual categories such
as faces (27), the category visual numerosity may alternatively be
appreciated as a special perceptual category represented spon-
taneously in a dedicated parietofrontal network. Other complex
visual categories are also represented in the primate visual sys-
tem up to the frontal lobe in a relatively specialized fashion:
faces, places, and body parts appear to have dedicated neural
substrates for their representation (28,29,30,31). Numerosity
may thus be another visual category that is processed hierar-
chically, not within the ventral visual stream like faces, places,
and body parts, but within the dorsal visual stream. Number
neurons seem to develop spontaneously and naturally within
visual neural structures of the primate brain, probably based
on visual input that (unavoidably) contains (among a variety of
other visual features) different numbers of objects and events.
Such neurons likely provide the neurobiological substrate of the
approximate nonverbal system, allowing wild animals (3,4),
prelinguistic infants (5,6), and innumerate humans (7,8) to
readily estimate set size.
In the absence of a numerosity task, 13% of all neurons in VIP
and 14% of all neurons in PFC were numerosity selective. For
the VIP, this value is close to the proportion of selective neu-
rons (14% of the neurons) found on average in our previous
studies with numerosity-discriminating monkeys (calculated
over four different studies (15,32–34). For the PFC, the pro-
portion of numerosity-selective neurons in numerically trained
monkeys was about twice as large (around 30% of the neurons).
Perhaps PFC representations get “amplified” with numerical
training and experience in the sense that a greater number of
neurons respond to numerosity if numerosity needs to be pro-
cessed in a behaviorally relevant way. That such neurons are at
all present in naive monkeys may seem at odds with the PFC
supporting complex executive functions (35). However, the
PFC may be able to exert its cognitive functions precisely be-
cause it also has access to sensory information required for
goal-directed behavior.
Neurons in area VIP represented their preferred numerosity
on average 53 ms earlier than PFC neurons, suggesting that
numerosity selectivity evolves along the visual path (see also ref.
32). This suggests that visual numerosity is extracted first in the
Fig. 2. Recording sites and neural responses to numerosity. (A) Lateral view
(Lower) of the left hemisphere of a monkey brain indicating the topo-
graphical relationships of cortical landmarks. Coronal section (Upper) at the
level of the dotted line in the lateral view reconstructed from a structural
MRI scan (Horsley-Clark coordinates 0 mm anterior/posterior). Green
regions on the frontal lobe and in the fundus of the IPS mark the re-
cording areas in the PFC and area VIP, respectively. LS, lateral sulcus; PS,
principal sulcus; STS, superior temporal sulcus. (B) Pie chart depicting the
absolute proportions of numerosity-selective neurons found in areas VIP
and PFC. (C ) Responses of an example VIP neuron selective to the
numerosity one. (Upper) Dot-raster histograms (each dot represents an
action potential); (Lower) averaged spike density functions (activity av-
eraged and smoothed by a 150-ms Gauss-kernel). The first 500 ms represent
the fixation period. Colors of dot histogram and spike density functions
correspond to the number of items in the sample displays. (Inset) The neu-
ron’s tuning function, the discharge rates as a function of the number of
items. (C–E) Example VIP neurons tuned to numerosities one, three, and
four (layout as in C ). (F–H) Example PFC neurons tuned to numerosities
two, three, and five (layout as in C ).
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termination zone of the dorsal visual pathway of the parietal
cortex based on bottom-up process and later conveyed to the
functionally connected lateral PFC (36). Even in trained animals,
parietal signals of visual numerical categories do not arise as
a result of feedback from PFC (22).
The neuronal code for numerosity representations has
remained debated since neurons selectively responding to the
number of items were discovered (12,13). Neurons in monkeys
performing an explicit numerosity task exclusively displayed
tuning functions that peak at their respective preferred numerosity
(labeled-line code), irrespective of (visual or auditory) numerosity
modality (16), spatial or temporal numerosity layout (15), or
sensory-motor task demands (12,26). The relevance of tuned
neurons’ responses for the monkeys’ behavioral performance was
demonstrated by both error trial analyses (13,16,25) and in-
activation of the respective brain areas (26). Contrasting a la-
beled-line code, an electrophysiological study in which monkeys
implicitly discriminated numerosity reported monotonic re-
sponse functions (summation code) for numerosities in the lat-
eral intraparietal area (LIP) of the parietal lobe (14). Monkeys
perform an oculomotor task with numerosity predicting the
amount of reward they would receive following a gaze shift. As
the authors acknowledge, the monkeys were not numerically
naive in this study either (14) because the authors observed
significant and consistent effect of numerical values on sac-
cade latency, and thus concluded that the monkeys attended
to numerosity.
Roitman and colleagues (23) reasoned that tuning to specific
numerosities might be a product of experience and/or task
demands because an explicit numerosity task requires monkeys
to categorize numerical values. Such a putative learning effect
can now be ruled out. In the current study with monkeys that
were never trained to discriminate numerosity, both VIP and PFC
neurons were still tuned to preferred numerosities. In agreement
with influential computational models of number processing
(37,38), the labeled-line code is a genuine and spontaneous code
for the inherently categorical property number of items of stimuli.
The current data also help to exclude putative nonnumerical
factors that were suspected to modulate numerosity-selective
neurons during explicit numerosity tasks. It has been argued that
the observed overrepresentation of numerosity one in numer-
osity discriminating monkeys might have been caused by reward
expectation (23): because behavioral accuracy was highest when
the sample value was 1 (13), monkeys could be more certain of
achieving rewards, and this might be reflected in the discharges
of neurons preferring numerosity one. Because numerosity one
was still overrepresented by the population of neurons in our
numerically naive monkeys, this putative nonnumerical factor
can be ruled out. Neurons tuned to numerosity one superficially
resemble monotonically decreasing units; however, these neurons
are too sharply tuned to convey information for numerosities
three and higher (Figs. 2C and 3 A and D) and thus cannot be
regarded as decreasing summation units. Perhaps numerosity 1 is
indeed a special set and thus represented by an abundance of
neurons; after all, numerosities are collections of single elements,
i.e., multiples of numerosity 1. Interestingly, the special status of
Fig. 3. Normalized response rates of selective neurons as a function of
numerical distance. (A and D) Normalized responses averaged for neurons
preferring the same numerosity (color coded) in area VIP (A) and in PFC (D).
(B and E) Normalized discharge rates of all numerosity-selective cells in (C)
VIP and (E) PFC plotted against the numerical distance from the preferred
number of items. Numbers closer to the preferred quantity elicited higher
discharge rates. Error bars indicate SEM. (C and F) Frequency distributions of
the preferred numerosities for VIP and PFC, respectively.
Fig. 4. Time course of VIP and PFC numerosity selectivity. (A) The time course of numerosity selectivity across numerosity-selective VIP and PFC populations
was determined by a sliding ROC analysis. AUROC values of 0.5 indicate complete indiscriminability of the best and least preferred numerosities; AUROC
values larger than 0.5 indicate stronger neuronal activity to the preferred numerosity. (B) Cumulative latency distributions across all neurons that showed
significant numerosity selectivity after sample onset according to the sliding ROC analysis revealed the fraction of VIP and PFC neurons that had become
numerosity selective by each time point. Shading indicates SEM.
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one element is omnipresent in the singular-plural dichotomy
(or numerosity one vs. all-other-numerosities distinction) found
in natural language. Moreover, the singular-plural distinction
is suggested to have a nonlinguistic conceptual basis (39,40).
Neurons tuned to numerosity five were also abundant, but most
likely comprises neurons with larger numerosity preference
than our experimentally restricted range from one to five.
Our single-cell data in the naive nonhuman primate are in
good agreement with event-related potentials in human infants
(41) and human functional imaging data. Using fMRI adapta-
tion, peaked blood oxygenation level dependent activity-tuning
profiles were found in bilateral IPS as an indirect measure of
neuronal numerosity tuning (18) as well as IPS and PFC (19).
Peak-tuned numerosity detectors are also postulated as final
stage of numerosity processing by computational models on
number processing (37,38). The recently reported summation
units (11,14) operating at an intermediate stage of the model
hierarchy give rise to numerosity detectors that may constitute
a locally restricted precursor mechanism, but current discrep-
ancies between the computational solutions and the biological
realizations (monotonically increasing or decreasing functions, or
both) need to be reconciled.
Materials and Methods
Behavioral Protocol. Two male rhesus monkeys (Macaca mulatta) weighing
between 5.5 and 6.3 kg served as subjects for this study. The animals were
seated inside primate chairs in a chamber 57 cm away from a 15-inch flat
screen monitor (with a resolution of 1,024 × 768 pixels and a refresh rate of
75 Hz). The National Institute of Mental Health Cortex program was used to
present the stimuli and monitor behavior. The monkeys’ eye gaze was
tracked by an infrared eye tracking system (ISCAN).
To ensure that themonkeys paid attention to the stimulus displays (but not
to numerosity), the animals were trained to discriminate color in dot displays
in a delayed match-to-sample task (Fig. 1A). The trial was initiated by the
monkeys holding a response bar and fixating within 3.5° of visual angle of
a central fixation target throughout the trial. Upon successful fixation for
500 ms, the sample stimulus was shown for 800 ms, followed by a delay
period of 1,000 ms without a stimulus. After the delay, a dot display (test 1)
was presented, which in 50% of the cases had the same color as the sample
(match) and required the monkey to release the response bar to receive a
fluid reward. The match display displayed the same color (relevant param-
eter) and the same numerosity (irrelevant parameter) as the sample stimu-
lus. In the other 50% of the trials, the first test display showed a different
color (nonmatch; relevant parameter) as well as a different numerosity (ir-
relevant parameter); in this case, the monkey had to hold the response bar
and wait for the second test that always matched the sample in color to
release the bar. Based on this task design, chance performance was 50%
correct in the trials.
Stimuli. The visual stimuli were colored dot (diameter range 0.5°–0.9° of visual
angle) displays (only one color per stimulus) on a gray background circle
(diameter 6° of visual angle). Five colors (red, blue, green, yellow, purple)
were chosen for maximum discriminability. All colors were presented in
displays containing one, two, three, four, or five dots. This provided a bal-
anced 5 × 5 stimulus design.
Dot patterns were generated using a custom-written MatLab script
(MathWorks). These routines enabled the generation of new stimuli sets
for each recording session. Moreover, this software provided for the
control of parameters of the dot patterns. For the standard stimuli, each
stimulus contained a defined set of equally colored dots that appeared at
randomized locations within the gray background circle. The diameter of
each dot was randomly varied within the given range. To prevent the
monkeys frommemorizing the visual patterns of the displays, each quantity
was tested with many different images per session and the sample and
test displays that appeared on each trial were never identical. In addition
to the standard stimuli, control stimuli controlling for both the spatial
low-level visual features total dot area (total area of all items in a display
equated for all stimuli in a trial) and dot density (same mean density
of dot patterns for all stimuli in a trial) were used in each session (Fig. 1B).
All parameters (e.g., colors, numerosities, stimulus protocols, match
versus nonmatch trials) were balanced and pseudorandomly presented to
the monkeys.
Evaluation of Putative Discrimination Generalization to Numerosity. We also
tested whether the monkeys might have learned to discriminate the be-
haviorally irrelevant stimulus dimension numerosity. For monkey L, blocks
(40 trials, eight trials per numerosity, pseudorandomized) of pure numerosity
stimuli (only black dots, all other parameters as in the color task) were
inserted during the ongoing color discrimination task in two sessions; rewards
were delivered after correct numerosity matches. The same procedure was
applied for monkey S, except that individual pure numerosity trials were
randomly interspersed among ongoing color trails; all trials were rewarded
irrespective of response). These tests were done immediately after the end of
recording sessions in both monkeys. Percentage of correct performance to
each numerosity was tested by a binomial test (P < 0.05). The data (Fig. 1D)
showed that neither monkey was able to discriminate numerosity.
Surgery and Neuronal Recordings. The animals were implanted with a head
bolt to allow immobilization of the head during training so that eye
movements could be monitored. After the animals reliably discriminated the
color of the items in the delayed match-to-sample color task, two recording
chambers were implanted over the right lateral prefrontal cortex, centered
on the principal sulcus and the right intraparietal sulcus guided by anatomical
MRI and stereotaxic measurements. All surgeries were performed under
sterile conditions while the monkey was under general anesthesia and re-
ceived antibiotics and analgesics postprocedure.
Neuronal recordings were made from the two monkeys while they per-
formed the task using arrays of up to eight tungsten microelectrodes at-
tached to screw microdrives in a grid with 1-mm spacing. Neurons were not
preselected for any sensory or task-related parameter. To access area VIP,
recordings were made exclusively at depths ranging from 9 to 13 mm below
the cortical surface and the presence of visual and somatosensory responses
was tested qualitatively. Electrophysiological signals were amplified and
filtered and waveforms of action potentials sampled at 40 kHz from each
channel were stored to disk. Single unit separation was performed offline
based on waveform characteristics (Offline Sorter, Plexon Systems). Time-
stamps of trial events and action potentials were extracted for analysis. Only
single units that exhibited a sufficient discharge rate (>1 Hz) during the
relevant trial phases and were recorded for at least 30 trials per condi-
tion were analyzed. All experimental procedures were in accordance with the
guidelines for animal experimentation approved by the Regierungspräsidium
Tübingen, Tübingen, Germany.
Behavioral Data Analysis. For the color discrimination task, the percent correct
performance for each color in each sessionwas calculated, averaged across all
sessions, and statistically verified using a binomial test. To test numerosity
discrimination, percent correct performance was derived during the gener-
alization tests and again analyzed with a binomial test for each numerosity.
Neuronal Data Analysis. We analyzed discharge rates during sample pre-
sentation in an 800-ms window. By default, the 800-ms windows of the
sample phase were shifted by 50 ms after sample onset for area VIP cells and
by 100ms for PFC cells to account for typical response latency of these cells. To
determine the selectivity of a neuron, a three-factor ANOVA (criterion P <
0.01) using single-trial discharge rates was calculated for each cell in the
sample period, with main factors stimulus protocol (standard or control),
sample color (red, blue, green, yellow, purple), and sample numerosity (one,
two, three, four, five). Each neuron’s discharge rates are tested only once; no
multiple comparisons are applied. Only neurons with a minimum of 30
stimulus presentations per numerosity were taken into account. To estimate
the probability of false positives in our approach (i.e., the probability that
a neuron was classified as numerosity selective by chance), we additionally
performed a the same three-factor ANOVA (criterion P < 0.01) with shuffled
data, using recorded single-trial discharge rates that were randomly assigned
to the numerical labels (238 VIP cells × 1,000, and 268 PFC cells × 1,000,
resulting in 506,000 tests). We found that 1% (5,306/506,000) of the tests
with shuffled data resulted in a statistically significant evaluation (at P <
0.01), confirming that the reported proportion of numerosity-selective
neurons cannot be explained by chance occurrences.
To derive averaged numerosity-tuning functions, the tuning functions of
individual neurons were normalized by setting the maximum activity to the
most preferred numerosity as 100% and the activity to the least preferred
quantity as 0%. Pooling the resulting normalized tuning curves resulted in
averaged numerosity-filter functions.
The latency of numerosity selectivity (i.e., not the visual response latency)
was calculated using a sliding ROC analysis (42). The true-positive (spike rate
for the preferred numerosity) and false-positive rates (spike rate for the least
preferred numerosity) were calculated for each neuron to generate the ROC
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curve. The AUROC was calculated with a sliding kernel of 50 ms and incre-
mented by 1 ms at each time point. To arrive at baseline and threshold AUC
values, the last 200 ms of the fixation period (before sample onset) were
used. The threshold for each neuron was defined as the mean AUC during
the presample period plus 3 SDs. The numerosity selectivity latency per
single neuron was the time point after sample onset where this threshold
criterion was exceeded for at least 20 consecutive 1-ms bins.
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SUMMARY
Prefrontal cortex (PFC) and posterior parietal cor-
tex are key brain areas for magnitude representa-
tions. Whether active discrimination of numerosity
changes neuronal representations is still not known.
We simultaneously recorded from the same
recording sites in the PFC and ventral intraparietal
area (VIP) before and after monkeys learned to
actively discriminate the number of items in a set.
Only PFC neurons, and not VIP neurons, exhibited
heightened representation of number after numeros-
ity training. Increased responsiveness of PFC was
evidenced by enhanced differentiation of numerosity
by the population of neurons, as well as increased
numerosity encoding by individual selective neurons.
None of these effects were observed in the VIP, in
which neurons responded invariably to numerosity
irrespective of behavioral relevance. This suggests
elevated PFC participation during numerical task de-
mands and executive control, whereas VIP encodes
quantity as a perceptual category regardless of
behavioral relevance.
INTRODUCTION
Assessing the number of elements in a set, its numerosity, re-
quires a high level of sensory abstraction. Studies in behaviorally
trained nonhuman primates identified a cortical network in the
prefrontal (PFC) and posterior parietal cortex (PPC) with individ-
ual neurons selectively responding to the number of items [1, 2].
Such numerosity-selective neurons have also been traced indi-
rectly in the human brain using fMRI [3, 4]. Whereas it was tacitly
assumed that neuronal responses to numerosities were shaped
by or even caused by extensive behavioral training, neurons in
PFC and the intraparietal sulcus have recently been reported
to encode numerosity even in monkeys that were never trained
to discriminate numerosities [5]. Furthermore, the tuned coding
of preferred numerosities in numerically naive monkeys was
strikingly similar to that found in experienced animals. Together
with psychophysical findings that numerosity representations
resemble perceptual categories like color and shape and
are susceptible to adaptation [6, 7], the spontaneous presence
of numerosity-selective neurons in untrained animals argues
for a ‘‘sense of number,’’ the faculty to perceive numerosity intu-
itively [8, 9].
Whereas much has been learned about numerosity coding by
neurons in the fronto-parietal cortex, the role of behavioral rele-
vance and learning in the modulation of neuronal selectivity
remains unexplored. Both parietal and PFC neurons show
increased responses to behaviorally relevant as opposed to irrel-
evant stimuli [10, 11]. Experience-dependent plasticity is further
suggested by observations that visual neurons in prefrontal [12]
and parietal [13] visual areas can respond highly selectively to
familiar and well-trained visual stimuli. Not only do response
properties change, but also the proportion and location of selec-
tive neurons change with learning [14]. Moreover, prefrontal and
posterior parietal neurons robustly reflect the learned category
membership of visual stimuli, and visual selectivity shifts after
monkeys were retrained to group the same stimuli into two
new categories [13, 15, 16]. Whether abstract representations
of quantity experience modifications with behavioral relevance,
learning, and familiarity, however, remains elusive.
To address this, we simultaneously recorded from the same
recording sites in the PFC and ventral intraparietal area (VIP)
while numerically naive monkeys discriminated the color of a
set of dots and, after numerosity training, responded to the num-
ber of items of equivalent dot collections. We found contrasting
neuronal effects for PFC and VIP neurons as a result of learning
to discriminate numerosity explicitly. In addition, the observed
findings were not predicted by experiments using arbitrary
perceptual categories as discriminative stimuli.
RESULTS
Weanalyzed single-neuron activity from the parietal and prefron-
tal cortices of two monkeys before and after training on a
numerosity-delayed match-to-sample task. Before numerosity
training, monkeys matched the color of sequentially presented
multi-dot displays (color task; Figure 1A, top). After numerosity
training, they matched the number of all black dots in the
sequentially presented multi-dot displays (numerosity task; Fig-
ure 1A, bottom). The task structure stayed the same for both
discrimination protocols: monkeys watched a sample display
after a fixed period of visual fixation. The sample was followed
by a 1-s memory delay, after which the test display appeared.
In the color task, the test1 display matched the sample in color
in 50% of the trials (match trials) and did not match in the other
50% of the trials (non-match trials). Importantly, the number of
dots also varied systematically in the dot displays but was
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behaviorally irrelevant and was not used by the monkeys (that
were not trained to respond to numerosity at that stage) to solve
the task. In the numerosity task, the test displays matched the
sample with respect to the number of items (50% match trials),
whereas the numerosity did not match in the remaining trials
(50% non-match trials). In the non-match trials, the non-match
test1 item was always followed by a match test2 item. The
monkeys had to respond to the matching item (matching
Figure 1. Behavioral Task Design, Example Stimuli, and Behavioral Performance
(A) Task: the delayed match to sample task involved an initial fixation period of 500 ms followed by a sample period where the visual dot arrays were presented.
The monkeys were required to remember the sample through the subsequent delay period and respond only to matching test stimuli. If a non-match stimulus
followed, theywere required to withhold response until thematch appeared. The color discrimination task (top panel) was used for all the pre-training data and the
numerosity discrimination task (bottom panel) after the monkeys were trained to discriminate numerosity, for the post-training data.
(B) Examples of the dot array stimuli used. For the color-discrimination task, all five colors were tested in all five numerosities and across two stimulus protocols.
For the numerosity-discrimination task, only black dot arrayswere used in all five numerosities and across two stimulus protocols. The standard stimuli (odd rows)
consist of randomly sized and spaced dots. The control stimuli (even rows) are such that the colored area and the dot density are equalized across numerosities.
(C) Behavioral performance on color discrimination task with the various colors as sample, averaged across monkeys, as a percentage of total trials. Error bars
denote SEM.
(D) Behavioral performance on the numerosity-discrimination task as tested before and after numerosity training (empty bars denote chance level performance
before training; filled bars denote performance after training; dashed horizontal line denotes 50% chance level) for each number as sample numerosity. Error bars
denote SEM.
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color—before training; matching number—after training) by
releasing a bar that they held throughout the trial. To exclude
that the monkeys were responding to low-level visual features
that co-varied with numerosity, control stimuli were applied (in
50%of the trials) in addition to the pseudo-randomized standard
stimuli. Both in the color task and the numerosity task, the total
dot area and density were equated across numerosities in the
control stimuli (Figure 1B). All task parameters (match versus
non-match, color versus numerosity, and standard versus con-
trol stimuli) were balanced and presented pseudo-randomly to
the monkeys.
Behavioral Performance before and after Numerosity
Training
In the color task, before numerosity training, color discrimination
performance (Figure 1C) was well above chance for both mon-
keys (monkey L: 99.19% ± 0.24%; monkey S: 97.93% ±
0.34%; binomial test; p < 0.001) for all color combinations (as re-
ported previously in [5]). We confirmed that none of the monkeys
learned to judge numerosity in the color task by confronting the
monkeys with colorless black dots. During the color task, numer-
osity performance tested on two sessionswas at chance level for
both monkeys (monkey L: 43.8% ± 12.7%; monkey S: 58.8% ±
12.4%; two-tailed binomial test; p > 0.05). This suggests that the
monkeys were unable to use numerosity as discriminating stim-
ulus feature during the color task.
After single-cell recordings during the color task were
completed, the same monkeys were retrained to discriminate
numerosity. Color information was eliminated to avoid Stroop-
like effects. After approximately 2 months of training (monkey
L: 41 sessions; monkey S: 30 sessions), both monkeys reached
a high level of numerosity discrimination performance (monkey
L: 91.4% ± 0.78%; monkey S: 84.5% ± 0.99%; two-tailed bino-
mial test; p < 0.001; same sample numerosities as in the color
task; numerical distance between sample and non-match of
two or more; Figure 1D). Performance also showed the classical
effects reported in earlier studies, such as the numerical distance
and size effects [17]. These results collectively show that the
monkeys were numerically naive during the color task but
numerically competent and able to discriminate the number of
items after numerosity training.
Representation of Task Variables in the Neuronal
Populations
We recorded single-cell activity from the lateral PFC and the VIP
before and after numerosity training, i.e., during the color and the
numerosity task, from the same two monkeys (Figure 2A). We
targeted the same electrode penetration coordinates and depths
in the color and the numerosity task in both individual monkeys.
This allowed for recordings from the same recording sites post-
numerosity training from where the majority of neurons were
sampled before numerosity training.
We applied multi-variable linear regression analysis to the
trial-by-trial firing rates of all single neurons [18] to first explore
the contributions of the recorded neuronal populations in en-
coding the behaviorally irrelevant features of number and stim-
ulus protocol during the color task. We then applied the same
analysis for the same features, which became behaviorally rele-
vant during the number task. We calculated the weights with
which the various stimulus features affected the neuronal activ-
ity and used principal-component analysis (PCA) to estimate
the most informative (first 12 PCAs) of these weights at each
time point within the analysis period. We call these estimated
weights ‘‘de-noised regression coefficients’’ of number and
stimulus protocol. In particular, we examined the correlations
between these de-noised weights of number and stimulus pro-
tocol. We compared these correlations in the pre-training and
the post-training periods as they reflect how well the neuronal
population was able to extract the numerosity of the stimuli
from the co-varying lower level visual features to solve the
number task.
Figure 2. Recording Areas and Neuronal Populations
(A) Schematic diagram of the macaque brain, illustrating the locations where
recordings were performed. Abbreviations: AS, arcuate sulcus; IPS, intra-
parietal sulcus; PS, principal sulcus; STS, superior temporal sulcus.
(B) De-noised regression coefficients for the factor numerosity plotted against
those for the factor stimulus protocol for each recorded neuron. The
coefficients describe how much of the trial-by-trial firing rate of the neuron is
affected by the plotted factors ‘‘protocol’’ and ‘‘number’’. Each dot on the plot
denotes a PFC neuron. Correlations between coefficients are shown (p < 0.05;
Pearson’s correlation coefficient, r) and significant correlations are indicated
by the regression lines in green.
(C) The same layout as in (B) for the PFC neurons recorded post-training.
(D and E) The same as (B) and (C) for area VIP.
See also Figures S1 and S2.
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We compared sample activity of a total of 268 PFC cells re-
corded during pre-training and 245 cells recorded post-training
with the multi-variable linear regression analysis without pre-se-
lecting neurons for any response properties. The weights of the
‘‘number’’ or ‘‘protocol’’ predictors did not show a significant dif-
ference between the pre-training and post-training population
(Mann-Whitney U test; p = 0.08 and p = 0.20, respectively).
The regression coefficients (beta values) for the factors ‘‘stimulus
protocol’’ and ‘‘numerosity’’ were not correlated pre-training
(Pearson’s correlation coefficient; r < 0.001; p = 1.00; Figure 2B).
However, the coefficients were significantly and negatively
correlated post-training (r = !0.4673; p < 0.0001; Figure 2C).
The correlations for the population indicate that the neuronal
units that are strongly regressed by one of the factors are less
or sometimes conversely affected by the other factor. Excluding
color as a predictor in the pre-training linear model did not
change the main findings. The improvement in the PFC popula-
tion as evident in the weak negative correlation between the pre-
dictors for number and stimulus protocol remained (r =!0.1355;
p = 0.03; Figures S1A and S1B).
In contrast, the comparison of the population of 238 VIP cells
pre-training and 231 cells post-training showed the opposite
effect when performing the samemulti-variable linear regression
analysis. The regression coefficients were significantly and
negatively correlated pre-training (r = !0.2196; p < 0.001; Fig-
ure 2D) but were no longer correlated post-training (r =
!0.0428; p = 0.52; Figure 2E). The weights of the number or pro-
tocol predictors do not show a significant difference between the
pre-training and post-training population (Mann-Whitney U test;
p = 0.44 and p = 0.26, respectively). Excluding color as a predic-
tor in the pre-training period only enhanced the negative correla-
tion observed in the VIP population pre-training (r =!0.6954; p <
0.0001; Figures S1C and S1D).
We used an ANCOVA (at alpha = 0.05) to test the regression
lines pre- and post-training for the two areas (green lines,
Figure 2). We found that, for both areas, PFC and VIP, the
slopes of the regression line were significantly different with
active numerical discrimination. For PFC, the slope post-
training was significantly higher (p = 0.0001), and for VIP, the
slope post-training was significantly lower than pre-training
(p = 0.0394). Additionally, the slope of PFC population post-
training was also significantly higher than that of VIP pre-
training (p = 0.0359).
Proportions of Numerosity-Selective Cells Increased
Only in PFC with Behavioral Relevance
To identify individual neurons that were selective to numerosity
and presumably maximally contributed to the observed effects
found in the population analysis, we performed an ANOVA based
on the trial-by-trial firing rates for each neuron separately. For the
pre-training data (color task), a three-factor ANOVA with main
factors ‘‘sample color’’ (five colors), ‘‘sample numerosity’’ (nu-
merosity 1–5), and ‘‘stimulus protocol’’ (standard versus control
stimuli) was calculated (at alpha = 0.01). For the post-training
condition (numerosity task), a two-factor ANOVA with main fac-
tors ‘‘sample numerosity’’ and ‘‘stimulus protocol’’ was applied.
Numerosity-selective cells were determined to be those cells
that displayed a main effect for the factor sample numerosity.
In Figure 3, example numerosity-selective neurons and their
respective tuning curves from the PFC (Figure 3A) and the VIP
(Figure 3B) can be seen.
To confirm that the results from the multi-variable linear
regression analysis of the population mainly relied on the contri-
butions of numerosity-selective neurons, we calculated the
correlations based solely on the numerosity-selective neurons
identified by the ANOVA. In PFC, the coefficients were signifi-
cantly negatively correlated post-training, but not pre-training
(Figures S2A and S2B). In VIP, we found significantly negatively
correlated coefficients pre-training, but not post-training (Fig-
ures S2C and S2D). For both post-training PFC and pre-training
VIP, the magnitude of Pearson’s correlation coefficients were
higher for the population of numerosity-selective neurons than
the entire population of all recorded neurons. This suggests
that numerosity-selective neurons contributed significantly to
the observed population effects and thus were probably most
important to convey numerosity information.
We found evidence that the proportion of numerosity-selective
cells in the PFC increased from 14% (38/268) pre-training to 20%
(50/245) post-training (chi-square test; p = 0.06; Figure 3C; Table
S1). The majority of these cells were unaffected by the co-vary-
ing lower visual features of the stimuli and thus showed no effect
of the stimulus protocol or an interaction of numerosity with
stimulus protocol. In the PFC, the proportion of such ‘‘pure’’
numerosity-selective cells was 10% pre-training and 13%
post-training.
We did not observe a change in the proportion of numeros-
ity-selective neurons in the parietal cortex. Numerosity-selec-
tive cells in the VIP were 14% (32/238) pre-training and 11%
(26/231) post-training (chi-square test; p = 0.47). Pure numer-
osity proportions, i.e., without effects or interactions of stimulus
protocol, were 10% pre-training and 9% post-training (Fig-
ure 3D). We report the results of the ANOVAs in detail in
Table S1.
Sharpness of Numerosity Tuning Was Unchanged by
Relevance
Active discrimination has been shown to change tuning proper-
ties of sensory neurons. We therefore investigated whether
active numerosity discrimination resulted in an increase in the
strength of tuning to numerosity in our selective population. Nu-
merosity-selective cells have displayed tuned responses to the
number of items in dot displays [19], in item sequences [20],
and across modalities [21]. Such tuning is characterized by a
maximal response toward a preferred numerosity with a gradual
decrease of activity for numerosities with increasing numerical
distance to the preferred numerosity. We also found tuned
responses to numerosity in our selective population before and
after numerosity training (Figures 4A–4D). The frequencies of
preferred numerosities were also similar in both areas pre- and
post-training. We compared the tuning sharpness pre-training
and post-training in PFC and VIP from population-tuning curves
created by normalizing and averaging all individual tuning curves
around the preferred numerosity and the graded responses
expressed as a factor of numerical distance. The pre-training
and post-training population tuning functions for PFC (Figure 4E)
and VIP neurons (Figure 4F) were indistinguishable (except
for few arbitrary numerical distances; Mann-Whitney U test;
p < 0.05).
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Explained Variance Measures
Because raw tuning curve measures do not necessarily take
the strength of response modulation into account, we also
calculated the proportion of explained variance (u2 PEV) [22].
It quantifies how much information about the sample numeros-
ity was carried by the discharge rates of the population of nu-
merosity-selective neurons. We used a two-way ANOVA with
the factors sample numerosity and stimulus protocol to addi-
tionally explore the interaction term between stimulus protocol
and numerosity.
The sliding-window analysis in Figure 5A shows that the u2
values for PFC neurons increased during the sample period, as
expected for selective neurons. Interestingly, however, the u2
Figure 3. Numerosity-Selective Neurons
(A) An example numerosity-selective cell in PFC.
Trials are sorted by sample numerosity (top panel)
in the raster plot, and each dot denotes an action
potential. Vertical lines mark the various task
phases. The discharge is thus averaged across
trials to create a peri-stimulus time histogram
(bottom panel) for each sample numerosity. The
inset shows the numerical tuning function for that
neuron by averaging the activity across time and
trials.
(B) The same as (A) for an example neuron re-
corded in VIP.
(C) Pie charts showing the proportions of numer-
osity-selective neurons among those recorded in
the PFC. The dashed contours enclose the
proportions found in the PFC pre-training (top),
and the solid contours enclose the proportions
found post-training (bottom). The colored areas
depict the numerosity-selective proportions
found with ANOVA. The darker shaded areas
depict the ‘‘purely’’ numerosity-selective pro-
portions, and the lighter shaded areas depict the
proportions sensitive to stimulus protocol effects,
i.e., co-varying low-level visual features of the
stimulus.
(D) Same layout as (C) for area VIP.
See also Figure S2 and Table S1.
PEV values were higher during post-
training compared to pre-training. This
difference was significant when com-
pared in an 800-ms interval covering the
entire sample period (median 0.0591
pre-training, n = 38; median 0.0640
post-training, n = 50; Mann-Whitney U
test; p = 0.025; Figure 5A, inset). This
difference was still present when only
the purely numerosity-selective neurons
were analyzed (two-tailed Mann-Whitney
U test; p = 0.024; n = 28 pre-training
and n = 33 post-training). The ex-
plained variance for the stimulus pro-
tocol and interaction did not show any
significant changes (Figure 5A, purple
and black functions). The explained vari-
ance for the whole population of PFC
cells did not change post-training (all
cells, median 0.0025 pre-training; median 0.0039 post-training;
p = 0.24).
In the VIP, however, the result was different (Figure 5B). The
u2 PEV for the factor numerosity did not change for pre-
compared to post-training (median 0.0577 pre-training, n =
32; median 0.0605 post-training, n = 26; two-tailed Mann-
Whitney U test; p = 0.52; Figure 5B, inset). For purely numeros-
ity-selective neurons, there was no difference in u2 PEV
between pre- and post-training (two-tailed Mann-Whitney
U test; p = 0.96; n = 24 pre-training and n = 22 post-training).
The explained variance for the stimulus protocol and interac-
tion did not show any significant changes. The explained vari-
ance for the whole population of VIP cells did not change
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post-training (all cells, median 0.0039 pre-training; median
0.0028 post-training; p = 0.24).
Numerosity Discriminability Changes in PFC and VIP
Weapplied an ROCanalysis derived from signal detection theory
to quantify the neuronal discriminability for numerosity in the
same sample time windows as used for the other analyses.
The values of the area under the ROC curve (AUC) could range
from 0.5 (no discriminability between most- and least-preferred
magnitude value) to 1.0 (perfect discriminability).
In the PFC, the AUC values were significantly higher post-
training compared to pre-training (median pre-training = 0.693
to post-training = 0.724; two-tailed Mann-Whitney U test; p =
0.016; Figure 6A). This significant improvement in discriminabil-
ity was also seen for purely numerosity-selective neurons alone
(two-tailed Mann-Whitney U test; p = 0.024). The AUC value
also increased significantly across the whole population of
PFC neurons, irrespective of numerosity selectivity (for all re-
corded PFC cells, median pre-training = 0.586 to median
post-training = 0.595; p < 0.05). This indicates that numerosity
Figure 4. Tuning Curves of Selective
Neurons
(A–D) The numerosity-selective neurons are
grouped according to the preferred number elicit-
ing the maximal response, indicated here by the
different colors. Their responses to the various
numerosities are then normalized and plotted here
as tuning curves. (A) PFC neurons recorded pre-
training (n = 38). (B) PFC neurons recorded post-
training (n = 50). (C) VIP neurons pre-training
(n = 32). (D) VIP neurons post-training (n = 26).
(E) The neuronal responses to various sample nu-
merosities are normalized (preferred numerosity =
100% and least preferred numerosity = 0%) and
centered to the preferred numerosity such that the
other sample numerosities are expressed as nu-
merical distance from the preferred numerosity.
Dashed lines depict selective cells pre-training and
solid lines post-training in the PFC. Error bars
denote SEM.
(F) The same as (E) for VIP neurons.
discriminability robustly increased post-
training in the PFC for neuronal popula-
tions containing numerosity-selective
neurons. This improvement did not arise
from differences between firing-rate dis-
tributions of the two recording periods.
We tested the means of distributions
(t test; p > 0.05) and the shape of the
distributions (Kolmogorov-Smirnov test;
p > 0.05) and found no significant differ-
ences between the pre-training and
post-training samples. Additionally, this
change in the AUC values was stable
during the entire recording period (Fig-
ure 6C) and did not change over time
(regression analysis; p > 0.1). For num-
ber-selective PFC cells, the AUC calcu-
lated for error trials post-training had a
median of 0.708 and was not significantly different from those
calculated for correct trials (p = 0.11). For the whole population
of PFC cells, median AUC for error trials was 0.517 and signif-
icantly different from those calculated for correct trials (p <
0.0001).
The neuronal discriminability in VIP, on the other hand, did not
change with training (Figure 6B). The AUC values pre- and post-
training were comparable for numerosity-selective neurons
(median pre-training = 0.715; post-training = 0.702; two-tailed
Mann-Whitney U test; p = 0.120) and also for the population of
purely numerosity-selective neurons (two-tailed Mann-Whitney
U test; p = 0.286). Similarly, no difference was detectable for
the entire population of all recorded VIP neurons (for all recorded
VIP cells, median pre-training = 0.597 to median post-training =
0.598; p < 0.05). For number-selective VIP cells, the AUC calcu-
lated for error trials post-training had a median of 0.618 and was
not significantly different from those calculated for correct trials
(p = 0.06). For the whole population of VIP cells, median AUC for
error trials was 0.515 and significantly different from those
calculated for correct trials (p < 0.001).
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Broad Spiking Cells Show Improvement by Numerosity
Training in PFC
Finally, we investigated the training effects for the two major
cortical cell classes [23–25]. We grouped the recorded neu-
rons based on their extracellularly recorded waveforms into
narrow spiking (NS) (23% of all neurons pre-training and
23% post-training), i.e., putative interneurons, and broad
spiking (BS) (74% of all neurons pre-training and 73%
post-training), i.e., putative pyramidal cells (Figure 7). We calcu-
lated an averaged and normalized waveform for each
recorded neuron and used a linear classifier to classify the
neurons into the two different classes. This method of classifi-
cation has been used in recent studies to investigate the
involvement of different neuronal classes in different aspects
of a task [26].
In the PFC (Figure 7A), BS cells showed a slight increase in
AUC values (0.693 to 0.718; p = 0.0505) post-training. NS cells,
however, did not show changes (0.694 to 0.735; p > 0.1) with
behavioral relevance. In the VIP (Figure 7B), neither cell class
showed a corresponding effect (BS cells 0.722 to 0.694;
p = 0.0985; NS cells 0.705 to 0.708; p > 0.1).
DISCUSSION
We hypothesized that active discrimination of numerosity
would change response properties of neurons in the PFC
and/or VIP, two areas known to be engaged in processing
numerical information. We report that only the PFC became
more responsive to numerosity during active numerosity
discrimination. The regression analysis performed for the
entire neuronal population showed that the PFC improved
in its ability to differentiate between numerosity and co-
varying lower visual parameters. Closely following this find-
ing, numerosity-selective neurons in PFC also became more
frequent and more informative about numerosity. This improve-
ment was due mostly to broad-spiking putative pyramidal
neurons.
In contrast to the PFC, none of these effects were observed for
VIP neurons, even though VIP neurons were also responsive to
numerosity. As a population, VIP neurons were not effective in
discriminating between numerosity and co-varying lower visual
parameters after numerosity training whereas individual numer-
osity-selective cells maintained their selectivity. Neither the
proportion of numerosity-selective cells, nor numerosity discrim-
inability of VIP neurons changed with active discrimination of
numerosity. This lack of modulation of quantity categories in
the parietal cortex through behavioral relevance stands in
contrast to previous findings obtained with arbitrary perceptual
categories.
PFC Encodes Behaviorally Relevant Numerical
Information
Our population analysis of the task variables and their effect on
trial-by-trial firing rates yielded diametrically opposite results
in prefrontal and posterior parietal lobe. The post-training
emergence of a neuronal PFC population that was differentially
influenced by the factors number and stimulus protocol con-
trasted with the lack of such correlated activity post-training
in VIP. As the de-noised regression coefficients describe
how much of the trial-by-trial firing rate of the unit depends
on the task variables at hand [18], the correlations between
the regression coefficients to the different factors are telling
of the mixed selectivity experienced by the units [27]. The
emergence of this property in PFC during active numerosity
discrimination indicates that prefrontal neurons distinguished
between the numerosity of the stimuli and the co-varying
visual features much more strongly post-training. Thus, our re-
sults are indicative of the PFC playing a role in actively discrim-
inating behaviorally relevant numerical categories from the
co-varying visual features with decreased behavioral relevance.
Figure 5. Numerosity Information in Selective Neurons
(A) Proportion explained variance (u2 PEV) calculatedwith a slidingwindowof 100ms slid by 20ms steps for the numerosity-selective cells in PFC. Dashed lines in
the plot depict pre-training data, and solid lines depict post-training data. Cyan lines show the u2 PEV values for the factor numerosity, purple lines the factor
stimulus protocol, and black lines the interaction (numerosity 3 stimulus protocol). The inset boxplot describes the numerosity u2 PEV calculated during the
sample period for all the selective neurons. The horizontal red lines indicate the medians within the boxes spanning the 25th–75th percentiles of the data. The
whiskers span the 5th–95th percentiles.
(B) The same as (A) for area VIP with orange lines depicting the u2 PEV values for the factor numerosity.
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This is consistent with the PFC conveying top-down signals to
parietal neurons to exert cognitive control during rule-based
tasks [16].
Selective Neurons in PFC, but Not VIP, Improve during
Active Numerosity Discrimination
After the color-discrimination task, we retrained the monkeys to
discriminate numerosity. This introduced numerosity as a
behaviorally relevant stimulus feature and increased the mon-
keys’ experience with numerosity. One might expect that
these changes also had an impact on the response properties
of neurons in such classical association areas like the PFC
and the VIP. Experience-dependent sharpening of neuronal
selectivity has been described in early (V1) [28] and intermedi-
ate (V4) [29, 30] visual cortex. Also in the inferior temporal
cortex (area IT), the termination zone of the ventral visual
pathway, learning to discriminate among complex objects
was found to enhance object selectivity of neurons [31, 32].
Similarly, neurons in the PPC of the dorsal visual pathway
have been shown to reflect behavioral relevance [10, 33]
and learned arbitrary category membership of visual motion
stimuli [13, 34]. In the PFC, behavioral relevance sometimes
has dramatic effects on neuronal responses and can even re-
tune cells according to changed boundaries of arbitrary
perceptual categories [35]. An increase in proportions of
responsive neurons when switching from a passive fixation
Figure 6. Coding Quality Assessed by Area
under the ROC Curve
(A) Histograms showing AUC values in PFC
colored by recording periods; empty bars, pre-
training; filled bars, post-training. Black vertical
lines indicate the median values; dashed lines,
pre-training; solid lines, post-training.
(B) The same as (A) for area VIP.
(C) AUC values plotted as a function of days
(session numbers) pre-training (left panel) and
post-training (right panel). Each data point repre-
sents an average across all neurons recorded in a
bin of 6 days (pre-training) or 7 days (post-
training); cyan data points indicate PFC cells, and
orange data points indicate VIP cells. Error bars
show SEM. Solid lines represent the linear
regression; none of the slopes was significantly
different than zero.
task to an active working memory task
has also been found in PFC [14].
Our data show that learning- and rele-
vance-dependent neuronal plasticity
does not hold true for all possible visual
stimulus features, particularly in the
PPC. After analysis of several neuronal
parameters, we could not detect
enhancement for numerical categories
in VIP. VIP neurons steadily encoded nu-
merosity during both the color- and the
numerosity-discrimination tasks but in-
dependent of whether numerosity was
behaviorally relevant or not. This also
suggests that numerosity selectivity in VIP evolves along the vi-
sual pathway through a bottom-up process not requiring top-
down modulation by the PFC [36]. This is in agreement with
the observation that, sometimes even in trained animals, parietal
signals of visual categories do not arise as a result of feedback
from PFC [34]. Response latency data support this hypothesis
because neurons in the intraparietal cortex represent their
preferred numerosity on average about 50 ms earlier than PFC
neurons, both in numerically naive [5] and numerically trained
monkeys [37, 38]. Collectively, this suggests that sensory repre-
sentations of numerosity are rapidly and automatically encoded
in VIP, irrespective of task demands. Of course, this is not to say
that VIP neurons cannot be modulated whenever numerical in-
formation needs to be processed according to the rules of other
cognitive control functions.
In contrast to VIP, active discrimination of set size significantly
enhanced the representation of numerosity in PFC. Surprisingly,
this enhancement was onlymodestly based on an increase in the
frequency of selective neurons but rather caused by a higher
quality of numerosity encoding by a relatively stable set of
numerosity-selective neurons. This relevance-induced improve-
ment in numerosity discriminability of PFC neurons was primarily
found in BS (putative pyramidal) neurons. This suggests a prefer-
ential modulation of BS neurons with active numerosity process-
ing and corresponds with our previous finding that putative
pyramidal cells showed a higher degree of numerosity selectivity
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[23]. BS neurons in PFC also seem to contribute to other PFC
functions, such as learning to memorize stimuli [14], motion
discrimination [26], and decision making [39]. Sensory prefrontal
neurons are also differentially affected by dopaminergic modula-
tion [24, 40].
Our results contrast activity changes found in ventral PFC of
monkeys before (i.e., during passive fixation) and after training
on a spatial working memory task. Qi et al. [14] observed a
doubling of the proportion of activated neurons (from 10% to
20%) but also a degradation of the neurons’ stimulus selectivity
after training. In our study, however, we witnessed only a very
moderate increase of the proportion of numerosity-selective
neurons but a clear enhancement of the coding quality of such
neurons after numerosity training. A possible explanation for
this discrepancy may include differences in the discriminative
stimulus (numerical versus spatial stimulus feature) but perhaps
more importantly differences in the cognitive states themonkeys
needed to adopt, because passive fixation (as applied by Qi
et al.) demands only little attention and/or arousal compared to
an active discrimination task. We, therefore, had the monkeys
engaged in equally demanding delayed discrimination tasks
pre-training (color discrimination) and post-training (numerosity
discrimination) to exclude general internal state differences.
Our data also diverge from results obtained with perceptual
category training. Strong categorical representations of stimuli
in PFC have been described in monkeys trained to recognize bi-
nary category membership of sensory stimuli, such as ‘‘up
versus down’’ motion directions [34, 41] or ‘‘cats versus dogs’’
classes [15]. Both in IPS and PFC, such categorical discharges
are not present in naive animals but emerge with training to
encode behaviorally relevant stimulus groups. Changing cate-
gory boundaries also causes adaptive changes in PFC neurons
[15]. The encoding of numerical categories differed from these
findings because numerosity-selective neurons in the IPS and
PFC are already present in numerically naive monkeys [5] and
they exhibit a stable labeled-line code irrespective of stimulus
context (PFC) [42] or training status (current study). We suspect
that this coding stability is related to numerosities being ‘‘natu-
ral’’ categories, which—unlike arbitrary perceptual categories
that necessarily need to be conditioned—possess an inherent
meaning with permanent category boundaries. In addition (and
unlike VIP), PFC numerosity-selective neurons did experience
enhancement of coding quality. We interpret this improved
neuronal selectivity as a reflection of increased relevance of
numerical categories post-training. This improved selectivity
might help the PFC exert top-down influence on downstream
Figure 7. Change in AUC Mediated by Different Neuronal Classes
(A) PFC neurons classified into narrow spiking (NS) (black) and broad spiking (BS) (gray) by their normalized waveforms (top panel) and boxplots depicting the
AUC values (bottom panel) for the two cell classes pre-training (left) and post-training (right). The horizontal lines indicate the medians within the boxes spanning
the 25th–75th percentiles of the data. The whiskers span the 5th–95th percentiles.
(B) The same as (A) for VIP neurons.
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cortical stages and guide executive functions via numerical
information.
Quantities as Stable Natural Categories
The current data suggest that numerosity representations in the
PFC and VIP rely on a sparse code [43] with dedicated and
relatively stable ‘‘labeled lines’’ [44]. Sensory numerosity repre-
sentations in the parietal lobe seem to be largely independent
from task relevance, thus supporting the idea of a visual
‘‘number sense,’’ the faculty to perceive visual collections intu-
itively [8, 9]. Visual numerosity-selective neurons may develop
spontaneously and naturally within visual neural structures of
the primate brain, prior to learning how to use this information.
In agreement with this idea and based on psychophysical
findings, Burr and Ross [6] suggested visual numerosity as a
sensory attribute that is susceptible to adaptation just like co-
lor, contrast, or speed. Perhaps numerosity, like faces [45],
constitutes an exceptionally relevant type of information with
adaptive value. The numerical category ‘‘set size’’ could
therefore emerge as a natural category represented spontane-
ously in a dedicated parieto-frontal network. Just as face
selectivity, numerosity selectivity could potentially be present
at birth [46]. In the PFC, however, numerosity selectivity is
enhanced during explicit processing of sensory numerical infor-
mation. This plasticity potentially enables PFC networks to
emphasize behavioral relevance of numerosity during executive
functions.
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FIGURE S1, related to Figure 2 (A) De-noised regression coefficients during the pre-
training period calculated without the color predictor for the factor numerosity plotted against 
those for the factor stimulus protocol for each recorded neuron. Each dot on the plot denotes a 
PFC neuron. Correlations between coefficients are shown (p < 0.05, Pearson’s correlation 
coefficient, r) with significant correlations indicated by the green lines. (B) The same data as 
in A for the PFC neurons recorded post-training. (C) and (D) The same as (A) and (B) for 
area VIP neurons. 
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 FIGURE S2, related to Figures 2 and 3 (A) De-noised regression coefficients for the factor 
numerosity plotted against those for the factor stimulus protocol for each recorded neuron. 
Each dot on the plot denotes a PFC neuron. The numerosity-selective cells found in ANOVA 
are plotted as black squares and the correlation coefficients calculated for only the selective 
cells (shown in black) are shown (p < 0.05, Pearson’s correlation coefficient, r). The 
regression lines denote the regression calculated for the entire population (same color as dots) 
and the numerosity-selective cells (in black). (B) The same data as in A for the PFC neurons 
recorded post-training. (C) and (D) The same as (A) and (B) for area VIP neurons. 
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Table S1. related to Figure 3 
ANOVA results summarized in the table to report the percentage of cells with the various 
main effects in both recording periods. The absolute number of cells are indicated in brackets. 
 PFC VIP 
Main effects Pre 
(n = 268) 
Post 
(n = 245) 
Pre 
(n = 238) 
Post 
(n = 231) 
Color 10% (26) - 12% (29) - 
Stimulus Protocol 4% (10) 8% (19) 5% (12) 6% (13) 
‘Pure’ protocol 2% (5) 2% (4) 3% (8) 5% (11) 
Numerosity 
(with interactions) 
14% (38) 20% (50) 13% (32) 11% (26) 
‘Pure’ numerosity 10% (28) 13% (33) 10% (24) 10% (22) 
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SUPPLEMENTAL EXPERIMENTAL PROCEDURES 
Experimental setup 
Two male rhesus monkeys (Macaca mulatta) weighing between 5.5 to 6.3 kg served as 
subjects for this study. The animals were seated inside primate chairs in a chamber 57 cm 
away from a 15" flat screen monitor (with a resolution of 1,024 by 768 pixels and a refresh 
rate of 75 Hz). The NIMH Cortex program was used to present the stimuli and monitor 
ongoing behavior. The monkeys' eye gaze was tracked by an Infrared eye tracking system 
(ISCAN, Cambridge, MA). All data analysis was performed using the MATLAB 
computational environment (Mathworks). 
 
Behavioral task 
The basic task design stayed the same for both recording phases: pre and post training. The 
monkeys performed a delayed match-to-sample task (Figure 1A) with different matching 
rules for the two phases. We compared coding in monkeys that were actively engaged in 
discrimination tasks both pre and post numerosity training (rather than comparing passive 
fixation versus numerosity discrimination) in order to have the monkeys in similar attentive 
states while comparing active neurons in cognitive brain areas, and to have the monkeys pay 
attention to the dot stimuli. The trial was initiated by the monkeys holding a response bar and 
fixating within 3.5° of visual angle of a central fixation target throughout the trial. Upon 
successful fixation for 500 ms, the sample stimulus was shown for 800 ms, followed by a 
delay period of 1000 ms without a stimulus. After the delay, a dot display (test1) was 
presented which in 50 % of the trials (match) had the same color (pre-training)/number (post-
training) as the sample and required the monkey to release the response bar to receive a fluid 
reward. In the other 50 % of the trials (non-match), the first test display showed a different 
color (pre-training)/number (post-training); in this case the monkey had to hold the response 
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bar and wait for the second test (test2) that always matched the sample in color/number to 
release the bar. Based on this task design, chance performance was 50 % correct trials. 
 
Stimuli and matching rule in Pre-training color phase 
The visual stimuli were colored dot (diameter range from 0.5° to 0.9° of visual angle) displays 
(only one color per stimulus) on a gray background circle (diameter - 6° of visual angle). Five 
colors (red, blue, green, yellow, purple) were chosen for maximum discriminability. The 
luminance values of the dot colors were Red = 0.63 cd/m2, Blue = 0.37 cd/m2, 
Green = 1.63 cd/m2, Yellow = 4.12 cd/m2, Purple = 1.75 cd/m2. All colors were presented in 
displays containing either one, two, three, four or five dots. These dot patterns were generated 
using a custom-written MatLab script (The Mathworks, Natick, MA). These routines enabled 
generation of new stimulus sets for each recording session. Moreover, this software provided 
for the control of visual parameters of the dot-patterns. For the standard stimuli, each stimulus 
contained a defined set of colored dots that appeared at randomized locations within the gray 
background circle. The diameter of each dot was randomly varied within a given range. To 
prevent the monkeys from memorizing the visual patterns of the displays, each quantity was 
tested with many different images per session and the sample and test displays that appeared 
on each trial were never identical. In addition to the standard stimuli, control stimuli 
controlling for the spatial low-level visual features, ‘total dot area’ (total area of all items in a 
display equated for all stimuli in a trial) and ‘dot density’ (same mean density of dot patterns 
for all stimuli in a trial) were employed in each session (Figure 1B). The matching rule in the 
pre-training phase was color and the monkeys were required to match the color of the sample 
stimulus to the test stimuli presented. During training (before recording began), both 
numerically congruent and numerically incongruent stimuli were used as non-match stimuli. 
The numerically incongruent trials were removed for recording to end up with a viable 
number of conditions with many trial repetitions for stable statistical analyses and to have a 
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consistent trial layout with the post-training phase. All parameters (colors, numerosities, 
stimulus protocols, match versus non-match trials, etc.) were balanced and pseudo-randomly 
presented to the monkeys. 
 
Stimuli and matching rule in Post-training numerosity phase 
We trained the same monkeys to discriminate numerosity in a delayed match-to-sample 
design. The visual stimuli were similar to those used in the pre-training phase except for one 
crucial difference: the dots were uniformly black in color. Luminance levels of the dots 
changed slightly from pre to post-training due to removal of color. The luminance of the black 
we used for the dots was 0.19 cd/m2.The matching rule in the post-training phase was 
numerosity and the monkeys were required to match the number of dots in the sample 
stimulus to those in the test stimuli presented. Color was not returned to the post-training 
protocol to avoid Stroop-like effects. All parameters (numerosities, stimulus protocols, match 
versus non-match trials, etc.) were balanced and pseudo-randomly presented to the monkeys. 
 
Evaluation of putative numerosity discrimination prior to training 
We also tested whether the monkeys might have learned to discriminate the behaviorally-
irrelevant stimulus dimension ‘numerosity’ in the pre-training phase. For monkey L, blocks 
(40 trials, 8 trials per numerosity, pseudo-randomized) of pure numerosity stimuli (only black 
dots, all other parameters as in the color task) were inserted during the ongoing color 
discrimination task in two sessions; rewards were delivered following correct numerosity 
matches. The same procedure was applied for monkey S, except that individual pure 
numerosity trials were randomly interspersed among ongoing color trials; all trials were 
rewarded irrespective of response. These tests were done immediately after the end of the pre-
training recording sessions in both monkeys. Percentage correct performance to each 
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numerosity was tested by a binomial test (p < 0.05). The data (Figure 1D, empty bars) 
showed that neither monkey was able to discriminate numerosity. 
 
Surgery and neuronal recordings 
The animals were implanted with a head bolt to allow immobilization of the head during 
training so that eye movements could be monitored. After the animals reliably discriminated 
the color of the items in the delayed match-to-sample color task, two recording chambers 
were implanted over the right lateral prefrontal cortex, centered on the principal sulcus and 
the right intraparietal sulcus guided by anatomical MRI and strereotaxic measurements. All 
surgeries were performed under sterile conditions while the monkeys were under general 
anesthesia and the monkeys received antibiotics and analgesics post-procedure.  
 
Neuronal recordings were made from the two monkeys while they performed the task using 
arrays of up to eight tungsten micro-electrodes attached to screw micro-drives in a grid with 1 
mm spacing. Neurons were not pre-selected for any sensory or task-related parameter. To 
access area VIP, recordings were made exclusively at depths ranging from 9 to 13 mm below 
the cortical surface and the presence of visual and somatosensory responses was tested 
qualitatively. Electrophysiological signals were amplified and filtered and waveforms of 
action potentials sampled at 40 kHz from each channel were stored to disk. Single unit 
separation was performed offline based on waveform characteristics (Offline Sorter, Plexon 
Systems). Timestamps of trial events and action potentials were extracted for analysis. Only 
single units that exhibited a sufficient discharge rate (> 1 Hz) during the relevant trial phases 
and were recorded for at least 30 trials per condition were analyzed. All experimental 
procedures were in accordance with the guidelines for animal experimentation approved by 
the Regierungspräsidium Tübingen, Germany. 
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Behavioral data analysis 
For the color discrimination task, the percent correct performance for each color in each 
session was calculated, averaged across all sessions, and statistically verified using a binomial 
test. To test numerosity discrimination, percent correct performance was calculated for each 
sample numerosity and again analyzed with a binomial test. 
 
Population analysis 
We used multivariate linear regression to be able to look at the whole population and to 
determine how the various task variables affect trial-by-trial responses of each cell. To do 
this, we followed a method described by Mante et al, 2013 [1]. We computed the firing rates 
in the 800 ms sample period in a 50 ms sliding window moved in 50 ms steps, offset by 50 ms 
for parietal units and 100 ms for prefrontal units, for all correct trials. The firing rates of all 
the cells were z-scored by subtracting the mean response from the firing rate for each window 
and in each trial and then dividing by the standard deviation. The z-scored firing rates (r) can 
be represented as a linear combination of the task variables for every neuron (n) at time (t) for 
any trial (x) can be described as follows: 
Pre-training – 
 
Post-training – 
 
where x takes the identifier of every trial variable for that trial. For the color and number 
variables, color (x) and number (x) take a value between 1 and 5 indicating the preference of 
the neuron (1 to the trial with the most preferred color or number and 5 to that with the least 
preferred color or number). The stimulus protocol was denoted by the values 1 or 2. The 
preferences were determined by comparing the average firing rate for the entire sample period 
calculated across all trials. Thus, we have for each neuron, a matrix Xn with the columns 
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corresponding to the trial-by-trial values of the task variables, the last column containing 
ones. We additionally calculated a model for the pre-training phase without the color 
predictor. 
The regression coefficients β calculated in this fashion, describe how much the trial-by-trial 
firing rate of neuron (n) at a given time (t) during the trial depends on the corresponding task 
variables (v):  
 
where βn,t is a vector describing the regression coefficient for each task variable of length 
Ncoef, X is the matrix with trial by trial values of each task variable for that trial (Ncoef X Ntrial) 
and the corresponding trial-by-trial firing rates contained in r. 
We further de-noised the population regression coefficients using principal component 
analysis (PCA) and used it to compare our populations on only the first 12 principal 
components (PCs). To do this, we first obtained a de-noising matrix D of size Nunit X Nunit 
from the data matrix consisting of smoothed, z-scored population vectors in response to the 
various combinations of task variables in time: 
  
where vector va describes the PCs of the data and D combines the contribution of the first 12 
PCs. 
We then de-noised each vector of β by projecting it into the subspace spanned by the first 
Npca = 12 principal components and removing the components lying outside this subspace: 
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where βpca is a set of vectors for each task variable v and each time t of length Nunit. We can, 
thus, plot these de-noised regression coefficients for the task variables influencing pre-
training and post-training data in our populations. In particular, we tested the correlations 
between the de-noised regression coefficients of stimulus protocol against numerosity to see if 
the same neurons are influenced by the factors tested. 
Neuronal data analysis 
To examine the neuronal selectivity for numerosity before and after training, we analyzed 
discharge rates during sample numerosity presentation in an 800 ms window. By default, the 
800 ms windows of the sample phase were offset by 50 ms for area VIP cells and by 100 ms 
for PFC cells to account for typical response latency of these cells. The selectivity of a neuron 
for a feature of the sample stimulus, a multiple factor ANOVA (criterion p < 0.01; interaction 
model) was calculated using single-trial discharge rates for each cell in the analysis window. 
Only correct trials were used in all neuronal analyses. The main factors pre-training were 
‘stimulus protocol’ (standard or control), ‘sample color’ (red, blue, green, yellow, purple) and 
‘sample numerosity’ (one, two, three, four, five). The main factors post-training were simply 
‘stimulus protocol’ and ‘sample numerosity’. Each neuron’s discharge rates were tested only 
once, no multiple comparisons were applied. Only neurons with a minimum of 30 stimulus 
presentations per numerosity were taken into account. The neurons’ tuning functions were 
obtained by simply plotting the trial-averaged firing rates against the numerosity. To derive 
averaged numerosity tuning functions, those of individual neurons were normalized by setting 
the maximum activity to the most preferred numerosity as 100% and the activity to the least 
preferred quantity as 0% and pooling those individual tuning curves for each sample 
numerosity. Normalized-to-baseline firing rates for the numerosity-selective cells were 
obtained by subtracting the average firing rate during 300 ms of the fixation period from the 
firing rate during the sample phase and dividing by the standard deviation during the fixation 
period.  
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To quantify the effects of the varying stimuli on the neuronal firing rates, we calculated a 
ω2 PEV measure. This measure is derived from an ANOVA and reflects how much of the 
variance in a neuron’s firing rate can be explained by the various factors in a stimulus set. In 
our case, we derived this from a two-way ANOVA with the factors sample numerosity and 
stimulus protocol. We calculated the ω2 PEV over the entire sample period as well as in 
100 ms windows moved in steps of 20 ms over the sample period (Figure 5). 
We also calculated a receiver operating characteristic (ROC) curve [2] to evaluate the 
stimulus discriminability by the numerosity-selective cells. The true positive rate (firing rate 
in response to the preferred numerosity) and false positive rate (firing rate in response to the 
least preferred numerosity) were calculated for each neuron to generate the ROC curve. The 
area under the ROC curve was then calculated for each neuron to arrive at the AUC values. 
An AUC value of 0.5 describes no discrimination and a value of 1 describes perfect 
discrimination. The area under the ROC curve represents the probability that an ideal observer 
can discriminate between the two distributions based on the trial-by-trial firing rate.  
 
Waveform analysis 
We also categorized the recorded single units into narrow-spiking (NS) and broad-spiking 
(BS) neurons based on their waveforms. For each single unit, we saved the template 
waveform using Plexon Offline Sorter. We included only the cells with a crest followed by a 
trough after reaching the threshold voltage i.e. cells with a trough that occurred within 200-
400 µs of reaching threshold and did not have a crest within 300 µs of reaching the threshold. 
We normalized the waveforms to the difference between the maximum amplitude and the 
minimum amplitude and aligned them to their troughs. We then entered the waveforms 
through a linear classifier (k-means; k = 2, squared Euclidean distance) to cluster the cells into 
two categories: narrow-spiking (NS) and broad-spiking (BS) such that the units with smaller 
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mean widths constituted the narrow-spiking cluster and those with larger mean widths 
constituted the broad-spiking cluster. 
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Study 3: Visual receptive fields in the fronto-parietal network
Viswanathan, P., Nieder, A. (under review). Comparison of visual receptive fields in
the dorsolateral prefrontal cortex (dlPFC) and ventral intraparietal area (VIP) in
macaques.
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ABSTRACT  
The concept of receptive field (RF) describes the responsiveness of neurons to sensory space. 
Neurons in the primate association cortices have long been known to be spatially selective 
but a detailed characterization and direct comparison of RFs between frontal and parietal 
association cortices is missing. We sampled the RFs of a large number of neurons from two 
interconnected areas of the frontal and parietal lobes, the dorsolateral prefrontal cortex 
(dlPFC) and ventral intraparietal area (VIP), of rhesus monkeys by systematically presenting 
a moving bar during passive fixation. We found that more than half of neurons in both areas 
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showed spatial selectivity. Single neurons in both areas could be assigned to five classes 
according to the spatial response patterns: few non-uniform RFs with multiple discrete 
response maxima could be dissociated from the vast majority of uniform RFs showing a 
single maximum; the latter were further classified into full-field, and confined foveal, 
contralateral and ipsilateral RFs. Neurons in dlPFC showed a preference for the contralateral 
visual space and collectively encoded the contralateral visual hemi-field. In contrast, VIP 
neurons preferred central locations, predominantly covering the foveal visual space. Putative 
pyramidal cells with broad spiking waveforms in PFC had smaller RFs than putative 
interneurons showing narrow spiking waveforms, but distributed similarly across the visual 
field. In VIP, however, both putative pyramidal cells and interneurons had similar RFs at 
similar eccentricities. We provide a first, thorough characterisation of visual RFs in two 
reciprocally connected areas of a fronto-parietal cortical network. 
 
INTRODUCTION 
The region of sensory space within which a stimulus can modulate a neuron’s response 
circumscribes the receptive field (RF) of that neuron (Hubel & Wiesel, 1962). For neurons in 
primary sensory areas, this region is described quite simply by the sensory receptors that 
relay information to it. Higher association areas that receive information from lower areas are 
able to integrate information across various stimulus components and can, thus, display a 
range of complexity in their RFs (Blatt et al., 1990; Avillac et al., 2005). However, neurons 
in higher association cortices, such as areas in the dorsolateral prefrontal cortex (dlPFC) and 
in the posterior parietal cortex (PPC), are not often characterised by their receptive field 
structure as they are in primary sensory cortices (Alonso, 2002; Solomon et al., 2002; 
Swadlow & Gusev, 2002; Yoshor et al., 2007; Veit et al., 2014). Most studies map either 
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dlPFC or PPC RFs coarsely and in isolation from one another to aid presentation of stimuli 
that require active discrimination or subsequent comparison.  
 
Ventral intraparietal area (VIP) of the PPC is located in the fundus of the intraparietal sulcus 
(IPS) (Colby et al., 1993). It receives visual information primarily from the middle temporal 
(MT) area and dense multi-modal input from its surrounding areas (Lewis & Van Essen, 
2000). Consequently, VIP neurons respond to visual, auditory, tactile and vestibular 
information (Bremmer et al., 2002; Avillac et al., 2005; Schlack et al., 2005). Single neurons 
in VIP have a sophisticated multi-modal representation of objects in space using different 
reference frames (Avillac et al., 2007; Zhang & Britten, 2011). During steady fixation, these 
reference frames converge allowing for different sensory modalities to be represented in a 
single frame. During movement, these reference frames are sometimes found to shift from 
eye-centred (Chen et al., 2014) to head-centred representations (Duhamel et al., 1997), 
possibly enabling spatial transformations during movement (Bremmer, 2011).  
 
Neurons in the dlPFC exhibit visual RFs (Mikami et al., 1982; Suzuki & Azuma, 1983) and 
also show multi-sensory responses (Suzuki, 1985; Romo et al., 1999; Sugihara et al., 2006; 
Nieder, 2012; Wang et al., 2015). Even the hallmark feature of prefrontal neurons: working 
memory (Fuster & Alexander, 1971; Fuster & Bauer, 1974), has a spatial component. 
Neurons have been described as having “memory fields” (Funahashi & Bruce, 1989) which 
circumscribe the area of increased delay period activity of a certain neuron to a preferred 
object when it is presented in a specific part of the visual field (Rainer et al., 1998a). Thus, 
while retaining the representation of an object, they additionally retain its location.  
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Examining RFs in both PFC and PPC together is motivated by the finding that areas of the 
PPC and dlPFC are anatomically and functionally connected (Schwartz & Goldman‐Rakic, 
1984; Pandya & Yeterian, 1991; Lewis & Van Essen, 2000). For example, temporary 
inactivation of one region changes the response properties of neurons in the other (Quintana 
& Fuster, 1999; Chafee & Goldman-Rakic, 2000). This suggests a close functional 
interdependence between the two regions that form association networks. In order to learn 
about their respective contributions, neurons in the dlPFC and intraparietal sulcus (IPS) have 
been studied together as part of a fronto-parietal network (Buschman & Miller, 2007; 
Swaminathan & Freedman, 2012; Crowe et al., 2013). The fronto-parietal network involving 
the dlPFC and the ventral intraparietal area (VIP) and is specifically implicated in the 
magnitude system in primates (Nieder & Miller, 2004; Tudusciuc & Nieder, 2009; Vallentin 
et al., 2012; Viswanathan & Nieder, 2013, 2015; Nieder, 2016). However, surprisingly little 
is known about the RFs in these areas, how they compare to the visual cortex, and how they 
compare with each other. We have recently found that the spatiotopic organisation of early 
visual cortices is no longer retained in these higher association areas (Viswanathan & Nieder, 
2017), thus, motivating the question whether the RFs in these association areas display much 
non-uniformity.  
 
Here, we investigate the spatial selectivity of neurons in the dlPFC and VIP with a moving bar 
stimulus shown at different locations on the screen while the monkeys passively fixate a central 
fixation spot. We found that a large number of neurons selectively responded to the object at 
various positions of the screen and we created receptive field maps for these neurons. We 
characterise the different types of receptive fields in the respective brain areas based on their 
structure, location and size and the different the types of neurons based on their extracellular 
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waveforms. These results provide the first and largest detailed characterisation of PFC receptive 
fields, in direct comparison with VIP receptive fields acquired simultaneously. 
 
MATERIALS AND METHODS 
Subjects and experimental setup 
Two male rhesus monkeys (Macaca mulatta) weighing between 5.5 and 6.3 kg were used for 
this experiment. All experimental procedures were in accordance with the guidelines for 
animal experimentation approved by the national authority, the Regierungspräsidium 
Tübingen, Germany. The monkeys were socially housed, in groups of 2 to 4. During 
experiments, the monkeys sat in primate chairs within experimental chambers and received 
fluid rewards. The monkeys were positioned 57 cm from a 15″ flat screen monitor with a 
resolution of 1024 by 768 pixels and a refresh rate of 75 Hz. We used the NIMH Cortex 
program to present the stimuli, monitor the behaviour and collect behavioural data. Cortex 
communicated with an infrared tracking system (ISCAN, Cambridge, MA) to monitor the 
monkeys’ eyes and collect eye-tracking data. All data analysis was performed using custom-
written scripts in the MATLAB computational environment (Mathworks).  
 
Surgery and electrophysiological recordings 
First, the monkeys were implanted with a head bolt to allow monitoring of eye movements 
during the task. After training on the behavioural tasks, we implanted recording chambers 
over the right dorsolateral prefrontal cortex, centred on the principal sulcus, and the right 
intraparietal sulcus guided by anatomical MRI and stereotaxic measurements (Fig. 1A and 
Fig. 3). The surgical procedures were performed under sterile conditions. Anaesthesia was 
induced by ketamine hydrochloride (10 mg/kg) and xylazine (5 mg/kg). For maintenance of 
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anaesthesia, we used nitrous oxide and isoflurane, monitoring the levels and vital signs 
during the procedure. The monkeys received post-surgical analgesics and antibiotics. The 
recording chambers were sealed with sterile caps and cleaned regularly with antiseptic 
washes. 
For the recordings, we used arrays of eight glass-coated tungsten microelectrodes (Alpha 
Omega Ltd., Israel) attached to screw micro-drives in a grid with 1 mm spacing. For PFC 
recordings, we recorded from neurons as soon as we entered cortex (Fig. 3A and B). For VIP 
recordings, we lowered the electrodes to depths of 9 to 14 mm from the cortical surface 
(Fig. 3C and D). The electrophysiological signals were amplified, filtered and waveforms of 
the actions potentials sampled at 40 kHz from each electrode were stored (Plexon Systems, 
USA). Single units were sorted offline based on waveform characteristics (Offline Sorter, 
Plexon Systems). In all, we recorded 1186 PFC neurons and 944 VIP neurons. 
 
Behavioural task 
During the receptive field measurements, the monkeys performed a passive fixation task. 
They were rewarded for maintaining fixation on a central white square (0.10° x 0.10° of 
visual angle or dva) while a grey moving bar (3° x 0.20°) appeared on the screen at five 
successive positions on the screen (Fig. 1B) in each trial. The positions were selected pseudo 
randomly from a 10 (horizontal) x 8 (vertical) grid of positions. The moving bar covered each 
position for 1000 ms divided between 2 orientations and 2 directions of movement. First, the 
bar was oriented vertically moving left to right (0° for 250 ms), right to left (180° for 
250 ms), then oriented horizontally moving up (90° for 250 ms), moving down (270° for 
250 ms). The bar moved at a constant speed of 8° per second and covered a distance of 2° per 
sweep. The grid of locations thus covered the entire screen i.e. 30.5° x 23° of central vision. 
The monkeys were rewarded for successfully fixating the whole trial. Receptive field 
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measurement blocks were interleaved with delayed match-to-sample task blocks 
(Viswanathan & Nieder, 2013, 2015). Each recording session could yield up to 4 RF mapping 
blocks. 
 
Spatial selectivity 
Of the neurons we recorded, many of them responded to the spatial position of the moving 
bar even as the monkeys fixated the central fixation spot. To ascertain their receptive fields, 
we first tested the neurons for spatially-selective responses. We analysed the responses of all 
the neurons in the 1000 ms period that each position was tested. To account for well-known 
differences in response latencies in these two areas (Nieder & Miller, 2004; Viswanathan & 
Nieder, 2013), we delayed the onset of the analysis window for VIP neurons by 50 ms and 
for PFC neurons by 100 ms. We calculated a 3-way ANOVA on firing rates calculated in a 
250 ms period corresponding to the duration of a single bar sweep, with position, movement 
direction and orientation of the bar as factors (Rainer et al., 1998a; Romero & Janssen, 2016). 
The movement direction was applied as a nested variable of orientation. We down-sampled 
the screen into 5 zones (top left, top right, bottom left, bottom right and centre) to limit the 
levels of the variable position to 5, comparable to 4 directions and 2 orientations. We tested 
every neuron with a minimum of 2 trials per location (859 PFC neurons and 693 VIP 
neurons) and evaluated the ANOVA results with an alpha of 0.05.  
We created raw RF maps for every neuron with P < 0.05 by averaging the responses for each 
position over the 1000 ms period. To view responses at a higher resolution, we linearly 
interpolated the raw RF maps by 3-fold in both spatial dimensions, and smoothed them with a 
2D Gaussian kernel of 2 dva. We conducted a further cross-validation using these maps to 
confirm robust spatial selectivity. We created two separate RF maps for each neuron; one 
from the first half of RF trials and another from the second half of trials. We calculated a 2D 
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cross-correlation between the two maps created for each neuron and compared this against a 
distribution of 2D cross-correlations calculated from 1000 shuffles of each half map. 
 
where Half1 is the map created from the first half of trials and Half2 is the map created from 
the second half of trials. The means of the maps are subtracted before summing them over the 
horizontal, h and vertical, v dimensions. Only if the true correlation across halves of trials lay 
above the 95th percentile of the distribution of surrogate correlations (one-tailed, P < 0.05), 
we accepted the neuron and its RF map into further analysis.  
 
Strength of spatial selectivity 
Using these spatially selective neurons, we created average maps for each area. We also 
created normalised maps for each neuron by dividing the RF map by the maximum of each 
map. We then averaged the normalised maps of all PFC neurons and all VIP neurons (Rainer 
et al., 1998a) to quantify the strength of spatial modulation in each area. 
We calculated an omega-squared (Y2) value for each neuron. This estimates how much of the 
variance in the trial-by-trial firing rates could be explained by the position of the bar stimuli 
on the screen. It is derived from a one-way ANOVA with the factor position over the entire 
1000 ms of stimulation at each position. 
A selectivity index (SI) helped to compare the response of each neuron within its RF and 
outside its RF and was calculated using: 
 
where FRmax is the maximum firing rate of the neuron and FRmin is the minimum firing rate 
of the neuron. The SI can have values between 0 and 1. Values close to 1 indicate high spatial 
selectivity and very low responses to areas outside the RF. 
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Characterisation of receptive fields 
We found 5 possible classes of receptive fields which could be separated based on the 
uniformity, size and location of responses. To separate them in an unbiased manner, we 
normalised each map to the maximum across positions for that neuron. Some neurons 
showed multiple local maxima of more than 9° and we characterised these as non-uniform 
(threshold = 98% of maximum). For the remaining neurons, the receptive field could simply 
be described as the contiguous area that activated the neuron to more than half of its maximal 
response (Rainer et al., 1998a; Romero & Janssen, 2016). However, a subset of these neurons 
had receptive fields that spanned more than 75% of the screen showing very small local 
minima. We considered these neurons to be full-field neurons. We classified the remaining 
neurons with confined fields according to where their maxima lay on the horizontal axis of 
the visual field, contralateral visual field, foveal or ipsilateral visual field. We confirmed that 
classifying them according to the centre of mass i.e. the geometric centre weighted by the 
activity, yielded quantitatively similar results as classifying them using the location of the 
maxima.  
To reliably calculate RF eccentricities, we limited our analysis to neurons whose receptive 
fields were uniform, but not full-field. We calculated the Euclidian distance of the RF 
maxima from the central fixation point as the RF eccentricity. Calculating the Euclidian 
distance between the centre of mass of the RF and the fixation point yielded similar results. 
Our calculation of RF sizes further took into account that not all RFs were within the screen. 
Some neurons seemed to have RFs that began at the edges of the screen and possibly 
extended to visual space outside it. So, we limited our calculation of RF sizes to neurons with 
screen-limited RFs. We did not fit a shape to the receptive field to allow for complex, non-
Gaussian shapes as can be expected from such associative areas. The RF of the neuron was 
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the area of the map that displayed activity > 0.5 of maximal response. The RF size was thus 
the square root of the total degrees of visual angle it spanned. 
We use the Kolmogorov-Smirnov test to compare the distributions of RF eccentricity and 
size. We use the non-parametric Mann-Whitney U test to compare the central tendencies (the 
medians) of RF eccentricity and size across areas and judged the results with an alpha of 0.5. 
All tests, unless specified, are two-tailed. 
 
Receptive fields of neuronal classes 
We classified the recorded single units into putatively interneuron (narrow-spiking, NS) and 
pyramidal (broad-spiking, BS) neuronal classes based on their extracellular waveforms 
(Diester & Nieder, 2008; Viswanathan & Nieder, 2015). We saved the template waveforms 
for each single unit but only classified those that had a classic downward deflection upon 
reaching threshold followed by an upward peak (1951/2130 neurons). The troughs occurred 
between 200 to 400 μs and the crests only after 300 μs. We normalised the waveforms to the 
difference between the maximum amplitude and the minimum amplitude and aligned them to 
their troughs. We then entered the waveforms through a linear classifier (k-means; k = 2, 
squared Euclidian distance) to cluster the cells into two categories: narrow-spiking (NS) and 
broad-spiking (BS) such that on average, the units with smaller widths constituted the 
narrow-spiking cluster (537 neurons) and those with the larger widths constituted the broad-
spiking cluster (1414 neurons) (Fig. 8A and B). 
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RESULTS 
Single neurons in PFC and VIP exhibit visual RFs 
We simultaneously recorded single-cell activity in the dorsolateral prefrontal cortex (dlPFC) 
around the principal sulcus (PS) and in the ventral intraparietal area (VIP) in depths of the 
intraparietal sulcus (IPS). The recordings were made in the right hemisphere of two monkeys 
performing a simple passive fixation task (Fig. 1A). While the monkeys fixated a central 
fixation target, a moving bar was presented at various locations of the screen (Fig. 1B). In 
response to this simple stimulus, many dlPFC and VIP neurons fired action potentials when 
the stimulus was at certain positions in the visual field. We collected firing rates for each of 
the 80 positions investigated over multiple trials (Fig. 1C and F). Activity was then averaged 
across trials (Fig. 1D and G) to create receptive field (RF) maps (Fig. 1E and H) for every 
spatially-selective neuron.  Figure 1C-E displays a dlPFC neuron with selective increases in 
firing rates whenever the bar was presented to the left of the fixation target, i.e. this neuron 
had a large RF in the contralateral visual hemi-field because all recordings were made from 
the right hemisphere. In contrast, a representative VIP neuron (Fig. 1F-H) only responded to 
bars in a very confined visual region about 5 deg below and 2 deg right from the fixation 
target, or visual fovea, respectively. This resulted in a small and strongly spatially selective 
RF in this VIP neuron.  
 
We statistically tested neuronal selectivity to the moving bar by calculating a 3-way ANOVA 
with “position”, “movement direction” and “orientation” as main factors. The highest 
proportion of neurons was selective to bar position than the other main factors (P < 0.05). In 
the dlPFC, 64% (545/859) of the neurons showed a stimulus position effect. In VIP, 69% 
(480/693) of all neurons were spatially-tuned. Neurons in both areas were also tuned to the 
movement direction and orientation of the bar. In dlPFC, 39% (332/859) and 44% (374/859) 
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neurons were selective for direction and orientation, respectively. In VIP, 46% (317/693) and 
44% (307/693) of neurons were selectively tuned to the direction and orientation. We cross-
validated the RFs of spatially-tuned neurons to ensure that their responses were robust and 
stable in time (Viswanathan & Nieder, 2017). To that aim, we created two separate RF maps 
for every neuron from half the trials each and calculated the 2D correlation coefficient 
between them. We compared the neuron’s true correlation coefficient against a distribution of 
coefficients obtained from correlating shuffled surrogates (one-tailed, P < 0.05). Half of the 
dlPFC neurons (50%, 425/859) passed both the ANOVA test and the 2D correlation-criterion 
and henceforth constituted the population of dlPFC neurons with a visual RFs (Fig. 2A). The 
same criterion applied to the VIP resulted in 57% (396/693) of VIP neurons showing a robust 
visual RF (Fig. 2B). Only these neurons and their RFs were used in further analyses. The 
proportion of neurons showing visual RFs was higher in VIP compared to dlPFC (F2 = 9.05, 
P = 0.003). 
 
To find out whether the population of neurons in PFC and VIP cover the visual field evenly 
or rather show spatial preferences, we examined the distribution of the RFs across the visual 
fields. We found that most PFC neurons had their RF maxima in the visual hemi-field 
contralateral to the recorded hemisphere, i.e. covered predominantly the left visual hemi-field 
for recording sites in the right hemisphere. (Fig. 2C). The largest number of neurons 
(n = 132) in PFC had their RFs between -10˚ and -17˚ on the horizontal axis. In VIP, on the 
other hand, most neurons had their RFs clustered around the fovea with a bias towards the 
contralateral hemi-field (Fig. 2D). The neurons (n = 154) were maximally clustered between 
-3˚ and -10˚ on the horizontal axis. 
We reconstructed the recording sites and examined the topographic layout of RFs (Fig. 3). In 
PFC, our recordings sites mostly spanned the dorsal and ventral parts of the prearcuate gyrus 
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in both monkeys (Fig. 3A and B). We normalised each RF map to its maximum and averaged 
all such maps obtained at each recording site. We did not observe a topographic difference in 
the kinds of RFs. In the VIP, our recordings were in the depth of the intraparietal sulcus, 
starting at 9mm from the cortical surface and exploring up to 14mm into the banks of the IPS 
in both monkeys (Fig. 3C and D). The averaged maps at each site again show no topographic 
organisation. 
In order to visualize how the entire population of neurons in the respective brain areas would 
encode the visual space as a whole, we created average RF maps. First, we constructed such 
maps by averaging the absolute firing rates of individual neurons, which emphasized the 
contribution of the neurons with strong spatial firing rate modulation. The population of 
dlPFC neurons responded more strongly to the contralateral visual hemisphere with an 
emphasis on the lower quadrant (Fig. 4A). In contrast, VIP neurons displayed strongest 
responses around the central fixation area with a bias towards the contralateral hemi-field 
(Fig. 4B).  
 
The average RF maps might be dominated by neurons with particularly high firing rates. In 
fact, VIP neurons displayed on average higher firing rates than dlPFC neurons 
(meanPFC = 5.1Hz, meanVIP = 6.8Hz; Mann-Whitney U test, Z = -2.8, P = 0.005). To weigh 
the contribution of individual neurons equally and irrespectively of their absolute firing rates, 
we constructed normalized average RF maps for dlPFC and VIP by normalizing the response 
of each neuron relative to its maximum activity. After normalization, the population RF map 
in VIP still shows a predominantly foveal focus with a bias towards the contralateral hemi-
field (Fig. 4D). In the PFC, however, the representation of visual space (based on spatial 
activity modulation) became much more evenly distributed across the entire visual field, with 
a mild over-representation of the contralateral hemi-field (Fig. 4C). We quantified the 
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strength of spatial modulation in the population of selective neurons by calculating the Y2 
value. The measure describes how much of the variance in the firing rate of a neuron was 
explained by the explanatory variable, stimulus location. On average, 9% of the variance in 
PFC neuronal activity was explained by the spatial position while as much as 11% of the 
variance in VIP neuronal activity was explained by bar location. This difference in Y2 was 
highly significant (Mann-Whitney U test, Z = -4.2, P < 0.0001). A comparison of modulation 
of firing rates by the RF showed that VIP neurons had slightly higher selectivity indices than 
PFC neurons (medianPFC = 0.889, medianVIP = 0.894; Mann-Whitney U test, Z = -2.16, 
P = 0.03). 
 
Classes of receptive fields 
The detailed RF maps we created helped to characterise the selective responses of the 
neurons and examine the structures of RFs. The RFs could be assigned to five classes 
(Romero & Janssen, 2016) in both dlPFC and VIP (Fig. 5). We found 44 dlPFC and 38 VIP 
neurons that had multiple discrete maxima and classified them as non-uniform RFs (Fig. 5A 
and B). The rest of the neurons could be described as uniform RFs. However, a small 
proportion of neurons, 23 PFC neurons and 34 VIP neurons, respectively, showed full-field 
activity with the RF covering more than 75 % of the visual field on the screen (Fig. 5C and 
D). The frequencies of these classes of RFs were indistinguishable between  areas (F2 = 2.39, 
P = 0.12). The rest of the neurons had uniform, confined receptive fields located either in the 
contralateral (i.e. left) visual field (Fig. 5E and F), foveally (central) (Fig. 5G and H) or in 
the ipsilateral (i.e. right) visual field (Fig. 5I and J). The frequency counts of the various 
types of RFs are shown in Figures 6A and B for areas dlPFC and VIP, respectively. Note that 
dlPFC exhibited a much higher frequency of contralateral RFs than VIP (F2 = 17.22, 
P < 0.0001) In contrast, VIP contained a higher number of neurons with foveal RFs (F2 
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= 21.17, P < 0.0001). The frequency of ipsilateral RFs between the two areas, however, were 
indistinguishable (F2 = 0.92, P = 0.34).  
 
Receptive field eccentricity and size 
A characteristic aspect of receptive fields is their eccentricity from the fovea, measured as the 
Euclidean distance between the RF maxima and the centre. When we estimated this for the 
neurons with uniform, confined RFs, we found uniformly-distributed RF-eccentricities 
covering the entire monitor space between 0.1° and 18° (Fig. 7A and B). With a median RF-
eccentricity of 12°, neurons in dlPFC exhibited more eccentric RFs than VIP neurons with a 
median of 9.6° (Mann-Whitney U test, Z = 3.49, P < 0.001).  
 
We measured the receptive field sizes of the neurons whose RFs were confined. Non-uniform 
or uniform full-field RFs were therefore excluded. Further, 80% (286/358) PFC neurons and 
74% (241/324) VIP neurons had RFs that were confined but extended beyond the borders of 
our measurement. We excluded such neurons to limit our calculation of RF sizes to neurons 
whose fields were limited to the screen. The RF size of such screen-limited neurons was the 
square root of the area with half-max activity. For both dlPFC and VIP, this yielded RF sizes 
between 3.7° and 13.8° (Fig. 7C and D). The distributions of RF sizes, however, were 
significantly different in the two areas (Kolmogorov-Smirnov test for unequal cdfs = 0.29, 
P = 0.003), with larger RF sizes in VIP than those in dlPFC (medianPFC = 6.3°, 
medianVIP = 7.5°; two-sided Mann-Whitney test, Z = -3.18, P = 0.002). 
 
Receptive fields properties by neuron types  
As different neuronal subtypes might well exhibit characteristically different receptive fields, 
we sorted the recorded neurons into putatively pyramidal (broad-spiking, BS) and 
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interneuron (narrow-spiking, NS) classes based on their waveform widths (Fig. 8A and B) 
(Swadlow & Weyand, 1987; Constantinidis & Goldman-Rakic, 2002; Diester & Nieder, 
2008; Viswanathan & Nieder, 2015, 2017).  
In terms of RF eccentricity, both BS neurons and NS neurons in dlPFC displayed similar 
eccentricities (Fig. 8C). Median BS neurons had fields located 11.9° from the centre and 
median NS neurons at 12.4° (Mann-Whitney U test, Z = 0.58, P = 0.56). This was also the 
case for VIP eccentricities (Fig. 8D). BS neurons had a median eccentricity of 11.2° and NS 
neurons, 9.1° (Mann-Whitney U test, Z = 0.86, P = 0.39). 
When comparing sizes of screen-limited RFs within dlPFC, we found that BS neurons 
displayed smaller RFs than NS neurons (Fig. 8E). BS neurons had receptive fields of a 
median 6.1° and NS neurons, 8.7° (Mann-Whitney U test, Z = -2.33, P = 0.02). In VIP, 
however, we found no significant differences between the two neuronal classes in field size 
(Fig. 8F) Both BS neurons and NS neurons had a median RF size between 7.2° and 8.3° 
(Mann-Whitney U test, Z = -1.81, P = 0.07). 
 
DISCUSSION 
While monkeys fixated passively, we found that more than half of the recorded dlPFC and 
VIP neurons responded selectively to a moving bar presented at various locations of the 
screen. VIP neurons displayed larger RFs that were more foveally located than PFC receptive 
fields, which were more contralateral. Additionally, VIP neurons were more strongly 
modulated by position than PFC neurons. Finally, putative inhibitory neurons in PFC 
displayed larger RFs than excitatory neurons but across the same eccentricities while no such 
difference was seen across VIP neuronal classes. 
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Visual RFs in dlPFC and VIP during passive fixation 
Our study represents the most detailed characterisation of receptive fields in dorsolateral 
prefrontal cortex (dlPFC) and VIP, not only in the number of neurons sampled, but also in the 
resolution of mapping, i.e., 80 positions across 30.5° (horizontal) x 23° (vertical) of the visual 
field. As a result, a majority of cells in dlPFC and VIP could be activated to construct high 
resolution spatial RF maps. Bar stimuli with a higher range of sizes, speeds and directions 
(Schaafsma & Duysens, 1996; Bremmer et al., 2002; Gabel et al., 2002) might have activated 
even more neurons. Moreover, probabilistic mapping has been proposed as an efficient 
method to assess the spatio-temporal structures of frontal eye field (FEF) receptive fields 
(Mayo et al., 2015, 2016).  
 
One of the prime problems in RF mappings therefore, is that of the optimal stimulus to be 
used. This is a relatively simple issue for early visual areas, but a graver problem higher up 
the processing hierarchy. After all, neurons in the association cortices process higher-order 
information pertinent to all sorts of cognitive processing. The dlPFC, in particular, is a high-
level area that is operating at the apex of the cortical hierarchy and is renowned for encoding 
highly cognitive parameters, such as perceptual categories (Freedman & Assad, 2016), 
numerical quantities (Nieder et al., 2002; Nieder, 2012; Viswanathan & Nieder, 2013; 
Ramirez-Cardenas et al., 2016), rules (Bongard & Nieder, 2010; Eiselt & Nieder, 2013; Ott et 
al., 2014), reward contingencies (Kennerley & Wallis, 2009; Asaad & Eskandar, 2011), and 
other behavioural principles. But also VIP neurons operating slightly more upstream of the 
cortical hierarchy are well known to represent almost equally abstract concepts (Tudusciuc & 
Nieder, 2009; Nieder, 2012; Jacob & Nieder, 2014). Since both VIP and dlPFC require 
sensory input, tuning to simple stimuli must emerge due to visual input from upstream visual 
areas where neurons respond to basic features. Despite the anatomical and functional distance 
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of VIP and dlPFC from the early visual areas, it is surprising to find confined visual 
responses to basic visual parameters in these association cortices. As visual RFs in the 
association cortices are indicative of default anatomical wiring, this default wiring might be 
useful for multi-modal integration and the mapping of different reference frames onto a 
circuit. 
 
In the case of dlPFC, early studies reported confined visual responses (Mikami et al., 1982; 
Suzuki & Azuma, 1983). Neurons around the principal sulcus were responsive to a moving 
slit/dot presented foveally or para-foveally. The visual receptive fields in dlPFC thus 
recorded, were found to be largely contralateral and in strong agreement with our data though 
less was reported about their spatial structure than the latency of their responses. Neurons 
rostral to the inferior arcuate sulcus were said to have small, foveal RFs and those in the 
anterior and posterior parts of the prearcuate area had large RFs at greater eccentricities 
(Suzuki & Azuma, 1983; Riley et al., 2016). We did not find such a reliable layout of dlPFC 
RFs based on our small number of recording sites. 
 
Much more is known about the receptive fields in VIP, which is part of the cluster of IPS 
areas that constitute the termination zone of the dorsal, parietal visual stream (Mishkin et al., 
1983). For instance, RFs of many VIP neurons are not only visual, but multi-modal 
(Bremmer et al., 2002; Schlack et al., 2005), and show shifts according to different frames of 
reference (Chen et al., 2011, 2014). Still, the size and eccentricity of these fields within a 
retinotopic frame were unknown. These features of the receptive field are important as clues 
to function. For instance, lateral intraparietal area (LIP) receptive fields, on average, fall a bit 
eccentric from the fovea at about 5° (Janssen et al., 2008) while posterior anterior 
intraparietal area (pAIP) receptive fields are frequently foveal (Romero & Janssen, 2016). It 
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has been proposed that this difference reflects the role of LIP in saccade movements and of 
pAIP in grasping as objects are often foveated before successful grasping (Blatt et al., 1990; 
Ben Hamed et al., 2001). VIP receptive fields in our study are much more reminiscent of AIP 
RFs than those of LIP in their spans and possibly reflect the role of VIP in multi-sensory 
integration and transformations (Bremmer et al., 2002; Schlack et al., 2005; Zhang & Britten, 
2011). 
 
From passive to active vision 
The dlPFC and VIP are part of the frontal and parietal association cortices, respectively. As 
such, they show non-canonical circuit properties characteristic of the association cortices 
(Goldman-Rakic, 1988). Non-canonical circuits enable parallel and re-entrant processing 
required for persistent activity shown by PFC and PPC neurons during temporal delays in 
cognitive task. Because of this functionality, neurons in the association cortices are expected 
to be released from the rigid topographic layout found in early sensory areas (Galletti et al., 
1999). Indeed, we have recently demonstrated that neurons in dlPFC and VIP show 
progressively lower spatiotopy than has been reported for neurons in early visual cortices 
(Viswanathan & Nieder, 2017), dlPFC much less than VIP. Pairs of neurons recorded at the 
same electrode tip often had dissimilar or inverted RFs, contrary to the more than 80% spatial 
similarity seen in neighbouring RFs in early visual cortices (Das & Gilbert, 1997; DeAngelis 
et al., 1999).  
 
Unlike neurons in early visual areas that have to provide a veridical representation of the 
outside world, neurons in the association cortices are more related to the internal state of an 
animal. Therefore, spatial visual representations may become modulated or changed by 
cognitive factors, such as spatial attention or the grouping of objects into behaviourally 
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meaningful categories. Indeed, they have been found to shift sometimes dramatically with 
behavioural relevance in active tasks (Freedman & Assad, 2006; Viswanathan & Nieder, 
2015). When active tasks involve the discrimination of spatial features, PFC neurons encode 
the location of an object along with its identity during a matching task (Funahashi & Bruce, 
1989; Rainer et al., 1998a), or differentially encode the location of an object based on the 
ongoing task (Asaad et al., 2000). PFC neurons also shift the response field with attention 
and filter out spatial locations that are unattended (Everling et al., 2002) or non-target (Rainer 
et al., 1998b). We know that even working memory activity in PFC is shaped by the identity 
of the object as by the location of the object (Rainer et al., 1998a; Kennerley & Wallis, 2009)  
 
Areas in the parietal cortex have been mapped in tasks involving saccades (Dunn & Colby, 
2010) in order to ensure strong neuronal responses at the visual location being tested (Colby 
et al., 1996). VIP neurons also exhibit strong modulation by attentional signals (Cook & 
Maunsell, 2002). It may therefore be expected that visual RFs in the association cortex shift 
and change with cognitive demands (Ben Hamed et al., 2002; Womelsdorf et al., 2008). 
Further research would be required to show the potential flexibility of these maps during 
active spatial discrimination, or whether the receptive field structures and locations play a 
role when the animals are involved in a non-spatial task (Freedman & Assad, 2009; Ibos & 
Freedman, 2016). An ongoing task might recruit spatially selective neurons in non-spatial 
events. Since we find VIP neurons to be more strongly modulated by space than PFC 
neurons, we predict that VIP neurons would be weakly recruited when stimuli are presented 
outside of their RFs, whereas PFC neurons would be more independent from their passive, 
default RFs. 
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Pyramidal neurons and interneurons 
Pyramidal neurons and interneurons, the two major cell classes in the neocortex, sculpt 
neuronal response properties in different contexts. We have observed that putative pyramidal 
neurons in PFC showed increased modulation by the behaviourally relevant numerosity 
stimuli than interneurons (Viswanathan & Nieder, 2015). Several other studies suggest 
differential participation of prefrontal pyramidal neurons and interneurons in behavioural 
relevance (Hussar & Pasternak, 2009), in working memory (Hussar & Pasternak, 2012) and 
in learned numerosity representations (Diester & Nieder, 2008). Putative pyramidal neurons 
exhibit sharper tuning and stable representations of features while interneurons facilitate 
flexibility by responding strongly to changes in context or task demands. These differences, 
together with the observed difference in RF sizes indicate that these neuronal classes are set 
up for differential recruitment by their circuitry. Our finding of larger RFs in PFC 
interneurons might enable them to participate more flexibly in active tasks whereas smaller 
RFs in pyramidal neurons allow them to sharply distinguish stimulus features. This is 
supported by the finding that putative pyramidal neurons in area LIP were selective to fine 
features of the stimuli whereas interneurons responded strongly to target stimuli and were not 
as selective for the finer stimulus features (Yokoi & Komatsu, 2010). Differential targeting 
by different interneuron subtypes shaped persistent activity in PFC pyramidal neurons and 
lends weight to the idea of distributed roles in spatial tuning (Wang et al., 2004). Spatial 
tuning in dlPFC is significantly impaired with iontophoretic disinhibition (Rao et al., 2000). 
PFC interneurons, while similarly tuned (to similar eccentricities) as pyramidal neurons 
during sensory and delay phases shifted their tuning in response phases to opposite 
directions, exhibiting greater flexibility than pyramidal neurons (Rao et al., 1999). VIP 
neurons, whose RFs do not show a difference in sizes or eccentricities for the two neuronal 
classes, might share their task loads more equitably. 
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Understanding how different neuronal classes participate in such circuitry and how they 
represent visual space are important steps in understanding how our visual space might be 
represented in cortical circuits. Together with our recent results about the non-canonical 
arrangement about RFs in association cortices, we suggest that RFs of sensory neurons may 
play very different roles according to where in the processing streams they lie. 
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FIGURE LEGENDS 
FIG. 1. Receptive field mapping. (A) Positions of recording sites in the dorsolateral 
prefrontal cortex (dlPFC, cyan) shown in the lateral view of a rhesus monkey brain and the 
ventral intraparietal area (VIP, orange) in the depth of the intraparietal sulcus (IPS) depicted 
in a coronal section of the sulcus. LS, lateral sulcus; PS, principal sulcus; STS, superior 
temporal sulcus. (B) The receptive field mapping task began with a short fixation period of 
100 ms. Following this, a moving bar was shown in five successive positions on the screen 
while the monkeys continued to fixate centrally. The screen was divided into 80 locations 
sampled over multiple trials. Each trial of successful fixation was positively reinforced. (C) 
The trial-by-trial activity of an example PFC neuron is shown as a raster plot. Each subplot 
has trials plotted against time during the 1000 ms of stimulus presentation at that location of 
the screen. Each individual line shows an action potential fired by the neuron. (D) The trial-
averaged activity of the same neuron is shown for every location, the average discharge rate 
against time. (E) Next, the activity at each location is averaged in time to create a raw RF 
map. The raw RF map is then linearly interpolated in both dimensions and smoothed with a 
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2D Gaussian to create a high resolution RF map. The discharge rate is indicated by the 
warmth of the colour. (F) Dot raster plot for an example VIP neuron. (G) Peri-stimulus time 
histogram (PSTH) of the same neuron for every stimulus location. (H) High-resolution RF 
map for the VIP neuron. 
 
FIG. 2. Spatially-selective population and the spatial distribution of RFs. (A) Proportion of 
PFC neurons that exhibit a spatial RF; 49% of 859 neurons against the non-selective 
population depicted in grey. (B) Proportion of VIP neurons that exhibit a spatial RF; 57% of 
693 neurons against the non-selective population. (C) Distribution of the location of PFC RF 
maxima across the screen. The size of the circle reflects the number of neurons with their 
maxima at that location. (D) the same as C for VIP neurons. PFC shows a contralateral bias.  
 
FIG. 3. Recording sites in the dlPFC and VIP. (A) RF maps from the individual recording 
sites around the principal sulcus of monkey L. All the RFs recorded at each site are 
normalised individually and then averaged. AS, arcuate sulcus; sAS, superior arcuate sulcus; 
iAS, inferior arcuate sulcus; PS, principal sulcus. (B) Averaged RF maps from the individual 
recording sites in monkey S. (C) Recording sites in area VIP of monkey L on the banks of the 
intraparietal sulcus, labelled and numbered, left panel. IPS, intraparietal sulcus; CS, central 
sulcus. RF maps from each site and at the indicated depth from the cortical surface, right 
panel. (D) same as C for recording sites in monkey S. 
 
FIG. 4. Average RF maps. (A) Average of all 425 PFC RF maps as a heat map. The average 
firing rate is shown in the colour bar below. (B) Average of all 396 VIP RF maps. (C) 
Average of all PFC maps normalised individually to their maxima. The normalised firing rate 
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is shown in the colour bar below. (D) the same as C for all VIP RFs. VIP neurons show 
higher spatial modulation.  
 
FIG. 5. Characterisation of RF types. Examples of receptive field types from PFC (left 
column) and VIP (right column), presented as RF maps with the colours indicating individual 
firing rates. (A and B) Non-uniform receptive field showing >1 discrete locations with 
maximal response. (C - J) Uniform receptive fields consisting of sub-types. (C and D) Full-
field responses with more than 75% of locations with > half-max responses. (E - J) Uniform, 
confined responses. (E and F) Contralateral receptive fields with the RF maxima situated on 
the contralateral third of the screen. (G and H) Foveal receptive fields covering the central 
portion of the screen. (I and J) Ipsilateral receptive fields with the maxima situated 
ipsilaterally. 
 
FIG. 6. Frequencies of different RF types. (A) Percentage of neurons that exhibit various 
types of receptive fields in PFC, (B) and VIP. The number of neurons in each case is 
indicated above the bar. The contralateral, foveal and ipsilateral RFs constitute the uniform, 
confined population. PFC contains more contralateral RFs than VIP and VIP more foveal 
RFs. 
 
FIG. 7. Receptive field properties of confined RFs (A) Probability histograms of eccentricity 
measured in degrees of visual angle from the centre, for uniform, confined RFs in PFC, (B) 
and VIP. Vertical grey lines mark the medians of the distributions. (C) Histogram of PFC 
receptive field sizes, in dva, of neurons whose fields were uniform, confined and did not 
touch the borders of the screen (screen-limited). These could, thus, be reliably measured in 
our experiment. (D) the same as C for VIP neurons. 
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FIG. 8. Receptive field properties by neuron class (A) Classification of neuronal classes by 
waveforms; 50 randomly chosen narrow-spiking (NS) neurons are shown in grey, and broad-
spiking (BS) neurons in black. The waveforms are normalised and aligned to their troughs. 
(B) Histogram of spike widths for all NS and BS neurons with the means of both classes 
plotted as black vertical lines. (C) Probability histograms of RF eccentricity by neuron class 
in PFC, (D) in VIP. The vertical lines mark the medians of the respective distributions. (E) 
Probability histograms of RF sizes by neuron class in PFC, (F) and VIP. Dotted vertical lines 
mark the medians of the RF sizes. PFC BS neurons had smaller RFs than NS neurons (Mann-
Whitney U test, P = 0.02).  
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Visual Receptive Field Heterogeneity and Functional
Connectivity of Adjacent Neurons in Primate Frontoparietal
Association Cortices
Pooja Viswanathan and XAndreas Nieder
Animal Physiology, Institute of Neurobiology, University of Tu¨bingen, 72076 Tu¨bingen, Germany
The basic organization principles of the primary visual cortex (V1) are commonly assumed to also hold in the association cortex such that
neuronswithina cortical columnshare functional connectivitypatterns andrepresent the sameregionof thevisual field.Wemapped thevisual
receptive fields (RFs) of neurons recorded at the same electrode in the ventral intraparietal area (VIP) and the lateral prefrontal cortex (PFC) of
rhesus monkeys. We report that the spatial characteristics of visual RFs between adjacent neurons differed considerably, with increasing
heterogeneity from VIP to PFC. In addition to RF incongruences, we found differential functional connectivity between putative inhibitory
interneurons and pyramidal cells in PFC and VIP. These findings suggest that local RF topography vanishes with hierarchical distance from
visual cortical input and argue for increasinglymodified functionalmicrocircuits in noncanonical association cortices that contrast V1.
Key words: functional connectivity; prefrontal cortex; single-unit recordings; ventral intraparietal
Introduction
The receptive field (RF) of a neuron, the region of visual space
from which its response can be modulated, is one of the basic
concepts in vision research (Hubel and Wiesel, 1962). In the
primary visual cortex (V1), a visuotopic map for points in the
visual field arises from the ordered spatial arrangement of
thalamic afferent axons in the cortex (Kremkow et al., 2016).
Therefore, adjacent neurons within functional units lying per-
pendicular to the cortical surface (modules, microcolumns)
show nearly identical RF locations (DeAngelis et al., 1999). This
organization principle is commonly assumed to be realized even
in the high-level association cortices of the frontal, parietal, and
temporal lobes so that all neurons within a given microcolumn
share the representation of a region of visual field (Suzuki and
Azuma, 1983; Wilson et al., 1994; Rosa, 1997).
We tested this prediction and investigated visual RF charac-
teristics of adjacent neurons recorded at the same electrode tip in
two association brain areas, the ventral intraparietal area (VIP) in
the posterior parietal cortex, and the lateral PFC. The posterior
parietal cortex is the termination zone of the dorsal, occipitopa-
rietal visual stream that conveys motion and spatial information
from V1 via MT/MST to VIP (Mishkin et al., 1983; Kravitz et al.,
2011), which, in turn, is reciprocally connected with the PFC at
the apex of the cortical hierarchy (Lewis and Van Essen, 2000). In
agreement with such strong visual inputs, neuronal responses to
visual parameters of stimuli are readily found in both the VIP
(Colby et al., 1993; Duhamel et al., 1998; Chen et al., 2014) and
the PFC (Goldman-Rakic, 1995; O’Scalaidhe et al., 1997; Zaksas
and Pasternak, 2006), in addition to multimodal and executive
function-related signals (Fuster, 2000; Miller and Cohen, 2001;
Avillac et al., 2005, 2007; Schlack et al., 2005; Sugihara et al., 2006;
Nieder, 2012; Guipponi et al., 2013). Moreover, the VIP and PFC
are key nodes of the parietofrontal network processing numer-
ical information (Nieder, 2016; Ramirez-Cardenas et al., 2016).
Physiological parameters, such as selectivity latencies to quantity
stimuli and categorical robustness, suggest that number informa-
tion is processed hierarchically between both areas (Viswanathan
and Nieder, 2013; Jacob and Nieder, 2014). Whereas VIP seems
to be the first cortical hub extracting quantitative information,
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Significance Statement
Ourvisual field is thought toberepresentedfaithfullybytheearlyvisualbrainareas;all the informationfromacertainregionof thevisual
field is conveyed to neurons situated close together within a functionally defined cortical column. We examined this principle in the
association areas, PFC, and ventral intraparietal area of rhesusmonkeys and found that adjacent neurons representmarkedly different
areas of the visual field. This is the first demonstration of such noncanonical organization of these brain areas.
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the PFC is a putative recipient of information about numerosity.
Insights into the visual RF characteristics and wiring patterns of
adjacent neurons in the VIP and PFC could elucidate their differ-
ent roles in numerical processing. Indeed, we find considerable
incongruencies in the spatial layout and position of RFs of adja-
cent neurons, suggesting RF organization that differs not only
from that of early visual cortex, but also between these areas of the
frontal and parietal association cortex.
Differences in the spatial tuning properties of adjacent neu-
rons suggest distinct neuronal connectivity patterns in associ-
ation cortices compared with V1. The microcircuitry of V1,
formed by dedicated excitatory and inhibitory neurons, is con-
sidered canonical and is thought to generalize to other neocorti-
cal regions (Douglas and Martin, 2004). For instance, inhibitory
interneurons in local microcircuits play a major role in shaping
and often, sharpening neuronal response properties of excitatory
pyramidal projection neurons (Markram et al., 2004). However,
whether brain areas that are higher up the visual hierarchy and
display noncanonical circuit properties enabling parallel and
reentrant processing required for cognition (Goldman-Rakic,
1988), exhibit the same basic principles remains unknown. We
therefore characterized the functional connectivity between
adjacent neurons and compared it with the observed RF hetero-
geneity in VIP and PFC. To identify putative inhibitory interneu-
rons and pyramidal cells in extracellular recordings, we exploited
established action potential waveformdifferences found in PFC be-
tween pyramidal cells that tend to exhibit broad action potential
waveforms and interneurons that display narrow action potential
waveforms (Wilson et al., 1994; Rao et al., 1999; Johnston et al.,
2009; Merchant et al., 2012). By comparing the functional con-
nectivity patterns between these two classes of neurons that con-
stitute members of local microcircuits, we identified differential
functional interactions that correlated with RF incongruences in
VIP and PFC.
Materials andMethods
Experimental setup. Recordings were made in two male rhesus monkeys
(Macaca mulatta) weighing between 5.5 and 6.3 kg. The monkeys sat in
primate chairs positioned 57 cm from a 15 inch flat-screen monitor
within chambers. Themonitor had a resolution of 1024! 768 pixels and
a refresh rate of 75 Hz. We used the National Institute of Mental Health
Cortex program to present the stimuli, monitor the behavior, and collect
behavioral data. An infrared tracking system (ISCAN) was used to mon-
itor the monkeys’ eye movements. All data analysis was performed using
the MATLAB computational environment (The MathWorks) using
custom-written scripts. All experimental procedures were in accordance
with the guidelines for animal experimentation approved by the national
authority, the Regierungspra¨sidium Tu¨bingen, Germany.
Behavioral task.Monkeys performed a passive fixation task during the
RF measurements. While monkeys fixated a central white square (0.10°!
0.10° of visual angle or dva) andmaintained their gaze within 1.75 dva of
the fixation point, a light gray moving bar (3°! 0.20°) appeared on the
screen at a pseudo-randomly chosen position from a 10 ! 8 matrix of
positions (see Fig. 1A). Each position was sampled for 1000 ms first with
the bar oriented vertically moving left to right (0° for 250 ms), then right
to left (180° for 250 ms), oriented horizontally moving up (90° for 250
ms), and moving down (270° for 250 ms). Then the bar was displayed at
another location in the grid and three other locations after that, thus
scanning 5 locations in every trial. The matrix of locations thus covered
an area 30.5°! 23° of central vision, centered on the fovea. Themonkeys
fixated the central fixation spot for the entire period of the trial and were
rewarded for successful fixation. Each RF block consisted of 3 trials per
position. The RF blocks were interspersed with blocks of a delayed
match-to-sample task during which numerosities were presented in the
center of the screen (Viswanathan andNieder, 2013, 2015).We collected
up to 4 blocks of RF trials per recording session.
Surgery and neuronal recordings. Both monkeys were first implanted
with a head bolt with which we fixated the head to allow eye movements
to bemonitored during the task.We then implanted recording chambers
over the right dorsolateral PFC, centered on the principal sulcus, and the
right intraparietal sulcus guided by anatomical MRI of individual monkeys
and stereotaxic measurements (see Fig. 1B). The surgeries were performed
under sterile conditions while the monkeys were under general anesthesia.
They received antibiotics and analgesics after the procedure.
We recorded neuronal signals from the 2 monkeys using arrays of
eight glass-coated tungstenmicroelectrodes (AlphaOmega) for each area
attached to screw microdrives in a grid with 1 mm spacing. Once the
microelectrodes were lowered into the recording position, they were
allowed to rest in the position for 30–60 min before recording began.
The microelectrodes were not moved further during the recording ses-
sion. VIP recordings were made exclusively at depths of 9–13 mm below
the cortical surface. As has been reported previously, we observed visual
and somatosensory responses on VIP electrodes. However, the neurons
recorded were not preselected online for any sensory, spatial, or task-
related parameter. The electrophysiological signals were amplified and
filtered, and waveforms of the actions potentials sampled at 40 kHz from
each electrode were stored (Plexon Systems). Sorting of single units was
performed offline based on waveform characteristics (Offline Sorter,
Plexon Systems). Timestamps of trial events and action potentials were
extracted for analysis.
Analysis of spatial selectivity (RF mapping).We analyzed the neuronal
activity during the presentation of the moving bar stimulus to test selec-
tivity of single neurons. To account for the well-known differences in
response latencies in these two areas (Nieder andMiller, 2004; Viswana-
than and Nieder, 2013), we delayed the onset of the 1000 ms analysis
window for VIP neurons by 50 ms, and for PFC neurons by 100 ms. The
selectivity of single neurons was tested using a three-way ANOVA (p"
0.05) (Rainer et al., 1998; Romero and Janssen, 2016) on firing rates
calculated in 250ms analysis windows (corresponding to the duration of
a single bar sweep) with position, movement direction, and orientation
of the bar as factors. The movement direction was a nested variable of
orientation as the direction of movement depended on the orientation
of the bar in that position. We downsampled the screen into five zones
(top left, top right, bottom left, bottom right, and center) to reduce the
number of false-positives from testing each of the 80 positions individu-
ally. Repeating the ANOVA with the zones defined in different ways
yielded qualitatively and quantitatively similar results. We tested every
neuron with a minimum of 10 trials per zone (859 PFC neurons and 693
VIP neurons).
We created rawRFmaps for single neurons by averaging the responses
over the entire 1000 ms period of visual stimulation at each position and
then over all the trials at that position. As themoving bar covered an area
of#3°! 3° in the two different orientations, we linearly interpolated this
10! 8mapby threefold interpolation in both spatial dimensions (Rainer
et al., 1998) to visualize the responses at a resolution of 0.4 dva. We
smoothed these with a 2D Gaussian kernel of 2 dva. These steps were
taken to create smooth high-resolution RFmaps that could be compared
with those reported in other studies using large or sparse stimuli, with
minimal assumption about the size or shape of the observed RF.
For neurons selective to the factor position in the ANOVA, we con-
ducted a further cross-validation to confirm robust spatial selectivity. To
that aim, we created two separate RFmaps for each neuron: one from the
first half of RF trials and another from the second half of RF trials. We
calculated a 2D cross-correlation between the two maps created for each
neuron and compared this against a distribution of 2D cross-correlations
calculated from 1000 shuffles of each half map as follows:
r !
!h!v$Half 1 " Half 1%$Half 2 " Half 2%
"# !h!v$Half 1 " Half 1%2$# !h!v$Half 2 " Half 2%2$
whereHalf1 is themap created from the first half of trials andHalf2 is the
map created from the second half of trials. The means of the maps are
subtracted before summing them over the horizontal (h) and vertical (v)
dimensions. Only if the true correlation across halves of trials lay above
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the 95th percentile of the distribution of surrogate correlations (one-
tailed, p " 0.05), we accepted the neuron and its RF map into further
analysis.
Analysis of neuronal pairs. We identified spatially selective neurons
that were recorded from the same electrode with some temporal overlap
and, thus, at the same location (“adjacent neurons”). To quantify the
spatial similarity of their RFs, we calculated a 2D cross-correlation be-
tween their raw RF maps (DeAngelis et al., 1999). We did this to have a
similarity index comparable across neuron pairs without assuming the
shape or size of the RFs and have a measure that is sensitive to shifts of
RFs from neuron to neuron in both dimensions as follows:
r !
!h!v$Neuron1 " Neuron1%$Neuron2 " Neuron2%
" #!h!v$Neuron1 " Neuron1%2$
# # !h!v$Neuron2 " Neuron2%2$
where Neuron1 is the RF map of one of the neurons in the pair and
Neuron2 is the RFmap of the second neuron in the pair. Themeans of the
maps are subtracted before summing them over the horizontal (h) and
vertical (v) dimensions. We additionally examined the contributions of
the horizontal and vertical dimensions separately to the similarity be-
tween neuronal pairs.
We compared the derived true correlation coefficient value of the pair
against the distribution of 1000 surrogates obtained from shuffling their
maps. If the true coefficient lay above the 97.5th percentile of the shuffled
distribution, we judged the neuronal pair to be congruent (two-tailed,
p" 0.05). If it lay below the 2.5th percentile of the shuffled distribution
and "0 (negative), we judged these maps to be inverted. If the true
correlation lay within the shuffled distribution (2.5th and 97.5th percen-
tiles), we judged these maps to be incongruent (see Fig. 3).
Classification of cell types using waveforms. We classified all the re-
corded single units into narrow-spiking (NS) and broad-spiking (BS)
neurons based on their waveforms (Diester and Nieder, 2008; Viswana-
than and Nieder, 2015; Jacob et al., 2016). We saved the template wave-
forms for each single unit, sampled at a frequency of 40 kHz (one entry
every 25$s), and only included the waveforms with a trough followed by
a crest after reaching the threshold voltage (1951 of 2130 neurons). The
troughs of the waveforms were expected to occur within 200–400 $s of
crossing the threshold voltage and the crests only after 300$s of reaching
threshold. To maximize the strength of our clustering procedure, we
used all the neurons recorded across both areas. We normalized each
waveform to the difference between the maximum amplitude and the
minimumamplitude and aligned them to their troughs.We then entered
the waveforms through a linear classifier (k means; k & 2, squared
Euclidian distance) to cluster the cells into two categories: NS and BS
such that, on average, the units with smaller widths constituted the NS
cluster (537 neurons) and those with the larger widths constituted the BS
cluster (1414 neurons) (see Fig. 4A,B).
Cross-correlation between spike trains of neuron pairs. We computed a
cross-correlogram by accumulating spike occurrence times in one neu-
ron relative to the spikes of the paired neuron to identify functionally
coupled neurons (Aertsen et al., 1989; deOliveira et al., 1997; Diester and
Nieder, 2008) among each pair of neurons that were recorded simulta-
neously with significant temporal overlap. To increase the number of
action potentials, we included trials of the delayed match-to-sample task
for this calculation. In addition, we repeated this analysis for a subset of
neuronal pairs with sufficiently high firing rate using only trials from RF
mapping to confirm that connectivity was independent from task de-
mands. For each pair, one unit was assigned the trigger (in the case of
NS-BS pairs, always the NS neuron) and for each spike recorded from
this unit, the time delays to each of the spikes of the other unit were
plotted in a histogram of ' 50 ms delay and a bin width of 1 ms. Repeat-
ing this procedure for all spikes and all trials yielded the raw cross-
correlogram. We normalized the raw cross-correlogram by calculating a
z score (i.e., subtracting the mean and dividing by the SD), rendering it
independent from the firing rates of the two units (de Oliveira et al.,
1997). To avoid false-positives from short fluctuations, we smoothed the
z score with a 3-point boxcar (3 ms). z scores within ' 25 ms of the 0th
bin that crossed ' 2.5 were considered significant to reject the null hy-
pothesis that the correlogram at that point arose from two independent
random Poisson processes. We also calculated a shifted predictor by
correlating the trigger spike with the other neuron’s response in the
subsequent trial and the last trial with the first. We calculated the z score
of the shifted predictor as well to compare against the true correlogram
and ensure significant deflections in the true correlogramwere not influ-
enced by other repetitive features, such as the stimulus onset, but truly
reflected functional connectivity. Only those pairs with at least 1000
entries (i.e., action potentials or trials) for the correlogram were evalu-
ated. When we included trials from the delayed match to sample task,
these were 128 of 276 pairs total. Using only RFmapping trials, we could
evaluate the correlograms of 61 pairs.
Results
Visual RFs in PFC and VIP
We mapped the RFs of a total of 859 neurons in PFC (361 from
Monkey L and 498 fromMonkey S) and 693 neurons in VIP (273
from Monkey L and 420 from Monkey S) with bars moving in
different directions that were presented in systematically ar-
ranged locations on a screen (Fig. 1A,B). Many neurons showed
spatially selective responses to the stimuli at confined locations of
the visual field. The activity of an example neuron from PFC is
shown in Figure 2A–C, and an example neuron from VIP is
shown in Figure 2D–F. The detailed discharges to the different
bar locations in the grid are depicted as dot-raster histograms
(Fig. 2A,D) and averaged as spike-density histograms (Fig. 2B,E).
To statistically verify neuronal selectivity, the firing rates elicited
by the visual stimuli were tested using a three-way ANOVA (with
position, direction, and orientation of the stimulus as factors; p"
0.05). Only spatially selective neurons with a main effect for po-
sition were considered for further analyses. In PFC, 64% (545 of
859) of the neurons showed a stimulus position effect, whereas
Figure 1. RFmapping in PFC and VIP.A, Passive fixation task.Monkeys fixated a central fixation targetwhile a bar (3°! 0.20°)moving in four directions appeared in five successive locations on
the screen. The visual field on the screenwas divided into a grid of 80 locations (10! 8) sampled over 16 trials/cycle.B, Lateral view (left) of amacaquemonkey brain and a sagittal section (right)
of the intraparietal sulcus at the position indicated by the dotted line. Positions of recording sites in the dorsolateral PFC (cyan) and the VIP (orange) in the depth of the sulcus are shown. ps, Principal
sulcus; ls, lateral sulcus; ips, intraparietal sulcus; sts, superior temporal sulcus.
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69% (480 of 693) of the VIP neurons were found to be spatially
tuned (see Materials and Methods).
From these spatially arranged discharges, we created averaged
and smoothed RFmaps (activity “heat maps” Fig. 2C,F) for each
spatially tuned neuron. To further verify robust and reliable
spatial tuning of single cells, we cross-validated the RFs of all
ANOVA-selective neurons. For each neuron, two separate RF
maps for the discharges to the first and second half of the trials
were created. A 2D correlation analysis was applied to the two
maps from a given neuron, and the resulting true correlation
coefficient was compared with a distribution of coefficients ob-
tained from shuffled surrogates. If the true correlation coefficient
was significantly higher than the shuffled coefficients (one-tailed,
p" 0.05), the neuron was classified as spatially tuned and further
analyzed. In the PFC, 50% (425 of 859) of all recorded neurons
were spatially selective according to both ANOVA and cross-
validation analyses. An even higher proportion of 57% spatially
selective neurons (396 of 693) was found in the VIP. This differ-
ence in the proportion of spatially tuned neurons between PFC
and VIP was significant (%2& 9.05, p" 0.01). Some of the neu-
rons displayed complex RFs, but many showed local, uniform
RFs centered on the fovea ormore contralaterally located,match-
ing the early reports of visual ormemory fields in PFC (Mikami et
al., 1982; Rainer et al., 1998) and the reports of eye-centered RFs
in VIP (Chen et al., 2014).
Heterogeneous spatial RFs despite anatomical proximity
Anatomically nearby neurons in early visual cortex show spatially
congruent RFs (DeAngelis et al., 1999), pointing toward an or-
derly local topographic arrangement of visual space. However,
when we inspected RFs from adjacent neurons in PFC and VIP,
unexpected RF incongruencies surfaced. We therefore analyzed
spatial tuning of adjacent neurons in PFCandVIP. To ensure that
neurons were anatomically adjacent, we analyzed neuron pairs
that were recorded simultaneously or with some temporal over-
lap at a given electrode tip and separated based on differential
waveform characteristics (off-line spike sorting). Because such
neuron pairs were recorded at the same electrode tip, they were at
the closest possible anatomical location. We found 127 such
adjacent-neuron pairs in PFC (41 from Monkey L and 86 from
Monkey S) and 149 pairs inVIP (24 fromMonkey L and 125 from
Monkey S) consisting of 131 unique neurons in PFC and 148
neurons in VIP. As can be seen in Figure 3, RF congruency was
variable between neuron pairs, ranging from almost identical RFs
with excitatory hotspots at corresponding visual field locations
(Fig. 3A,B), to clearly dissimilar locations of excitation (Fig.
3C,D) and, finally, RFs in which excitatory and inhibitory sub-
fields seemedopposite in one neuronof a pair relative to the other
(Fig. 3E,F).
To quantify the similarity or dissimilarity between the RFs of
neuron pairs in an unbiased way that accounted for the different
Figure 2. Example neuronswith RFs.A, Raster plot of an example spatially selective PFC neuron recorded inMonkey S. Each of the 80 locations is represented by a subplot, withinwhich the dots
along each line indicate the action potentials elicited for each trial.B, Peristimulus time histogram for the same neuron as inA. Each location is again represented by a subplotwhere the colored line
indicates the trial-averaged response of the neuron in time. C, Averaged and smoothed high-resolution RF map (“heat map”) for the neuron. Colors represent the firing rates across the measured
visual field. D–F, The same plots as A–C for an example neuron recorded in VIP fromMonkey L. Enlarged bottom left squares represent the scale of each subplot of A, B, D, and E. The moving bar
moved in four different directions within each position of the grid.
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kinds of RFs, we calculated a 2D correlation analysis that consid-
ered the entire raw RF map (DeAngelis et al., 1999). The true
correlation coefficient for each neuron pair was then compared
with a distribution of correlation coefficients derived from 1000
shuffled RF surrogates for the same neuron pair. True correlation
coefficients that were significantly larger than the shuffled distri-
bution (p" 0.05; positive correlation coefficient) indicated that
the RFs of both neurons in the pair were congruent (Fig. 3A,B,
right panels). True correlations that were indistinguishable from
the randomly shuffled distribution indicated incongruent RFs of
adjacent neurons (Fig. 3C,D, right panels). Finally, a proportion
of RF pairs were significantly negatively correlated with each
other (p" 0.05; negative correlation coefficient), and these had
true correlations smaller than the shuffled distribution (Fig.
3E,F, right panels).We characterized this last class as inverted RF
pairs. A comparison of the frequencies of 2D correlation coeffi-
cients across brain areas revealed that 53% of the RFs of adjacent
neurons were congruent in VIP, in contrast to only 39% congru-
ent RFs in PFC (Fig. 4A,B). Comparison of congruent and other
RFs showed a significantly higher proportion of congruent RFs in
VIP (PFC: 50 of 127, VIP: 79 of 149; %2 & 5.13, p " 0.05). In
particular, the proportion of congruent and incongruent RFs dif-
fered significantly between the two areas (PFC: 50 of 116 congru-
ent against 66 of 116 incongruent, VIP: 79 of 137 congruent and
58 of 137 incongruent; %2 & 5.33, p " 0.05). All categories are
taken together; VIP neuron pairs displayed higher correlation
coefficients than PFC (median r2D for PFC neuron pairs& 0.14;
median r2D for VIP neuron pairs& 0.27; Mann–Whitney U test,
z& ( 2.38, p" 0.05). VIP neuron pairs, on average, were more
similar than PFC neuron pairs.
We also calculated the map correlation separately for the hor-
izontal and vertical dimensions. Along the vertical dimension,
correlations between neuronal pairs in the VIP did not differ
significantly from PFC pairs (median rvertical PFC& 0.12, median
rvertical VIP& 0.20; Mann–WhitneyU test, z& ( 1.65, p ) 0.05).
Along the horizontal dimension, however, correlations for VIP
Figure 3. RFs of neuron pairs recorded on the same electrode. Left, PFC neuron pairs. Right, VIP neuron pairs. A, Example of PFC neuron pair recorded in Monkey L whose RF maps (left) were
classified as congruent based on their 2D correlation coefficient, r (right). The normalized averaged waveforms of these neurons are in miniature above the RF maps. Histogram of correlation
coefficients obtained from shuffling the rawRFmaps 1000 times and calculating the 2D correlation coefficient 1000 times. Black vertical lines indicate the 2.5th and 97.5th percentiles of the shuffled
distribution. Red line indicates the true correlation coefficient obtained from the true RFmaps, also stated above the histogram. As the true correlation coefficient is ) 97.5th percentile of the data
(two-tailed, p" 0.05), the neuron pair was judged to have congruent RFs. B, Example congruent pair from VIP. C, D, Example of an incongruent pair from each area with their corresponding
correlation coefficient. Here, the true correlation coefficient lay within 2.5th and 97.5th percentiles of the shuffled distribution. E, F, Example of an inverted pair from each area. Here, the true
correlations were"2.5th percentile of the surrogate distribution and were negative. B–F, The neuron pairs were recorded fromMonkey S.
Figure 4. Heterogeneity of RFs of adjacent neurons. A, Frequency distributions of inverted (white histograms with black outline), incongruent (white histograms with gray outline), and
congruent neuron pairs (black histograms) fromPFC. Overlaid numbers indicate the total number and percentage of pairs contained in the histograms. Colored triangles represent themedians of all
the correlation coefficients. B, Frequency distribution of the similarity for VIP neuron pairs. The population of recorded neuron pairs in VIP had a higher correlation coefficient than PFC (Mann–
Whitney U test, p" 0.05). PFC had a significantly higher frequency of incongruent pairs than congruent pairs (% 2& 5.33, p" 0.05) compared with VIP.
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pairs were again higher than PFC pairs (median rhorizontal PFC&
0.04, median rhorizontal VIP & 0.19; Mann–Whitney U test, z &
( 2.85, p" 0.01).
Comparing RF similarity in pairs of different cell classes
We hypothesized that the observed heterogeneity of adjacent
neurons is related to differences in the microcircuitry in associa-
tion cortex. Therefore, we first classified neurons into putative
inhibitory interneurons (NS) and pyramidal projection neurons
(BS) based on the waveforms characteristics of their extracellular
action potentials (Fig. 5A) (Swadlow and Weyand, 1987; Con-
stantinidis and Goldman-Rakic, 2002; Johnston et al., 2009). The
spike widths of all the recorded neurons so classified were well
separated into two distributions (Fig. 5B). As expected based on
the abundance of interneurons and projection neurons in the
neocortex (Markram et al., 2004; Shepherd, 2004), we found 81%
(876 of 1086) of BS and 19% (210 of 1086) of NS neurons in PFC
(Fig. 5C). In VIP, 62% (538 of 865) of BS and 38% (327 of 865) of
NS neurons were detected (Fig. 5D). All neuron pairs were thus
assigned to BS-BS, NS-BS, or NS-NS pairs. With the exception of
NS-NS pairs that were almost absent in PFC, BS-BS (PFC& 70;
VIP& 49) andNS-BS (PFC& 52; VIP& 67) pairs were abundant
in both association cortices and distributed to the congruent,
incongruent, and inverted RF-pair classes according to the pro-
portions of those RF pairs (Fig. 5E,F).We compared the propor-
tions of congruent versus incongruent pairs in the BS-BS pairs
and NS-BS pairs and found a larger proportion of NS-BS pairs in
VIP to be congruent (%2& 3.87, p" 0.05).
Functional connectivity of adjacent cell classes
If adjacent NS and BS cells constitute elements of microcircuits op-
erating with inhibition and excitation, their connectivity pattern
might provide insights concerning the observed differences andhet-
erogeneity in spatial tuning in association cortices. However, even
juxtaposed neurons simultaneously recorded at the same electrode
tip are not necessarily functionally connected and part of a local
circuit. If two neurons are functionally connected, the firing of one
cell systematically coincides with, or is influenced by, the activity of
the other cell on a millisecond time scale. We therefore tested for
functional connectivity of cell pairs based on their temporally corre-
lated discharge patterns by applying a cross-correlation analysis to
spike trains. It measures the frequency at which one cell called “tar-
get” fires relative to the firing timeof a spike in another cell knownas
“reference” (Salinas and Sejnowski, 2001). Therefore, if two cells are
functionally coupled and one cell provides inhibitory input to the
other, synchronous spiking should be suppressed resulting in a neg-
ative correlation in the cross correlogram at 0 time lag. If, how-
ever, one cell provides excitatory input to the other, spiking
should coincide, resulting in a positive correlation in the cross
correlogram. Alternatively, cells may receive common excit-
atory or inhibitory input that cause broad positive or negative
correlation peaks, respectively.
Although correlations between single neurons in the associa-
tion cortex are typically rare (Constantinidis et al., 2001; Con-
stantinidis and Goldman-Rakic, 2002), we found a total of 14
pairs of BS-BS and NS-BS pairs in PFC, and 15 such pairs in VIP
to be significantly coupled. Functional coupling was constant
across RF trials and delayed-match-to-sample trials. In the cell
pairs that could be compared, 4 PFC and 4 VIP pairs remained
significantly coupled and in the same directions (excitatory or
inhibitory) for both trial types. Representative examples of these
functionally connected neuron pairs are depicted in Figure 6 (for
BS-BS pairs) and Figure 7 (forNS-BS pairs). Overall, we observed
more inhibitory connections in PFC and more excitatory con-
nections in VIP (only 3 of 14 excitatory connections in PFC com-
pared with 13 of 15 excitatory connections in VIP, %2 & 12.46,
p " 0.001). In addition, the average widths of the cross corre-
lograms were significantly broader in VIP compared with PFC
(Mann–Whitney U test, p" 0.05).
Among BS-BS neuron pairs, we observed that 4 of 6 PFC pairs
and 5 of 7 VIP were congruent (Fig. 6A,B). These pairs were
connected in opposite ways in the two brain areas. Whereas the
PFC pairs’ correlogram showed a negative peak indicating for-
ward inhibition (Fig. 6C), the VIP pairs showed a sharp positive
peak suggesting excitatory connection (Fig. 6D). The remaining
pairs were incongruent or inverted (Fig. 6E–H). Whereas all 6
BS-BS pairs in PFC shared sharp inhibitory connections (Fig. 6I),
only 1 of 7 VIP BS-BS pairs shared such a connection (Fig. 6J).
Figure 5. Classification of neuron types according to spike waveform characteristics. A,
Spike waveforms of 50 randomly chosen NS neurons (yellow) and BS neurons (green), aligned
to their troughs. The mean waveforms of all NS and BS neurons are plotted in black. B, Distri-
bution of spike widths for all NS and BS neurons. Black vertical lines indicate the widths of the
average waveforms in each class. C, Histogram of 1086 PFC spike widths colored according to
the classification into NS and BS classes with 50 randomly selected PFCwaveforms of each class
in the inset. Themeans of all PFC NS and BS neurons are plotted in black. Scale is the same as in
A. D, Histogram of 865 VIP spike widths colored by class with 50 randomly chosen VIP wave-
forms of each class in the inset as in C. E, Distribution of RF similarity. Three classes of neuron
pairs inPFC: Inv, Inverted; Inc, incongruent; Con, congruent. Yellow representsNS-NSpairs. Blue
represents NS-BS pairs. Green represents BS-BS. F, Same distribution as E for neuron pairs
recorded in VIP.
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Together, a preponderance of inhibitory connections between
adjacent putative pyramidal cells in PFC contrasts with mostly
excitatory connections between such cell types in VIP. Among
NS-NS pairs, 12 of which we found to be functionally connected
in VIP show exclusively excitatory connections, which correlated
with similar RFs across those pairs (7 of 12 pairs were congruent).
We did not find any functionally connected NS-NS pairs in PFC
to compare against VIP.
For NS-BS neuron pairs, we observed 8 pairs with significant
functional interaction in each area (Fig. 7). Six of these pairs were
incongruent or inverted in PFC (Fig. 7A,E,I), whereas 6 of them
were congruent inVIP (Fig. 7B,F,J). This difference inRF similarity
of adjacent NS-BS pairs between PFC and VIP was statistically sig-
nificant (%2& 4, p" 0.05). In NS-BS pairs of the PFC, we observed
mostly sharp inhibitory (5 of 8 pairs) interactions#0 time lag (Fig.
7C,G,K), indicating forward inhibition of NS on BS cells. In con-
trast, mostly excitatory (7 of 8 pairs) interactions were observed for
NS-BS pairs inVIP (Fig. 7D,H,L). The temporally less precise excit-
atory interactions in VIP with lags between ( 10 and 10 ms suggest
common excitatory input. Inhibitory interactions between NS-BS
neurons resulted in predominantly incongruent or inverted RFs
(4 of 5 PFC pairs and 1 VIP pair), whereas excitatory interactions
resulted in predominantly congruent RFs (1 of 3 PFC pairs and 6 of
7 VIP pairs) and never in inverted RFs.
Figure 6. Distinct connectivity of BS-BS pairs in PFC and VIP. A, Example of a BS-BS pair with congruent RFs recorded from the same electrode in PFC. Top, Example waveforms illustrate the cell
classes. The neuron used as the trigger to produce the cross-correlogram is presented on the left of each panel. B, An example BS-BS pair from the VIP with congruent RFs. C, Left, Raw
cross-correlogram of the neuron pair in color. Gray represents the shifted cross-correlogram. The cross-correlogram shows the distribution of spike timesmeasured in neuron from A (right) to each
spike inA (left). The shifted cross-correlogram shows the distribution of spike timesmeasured in the subsequent trial. Right, z scores obtained from the rawand shifted correlograms, smoothedwith
a 3ms boxcar. Dashed line indicates the significance threshold. Here, the BS neuron in A (left, top) inhibits the other BS neuron (right, top) as denoted by the green triangles linked by an inhibitory
connection from left to right. D, Cross-correlogram for the neuron pair presented in B. Here, the BS neuron on the right is exciting the BS neuron on the left as the peak has a negative lag. E, An
example of an incongruent BS-BS pair from PFC. F, Example pair from VIP with inverted RFs. G, Cross-correlograms of pair depicted in E. H, Cross-correlogram of pair in F. Example pair A is from
Monkey L and the rest fromMonkey S. Putative connection diagrams are shown on each correlogram. I, Summary plot of excitatory (Exc) and inhibitory (Inh) connections and the similarity index of
the resultant RFs in PFC. Inv, Inverted; Inc, incongruent; Con, congruent. J, Corresponding plot for RFs in VIP.
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Figure7. Distinct connectivity ofNS-BSpairs in PFC andVIP.A, Example of anNS-BSpairwith invertedRFs recorded from the sameelectrode in PFC. Same layout as in Figure 5A, B.B, An example
NS-BS pair with congruent RFs from the VIP. C, Raw cross-correlogram of the neuron pair from A (left) and z scores obtained from the correlogram in color. Gray represents the shifted correlogram.
Same layout as in Figure 5C,D. Here, the NS neuron inA (left, above) depictedwith a yellow circle inhibits the BS neuron (right, above) shown as a green triangle.D, Raw cross-correlogram (left) and
z scores of the neuron pair fromB. Here, the NS neuron and BS neuron show a broad peak#0ms, indicating the presence of common excitatory input. E, Example NS-BS pair with inverted RFs from
PFC. F, Example pair from VIP with congruent RFs. G, Raw cross-correlogram (left) and z scores of the neuron pair from E. H, Raw cross-correlogram (left) and z scores of the neuron pair from F.
I, Example PFC pair with incongruent RFs. J, Example VIP pair with congruent RFs. K, L, Raw cross-correlogram and z scores of the neuron pairs from I and J. Example pairs A, B, E, and J are from
Monkey L; and example pairs F and I are fromMonkey S. Putative connection diagrams are shown on each correlogram.M,N, Summary plot of excitatory (Exc) and inhibitory (Inh) connections and
RF similarity in PFC and VIP, respectively. Inv, Inverted; Inc, incongruent; Con, congruent.
8926 • J. Neurosci., September 13, 2017 • 37(37):8919–8928 Viswanathan and Nieder • Receptive Fields of Nearby Neurons in Association Cortex
140
Discussion
We were able to demonstrate functional connectivity between
adjacent neurons of extracellularly identified putative inhibitory
interneurons (NS) and pyramidal cells (BS). Temporal correla-
tions indicative of functional connectivity between adjacent
single neurons in the association cortex are typically rare; only
#5%-10% of simultaneously recorded cell pairs turn out to be
functionally connected (Constantinidis et al., 2001; Constantini-
dis and Goldman-Rakic, 2002; Diester and Nieder, 2008). This is
consistent with our findings of#10%of connected neuron pairs.
Despite our large sample of simultaneously recorded cell pairs in
both the PFC and the VIP, the number of connected pairs, par-
ticularly when segregated into different cell classes, remained rel-
atively small. Despite this limitation, the differences in functional
connectivity between putative inhibitory interneurons and pyra-
midal cells in PFC and VIP are statistically robust.
In the PFC, we found more inhibitory and also more tempo-
rally precise functional connections between adjacent neurons
than in VIP. Both BS-BS and NS-BS pairs in PFC were character-
ized by primarily negative and sharp connections. This inhibitory
connection pattern in PFC correlated with a higher frequency of
incongruent or inverted RFs. Both findings are suggestive of
primarily inhibitory effects of adjacent neurons in PFC. Such
temporally precise inhibitory effects suggest lateral feedforward
inhibition between neurons representing different visual field lo-
cations thatmaymodulate neuronal responsiveness, especially to
stimulation of the borders of RFs, effectively resulting in smaller
excitatory areas. The real world does not, however, consist of
single stimuli presented at a time (as in our experiment); virtually
all retinal locations are affected simultaneously. Thismultitude of
competing activations at different locations may cause strong
inhibitory interactions between neurons located at different
points of the visuotopic map and perhaps a substantial shrinkage
of excitatory RFs toward their functional center. Lateral inhibi-
tion may contribute to the production of such sharp peaks of
neural activity as a function of location in the visual field.
The functional connectivity of cell types with respect to the
properties of spatial RFs has not been investigated in PFC (or
VIP) before. However, it has been shown that neighboring NS
and BS cells in the primate PFC can exhibit opposite tuning char-
acteristics.When comparing the responses of NS and BS neurons
that were recorded within 400 mm of each other, Wilson et al.
(1994) observed opposite spatial location selectivity of NS and BS
cells (but see also Rao et al., 1999 for similar spatial preferences of
adjacent NS and BS neurons). Moreover, inhibitory connections
were predominant in PFC cell pairs with dissimilar spatial tuning
profiles (Constantinidis and Goldman-Rakic, 2002). Beyond
sculpting the processing of spatial information, inhibitory input
by putative interneurons has also been implicated in shaping the
tuning to numerosities of putative PFC pyramidal cells (Diester
and Nieder, 2008; Nieder, 2016) and tuning to objects of nearby
neurons in the IT cortex (Wang et al., 2000, 2002; Tamura et al.,
2004). Because different cortical cell types also show distinct sen-
sitivity to dopaminergic influence (Jacob et al., 2013, 2016; Ott et
al., 2014), the shaping of RFs may also be modulated by neuro-
modulators, in addition to GABAergic inhibition.
The functional connectivity patterns in relation to cell types dif-
feredmarkedly in parietal area, VIP.We foundmore excitatory and
temporally less precise connections in VIP relative to PFC. Both
BS-BS and NS-BS neuron pairs showed excitatory connections.
However, whereas BS-BS pairs exhibited sharp positive corre-
lation peaks indicative of excitatory feedforward excitation,
NS-BS pairs mostly showed broad excitatory peaks suggesting
common input. This is reminiscent of V1, where fast-spiking
interneurons and neighboring pyramidal neurons have been
found to share excitatory input (Yoshimura and Callaway, 2005;
Yoshimura et al., 2005). Consistent with the idea of common
input is the finding of mostly congruent RFs of NS-BS pairs. This
points to a V1-like response pooling within a certain local popu-
lation (Swadlow and Gusev, 2002). These remarkable differences
in the functional connectivity of adjacent cortical cell types be-
tween PFC andVIP argue for substantial differences in the wiring
of posterior parietal cortex that shares patterns with early visual
areas, and prefrontal local circuits that seem to have developed
differently.
The observed incongruencies in spatial RF characteristics and
functional connectivity argue for differences in microcolumn
organization between neocortical areas that subserve different
functions. The reciprocally connected association areas of the
parietal and frontal cortices are particularly well suited to main-
tain information across time and to exert cognitive control
(Miller and Cohen, 2001). In contrast to early visual cortices, the
areas of the posterior parietal and prefrontal cortices are con-
nected not only to each other (Lewis and Van Essen, 2000), but
also up to over a dozen other widely distributed cortical areas, all
interconnected by common thalamic input from the medial
pulvinar nucleus (Selemon and Goldman-Rakic, 1988). In addi-
tion, the areas in this network display noncanonical circuit prop-
erties (Goldman-Rakic, 1988); in contrast to canonical circuits of
the sensory and motor cortices, many connections within this
network lack a clear sensory-motor hierarchical polarity with
consistent feedforward and feedback laminar termination pat-
terns. Instead, the noncanonical network seems to be designed
for parallel and reentrant processing. Such recurrent loops of the
noncanonical association cortex give rise to persistent (or sus-
tained) neuronal activity that enables neurons to actively buffer
and process information during working memory periods (Merten
and Nieder, 2012). Because high-level cognitive functioning
would be impossible without persistent activity, microcircuits
and their excitatory and inhibitory neuronal connections might
be geared toward reentrant loops and, therefore, inevitably differ
from sensory neocortex.
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Study 5: Number within and without the receptive field
Viswanathan, P., Nieder, A. (in preparation). Category tuning for stimuli within and
outside receptive fields by primate prefrontal and parietal neurons
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ABSTRACT  
The primate fronto-parietal network is interdependent and synergistically involved in a 
variety of functions. During tasks presenting discriminative stimuli in different parts of space, 
single neurons in the network encode spatial as well as non-spatial variables of the task such 
as motion direction, speed or abstract categories. Recent studies have shown that these 
variables are processed in interconnected areas of the network in a distributed and parallel 
fashion. It is not known to what extent and how the location of stimuli dictates responses to 
other essential features like numerosity. To truly dissociate these factors from each other, we 
mapped the receptive fields of single neurons in prefrontal cortex (PFC) and the ventral 
intraparietal area (VIP) as monkeys passively fixated the centre of the screen. We then 
recorded these neurons during two kinds of discrimination tasks (colour or number) where 
the stimuli were always displayed in the centre of the screen. We found that the location of 
PFC receptive fields at the centre of the screen strongly predicted the recruitment of those 
neurons in encoding the number of dots in the discrimination task, but not the colour of those 
dots. VIP neurons, on the other hand, were strongly feature-selective if they were spatially-
selective, regardless of the location of their receptive field. Further, the presence of spatial 
selectivity or the location thereof did not affect the strength of number discriminability in the 
selective neurons in either area. 
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INTRODUCTION 
The fronto-parietal network comprising numerous areas of frontal and parietal cortices, are 
highly interconnected (Lewis & Van Essen, 2000) and jointly implicated in visuospatial 
processing. In particular, these areas have been studied together in tasks testing spatial 
working memory or the processing of spatial cues. Damage or inactivation of either node 
changes the nature of spatial tuning in the other and produces deficits in the associated 
behaviours (Quintana et al., 1989; Chafee & Goldman-Rakic, 2000; Wardak et al., 2011; 
Suzuki & Gottlieb, 2013). However, many areas in the fronto-parietal network are also 
thought to play a central role in many non-spatial cognitive functions, like decision-making 
(Merten & Nieder, 2012), rule-guided behaviour (Bongard & Nieder, 2010; Eiselt & Nieder, 
2013) as well as estimation of magnitudes like number (Nieder, 2012; Ramirez-Cardenas et 
al., 2016), proportions (Tudusciuc & Nieder, 2009; Vallentin & Nieder, 2010) as well as 
perceptual categories (Freedman & Assad, 2006; Swaminathan & Freedman, 2012). 
Whether the spatial location of stimuli and the non-spatial discriminative features of stimuli 
co-exist in the same neuronal populations in not clearly understood. Some lines of evidence 
indicate that they might because higher order association areas are uniquely poised to have 
neurons that engage in both aspects. Ventral intraparietal area in the posterior parietal cortex 
receives multi-modal input and single neurons respond to bi-modal or multi-modal stimuli in 
relation to a common spatial reference frame (Avillac et al., 2005, 2007). For instance, 
certain neurons respond selectively to visual stimuli in the fovea and tactile stimuli on the 
muzzle of the monkey (Duhamel et al., 1998). Some multi-modal neurons respond selectively 
to a specific number of items presented in simultaneous visual or sequential auditory form 
(Nieder, 2012). Similarly, neurons in the prefrontal cortex respond to multi-modal stimuli or 
various phases of a task: sensory, mnemonic or response-related (Fuster & Alexander, 1971; 
Suzuki, 1985; Mochizuki & Funahashi, 2016). Other neurons are responsive to internal states 
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such as covert attention, reward expectation or arousal (Leon & Shadlen, 1999; Roesch & 
Olson, 2004; Asaad & Eskandar, 2011; Tremblay et al., 2015). Thus, the responses of single 
neurons are shaped by factors that may be spatial or non-spatial in nature. 
An important respect in which space can dictate a neuron’s response is through its receptive 
field (RF). In higher order areas, stimuli within a neuron’s RF can drive its response faster 
than stimuli outside the RF (Mountcastle et al., 1975; Wimmer et al., 2016). Stimuli within 
the RF can elicit a greater mnemonic response than the same stimuli presented outside of the 
RF (Funahashi & Bruce, 1989; Rainer et al., 1998). Spatial positions of stimuli also drive the 
choice-related signals such that upcoming movements into the preferred spatial field are 
predicted better than those into the opposite spatial field (Hasegawa et al., 2000; Shadlen & 
Newsome, 2001). Therefore, it is necessary to dissociate the spatial and non-spatial aspects of 
a task to determine how they interplay since RFs are not static and can change during a task 
as a result of spatial attention even in lower order areas like V4 and MT. 
We addressed this problem by comparing the locations of visual receptive fields (RF) and 
stimulus-selective responses of single neurons to the varying colour and number of dots 
recorded in prefrontal cortex and the ventral intraparietal area. Interleaved blocks allowed us 
to create detailed RF maps of many neurons from trials of passive fixation as well as observe 
the same neurons during discrimination tasks without a spatial component. We used two 
kinds of delayed match-to-sample tasks, the first was a colour discrimination task and the 
second a number discrimination task. This gave us the unique opportunity to contrast two 
different stimulus features across two different areas and specifically contrast how the spatial 
and non-spatial aspects of stimulus processing interact. 
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MATERIALS AND METHODS 
 
Experimental animals 
Two adult male rhesus monkeys (Macaca mulatta), monkey L and monkey S served as 
subjects for this experiment. They weighed 5.5 to 6.3kg in the duration of this study. They 
were socially housed in groups of two to four monkeys of the same sex. During experiments, 
the monkeys sat in primate chairs within darkened experimental chambers. The primate 
chairs were positions 57cm from a flat-screen monitor (15″, 1024x768 display resolution at 
75Hz) which was used for stimulus presentation. They received fluid rewards upon 
successful completion of trials. All experimental procedures have been reported previously 
(Viswanathan & Nieder, 2013, 2015, 2017) and were in accordance with the guidelines for 
animal experimentation approved by the national authority, the Regierungspräsidium, 
Tübingen, Germany. 
 
Behavioural tasks 
We trained both monkeys using the NIMH Cortex programme to present the stimuli, monitor 
their behaviour and collect their responses. We used an infrared eye-tracking system 
(ISCAN, Cambridge, MA). The monkeys performed a delayed match-to-sample task (see 
Figure 1A) with two kinds of discriminative stimuli, colours and numbers (see Figure 1B). 
Each trial began when the monkeys fixated within 1.75° of a central fixation spot for 500ms, 
a sample display then came on for 800ms and disappeared thereafter giving way to a delay 
period of 1000ms. Following this, a test display was shown for 1200ms. During the colour 
discrimination task, the monkeys were trained to respond to test stimulus if it matched the 
colour of the sample stimulus that appeared at the beginning of the trial. The monkeys were 
then trained to discriminate the stimuli based on the number of coloured dots and respond to 
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the test stimulus if it matched the sample stimulus in the number of items. If a non-match test 
display was shown, the monkeys had to withhold their response until a match stimulus 
appeared. We presented the 5 colours (Purple, Yellow, Green, Blue and Red) in all 5 numbers 
(one to five dots) for the colour discrimination task. For the number discrimination task, we 
presented one to five dots in black colour. New stimulus images were created for every 
session with the dots placed at randomised positions and of randomised sizes. To ensure that 
the lower visual features, like coloured area and the density of display that co-vary with 
increasing number of dots in randomly generated ‘standard’ images did not influence the 
monkeys’ behaviour, we created a set of ‘control’ stimuli that equated these values across 
numbers within the 6° grey background circle. The various factors, colour in the first task, 
number, stimulus protocol (‘standard’ or ‘control’ type of stimuli), type of trials (match or 
non-match) were balanced across trials. The various conditions could be sampled over a 
minimum of 200 trials. 
We used a passive fixation task to map the receptive fields of single neurons. The blocks of 
passive fixation task were interleaved with blocks of the delayed match-to-sample task. For 
each trial, monkeys fixated a central fixation spot as a moving bar appeared at five successful 
locations. The moving bar was grey in colour, had the dimensions of 3° of visual angle (or 
dva) in length and 0.20° in breadth. The bar appeared at each position in two orientations 
moving at a constant speed of 8°/sec in four directions, first oriented vertically moving left 
and right, then oriented horizontally moving up and down. Each position was explored for 
1000ms and five positions were tested in each trial (see Figure 1C) such that the whole 
screen (30.5°x23°, 80 positions) could be sampled over 16 such trials (see Figure 1D). 
 
Electrophysiological recordings 
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We implanted the monkeys with a head bolt in the early stages of behavioural training. The 
head bolt enabled us to immobilize the head during training and recording sessions and 
monitor their eye movements. After their behavioural performance reached an average of 
80% correct discrimination of stimuli, we implanted recording chambers over the dorsolateral 
prefrontal cortex, centred on the principal sulcus and area VIP in depths of the intraparietal 
sulcus guided by anatomical MRI and stereotaxic measurements (see Figure 2 and 3). Both 
chambers were implanted in the right hemisphere of both monkeys. The surgical procedures 
were performed under sterile conditions while the monkeys were under general anaesthesia 
and received post-surgical care. The electrophysiological signals were amplified, filtered and 
waveforms of the action potentials sampled at 40kHz were stored (Plexon Systems, USA) so 
that they could be sorted offline. We recorded 1186 PFC (507 from monkey L, 679 from 
monkey S) and 944 VIP (388 from monkey L, 556 from monkey S) neurons from 52 sessions 
of colour discrimination (23 with monkey L, 29 with monkey S) and 60 sessions of number 
discrimination (33 with monkey L, 27 with monkey S), both combined with RF 
measurements. 
 
Neuronal data analysis 
All data analysis was performed using custom-written scripts in the MATLAB computational 
environment (Mathworks). We analysed all the neurons that were recorded for at least 2 trials 
per position during the passive fixation blocks and 30 trials per sample number during the 
delayed match-to-sample blocks. An additional criteria of a minimum firing rate of 0.5Hz 
during the DMS trials, in the period from fixation to delay was imposed on the neurons. We 
used a default latency of 50ms for VIP neurons and 100ms for PFC neurons to place our 
analysis windows. The default latency values were based on well-established response 
latencies in these two areas (Nieder & Miller, 2004a; Viswanathan & Nieder, 2013). For the 
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current study, we analysed responses in 389 PFC neurons and 338 VIP neurons that passed 
the criteria for both blocks. 
Visual receptive fields 
We have described the procedure of creating receptive field maps in detail before 
(Viswanathan & Nieder, 2017). Briefly, we selected visually responsive neurons on the basis 
of a 3-factor ANOVA with the factors position, direction and orientation on firing rates 
collected in 250ms windows. For the neurons with a main effect of position (p < 0.05), we 
created RF maps by averaging the responses at each position, interpolating the responses and 
smoothing the responses in two dimensions with a Gaussian function. We then checked that 
these RF maps were consistent across trials by creating two maps for each neuron with half 
the trials. We compared the correlation between the first and second maps against a shuffled 
distribution of correlations obtained from shuffled first and second maps (p < 0.05). After this 
test was passed, we obtained RF maps for 65% (252/389) PFC neurons and 62% (210/338) 
VIP neurons that pass our criteria for both blocks. We normalised each map to its maximum 
across all positions. The RF of each cell was defined as the area where the neuron exhibited 
more than half-max activity (Rainer et al., 1998; Romero & Janssen, 2016). Average maps 
across groups of neurons were created by averaging these normalised maps. 
Single neuron responses to task variables 
We have described the procedure for testing the neurons for stimulus-selective responses in 
detail before (Viswanathan & Nieder, 2015). For the colour discrimination task, we tested 
neurons for colour-selective, number-selective and stimulus protocol-selective responses with 
a 3-factor ANOVA. For the number discrimination task, we tested neurons with a 2-factor 
ANOVA for the stimulus features of number and protocol. We did this for the sample phase 
with firing rates collected in 800ms windows with the area-appropriate offsets. We also did 
this for the delay phase with firing rates collected in the last 800ms of the delay period. We 
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evaluated all these tests with an alpha of 0.01. The neurons that showed a main effect of 
colour or a main effect of number were thus termed colour-selective or number-selective 
neurons. Their tuning functions were created by averaging their responses to the 
corresponding sample type across all trials (for instance, towards all red-coloured samples, or 
towards all samples with 3 dots) in the specified analysis window. During the colour 
discrimination task, we found 10% (22/215) PFC neurons and 14% (25/184) VIP neurons 
showed colour selectivity and 16% (34/215) PFC neurons and 14% (26/184) VIP neurons 
were number-selective. Overall, 18% (69/389) of PFC neurons and 13% (45/338) of VIP 
neurons showed number selectivity across both DMS tasks. For the number-selective 
neurons, we created average tuning curves by centring individual tuning curves at the 
preferred number and expressing responses to the other numbers as the numerical distance 
from the preferred number. The response to the preferred number was considered as 100% 
and to the least preferred number as 0%. All other values were normalised to this scale. 
Analysis of stimulus selectivity by RF type 
To compare the stimulus-selective responses across the different kinds of RFs, we classified 
the neurons into 3 classes: neurons that do not show a significant RF (nRF), neurons whose 
RFs do not overlap with the centre where the DMS task stimuli were always shown (RF-out) 
and neurons whose RFs overlap with the centre of the screen/DMS stimuli (RF-in). The 
stimuli in the DMS task were always displayed centrally, around the fixation target. Stimulus 
overlap was present if the RF covered the area occupied by the grey circle or if the RF 
maxima occurred inside the grey circle. We compared the proportions of the three classes of 
neurons in our recorded population and those that are selective for the various task variables 
using the chi-square test of independence, evaluated with an alpha of 0.05. We examined the 
population activity across time in the 3 classes by normalising the firing rates to the baseline 
collected during the middle 350ms of the fixation period and dividing by standard deviation 
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of baseline across trials. We used a sliding window Kruskal-Wallis test to test class-wise 
differences in this activity and consider differences significant if they are consistent across 50 
or more consecutive windows (>50ms). We calculated a receiver operating characteristic 
(ROC) curve to evaluate how well the task features are discriminated by the selective 
neurons. We considered the response towards the most preferred stimulus (colour/number) as 
the true positive rate and the response towards the least preferred stimulus as the false 
positive rate. Using these, an ROC curve was generated for each neuron, from which the area 
under the ROC curve was an indicator of how well the neuron discriminated between its 
preferred and least preferred stimulus. A value of 0.5 indicated chance level discrimination 
and a value of 1 indicated ideal discrimination. We also calculated AUROC values in a 
sliding window of 50ms moved in steps of 1ms to have a time-resolved test of stimulus 
discriminability between the 3 neuronal classes. 
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RESULTS 
We studied the activity of single neurons in PFC and VIP during a delayed match-to-sample 
task where the visual stimuli were dots within a grey circle presented centrally (Figure 1A). 
Two monkeys were trained to perform a colour discrimination task and subsequently, after a 
period of further training, a number discrimination task. The monkeys fixated a central 
fixation spot and held the response bar for 500ms of fixation, following which a sample 
stimulus was displayed for 800ms. The sample dots then disappeared for 1s delay and were 
followed by a test display. The monkeys were trained to respond if the test stimuli matched 
the sample stimuli in the relevant feature and withhold response if it did not until a matching 
stimulus appeared. The task structure remained identical for both tasks. The stimuli during 
the colour discrimination task varied in colour (5 colours) and number (1-5) of coloured dots 
(Figure 1B) within the grey circle while the number discrimination task had stimuli with 
uniformly coloured black dots. To ensure that the monkeys’ behaviour and the neuronal 
activity were independent of co-varying visual features, we used two set of stimuli. The 
‘standard’ dots were randomly sized and spaced while the ‘control’ dots summed to the same 
area and had the same average spacing such that the total coloured area and density stayed 
constant with increasing number of dots. Both monkeys performed much better than chance 
at the discrimination tasks (Viswanathan & Nieder, 2013, 2015). 
We further characterised the receptive fields of PFC and VIP neurons using a moving bar 
presented at various locations of the screen as the monkeys passively fixated the central 
fixation spot (Figure 1C). Five positions were sampled in each trial such that the entire 
screen (80 positions) could be mapped over 16 trials (Figure 1D) embedded within a block. 
This allowed us to obtain detailed RF maps of neurons that showed spatial selectivity 
(Viswanathan & Nieder, 2017)(Viswanathan & Nieder, in press). PFC neurons displayed 
more contra-lateral RFs than VIP, which had predominantly foveal RFs. 
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As the blocks of the active discrimination task and the passive fixation task were interleaved 
during the recording sessions, we obtained information about task-related activity and spatial 
selectivity from 389 PFC neurons and 338 VIP neurons. We traced the recording sites to the 
anatomical locations based on the MR images and stereotaxic measurements (Figures 2 and 
3). PFC recordings were made around the principal sulcus in monkey L (Figure 2B, left) and 
monkey S (Figure 2B, right). VIP recordings were made in the depths of the intraparietal 
sulcus in monkey L (Figure 2C and D, left) and monkey S (Figure 2C and D, right). The 
proportions of colour-selective neurons (Figure 2) and number-selective neurons (Figure 3) 
at the various sites are indicated by their colour in both figures. The RFs at the various 
locations did not show a strong site-wise distribution (Viswanathan & Nieder, in press). 
Next, we examined the RFs of neurons exhibiting stimulus selectivity. The colour 
discrimination task involved simple category membership as we used primary colours and 
did not vary hue in a continuous fashion. Both the monkeys excelled at the task and 
performed with greater than 97% accuracy. However, selective responses to colour were not 
common in PFC or VIP. 10% (22/215) PFC neurons responded selectively to the colour of 
the stimuli and 14% (25/184) VIP neurons were colour-selective. Notably, the DMS stimuli 
were always shown centrally, around the fixation target whereas the recorded neurons had a 
range of visual RFs all over the screen. We observed that some colour-selective PFC and VIP 
neurons had RFs that overlapped with the location of the colour stimuli (Figures 4A and B, 
respectively). But some neurons were selective for colour despite having RFs that did not 
overlap with the location where the colour stimuli were shown (Figures 4C and D). Despite 
the monkeys being engaged in a colour discrimination task, neurons in both areas responded 
selectively to the varying number of dots in the sample stimuli. In fact, a larger proportion of 
PFC neurons were selective for number than colour (chi-square = 4.59, p < 0.05). Over both 
tasks, 18% (69/389) PFC neurons were selective for the number of dots and 13% (45/338) 
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VIP neurons were number-selective. We also found neurons exhibiting classical tuning 
curves for the number of dots. Some of these neurons in PFC and VIP had receptive fields 
that overlapped with the location of the discriminative stimuli (Figures 5A and B). Many 
neurons were selective for number stimuli even when they were presented outside their RFs 
(Figures 5C and D). 
In order to quantify the relationship between category selectivity and spatial selectivity, we 
classified the recorded neurons into 3 types based on their spatial selectivity; neurons that 
were not significantly spatially-selective (Figure 6A and B), neurons that had RFs away from 
the centre (Figure 6C and D) and neurons that had RFs overlapping with the task stimulus 
location (Figure 6E and F). The average maps in Figure 6 depict the responses of such RFs, 
each map normalised and then those belonging to a class averaged for each area. In PFC, we 
found 35% (137/389) of the neurons belonging to the no-RF-class, 48% (186/389) belonging 
to the stimulus outside RF class, and 17% (66/389) belonging to the central-RF class, 
respectively. In VIP, we found a higher proportion of neurons with central RFs where the 
stimuli were presented. The distribution of neurons by RF class was more equitable than in 
PFC, 38% (128/338), 38% (130/338) and 24% (80/338), respectively. The proportions were 
significantly different across area (chi-square = 8.034, p < 0.05). This difference in relative 
proportions was even stronger when we only considered the neurons recorded during colour 
discrimination exclusively (chi-square = 11.262, p < 0.01). PFC neurons were distributed as 
27% (57/215) with no RFs, 57% (123/215) with stimulus outside RFs and 16% (35/215) with 
stimulus in RFs across the 3 classes while VIP neurons were distributed as 34% (62/184), 
41% (75/184) and 26% (47/184), respectively. 
Of these classes, we calculated the probability of exhibiting colour selectivity given the RF 
location (Figure 7). During the colour discrimination task, we found that PFC neurons were 
not differentially selective to the task features of colour based on RF type (chi-
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square = 1.042, p = 0.5939). While 7% (4/57) of neurons without a significant RF were 
selective for colour, 11% (13/123) with stimulus out of RF and 14% (5/35) with stimulus in 
RF were also selective for the colour of discriminative stimuli. Similarly, colour selectivity 
was distributed equitably across the 3 RF classes in VIP with 8% (5/62) colour-selectivity in 
the nRF class, 17% (13/75) in stimulus out of RF and 15% (7/47) in those with stimulus in 
their RFs (chi-square = 2, p = 0.3679). 
Notably, when we considered selectivity for number across the colour and number 
discrimination tasks, the probability of exhibiting number selectivity differed across RF 
classes (Figure 8). In PFC, only 10% (14/137) of neurons without RFs were selective, 18% 
(33/186) of neurons with stimulus outside RFs were selective and as many as 33% (22/66) of 
neurons with stimulus in RFs were selective for the number of dots in the sample phase (chi-
square = 10.749, p = 0.0046). This bias was also present when we considered number-
selective populations in the two tasks separately. We saw an overrepresentation of stimulus-
selective responses in neurons with RFs overlapping with the stimulus location despite these 
being the smallest proportions of PFC RFs. Only 17% of our PFC neurons have such RFs and 
as reported earlier, PFC neurons have a large proportion of contra-lateral fields (Mikami et 
al., 1982; Suzuki, 1985)( Viswanathan & Nieder, in press). In VIP, we saw a similar, albeit 
weaker effect. When we considered number-selectivity over all recording sessions, we found 
a slight over-representation of stimulus selectivity in neurons that are spatially-selective. 
While only 6% (8/128) of spatially non-selective neurons show stimulus-selectivity, as many 
17% (22/130) and 19% (15/80) spatially-selective neurons with stimulus outside of RF and 
stimulus in RF show stimulus selectivity (chi-square = 7.098, p = 0.0288). This difference 
was not seen for number-selective neurons recorded during the colour discrimination task 
(chi-square = 3.971, p = 0.137). 
While RF classes played a part in the recruitment of neurons in number discrimination, we 
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tested whether they determine the strength of modulation by number (Figure 9) by 
comparing number discriminability in number-selective neurons across the three RF classes. 
We calculated numerosity tuning curves for the 3 classes of number-selective neurons 
(Figure 9A and B). The tuning sharpness and width were remarkably similar across classes. 
In PFC, number neurons had median AUROC values of 0.71, 0.69 and 0.70 (Kruskal-Wallis, 
chi-square = 1.76, p = 0.4145). VIP receptive field classes have median AUROC values of 
0.70, 0.70 and 0.72 (Kruskal-Wallis, chi-square = 3.4, p = 0.1824). The stimuli were well 
discriminated by the selective populations irrespective of their spatial selectivity during 
passive fixation. 
159
 16 
DISCUSSION 
We recorded neurons in PFC and VIP as monkeys performed a discrimination task and a 
passive fixation task in interleaved blocks. We used the passive fixation task to map the 
visual receptive fields of many neurons. By mapping the RFs of the neurons independently 
from a discrimination task, we were able to compare the nature of their spatial responses to 
the non-spatial responses towards features of discriminative stimuli. We divided neuronal 
responses during passive fixation to three classes: no significant RF, RFs that did not overlap 
with the centre where the stimuli of the discrimination task were shown (stimulus outside RF) 
and RFs that overlapped with the centre (stimulus in RF). We found the selectivity to colour 
and number categories to be largely independent of the RFs. While colour selectivity was 
equitably distributed across RF classes, number selectivity recruited specifically the ‘stimulus 
in RF’ class in PFC and the spatially-selective neurons in VIP. Although the RF class did bias 
the recruitment of neurons in number selectivity in both areas, their RF membership did not 
reflect the strength of selectivity. 
 
Differences in RF classes across areas 
The distribution of RF classes in PFC and VIP were significantly different with PFC showing 
far less neurons for which the stimulus was displayed within their RF. This is in agreement 
with the strong contralateral bias reported in PFC visual responses (Mikami et al., 1982; 
Rainer et al., 1998) (Viswanathan & Nieder, in press) and the frequently foveal responses 
reported in VIP neurons (Viswanathan & Nieder, in press). Interestingly, bimodal neurons in 
VIP tend to have contralateral (15-30°) visual fields (Duhamel et al., 1998) but visual 
responses have a median eccentricity of 10-12° from the fovea (Duhamel et al., 1997) 
(Viswanathan & Nieder, in press). This indicates that the mapping of additional modalities 
occurs differentially for different visual RF locations. A direct comparison of the modulation 
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of firing rates by their RFs across PFC and VIP neurons has showed that VIP RFs show 
higher responses within their RFs than without. Additionally, a higher proportion of VIP 
neurons show spatial selectivity. With this in mind, we hypothesized that VIP neurons would 
be differentially recruited by non-spatial task variables based on their RFs whereas PFC task 
responses would be more independent of the location of their RFs. 
 
RF locations and task recruitment 
Our study provided us a unique opportunity to examine selective recruitment of neurons. 
Other studies examining the interplay of spatial and non-spatial variables rely on within-
neuron comparisons of representations of non-spatial features by presenting stimuli either 
within a neuron’s RF or outside it (Freedman & Assad, 2009; Wimmer et al., 2016). Many 
others involve behavioural responses that are spatial in nature like eye movements toward or 
away from RF thus making it difficult to dissociate the non-spatial influences of the stimuli 
and the spatial influences of choice (Constantinidis et al., 2001). By mapping the RFs of 
neurons separately and by using a delayed match-to-sample task without a spatial component, 
we were able to compare stimulus selectivity across RF classes. 
Neurons in both areas were weakly but correspondingly recruited by the colour stimuli by RF 
class. Thus, regardless of whether the neurons were spatially selective or where their RFs 
were located, they showed colour-selective responses. PFC colour-selective neurons were 
between 7 to 14% of the different RF classes and VIP neurons were between 8 to 17% of the 
different RF classes. The weak colour-selectivity in our population is typical of PFC neurons 
(Lara & Wallis, 2014). Colour responses are known to be quite dynamic in fronto-parietal 
areas such that information about colour stimuli arises early in selective populations and 
varies over the course of the trial (Astrand et al., 2015). Fronto-parietal neurons are also 
strongly driven by task difficulty and arousal while our monkeys performed this colour 
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discrimination task with 97% accuracy, which might further explain a lower recruitment by 
colour in our data. 
The recruitment of neurons for number selectivity tells a different story. Both areas consist of 
neurons strongly selective for number despite having no significant RFs or having their RFs 
elsewhere. A much larger fraction of PFC neurons responds selectively to number when the 
stimulus is shown within their RFs while spatially-selective VIP neurons are number-
selective in a larger fraction regardless of stimulus location. Within the rarer population of 
foveal RFs in PFC, we see a two to three-fold increase in number-selective responses than the 
other RF classes. One explanation for this over-representation is that spatial attention to the 
stimulus location selectively recruits neurons with RFs at that location. Specifically as 
stimulus comparisons, such as those during a discrimination task, require PFC neurons 
providing stimulus-related signals (Wimmer et al., 2016), neurons responsive to the stimulus 
location are most informative. Some of these neurons might be neurons receiving information 
from foveal VIP neurons. Within the magnitude system, PFC is placed downstream to VIP. 
Parietal cortex has been shown to precede PFC in extracting magnitudes from stimuli (Nieder 
& Miller, 2004b; Viswanathan & Nieder, 2013). Many areas of the posterior parietal cortex 
are reciprocally connected with PFC and it is not known whether inputs to PFC from areas 
like LIP, VIP are spatially organised (Lewis & Van Essen, 2000). It is possible that VIP 
neurons containing information about magnitude specifically project to PFC neurons 
representing the foveal visual field. Such a hierarchy would put PFC in a position to exert 
top-down influence on VIP number representations across the visual field (Chafee & 
Goldman-Rakic, 2000; Crowe et al., 2013). Colour information, on the other hand, might 
arrive in PFC from a different system and thus, dependent on the spatial organisation of 
upstream visual areas. 
Stimulus discriminability 
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To test if stimulus discriminability was truly independent of the RFs in association areas, we 
examined the strength of number-selectivity. Across RF classes, despite differences in 
recruitment of neurons towards number discrimination, we did not see differences in the 
strength of discrimination in the selective neurons in either area. Directional stimuli presented 
in either visual hemifields were strongly represented by lateral PFC neurons during a motion 
discrimination task. As the direction signals were 40ms earlier from the contralateral 
hemifield than the ipsilateral hemifield, it has been speculated that the source of information 
differs across space such that direct inputs from upstream MT drives the contralateral 
responses and those from the opposite PFC drive the ipsilateral responses (Wimmer et al., 
2016). Neurons in lateral intraparietal area exhibited lower firing rates to motion stimuli 
presented outside their RFs but nevertheless strongly encoded the arbitrary learned category 
membership of those stimuli (Freedman & Assad, 2009). The position of the stimuli (within 
RF or out) was strongly encoded at the beginning of the stimulus period but the category 
encoding which started later remained strong for either position. PFC and VIP neurons in our 
study are strongly selective for the number of dots in the visual stimuli regardless of their 
RFs, similar to those found in area MT selective for direction (Zaksas & Pasternak, 2006a). 
Further time-resolved analysis will examine whether number encoding is subject to similar 
temporal differences based on the neurons’ RFs. However, abstract categories are often 
encoded at different, short time periods of a trial whereas object locations are encoded 
throughout the trial (Stoet & Snyder, 2004; Zaksas & Pasternak, 2006b). This suggests that 
abstract categories might be encoded independently of location within single neurons in the 
association areas, especially in areas that generate location independent top-down modulation 
like the PFC. 
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FIGURE LEGENDS 
 
Figure 1. Behavioural tasks. (A) We used two kinds of discriminative stimuli within a 
delayed match-to-sample task (DMS). During the colour discrimination task, monkeys were 
trained to match the colour of a multi-dot display and for the number discrimination task, the 
number of dots within the display. Each trial began with a fixation period during which the 
monkeys fixated on a central fixation spot and held a response bar. As they continued to 
fixate and hold the bar, a sample display was shown which had to be remembered through a 
delay period to be matched to following test displays. If the test display matched the sample 
display in the colour (top panel) or number (bottom panel) of dots, the monkeys responded by 
releasing the bar. If it did not, they withheld their response until a matching stimulus 
appeared. Every successful trial was rewarded. (B) The colour stimuli spanned 5 colours, red, 
blue, green, yellow and purple presented in all numbers. The number stimuli ranged from one 
to 5 dots. Note that the displays could not be matched based on other visual features like 
appearance, size of dots and density. The ‘standard’ set of stimuli consisted of randomly 
sized and spaced dots. The ‘control’ set of stimuli equalised the summed area of dots across 
number and the average spacing between the dots. (C) A passive fixation task helped us map 
the neuronal receptive fields. As the monkeys fixated the central fixation spot, a grey moving 
bar appeared at 5 successive positions for 1000 ms each. At each position, the bar moved at 
constant speed right to left, left to right, then oriented horizontally moving up, moving down. 
The directions of motion are indicated by the green arrow. Successful fixation throughout the 
trial resulted in a fluid reward. (D) The screen was divided into a 10x8 grid of 80 positions 
which were sampled over 16 trials. The blocks of passive fixation were interleaved with 
blocks of DMS tasks in the recording session, each session beginning with a DMS block. 
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Figure 2. Recording sites in the right dlPFC and VIP during the colour discrimination task. 
(A) Lateral view of the rhesus monkey brain (left) with the approximate location of the 
recording chambers over the right hemisphere. The filled area within the recording chamber 
indicates the location of recording sites. Various sulci are marked and labelled: PS – principal 
sulcus, CS – central sulcus, LS – lateral sulcus, STS – superior temporal sulcus. The coronal 
section at the level of the IPS (right) indicates the location of our VIP recording sites. (B) 
Recording sites within PFC in monkey L (left) and monkey S (right) around the anatomical 
features, sAS – superior arcuate sulcus, iAS – inferior arcuate sulcus, AS – arcuate sulcus. 
For each recording site, we calculate the percentage of colour-selective neurons. The size of 
circles indicates the number of neurons recorded at each site. The colour of the circles 
indicates the percentage of neurons that exhibited colour selectivity. (C) VIP recording sites 
mapped on the surface of cortex in monkey L (left) and monkey S (right), CS – central 
sulcus. (D) However, VIP recordings were made in the depth of IPS and the scatter plot 
depicts individual sites in depth. 
 
Figure 3. Number-selective neurons in the right dlPFC and VIP. Same layout as Figure 2. 
(A) PFC recording chambers and individual recording sites in monkey L (left) and monkey S 
(right). (B) VIP recording chambers and recording sites mapped onto the surface of cortex. 
(C) Individual recording sites in the depth of IPS. 
 
Figure 4. Example neurons: receptive fields and colour selectivity. (A) Example PFC neuron 
with the RF overlapping stimulus location as indicated by the warmer colours around the 
grey circle marking the stimulus location (left panel). The map is normalised to the maximum 
firing rate across locations, stated above the map. The same neuron responds during the DMS 
task to stimuli shown within the grey circle and the response for each colour is averaged 
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(right panel), error bars are the standard error of the mean (ANOVA, p < 0.01). It is 
significantly selective for the red coloured dots. (B) Example VIP neuron; foveal RF (left 
panel) and selectivity for purple coloured dots in the sample (right panel). This neuron also 
has an RF that overlaps with the stimulus location. (C) An example PFC neuron that 
responds selectively to the yellow samples despite having a non-foveal RF. (D) A VIP 
colour-selective neuron and its non-foveal RF. 
 
Figure 5. Example neurons: receptive fields and number selectivity. (A) A PFC neuron 
exhibiting selectivity for the number of dots in the sample display which overlaps with its RF 
(left panel) and its number tuning curve (right panel). (B) VIP neuron with a foveal RF and 
selectivity for 4 dots. (C) PFC neuron with a selective response for 5 dots with an eccentric 
RF. (D) VIP number-selective neuron with a large para-foveal RF. 
 
Figure 6. Three classes of RFs involved in discrimination tasks. (A) Neurons showing no 
spatial selectivity during the RF mapping in PFC. Their activity is normalised and averaged 
and display no hotspots. (B) The same population of neurons in VIP show heightened activity 
but without hotspots. (C) Neurons in PFC that have RFs in areas other than where the DMS 
stimuli are shown. Here, we see a hotspot in lower, left side which is contra-lateral to all the 
neurons. (D) Neurons in VIP with RFs non-overlapping with stimuli. (E) PFC neurons that 
have RFs overlapping with stimulus location. (F) same as E for VIP neurons. The number of 
neurons comprising each class are indicated above each map. The maps are all normalised to 
the same scale to highlight the overlap of RFs. 
 
Figure 7. Probability of colour-selective responses by RF class (top panel). Relative 
proportions of RF classes in PFC (middle panel) and VIP (bottom panel) from Figure 5 are 
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indicated by the size of the Pacman-style pie charts. (A) The proportion of colour-selective 
neurons in the non-spatially selective class of neurons is depicted by the open-ness of the 
Pacman-style pie and the coloured area. The percentage is indicated next to the shapes. (B) 
The proportion of colour-selective neurons when the stimulus was outside the RF. (C) The 
proportion of colour-selective neurons when the stimulus was inside the RF. (D-F) The same 
as A-C for neurons in VIP. Neither area shows a significant deviation of colour-selective 
neurons in any RF class. 
 
Figure 8. Probability of number-selective responses by RF class. Same layout as Figure 6. 
(A) The proportion of number-selective neurons with no RFs. (B) Number-selective neurons 
with RFs away from the stimulus location. (C) PFC neurons with RFs overlapping the 
stimulus location show the highest proportion of number-selective neurons. (D-F) The same 
as A-C for neurons in VIP. VIP number neurons are proportionally distributed in the stimulus 
outside RF and inside RF classes, more than those without RFs. 
 
Figure 9. Strength of number discriminability by RF class. (A) Averaged tuning curves for 
number-selective PFC neurons for each RF class, error bars are the standard error of the 
mean. Responses were centred on the preferred number and normalised such that responses 
towards the preferred number was considered 100% and responses towards the least preferred 
number were 0%. All other responses were expressed as response to a numerical distance 
from the preferred number. (B) Tuning curves for VIP number-selective neurons. (C) 
AUROC values calculated from the sample phase in PFC neurons by RF class. Each data 
point (circle) is the AUROC value of a number-selective neuron and the black horizontal 
lines are the median values for each RF class. (D) AUROC values for VIP neurons. There 
was no significant difference in stimulus discriminability across RF classes for either area. 
167
 24 
ACKNOWLEDGMENTS: 
This work was supported by DFG grant NI 618/2-1 to A.N.  
 
The authors declare no competing financial interests. 
 
 
AUTHOR CONTRIBUTIONS: 
P.V. and A.N. designed research; P.V. performed research; P.V. analysed data; P.V. and A.N. 
wrote the paper. 
 
168
 25 
REFERENCES: 
 
Asaad, W.F. & Eskandar, E.N. (2011) Encoding of both positive and negative reward prediction errors by 
neurons of the primate lateral prefrontal cortex and caudate nucleus. J. Neurosci., 31, 17772–17787. 
Astrand, E., Ibos, G., Duhamel, J.-R., & Ben Hamed, S. (2015) Differential dynamics of spatial attention, 
position, and color coding within the parietofrontal network. J. Neurosci., 35, 3174–3189. 
Avillac, M., Ben Hamed, S., & Duhamel, J.-R. (2007) Multisensory Integration in the Ventral Intraparietal Area 
of the Macaque Monkey. J. Neurosci., 27, 1922–1932. 
Avillac, M., Denève, S., Olivier, E., Pouget, A., & Duhamel, J.-R. (2005) Reference frames for representing 
visual and tactile locations in parietal cortex. Nat. Neurosci., 8, 941–949. 
Bongard, S. & Nieder, A. (2010) Basic mathematical rules are encoded by primate prefrontal cortex neurons. 
Proc. Natl. Acad. Sci. U. S. A., 107, 2277–2282. 
Chafee, M. V & Goldman-Rakic, P.S. (2000) Inactivation of parietal and prefrontal cortex reveals 
interdependence of neural activity during memory-guided saccades. J. Neurophysiol., 83, 1550–1566. 
Constantinidis, C., Franowicz, M.N., & Goldman-Rakic, P.S. (2001) The sensory nature of mnemonic 
representation in the primate prefrontal cortex. Nat. Neurosci., 4, 311–316. 
Crowe, D.A., Goodwin, S.J., Blackman, R.K., Sakellaridi, S., Sponheim, S.R., MacDonald, A.W., & Chafee, M. 
V (2013) Prefrontal neurons transmit signals to parietal neurons that reflect executive control of cognition. 
Nat. Neurosci., 16, 1484–1491. 
Duhamel, J.-R.R., Bremmer, F., Ben Hamed, S., & Graf, W. (1997) Spatial invariance of visual receptive fields 
in parietal cortex neurons. Nature, 389, 845–848. 
Duhamel, J.R., Colby, C.L., & Goldberg, M.E. (1998) Ventral intraparietal area of the macaque: congruent 
visual and somatic response properties. J. Neurophysiol., 79, 126–136. 
Eiselt, A.-K. & Nieder, A. (2013) Representation of abstract quantitative rules applied to spatial and numerical 
magnitudes in primate prefrontal cortex. J. Neurosci., 33, 7526–7534. 
Freedman, D.J. & Assad, J.A. (2006) Experience-dependent representation of visual categories in parietal 
cortex. Nature, 443, 85–88. 
Freedman, D.J. & Assad, J.A. (2009) Distinct encoding of spatial and nonspatial visual information in parietal 
cortex. J. Neurosci., 29, 5671–5680. 
Funahashi, S. & Bruce, C.J. (1989) Mnemonic coding of visual space in the monkey ’ s dorsolateral prefrontal 
169
 26 
cortex. J. Neurophysiol., 61, 331–349. 
Fuster, J.M. & Alexander, G.E. (1971) Neuron activity related to short-term memory. Science, 173, 652–654. 
Hasegawa, R.P., Matsumoto, M., & Mikami, A. (2000) Search target selection in monkey prefrontal cortex. J 
Neurophysiol, 84, 1692–1696. 
Lara, A.H. & Wallis, J.D. (2014) Executive control processes underlying multi-item working memory. Nat. 
Neurosci., 17, 876–883. 
Leon, M.I. & Shadlen, M.N. (1999) Effect of expected reward magnitude on the response of neurons in the 
dorsolateral prefrontal cortex of the macaque. Neuron, 24, 415–425. 
Lewis, J.W. & Van Essen, D.C. (2000) Corticocortical connections of visual, sensorimotor, and multimodal 
processing areas in the parietal lobe of the macaque monkey. J. Comp. Neurol., 428, 112–137. 
Merten, K. & Nieder, A. (2012) Active encoding of decisions about stimulus absence in primate prefrontal 
cortex neurons. Proc. Natl. Acad. Sci., 109, 6289–6294. 
Mikami, A., Ito, S., & Kubota, K. (1982) Visual response properties of dorsolateral prefrontal neurons during 
visual fixation task. J. Neurophysiol., 47, 593–605. 
Mochizuki, K. & Funahashi, S. (2016) Prefrontal spatial working memory network predicts animal’s decision 
making in a free choice saccade task. J. Neurophysiol., 115, 127–142. 
Mountcastle, V.B., Lynch, J.C., Georgopoulos, A., Sakata, H., & Acuna, C. (1975) Posterior parietal association 
cortex of the monkey: command functions for operations within extrapersonal space. J. Neurophysiol., 38, 
871–908. 
Nieder, A. (2012) Supramodal numerosity selectivity of neurons in primate prefrontal and posterior parietal 
cortices. Proc. Natl. Acad. Sci. U. S. A., 109, 11860–11865. 
Nieder, A. & Miller, E.K. (2004a) A parieto-frontal network for visual numerical information in the monkey. 
Proc. Natl. Acad. Sci. U. S. A., 101, 7457–7462. 
Nieder, A. & Miller, E.K. (2004b) Analog numerical representations in rhesus monkeys: evidence for parallel 
processing. J. Cogn. Neurosci., 16, 889–901. 
Quintana, J., Fuster, J.M., & Yajeya, J. (1989) Effects of cooling parietal cortex on prefrontal units in delay 
tasks. Brain Res., 503, 100–110. 
Rainer, G., Asaad, W.F., & Miller, E.K. (1998) Memory fields of neurons in the primate prefrontal cortex. Proc. 
Natl. Acad. Sci. U. S. A., 95, 15008–15013. 
Ramirez-Cardenas, A., Moskaleva, M., & Nieder, A. (2016) Neuronal Representation of Numerosity Zero in the 
170
 27 
Primate Parieto-Frontal Number Network. Curr. Biol., 26, 1285–1294. 
Roesch, M.R. & Olson, C.R. (2004) Neuronal activity related to reward value and motivation in primate frontal 
cortex. Science, 304, 307–310. 
Romero, M.C. & Janssen, P. (2016) Receptive field properties of neurons in the macaque anterior intraparietal 
area. J. Neurophysiol., 115, 1542–1555. 
Shadlen, M.N. & Newsome, W.T. (2001) Neural basis of a perceptual decision in the parietal cortex (area LIP) 
of the rhesus monkey. J. Neurophysiol., 86, 1916–1936. 
Stoet, G. & Snyder, L.H. (2004) Single neurons in posterior parietal cortex of monkeys encode cognitive set. 
Neuron, 42, 1003–1012. 
Suzuki, H. (1985) Distribution and organization of visual and auditory neurons in the monkey prefrontal cortex. 
Vision Res., 25, 465–469. 
Suzuki, M. & Gottlieb, J. (2013) Distinct neural mechanisms of distractor suppression in the frontal and parietal 
lobe. Nat. Neurosci., 16, 98–104. 
Swaminathan, S.K. & Freedman, D.J. (2012) Preferential encoding of visual categories in parietal cortex 
compared with prefrontal cortex. Nat. Neurosci., 15, 315–320. 
Tremblay, S., Pieper, F., Sachs, A., & Martinez-Trujillo, J. (2015) Attentional filtering of visual information by 
neuronal ensembles in the primate lateral prefrontal cortex. Neuron, 85, 202–215. 
Tudusciuc, O. & Nieder, A. (2009) Contributions of primate prefrontal and posterior parietal cortices to length 
and numerosity representation. J. Neurophysiol., 101, 2984–2994. 
Vallentin, D. & Nieder, A. (2010) Representations of visual proportions in the primate posterior parietal and 
prefrontal cortices. Eur. J. Neurosci., 32, 1380–1387. 
Viswanathan, P. & Nieder, A. (2013) Neuronal correlates of a visual “sense of number” in primate parietal and 
prefrontal cortices. Proc. Natl. Acad. Sci. U. S. A., 110, 11187–11192. 
Viswanathan, P. & Nieder, A. (2015) Differential impact of behavioral relevance on quantity coding in primate 
frontal and parietal neurons. Curr. Biol., 25, 1259–1269. 
Viswanathan, P. & Nieder, A. (2017) Visual receptive field heterogeneity and functional connectivity of 
adjacent neurons in primate fronto-parietal association cortices. J. Neurosci., 37, 8919–8928. 
Viswanathan, P. & Nieder, A. (in press) Comparison of visual receptive fields in the dorsolateral prefrontal 
cortex (dlPFC) and ventral intraparietal area (VIP) in macaques. Eur. J. Neurosci. 
Wardak, C., Olivier, E., & Duhamel, J.-R. (2011) The relationship between spatial attention and saccades in the 
171
 28 
frontoparietal network of the monkey. Eur. J. Neurosci., 33, 1973–1981. 
Wimmer, K., Spinelli, P., & Pasternak, T. (2016) Prefrontal Neurons Represent Motion Signals from Across the 
Visual Field But for Memory-Guided Comparisons Depend on Neurons Providing These Signals. J. 
Neurosci., 36, 9351–9364. 
Zaksas, D. & Pasternak, T. (2006a) Area MT Neurons Respond to Visual Motion Distant From Their Receptive 
Fields Area MT Neurons Respond to Visual Motion Distant From Their Receptive Fields. J. 
Neurophysiol., 4156–4167. 
Zaksas, D. & Pasternak, T. (2006b) Directional signals in the prefrontal cortex and in area MT during a working 
memory for visual motion task. J. Neurosci., 26, 11726–11742. 
 
172
3DVVLYH¿[DWLRQWDVN
IRU5)PDSSLQJ
Fixation        Sample         Delay            Test1             Test2
PVPVPVPVPVPV
Response

0DWFK

1RQPDWFK
'HOD\HGPDWFKWRVDPSOHWDVN
CRORXUGLVFULPLQDWLRQ
1XPEHUGLVFULPLQDWLRQ
PVPVPVPVPV

1RQ0DWFK

0DWFK
Response
Response
Response
)LJXUH9LVZDQDWKDQ	1LHGHU
A
C
B
D
6WDQGDUG CRQWURO
GHJ

G
HJ
C
RO
RX
UV
1
XP
EHUV
Fixation
173
anterior
do
rs
al
PP
0RQNH\/ 0RQNH\6
,36
,36
PLGOLQH
C6
VA6
LA6
36
A6
36
VA6


'
HS
WK
P
P



PHGLDO

'
HS
WK
P
P


ls
sts
ps 10mm
ls
sts
m
esial
ips
3)C 9,3






3HUFHQWRI
FRORXUVHOHFWLYH
QHXURQV
)LJXUH9LVZDQDWKDQ	1LHGHU
A
B
C
D
DQWHU
LRU
PHGLDO DQWHU
LRU
174
36
VA6
0RQNH\/ 0RQNH\6
VA6
LA6
36
A6
,36
PP
,36
PLGOLQH
C6






3HUFHQWRI
QXPEHUVHOHFWLYH
QHXURQV
anterior
do
rs
al


'
HS
WK
P
P




'
HS
WK
P
P


)LJXUH9LVZDQDWKDQ	1LHGHU
PHGLDO DQWHU
LRU
PHGLDO DQWHU
LRU
A
B
C
175
)LJXUH9LVZDQDWKDQ	1LHGHU
   





+]



5 B * < 3
6DPSOHC



A
YJ
)
5
+
]
   





+]



5 B * < 3
6DPSOHC



A
YJ
)
5
+
]
   





+]



5 B * < 3
6DPSOHC



A
YJ
)
5
+
]
   





+]



5 B * < 3
6DPSOHC



A
YJ
)
5
+
]
+RUL]RQWDOGHJ
9H
UWL
FD
O
GH
J

+RUL]RQWDOGHJ
9H
UWL
FD
O
GH
J

+RUL]RQWDOGHJ
9H
UWL
FD
O
GH
J

+RUL]RQWDOGHJ
9H
UWL
FD
O
GH
J

CA
DB
   





+]



    
6DPSOH1



A
YJ
)
5
+
]
   





+]



    
6DPSOH1



A
YJ
)
5
+
]
   





+]



    
6DPSOH1



A
YJ
)
5
+
]
   





+]



    
6DPSOH1



+RUL]RQWDOGHJ
9H
UWL
FD
O
GH
J

+RUL]RQWDOGHJ
9H
UWL
FD
O
GH
J

+RUL]RQWDOGHJ
9H
UWL
FD
O
GH
J

+RUL]RQWDOGHJ
9H
UWL
FD
O
GH
J

A
YJ
)
5
+
]
)LJXUH9LVZDQDWKDQ	1LHGHU
CA
DB
)LJXUH9LVZDQDWKDQ	1LHGHU
Q 
   




 


Q 
   




 


Q 
   




 


Q 
   




 


Q 
   




 


Q 
   




 


+RUL]RQWDOGHJ+RUL]RQWDOGHJ
9H
UWL
FD
O
GH
J

9H
UWL
FD
O
GH
J

+RUL]RQWDOGHJ
5)
A C
B D
E
F
5)
3)C
9,3
176
)LJXUH9LVZDQDWKDQ	1LHGHU

 









D E F
A B C
)LJXUH9LVZDQDWKDQ	1LHGHU












D E F
A B C
)LJXUH9LVZDQDWKDQ	1LHGHU
D
C
B
A






A
8
5
2
C
QX
P






A
8
5
2
C
QX
P
        
'LVWDQFHWRSUHIHUUHG1






1
RU
P
DO
LV
HG
UH
VS
RQ
VH


        
'LVWDQFHWRSUHIHUUHG1






1
RU
P
DO
LV
HG
UH
VS
RQ
VH


177

