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Abstract
We give a pedagogical review of the localization of supersymmetric gauge theory on 5d toric
Sasaki-Einstein manifolds. We construct the cohomological complex resulting from super-
symmetry and consider its natural toric deformations with all equivariant parameters turned
on. We also give detailed discussion on how the Sasaki-Einstein geometry permeates every
aspect of the calculation, from Killing spinor, vanishing theorems to the index theorems.
This is a contribution to the review volume “Localization techniques in quantum field
theories” (eds. V. Pestun and M. Zabzine) which contains 17 Chapters available at [1]
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1 Introduction
The localisation technique in computing exact partition functions has had a long history
by now: from Witten’s work on 2D Yang-Mills [2], then on the 3d side, the non-abelian
localisation for Chern-Simons theory [3], and a more direct approach by embedding Chern-
Simons in the N = 2 supersymmetric Chern-Simons theory [4], and finally on 4d there is the
groundbreaking work of Pestun [5]. The techniques used in these calculations simplify as one
gains more and more insight into what is essential for the localisation and what are mere frills.
For example the work of Ka¨lle´n [6], by using a nifty field redefinition, a large part of the work
in the calculation of [4] can be circumvented. The similar field redefinitions were later used
in the work [7] that started a series of work on the localisation in 5 dimension. Though the
context of localisation may be very different, there is a common thread that unifies all of the
above approach, namely the Duistermaat-Heckman formula [8] in equivariant cohomology.
Let (X2n, ω) be a 2n dimensional closed symplectic manifold, if there is a U(1) action on
X with moment map µ. Assuming that this action has only isolated fixed points, then the
integral ∫
X
ωn
n!
e−µ =
∑
i
e−µ(pi)
e(pi)
can be written as a sum of contributions from the fixed points {pi}, and e(pi) =
∏
a
ma(pi) is
the product of the weights ma(pi) of the U(1) action on the tangent space at pi. This formula
has a generalisation to the case of just having a vector field V on X with only isolated fixed
points [9], as the whole localisation revolves around this formula, we shall review it quickly
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here to make the paper self-contained. Let a V be a vector field on X with isolated zeros
and assume that it is Killing with respect to a given metric g. With this data one can define
an operator
dV = d+ ιV , (1.1)
such that d2V = LV . This operator would be the equivariant differential had V been induced
by a U(1) action. Let α be a differential form that is closed under dV , note that α necessarily
contains forms of different degrees. The integral of α is then given by∫
X
α =
∑
pi
πn α|pi
det1/2LV |pi
, (1.2)
where the sum is over fixed points of V . At each pi the Lie derivative LV acts as an
automorphism of TpiX and we can compute its determinant. The normalized infinitesimal
form of V at point pi is
V = 2π
∑
a
ma
(
xa
∂
∂ya
− ya ∂
∂xa
)
, (1.3)
where the positive integers ma(pi) are the weights of the U(1) action at pi. The proof of this
formula using the Grassmann variables will be given in section 3.1.
The formula (1.2) is the basis of our localisation technique. In fact, what one shall do is
to find, in a given supersymmetric theory, a particular combination of the supersymmetry
generator that behaves just like the operator (1.1) and then apply (1.2). In the infinite
dimensional (path integral) setting, the vector field V is acting on the space of fields, and
usually involves a combination of gauge transformation plus a Lie derivative along some
vector field on the manifold where our gauge theory is formulated. Our task is to review the
details of this procedure for 5d supersymmetric gauge theories. The review is organized as
follows: in section 2 we review 5d supersymmetric Yang-Mills theory on flat space and on
curved spaces. In section 3 we turn the susy algebra of section 2 into the desired form (1.1)
and discuss its natural deformations. In section 4 we find the localization locus which gives
us an interesting set of differential equations on 5-manifold. In section 5 we perform the
localization and express the final perturbative answer as the matrix model with generalised
triple sine function, see Contribution [10] for the study of these matrix models. We also
conjecture the full answer for the partition function, see also Contribution [11] for further
discussion. Finally in section 6 we discuss the relation between the curved space compu-
tations and the 1-loop perturbation computation on a flat space. In the appendices 7 we
collect the necessary material on the geometrical setting of the 5d theory, namely the 5d
toric Sasaki-Einstein manifolds.
3
2 The basic setup
2.1 5d SYM on flat space
We discuss briefly the setting on the flat space, since later we will extract from our curved
space computation certain quantity such as the β-function, which can be compared to the
explicit 1-loop computation on flat space.
We are interested in Euclidean version of N = 1 supersymmetric Yang-Mills theory on R5
which can be obtained by the reduction of 6d N = 1 theory on R5,1. The 5d supersymmetric
Yang-Mills action on flat space is
S =
1
g2
YM
Trf
∫
R5
d5x
[1
2
FmnFmn + iλI /Dλ
I − (Dmσ)(Dmσ)− λI [σ, λI ]− 1
2
DIJD
IJ
]
, (2.1)
where Trf is normalised as Trf [t
atb] = δab/2 andDm is covariant derivative. The various fields
are: F is the field strength of the gauge connection Fij = ∂[iAj]−iA[iAj], i, j = 1, · · · , 5; and
σ is an adjoint scalar (its kinetic term has the wrong sign because σ is in fact the temporal
component of the gauge field σ ∼ A0, since the theory comes from a compactification of a
6d theory on R1,5); while the field DIJ is an auxiliary field in adjoint that is an isotriplet, i.e.
DIJ = DJI and I, J = 1, 2 are the isospin indices. The fermions λ
I above are the gaugini in
adjoint, here the pairing of the spinors above uses only transposition
ψΓi1 · · ·Γinχ def= ψTCΓi1 · · ·Γinχ , (2.2)
where C is the charge conjugation matrix satisfying CΓiC−1 = (Γi)T (C is the product of all
the gamma matrices that are imaginary or real). The λI are symplectic Majorana spinors
satisfying
(λI)∗ = ǫIJCλ
J . (2.3)
Sometimes there is debate about the treatment of the reality condition for fermions when
one passes from Lorentz to Euclidean signatures. However in the action above, the pairing of
spinors uses only the transposition. Since the conjugation of a fermion never appears, while
the integration over fermions is a formal integral1, the problem of how to treat the reality
condition properly will not affect our calculation.
The field content of 5d SYM can also be understood from the 4d point of view. The 5d
N=1 susy reduces to the 4d N=2 susy and the field content is quite familiar. The vector
multiplet part of the action written in terms of the 4d N=1 super fields is
S =
1
4π
Im
(1
2
∫
d2θd5x
∂2F
∂Ai∂AjW
iW j +
∫
d4θd5x A¯i ∂F
∂Ai
)
. (2.4)
1By this we mean there is no need to choose a cycle for the integration, in contrast to when one integrates
a holomorphic form.
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Here W is a spinor fermionic chiral superfield, its leading component is the gaugino and it
also contains the self-dual part of the field strength. The field A is a chiral superfield that
contains the other gaugino and the scalar in the vector multiplet. The object F(A) is called
the prepotential and is holomorphic in A. In 5d the real part of the complex scalar becomes
the 5th component of the gauge field leaving behind a real scalar that was called σ in (2.1).
It is a remarkable feature that in 5d, the prepotential F has the following most general
form [12]
F = hijAiAj + cijkAiAjAk , (2.5)
where i is the index of the adjoint representation. For example, in the standard case
hij = (
θ
2π
+
4πi
g2
YM
)δij .
The cubic term would then contribute a Chern-Simons term [13] (remember that the leading
component of A contains the fifth component of the gauge field)
c
6
TrA3 → CS5 + c
2π2
Tr
∫
σ
(
F ∧ ∗F + (Dσ) ∧ ∗(Dσ) + · · · ) , (2.6)
CS5 =
−ic
24π2
Tr
∫
M5
(
A(dA)2 − 3i
2
A3dA− 3
5
A5
)
.
The coupling of the Chern-Simons term, which is proportional c, must be quantized. This is
one way of seeing that one cannot have any higher power terms in (2.5), since those would
lead to a Chern-Simons term with a field dependent coupling, which is not allowed.
Note that in flat space, even if one sets the cubic term in (2.5) to zero to start with,
it will be generated at 1-loop. By dimension counting, h has dimension of mass while c is
a number, so c cannot depend on h and hence this is a 1-loop effect only. To perform the
actual calculation, one can use the background field method and then we can compare it to
our localization result at the flat space limit. The two results agree, but in an indirect way.
2.2 SYM on the simply connected Sasaki-Einstein manifolds
The theory (2.1) was constructed on the five sphere in [14], and a more systematic way of
placing a supersymmetric theory on curved space was presented in [15]. The general method
is that one starts from a suitable supergravity theory and then sends Mpl → ∞, i.e. one
freezes gravity. It is a large enterprise to study and classify the geometry arising this way
that supports at least a fraction of the supersymmetry, see [16, 17, 18] and also [19].
We will not focus on the most general supersymmetric 5d gauge theories and instead we
shall study the simplest case namely Sasaki-Einstein geometry. It turns out that in 5d one
can freeze gravity if one can solve the Killing spinor equation
Dmξ = ± i
2
ΓmξJ , (2.7)
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where D is the spin covariant derivative. The number of independent solutions will determine
the number of supersymmetry possessed by the theory. The Killing equation actually leads
to Sasaki-Einstein geometry, see [20] and also the review in [21]. For example to see that it
is Einstein, apply (2.7) twice, one gets
DmDnξ = −1
4
ΓnΓmξ ,
whose antisymmetric part forces RmnpqΓ
pqξ = 2Γmnξ. Multiplying both sides by Γ
n
ΓnRmnpqΓ
pqξ = 2ΓnΓmnξ
Bianchi⇒ RmqΓqξ = 4Γmξ ⇒ Rmn = 4gmn .
The basic trick of the trade is to construct some tensors out of the Killing spinors, and apply
(2.7) to determine what sort of differential identities these tensors obey. Then with some
luck, one can classify the geometry.
From now on we focus on the simply connected 5d Sasaki-Einstein (SE) manifolds2, then
the solution can be organized as doublets
DmξI =
1
r
t JI ΓmξJ , t
J
I =
i
2
(σ3)
J
I , (ξIξJ) = −
1
2
ǫIJ , (2.8)
where we have inserted r as a dimensionful parameter (the size of manifold, which can be
ignored for now); and σ3 = diag[1,−1].
We pause to highlight some key features of the simply connected 5d SE manifolds, which
will be used in the formulation of the susy theory, leaving a more detailed review to the
appendix.
Out of the solution to (2.8), one can construct two tensors (we shall leave out r next)
R
p = ξIΓ
pξI , J nm = −2tIJξIΓ nm ξJ , (2.9)
these quantities satisfy
• R has constant norm 1 and it is a Killing vector field, called the Reeb vector field
• J is horizontal with respect to R, i.e. RmJ nm = 0
• J defines a complex structure transverse to R, i.e. J squares to −1 restricted to the
plane perpendicular to R
• Jg is the Ka¨hler form transverse to R
The Sasaki condition implies also the equation
∇mJpq = −vpgmq + δpmκq .
That transverse to R, there is a Ka¨hler structure is particularly important, both in bulding
a convenient spin representation and in the index computation of Schmude [23], see later.
We also remark that the transverse Ka¨hler structure is Ka¨hler-Einstein (R⊥pq = 6g
⊥
pq).
2By theorem 7.5.27 in [22], such manifolds are spin
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2.3 Field Content and Susy transformation
In this section we recall the action of 5d SYM for both the vector and hyper-multiplet, and
their susy transformation. The same formula is valid for S5 or more general SE manifolds,
the only difference is the number of solutions to the Killing spinor equation, i.e. the number
of susy. In the former case, one get eight susy while only two for the latter.
The field content of the vector-multiplet is as in the flat space case, the off-shell super-
symmetry reads transformation
δAm = iξIΓmλ
I ,
δσ = iξIλ
I ,
δλI = −1
2
(ΓmnξI)Fmn + (Γ
mξI)Dmσ − ξJDJI + 2
r
t JI ξJσ , (2.10)
δDIJ = −iξIΓmDmλJ + [σ, ξIλJ ] + i
r
t KI ξKλJ + (I ↔ J) ,
where ξI is a spinor satisfying the Killing equation (2.8). The susy invariant action is
Svec =
1
g2
YM
∫
M
VolM Tr
[1
2
FmnF
mn −DmσDmσ − 1
2
DIJD
IJ +
2
r
σtIJDIJ − 10
r2
tIJtIJσ
2
+iλIΓ
mDmλ
I − λI [σ, λI ]− i
r
tIJλIλJ
]
, (2.11)
where one see that compared to (2.1), certain 1/r corrections appeared. Upon sending
r → ∞ we recover the flat action (2.1) and flat supersymmetry transformations. We point
out a technical detail that the vev DIJ ∼ (2/r)tIJσ from solving the eom above is not a susy
background, but in contrast DIJ ∼ −(2/r)tIJσ is. The difference vanishes in the flat space
limit.
The hyper-multiplet consists of an SU(2)R-doublet of complex scalars q
A
I , I = 1, 2 and
an SU(2)R-singlet fermion ψ
A, with the reality conditions (A = 1, 2, · · · , 2N)
(qAI )
∗ = ΩABǫ
IJqBJ , (ψ
A)∗ = ΩABCψ
B , (2.12)
where ΩAB is the invariant tensor of USp(2N)
Ω =
∣∣∣∣ 0 1N−1N 0
∣∣∣∣ ,
and C is the charge conjugation matrix as before.
The gauge group will be a subgroup of USp(2N), in particular we consider the hyper-
multiplet with the representation N ⊕ N¯ of SU(N), which is embedded in USp(2N) in the
standard manner
U →
∣∣∣∣ U 00 U−T
∣∣∣∣ , U ∈ SU(N) .
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Suppressing the gauge group index, the on-shell supersymmetry transformations are writ-
ten as:
δqI = −2iξIψ ,
δψ = ΓmξI(Dmq
I) + iσξIq
I − 3
r
tIJξIqJ . (2.13)
The off-shell version of this transformations will be discussed later. The Lagrangian invariant
under (2.13) is
Lhyp = ǫ
IJΩABDmq
A
I D
mqBJ − ǫIJqAI σACσCBqBJ +
15
2r2
ǫIJΩABt
2qAI q
B
J
−2iΩABψA /DψB − 2ψAσABψB − 4ΩABψAλIqIB − iqAI DIJABqBJ , (2.14)
where t2 = tIJtIJ = 1/2 and σAB = ΩACσ
C
B. The covariant derivative D includes both the
Levi-Civita connection and the gauge connection.
Here as in the vector case, the action is written without complex conjugation, and the
fermion integrals are done formally.
3 The cohomological complex
3.1 Finite dimensional toy model
Here we give a simple proof of (1.2) in a way that makes its connection to supersymmetry
apparent. We recommend a nice nice review [24] that covers large part of this section.
Recall the setting of (1.2) from section 1. We have a vector field V acting on a manifold
X . We denote the coordinates of X as xi, i = 1, · · · , 2n. One can use the fermionic variables
ψi to represent the 1-forms dxi, and hence a function O(x, ψ) is just a differential form on
X . An integral of a differential form is then written as a Grassmann integral
I =
∫
d2nx d2nψ O(x, ψ) .
Assume that the differential form O(x, ψ) on X is invariant under an odd symmetry
δV x
i = ψi , δV ψ
i = LV x
i = V i(x) . (3.1)
In fact this complex is nothing but the Cartan formula for the Lie-derivative LV = {d, ιV },
where ιV : Ω
i → Ωi−1 is the contraction of forms with V , represented as V i∂ψi now.
Pick an odd function W satisfying δ2VW = 0 then we can insert into the integral a factor
I(t) =
∫
d2nx d2nψ O(x, ψ)e−tδV W , δ2VW = 0 , (3.2)
without changing the value of the integral. The last statement can be seen by differentiating
with respect to t
d
dt
I(t) = −
∫
dnx dnψ O(x, ψ)(δVW )e−tδVW = −
∫
dnx dnψ δV
(O(x, ψ)We−tδVW) ,
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in the last integral, we can replace δV with d = ψ
i∂i since the integral will only pick up terms
top degree in ψ. In this way, one can use Stokes theorem and the result dI/dt = 0 follows.
We assume that δVW is a well-behaved function, i.e. providing sufficient damping at
infinity and whose critical points are isolated, we can then send t → ∞ in (3.2) and the
integral will be concentrated at the critical points of the even part of δW
lim
t→∞
∫
d2nx d2nψ O(x, ψ)e−tδVW =
∑
cr pt
πnO0√
det(δVW )
′′
, (3.3)
Again so long as δVW is well-behaved in the above sense, the determinant appearing in (3.3)
is (up to a phase) independent of W . To see this, pick a critical point, say x = 0 and assume
that δVW has the expansion
δVW = c+
1
2
gijx
ixj +
1
2
bijψ
iψj + · · · ,
then δ2VW = 0 implies
0 = δ2VW = gijx
iψj + bijV
iψj + · · · ,
for this to be zero, one must have V i ∼ xj∂jV i + · · · , and
gij = −∂iV kbkj .
This leads to
det g = (−1)n det V ′ det b , pf b√
det g
= ± 1√
det dV
,
where dV is the derivative of V at x = 0, regarded as an endomorphism of T0X . The precise
sign can be worked out, but as it is not crucial to the path integral, we just set it to be +.
Thus in conclusion ∫
X
O =
∑
x0∈cr pt
π
dimX
2 O√
det(dV )
∣∣∣
x0
. (3.4)
There is also holomorphic version of the story. Let δV and V act holomorphically
δxi = ψi , δxi¯ = ψ i¯ , δψi = V i , δψ i¯ = V i¯ ,
then we have some modification to the above argument. Assume that δW has the expansion
δW = c+ gij¯x
ixj¯ + bij¯ψ
iψj¯ + · · · ,
and δ2W = 0 implies
0 = gij¯ψ
ixj¯ + bij¯V
iψj¯ + c.c+ · · · = xi(gij¯ + bjj¯(∂iV j))ψj¯ + · · ·
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hence gij¯ = −bjj¯(∂iV j), and the determinant to be computed turns into
det bjj¯
det gjj¯
= (−1)dimCX 1
det(∂iV j)
= (−1)dimCX 1
det(∂i¯V j¯)
.
This case is applicable to the hyper-multiplet.
In fact the setting can be more general, in that x itself can be both even and odd, with
ψ being of the opposite parity.
Remark Based on the fact that the eventual determinant only depends on the vector field
V and not on the details of W (provided of course the appropriate W exists), one might
tend to skip the step of finding W . This is viable in a finite dimensional setting above, as
the fixed points are really points. But when we come to infinite dimensional path integral
setting, the fixed points of V are described by certain differential equations in the fields,
and so one would prefer to find a W such that its critical points imply the given differential
equations, and desirably a bit more, so that one can study effectively the fixed points.
It is straightforward to generalise the above to the case when the zero of V is a subman-
ifold Z of codimension p,
(3.4) =
∫
Z
πcodimZ/2O√
det(dV )
, (3.5)
where dV is now regarded as an endomorphism of the normal bundle NZ of Z in X .
3.2 Change of variable
Our goal next will be to put the vector and hyper multiplet into the complex of the form
(3.1). We suggest the reader to take a look at the appendix where various geometrical objects
of the SE manifold are explained. The most important one we shall use is the projector
P± =
1
2
(ιRκ± ιR∗) : Ω2 → Ω2±H , (3.6)
where κ is the contact 1-form. In the current setting it is just κ = gR and it satisfies
ιRκ = 1 , ιRdk = 0 ,
1
8
κdκdκ = Vol .
We see that dκ is nondegenerate on the plane transverse to R (in fact it is propositional to
the transverse Ka¨hler form). Further Ω2±H are the horizontal (anti)-self-dual 2-forms, so the
projector (3.6) is the 5d lift of the usual 4d self-duality projector, we will see shortly the 5d
instantons are also the lift of the usual 4d anti-self-dual instantons.
Schematically the anti-commutator of two susy transformations is
{δ1, δ2} = translation + R-rotation + dilatation + gauge transformation , (3.7)
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where by translation we mean the infinitesimal diffeomorphism along a vector field. The
Killing spinors ξ single out one particular susy δξ that has a simpler anti-commutator
δ2ξ = translation + gauge transformation , (3.8)
next we exhibit this for the vector and hyper-multiplet cases.
Vector-multiplet
We use the Killing spinor to turn the gaugino into some odd differential forms. Define
Ψm = ξIΓmλ
I , χmn = ξIΓmnλ
I + R[mξIΓn]λ
I , (3.9)
the 2-form χ satisfies the same conditions as J :
ιRχ = 0 , ιR ∗ χ = χ . (3.10)
This change of variable is invertible
λI = −1
2
ξJ(ξJΓ
mnξI)χmn + (Γ
mξI)Ψm , (3.11)
with Ψm having 5 components and χmn having 3 components.
With the new variables the susy transformation reads (where we just write δ for δξ)
δA = iΨ , δΨ = −ιRF +Dσ ,
δχ = H , δH = −iLA
R
χ− [σ, χ] ,
δσ = −iιRΨ ,
δ2 = −iLR + iGΦ , Φ = σ + ιRA . (3.12)
Here H is the bosonic partner of χ and hence has exactly the same property (3.10), explicitly
it is related to the auxiliary DIJ as
Hmn = 2(F
+
H )mn + (ξ
IΓmnξ
J)(DIJ +
2
r
tIJσ) , F
+
H = P+F . (3.13)
Further GΦ is the gauge transformation with respect to parameter Φ, defined as
3
GǫA = Dǫ , Gǫφ = iǫφ ,
with φ in any representation (e.g., if φ is in the adjoint then ǫφ = [ǫ, φ]). Finally LA
R
=
LR + i[ , ιRA] is the Lie derivative combined with gauge transformation. So we see that the
square of the susy transformation has the promised form (3.8).
3Our convention is that the Lie algebra u(n) is given by Hermitian matrices, and D = d− iA = d− iAata
for a basis {ta} of the Lie algebra. This choice engenders awkward i’s everywhere, something that we came
to regret.
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Remark Intuitively, we can understand the simplification from (3.7) to (3.8) as follows.
In our redefinition of fields, we combined the SU(2) doublet λI with another doublet ξI ,
forming a singlet, and so the R-rotation vanishes from right hand side of (3.8). As for the
dilatation, it would have the divergence div R as its parameter, but since R is Killing, this
vanishes too.
Hyper-multiplet
Knowing that one should form SU(2) singlets to eliminate R-rotation from the square
of the susy transformation, we combine the scalar qI with the Killing spinors, and leave the
fermion ψ alone as it is already a singlet. Thus the twisted hyper-complex is formulated in
terms of spinors. The change of variables reads
q = ξIq
I , qI = −2ξIq ,
where q is a spinor and we remind the reader about the spinor pairing ξIq
def
= ξTI Cq. To see
that the above change of variables is invertible one has to use the Fierz identities, see [25].
From the reality condition satisfied by ξI and qI one can see that the spinor field q now
satisfies the same reality condition as ψ
(qA)∗ = ΩABCq
B.
Assuming that the gauge group is SU(N) ⊂ USp(2N), one can solve this constraint by
splitting
qA ⇒
∣∣∣∣ qα−Cq∗β
∣∣∣∣ , (3.14)
where qα is now an unconstrained Dirac spinor transforming in a representation of SU(N),
indexed by α. The field ψ can be dealt with in exactly the same way.
We will also split ψ according to its chirality under
γ5 = −R·Γ , (3.15)
i.e. ψ = ψ+ + ψ−, γ5ψ± = ±ψ±. Note that the spinor q has γ5q = +q always due to the
special property of the Killing spinors (see the review in section 2.3 [21]). After some massive
use of the Fierz identities and introducing an auxiliary field F with −1 γ5-eigenvalue, we get
the off-shell complex
δq = iψ+ ,
δψ+ = (−LsR +GΦ)q ,
δψ− = F ,
δF = (−iLs
R
+ iGΦ)ψ− , (3.16)
δ2 = −iLs
R
+ iGΦ , (3.17)
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where GΦ is the same gauge transformation as in (3.12). We have also introduced the
spinorial Lie derivative LsX , defined for Killing vectors X , see [26]
4
LsX = DX +
1
8
∇[mXn]Γmn ,
[LsX , L
s
Y ] = L
s
[X,Y ], [Dm, L
s
X ] = 0 ,
where ∇ is the Levi-Civita connection and D is the spin covariant derivative. The last
property shows that by using Killing vectors one can generate new solutions of the Killing
spinor equation.
A Convenient Spin Representation.
For later computation, we would like to choose a convenient spin representation in terms
of anti-holomorphic forms. Let
Wcan =
⊕
Ω0,•H (M) , (3.18)
where Ω0,•H consists of horizontal forms anti-holomorphic with respect to J . One then has a
representation of the Clifford algebra: let ψ be any section of Wcan and χ a 1-form, define
the Clifford action
χ·ψ =
{ √2χ ∧ ψ χ ∈ Ω0,1H (M)√
2ιg−1χψ χ ∈ Ω1,0H (M)
(−1)deg +1ψ χ = κ
. (3.19)
In this way, one has a spinc -structure whose characteristic line bundle (see chapter 5 in [27])
is the anti-canonical line bundle associated with the complex structure J .
Remark In this representation, the two Killing spinors are (0,0) and the (0,2) forms re-
spectively. In particular, that a non-vanishing section of (0,2) forms exists follows from the
triviality of the canonical bundle of the horizontal complex structure. The latter in turn
follows from the Ka¨hler Einstein condition: the curvature of the canonical bundle is the
(1,1) part of the Ricci tensor which is proportional to dκ and hence is trivial.
Thus one has a representation where q, ψ+ ∈ Ω0,0H ⊕Ω0,2H , and ψ−,F ∈ Ω0,1H . Furthermore
with SE metric the spinorial Lie derivative is related to the usual Lie derivative as
LsX = LX + ifX , (3.20)
where fX is a real constant. In the toric SE case fX can be read off easily from the toric
data and fR = 3/2. To summarize, the hyper complex reads
δq = iψ+ , δψ+ = (−LR − ifR +GΦ)q ,
δψ− = F , δF = i(−LR − ifR +GΦ)ψ− . (3.21)
4There is a sign difference in our second term compared to that of [26], the reason is the difference in the
convention of the Clifford algebra {Γp,Γq} = 2gpq in this paper, while it is −2gpq there.
13
We need also the formula for the spinor pairing for later use. If one works through the
spinor-form correspondence, the pairing is
as spinors ξTCη ξ†η
as forms −(−1)d(d−1)/2 ξ∧η
2¯̺
ξ∗ ∧ ∗η (3.22)
where d = deg ξ and ¯̺ is the nowhere vanishing section of Ω0,2H , which exists in the SE
geometry, and assume that it is normalised to be of norm 1. In the text, the first paring is
denoted as just ξη, and we denote it in the form language as 〈ξ, η〉, this pairing is known as
the Mukai pairing.
3.3 Deformation of the complex
One of the advantages of reformulating the susy complex in terms of differential forms is
that there is natural deformation of the cohomological complex.
Looking at (3.12), one has the freedom to deform R, and in the case of toric SE geometry,
the deformation has a very simple parameterisation, see later. Putting aside some positivity
conditions, the deformation is valid provided one also deforms κ and subsequently the hor-
izontal plane correspondingly. One can allow R to have a small imaginary part in order to
get the stronger locaisation locus. The deformed complex looks exactly the same as (3.12)
so we shall not write it again.
In a series of works [28, 29, 30, 31], one tried to set up susy theories on the squashed three
(five) sphere. These manifolds are topologically the same but the metric is no longer SE, so
the Killing equations (2.7) must be modified. In other words, more background fields from
the supergravity multiplet have to be turned on, and these fields modify the right hand side
of (2.7). The net result is that one gets a fairly complicated susy theory, but if one tries to
rewrite them in terms of differential forms (3.12), no change occurred other than replacing
R with the deformed one. Thus as far as computation is concerned, one can take (3.12) as
the starting point.
The deformation of the hyper-multiplet complex is a bit more tricky. We can take the
formulation in (3.16) and deform R as before, keeping in mind that the chirality operator
γ5 = −R·Γ has to be deformed accordingly. The only problem is that the spinorial Lie
derivative Ls
R
depends on the choice of the spin connection, and thus the deformation seems
less canonical. Alternatively, one can take the reformulation of hypermultiplet in terms
of differential forms (3.21) as the starting point with the Lie derivative acting on forms
canonically. The only remaining problem is to determine the shift fR and this can be done
by using the consistency checks for SE metric.
In particular, we shall deform the metric and horizontal complex structure for the SE
manifolds; in the toric SE case, these deformations are easily parameterized, see appendix
7.2. Now we focus on the toric case, by assumption we still have a nowhere vanishing section
̺ ∈ Ω0,2H , which shall be constructed also in the appendix, and we show that
2ifR̺ = LR̺ . (3.23)
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In particular, when the metric is SE, one always has LR̺ = 3i̺ and so fR = 3/2 agreeing
with the shift for SE case. And now we use (3.23) as a definition of the shift fR. Later we
will see that this shift has some other virtues.
4 Analysis of the fixed points
As we did for the toy model section 3.1, we have to find an appropriate functional W and
deform the action by −t ∫ δW so as to localize the path integral on the fixed points of the
vector field δ2 = −iL(s)R + iGΦ.
4.1 Vector multiplet and contact instantons
An observable
Beside the supersymetric Yang-Mills action the vector multiplet also possesses an observ-
able that is δ-closed but not δ-exact
O = CS3,2(A+ κσ) + iTr
∫
κ ∧ dκ ∧Ψ ∧Ψ , (4.1)
CS3,2 = Tr
∫
dκ ∧ (A ∧ dA− 2i
3
A ∧A ∧A) = Tr
∫
κ ∧ F ∧ F .
The bosonic part of O reads
O|bos = Tr
∫
κ ∧ F ∧ F + 2σκ ∧ dκ ∧ F + σ2κ ∧ dκ ∧ dκ .
One can in fact also write an observable associated with the 5d Chern-Simons term, see [7].
Next we collect the bosonic part of the classical action (2.11) (set r = 1)
Svec
∣∣
bos
= Tr
∫
ιRF ∧ ∗(ιRF )− κ ∧ F ∧ F − (Dσ) ∧ ∗(Dσ) (4.2)
−1
2
H ∧ ∗H + 2κ ∧ F ∧H + 1
r
σκ ∧ dκ ∧H − 2
r
σκ ∧ dκ ∧ F − 8
r2
σ2κ ∧ dκ ∧ dκ .
Now we can choose W
Wvec(s) = Tr
[
Ψ ∧ ∗(−ιRF −Dσ)− 1
2
χ ∧ ∗H + 2χ ∧ ∗F + sσκ ∧ dκ ∧ χ
]
,
where s is some parameter and F+H = P+F , with P+ defined in (3.6). We can check that the
classical action is reproduced as
Svec = −O +
∫
δWvec(1) .
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But for the deforming part, we take t
∫
Wvec(0), and it is easy to check that∫
δWvec(0)
∣∣
bos
= Tr
∫
ιRF ∧ ∗(ιRF )− (Dσ) ∧ ∗(Dσ)− 1
2
H ∧ ∗H + 2F+H ∧ ∗H . (4.3)
The fields H and σ should be to Wick rotated H → iH and σ → iσ, in order to have a
positive kinetic term and stronger localization locus. Next we integrate out H leaving a
perfect square. Thus the localisation locus is
F+H = 0 , ιRF = 0 , Dσ = 0 . (4.4)
The first two equations came to be called the ’contact instanton’ and they can be combined
in one equation
∗ F = −κ ∧ F , (4.5)
while the last equation in (4.4) says σ is a covariant constant.
Remark Recall in the 4d case, (anti)-self-duality of F would imply the Yang-Mills equation.
In 5d same thing happens
DA(∗F ) = DA(κ ∧ F ) = dκ ∧ F − κ ∧DAF = dκ ∧ F ,
but the rhs is zero
dκ ∧ F = (ιR ∗ dκ) ∧ F = ιR(∗dκ ∧ F ) = ιR(dκ ∧ ∗F ) = dκ ∧ ιRF = −dκ ∧ F .
We leave it to the reader to check that the same equation (4.4) but with F−H = 0 will not
imply the Yang-Mills equation.
Remark We comment also that (4.4) is not an elliptic system, so studying its deformation
is slightly unconventional (see [32, 33, 34]). However, one can embed this set of equations
into another set [35], which is a 5d lift of the Vafa-Witten equation, now called the Haydys-
Witten equation [36, 37, 38]. The latter set has interesting vanishing theorems so is perhaps
better adapted for studying the moduli problem.
The Yang-Mills action saturates a bound at the instanton background∫
F ∧ ∗F =
∫
(κιRF + FH) ∧ ∗(κιRF + FH) =
∫
(ιRF ) ∧ ∗(ιRF ) + F+H ∧ ∗F+H + F−H ∧ ∗F−H
=
∫
(ιRF ) ∧ ∗(ιRF ) + 2F+H ∧ ∗F+H − κ ∧ F ∧ F, (4.6)
where we have used the orthogonality of different subspaces. The term
∫
κ∧F ∧F provides
a weighting for the instantons. Since this term is not topological, so it is not immediately
clear that its value is bounded away from zero. This gap is important in that it allows us to
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take the large N limit and decouple the instanton sector, see Contribution [10]. In the simple
case of a round S5, it is possible to further analyse the contact instanton configuration, and
show that for SU(2) gauge group the contact instantons are in 1-1 correspondence with the
instantons on CP 2, see section 3.2.2. of [25]5. So in this case, we do have a gap and this gap
will be stable against small perturbations of the geometry. For the general case, we believe
that if one carries out some careful analysis, one can show the existence of the gap, but we
did not investigate it any further.
The round S5 case is special because the Reeb vector field R forms closed orbits every-
where, in fact it is the U(1) rotation along the fibre of the Hopf fibration U(1)→ S5 → CP 2.
However what is more interesting is the opposite extreme: when the Reeb flows are not closed
except at a few isolated loci. In this situation, the instanton partition functions are conjec-
tured to concentrate along those few orbits, this conjecture is supported by evidence from
the perturbative sector, see Contribution [11]. For the rest of the review, we focus on the
perturbative, i.e. zero instanton sector. To summarise, the localisation locus for the vector
multiplet is
A = 0 , σ = a = const ∈ ig , Ψ = 0 . (4.7)
Evaluating the classical action (4.2) at this background we get
Svec = −Tr
∫
κ(dκ)2σ2 = −8VolTr[a2] , (4.8)
this quadratic term will be the Gaussian damping for the matrix model resulting from
localisation.
4.2 Hyper-multiplet and vanishing theorems
As explained at the end of section 3.3, if one sticks to the SE geometry, then one can use
(3.16) as his starting point, while if one deforms the SE geometry then (3.21) is a more
convenient starting point.
We first deal with the case of SE metric, i.e. (3.16), where one can give a concise proof of
a vanishing theorem. We can add the following exact term −tδ ∫ Whyp to the path integral,
where
Whyp =
1
2
ΩAB
[
ψA+ (−LAsR −Gσ)qB + ψA− FB + 2iψA− /DqB
]
,
where the notation LAsX denotes the spinorial Lie derivative coupled to the gauge potential.
Note that the last two terms are designed to produce a kinetic term for q and the fermions.
The bosonic part of δWhyp is
δWhyp
∣∣
bos
=
1
2
ΩAB
[
(LAs
R
q)A(LAs
R
q)B − (Gσq)A(Gσq)B + FAFB + 2iFA /DqB
]
. (4.9)
5Due to a historical accident, the choice of volume form in [25] is opposite to the current one. The reader
should bear this in mind when comparing results between the two papers, especially some anti-self-dualities
there will become self-dualities here.
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In the last term, only the negative γ5 chirality part of /Dq will survive since γ5F = −F . Now
integrating out F produces a good kinetic term ( /Dq)2. To this end, it is now convenient to
take the gauge group to be SU(N) and solve the constraint as in (3.14), then (4.9) turns
into
δWhyp
∣∣
bos
= (LAs
R
q)†LAs
R
q − q†σ2q + F †F + i
[
F † /Dq + c.c
]
, (4.10)
where we have used the same symbol for the fields before and after the rewriting (3.14). Now
we can integrate over F and get
Whyp
∣∣
bos
= ( /D − 1
4
/Jq)†( /D − 1
4
/Jq)− q†σ2q ,
where the key relation used in the step above is
1
2
(1 + γ5)
(
/D − 1
4
/J
)
q = −LAs
R
q.
Remembering that σ is Wick rotated, we get the localisation locus
(− 1
4
/J + /D
)
q = 0 , σq = 0. (4.11)
We prove next that this set of conditions implies q = 0.
Proof We start from the equation ( /D − /J/4)q = 0 and so
0 = ( /D − /J/4)2q = ( /D2 − 1
4
/J /D − 1
4
/D/J +
1
16
/J
2
)q = ( /D
2 − 1
4
/D/J)q .
Now put this under the integral
0 =
∫
q†(− /D2 + 1
4
/D/J)q
ibp
=
∫
q†(− /D2 − 1
4
←−
/D /J)q =
∫
q†(− /D2 + 1
16
/J
2
)q ,
note that in our convention the gamma matrices are hermitian, so Γ†p = Γp, Γ
†
pq = −Γpq.
The two terms in the integral are
/D
2
= D2 − 5− i
2
/F , /J
2
= −8(1 + γ5) .
We also put the gauge field in an instanton configuration (4.4). Then we have
q† /Fq = q†(F+H )mnΓ
mnq = 0 ,
since q†Γmnq is horizontal self-dual and F+H = 0. Assembling everything altogether
0 =
∫
q†
( 1
16
/J
2 −D2 + 5)q = ∫ q†(−D2 + 4)q = ∫ (Dmq)†(Dmq) + 4
∫
q†q .
So we must have q = 0
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The key perennial trick is to relate two quadratic differential operators, e.g. /D
2
and D ∗D
hoping to produce some constant terms. This technique will be exploited again shortly.
Now we deviate from the SE metric, but keeping the topology type. It is more convenient to
do so in the form formulation of (3.21). Remember that q, ψ+ ∈ Ω0,0H ⊕Ω0,2H and ψ−,F ∈ Ω0,1H ,
we denote the 0-form component of q, ψ+ as h, λ and the 2-form component as B,Σ, while
ψ−,F are always 1-forms, we still call them ψ−,F .
We add an exact term −tδ ∫ Whyp, which is the same as (4.10) except the appropriate
replacements
/Dq ⇒ (Dh)0,1 − 4D†B; LAs
R
⇒ LA
R
+ ifR .
After integrating out F , the bosonic part of δWhyp is6
δWhyp
∣∣
bos
=
∫ (
(−LA
R
− ifR)q
)† ∗ (−LA
R
− ifR)q − (Gσq)† ∗Gσq
+(D0,1h− 4D†B)† ∗ (D0,1h− 4D†B) .
So the localisation locus, written in differential forms, is
(LA
R
+ ifR)h = (L
A
R
+ ifR)B = 0, D
0,1h− 4D†B = 0 . (4.12)
Next we give a convenient criteria for the vanishing of all fields in the hypermultiplet.
Consider the integral
0 =
∫
(D0,1h− 4D†B)† ∗ (D0,1h− 4D†B) = ||D0,1h||2 + 16||D†B||2. (4.13)
Note that the cross term between D0,1h and D†B can be shown to vanish by using (4.4).
Now focus on the last three terms, we apply a Weizenbock formula (see (14) in sec.2.5 of
[35])
||D†B||2 + 1
2
||LA
R
B||2 = ||DB||2 − 1
2
||LA
R
B||2
=
∫
iF ab ∗ (B†a ×Bb)−
1
4
(8− s)B† ∗B + 1
4
〈∇B†,∇B〉, (4.14)
where s is the scalar curvature, a, b are indices in the fundamental of SU(N), 〈−,−〉 is
defined in (7.12) and the × operation is defined as
Ω2+H ∋ (X × Y )mn = XmpY pn −XnpY pm , X, Y ∈ Ω2+H .
The term in (4.14) involving the curvature vanishes, since B†a×Bb is horizontal self-dual and
F is horizontal anti-self-dual. And the last term in (4.14) can be broken further into
〈∇B†,∇B〉 = 〈(∇B†)H , (∇B)H〉+ 〈(LAR − 2i)B†, (LAR + 2i)B〉+ 2〈B†, B〉
= 〈(∇B†)H , (∇B)H〉+ (2 + (2− fR)2)〈B†, B〉.
6Here D† is the adjoint of D, and B† is the hermitian conjugate of B, hopefully, there will be no confusion.
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Thus (4.13) equals (using (4.12))
4.13 = ||D0,1h||2 + 16
∫ (s
4
+ 1− 2fR)B† ∗B + 1
4
〈(∇B†)H , (∇B)H〉.
so we can conclude the vanishing of B if s+ 4− 8fR > 0 everywhere.
Assuming that the condition above is satisfied and so B = 0. To prove the vanishing of
h, we need a trick, note that ̺(LA
R
+ ifR)h = (L
A
R
− ifR)(̺h), then we can combine ¯̺h¯ into
a 2-form. The equation (4.12) plus a choice of ̺ such that D0,1̺ = 0 leads to that
D(0,1)(̺h) = 0 = (LA
R
− ifR)(̺h)
The rest of the treatment for h will be as for B. One has
0 = ||D0,1(̺h)||2 = ||D(̺h)||2 − ||LA
R
̺h||2.
Now apply the second half of Weizenbock formula (4.14), and arrives at
0 =
∫ (s
4
+ 1− 2fR)(̺h) ∗ (̺h)† + 1
4
〈(∇̺h)H , (∇(̺h)†)H〉
and hence the same vanishing condition. So the conclusion is that if
s+ 4− 8fR > 0 (4.15)
then the hyper-multiplet vanishes at the localisation locus. Again at the SE point, the lhs
above equals 20 + 4 − 8 · 3/2 = 12 corroborating with the direct proof after (4.11). Now
one can perturb the geometry in an open neighbourhood round the SE point and still retain
the vanishing result. We have not carried out the detailed calculation of s away from the
SE point, but it is likely that, for the type of deformation we consider in this paper, this
condition is true always.
Remark The sign in front of ifR in (4.12) is crucial. In fact, we shall see that the equation
(LR − ic)h = D0,1h = 0
has non-trivial solutions for infinitely many positive values of c. These solutions represent
the Kohn-Rossi cohomology. But when c ≥ 0, the vanishing theorem is rendered impotent,
since one needs to replace the combination s+ 4− 8fR in (4.15) with
s+ 4− 8(c+ 2fR)
which can just escape the vanishing theorem, say, at the SE point for c ≥ 0. This is a nice
consistency check on our manipulations with the Weizenbock formula.
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5 Gauge fixing and the determinant
Now we are ready to apply the abstract model in section 3.1 to the gauge theory and we follow
closely the original work by Pestun [5]. The hyper complex (3.16) is perfectly analogous to
(3.1), however the vector complex (3.12) is not, in that the combination Φ = ιRA + σ has
no susy variation. Besides this, there is the problem of gauge fixing. We first fix the gauge
bundle to be topologically trivial, since we are only interested in the zero instanton sector,
in particular, the connection A is a global adjoint 1-form.
We will take a shortcut and arrive at the answer faster though admittedly less rigorously.
Up to gauge transformation, the fixed points are given by (4.7), and we use the gauge freedom
to fix Φ at Φ = a. Doing this will incur a Fadeev-Popov determinant
JFP = detΩ0(−iLR + iGa) ,
since the gauge transformation of Φ is GǫΦ = LRǫ + i[ǫ,Φ]. With Φ fixed, the rest of the
fields contribute to a determinant factor as in (3.5)
sdet
1/2
Ω1⊕Ω2+
H
(−iLR + iGa) ,
where Ω1 comes from A and Ω2+H from χ. Combining this with the Fadeev-Popov determinant
Jvec = sdet
1/2
2Ω0⊕Ω1⊕Ω2+
H
(−iLR + iGa) ,
but one needs to exclude from the zero forms their constant mode since these are not treated
as gauge symmetry but as moduli of the Colomb branch. The hyper contribution is more
straightforward, one uses the analogue of the toy model given in sec.3.1
Jhyp = sdet
−1
Ω0,•
H
(−iLs
R
+ iGa) ,
where as a reminder Ls
R
is the spinor Lie derivative whose relation to the usual Lie derivative
is given in (3.20).
To evaluate the first determinant, the complex can be decomposed into
2Ω0 ⊕ Ω1 ⊕ Ω2+H = Ω0,0 ⊕ Ω0,1H ⊕ Ω0,2H
⊕
c.c ,
so we just need to compute the determinant taken on the complex Ω0,•H , which is the Kohn-
Rossi complex with the differential ∂¯H given in (7.16). It will be explained in detail in sec.5.1
that the super-determinant cancels out totally except those that are in the ∂¯H cohomology,
leaving only
Jvec = sdetH0,•
∂¯H
(−iLR + iGa) ,
Jhyp = sdet
−1
H0,•
∂¯H
(−iLs
R
+ iGa) .
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For the vector multiplet, we needed to take a square root but we will ignore the possible
phase, and we also remember that we exclude the constant mode.
Assemble the two determinants together with the classical action evaluated at (4.7), and
Wick rotate a→ ia
Zpert =
∫
su
da e
− 8pi
3r
g2
YM
̺Tr[a2]·
det′adj sdetΩ0,•
H
(−iLR −Ga)
detR sdetΩ0,•
H
(−iLs
R
−Ga) ·
1
det′adj(−Ga)
,
in fact the last term can be absorbed if one writes the integral of a not over su(N) but over
its cartan t
Zpert =
∫
t
da e
− 8pi
3r
g2
YM
̺Tr[a2]·
det′adj sdetΩ0,•
H
(−iLR −Ga)
detR sdetΩ0,•
H
(−iLs
R
−Ga) . (5.1)
5.1 The determinant
This section makes heavy use of differential geometrical properties of the toric Sasaki-Einstein
manifolds. We try to provide enough stepping stones in the text, further details can be found
in the appendix.
From the travail of previous sections, the whole localisation reduces to the computation
of the super determinant in (5.1)
s detV(−iLR + x) , V = ⊕Ω0,•H (5.2)
taken over the horizontal anti-holomorphic forms V = Ω0,•H . Even though V is infinite dimen-
sional, the presence of susy guarantees massive cancellation in the super determinant. The
problem is to how to keep track of the cancellation, and more importantly, the remainders
after the cancellation.
Let P (respectively P+ and P−) be the projectors that projects a 1-form to its horizontal
(respectively horizontal hollomorphic and anti-holomorphic) components, defined in (7.13).
We define an operator that acts on horizontal (p, q) forms
∂¯Hω = dx
r(P−)
s
r ∇sω + iqκ ∧ ω, ω ∈ Ωp,qH . (5.3)
One can check that it sends Ωp,qH → Ωp,q+1H and it is nilpotent, i.e. it is a differential of the
complex Ωp,•H . The cohomology of ∂¯H is known as the Kohn-Rossi cohomology (see [39], we
shall soon show that ∂¯H is the restriction of the Dolbeault operator on the cone C(M) to the
boundary M , which is the setting of [39]). One can also couple ∂¯H to the gauge connection,
and all properties still hold if the gauge curvature is horizontal anti-self-dual; hence this
operator is a differential at any instanton background.
The ∂¯H -complex is not elliptic: clearly the symbol of ∂¯H is not exact along the R direction;
thus its cohomology is of infinite dimension. But fortunately, for the toric Sasaki manifolds,
we have a powerful index theorem that can handle the difficulty. For toric Sasaki geometry,
the isometry contains G = U(1)3, and the Reeb is a linear combination of the three U(1)′s.
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Then the ∂¯H-complex is an elliptic complex transverse to the G-action, since its symbol is
elliptic transverse to the Reeb. Furthermore, ∂¯H is invariant under the G-action, since all
structures appearing in (5.3), the metric, R, κ (and hence also J , since J ∼ dκ) are invariant
under the G = U(1)3 isometry. Then we have the decomposition of the ∂¯H cohomology into
the representations of G (see Theorem 2.2 [40])
H0,p
∂¯H
=
⊕
i
mpiRi , m
p
i ∈ Z≥0 , (5.4)
where the m’s are multiplicities of the representation of Ri. In the case G = U(1)
3, the
representations are just labelled by 3 charges, which we will organize into an integer valued
3-vector.
The localisation technique for transversely elliptic operators due to Atiyah [40] allows us
to compute the alternating differences of mi. However this is a fairly involved task, so we
present first a technique sketched by Schmude [23].
5.2 Schmude’s approach
The key observation is that the Dolbeault operator ∂¯6 on the 6d Ka¨hler cone acts as
∂¯6 =
1
2
(t−1dt− iκ)(Lt∂t + iLR)−
i
2
dκ ιt∂t + ∂¯
5
H , (5.5)
where we have inserted 5, 6 to indicate whether an object is a 5d or 6d one.
Consider H0,•
∂¯H
, and decompose it according to (5.4), meaning that we can discuss H0,•
∂¯H
assuming a fixed U(1)3 charge. In all our considerations we assume the toric setup. Take α
a representative of H0,•
∂¯H
, we can assume that it has charge vector ~q, then its LR eigenvalue
is LRα = i(~R· ~q)α, where we have used an integer 3-vector ~R to express the Reeb as a linear
combination of the three U(1) isometry. We can now extend α to the Ka¨hler cone as
α→ α˜ = t~R·~qα , (5.6)
looking at (5.5), α˜ will be annihilated by ∂¯6. If ~R is assumed to be within the dual cone (see
sec.7.2) then ~R· ~q ≥ 0 and so α˜ is well-defined within the 6d Ka¨hler cone.
On the other hand if α = ∂¯Hβ, then
α˜ = ∂¯6β˜ ,
where β˜ = t~R·~qβ. Thus we have a well-defined map of cohomology
H0,•
∂¯H
(M)→ H0,•
∂¯6
(C(M)) . (5.7)
The left inverse to the extension map (5.6) is the restriction map that restricts a form to the
surface t = 1. This already shows that the restriction map is onto, while the extension map
is into. From the injectivity we deduce
H0,1
∂¯H
(M) = 0
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since π1(C(M)) is at most torsion, and C(M) is Ka¨hler.
We turn now to H0,0
∂¯H
. Since H0,0
∂¯6
(C(M)) are the holomorphic functions on C(M) and
the latter has a very convenient description in the toric case: they correspond to integer
lattice points in the cone C. One can read off the charges under U(1)3 of the function from
the coordinates of the lattice point that represents the function. This also shows that the
restriction to t = 1 is injective, since there is one unique holomorphic function with a given
U(1)3 charge, two functions with different charges cannot cancel each other when restricted
to t = 1. In this way we have a complete answer for (5.4) at degree zero and one.
For degree two, one can also show that (5.6) is an extension and compute H0,2
∂¯6
(C(M))
using Serre duality. But we can in fact make the Serre-duality explicit here. Let ¯̺ ∈ Ω0,2H
satisfying ∂H ¯̺ = 0 (from this we also have d
† ¯̺ = 0). Now any section of Ω0,2H is of the form
f¯ ¯̺ for some function f¯ , we only need to sift out the ∂¯H -exact ones to get H
0,2
∂¯H
. On (0, 2)
forms we have
∂¯†H(f¯ ¯̺) = d
†(f¯ ¯̺) = −gpq(∂pf¯)¯̺qrdxr .
The right hand side is zero iff f¯ satisfies ∂H f¯ = 0. Note that if ∂¯
†
H(f¯ ¯̺) = 0, then f¯ ¯̺ is
orthogonal to any ∂¯H -exact forms, so we reach the conclusion that
H0,0
∂¯H
(M)
f→f¯ ¯̺−→ H0,2
∂¯H
(M) (5.8)
is an isomorphism 7
Now we can wrap up the lengthy discussion and get the index. We introduce some formal
variables sa, a = 1, 2, 3 and use monomials of such to denote a representation of U(1)
3. For
example s21s
−5
2 s3 is a representation of charge 2 under the 1st U(1), charge −5 under the 2nd
and charge 1 under the 3rd. Then the index
indU(1)3 ∂¯H =
∑
~m∈C∩Z3
~s ~m +
∑
−~m∈C◦∩Z3
~s −~m, (5.9)
where ~s~m = sm11 s
m2
2 s
m3
3 ,
C = {~r ∈ R3, ~r·~vi ≥ 0},
C◦ = {~r ∈ R3, ~r·~vi > 0},
where i runs over all faces of the cone. The first summand comes from H0,0
∂¯H
and is straight-
forward. For the second term, since we see from (5.8) that H0,2
∂¯H
are also 1-1 to lattice points
in the cone, but the U(1)3-charge is reversed and then shifted by the charge of ¯̺. So we
should have written the second summand as
∑
−~m∈C∩Z3 ~s
−~m−~ξ where −~ξ is the charge vector
for ¯̺. But if we use the 1-Gorenstein condition condition ~ξ·~vi = 1, ∀i (see the discussion
around (7.23), we can write the sum as in (5.9). But note that (5.9) is valid even for toric
Sasaki manifolds, i.e. when ¯̺ does not exist.
7In the proof, we have not treated some analytical issues carefully, such as how to define the Hilbert space
where the horizontal forms reside, but this is slightly of the topic of the paper. The same omission was in
the treatment of [41], but we believe that the our result will not be affected by these technicalities.
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We continue our computation of the determinant. From the index, we read off
sdetΩ0,•
H
(−iLR + x) =
∏
~n∈C∩Z3
(
~n·~R+ x)(− ~n·~R− 2fR + x), (5.10)
where the first product comes from H0,0
∂¯H
and ~n·~R is the −iLR-eigenvalue; the second term
comes from H0,2
∂¯H
and their −iLR eigenvalue has been explained in the last paragraph.
Example As a more familiar example, take M = S5. Then the cone is just the first octant
C = R3≥0. Take also ~R = [1, 1, 1], then fR = 3 and
sdet =
∏
m≥0
(
m+ x
)(m+1)(m+2)/2(−m− 3 + x)(m+1)(m+2)/2 . (5.11)
The multiplicity (m + 1)(m + 2)/2 comes as follows. Fixing the plane ~n·~R = m, then its
intersection with the cone contains (m+ 1)(m+ 2)/2 lattice points.
In fact, with the Reeb given by its charge [1, 1, 1], it corresponds to the U(1) vector field
in the Hopf fibration U(1)→ S5 → CP 2. In this case one can compute the ∂¯H -cohomology
using a ’Fourier transform’. For example computing H0,0
∂¯H
(S5) with fixed (−iLR)-eigenvalue
m amounts to computing H0(CP 2,O(m)), and the answer is (m + 1)(m + 2)/2 for m ≥ 0
(which is the number of monomials homogeneous of degree m in three variables) and zero
otherwise. In general
dimH0,0(CP 2,O(n)) =
{
1
2
(n + 1)(n+ 2) n ≥ 0
0 n < 0
,
dimH0,1(CP 2,O(n)) = 0
dimH0,2(CP 2,O(n)) =
{
1
2
(n + 1)(n+ 2) n ≤ −3
0 n > −3 . (5.12)
The group H0,2
∂¯H
(S5) ∼ H2(CP 2,O(m)) ∼ H0(CP 2,O(−m − 3))∗, where the last duality is
the Serre duality and takes the place of (5.8). After a change of summation variable, we gets
the second exponential in (5.11).
5.3 Generalised multiple sine
Up to an overall sign, the product of (5.10) is an interesting generalisation of the multiple
sine functions. Recall that the usual multiple sine function is defined as
Sr(x|ω) =
∏
ma≥0
( r∑
a=1
maωa + x)
∏
ma>0
( r∑
a=1
maωa − x)(−1)r−1 . (5.13)
One can define a generalised version of multiple sines associated with a cone in Rr,
SCr =
∏
~m∈C∩Zr
(~ω· ~m+ x)
∏
~m∈C◦∩Zr
(~ω· ~m− x)(−1)r−1 . (5.14)
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So the standard multiple sine corresponds to the cone that is the first orthant of Rr. For
more properties of (generalised) multiple sines, see [42] and [43]
For our problem, we have the cone C ⊂ R3 which is also the image of the moment map
of C(M). So (5.10) can be written as the generalised triple sine function associated with
this cone
(5.10) ∼ SC3 (x|~R) =
∏
~m∈C(X)∩Z3
(
~m·~R+ x) ∏
~m∈C◦(X)∩Z3
(
~m·~R− x) .
We mainly focus on the case when M is simply connected SE, then C is 1-Gorenstein.
As we saw, one has ~ξ ∈ Z3 such that ~ξ·~vi = 1 and the second product can be written as∏
~m∈C(X)∩Z3
(
~m·~R+ ~ξ·~R− x) and ~ξ·~R is precisely the shift 2fR.
So we have finished our localisation computation for the zero instanton sector
Zpert =
∫
t
da e
− 8pi
3r
g2
YM
̺Tr[a2]· det
′
adj S
C
3 (ia|~R)
detR SC3 (ia + im+
~ξ·~R/2|~R)
, (5.15)
where a mass m is generated for the hyper-multiplet by a simple shift of a, i.e. m is regarded
as a background gauge connection coupled to the hyper. The matrix model (5.15) is discussed
further in Contribution [10].
5.4 Conjecture for the full answer
The answer (5.15) corresponds to the contribution of the trivial connection. In order to derive
the full answer we have to analyze the contact instantons (4.5) and perform the one-loop
calculations over every non-trivial solutions. As it stands the problem is hard to solve from
the first principles. However it is natural to expect that only the configurations invariant
under full U(1)3 action will contribute to the integral. The invariant configurations will tend
to localise around the close Reeb orbits (for the generic choice of R there will be only a few
closed orbits and they are called Reeb orbits). Thus around every Reeb orbit the complex
and the calculation will boil down to the calculation on C2 × S1, very much in analogy
with Pestun’s calculation [5] on S4 and its reduction to C2. In order to conjecture the full
answer we need to identify the parameters on toric SE manifold with with the parameters
of Nekrasov’s instanton partition function on C2 × S1 corresponding to each closed Reeb
orbit. This can be done either geometrically or by studying the factorisation properties of
the perturbative answer [41]. The full answer is written as
Zfull =
∫
t
da e
− 8pi
3r
g2
YM
̺Tr[a2]· det
′
adj S
C
3 (ia|~R)
detR SC3 (ia + im+
~ξ·~R/2|~R)
n∏
i=1
ZNekrasov
C2×S1 (βi, ǫi, ǫ
′
i) , (5.16)
where βi is radius of S
1, ǫi, ǫ
′
i are equivariant parameters on C
2. Here n is the number of
closed Reeb orbits and the parameters βi, ǫi, ǫ
′
i can be read off from the toric data [41]. This
conjecture is discussed further in Contribution [11].
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6 Asymptotics and comparison with flat space
In this section, we will compare our result with a one-loop flat space computation, in particu-
lar, we will obtain a match between the precise coefficient of the effective A3 term generated
at 1-loop.
We first analyze the large x behaviour of the generalised triple sine functions. The process
is a bit technical and we start from a toy model
S1 =
∞∏
n=0
(x+ nω)·
∞∏
n=0
(ω − x+ nω) = 2 sin πx
ω
.
Here we assume that all infinite product are regularized. Take the first product and write it
using the zeta function regularisation
log
∞∏
n=0
(x+ nω) = − ∂
∂s
1
Γ(s)
∫ ∞
0
∞∑
n=0
e−(nω+x)tts−1dt
∣∣∣
s=0
= − ∂
∂s
1
Γ(s)
∫ ∞
0
e−xt
1− e−ωt t
s−1dt
∣∣∣
s=0
,
where it is assumed Reω > Re x > 0 and we are interested in Im x ≫ 0. In this regime,
one can replace (1 − e−ωt)−1 with its Laurent expansion at t = 0, the error is of order x−1
(see sec.6.1 of [21]). Furthermore since lims→0 Γ(s)
−1 → 0, one needs only keep the singular
terms from the integral. Thus one keeps only terms of order t−1, t0 in the previous Laurent
series. These terms will produce Γ(s− 1), Γ(s) and therefore survive the limit s→ 0. The
net result is
log
∞∏
n=0
(x+ nω) = − 1
ω
(x log x− x)− 1
2
log x+O(x−1) .
One replaces x with ω − x in the second product, and in total one gets
log S1(x|ω) = π
ω
|Im x| − iπ
2
sgn (Im x) +O(x−1) .
In the higher dimension case, we have the following formula that expresses the asymptotic
behaviour of a generalised triple sine in terms of the geometrical data of the cone (we assume
that the cone is 1-Gorenstein)
log SC3 (x|~R) ∼ −iπsgn(Im x)
(( x3
3R1
+
R
1x
6
)∑
i
4
|vi|Ai +
x
12
1
2π
∑
i
βi
)
= −Vvec(x) ,(6.1)
log SC3 (x+
1
2
~ξ·~R|~R) ∼ −iπsgn(Im x)
(( x3
3R1
− R
1x
12
)∑
i
4
|vi|Ai +
x
12
1
2π
∑
i
βi
)
= Vhyp(x) .(6.2)
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In the above one should understand x as xiti for some basis {ti} of the Lie algebra, and Im x
takes the imaginary part of each xi. The rest of the term in this asymptotic formula can all
be read off from the geometry of the cone. The βi are the length of the closed Reeb orbits
βi =
2π
det[~vi, ~vi+1,~R]
,
where ~vi, ~vi+1 are the normals of the two faces that intersect at the i
th edge of the cone. For
the Ai’s, let us cut the cone off with the plane ~y· R = 1/2, ~y ∈ R3, then Ai is the area of the
ith face.
To summarise, asymptotically, the matrix model integral is given by
Zpert ∼
∫
t
da e
− 8pi
3r
g2
YM
̺Tr[a2]· exp (− TradVvec(iar)− TrRVhyp(iar)) , (6.3)
with Vvec,hyp given in (6.1) and (6.2), and r is of dimension length that controls the size of
the manifold.
6.1 Comparison with flat space
In particular, we can consider the S5 case, where the cone is the standard one. Then
Ai = 1/8, R
1 =
∑
ωi, and βi = 2πω
−1
i , i = 1, 2, 3. If the sphere is the round one all ωi = 1,
we get then the effective potentials
V S
5
vec(x) ∼ iπsgn(Im x)
(x3
6
+ x
)
,
V S
5
hyp(x) ∼ −iπsgn(Im x)
(x3
6
− x
8
)
. (6.4)
The relevance of the asymptotic bevahiour is that it controls the flat space limit. If one
restores the dimensionful parameter r, which is the radius of S5, we obtain the effective
action
Seff =
8π3r3
g2
YM
Trf [a
2] +
∑
α∈roots
(r3
6
|〈a, α〉|3 − r|〈a, α〉|)− ∑
µ∈weights
(r3
6
〈a, µ〉|3 + r
8
〈a, µ〉) .(6.5)
From this one notices that since the volume of S5 is π3r5, the effective potential is suppressed
by r−2
Veff =
8
r2g2
YM
Trf [a
2] +
∑
α∈roots
1
6r2
|〈a, α〉|3 −
∑
µ∈weights
1
6r2
|〈a, µ〉|3 +O(r−4), (6.6)
i.e. Veff computed in the Colomb branch vanishes as r → ∞ and the Veff we have above
is due entirely to the curved space effect. But this is not surprising, since a is the bottom
component of the superfield A, and if the only nonzero background of A is a = const, then
nothing will survive the superspace integral. Therefore the comparison with the flat space
computation will take an indirect route. The comparison goes as the following chart 1.
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placed on S5
One loop
generates
A3 term
SYM on flat
space w/o
A3 term
SYM on S5
evaluated
in Coulomb
branch
Localisation σ3/r2 term
large ra-
dius limit
Figure 1: One starts from super Yang-Mills on flat space without the A3 term in the prepo-
tential. The one loop contribution generates an A3 term, then the whole system can still be
put on S5 and evaluated in Coulomb branch and will produce σ3 term. On the other hand,
one can first place the theory on S5, perform localisation, take r →∞ limit and obtain the
σ3/r2 term.
6.2 The 1-loop effective action
Consider the flat space action (2.1) and we will compute the 1-loop effective action at some
background. The computation is standard (see for example [44]), one just needs to compute
the determinant
Seff(φcl)− S0(φcl) = sTr 1
2
log
∂2S0(φ)
∂φ∂φ
∣∣∣
φ=φcl
. (6.7)
It is also easier to consider its 6d lift of the 5d action, for which σ becomes the temporal
component of the gauge field, and hence we just have the gauge fields, fermions plus the
ghosts. Split the gauge field as A = A + a, with A some background, denote by D the
covariant derivative with A and F its curvature. For fields of different spins we have a
uniform description of the quadratic term
S ′′(φcl) = −D2 + FmnJmn,
where J is the angular momentum generator
Jmn = 0 spin 0; Jmn =
i
2
Γmn spin 1/2, (Jmn)pq = iδ
mn
pq spin 1,
Tr[JrsJpq] = C(j)gr[pgq]s (6.8)
with C(1) = 2 and C(1/2) = 1 for the last two cases. The determinant (6.7) reduces to
det∆r,j = det(−∂2 +∆1 +∆2 +∆J),
for each field of representation r and spin j. The various terms read
∆1 = i(∂mAm + Am∂
m), ∆2 = AmAm, ∆
J = FpqJ
pq.
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+ +
• •
Figure 2: The 1-loop diagrams. In the third diagram • represents the insertion FpqJpq. And
the momentum in the loop is to run clockwise.
Out of the computation we aim to get the coefficient of the term σF ∗ F , so we choose a
convenient (supersymmetric) background A1−5 ∈ h = LieH , and σ = A0 ∈ h a constant. We
compute the determinant up to second order in A1−5, so the relevant diagrams are in fig.2.
The first two diagrams give
I + II = −1
2
d(j)
∑
µ∈wght
∫
ddk
(2π)d
〈µ|Am(k)An(−k)|µ〉Γ(2− d/2)
(4π)d/2
(k2gmn − kmkn)
∫ 1
0
dx (1− 4x2)(x(1− x)k2 + 〈µ|σ|µ〉2)d/2−2, (6.9)
where d(j) is the dimension of the spin j representation. The third diagram gives
III = −2C(j)
∑
µ∈wght
∫
ddk
(2π)d
〈µ|Am(k)An(−k)|µ〉(k2gmn − kmkn)Γ(2− d/2)
(4π)d/2∫ 1
0
dx (x(1 − x)k2 + 〈µ|σ|µ〉2)d/2−2, (6.10)
with C(j) being the Casimir defined in (6.8).
From the three contributions, one can extract the term σF ∗ F, for a spin j field of
representation r, one gets
Xr,j = (I + II) + III =
∑
µ∈wght
〈µ|F ∗ F|µ〉Γ(2− d/2)
(4π)d/2
(1
6
d(j)− 2C(j)
)
|〈µ|σ|µ〉2|d/2−2
= − 1
16π2
(1
6
d(j)− 2C(j)
)
Tr
[
F ∗ F|σ|].
Adding up the field content for the vector multiplet (nf = 1 is the number of Dirac fermions
in 5d, the 1/2 is because det∆ad,1/2 computes the determinant of /D
2
)
X
−1/2
ad,1 +Xad,0 +X
nf/2
ad,1/2 +X
−1/2
ad,0 = −
1
16π2
Trad
[
F ∗ F|σ|],
and for the hyper-multiplet
X
1/2
rh,1/2
+X
−4/2
rh,0
=
1
16π2
Trrh
[
F ∗ F|σ −m|].
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Thus the effective potential is
1
V
Seff (A) =
1
2g2
∑
a
F
a ∗ Fa + 1
16π2
Trad
[
F ∗ F|σ|]− 1
16π2
Trrh
[
F ∗ F|σ −m|]. (6.11)
The σF ∗F term appearing above comes from the A3 term in the prepotential. Recall (2.6)
that from c/6A3, one gets in the action
c
6
A3 → c
2π2
Tr
[
σ
∫
F ∧ ∗F + (Dσ) ∗ (Dσ) + · · ·
]
+ CS(5).
Also in passing from R5 to S5, (2.6) undergoes the change∫ √
gd6xTr[σ(Dσ)2]→
∫ √
gd5xTr[σ
(
Dσ2 +
R
12
σ2 +
1
r2
σ2
)
].
The role of Rσ2/12 term is clear, it is there to make Dσ2 term conformal invariant 8. As
for the last σ3/r2 term, it comes from the D2 term in (2.11), by plugging in the expectation
value DIJ = −2r−1σtIJ in (2.1), one gets an extra σ3/r2. Now use R = 20/r2, one gets the
association
σF ∧ ∗F ∼ 8
3r2
σ3
Thus from the effective potential (6.11), one gets on S5 a potential term
1
16π2
8
3r2
( ∑
β∈root
|〈σ, β〉|3 −
∑
µ∈wght
|〈σ, µ〉 −m|3).
This matches perfectly with (6.6).
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7 Appendix. Geometrical setting
7.1 Some basics of contact geometry
• Contact structure. A contact structure on a 5-manifold M is a smooth distribution of
contact element ξ, which is a 4d subspace of the tangent space TM . This distribution is
8Under an infinitesimal conformal transform δgij = 2gijφ, one has δσ = σφ(2 − d)/3 and δR = 2(1 −
d)φ− 2φR.
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required to be non-integrable, and in this review ξ will be called the transverse or horizontal
plane. If ξ is given by the kernel of a 1-form κ, then the non-integrability says that κ(dκ)2 6= 0
everywhere. Note that this condition implies dκ is non-degenerate on ξ, and serves as an
analogue of the symplectic structure. Also from the same condition one has a unique vector
field R called the Reeb vector field such that
ιRκ = 1 , ιRdκ = 0 . (7.1)
One can split TM into vertical and horizontal components using the projector
P = 1− R⊗ κ .
• Contact metric structure. In analogy with the symplectic case, one can construct purely
algebraically an endomorphism J : ξ → ξ and J2 = −1. The triple (ξ, κ, J) is said to be
a contact metric structure on M if J is compatible with dκ in the sense that 1/2dκJ is a
metric for ξ. We also extend J to an endomorphism of the entire TM by defining its action
on R as zero JR = 0, leading to
J2 = −P = −1 + R⊗ κ .
One can write down a metric of the tangent bundle as the direct sum of the one on ξ = ker κ
and the one along R
g =
1
2
dκJ + κ⊗ κ . (7.2)
As a consequence
g(JX, JY ) = g(X, Y )− κ(X)κ(Y ) ,
dκ = −2gJ , (7.3)
R = g−1κ .
Remark As a note of the general convention of the review, we do not make any distinction
of J when it serves as an endomorphism of TM , or of T ∗M or a 2-form on M , all of which
are related by raising or lower an appropriate index with the metric.
Let us fix the volume form of M as9
vol =
1
2
κ ∧ J ∧ J = 1
8
κ ∧ dκ ∧ dκ , (7.4)
and one can define a duality operator for the horizontal 2-forms as
ω → ∗Rω = ιR ∗ ω , ω ∈ Ω2H(M) . (7.5)
9We remind the reader that the choice of volume form in [25] is minus the current one.
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The following relations are quite useful
κ ∧ ∗ω = (−1)p−1 ∗ ιRω , ιR ∗ ω = (−1)p ∗ (κω) , ω ∈ Ωp(M) . (7.6)
• K-contact structure. If R is a Killing vector field with respect to g of (7.2), then (κ, R, J)
gives a K-contact structure, the Killing condition is equivalent to
∇XR = JX , ∀X ∈ TM . (7.7)
• Sasaki manifolds. From M , one can construct a manifold C(M) which is a cone over M
with metric, symplectic and almost complex structures
C(M) = R>0 ×M ,
G = dt2 + t2g , (7.8)
ω = d(t2κ) ,
J = 2ω−1G .
A Sasaki manifold is a K-contact manifold such that (C(M),G, ω,J ) is Ka¨hler. The complex
structure is written explicitly as
J = J + t−1R⊗ dt− t∂t ⊗ κ ,
it is easy to check J 2 = −16. The vector field
ǫ = t
∂
∂t
(7.9)
generates a scaling along the t-direction and is called the homothetic vector field. It is clear
that
J (ǫ) = R . (7.10)
The Ka¨hler condition is equivalent to the covariant constancy of J with respect to the
Levi-Civita connection. Thus a K-contact manifold is Sasaki iff J satisfies the integrability
condition
〈Z, (∇XJ)Y 〉 = −κ(Z)〈X, Y 〉+ 〈Z,X〉κ(Y ) , (7.11)
where 〈−,−〉 is the inner product using the metric
〈A,B〉 = Ai1···ipBj1···jpgi1j1 · · · gipjp . (7.12)
From (7.11) one can derive a wealth of relations, some of which will be needed later.
Define first some more projectors
(P±)
q
p =
1
2
(P ± iJ) qp , (7.13)
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where P is the projection to the horizontal component of a vector or a form, with its indices
written out P rs = δ
r
s − RrRs. The two projectors project to the horizontal (1, 0) or (0, 1)
component with respect to the complex structure J . Keeping in mind the Ka¨hler property
of the cone C(M) will lead to the vanishing of (0,2) and (2,0) components of the curvature
tensor, which translates in 5d as
Rmnpq − J up J vq Rmnuv = gp[mgn]q + Jp[mJn]q ,
RmnpqR
p = −gq[mRn] . (7.14)
The first equation says that
(P−)
s
p (P−)
t
q Rmnst = (P−)pm(P−)qn − (m↔ n) , (7.15)
i.e. the (0,2) component of the curvature, though not vanishing, can be written as something
elementary.
It it useful to think of a Sasaki-manifold as an odd-dimensional analogue of a Ka¨hler
manifold. In fact, not only is the cone Ka¨hler, there is also a Ka¨hler structure transverse to
the Reeb foliation (see [45] or section 7 of [22]). One can develop a transverse Dolbeault or
even the appropriate Hodge theory. We define an operator
∂¯H : Ω
p,q
H → Ωp,q+1H , ∂¯H = dxr(P−) sr ∇s + iqκ . (7.16)
It is a differential that sends Ωp,qH → Ωp,q+1H . It is a bit lengthy but straightforward to check
the claimed properties of this operator, so we suppress the proof, but one needs to make use
of equations (7.7) (7.11) and (7.14). It is also useful to transcribe the 6d Dolbeault operator
in 5d language
∂¯6 =
1
2
(t−1dt− iκ)(Lǫ + iLR) + (P−)pqdxpdxqιǫ + ∂¯H . (7.17)
• Sasaki-Einstein manifolds. If the cone metric is in addition Ricci-flat, i.e. the cone is
Calabi-Yau, then M is said to be Sasaki-Einstein (SE), which is the central player in this
review. The Ricci flatness of the cone is equivalent to 5d condition
Rmn = 4gmn . (7.18)
The CY property implies that there is a nowhere vanishing section of (3,0) forms on
the cone, let us pick a harmonic representative Ω, i.e. ∂¯6Ω = 0 (since the cone is neither
compact nor smooth, one needs to construct the harmonic representative explicitly). From
Ω we define ̺ = ιǫΩ = −iιRΩ, the restriction of ̺ to the surface t = 1, i.e. to M will be a
nowhere vanishing section of Ω2,0H (M) already appearing in sec.4.2. From ∂¯
6Ω = 0 and the
relation (7.17)
0 = ∂¯6Ω =
i
2
t−1dtκ(Lǫ−iR̺)− 1
2
(t−1dt+ iκ)∂¯H̺ .
Since Lǫ−iR̺ ∈ Ω2,0H and ∂¯H̺ ∈ Ω2,1H , we have
Lǫ−iR̺ = 0 = ∂¯H̺ .
From the last equation we also get
∇†̺ = 0 .
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7.2 Toric Sasaki manifolds
This section presents the construction of examples for the manifolds discussed in the previous
subsection. To construct Sasaki-manifolds, it is easier to start from its Ka¨hler cone, which
can be obtained through Ka¨hler reduction from a flat space.
Consider C4 with the standard Ka¨hler structure. Let ei, i = 1, · · · , 4 be four U(1)’s that
rotate the phase of each C factor. The U(1) actions are Hamiltonian with moment map
~µ =
1
2
(|z1|2, · · · , |z4|2) .
Let U(1)T = T
iei be a particular combination of these U(1)’s, we can assume that T is
primitive, i.e. the four components of T have greatest common divisor 1. The action of
U(1)T is has moment map
µT = ~T · ~µ = 1
2
4∑
i=1
|zi|2T i ,
suppose that the four components of T are not all positive or negative, then µ−1T (0) is non-
trivial. Let
C(M) = µ−1T (0)/U(1)T
be the Ka¨hler reduction of C4. Since µ−1T (0) is invariant under the simultaneous scaling
zi → λzi, λ ∈ R×, hence µ−1T (0) and C(M) have the structure of a cone. Note that the
action of U(1)T on µ
−1
T (0) is not free, so C(M) will always be singular.
From C(M), we can get to M by imposing a constraint to fix the scaling freedom above,
by intersecting the Cµ(M) with a hyper-surface. We pick a 4-vector (not necessarily integer)
~ω and consider the surface
Hω = {zi ∈ C|
4∑
i=1
ωi|zi|2 = 1} . (7.19)
The U(1)T action on the intersection Hω∩µ−1T (0) can be free if T, ω are appropriately chosen.
As an example, let T = [p + q, p− q,−p,−p], with p > q > 1 and δ(p, q) = 1. Also choose
ωi > 0, i = 1, · · · , 4, then the intersection is topologically S3 × S3. The loci where U(1)T
action is non-free is at z1 = z2 = 0 or z3 = z4 = 0, both of which are excluded by the
intersection. With a free action secured, the quotient
M = Hω ∩ µ−1T (0)/U(1)T
is a smooth 5d manifold. In fact, the U(1) determined by
∑4
i=1 ωiei serves as the Reeb vector
field on M .
We can give a more intrinsic description of C(M) and M . Out of the four U(1)’s acting
on zi, there will be only three independent U(1)’s left after the Ka¨hler reduction, let us pick
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a basis ea = 1, 2, 3 for them. An explicit such basis can be chosen as follows. With our
assumption on the primitiveness of T , we can find a 4 × 4 matrix A ∈ SL(4,Z) with T as
the last column, then the linear combinations
ea =
4∑
i=1
eiA
i
a , a = 1, 2, 3
give a basis of the three U(1)’s acting on C(M). Denote the Hamiltonian of the three U(1)’s
as ya, a = 1, 2, 3. The ya is an explicit parametrisation of the hyperplane
∑
i T
i|zi|2 = 0.
Write now
(A−1)ai =
[
~v1 ~v2 ~v3 ~v4
· · · · · · · · · · · ·
]
4×4
,
where ~vi are integer 3-vectors. On the hyperplane
∑
i T
i|zi|2 = 0, the |zi|2 are solved as
0 ≤ 1
2
|zi|2 =
∑
a
yav
a
i . (7.20)
The inequalities (7.20) demarcates the domain of {ya} as being a polytope cone. This cone
actually contains almost all information about the geometry, so we give it a name Cµ(M).
Referring to fig.3, the inward pointing normals are ~vi, i = 1, · · · , 4 (though the order may
0
~vi
Figure 3: The moment map cone Cµ(M)
not be the same as how they appear in A−1). A good way to visualize the geometry of
C(M) is that it is a torus fibration over Cµ(M). A generic fibre is U(1)
3, but the tori may
degenerate at the boundaries of the cone. At the codim 1 faces, say face 1, the U(1) singled
out by ~v1, i.e.
∑
a eav
a
i degenerates, while at the intersection of faces 1 and 2, two U(1)’s
singled out by ~v1,2 degenerate, etc.
To complete our translation of the geometry ofM into that of Cµ(M), let ~R be a 3-vector
with components
R
a =
4∑
i=1
vai ωi . (7.21)
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The 3-vector ~R gives a linear combination of U(1)’s:
∑3
a=1 R
aea, this U(1) is the Reeb vector
field on M , now written in purely 6d terms. Due to the correspondence (7.21), we will call
both ~ω, ~R the Reeb vector (that they represent).
Furthermore the condition Hω of (7.19) translates to
~R· ~y = 1
2
.
The intersection of this hyper-plane with Cµ(M) is a compact polygon iff ~R is within the
dual cone of the cone Cµ(M), i.e. ~R =
∑4
i=1 λi~vi, λi > 0. This compact polygon is the base
of U(1)3 fibration, whose total space is the celebrated Y p,q manifold [46]. We have also an
easy generalisation
Example A close cousin of Y p,q is obtained by taking T = [a, b,−c,−a − b + c] such that
a, b, a+ b− c > 0, δ(a, c) = δ(a, d) = δ(b, c) = δ(b, d) = 1, known as the La,b,c space.
Then T can be completed into an SL(4,Z) matrix
A =


0 m 0 a
0 0 1 b
0 n 0 −c
1 −m− n −1 −a− b+ c

 , mc+ na = 1 .
And its inverse is
A−1 =


1 1 1 1
c 0 a 0
−bn 1 bm 0
n 0 −m 0

 ,
and from the first three rows we read off the inward normals (in their right order)
~v1 = [1, c,−bn] , ~v2 = [1, a, bm] , ~v3 = [1, 0, 1] , ~v4 = [1, 0, 0] . (7.22)
These are two of the few SE manifolds, for which we know the explicit metric [46] [47].
The same story above can be repeated starting from Cn+3 and a Ka¨hler reduction with
respect to n-charges. But we stress that one does not have to take the route of the Ka¨hler
reduction, rather one may start from the more fundamental object Cµ(M). For example,
one can postulate a polytope cone C ⊂ Rn, with inward pointing normals ~vi, i = 1 · · ·N
(assumed to be primitive of course), then Lehman [48] showed that if at the intersection of
k (k ≤ n− 1) faces, the k normals ~v1, · · · , ~vk satisfy
spanZ〈~v1, · · · , ~vk〉 = spanR〈~v1, · · · , ~vk〉 ∩ Zn ,
then the cone gives rise to a smooth toric contact manifold. These conditions can be explicitly
checked for the Y p,q, La,b,c cases above (the explicit normals and a more convenient criteria
are given in [41]).
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Toric Sasaki-Einstein manifolds. By definition if M is toric SE, then its metric cone is CY
and then in the Ka¨hler reduction construction of C(M) the charges of U(1)T must sum to
zero. This has a very simple implication when translated into the cone language: there exists
a primitive ~ξ ∈ Z3 such that
~ξ·~vi = 1 , i = 1, · · · , n (7.23)
known as the 1-Gorenstein condition. The proof of this fact is not difficult and is left to the
reader. Referring to the example above (7.22), all ~vi has its first component equal to 1, and
so one chooses simply ~ξ = [1, 0, 0].
Since C(M) has flat canonical bundle, and if it is also simply connected, we will have a
nowhere vanishing section Ω, whose contraction with ǫ gives the ̺ in the previous section.
Deformations.
So far we have given the Reeb vector field, but not quite the rest of the contact structures.
Let us denote by J0 the standard complex structure on C4, then it descends through the
Ka¨her reduction to a complex structure on C(M). Let also ǫ be the homothetic vector that
scales all zi, it is easy to observe
J0(ǫ) = J0
4∑
i=1
(zi∂zi + c.c) = i
4∑
i=1
(zi∂zi − c.c) =
4∑
i=1
ei .
Comparing this with (7.10), we have the Reeb ~ω = [1, 1, 1, 1], or using (7.21)
~R0 =
4∑
i=1
~vi ,
which is certainly within the dual cone. We call this the standard Reeb and the corresponding
complex structure the standard complex structure. But to obtain general Reeb vector fields,
one needs to deform J , which can be done in a very transparent manner in the toric setting.
As these deformations are reflected in the partition function, so using susy gauge theory as
a means to study these geometries is an interesting enterprise.
Since we are interested in toric deformations, it is convenient to to use yi = |zi|2/2, θi =
arg zi as coordinates of C
n+3, we just take n = 1 as an illustration. The material here is
taken from the marvelous paper [49]. One can write a metric
G = Gijdyidyj +Gijdθidθj , Gij = ∂yi∂yjG , Gij = G−1ij ,
G =
1
2
4∑
i=1
yi log yi +
1
2
(~ω· ~y) log(~ω· ~y)− 1
2
(~ω0· ~y) log(~ω0· ~y) ,
where ~ω0 = [1, 1, 1, 1]. Even though G appear to have singularities at yi = 0, they are only
coordinate singularities, in fact, when y1 ∼ 0
G ∼ 1
2
dy1dy1
y1
+ 2y1dθ1dθ1 + · · · ,
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and is perfectly smooth at y1 = 0 after reverting to Cartesian coordinates. We need not
worry too much about the positivity of G, as G is certainly so when ω = ω0, and thus there
is an open neighbourhood round ω = ω0 in which positivity is secured.
The complex structure is
J = −Gijdyi ⊗ ∂θj +Gijdθi ⊗ ∂yj . (7.24)
To see that it is integrable, consider the (0,1)-forms dθi + iGijdy
j, since d(dθi + iGijdy
j) =
iGij,kdy
k∧dyj = 0, the distribution ∩i ker(dθi+iGijdyj) is integrable, and J is integrable. In
fact, if one works out explicitly the Levi-Civita connection, then J is covariantly constant,
i.e. we have a Ka¨hler structure C4.
Since all structures here descend through the Ka¨hler reduction, we have a deformed
Ka¨hler structure on the cone C(M). In particular
J(ǫ) = 2J(yi∂i) = 2Gijy
j∂θi =
∑
ωi∂θi ,
comparing with (7.10), and using the correspondence (7.21) of two presentations of the Reeb
before and after the Ka¨hler reduction, one reaches the desired Reeb vector field.
So far we have held the symplectic structure of the cone fixed and deformed the complex
structure, and hence the use of the symplectic coordinates y, θ. In the subsequent discussion
of deformation of the symplectic structure (which we will not need in this paper, since the
partition function only depends on the complex moduli), one must switch to the complex
coordinates. From the explicit complex structure above, one can identify the (1,0)-forms
(1 + iJ )dθi = dθi − iGijdyj = d(θi − iGi) .
Thus we let the complex coordinates be
zi = exp (Gi + iθi) .
For example letting R = R0 in (7.24), one can check that zi is a constant multiple of the
standard complex coordinates of C4.
With the explicit complex coordinates one can construct a harmonic representative of the
holomorphic volume form Ω from the Ka¨hler reduction picture. Take Ω0 = dz1 ∧ · · · ∧ dz4,
which is smooth and is also invariant under (the complexified) U(1)T action since the charges
of U(1)T sums to zero. Now let Ω = ιTΩ0, where Ti are the vector fields induced by the
U(1)T action. Thus Ω is a basic form with respect to U(1)T and thus descends through the
Ka¨hler reduction and becomes the holomorphic volume form of C(M). Moreover as Ω0 is
annihilated by ∂¯ and so will be Ω, thus Ω is a harmonic representative of H0,3(C(M)). It is
is easily checked that Ω scales under ǫ with weight
∑
k ωk, subsequently has weight i
∑
k ωk
under LR. This is how one can obtain the weight of ̺ under LR.
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