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Abstract
We investigate a general near-Hamiltonian system on the plane whose unperturbed system has a nilpotent
center. Our main purpose is to give an algorithm for calculating the first coefficients of the expansion of the
first order Melnikov function. We also give an application by using the method and obtain the number of
limit cycles of a cubic system.
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1. Introduction
Consider a planar system of the form
x˙ = Hy + f (x, y),
y˙ = −Hx + g(x, y), (1.1)
where H,f and g are polynomials in (x, y), and  > 0 is a small parameter. The function H(x,y)
is called the Hamiltonian of Eq. (1.1) for  = 0. Assume that the equation H(x,y) = h defines a
closed curve Lh surrounding the origin for h in an interval I ⊂ R, which intersects the positive
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J. Jiang, M. Han / Bull. Sci. math. 132 (2008) 182–193 183x-axis at A(h) = (a(h),0). Let B(h, ) denote the first intersection point of the positive orbit of
(1.1) starting at A(h) with the positive x-axis. Then, we have
H(B)−H(A) =
∫
AB
dH = [M(h)+ O()], (1.2)
where
M(h) =
∮
Lh
g dx − f dy. (1.3)
The Abelian integral M above is called the first order Melnikov function of Eq. (1.1).
The function M plays an important role in the study of limit cycles, and has been studied
by many mathematicians (see e.g. [1–12]). In the study of Hopf bifurcation for system (1.1),
a general assumption widely used is that the origin is an elementary singular point (see e.g. [4–
10,13]). Also, suppose that the functions f and g in (1.1) depend on a vector parameter δ in Rm
so that M(h) = M(h, δ) also depends on δ. Then from [3] we have a general theorem as follows.
Theorem 1.1. Consider Eq. (1.1). Suppose that the origin is an elementary singular point with
index +1 for  = 0 and that Lh approaches the origin as h goes to zero. Then,
(i) The Melnikov function M(h, δ) is of class C∞ (resp., Cω) in h at h = 0 if the functions H ,
f and g are of class C∞ (resp., Cω) in (x, y).
(ii) If there exists a compact set D0 in Rm and a function Bk(δ) = 0 for δ in D0 such that
M(h, δ) = Bk(δ)hk+1 + O(hk+2) for |h| small, then there exist 0 > 0 and an open set U(D0)
containing D0 and a neighborhood V of the origin such that (1.1) has at most k limit cycles in
V for 0 <  < 0 and δ ∈ U(D0).
(iii) Suppose that the functions f and g are linear in δ and that
M(h, δ) = b0(δ)h+ b1(δ)h2 + · · · + bk(δ)hk+1 + O(hk+2)
for 0 < h  1. If
rank
∂(b0, . . . , bk)
∂(δ1, . . . , δm)
= k + 1,
and there exist functions φj () = O(), j = 0, . . . , k, such that (1.1) has a center at the origin for
bj=φj (), j = 0, . . . , k, then Eq. (1.1) has at most k limit cycles near the origin for all δ ∈ Rm
bounded and  sufficiently small, and k limit cycles can appear for some (, δ). In other words,
(1.1) has Hopf cyclicity k at the origin.
For Hopf bifurcation near a non-elementary center (or a degenerate center), few works have
been done. Recently, we have studied a general near-Hamiltonian system on the plane whose
unperturbed system has a nilpotent center. We have investigated the analytic properties of the
first Melnikov function in detail near the center and obtained a new bifurcation theorem in this
degenerate case, see [14]. In this paper we further study a typical near-Hamiltonian system and
give a general algorithm for calculating the first coefficients of the function M .
Consider a general Hamiltonian system of the form
x˙ = Hy, y˙ = −Hx, (1.4)
where H(x,y) satisfies the following conditions:
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(H2) For 0 < h  1, the equation H(x,y) = h defines a closed curve Lh surrounding the
origin and Lh approaches the origin as h goes to zero;
(H3)(
Hxy Hyy
−Hxx −Hxy
)
(0,0)
= 0, det
(
Hxy Hyy
−Hxx −Hxy
)
(0,0)
= 0.
Without loss of generality, under (H3) we can assume that(
Hxy Hyy
−Hxx −Hxy
)
(0,0)
=
(
0 1
0 0
)
. (1.5)
Then Lh is oriented clockwise. Suppose
H(x,y) = H0(x)+H1(x)y +H2(x)y2 + O(y3) (1.6)
for (x, y) near the origin. Then by (H1) and (1.5) it implies that
H0(0) = H ′0(0) = H ′′0 (0) = 0,
H1(0) = H ′1(0) = 0, H2(0) =
1
2
. (1.7)
Thus, by the implicit function theorem the equation Hy(x, y) = 0 defines a unique function
y = ϕ(x) = O(x2) for |x| small such that Hy(x,ϕ(x)) ≡ 0. Let
v = y − ϕ(x), (1.8)
and
H ∗(x, v) = H (x, v + ϕ(x)).
Then from [14] we have
Lemma 1.1. The transformation (1.8) carries the Hamiltonian system (1.4) into the form
x˙ = H ∗v (x, v), v˙ = −H ∗x (x, v). (1.9)
Note that Hy(x,ϕ(x)) ≡ 0. We have
H ∗(x, v) = H ∗(x,0)+H ∗v (x,0)v +
1
2
H ∗vv(x,0)v2 + O(v3)
= H (x,ϕ(x))+ 1
2
Hyy
(
x,ϕ(x)
)
v2 + O(v3), (1.10)
where from (1.6) and (1.7), we have
H
(
x,ϕ(x)
)= H0(x)+H1(x)ϕ(x)+H2(x)ϕ2(x)+ O(x6),
Hyy
(
x,ϕ(x)
)= 1 + O(x).
Let H ∗0 (x) = H ∗(x,0) = H(x,ϕ(x)). Then,
Lemma 1.2. (See [14].) Let (H1) and (H3) hold. Then (H2) holds if and only if H ∗0 (x) > 0 for|x|  1. In particular, if (H1)–(H3) hold and
H ∗0 (x) = bpxp + O(xp+1), p  3, bp = 0,
then p must be even and bp > 0.
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H ∗0 (x) = b4x4 + O(x5), b4 > 0. (1.11)
Consider a perturbed system of (1.4) as follows
x˙ = Hy + P (x, y, δ),
y˙ = −Hx + Q(x, y, δ), (1.12)
where P and Q are of class C∞,  > 0 is small and δ ∈Rm,m 1. By Lemma 1.1, the transfor-
mation (1.8) carries (1.12) into the following system
x˙ = H ∗v + P ∗(x, v, δ),
v˙ = −H ∗x + Q∗(x, v, δ), (1.13)
where P ∗(x, v, δ) = P(x, v + ϕ(x), δ), Q∗(x, v, δ) = Q(x,v + ϕ(x), δ)− ϕ′(x)P ∗(x, v, δ). By
(1.3) and Green’s formula, the first order Melnikov function of both (1.12) and (1.13) is
M(h, δ) =
∮
Lh
Qdx − P dy =
∫ ∫
Hh
(Px +Qy)dx dy =
∫ ∫
H ∗h
(P ∗x +Q∗v)dx dv. (1.14)
From [14], we directly have
Theorem 1.2. Under (H1)–(H3) and (1.11), the function M given by (1.14) has the following
expansion formally
M(h, δ) = h 34
∑
k0
Bk(δ)h
k
2 ,
where Bk(δ), k  0 are the coefficients independent of h. Further,
M(h, δ) = h 34 M¯(h, δ),
where M¯(h, δ) is C∞ in
√
h at h = 0 and for any integer N > 1,
M¯(h, δ) =
N∑
k=0
Bk(δ)h
k
2 + O(hN+12 ).
Then similar to Theorem 1.1 we have the following theorem which is proved in [14].
Theorem 1.3. Let (H1)–(H3) and (1.11) hold. If there exist an integer k  1 and δ0 ∈ Rm such
that
Bj (δ0) = 0, j = 0, . . . , k − 1, Bk(δ0) = 0,
and
rank
∂(B0, . . . ,Bk−1)
∂(δ1, . . . , δm)
(δ0) = k, m k,
then we have
(i) M(h, δ) has at most k zeros near h = 0 for 0 < h  1 and all δ near δ0, and k zeros can
appear for some δ near δ0.
(ii) System (1.12) has at least k limit cycles near the origin for some δ near δ0.
186 J. Jiang, M. Han / Bull. Sci. math. 132 (2008) 182–1932. Formulas for coefficients of the first order Melnikov function
In this section, we give the algorithm for calculating the coefficients B0,B1,B2,B3 of the
function M(h, δ) as follows
M(h, δ) = h 34 (B0(δ)+B1(δ)h 12 +B2(δ)h+ · · · +Bk(δ)h k2 + O(h k+12 )). (2.1)
Suppose that Hamiltonian of system (1.13) is
H ∗(x, v) = H ∗0 (x)+
1
2
H ∗2 (x)v2 +H ∗3 (x)v3 +H ∗4 (x)v4 +H ∗5 (x)v5 + O(v6),
where
H ∗0 (x) =
∑
j0
h0j x
j+4, H ∗2 (x) = 1 +
∑
j1
h2j x
j , H ∗i (x) =
∑
j0
hij x
j , i  3.
The closed curve Lh of (1.4) on the (x, y)-plane becomes the closed curve L∗h of (1.9) on the
(x, v)-plane which is defined by
H ∗(x, v) = h.
Then we have
H ∗2 (x)v2 + 2H ∗3 (x)v3 + 2H ∗4 (x)v4 + 2H ∗5 (x)v5 + O(v6) = 2
(
h−H ∗0 (x)
)
. (2.2)
Assume that the positive solution of the above equation in v is
v = V1(x,u) = λ1u+ λ2u2 + λ3u3 + λ4u4 + O(u5), λm = λm(x) ∈ C∞, m = 1, . . . ,4,
(2.3)
where u =√2(h−H ∗0 (x)) and λ1(0) = 1. Then inserting (2.3) into (2.2) and noting the expres-
sion of H ∗i (i  2) yield
λ1 = 1 − h212 x +
1
8
(3h221 − 4h22)x2 +
1
16
(−5h321 + 12h21h22 − 8h23)x3
+ 1
128
(35h421 − 120h221h22 + 48h222 + 96h21h23 − 64h24)x4
+ 1
256
(−63h521 + 280h321h22 − 240h21h222 − 240h221h23 + 192h22h23
+ 192h21h24 − 128h25)x5 + 11024 (231h
6
21 − 1260h421h22 + 1680h221h222
− 320h322 + 1120h321h23 − 1920h21h22h23 + 384h223 − 960h221h24
+ 768h22h24 + 768h21h25 − 512h26)x6 + O(x7),
λ2 = −h30 + (2h21h30 − h31)x + (−3h221h30 + 2h21h31 + 2h22h30 − h32)x2 + O(x3),
λ3 =
(
5
2
h230 − h40
)
+
(
5h30h31 − 54h21(7h
2
30 − 2h40)− h41
)
x
+ 1
16
(−140h22h230 + 40h231 + 80h30h32 + 35h221(9h230 − 2h40)
+ 40h22h40 − 40h21(7h30h31 − h41)− 16h42
)
x2 + O(x3),
λ4 = (−8h330 + 6h30h40 − h50)+
(−24h230h31 + 6h31h40 + 6h30h41
+ h21(40h3 − 24h30h40 + 3h50)− h51
)
x + O(x2).30
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V ∗i (x, h) = Vi(x,u), i = 1,2, u =
√
2
(
h−H ∗0 (x)
)
,
then we know the function v = V ∗1 (x,h) corresponds to the part of L∗h in the half-plane y  0
and the function v = V ∗2 (x,h) to the part of L∗h in the half-plane y  0. The intersection points of
L∗h and x-axis are denoted by Ai(h) = (ai(h),0), i = 1,2, where a2(h) < 0 < a1(h). By (1.10)
the two points satisfy the following equation
H ∗0
(
ai(h)
)= h, 0 < h  1,
where H ∗0 (x) = H ∗(x,0) = H(x,ϕ(x)). Clearly, ai(h) → 0 as h → 0 for i = 1,2.
Let H ∗0 (x) = x4ϕ∗(x) and introduce
z = x[ϕ∗(x)] 14 , (2.4)
where
ϕ∗(x) = h00 + h01x + h02x2 + h03x3 + h04x4 + h05x5 + h06x6 + O(x7).
Obviously, z4 = H ∗0 (x). By the transformation (2.4), the x-coordinates ai(h) of intersection
points become
a∗1(h) = a1
(
ϕ∗(a1)
) 1
4 = [H ∗0 (a1)] 14 = h 14 ,
a∗2(h) = a2
(
ϕ∗(a2)
) 1
4 = −[H ∗0 (a2)] 14 = −h 14 .
In (1.13), let
P ∗x +Q∗v =
∑
i+j0
cij x
ivj ,
where cij depends on δ ∈Rm smoothly. Then we can write
M(h, δ) =
∑
i+j0
cij Iij , (2.5)
where
Iij (h) =
a1(h)∫
a2(h)
dx
V1∫
V2
xivj dv = 1
j + 1
a1(h)∫
a2(h)
xi
[(
V ∗1 (x,h)
)j+1 − (V ∗2 (x,h))j+1]dx. (2.6)
Note that V j+11 (x,u)−V j+12 (x,u) is odd in u for any integer j . Further, we have the follow-
ing two cases.
Case 1: j is even. Then
V
j+1
1 − V j+12 = 2v1(x)uj+1 + 2v3(x)uj+3 + O(uj+5), (2.7)
where
v1(x) = λj+11 , v3(x) =
j + 1
2
(2λj1λ3 + jλj−11 λ22).
Case 2: j is odd. Then
V
j+1 − V j+1 = 2v2(x)uj+2 + 2v4(x)uj+4 + O(uj+6), (2.8)1 2
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v2(x) = (j + 1)λj1λ2, v4(x) =
j + 1
6
(
6λj1λ4 + 6jλj−11 λ2λ3 + j (j − 1)λj−21 λ32
)
.
Then the transformation (2.4) carries (2.6) into
Iij (h) = 1
j + 1
h
1
4∫
−h 14
ψi(z)
[(
V ∗1
(
ψ(z),h
))j+1 − (V ∗2 (ψ(z),h))j+1]ψ ′(z)dz,
where x = ψ(z) is the inverse function of (2.4). Now, denote by
Wij (h) =
h
1
4∫
−h 14
zi(h− z4) j+12 dz.
By symmetry, if i is odd, then the above integral value is zero. Furthermore, by an integral
formula we have
Wij (h) =
h
1
4∫
−h 14
zi(h− z4) j+12 dz
= z
i+1
4 · j+12 + i + 1
(h− z4) j+12
∣∣∣∣
h
1
4
−h 14
+ 4 ·
j+1
2 · h
4 · j+12 + i + 1
h
1
4∫
−h 14
zr (h− z4) j+12 −1 dz
= 2(j + 1)h
2(j + 1)+ i + 1
h
1
4∫
−h 14
zi(h− z4) j+12 −1 dz, (2.9)
On the other hand,
d
dh
Wij (h) = j + 12
h
1
4∫
−h 14
zi(h− z4) j+12 −1 dz,
which, together with (2.9), gives
Wij (h) = ωijh 2(j+1)+i+14 , (2.10)
where ωij = Wij (1) =
∫ 1
−1 z
i(1 − z4) j+12 dz = 0 if i is even.
By (2.5)–(2.10), the complex computation gives
M(h, δ) = h 34 (B0(δ)+B1(δ)h 12 +B2(δ)h+B3(δ)h 32 + O(h2)),
where
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√
2c00ω00β0010 ,
B1(δ) = 2
√
2(c00β0012 + c20β2010 + c10β1011 )ω20,
B2(δ) = 2
√
2
[
c00(ω40β
00
14 + 2ω02β0030 )+ c20ω40β2012 +
2
3
c02ω02β
02
10
+ c40ω40β4010 + c10ω40β1013 + c30ω40β3011 + c01ω02β0120
]
,
B3(δ) = 2
√
2
[
c00(ω60β
00
16 + 2ω22β0032 )+ c20(ω60β2014 + 2ω22β2030 )
+ 2
3
c02ω22β
02
12 + c40ω60β4012 +
2
3
c22ω22β
22
10 + c60ω60β6010
+ c10(ω60β1015 + 2ω22β1031 )+ c30ω60β3013 +
2
3
c12ω22β
12
11
+ c50ω60β5011 + c01ω22β0122 + c21ω22β2120 + c11ω22β1121
]
,
and
β0010 = h
− 14
00 ,
β0012 =
1
32
h
− 114
00
(
21h201 + 12h00h01h21 + 4h00(−6h02 + 3h00h221 − 4h00h22)
)
,
β2010 = h
− 34
00 , β
10
11 =
1
4
h
− 74
00 (−3h01 − 2h00h21),
β0014 =
1
2048
h
− 214
00
(
3315h401 + 1560h00h301h21
+ 360h00h201(−26h02 + 3h00h221 − 4h00h22)
+ 160h200h01
(
36h03 − 18h02h21 + h00(5h321 − 12h21h22 + 8h23)
)
+ 16h200
(
180h202 + h00h02(−60h221 + 80h22)+ h00
(−160h04 + 80h03h21
+ h00(35h421 − 120h221h22 + 48h222 + 96h21h23 − 64h24)
)))
,
β0030 = h
− 14
00
(
5
2
h230 − h40
)
,
β2012 =
1
32
h
− 134
00
(
45h201 + 20h00h01h21 + 4h00(−10h02 + 3h00h221 − 4h00h22)
)
,
β0210 = h
− 14
00 , β
40
10 = h
− 54
00 ,
β1013 =
1
128
h
− 174
00
(−195h301 − 90h00h201h21 + 20h00h01(18h02 − 3h00h221 + 4h00h22)
− 8h200(20h03 − 10h02h21 + 5h00h321 − 12h00h21h22 + 8h00h23)
)
,
β3011 =
1
4
h
− 94
00 (−5h01 − 2h00h21), β0120 = −2h
− 14
00 h30,
β0016 =
1
65536
h
− 314
00
(
302841h601 + 134596h00h501h21
+ 29260h00h401(−46h02 + 3h00h221 − 4h00h22)
+ 12320h2 h3 (76h03 − 38h02h21 + h00(5h3 − 12h21h22 + 8h23))00 01 21
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(
1140h202 − 60h00h02(3h221 − 4h22)
+ h00
(−480h04 + 240h03h21 + h00(35h421 − 120h221h22 + 48h222
+ 96h21h23 − 64h24)
))+ 448h300h01(660h202h21 − 44h02(60h03
+ h00(5h321 − 12h21h22 + 8h23)
)+ h00(704h05 − 352h04h21
+ 264h03h221 + 63h00h521 − 352h03h22 − 280h00h321h22 + 240h00h21h222
+ 240h00h221h23 − 192h00h22h23 − 192h00h21h24 + 128h00h25)
)
+ 64h300
(−3080h302 + 308h00h202(3h221 − 4h22)− 14h00h02(−352h04
+ 176h03h21 + h00(35h421 − 120h221h22 + 48h222 + 96h21h23 − 64h24)
)
+ h00
(
2464h203 + 112h00h03(5h321 − 12h21h22 + 8h23)
+ h00(−1792h06 + 896h05h21 − 672h04h221 + 231h00h621
+ 896h04h22 − 1260h00h421h22 + 1680h00h221h222 − 320h00h322
+ 1120h00h321h23 − 1920h00h21h22h23 + 384h00h223 − 960h00h221h24
+ 768h00h22h24 + 768h00h21h25 − 512h00h26)
)))
,
β0032 =
1
64
h
− 114
00
(
21h201(5h230 − 2h40)+ 12h00h01
(
5h21(7h230 − 2h40)
+ 4(−5h30h31 + h41)
)+ 4h00(−6h02(5h230 − 2h40)
+ h00
(−140h22h230 + 40h231 + 80h30h32 + 35h221(9h230 − 2h40)
+ 40h22h40 − 40h21(7h30h31 − h41)− 16h42
)))
,
β2014 =
1
2048
h
− 234
00
(
7315h401 + 3080h00h301h21
+ 616h00h201(−30h02 + 3h00h221 − 4h00h22)
+ 224h200h01
(
44h03 − 22h02h21 + h00(5h321 − 12h21h22 + 8h23)
)
+ 16h200
(
308h202 − 28h00h02(3h221 − 4h22)+ h00
(−224h04 + 112h03h21
+ h00(35h421 − 120h221h22 + 48h222 + 96h21h23 − 64h24)
)))
,
β2030 = h
− 34
00
(
5
2
h230 − h40
)
,
β0212 =
3
32
h
− 114
00
(
7h201 + 12h00h01h21 + 4h00(−2h02 + 5h00h221 − 4h00h22)
)
,
β4012 =
1
32
h
− 154
00
(
77h201 + 28h00h01h21 + 4h00(−14h02 + 3h00h221 − 4h00h22)
)
,
β2210 = h−
3
4
00 , β
60
10 = h
− 74
00 ,
β1015 =
1
8192
h
− 274
00
(−33649h501 − 14630h00h401h21
− 3080h00h301(−38h02 + 3h00h221 − 4h00h22)
− 1232h200h201
(
60h03 − 30h02h21 + h00(5h321 − 12h21h22 + 8h23)
)
− 112h2 h01
(
660h2 − 44h00h02(3h2 − 4h22)+ h00
(−352h04 + 176h03h2100 02 21
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))
− 32h300
(
308h202h21 − 28h02
(
44h03 + h00(5h321 − 12h21h22 + 8h23)
)
+ h00(448h05 − 224h04h21 + 168h03h221 + 63h00h521 − 224h03h22
− 280h00h321h22 + 240h00h21h222 + 240h00h221h23 − 192h00h22h23
− 192h00h21h24 + 128h00h25)
))
,
β1031 =
1
8
h
− 74
00 (−15h01h230 − 70h00h21h230 + 40h00h30h31 + 6h01h40
+ 20h00h21h40 − 8h00h41),
β3013 =
1
128
h
− 194
00
(−385h301 − 154h00h201h21 − 28h00h01(−22h02 + 3h00h221 − 4h00h22)
− 8h200(28h03 − 14h02h21 + 5h00h321 − 12h00h21h22 + 8h00h23)
)
,
β1211 = −
3
4
h
− 74
00 (h01 + 2h00h21), β5011 =
1
4
h
− 114
00 (−7h01 − 2h00h21),
β0122 =
1
16
h
− 114
00
(−21h201h30 + h00h01(−60h21h30 + 24h31)
+ 4h00
(
6h02h30 + h00(−35h221h30 + 20h22h30 + 20h21h31 − 8h32)
))
,
β2120 = −2h−
3
4
00 h30, β
11
21 =
1
2
h
− 74
00 (3h01h30 + 10h00h21h30 − 4h00h31).
3. Application example
From the above section and Theorem 1.3, we know that a general system (1.12) can have 3
limit cycles near a nilpotent center. In this section, we apply the formulas for coefficients of the
Melnikov function for a cubic system to obtain 3 limit cycles appearing.
Consider the following cubic system
x˙ = y + 2bxy + P,
y˙ = −x3 − by2 + Q, (3.1)
where P and Q are cubic polynomials. We can write
Px +Qy =
∑
0i+j2
cij x
iyj . (3.2)
Note that
H(x,y) = 1
4
x4 + 1
2
(1 + 2bx)y2.
The transformation (1.8) is v = y. That is, H ∗(x, v) = H(x,y). Hence,
H ∗0 (x) =
1
4
x4, H ∗2 (x) = 1 + 2bx, H ∗i (x) = 0, i  3.
Thus,
h00 = 14 , h0j = 0, j  1; h21 = 2b, h2j = 0, j  2;
hij = 0, i  3, j  0. (3.3)
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λ1 = 1 − bx + 32b
2x2 − 5
2
b3x3 + 35
8
b4x4 − 63
8
b5x5 + 231
16
b6x6 + O(x7),
and λi = 0, i  2. Hence,
V1(x,u) = λ1u = V ∗1 (x,h),
V2(x,u) = −λ1u = V ∗2 (x,h),
where u =√2(h−H ∗0 (x)).
Make the transformation (2.4), we have z = 1√
2
x. The inverse function is x = √2z. By sym-
metry of the positive and the negative solutions of H ∗(x, v) = h in v, we have I01 = I11 = 0.
The rest of Iij (0 i + j  2) are obtained by (3.3). Using the formulas of Section 2 we have
β0010 =
√
2, β0012 = 3
√
2b2, β0014 =
35√
2
b4, β0016 =
231√
2
b6,
β1011 = −2
√
2b, β1013 = −10
√
2b3, β1015 = −63
√
2b5,
β2010 = 2
√
2, β2012 = 6
√
2b2, β2014 = 35
√
2b4,
β0210 =
√
2, β0212 = 15
√
2b2.
Then by λi = 0, i  2, we have βijkl = 0, k  2, l  0 for any i, j . It follows that
M(h, δ) = 4c00ω00h 34 + 4(3c00b2 − 2c10b + 2c20)ω20h 54
+ 2
[
(35c00b2 − 20c10b + 12c20)ω40b2 + 43c02ω02
]
h
7
4
+ [14(33c00b2 − 18c10b + 10c20)ω60b4 + 40c02ω22b2]h 94 + O(h 114 )
= h 34 (B0(δ)+B1(δ)h 12 +B2(δ)h+B3(δ)h 32 + O(h2)),
where δ = (c00, c10, c20, c02). Then we have
det
∂(B0,B1,B2,B3)
∂(c00, c10, c20, c02)
= b5ω00ω20
(
20480ω22ω40 − 286723 ω02ω60
)
= −547.568b5, (3.4)
where
ω00 =
1∫
−1
(1 − z4) 12 dz = 1.74804, ω20 =
1∫
−1
z2(1 − z4) 12 dz = 0.479256,
ω22 =
1∫
−1
z2(1 − z4) 32 dz = 0.319504, ω40 =
1∫
−1
z4(1 − z4) 12 dz = 0.24972,
ω02 =
1∫
−1
(1 − z4) 32 dz = 1.49832, ω60 =
1∫
−1
z6(1 − z4) 12 dz = 0.159752.
Therefore, if b = 0, the function M can have 3 simple zeros in h > 0 near h = 0 for some δ near
δ = 0. By Theorem 1.3 we have
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If b = 0, we finally remark that the function M has at most 3 zeros in h > 0 near h = 0. In
fact, the system (3.1) is Hamiltonian as δ = 0, which implies M(h,0) ≡ 0. Further, if b = 0 by
(3.4) we have δ = 0 if and only if β ≡ (B0, . . . ,B3) = 0, and we can take B0, . . . ,B3 as free
parameters. Thus, we can write
M(h, δ) = h 34
3∑
i=0
Biρ
iPi(ρ,β),
where ρ = √h and Pi = 1 + O(ρ) is C∞ in ρ at ρ = 0. Then, using the same technique used in
[3] we can prove that for any parameters B0, . . . ,B3 the function M has at most 3 zeros in ρ > 0
near ρ = 0.
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