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Abstract—Radio access management plays a vital role in delay
and energy consumption of connected devices. The radio access in
existing cellular networks is unable to efficiently support massive
connectivity, due to its signaling overhead. In this paper, we inves-
tigate an asynchronous grant-free narrowband data transmission
protocol that aims to provide low energy consumption and delay,
by relaxing the synchronization/reservation requirement at the
cost of sending several packet copies at the transmitter side and
more complex signal processing at the receiver side. Specifically,
the timing and frequency offsets, as well as sending of multiple
replicas of the same packet, are exploited as form of diversities
at the receiver-side to trigger successive interference cancellation.
The proposed scheme is investigated by deriving closed-form
expressions for key performance indicators, including reliability
and battery-lifetime. The performance evaluation indicates that
the scheme can be tuned to realize long battery lifetime radio
access for low-complexity devices. The obtained results indicate
existence of traffic load regions, where synchronous access
outperforms asynchronous access and vice versa.
I. INTRODUCTION
Internet of things (IoT) is expected to be integrated in
cellular networks by 2020 [1]. The characteristics of IoT
include: extremely high density of nodes, short payload size,
and vastly diverse quality-of-services (QoS) requirements.
Moreover, devices in most of IoT applications are battery
driven, necessitating long battery lifetime [2]. Thus, in contrast
to the existing cellular traffic, the IoT traffic requires support
for (i) massive concurrent access, (ii) high energy efficiency,
and (iii) low latency with ultra-high reliability. The continuing
growth of IoT market has encouraged mobile network oper-
ators (MNOs) to investigate evolutionary and revolutionary
radio access technologies for addressing these problems [3].
A. Literature Study
Evolutionary schemes aim at enhancing access procedures
of existing LTE networks [4]. In existing LTE networks, de-
vices contend over random access channel (RACH) to reserve
radio resources, and then send data over granted resources. As
in most IoT application the actual data to be transmitted is in
order of bits, this connectivity procedure results in unnecessary
energy consumption in overhead signaling and idle listening
to the base station (BS) [2]. As a result, battery lifetime of
connected devices will be much less than the 5G requirements,
i.e. more than 10 years of battery lifetime [5]. Also, radio
access congestion is possible due to the massive number of
potential connections that should be sustained concurrently [6].
Capacity limits of RACH when serving IoT traffic and a survey
of improved solutions can be found in [7], where among
the proposed solutions, access class barring and capillary
networking have been adopted in standardization [8].
On the other hand, revolutionary solutions aim at fundamen-
tal revision of the cellular access procedures. The development
of LTE for low-cost massive IoT has been initiated in release
12 and has been continued in release 13 with introduction
of narrow-band cellular IoT (NB-CIoT) [9]. In NB-CIoT,
the bandwidth for communications and data rates has been
decreased significantly in order to improve the link budget,
and hence, reduce the required energy for data transmission.
However, it still suffers from required overhead signaling
for synchronization, listening for ACK per messages, etc. A
potential solution to tackle this problem is to enable grant-free
communications for short-packets. Among proposed grant-
free schemes, asynchronous ALOHA has the advantage of
reduced required complexity at the transmitter side [10], [11].
To further improve the performance each device may replicate
its packets several times, which is exploited by the receiver
through (i) decoding of packets by combining their (partially)
interference-free replicas and (ii) removal of replicas of de-
coded packet through interference cancellation, enabling po-
tential decoding of new packets. Such successive interference
cancellation (SIC)-based receivers for asynchronous ALOHA
systems have been investigated in [10], [12]. Specifically, the
solution in [12] exploits timing offsets and replica “diversity”,
but the proposed receiver requires complete knowledge of the
replicas position of the undetected users. The approach in [12]
uses correlation for replica detection or robust encoding of the
information of the placement of the other replicas, which is
embedded in the packet header. However, the performance of
the proposed solutions decreases as the traffic load, and, thus,
the amount of interference, increases. Furthermore, the corre-
lation in search of replicas significantly increases complexity
of receiver (as discussed in section III), and hence, increases
the required time to detect and decode the packets; this is
not consistent with the goal of reducing the experienced delay
through grant-free access.
Another important aspect to be taken account when design-
ing grant-free schemes is that a big portion of IoT devices are
expected to be low-complexity devices with cheap oscillators.
This inevitably implies carrier frequency offset (CFO) [11],
which can potentially severely degrade the performance. In
[13], the CFO and time offset of devices have been used
for simulaneous detection of multi RFID-tags. In this paper,
we propose to exploit CFO as another source of diversity
and develop a SIC-enabled time and frequency asynchronous
ALOHA-based grant-free access, which can support multitude
of low-complexity IoT devices.
B. Contributions
The contributions of the paper are the following:
• Development of a SIC-enabled time/frequency asyn-
chronous radio access scheme for grant-free communi-
cations. Development of a collision resolution scheme
utilizing time/frequency domain asynchronism.
• Development of a closed-from statistics of two-
dimensional (i.e., time-frequency) interference, and derive
expressions for outage probability, expected battery life-
time, experienced delay, spectral efficiency, and energy
efficiency of the network.
• Evaluation of fundamental tradeoffs for access protocols
with short packets.
• Identification of operating regions in terms of traffic load
in which asynchronous access outperforms synchronous
and granted access.
The remainder of the text is structured as follows. The
system model is described in the next section. In Section III,
the proposed transceiver design is presented. Performance
indicators are modeled analytically in Section IV, and per-
formance tradeoffs are investigated in Section V. Simulation
results are presented in Section VI. The concluding remarks
are given in Section VII.
II. SYSTEM MODEL
We consider a single cell serving multitude of IoT devices.
Upon having a packet to transmit, the i-th device assumes a
virtual frame (VF) consisting of M slots, each with duration
T ip, where T
i
p is the time-duration of a packet transmission
of device i. Then, packet is sent immediately at the first slot
of the VF, and the Ni − 1 replicas of the packet are sent
in Ni − 1 randomly selected slots out of M − 1 remaining
slots, as depicted in Fig. 1a; where Ni is randomly chosen
from {1, · · · ,M}. A quasi-static fading channel model is
assumed, which means channel gain is constant over a VF.
The transmitted packet is intended to be modulated over the
carrier frequency (CF), denoted by f , which is the same for all
devices. As low-complexity sensors with cheap oscillators will
be an essential part of future networks, CFO will be inevitable.
Indeed, it is expected that in ultra-narrowband (UNB) systems,
the level of CFO is expected to be several orders higher than
the communications bandwidth [14, section 3.2.2]. Denote the
actual carrier frequency that the ith transmitter uses for data
transmission, and its drift from the intended carrier frequency
as fi and ∆fi = fi − f . While frequency drifts in different
wakeup epochs of operation of devices are expected to be
different,∆fi is, in essence, constant during one virtual frame,
i.e. for MT ip seconds [15].
The same transmission strategy is uncoordinatedly used by
all devices with pending data transmission, where timing off-
sets, CFOs and number of transmitted replicas are independent
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Fig. 1: Time-frequency asynchronous ALOHA
among devices. Thus, overlapping of packet replicas sent by
devices’ is inevitable, as depicted in Fig. 1a.
III. TRANSCEIVER DESIGN
Fig. 1a represents packet reception at the receiver. As the
timings and CFO of virtual frames are unknown at the receiver
side, a sliding detection zone is used, see Fig. 1b. Following
the design in [10], [12], we assume that the time duration of
the detection zone is a factor of VF’s length, When the traffic
load (i.e., the overall number of replicas) in the detection zone
is low, the receiver can simply decode replicas that are not
in collision, perform interference cancellation, and repeat the
procedure for the new “uncovered” replicas of other packets.
However, as the load increases, it may happen that all packet
replicas of all devices are in collision. In this case, correlation
has been proposed to find the position of replicas [12]. This
approach, which we refer to as blind correlation, significantly
increases the complexity, as follows.
Consider the scenario in Fig. 1b, where all packet replicas of
all 4 devices are in collision. Using blind correlation, receiver
needs to select a correlation “unit”, depicted in Fig. 1b by
a red-colored rectangle, slide and correlate this unit with all
taken samples inside the detection zone. In the next step,
receiver moves the correlation unit in time-frequency, then
correlates this unit with all samples in the detection zone; this
procedure is repeated for all possible correlation units. After
doing all these correlations, there would be no results in case
of Fig. 1b, because the colliding replicas are different in each
collision event in Fig. 1b, as well as the respective CFOs, are
different. Even the position of replicas are found, the receiver
only use equal gain combining, which is inefficient due to the
different level of interference that each of them is suffering
[16]. As a result, the potential for resolution of transmitted
packets is low.
A. The Proposed Transceiver Design
Summarizing the above discussions, we need to design fast,
yet accurate collision resolution procedure. Towards this end,
we add a known preamble of length Nz to each transmitted
packet. The preamble can be selected from Zadoff-Chu se-
quences, which have very good autocorrelation properties. At
the receiver end, we sample the arriving signal at rate Fs,
searching for the (potentially collided) signals, see Fig. 2. The
choice of Fs introduces a tradeoff to the system performance,
because a sampling rate higher than the Nyquist rate increases
both receiver’s cost and collision resolution capability. Once
the presence of the signal is detected, to which we refer to as
an event, the receiver jointly processes samples organized in a
time frame with length of Tf , where Tf < min {Tmax, EoE}.
Tmax is a design parameter related to the tolerable delay in
data processing, while EoE denotes the end of event, i.e., when
the presence of the signal can not be detected any more and the
channel is sensed to be idle again. For example, in Fig. 1b there
are 4 such events, each consisting of 2 collided transmissions.
The samples in the time frame are processed using a peri-
odogram module, which aims at finding periodic components
in the signal, and returns found carrier frequencies. Denote the
number of found carrier frequencies (which are determined
by CFOs of the contending devices) as K (see in Fig. 2).
Then, samples from the time frame are demodulated and
correlated with the preamble K times (the preamble is known
at the receiver). Each of the correlations returns some peaks.
Consider Yj(n), the output of correlation of Xi,j , which is the
demodulated version of Xi(n) by f+∆fi, with the preamble.
In Yj(n), the respective peak of j-th CFO has been located
at the right timing offset, while the respective peaks of other
CFOs have been shifted. The reasons behind these shifts are
further discussed in Section III-C; here we note that the level
of shifted peaks can be as high as the original peak, or even
higher, if the length of preamble sequence is short, which may
be the case in IoT applications with short-packet lengths. The
task of the peak detection module in Fig. 2 is to report the
set of detected peaks. The task of decision making module is
to detect and remove shifts of time-offsets of already detected
peaks, to be discussed in detail in Section III-C, and to report
the set of K found time offsets (respective to the K found
CFOs). Then, the respective demodulated sequence of each
carrier frequency, e.g. Xi,j(n) for fi, is truncated from τi,j to
the length of a packet and is fed to the SIC module along with
its carrier frequency and time offset, i.e. (Zi,j(n), fi,j , τi,j) are
fed to the SIC module.
B. The Proposed SIC Module
The SIC module continuously receives and saves demod-
ulated sequences related to processed events, and their re-
spective carrier frequencies and time offsets, i.e. the set of
(Zi,j(n), fi,j , τi,j). Then, it tries to decode each sequence.
If the sequence, i.e. the supposedly contained packet replica,
is decoded successfully, the location of the other replicas
becomes known, and hence, these are removed. If the packet
replica cannot be decoded correctly, SIC module tries to find
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Fig. 2: The proposed receiver design. i is the event index.
DM(f ) represents demodulation with frequency f .
its replicas by search in other processed and stored events
containing the same carrier CFO. If the other replicas are also
in collision, the SIC module can combine them. Thanks to
the derived set of of CFOs and time offsets, we have the
time/frequency map of collisions, and hence, it is possible
to figure out the level of interference that each replica is
suffering from, and hence, we can use selection combining
(SC) or maximum ratio combining (MRC) in order to improve
the performance. The former consists of merging successfully
received parts of replicas together to construct the original
packet. The latter consists of combining whole replicas, taking
into account the level of interference in each replica, as
explained Section IV. After combining, SIC module again
tries to decode the combined packet. If decoding succeeds,
the receiver removes all replicas of the decoded packet, which
lowers the level of interference in the other demodulated
sequences (i.e., processed events) and provides for easier
decoding of other packets. If decoding fails, the demodulated
sequence is stored for further processing, and receiver slides
the detection zone and tries to decode newly arrived events.
In case that the subsequent decodings lower the level of
interference in the previously stored collisions, new decoding
attempts will be made.
C. Processing of Detected Peaks
We first elaborate on the reason behind having side peaks
when we correlate a preamble with a sequence that contains
the same preamble with CFO. If we take cross correlation of
a preamble sequence, i.e. P (n), n ∈ {0, · · · , Nzc − 1}, with
itself, the result will be a sequence of length 2Nzc − 1, i.e.
m ∈ {1, · · · , 2Nzc − 1}, with a peak at Nzc + 1. Denote
by P˜ (n) a modulated version of P (n) with carrier frequency
∆fi, i.e. P˜ (n) = P (n)e
j2pi∆finTb , ∀n ∈ {0, Nzc − 1}, where
Tb is the bit duration. Taking cross correlation of P (n) with
P˜ (n), one sees the peak location changes periodically between
−⌊Nzc/2⌋ and ⌊Nzc/2⌋, as discussed in [17]. Given Tb and
Nzc as characteristics of the system, position of shifted peak
can be derived as a function ∆fi, denoted by Q(∆fi), as
depicted in Fig. 3 for Nzc = 45, Tb = 1ms. This function
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Fig. 3: Peak drift with CFO (Nzc = 45, T b = 1ms).
can be evaluated once and stored in a lookup table for a given
CFO range, to be used in the decision making module.
The decision making module decides which subset of de-
tected peaks represents time offsets of the replicas. In this
module, a successive peak cancellation (SPC) function is
used. Denote the set of received peaks from peaks detection
module as {T1, · · · , TK}, where Tj is the set of detected
peaks in Yj(n), and Yj(n) is the result of correlation of
Xj(n) with the preamble, as in Fig. 2. The SPC function
searches over Tj :s and makes a map of peaks and their
shifted positions. For example, given pj as a candidate peak
position1 in Tj , SPC checks Tj+k to see if it contains a peak at
Q
(
−(∆fj+k−∆fj)
)
,∀k ∈ {1, · · · ,K}\j, corresponding to
the repeated occurrence of pj . If pj’s repetitions can be found
in Tks, then pj is validated, else it is removed from Tj .
IV. PERFORMANCE METRICS AND TRADEOFFS
A. Reliability Analysis
Here, we formulate the success probability of packet trans-
missions, as a function of system and traffic parameters. To
make the analysis tractable, radio channel is modeled by a
distance-dependent variable, and it is assumed that devices use
channel-inversion transmit-power control to achieve a constant
signal-to-noise ratio at the receiver. The packet transmission
duration is Tp = D/
[
W log2(1+γ/Γ)
]
, whereD is the packet
length, W is the bandwidth, γ is the required SNR at the
receiver, and Γ is the SNR gap between channel capacity and
a practical coding and modulation scheme. Furthermore, the
number of transmitted replicas per packet is assumed to be N ,
for all devices. As in [11], we assume that transmitted energy
is uniformly distributed over its time-frequency support, i.e.
over a rectangle of sizeW×Tp. Then, the ratio between energy
of contained in a replica and total energy of its interference
and noise is modeled as:
SINR =
ρWTp∑
k ρSk +N0WTp
=
1
1
WTp
M+ γ−1,
(1)
where ρ is the transmitted energy density over the time-
frequency support, N0 is the energy density of noise, M =∑
k Sk, and Sk is the area of the “overlap” between replica of
k-th interfering packet and the replica of the original packet.
Thus, the problem reduces to finding the set of interfering
1pj represents time offset of a peak w.r.t. the reference time in processing
of the respective event.
replicas of other packets and Sk. Denote by Fm the maximum
drift from the carrier frequency f , and assume that CFO is uni-
formly distributed in [−Fm, Fm], i.e. the available frequency
spectrum is [f−Fm+W/2, f+Fm+W/2]. Then, for a replica
which starts at t0 with frequency offset of 0, and hence, spans
over (t0, t0+Tp)× (f −W/2, f +W/2), the vulnerable zone
is (Tp − t0, t0 + Tp) × (f − W, f + W ). This means that
any packet transmission starts in tx with carrier frequency fx,
where tx ∈ (Tp − t0, t0 + Tp) and fx ∈ (f − W, f + W ),
interferes with the intended packet.
Assuming that the number of interfering replicas of other
packets in the vulnerable period is n, the conditional cumula-
tive distribution function (CDF) of M, i.e. FM (n)(x), is:
Pr(Sk > s) =4
∫ Tp− sW
0
[ ∫ W− s
T−u
0
1
2Tp
1
2Fm
dv
]
du (2)
=
4
4TpFm
∫ T− x
w
0
[W −
s
T − u
]du (3)
=
1
TpFm
[
W (T −
s
W
) + s ln(
s
TW
)
]
, (4)
FSk(s) =1−
1
TpFm
[
W (T −
s
W
) + s ln(
s
TW
)
]
, (5)
FM(n)(s) =FS1(s) ∗ fS2(s) · · · ∗ fSn(s), (6)
where FX(x) = Pr(X ≤ x).
We proceed by deriving the unconditional CDF of M.
Denote the aggregated packet transmission rate of devices as
g, where g ≈ Nλ/(1 − Po) [18, section 21.1.2], λ is the
aggregated new packet arrival rate at devices, and Po is the
probability that a packet cannot be decoded in its VF. The
unconditional CDF is:
FM(s) =
∑∞
i=1
FM(i−1)(s)[g2Tp]
ie−g2Tp/i!. (7)
Taking into account that the expected number of interfering
replicas in the vulnerable period is n¯ = ⌈g2Tp⌉, one may
simplify the analysis by substituting n with n¯ − 1 in (6)
to derive the unconditional CDF. Further, the probability of
outage is derived as:
Po = Pr(SINR < St) = Pr([M/WTp + γ]
−1 < St), (8)
= Pr(M > WTp
[
1/St-1/γ
]
= 1− FM(WTp
[
1/St-γ
]
),
where St is the threshold SINR for correct decoding. In case
every packet is transmitted with the same number of replicas
N , we use the minimum mean-square error (MMSE) criterion,
and combine replicas based on the level of interference that
they suffer from. Denote by Mi the sum of intersection areas
of interfering packets with the i-th replica, i ∈ {1, · · · , N}.
Then, we have:
[Y1, · · · , YN ]
T
= [X, · · · , X]
T
+ [Ω1, · · · ,ΩN ]
T
,
in which aT represents transpose of vector a, and X , Yi
and Ωi represent the intended signal, observation, and noise
plus interference, respectively. The powers of Ωi and the
intended signal are denoted by σi = N0WTp + MiWTpρ
and σx = ρWTp, respectively. The optimal combining weight
coefficients by MMSE criterion are:

w1
...
wN

 =


σ2x + σ
2
1 · · · σ
2
x
...
. . .
...
σ2x · · · σ
2
x + σ
2
N


−1 

σ2x
...
σ2x

 ,
and hence, the combination to be decoded is: Yc =
[w1, · · · , wN ][Y1, · · · , YN ]
T . The resulting SINR is then the
sum of SINR of packets, and the probability of outage is:
Po = Pr(NSINR < St) = Pr(
N
M/WTp + 1/γ
< St), (9)
= Pr(M > WTp
[
N/St-1/γ
]
= 1-FM(WTp
[
N/St-1/γ
]
).
In case without replica combining, when the decoding is
attempted for each replica individually, the probability of
outage is:
Po =
N∏
i=1
Pr(SINR < St) =
[
Pr(
1
M
/
WTp + 1/γ
< St)
]N
,
=
[
1-FM(WTp
[
N/St − 1/γ
]
)
]N
.
B. Delay Analysis
The average experienced delay from packet arrival at a
device to successful reception at the BS is:
ED =
∑∞
i=1
[MTp + Tack]P
i−1
o [1− Po]− Tack, (10)
in which we have assumed that a device retransmits the packet
if it doesn’t receive ACK within Tack seconds.
C. Battery Lifetime
For most reporting applications, the packet generation pro-
cess at each device can be modeled as a Poisson process, and
hence, energy consumption of each device can be seen as a
semi-regenerative process where the regeneration points are
located at the end of each successful data transmission epoch.
Denote the battery capacity of the ith device at the reference
time as E0, the average time between two data transmissions as
Tr, and the average packet size asD. Also, power consumption
of node i in the listening and transmission modes are denoted
as Pc and αP˜t+Pc respectively, where Pc is the circuit power
consumed by electronic circuits, and α is the inverse power
amplifier (PA) efficiency. As the required SNR at the BS is γ,
the transmit power of device i located at distance ri from the
BS is modeled as:
Pti = γN0WΓr
σ
i /G, (11)
where G is the multiplication of transmit and receive antenna
gains, σ is the path loss exponent, Γ the SNR gap be-
tween channel capacity and a practical coding and modulation
scheme. Assuming the uniform distribution of devices in the
cell, the PDF of the distance between a device and the
BS is f(r) = 2r
R2c
, where Rc is the cell radius and r is
the communications distance. The long-term average of the
required transmit power is then:
P¯t =
∫ Rc
0
γN0WΓr
σ
G
2r
R2c
dr =
2Rσc γN0WΓ
G[σ + 2]
. (12)
Now, we define the expected battery lifetime at the regen-
eration point as the product of reporting period and the ratio
between remaining energy and the average energy consump-
tion per reporting period, as follows:
L =
E0Tr
Est +
1
Po
[
[Pc + αP¯t]NTp + Pc(M −N)Tp + PcTack
] ,
(13)
where Tack is the average waiting time for receiving ACK, N
is the number of replicas transmitted per packet,M number of
slots in a VF, and Est the average static energy consumption
in each reporting period for data processing etc.
D. Energy Efficiency
The energy efficiency of devices in uplink communications
in terms of Bit/Joule can be approximated as the ratio between
number of useful transmitted bits in MTp seconds to the
consumed energy in that interval, as follows:
EE =
λMTp[D −Doh]
λMTp
1−Po
[
[Pc + αP¯t]NTp+Pc[M −N ]Tp+PcTack
] ,
=
(1− Po)[D −Doh][
[Pc+αP¯t]NTp + Pc[M −N ]Tp+PcTack
] ,
in which Doh denotes number of overhead bits in a packet,
e.g. for synchronization and cyclic prefix.
E. Spectral Efficiency
The spectral efficiency of network in terms of Bit/Sec/Hz
can be approximated as the ratio between number of success-
fully received bits in MTp seconds versus the time-frequency
reserved radio resources in that interval, as follows:
SE =
λMTp[D −Doh](Bit)
2MTp[Fm +W/2]Sec.Hz
=
λ[D −Doh]
2[Fm +W/2]
Bit/S/Hz.
V. TRADEOFFS IN RADIO ACCESS DESIGN FOR MASSIVE
SHORT-PACKET COMMUNICATIONS
From an overall system perspective, we aim at minimizing
the costs of the access network, maximizing spectral effi-
ciency, maximizing the energy efficiency of communications,
minimizing the experienced delay in data transmission, and
prolonging battery lifetime of devices. These objectives cannot
be treated separately because they are coupled in conflicting
ways. In the following, we highlight some of these tradeoffs.
From the expressions derived in the previous section, and
the system design in Section III, there is an obvious trade-
off between energy consumption/battery lifetime of devices
and costs of the access network. Costs of the access net-
work include deployment (CAPEX) and operational expenses
(OPEX), and reducing energy consumption of devices needs
more investment in CAPEX and/or OPEX of the access
network. For example, (13) shows that the expected battery
TABLE I: Simulation Parameters
Parameters Value
Cell outer and inner radius 1000, 50 m
Number of devices 10000
Pathloss 128.1 + 37.6 log( d1000 )
Interference+other losses 20 dB
W ;Fm;Fs 200; 100; 4000 Hz
Pc; P
min
t ; P
max
t 1; 1; 100 mW
Tb;Tp 10; 500 mSec
Required SNR (γ) 6 dB
D;Doh 100; 50 bits
Modulation Nonnegative 4-PAM
Dsynch; Esynch;Es 2 Sec; 6 mJoule; 1 mJoule
M ;Nzc 2N, ∀N > 1; 23
lifetime increases by decreasing the transmit power and out-
age probability. Further, (12) shows that transmit power can
be decreased by denser deployment of the BSs, and thus,
shortening device-BS distances, which increases the CAPEX.
(8) shows that the outage probability can be decreased by
increasing the available radio resources or using a receiver that
is able to perform improved decoding/combining of replicas
in collisions; both increase the OPEX of the access network.
Furthermore, as noted in Section III-C, detecting replicas
in collisions requires either long synchronization preambles
or sophisticated receivers to perform processing of derived
peaks from cross correlations. The former increases the packet
size, and hence, increases the collision probability, which in
turn implies less energy- and spectral-efficiency, as well as
shorter battery lifetime. The latter increases complexity of
receivers, as well as the decoding delay. Finally, increase in the
available bandwidth in order to further exploit the CFO of the
devices increases the access network costs. Further tradeoffs
can be seen in tuning transmission power of replicas to achieve
ultra-high reliability or ultra-long battery lifetime, which are
elaborated in the next section.
VI. PERFORMANCE EVALUATIONS
The system model implemented in this section is based on
the uplink of a single cell with IoT traffic, with randomly dis-
tributed devices according to a spatial Poisson point process.
The simulation parameters are listed in Table I, in which Fs
denotes sampling frequency, and Dsynch and Esynch represent
the time and energy spent for time/frequency synchronization.
The proposed scheme can be tuned to provide extremely
high energy efficiency or reliability, or a high level of both
of them. In Fig. 4, we investigate the case ultra-high battery
lifetime is required, and hence, for N > 1 the transmission
power for each packet replica is 1/N of the total power that
device invests in packet transmission, which is the same for
all N . FrAs, FrSy, TiAs, and TiSy denote frequency and time
asynchronicity/synchronocity, respectively. I.e., TiSy means
that the devices are slot synchronized, while FrSy means
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Fig. 4: Energy, delay, and throughput analysis.
that CFOs of the devices can take equally-spaced discrete
values, i.e. the devices are sub-channel synchronized, where
the channels are spaced each 200 Hz (W = 200 Hz). Also,
the black-colored curve represents the granted-access scheme
in which, devices content over a random-access (RA) channel
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Fig. 5: Reliability analysis
for resource reservation (10 RA resources are provided each 2
seconds), and successful nodes transmit their packets collision-
free over the data channel. The x-axis is Fig. 4 represents the
offered load per channel defined as W2Fm+W gTp = 0.5gTp.
Fig. 4a illustrates energy efficiency in uplink communica-
tions for IoT traffic versus offered load. Obviously, in low to
medium traffic load regimes, grant-free access with 2 replicas
achieves the highest energy efficiency. Fig. 4b shows the
battery lifetime performance; evidently, the battery lifetime
using proposed grant-free access has been extended by 100%
in the low to medium traffic-load regimes. In medium to
high traffic-load regimes, number of collisions among packets
transmitted using grant-free access increases, which in turn
results in decreasing energy efficiency and battery lifetime.
The same fact can be seen in Fig. 4c, where packet delay using
grant-free access is much lower than for the granted access
for low to medium traffic load. Finally, Fig. 4d represents
the throughput and spectral efficiency of networks versus
traffic load. It can be seen that having time and frequency
synchronism increases spectral efficiency, as the collisions
happen in a more controlled manner; the same insight can
be traced back to pure and slotted ALOHA systems. Finally,
the above figures also show that there regions of the traffic
load in which grant-free access outperforms granted access in
terms of delay and energy efficiency, and vice versa.
Finally, Fig. 5 represents the reliability, i.e., the probability
of success of packet transmission as a function of the traffic
load, for varying N and the forward error correction coding
rate Cr.
2 The transmission power of a replica is assumed to be
the same, no matter how many replicas are sent. Fig. 5, shows
that very high reliability, e.g. 99.99% and 99.999%, can be
guaranteed in low traffic load regions.
VII. CONCLUSIONS
An asynchronous grant-free radio access scheme has been
proposed for low-complexity IoT devices. The scheme aims
at providing a low delay and energy consumption profile for
short packet communications, by removing the synchroniza-
tion/reservation requirements at the cost of sending several
packet copies at the transmitter side and more complex signal
2It is assumed that the packet will be decoded if a replica combining
reconstructs the fraction of its content that is up to coding rate.
processing at the receiver side. Closed-form expressions of key
performance indicators have been derived. It has been shown
that by tuning the transmission parameters, one can achieve
very long battery lifetime or highly reliable access with
bounded delay for low-complexity devices. Also, the regions
of the traffic load in which synchronous/asynchronous access
perform favorably have been investigated. The simulation re-
sults have verified the performance of the proposed system for
short packet transmissions. Finally, we note that the proposed
approach has the potential to be used in other asynchronous
access solutions, e.g., in satelite communications.
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