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DENSITY OF THE SIGNATURE PROCESS OF FBM
FABRICE BAUDOIN, QI FENG, AND CHENG OUYANG
ABSTRACT. We study the density of the signature of fractional Brownian motions with parameter
H > 1/4. In particular, we prove existence, smoothness, global Gaussian upper bounds and Varad-
han’s type asymptotics for this density. A key result is that the estimates on the density we obtain
are controlled by the Carnot-Carathe´odory distance of the group.
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1. INTRODUCTION
Background and motivation. For a vector-valued path γ with bounded variation, the signature of
γ (up to order N ) is defined from the iterated integrals of γ. More precisely,
SN (γ)t =
N∑
k=0
∫
0<t1<···<tk<t
dγt1 ⊗ · · · ⊗ dγtk , t ∈ [0, 1],(1.1)
where we have taken the convention that S0(γ)t ≡ 1. It was first introduced by Chen [11] in the
50’s to study homotopy theory and loop space homology.
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More recent study reveals that the signature SN (·) can be extended to a much larger class of
paths that becomes a fundamental object in Lyons’ rough path theory [20]. In particular, for a
d-dimensional fractional Brownian motion B, it is known that the signature SN (B)t of B exists
almost surely when the Hurst parameter H > 1/4 ([14, Chapter 15]). Clearly, SN (B)t lives in
the truncated tensor algebra TN (R
d). By the very definition in (1.1), SN (B)t satisfies a canonical
SDE on TN (R
d),
dSN (B)t = SN (B)t ⊗ dBt.(1.2)
Regarding TN (R
d) as a flat linear space, we can recast equation (1.2) in a more Euclidean way as
follows,
dSN (B)t =
d∑
i=1
Wi(SN (B)t)dB
i
t .(1.3)
HereWi, i = 1, ..., d are polynomial vector fields on TN (R
d) (see e.g. equation (3.3) of Kusuoka-
Stroock [19] for an explicit formula of Wi’s). We remark here that both equation (1.2) and (1.3)
are understood in the framework of Lyons’ rough path theory.
However, the tensor algebra TN (R
d) is too large for the the process SN (B)t. The signature
SN (B)t indeed lives in a strict subspace GN (R
d) of TN (R
d), known as the free Carnot group over
R
d of step N (see, e.g., [3, 4]). Therefore we can restrict equation (1.3) to GN (R
d), and in this
case the vector fields Wi form a uniform hypoelliptic system on GN (R
d). We thus are interested
in the existence of a probability density function of SN (B)t with respect to the Haar measure on
GN (R
d) and in the properties of this density, if it exists.
Main results. Hypoeliptic SDEs driven by a fractional Brownian motion have been studied exten-
sively in recent literature. For example, the existence of a smooth density function has been proved
in [5, 10], Varadhan estimates has been established in [8], and complete small time asymptotics is
obtained in a recent preprint [18]. However, all the aforementioned works assume that the vector
fields are C∞-bounded. In our current situation, the vector fields Wi’s are of polynomial order,
hence not bounded.
Despite the technical difficulty mentioned above regarding unbounded vector fields, the main
motivation of our investigation is: (1) the signature SN (B)t of B is a canonical process on the
Lie group GN (R
d) satisfying a canonical hypoelliptic SDE. A better understanding of it may shed
a light in understanding more general hypoellitic SDEs; (2) we are interested to see whether the
group and dilation structure on GN(R
d) can help us obtaining sharper results than in a general
setting.
The main results obtained through our investigation are summarized as follows.
(i) When H > 1/4, the signature of the fractional Brownian motion Xt = SN (B)t admits a
smooth density function on GN (R
d) with respect to the Haar measure of GN(R
d).
(ii) Denote by pt(g) the density function of Xt in (i), we have
pt(g) ≤
C
tν/2
e
−
‖g‖2
CC
Ct2H , for all g ∈ gN (R
d).
In the above, ν is the Hausdorff dimension (=homogeneous dimension) of GN (R
d) and
‖ · ‖CC is the Carnot-Carathe´odory norm on GN (R
d), that is, the Carnot-Carathe´odory
distance between g and 1, the group identity of GN (R
d).
3(iii) The density pt(g) is strictly positive on GN (R
d). Hence, as an easy corollary of the self-
similarity of B, one has
pt(g) ≥
c
tν/2
,
for all g ∈ GN (R
d) with ‖g‖CC ≤ t
H .
(iv) Let pǫ(g) be the density of SN (ǫB)t. The following Varadhan estimate holds
lim inf
ε↓0
ε2 log pε(g) ≥ −
1
2
d2R(g), and lim sup
ε↓0
ε2 log pε(g) ≤ −
1
2
d2(g).
Here d and dR are the controlling “distances” associated to equation (1.3) (see (6.2) and
(6.3) for a precise definition). Moreover, both d and dR are equivalent to the Carnot-
Carathe´odory distance on GN (R
d).
Several remarks are in order.
Remark 1.1. The existence of a smooth density for hypoelliptic SDEs driven by fractional Brown-
ian motions has been established in [5, 10] and (inexplicitly) in [8]. But all of the aforementioned
works assumed C∞-bounded vector fields. So some extra effort is needed in our present setting
since we are dealing with unbounded vector fields.
Remark 1.2. It is generally expected that under suitable boundedness and non-degeneracy con-
dition on the vector fields, SDEs driven by a fractional Brownian motion admit a Gaussian type
density upper bound. But due to the limitation of rough path estimate and hence a lack of Gaussian
concentration for the solution, the best results in the literature in this line are only sub-Gaussian
bounds (see, e.g., [7, 16]). Note that the upper bound in (ii) is of Gaussian type, and it seems to be
a first positive answer in this regard in a non-trivial setting. We also would like to mention that the
power of t before the exponential in (ii) is sharp and matches the local lower bound in (iii).
Remark 1.3. The strict positivity of the density of the signature was proved in the Brownian case
in Kusuoka-Stroock [19], using support theorem and Markov property. This approach certainly
breaks down in our current setting, as fractional Brownian motions are in general not Markovian.
To overcome this difficulty, we have to resort to an approach based on Malliavin calculus (see, e.g.,
[2]). The proof then boils down to verifying that the Itoˆ-Lyons map associated to equation (1.3) is
a submersion from the Cameron-Martin space of B to GN (R
d) (see Theorem 5.9 below).
Remark 1.4. By comparing the exponential terms in (ii) and (iii) to the Varahdan estimate in (iv),
it is natural to wonder whether the controlling “distances” d and dR are comparable to the Carnot-
Carathe´odory distance ‖ · ‖CC. We are able to give it an affirmative answer. This is considered the
main contributions in the section of Varadhan estimate of this paper.
Remark 1.5. We would like to say a few more words about the controlling “distance”. Indeed, we
do not know whether it is a distance function – it seems difficult to establish the triangle inequality.
Moreover, it is not even clear to us that they are continuous, though the lower semi-continuity
always holds, being good rate functions in certain large deviation principles.
Remark 1.6. Finally, we would like to mention that for the sake of presentation, we restricted
ourselves to the case of the free Carnot group GN (R
d), however the same results apply without
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any change to the study of the equation
dXt =
d∑
i=1
Wi(Xt)dB
i
t
where the Wi’s form a basis of the first layer of any Carnot Lie algebra (not necessarily free) and
B is a fractional Brownian motion with parameter H > 1/4.
The rest of the paper is organized as follows. In Section 2, we present some preliminary ma-
terials on Malliavin calculus and free Carnot groups. Section 3 is devoted to the existence of the
density function pt. The upper bound of pt is then derived in Section 4. In Section 5, we prove the
strict positivity of pt, and in the last section we establish the Varadhan estimate and the equivalence
of distances.
2. PRELIMINARIES
2.1. Malliavin calculus. To fix notations and the conventions we use, we introduce the basic
framework of Malliavin calculus in this subsection. The reader is invited to read the corresponding
chapters in [23] for further details.
A fractional Brownian motion with parameter H ∈ (0, 1] is a continuous centered Gaussian
process with covariance function
R(s, t) =
1
2
(
s2H + t2H + |t− s|2H
)
.
By a d-dimensional fractional Brownian motion (Bt)t≥0 we mean that Bt can be written
Bt = (B
1
t , · · · , B
d
t )
where the Bi’s are independent fractional Brownian motions with parameter H .
Let E be the space of Rd-valued step functions on [0, 1], and H the closure of E for the scalar
product:
〈(1[0,t1], · · · ,1[0,tm]), (1[0,s1], · · · ,1[0,sm])〉H =
d∑
i=1
R(ti, si).
H is called the reproducing kernel Hilbert space for fractional Brownian motion B. If we denote
by ei, i = 1, . . . , d, the canonical basis of R
d, one can construct an isometry K∗H : H → L
2([0, 1])
with
K∗H1[0,t]ei = 1[0,t]KH(t, ·)ei,
for some kernel function KH . Furthermore, denote by H¯([0, 1]) the Cameron Martin space asso-
ciated with fractional Brownian motion B. The kernel KH give an isometry KH : L
2([0, 1]) →
H¯([0, 1]) by
KHψ :=
∫ ·
0
KH(·, s)ψ(s) ds.
Clearly, by the definition of K∗H and KH , K = (KH ◦K
∗
H)
−1 is then an isometry from H¯([0, 1])
toH([0, 1]).
Standard isometry arguments allow to define the Wiener integral B(h) =
∫ 1
0 〈hs, dBs〉 for any
element h ∈ H, with the additional property E[B(h1)B(h2)] = 〈h1, h2〉H for any h1, h2 ∈ H.
5An F-measurable real valued random variable F is said to be cylindrical if it can be written, for a
given n ≥ 1, as
F = f
(
B(φ1), . . . , B(φn)
)
,
where φi ∈ H and f : Rn → R is a C∞ bounded function with bounded derivatives. The set of
cylindrical random variables is denoted by S .
The Malliavin derivative is defined as follows: for F ∈ S , the derivative of F is the Rm valued
stochastic process (DtF )0≤t≤1 given by
DtF =
n∑
i=1
φi(t)
∂f
∂xi
(
B(φ1), . . . , B(φn)
)
.
More generally, we can introduce iterated derivatives by Dkt1,...,tkF = Dt1 . . .DtkF. For any
p ≥ 1, we denote by Dk,p the closure of the class of cylindrical random variables with respect to
the norm
‖F‖k,p =

E (F p) + k∑
j=1
E
(∥∥DjF∥∥p
H⊗j
)
1
p
,
and
D
∞ =
⋂
p≥1
⋂
k≥1
D
k,p.
Let F = (F 1, . . . , Fn) be a random vector whose components are in D∞. Define the Malliavin
matrix of F by
γF = (〈DF
i,DF j〉H)1≤i,j≤n.
Then F is called non-degenerate if γF is invertible a.s. and
(det γF )
−1 ∈ ∩p≥1L
p(Ω).
It is a classical result that the law of a non-degenerate random vector admits a smooth density with
respect to the Lebesgue measure on Rn.
2.2. Signature, Log-signature and Free Carnot groups. The truncated tensor algebra TN (R
d)
over Rd is given by
TN (R
d) =
N⊕
k=0
(Rd)⊗k
with the convention that (Rd)0 = R. All computations in this truncated algebra are done at degree
at most N , i.e. ei1 ⊗ · · · ⊗ eik = 0, if k ≥ N .
Definition 2.1 (Signature of the fractional Brownian motion). Let (Bt)t≥0 be a fractional Brown-
ian motion with parameter H > 1/4. The TN (R
d)-valued path
Xt = SN (B)t =
N∑
k=0
∫
∆k[0,t]
dB⊗k, t ≥ 0,
is called the signature of B of order N .
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The iterated integrals appearing in the definition of the signature are understood in the sense of
rough paths. Note that the signature is the solution to a rough differential equation that writes
dXt = Xt ⊗ dBt =
d∑
i=1
Wi(Xt)dB
i
t , X0 = 1 = (1, 0, 0, ...) ∈ TN (R
d),(2.1)
where theWi’s are polynomial vector fields on TN (R
d).
It is a well-known theorem by Chen [11] that the signature of a path is a Lie element. To be
more precise, consider
GN (R
d) = exp(gN (R
d)),
where gN (R
d) is the Lie sub-algebra of TN (R
d) generated by the canonical basis ei, i = 1, . . . , d,
of Rd, and the Lie bracket is given by [a, b] = a⊗ b− b⊗ a. Then Chen’s theorem (see [4] for the
Lie group rough path version) asserts that for every t ≥ 0, we almost surely have Xt ∈ GN (R
d).
Indeed, from the Chen-Strichartz formula (see [3]), one has the following explicit following
representation of Xt:
Xt = exp

 ∑
I,l(I)≤N
ΛI(B)teI

 ,
where:
• For z ∈ TN (R
d), exp(z) =
∑N
k=0
1
k!z
⊗k;
• If I ∈ {1, ..., d}k is a word,
eI = [ei1 , [ei2 , ..., [eik−1 , eik ]...],
and l(I) = k;
• Let Sk be the set of the permutations of {1, ..., k}, then
ΛI(B)t =
∑
σ∈Sk
(−1)e(σ)
k2
(
k − 1
e(σ)
) ∫
0≤t1≤...≤tk≤t
dB
σ−1(i1)
t1 · · · dB
σ−1(ik)
tk
, t ≥ 0.
In the above, for σ ∈ Sk, e(σ) is the cardinality of the set {j ∈ {1, ..., k − 1}, σ(j) >
σ(j + 1)}.
One should not expect a probability density function ofXt with respect to the Lebesgue measure
of the flat space TN (R
d). Instead, one should expect a density of Xt with respect to the Haar
measure of GN (R
d). In order to prove the existence of such a density function, by reducing to
local coordinate chats, it suffices to show that there exists a random variable M with negative
moment to any order such that
u∗γt(X)u ≥M ||u||
2(2.2)
for all u ∈ TXt(GN (R
d), the tangent space of GN (R
d) at Xt. Here
γijt (X) = 〈DX
i
t ,DX
j
t 〉H.
Although (2.2) can be proved directly, it is sometimes more convenient to work on a flat space
than a curved space when using Malliavin calculus. Hence we will take another route in order to
prove the existence of the density ofXt and introduce the log-signature of the fractional Brownian
motion.
7It is well known that GN (R
d) is a free nilpotent and simply connected Lie group whose Lie
algebra inherits, from the grading of TN (R
d), a stratification
gN (R
d) = V1 ⊕ · · · ⊕ VN ,
with
dimVj =
1
j
∑
i|j
µ(i)d
j
i , j ≤ N,
where µ is the Mo¨bius function. From the Hall-Witt theorem we can then construct a basis of
gN (R
d) which is adapted to the stratification
gN (R
d) = V1 ⊕ · · · ⊕ VN ,
and such that every element of this basis is an iterated bracket of the ei’s. Let B denote such a
basis and for x ∈ gN (R
d), let [x]B ∈ R
n be the coordinate vector of x in the basis B where
n = dim gN (R
d).
Definition 2.2 (Log-signature of the fractional Brownian motion). Let (Bt)t≥0 be a fractional
Brownian motion with parameter H > 1/4. The log-signature of order N of (Bt)t≥0 is the R
n-
valued process
Ut = [exp
−1(Xt)]B =
∑
I,l(I)≤N
ΛI(B)t[eI ]B.
From [3], (Ut)t≥0 solves in R
n a rough differential equation
Ut =
d∑
i=1
∫ t
0
Vi(Us)dB
i
s,(2.3)
where the vector fields V1, · · · , Vd are polynomial and generate a Lie algebra isomorphic to gN (R
d).
Actually V1, · · · , Vd are left invariant vector fields for a polynomial group law ⋆ on R
n such that
(Rn, ⋆) is isomorphic toGN (R
d). The stratification ofRn induced by this group law will be written
R
n = U1 ⊕ · · · ⊕ UN .(2.4)
Since the exponential map gN (R
d)→ GN (R
d) is a diffeomorphism, and because the Haar measure
of GN (R
d) is induced by the Lebesgue measure of gN (R
d) (through the exponential map), the
existence of a smooth density of Ut can easily translate to that of Xt. Hence, in what follows, we
focus on proving the existence of a smooth density for Ut.
Remark 2.3. Note that components of Xt are iterated integrals of B to a certain order, hence
‖Xt‖ has finite moments to any order. Similarly ‖Ut‖ also has finite moments to any order.
We end this subsection with a global scaling property for the signature Xt and the log-signature
Ut. On gN (R
d) we can consider the family of linear operators δλ : gN (R
d) → gN (R
d), λ ≥ 0
which act by scalar multiplication λi on Vi. These operators are Lie algebra automorphisms due
to the grading. The maps δλ induce Lie group automorphisms ∆λ : GN (R
d) → GN (R
d) which
are called the canonical dilations of GN (R
d). With an abuse of notation, we also denote ∆λ the
induced non-homogeneous dilation on Rn, i.e. for u ∈ gN (R
d), ∆λ[u]B = [δλu]B.
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Proposition 2.4. [4, Theorem 3.4] Let (∆λ)λ≥0 be the one parameter family of dilations on
GN (R
d). Then,
(Xct)t≥0 =
law (∆cHXt)t≥0.(2.5)
and
(Uct)t≥0 =
law (∆cHUt)t≥0.(2.6)
2.3. Carnot-Carathe´odory distance. There is a canonical sub-Riemannian distance on any Carnot
group. Let G be a Carnot group whose Lie algebra is stratified as
g = U1 ⊕ · · · ⊕ UN .
and assume that U1 is equipped with an inner product. Using left invariance, the first layer U1
induces a left-invariant bracket generating sub-bundle (still denoted U1) in the tangent bundle of
G. Left-invariance also allows to define, from the inner product, a left invariant sub-Riemannian
metric on U1 as follows. A C
1-curve γ : [0, 1] → G is called horizontal if for every t ∈ [0, 1],
γ′(t) ∈ U1. For g1, g2 ∈ G, one defines the Carnot-Carathe´odory distance as
d(g1, g2) = inf
S(g1,g2)
∫ 1
0
‖γ′(t)‖dt,
where S(g1, g2) is the set of C
1 horizontal curves γ such that γ(0) = g1, γ(1) = g2. For later use,
we record the following well-known properties of d:
Proposition 2.5.
• For g1, g2 ∈ G,
d(g1, g2) = d(g2, g1) = d(0, g
−1
1 g2).
• Let (∆λ)λ≥0 be the one parameter family of dilations on G. For g1, g2 ∈ G, and λ ≥ 0,
d(∆λg1,∆λg2) = λd(g1, g2).
The Carnot-Carathe´odory distance is pretty difficult to explicitly compute in general. It is often
much more convenient to estimate using homogeneous norms.
Definition 2.6. A homogeneous norm on G is a continuous function ‖ · ‖: G → [0,+∞), such
that:
(1) ‖ ∆λg ‖= λ ‖ g ‖, λ ≥ 0, g ∈ G;
(2) ‖ g ‖= 0 if and only if g = 1, the group identity of G.
It turns out that the Carnot-Carathe´odory distance is equivalent to any homogeneous norm in the
following sense:
Theorem 2.7. Let ‖ · ‖ be a homogeneous norm on G. There exist two positive constants C1 and
C2 such that for every g1, g2 ∈ G,
A‖g−11 g2‖ ≤ d(g1, g2) ≤ B‖g
−1
1 g2‖.
If G is a Carnot group with Carnot-Carathe´odory distance d and identity element 1, the C-C
norm of g ∈ G will be defined by ‖g‖CC = d(1, g).
93. EXISTENCE OF DENSITY
In this section, we prove that the log-signature Ut, t > 0 has a smooth density with respect to
the Lebesgue measure. Consider in Rn the system
Uxt = x+
d∑
i=1
∫ t
0
Vi(Us)dB
i
s.(3.1)
In particular, U0t = Ut.
Lemma 3.1. Let C be a symmetric nonnegative definite m ×m random matrix. Assume that the
entries Ci,j have moments of all orders. Then the largest eigenvalue of C has moments of all
orders.
Proof. Let λ be the largest eigenvalue of C and set |C| = (
∑m
i,j=1C
2
i,j)
1
2 . we have
P{λ > x} = P{ sup
|v|=1
vTCv > x}
= P{ sup
|v|=1
vTCv > x, |C| ≤ x/8} + P{|C| > x/8}.(3.2)
Fix any v0 with |v0| = 1, we have |v
TCv − vT0 Cv0| ≤ 2|C||v − v0|. Hence when |C| < x/8,
vT0 Cv0 ≥ v
TCv − 2|C||v − v0| ≥ x−
x
2
=
x
2
.
Thus the probability in (3.2) is bounded by
P{vT0 Cv0 ≥ x/2}+ P{|C| > x/8} ≤
2pE|C|p
xP
+
8pE|C|p
xp
.
Clearly this implies that λ has finite moments to any order. 
Proposition 3.2. Consider the n× n Jacobian matrix Jt =
∂Uxt
∂x . The largest eigenvalue of
(J∗tJt)
−1
has finite moments to any order.
Proof. From Lemma 3.1, it is enough to prove that entries of both Jt and J
−1
t have finite moments
to any order. The stochastic differential equation
Uxt = x+
d∑
i=1
∫ t
0
Vi(Us)dB
i
s
can be integrated as
Uxt = x ⋆ Ut
where ⋆ is the polynomial group law on Rn introduced before such that (Rn, ⋆) is isomorphic to
GN (R
d). Since the inverse of the map x → x ⋆ Ut is clearly x → x ⋆ (Ut)
−1 the conclusion
follows from the fact that both Ut and U
−1
t have finite moments to any order since they are linear
combinations of iterated integrals of the fractional Brownian motion. 
Now we are ready to state and prove our main result in this section.
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Theorem 3.3. Let γt(U
x) = 〈DUxt ,DU
x
t 〉H be the Malliavin matrix of U
x
t , and λt the smallest
eigenvalue of γt(U
x). Then
sup
t∈(0,1]
∥∥∥∥ t2HNλt
∥∥∥∥
p
<∞,(3.3)
for all p ≥ 1. In particular, Uxt admits a smooth density with respect to the Lebesgue measure of
R
n.
Proof. If the vector fields Vi’s were C
∞-bounded, Lemma 3.9 in [8] can be easily translated to
the estimate claimed here, due to the self-similarity of the fractional Brownian motion. In what
follows, we show that the conclusion of the theorem is still true for Uxt , even though the vector
fields Vi’s are not bounded (Vi’s are of polynomial growth).
For ǫ ∈ (0, 1] and V ǫi = ǫVi, consider the following family of SDEs,
dUx,ǫt =
d∑
i=1
V ǫi (U
x,ǫ
t )dB
i
t , U
x,ǫ
0 = x ∈ R
n.
Let Jǫt be the Jacobian of U
x,ǫ
t and β
J,ǫ
I (t, x) be such that
(Jǫt)
−1V ǫ[I](U
x,ǫ
t ) =
∑
J∈A1(N)
βJ,ǫI (t, x)V
ǫ
[J ](x).
Then for any I, J ∈ A1(N), let β
I,ǫ(·, x) be the column vector (βIi (·, x))i=1,...,d and defined
M ǫI,J(x) = 〈β
I(·, x), βJ (·, x)〉H,
which is considered here as a (symmetric) matrix indexed by I, J ∈ A1(N). Denote by
γt(U
x,ǫ)) = 〈DUx,ǫt ,DU
x,ǫ
t 〉H
the Malliavin matrix of Ux,ǫt . It has been shown in [8] that for come constant C not depending on
ǫ,
λmin(γ1(U
x,ǫ)) ≥ Cǫ2Nλmin(M
ǫ
I,J(x))λmin((J
ǫ
1)
∗
J
ǫ
1).
Here λmin stands for the smallest eigenvalue of the corresponding matrices. Hence the claimed re-
sult relies on the integrability of λ−1min(M
ǫ
I,J(x)) and λ
−1
min((J
ǫ
1)
∗
J
ǫ
1). The integrability of λ
−1
min((J
ǫ
1)
∗
J
ǫ
1)
has been taken care of in Proposition 3.2. In what follows, we justify that λ−1min(M
ǫ
I,J(x)) also has
finite moments to any order even though the vector fields Vi’s are not bounded.
Note that Assumption 3.1 is assumed in [9] in order to prove that the largest eigenvalue of
(M ǫI,J)
−1 has finite moments to any order (uniformly in ǫ ∈ [0, 1]). The key in the assumption is
that one can find functions ωJI such that VI(x) =
∑
J∈A(l) ω
J
I (x)V[J ](x), and most importantly
ωJI ’s are C
∞-bounded. Indeed, all the later argument in [9] are based on the fact that ωJI are C
∞-
bounded and that βI,ǫJ (t, x) are defined by SDEs that only involve ω
J
I ’s (see [9, Equation 3.5]). It
does not rely on the boundedness of the vector fields Vi’s themselves.
In our present situation, since Vi’s are nilpotent, we can simply take ω
J
I = δ
J
I , if |I| ≤ N ; and
ωJI = 0 if |I| > N . For this particular choice of ω
J
I , they are clearly C
∞-bounded. Hence we can
conclude that in our present situation, the largest eigenvalue of (M ǫI,J)
−1 still has finite moments
to any order and uniform in ǫ ∈ [0, 1]. The proof is thus completed. 
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4. UPPER BOUND OF THE DENSITY
This section is devoted to prove a sharp upper bound for the density pt(u) of Ut ∈ R
n. In order
to establish an upper bound for pt(u), we aim to use the following general bound borrowed from
inequality (24) of [6] (also see inequality (21) of [7]).
pt(u) ≤ cP(Ut ≥ u)
1/2‖γt(U)
−1‖nn,2n+2‖DUt‖
n
n,2n+2(4.1)
In the above, Ut ≥ u means that the inequality holds component-wise. Without loss of generality,
we may assume ui ≥ 0 for 1 ≤ i ≤ n. [An argument explaining why we can assume all the
coordinate of u are positive can be found in the proof of Theorem 3.13 in [7].]
According to the general bound in (4.1), in order to obtain an upper bound for the density of Ut,
we need to estimate (1) the tail probability of Ut, (2) the Malliavin derivatives of Ut, and (3) the
Malliavin matrix of Ut.
Controlling the tail probability. In order to better characterize the event {Ut ≥ u}, let us intro-
duce an homogeneous norm on Rn, namely, set
|||u||| , max
i=1,...,n
|ui|qi ,
where qi = 1/k if ui ∈ Uk. By the equivalence of homogeneous norms on R
n, there exists
constants C1, C2 > 0 such that
C1‖u‖CC ≤ |||u||| ≤ C2‖u‖CC, for all u ∈ R
n.(4.2)
Now we are ready to state and prove the following lemma concerning the tail probability of Ut.
Lemma 4.1. There exists a constant C > 0 such that
(4.3) P(Ut ≥ u) ≤ Ce
−
‖u‖2CC
Ct2H ,
for all u ∈ Rn.
Proof. Recall that△λ is the dilation operator on R
n weighted with respect to the decomposition
R
n = U1 ⊕ · · · ⊕ UN .
Since we assumed ui ≥ 0 for 1 ≤ i ≤ n, clearly, we have
{Ut ≥ u} = {△‖u‖−1
CC
Ut ≥ △‖u‖−1
CC
u} ⊂
{∣∣∣∣∣∣∣∣∣△‖u‖−1
CC
Ut
∣∣∣∣∣∣∣∣∣ ≥ ∣∣∣∣∣∣∣∣∣△‖u‖−1
CC
u
∣∣∣∣∣∣∣∣∣} .
Note that ‖△‖u‖−1
CC
u‖CC = 1. Then by (4.2) and the fact that |||·||| are homogeneous with respect to
the dilation, we obtain
{Ut ≥ u} ⊂
{∣∣∣∣∣∣∣∣∣△‖u‖−1
CC
Ut
∣∣∣∣∣∣∣∣∣ ≥ C1}
=
{
‖u‖−1CC |||Ut||| ≥ C1
}
⊂ {‖Ut‖CC ≥ C1/C2‖u‖CC} .
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Therefore
P(Ut ≥ u) ≤ P(‖Ut‖CC ≥ C1/C2‖u‖CC)
≤ P(‖U1‖CC ≥ t
−HC1/C2‖u‖CC)
≤ Ce
−
‖u‖2
CC
Ct2H .
In the above, we used the fact that from [13], ‖U1‖CC has Gaussian tail for the last inequality. 
Estimate of Malliavin derivatives. We aim to estimate the Malliavin derivative of Ut. In order
to handle the H¯([0, 1])⊗k-norm ofDkUk, we use an idea of Inahama [17] which we describe now.
More details can be found in the paper [17].
Let F be a smooth random variable in the sense of Malliavin calculus. Recall that there is an
isometry K : H¯([0, 1]) → H([0, 1]). For the simplicity of notation, in the rest of this subsection
we will write DhF for DK(h)F when h ∈ H¯([0, 1]), and similarly for higher order directional
Malliavin derivatives.
For any hi ∈ H¯([0, 1]), i = 1, ..., k, the k-th Malliavin derivative of F along the directions of
hi, denoted by
Dh1,...,hkF,
is a k-linear form on the space H¯([0, 1]). Now introduce an d-dimensional fractional Brownian
motion Bˆ independent of the original B. Suppose there is a natural way to extendDh1,...,hkF from
H¯([0, 1]) to the sample paths of Bˆ; that is, there is a natural way to define
DBˆ,...,BˆF
for almost all sample paths of Bˆ. From now on, we fix a sample path ω of the original fractional
Brownian motion B. Then,
Dˆh1,...,hk(DBˆ,...,BˆF (ω)) = kDh1,...,hkF (ω),
where Dˆ is the Malliavin derivative along h1, .., hk with respect to Bˆ. Further suppose that
DBˆ,...,BˆF (ω) is in the k-th Wiener chaos of Bˆ. By equivalence of norms, one then has
‖DkF (ω)‖H([0,1])⊗k =
1
k
(
Eˆ‖Dˆ(DBˆ,...,BˆF (ω))‖
2
H([0,1])⊗k
) 1
2
≤
1
k
‖(DBˆ,...,Bˆ)F (ω)‖Dˆ2,2 ≤ Ck‖DBˆ,...,BˆF (ω)‖L2(Pˆ).
In the above, ‖ · ‖
Dˆ2,2
is the (2, 2)-norm with respect to the fractional Brownian motion Bˆ. There-
fore in order to bound the (k, p)-norm of F , one only need to bound the Lp-norm (under Pˆ) of
‖DBˆ,...,BˆF (ω)‖L2(Pˆ).
Lemma 4.2. Let Ut be the log-signature process. We have
(4.4) ‖DUt‖k,p ≤ Ck,pt
H .
Proof. Let Bˆ in a d-dimensional fractional Brownian motion independent of B. We take F in the
above argument to be the signature Xt of B. At them-th tensor level, the component of Xt is
Imt =
∫
0≤t1≤···≤tm≤t
dBt1 ⊗ · · · ⊗ dBtm .
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Hence,
D
2
h1,h2I
m
t =
m∑
i,j=1
∫
0≤t1≤···≤tm≤t
dBt1 ⊗ · · · ⊗ dh1,ti ⊗ · · · ⊗ dh2,tj ⊗ · · · ⊗ dBtm .
Clearly, the above can be extended from h to the sample paths of Bˆ, and we obtain
Ξ(t, Bˆ, B) , DBˆ,BˆI
m
t =
m∑
i,j=1
∫
0≤t1≤···≤tm≤t
dBt1 ⊗ · · · ⊗ dBˆti ⊗ · · · ⊗ dBˆtj ⊗ · · · ⊗ dBtm .
By the rescaling property of fractional Brownian motions, we have
Ξ(t, Bˆ, B)
law
= tmHΞ(1, Bˆ, B).
Therefore, by the argument of Inahama, we have
‖DImt ‖2,p ≤ Cpt
mH .
The higher order Malliavin derivative of Imt can be treated similarly, and we have
‖DImt ‖k,p ≤ Ck,pt
mH .
Therefore,
‖DXt‖k,p ≤ Ck,pt
H .
Since
Ut = [exp
−1(Xt)]B =
∑
I,d(I)≤N
ΛI(B)t[eI ]B,
we obtain a similar estimate for Ut,
‖DUt‖k,p ≤ Ck,pt
H .
The proof is thus completed. 
Estimate of Malliavin matrix. The bulk of the work in estimating the Malliavin matrix of Ut is
done in Theorem 3.3. The lemma below is a direct corollary.
Lemma 4.3. Let γt(U) be the Malliavin matrix of Ut. There exist constants C > 0 and α > 0, all
depending on n, such that
(4.5) ‖γt(U)
−1‖n,2n+2 ≤
C
tα
,
for all t > 0.
Proof. By Theorem 3.3, we have for all k ≥ 0 and p > 1,
‖det γt(U)
−1‖p ≤
C
t2HNn
, and ‖DUt‖k,p ≤ Ck,pt
H .(4.6)
As a direct consequence, we have for any (i, j)-th entry of γt(U)
−1,∥∥∥(γt(U)−1)i,j∥∥∥
p
≤ Ck,p,n
t2H(n−1)
t2HNn
=
Ck,p,n
t2H(Nn−n+1)
.(4.7)
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The rest of the proof follows by repeatedly employing (4.6), (4.7) and the identity
D(γt(U)
−1)ij = −
n∑
k,l=1
(γt(U
−1)ik(γt(U)
−1)ljDγt(U)
kl.
[More details can be found in [6] (equation (34) and the paragraph after it).] 
Remark 4.4. We could have been more careful and obtain a more explicit representation for α.
But for our purpose, knowing the existence of such an α is enough.
Applying Lemma 4.1, Lemma 4.2 and Lemma 4.3 to (4.1), we have, for some constant β >
0, C > 0,
pt(u) ≤
C
tβ
e
−
‖u‖2CC
Ct2H , for all u ∈ Rn.(4.8)
With this preliminary bound for the density pt(u) of Ut, together with the self-similarity of frac-
tional Brownian motions, we are able to sharpen the exponent β to the following form.
Theorem 4.5. Denote by pt(u) the density of Ut with respect to the Lebesgue measure of R
n.
There exists a constant C > 0 such that
pt(u) ≤
C
tν/2
e
−
‖u‖2CC
Ct2H , for all u ∈ Rn.
Here ν =
∑N
i=1 idim(V)i is the Hausdorff dimension of gN (R
d).
Proof. By the self-similarity of the fractional Brownian motion
△tHU1
law
= Ut.
We thus have
pt(u) =
1
tν/2
p1 (△t−Hu) .(4.9)
The desired result then follows from applying (4.8) to the right hand-side of (4.9) with t = 1 and
the fact that ‖ · ‖CC is homogeneous with respect to the dilation. 
5. POSITIVITY OF THE DENSITY
This section is devoted to proving that pt(u) is strictly positive for all u ∈ R
n. We start with
some preparations related to the Cameron-Martin space of B.
5.1. Cameron-Martin space of fBm. Denote by H¯([0, T ]) the Cameron-Martin space associated
to a fractional Brownian motion over [0, T ]. For a smooth function f : [0, T ]→ R, define
C2(f) = ‖f‖∞;[0,T ] + ‖f
′‖∞;[0,T ] + ‖f
′′‖∞;[0,T ].
Lemma 5.1. For H < 1/2, the inclusions H ⊆ L2([0, 1]) and W 1,20 ⊆ H¯ are continuous embed-
dings.
Proof. This is the content of [15, Lemma 2.3]. 
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Lemma 5.2. For anyM > 0, there exists a constant CN,M > 0 , such that for every u ∈ GN (R
d)
with ‖u‖CC 6M , we can find a smooth path γ : [0, 1] → R
d which satisfies:
(i) SN (γ)1 = u;
(ii) γ˙ is supported on [1/3, 2/3];
(iii) ‖γ¨‖∞;[0,1] 6 CN,M ; and hence
(iv) ‖γ˙‖∞;[0,1] 6 CN,M .
Proof. This is a restatement of [15, Lemma 4.4]. 
Proposition 5.3. Fix H ∈ (0, 1) and m ≥ 2. For each 1 ≤ k ≤ m, let hk be a smooth path over
the interval [0, Tk]. Set T = T1 + ...+ Tm. We have,
(i) The concatenation of h1, ..., km, denoted by h, is an element in H¯([0, T ]);
(ii) The Cameron-Martin norm ‖h‖H¯([0,T ]) is bounded by a constant only depending on H ,
and Tk, C
2(hk), for k = 1, ...,m.
Proof. In order to avoid any possible confusion in notation, in the proof we will write h(s) instead
of hs for a path. We also only prove the proposition for m = 2. The general case follows from a
similar argument.
Let h1 (respectively, h2) be a smooth path over the interval [0, T1] (respectively, [0, T2]). First
note that h = h1⊔h2 is inW
1,2
0 ([0, T ]). WhenH ≤ 1/2, by Lemma 5.1, it is clear that h ∈ H¯[0,T ]
and ‖h‖H¯([0,T ]) is bounded by a constant only depending on Tk, C
2(hk), for k = 1, 2.
In the following, we prove our result forH > 1/2. Recall thatKH is the isometry from L
2[0, T ]
to H¯([0, T ]) introduced in Section 2.1. According to Theorem 3.1 of [12], whenH > 1/2 one can
expressed KH in terms of fractional calculus by
KHφ = CH · I
1
0+
(
tH−
1
2 · I
H− 1
2
0+
(
s
1
2
−Hφ(s)
)
(t)
)
, φ(s) ∈ L2([0, T ]).
In order to show h = h1 ⊔ h2 ∈ H¯([0, T ]) and bound its Cameron-Martin norm, by inverting the
above identity, we only need to show
ϕ(t) = tH−
1
2D
H− 1
2
0+
(
s
1
2
−Hh′(s)
)
(t)
= tH−
1
2
(
t1−2Hh′(t) +
(
H −
1
2
)∫ t
0
t
1
2
−Hh′(t)− s
1
2
−Hh′(s)
(t− s)H+
1
2
ds
)
= I1(t) + I2(t) ∈ L
2([0, T ]),(5.1)
and bounded the L2-norm of I1 and I2 in terms of C
2(hk), Tk; k = 1, 2. In the above
I1(t) = t
1
2
−Hh′(t),
and
I2(t) =
(
H −
1
2
)
tH−
1
2
∫ t
0
t
1
2
−Hh′(t)− s
1
2
−Hh′(s)
(t− s)H+
1
2
ds.
The estimate for ‖I1‖L2;[0,T ] is trivial given that h
′(t) is uniformly bounded. In order to estimate
I2, we divide our analysis according to t ∈ [0, T2] and t ∈ (T1, T ].
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Estimate of I2 on [0, T1]: Note that h(t) = h1(t) when t ∈ [0, T1], hence
|I2(t)| = CH
∣∣∣∣∣
∫ t
0
h′1(t)− h
′
1(s)
(t− s)H+
1
2
ds+ tH−
1
2
∫ t
0
(t
1
2
−H − s
1
2
−H)h′1(s)
(t− s)H+
1
2
ds
∣∣∣∣∣
≤ CHC
2(h1)
(∫ t
0
(t− s)
1
2
−Hds+ tH−
1
2
∣∣∣∣∣
∫ t
0
(t
1
2
−H − s
1
2
−H)
(t− s)H+
1
2
ds
∣∣∣∣∣
)
= CHC
2(h1)
(
Q1(t) +Q2(t)
)
, for t ∈ [0, T1].
Elementary computation shows that Q1(t) ∈ L
2([0, T1]) and its L
2([0, T1])-norm is bounded by a
constant only depending on C2(h1) and T1. For Q2(t), we have, by a change of variable s = ut,
Q2(t) = t
1
2
−H
∣∣∣∣∣
∫ 1
0
1− u
1
2
−H
(1− u)H+
1
2
du
∣∣∣∣∣ = CHt 12−H ∈ L2([0, T1]).
Apparently, we also have ‖Q2‖L2;[0,T1] being bounded by a constant only depending onH and T1.
To summarize, when t ∈ [0, T1], we can bound ‖I2‖L2;[0,T1] by a constant only depending on
H,C2(h1) and T1.
Estimate of I2 on (T1, T ]: In this case, we write
I2(t) = CH
(
tH−
1
2
∫ T1
0
t
1
2
−Hh′(t)− s
1
2
−Hh′(s)
(t− s)H+
1
2
ds + tH−
1
2
∫ t
T1
t
1
2
−Hh′(t)− s
1
2
−Hh′(s)
(t− s)H+
1
2
ds
)
= CH
(
J1(t) + J2(t)
)
, for t ∈ (T1, T ].
The estimate for J2 is easy. Since both s and t are in (T1, T ] ,
|J2(t)| ≤ C
2(h2)t
H− 1
2
∫ t
T1
(t− s)
(t− s)H+
1
2
ds = CHC
2(h2)t
H− 1
2 (t− T1)
3
2
−H .
Therefore it is in L2([T1, T ]) with its L
2-norm bounded by a constant only depending on H ,
C2(h2) and T1.
The analysis for J1 requires some more work, though not difficult. Note that |h
′(s)| ≤ C2(h1)
for s ∈ [0, T1] and |h
′(t)| ≤ C2(h2) for t ∈ [T1, T ]. Thus
|J1(t)| ≤ t
H− 1
2
(
C2(h2)CT1
∫ T1
0
1
(t− s)H+
1
2
ds+ C2(h1)
∫ T1
0
s
1
2
−H
(t− s)H+
1
2
ds
)
≤ tH−
1
2
[
C2(h2)CT1,H
(
(t− T1)
1
2
−H + t
1
2
−H
)
+C2(h1)
(∫ T1/2
0
s
1
2
−H
(t− s)H+
1
2
ds +
∫ T1
T1/2
s
1
2
−H
(t− s)H+
1
2
ds
)]
.(5.2)
Because t > T1, we have ∫ T1/2
0
s
1
2
−H
(t− s)H+
1
2
ds ≤ CT1 ,(5.3)
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for some constant CT1 > 0. Moreover,∫ T1
T1/2
s
1
2
−H
(t− s)H+
1
2
ds ≤ CT1
∫ T1
T1/2
1
(t− s)H+
1
2
ds
≤ CT1
∫ T1
0
1
(t− s)H+
1
2
ds ≤ CT1,H
(
(t− T1)
1
2
−H + t
1
2
−H
)
.(5.4)
Plugging (5.3) and (5.4) into (5.2), we obtain, for t ∈ (T1, T ],
|J1(t)| ≤ CT1,H t
H− 1
2
(
C2(h1) + C
2(h2)
)(
(t− T1)
1
2
−H + t
1
2
−H + 1
)
.
It is now clear that J1(t) is in L
2([T1, T ]) with its corresponding L
2 bounded above by a constant
only depending onH and C2(hk), Tk; k = 1, 2.
Based on our analysis on both J1 and J2 above, we conclude that I2 is in L
2([T1, T ]) with its
corresponding L2-norm bounded by a constant depending only on H and C2(hk), Tk; k = 1, 2.
Now that we have finishes our analysis on I1 and I2 in (5.1), the proof is completed.

Lemma 5.4. Let 0 < T1 < T2, and H ∈ (0, 1). Given h ∈ H¯([0, T1]), define
h˜t = hT1t/T2 , 0 6 t 6 T2.
Then h˜ ∈ H¯[0, T2], and
‖h˜‖H¯([0,T2]) =
(
T1
T2
)H
‖h‖H¯([0,T1]).
Proof. The lemma is proved in [15, Lemma 4.3] for H > 1/2. Here we provide an intrinsic proof
that works for all H ∈ (0, 1).
Fix any u ∈ [0, T1] and set
ht = EBtBu, t ∈ [0, T1].(5.5)
It is clear that h ∈ H¯([0, T1]) and ‖h‖
2
H¯([0,T1])
= EB2u. In this case, by the self-similarity of fBm,
we have
h˜t = EBT1t/T2Bu =
(
T1
T2
)2H
EBtBuT2/T1 , t ∈ [0, T2].
Therefore,
‖h˜‖2H¯([0,T2]) = E
[(
T1
T2
)2H
BuT2/T1
]2
=
(
T1
T2
)2H
‖h‖2H¯([0,T1]).
The proof of the lemma then follows from the fact that h of the form in (5.5) form a dense subset
of H¯([0, T1]). 
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5.2. Positivity of density. We first introduce some notations in order to state a general criterion
for the positivity of density of a non-degenerate random vector F = (F 1, ..., Fn).
For a given element ℓ = (ℓ1, . . . , ℓn) ∈ H¯
n([0, 1]) and a vector z ∈ Rn, the shifted fractional
Brownian motion is given by
T ℓzB = B +
n∑
j=1
zj lj .
For any multi-index α = (α1, . . . , αk) lying in {1, 2, . . . , n}
k, let ℓα = (ℓα1 , . . . , ℓαk) and define
Rℓα,pF =
∫
{|z|≤1}
H⊗k
〈
(DkF )(T ℓzB), ℓα1 ⊗ · · · ⊗ ℓαk
〉p
H¯⊗k
dz,
for some p > n and multi-index α with |α| = k ≥ 0.
The following criterion is borrowed from [6, Theorem 3.1], and summarizes the content of
Section 4.2 of [2].
Theorem 5.5. Let F = (F 1, . . . , Fn) be a non-degenerate random variable and Υ : H¯([0, 1]) →
R
n a C∞ functional. Suppose that the following conditions hold:
a. For any h ∈ H¯([0, 1]) there exists a sequence of measurable transformations T hN : Ω→ Ω
such that P ◦ (T hN )
−1 is absolutely continuous with respect to P;
b. Let {DΥj(h); j = 1, . . . , n} be the coordinates of DΥ(h) in Rn, and set
ℓ = (DΥ1(h), . . . ,DΥn(h)).
Suppose that for every ε > 0:
(1) limN→∞ P{|F ◦ T
h
N −Υ(h)| > ε} = 0;
(2) limN→∞ P{‖(DF ) ◦ T
h
N − (DΥ)(h)‖H > ε} = 0; and
(3) limM→∞ supN P{(Rℓα,pF ) ◦ T
h
N > M} = 0 for some p > n and all multi-index α
with |α| = 0, 1, 2, 3.
c. Finally, for a fixed y ∈ Rn assume that there exists an h ∈ H¯([0, 1]) such that Υ(h) = y
and for the deterministic Malliavin matrix γΥ(h) of Υ at h, one has det γΥ(h) > 0.
Then the density of F at y satisfies p(y) > 0.
Several remarks regarding the above theorem are in order and listed below.
Remark 5.6. We denote by {ΠN , N ≥ 1} a sequence projections from Ω to H¯([0, 1]) of finite-
dimensional range, which converges strongly to the identity. For any h ∈ H¯([0, 1]), we simply
define T hN by
T hN (B) = B −Π
NB + h.
The existence of such a sequence of projections ΠN so that P ◦ (T hN )
−1 is absolutely continuous
with respect to P is proved in Corollary 2.8 of [6]. Hence, item (a) in Theorem 5.5 is satisfied.
Remark 5.7. Recall that Ut is the log-signature process that satisfies the SDE (2.3). We aim to
apply Theorem 5.5 to F = U1. A natural choice of Υ is Υ(·) = Ψ(·)1, where Ψ is the Itoˆ-Lyon
maps associated to (2.3). With such choice of F , Υ and T hN given in Remark 5.6, it is proved in
Theorem 1.4 of [6] that item (b) of Theorem 5.5 is satisfied for equation (2.3) if the vector fields Vi’s
are C∞-bounded. Although in our current situation, Vi’s are not bounded (of polynomial order),
it is not hard to check that the same argument also work. Indeed, it is an simple consequence of
the following facts:
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(i) Denote by B¯N the signature of T hN (B) = B −Π
NB + h, and h the signature of h. it can
be shown that for all q > 1, we have dp−var;[0,1](B¯
N ,h)→ 0 in Lq(P), as N →∞.
(ii) Components of U1 ◦T
h
N (B) = logSN (T
h
N (N))1 are simply polynomials of components of
the signature of T hN (B).
Remark 5.8. Item (c) in Theorem 5.5 says that one should have an h ∈ H¯([0, 1]) such that
Υ(h) = y and Υ is a submersion at h.
According to Theorem 5.5, and thanks to Remark 5.7 and Remark 5.8, in order to show the
positivity of the density p1(u) of U1, it suffices to show that for any u ∈ R
n, there exists an
h ∈ H¯([0, 1]) such that Ψ(h)1 = u and Ψ(·)1 is a submersion at h. This will be the main content
of the rest of this section.
We start our discussion on GN (R
d). Let H¯0([0, 1]) be the space of piecewise linear functions
from [0, 1] to Rd. For any h ∈ H¯0([0, 1]), denote bySN (h)t the signature process of h on the free
Nilpotent group of level N over Rd. That is,
SN (h)t =
(
1,
∫ t
0
dhs,
∫
0≤s1<s2≤t
dhs1 ⊗ dhs2 , ...,
∫
0≤s1<···<sN≤t
dhs1 ⊗ · · · ⊗ dhsN
)
∈ GN (R
d).
Chow’s theorem states that {
SN (h)1, h ∈ H¯0([0, 1])
}
= GN (R
d).
Moreover, by Proposition 5.3 and Lemma 5.4, we know that H¯0([0, 1]) ⊂ H¯([0, 1]) for all H ∈
(0, 1).
Theorem 5.9. For any g ∈ GN (R
d), we can find a path h ∈ H¯([0, 1]) such that SN (h)1 = g and
the map SN (·)1 : H¯ → GN (R
d) is non-degenerate at h.
Proof. As in the proof of Proposition 5.3, in order to avoid any possible confusion in notation, we
will use h(s) instead of hs for a path throughout this proof.
Let n = dimGN (R
d). It suffices to show that for any g ∈ GN (R
d) there exists an h ∈ H¯([0, 1])
and n families of paths {hk,ǫ· ∈ H¯([0, 1]), ǫ ∈ [0, 1]}, k = 1, ..., n, such that
(1) SN (h)1 = g;
(2) hk,0 = h for all k = 1, ..., n;
(3) dh
k,ǫ
dǫ
∣∣
ǫ=0
∈ H¯([0, 1]) for all k = 1, ..., n; and
(4)
{
dSN (h
k,ǫ)1
dǫ
∣∣
ǫ=0
, k = 1, ..., n
}
spans the tangent space of GN (R
d) at g; that is, they are
linearly independent.
We divide the proof into two steps.
Step 1: We show that the above is true for at least one g0 ∈ GN (R
d). Let {e1, ..., ed} be the
standard basis of Rd, and recall n = dimGN (R
d). By Lemma 3.32 of [1], there exists ei1 , ..., ein
and s¯1, ..., s¯n ∈ R such that the map
φ : Rn → GN (R
d), φ(s1, ..., sn) = e
s1ei1 ⊗ · · · ⊗ esnein ,
is non-degenerate at s¯ = (s¯1, ..., s¯n).
Set g0 = φ(s¯1, ..., s¯n), and let γk be the straight line in R
d over the time interval [0, 1/n] whose
tangent is ns¯keik ; k = 1, ..., n. Define
h0 = γ1 ⊔ γ2 ⊔ · · · ⊔ γn ∈ H¯0([0, 1]),
20 FABRICE BAUDOIN, QI FENG, AND CHENG OUYANG
the concatenation of γk; k = 1, ..., n. Moreover, for each 1 ≤ k ≤ n, define γ
ǫ
k = (1 + ǫ)γk and
construct hk,ǫ0 the same way as h0 but replacing γk by γ
ǫ
k in the concatenation. It is then easy to
check all the four properties are satisfied at this particular choice of g0 ∈ GN (R
d). Indeed, (1) and
(2) follows easily by the very construction of h0 and h
k,ǫ
0 . (4) is satisfied by the fact that
dSN (h
k,ǫ
0 )1
dǫ
∣∣∣∣∣
ǫ=0
=
∂φ
∂sk
∣∣∣∣
s¯
,
and that φ is non-degenerate at s¯. For (3), note that for each k = 1, ..., n,
dhk,ǫ0
dǫ
∣∣∣∣∣
ǫ=0
(t) =


0, if t ∈ [0, (k − 1)/n];
n(t− (k − 1)/n)s¯keik , if t ∈ [(k − 1)/n, k/n];
s¯keik , if t ∈ [k/n, 1].
Clearly it is an element in H¯0([0, 1]) and hence in H¯([0, 1]). This finishes the proof of Step 1.
Step 2: With the help of Step 1, the proof for general g ∈ GN (R
d) relies on the group structure of
GN (R
d). Indeed, for any g ∈ GN (R
d) we have
g = g1 ⊗ g0,
for some g1 ∈ GN (R
d). By Lemma 5.2, one can find a smooth path h1 ∈ H¯([0, 1]) such that
g1 = SN (h1)1. Now let h˜ = h1 ⊔ h0 and h˜
k,ǫ = h1 ⊔ h
k,ǫ
0 , and re-parametrize them back to
interval [0, 1] by
h(s) = h¯(2s), and hk,ǫ(s) = h¯k,ǫ(2s), s ∈ [0, 1].
By Proposition 5.3, h and hk,ǫ are paths in H¯([0, 1]). Moreover, it is easy to check that they satisfy
all the properties (1)-(4) in the above. The proof is thus completed. 
Remark 5.10. Suppose g ∈ GN (R
d) with ‖g‖CC ≤ M for some constant M . Let h be the path
constructed in the proof of Theorem 5.9 such that SN (h)1 = g and that SN (·)1 : H¯([0, 1]) →
GN (R
d) is non-degenerate at h. One can show
‖h‖H¯([0,1]) ≤ CM ,
for some constant CM only depending onM .
To this aim, first note that we only need to prove ‖h¯‖H¯([0,2]) ≤ CM thanks to Lemma 5.4. By the
construction of h¯ in the proof of Theorem 5.9, we have
h¯ = h1 ⊔ h0,(5.6)
where h1 is such that SN (h1)1 = g1 = g ⊗ g
−1
0 . Since ‖g‖CC ≤ M and g0 is a fixed element, we
have
‖g1‖CC ≤ ‖g ⊗ g
−1
0 ‖CC = ‖g‖CC + ‖g0‖CC ≤M + ‖g0‖CC ≤ C1,M .
Hence, by Lemma 5.2,
C2(h1) ≤ C2,M ,
for some constant only depending onC1,M (and hence only onM ). On the other hand, observe that
h0 appearing in (5.6) is a fixed piecewise linear path. [It has n pieces where n = dimGN (R
d).]
Hence, h¯ is a concatenation of n + 1 smooth paths whose first and second derivatives for each
piece are bounded by a constant only depending on M . Now Proposition 5.3 concludes that
‖h¯‖H¯([0,1]) ≤ CM .
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The following is an immediate corollary of Theorem 5.9.
Theorem 5.11. Recall that Ψ is the Itoˆ-Lyons map associated to equation (2.3). For any u ∈ Rn,
we can find a path h ∈ H¯([0, 1]) such that Ψ(h)1 = u and the map Ψ(·)1 : H¯ → R
n is non-
degenerate at h.
Proof. Denote by ϕ the global isomorphism from GN (R
d) to Rn. Then Ψ(·)1 = ϕ(SN (·)1). The
rest of the proof follows from Theorem 5.9. 
Thanks to Theorem 5.5, Remark 5.6, Remark 5.7, Remark 5.8, and Theorem 5.11, we have
proved the main result of this section.
Theorem 5.12. Fix H > 1/4. Let Ut be the log-signature process of the fractional Brownian
motion. Denote by pt(u) the density of Ut. We have
p1(u) > 0, for all u ∈ R
n.
The strict positivity of p1(u) gives a sharp local lower bound of the density pt(u) of Ut.
Corollary 5.13. With the same notations in Theorem 5.12, we have, for some constant c > 0,
pt(u) ≥
c
tν/2
, for all u with ‖u‖CC ≤ t
H ,(5.7)
where ν =
∑N
i=1 idim(V)i is the Hausdorff dimension of gN (R
d).
Proof. By (4.9), we have for all u ∈ Rn with ‖u‖CC ≤ t
H ,
pt(u) =
1
tν/2
p1 (∆t−Hu)
≥
1
tν/2
inf{p1(u) : u ∈ R
n and ‖u‖CC ≤ 1}.
The fact that c = inf{p1(u) : u ∈ R
n and ‖u‖CC ≤ 1} > 0 follows from the continuity and strict
positivity of p1(u). 
6. VARADHAN ESTIMATE
In this section, we establish the Varadhan estimate for the signature of fractional Brownian
motions. Moreover, we will show that the controlling “distances” that appear in the Varadhan
estimate are both equivalent to the C-C distance. This is consistent with the results obtained in the
previous sections for the upper and lower bounds of the density function.
6.1. Varadhan estimate. We consider the log-signature process Ut ∈ R
n. Recall that it satisfies
a canonical SDE
Ut =
d∑
i=1
∫ t
0
Vi(Us)dB
i
s,(6.1)
where Vi are smooth vector fields with polynomial growth. Denote by Ψ the Itoˆ-Lyons map asso-
ciated to the above equation. Then we can write Ut = Ψ(B)t. Define
d(u) = inf{‖h‖H¯([0,1]) : h ∈ H¯([0, 1]), and Ψ(h)1 = u}.(6.2)
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This is the controlling ‘distance’ between u and 0. Another ‘distance’ of interest in the Varadhan
type estimate and of similar spirit is given as follows
dR(u) = inf{‖h‖H¯ : h ∈ H¯,Ψ(h)1 = u, and 〈DΨ(h),DΨ(h)〉His non-degenerate.}.(6.3)
When an SDE of the form in (6.1) is driven by a standard Brownian motion, it is shown in [21,
Theorem 1.1] that , under strong Ho¨rmander conditions, the above two controlling distances d and
dR are identical. The argument crucially relies on the L
2 structure of the Cameron-Martin space
of the Brownian motion. It is not clear how it can be adapted in the case of fractional Brownian
motions. However, we will show below that both d and dR are equivalent to the C-C distance.
Remark 6.1. When the vector fields in (6.1) are uniformly elliptic, one can show that the two
controlling distances d and dR are always the same for a large class of Gaussian processes. We
refer the interested reader to [16, Lemma 4.7] for more details in this regard.
Consider the following family of stochastic differential equations driven by B:
U εt = ε
d∑
i=1
∫ t
0
Vi(U
ε
s )dB
i
s, ε ∈ (0, 1].(6.4)
Our main result of this section is the following.
Theorem 6.2. Let pε(u) be the density of U
ε
1 . Then
lim inf
ε↓0
ε2 log pε(u) ≥ −
1
2
d2R(u),(6.5)
and
lim sup
ε↓0
ε2 log pε(u) ≤ −
1
2
d2(u).(6.6)
We first lay down several lemmas that are crucial in the proof of Theorem 6.2.
Lemma 6.3. U ε1 satisfies a large deviation principle with rate function d(·)/2, where d(·) is defined
in (6.2).
Proof. Fix any p > max{1/H,N}. It is know (see, e.g., [22]) that △εB , △εSN (B), as a
G⌊p⌋(R
d)-valued rough path satisfies a large deviation principle in p-variation topology with good
rate function given by
J(h) =
{ 1
2‖h‖
2
H¯([0,1])
if h ∈ H¯([0, 1])
+∞ otherwise.
Note that p > N and let πpN : G⌊p⌋(R
d)) → GN (R
d)) be the canonical projection. It is then
clear thatΨ(·)1 = exp
−1 ◦πpN ((·)1) : C
p−var([0, 1],G⌊p⌋(R
d))→ gN (R
d) is continuous. Here we
have identified gN (R
d) with Rn through the basis B. Now note that U ε1 = Ψ(△εB)1. The large
deviation principle of U ε1 follows from the contraction principle. 
Lemma 6.4. For each h ∈ H¯([0, 1]), we have
lim
ε↓0
1
ε
(Ψ(εB + h)t −Ψ(h)t) = Z(h)t,(6.7)
in the topology of D∞. Moreover, Z(h)t is a centered Gaussian random variable in R
n with
variance γΨ(h)t = 〈DΨ(h)t,DΨ(h)t〉H¯([0,1]), the deterministic Malliavin matrix of Ψ(·)t at h.
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Proof. It is clear that Ψ(εB + h)t satisfies the following rough SDE
Ψ(εB + h)t =
d∑
i=1
∫ t
0
Vi(Ψ(εB + h)s)d(εB
i + his).(6.8)
By standard path-wise estimates, Φ(εX + h)t is smooth in ε and its derivatives satisfy a rough
SDE obtain by formally differentiating (6.8) on both sides (see, e.g., [14, Proposition 11.4]). In
particular, at ε = 0, we have
lim
ε↓0
1
ε
(Ψ(εB + h)t −Ψ(h)t) = Z(h)t,
where Z(h)t satisfies the rough differential equation
Z(h)t =
d∑
i=1
∫ t
0
DVi(Ψ(h)s)Z(h)sdh
i
s +
d∑
i=1
∫ t
0
Vi(Ψ(h)s)dB
i
s.(6.9)
Thus, for any k ∈ H¯ the Malliavin derivative of Z(h)t along the direction k satisfies the rough
equation
DkZ(h)t =
d∑
i=1
∫ t
0
DVi(Ψ(h)s)DkZ(h)sdh
i
s +
d∑
i=1
∫ t
0
Vi(Ψ(h)s)dk
i
s.(6.10)
Note that equation (6.10) is deterministic, which implies Z(h)t is in the first Chaos. The fact
that Z(h)t is also centered can be seen by taking expectation on both sides of equation (6.9). On
the other hand, it is easy to check that the deterministic Malliavin derivation of Φ(h)t along the
direction of k satisfies exactly the same equation (6.10). Hence, Z(h)t is a centered Gaussian
random variable with covariance matrix given by
γΨ(h)1 = 〈DΨ(h)1,DΨ(h)1〉H¯([0,1]),
the deterministic Malliavin matrix of Ψ(·)1 at h.
The fact that the convergence in (6.7) takes place in D∞ can be seen from the following obser-
vations.
(a) Components of the signature SN (εB + h)t are simply iterated integrals of εB + h, and it
is easy to see that
1
ε
(SN (ε(B) + h)t − SN (h)t)
converges in D∞, using the idea of Inahama explained before to control the H⊗k-norm.
(b) We have Ψ(εB + h) = log(SN (εB + h)), and exp
−1 is a smooth map with polynomial
growth.
The proof is thus completed. 
Lemma 6.5. Let U εt be defined in (6.4). We have for ε ∈ (0, 1],
‖DU ε1‖k,p ≤ Cpε
H ,(6.11)
and
‖det γ−1Uε1
‖p ≤ Cpε
−2HnN .(6.12)
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where n is the dimension of gN (R
d) and Cp is a positive constant depending on p.
Proof. This is an easy consequence of (3.3), (4.4) and the self-similarity of B. 
Proof of Theorem 6.2. With Lemma 6.3, Lemma 6.4 and Lemma 6.5 in hand, , the proof of Theo-
rem 6.2 is standard. For the sake of completeness, we online the proof below. More details can be
found in [8].
Lower bound: We first prove (6.5). To this aim, for any u ∈ Rn, fix an arbitrary η > 0 and let
h ∈ H¯ be such that Ψ(h)1 = u, γΨ(h)1 = 〈DΨ(h),DΨ(h)〉H is non-degenerate, and ‖h‖
2
H¯
≤
d2R(u) + η. Let f ∈ C
∞
0 (R
n). By Cameron-Martin’s theorem for B, it is readily checked that
E [f(U ε1 )] = e
−
‖h‖2
H¯
2ε2 E
[
f(Ψ1(εB + h))e
−
B(h)
ε
]
,
where B(h) denotes the Wiener integral of h with respect to B. Now consider a function χ ∈
C∞(R), satisfying 0 ≤ χ ≤ 1, such that χ(t) = 0 if t 6∈ [−2η, 2η], and χ(t) = 1 if t ∈ [−η, η].
Then, if f ≥ 0, we have
E [f(U ε1 )] ≥ e
−
‖h‖2H+4η
2ε2 E [χ(εB(h))f(Ψ(εB + h)1)] .
Hence, by means of an approximation argument applying the above estimate to f = δu, we obtain
ε2 log pε(u) ≥ −
(
1
2
‖h‖2H¯ + 2η
)
+ ε2 logE
[
χ(εB(h))δu(Ψ(εB + h)1)
]
.(6.13)
We now bound the right hand side of equation (6.13). Owing to the fact that Ψ(h)1 = u and
thanks to the scaling properties of the Dirac distribution, it is easily seen that
E
(
χ(εB(h))δu(Ψ(εB + h)1)
)
= ε−nE
(
χ(εB(h))δ0
(
Ψ(εB + h)1 −Ψ(h)1
ε
))
.(6.14)
Thanks to Lemma 6.4, when we send ε to 0 the expectation on the right hand-side of (6.14) tends
to Eδ0(Z(h)1). In particular, we get
lim
ε↓0
ε2 logE
(
χ(εB(h))δu(Ψ(εB + h)1)
)
= 0.
Plugging this information in (6.13) and letting ε ↓ 0 we end up with
lim inf
ε↓0
ε2 log pε(u) ≥ −
(
1
2
‖h‖2H¯ + 2η
)
≥ −
(
d2R(u) + 3η
)
.
Since η > 0 is arbitrary this yields (6.5).
Upper bound: Now we show the upper bound (6.6). Fix a point u ∈ Rn and consider a function
χ ∈ C∞0 (R
n), 0 ≤ χ ≤ 1 such that χ is equal to one in a neighborhood of u. The density of U ε1 at
point u is given by
pε(u) = E [χ(U
ε
1 )δu(U
ε
1 )] .
Integrate the above expression by parts in the sense of Malliavin calculus (see, e.g., [23]) and apply
Ho¨lder’s inequality (see, e.g., [23, Proposition 1.5.6]), we have
E[χ(U ε1 )δu(U
ε
1 )] ≤P(U
ε
1 ∈ suppχ)
1
q · cq‖γ
−1
Uε1
‖mβ ‖DU
ε
1‖
r
n,γ‖χ(U
ε
1 )‖
n
n,q,
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for some constants q > 1, β, γ > 0 and integers m, r. Thus, invoking the estimates (6.11) and
(6.12), we obtain
lim
ε↓0
ε2 logE[χ(U ε1 )δu(U
ε
1 )] ≤ lim
ε↓0
ε2 log P(U ε1 ∈ suppχ)
1
q .
Finally the large deviation principle for U ε1 in Lemma 6.3 ensures that for small ε we have
P(U ε1 ∈ suppχ)
1
q ≤ e
− 1
qε2
(infz∈suppχ d2(z)+o(1))
.
Since q can be chosen arbitrarily close to 1 and supp(χ) can be taken arbitrarily close to y, the
proof of (6.6) is now easily concluded thanks to the lower semi-continuity of d.

6.2. Controlling distance. Comparing the Varadhan estimate to the results in the upper and lower
bound, it is natural to ask whether the controlling distance d and dR are comparable to the C-C
distance. Our answer is affirmative. And this section is devoted to the proof of the equivalence of
these three quantities. Although our argument can be carried out on the Lie algebra gN (R
d), we
will instead work on the Lie group GN (R
d). Because the argument is more direct onGN (R
d), and
obtained results can be easily translated to corresponding results on gN (R
d).
To this aim, denote by Φ(·)t = SN (·)t : H¯ → GN (R
d), the Itoˆ map associated to equation
(2.1). For any g ∈ GN (R
d), define
d˜(g) = inf{‖h‖H¯([0,1]) : h ∈ H¯([0, 1]), and Φ(h)1 = g}.(6.15)
This is the controlling ‘distance’ (of the system (2.1)) between g and 1, the group identity of
GN (R
d). Similarly, set
d˜R(g) = inf{‖h‖H¯ : h ∈ H¯,Φ(h)1 = g, and 〈DΦ(h),DΦ(h)〉His non-degenerate.}.(6.16)
Remark 6.6. Recall that, with previous notations, for any h ∈ H¯([0, 1]), [exp−1(Φ(h)t)]B =
Ψ(h)t and that exp : gN (R
d) → GN (R
d) is a global diffeomorphism. It is clear that for
[exp−1(g)]B = u we have d(u) = d˜(g) and dR(u) = d˜R(g).
In the rest of this section, we will show that d˜, d˜R and the C-C distance on GN (R
d) are all
equivalent. We first state a well-known embedding theorem for the Cameron-Martin space H¯ of
the fractional Brownian motion.
Lemma 6.7. If H > 12 , then H¯ ⊆ C
H
0 ([0, 1];R
d). If H 6 12 , then for any q > (H + 1/2)
−1
, we
have H¯ ⊆ Cq−var0 ([0, 1];R
d). The above inclusions are continuous embeddings.
With the help of Lemma 6.7, we are able to show the following propositions.
Proposition 6.8. Fix any H > 1/4. There exists a positive constant C such that
d˜(g) and d˜R(g) ≤ C,
for all g ∈ GN (R
d) with ‖g‖CC = 1.
Proof. When H ≤ 1/2, the claimed result follows from Lemma 5.1 and the definition of ‖ · ‖CC.
In what follows, we prove our result for H > 1/2.
Observe that, by the definition of d˜ and d˜R,
d˜(g) ≤ d˜R(g), for all g ∈ GN (R
d).(6.17)
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We thus only need to prove the claimed upper bound for dR.
Pick any g ∈ GN (R
d) with ‖g‖CC = 1. Thanks to Remark 5.10, we can find an h ∈ H¯([0, 1])
such that
(a) Φ(h)1 = g;
(b) Φ1 : H¯([0, 1]) → GN (R
d) is non-degenerate at h, that is, 〈DΦ(h),DΦ(h)〉H is non-
degenerate; and
(c) ‖h‖H¯([0,1]) ≤ C, for some constant C not depending on u.
The existence of such an h with the above three properties implies immediately that
d˜R(g) ≤ C, for all g ∈ GN (R
d) with ‖g‖CC = 1.
The proof is thus completed. 
Proposition 6.9. Fix any H > 1/4. There exists a positive constant c such that
d˜(g) and d˜R(g) ≥ c,
for all g ∈ GN (R
d) with ‖g‖CC = 1.
Proof. Thanks again to relation (6.17), we only need to prove the claimed lower bound for d˜.
Note that CH0 ([0, 1];R
d) is continuously embedded into C1/H−var([0, T ],Rd). By Lemma 6.7,
we therefore have the following continuous embedding,
H¯ →֒ Cq−var([0, T ];Rd),(6.18)
for q = 1/H when H > 1/2; and q > (H + 1/2)−1 when H ≤ 1/2. Observe that in either case,
we can pick q < 2.
In what follows, we prove our proposition by contradiction. Suppose the claimed result is not
true for d˜. There exists a sequence gn ∈ GN (R
d) with ‖gn‖CC = 1 such that
d˜(gn) ↓ 0, as n→∞.
By the definition of d˜, we can find a sequence hn ∈ H¯([0, 1]) such that SN (hn)1 = gn and
‖hn‖H¯([0,1]) ↓ 0, as n→∞.
According to the continuous embedding in (6.18), we must have for some q < 2,
‖hn‖q−var;[0,1] ↓ 0 as n→∞.
This, together with the standard estimate for Young’s integral, implies
gn = SN (hn)1 → 1,
where 1 is the group identity in GN (R
d), and the convergence takes place in the topology induced
by ‖·‖CC. This contradicts with our assumption that ‖gn‖CC = 1. The proof is thus completed. 
Finally, we are ready to state and prove our main theorem in this section.
Theorem 6.10. Fix anyH > 1/4. There exit positive constants c and C , not depending on g, such
that
c ‖g‖CC ≤ d˜(g) ≤ d˜R(g) ≤ C ‖g‖CC,
for all g ∈ GN (R
d). Therefore, d˜(·), d˜R(·), and ‖ · ‖CC are equivalent.
27
Proof. The second inequality is simply (6.17). Hence we only need to prove that d˜(·) (respectively,
d˜R(·)) and ‖ · ‖CC are equivalent.
Recall that△ is the canonical dilation on GN (R
d). For any h ∈ H¯([0, 1]) and λ ∈ R we have
SN (λh) = △λSN (h).
Therefore both d˜ and d˜R are homogeneous with respect to the dilation, that is,
d˜(△λg) = |λ|d˜(g) and d˜R(△λg) = |λ|d˜R(g), for all g ∈ GN (R
d), λ ∈ R.
The rest of the proof then follows from Proposition 6.8 and Proposition 6.9. 
As a direct corollary of Remark 6.6 and Theorem 6.10, we have the following equivalence of
“distances” on Rn.
Corollary 6.11. Fix any H > 1/4. There exit positive constants c and C , not depending on u,
such that
c ‖u‖CC ≤ d(u) ≤ dR(u) ≤ C ‖u‖CC,
for all u ∈ Rn. Therefore, d(·), dR(·), and ‖ · ‖CC are equivalent.
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