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Abstract
When observations are curves over some natural time interval, the field of functional data
analysis comes into play. Functional linear processes account for temporal dependence in the
data. The prediction problem for functional linear processes has been solved theoretically, but
the focus for applications has been on functional autoregressive processes. We propose a new
computationally tractable linear predictor for functional linear processes. It is based on an
application of the Multivariate Innovations Algorithm to finite-dimensional subprocesses of
increasing dimension of the infinite-dimensional functional linear process. We investigate the
behavior of the predictor for increasing sample size. We show that, depending on the decay
rate of the eigenvalues of the covariance and the spectral density operator, the resulting
predictor converges with a certain rate to the theoretically best linear predictor.
AMS 2010 Subject Classifications: primary: 62M10, 62M15, 62M20 secondary: 62H25, 60G25
Keywords: functional linear process, functional principal components, functional time series,
Hilbert space valued process, Innovations Algorithm, prediction, prediction error
1 Introduction
We consider observations which are consecutive curves over a fixed time interval within the field
of functional data analysis (FDA). In this paper curves are representations of a functional linear
process. The data generating process is a time series X = (Xn)n∈Z where each Xn is a random
element Xn(t), t ∈ [0,1], of a Hilbert space, often the space of square integrable functions on[0,1].
Several books contain a mathematical or statistical treatment of dependent functional data as
e.g. Bosq [4], Horvàth and Kokoszka [13], and Bosq and Blanke [7]. The main source of our paper
is the book [4] on linear processes in function spaces, which gives the most general mathematical
treatment of linear dependence in functional data, developing estimation, limit theorems and
prediction for functional autoregressive processes. In [12] the authors develop limit theorems for
the larger class of weakly dependent functional processes. More recently, [14] and [23] contribute
to frequency domain methods of functional time series.
Solving the prediction equations in function spaces is problematic and research to-date has
mainly considered first order autoregressive models. Contributions to functional prediction go
∗Center for Mathematical Sciences, Technische Universität München, 85748 Garching, Boltzmannstrasse 3,
Germany, e-mail: johannes.klepsch@tum.de , cklu@tum.de
1
hand in hand with an estimation method for the autoregressive parameter operator. The book [4]
suggests a Yule-Walker type moment estimator, spline approximation is applied in [3], and [17]
proposes a predictive factor method where the principal components are replaced by directions
which may be more relevant for prediction.
When moving away from the autoregressive process, results on prediction of functional time
series become sparse. An interesting theory for the prediction of general functional linear pro-
cesses is developed in [6]. Necessary and sufficient conditions are derived for the best linear
predictor to take the form φn(X1, . . . ,Xn) with φn linear and bounded. However, due to the in-
finite dimensionality of function spaces boundedness of φn cannot be guaranteed. Consequently,
most results, though interesting from a theoretical point of view, are not suitable for application.
More practical results are given for example in [1], where prediction is performed non-
parametrically with a functional kernel regression technique, or in [2], [16] and [18], where the
dimensionality of the prediction problem is reduced via functional principal component analysis.
In a multivariate setting, the Innovations Algorithm proposed in [8] gives a robust prediction
method for linear processes. However, as often in functional data analysis, the non-invertibility of
covariance operators prevents an ad-hoc generalization of the Innovations Algorithm to functional
linear processes.
We suggest a computationally feasible linear prediction method extending the Innovations
Algorithm to the functional setting. For a functional linear process (Xn)n∈Z with values in a
Hilbert space H and with innovation process (εn)n∈Z our goal is a linear predictor X̂n+1 based on
X1, . . . ,Xn such that X̂n+1 is both computationally tractable and consistent. In other words, we
want to find a bounded linear mapping φn with X̂n+1 = φn(X1, . . . ,Xn) such that the statistical
prediction error converges to 0 for increasing sample size; i.e.,
lim
n→∞E∥Xn+1 − X̂n+1∥2 = E∥ε0∥2. (1.1)
To achieve convergence in (1.1) we work with finite dimensional projections of the functional
process, similarly as in [2] and [18]. We start with a representation of the functional linear
model in terms of an arbitrary orthonormal basis of the Hilbert space. We then focus on a
representation of the model based on only finitely many basis functions. An intuitive choice for
the orthonormal basis consists of the eigenfunctions of the covariance operator of the process.
Taking the eigenfunctions corresponding to the D largest eigenvalues results in a truncated
Karhunen-Loéve representation, and guarantees to capture most of the variance of the process
(see [2]). Other applications may call for a different choice.
Though the idea of finite dimensional projections is not new, our approach differs significantly
from existing ones. Previous approaches consider the innovations of the projected process as the
projection of the innovation of the original functional process. Though this may be sufficient in
practice, it is in general not theoretically accurate.
The Wold decomposition enables us to work with the exact dynamics of the projected process,
which then allows us to derive precise asymptotic results. The task set for this paper is of
a purely predictive nature: we assume knowing the dependence structure and do not perform
model selection or covariance estimation. This will be the topic of a subsequent paper.
The truncated process (XD,n)n∈Z based on D basis functions is called subprocess. We show
that every subprocess of a stationary (and invertible) functional process is again stationary (and
invertible). We then use an isometric isomorphy to a D-dimensional vector process to compute
the best linear predictor of (XD,n)n∈Z by the Multivariate Innovations Algorithm (see e.g. [8]).
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As a special example we investigate the functional moving average process of finite order.
We prove that every subprocess is again a functional moving average process of same order or
less. Moreover, for this process the Innovations Algorithm simplifies. Invertibility is a natural
assumption in the context of prediction (cf. [8], Section 5.5, and [22]), and we require it when
proving limit results. The theoretical results on the structure of (XD,n)n∈Z enable us to quantify
the prediction error in (1.1). As expected, it can be decomposed in two terms, one due to the
dimension reduction, and the other due to the statistical prediction error of the D-dimensional
model. However, the goal of consistency as in (1.1) is not satisfied, as the error due to dimension
reduction does not depend on the sample size.
Finally, in order to satisfy (1.1), we propose a modified version of the Innovations Algorithm.
The idea is to increase D together with the sample size. Hence the iterations of our modified
Innovations Algorithm are based on increasing subspaces. Here we focus on the eigenfunctions
of the covariance operator of X as orthonormal basis of the function space.
Our main result states that the prediction error is a combination of two tail sums, one
involving operators of the inverse representation of the process, and the other the eigenvalues
of the covariance operator. We obtain a computationally tractable functional linear predictor
for stationary invertible functional linear processes. As the sample size tends to infinity the
predictor satisfies (1.1) with a rate depending on the eigenvalues of the covariance operator and
of the spectral density operator.
Our paper is organized as follows. After summarizing prerequisites of functional time series
in Section 2, we recall in Section 3 the framework of prediction in infinite dimensional Hilbert
spaces, mostly based on the work of Bosq (see [4, 5, 6]). Here we also clarify the difficulties of
linear prediction in infinite dimensional function spaces. In Section 4 we propose an Innovations
Algorithm based on a finite dimensional subprocess of X. The predictor proposed in Section 4,
though quite general, does not satisfy (1.1). Hence, in Section 5 we project the process on a
finite-dimensional subspace spanned by the eigenfunctions of the covariance operator of X, and
formulate the prediction problem in such a way that the dimension of the subprocess increases
with the sample size. A modification of the Innovations Algorithm then yields a predictor, which
satisfies (1.1) and remains computationally tractable. The proof of this result requires some work
and is deferred to Section 6 along with some auxiliary results.
2 Methodology
Let H = L2([0,1]) be the real Hilbert space of square integrable functions with norm ∥x∥H =(∫ 10 x2(s)ds)1/2 generated by the inner product ⟨x, y⟩ = ∫ 10 x(s)y(s)ds for x, y ∈H. We denote byL the space of bounded linear operators acting onH. If not stated differently, forA ∈ L we take the
standard operator norm ∥A∥L = sup∥x∥≤1 ∥Ax∥. Its adjoint A∗ is defined by ⟨Ax,y⟩ = ⟨x,A∗y⟩ for
x, y ∈H. The operator A ∈ L is called nuclear operator (denoted by N ), if ∥A∥N = ∑∞j=1⟨Aej , ej⟩ <∞ for some (and hence all) orthonormal basis (ONB) (ej)j∈N ofH. If additionally A is self-adjoint,
then ∥A∥N = ∑∞j=1 ∣λj ∣ <∞, where (λj)j∈N are the eigenvalues of A. We shall also use the estimate∥AB∥N ≤ ∥A∥L∥B∥N for A ∈ L and B ∈ N . For an introduction and more insight into Hilbert
spaces we relied on Chapters 3.2 and 3.6 in [24].
Let BH be the Borel σ-algebra of subsets of H. All random functions are defined on a prob-
ability space (Ω,A,P) and are A−BH-measurable. Then the space of square integrable random
functions L2H ∶= L2(Ω,A,P) is a Hilbert space with inner product E ⟨X,Y ⟩ = E ∫ 10 X(s)Y (s)ds
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for X,Y ∈ L2H . Furthermore, we say that X is integrable if E∥X∥ = E[(∫ 10 X2(t)dt)1/2] <∞.
From Lemma 1.2 of [4] we know that X is a random function with values in H if and only if
⟨µ,X⟩ is a real random variable for every µ ∈H. Hence, the following definitions are possible.
Definition 2.1. (i) If X ∈ L2H is integrable, then there exists a unique µ ∈ H such that
E⟨y,X⟩ = ⟨y,µ⟩ for y ∈ H. It follows that EX(t) = µ(t) for almost all t ∈ [0,1], and EX ∈ H is
called the expectation of X.
(ii) If X ∈ L2H and EX = 0 ∈H, the covariance operator of X is defined as
CX(y) = E[⟨X,y⟩X], y ∈H.
(iii) If X,Y ∈ L2H and EX = EY = 0, the cross covariance operator of X and Y is defined as
CX,Y (y) = C∗Y,X(y) = E[⟨X,y⟩Y ], y ∈H.
The operators CX and CY,X belong to N (cf. [4], Section 1.5). Furthermore, CX is a self-
adjoint (CX = C∗X) and non-negative definite operator with spectral representation
CX(x) = ∞∑
j=1
λj⟨x, νj⟩νj , x ∈H,
for eigenpairs (λj , νj)j∈N, where (νj)j∈N is an ONB of H and (λj)j∈N is a sequence of positive
real numbers such that ∑∞j=1λj <∞. When considering spectral representations, we assume that
the λj are ordered decreasingly; i.e., λi ≥ λk for i < k.
For ease of notation we introduce the operator
x⊗ y(⋅) = ⟨x, ⋅⟩y,
which allows us to write CX = E[X ⊗X] and CX,Y = E[X ⊗ Y ]. Note also that
E∥X∥2 = E∥X ⊗X∥N = ∥CX∥N . (2.1)
Additionally, the following equalities are useful: for A ∈ L and xi, yi ∈H for i = 1,2 we have
A(x1 ⊗ y1) = A(⟨x1, ⋅⟩y1) = ⟨x1, ⋅⟩Ay1 = x1 ⊗Ay1,(x1 + x2)⊗ (y1 + y2) = x1 ⊗ y1 + x1 ⊗ y2 + x2 ⊗ y1 + x2 ⊗ y2. (2.2)
We define now functional linear processes and state some of their properties, taken from [4],
Section 1.5 and Section 3.1. We first define the driving noise sequence.
Definition 2.2. (εn)n∈Z is white noise (WN) in L2H if E εn = 0, 0 < E∥εn∥2 = σ2 < ∞, Cεn = Cε
is independent of n, and if Cεn,εm = 0 for all n,m ∈ Z, n ≠m.
Definition 2.3. [[4], Definition 7.1] Let (εn)n∈Z be WN and (ψj)j∈N a sequence in L. Define
ψ0 = IH , the identity operator on H, and let µ ∈H. We call (Xn)n∈Z satisfying
Xn = µ +
∞∑
j=0
ψjεn−j , n ∈ Z, (2.3)
a functional linear process in L2H with mean µ. The series in (2.3) converges in probability.
Note that by definition a functional linear process is causal. We now state assumptions to
ensure stronger convergence of the above series.
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Lemma 2.4 ([4], Lemma 7.1(2)). Let (εn)n∈Z be WN and ∑∞j=0 ∥ψj∥2L < ∞. Then the series in
(2.3) converges in L2H and a.s., and (Xn)n∈Z is (weakly) stationary.
Strict stationarity of a functional linear process can be enforced by assuming that (εn)n∈Z
is additionally independent. In our setting weak stationarity will suffice. From here on, without
loss of generality we set µ = 0. For a stationary process (Xn)n∈Z, the covariance operator with
lag h is denoted by
CX;h = E[X0 ⊗Xh], h ∈ Z. (2.4)
We now define the concept of invertibility of a functional linear process, which is a natural
assumption in the context of prediction; cf. [8], Chapter 5.5 and [22].
Definition 2.5. [[19], Definition 2] A functional linear process (Xn)n∈Z is said to be invertible
if it admits the representation
Xn = εn +
∞∑
j=1
pijXn−j , n ∈ Z, (2.5)
for pij ∈ L and ∑∞j=1 ∥pij∥L <∞.
Note that, as for univariate and multivariate time series models, every stationary causal func-
tional autoregressive moving average (FARMA) process is a functional linear process (see [25],
Theorem 2.3). Special cases include functional autoregressive processes of order p ∈ N (FAR(p)),
which have been thoroughly investigated. Our focus is on functional linear models, with the
functional moving average process of order q ∈ N (FMA(q)) as illustrating example, which we
investigate in Section 4.2.
Definition 2.6. For q ∈ N a FMA(q) is a functional linear process (Xn)n∈Z in L2H such that
Xn = εn +
q∑
j=1
γjεn−j , n ∈ Z, (2.6)
for WN (εn)n∈Z and γj ∈ L for j = 1, . . . , q.
A FMA(q) process can be characterized as follows:
Proposition 2.7 ([7], Prop. 10.2). A stationary functional linear process (Xn)n∈Z in L2H is a
FMA(q) for some q ∈ N if and only if CX;q ≠ 0 and CX;h = 0 for ∣h∣ > q.
3 Prediction in Hilbert spaces
In a finite dimensional setting, when the random elements take values in Rd equipped with
the Euclidean norm, the concept of linear prediction of a random vector is well known (e.g. [8],
Section 11.4). The best linear approximation of a random vector X based on vectors (X1, . . . ,Xn
is the orthogonal projection of each component of X on the smallest closed linear subspace of
L2
R
(Ω,A,P) generated by the components of Xi. This results in
X̂ ∶=
n∑
i=1
Φn,iXi
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for Φn,i ∈ Rd×d. In infinite dimensional Hilbert spaces we proceed similarly, but need a rich
enough subspace on which to project. The concept of linear prediction in infinite dimensional
Hilbert spaces was introduced by Bosq; see Section 1.6 in [4]. We start by recalling the notion of
L-closed subspaces (LCS), introduced in [10].
Definition 3.1. G is said to be an L-closed subspace (LCS) of L2H if G is a Hilbertian subspace
of L2H , and if X ∈ G and l ∈ L imply lX ∈ G.
We now give a characterization of a LCS generated by a subset of L2H .
Proposition 3.2 ([4], Theorem 1.8). Let F ⊆ L2H . Then the LCS generated by F , denoted by
LCS(F ), is the closure with respect to ∥ ⋅ ∥ of
F ′ = { k∑
i=1
liXi ∶ li ∈ L, Xi ∈ F, k ≥ 1}.
We are now ready to define the best linear predictor in an infinite dimensional Hilbert space
analogous to the finite dimensional setting.
Definition 3.3. Let X1, . . . ,Xn be zero mean random elements in L
2
H . Define
Fn = {X1, . . . ,Xn} and X̂n+1 = PLCS(Fn)(Xn+1), (3.1)
i.e., X̂n+1 is the orthogonal projection of Xn+1 on LCS(Fn). Then X̂n+1 is called best linear
functional predictor of Xn+1 based on LCS(Fn).
Note however that, since F ′ is not closed, X̂n+1 as in (3.1) has in general not the form
X̂n+1 = ∑ni=1 liXi for li ∈ L (e.g. [6], Proposition 2.2). For functional linear processes the above
representation is purely theoretical. In the following we develop an alternative approach based
on finite dimensional projections of the functional process.
4 Prediction based on a finite dimensional projection
For a stationary functional linear process (Xn)n∈Z the infinite dimensional setting makes the
computation of X̂n+1 as in (3.1) basically impossible. A natural solution lies in finite dimensional
projections of the functional process (Xn)n∈Z. For fixed D ∈ N we define
(νi)i∈N and AD = sp{ν1, . . . , νD}, (4.1)
where (νi)i∈N is some ONB of H, and consider the projection of a functional random element
on AD. In [2] and [18] the authors consider the projection of a FAR process (Xn)n∈Z on AD,
where ν1, . . . , νD are the eigenfunctions corresponding to the largest eigenvalues of CX . However,
instead of considering the true dynamics of the subprocess, they work with an approximation
which lies in the same model class as the original functional process; e.g. projections of functional
AR(p) models are approximated by multivariate AR(p) models. The following examples clarifies
this concept.
Example 4.1. Consider a FAR(1) process (Xn)n∈Z as defined in Section 3.2 of [4] by
Xn = ΦXn−1 + εn, n ∈ Z, (4.2)
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for some Φ ∈ L and WN (εn)n∈Z. Let furthermore (νi)i∈N be an arbitrary ONB of H. Then (4.2)
can be rewritten in terms of (νi)i∈N as
⎛
⎜⎜⎜⎜⎜⎜
⎝
⟨Xn, ν1⟩
⋮
⟨Xn, νD⟩
⟨Xn, νD+1⟩
⋮
⎞
⎟⎟⎟⎟⎟⎟
⎠
=
⎛
⎜⎜⎜⎜⎜⎜
⎝
⟨φν1, ν1⟩ . . . ⟨φνD, ν1⟩ ⟨φνD+1, ν1⟩ . . .
⋮ ⋱ ⋮ ⋮ ⋱
⟨φν1, νD⟩ . . . ⟨φνD, νD⟩ ⟨φνD+1, νD⟩ . . .
⟨φν1, νD+1⟩ . . . ⟨φνD, νD+1⟩ ⟨φνD+1, νD+1⟩ . . .
⋮ ⋱ ⋮ ⋮ ⋱
⎞
⎟⎟⎟⎟⎟⎟
⎠
⎛
⎜⎜⎜⎜⎜⎜
⎝
⟨Xn−1, ν1⟩
⋮
⟨Xn−1, νD⟩
⟨Xn−1, νD+1⟩
⋮
⎞
⎟⎟⎟⎟⎟⎟
⎠
+
⎛
⎜⎜⎜⎜⎜⎜
⎝
⟨εn, ν1⟩
⋮
⟨εn, νD⟩
⟨εn, νD+1⟩
⋮
⎞
⎟⎟⎟⎟⎟⎟
⎠
,
which we abbreviate as
(XD,n
X∞n
) = [ ΦD Φ∞D⋮ ⋮ ](
XD,n−1
X∞n−1
) + (ED,n
E∞n
) . (4.3)
We are interested in the dynamics of the D-dimensional subprocess (XD,n)n∈Z. From (4.3) we
find that (XD,n)n∈Z satisfies
XD,n =ΦDXD,n−1 +Φ∞DX∞n−1 +ED,n, n ∈ Z, (4.4)
which does in general not define a FAR(1) process. This can be seen from the following example,
similar to Example 3.7 in [4]. For some a ∈ R with 0 < a < 1 let
Φ(x) = a ∞∑
j=1
⟨x, νj⟩ν1 + a ∞∑
i=1
⟨x, νi⟩νi+1, x ∈H.
Furthermore, assume that E⟨εn, ν1⟩2 > 0 but E⟨εn, νj⟩2 = 0 for all j > 1. Since ∥Φ∥L = a < 1,(Xn)n∈Z is a stationary FAR(1) process. However, with (4.4) for D = 1,
X1,n = ⟨Xn, ν1⟩ = a ∞∑
j=1
⟨Xn−1, νj⟩ + ⟨εn, ν1⟩
= a⟨Xn−1, ν1⟩ + a ∞∑
j=2
⟨(a ∞∑
j′=1
⟨Xn−2, ej′⟩ν1 + a ∞∑
i=1
⟨Xn−2, νi⟩ei+1 + εn−1), νj⟩ + ⟨εn, ν1⟩
= a⟨Xn−1, ν1⟩ + a2⟨Xn−2, ν1⟩ + a2 ∞∑
j=2
⟨Xn−2, νj⟩ + ⟨εn, ν1⟩
=
∞∑
j=1
ajX1,n−j +En,1.
Hence, (X1,n)n∈Z follows an AR(∞) model and (X1,nν1)n∈Z a FAR(∞) model.
In [2] and [18], (XD,n)n∈Z is approximated by (X˜D,n)n∈Z satisfying
X˜D,n =ΦDX˜D,n−1 +ED,n, n ∈ Z,
such that (X˜D,n)n∈Z follows a vector AR(1) process.
We pursue the idea of Example 4.1 for functional linear processes and work with the true
dynamics of a finite-dimensional subprocess.
4.1 Prediction of functional linear processes
For a functional linear process (Xn)n∈Z we focus on the orthogonal projection
XD,n = PAD(Xn) =
D∑
j=1
⟨Xn, νj⟩νj , n ∈ Z, (4.5)
for (νi)i∈N and AD as in (4.1). We will often use the following isometric isomorphism between
two Hilbert spaces of the same dimension.
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Lemma 4.2. Define AD as in (4.1). The map T ∶ AD → RD defined by Tx = (⟨x, νi⟩)i=1,...,D
is a bijective linear mapping with ⟨Tx,Ty⟩RD = ⟨x, y⟩ for all x, y ∈ AD. Hence, LCS(FD,n)
is isometrically isomorphic to sp{XD,1, . . . ,XD,n}. Moreover, (XD,n)n∈Z as defined in (4.5) is
isometrically isomorphic to the D-dimensional vector process
XD,n ∶= (⟨Xn, ν1⟩, . . . , ⟨Xn, νD⟩)⊺, n ∈ Z. (4.6)
When choosing (νi)i∈N as the eigenfunctions of the covariance operator CX of (Xn)n∈Z, the
representation (4.5) is a truncated version of the Karhunen-Loéve decomposition (see e.g. [4],
Theorem 1.5).
As known from Example 4.1, the structure of (Xn)n∈Z does in general not immediately reveal
the dynamics of (XD,n)n∈Z. Starting with the representation of (XD,n)n∈Z as in (2.3) with ψ0 = IH
and using similar notation as in (4.4), theD-dimensional vector process (XD,n)n∈Z can be written
as
XD,n = ED,n +
∞∑
j=1
(ΨD,jED,n−j +Ψ∞D,jE∞n−j), n ∈ Z, (4.7)
where the blocksΨD,j,Ψ
∞
D,j ,ED,n = (⟨εn, ν1⟩, . . . , ⟨εn, νD⟩)⊺, andE∞n = (⟨εn, νD+1⟩, ⟨εn, νD+2⟩, . . . )⊺
are defined analogously to the blocks in (4.3). Note that this is in general not a vector MA(∞)
representation of a process with innovation (ED,n)n∈Z.
The following proposition summarizes general results on the structure of (XD,n)n∈Z. Its proof
is given in Section 6.
Proposition 4.3. Let (Xn)n∈Z be a stationary (and invertible) functional linear process with
WN (εn)n∈Z, such that all eigenvalues of the covariance operator Cε of (εn)n∈Z are positive.
Then (XD,n)n∈Z is also a stationary (and invertible) functional linear process with some WN(ε˜D,n)n∈Z. (ε˜D,n)n∈Z is isometrically isomorphic to the D-dimensional vector process (E˜D,n)n∈Z,
defined by E˜D,n ∶= (⟨ε˜D,n, ν1⟩, . . . , ⟨ε˜D,n, νD⟩)⊺. Furthermore define MD,n = sp{XD,t,−∞ < t ≤ n}.
Then
E˜D,n = ED,n +Ψ∞D,1(E∞n−1 − PMD,n−1(E∞n−1)) ∶= ED,n +∆D,n−1, n ∈ Z. (4.8)
The lagged covariance operator CXD;h of (XD,n)n∈Z is given by
CXD ;h = E[PADX0 ⊗ PADXh] = PADE[X0 ⊗Xh]PAD = PADCX;hPAD , h ∈ Z. (4.9)
By Lemma 4.2, (XD,n)n∈Z is isomorphic to the D-dimensional vector process (XD,n)n∈Z as
defined in (4.6). The prediction problem can therefore be solved by methods from multivariate
time series analysis. More precisely, we define for fixed D ∈ N
FD,n = {XD,1, . . . ,XD,n} and X̂D,n+1 = PLCS(FD,n)(Xn+1),
i.e., X̂D,n+1 is the best linear functional predictor based on FD,n for n ∈ N.
We formulate the Multivariate Innovations Algorithm for this setting.
Proposition 4.4 ([8], Proposition 11.4.2). Let (Xn)n∈Z be a stationary functional linear process
and (XD,n)n∈Z = (PADXn)n∈Z as in (4.5). If CXD is invertible on AD, then the best linear
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functional predictor X̂D,n+1 of Xn+1 based on LCS(FD,n) can be computed by the following set
of recursions:
X̂D,1 = 0 and VD,0 = CXD ;0,
X̂D,n+1 =
n∑
i=1
θD,n,i(XD,n+1−i − X̂D,n+1−i), (4.10)
θD,n,n−i = (CXD;n−i −
i−1∑
j=0
θD,n,n−j VD,j θ∗D,i,i−j)V −1D,i, i = 1, . . . , n − 1, (4.11)
VD,n = CXD,n+1−X̂D,n+1 = CXD;0 −
n−1∑
j=0
θD,n,n−jVD,jθ∗D,n,n−j. (4.12)
The recursions can be solved explicitly in the following order: VD,0, θD,1,1, VD,1, θD,2,2, θD,2,1 . . . .
Thus we found a predictor, which is in contrast to X̂n+1 from (3.1) easy to compute. However,
since we are not using all available information, we loose predictive power. To evaluate this loss
we bound the prediction error. We show that the error bound can be decomposed in two terms.
One is due to the dimension reduction, and the other to the statistical prediction error of the
finite dimensional model.
Theorem 4.5. Let (Xn)n∈Z be a stationary functional linear process with WN (εn)n∈Z such that
all eigenvalues of Cε are positive. Assume furthermore that CX is invertible on AD. Recall the
best linear functional predictor X̂n+1 from Definition 3.3.
(i) Then for all n ∈ N the prediction error is bounded:
E∥Xn+1 − X̂n+1∥2 ≤ E∥Xn+1 − X̂D,n+1∥2 = ∑
i>D
⟨CXνi, νi⟩ + ∥VD,n∥2N . (4.13)
(ii) If additionally (Xn)n∈Z is invertible, then
lim
n→∞E∥Xn+1 − X̂D,n+1∥2 = ∑
i>D
⟨CXνi, νi⟩ + ∥Cε˜D∥2N .
Proof. (i) Since X̂D,n+1 = PLCS(FD,n)(Xn+1) and X̂n+1 = PLCS(Fn)(Xn+1), and since LCS(FD,n) ⊆
LCS(Fn), the first inequality follows immediately from the projection theorem. Furthermore,
since Xn+1−XD,n+1 ∈ AD (the orthogonal complement of AD) and XD,n+1,XD,n+1−X̂D,n+1 ∈ AD,
we have ⟨Xn+1 −XD,n+1,XD,n+1 − X̂D,n+1⟩ = 0. Therefore,
E∥Xn+1 − X̂D,n+1∥2 = E∥Xn+1 −XD,n+1 +XD,n+1 − X̂D,n+1∥2
= E∥Xn+1 −XD,n+1∥2 +E∥XD,n+1 − X̂D,n+1∥2.
By (2.1) we have E∥XD,n+1 − X̂D,n+1∥2 = ∥E[(XD,n+1 − X̂D,n+1)⊗ (XD,n+1 − X̂D,n+1)]∥N , which is
equal to ∥VD,n∥N by (4.12). Furthermore,
E∥Xn+1 −XD,n+1∥2 = E⟨ ∑
i>D
⟨Xn+1, νi⟩νi, ∑
j>D
⟨Xn+1, νj⟩νj⟩
= ∑
i,j>D
E⟨Xn+1⟨Xn+1, νi⟩, νj⟩⟨νi, νj⟩
= ∑
i>D
⟨CXνi, νi⟩.
(ii) By (i), what is left to show is that ∥VD,n∥2N → ∥Cε˜D∥2N for n → ∞. However, this is an
immediate consequence of the Multivariate Innovations Algorithm under the assumption that
(XD,n)n∈Z is invertible (see Remark 4 in Chapter 11 of [8]). However, invertibility of (XD,n)n∈Z
is given by Proposition 4.3, which finishes the proof.
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The above theorem states that for a stationary, invertible functional linear process, for in-
creasing sample size the predictor restricted to the D-dimensional space performs arbitrarily well
in the sense that in the limit only the statistical prediction error remains. However, our goal in
(1.1) is not satisfied. The dimension reduction induces the additional error term ∑i>D⟨CX(νi), νi⟩
independently of the sample size. If AD is spanned by eigenfunctions of the covariance operator
CX with eigenvalues λi, the prediction error due to dimension reduction is ∑i>D λi.
We now investigate the special case of functional moving average processes with finite order.
4.2 Prediction of FMA(q)
FMA(q) processes for q ∈ N as in Definition 2.6 are an interesting and not very well studied class
of functional linear processes. We start with the FMA(1) process as example.
Example 4.6. Consider a FMA(1) process (Xn)n∈Z defined by
Xn = ψεn−1 + εn, n ∈ Z,
for some ψ ∈ L and WN (εn)n∈Z. The representation of (4.7) reduces to
XD,n =ΨDED,n−1 +Ψ∞DE∞n−1 +ED,n, n ∈ Z.
As XD,n depends on ED,n−1, E∞n−1 and ED,n, it is in general not a vector MA(1) process with
WN (ED,n)n∈Z. ◻
However, we can state the dynamics of a finite dimensional subprocess of a FMA(q) process.
Theorem 4.7. Let (Xn)n∈Z be a stationary FMA(q) process for q ∈ N and AD be as in (4.1).
Then (XD,n)n∈Z = (PADXn)n∈Z as defined in (4.5) is a stationary FMA(q∗) process for q∗ ≤ q
satisfying
XD,n =
q∗∑
j=1
ψ˜D,j ε˜D,n−j + ε˜D,n, n ∈ Z, (4.14)
where ψ˜D,j ∈ L for j = 1, . . . , q∗ and (ε˜D,n)n∈Z is WN. Moreover, (ε˜D,n)n∈Z is isometrically
isomorphic to (E˜D,n)n∈Z as defined in (4.8). If q∗ = 0, then (XD,n)n∈Z is WN.
Proof. By Proposition 4.3 (XD,n)n∈Z is stationary. Furthermore, by (4.9) and Proposition 2.7
CXD;h = PADCX;hPAD = 0 for h > q, since CX;h = 0 for h > q. Hence, again by Proposi-
tion 2.7 (XD,n)n∈Z is a FMA(q∗) process, where q∗ is the largest lag j ≤ q such that CXD;j =
PADCX;jPAD ≠ 0. Thus, (4.14) holds for some linear operators ψ˜D,j ∈ L and WN (ε˜D,n)n∈Z. The
fact that (ε˜D,n)n∈Z is isometrically isomorphic to (E˜D,n)n∈Z as in (4.8) is again a consequence of
the Wold decomposition of (XD,n)n∈Z and follows from the proof of Proposition 4.3.
The fact that every subprocess of a FMA(q) is a FMA(q∗) with q∗ ≤ q simplifies the algorithm
of Proposition 4.4. Since CXD;h = 0 for ∣h∣ > q modifies (4.10)-(4.12) as follows: for n > q∗,
X̂D,n+1 =
q∗∑
i=1
θD,n,i(XD,n+1−i − X̂D,n+1−i)
θD,n,k = (CXD;k −
n−k−1∑
j=0
θD,n,n−j VD,j θ∗D,n−k,n−k−j)V −1D,n−k, k = 1, . . . , q∗,
VD,n = CXD,n+1−X̂D,n+1 = CXd;0 −
q∗∑
j=1
θD,n,jVD,n−jθ∗D,n,j.
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We now investigate the prediction error E∥Xn+1 − X̂D,n+1∥2 of Theorem 4.5 for a functional
linear process. For D →∞, obviously, ∑i>D⟨CX0(νi), νi⟩→ 0. However, the second term ∥VD,n∥N
on the rhs of (4.13) is not defined in the limit, since the inverse of VD,j in (4.11) is no longer
bounded when D →∞. To see this, take e.g. VD,0. By (4.12), since X̂D,1 = 0 and since (XD,n)n∈Z
is stationary,
VD,0 = CXD,1−X̂D,1 = CXD,1 = CXD .
By (4.9) for h = 0 we find CXD = PADCXPAD , hence for all x ∈ H, ∥(CX − CXD)(x)∥ → 0 for
D → ∞. But, since CX is not invertible on the entire of H, neither is limD→∞CXD . Therefore,
limD→∞ X̂D,n+1 is not defined.
To resolve this problem, we propose a tool used before in functional data analysis, for instance
in [4] for the estimation of FAR(1). We increase the dimension D together with the sample size
n by choosing dn ∶=D(n) and dn →∞ with n→∞. However, since the Innovations Algorithm is
based on a recursion, it will always start with Vdn,0 = CXdn , which again is not invertible on H
for dn →∞. For the Innovations Algorithm we increase D iteratively such that Vd1,0 is inverted
on say A1, Vd2,1 is inverted on A2, . . . and so on. To quantify a convergence rate in Theorem 5.3
below we restrict ourselves to projections on eigenspaces of the covariance operator CX of the
underlying process.
5 Prediction based on projections of increasing subspaces of H
In this section we propose a functional version of the Innovations Algorithm. Starting with the
same idea as in Section 4, we project the functional data on a finite dimensional space. However,
we now let the dimension of the space on which we project depend on the sample size. More
precisely, let (Xn)n∈Z be a stationary functional linear process with covariance operator CX . For
some positive, increasing sequence (dn)n∈N in N such that dn →∞ with n→∞, we define
(νi)i∈N and Adn = sp{ν1, . . . , νdn}, n ∈ N, (5.1)
where (νi)i∈N are now chosen as the eigenfunctions of CX , and (Adn)n∈N is an increasing sequence
of subspaces of H. Instead of applying the Innovations Algorithm to (PAdX1, . . . , PAdXn) as in
Proposition 4.4, we apply it now to (PAd1X1, . . . , PAdnXn).
Proposition 5.1. Let (Xn)n∈Z be a stationary functional linear process with covariance operator
CX with eigenpairs (λj , νj)j∈N, where λj > 0 for all j ∈ N. Let (dn)n∈N be a positive sequence in
N such that dn ↑ ∞ as n → ∞. Define furthermore the best linear predictor of Xn+1 based on
LCS(F ′dn,n) for n ∈ N as
F ′dn,n = {Xd1,1,Xd2,2, . . . ,Xdn,n} and X̂dn+1,n+1 = PLCS(F ′dn,n)(Xn+1). (5.2)
Then X̂dn+1,n+1 is given by the following set of recursions:
X̂d1,1 = 0 and Vd1,0 = CXd1 ,
X̂dn+1,n+1 =
n∑
i=1
θdn−i+1,n,i(Xdn+1−i ,n+1−i − X̂dn+1−i,n+1−i), (5.3)
θdi+1,n,n−i = (PAdn+1CX;n−iPAdi+1 −
i−1∑
j=0
θdj+1,n,n−j Vdj+1,j θ
∗
dj+1,i,i−j)V −1di+1,i, i = 1, . . . , n − 1, (5.4)
Vdn+1,n = CXdn+1,n+1−X̂dn+1,n+1 = CXdn+1 −
n−1∑
j=0
θdj+1,n,n−jVdj+1,jθ
∗
dj+1,n,n−j. (5.5)
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Proof. The proof is based on the proof of Proposition 11.4.2 in [8]. First notice that the repre-
sentation
X̂dn+1,n+1 =
n∑
i=1
θdn−i+1,n,i(Xdn+1−i ,n+1−i − X̂dn+1−i,n+1−i), n ∈ N,
results from the definition of X̂dn+1,n+1 = PLCS(F ′dn,n)(Xn+1). Multiplying both sides of (5.3) with
⟨Xdk+1,k+1 − X̂dk+1,k+1, ⋅⟩ for 0 ≤ k ≤ n and taking expectations, we get
E[(Xdk+1,k+1−X̂dk+1,k+1)⊗ X̂dn+1,n+1]
=
n∑
i=1
θdn−i+1,n,iE[(Xdk+1,k+1 − X̂dk+1,k+1)⊗ (Xdn+1−i ,n+1−i − X̂dn+1−i,n+1−i)]
= θdk+1,n,n−kE[(Xdk+1,k+1 − X̂dk+1,k+1)⊗ (Xdk+1,k+1 − X̂dk+1,k+1)],
where we used that E⟨Xdn+1 ,n+1 − X̂dn+1,n+1,Xdk+1 ,k+1 − X̂dk+1,k+1⟩ = 0 for k ≠ n. Now with the
definition of Vdk+1,k in (5.5),
E[(Xdk+1,k+1 − X̂dk+1,k+1)⊗Xdn+1,n+1] = θdk+1,n,n−kVdk+1,k. (5.6)
By representation (5.3) for n = k and the fact that Vdk+1,k is finite dimensional and therefore
invertible, since all eigenvalues of CX are positive,
θdk+1,n,n−k = (PAdn+1CX;n−kPAdk+1 −
k∑
i=1
E[(Xdi,i − X̂di,i)⊗Xdn+1,n+1]θ∗di,k,k−i−1)V −1dk+1,k.
However, with (5.6) the expectation on the right-hand-side can be replaced by θdi,n,n+1−iVdi,i−1,
for i = 1, . . . , k, which leads to
θdk+1,n,n−k = (PAdn+1CX;n−kPAdk+1 −
k∑
i=1
θdi,n,n+1−iVdi,i−1θ
∗
di,k,k−i−1)V −1dk+1,k.
Finally, the projection theorem gives
Vdn+1,n = CXdn+1,n+1−X̂dn+1,n+1 = CXdn+1 −CX̂dn+1,n+1 = CXdn+1 −
n−1∑
j=0
θdj+1,n,n−jVdj+1,jθ
∗
dj+1,n,n−j.
Remark 5.2. Notice that Xd1,1,Xd2,2, . . . ,Xdn,n is not necessarily stationary. However, the re-
cursions above can still be applied, since stationarity is not required for the application of the
Innovations Algorithm in finite dimensions, see Proposition 11.4.2 in [8].
If (Xn)n∈Z is invertible, we can derive asymptotics for X̂dn+1,n+1 as dn →∞ and n→∞.
Theorem 5.3. Let (Xn)n∈Z be a stationary, invertible functional linear process with WN (εn)n∈Z
such that all eigenvalues of Cε are positive. Assume furthermore that all eigenvalues λj , j ∈ N,
of CX are positive.
(i) Let mn → ∞, mn < n and mn/n → 0 for n → ∞ and dn → ∞ for n → ∞ be two positive
increasing sequences in N. Then
E∥Xn+1 − X̂dn+1,n+1 − εn+1∥2 = O( ∑
j>mn
∥pij∥L + ∑
j>dn−mn
λj)→ 0, n→∞. (5.7)
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(ii) Denote by CXdn ;h the covariance matrix of the subprocess (Xdn)n∈Z as defined in Lemma 4.2.
Then all eigenvalues of the spectral density matrix fXdn [ω] ∶= 12pi ∑h∈Z e−ihωCXdn ;h for −pi < ω ≤ pi
are positive. Denote by αdn > 0 the infimum of these eigenvalues. If
1
αdn
( ∑
j>mn
∥pij∥L + ∑
j>dn−mn
λj)→ 0, n→∞. (5.8)
then for i = 1, . . . , n and for all x ∈H,
∥(θdn,n,i − γi)(x)∥ → 0, n→∞.
The proof of this Theorem is given in the next Section 6.
Remark 5.4. (a) Part (i) of Theorem 5.3 requires only that dn → ∞ as n → ∞. No rate
is required, and we do not impose any coupling condition of dn with mn. The theory would
suggest to let dn increase as fast as possible. In practice, when quantities such as the lagged
covariance operators of the underlying process have to be estimated, the variance of the esti-
mators of PdnCX;hPdn increases with dn. In fact, for instance, for the estimation of θd1,1,1 the
statistician is faced with the inversion of Pd1CXPd1 . Small errors in the estimation of small em-
pirical eigenvalues of Pd1CXPd1 may have severe consequences for the estimation of θd1,1,1. This
suggests a conservative choice for dn. The problem is similar to the choice of kn in Chapter 9.2
of [4] concerned with the estimation of the autoregressive parameter operator in a FAR(1). The
authors propose to choose kn based on validation of the empirical prediction error.
(b) The choice ofmn in (5.7) allows us to calibrate two error terms: under the restriction that
mn/n→ 0, choosing a larger mn increases ∑j>dn−mn λj , the error caused by dimension reduction.
Choosing a smaller mn will on the other hand increase ∑j>mn ∥pij∥.
6 Proofs
Before presenting a proof of Theorem 5.3 we give some notation and auxiliary results. Recall
that throughout IH denotes the identity operator on H. We also recall the notation and results
provided in Section 2, which we shall use below without specific referencing.
Let (Xn)n∈Z be a stationary functional linear process. Then for n ∈ N define the covariance
operator of the vector (Xn, . . . ,X1) by
Γn ∶=
⎛
⎜⎜⎜⎜
⎝
E[Xn ⊗Xn] E[Xn ⊗Xn−1] . . . E[Xn ⊗X1]
E[Xn−1 ⊗X1] E[Xn−1 ⊗Xn−1] . . . ⋮
⋮ ⋱
E[X1 ⊗Xn] . . . E[X1 ⊗X1]
⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
CX CX;1 . . . CX;n−1
CX;−1 CX . . . ⋮
⋮ ⋱
CX;−(n−1) . . . CX
⎞⎟⎟⎟⎟⎠
, (6.1)
i.e., Γn is an operator acting on H
n, where Hn is the Cartesian product of n copies of H. Recall
that Hn is again a Hilbert space, when equipped with the scalar product
⟨x, y⟩n = n∑
i=1
⟨xi, yi⟩
(see [4], Section 5 for details). As the covariance operator of (Xn,Xn−1, . . . ,X1), Γn is self-adjoint,
nuclear, and has the spectral representation (cf. Theorem 5.1 in [11])
Γn =
∞∑
j=1
λ
(n)
j ν
(n)
j ⊗ ν(n)j , n ∈ N,
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with eigenpairs (λ(n)j , ν(n)j )j∈N.
Furthermore, define the operators P(dn) and PD acting on H
n by
P(dn) = diag (PAdn , PAdn−1 , . . . , PAd1 ) and PD = diag (PAD , PAD , . . . , PAD), (6.2)
then
Γ(dn),n ∶= P(dn)ΓnP(dn) and ΓD,n ∶= PDΓnPD.
Note that Γ(dn),n is in fact the covariance operator of (Xdn,n, . . . ,Xd1,1) and has rank kn ∶= ∑ni=1 di,
whereas ΓD,n is the covariance operator of (XD,n, . . . ,XD,1) and has rank D ⋅ n. The operators
Γ(dn),n and Γdn,n are therefore self-adjoint nuclear operators with spectral representations
Γ(dn),n =
kn∑
j=1
λ
(n)
(dn),je
(n)
(dn),j ⊗ e
(n)
(dn),j and Γdn,n =
dn⋅n∑
j=1
λ
(n)
dn,j
e
(n)
dn,j
⊗ e(n)
dn,j
. (6.3)
We need the following auxiliary results.
Lemma 6.1 (Theorem 1.2 in [20]). Let (XD,n)n∈Z be a D−variate stationary, invertible linear
process satisfying
XD,n =
∞∑
i=1
ΨiEn−i +En, n ∈ Z,
with ∑∞i=1 ∥Ψi∥2 <∞ (∥ ⋅ ∥2 denotes the Euclidean matrix norm) and WN (ED,n)n∈Z in L2RD with
non-singular covariance matrix CED . Let CXD be the covariance matrix of (XD,n)n∈Z. Then the
spectral density matrix fXD[ω] ∶= 12pi ∑h∈Z e−ihωCXD;h for −pi < ω ≤ pi has only positive eigenvalues.
Let αD be their infimum. Then the eigenvalues (λ(n)i )i=1,...,D⋅n of ΓD,n as in (6.1) are bounded
below as follows:
0 < 2piαD ≤ λ(n)D⋅n ≤ ⋅ ⋅ ⋅ ≤ λ(n)1 .
The following is a consequence of the Cauchy-Schwarz inequality.
Lemma 6.2. For j, l ∈ N let (λj , νj) and (λl, νl) be eigenpairs of CX . Then for i, k ∈ Z,
⟨CX;i−kνj, νl⟩ ≤ λ1/2j λ1/2l . (6.4)
Proof. With the definition of the lagged covariance operators in (2.4) and then the Cauchy-
Schwarz inequality, we get by stationarity of (Xn)n∈Z
⟨CX;i−kνj , νl⟩ = ⟨E⟨Xi, νj⟩Xk, νl⟩ = E[⟨Xi, νj⟩⟨Xk, νl⟩]
≤ (E⟨Xi, νj⟩2)1/2(E⟨Xk, νl⟩2)1/2.
We find E⟨Xi, νj⟩2 = E⟨⟨Xi, νj⟩Xi, νj⟩ = ⟨CXνj , νj⟩ = λj , which implies (6.4).
So far we only considered the real Hilbert space H = L2([0,1]). There is a natural extension
to the complex Hilbert space by defining the scalar product ⟨x, y⟩ = ∫ 10 x(t)y¯(t)dt for complex
valued functions x, y ∶ [0,1] → C. As in Section 7.2 of [4], for (ψj)j∈N ⊂ L we define the complex
operators
A[z] ∶= ∞∑
j=0
zjψj, z ∈ C, (6.5)
14
such that the series converges in the operator norm. We need some methodology on frequency
analysis of functional time series, recently studied in [23]. The functional discrete Fourier trans-
form of (X1, . . . ,Xn) is defined by
Sn(ω) = n∑
j=1
Xje
−ijω, ω ∈ (−pi,pi].
By Theorem 4 of [9], for all ω ∈ (−pi,pi], if (Xn)n∈Z is a linear process with ∑∞i=1 ∥ψj∥L < ∞,
then 1√
n
Sn(ω) converges in distribution as n →∞ to a complex Gaussian random element with
covariance operator
2piFX[ω] ∶= ∑
h∈Z
CX;he
−ihω.
The spectral density operator FX[ω] of (Xn)n∈Z is non-negative, self-adjoint and nuclear (see
Proposition 2.1 in [23]).
Theorem 1 and 4 of [9] infer the following duality between CX;h and FX[ω], with A[z] as in
(6.5) and adjoint A[z]∗:
CX;h = ∫
pi
−pi
FX[ω]eihωdω, h ∈ Z and FX[ω] = 1
2pi
A[e−iω]CεA[e−iω]∗, ω ∈ (−pi,pi]. (6.6)
The following Lemma is needed for the subsequent proofs, but may also be of interest by itself.
Lemma 6.3. Let (Xn)n∈Z be a stationary, invertible functional linear process with WN (εn)n∈Z,
such that all eigenvalues of Cε are positive. Then for all ω ∈ (−pi,pi] the spectral density operator
FX[ω] has only positive eigenvalues.
Proof. The proof is an extension of the proof of Theorem 3.1 in [22] to the infinite dimensional
setting. Define for A[z] as in (6.5) and (pii)i∈N as in (2.5)
P [z] ∶= ∞∑
j=0
zjpij and D[z] ∶= P [z]A[z], z ∈ C.
Since A[z] and P [z] are power series, also D[z] can be represented by
D[z] = ∞∑
j=0
zjδj , z ∈ C,
for δj ∈ L. Let B be the backshift operator. Then Xn = A[B]εn and εn = P [B]Xn; in particular,
εn = P [B]Xn = P [B]A[B]εn =D[B]εn, n ∈ Z. (6.7)
Since all eigenvalues of Cε are positive, by equating the coefficients in (6.7), D[z] = IH for all
z ∈ C.
Assume that there exists some non-zero v ∈H such that FX[ω](v) = 0. Then by (6.6),
1
2pi
A[e−iω]CεA[e−iω]∗(v) = 0.
But since all eigenvalues of Cε are positive, there exists some non-zero u ∈H such that A[eiω](u) =
0. However, since D[z] = P [z]A[z] = IH for all z ∈ C, this is a contradiction, and FX[ω] can only
have positive eigenvalues for all ω ∈ (−pi,pi].
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6.1 Proof of Proposition 4.3
Stationarity of (XD,n)n∈Z follows immediately from stationarity of (Xn)n∈Z, since PAD is a lin-
ear shift-invariant transformation. The functional Wold decomposition (e.g. Definition 3.1 in
[5]) gives a representation of (XD,n)n∈Z as a linear process with WN, say (ε˜n)n∈Z in L2H . By
Lemma 4.2, (XD,n)n∈Z is isometrically isomorphic to the vector process (XD,n)n∈Z as in (4.6).
Analogously, (E˜D,n)n∈Z defined by E˜D,n ∶= (⟨ε˜D,n, ν1⟩, . . . , ⟨ε˜D,n, νD⟩)⊺ is isometrically isomorphic
to (ε˜D,n)n∈Z. We give a representation of (E˜D,n)n∈Z.
Define MD,n = sp{XD,t,−∞ < t ≤ n}. Then from the multivariate Wold decomposition the
WN of (XD,n)n∈Z in L2RD is defined by
E˜D,n =XD,n −PMD,n−1(XD,n), n ∈ Z. (6.8)
Now recall (4.7) in the following form
XD,n = ED,n +
∞
∑
j=1
ΨD,jED,n−j +Ψ∞D,1E∞n−1 +
∞
∑
j=2
Ψ∞D,jE
∞
n−j, n ∈ Z,
and we apply the projection operator to all terms. Firstly, PMD,n−1(ED,n) = 0, and ED,n−j and
E∞n−j−1 belong to MD,n−1 for all j ≥ 1. Hence,
PMD,n−1(XD,n) =
∞
∑
i=1
ΨD,jED,n−j +
∞
∑
i=2
Ψ∞D,jE
∞
n−j +ΨD,1PMD,n−1(E∞n−1), n ∈ Z,
which together with (6.8) implies (4.8).
We now show that (XD,n)n∈Z is invertible. The Wold decomposition gives the following
representation
XD,n =
∞
∑
i=1
Ψ˜D,i(E˜D,n−i) + E˜D,n, n ∈ Z (6.9)
for appropriate Ψ˜D,i and innovation process as in (6.8). Theorem 1 of [22] gives conditions for
the invertibility of the stationary D-variate linear process (XD,n)n∈Z satisfying (6.9).
We verify these conditions one by one.
(1) We start by showing that for all ω ∈ (−pi,pi] the matrix FXD[ω] is invertible, equivalently,⟨FXD[ω]x,x⟩RD > 0 for all non-zero x ∈ RD. By the isometric isomorphy between RD and AD
from Lemma 4.2 we have
⟨FXD[ω]x,x⟩RD = ⟨FXD[ω]x,x⟩.
By (4.9) the spectral density operator FXD[ω] of (XD,n)n∈Z satisfies
FXD[ω] = 12pi ∑h∈ZCXD ;he
−ihω = 1
2pi
∑
h∈Z
PADCX;hPADe
−ihω
= PAD( 12pi ∑h∈ZCX;he
−ihω)PAD = PADFX[ω]PAD . (6.10)
However, since (Xn)n∈Z is invertible, by Lemma 6.3 all eigenvalues of FX[ω] are positive for all
ω ∈ (−pi,pi]. Using first (6.10), then that x ∈ AD and finally that all eigenvalues of FX[ω] are
positive, we get
⟨FXD[ω]x,x⟩ = ⟨PADFX[ω]PADx,x⟩ = ⟨FX[ω]x,x⟩ > 0.
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Hence, ⟨FXD [ω]x,x⟩RD > 0 and thus FXD[ω] is invertible.
(2) We next show that the covariance matrix C
E˜D
of (E˜D,n)n∈Z as in (4.8) is invertible. Since
ED,n and ∆D,n−1 from (4.8) are uncorrelated, CE˜D = CED + C∆D . All eigenvalues of Cε are
positive by assumption. For all x ∈ AD we get ⟨x,Cεx⟩ = ⟨x,CEDx⟩Rd where x and x are related
by the isometric isomorphism T of Lemma 4.2. With the characterization of the eigenvalues of a
self-adjoint operator via the Rayleigh quotient as in Theorem 4.2.7 in [15], all eigenvalues of CED
are positive. Therefore, all eigenvalues of C
E˜D
= CED +C∆D are positive, and CE˜D is invertible.
(3) Finally, summability in Euclidean matrix norm of the matrices Ψ˜D,i over i ∈ N follows
from the properties of the Wold decomposition (see e.g. Theorem 5.7.1 in [8]) and from the
summability of ∥ψi∥L over i ∈ N.
Therefore, all conditions of Theorem 1 of [22] are satisfied and (XD,n)n∈Z is invertible. ◻
6.2 Proof of Theorem 5.3 (i)
First note that by the projection theorem (e.g. Theorem 2.3.1 in [8]),
E∥Xn+1 − X̂dn+1,n+1∥2 ≤ E∥Xn+1 −
n
∑
i=1
ηiXdn+1−i,n+1−i∥2, n ∈ N, (6.11)
for all ηi ∈ L, i = 1, . . . , n. Hence, (6.11) holds in particular for ηi = pii for i = 1, . . . , n, where pii are
the operators in the inverse representation of (Xn)n∈Z of (2.5). Furthermore, by the orthogonality
of εn+1 and Xk for k < n + 1 and n ∈ N,
E∥Xn+1 − X̂dn+1,n+1∥2 = E∥Xn+1 − X̂dn+1,n+1 − εn+1∥2 +E∥εn+1∥2
Now (6.11) with ηi = pii and then the invertibility of (Xn)n∈Z yield
E∥Xn+1 − X̂dn+1,n+1 − εn+1∥2 ≤ E∥Xn+1 −
n
∑
i=1
piiXdn+1−i ,n+1−i∥2 −E∥εn+1∥2
= E∥ ∞∑
i=1
piiXn+1−i + εn+1 −
n
∑
i=1
piiXdn+1−i ,n+1−i∥2 − E∥εn+1∥2
= E∥ n∑
i=1
pii(Xn+1−i −Xdn+1−i ,n+1−i) + εn+1 +∑
i>n
piiXn+1−i∥2 −E∥εn+1∥2.
Again by the orthogonality of εn+1 and Xk, for k < n + 1, since Xdn,n = PAdnXn, and then using
that for X,Y ∈ L2H , E∥X + Y ∥2 ≤ 2E∥X∥2 + 2E∥Y ∥2, we get
E∥Xn+1 − X̂dn+1,n+1 − εn+1∥2 ≤ E∥
n
∑
i=1
pii(IH − PAdn+1−i )Xn+1−i +∑
i>n
piiXn+1−i∥2
≤ 2E∥ n∑
i=1
pii(IH −PAdn+1−i )Xn+1−i∥2 + 2E∥∑
i>n
piiXn+1−i∥2 (6.12)
=∶ 2J1 + 2J2.
We consider the two terms in (6.12) separately. From (2.1) we get for the first term in (6.12)
J1 = ∥E[ n∑
i=1
pii(IH −PAdn+1−i )Xn+1−i ⊗
n
∑
i=1
pii(IH − PAdn+1−i )Xn+1−i]∥N .
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Using the triangle inequality together with properties of the nuclear operator norm given in
Section 2, and then the definition of CX;h in (2.4),
J1 ≤
n
∑
i,j=1
∥pii∥L∥pij∥L∥E[(IH − PAdn+1−i )Xn+1−i ⊗ (IH − PAdn+1−j )Xn+1−j]∥N
=
n
∑
i,j=1
∥pii∥L∥pij∥L∥(IH −PAdn+1−i )CX;i−j(IH − PAdn+1−j )∥N ∶=
n
∑
i,j=1
∥pii∥L∥pij∥LK(i, j). (6.13)
By the definition of Ad in (5.1) and, since by (4.5) we have (IH − PAdi ) = ∑l>di νl ⊗ νl,
K(i, j) = ∥( ∑
l′>dn+1−i
νl′ ⊗ νl′)CX;i−j( ∑
l>dn+1−j
νl ⊗ νl)∥N = ∥ ∑
l′>dn+1−i
∑
l>dn+1−j
⟨CX;i−j(νl), νl′⟩νl ⊗ νl′∥N .
With Lemma 6.2, the definition of the nuclear norm given in Section 2 and the orthogonality of
the (νi)i∈N, we get
K(i, j) ≤ ∥ ∑
l′>dn+1−i
∑
l>dn+1−j
λ
1/2
l
λ
1/2
l′
νl ⊗ νl′∥N
=
∞
∑
k=1
⟨ ∑
l′>dn+1−i
∑
l>dn+1−j
λ
1/2
l
λ
1/2
l′
νl ⊗ νl′(νk), νk⟩
= ∑
k>max(dn+1−j ,dn+1−i)
λk ≤ ∑
k>dn+1−j
λk. (6.14)
Plugging (6.14) into (6.13), and recalling that ∑∞i=1 ∥pii∥L =∶M1 <∞, we conclude
J2 ≤M1
n
∑
j=1
∥pij∥L ∑
l>dn+1−j
λl. (6.15)
Now for some mn < n,
n
∑
j=1
∥pij∥L ∑
l>dn+1−j
λl =
mn
∑
j=1
∥pij∥L ∑
l>dn+1−j
λl +
n
∑
j=mn
∥pij∥L ∑
l>dn+1−j
λl. (6.16)
Since ∑mnj=1 ∥pij∥L ≤ ∑∞j=1 ∥pij∥L =M1 <∞, the first term on the rhs of (6.16) can be bounded by
mn
∑
j=1
∥pij∥L ∑
l>dn+1−j
λl ≤M1 ∑
l>dn+1−mn
λl. (6.17)
Furthermore, since ∑l>dn+1−j λl ≤ ∑∞l=1 λl = ∥CX∥N <∞, the second term of the rhs in (6.16) can
be bounded by
n
∑
j=mn
∥pij∥L ∑
l>dn+1−j
λl ≤ ∥CX∥N
n
∑
j=mn
∥pij∥L. (6.18)
Hence, from (6.15) together with (6.16), (6.17) and (6.18) we obtain
J1 = O(
n
∑
j=mn
∥pij∥L + ∑
l>dn+1−mn
λl). (6.19)
Concerning J2, the second term of (6.12) with (2.2), and then the definition of CX;h in (2.4)
yield
J2 = E∥∑
i>n
piiXn+1−i∥2 = ∥E[∑
i>n
piiXn+1−i ⊗ ∑
j>n
pijXn+1−j]∥N
= ∥ ∑
i,j>n
piiCX;i−jpi
∗
j ∥N ≤ ∑
i,j>n
∥pii∥L∥pij∥L∥CX;i−j∥N .
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Since CX;i−j ∈ N for all i, j ∈ N, ∥CX;i−j∥N =∶M2 <∞, and for some mn < n,
J2 ≤M2(∑
i>n
∥pii∥L)2 = O( ∑
i>mn
∥pii∥L). (6.20)
Finally the combination of (6.12), (6.19) and (6.20) yields assertion (i). ◻
6.3 Proof of Theorem 5.3 (ii)
Note first that by the projection theorem there is an equivalent representation of X̂dn+1,n+1 to
(5.3) given by
X̂dn+1,n+1 = PLCS(F ′dn,n)(Xn+1) =
n
∑
i=1
βdn+1−i ,n,iXdn+1−i ,n+1−i (6.21)
for F ′dn,n as in (5.2) and βdn+1−i ,n,i ∈ L for i = 1, . . . , n. Furthermore, for k = 1, . . . , n, we define the
best linear predictor of Xn+1 based on F
′
dn,n
(k) = {Xdn+1−k ,n+1−k,Xdn−k+2 ,n+2−k, . . . ,Xdn,n} by
X̂dn+1,n+1(k) = PLCS(F ′dn,n(k))(Xn+1) =
k
∑
i=1
βdn+1−i,k,iXdn+1−i ,n+1−i. (6.22)
We start with the following Proposition, which is an infinite-dimensional extension to Propo-
sition 2.2 in [21].
Proposition 6.4. Under the assumptions of Theorem 5.3 the following assertions hold:
(i) The operators βdn+1−i ,n,i from (6.21) and θdn+1−i,n,i from (5.3) are for n ∈ N related by
θdn+1−i,n,i =
i
∑
j=1
βdn+1−j ,n,jθdn+1−i,n−j,i−j, i = 1, . . . , n. (6.23)
Furthermore, for every i, j ∈ N and x ∈H, as n→∞,
(ii) ∥(βdn+1−i ,n,i − pii)(x)∥ → 0,
(iii) ∥(βdn+1−i ,n,i − βdn+1−i−j ,n−j,i)(x)∥ → 0,
(iv) ∥(θdn+1−i,n,i − θdn+1−i−j ,n−j,i)(x)∥ → 0.
Proof. (i) Set θdn+1,n,0 ∶= IH . By adding the term θdn+1,n,0(Xdn+1 ,n+1 − X̂dn+1,n+1) to both sides of
(5.3), we get
Xdn+1,n+1 =
n
∑
j=0
θdn+1−j ,n,j(Xdn+1−j ,n+1−j − X̂dn+1−j ,n+1−j), n ∈ N.
Plugging this representation of Xdn+1−i ,n+1−i into (6.21) for i = 1, . . . , n yields
X̂dn+1,n+1 =
n
∑
i=1
βdn+1−i ,n,i (
n−i
∑
j=0
θdn+1−i−j ,n−i,j(Xdn+1−i−j ,n+1−i−j − X̂dn+1−i−j ,n+1−i−j)).
Equating the coefficients of the innovations (Xdn+1−i ,n+1−i − X̂dn+1−i,n+1−i) with the innovation
representation (5.3), the identity
X̂dn+1,n+1 =
n
∑
i=1
θdn−i+1,n,i(Xdn+1−i ,n+1−i − X̂dn+1−i ,n+1−i)
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leads by linearity of the operators to (6.23).
(ii) Let
B(dn),n = (βdn,n,1, . . . , βd1,n,n) and Πn = (pi1, . . . , pin), (6.24)
which are both operators from Hn to H defined as follows: let x = (x1, . . . , xn) ∈Hn with xi ∈H
for i = 1, . . . , n. Then B(dn),n x = ∑ni=1 βdn+1−i ,n,ixi ∈H. By definition of the norm in Hn we have
for all x ∈H
∥(B(dn),n −Πn)(x)∥ =
n
∑
i=1
∥(βdn+1−i ,n,i − pii)(x)∥.
We show that this tends to 0 as n → ∞, which immediately gives ∥(βdn+1−i ,n,i − pii)(x)∥ → 0 for
all i ∈ N.
First notice that for x ∈Hn and with P(dn) defined in (6.2), the triangular inequality yields
∥(B(dn),n −Πn)(x)∥ ≤ ∥(B(dn),n −ΠnP(dn))(x)∥ + ∥Πn(IHn − P(dn))(x)∥
=∶ J1(dn, n)(x) + J2(dn, n)(x),
with identity operator IHn on H
n. We find bounds for J1(dn, n)(x) and J2(dn, n)(x). Since uni-
form convergence implies pointwise convergence, we consider the operator norm of J1(dn, n)(x)
J1(dn, n) ∶= ∥B(dn),n −ΠnP(dn)∥L
and show that J1(dn, n)→ 0 as n→∞. From Theorem 2.1.8 in [24] we find
∥B(dn),n −ΠnP(dn)∥2L = ∥(B(dn),n −ΠnP(dn))(B(dn),n −ΠnP(dn))∗∥L. (6.25)
Recall the spectral representation of Γ(dn),n as in (6.3). By the definition of B(dn),n and ΠnP(dn),
note that (B(dn),n−ΠnP(dn))P(dn) = B(dn),n−ΠnP(dn). Extracting the smallest positive eigenvalue
λ
(n)
(dn),kn of Γ(dn),n, we get
∥(B(dn),n −ΠnP(dn))Γ(dn),n(B(dn),n −ΠnP(dn))∗∥L
= ∥(B(dn),n −ΠnP(dn))
kn
∑
j=1
λ
(n)
(dn),j(e
(n)
(dn),j ⊗ e
(n)
(dn),j)(B(dn),n −ΠnP(dn))∗∥L
≥ λ(n)(dn),kn∥(B(dn),n −ΠnP(dn))(B(dn),n −ΠnP(dn))∗∥L. (6.26)
Since Adi ⊆ Adn for all i ≤ n we obtain A(dn) ∶= (Adn ,Adn−1 , . . . ,Ad1) ⊆Adn ∶= (Adn ,Adn , . . . ,Adn)
and, therefore, PdnP(dn) = P(dn). Together with the definition of Γ(dn),n this implies
Γ(dn),n = P(dn)ΓnP(dn) = P(dn)PdnΓnPdnP(dn) = P(dn)Γdn,nP(dn).
Since ⟨x,Γ(dn),nx⟩ = ⟨x,Γdn,nx⟩ for all x ∈Adn , and A(dn) ⊆Adn , we get
λ
(n)
(dn),kn = minx∈A(dn)
⟨x,Γ(dn),nx⟩
∥x∥2 = minx∈A(dn)
⟨x,Γdn,nx⟩
∥x∥2 ≥ minx∈Adn
⟨x,Γdn,nx⟩
∥x∥2 = λ
(n)
dn,dn⋅n
,
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where the first and last equality hold by application of Theorem 4.2.7 in [15]. Furthermore, by
Lemma 6.1, λ
(n)
dn,dn⋅n
≥ 2piαdn . Therefore,
λ
(n)
dn,kn
≥ λ(n)
dn,dn⋅n
≥ 2piαdn . (6.27)
With (6.26) and (6.27), we get
∥B(dn),n −ΠnP(dn)∥2 ≤ 12piαdn ∥(B(dn),n −ΠnP(dn))Γ(dn),n(B(dn),n −ΠnP(dn))
∗∥
L
=∶ J ′1(dn, n).
(6.28)
Furthermore, since ⟨Ax,y⟩ = ⟨x,A∗y⟩ for A ∈ L and x, y ∈H, and by (6.24) and the structure of
Γ(dn),n,
∥(B(dn),n −ΠnP(dn))Γ(dn),n(B(dn),n −ΠnP(dn))∗∥L
≤ ∥E[
n
∑
i=1
(βdn+1−i ,n,i − piiPAdn+1−i )Xdn+1−i ,n+1−i ⊗
n
∑
j=1
(βdn+1−j ,n,j − pijPAdn+1−j )Xdn−j+1 ,n−j+1]∥L.
Now with (2.5) and (6.21) we get
XXXXXXXXXXX
E[
n
∑
i=1
(βdn+1−i ,n,i − piiPAdn+1−i )Xdn+1−i ,n+1−i ⊗
n
∑
j=1
(βdn+1−j ,n,j − pijPAdn+1−j )Xdn−j+1 ,n−j+1]
XXXXXXXXXXXL
= ∥E[(X̂dn+1,n+1 −Xn+1 + εn+1 +∑
i>n
piiXn+1−i +
n
∑
i=1
pii(I −PAdn+1−i )Xn+1−i)
⊗ (X̂dn+1,n+1 −Xn+1 + εn+1 + ∑
j>n
pijXn+1−j +
n
∑
j=1
pij(I −PAdn+1−j )Xn+1−j)]∥L (6.29)
With the trianglular inequality, (6.29) decomposes in the following four terms giving with (6.28):
2piαdn∥B(dn),n −ΠnP(dn)∥2
≤ ∥E[(X̂dn+1,n+1 −Xn+1 + εn+1)⊗ (X̂dn+1,n+1 −Xn+1 + εn+1)]∥L
+ ∥E[(∑
i>n
piiXn+1−i +
n
∑
i=1
pii(I − PAdn+1−i )Xn+1−i)⊗ (∑
j>n
pijXn+1−j +
n
∑
j=1
pij(I −PAdn+1−j )Xn+1−j)]∥L
+ ∥E[(X̂dn+1,n+1 −Xn+1 + εn+1)⊗ (∑
j>n
pijXn+1−j +
n
∑
j=1
pij(I − PAdn+1−j )Xn+1−j)]∥L
+ ∥E[(∑
i>n
piiXn+1−i +
n
∑
i=1
pii(I − PAdn+1−i )Xn+1−i)⊗ (X̂dn+1 ,n+1 −Xn+1 + εn+1)]∥L.
Define
f(n,dn,mn) ∶= ( ∑
j>mn
∥pij∥L + ∑
j>dn−mn
λj).
By Theorem 5.3 the first term is of the order f(n,dn,mn). The second term is of the same
order by the calculations following (6.12). Concerning the remaining two terms, using first that
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∥CX,Y ∥L ≤ E∥X∥∥Y ∥, and then applying the Cauchy-Schwarz inequality gives
∥E[(X̂dn+1,n+1 −Xn+1 + εn+1)⊗ (∑
j>n
pijXn+1−j +
n
∑
j=1
pij(I − PAdn+1−j )Xn+1−j)]∥
2
L
≤ (E∥X̂dn+1,n+1 −Xn+1 + εn+1∥L∥∑j>n
pijXn+1−j +
n
∑
j=1
pij(I − PAdn+1−j )Xn+1−j∥)
2
(6.30)
≤ E∥X̂dn+1,n+1 −Xn+1 + εn+1∥
2
L
E∥∑
j>n
pijXn+1−j +
n
∑
j=1
pij(I −PAdn+1−j )Xn+1−j∥
2
L
.
Both terms are of the order f(n,dn,mn) by Theorem 5.3(i).
Hence, ∥B(dn),n −ΠnP(dn)∥2 is of the order f(n,dn,mn)/αdn , and with the assumption (5.8),
J1(dn, n)2 → 0, n→∞. (6.31)
We now estimate J2(dn, n)(x), which we have to consider pointwise. For every x = (x1, . . . , xn) ∈
Hn with xi ∈H for 1 ≤ i ≤ n and ∥x∥ ≤ 1,
J2(dn, n) = ∥Πn(I − P(dn))(x)∥
= ∥(pi1(IH −PAdn ), pi2(IH − PAdn−1 ), . . . , pin(IH − PAd1 ))(x)∥
=
n
∑
i=1
∥pii(IH − PAdn+1−i )(xi)∥.
Let m ∈ N such that m < n. Then,
n
∑
i=1
∥pii(IH − PAdn+1−i )(xi)∥ =
m
∑
i=1
∥pii(IH −PAdn+1−i )(xi)∥ +
n
∑
i=m+1
∥pii(IH − PAdn+1−i )(xi)∥. (6.32)
Note that IH − PAdn is a projection operator on the orthogonal complement of Adn . Hence for
all n ∈ N, we have ∥IH −PAdn ∥ = 1 (see e.g. Theorem 2.1.9 in [24]). Furthermore, for A,B ∈ L and
x ∈H, ∥ABx∥ ≤ ∥A∥∥B∥∥x∥, and since ∥xi∥ ≤ 1,
n
∑
i=m+1
∥pii(IH − PAdn+1−i )(xi)∥ ≤ ∑
i>m
∥pii∥L. (6.33)
Furthermore, since Adj ⊆ Adi for j ≤ i,
m
∑
i=1
∥pii(IH − PAdn+1−i)(xi)∥ ≤
m
∑
i=1
∥pii∥L∥(IH −PAdn+1−m)(xi)∥. (6.34)
Since ∑∞i=1 ∥pii∥L < ∞, for every δ > 0 there exists some mδ ∈ N, such that ∑i>mδ ∥pii∥L < δ/2.
Hence, with (6.32), (6.33) and (6.34) we estimate
n
∑
i=1
∥pii(IH −PAdn+1−i )(xi)∥ ≤
mδ
∑
i=1
∥pii∥L∥(IH −PAdn+1−mδ )(xi)∥ + δ/2. (6.35)
Furthermore, for the first term of the rhs of (6.35),
mδ
∑
i=1
∥pii∥L∥(IH −PAdn+1−mδ )(xi)∥ ≤ max1≤j≤mδ ∥(IH − PAdn+1−mδ )(xj)∥
mδ
∑
i=1
∥pii∥L.
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Now note that ∥(IH − PAdn+1−mδ )(x)∥ → 0 for n → ∞ for all x ∈ H. Hence, there exists some
nδ ∈ N such that
max
1≤j≤mδ
∥(IH − PAdnδ+1−mδ )(xj)∥
mδ
∑
i=1
∥pii∥L < δ/2.
Hence, J2(dn, n)(x) < δ for all n ≥ nδ and all x ∈H.
Together with (6.31), this proves (ii).
(iii) Similarly to the proof of (ii), we start by defining for every n ∈ N,
B̃(dn),n−j ∶= (βdn,n−j,1, βdn−1 ,n−j,2, . . . , βdj+1 ,n−j,n−j,0H , . . . ,0H), j = 1, . . . , n,
where the last j entries are 0H , the null operator on H. Then B̃(dn),n−j is a bounded linear
operator from Hn to H. Analogously to the beginning of the proof of (ii), we show that ∥B̃(dn),n−
B̃(dn),n−j∥L → 0 for n→∞. With the same calculation as deriving (6.28) from (6.25), we obtain
∥B̃(dn),n − B̃(dn),n−j∥2L ≤
1
2piαdn
∥(B̃(dn),n − B̃(dn),n−j)Γ(dn),n(B̃(dn),n − B̃(dn),n−j)∗∥L
=∶ 1
2piαdn
J̃ ′1(dn, n).
Applying the same steps as when bounding J1(dn, n) in the proof of (ii), and setting βdn+j ,n,m = 0
for m > n, we obtain
J̃ ′1(dn, n) = ∥E[(
n
∑
i=1
(βdn−i+1 ,n,i − βdn−i+1 ,n−j,i)Xdn+1−i ,n+1−i)
⊗ (
n
∑
l=1
(βdn−l+1 ,n,l − βdn−l+1 ,n−j,l)Xdn+1−l ,n+1−l)]∥L
= ∥E[(X̂dn+1,n+1 − X̂dn+1,n+1(n − j)) ⊗ (X̂dn+1,n+1 − X̂dn+1,n+1(n − j))]∥L ,
where X̂dn+1,n+1(k) = ∑kl=1 βdn−l+1,k,lXdn+1−l ,n+1−l is defined as in (6.22). By adding and subtracting
Xdn+1,n+1 + εn+1 and then using the linearity of the scalar product we get
J̃ ′1(K,n) =∥E[((X̂dn+1,n+1 −Xdn+1 ,n+1 − εn+1) − (X̂dn+1,n+1(n − j) −Xdn+1,n+1 − εn+1))
⊗ ((X̂dn+1 ,n+1 −Xdn+1,n+1 − εn+1) − (X̂dn+1 ,n+1(n − j) −Xdn+1,n+1 − εn+1))]∥L
≤ ∥E[(X̂dn+1,n+1 −Xdn+1,n+1 − εn+1)⊗ (X̂dn+1,n+1 −Xdn+1,n+1 − εn+1)]∥L
+ ∥E[(X̂dn+1,n+1(n − j) −Xdn+1,n+1 − εn+1)⊗ (X̂dn+1,n+1(n − j) −Xdn+1,n+1 − εn+1)]∥L
+ ∥E[(X̂dn+1,n+1 −Xdn+1,n+1 − εn+1)⊗ (X̂dn+1,n+1(n − j) −Xdn+1,n+1 − εn+1)]∥L
+ ∥E[(X̂dn+1,n+1(n − j) −Xdn+1,n+1 − εn+1)⊗ (X̂dn+1,n+1 −Xdn+1,n+1 − εn+1)]∥L.
For n → ∞ the first term converges to 0 by Theorem 5.3 (i). For every fixed j ∈ {1, . . . , n} the
second term converges to 0 by exactly the same arguments. Similar arguments as in the proof of
(ii) show that the third and fourth terms also converge to 0. Indeed, applying the Cauchy-Schwarz
inequality, we find as in (6.30),
∥E[(X̂dn+1,n+1 −Xdn+1,n+1 − εn+1)⊗ (X̂dn+1,n+1(n − j) −Xdn+1,n+1 − εn+1)]∥
2
L
≤ E∥X̂dn+1,n+1 −Xdn+1,n+1 − εn+1∥2L E∥X̂dn+1,n+1(n − j) −Xdn+1,n+1 − εn+1∥
2
L.
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Since both these terms tend to 0 for n → ∞, J̃ ′1(dn, n) → 0 for n → ∞, which finishes the proof
of (iii).
(iv) By (6.23)
θdn+1−k ,n,k =
k
∑
l=1
βdn+1−l ,n,lθdn+1−k ,n−l,k−l, k = 1, . . . , n,
and we get θdn,n,1 = βdn,n,1. Hence, for n→∞ and fixed j ∈ N,
∥(θdn,n,1 − θdn,n−j,1)(x)∥ = ∥(βdn,n,1 − βdn,n−j,1)(x)∥ → 0. (6.36)
For some fixed j ∈ N by a shift of (6.23), we obtain
θdn+1−k ,n−j,k =
k
∑
l=1
βdn+1−l ,n−j,lθdn+1−l ,n−j−l,k−l. (6.37)
With (6.37) and then the triangular equality after adding and subtracting βdn+1−l ,n,lθdn+1−l,n−j−l,k−l(x)
for l = 1, . . . , k,
∥(θdn+1−k ,n,k − θdn+1−k ,n−j,k)(x)∥ = ∥(
k
∑
l=1
βdn+1−l ,n,lθdn+1−k ,n−l,k−l − βdn+1−l ,n−j,lθdn+1−l ,n−j−l,k−l)(x)∥
≤ ∥
k
∑
l=1
βdn+1−l ,n,l(θdn+1−k ,n−l,k−l − θdn+1−l,n−j−l,k−l)(x)∥
+ ∥(βdn+1−l ,n,l − βdn+1−l ,n−j,l)θdn+1−l ,n−j−l,k−l(x)∥
By (iii) ∥(βdn+1−l ,n,l − βdn+1−l ,n−j,l)(x)∥ → 0 as n → ∞. Furthermore, if for all l = 1, . . . , i − 1,
∥(θdn+1−l ,n,l − θdn+1−l ,n−j,l(x)∥ → 0, then ∥(θdn+1−i ,n,i − θdn+1−i,n−j,i(x)∥ → 0. The proof then follows
by induction with the initial step given in (6.36).
We are now ready to prove Theorem 5.3(ii).
Proof of Theorem 5.3(ii). Set pi0 ∶= −IH . By (2.5) and the definition of a linear process (2.3)
−εn =
∞
∑
i=0
pii(Xn−i) =
∞
∑
i=0
pii(
∞
∑
j=0
ψjεn−i−j), n ∈ Z.
Setting k = i + j, this can be rewritten as
−εn =
∞
∑
i=0
pii(
∞
∑
j=0
ψjεn−i−j) =
∞
∑
k=0
( ∑
i+j=k
pijψi)εn−k =
∞
∑
k=0
k
∑
j=0
pijψk−jεn−k.
Equating the coefficients we get ∑kj=0 pijψk−j = 0 for k > 0. Since −pi0 = IH , extracting the first
term of the series, ∑kj=1 pijψk−j − IHψk = 0, hence,
k
∑
j=1
pijψk−j = ψk.
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Furthermore, by (6.23) we get for all x ∈H,
∥(θdn+1−i,n,i − ψi)(x)∥ = ∥(
i
∑
j=1
βdn+1−j ,n,jθdn+1−i,n−j,i−j −
i
∑
j=1
pijψi−j)(x)∥
= ∥
i
∑
j=1
(βdn+1−j ,n,j − pij)θdn+1−i ,n−j,i−j(x) −
i
∑
j=1
pij(ψi−j − θdn+1−i,n−j,i−j)(x)∥
≤ ∥
i
∑
j=1
(βdn+1−j ,n,j − pij)θdn+1−i ,n−j,i−j(x)∥ + ∥
i
∑
j=1
pij(ψi−j − θdn+1−i,n,i−j)(x)∥
+ ∥(
i
∑
j=1
pij(θdn+1−i,n,i−j − θdn+1−i,n−j,i−j))(x)∥,
where we have added and subtracted θdn+1−i,n,i−j and applied the triangular inequality for the
last equality. Now, for n → ∞, the last term tends to 0 by Proposition 6.4 (iv). The first term
tends to 0 by Proposition 6.4 (ii). The second term tends to 0 by induction, where the initial
step is clear, since ψ1 = −pi1 and θdn,n,1 = βdn,n,1.
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