Abstract-System identification is a prerequisite for the operation of Active Magnetic Bearings (AMB). An identified model is required for synthesizing high performance model based controllers. However, from a commissioning point of view, certain parameters such as AMB stiffness constants and in the case of a flexible rotor, the flexible mode natural frequency (and damping ratio) of the rotor have to be explicitly identified. In this work, system identification of AMB is approached within the context of commissioning. A procedure for identification is developed and applied to experimental data from a prototype AMB system. A linear state-space model, along with the required parameters, is identified.
I. INTRODUCTION
Active magnetic bearings (AMB) are unstable multipleinput multiple-output (MIMO) systems. Closed loop control is, therefore, a necessity for their operation. Most high performance control systems utilize a plant model for controller synthesis. Therefore, an accurate plant model, obtained through system identification, is a crucial step for successful operation of AMB. A comprehensive account of theory, operation and construction of AMB can be found in [1] . System identification of AMB for commissioning, as opposed to identification in general, has some extra requirements and considerations. For example, identification of stiffness constants of AMB and flexible mode parameters of the rotor (natural frequency and damping ratio) are required for verification and diagnostics purposes. Moreover, the identification process should be as fast as possible, be independent of advanced techniques such as finite element analysis (FEA) and must factor in the possibility of noisy environment. In this paper, an identification procedure which addresses these requirements is presented.
System identification usually requires three things, viz. an input-output data set, a model structure, and finally an identification method [2] . The identification method tries to optimize the free parameters in the model structure to achieve the best fit between the data set and the model. It is the user's responsibility to choose the model structure wisely. If the system can be modeled mathematically, using laws of physics, then such a model could be a good model structure. Identification method could be subspace, Prediction Error Method (PEM) or Instrumental Variable (IV). An extensive treatment of various identification methods can be found in [2] . Principle issues that are relevant for system identification (of AMB) are: choice of time or frequency domain, design of identification experiment, choice of identification method, identification in closed loop (due to unstable plant), choice of model structure, and identifiability of parameters. Identification of AMB systems with rotating rotor has an extra complexity due to gyroscopic effect. However, this will not be considered in this paper.
Literature review indicates that identification in frequency domain is preferred by the AMB research community. PEM is the most common method employed. PEM, for most model structures, boils down to a nonlinear optimization problem. One of the earliest works in frequency domain was done by Gähler et al. [3] , in which they invented a unique method for identifying poles of the transfer function. This method was later used successfully by Lösch [4] and with limited success by Hynynen [5] . All three of them used MIMO adaptation of Sanathanan-Koerner (SK) algorithm [6] to solve the nonlinear optimization. A very recent work which is similar to this approach but based on IV method is presented in [7] by Blom et al., in which the authors claim that, unlike SK, convergence implies a stationary point of cost function. Another way to solve the nonlinear optimization problem is to directly solve it in MATLAB with one of the standard algorithms. This was done by Ahn et al. [8] and Balini et al. [9] . Ahn et al. also explored the application of control-relevant identification for AMB. Identification in time domain is almost exclusively based on subspace methods. Balini et al. used a recent advancement known as predictor based subspace identification (PBSID OPT ), which is specially geared for identification in closed loop. Only Lösch provides an automated procedure for identification (and controller synthesis), but does not identify stiffness constants. Smirnov, in [10] , presents a procedure for commissioning, but does not provide details of the identification method.
II. PROBLEM FORMULATION AMBs are fundamentally nonlinear systems but can be linearized under certain conditions, see Sec. III. A linear model, based on laws of physics, can be developed and used as a model structure in the identification process. Such a model is called an analytical model. For a MIMO system such as AMB, state-space models are the most appropriate. As for parameter identification, the most important ones are the AMB stiffness constants [1] . This is due to the fact that these constants are directly affected by the linearization process. In the case of a flexible rotor, the flexible mode parameters would provide great value in analysis as well as for diagnostics.
The identification problem, which is to be addressed, can be summarized with the following points:
1. A linear state-space model based on the model structure specified by an analytical model is to be identified.
2. The parameters, AMB stiffness constants and also the flexible mode parameters of the rotor, are to be identified.
3. A step by step procedure for identification, which is suitable for commissioning, is required.
4. The scope is limited to levitated system at standstill, or nonrotating rotor (no gyroscopic effect).
III. ANALYTICAL MODEL
A high level block diagram of the whole system is shown in Fig. 1 . The plant consists of the amplifier, the AMB and the rotor. A typical AMB system consists of a single rotor supported by two AMBs at opposite ends, referred to as A and B (Fig. 2) . Further details of physical construction and control of AMB can be found in [1] and [4] . For a nonrotating rotor, the dynamics of motion is completely decoupled for and planes. Each plane can be independently modeled (and identified) as a 2 × 2 MIMO system. In this section a linear analytical model for one plane (for nonrotating rotor) will be developed. This will be used as a model structure for the identification method. The two planes can be identified one after the other. In x-plane, signals , , , and , as defined in Fig. 2 , become two dimensional vectors:
where the subscript A or B refers to AMB A or B.
A. Linearization of AMB
AMBs operating in differential driving mode, although nonlinear in nature, can be linearized at a fixed bias current [1] . The linear current-force relationship can be described by
where , and are the force generated, the rotor displacement and the coil current, respectively [1] , [4] . Parameters and are called displacement stiffness and current stiffness constants (of AMB), respectively, determined at a specific bias current [4] .
B. Amplifier model
The current controller of the amplifier is usually a proportional controller, and the amplifier block in Fig. 1 can be modeled in the following state-space form [5] .
The vector [ ] represents the internal state, which is the same as . The parameters and are the bandwidths of the individual amplifiers, and it can also be defined as = / ( representing A or B), where is the proportional gain of the loop and is the inductance of the coil (of electromagnet A or B) [5] , [10] .
C. Rigid rotor modeling
A subcritical system, one in which the range of operating speed does not cause excitation of flexible eigenfrequencies, can be modeled with a rigid rotor [1] . The AMB-rotor system can be represented in the following state-space form [4] .
The vector = [ ] represents the displacements at the bearing locations. Matrices K s and K i contains the stiffness constants of both AMBs. The parameters 1 , 2 and 3 are functions of physical properties of the rotor such as its mass ( ), transversal moment of inertia ( ), and distances and as defined in Fig. 2 . The matrix transforms the displacements at the bearing locations to displacements at the sensor locations.
The rigid rotor model consists of two rigid modes, each of them a second order system with a real valued pole pair, located symmetrically about the imaginary axis. The positive pole indicates instability. 
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D. Flexible rotor modeling
For applications in which the rotor operates above the critical speed, their flexible eigenfrequencies could be excited, causing instability. A flexible model of the rotor has to be considered in such cases. A model analogous to (4) but with a flexible rotor can be modeled as follows [4] .
Matrices M , D and K represents mass, internal damping and internal stiffness coefficients of the rotor, respectively, in modal coordinates. These are obtained from finite element model (FEM). Similarly, K and K represents the AMB stiffness constants in modal coordinates.
is an appropriate transformation matrix. The size of the nodal displacement vector , and hence all other matrices, depends on the number of nodes in FEM, which is usually limited to a number that is just enough to include the required number of eigenmodes. An overview of FEA for AMB system can be found in [4] .
For each flexible mode added to the model, the order of the system increases by two on top of the rigid model. The choice of the number of flexible modes is dependent upon the operating range and is controlled by the choice of number of nodes in FEM.
E. Full plant model
If the system matrices in (4) or (5) are labelled as , and , those in (3) as , and , and let ̃= [̇], then the full system, to be identified, can be modeled as:
IV. ISSUES IN IDENTIFICATION OF AMB In this section, various issues and challenges pertaining to system identification of AMB are discussed and crucial decisions are taken, within the context of commissioning.
A. Time domain vs. Frequency domain identification
Frequency domain identification continues to be popular with the mechanical engineering community [2] . Frequency domain is the primary choice when dealing with resonant mechanical systems and vibration analysis. The advantages with frequency domain identification methods are the option to enhance signal to noise ratio (SNR) and its data reduction nature. Another advantage is that an excitation signal applied at time = −∞ would guarantee the system to be at steady state, thus enabling the user to discard initial conditions. On the other hand, most time domain methods assume zero initial conditions [11] . For these reasons, frequency domain identification is selected for identifying AMB. Frequency domain identification is done in two steps. First, a nonparametric model (basically the frequency response data), of the open loop plant, is identified. Second, a suitable identification method fits this data to a selected model structure.
B. Closed loop identification
An unstable system, such as AMB, can only be identified in closed loop. A thorough treatment of the subject can be found in [2] and [12] . However, a simple approach is considered in this paper. Consider the situation in Fig. 1 . The signals ( ) and ( ) can be expressed in terms of ( ) and ( ).
where 0 ( ) represents the sensitivity function 0 ( ) = 1/(1 + 0 ( ) ( )), and 0 ( ) and ( ) represents the plant and the controller, respectively. It can be argued that when the excitation signal (for identification) is applied at ( ) , and under conditions of high SNR between ( ) and ( ), 0 ( ) ≈ ( )/ ( ) is a good approximation. In discrete-time frequency response form:
where ( ) and ( ) are discrete Fourier transform (DFT) of ( ) and ( ), respectively [2] . The same approach is used in [4] and [10] . The quantity ̂0 ( ) is also called empirical transfer function estimate (ETFE), and it has desirable properties when the time domain signals ( ) and ( ) are periodic in nature [2] .
C. Excitation signal
Excitation for system under feedback is applied at the reference input (Fig. 1) . The modern approach to excitation for identification is broadband signals, either a multisine, band limited white noise or pseudorandom binary sequence (PRBS) [2] . Traditional methods are based on stepped sine or swept sine signals. Broadband signals are efficient in the sense that a single experiment would contain all the required frequencies. In comparison to this, stepped sine and swept sine excitation process is known to be time consuming, since each frequency is applied one at a time. But this can be mitigated through automation of the entire excitation process. In the case of stepped sine, the frequency is varied in discrete steps across the bandwidth of the system, and it has several advantages over broadband methods. It has high SNR, and amplitudes and frequencies can be arbitrarily chosen. From the discussion for closed loop identification, it is obvious that a high SNR is crucial for obtaining unbiased ETFE. For these reasons, stepped sine excitation is chosen.
D. Model structures
The most important aspect of system identification is the choice of model structures. In the case of AMB, which is a mechanical system, analytical modeling is a great way to finalize a particular model structure, even without testing it out. Mainly because the motivation for such a model structure is very strong from the point of view of physics, and the user would want to enforce such a model structure to the data. Such an approach would ignore unexpected dynamics, and therefore, strict caution is advised here. If the user has sufficient confidence in the analytical model, this a good way forward. In this paper, such an approach is adopted, and the model structures developed in Sec. III will be used.
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E. Identification methods
Frequency domain identification has two parts, namely: nonparametric and parametric identification. A basic method based on ETFE has been chosen for nonparametric identification. The output of the nonparametric step is the frequency response data (or Bode plot) of the open loop (unstable) plant. This constitutes the data set for the frequency domain parametric identification step. The primary method for frequency (or time) domain parametric identification is PEM [2] . However, for MIMO state-space model structures, subspace methods are convenient and widely used. The System identification toolbox (IDENT) in MATLAB supports PEM and subspace methods in frequency domain, and therefore, these may be used. The basic principles of PEM and subspace methods can be found in [2] . Subspace method can at best identify models in canonical forms, but PEM has no such limitations. PEM supports identification of models in any arbitrary form but requires an initial model. It has to be noted that IDENT allows identification of only output-error model structure (no noise model) in the frequency domain [13] .
F. Separate identification of amplifier model
The plant consists of the current controlled power amplifier. Experience has shown that a separate identification procedure would produce better results [4] . The cost to pay is measurement of the signal i along with r, u and y. The result of this step is identification of the model in (3).
V. IDENTIFICATION OF AMB: A PROCEDURE
In this section the sequence of steps required for identification of AMB system, together with their motivations and implementation details, is presented.
A. Step 1: Identification experiment
The first step in an identification procedure is to design and perform a data generating experiment. The output of this step is the nonparametric model or the frequency response data. The system is excited after the rotor has been levitated. In stepped sine excitation, each of the reference inputs, , of the MIMO system, is subjected to the full range of frequencies, one at a time, while recording the signals u, i and y. The frequency grid could be linearly or logarithmically spaced, but the latter is preferred. The amplitudes of the various frequencies are chosen such that the rotor displacement remains within the linear region and also to compensate for the attenuation caused by the amplifier roll-off. The frequency range should cover all the relevant eigenfrequencies of the rotor and also the amplifier bandwidth. The whole process should be automated.
The nonparametric model for a SISO system is obtained by ETFE, ̂( ) = ( )/ ( ) , where ( ) and ( ) are DFT of output and input, respectively, at frequency point . For MIMO systems ETFE is defined as:
where the subscript corresponds to the input/output, and the superscript corresponds to different experiments. For example, ( ) ( ) means the DFT of input in experiment A. While considering the -plane of AMB, the system has two inputs ( , ) and two outputs ( , ) (2 × 2 MIMO). In such cases a minimum of two experiments are required. Excitation applied to / , reference signal at side A/B, constitutes experiment A/B. After obtaining DFT of or , only one frequency component is considered, the one which is used for excitation. This further isolates the model from noise. In both cases the array ̂ is the required nonparametric model.
B. Step 2: Identification of amplifier model
The amplifier model is represented by (3). The two decoupled states in (3) represent the two (independent) amplifiers, one at side A and the other at side B. These modes can be identified independently by considering them as two SISO systems. First the nonparametric model is obtained as ̂( ) = ( )/ ( ) , where ( ) and ( ) are output and input of the amplifier block, respectively. The model structure, for each amplifier, is setup as a state-space model of order one. Next, PEM method is used as the identification method. PEM, like all iterative optimization methods, requires nominal values for the parameter vector. In IDENT, these nominal values are obtained from a preliminary subspace identification, which is configured to output a model in modal canonical form.
C. Step 3: Identification of rigid model and AMB stiffness constants
In this step identification of a rigid model of the system is attempted. Letting subspace method identify the model would be risky since it may identify various spurious modes in place of the actual rigid modes. Under such circumstances imposition of an analytical model structure to the frequency response data is desirable. The rigid version of the model structure in (6) can be fitted to the rigid region of the frequency response data of the full plant. The rigid region is obtained by removing all resonance peaks in the data. Identification of a model in noncanonical form, such as (6) , is supported in MATLAB with PEM based grey-box identification. PEM is an optimization method which requires an initial model. The rigid version of (6) is readily available and can be used. The primary reason for this step to focus only on the rigid model is because the flexible version of (6) can only be obtained through FEA.
Grey-box identification also provides the opportunity to identify individual parameters in the model. The stiffness constants , , and , are identified in this step. A key concept which arises in this situation is parameter identifiability. Let a parameterized state-space model be represented by ( ), where is the parameter vector. The model structure ( ) is globally identifiable at * if the equivalence ( ) ≡ ( * ) implies = * . This concept is called structural identifiability. Parameter identification is meaningful only under the condition of structural identifiability. A straightforward approach for proving identifiability is similarity transformation approach [14] . It is trivial to show that, by similarity transformation approach, the parameter set { , , , } is globally identifiable for the model structure (with rigid rotor) in (6) .
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D. Step 4: Identification of flexible modes and rotor parameters
With the rigid modes of the system identified, what remain are the flexible modes. Since flexible modes of the rotor structure are expected to be highly resonant (prominent features in the nonparametric model), there is little risk for the preliminary subspace method to identify spurious modes. Therefore, PEM is used to fit the flexible region (resonance peaks) of the nonparametric model to a state-space model in modal form.
The resulting system matrix would contain one pair of complex conjugate poles, − ± , for each flexible mode present in the data, along its main diagonal. The flexible rotor parameters, the undamped natural frequency ( ) and the damping ratio ( ), are obtained from the complex conjugate pole which consists of damped natural frequency ( ) and attenuation ( ) using the well-known equation:
E.
Step 5: Combine the rigid and flexible modes In this step the rigid model obtained in Step 3 is diagonalized and then combined to the flexible model obtained in Step 4, which is already in modal form. This combination is just a matter of stacking the state-space matrices together since, in modal form, all modes (rigid or flexible) are decoupled from each other. Thus the complete plant model, in state-space form, is obtained in this step.
In modal canonical form, the eigenvalues (poles) of the system appear in the main diagonal of the system matrix. For example, for a system with one flexible mode for the rotor, it would look like: 
 , : amplifier bandwidths of AMB A, B.  , : attenuation and damped natural frequency of the flexible mode.  ω r1 , ω r2 : corner frequencies of the two rigid modes. The system matrix in (11) is the diagonalized version of the one in (6).
VI. EXPERIMENTAL RESULTS

A. System description
The design of the experimental system closely resembles that of Fig. 1 . The controller is a dSpace based system. For measurement of rotor position, eddy-current sensors are used. Table I lists the physical parameters of the system, which were used for the experiment. Their definitions can be found in Sec. III and Fig. 2 . A flexible rotor model with two flexible modes was considered. The rotor was levitated using a decentralized PID controller. An automated stepped sine experiment was conducted exactly as discussed in the Sec. V. A frequency range of 10 to 3000 Hz was covered. The signals were sampled at a rate of 100 for a time window of about 1 second. Signals were recorded only after the system reached steady state. Then, an integer number of periods of input-output signals were recorded. 
B. Identification of amplifier model
The two amplifiers were identified separately as two independent SISO systems. A frequency response covering a range of 10 to 3000 Hz was used. Identification was done with PEM, in modal canonical form. IDENT reported a fit of 32% for both the amplifiers. A comparison between the identified and nonparametric models revealed that the amplifier was actually a second order system, and hence the poor fit. Therefore, the model order was updated to second order and the identification was repeated. This time a fit of 60% for both the amplifiers was achieved. The new model was selected and used to form the analytical model for subsequent steps. This increased the number of state variables by two in the updated models, but otherwise had no impact on the procedure.
C. Identification of full system model
Grey-box identification of the rigid body model was done in Step 3. For this step the nonparametric model was adjusted to exclude all flexible modes. Then, the parameterized rigid version of the model structure in (6) was setup in IDENT and known/nominal values of various parameters were used as the initial parameter vector. IDENT provides several search algorithms for the iterative PEM (optimization) method. The default algorithm, Gauss-Newton was selected. In this step a rigid rotor model and also the AMB stiffness constants were successfully identified.
In
Step 4, the flexible modes of the system were identified. PEM method, preceded by a subspace stage, was used. Since the rotor model had two flexible modes, the frequency response data consisted of only two resonant peaks in the nonparametric model. A fourth order state-space model structure, in model form, was selected. The flexible modes were successfully identified. The full system model was obtained by combining the two models identified in steps 3 and 4. ] %. Residual analysis using IDENT showed that the estimated power spectrum of the residuals and the transfer function from the input to the residuals, are within 99% confidence interval. Here confidence interval corresponds to the range of residual values with a specific probability of being statistically insignificant for the system [13] . In addition to this, the confidence interval (99%) of the frequency response was observed to be quite low. These facts indicate good quality of identification.
D. Identification of parameters
The stiffness constants and the rotor parameters were already identified in steps 3 and 4, respectively. Their identified values, along with their nominal values, standard deviations and errors with respect to nominal values, are listed in Table II . Large deviations from nominal values were observed in the case of the stiffness constants. This is not surprising since these parameters usually contain linearization errors. The natural frequencies matched well to the peaks in the nonparametric model. The low value of damping ratio indicates lightly damped rotor structure.
VII. CONCLUSION
A procedure for identifying a linear state-space model (output-error) of a flexible rotor AMB (nonrotating), together with certain system parameters, has been developed. Frequency domain approach was preferred over time domain for noise reduction advantages. A stepped sine experiment, though a bit archaic, was chosen for its high SNR. The rigid and flexible modes of the system were identified separately and then combined. Identification of the amplifier required model updating. PEM method produced reasonably good quality estimations. Large errors, probably due to linearization, were discovered for the nominal values of AMB stiffness constants. Finally, the procedure is chosen to be independent of finite element analysis. Thus, the procedure meets the requirements of commissioning. 
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