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CONTINUITY PROPERTIES OF THE SEMI-GROUP AND ITS
INTEGRAL KERNEL IN NON-RELATIVISTIC QED
O. MATTE
Abstract. Employing recent results on stochastic differential equations asso-
ciated with the standard model of non-relativistic quantum electrodynamics by
B. Gu¨neysu, J.S. Møller, and the present author, we study the continuity of the
corresponding semi-group between weighted vector-valued Lp-spaces, continu-
ity properties of elements in the range of the semi-group, and the pointwise
continuity of an operator-valued semi-group kernel. We further discuss the
continuous dependence of the semi-group and its integral kernel on model pa-
rameters. All these results are obtained for Kato decomposable electrostatic
potentials and the actual assumptions on the model are general enough to
cover the Nelson model as well. As a corollary we obtain some new pointwise
exponential decay and continuity results on elements of low-energetic spectral
subspaces of atoms or molecules that also take spin into account. In a simpler
situation where spin is neglected we explain how to verify the joint continuity
of positive ground state eigenvectors with respect to spatial coordinates and
model parameters. There are no smallness assumptions imposed on any model
parameter.
Contents
1. Introduction 1
2. Definitions, assumptions, and earlier results 4
3. Chapman-Kolmogoroff equation and semi-group properties 16
4. Weighted estimates on the stochastic flow 20
5. Weighted Lp-estimates and continuity in the potential 37
6. Continuity in the coupling functions 42
7. Strong continuity in the time parameter 44
8. Equicontinuity in the image of the semi-group 46
9. Continuity of the integral kernel 50
10. Positivity improvement by the semi-group kernel in the scalar case 54
11. Continuity properties of ground states in the scalar case 56
Appendix A. Multiple commutator estimates 65
References 75
1. Introduction
In this article we extend some well-known results on Schro¨dinger semi-groups to the
case where the quantum mechanical matter particles modeled by the non-relativistic
Schro¨dinger operator are coupled to relativistic quantized radiation fields. The
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prime example for such a situation is the standard model of non-relativistic quan-
tum electrodynamics (QED), describing the interaction of a fixed number of non-
relativistic electrons with the second quantized photon field; here a quantized vector
potential is introduced in the Hamiltonian via minimal coupling. Another example
is Nelson’s model for the interaction of nucleons with a quantized, linearly coupled
meson field.
In these cases the corresponding Feynman-Kac (FK) formula for the semi-group
is given by a vector-valued expectation, where the target Hilbert space, call it Hˆ ,
is given by the tensor product of a finite-dimensional space accounting for spin
degrees of freedom (if any) with the infinite-dimensional state space of the quan-
tized radiation field (bosonic Fock space). In comparison to the usual Schro¨dinger
operator, the FK integrand involves an additional process, attaining values in the
set of bounded operators on Hˆ , which is defined by means of certain Hˆ -valued
semi-martingales solving a stochastic differential equation (SDE) associated with
the model. While FK representations have been available in non-relativistic QED
for quite some time [17, 22, 25], the latter SDE has been derived and investigated
only recently in our earlier work together with B. Gu¨neysu and J.S. Møller [12].
(Our article [12] also provides a new version of the FK formula with spin, which
will be employed in our examples; compare Rem. 2.18 below.)
The additional operator-valued process in the FK integrand is – roughly speak-
ing – a perturbation of the semi-group associated with the radiation field energy
operator, and it therefore has a regularizing effect on the position coordinates of
the bosons that constitute the quantized radiation field. Taking these new reg-
ularizing effects into account, in addition to the familiar regularity properties of
Schro¨dinger semi-groups, poses a new mathematical problem. To discuss these ef-
fects we employ our SDE and derive some Burkholder-Davis-Gundy (BDG) type
estimates involving unbounded weight functions of the radiation field energy. As
a result we obtain, for instance, the following canonical regularity result: To start
with it turns out that – as usual – elements, Ψ, in the range of the semi-group at
strictly positive times are represented by continuous functions of the position of
the matter particles (electrons, nucleons), in our case attaining values in Hˆ . For
a fixed position, x ∈ Rν , of the matter particles we therefore obtain a well-defined
element of Ψ(x) ∈ Hˆ . By means of the BDK type estimates we can show that
the n-boson functions constituting Ψ(x) belong to Sobolev spaces of some order
α > 1, provided that the coefficient functions in the SDE that couple the matter
and radiation degrees of freedom belong to a Sobolev space (with respect to the
bosonic position variable) of the same order. If the coefficient functions depend
continuously on x as elements of that Sobolev space, then so does Ψ(x). If the
coefficient functions are continuous functions of x as elements of Sobolev spaces of
arbitrary high orders, then the Sobolev embedding theorem implies that elements in
the range of the semi-group are given by sequences (indexed by the boson number)
of complex-valued functions that are jointly continuous in the position variables
of the matter particles and the bosons, together with all derivatives with respect
to any boson positions. All this holds true for Kato decomposable electrostatic
potentials.
To show that the regularity of Ψ(x) is not worse than the one of the coefficients,
sufficiently good bounds on multiple commutators of creation and annihilation op-
erators with functions of the radiation field energy are required in the derivation of
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the BDG type estimates. Obtaining such commutator bounds with sufficiently good
right hand sides turns out to be non-trivial. Hence we study them systematically
in the appendix, which might also be useful elsewhere.
Of course, the analysis of the usual Schro¨dinger semi-groups by means of FK
formulas is by now a well-known subject, which has been extensively studied by
many authors in the past decades. One standard reference, most of the time treating
Kato decomposable electrostatic potentials and neglecting magnetic fields, is [33];
see, e.g., also Ch. I.1 of [36] for a short introduction. In the presence of singular,
classical magnetic fields, various continuity properties of the semi-group and its
integral kernel are studied in [3]. Parts of the analysis in [3] are pushed forward to
a matrix-valued case in [11]. The present article is mainly motivated by the work
quoted so far; for more information on the literature on Schro¨dinger semi-groups
we refer to the remarks and reference lists in [3, 33, 36].
In the following we shall describe some more results obtained in this article and
explain its organization.
In Sect. 2 we fix our notation and standing assumptions and survey some earlier
results. In Sect. 3 we verify that our Feynman-Kac operators define a self-adjoint
semi-group between Hˆ -valued Lp-spaces; we also verify the Chapman-Kolmogoroff
equations for an operator-valued integral kernel of the semi-group. The BDG type
estimates mentioned above are established in Sect. 4 employing the commutator
bounds of App. A. The results of Sect. 4 will also play an important role in a
forthcoming analysis of a Bismut-Elworthy-Li type formula in non-relativistic QED
[26].
After that we start analyzing continuity properties of the semi-group: Sect. 5 is
devoted to weighted operator norm bounds on the semi-group between Hˆ -valued
Lp-spaces. At the same time, we shall study the continuous dependence of the semi-
group on the electrostatic potential, which is always assumed to be Kato decom-
posable. The continuous dependence in weighted Lp-to-Lq-norms of the semi-group
on the choice of the coupling functions, that determine the interaction between the
matter particles and the radiation field, is discussed in Sect. 6. After that we
study the strong continuity with respect to the time parameter of the semi-group
in Sect. 7. In Sect. 8 we show that, at strictly positive times, the semi-group maps
bounded sets in Lp into equicontinuous sets of functions from Rν to Hˆ . The results
of Sects. 5–8 will imply the regularity results discussed above; cf. Ex. 8.3. With
our crucial BDG type estimates at hand, we may proceed along the lines of the
usual Schro¨dinger semi-group theory in the proofs in these sections.
As an application we mention a simple argument proving the pointwise expo-
nential decay of the partial Fock-space norms of elements of low-lying spectral sub-
spaces of atomic or molecular Hamiltonians in non-relativistic QED; see Ex. 8.3.
This complements earlier pointwise decay results [16, 25] in several aspects: it ap-
plies to several electrons, it takes spin into account, the bound on the exponential
decay rate is the natural one given in terms of the ionization energy, and it is not
restricted to eigenvectors. In fact, corresponding L2-exponential localization re-
sults already exist [9] and all we have to do is to apply our weighted operator norm
bounds to go from L2 to L∞.
The results of Sects. 3–8 will all be necessary in Sect. 9 to prove the (joint)
continuity on (0,∞) × Rν × Rν of the operator-valued integral kernel of the semi-
group with respect to some weighted operator norm. The fact that we study the
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operator norm continuity of the kernel also causes some new technical problems
that do not show up in the usual Schro¨dinger semi-group theory. We shall also
discuss the dependence on model parameters of the semi-group kernel.
The continuity results on the semi-group kernel will be complemented in Sect. 10.
There it is shown that, if no spin degrees of freedom are present, the integral
kernel (at arbitrary fixed (t,x,y), t > 0) is positivity improving with respect to a
suitable positive cone in the Fock space. The well-known positivity improvement
by the corresponding semi-group [19] is an immediate corollary of this result. The
relatively simple proof given in this section is based on a novel factorization of the
FK integrand found in [12] and traditional ideas associated with Perron-Frobenius
type arguments in mathematical quantum field theory; see, e.g., [7, 34].
Sect. 10 also provides a link to the final Sect. 11 where, again in the absence of any
spin degrees of freedom, the joint continuity of positive ground state eigenvectors
with respect to spatial coordinates and model parameters is discussed. In fact,
what remains to prove in this section is only the continuous dependence on the
model parameters in the Hilbert space norm. Since the ground state eigenvalues
are typically embedded in the continuous spectrum this is, however, still a non-
trivial task. We shall show that a certain compactness argument used to prove
the existence of ground states in [10] can be adapted in such a way that is reveals
their continuous dependence on model parameters. In fact, we shall present a
simplified version of the compactness argument that works for a larger class of
coupling functions and does not require the photon derivative bound used in [10].
This last section is rather sketchy at some points; we shall only work out the new
observations that we would like to communicate.
General notation. D(T ) (resp. Q(T )) denotes the domain (resp. form domain) of
a suitable linear operator T . If X and Y are normed vector spaces, then B(X ,Y )
denotes the set of bounded operators from X to Y and B(X ) := B(X ,X ). If
v = (v1, . . . , vℓ) is a vector of elements vj of a fixed normed vector space, then
we abbreviate ‖v‖2 := ‖v1‖2 + · · · + ‖vℓ‖2. If η is a measure on the σ-algebra
C, then η⊗n is the corresponding n-fold product measure on the n-fold product
σ-algebra C⊗n . We set a∧ b := min{a, b} and a∨ b := max{a, b}, for a, b ∈ R. If not
specified otherwise, then the symbols ca,b,... , c
′
a,b,... , . . . denote positive constants
that depend only on the quantities a, b, . . . (if any) and whose values might change
from one equation array to another.
2. Definitions, assumptions, and earlier results
This preliminary section is split into six subsections. In the first one, we recall the
definition of the bosonic Fock space, which is the state space of the quantized radia-
tion field, as well as the definitions of certain operators acting in it. In Subsect. 2.2
we introduce the full Hilbert space and vector-valued Lp-spaces. The Hamiltonian
determining the models covered by our results is introduced, for vanishing electro-
static potentials to start with, in Subsect. 2.3. In particular, a standing hypothesis
on the terms in the Hamiltonian that couple the matter particles to the radiation
field is introduced in that subsection. In Subsect. 2.4 we fix our notation for proba-
bilistic objects and recall some results of [12] on SDE’s associated with the models
under consideration. In this article we shall only treat Kato decomposable elec-
trostatic potentials. Their definition and some of their well-known properties are
recalled in Subsect. 2.5. Finally, in Subsect. 2.6, the main objects of our present
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study, certain FK operators, are defined and a FK formula of [12] is recalled in
the special case of Kato decomposable potentials. In this article, the FK formula
of Thm. 2.17 below will actually only be used in Ex. 8.3 and in Sect. 11, where
applications to non-relativistic QED are discussed. (The definition of the standard
model of non-relativistic QED is recalled in Ex. 2.2 and Ex. 2.15.) All other results
are statements on the FK operators introduced in Def. 2.16 that rely on the analysis
of our SDE in [12], but not on the FK formula.
2.1. Bosonic Fock space. Let (M,A, µ) be a σ-finite measure space. To ensure
separability of the corresponding L2-space,
h := L2(M,A, µ),(2.1)
we assume that A is generated by some countable semi-ring H such that µ↾H is
σ-finite. The corresponding bosonic Fock space is denoted by
F := C⊕
∞⊕
n=1
F (n) ∋ ψ = (ψ(0), ψ(1), . . . , ψ(n), . . . ).
Hence, F (1) := h and F (n) ⊂ L2(Mn,A⊗n , µ⊗n) is the closed subspace of all
functions ψ(n) which are symmetric under permutations of their arguments,
ψ(n)(k1, . . . , kn) = ψ
(n)(kπ(1), . . . , kπ(n)), µ
⊗n -a.e.,
for every permutation π of {1, . . . , n}. The symbols a†(f) and a(f) denote the usual
creation and annihilation operators of a boson f ∈ h. We recall the convenient
notation
(a(k)ψ)(n)(k1, . . . , kn) = (n+ 1)
1/2ψ(n+1)(k1, . . . , kn, k), µ
⊗n+1-a.e.,(2.2)
for every n ∈ N and ψ ∈ F , and (a(k)ψ)(0) := ψ(1)(k). Then
(a(f)ψ)(n) :=
∫
f(k) (a(k)ψ)(n)dµ(k), n ∈ N0, ψ ∈ D(a(f)),(2.3)
and a†(f) := a(f)∗, where D(a(f)) is the set of all ψ ∈ F for which the right hand
side of (2.3) defines an element of F . Let Ffin denote the subspace of all elements
(ψ(n))∞n=0 ∈ F such that ψ
(n) 6= 0 holds for only finitely many n. Then we have
the following canonical commutation relations on (e.g.) Ffin,
[a(f), a(g)] = [a†(f), a†(g)] = 0 , [a(f), a†(g)] = 〈f |g〉1 , f, g ∈ h.(2.4)
The field operators given by
(2.5) ϕ(f) := a†(f) + a(f), f ∈ h,
are essentially self-adjoint, and we denote their unique self-adjoint extensions again
by ϕ(f). Given a vector of boson wave functions, f = (f1, . . . , fν), we set ϕ(f ) :=
(ϕ(f1), . . . , ϕ(fν)) and we shall employ an analogous convention for the creation
and annihilation operators.
If κ is a real-valued measurable function on M and n ∈ N, then dΓ(n)(κ)
denotes the maximal operator of multiplication with the function (k1, . . . , kn) 7→∑n
ℓ=1 κ(kℓ) in F
(n). We also set dΓ(0)(κ) := 0 and recall that the differential
second quantization of κ is the self-adjoint operator in F given by the direct sum
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dΓ(κ) := ⊕∞n=0dΓ(κ). If κ > 0 a.e. and f ∈ D(κ
−1/2), then the Cauchy-Schwarz
inequality and (2.4) imply the basic relative bounds
‖a(f)ψ‖ 6 ‖κ−
1/2f‖ ‖dΓ(κ)
1/2ψ‖,(2.6)
‖a†(f)ψ‖2 6 ‖κ−
1/2f‖2‖dΓ(κ)
1/2ψ‖2 + ‖f‖2‖ψ‖2,(2.7)
for all ψ ∈ Q(dΓ(κ)). As a direct consequence we obtain
dΓ(κ) + ϕ(f) > −‖κ−
1/2f‖2 on Q(dΓ(κ)).(2.8)
If ψ ∈ D(dΓ(κ)), then we also have the bound
‖ϕ(f)2ψ‖ 6 6‖(1 + κ−1)
1/2f‖2‖(1 + dΓ(ω))ψ‖.(2.9)
2.2. Full Hilbert space and weighted, vector-valued Lp-spaces. Next, we
add (generalized) spin degrees of freedom to our model by tensoring the Fock space
with CL, for some L ∈ N. We call
Hˆ := CL ⊗F(2.10)
the fiber Hilbert space. The full Hilbert space for non-relativistic quantum mechan-
ical particles with a total number of L “spin” degrees of freedom and interacting
with a quantized bosonic field is then given by
H := L2(Rν , Hˆ ) =
∫ ⊕
Rν
Hˆ dx, for some ν ∈ N \ {1}.(2.11)
In our mathematical analysis of semi-groups we shall, however, most of the time
work in the more general spaces Lp(Rν , Hˆ ; epFdx), p ∈ [1,∞], where the density
epF with respect to the Borel-Lebesgue measure dx is given by some globally Lip-
schitz continuous function F : Rν → R. The norm on Lp(Rν , Hˆ ) = Lp(Rν , Hˆ ; dx)
is denoted by ‖ · ‖p, for p ∈ [1,∞], so that ‖ · ‖2 = ‖ · ‖H . The operator norm on
B
(
Lp(Rν , Hˆ ), Lq(Rν , Hˆ )
)
is denoted by ‖ · ‖p,q. We shall use the same symbols
for norms on scalar Lp-spaces as well, which should not cause any confusion.
Of course, a linear operator T : Lp(Rν , Hˆ ; epFdx) → Lq(Rν , Hˆ ; eqFdx) is
bounded, if and only if eFTe−F ∈ B
(
Lp(Rν , Hˆ ), Lq(Rν , Hˆ )
)
, and in the affir-
mative case
‖T ‖B(Lp(Rν ,Hˆ ;epF dx),Lq(Rν ,Hˆ ;eqF dx)) = ‖e
FTe−F‖p,q.
2.3. Interaction terms and free Hamiltonian. The intercation of the non-
relativistic quantum mechanical particles with the radiation field is determined by
S ∈ N Hermitian matrices σ1, . . . , σS ∈ B(CL) and two vectors of boson wave func-
tions, Gx = (G1,x, . . . , Gν,x) ∈ hν and F x = (F1,x, . . . , FS,x) ∈ hS , parametrized
by x ∈ Rν . Most of the time we regard the matrices as operators on Hˆ by identify-
ing σj ≡ σj ⊗1. We shall write σ ·v = σ1v1+ · · ·+σSvS , if v = (v1, . . . , vS) is any
vector of numbers, functions, or suitable operators. To state our precise standing
assumptions on G and F , we first recall that a conjugation C on a Hilbert space
is an anti-linear isometry with C2 = 1.
Hypothesis 2.1. ω : M → [0,∞) is µ-a.e. strictly positive. The map Rν ×M ∋
(x, k) 7→ (Gx,F x)(k) ∈ Cν+S is measurable, x 7→ Gx belongs to C2(Rν , hν), and
x 7→ F x ∈ hS is globally Lipschitz continuous on Rν . All components of Gx, F x,
and ∂xℓGx belong to
k := L2
(
M,A, (ω−1 + ω2)µ
)
.
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and the map
R
ν ∋ x 7−→ (Gx, ∂x1Gx, . . . , ∂xνGx,F x) ∈ k
ν(ν+1)+S
is bounded and continuous. Furthermore, there is a conjugation C : h → h, such
that, for all t > 0, x ∈ Rν , ℓ = {1, . . . , ν}, and j ∈ {1, . . . , S},
[C, e−tω] = 0, CGℓ,x = Gℓ,x, CFj,x = Fj,x.
The previous hypothesis will be tacitly assumed throughout the whole paper. Ex-
plicitly, we shall only mention certain additional assumptions on G and F , which
are occasionally used to derive some of our results. To this end it is convenient to
introduce a coefficient vector c by setting
(2.12) qx := divxGx, cx := (Gx, qx,σ · F x) ∈ h
ν+1+L2 , x ∈ Rν .
Furthermore, we abbreviate
✵(x) := ‖M(x)‖2B(CL), where M(x) :=
(
‖ω−
1/2(σ · F x)ij‖
)L
i,j=1
.(2.13)
The interaction terms appearing in the free Hamiltonian defined below are now
given by
ϕ(G) :=
∫ ⊕
Rν
1CL ⊗ ϕ(Gx) dx, σ · ϕ(F ) :=
S∑
j=1
∫ ⊕
Rν
σj ⊗ ϕ(Fj,x) dx,(2.14)
ϕ(q) :=
∫ ⊕
Rν
1CL ⊗ ϕ(qx) dx.(2.15)
These direct integrals of self-adjoint operators are well-defined, since Rν ∋ x 7→
eiϕ(cj,x)ψ ∈ Hˆ is measurable, for all ψ ∈ Hˆ , if cj denotes any component of c.
Example 2.2. To cover the standard model of non-relativistic QED for N ∈ N
electrons we choose ν = 3N and write x = (x1, . . . ,xN ) ∈ (R3)N instead of x.
Moreover, we chooseM = R3 × {0, 1}, equipped with the product of the Lebesgue
and counting measures, and set ω(k, λ) := |k|, (k, λ) ∈ R3 × {0, 1}. The coupling
function G is given by
Gχ,Nx (k, λ) :=
(
Gχx1(k, λ), . . . ,G
χ
xN
(k, λ)
)
∈ (C3)N ,
and
Gχx(k, λ) := (2π)
−3/2(2ω(k, λ))−
1/2χ(k)e−ik·xε(k, λ), x ∈ R3,
where the ultra-violet cut-off function χ : R3 → [0,∞) is always assumed to be even,
χ(k) = χ(−k), k ∈ R3, with ω2χ ∈ L2(R3×{0, 1}). In the above formulas we chose
the Coulomb gauge, i.e., qx = 0, and by applying a suitable unitary transformation,
if necessary, we may assume that the polarization vectors are given as
ε(k, 0) = |e× k|−1e× k, ε(k, 1) = |k|−1k × ε(k, 0), a.e. k,
for some e ∈ R3 with |e| = 1. Several more explicit choices for χ are common
in the literature. Often a sharp ultra-violet cutoff is chosen, in which case χ is
proportional to the characteristic function of some ball about the origin in R3.
Sometimes it is, however, favorable for technical reasons if χ is some Schwartz
function, e.g., a Gaussian.
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In many papers devoted to the mathematical analysis of non-relativistic QED,
spin is neglected. In this situation we set L = 1 and F = 0. To include spin, we
choose L = 2N , so that CL = (C2)⊗N , S = 3N , and
σ3ℓ+j := 1
⊗ℓ
C2
⊗ σj ⊗ 1
⊗N−ℓ−1
C2
, ℓ = 0, . . . , N − 1, j = 1, 2, 3,
with the 2×2 Pauli spin-matrices σ1, σ2, and σ3, as well as
F χ,Nx (k, λ) :=
(
F χx1(k, λ), . . . ,F
χ
xN
(k, λ)
)
∈ (C3)N , F χx(k, λ) := −
i
2k×G
χ
x(k, λ).
A suitable conjugation is given by (Cf)(k, λ) := (−1)1+λf(−k, λ), a.e. k ∈ R3
and λ ∈ {0, 1}. Obviously, if χ is rapidly decaying (resp. a Gaussian), then the
corresponding coefficient vector cχ,Nx = (G
χ
x, 0,F
χ,N
x ) satisfies
(2.16) sup
x
‖ωαcχ,Nx ‖h <∞
(
resp. sup
x
‖eδωcχ,Nx ‖h <∞
)
for all α > 0 (resp. δ > 0). When relevant, additional conditions of this type will
be imposed on the coefficient vector c in the statements of our results.
We are now in a position to introduce the Hamiltonian determining the free
particle-radiation field system, i.e., we first consider the case of vanishing electro-
static potentials. For short, we will denote operators of the type 1CL ⊗ A and
constant direct integrals of the type
∫
Rν
1CL ⊗ Adx simply by A in what follows.
This should not cause any confusion if the underlying Hilbert space is specified.
Definition 2.3. We define the free Hamiltonian acting in the Hilbert space H by
H0 := 12 (−i∇x − ϕ(G))
2 − σ · ϕ(F ) + dΓ(ω), D(H0) := D(∆) ∩ D(dΓ(ω)).
For every fixed x ∈ Rν , we further define an operator acting in Hˆ by
Ĥ(x) := 12ϕ(Gx)
2 − i2ϕ(qx)− σ · ϕ(F x) + dΓ(ω), D(Ĥ(x)) := D(dΓ(ω)).
The Hˆ -valued second order Sobolev space D(∆) and the nabla operators acting
on Hˆ -valued Sobolev functions appearing in Def. 2.3 are defined by means of a Hˆ -
valued Fourier transform. These objects are introduced in complete analogy to the
scalar case upon replacing the Lebesgue integral by a Bochner-Lebesgue integral in
the formula for the Fourier transform of an element of L1 ∩ L2.
It is known [14, 18, 20] that H0 is well-defined and self-adjoint. In view of (2.8),
H0 is bounded from below. It is essentially well-known and not difficult to prove
(see, e.g., [12, App. A]) that Ĥ(x) is closed, and self-adjoint if qx = 0. On account
of (2.6), (2.7), (2.9), and Hyp. 2.1, there is a universal constant c > 0 such that
sup
x∈Rν
‖Ĥ(x)(1 + dΓ(ω))−1‖ 6 c
(
1 + sup
x∈Rν
‖cx‖
2
h
)
<∞.(2.17)
2.4. Associated SDE’s. Before we continue with our discussion of the Hamilto-
nians in the presence of exterior potentials we shall introduce some probabilistic
objects in the present subsection. In particular, we shall recall some results of [12]
on a certain SDE involving Ĥ(x). For basic definitions and results from stochastic
analysis we refer to [6, 13, 28, 29].
Let I be a closed interval with inf I = 0 and B = (Ω,F, (Ft)t∈I ,P) some stochastic
basis (i.e. a filtered probability space) satisfying the usual assumptions (i.e. it is
complete and right continuous). We shall also consider the time-shifted basis,
Iτ := {t > 0 : τ + t ∈ I}, Bτ := (Ω,F, (Fτ+t)t∈Iτ ),P), τ ∈ [0, sup I).
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If K is a separable Hilbert space, then SIτ (K ) denotes the space of continuous
K -valued semi-martingales with respect to Bτ and we set SI(K ) := SI0(K ). The
bold letter B ∈ SI(Rν) denotes an arbitrary ν-dimensional B-Brownian motion
with covariance matrix 1. If τ ∈ [0, sup I), then τXq ∈ SIτ (Rν) is always a solution
of the Ito¯ equation
(2.18) Xt = q +Bτ+t +
∫ t
0
β(τ + s,Xs)ds, t ∈ [0, sup I
τ ),
for some Fτ -measurable q : Ω → Rν . We set X
q := 0Xq. In fact, we shall
only need to consider two different choices of the time-dependent vector field β :
[0, sup I)×Rν → Rν in the present article. Once and for all we thus agree upon the
following convention:
• either I = [0, t] with t > 0 and β(s,x) = y−xt−s with y ∈ R
ν , so that τXq
with τ ∈ [0, t) is a Brownian bridge from some Fτ -measurable q to y in
time t− τ . In this case we denote τXq also by τbt;q,y and Xq by bt;q,y.
• or I = [0,∞) and β = 0, so that τXq• =
τBq• := q +Bτ+•.
For every s ∈ I, we denote the process obtained by reversing Xq at time s by
(RsX
q)τ := X
q
s−τ , τ ∈ [0, s]. The associated filtration (F[RsX
q]τ )τ∈[0,s] is the
standard extension of the filtration (Hτ )τ∈[0,s] given by Hτ := σ(X
q
s−τ ;Br −Bu :
s − τ 6 r 6 u 6 s); see [15, 30]. Replacing (Ft)t∈I in B by (F[RsX
q]τ )τ∈[0,s]
we obtain a new stochastic basis, denoted by B[RsX
q], again satisfying the usual
assumptions.
Example 2.4. (1) Let ΩW := C([0,∞),R
ν) denote the Wiener space and FW
the completion of the Borel σ-algebra associated with the standard Polish topol-
ogy on ΩW with respect to the Wiener measure PW on ΩW. Let (F
W
t )t>0 be
the standard extension of the filtration (σ(prs : s ∈ [0, t]))t>0 generated by the
evaluation maps prt(γ) := γ(t), γ ∈ ΩW, t > 0. Then (Ω,F, (Ft)t∈I ,P,B) :=
(ΩW,F
W, (FWt )t∈I ,PW, pr) is the standard example of a Brownian motion.
(2) Let t > 0 and x ∈ Rν . Then there exists a Brownian motion Bˆ with respect
to the stochastic basis B[RtB
x] such that, up to indistinguishability, RtB
x is the
unique solution with initial condition q = Bxt of the stochastic differential equation
Xτ = q +
∫ τ
0
x−Xu
t− u
du+ Bˆτ , τ ∈ [0, t), Xt = x.(2.19)
These assertions follow from [15, 30]. We see that RtB
x is a Brownian bridge
back to x, defined by means of a new stochastic basis and Brownian motion. We
will denote the solution of (2.19) corresponding an arbitrary F[RtB
x]0-measurable
initial condition q ∈ Rν by the symbol bˆt;q,x.
(3) Let t > s > 0 and x,y ∈ Rν . Then there exists a Brownian motion B¯ with
respect to the stochastic basis B[Rsb
t;x,y] such that, up to indistinguishability,
Rsb
t;x,y is the unique solution with initial condition q = bt;x,ys of the stochastic
differential equation
bτ = q +
∫ τ
0
x− bu
s− u
du+ B¯τ , τ ∈ [0, s), bs = x.(2.20)
These assertions follow again from [15, 30]. We denote the solution of (2.20) with
an arbitrary F[Rsb
t;x,y]0-measurable initial condition q : Ω → R
ν by b¯
s;q,x
. Then
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(B[Rsb
t;x,y], b¯
s;q,x
) is another valid choice for a basis and a driving process to which
Thm. 2.6 below applies.
In the following three theorems we quote some of the main results of [12]. In
their statements we shall always consider D(dΓ(ω)) as a Hilbert space equipped
with the graph norm of dΓ(ω), whence it might make sense to recall the following:
Remark 2.5. Let (Σ,C) be a measurable space and T be a closed operator acting
in the separable Hilbert space K . Consider its domain D(T ) as a Hilbert space
equipped with the graph norm. Then a map map η : Σ → D(T ) is C-B(K )-
measurable, if and only if it is C-B(D(T ))-measurable. Therefore, no ambiguities
appear when we say, for instance, that η : Ω→ D(dΓ(ω)) be F0-measurable.
Theorem 2.6 ([12]). Let V : Rν → R be bounded and continuous. Then, for all
τ ∈ [0, sup I) and Fτ -measurable q : Ω → Rν , there exist operators WVt [
τXq](γ) ∈
B(Hˆ ), t ∈ Iτ , γ ∈ Ω, such that the following holds:
(1) For every t ∈ Iτ , the operator-valued map WVt [
τXq] : Ω → B(Hˆ ) is Fτ+t-
B(B(Hˆ ))-measurable and P-almost separably valued.
(2) Using the notation (2.13), we have the following bound for all t ∈ Iτ ,
ln ‖WVt [
τXq]‖ 6
∫ t
0
(
✵(τXqs )− V (
τXqs )
)
ds on Ω.(2.21)
(3) If η : Ω → D(dΓ(ω)) is Fτ -measurable, then WV [τX
q]η ∈ SIτ (Hˆ ) and, up to
indistinguishability, WV [τXq]η is the unique element of SIτ (Hˆ ) whose paths belong
P-a.s. to C(Iτ ,D(dΓ(ω))) and which P-a.s. solves
Y• = η + i
∫ •
0
ϕ(GτXqs )Ys d
τXqs −
∫ •
0
(
Ĥ(τXqs ) + V (
τXqs )
)
Ys ds(2.22)
on [0, sup Iτ ).
(4) For all 0 6 τ 6 t ∈ I, x ∈ Rν , ψ ∈ Hˆ , and γ ∈ Ω, set
Λτ,t(x, ψ,γ) := (
τXxt−τ ,W
V
t−τ [
τXx]ψ)(γ) ∈ Rν × Hˆ .(2.23)
Then (Λτ,t)06τ6t∈I is a stochastic flow for the system of SDE comprised of (2.18)
and (2.22) and in particular we have, for all τ ∈ I and Fτ -measurable (q, η) : Ω→
Rν × Hˆ ,
Λτ,τ+•(q(γ), η(γ),γ) = (
τXq• ,W
V
• [
τXq]ψ)(γ) on Iτ , for P-a.e. γ.(2.24)
(5) Let K be a separable Hilbert space. Set
(Pτ,tf)(x, ψ) :=
∫
Ω
f
(
Λτ,t(x, ψ,γ)
)
dP(γ), x ∈ Rν , ψ ∈ Hˆ ,
for all 0 6 τ 6 t ∈ I and every bounded Borel measurable function f : Rν ×
Hˆ → K . Then the transition operators (Pτ,t)06τ6t∈I satisfy the following Markov
property: If 0 6 σ 6 τ 6 t ∈ I, if f is a bounded real-valued Borel function on
Rν × Hˆ or if f : Rν × Hˆ → K is bounded and continuous, and if (q, η) : Ω →
Rν × Hˆ is Fσ-measurable, then it follows that, for P-a.e. γ,(
E
Fτ
[
f(Λσ,t[q, η])
])
(γ) = (Pτ,tf)
(
Λσ,τ (q(γ), η(γ),γ)
)
.(2.25)
Here EFτ denotes conditional expectation with respect to P given Fτ and f(Λσ,t[q, η])
is the random variable given by Ω ∋ γ 7→ f(Λσ,t(q(γ), η(γ),γ)).
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Theorem 2.7 ([12]). Assume that V is continuous and bounded. Let (ΛWτ,t)τ6t∈I
denote the stochastic flow defined in Thm. 2.6(3) for the special choices B =
(ΩW,F
W, (FWt )t∈I ,PW) and B = pr; see Ex. 2.4(1). Then (Λ
W
0,t)t∈I is a strong so-
lution of (2.18)&(2.22) in the sense that, for any stochastic basis (Ω,F, (Ft)t∈I ,P)
and Brownian motion B as explained in the beginning of this subsection, and for
any F0-measurable (q, η) : Ω → Rν × Hˆ , the (up to indistinguishability) unique
solution of (2.18)&(2.22) with τ = 0 is given, for P-a.e. γ ∈ Ω, by
(2.26) (Xqt ,W
V
t [X
q]η)(γ) = ΛW0,t(q(γ), η(γ),B•(γ)) , t ∈ I.
Example 2.8. (1) For all t > s > 0, y, z ∈ Rν , and ψ ∈ Hˆ , the random variables
WVt−s[b
t−s;z,y]ψ and WVt−s[
sbt;z,y]ψ have the same distribution. In fact, both pro-
cesses (bt−s;z,y,WV [bt−s;z,y]ψ) and (sbt;z,y,WV [sbt;z,y]ψ) solve the same system of
equations (2.18)&(2.22). The only difference is that the second one is constructed
by means of the time shifted basis with filtration (Fs+τ )τ∈[0,t−s] and the time shifted
Brownian motion (Bs+τ )τ∈[0,t−s]. Since (Bτ )τ∈[0,t−s] and (Bs+τ )τ∈[0,t−s] have the
same distribution and since the initial conditions q = z and η = ψ are constant,
the claim follows from Thm. 2.7.
(2) For all s > 0, x, z ∈ Rν , and ψ ∈ Hˆ , the random variables WVs [b
s;z,x],
WVs [b¯
s;z,x]ψ, and WVs [bˆ
s;z,x]ψ have the same distribution, where we use the nota-
tion introduced in Ex. 2.4(2)&(3). In fact, bs;z,x, b¯s;z,x and bˆs;z,x satisfy formally
the same SDE; only the underlying bases and the driving Brownian motions are
different. Hence, the claim follows again from Thm. 2.7.
Theorem 2.9 ([12]). Let V : Rν → R be bounded and continuous, x ∈ Rν , s ∈ I,
and let WVs [RsX
x] be given by Thm. 2.6 applied with RsB as underlying stochastic
basis. Then the following identity holds P-a.s.,
W
V
s [X
x]∗ = WVs [RsX
x].
If the Brownian bridge is chosen as driving process, then we also know the
following:
Proposition 2.10 ([12]). Let V : Rν → R be bounded and continuous and t > 0.
Then, for all x,y ∈ Rν , we can choose versions of WV [bt;x,y] such that [0, t]×R2ν×
Ω ∋ (s,x,y,γ) 7→ WVs [b
t;x,y](γ) ∈ B(Hˆ ) is measurable with a separable image and
(s,x,y) 7→ WVs [b
t;x,y](γ) is continuous from (0, t]× R2ν into B(Hˆ ) for all γ ∈ Ω.
2.5. Kato-decomposable potentials. For x 6= 0 and r > 0, we set
gr(x) := 1|x|<r ·
{
− ln |x|, if ν = 2,
|x|2−ν , if ν > 2,
and we recall that a real-valuedmeasurable function V : Rν → R is in the Kato-class,
in symbols V ∈ K(Rν), iff
lim
r↓0
sup
x∈Rν
∫
Rν
gr(x− y) |V (y)| dy = 0.
It is said to be in the local Kato-class, in symbols V ∈ Kloc(Rν), iff 1KV ∈ K(Rν), for
every compact K ⊂ Rν . It is called Kato-decomposable, in symbols V ∈ K±(Rν),
if there exist V− ∈ K(Rν) and V+ ∈ Kloc(Rν) with V± > 0 and V = V+ − V−.
We refer to [1, 3, 33, 36] for detailed treatments of Kato decomposable potentials
and examples; for instance, Lp
R
(Rν) ⊂ K(Rν) and Lp
R,loc(R
ν) ⊂ Kloc(Rν), if p > ν/2.
In view of the subsequent discussion it makes sense to recall the following:
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Remark 2.11. For all V ∈ Kloc(Rν) and x ∈ Rν , we P-a.s. have |V |(B
x
• ) ∈
L1loc([0,∞)); see, e.g., [36, §I.1.2]. Likewise, if V ∈ Kloc(R
ν), x,y ∈ Rν , and
t > 0, then we P-a.s. have |V |(bt;x,y• ) ∈ L
1([0, t]); see, e.g., the proof of Lem. C.8
in [3].
Of particular importance for us are the standard facts collected in the following
lemma, where the Euclidean heat kernel is denoted by
pt(x,y) := (2πt)
−ν/2e−|x−y|
2/2t, t > 0, x,y ∈ Rν .
Lemma 2.12. Let V ∈ K±(R
ν) and p > 0. Then the following holds:
(1) There exists c > 0, depending only on pV−, such that for all t > 0 and x,y ∈ Rν ,
sup
z∈Rν
E
[
ep
∫
t
0
V (Bzs )ds
]
6 2ect,(2.27)
pt(x,y)E
[
ep
∫ t
0
V (bt;x,ys )ds
]
6 ct−
ν/2ect−(x−y)
2/4t.(2.28)
(2) For every compact K ⊂ Rν ,
lim
s↓0
sup
y∈K
E
[
|e−
∫ s
0
V (Byr )dr − 1|p
]
= 0.(2.29)
In the case V ∈ K(Rν ), the compact set K in (2.29) can be replaced by Rν .
Proof. (1): See, e.g., [36, §I.1.2]. (2) is proved, e.g., in Lem. C.3 and C.5 of [3]. 
Let V ∈ K±(R
ν), F : Rν → R be globally Lipschitz continuous, and f ∈
Lp(Rν ; eFdx) with p ∈ [1,∞]. Then the expectations in
(2.30) (SVt f)(x) := E
[
e−
∫
t
0
V (Bxs )f(Bxt )
]
, x ∈ Rν , t > 0,
are well-defined and, for all x ∈ Rν and t > 0, we further have the relation
(SVt f)(x) =
∫
Rν
SVt (x,y)f(y)dy,(2.31)
with
SVt (x,y) := pt(x,y)E
[
e−
∫ t
0
V (bt;y,xs )ds
]
.(2.32)
Here the map (0,∞)× R2ν ∋ (t,x,y) 7→ SVt (x,y) is continuous and can be domi-
nated by means of (2.28); see, e.g., [36, §I.1.3]. Using (2.27), one can in fact verify
that SVt with t > 0 maps L
p(Rν ; eFdx) continuously into every Lq(Rν ; eFdx) with
q ∈ [p,∞]. Moreover,
(2.33) sup
Lip(F )6a
sup
τ16t6τ2
‖eFSVt e
−F‖p,q <∞, 0 < τ1 6 τ2 <∞, 1 6 p 6 q 6∞,
where ‖ · ‖p,q is the norm on B(Lp(Rν), Lq(Rν)) and the first supremum is taken
over all Lipschitz continuous F : Rν → R with Lipschitz constant 6 a ∈ [0,∞).
In the case p = q the choice τ1 = 0 is allowed for in (2.33) as well; compare, e.g.,
Lem. C.1 in [3] or the proof of Thm. 5.2(1) below.
We shall also make use of the following approximation results:
Lemma 2.13. (1) For every V ∈ K±(Rν), there exist Vn ∈ C∞0 (R
ν ,R), n ∈ N,
such that, for every compact K ⊂ Rν ,
lim
n→∞
sup
x∈Rν
∫
K
g1(x− y)|V − Vn|(y)dy = 0,(2.34)
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and, for some A > 1 and every r ∈ (0, 1],
sup
n
sup
x∈Rν
∫
Rν
gr(x− y)Vn−(y)dy 6 A sup
x∈Rν
∫
Rν
gr(x− y)V−(y)dy.(2.35)
(2) Let Vn ∈ K±(Rν), n ∈ N. Then the bound
sup
n
sup
x∈Rν
∫
Rν
gr(x− y)Vn−(y)dy <∞,(2.36)
implies
∀ τ, p > 0 : sup
n∈N
sup
t∈[0,τ ]
sup
x∈Rν
E
[
e−p
∫ t
0
Vn(B
x
s )ds
]
<∞.(2.37)
(3) Let Vn ∈ K(Rν), n ∈ N. Then the the analytic condition
lim
r↓0
sup
n∈N
sup
x∈Rν
∫
Rν
gr(x− y)|Vn(y)|dy = 0(2.38)
is equivalent to the probabilistic condition
lim
t↓0
sup
n∈N
sup
x∈Rν
∫ t
0
E
[
|Vn(B
x
s )|
]
ds = 0.(2.39)
(4) Let V ∈ K±(R
ν). Then, for every sequence Vn ∈ K±(R
ν), n ∈ N, satisfying
(2.34) and (2.35) and every compact K ⊂ Rν ,
∀ τ, p > 0 : lim
n→∞
sup
t∈[0,τ ]
sup
x∈K
E
[
|e−
∫ t
0
V (Bxs )ds − e−
∫ t
0
Vn(B
x
s )ds|p
]
= 0.(2.40)
If in addition V − Vn ∈ K(Rν), n ∈ N, and (2.34) holds with K replaced by Rν ,
then the compact set K in (2.40) can be replaced by Rν .
Proof. Detailed proofs of (1) (resp. (4)) can be found, e.g., in App. A (resp.
Lem. C.4 and Lem. C.6) of [3]. In fact, Lem.C.4 of [3] proves a slightly weaker
version of the last statement of (4), where the condition V − Vn ∈ K(Rν), n ∈ N,
is replaced by V ∈ K(Rν) and Vn ∈ K(Rν ), n ∈ N. Combining this weaker state-
ment with (2.27) we see, however, that the full assertion follows from Ho¨lder’s
inequality. Part (2) follows from a standard application of Ho¨lder’s inequality and
Khasminskii’s lemma; compare the proof of Lem. C.1 in [3]. 
Lemma 2.14. Let V ∈ K(Rν). Then V is infinitesimally form-bounded with respect
to the Laplacian. More precisely,∫
Rν
|V (x)||f(x)|2dx 6
cγ(V )
2
∫
Rν
|∇f(x)|2dx+ γcγ(V )‖f‖
2,(2.41)
for all γ > 0 and f ∈ H1(Rν), where
cγ(V ) := sup
x∈Rν
∫ ∞
0
e−tγE
[
|V (Bxt )|
]
dt,
which, for all τ > 0 and γ > 1, can be estimated as follows,
cγ(V ) 6 sup
x∈Rν
∫ τ
0
E
[
|V (Bxt )|
]
dt+Ae−τγ/2 ln
(
sup
x∈Rν
E
[
e
∫ 1
0
|V (Bxs )|ds
])
,(2.42)
with some universal constant A > 0. For all ε > 0 and every sequence Vn ∈ K±(Rν),
n ∈ N, satisfying (2.35), we find some γ > 1 such that cγ(Vn) 6 ε, n ∈ N.
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Proof. The bound (2.41) is, e.g., identical to [5, Eqn. (58) on p. 92]. To derive the
bound (2.42), where A :=
∑∞
ℓ=1 ℓe
−(ℓ−1)/2, follows easily from
e
∫ ℓ
0
E[|V (Bxs )|]ds 6 E
[
e
∫ ℓ
0
|V (Bxs )|ds
]
= ‖S
|V |
ℓ ‖∞,∞ 6 ‖S
|V |
1 ‖
ℓ
∞,∞ =
(
E
[
e
∫
1
0
|V (Bxs )|ds
])ℓ
,
where we applied Jensen’s inequality in the first step. In view of (2.37) and (2.39),
we may first choose τ > 0 small enough and then γ > 1 large enough (depending
on τ) to make supn cγ(Vn) as small as we please. 
Example 2.15. (1) Let us consider the standard model of non-relativistic QED
(Ex. 2.2) for N ∈ N electrons in the electrostatic potential of K ∈ N nuclei with
atomic numbers Z = (Z1, . . . , ZK) ∈ [0,∞)K whose positions are given by the
components of R = (R1, . . . ,RK) ∈ R
2K . Then the total Hamiltonian reads
Hχ,N,eZ,R :=
N∑
ℓ=1
{
1
2 (−i∇xℓ − ϕ(G
χ
xℓ
))2 − σ(ℓ) · ϕ(F χxℓ)
}
+ dΓ(ω) + V N,eZ,R,(2.43)
where σ(ℓ) := (σ3ℓ−2, σ3ℓ−1, σ3ℓ) and where we dropped the cumbersome direct
integral signs of (2.14) in the notation. Here the Coulomb interaction potential is
V N,eZ,R(x1, . . . ,xN ) := −
N∑
i=1
K∑
κ=1
e2Zκ
|xi −Rκ |
+
∑
16i<j6N
e2
|xi − xj |
,(2.44)
where e > 0 is the elementary charge. It is well-known that V NZ blongs to K(R
3N )
[1, p. 216/7]. It is also well-known that the Hamiltonian in (2.43) is well-defined
and self-adjoint on D(∆) ∩ D(dΓ(ω)) [14, 18, 20]; it is a special case of the Hamil-
tonains constructed for general Kato-decomposable potentials in Thm. 2.17 below.
According to the Pauli principle, the physically relevant Hamiltonian is actually not
HΛ,NZ , but rather its restriction to the reducing subspace of those functions in H
which are anti-symmetric under simultaneous permutations of their N electronic
position-spin variables, i.e., to
H Nphys :=
( N∧
j=1
L2(R3,C2)
)
⊗F ,
if it is considered as a subspace of H in the canonical way. Since all results of
this paper proven for HΛ,NZ contain analogous results for H
Λ,N
Z ↾H Nphys
as an obvious
special case, we shall most of the time not comment on the Pauli principle anymore.
(2) Let en > 0, n ∈ N, such that en → e, n → ∞, for some e > 0. Furthermore,
let Zn ∈ [0,∞)
K , n ∈ N, be a converging sequence of K atomic numbers with
limit Z ∈ [0,∞)K . Abbreviate V := V N,eZ,R and Vn := V
N,en
Zn,R
, n ∈ N. Then, quite
obviously, Vn converges to V in the sense that (2.34) and (2.35) are satisfied.
Next, we consider Rn ∈ R
2K , n ∈ N, be a converging sequence of nuclear
positions with limit Rn ∈ R
2K and set V ′n := V
N,e
Z,Rn
, n ∈ N. Let us explain why
(2.34) and (2.35) are satisfied by V and V ′n, n ∈ N. The validity of (2.35) is again
obvious, because neither its right nor its left hand side change when the potentials
is replaced by their translates. To argue that (2.34) holds true as well, it suffices to
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treat a single term of the form |yi −Rκ,n|
−1. Without loss of generality we may
further assume that Rκ,n → 0. Writing
1
|yi −Rκ,n|
−
1
|yi|
=
( 1
|yi −Rκ,n|
1/2
−
1
|yi|
1/2
)( 1
|yi −Rκ,n|
1/2
+
1
|yi|
1/2
)
,
using that ∣∣∣ 1
|yi −Rκ,n|
1/2
−
1
|yi|
1/2
∣∣∣ 6 |Rκ,n|1/2
|yi −Rκ,n|
1/2|yi|
1/2
6
|Rκ,n|
1/2
2
( 1
|yi −Rκ,n|
+
1
|yi|
)
,
and applying Young’s inequality (13 +
2
3 = 1) twice, we see that∣∣∣ 1
|yi −Rκ,n|
−
1
|yi|
∣∣∣ 6 |Rκ,n|1/2( 1
|yi −Rκ,n|
3/2
+
1
|yi|
3/2
)
.
Now, the validity of (2.34) for V and V ′n follows from the fact that R
3N ∋ x 7→ |xi|−α
is in Kloc(R
3N ), for every α < 2 [1, p. 216/7].
2.6. FK operators. Let V ∈ K±(Rν) and let X
x = (Xxt )t∈I be a Brownian
motion or a Brownian bridge starting at x ∈ Rν as explained in Subsect. 2.4.
Then, according to Rem. 2.11, it P-a.s. makes sense to define
(2.45) WVt [X
x] := e−
∫
t
0
V (Xxs )ds W
0
t [X
x], t ∈ I,
where W0[Xx] is given by Thm. 2.6.
Definition 2.16 (Feynman-Kac operators). Assume that V ∈ K±(Rν). If
Ψ ∈ Lp(Rν , Hˆ ; e−a|x|dx), for some p ∈ [1,∞] and a > 0, then we define
(T Vt Ψ)(x) := E
[
W
V
t [B
x]∗Ψ(Bxt )
]
, x ∈ Rν , t > 0.
Furthermore, we set
T Vt (x,y) := pt(x,y)E
[
W
V
t [b
t;y,x]
]
, x,y ∈ Rν , t > 0.
Invoking some of the results collected in Subsect. 2.5, we may in fact ensure the
existence of the expectations appearing in Def. 2.16; see Sect. 3. For instance, the
vector (T Vt Ψ)(x) does not depend on the representative of Ψ ∈ L
p(Rν , Hˆ ; e−a|x|dx)
because P{Bxt ∈ N} = 0, for every Borel set N ⊂ R
ν of Lebesgue measure zero.
The operator-valued expectation defining T Vt (x,y) exists due to Thm. 2.6(1). The
set of equivalence classes of functions Ψ(·) : Rν → Hˆ , for which we find a > 0 and
p ∈ [1,∞] such that Ψ ∈ Lp(Rν , Hˆ ; e−a|x|dx), is a vector space and we consider
T Vt as a linear map on that vector space with values in the measurable functions
from Rν to Hˆ . Many of our results deal with suitable restrictions of T Vt , which are
often again denoted by the same symbol; it should always be clear from the context
what is meant.
We close this survey section by stating the FK formula and clarifying the def-
inition of the full Hamiltonian including a Kato decomposable potential V in
the next theorem. It follows immediately from the results of [12, §11], because
any V− ∈ K(R
ν) is infinitesimally −∆-form bounded and V+ ∈ Kloc(R
ν) entails
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V+ ∈ L1loc(R
ν); see [1]. The symbol HV+ will denote the semi-bounded self-adjoint
operator representing the closure of the semi-bounded and closable quadratic form
D(H0) ∩ Q(V+) ∋ Ψ 7−→ 〈Ψ|H
0Ψ〉+
∫
Rν
V+(x)‖Ψ(x)‖
2dx.
Of course, if A is a self-adjoint operator in some Hilbert space which is semi-
bounded below, then (e−tA)t>0 denotes its semi-group defined by means of the
spectral calculus; we also recall the notation (2.13).
Theorem 2.17 ([12]). Let V ∈ K±(Rν). Then Ψ ∈ Q(HV+) implies ‖Ψ(·)‖ ∈
Q(−∆) ∩ Q(V+) with〈
‖Ψ(·)‖
∣∣(− 12∆+ V+)‖Ψ(·)‖〉 6 〈Ψ∣∣(HV+ + ‖✵‖∞)Ψ〉.
In particular, V− is infinitesimally H
V+-form bounded. Hence, by the KLMN the-
orem, there exists a unique semi-bounded self-adjoint operator HV with Q(HV ) =
Q(H0)∩Q(V+) representing the closure of the semi-bounded closable quadratic form
D(H0) ∩ Q(V+) ∋ Ψ 7−→ 〈Ψ|H
0Ψ〉+
∫
Rν
V (x)‖Ψ(x)‖2dx.
The semi-group of HV is represented by the following Feynman-Kac formula,
(e−tH
V
Ψ)(x) = (T Vt Ψ)(x),(2.46)
for all t > 0, Ψ ∈ H = L2(Rν , Hˆ ), and a.e. x ∈ Rν .
Remark 2.18. In the scalar case (F = 0) (2.46) has been proved (under slightly
more restrictive conditions on G) first in [17] by intricate applications of Trotter’s
product formula. That the FK integrand found in [17] actually solves a SDE is
a result of [12]. For one spin-1/2 electron, a different version of (2.46) has been
obtained in [22], where the spin degrees of freedom are accounted for by a Poisson
jump process. The FK formula found in [22] involves an additional regularization
procedure which is avoided in (2.46) by putting the spin degrees of freedom in the
target space.
3. Chapman-Kolmogoroff equation and semi-group properties
In this section we establish the usual basic identities relating the operators T Vt and
the kernels T Vt (x,y), for Kato decomposable potentials. In particular, we shall
eventually verify the Chapman-Kolmogoroff equations for the kernels from which
we deduce the semi-group property of the operators.
Recall the definition of ✵ in (2.13) as well as (2.30) and (2.33).
Lemma 3.1. Let V ∈ K±(Rν), t > 0, 1 6 p 6 q 6∞, and F : Rν → R be globally
Lipschitz continuous. Then the formula for T Vt in Def. 2.16 yields a well-defined
element of B(Lp(Rν , Hˆ ; epFdx), Lq(Rν , Hˆ ; eqFdx)) satisfying
‖eFT Vt e
−F ‖p,q 6 e
‖✵‖∞t ‖eFSVt e
−F ‖p,q.(3.1)
Proof. Ψ ∈ Lp(Rν , Hˆ ; epFdx) says that ‖eFΨ(·)‖ ∈ Lp(Rν ; dx) and Thm. 2.6(1)
implies∥∥E[WVt [Bx]∗Ψ(Bxt )]∥∥ 6 e‖✵‖∞t E[e− ∫ t0 V (Bxs ) ds‖Ψ(Bxt )‖], x ∈ Rν .
Hence, the assertion follows from (2.30) and the remarks below it. 
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The previous lemma will be complemented later on in Thm. 5.2 by considering
additional unbounded weight operators acting in Hˆ .
Before we turn to the discussion of the integral kernel we first verify that a
familiar transformation rule for the Brownian bridge applies to the processes given
by Thm. 2.6 as well. To prepare ourselves for the approximation arguments in the
proof of the next lemma it might make sense to recall that, for all t > 0, x,y ∈ Rν ,
and every Borel set N ⊂ Rν of Lebesgue measure zero,∫ t
0
P{Bxs ∈ N}ds = 0 =
∫ t
0
P{bt;y,xs ∈ N}ds.(3.2)
Lemma 3.2. Let t > s > 0, x,y ∈ Rν , V ∈ K±(Rν), and let A : Rν → B(Hˆ ) be
measurable and bounded with a separable image. Then∫
Rν
pt(x, z)A(z)E
[
W
V
t [bˆ
t;z,x]∗
]
dz = E
[
A(Bxt )W
V
t [B
x]
]
,(3.3)
pt(x,y)E
[
A(bt;x,ys )W
V
s [b
t;x,y]
]
= E
[
pt−s(B
x
s ,y)A(B
x
s )W
V
s [B
x]
]
.(3.4)
Proof. Step 1. First, we prove both (3.3) and (3.4) under the additional assumption
that V : Rν → R be bounded and continuous.
As to Eqn. (3.3): First, we observe that the left hand side of (3.3) is well-
defined thanks to Prop. 2.10 and since the B(Hˆ )-valued Bochner-Lebesgue integral
commutes with the adjoint.
We have seen in Ex. 2.4(2) that the reversed process (Bxt−τ )τ∈[0,t] is a Brownian
bridge from Bxt to x in time t. Hence W
V
t [B
x]∗ = WVt [bˆ
t;Bxt ,x], P-a.s., by Thm. 2.9,
where we use the notation introduced in Ex. 2.4(2). By the Markov property
stated in Thm. 2.6(4) we further have, for every F[RtB
x]0-measurable bounded
η : Ω→ Hˆ ,
E
F[RtB
x]0
[
W
V
t [bˆ
t;Bxt ,x]η
]
= Fˆ (Bxt )η, P-a.s.,
with Fˆ (z) := E[WVt [bˆ
s;z,x]], z ∈ Rν . (Here we apply the Markov property with
B[RtB
x] as underlying stochastic basis, Xq = bˆt;q,x, and with f(z, φ) := χ(‖φ‖)φ,
z ∈ Rν , φ ∈ Hˆ , where χ ∈ C0(R) equals 1 on [0, R] where R > 0 is chosen much
larger than e(λ0+‖V ‖∞)t‖η‖∞.) As we may choose η := A(B
x
t )ψ with an arbitrary
ψ ∈ Hˆ , this implies
E
[
W
V
t [B
x]∗A(Bxt )
∗
]
= E
[
Fˆ (Bxt )
∗A(Bxt )
∗
]
.
This identity is the adjoint of (3.3) since Bxt is pt(x, ·)-distributed.
As to Eqn. (3.4): According to Ex. 2.4(3) and Thm. 2.9,
W
V
s [b
t;x,y]∗ = WVs [b¯
s;bt;x,ys ,x], P-a.s.,
where we employ the notation introduced in Ex. 2.4(3). Furthermore, the Markov
property of Thm. 2.6(4) yields, for all F[Rsb
t;x,y]0-measurable bounded η : Ω→ Hˆ ,
E
F[Rsb
t;x,y]0
[
W
V
s [b¯
s;bt;x,ys ,x]η
]
= F¯ (bt;x,ys )η, P-a.s.,
with F¯ (z) := E
[
WVs [b¯
s;z,x], z ∈ Rν . Since we may choose η := A(bt;x,ys )ψ with ψ ∈
Hˆ and the distribution of bt;x,ys is given by R
ν ∋ z 7→ ps(x, z)pt−s(z,y)/pt(x,y),
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it follows altogether that
pt(x,y)E
[
W
V
s [b
t;x,y]∗A(bt;x,ys )
∗
]
=
∫
Rν
ps(x, z)E
[
W
V
s [b¯
s;z,x]
]
pt−s(z,y)A(z)
∗dz
= E
[
W
V
s [B
x]∗pt−s(B
x
s ,y)A(B
x
s )
∗
]
.
Here we applied (3.3) in the second step, with t replaced by s and A(z) replaced
by pt−s(z,y)A(z), and taking into account that W
V
s [b¯
s;z,x] and WVs [bˆ
s;z,x] have the
same distribution by Ex. 2.8(2).
Step 2. Next, we extend (3.4) to all Kato decomposable potentials. If V is
measurable and bounded, then, by convolution with standard mollifiers, we find a
uniformly bounded sequence of potentials Vn ∈ C(Rν) such that Vn → V a.e. and,
hence,
∫ s
0 Vn(b
t;x,y
r )dr →
∫ s
0 V (b
t;x,y
r )dr and
∫ s
0 Vn(B
x
r )dr →
∫ s
0 V (B
x
r )dr, P-a.s.,
by (3.2). In view of (2.21), we may thus extend (3.4) to bounded V by dominated
convergence. If V ∈ K±(Rν) is arbitrary, then we plug Vm := 1|V |6mV , m ∈ N, into
(3.4) and employ the dominated convergence theorem together with (2.21), (2.27),
and (2.28) to pass to the limit m→∞.
Since the second identity in (3.2) holds true with bt;y,x replaced by bˆt;z,x as well,
it should now be clear how to extend (3.3) to all V ∈ K±(Rν). 
Proposition 3.3. Let V ∈ K±(Rν) and t > 0. Then, for all x,y ∈ Rν , T Vt (x,y)
is a well-defined element of B(Hˆ ) with
(3.5) T Vt (x,y)
∗ = T Vt (y,x) and ‖T
V
t (x,y)‖ 6 e
‖✵‖∞tSVt (x,y).
Furthermore, the map R2ν ∋ (x,y) 7→ T Vt (x,y) ∈ B(Hˆ ) is measurable with a
separable image and
(T Vt Ψ)(x) =
∫
Rν
T Vt (x,y)Ψ(y) dy, x ∈ R
ν ,(3.6)
for all Ψ ∈ Lp(Rν , Hˆ ; e−a|x|dx) with p ∈ [1,∞] and a > 0.
Proof. The existence of the integral defining the kernel T Vt (x,y) and the inequality
in (3.5) follow immediately from (2.28) and Thm. 2.6(1)&(2). The assertions on its
measurability and image are consequences of Prop. 2.10
For bounded and continuous V , the identity in (3.5) has been shown in [12,
Lem. 10.6]. (It follows from Thms. 2.7 and 2.9 and the fact that (bt;y,xt−τ )τ∈[0,t] is a
Brownian bridge from x to y in time t with respect to some new stochastic basis
and driving Brownian motion. The latter fact can be proved by adapting arguments
of [30]; see [12, Lem. 10.3 & App. D].) It is, however, straightforward to extend the
identity in (3.5) to general Kato decomposable potentials by the approximation
scheme applied in Step 2 of the proof of Lem. 3.2.
Likewise, (3.6) follows from Ex. 10.4 in [12], provided that V is bounded and
continuous and Ψ ∈ L∞(Rν , Hˆ ). If Ψ ∈ Lp(Rν , Hˆ ; e−a|x|dx) with p ∈ [1,∞],
then we plug the functions Ψn ∈ Lp(Rν , Hˆ ) ∩ L∞(Rν , Hˆ ) given by Ψn(z) :=
1‖Ψ(z)‖6nΨ(z) into (3.6) and pass to the limit n→∞ by means of the dominated
convergence theorem, on the right hand side using ‖T Vt (x, ·)‖ ∈ L
p′(Rν ; ea|x|dx)
and (3.2), on the left hand side employing e−
∫ t
0
V (Bxs )ds‖Ψ(Bxt )‖ as a P-integrable
majorant. After that we carry through the approximation scheme of Step 2 of the
proof of Lem. 3.2 to generalize the result to Kato decomposable potentials. 
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Before we state the next proposition we notice that, in view of (2.28) and (3.5),
for V ∈ K±(Rν) and all fixed t > 0, y ∈ Rν , and ψ ∈ Hˆ , the function Rν ∋ x 7→
T Vt (x,y)ψ belongs to every L
p(Rν , Hˆ ) with p ∈ [1,∞].
Proposition 3.4. Let V ∈ K±(Rν), t > s > 0, and x,y ∈ Rν . Then
T Vt (x,y)ψ =
(
T Vs (T
V
t−s(·,y)ψ)
)
(x), ψ ∈ Hˆ ,(3.7)
and the following Chapman-Kolmogoroff equation is valid,
T Vt (x,y) =
∫
Rν
T Vs (x, z)T
V
t−s(z,y)dz.(3.8)
Proof. Let V be bounded and continuous to start with. Let (Pyr,u)06r6u6t denote
the transition operators associated with the choices Xq = bt;q,y in Thm. 2.6 and
define f : Rν × Hˆ → Hˆ by f(z, ψ) := χ(‖ψ‖)ψ, where χ ∈ C0(R) is again equal
to 1 on [0, R] with R > 0 much larger than e(‖✵‖∞+‖V ‖∞)t. Then we observe that,
for all z ∈ Rν and ψ ∈ Hˆ ,
(Pys,tf)(z, ψ) = E
[
W
V
t−s[
sbt;z,y]ψ
]
= E
[
W
V
t−s[b
t−s;z,y]ψ
]
= A(z)ψ,(3.9)
with A(z) := E
[
WVt−s[b
t−s;z,y]
]
, because WVt−s[
sbt;z,y]ψ and WVt−s[b
t−s;z,y]ψ have
the same distribution by Ex. 2.8(2). In this notation,
T Vt−s(y, z) = pt−s(y, z)A(z).(3.10)
Therefore, we obtain, for all ψ ∈ Hˆ ,
T Vt (y,x)ψ = pt(x,y)(P
y
0,tf)(x, ψ) = pt(x,y)(P
y
0,sP
y
s,tf)(x, ψ)
= pt(x,y)E
[
(Pys,tf)(b
t;x,y
s ,W
V
s [b
t;x,y]ψ)
]
= pt(x,y)E
[
A(bt;x,ys )W
V
s [b
t;x,y]ψ
]
= E
[
pt−s(y,B
x
s )A(B
x
s )W
V
s [B
x]
]
ψ
= E
[
T Vt−s(y,B
x
s )W
V
s [B
x]
]
ψ,
where we applied (3.9) in the fourth step, Lem. 3.2 in the penultimate step, and
(3.10) in the last one. In view of (3.5) this computation implies, for every φ ∈ Hˆ ,
T Vt (x,y)φ = E
[
W
V
s [B
x]∗Tt−s(B
x
s ,y)φ
]
= T Vs (T
V
t−s(·,y)φ)(x),
which is (3.7) with a bounded and continuous V . Applying (3.6) we also obtain (3.8)
for bounded and continuous V . In the proof of (3.5) we have, however, explained
how to approximate T V
t˜
(x,y), t˜ > 0, with a bounded and measurable (resp. Kato
decomposable) V in operator norm by kernels with bounded and continuous (resp.
bounded and measurable) potentials. Since all kernels can be majorized by means
of (2.28) and the bound in (3.5), we may thus employ the dominated convergence
theorem to extend (3.8) to Kato decomposable V . Together with (3.6) this will also
prove (3.7) for Kato decomposable V . 
In what follows, we shall sometimes use the symbol T
V ;(p,q),F
t to denote the
restriction of T Vt to L
p(Rν , Hˆ ; epFdx) considered (by means of Lem. 3.1) as an
element of B(Lp(Rν , Hˆ ; epFdx), Lq(Rν , Hˆ ; eqFdx)). Thanks to [12] we already
know that (T
V ;(2,2),0
t )t>0 is a strongly continuous semi-group of bounded self-adjoint
operators in the Hilbert space H = L2(Rν , Hˆ ). In fact, the following more general
statement holds true:
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Corollary 3.5. Let V ∈ K±(Rν) and F : Rν → R be globally Lipschitz continuous.
Then (T Vt )t>0 defines self-adjoint semi-groups between the spaces L
p(Rν , Hˆ ; epFdx)
in the sense that
T
V ;(p,r),F
s+t = T
V ;(q,r),F
s T
V ;(p,q),F
t , (T
V ;(p,q),F
t )
∗ = T
V ;(q′,p′),−F
t ,(3.11)
for all s, t > 0 and 1 6 p 6 q 6 r 6∞, where p′ is the exponent conjugate to p and
q′ the one conjugate to q.
Proof. The second relation in (3.11) follows immediately from Prop. 3.3. The first
asserted relation, expressing the semi-group property, is an easy consequence of
(3.6), the Chapman-Kolmogoroff equation, and Fubini’s theorem. The latter is
applicable by virtue of (3.5) which shows that the right hand side of
e−a|x|
∫
R2ν
‖T Vs (x, z)T
V
t (z,y)Ψ(y)‖d(y, z)
6
∫
Rν
ea|x−z|‖T Vs (x, z)‖dz sup
z˜∈Rν
∥∥ea|z˜−·|‖T Vt (z˜, ·)‖∥∥p′‖e−a|·|Ψ‖p
is finite, for all Ψ ∈ Lp(Rν , Hˆ ; e−a|x|dx) with p ∈ [1,∞]. 
4. Weighted estimates on the stochastic flow
In this section we study how the operator-valued process WV [Bq] introduced in
Thm. 2.6 behaves when it is multiplied or conjugated with certain weight functions,
i.e., with certain unbounded multiplication operators acting in the Fock space which
are defined and discussed in Subsect. 4.1. The weighted Burkholder-Davis-Gundy
(BDG) type inequalities derived Subsect. 4.3 are extensions of similar ones in [12,
§7] in the sense that we consider more general weights and an inhomogeneous SDE
generalizing (2.22). In certain respects the situation here is, however, also simpler
than in [12], where we had to study the convergence of a time-ordered integral series
defining WV [Bq] in addition. Moreover, we refrain from considering unbounded
drift vectors β in this section to shorten some arguments. A suitable version of the
stochastic Gronwall lemma [32] obtained in Subsect. 4.2 turns out to be convenient
in the derivation of our BDG type bounds.
In Subsect. 4.5, we shall further address continuity properties of WV [Bq] un-
der changes of the initial condition q and the coefficient vector c, employing an
elementary algebraic lemma that we prove first in Subsect. 4.4.
The introduction of the inhomogeneityR in the SDE (4.14) will actually become
relevant only in the discussion of differentiability properties of the stochastic flow
in our companion paper [26], where the results of this section will serve as a crucial
ingredient. The introduction of the inhomogeneity ρ in (4.14) will already turn out
to be useful in Ex. 4.17
4.1. Definition and discussion of the weight functions. First, we introduce
the weight functions we are interested in: Let t0 > 0 and set
∀ t ∈ [0, t0] : τα(t) :=
{
t/2α, α > 0,
(t− t0)/2α, α < 0.
Let ̟,κ :M→ [0,∞) be measurable functions such that ̟ 6 ω and define
vα,t := τα(t)̟ + κ, vα,ε,t := vα,t(1 + ε vα,t)
−1,
Θ
(α)
ε,t := (1 + ιτα(t) + dΓ(vα,ε,t))
α
(
1 + ε (1 + ιτα(t) + dΓ(vα,ε,t))
)−α
,
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for all t ∈ [0, t0], ε ∈ [0, 1], and α ∈ R \ {0}, where ι = 0, if ̟ = 0, and ι = 1,
if ̟ 6= 0. If one is only interested in the question whether domains of higher
powers of the radiation field energy or the number operator stay invariant under
the action of our semi-groups, then it suffices to choose ̟ = 0 and κ = ω or κ = 1,
respectively. In order to show that W0t [B
q] improves the localization in the photon
momentum spaces, we choose ̟ = ω or ̟ = 1{ω>r}ω, for some r > 0; see, e.g.,
Ex. 8.3(1). Moreover, we choose α > 0 to control weights to the left of W0t0 [B
q],
and α < 0 to control weights to the right of W0t0 [B
q]; cf. Rem. 4.11 below. In
technical proofs the regularization parameter ε will be chosen strictly positive, thus
rendering the operators bounded, and eventually be send to zero again. We shall
also be interested in the exponential weights given by
∀ ε ∈ [0, 1], t ∈ [0, t0] : Ξ
(δ)
ε,t :=
{
eδΘ
(1)
ε,t , δ ∈ (0, 1],
eδΘ
(1)
ε,t0−t , δ ∈ [−1, 0).
Remark 4.1. For t ∈ [0, t0], ε ∈ (0, 1], |α| > 0, and 0 < |δ| 6 1, the following holds:
(1) Θ
(α)
ε,t0−t = Θ
(−α)
ε,t
−1
, Ξ
(δ)
ε,t0−t = Ξ
(−δ)
ε,t
−1
.
(2) If we consider the dΓ(·)’s as multiplication operators, then the following point-
wise bounds hold,
Θ
(α)
ε,t
−1 d
dt
Θ
(α)
ε,t 6 α τ
′
α(t)(1 + dΓ(ω)) 6
1
2 dΓ(ω) +
1
2 ,(4.1)
Ξ
(δ)
ε,t
−1 d
dt
Ξ
(δ)
ε,t 6
1
2 dΓ(ω) +
1
2 .(4.2)
Notation 4.2. In what follows, Θs denotes any of the weights Θ
(α)
ε,s or Ξ
(δ)
ε,s with
non-zero ε ∈ (0, 1] as described in the previous paragraphs.
Using that the operator norm of Θs is bounded uniformly in s by some ε-
dependent constant and employing the dominated convergence theorem togeher
with (4.1) and (4.2), it is straightforward to verify that, for every ψ ∈ D(dΓ(ω)),
the map s 7→ Θsψ belongs to C1([0, t0], Hˆ ) and its derivative is given by Θ˙sψ, where
Θ˙s denotes the maximal operator of multiplication with the function obtained by
taking pointwise derivatives of the weight functions at s ∈ [0, t0].
Since the B(Hˆ )-valued maps s 7→ Θs and s 7→ Θ˙s are only strongly continuous,
it might make sense to verify the following:
Lemma 4.3. Let Y : [0, t0]× Ω→ Hˆ be a semi-martingale whose paths belong to
C([0, t0],D(dΓ(ω))) and which can P-a.s. be written as
Yt = η +
∫ t
0
A0,sds+
∫ t
0
AsdBs, t ∈ [0, t0],(4.3)
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for some F0-measurable η : Ω → D(dΓ(ω)) and an adapted B(R1+ν , Hˆ )-valued
process (A0,A) with continuous paths. Then (ΘtYt)t∈[0,t0] is a Hˆ -valued semi-
martingale and it P-a.s. satisfies
ΘtYt = Θ0η +
∫ t
0
Θ˙sYsds+
∫ t
0
ΘsA0,sds+
∫ t
0
ΘsAsdBs, t ∈ [0, t0],(4.4)
‖ΘtYt‖
2 = ‖Θ0η‖
2 +
∫ t
0
2Re〈ΘsYs|ΘsA0,s + Θ˙sYs〉ds
+
∫ t
0
2Re〈ΘsYs|ΘsAs〉dBs +
∫ t
0
‖ΘsAs‖
2ds, t ∈ [0, t0].(4.5)
Proof. Let 0 = τ0 < τ
n
1 < . . . < τ
n
n = t0, n ∈ N, be partitions of [0, t0] with
maxℓ |τnℓ+1 − τ
n
ℓ | → 0, as n → ∞. On Ω and for all t ∈ [0, t0] and n ∈ N, we then
have
ΘtYt −Θ0Y0 =
n−1∑
ℓ=0
(Θτn
ℓ+1
∧tYτn
ℓ+1
∧t −Θτn
ℓ
∧tYτn
ℓ
∧t)
=
∫ t
0
n−1∑
ℓ=0
1(τnℓ ,τnℓ+1](s)Θ˙sYτ
n
ℓ+1
ds+
n−1∑
ℓ=0
Θτn
ℓ
(Yτn
ℓ+1
∧t − Yτn
ℓ
∧t).
Employing (4.1) and (4.2) and using maxs∈[0,t0] ‖(1 + dΓ(ω))ΘsYs‖ pathwise as
dominating (constant) function, we see that the Bochner-Lebesgue integrals in the
previous identity converge to
∫ t
0 Θ˙sYsds, pathwise and for every t ∈ [0, t0], as n
goes to infinity. Furthermore, we P-a.s. have
n−1∑
ℓ=0
Θτnℓ (Yτnℓ+1∧t − Yτnℓ ∧t) =
∫ t
0
n−1∑
ℓ=0
1(τnℓ ,τnℓ+1](s)Θτ
n
ℓ
dYs
=
∫ t
0
n−1∑
ℓ=0
1(τnℓ ,τnℓ+1](s)Θτ
n
ℓ
A0,sds+
∫ t
0
n−1∑
ℓ=0
1(τnℓ ,τnℓ+1](s)Θτ
n
ℓ
AsdBs,(4.6)
for all t ∈ [0, t0] and n ∈ N. Taking the remarks preceding the statement into
account, we see that Θ(A0,A) is again an adapted, continuous B(R1+ν , Hˆ )-valued
process, whose paths are bounded on [0, t0]. Using Rt := max06s6t ‖Θs(A0,s,As)‖,
t ∈ [0, t0], as a predictable dominating process, we may invoke the dominated
convergence theorem for stochastic integrals [28, Thm. 24.2] to conclude that, along
a subsequence, the expression in the last line of (4.6) converges P-a.s. uniformly
on [0, t0] to the sum of the last two integrals in (4.4).
Recall that a conjugation C was introduced in Hyp. 2.1. To infer (4.5) from
(4.4), we observe that Hˆ = FLC + iF
L
C , with the completely real subspace FC :=
{ψ ∈ F : Γ(−C)ψ = ψ}, and that every ψ ∈ Hˆ has a unique decomposition
ψ = ψ1 + iψ2 with ψ1, ψ2 ∈ FLC and ‖ψ‖
2 = ‖ψ1‖2 + ‖ψ2‖2. Hence, we can
interpret the squared norm on Hˆ as a function on the real Hilbert space F 2LC and
read (4.4) as a P-equality between F 2LC -valued processes. Then (4.5) follows from
(4.4) and the Ito¯ formula of [6, Thm. 4.32]. 
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Notation 4.4. The operator ϑ is equal to 1, if Θs = Θ
(α)
ε,s , and equal to 1 + dΓ(ω),
if Θs = Ξ
(δ)
ε,s. Using this convention we set
T1,s :=
1
2 ϑ
−1/2Θ−1s
[
[Θ2s, ϕ(GBqs )] , ϕ(GBqs )
]
Θ−1s ϑ
−1/2,(4.7)
T2,s :=
i
2 [Θs, ϕ(qBqs )] Θ
−1
s ϑ
−1/2 + 12Θ
−1
s
[
Θs , [Θs,σ · ϕ(FBqs )]
]
Θ−1s ϑ
−1/2,(4.8)
T±s := 2[Θ
±1
s , ϕ(GBqs )] Θ
∓1
s ϑ
−1/2.(4.9)
The operators in (4.7)–(4.9) are well-defined a priori on D(dΓ(ω)). In fact, under
suitable additional conditions on the coefficient vector c, they extend to bounded
operators on Hˆ whose norms are bounded on Ω uniformly in s and ε. For we have
the following result, whose proof is deferred to the appendix, where a systematic
treatment of multiple commutator estimates is presented:
Lemma 4.5. (1) If |α| > 1/2 and the operators in (4.7)–(4.9) are defined by means
of Θs = Θ
(α)
ε,s and ϑ = 1, then we find some cα > 0 such that
‖T1,s‖, ‖T
±
s ‖
2 6 c2α‖(̟ + κ)
1/2(1 +̟ + κ)|α|−
1/2GBqs‖
2,
‖T2,s‖ 6 cα‖(̟ + κ)
1/2(1 +̟ + κ)|α|−
1/2(q,σ · F )Bqs‖,(4.10)
for all s ∈ [0, t0] and ε ∈ (0, 1].
(2) If the operators in (4.7)–(4.9) are defined by means of Θs = Ξ
(δ)
ε,s with ϑ =
1 + dΓ(ω), then we find some c > 0 such that
‖T1,s‖, ‖T
±
s ‖
2 6 c2|δ|
∥∥{( t0̟2 + κ) ∨ (t0̟/2+κ)2ω }1/2e|δ|(t0̟/2+κ)GBqs∥∥2,
‖T2,s‖ 6 c|δ|
1/2
∥∥{( t0̟2 + κ) ∨ (t0̟/2+κ)2ω }1/2e|δ|(t0̟/2+κ)(q,σ · F )Bqs∥∥,(4.11)
on Ω, for all s ∈ [0, t0] and 0 < ε 6 |δ|.
Proof. The proof of (1) can be found in Ex. A.7, the one of (2) in Ex. A.9. 
Notation 4.6. For any vector v with components in h, we write
‖v‖◦ :=
{
cα‖(̟ + κ)
1/2(1 +̟ + κ)|α|−1/2v‖h, if Θs = Θ
(α)
ε,s ,
c|δ|1/2
∥∥{( t0̟2 + κ) ∨ (t0̟/2+κ)2ω }1/2e|δ|(t0̟/2+κ)v∥∥h, if Θs = Ξ(δ)ε,s,
(4.12)
where cα and c are the constants in (4.10) and (4.11), respectively. If v depends
on x ∈ Rν , then we abbreviate ‖v‖◦,∞ := supx∈Rν ‖vx‖◦.
We will use the following simple remark without further notice:
Remark 4.7. Let Rν ∋ x 7→ vx ∈ h be continuous and κ :M→ [0,∞) be measur-
able. Then the numerical function Rν ∋ x 7→
∫
M
κ|vx|2dµ is measurable as well.
In fact,
∫
M κ|vx|
2dµ = supn∈N
∫
M(n ∧ κ)|vx|
2dµ, for all x ∈ Rν , by the monotone
convergence theorem.
4.2. A remark on the stochastic Gronwall lemma. In our derivation of the
BDK type estimates we shall apply a variant of the stochastic Gronwall lemma [32]
that we state first. The proof of the following lemma is a simple modification of a
proof appearing in [32].
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Lemma 4.8. Let t0 > 0. Consider real processes M , Z, R, and b on [0, t0], where
M is a continuous local martingale starting at 0, Z and R are non-negative and
adapted with continuous paths, and b is non-negative and progressively measurable.
Assume that, P-a.s.,
Zt 6 Z0 +
∫ t
0
bsZsds+Mt +
∫ t
0
ZδsRsds, t ∈ [0, t0],
for some δ ∈ [0, 1). Pick some γ ∈ (0, 1) and set Bt :=
∫ t
0
bsds. Then the a priori
bound
E
[
sup
s6t0
e−γBsZγs
]
<∞,(4.13)
implies the following inequality, for all t ∈ [0, t0],
E
[
sup
s6t
e−γBsZγs
]
6 cγ,δE[Z
γ
0 ] + cγ,δE
[(∫ t
0
e−(1−δ)BsRsds
) γ
1−δ
]
.
Here the constant is given by c1−δγ,δ = 2
(γ+δ−1)∨0{(4 ∧ 1γ )
πγ
sin(πγ) + 1}.
Proof. Let H• :=
∫ •
0
ZδsRsds and L• :=
∫ •
0
e−BsdMs. Then a pathwise application
of Gronwall’s lemma and a partial integration P-a.s. yields
e−BtZt 6 e
−Bt(Z0 +Mt +Ht) +
∫ t
0
(Z0 +Ms +Hs)bse
−Bsds
= Z0 + Lt +
∫ t
0
e−BsZδsRsds, t ∈ [0, t0].
In particular, we P-a.s. have
sup
s6t
e−BsZs 6 Z0 + sup
s6t
Ls +
∫ t
0
e−BsZδsRsds,
− inf
s6t
Ls = sup
s6t
(−Ls) 6 Z0 +
∫ t
0
e−BsZδsRsds,
for all t ∈ [0, t0]. Now the key step consists in applying the inequality
E
[
(sup
s6t
Ls)
γ
]
6 (cγ,0 − 1)E
[
(− inf
s6t
Ls)
γ
]
, t ∈ [0, t0].
This is a special case of an inequality for continuous local martingales starting at
zero due to Burkholder with an improved constant obtained in [32, Prop. 1]. In
combination with (x+y+z)γ 6 xγ+yγ+zγ, x, y, z > 0, the above estimates entail
E
[
sup
s6t
e−γBsZγs
]
6 cγ,0E
[(
Z0 +
∫ t
0
e−BsZδsRsds
)γ]
6 cγ,0E
[(
sup
s6t
e−γBsZγs
)δ(
Z1−δ0 +
∫ t
0
e−(1−δ)BsRsds
)γ]
6 cγ,0E
[
sup
s6t
e−γBsZγs
]δ
E
[(
Z1−δ0 +
∫ t
0
e−(1−δ)BsRsds
) γ
1−δ
]1−δ
.
Now the a priori bound (4.13) permits to get
E
[
sup
s6t
e−γBsZγs
]
6 c
1
1−δ
γ,0 E
[(
Z1−δ0 +
∫ t
0
e−(1−δ)BsRsds
) γ
1−δ
]
, t ∈ [0, t0].
THE SEMI-GROUP IN NRQED 25
Finally, the desired bound follows from (x+y)r 6 2(r−1)∨0(xr+yr), x, y, r > 0. 
4.3. Weighted BDG type estimates. In the following lemma and its proof we
will employ the conventions of Notation 4.2, 4.4, and 4.6. The reader should keep
in mind that the weights Θs depend on ε and notice that the constants in (4.17)
and (4.18) are ε-independent.
Lemma 4.9. Let V ∈ K±(R
ν) and assume that ‖cx‖◦ < ∞, for every x ∈ R
ν .
Let (ρt,Rt)t∈[0,t0] be an adapted B(R
1+ν , Hˆ )-valued process with continuous paths.
Let p ∈ N and assume that (ψt)t∈[0,t0] is a Hˆ -valued semi-martingale whose paths
belong P-a.s. to C([0, t0],D(dΓ(ω))) and which P-a.s. satisfies
ψt = η −
∫ t
0
(
Ĥ(Bqs ) + V (B
q
s )
)
ψsds+
∫ t
0
iϕ(GBqs )ψsdBs
+
∫ t
0
ρsds+
∫ t
0
RsdBs, t ∈ [0, t0],(4.14)
where (q, η) : Ω→ Rν×D(dΓ(ω)) is F0-measurable with ‖η‖Hˆ ∈ L
p(P). Let µ > 0,
set
fp,µ(s) :=
{
2p‖GBqs‖
2
◦ + µ‖(q,σ · F )Bqs‖◦, if ϑ = 1 + dΓ(ω),
0, if ϑ = 1,
(4.15)
and assume that fp,µ(s) 6 1/8, for all s ∈ [0, t0]. Abbreviate
Rp(s) :=
∥∥(1 + dΓ(ω))−1/2Θsρs∥∥2 + (p+ ‖GBqs‖2kν)‖ΘsRs‖2,
bp,µ(s) := p‖GBqs‖
2
◦ + (
µ
2 +
1
2µ )‖(q,σ · F )Bqs‖◦ + 4✵(B
q
s ) + V−(B
q
s ),(4.16)
and assume that
E
[( ∫ t0
0
Rp(s)ds
)p/2]
<∞.
Then the following bounds hold for all t ∈ [0, t0],
E
[
sup
s6t
{e−p
∫
s
0
bp,µ(r)dr‖Θsψs‖
p}
]
6 (7et)pE
[
‖Θ0ψ0‖
p
]
+ (28etp
1/2)pE
[(∫ t
0
e−2
∫ s
0
bp,µ(r)drRp(s)ds
)p/2]
,(4.17)
E
[(∫ t
0
e−2
∫
s
0
bp,µ(r)dr‖dΓ(ω)
1/2Θsψs‖
2ds
)p/2]
6 cpe
2pt
E
[
‖Θ0ψ0‖
p
]
+ cpe
pt
E
[( ∫ t
0
e−2
∫
s
0
bp,µ(r)dr‖GBqs‖
2
◦‖Θsψs‖
2ds
)p/2]
+ cpe
2pt
E
[(∫ t
0
e−2
∫
s
0
bp,µ(r)drRp(s)ds
)p/2]
.(4.18)
Here cp > 0 depends only on p.
Proof. Step 1. If f is one of the components of c = (G, q,F ), then x 7→ ϕ(fx),
x 7→ ϕ(Gx)2, and, hence, x 7→ Ĥ(x) are well-defined continuous maps from Rν
into B(D(dΓ(ω)), Hˆ ) as a consequence of (2.6), (2.7), Hyp. 2.1, and Ex. A.6. This
shows that Lem. 4.3 applies to the semi-martingale ψ. It is also known that ϕ(fx)
maps D(dΓ(ω)) continuously into D(dΓ(ω)1/2) ⊂ D(ϕ(fx)), which altogether shows
that all algebraic manipulations in the following steps are justified.
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Step 2. Combining Lem. 4.3 with (4.14) we P-a.s. find, for all t ∈ [0, t0],
‖Θtψt‖
2 = ‖Θ0ψ0‖
2 −
∫ t
0
2Re
〈
ψs
∣∣Θ2s 12ϕ(GBqs )2 ψs〉ds
−
∫ t
0
2Re
〈
ψs
∣∣Θ2s(dΓ(ω)− i2ϕ(qBqs )− σ · ϕ(FBqs )− Θ˙sΘs + V (Bqs ))ψs〉ds
+
∫ t
0
2Re
〈
ψs
∣∣Θ2s iϕ(GBqs )ψs〉dBs + ∫ t
0
∥∥Θsϕ(GBqs )ψs∥∥2ds
+
∫ t
0
2Re〈Θsψs|Θsρs〉ds+
∫ t
0
2Re〈Θsψs|ΘsRs〉dBs
+
∫ t
0
2Re〈ΘsRs|Θs iϕ(GBqs )ψs〉ds+
∫ t
0
‖ΘsRs‖
2ds.
Now we commute Θ2s with one of the factors ϕ(GBqs ) in the integral in the first
line, take the cancellation with the second integral in the third line into account,
and observe that
Re
〈
ψs
∣∣[Θ2s, ϕ(GBqs )]ϕ(GBqs )ψ〉 = 〈ϑ1/2Θsψs∣∣T1(s)ϑ1/2Θsψs〉,
2Re
〈
ψs
∣∣Θs[Θs,σ · ϕ(FBqs )]ψs〉 = 〈ψs∣∣[Θs , [Θs,σ · ϕ(FBqs )]]ψs〉.
Moreover, we commute one factor Θs with ϕ(GBqs ) in the first dB-integral and use
that Re〈ψs|Θsiϕ(GBqs )Θsψs〉 = 0. The same observation can be used in the second
line with i2ϕ(qBqs ) in place of iϕ(GBqs ). In this way we P-a.s. arrive at
‖Θtψt‖
2 = ‖Θ0ψ0‖
2 +
∫ t
0
J (s)ds+
∫ t
0
J(s)dBs,(4.19)
for all t ∈ [0, t0], with
J (s) := −2
〈
Θsψs
∣∣(dΓ(ω)− σ · ϕ(FBqs )− Θ˙sΘs + V (Bqs ))Θsψs〉
−
〈
ϑ
1/2Θsψs
∣∣T1,sϑ1/2Θsψs〉+ 2Re〈Θsψs∣∣T2,sϑ1/2Θsψs〉
+ 2Re〈Θsψs|Θsρs〉+ ‖ΘsRs‖
2
+ 2Re〈ΘsRs|iϕ(GBqs )Θsψs〉+Re〈ΘsRs|iT
+
s ϑ
1/2Θsψs〉,
J(s) := Re
〈
Θsψs
∣∣iT+s ϑ1/2Θsψs + 2ΘsRs〉.(4.20)
Next, we apply the bounds
σ · ϕ(FBqs ) +
Θ˙s
Θs
6 (1/4 + 1/2)dΓ(ω) + 4✵(Bqs ) + 1/2,(4.21)
‖ϕ(GBqs )(1 + dΓ(ω))
−1/2‖ 6 2
1/2‖GBqs‖k.(4.22)
The first one of them follows from (2.8) (with κ = ω/4) and (4.1) (resp. (4.2)),
and the second one is implied by (2.6) and (2.7). We thus obtain
J (s) 6 −
(
1
2 − 2µ
′
)
‖dΓ(ω)
1/2Θsψs‖
2
+
(
‖T1,s‖+ ‖T
+
s ‖
2 + µ‖T2,s‖
)
‖ϑ
1/2Θsψs‖
2
+
(
8✵(Bqs ) + 1− 2V (B
q
s ) +
‖T2,s‖
µ
+ 2µ′
)
‖Θsψs‖
2
+
1
µ′
∥∥(1 + dΓ(ω))−1/2Θsρs∥∥2 + (5
4
+
2‖GBqs‖
2
k
µ′
)
‖ΘsRs‖
2,(4.23)
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for all s ∈ [0, t0] and µ, µ′ > 0. We further have
1
2J(s)
2 6 2‖Θsψs‖
2‖T+s ‖
2‖ϑ
1/2Θsψs‖
2 + 4‖Θsψs‖
2‖ΘsRs‖
2.(4.24)
Step 3. Let p > 2. In view of (4.19) an application of Ito¯’s formula P-a.s. yields
‖Θtψt‖
2p = ‖Θ0ψ0‖
2p + p
∫ t
0
‖Θsψs‖
2p−2J (s)ds
+ p
∫ t
0
‖Θsψs‖
2p−2J(s)dBs +
p(p− 1)
2
∫ t
0
‖Θsψs‖
2p−4J(s)2ds,(4.25)
for all t ∈ [0, t0]. Using (4.23) with µ′ = 1/8, (4.24), and Lem. 4.5 together with
(4.12), we P-a.s. obtain
‖Θtψt‖
2p 6 ‖Θtψt‖
2p + p
∫ t
0
(
1
4 − fp,µ(s)
)
‖Θsψs‖
2p−2‖dΓ(ω)
1/2Θsψs‖
2ds
6 ‖Θ0ψ0‖
2p + 2p
∫ t
0
(bp,µ(s) + 1)‖Θsψs‖
2pds+ p
∫ t
0
‖Θsψs‖
2p−2J(s)dBs
+ 8p
∫ t
0
‖Θsψs‖
2p−2
∥∥(1 + dΓ(ω))−1/2Θsρs∥∥2ds
+ p
∫ t
0
‖Θsψs‖
2p−2
(5
4
+ 4(p− 1) + 16‖GBqs‖
2
k
)
‖ΘsRs‖
2ds,(4.26)
for all t ∈ [0, t0] and µ > 0. Taking (4.19) and (4.23) into account, we see that
(4.26) is actually valid for p = 1 as well.
Step 4. Applying (4.23)–(4.25) with Θs := ϑ := 1 and µ
′ = 1/8, we P-a.s. obtain
‖ψt‖
2p +
p
4
∫ t
0
‖ψs‖
2p−2‖dΓ(ω)
1/2ψs‖
2ds 6 ‖η‖2p + 16p
∫ t
0
‖ψs‖
2p−2Rp(s)ds
+ 2p
∫ t
0
(4✵(Bqs ) + 1 + V−(B
q
s ))‖ψs‖
2pds,(4.27)
for all t ∈ [0, t0] and p ∈ {1} ∪ [2,∞). Together with Gronwall’s lemma and an
integration by parts (4.27) P-a.s. yields
sup
s6t
{e−2pBs‖ψs‖
2p} 6 ‖η‖2p + 16p
∫ t
0
{e−(2p−2)Bs‖ψs‖
2p−2}e−2BsRp(s)ds
6 sup
s6t
{e−2pBs‖ψs‖
2p}1−
1/p
(
‖η‖2 + 16p
∫ t
0
e−2BsRp(s)ds
)
,
with B• :=
∫ •
0 (4✵(B
q
s ) + 1 + V−(B
q
s ))ds. Hence, we P-a.s. have
sup
s6t
{e−pBs‖ψs‖
p} 6 2
p/2
{
‖η‖p + 4p
(
p
∫ t
0
e−2BsRp(s)ds
)p/2}
, t ∈ [0, t0].(4.28)
By the assumptions on η, ρ, and R, and since Θs is uniformly bounded by some
ε-dependent constant, (4.28) implies that the expectation on the left hand side of
(4.17) is finite for all t ∈ [0, t0]; this a priori information is needed in the next step.
Step 5. By the remarks in the first step, (‖Θsψs‖2p−2J(s))s∈[0,t0] is an adapted
continuous Rν -valued process, whence its integral with respect to the Brownian
motion in (4.26) is a continuous local martingale starting from zero. Thanks to
this and the remarks in Step 4, we may apply Lem. 4.8 with γ = 1/2, δ = 1− 1/p,
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Zs = ‖Θsψs‖2p, bs = 2p(bp,µ(s)+1), and Rs = 16pRp(s) to infer (4.17) from (4.26).
(We also use that c
1/p
1/2,1−1/p = 2
1/2(π + 1) < 7.)
Step 6. Finally, we verify (4.18). We abbreviate Bp,t := t +
∫ t
0
bp,µ(s)ds. Then
(4.19) and Ito¯’s formula P-a.s. imply
e−2Bp,t‖Θtψt‖
2 = ‖Θ0ψ‖
2 +
∫ t
0
e−2Bp,sJ (s)ds
− 2
∫ t
0
(bp,µ(s) + 1)e
−2Bp,s‖Θsψs‖
2ds+
∫ t
0
e−2Bp,sJ(s)dBs,
for all t ∈ [0, t0]. Next, we employ (4.23) with µ′ := 1/8 and taking into account
that ‖T1,s‖ + ‖T
+
s ‖
2 + µ‖T2,s‖ 6 f1,p(s) 6 1/8 in the case ϑ = 1 + dΓ(ω), by
Lem. 4.5 and our assumption on fp,µ. In all cases this P-a.s. yields
e−2Bp,t‖Θtψt‖
2 +
1
4
∫ t
0
e−2Bp,s‖dΓ(ω)
1/2Θsψs‖
2ds
6 ‖Θ0ψ0‖
2 + 16
∫ t
0
e−2Bp,sR1(s)ds+
∫ t
0
e−2Bp,sJ(s)dBs,(4.29)
for all t ∈ [0, t0]. Let us consider the previous bound in the case Θs = 1 for the
moment. Then J = 0 and, hence, the assumptions on η = ψ0, ρ, and R entail∫ t0
0 e
−2Bp,s‖dΓ(ω)1/2ψs‖2ds ∈ L
p/2(P). Since ‖Θs‖ is uniformly bounded by some
ε-dependent constant this ensures a priori that the left hand side of (4.18) is finite.
Returning to general Θs we raise (4.29) to the power p/2 and employ the bound
(a1 + · · ·+ an)q 6 n(q−1)∨0(a
q
1 + · · ·+ a
q
n) afterwards, which leads to
E
[(∫ t
0
e−2Bp,s‖dΓ(ω)
1/2Θsψs‖
2ds
)p/2]
6 4pE
[
‖Θ0ψ0‖
p
]
+ 42pE
[(∫ t
0
e−2Bp,sR1(s)ds
)p/2]
+ 4pE
[∣∣∣ ∫ t
0
e−2Bp,sJ(s)dBs
∣∣∣p/2],(4.30)
for all t ∈ [0, t0]. Furthermore, there exists cp > 0 such that the following special
case of the Burkholder-Davis-Gundy inequality holds for every t ∈ [0, t0],
E
[
sup
r6t
∣∣∣ ∫ r
0
e−2Bp,sJ(s)dBs
∣∣∣p/2] 6 cpE[(∫ t
0
|e−2Bp,sJ(s)|2ds
)p/4]
;(4.31)
see, e.g., [6, Thm. 4.36]. In particular, the last term in (4.30) can be estimated as
E
[∣∣∣ ∫ t
0
e−2Bp,sJ(s)dBs
∣∣∣p/2] 6 cpE[ sup
s6t
{e−pBp,s‖Θsψs‖
p}
]1/2
· E
[(∫ t
0
e−2Bp,s
∥∥iT+s ϑ1/2Θsψs + 2ΘsRs∥∥2ds)p/2]1/2.
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Using that, by Lem. 4.5 and our assumption on fp,µ, ϑ = 1+dΓ(ω) implies ‖T
+
s ‖ 6
1, we readily infer from the previous inequality that, in all cases and for all t ∈ [0, t0],
E
[∣∣∣ ∫ t
0
e−2Bp,sJ(s)dBs
∣∣∣p/2] 6 1
2 · 4p
E
[(∫ t
0
e−2Bp,s‖dΓ(ω)
1/2Θsψs‖
2ds
)p/2]
+c′pE
[
sup
s6t
{e−pBp,s‖Θsψs‖
p}
]
+ c′pE
[(∫ t
0
e−2Bp,s‖T+s ‖
2‖Θsψs‖
2ds
)p/2]
+c′pE
[(∫ t
0
e−2Bp,sR1(s)ds
)p/2]
,(4.32)
for some c′p > 0 depending only on p. Inserting (4.32) into (4.30), solving the
resulting inequality for the left hand side of (4.30) (which is finite as we observed
above), and applying (4.17) afterwards, we obtain (4.18). 
In the rest of this subsection we apply Lem. 4.9 to the process given by Thm. 2.6
extending the bounds (4.17) and (4.18) to unbounded weight functions (ε = 0) at
the same time. The reader might want to recall the definition of the weights Θ
(α)
ε,s
and Ξ
(δ)
ε,s in the beginning of Subsect. 4.1 before reading the next lemmas.
Lemma 4.10. (1) Let t0 > 0, |α| > 1/2, and assume that the coefficient vector
satisfies ‖c‖◦,∞ := supx∈Rν ‖cx‖◦ <∞ with ‖ · ‖◦ given by the first line in (4.12).
Then, P-a.s., W0t [B
q] maps D(Θ
(α)
0,0 ) into D(Θ
(α)
0,t ), for all t ∈ [0, t0], and
E
[
sup
s6t
‖Θ
(α)
0,sW
0
s[B
q]η‖p
]
6
(
7e(p‖c‖
2
◦,∞+4‖✵‖∞+2)t
)p
E
[
‖Θ
(α)
0,0 η‖
p
]
,(4.33)
for all p ∈ N, t ∈ [0, t0], and F0-measurable (q, η) : Ω → Rν × D(Θ
(α)
0,0 ) with
‖Θ
(α)
0,0η‖ ∈ L
p(P).
(2) Let t0 > 0, 0 < |δ| 6 1, p ∈ N, and assume that ‖(q,F )‖◦,∞ < ∞ and
p‖G‖2◦,∞ 6 1/32, where ‖ · ‖◦ is given by the second line in (4.12). Then, P-a.s.,
W0t [B
q] maps D(Ξ
(δ)
0,0) into D(Ξ
(δ)
0,t ), for all t ∈ [0, t0], and
E
[
sup
s6t
‖Ξ
(δ)
0,sW
0
sη‖
p
]
6
(
7e(8‖c‖
2
◦,∞+4‖✵‖∞+2)t
)p
E
[
‖Ξ
(δ)
0,0η‖
p
]
,(4.34)
for all t ∈ [0, t0] and F0-measurable (q, η) : Ω→ Rν×D(Ξ
(δ)
0,0) with ‖Ξ
(δ)
0,0η‖ ∈ L
p(P).
Remark 4.11. Before we prove the lemma, let us clarify the purpose of the inverse
weights in the polynomial case. In the situation of Lem. 4.10 assume in addition
that α 6 −1/2. By Rem. 4.1 we have Θ
(α)
0,t0
= Θ
(−α)
0,0
−1
and Θ
(α)
0,0
−1
= Θ
(−α)
0,t0
.
Substituting η = Θ
(α)
0,0
−1
ζ in (4.33) we thus arrive at
E
[
‖Θ
(−α)
0,0
−1
W
0
s[B
q]Θ
(−α)
0,t0
ζ‖p
]
6
(
7e(p‖c‖
2
◦,∞+4‖✵‖∞+2)t
)p
E
[
‖ζ‖p
]
,(4.35)
for all p ∈ N and F0-measurable (q, ζ) : Ω → Rν × D(Θ
(−α)
0,t0
) with ‖ζ‖ ∈ Lp(P).
That is, the purpose of the inverse weights is to obtain bounds where an unbounded
weight stands to the right of W0s[B
q].
Proof. By virtue of Thm. 2.6 we know that Lem. 4.9 applies to the semi-martingale
(W0t [B
q]η)t>0, if we set V , ρ, and R equal to zero in the statement of the lemma.
Below we put ηm := 1{‖η‖6m}η and ηn,m := (1 + n
−1dΓ(ω))−1ηm, for n,m ∈ N, so
that each ηn,m is a F0-measurable D(dΓ(ω))-valued initial condition.
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(1): For all ε ∈ (0, 1] and n,m ∈ N, the bound
E
[
sup
s6t
‖Θ(α)ε,s W
0
s[B
q]ηn,m‖
p
]
6
(
7e(p‖c‖
2
◦,∞+4‖✵‖∞+2)t
)p
E
[
‖Θ
(α)
0,0ηn,m‖
p
]
(4.36)
follows easily from (4.16) and (4.17) with µ = 1. Thanks to (2.21), we further know
that
(4.37) sup
s6t
‖Θ(α)ε,sW
0
s[B
q]ηn,m‖ 6 cα,εe
‖✵‖∞t‖ηm‖ ∈ L
p(P), ε ∈ (0, 1], m, n ∈ N,
and the dominated convergence theorem implies the bounds
E
[
sup
s6t
‖Θ(α)ε,sW
0
s[B
q]ηm‖
2p
]
6
(
7e(p‖c‖
2
◦,∞+4‖✵‖∞+2)t
)p
E
[
‖Θ
(α)
ε,0 ηm‖
2p
]
,(4.38)
for all t ∈ [0, t0], ε ∈ (0, 1], and m ∈ N.
Consider the case α > 0. Then ‖Θ
(α)
ε,0 ηm‖ 6 ‖Θ
(α)
0,0η‖ ∈ L
p(P). Employing the
monotone convergence theorem we may thus pass to the limits m → ∞ and ε ↓ 0
on the left hand side of (4.38), which proves (4.33) in this case.
In the case α < 0, where Θ
(α)
ε,s 6 2|α| we apply the dominated convergence
theorem first, to pass to the limit ε ↓ 0 on both sides of (4.38). After that we
estimate ‖Θ
(α)
0,0ηm‖ 6 ‖Θ
(α)
0,0η‖ ∈ L
p(P) on the right hand side and, finally, we let
m go to infinity on the left hand side using the monotone convergence theorem.
(2) can be proved analogously to (1), distinguishing the cases δ > 0 and δ < 0.
The only difference is that we choose µ in (4.16) such that µ‖(q,F )‖◦,∞ = 1/16,
for non-zero (q,F ), when we apply (4.17). For then the condition fp,µ 6 1/8 in
Lem. 4.9 is satisfied, since we are assuming that 2p‖G‖2◦,∞ 6 1/16. 
Lemma 4.12. (1) Let |α| > 1/2, t0 > 0, p ∈ N, and let c, q, and η fulfill the
conditions in Lem. 4.10(1). Then, for dt ⊗ P-a.e. (t,γ) ∈ [0, t0] × Ω, W0t [B
q](γ)
maps D(Θ
(α)
0,0 ) into D(dΓ(ω)
1/2Θ
(α)
0,t ), and
E
[(∫ t
0
∥∥dΓ(ω)1/2Θ(α)0,sW0s[Bq]η∥∥2ds)p/2]
6 cpe
c(p‖c‖2◦,∞+‖✵‖∞+1)pt
(
1 + t
p/2‖G‖p◦,∞
)
E
[
‖Θ
(α)
0,0η‖
p
]
, t ∈ [0, t0],(4.39)
for some universal constant c > 0 and some cp > 0 depending only on p.
(2) Let 0 < |δ| 6 1, t0 > 0, p ∈ N, and let c, q, and η fulfill the conditions in
Lem. 4.10(2). Then, for dt ⊗ P-a.e. (t,γ) ∈ [0, t0] × Ω, W0t [B
q](γ) maps D(Ξ
(δ)
0,0)
into D(dΓ(ω)1/2Ξ
(δ)
0,t ), and (4.39) holds true with Θ
(α)
0,s replaced by Ξ
(δ)
0,s.
Proof. (1): Let ηn,m and ηm be defined as in the proof of Lem. 4.10. Then we can
apply (4.18) with ψs = W
0
s[B
q]ηn,m, (ρ,R) = 0, and (4.36) afterwards. In this way
we easily arrive at
E
[(∫ t
0
∥∥dΓ(ω)1/2Θ(α)ε,s W0s[Bq]ηn,m∥∥2ds)p/2]
6 cpe
c(p‖c‖2◦,∞+‖✵‖∞+1)pt
(
1 + t
p/2‖G‖p◦,∞
)
E
[
‖Θ
(α)
ε,0 ηn,m‖
p
]
,(4.40)
THE SEMI-GROUP IN NRQED 31
for all t ∈ [0, t0], m,n,∈ N, and ε ∈ (0, 1]. To remove the regularization parameter
n, we start by considering the expressions
E
[(∫ t
0
∥∥dΓ(ω)1/2(1 + ℓ−1dΓ(ω))−1/2Θ(α)ε,s W0s[Bq]ηn,m∥∥2ds)p/2]
6 cp,tE
[
‖Θ
(α)
ε,0 ηm‖
p
]
,(4.41)
where cp,t denotes the constant on the right hand side of (4.40). Because of the
bounds∥∥dΓ(ω)1/2(1 + ℓ−1dΓ(ω))−1/2Θ(α)ε,s W0s[Bq]ηn∥∥ 6 cα,ε,ℓe‖✵‖∞t0‖ηm‖ ∈ Lp(P),
that hold pointwise on [0, t0] × Ω, for ε ∈ (0, 1] and m,n ∈ N, we may apply the
dominated convergence theorem to obtain (4.41) with ηn,m replaced by ηm on its
left hand side. After that we can pass to the limits ε ↓ 0 and m → ∞ as in the
proof of Lem. 4.10 distinguishing the cases α > 0 and α < 0. This yields (4.41)
with ηn,m and ηm replaced by η and for ε = 0. Finally, we let ℓ go to infinity with
the help of the monotone convergence theorem.
The proof of (2) is analogous. 
4.4. An elementary algebraic identity. Before studying the behavior ofWV [Bq]
under changes of q and perturbations of the coefficient vector, we derive the fol-
lowing algebraic lemma which is needed in the proof of Lem. 4.16 below.
Lemma 4.13. Let K be a Hilbert space, v = (v1, . . . , vν) and v˜ = (v˜1, . . . , v˜ν) be
tuples of self-adjoint operators acting in K , and Θ = Θ∗ ∈ B(K ) be such that
ΘD(w) ⊂ D(w) and ΘD(w2) ⊂ D(w2), if the operator w is any of the components
of v or v˜. Suppose that the vectors η and η˜ are elements of the domain C :=⋂ν
j=1D(v
2
j ) ∩D(vj v˜j) ∩ D(v˜jvj) ∩ D(v˜
2
j ). Then the following identity holds,
A := −Re〈η − η˜|Θ2v2η −Θ2v˜2η˜〉+ ‖Θvη −Θv˜η˜‖2
= ‖Θ(v − v˜)η˜‖2 + 12
〈
η − η˜
∣∣[[v,Θ2],v](η − η˜)〉
− 2Re
〈
{Θ[v,Θ] + [v,Θ]Θ}(η − η˜)
∣∣(v − v˜)η˜〉
+Re
〈
(v − v˜)Θ(η − η˜)
∣∣Θ(v − v˜)η˜〉
+Re
〈
[v − v˜,Θ]Θ(η − η˜)
∣∣(v − v˜)η˜〉
− Re〈Θ(η − η˜)|Θ[v, v˜]η˜〉.(4.42)
Proof. First we write Θ2v2 = vΘ2v + [Θ2,v]v and analogously for v˜ and take the
cancelations between the two terms in the first line of (4.42) into account to get
A = Re
〈
η
∣∣vΘ2(v − v˜)η˜〉− Re〈η∣∣(v − v˜)Θ2v˜η˜〉
− Re
〈
η − η˜
∣∣[Θ2,v]vη − [Θ2, v˜]v˜η˜〉.(4.43)
In both terms appearing on the right hand side of the first line in (4.43) and in the
right entry of scalar product in the second line of (4.43) we now write η = (η− η˜)+ η˜
and apply distributive laws to get
A = Re
〈
η − η˜
∣∣vΘ2(v − v˜)η˜〉− Re〈η − η˜∣∣(v − v˜)Θ2v˜η˜〉
+Re
〈
η˜
∣∣vΘ2(v − v˜)η˜〉− Re〈η˜∣∣(v − v˜)Θ2v˜η˜〉
− Re
〈
η − η˜
∣∣[Θ2,v]v(η − η˜)〉
− Re
〈
η − η˜
∣∣([Θ2,v]v − [Θ2, v˜]v˜)η˜〉.(4.44)
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Using Re〈φ|ψ〉 = Re〈ψ|φ〉, we see that the term in the second line of (4.44) is equal
to the first term in the second line of (4.42). Computing the real part we further see
that the term in the third line of (4.44) is equal to the second term in the second
line of (4.42). (Here we use Θ2D(v2j ) ⊂ D(v
2
j ).) The sum of the first and fourth
line of (4.44) is equal to Re〈η − η˜|Bη˜〉, where B is defined on the domain C by
B := vΘ2(v − v˜)− (v − v˜)Θ2v˜
− [Θ2,v](v − v˜)− [Θ2,v − v˜]v˜.(4.45)
Here we added and subtracted [Θ2,v]v˜ in the second line. In the first line of (4.45)
we now commute one factor Θ to the left, and in the second line we use the Leibnitz
rule [Θ2, a] = Θ[Θ, a] + [Θ, a]Θ. This results in
B = Θ
{
vΘ(v − v˜)− (v − v˜)Θv˜ − [Θ,v](v − v˜)− [Θ,v − v˜]v˜
}
+ [v,Θ]Θ(v − v˜)− [v − v˜,Θ]Θv˜
− [Θ,v]Θ(v − v˜)− [Θ,v − v˜]Θv˜
= Θ
{
2[v,Θ] + Θ(v − v˜)
}
(v − v˜)−Θ2[v, v˜]
+ 2[v,Θ]Θ(v − v˜) on C.
Since Θ[vj ,Θ]+ [vj ,Θ]Θ is skew symmetric on D(vj), for every j ∈ {1, . . . , ν}, this
yields the desired identity. 
4.5. Continuity of the stochastic flow in weighted spaces. In this subsection
we prove the announced Lem. 4.16 on the behavior of the stochastic flow under
perturbations of the initial condition q and the coefficient vector. We shall again
employ Notation 4.2, 4.4, and 4.6. The following abbreviations will be useful as
well:
Notation 4.14. Given two coeffcient vectors c = (G, q,σ · F ) and c˜ = (G˜, q˜,σ · F˜ )
satisfying Hyp. 2.1 with the same ω and the same conjugation C and two F0-
measurable initial conditions q, q˜ : Ω→ Rν , we set
D±s := [ϕ(GBqs − G˜Bq˜s ),Θ
±1
s ]Θ
∓1
s ϑ
−1/2,(4.46)
Ds :=
[
i
2ϕ(qBqs − q˜Bq˜s ) + σ · ϕ(FB
q
s
− F˜
B
q˜
s
),Θs
]
Θ−1s ϑ
−1/2,(4.47)
for all s ∈ [0, t0]. For any vector v with components in h we further write
‖v‖∗ := ‖v‖k + ‖v‖◦.
Finally, we abbreviate
(4.48) θ := 1 + dΓ(ω).
Again the operators in (4.46) and (4.47) are well-defined a priori on D(dΓ(ω))
and have bounded closures under suitable extra conditions on c. For we have the
following analogue of Lem. 4.5:
Lemma 4.15. Let s ∈ [0, t0] and ε ∈ (0, 1]. Assume in addition that ε 6 |δ|, if
the operators in (4.46) and (4.47) are defined by means of the exponential weights
Θs = Ξ
(δ)
ε,s and ϑ = 1 + dΓ(ω). Then the following bounds hold on Ω,
‖D±s ‖ 6 ‖GBqs − G˜Bq˜s‖◦, ‖Ds‖ 6 ‖(q,σ · F )B
q
s
− (q˜,σ · F˜ )
B
q˜
s
‖◦.(4.49)
Proof. Ex. A.7 and Ex. A.9 immediately imply the asserted bounds, if we replace
GBqs by GBqs − G˜Bq˜s , etc., in the corresponding arguments. 
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Lemma 4.16. Let p ∈ N and V, V˜ : Rν → R be bounded and continuous. Let c =
(G, q,σ ·F ) and c˜ = (G˜, q˜,σ · F˜ ) be two coefficient vectors satisfying Hyp. 2.1 with
the same ω and the same conjugation C such that ‖cx‖◦, ‖c˜x‖◦ <∞, for every x ∈
R
ν . Let (ρt,Rt)t∈[0,t0] and (ρ˜t, R˜t)t∈[0,t0] be adapted B(R
1+ν , Hˆ )-valued processes
with continuous paths such that
∫ t0
0 ‖(θ
−1/2ρs,Rs)‖
2ds and
∫ t0
0 ‖(θ
−1/2ρ˜s, R˜s)‖
2ds
belong to Lp/2(P). Define a family of closed operators
H˜(x) := 12ϕ(G˜x)
2 − i2ϕ(q˜x)− σ · ϕ(F˜ x) + dΓ(ω), x ∈ R
ν ,
on the constant domain D(dΓ(ω)). Assume in addition that f2p,µ(s) 6 1/8, for all
s ∈ [0, t0], where f2p,µ is defined by (4.15). Let (q, q˜, η) : Ω→ Rν×Rν×D(dΓ(ω)) be
F0-measurable and (ψt)t∈[0,t0] and (ψ˜t)t∈[0,t0] be Hˆ -valued semi-martingales whose
paths belong P-a.s. to C([0, t0],D(dΓ(ω))) and which P-a.s. satisfy
ψt = η −
∫ t
0
(
Ĥ(Bqs ) + V (B
q
s )
)
ψsds+
∫ t
0
iϕ(GBqs )ψsdBs
+
∫ t
0
ρsds+
∫ t
0
RsdBs,
ψ˜t = η −
∫ t
0
(
H˜(Bq˜s ) + V˜ (B
q˜
s )
)
ψ˜sds+
∫ t
0
iϕ(G˜
B
q˜
s
)ψ˜sdBs
+
∫ t
0
ρ˜sds+
∫ t
0
R˜sdBs,
for all t ∈ [0, t0]. Abbreviate
φs := Θs(ψs − ψ˜s),
dp(s) := |V (B
q
s )− V˜ (B
q˜
s )|+ ‖(q,σ · F )Bqs − (q˜,σ · F˜ )Bq˜s‖∗
+
(
p+ ‖GBqs − G˜Bq˜s‖k
)
‖GBqs − G˜Bq˜s‖∗,(4.50)
Qp(s) := dp(s)
2‖θ
1/2Θsψ˜s‖
2
+
∥∥θ−1/2Θs(ρs − ρ˜s)∥∥2 + (p+ ‖GBqs‖2◦)‖Θs(Rs − R˜s)‖2,
for all s ∈ [0, t0]. Then the following bounds hold, for all t ∈ [0, t0],
E
[
sup
s6t
e−p
∫
t
0
b2p,µ(s)ds‖φs‖
p
]
6 (cetp
1/2)pE
[(∫ t
0
e−2
∫
s
0
b2p,µ(r)drQp(s)ds
)p/2]
,(4.51)
E
[(∫ t
0
‖dΓ(ω)
1/2φs‖
2ds
)p/2]
6 cpe
pt
E
[(∫ t
0
e−2
∫
s
0
b2p,µ(r)drQp(s)ds
)p/2]
+ cpe
pt
E
[(∫ t
0
e−2
∫
s
0
b2p,µ(r)dr‖GBqs‖
2
◦‖φs‖
2ds
)p/2]
.(4.52)
Here c > 0 is some universal constant and cp > 0 depends only on p. The process
b2p,µ is defined by (4.16).
Proof. Step 1. Exactly as in the first step of the proof of Lem. 4.9 we see that
Lem. 4.3 applies to both (ψt)t∈[0,t0] and (ψ˜t)t∈[0,t0]. As a consequence, (φt)t∈[0,t0]
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can P-a.s. be written as
φt = −
∫ t
0
Θs
(
1
2ϕ(GBqs )
2 − Φs
)
ψsds−
∫ t
0
Θs
(
1
2ϕ(G˜Bq˜s )
2 − Φ˜s
)
ψ˜sds
−
∫ t
0
(
dΓ(ω)− Θ˙sΘs
)
φsds+
∫ t
0
Θs(ρs − ρ˜s)ds
+
∫ t
0
Θs
(
iϕ(GBqs )ψs − iϕ(G˜Bq˜s )ψ˜s
)
dBs +
∫ t
0
Θs(Rs − R˜s)dBs,
for all t ∈ [0, t0], with
Φs :=
i
2ϕ(qBqs ) + σ · ϕ(FBqs )− V (B
q
s ),
Φ˜s :=
i
2ϕ(q˜Bq˜s ) + σ · ϕ(F˜Bq˜s )− V˜ (B
q˜
s ).
Now Ito¯’s formula P-a.s. implies
‖φt‖
2 =
7∑
ℓ=1
∫ t
0
Iℓ(s)ds+
∫ t
0
I(s)dBs, t ∈ [0, t0],(4.53)
where
I1(s) := −Re
〈
φs
∣∣Θs(ϕ(GBqs )2ψs − ϕ(G˜Bq˜s )2ψ˜s)〉,
I2(s) := −2Re
〈
φs
∣∣(dΓ(ω)− Θ˙sΘs )φs〉,
I3(s) := 2Re
〈
φs
∣∣Θs(Φsψs − Φ˜sψ˜s)〉,
I4(s) :=
∥∥Θs(ϕ(GBqs )ψs − ϕ(G˜Bq˜s )ψ˜s)∥∥2,
I5(s) := 2Re
〈
φs
∣∣Θs(ρs − ρ˜s)〉,
I6(s) := 2Re
〈
Θs(Rs − R˜s)
∣∣iΘs(ϕ(GBqs )ψs − ϕ(G˜Bq˜s )ψ˜s)〉,
I7(s) := ‖Θs(Rs − R˜s)‖
2,
I(s) := 2Re
〈
φs
∣∣iΘs(ϕ(GBqs )ψs − ϕ(G˜Bq˜s )ψ˜s)+Θs(Rs − R˜s)〉.
Furthermore, the following identity (4.54) is a direct consequence of the algebraic
Lem. 4.13, the commutation relation
[ϕ(GBqs ), ϕ(G˜Bq˜s )] = 2Im〈GB
q
s
|G˜
B
q˜
s
〉1 = 0, on D(dΓ(ω)),
and the definitions (4.7), (4.9), and (4.46),
I1(s) +I4(s) = 〈ϑ
1/2φs|T1,sϑ
1/2φs〉 − 2Re
〈
(T+s − T
−
s )ϑ
1/2φs
∣∣ζs〉
+Re
〈
ϕ(GBqs − G˜Bq˜s )φs
∣∣ζs〉− Re〈D−s ϑ1/2φs|ζs〉+ ‖ζs‖2.(4.54)
Here we abbreviate
ζs := Θsϕ(GBqs − G˜Bq˜s )ψ˜s =
(
ϕ(GBqs − G˜Bq˜s )−D
+
s ϑ
1/2
)
Θsψ˜s.
Using the shorthand (4.48), we further have
‖ζs‖ 6 c‖GBqs − G˜Bq˜s‖∗‖θ
1/2Θsψ˜s‖,(4.55)
for some universal constant c > 0, where we used (4.49) and
‖ϕ(GBqs − G˜Bq˜s )φ
′‖ 6 2
1/2‖GBqs −GBq˜s‖k‖θ
1/2φ′‖, φ′ ∈ D(θ
1/2).
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We readily infer from these remarks that
|I1(s) +I4(s)| 6 ‖φs‖
2/8 + ‖dΓ(ω)
1/2φs‖
2/8 + ‖T1,s‖ ‖ϑ
1/2φs‖
2
+ c′d21(s)‖θ
1/2Θsψ˜s‖
2,(4.56)
with some universal constant c′ > 0. Since Re〈φs|
i
2ϕ(qBqs )φs〉 = 0, we further have
I3(s) = −2Re〈φs|T2,sϑ
1/2φs〉+ 2Re
〈
φs
∣∣(σ · ϕ(FBqs )− V (Bqs ))φs〉+ 2Re〈φs|ξs〉,
with
ξs := Θs(Φs − Φ˜s)ψ˜s = (Φs − Φ˜s)Θsψ˜s −Dsϑ
1/2Θsψ˜s,
‖ξs‖ 6 c
′′d1(s)‖θ
1/2Θsψ˜s‖.
Hence, using also (4.21), it is easy to see that
I2(s) +I3(s) 6
(
8λ(Bqs )− 2V (B
q
s ) +
1
µ‖T2,s‖+
3
2
)
‖φs‖
2 − ‖dΓ(ω)
1/2φs‖
2/2
+ µ‖T2,s‖‖ϑ
1/2φs‖
2 + c′′′d1(s)
2‖θ
1/2Θsψ˜s‖
2,(4.57)
for all µ > 0. Moreover, we have, again for every µ′ > 0,
|I5(s)| 6 µ
′‖θ
1/2φs‖
2 + 1µ′
∥∥θ−1/2Θs(ρs − ρ˜s)∥∥2,
|I6(s)| 6 2µ
′‖θ
1/2φs‖
2 +
(
1 + 1µ′ ‖ϕ(GBqs )θ
−1/2‖2 + 1µ′ ‖T
+
s ‖
2
)
I7(s) + ‖ζs‖
2.
Summarizing the above bounds on I1, . . . ,I7, we obtain
7∑
ℓ=1
Iℓ(s) 6 −
(
3
8 − 3µ
′
)
‖dΓ(ω)
1/2φs‖
2 +
(
‖T1,s‖+ µ‖T2,s‖
)
‖ϑ
1/2φs‖
2
+
(
8λ(Bqs )− 2V (B
q
s ) +
1
µ‖T2,s‖+ 3µ
′ + 138
)
‖φs‖
2
+ cd1(s)
2‖θ
1/2Θsψ˜s‖
2
+ 1µ′
∥∥θ−1/2Θs(ρs − ρ˜s)∥∥2 + c′(1 + 1µ′ ‖GBqs ‖2∗)I7(s),(4.58)
for all s ∈ [0, t0] and µ, µ′ > 0. Using Re〈φs|iϕ(GBqs )φs〉 = 0, we further have
I(s) = −2Re
〈
φs
∣∣iT+s ϑ1/2φs〉+ 2Re〈φs∣∣iζs〉+ 2Re〈φs∣∣Θs(Rs − R˜s)〉,
which together with (4.55) permits to get
1
2I(s)
2 6 ‖φs‖
2
(
4‖T+s ‖
2‖ϑ
1/2φs‖
2 + c′d1(s)
2‖θ
1/2Θsψ˜s‖
2 + c′′I7(s)
)
.(4.59)
Step 2. Let p > 2. Then, in view of (4.53), an application of Ito¯’s formula P-a.s.
yields
‖φt‖
2p = p
7∑
ℓ=1
∫ t
0
‖φs‖
2p−2Iℓ(s)ds+ p
∫ t
0
‖φs‖
2p−2I(s)dBs
+
p(p− 1)
2
∫ t
0
‖φs‖
2p−4I(s)2ds, t ∈ [0, t0].(4.60)
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Applying the bound (4.58) with µ′ := 1/24 and (4.59), we may P-a.s. deduce that
‖φt‖
2p 6 ‖φt‖
2p −
∫ t
0
(
1
4 − f2p,µ(s)
)
‖φs‖
2p−2‖dΓ(ω)
1/2φs‖
2ds
6 2p
∫ t
0
(
b2p,µ(s) + 1
)
‖φs‖
2pds
+ cp
∫ t
0
‖φs‖
2p−2Qp(s)ds+ p
∫ t
0
‖φs‖
2p−2I(s)dBs,
for all t ∈ [0, t0]. The previous bound holds actually true for p = 1 as well; see
(4.53) and (4.58). Applying Lem. 4.8 with γ = 1/2 and δ = 1 − 1/p (exactly as in
the proof of Lem. 4.9), we arrive at (4.51). In fact, we know that the a priori bound
(4.13) is fulfilled by the right hand side of (4.51) since the arguments of Step 4 in
the proof of Lem. 4.9 apply to both (ψt)t∈[0,t0] and (ψ˜t)t∈[0,t0].
Finally, (4.52) is derived from (4.58) (with µ′ := 1/24) exactly in the same
fashion as (4.18) was derived from (4.23) in Step 6 of the proof of Lem. 4.9. 
Example 4.17. Let us apply Lem. 4.16 with with constant η = φ ∈ D(dΓ(ω)) and
with c˜ = 0, V = V˜ = 0, ρ = 0, R = R˜ = 0, and ρ˜ = dΓ(ω)φ. Then, up
to indistinguishability, we simply have ψ˜t = φ, t > 0. Choosing the s-independent
weight Θs := θ
−1/2
ε := (1+ε(1+dΓ(ωε)))
1/2(1+dΓ(ωε))
−1/2 with ωε := ω(1+εω)
−1.
In this case we have |α| = 1/2, so that the norm ‖·‖◦ is dominated by ‖·‖k. We again
write θ = θ0 and ‖c‖k,∞ := supx∈Rν ‖cx‖k. Employing (4.51) and the dominated
convergence theorem, we then find a universal constant c > 0 and cp > 0, depending
only on p ∈ N, such that
E
[
sup
s6t
∥∥θ−1/2(W0s[Bq]− 1)φ∥∥p] 6 E[ sup
s6t
∥∥θ−1/2ε (W0s[Bq]− 1)φ∥∥p]
6 cp(‖c‖k,∞ ∨ ‖c‖
2
k,∞)
pt
p/2e(1+‖c‖
2
k,∞)p
2t
(
‖θ
1/2θ−
1/2
ε φ‖
2 + ‖θ−
1/2θ−
1/2
ε dΓ(ω)φ‖
2
)p/2
ε↓0
−−−−→ cp(‖c‖k,∞ ∨ ‖c‖
2
k,∞)
pt
p/2e(1+‖c‖
2
k,∞)p
2t
(
‖φ‖2 + ‖dΓ(ω)θ−1φ‖2
)p/2
.
Employing the dominated convergence theorem once more to replace φ ∈ D(dΓ(ω))
by any arbitrary element of Hˆ , we arrive at
E
[
sup
s6t
∥∥(1 + dΓ(ω))−1/2(W0s[Bq]− 1)ψ∥∥p]
6 c′p(‖c‖k,∞ ∨ ‖c‖
2
k,∞)
pt
p/2e(1+‖c‖
2
k,∞)p
2t‖ψ‖p,(4.61)
for all t > 0, ψ ∈ Hˆ , and p ∈ N, where c′p > 0 depends only on p.
Finally, we apply Lem. 4.16 to two solution processes given by Thm. 2.6 extend-
ing (4.51) to unbounded weights at the same time. We could also extend (4.52), of
course, but refrain from doing so here, as (4.52) will only become important in our
companion paper [26].
Lemma 4.18. (1) Let t0 > 0, |α| > 1/2, and let c and c˜ be two coefficient vectors
satisfying Hyp. 2.1 with the same ω and C such that ‖c‖◦,∞ <∞ and ‖c˜‖◦,∞ <∞.
Let V, V˜ : Rν → R be bounded and continuous. Finally, let (q, q˜, η) : Ω → R2ν ×
D(Θ
(α)
0,0 ) be F0-measurable with ‖Θ
(α)
0,0η‖ ∈ L
p(P), and let W˜V˜ [Bq˜] be the solution
process given by Thm. 2.6 applied to c˜, V˜ , and q˜. Then there exist a universal
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constant c > 0 and, for every p ∈ N, some cp > 0, depending only on p, such that
with
cp,t := cpe
c(p‖c‖2◦,∞+‖✵‖∞+‖V ‖∞+p‖c˜‖
2
◦,∞+‖✵˜‖∞+‖V˜ ‖∞+1)pt
the following bound holds true,
E
[
sup
s6t
∥∥Θ(α)0,s (WVs [Bq]− W˜V˜s [Bq˜])η∥∥p]
6 cp,tE
[
sup
s6t
dp(s)
2p
]1/2(
1 + t
p/2‖G˜‖p◦,∞
)
E
[
‖Θ
(α)
0,0η‖
2p
]1/2
.(4.62)
Here dp(s) is defined in (4.50).
(2) The assertion in (1) holds true with α replaced by 0 < |δ| 6 1 and Θ
(α)
0,s replaced
by Ξ
(δ)
0,s everywhere.
Proof. (1): Let ηn,m be defined as in the proof of Lem. 4.10. By virtue of (4.51)
we then obtain
e−c(p‖c‖
2
◦,∞+‖✵‖∞+1)ptE
[
sup
s6t
∥∥Θ(α)ε,s (WVs [Bq]− W˜V˜s [Bq˜])ηn,m∥∥p]
6 cpE
[(∫ t
0
dp(s)
2
∥∥θ1/2Θ(α)ε,s W˜V˜s [Bq˜])ηn,m∥∥2ds)p/2]
6 cpE
[
sup
s6t
dp(s)
2
]1/2
E
[(∫ t
0
∥∥θ1/2Θ(α)ε,s W˜V˜s [Bq˜]ηn,m∥∥2ds)p]1/2
6 cp,tE
[
sup
s6t
dp(s)
2p
]1/2(
1 + t
p/2‖G˜‖p◦,∞
)
E
[
‖Θ
(α)
ε,0 ηm‖
2p
]1/2
.(4.63)
Here we also applied (4.36) and (4.40) in the last step. Next, we let n go to infinity
on the left hand side of (4.63) using the dominated convergence theorem with
majorizing functions analogous to the ones in (4.37). After that the regularization
parameters m and ε are removed in the same way as in the end of the proof of
Lem. 4.10(1), distinguishing the cases α > 0 and α < 0.
The proof of (2) is again completely analogous. 
5. Weighted Lp-estimates and continuity in the potential
The next theorem complements the Lp-estimates of Lem. 3.1 by including un-
bounded multiplication operators in Fock space. The convergence result in the
next theorem will imply strong convergence of the semi-group when its Kato de-
composable potential is approximated in the sense of Lem. 2.13; see Cor. 5.4 below.
It is also used to prove Thm. 8.1 later on. To shorten statements we introduce the
following convention:
Notation 5.1. In the following table we introduce weight functions and correspond-
ing norms used to state our main theorems in this and the subsequent sections.
These theorems hold for the weights in the first column provided that the coeffi-
cient vector c fulfills the corresponding hypothesis in the third column in addition
to our standing hypothesis Hyp. 2.1. In the third column of the table we use the
notation introduced in the second one. We always assume that α > 1/2, δ ∈ (0, 1],
t∗ > 2, and that ̟ and κ are non-negative measurable functions on M with
̟ 6 ω. The constant cα is the one appearing in Lem. 4.5(1), c is the one appearing
in Lem. 4.5(2). Recall that supx ‖cx‖k <∞ is part of Hyp. 2.1.
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Υt ‖v‖∗ := ‖v‖k + ‖v‖∗∗ Hyp(Υ)
with ‖v‖∗∗ :=
1. (1 + dΓ(κ)/2α)α cα‖κ
1/2(1 + κ)α−1/2v‖h supx ‖κ
αcx‖h <∞
2. (1 + (t+ tdΓ(̟))/2α)α cα‖̟
1/2(1 +̟)
α−1/2
v‖h supx ‖̟
αcx‖h <∞
3. eδdΓ(κ) cδ1/2‖(κ ∨ κ
2
ω )
1/2eδκv‖h supx ‖(F x, qx)‖∗∗ <∞
supx ‖Gx‖∗∗ 6 1/9
4. eδ(t∧t∗)(1+dΓ(̟))/2 ct∗δ
1/2‖̟1/2eδt∗̟/2v‖h supx ‖(F x, qx)‖∗∗ <∞
supx ‖Gx‖∗∗ 6 1/9
Table 1: Weight functions with corresponding norm ‖ · ‖∗ and additional hypothesis.
Furthermore, we abbreviate ‖c‖∗,∞ := supx∈Rν ‖cx‖∗.
Theorem 5.2. Let V ∈ K±(Rν), let F : Rν → R be globally Lipschitz continuous,
i.e., |F (x)− F (y)| 6 a|x− y|, x,y ∈ Rν , for some a > 0, and let 1 6 p 6 q 6∞.
Let (Υt)t>0 and ‖ · ‖∗ be given by one of the lines in Table 1 and assume that c
fulfills Hyp(Υ) given by the same line. Then the following holds:
(1) For all t > 0, T Vt maps Υ
−1
0 L
p(Rν , Hˆ ; epFdx) into the domain of Υt, considered
as a densely defined operator in Lq(Rν , Hˆ ; eqFdx), and∥∥eFΥtT Vt Υ−10 e−F∥∥p,q 6 cν,p,q e8(1+‖c‖2∗,∞+a2)ttν(1/p−1/q)/2 supz∈Rν E[e8 ∫ t0 V−(Bzs )ds]1/4.(5.1)
Here the constant cν,p,q > 0 depends only on p, q, and ν.
(2) If Vn ∈ K±(Rν), n ∈ N, satisfy (2.34) and (2.35), then
lim
n→∞
sup
t∈[τ1,τ2]
∥∥1KeFΥt(T Vnt − T Vt )Υ−10 e−F∥∥p,q = 0,(5.2)
lim
n→∞
sup
t∈[τ1,τ2]
∥∥eFΥt(T Vnt − T Vt )Υ−10 e−F 1K∥∥p,q = 0,(5.3)
for all compact K ⊂ Rν and τ2 > τ1 > 0. If p = q, then the choice τ1 = 0 is allowed
for in (5.2) and (5.3) as well. If V − Vn ∈ K(Rν), for all n ∈ N, and (2.34) holds
with K replaced by Rν , then K can be replaced by Rν in (5.2) and (5.3), too. In
all cases, the convergences (5.2) and (5.3) are uniform in all Lipschitz continuous
F with Lipschitz constant 6 a and all coefficient vectors c satisfying Hyp(Υ) and
‖c‖∗,∞ 6 A, for some given a,A ∈ (0,∞).
Proof. In the subequent five steps of this proof we fix t > 0, that plays the role
of t0 in Lem. 4.10. The weight function (Υˆs)s∈[0,t] will either be (Υs)s∈[0,t] or
(Υ−1t−s)s∈[0,t]. We have to consider these two choices because of the duality argu-
ments used below. We shall make use of Rem. 4.1(1) without further notice. More-
over, we set Υ˜s := Υˆ
−1
t−s, s ∈ [0, t]. One subtlety appears when Υ is given by Line 4
of Table 1: If t > t∗, then Υˆ (resp. Υ˜) is chosen to be equal to (e
δ∗s(1+dΓ(̟))/2)s∈[0,t]
with δ∗ := δt
∗/t.
Step 1. Let p ∈ [2,∞]. Pick τ ∈ [0, t] and some measurable Ψ : Rν → D(Υˆ−1t−τ )
with Ψ ∈ Lp(Rν , Hˆ ) and Υˆ−1t−τΨ ∈ L
p(Rν , Hˆ ). For all x ∈ Rν and φ ∈ D(Υˆt), we
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may then write〈
Υˆtφ
∣∣(T Vτ e−F Υˆ−1t−τΨ)(x)〉
= E
[
e−
∫
τ
0
V (Bxs )ds
〈
Υ˜τW
0
τ [B
x]Υ˜−10 φ
∣∣Ψ(Bxτ )〉e−F (Bxτ )],
where we took Lem. 4.10 into account. An analogous formula holds true with
T Vτ replaced by (T
Vn
τ − T
V
τ ) on the left hand side and e
−
∫ τ
0
V (Bxs )ds replaced by
(e−
∫
τ
0
Vn(B
x
s )ds − e−
∫
τ
0
V (Bxs )ds) on the right hand side. Define q1 ∈ (1,∞) by
q−11 = 1 − p
−1 − 4−1 − 8−1, so that q1 6 8, and let us agree that, for p = ∞, the
symbol E[‖Ψ(Bxτ )‖
p]1/p should be read as ‖Ψ‖∞ in what follows. Then the above
remarks permit to get
sup
φ∈D(Υˆt)
‖φ‖=1
eF (x)
∣∣〈Υˆtφ∣∣(T Vτ e−F Υˆ−1t−τΨ)(x)〉∣∣
6 sup
z∈Rν
E[e−8
∫ τ
0
V (Bzs )ds]
1/8
· E[eaq1|Bτ |]
1/q1 sup
y∈Rν
sup
φ∈D(Υ˜
−1
0
)
‖φ‖=1
E[‖Υ˜τW
0
τ [B
y]Υ˜−10 φ‖
4]
1/4
E[‖Ψ(Bxτ )‖
p]
1/p,(5.4)
and, for all K ⊂ Rν , x ∈ K, and τ2 > t,
sup
φ∈D(Υˆt)
‖φ‖=1
eF (x)
∣∣〈Υˆtφ∣∣((T Vnτ − T Vτ )e−F Υˆ−1t−τΨ)(x)〉∣∣
6 sup
z∈K
t˜∈[0,τ2]
E
[
|e−
∫ t˜
0
Vn(B
z
s )ds − e−
∫ t˜
0
V (Bzs )ds|8
]1/8
· E[eaq1|Bτ |]
1/q1 sup
y∈Rν
sup
φ∈D(Υ˜
−1
0 )
‖φ‖=1
E[‖Υ˜τW
0
τ [B
y]Υ˜−10 φ‖
4]
1/4
E[‖Ψ(Bxτ )‖
p]
1/p.(5.5)
By virtue of Lem. 4.10 (see also Rem. 4.11) and Hyp(Υ),
sup
y∈Rν
E[‖Υ˜τW
0
τ [B
y]Υ˜−10 φ‖
4]
1/4 6 7e4(1+‖c‖
2
∗,∞)τ‖φ‖, φ ∈ Hˆ , τ ∈ [0, t].(5.6)
Furthermore,
(5.7) E[e̺a|Bτ |] =
∫
Rν
p1(y,0)e
̺aτ
1/2|y|dy 6 2
ν/2e̺
2a2τ , ̺ > 0.
In the case p = q = ∞, the term appearing in the last lines of (5.4) and (5.5) is
thus bounded by 7 · 2ν/2e8(1+‖c‖
2
∗,∞+a
2)τ‖Ψ‖∞. In the case 2 6 p 6 q < ∞, we
integrate the q-th power of (5.4) and (5.5) with respect to x and use that∫
Rν
E[‖Ψ(Bxτ )‖
p]
q/p dx =
∥∥eτ∆/2‖Ψ(·)‖p∥∥q/p
q/p
6 c′ν,p,qτ
−qν(1−p/q)/2p
∥∥ ‖Ψ(·)‖p∥∥q/p
1
= c′ν,p,qτ
−qν(1/p−1/q)/2 ‖Ψ‖qp, τ > 0,(5.8)
with a constant, c′ν,p,q > 0, depending ν, p, and q. The case 2 6 p < q =∞ is dealt
with analogously, using
sup
x∈Rν
E[‖Ψ(Bxτ )‖
p] = sup
x∈Rν
∫
Rν
pτ (x,y)‖Ψ(y)‖
pdy 6 (2πτ)−
ν/2‖Ψ‖pp, τ > 0.
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We may thus conclude that (T Vτ e
−F Υˆ−1t−τΨ)(x) ∈ D(Υˆt), for every x ∈ R
ν , and
obtain the following bounds, for all 2 6 p 6 q 6∞,
∥∥eF ΥˆtT Vτ Υˆ−1t−τe−F∥∥p,q 6 c′′ν,p,q e8(1+‖c‖2∗,∞+a2)ττν(1/p−1/q)/2 supz∈Rν E[e−8 ∫ τ0 V (Bzs )ds]1/8,(5.9) ∥∥1KeF Υˆt(T Vnτ − T Vτ )Υˆ−1t−τe−F∥∥p,q 6 c′′ν,p,q e8(1+‖c‖2∗,∞+a2)ττν(1/p−1/q)/2
· sup
z∈K
t˜∈[0,τ2]
E
[
|e−
∫ t˜
0
Vn(B
z
s )ds − e−
∫ t˜
0
V (Bzs )ds|8
]1/8
.(5.10)
Step 2. Again, let 2 6 p 6 q 6 ∞ and τ ∈ (0, t]. By their definition, we may
replace Υˆ by Υ˜ in (5.9) and (5.10). Then, in the analogue of (5.9), the expression
eF Υ˜tT
V
τ Υ˜
−1
t−τe
−F is a densely defined operator in Lp(Rν , Hˆ ) with domain{
Ψ ∈ Lp(Rν , Hˆ ) : Ψ ∈ D(Υ˜−1t−τ ) a.e., Υ˜
−1
t−τΨ ∈ L
p(Rν , Hˆ )
}
;
recall that T Vτ was well-defined on e
−FLp(Rν , Hˆ ). Hence, (5.9) can be rephrased
by saying that Υ˜tT
V ;(p,q),F
τ Υ˜
−1
t−τ is a densely defined bounded operator between the
weighted spaces Lp(Rν , Hˆ ; epFdx) and Lq(Rν , Hˆ ; eqFdx) with domain
X :=
{
Ψ ∈ Lp(Rν , Hˆ ; epFdx) : Ψ ∈ D(Υ˜−1t−τ ) a.e., Υ˜
−1
t−τΨ ∈ L
p(Rν , Hˆ ; epFdx)
}
,
whose norm is bounded by the right hand side of (5.9); recall the notation in-
troduced for certain restrictions of T Vτ in the parapraph preceding Cor. 3.5. For
all Ψ ∈ X and Φ ∈ Lq
′
(Rν , Hˆ ; e−q
′Fdx) such that Φ ∈ D(Υ˜t) a.e. and Υ˜tΦ ∈
Lq
′
(Rν , Hˆ ; e−q
′Fdx), we further infer from Cor. 3.5 and Step 1 that∣∣∣ ∫
Rν
〈
(T V ;(q
′,p′),−F
τ Υ˜tΦ)(x)
∣∣Υ˜−1t−τΨ(x)〉dx∣∣∣
=
∣∣∣ ∫
Rν
〈
Φ(x)
∣∣(Υ˜tT V ;(p,q),Fτ Υ˜−1t−τΨ)(x)〉dx∣∣∣
6
∥∥eF Υ˜tT Vτ Υ˜−1t−τe−F∥∥p,q‖Φ‖Lq′(Rν ,Hˆ ;e−q′F dx)‖Ψ‖Lp(Rν ,Hˆ ;epF dx).
Observing also that Υˆτ = Υ˜
−1
t−τ , considered as a densely defined operator in
Lp
′
(Rν , Hˆ ; e−p
′Fdx), is the adjoint of itself, considered as a densely defined op-
erator in Lp(Rν , Hˆ ; epFdx), we conclude that T
V ;(q′,p′),−F
τ Υˆt−τΦ is in the domain
of Υˆτ , acting in L
p′(Rν , Hˆ ; e−p
′Fdx), and that
∥∥e−F ΥˆτT Vτ Υˆ−10 eF∥∥q′,p′ 6 c′′ν,p,q e8(1+‖c‖2∗,∞+a2)ττν(1/p−1/q)/2 supz∈Rν E[e−8 ∫ τ0 V (Bzs )ds]1/8,
where 1/p− 1/q = 1/q′ − 1/p′. Altogether this proves (5.1) in the case 1 6 p 6 q 6 2.
Step 3. Let 1 6 p < 2 < q 6∞. Then the semi-group property and the mapping
properties of T V established in Steps 1 and 2 imply∥∥eFΥtT Vt Υ−10 e−F∥∥p,q 6 ∥∥eFΥtT Vt/2Υ−1t/2 e−F∥∥2,q∥∥eFΥt/2T Vt/2Υ−10 e−F∥∥p,2.
Since Steps 1 and 2 also yield bounds on the first and second factor on the right
hand side, respectively, this completes the proof of Part (1).
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Step 4. Let p ∈ [1, 2) and q ∈ [2,∞]. Analogously as in Step 3 we then obtain
∥∥1KeFΥt(T Vnt − T Vt )Υ−10 e−F∥∥p,q
6
∥∥1KeFΥt(T Vnt/2 − T Vt/2)Υ−11/2e−F∥∥2,q∥∥eFΥt/2T Vt/2Υ−10 e−F∥∥p,2
+
∥∥1KeF−DΥtT Vnt/2 Υ−1t/2 e−F+D∥∥2,q∥∥eF−DΥt/2(T Vnt/2 − T Vt/2)Υ−10 e−F∥∥p,2,(5.11)
where D(x) := dist(x,K), x ∈ Rν , is globally Lipschitz continuous. According to
the first two steps, the term in the second line of (5.11) can be estimated using (5.9)
and (5.10). The duality arguments of Step 2 and the trivial bound ‖e−D‖2,2 6 1
further imply
∥∥eF−DΥt/2(T Vnt/2 − T Vt/2)Υ−10 e−F∥∥p,2 6 ∥∥1KReD−F Υ˜t(T Vnt/2 − T Vt/2)Υ˜−1t/2 eF−D∥∥2,p′
+ e−R
∥∥e−F+DΥ˜t(T Vnt/2 − T Vt/2)Υ˜−1t/2 eF−D∥∥2,p′ ,(5.12)
where KR := D
−1([0, R]), R > 1, so that ‖e−D1KcR‖p′,p′ 6 e
−R. By (2.37) and
(5.9), the norm in the second line of (5.12) is bounded uniformly in n ∈ N, all F with
Lipschitz constant 6 a, and all coefficient vectors c with ‖c‖∗,∞ 6 A. Therefore,
the whole term in the second line can be made arbitrarily small by choosing R
large. Moreover, (5.10) applies to the norm in the first line of the right hand side
of (5.12) after we have fixed some large value of R. Finally, we note that the first
norm in the last line of (5.11) is bounded uniformly in n ∈ N by (2.37) and (5.9)
as well.
Step 5. We have already proved (5.2) in all cases except for 1 6 p 6 q < 2. By
duality, we have also proved (5.3) in all cases except for 2 < p 6 q 6∞.
We will now treat (5.3) in these missing cases. So, let 2 < p 6 q 6 ∞. Define
KR and D as in Step 4. On account of the already proven cases of (5.2) and
1K = e
−D1K , it is enough to show that
sup
n∈N
sup
t∈[τ1,τ2]
∥∥e−D1KcReF+DΥt(T Vnt − T Vt )Υ−10 e−F−D1K∥∥p,q R→∞−−−−−→ 0,
where the convergence should in addition be uniform in F and c as in the last
assertion of Part (2). This is, however, obvious from ‖e−D1KcR‖ 6 e
−R, (2.37),
and (5.1). Again by duality, these arguments can also be used to cover (5.2) in the
remaining cases1 6 p 6 q < 2. 
Corollary 5.3. Let V ∈ K±(Rν). Let (Υt)t>0 and ‖ · ‖∗ be given by one of the
lines in Table 1 and assume that c fulfills Hyp(Υ) given by the same line. Then
there exist a universal constant c > 0 such that Ran(T Vt (x,y)) ⊂ D(Υt/12) with
‖Υt/12T
V
t (x,y)‖ 6 cνt
−ν/2ec‖c‖
2
∗,∞t−|x−y|
2/ct sup
z∈Rν
E
[
e8
∫ t
0
V−(B
z
r )dr
]3/8
,
for all t > 0 and x,y ∈ Rν .
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Proof. Set Fx(z) := a|z − x|, z ∈ Rν , for some a > 0. By virtue of Prop. 3.4 we
can then write, for any s ∈ (0, t),
‖ΥsT
V
t (x,y)‖ = sup
‖ψ‖=1
∥∥(e−FxΥtT Vs )(T Vt−s(·,y)ψ)(x)∥∥
6 ‖e−FxΥsT
V
s e
Fx‖1,∞
∫
Rν
e−Fx(z)‖T Vt−s(z,y)‖dz
6 cνs
−ν/2e8(1+‖c‖
2
∗,∞+a
2)s sup
z∈Rν
E
[
e−8
∫
s
0
V (Bzr )dr
]1/4 ∫
Rν
e−Fx(z)‖T Vt−s(z,y)‖dz,
where we used (5.1) in the last estimate. Furthermore, (3.5) yields∫
Rν
e−Fx(z)‖T Vt−s(z,y)‖dz
=
∫
Rν
e−a|x−z|+‖✵‖∞(t−s)pt−s(y, z)E
[
e−
∫ t−s
0
V (bt−s;y,zr )dr
]
dz
6 e‖✵‖∞t
( ∫
Rν
e−2Fx(z)pt−s(y, z)dz
) 1
2
(∫
Rν
pt−s(y, z)E
[
e−
∫
t−s
0
V (bt−s;y,zr )dr
]2
dz
) 1
2
6 e‖✵‖∞t
(
(2π(t− s))−
ν/2
∫
Rν
e−2a|z|−
|z+x−y|2
2(t−s) dz
) 1
2
(∫
Rν
S2Vt−s(z,y)dz
) 1
2
On account of S2Vt−s(z,y) = S
2V
t−s(y, z) and (2.31) we further observe that∫
Rν
S2Vt−s(z,y)dz = (S
2V
t−s1)(y) 6 E
[
e8
∫ t
0
V−(B
y
r )dr
]1/4
.
Choosing a := |x− y|/2(t− s), we finally have
2a|z|+
|z + x− y|2
2(t− s)
>
|x− y||z|
(t− s)
+
(|z| − |x− y|)2
2(t− s)
=
|z|2
2(t− s)
+
|x− y|2
2(t− s)
.
Inserting this bound and choosing s := t/8 we arrive at the asserted estimate. 
Corollary 5.4. Let V ∈ K±(Rν), let Vn ∈ K(Rν), n ∈ N, satisfy (2.34) and (2.35),
and let F : Rν → R be globally Lipschitz continuous. Let (Υt)t>0 and ‖ · ‖∗ be given
by one of the lines in Table 1 and assume that c fulfills Hyp(Υ) given by the same
line. Furthermore, let p ∈ [1,∞) be finite and q ∈ [p,∞]. Then
lim
n→∞
sup
t∈[τ1,τ2]
∥∥eFΥt(T Vnt − T Vt )Υ−10 e−FΨ∥∥q = 0,(5.13)
for all τ2 > τ1 > 0 and Ψ ∈ Lp(Rν , Hˆ ). In the case p = q, the value τ1 = 0
is allowed for in (5.13) as well. The convergence (5.13) is in fact uniform in all
Lipschitz continuous F with Lipschitz constant 6 a and all coefficient vectors c
satisfying Hyp(Υ) and ‖c‖∗,∞ 6 A, for some given a,A ∈ (0,∞).
Proof. Set BR := {x ∈ Rν : |x| 6 R}, R > 0. Then ‖1BcRΨ‖p → 0, R → ∞, and
the claim follows easily from (5.1) and (5.3) with K = BR. 
6. Continuity in the coupling functions
In the following theorem we complement the discussion of the previous section by
considering the behavior of the semi-group under perturbations of the coefficient
vector c. Thanks to its last assertion, the following theorem can be combined with
Thm. 5.2(2), where the convergences are uniform in coefficient vectors as in the
statement of Thm. 6.1.
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Theorem 6.1. Let V ∈ K±(Rν), F : Rν → R be globally Lipschitz continuous with
Lipschitz constant a > 0, and 1 6 p 6 q 6∞. Let (Υt)t>0 and ‖·‖∗ be given by one
of the lines in Table 1. Assume that c = (G, q,F ) and cn = (Gn, qn,F n), n ∈ N,
are coefficient vectors satisfying Hyp. 2.1 with the same ω and the same conjugation
C and Hyp(Υ). Assume further that ‖cx‖, ‖cn,x‖∗ 6 A, for some A ∈ [1,∞), all
x ∈ Rν , and all n ∈ N, and that
lim
n→∞
sup
x∈K
‖cn,x − cx‖∗ = 0,(6.1)
for all compact K ⊂ Rν . Let (T V,nt )t>0 denote the semi-group defined by means of
cn. Then
lim
n→∞
sup
t∈[τ1,τ2]
∥∥1KeFΥt(T Vt − T V,nt )Υ−10 e−F∥∥p,q = 0,(6.2)
lim
n→∞
sup
t∈[τ1,τ2]
∥∥eFΥt(T Vt − T V,nt )Υ−10 e−F 1K∥∥p,q = 0,(6.3)
for all 1 6 p 6 q 6 ∞, 0 < τ1 6 τ2, and compact K ⊂ Rν . If K can be
replaced by Rν in (6.1), then it may also be replaced by Rν in (6.2) and (6.3).
If p = q, then the choice τ1 = 0 is allowed for in (6.2) and (6.3) as well. In
all cases, the convergences in (6.2) and (6.3) are uniform in all globally Lipschitz
continuous F : Rν → R with Lipschitz constant 6 a and all V ∈ K±(Rν) satisfying
supt∈[τ1,τ2] supx∈Rν E[e
−
∫
t
0
V (Bxs )ds] 6 D, for some fixed a,D ∈ (0,∞).
Proof. We shall only explain a substitute of Step 1 of the proof of Thm. 5.2, as the
remaining steps of this proof are completely analogous to the proof of (5.2) and
(5.3). To this end, we let (W0,nτ [B
x])τ>0, x ∈ Rν , denote the solution processes of
Thm. 2.6 defined by means of cn. Again, we fix t > 0 and define (Υˆs)s∈[0,t] and
Υ˜s := Υˆ
−1
t−s, s ∈ [0, t], in the same way as in the beginning of the proof of Thm. 5.2.
Assume first that p > 2. Define q1 > 0 by q
−1
1 = 1 − p
−1 − 4−1 − 8−1. For
all x ∈ K ⊂ Rν and Ψ ∈ Lp(Rν , Hˆ ) with Ψ(z) ∈ D(Υˆ−1t−τ ), a.e. z, and Υˆ
−1
t−τΨ ∈
Lp(Rν , Hˆ ), we then obtain∥∥(eF Υˆt(T Vτ − T V,nτ )Υˆ−1t−τe−FΨ)(x)∥∥
6 sup
φ∈D(Υ˜
−1
0 )
‖φ‖=1
E
[
eF (x)−F (B
x
t )−
∫ t
0
V (Bxs )ds‖Υ˜τ(W
0
τ [B
x]−W0,nτ [B
x])Υ˜−10 φ‖‖Ψ(B
x
τ )‖
]
6 sup
φ∈D(Υ˜
−1
0
)
‖φ‖=1
sup
y∈K
E
[
‖Υ˜τ (W
0
τ [B
y]−W0,nτ [B
y])Υ˜−10 φ‖
4
]1/4
· E[eaq1|Bτ |]
1/q1 sup
y∈Rν
E[e−8
∫
τ
0
V (Bys )ds]
1/8
E[‖Ψ(Bxτ )‖
p]
1/p,(6.4)
with E[‖Ψ(Bxτ )‖
∞]
1/∞ := ‖Ψ‖∞ in the case p = ∞. Applying Lem. 4.18 with
c˜ := cn, we further obtain
E
[
‖Υ˜τ (W
0
τ [B
y]−W0,nτ [B
y])Υ˜−10 φ‖
4
]
6 cA4ecA
2τ
E
[
sup
s6τ
‖cn,Bys − cBys ‖
4
∗
]1/2
‖φ‖4,(6.5)
for all y ∈ Rν , φ ∈ D(Υ˜−10 ), and some universal constant c > 0. Since {B
y
s (γ) :
s ∈ [0, t],y ∈ K} ⊂ Rν is compact, for all γ ∈ Ω and all compact K ⊂ Rν , the
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dominated convergence theorem and the validity of (6.1) for all compact sets imply
sup
y∈K
E
[
sup
s6τ
‖cn,Bys − cBys ‖
4
∗
]
6 E
[
sup
s6τ
y∈K
‖cn,Bys − cBys ‖
4
∗
] n→∞
−−−−−→ 0, τ > 0.(6.6)
Therefore, the term in the third line of (6.4) converges to zero as n → ∞, locally
uniformly in τ > 0 and for all compact K. If K can be replaced by Rν in (6.1),
then it can be replaced by Rν in (6.6) as well, which then shows that the term in
the third line of (6.4) with K = Rν tends to zero as n→∞. We may now proceed
along the lines of the proof of (5.2) and (5.3) to conclude. 
7. Strong continuity in the time parameter
Next, we consider the strong continuity with respect to t > 0 of our semi-groups
in the Lp-spaces with a finite p. The somewhat technical statement of Part (1)
of the next theorem, which implies its second part, will be needed in the proof
of Thm. 9.1 on the operator norm-continuity of the integral kernel. It is perhaps
needless to recall that a set, M, of functions from Rν to Hˆ is called uniformly
equicontinuous on a subset Q ⊂ Rν , iff
lim
r↓0
sup
x,y∈Q
|x−y|<r
sup
Ψ∈M
‖Ψ(x)−Ψ(y)‖ = 0.
In Part (2) of Thm. 7.1 we again use the notation for restrictions of T Vt introduced
in the paragraph preceding Cor. 3.5.
Theorem 7.1. Let V ∈ K±(Rν) and p ∈ [1,∞). Then the following holds:
(1) Let M⊂ Lp(Rν , Hˆ ) ∩ L∞(Rν , Hˆ ) be such that
(a) M is uniformly equicontinuous on every compact subset of Rν ;
(b) supΨ∈M ‖Ψ‖∞ < ∞ and, for every Ψ ∈ M, there exists aΨ ∈ R
ν such
that supΨ∈M ‖Ψ−ΨR‖p → 0, R→∞, where ΨR(x) := 1|x−aΨ|<RΨ(x); if
V /∈ K(Rν), then we assume that the points aΨ, Ψ ∈ M, are contained in
a compact set;
(c) for every Ψ ∈ M, we have Ψ(x) ∈ D(dΓ(ω)1/2), a.e. x ∈ Rν , and
supΨ∈M ‖fΨ‖p <∞, where fΨ(x) := ‖(1 + dΓ(ω))
1/2Ψ(x)‖.
Furthermore, let F : Rν → R be globally Lipschitz continuous and set FΨ(x) :=
F (x− aΨ), x ∈ Rν . Then
lim
t↓0
sup
Ψ∈M
‖e−FΨ(T Vt − 1)e
FΨΨ‖p = 0.
(2) The semi-group (T
V ;(p,p),0
t )t>0 is strongly continuous.
Proof. (1): Let χ ∈ C(R, [0, 1]) satisfy χ0 = 1 on (−∞, 0] and χ = 0 on [1,∞) and
set Ψ′R(x) := χ(|x− aΨ| −R)Ψ(x), x ∈ R
ν , R > 1. On account of
sup
Ψ∈M
sup
06t61
‖e−FΨT Vt e
FΨ‖p,p <∞,
Condition (b), and ‖Ψ−Ψ′R‖p 6 ‖Ψ−ΨR‖p it suffices to show that
lim
t↓0
sup
Ψ∈M
‖e−FΨ(T Vt − 1)e
FΨΨ′R‖p = 0,
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for every R > 2. To do so we estimate, using ‖W0t [B
x]‖ 6 e‖✵‖∞t,
‖e−FΨ(T Vt − 1)e
FΨΨ′R‖
p
p
=
∫
Rν
∥∥E[W0t [Bx]∗(e− ∫ t0 V (Bxs )ds−FΨ(x)+FΨ(Bxt )Ψ′R(Bxt )−Ψ′R(x))
+ (W0t [B
x]∗ − 1)Ψ′R(x)
]∥∥pdx
6 2p−1ep‖✵‖∞t
(
I1,1(Ψ, R, t) + I1,2(Ψ, R, t)
)
+ 2p−1 I2(Ψ, t) ,
for all Ψ ∈M and R > 2, where
I1,1(Ψ, R, t) :=
∫
|x−aΨ|<2R
E
[
‖e−
∫ t
0
V (Bxs )ds−FΨ(x)+FΨ(B
x
t )Ψ′R(B
x
t )−Ψ
′
R(x)‖
p
]
dx,
I1,2(Ψ, R, t) :=
∫
|x−aΨ|>2R
E
[
eap|Bt|‖e−
∫ t
0
V (Bxs )dsΨ′R(B
x
t )‖
p
]
dx,
I2(Ψ, t) :=
∫
Rν
∥∥E[(W0t [Bx]∗ − 1)Ψ(x)]∥∥pdx.
The first integral can be estimated as
sup
Ψ∈M
I1,1(Ψ, R, t)
6 3p−1cνR
ν sup
Ψ∈M
sup
|x−aΨ|<2R
E
[
|eFΨ(B
x
t )−FΨ(x) − 1|pe−p
∫
t
0
V (Bxs )ds
]
‖Ψ‖p∞
+ 3p−1cνR
ν sup
Ψ∈M
sup
|x−aΨ|62R
E
[
|e−
∫
t
0
V (Bxs )ds − 1|p
]
‖Ψ‖p∞
+ 3p−1 sup
Ψ∈M
∫
|x−aΨ|<2R
∫
Rν
pt(x,y)‖Ψ
′
R(y)−Ψ
′
R(x)‖
pdy dx.(7.1)
Here the term in the first line of the right hand side goes to zero, as t ↓ 0, due to
(2.27) (with p replaced by 2p) and
E
[
|eFΨ(B
x
t )−FΨ(x) − 1|2p
]
6 E
[
(a|Bt|e
a|Bt|)2p
]
=
∫
Rν
p1(y,0)(at
1/2|y|eat
1/2|y|)2pdy,
where a denotes a Lipschitz constant for F . The term in the second line of the right
hand side vanishes in the limit t ↓ 0 by virtue of Lem. 2.12(2) and Condition (b).
The term in the last line of (7.1) goes to zero as a consequence of Condition (a).
Furthermore,
I1,2(Ψ, R, t) 6 ‖Ψ‖
p
∞ sup
x∈Rν
E
[
e−2p
∫ t
0
V (Bxs )ds
]1/2
E[e2ap|Bt|]
1/2
·
∫
|x|>2R
∫
|y|<R+1
pt(x,y)dy dx,
so that supΨ∈M I1,2(Ψ, R, t) → 0, t ↓ 0, by Condition (b), (2.27), and (5.7). Here
we also used that 2R− (R + 1) > 1, for R > 2. Finally,∥∥E[(W0t [Bx]∗ − 1)Ψ(x)]∥∥ = sup
‖φ‖=1
∥∥(1 + dΓ(ω))−1/2E[(W0t [Bx]− 1)φ]∥∥ fΨ(x),
where the supremum runs over normalized elements of Hˆ , which together with
(4.61) leads to the bound I2(Ψ, t) 6 O(t
p/4)‖fΨ‖pp. Invoking Condition (c) we see
that supΨ∈M I2(Ψ, t)→ 0, t ↓ 0.
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(2): By the semi-group property it suffices to prove the strong continuity at zero
only. Since C0(R
ν , Hˆ ) is dense in Lp(RνHˆ ) with p ∈ [1,∞), ‖T Vt ‖p,p is bounded
uniformly in t ∈ [0, 1], and Ψε := (1 + εdΓ(ω))−
1/2Ψ → Ψ, ε ↓ 0, in Lp(Rν , Hˆ ),
it is even sufficient to show that T Vt Ψε → Ψε, t ↓ 0, in L
p(Rν , Hˆ ), for every
Ψ ∈ C0(Rν , Hˆ ) and ε > 0. This follows, however, immediately from (2) upon
choosing M = {Ψε}. 
8. Equicontinuity in the image of the semi-group
Our next theorem, implying that T Vt with t > 0 maps bounded sets in L
p into
equicontinuous ones, will be needed to prove the joint continity of the integral kernel
in Thm. 9.1 as well. In the succeeding corollary we combine the next theorem with
Thms. 5.2 and 6.1.
Theorem 8.1. Let V ∈ K±(Rν), 0 < τ1 6 τ2 <∞, p ∈ [1,∞], and let (Υt)t>0 and
‖ · ‖∗ be given by either Line 2 or Line 4 of Table 1. Assume that Rν ∋ x 7→ cx is
bounded and continuous with respect to the norm ‖ · ‖∗. Then the following set of
Hˆ -valued functions,{
Υt/2T
V
t Ψ : Ψ ∈ L
p(Rν , Hˆ ), ‖Ψ‖p 6 1, t ∈ [τ1, τ2]
}
,(8.1)
is uniformly equicontinuous on every compact subset of Rν . If V ∈ K(Rν) and if
R
ν ∋ x 7→ cx is bounded and uniformly continuous with respect to ‖ · ‖∗, then the
set in (8.1) is uniformly equicontinuous on Rν .
Proof. Step 1. First, we consider the case Υ = 1. To this end we shall adapt an
argument by Carmona [4]; see also Sect. 4 in [3]. On account of the semi-group
property and (5.1) it suffices to treat the case p = ∞. In view of (5.1) and the
well-known properties of the semi-group of the free Laplacian we know that, for
fixed 0 < τ < τ1, the set{
eτ∆/2T Vt−τΨ : Ψ ∈ L
∞(Rν , Hˆ ), ‖Ψ‖∞ 6 1, t ∈ [τ1, τ2]
}
is uniformly equicontinuous on Rν . LetK ⊂ Rν be compact, if V ∈ K±(Rν)\K(Rν),
and K = Rν , if V ∈ K(Rν). Then it suffices to show that
lim
τ↓0
sup
t∈[τ1,τ2]
sup
x∈K
sup
‖Ψ‖∞61
‖(Dt,τΨ)(x)‖ = 0,
where
Dt,τ := e
τ∆/2T Vt−τ − T
V
t = (e
τ∆/2 − T Vτ )T
V
t−τ .
Again by (5.1) we know that sup06τ6τ1/2 supt∈[τ1,τ2] ‖θ
1/2T Vt−τ‖∞,∞ < ∞, where
θ := 1 + dΓ(ω), and it remains to show that
(8.2) lim
τ↓0
sup
x∈K
sup
‖Ψ‖∞61
∥∥E[(1−WVτ [Bx]∗)θ−1/2Ψ(Bxτ )]∥∥ = 0,
for every compact K ⊂ Rν . The convergence (8.2) follows, however, from∥∥E[W0τ [Bx]∗(1− e− ∫ τ0 V (Bxs )ds)θ−1/2Ψ(Bxτ )]∥∥
6 e‖✵‖∞τE
[
|1− e−
∫
τ
0
V (Bxs )ds|
]
‖Ψ‖∞
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in combination with (2.29) and from∥∥E[(W0τ [Bx]∗ − 1)θ−1/2Ψ(Bxτ )]∥∥ = sup
‖φ‖=1
∣∣E[〈θ−1/2(W0τ [Bx]− 1)φ|Ψ(Bxτ )〉]∣∣
6 sup
‖φ‖=1
E
[
‖θ−
1/2(W0τ [B
x]− 1)φ‖
]
‖Ψ‖∞
in combination with (4.61). In the case Υt = 1, these remarks already prove the
theorem.
Step 2. Next, we consider arbitrary Υ as in the statement but restrict our
attention to V ∈ C0(Rν). Let E be any uniformly bounded set of functions from Rν
to Hˆ which is uniformly equicontinuous on Rν . Then, by the semi-group property,
by Step 1, and by the obvious inclusion C0(R
ν) ⊂ K(Rν), it suffices to show that
the set {ΥtT Vt Ψ : Ψ ∈ E , t ∈ [τ1/2, τ2/2]} is uniformly equicontinuous as well.
To do so we fix t ∈ [τ1/2, τ2/2] and set Υ˜s := Υ
−1
t−s, s ∈ [0, t]. Then we observe
that, for all x,y ∈ Rν and Ψ ∈ E ,
‖Υt(T
V
t Ψ(x)− T
V
t Ψ(y))‖ 6
∥∥ΥtE[(WVt [Bx]−WVt [By])∗Ψ(Bxt )]∥∥
+
∥∥ΥtE[WVt [By]∗(Ψ(Bxt )−Ψ(Byt ))]∥∥
6 sup
φ∈D(Υt)
‖φ‖=1
E
[
‖(WVt [B
x]−WVt [B
y])Υtφ‖
]
‖Ψ‖∞
+ sup
φ∈D(Υt)
‖φ‖=1
E
[
‖WVt [B
y]Υtφ‖
]
sup
x˜,y˜∈Rν
|x˜−y˜|=|x−y|
‖Ψ(x˜)−Ψ(y˜)‖.(8.3)
Next, we employ Lem. 4.18 with c˜ := c, V = V˜ , q = x, and q˜ = y. This yields
sup
φ∈D(Υt)
‖φ‖=1
E
[
‖Υ˜t(W
V
t [B
x]−WV,nt [B
y])Υ˜−10 φ‖
]
6 cA2ecA
2t
E
[
sup
s6t
f(s,x,y)2
]1/2
,
for all x,y ∈ Rν , with a universal constant c > 0 and random variables
f(s,x,y) := |V (Bxs )− V (B
y
s )|+ ‖cBxs − cBys ‖∗.
Since {Bzs (γ) : s ∈ [0, t], dist(z,K) 6 1} ⊂ R
ν is compact, for all γ ∈ Ω and all
compact K ⊂ Rν , since V is uniformly continuous, and since x 7→ cx is uniformly
continuous on every compact subset of Rν with respect to the norm ‖ · ‖∗, the
dominated convergence theorem implies
lim
r↓0
sup
x,y∈K
|x−y|<r
E
[
sup
s6τ
f(s,x,y)2
]
= 0, τ > 0.(8.4)
If x 7→ cx is uniformly continuous on R
ν with respect to ‖ · ‖∗, then K can be
replaced by Rν in (8.4). Taking also (8.3), the uniform boundedness of E , and the
uniform equicontinuity of E on Rν into account, we conclude that
lim
r↓0
sup
t∈[2τ1,2τ2]
sup
x,y∈Rν
|x−y|<r
sup
Ψ∈E
‖Υt(T
V
t Ψ(x)− T
V
t Ψ(y))‖ = 0.
Step 3. Now let V ∈ K±(Rν) be arbitrary and Υt/2 as in the statement. Let
p ∈ [1,∞]. We pick Vn ∈ C∞0 (R
ν), n ∈ N, approximating V in the sense made
precise in Lem. 2.13(1). For each n ∈ N, we then know from Step 2 that the set
{Θt/2T
Vn
t Ψ : Ψ ∈ L
p(Rν , Hˆ ), ‖Ψ‖ 6 1, t ∈ [τ1, τ2]} is uniformly equicontinuous on
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Rν . On account of (5.2) (with q =∞) and the boundedness of E we further have
lim
n→∞
sup
t∈[0,τ2]
sup
‖Ψ‖p61
sup
x∈K
‖Υt/2(T
Vn
t Ψ−ΘtT
V
t Ψ)(x)‖ = 0,(8.5)
for every compact K ⊂ Rν . In the case V ∈ K(Rν ) we may even choose K =
Rν in (8.5) according to Thm. 5.2(2). Altogether this proves the theorem in full
generality. 
Corollary 8.2. Let t > 0, p ∈ [1,∞], and let V, Vn ∈ K±(Rν), n ∈ N, satisfy
(2.34) and (2.35). Let (Υt)t>0 and ‖ · ‖∗ be given by either Line 2 or Line 4 of
Table 1. Suppose that c, cn, n ∈ N, are coefficient vectors satisfying Hyp. 2.1 with
the same ω and C such that the maps Rν ∋ x 7→ cx and Rν ∋ x 7→ cn,x, n ∈ N, are
continuous and uniformly bounded with respect to the norm ‖ · ‖∗. Assume that the
cn converge to c in the sense that (6.1) holds, for all compact K ⊂ Rν . Finally,
let {Ψn}n∈N be a converging sequence in Lp(Rν , Hˆ ) with limit Ψ, {xn}n∈N be a
converging sequence in Rν with limit x, and denote the semi-group defined by means
of Vn and cn by (T
Vn,n
t )t>0. Then
lim
n→∞
Υt/2(T
Vn,n
t Ψn)(xn) = Υt/2(T
V
t Ψ)(x).(8.6)
Proof. Combining Thms. 5.2 and 6.1 reveals that
sup
n∈N
‖Υt/2T
Vn,n‖p,∞ <∞, sup
y∈K
∥∥Υt/2(T Vn,nt Ψ)(y)−Υt/2(T Vt Ψ)(y)∥∥ n→∞−−−−−→ 0,
for every compact K ⊂ Rν . We conclude by choosing K such that it contains the
image of the sequence {xn}n∈N, writing
(T Vn,nt Ψn)(xn)− (T
V
t Ψ)(x) = (T
V
t Ψ)(xn)− (T
V
t Ψ)(x)
+
(
(T Vn,nt − T
V
t )Ψ
)
(xn) +
(
T Vn,nt (Ψn −Ψ)
)
(xn),
and employing the continuity of Υt/2T
V
t Ψ guaranteed by Thm. 8.1. 
The preceding corollary will be applied in a more specific situation in Sect. 11.
Let us consider the standard model of non-relativistic QED for N spin one-half
electrons to illustrate Thms. 5.2, 6.1, and 8.1:
Example 8.3. Assume that G = Gχ,N and F = F χ,N are as in Ex. 2.2 and that
V = V N,eZ,R is the many-body Coulomb potential defined in Ex. 2.15 with atomic
numbers Z ∈ [0,∞)K . (Of course, the component Zκ of Z being zero means that
the κ-th nucleus is absent.) Let Eχ,N,eZ,R denote the infimum of the spectrum of the
physical Hamiltonian Hχ,N,eZ,R ↾H Nphys and let
Σχ,N,eZ,R := minM=1,...,N
{
Eχ,M,eZ,R + E
χ,N−M,e
0
}
denote the ionization threshold. Physically, this is the minimal energy required for
removing at least one electron from the confining potential of the molecule modeled
by the first term in (2.44). Let {Ps}s∈R denote the spectral family of H
Λ,N,e
Z,R ↾H Nphys
.
Then it is known [9] that the range of Ps is contained in D(ea|·|), provided that s
and a satisfy
s+ a2/2 < Σχ,N,eZ,R .(8.7)
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(1) Assume that a and s satisfy (8.7). Then ea|·|Pse
2HΛ,N,e
Z,R Ps ∈ B(H ) and the
relation Ps = P
2
s entails
(8.8) Ps =
(
e−2H
χ,N,e
Z,R e−a|·|
)
ea|·|Pse
2Hχ,N,e
Z,R Ps.
Thanks to Thm. 8.1 we know that every Ψs ∈ Ran(Ps) with s ∈ R admits a unique
uniformly continuous representative that we shall consider in the following. We
shall also assume that ‖Ψs‖ = 1.
Assume that that the cut-off function χ appearing in Ex. 2.2 satisfies ωeδ0ωχ ∈ h,
for some δ0 > 0. For sufficiently small δ > 0, we then infer the following pointwise
bound from the above remarks and (5.1),
‖eδdΓ(ω)Ψs(x)‖Hˆ 6 e
−a|x|
∥∥eδdΓ(ω)+a|·|e−2Hχ,N,eZ,R e−a|·|∥∥
2,∞
∥∥ea|·|χse2Hχ,N,eZ,R Ps∥∥2,2,
for all x ∈ R3N . Here δ > 0 depends only on the coefficient vector, in this case δ0,
χ, and the number of electrons N ; see (2.16). For every r > 0, put ωr := ω1{ω>r}
and consider the weight given by Line 4 of Table 1 with t∗ := 2 and ̟ := ωr. Then
can we fix r large enough such that the corresponding condition Hyp(Υ) in Line 4
of the table is fulfilled. As above we now obtain
‖eδ0dΓ(ωr)Ψs(x)‖Hˆ 6 cr,a,s,N,χ,Z,R,ee
−a|x|, x ∈ R3N .
Let Ψs = (Ψ
(n)
s )∞n=0 the representation of Ψs as a sequence indexed by the boson
number according to the isomorphism L2(R3N , Hˆ ) =
⊕∞
n=0 L
2(R3N ,C2
N
⊗F (n)).
Then the previous bound implies
‖eδ0dΓ
(n)(ω)Ψ(n)s (x)‖C2N⊗F(n) 6 cr,a,s,N,χ,Z,R,ee
δ0nre−a|x|, x ∈ R3N , n ∈ N.
This shows that at least any fixed n-boson function Ψ
(n)
s has an exponential decay
with respect to the photon momentum variables in the L2-sense with a rate no less
than δ0.
Likewise, if we suppose instead that ωα+1/2χ ∈ h, for some α > 1, then
‖(1 + dΓ(ω))αΨs(x)‖Hˆ 6 cα,a,s,N,χ,Z,R,ee
−a|x|, x ∈ R3N .
For general elements in spectral subspaces that are not eigenvectors, these point-
wise bounds are new. Moreover, in the case of the Coulomb potential, the re-
lation (8.7) gives a more explicit and probably better bound on the decay rate
a as compared to earlier pointwise decay estimates on ground state eigenvectors
[16, 21, 25]. We should also mention at this point that ground state eigenvectors in
non-relativistic QED are in the domain of all powers of the number operator [21].
In order to show this one has to exploit the corresponding eigenvalue equation.
(2) Let s ∈ R be arbitrary, Ψs ∈ Ran(Ps), and assume that ωα+
1/2χ ∈ h, for some
α > 1. Then (8.8) with a = 0 and Thm. 5.2 imply, for all n ∈ N and x ∈ R3N ,
‖(1 + dΓ(n)(ω))αΨ(n)s (x)‖C2N⊗F(n) 6 ‖(1 + dΓ(ω))
αΨs(x)‖Hˆ 6 cα,s,N,χ,Z,R‖Ψs‖.
Notice that, since ω(k) = |k|, the previous bound can be read as an estimate on
the norm of Ψ
(n)
s (x) in the Sobolev space Hα(R3n,C2
N+n
). (Here C2
N+n
accounts
for the spin degrees of freedom of the N electrons and the polarizations of the n
photons.) Under the present assumption on χ we further know that the maps R3N ∋
x 7→ ωγ(Gχ,Nx ,F
χ,N
x ) ∈ h are bounded and continuous, for all γ ∈ [−1/2, α]. Hence,
Thm. 8.1 implies continuity of the maps R3N ∋ x 7→ Ψ
(n)
s (x) ∈ Hα(R3n,C2
N+n
).
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For fixed x, let (Ψ
(n)
s (x))∧(y) denote the Fourier transform of Ψ
(n)
s (x) evaluated
at y ∈ R3n. If ωαχ ∈ h, for all α > 1, then we may employ the Sobolev embedding
theorem to argue that every partial derivative ∂βy(Ψ
(n)
s (x))∧(y) with β ∈ N3n0 is
bounded and jointly continuous in (x,y) ∈ R3(N+n).
9. Continuity of the integral kernel
Next, we turn our attention to the operator-valued integral kernel T Vt (x,y). The
first aim of this section is to show that it is jointly continuous in the variables
t > 0, x, and y; see the subsequent Thm. 9.1 which is obtained by extending the
arguments applied to Schro¨dinger semi-groups in, e.g., [36]. In fact, the results of
our Sects. 5, 7, and 8 are needed in its proof. At this point we should also mention
the article [3] where possibly very singular classical magnetic fields are treated, as
well as [11], where the analysis of [3] is pushed forward to a matrix-valued case. In
the standard reference for Schro¨dinger semi-groups [33], the continuity of the semi-
group kernel is investigated in the absence of magnetic fields by methods somewhat
different from [36].
Proceeding as in [33], it is actually possible to combine the next theorem with the
Feynman-Kac formula (2.46) and (3.6) and to argue that resolvents of the operator
HV defined in Thm. 2.17 have B(Hˆ )-valued integral kernels which are jointly
continuous in their arguments x and y. Using this result we could further argue
that, for every bounded Borel function f : R → C, the operator f(HV ), defined by
spectral calculus, has a jointly continuous B(Hˆ )-valued integral kernel.
The next theorem can also be combined with Thm. 9.2 further below to prove
joint continuity of the semi-group kernel in t > 0, x, y, and additional model
parameters.
Theorem 9.1. Let V ∈ K±(Rν), τ2 > τ1 > 0, and let (Υt)t>0 and ‖ ·‖∗ be given by
either Line 2 or Line 4 of Table 1. Assume that the map Rν ∋ x 7→ cx is bounded
and continuous with respect to the norm ‖ · ‖∗. Then the map
(9.1) [τ1, τ2]× R
ν × Rν ∋ (t,x,y) 7→ Υτ1/8T
V
t (x,y) ∈ B(Hˆ )
is continuous with respect to the norm topology on B(Hˆ ). If V ∈ K(Rν ) and
R
ν ∋ x 7→ cx is bounded and uniformly continuous with respect to ‖ · ‖∗, then (9.1)
is uniformly continuous.
Proof. We split the proof into three steps. In Steps 1, 2 and 3 we verify uniform
continuity in x, y, and t, respectively, as the other two parameters are varying in
suitable sets. To this end we pick τ2 > τ1 > 0 and set s := τ1/2.
Step 1. As a consequence of the inequality in (3.5) the L1(Rν , Hˆ )-norm of the
functions T Vs (·,y)ψ with y ∈ R
ν and ψ ∈ Hˆ , ‖ψ‖ = 1, is uniformly bounded. In
view of this fact and Thm. 8.1, the set of Hˆ -valued functions{
Υs/4T
V
t−s(T
V
s (·,y)ψ) : ψ ∈ Hˆ , ‖ψ‖ = 1, y ∈ R
ν , t ∈ [τ1, τ2]
}
is uniformly equicontinuous on every compact subset of Rν , and uniformly equicon-
tinuous on the whole Rν provided that V ∈ K(Rν) and Rν ∋ x 7→ cx is bounded
and uniformly continuous with respect to ‖·‖∗. Let K = Rν , if the latter conditions
are fulfilled, and let K ⊂ Rν be compact, if not. Combining the above observation
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with Prop. 3.4 we then deduce that the expression
sup
x,x˜∈K
|x−x˜|<r
sup
t∈[τ1,τ2]
sup
y∈Rν
‖Υs/4(T
V
t (x,y)− T
V
t (x˜,y))‖
= sup
x,x˜∈K
|x−x˜|<r
sup
t∈[τ1,τ2]
sup
y∈Rν
sup
‖ψ‖=1
∥∥Υs/4T Vt−s(T Vs (·,y)ψ)(x)−Υs/4T Vt−s(T Vs (·,y)ψ)(x˜)∥∥
converges to zero in the limit r ↓ 0.
Step 2. Likewise, the L1(Rν , Hˆ )-norm of the functions T Vs (·,x)Θs/4ψ with x ∈
Rν and ψ ∈ D(Θs/4), ‖ψ‖ = 1, is uniformly bounded; in fact, setting F (z) := |z−x|,
z ∈ Rν , we infer from (3.5) and (3.7) that∫
Rν
‖T Vs (z,x)Υs/4ψ‖dz 6
∫
Rν
sup
‖φ‖=1
‖Θs/4T
V
s (x, z)φ‖dz
=
∫
Rν
sup
‖φ‖=1
∥∥(Υs/4e−FT Vs/2eF )(e−FT Vs/2(·, z)φ)(x)∥∥dz
6 ‖Υs/4e
−FT Vs/2e
F ‖1,∞
∫
Rν
sup
‖φ‖=1
∫
Rν
‖e−F (x˜)T Vs/2(x˜, z)φ‖dx˜dz
6 cs,V,c
∫
Rν
e−|x˜|dx˜
∫
Rν
e−|z|
2/4sdz,
for all x ∈ Rν and normalized ψ ∈ D(Υs/4). Employing Thm. 8.1 once more, we
see that the set of Hˆ -valued functions{
T Vt−s(T
V
s (·,x)Υs/4ψ) : ψ ∈ D(Υs/4), ‖ψ‖ = 1, x ∈ R
ν , t ∈ [τ1, τ2]
}
is uniformly equicontinuous on every compact subset of Rν , and uniformly equicon-
tinuous on all of Rν , if the additional conditions in the last assertion of the statement
are fulfilled. Let K ⊂ Rν be given as in Step 1. Using
‖Υs/4(T
V
t (x,y)− T
V
t (x, y˜))‖ = sup
ψ∈D(Υs/4)
‖ψ‖=1
sup
‖φ‖=1
∣∣〈ψ∣∣Υs/4(T Vt (x,y)− T Vt (x, y˜))φ〉∣∣
= sup
ψ∈D(Υs/4)
‖ψ‖=1
‖(T Vt (y,x)− T
V
t (y˜,x))Υs/4ψ‖
and invoking Prop. 3.4 once more we conclude that the expression
sup
y,y˜∈K
|y−y˜|<r
sup
t∈[τ1,τ2]
sup
x∈Rν
‖Υs/4(T
V
t (x,y)− T
V
t (x, y˜))‖
= sup
y,y˜∈K
|y−y˜|<r
sup
t∈[τ1,τ2]
sup
x∈Rν
sup
‖ψ‖=1
∥∥T Vt−s(T Vs (·,x)Υs/4ψ)(y)− T Vt−s(T Vs (·,x)Υs/4ψ)(y˜)∥∥
goes to zero in the limit r ↓ 0.
Step 3. For all t > τ1 and ψ ∈ Hˆ , Prop. 3.4 further implies
T Vt (x,y)ψ =
∫
Rν
T Vs/2(x, z)T
V
t−s/2(z,y)ψdz =
∫
Rν
T Vs/4
(
T Vs/4(·, z)Ψs,t,y(z)
)
(x)dz,
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with Ψs,t,y := T
V
t−s(T
V
s/2(·,y)ψ), which yields, again with Fx(z) := |z − x|,∥∥Υs/4(T Vt (x,y)− T Vt˜ (x,y))ψ∥∥
6 ‖e−FxΥs/4T
V
s/4e
Fx‖1,∞
∫
Rν
∫
Rν
∥∥e−Fx(x˜)T Vs/4(x˜, z)(Ψs,t,y(z)−Ψs,t˜,y(z))∥∥dx˜ dz
6 ‖e−FxΥs/4T
V
s/4e
Fx‖1,∞ sup
z˜∈Rν
∫
Rν
e|x˜−z˜|‖T Vs/4(x˜, z˜)‖dx˜
∥∥e−Fx(Ψs,t,y −Ψs,t˜,y)∥∥1,
for all t, t˜ > τ1. Employing the bound in (3.5) and (5.1), we find some cs > 0 such
that ∥∥Υs/4(T Vt (x,y)− T Vt˜ (x,y))∥∥ 6 cs sup
‖ψ‖=1
‖e−Fx(T Vt−s − T
V
t˜−s)Φs,y,ψ‖1
= cs sup
‖ψ‖=1
‖e−Fx(T V|t−t˜| − 1)T
V
t∧t˜−sΦs,y,ψ‖1,(9.2)
with Φs,y,ψ := T
V
s/2(·,y)ψ. Next, we observe that (3.5) implies that
sup
y∈Rν
sup
‖ψ‖=1
‖Φs,y,ψ‖1 6 sup
y∈Rν
∫
Rν
‖T Vs/2(z,y)‖dz 6 cs
∫
Rν
e−|z|
2/4sdz <∞.(9.3)
As above, let K be equal to Rν , if V ∈ K(Rν) and x 7→ cx is bounded and uniformly
continuous with respect to ‖ · ‖∗, and let K be a compact subset of R
ν otherwise.
Defining
M :=
{
e−FxT Vτ−sΦs,y,ψ : ψ ∈ Hˆ , ‖ψ‖ = 1, x ∈ K, y ∈ R
ν , τ ∈ [τ1, τ2]
}
we then infer that M⊂ L1(Rν , Hˆ ) ∩ L∞(Rν , Hˆ ) by Lem. 3.1 and
(a) M is uniformly equicontinuous on every compact subset of Rν by Thm. 8.1
applied to the set {T Vτ−sΦs,y,ψ : ‖ψ‖ = 1, y ∈ R
ν , τ ∈ [τ1, τ2]} and the
bounds (9.3) and
m := sup
y∈Rν
sup
‖ψ‖=1
sup
τ∈[τ1,τ2]
‖T Vτ−sΦs,y,ψ‖∞ <∞,(9.4)
|e−Fx(z) − e−Fx(z˜)| 6 |z − z˜|, x, z, z˜ ∈ Rν ;
here the first one follows from supτ∈[τ1,τ2] ‖T
V
τ−s‖1,∞ < ∞ and (9.3). If
the additional conditions in the last assertion of the statement are fulfilled,
then M is uniformly equicontinuous on the whole Rν .
(b) supΨ∈M ‖Ψ‖∞ < ∞ by (9.4). Moreover, setting aΨ := x, if Ψ ∈ M is
given as Ψ = e−FxT Vτ−sΦs,y,ψ, and abbreviating ΨR(z) := 1|z−aΨ|<RΨ(z),
we verify that ‖Ψ−ΨR‖1 6 e−Rm.
(c) If fΨ is defined as in Condition (c) of Thm. 7.1(1), then (5.1) implies
sup
Ψ∈M
‖fΨ‖1 6 sup
τ∈[τ1,τ2]
sup
y∈Rν
sup
‖ψ‖=1
‖(1 + dΓ(ω))
1/2T Vτ−sΦs,y,ψ‖1
6 sup
τ∈[τ1,τ2]
‖(1 + dΓ(ω))
1/2T Vτ−s‖1,1 sup
y∈Rν
sup
‖ψ‖=1
‖Φs,y,ψ‖1 <∞.
We may hence apply Thm. 7.1(1) to deduce that
lim
r↓0
sup
t,t˜∈[τ1,τ2]
|t−t˜|<r
sup
x∈K
sup
y∈Rν
sup
‖ψ‖=1
‖e−Fx(T V|t−t˜| − 1)T
V
t∧t˜−sΦs,y,ψ‖1
6 lim
r↓0
sup
Ψ∈M
‖e−FΨ(T Vr − 1)e
FΨΨ‖ = 0,
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where FΨ := FaΨ . Combining this with (9.2) we arrive at
lim
r↓0
sup
t,t˜∈[τ1,τ2]
|t−t˜|<r
sup
x∈K
sup
y∈Rν
∥∥Υs/4(T Vt (x,y)− T Vt˜ (x,y))∥∥ = 0,
and we conclude. 
Theorem 9.2. Let τ2 > τ1 > 0 and V, Vn ∈ K±(Rν), n ∈ N, such that (2.34) and
(2.35) are satisfied. Let c, cn, n ∈ N be coefficient vectors satisfying Hyp. 2.1 with
the same ω and C and assume that ‖cx‖k, ‖cn,x‖k 6 A, for all x ∈ Rν , n ∈ N, and
some A ∈ (0,∞). Assume further that (6.1) holds true, for all compact K ⊂ Rν .
Then
lim
n→∞
sup
t∈[τ1,τ2]
sup
x,y∈K
∥∥Υτ1/8(T Vn,nt (x,y)− T Vt (x,y))∥∥ = 0,(9.5)
for all compact K ⊂ Rν .
Proof. We pick some s ∈ [τ1/4, τ1/2] and write
T Vn,nt (x,y)− T
V
t (x,y) =
(
(T Vn,nt−s − T
V
t−s)(T
Vn,n
s (·,y)ψ)
)
(x)
+
(
T Vt−s(T
Vn,n
s (·,y)ψ − T
V
s (·,y)ψ)
)
(x),
for a given ψ ∈ Hˆ . Next, we observe that
sup
t∈[τ1,τ2]
sup
x,y∈K
sup
‖ψ‖=1
∥∥Υτ1/8((T Vn,nt−s − T Vt−s)(T Vn,ns (·,y)ψ))(x)∥∥ n→∞−−−−−→ 0,
because, on the one hand, {T Vn,ns (·,y)ψ : n ∈ N,y ∈ K, ‖ψ‖ = 1} is a bounded
subset of L2(Rν , Hˆ ) in view of Cor. 5.3 and (2.37), and, on the other hand,
1KΥτ1/8(T
Vn,n
t−s − T
V
t−s) converges to zero in B(L
2(Rν , Hˆ ), L∞(Rν , Hˆ )), uniformly
in t ∈ [τ1, τ2], according to Thms. 5.2 and 6.1. Since Υτ1/8T
V
t−s is bounded from
L1(Rν , Hˆ ) to L∞(Rν , Hˆ ), uniformly in t ∈ [τ1, τ2], it thus remains to show that
sup
‖ψ‖=1
sup
y∈K
∫
Rν
∥∥T Vn,ns (z,y)ψ − T Vs (z,y)ψ∥∥dz n→∞−−−−−→ 0.(9.6)
To this end we write
T Vn,ns (z,y)ψ − T
V
s (z,y)ψ =
(
T Vn,ns (z,y)− T
V,n
s (z,y)
)
ψ
+
(
T V,ns (z,y)− T
V
s (z,y)
)
ψ,(9.7)
and estimate, using (2.21),∥∥(T Vn,ns (z,y)− T V,ns (z,y))ψ∥∥
6 ps(z,y)E
[
‖WVn,ns [b
s;y,z]ψ −WV,ns [b
s;y,z]ψ‖
]
6 ps(z,y)E
[
|e−
∫ s
0
Vn(b
s;y,z
r )dr − e−
∫ s
0
V (bs;y,zr )dr|
]
e‖✵n‖∞s‖ψ‖.(9.8)
Here, the terms ‖✵n‖∞, which are defined by (2.13) with F replaced by F n, are
bounded uniformly in n ∈ N by our assumptions on cn. The relation between the
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laws of bs;y,z and By further yields∫
Rν
ps(z,y)E
[
|e−
∫ σ
0
Vn(b
s;y,z
r )dr − e−
∫ σ
0
V (bs;y,zr )dr|
]
dz
= E
[ ∫
Rν
ps−σ(B
y
σ , z)dz
∣∣e− ∫ σ0 Vn(Byr )dr − e− ∫ σ0 V (Byr )dr∣∣]
= E
[
|e−
∫
σ
0
Vn(B
y
r )dr − e−
∫
σ
0
V (Byr )dr|
]
(9.9)
for all σ ∈ (0, s), and, by dominated convergence, the equality between the right
and left hand sides of (9.9) extends to σ = s. With the help of the dominated
convergence theorem and (3.4) we further obtain(
T V,ns (z,y)− T
V
s (z,y)
)
ψ = lim
σ↑s
ps(z,y)E
[
W
V,n
σ [b
s;y,z]ψ −WVσ [b
s;y,z]ψ
]
= lim
σ↑s
E
[
ps−σ(B
y
σ, z)
(
W
V,n
σ [B
y]−WVσ [B
y]
)
ψ
]
.
From the latter relation and Fatou’s lemma we infer that∫
Rν
∥∥(T V,ns (z,y)− T Vs (z,y))ψ∥∥dz
6 lim inf
σ↑s
∫
Rν
E
[
ps−σ(B
y
σ, z)
∥∥(WV,nσ [By]−WVσ [By])ψ∥∥]dz
= E
[
‖WV,ns [B
y]ψ −WVs [B
y]ψ‖
]
6 E
[
e−
∫
s
0
V (Byr )dr
]1/2
E
[
‖W0,ns [B
y]ψ −W0s[B
y]ψ‖2
]1/2
,(9.10)
where we also applied Fubini’s theorem and the dominated convergence theorem
in the second step. The convergence (9.6) is now implied by (2.28), (2.40), (6.5),
(6.6), (9.7), (9.8), the extension of (9.9) to σ = s, and (9.10) 
10. Positivity improvement by the semi-group kernel in the scalar
case
In this section we complement the discussion of the semi-group kernel by showing
that, in the scalar case L = 1 with either F = 0 or G = 0, T Vt (x,y) is positivity
improving with respect to a suitable positive cone in the Fock space, for all t > 0
and x,y ∈ Rν . As an immediate corollary we re-obtain a theorem, due to Hiroshima
[19], stating that the semi-group in non-relativistic QED is positivity improving,
if spin is neglected and the Pauli principle is discarded. We will apply this result
in Sect. 11 to discuss the continuous dependence on model parameters of strictly
positive ground state eigenvectors of scalar Hamiltonians.
As usual, the proof of the aforementioned results is an application of Perron-
Frobenius type theorems [7, 31]. Let us point out, however, that our proof of
Thm. 10.1 is based on a novel factorization of the Feynman-Kac integrand found in
[12], from which the positivity improvement by the integrand can be read off more
easily. In fact, the factorization used in Hiroshima’s proof involved unbounded
operators that lead to additional technical difficulties.
Let us introduce the notation ̟(g) := ϕ(ig) and W (g) := e−i̟(g), g ∈ h,
for the conjugate field and the associated Weyl operator, respectively. As usual,
Ω = (1, 0, 0, . . . ) ∈ F will denote the vacuum vector. There will be no danger
of confusing it with the underlying probability space that is denoted by the same
symbol.
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A suitable self-dual convex cone in the Fock space F is now given by P := P˚,
the closure of the set
P˚ :=
{
F (̟(g))Ω : F ∈ S (Rn), F > 0, g ∈ hnC , n ∈ N
}
.
Here S (Rn) is the set of Schwartz test functions on Rn and, for every F ∈ S (Rn),
the bounded operator F (̟(g)) := F (̟(g1), . . . , ̟(gn)) is defined by the spectral
calculus for finitely many commuting self-adjoint operators. For later reference, we
observe that the latter operator is equal to the Bochner-Lebesgue integral
F (̟(g)) = (2π)−n
∫
Rn
Fˆ (−ξ)W (ξ · g)dξ.(10.1)
In fact, there exists a probability space (Q,Q, η) and a unitary map U : F →
L2(Q,Q, η), turning each conjugate field operator ̟(g), g ∈ hC , into a multipli-
cation operator with a Gaussian random variable, such that P is the pre-image
under U of all non-negative elements of L2(Q,Q, η). Furthermore, U Ω = 1, and
in particular Ω is strictly positive with respect to P. See, e.g., [25, 34] for the
construction of η and a detailed discussion of related matters.
Notice that ψ ∈ F belongs to the completely real subspace FC := {φ ∈ F :
Γ(−C)φ = φ}, if and only if there exist ψ+, ψ− ∈ P with ψ+⊥ψ− and ψ = ψ+−ψ−.
In fact, F ∈ S (Rn) is real-valued, if and only if Fˆ (−ξ) = Fˆ (ξ), and we further
have Γ(−C)W (g)Ω =W (−g)Ω, g ∈ hC . Thus, (10.1) implies F (̟(g))Ω ∈ FC , for
all real-valued F ∈ S (Rn) and g ∈ hnC .
Theorem 10.1. Consider the scalar case L = 1 with F = 0. Let t > 0 and
x,y ∈ Rν . Then T Vt (x,y) maps FC into itself and it is positivity improving with
respect to P.
Proof. According to [12, Rem. F.2(1)] we have the factorization
W
V
t [b
t;x,y] = e−u
V
t At/3[U
+
t ]e
−tdΓ(ω)/3At/3[−U
−
t ]
∗,(10.2)
As[f ] :=
∞∑
n=0
in
n!
a†(f)ne−sdΓ(ω), f ∈ hC , s > 0,
where (uVs )s∈[0,t] is a real-valued semi-martingale and (U
±
s )s∈[0,t] are hC -valued
semi-martingales, whose dependence on (t,x,y) has been dropped in the notation.
The sum defining As[f ] ∈ B(F ) converges absolutely in the operator norm [12,
Lem. F.1]. Standard arguments [34] now show that As[f ]
∗ is positivity preserving:
To see this, let g ∈ hC and W (g) = e−i̟(g) be the corresponding Weyl operator.
Since W (g)Ω is an analytic vector for a(f), we easily find
As[f ]
∗W (g)Ω = e−sdΓ(ω)
∞∑
n=0
(−i)n
n!
a(f)nW (g)Ω
= e−‖g‖
2/2+‖e−sωg‖2/2−i〈f |g〉W (g), f, g ∈ hC .(10.3)
Let g1, . . . , gn ∈ hC and F ∈ S (Rn). Since the integration in (10.1) commutes with
the bounded operator As[f ]
∗, we may employ (10.3) to get
As[f ]
∗F (ϕ(g))Ω = (2π)−n
∫
Rn
e−‖(1−e
−2sω)ξ·g‖2/2−iξ·〈f |g〉Fˆ (−ξ)W (ξ · g)Ω dξ.
Another use of (10.1) yields As[f ]
∗F (ϕ(g))Ω = F˜ (̟(g))Ω, where F˜ is the inverse
Fourier transform of the Schwartz function ξ 7→ e−‖(1−e
−2sω)ξ·g‖2/2−iξ·〈f |g〉Fˆ (−ξ).
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If F is non-negative, then F˜ is non-negative as well. We have thus shown that, for
all f ∈ hC and s > 0, As[f ]
∗ maps P˚ into itself. Since it is bounded, it also maps
P into itself, and this holds in particular for e−sdΓ(ω) = As[0]∗. It also follows that
As[f ] = As[f ]
∗∗ is positivity preserving. Since ω > 0, µ-a.e., we further know that
1 is a non-degenerate eigenvalue of e−sdΓ(ω), s > 0, with strictly positive eigen-
vector Ω. Therefore, the Perron-Frobenius type theorem [31, Thm.XIII.44(a)⇒(e)]
(applied to U e−sdΓ(ω)U ∗) ensures that e−sdΓ(ω) with s > 0 is actually positivity
improving. As a consequence, WVt [b
t;x,y] is positivity improving, pointwise on the
underlying probability space, as a composition of positivity preserving operators one
of which improves positivity. It is now clear that T Vt (x,y) = pt(x,y)E
[
WVt [b
t;x,y]
]
is positivity improving, too. 
Corollary 10.2. Consider the scalar case L = 1 with F = 0. Let t > 0. Then
e−tH
V
is positivity improving with respect to the self-dual convex cone in L2(Rν , Hˆ )
given by
(10.4)
∫ ⊕
Rν
Pdx :=
{
Ψ ∈ L2(Rν , Hˆ ) : Ψ(x) ∈ P, a.e. x
}
.
In particular, if inf σ(HV ) is an eigenvalue, then it is non-degenerate and the cor-
responding eigenvector can be chosen strictly positive.
Proof. The first assertion is obvious from Thm. 10.1. The last statement follows
from Faris’ Perron-Frobenius theorem [7, Cor. 1.2]. 
If G vanishes, instead of F , then one can use the cone Pi := P˚i = Γ(i)P with
P˚i :=
{
F (ϕ(g))Ω : F ∈ S (Rn), F > 0, g ∈ hnC , n ∈ N
}
= Γ(i)P˚.(10.5)
Here the conjugate fields̟(g) have been replaced by the fields ϕ(g) in the definition
of P˚i, and we used the relations Γ(i)W (g)Γ(−i) = W (−ig) and (10.1) to get
the second equality in (10.5); also recall ̟(−ig) = ϕ(g). Hence, Pi is obtained
upon replacing hC by the completely real subspace ihC of h associated with the
conjugation −C. Likewise, F−C := {ψ+ − ψ− : ψ+, ψ− ∈ Pi} is the completely
real subspace of F associated with the conjugation Γ(C).
Theorem 10.3. Consider the scalar case L = 1 with G = 0. Let t > 0 and
x,y ∈ Rν . Then T Vt (x,y) maps F−C into itself and it is positivity improving with
respect to Pi. In particular, e−tH
V
is positivity improving with respect to
∫
Rν
Pidx
(defined as in (10.4)).
Proof. The only difference to the proofs of Thm. 10.1 and Cor. 10.2 is that the
semi-martingales (U±s )s∈[0,t] appearing in the formula (10.2) are now ihC -valued.
The proof of Thm. 10.1 thus shows that the transformed kernel Γ(i)T Vt (x,y)Γ(−i)
is positivity improving with respect to P. 
11. Continuity properties of ground states in the scalar case
In this section we discuss the joint continuity of ground state eigenvectors in
non-relativistic QED with respect to position coordinates and model parameters.
Thanks to Cor. 8.2, all what is left to do is to prove L2-continuity with respect to
model parameters of the ground state eigenvectors. This is, however, still a non-
trivial task as the ground state eigenvalue typically is embedded in the continuous
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spectrum so that the standard methods of analytic perturbation theory are not
available.
Besides providing an example for an application of Cor. 8.2, the aim of the
present section, thus, is to demonstrate that a certain compactness argument usu-
ally applied to prove the existence of ground states [10] can also be employed to
prove continuous dependence on model parameters of the ground state eigenvectors.
Furthermore, we shall present a simplified version of the compactness argument of
[10] that allows to work with more general assumptions on the coefficient vector
c and thus reduces the amount of technicalities. In particular, we do not have to
specify a choice of the polarization vectors and we do not need a certain photon
derivative bound [10]. The idea is, roughly, to apply the standard characterization
of relatively compact sets in L2(Rd), instead of the Rellich-Kondrachov theorem
used in [10], in combination with the usual formula for a(k) applied to a ground
state eigenvector.
To implement these ideas we shall consider a simplified situation where only one
electron is present (no Pauli principle) and spin is neglected. The main reason for
this is that we require at least a constant, finite degeneracy of the ground state
eigenvalues to infer the continuity from the compactness result. (If the geometric
multiplicity of the ground state eigenvalue is bigger than one, then one could still
try to prove norm continuity of the ground state eigenprojections.) Besides the case
of one electron with spin neglected, where the methods discussed in Sect. 10 ensure
non-degeneracy of ground state eigenvalues and where we may talk about distin-
guished positive eigenvectors, we are not aware of any non-perturbative method in
non-relativistic QED that controls the degeneracy in a more general situation.
Since a detailed workout of all construction steps in [9, 10] required here would
be too space consuming and too repetitive at the same time, we shall concentrate
on those things that are changed and otherwise be rather sketchy in this section.
In the whole section we shall consider the following situation:
Hypothesis 11.1. (a) The one-boson space is given by h = L2(R3 × {0, 1}), the L2-
space associated with the product of the Lebesgue measure on R3 and the counting
measure on {0, 1}. We consider the scalar case where L = 1 and set ν = 3, thus
H = L2(R3,F ). We choose ω(k, λ) := |k|, k ∈ R3, λ ∈ {0, 1}, and c = (G, q,0),
cn = (Gn, qn,0), n ∈ N, are coefficient vectors fufilling Hyp. 2.1 together with ω
and some fixed conjugation C on h that commutes with ω. We assume that
(11.1) lim
n→∞
sup
x∈K
‖cn,x − cx‖k = 0,
for all compact K ⊂ R3. We further set G˜x := Gx−G0 and G˜n,x := Gn,x−Gn,0,
n ∈ N, and assume that the maps R3 ∋ x 7→ (ω−1qx, ω−1G˜x) ∈ h4 and R3 ∋ x 7→
(ω−1qn,x, ω
−1G˜n,x) ∈ h4 are well-defined, bounded, and continuous with
lim
n→∞
sup
x∈K
∥∥(ω−1qx, ω−1G˜x)− (ω−1qn,x, ω−1G˜n,x)∥∥h = 0,
for all compact K ⊂ R3.
(b) V, Vn ∈ K±, n ∈ N, are such that Vn−V ∈ K(R3), for all n ∈ N, and (2.34) and
(2.35) hold true.
(c) We denote by H the Hamiltonian defined by means of (ω, c, V ) (according to
Thm. 2.17). For every n ∈ N, the Hamiltonian defined by means of (ω, cn, Vn) is
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denoted by Hn. We further define
E := inf σ(H), En := inf σ(Hn), Σ := lim
R→∞
ΣR, Σn := lim
R→∞
Σn,R,
with
ΣR := inf
{
〈Φ|HΦ〉
∣∣Φ ∈ Q(H) ⊂ L2(R3,F ), ‖Φ‖ = 1, supp(Φ) ⊂ {|x| > R}},
for all R > 1, and analogous definitions of Σn,R. We assume that the following
binding condition is satisfied,
(11.2) Σ > E.
Example 11.2. (1) In the situation of Ex. 2.2 with N = 1, let {χn}n∈N be a sequence
of even, non-negative functions on R3 converging to χ in L2(R3, (ω−1+ω)dk). Then
the coupling functions Gχ, Gχn , n ∈ N, fulfill Hyp. 11.1(a) (with q = qn = 0).
Notice that in this example the functions ω−1Gχnx do not belong to h
3, if χn
is constant in a neighborhood of 0, which is the reason why the function G˜x is
introduced [2]. The pre-factor ω−1 appears upon estimating the resolvents in the
key relation (11.13) below as ‖R(k)‖ 6 ω(k)−1.
(2) Let us again consider Gχ as in Ex. 2.2. Assume that V (x) → 0, |x| →
∞, and that eV := inf σ(−
1
2∆+˙V ) is a strictly negative discrete eigenvalue of
the Schro¨dinger operator − 12∆+˙V . (Here the dot on the + indicates that the
Schro¨dinger operator is defined via quadratic forms.) Then it follows from the ar-
guments in [10] that Σ − E > −eV and in particular that the binding condition
(11.2) is fulfilled.
There are also certain short range potentials V where eV is equal to the lower
end of the essential spectrum of the Schro¨dinger operator and nevertheless (11.2) is
satisfied; see [23] for a non-perturbative discussion of this enhanced binding effect
and for references to earlier perturbative studies.
(3) The binding condition (11.2) is clearly fulfilled if V (x)→∞, |x| → ∞. In this
case the ionization threshold Σ is infinite.
Straightforward variational arguments employing (2.6)–(2.8) and Lem. 2.14 re-
veal that (in (−∞,∞])
lim
n→∞
En = E, lim
n→∞
Σn = Σ, lim
n→∞
Σn,R = ΣR, R > 1.(11.3)
Although the existence part of the following proposition is not formally covered
by the existing literature in its full generality, we shall treat it as well-known, too.
In this proposition and henceforth, strict positivity of a vector in H is under-
stood with respect to the cone
∫ ⊕
R3
Pdx introduced in Cor. 10.2.
Proposition 11.3. In the situation of Hyp. 11.1, E is a non-degenerate eigenvalue
of H and there exists a unique normalized, strictly positive, corresponding eigen-
vector of H that we denote by Ψ. Furthermore, there exists n0 ∈ N such that, for
all n > n0, En is a non-degenerate eigenvalue of Hn to which there corresponds a
unique normalized, strictly positive eigenvector Ψn.
Proof. The non-degeneracy and strict positivity follow immediately from Cor. 10.2
as soon as we have pegged E and En, n > n0, as eigenvalues. Here the number n0
is identical to the one found in Prop. 11.6 below, which ensures that the binding
condition Σn > En holds, for n > n0, as well. To prove that E and En, n >
n0, are eigenvalues, one would then first replace ω by ωn˜(k) := (k
2 + n˜−2)
1/2,
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n˜ ∈ N, and show that the Hamiltonians, thus modified, have an eigenvalue at
the bottom of their spectrum. This is by now fairly standard and works under
the assumptions of Hyp. 11.1 [10]. Let Ψ(n˜) and Ψ
(n˜)
n , n > n0, be corresponding
normalized eigenvectors. Then, in the next step, one removes the artificial photon
mass n˜−1 by a compactness argument implying that {Ψ(n˜)}n˜∈N and {Ψ
(n˜)
n }n˜∈N
contain norm convergent subsequences. The arguments of [10] do not apply here
directly, because we work with less specific assumptions on the coefficient vectors.
To remedy this one can, however, adapt the compactness argument presented in
this section: just consider constant sequences of potentials V and coefficient vectors
c, and the non-constant sequence ωn˜, n˜ ∈ N, instead. 
Theorem 11.4. In the setting of Hyp. 11.1 and using the notation of Prop. 11.3,
we may conclude that the following holds true:
(1) Ψn → Ψ, n→∞, in L2(R3,F ).
(2) Let {xn}n∈N be a converging sequence in R3 with limit x and let us consider the
unique continuous representatives of the ground state eigenvectors. Then Ψn(xn)→
Ψ(x), n→∞, in F . If t > 0 and (Υt)t>0 and ‖ · ‖∗ are given by either Line 2 or
Line 4 of Table 1, and if we additionally assume that the maps Rν ∋ x 7→ cx and
Rν ∋ x 7→ cn,x, n ∈ N, are continuous and uniformly bounded with respect to the
norm ‖ · ‖∗, then ΥtΨn(xn)→ ΥtΨ(x), n→∞, in F .
Proof. (1): Let {Ψnj}j∈N be any subsequence of {Ψn}n>n0 . By Prop. 11.5 below
this subsequence contains another subsequence, say {Ψℓj}j∈N, such that Ψℓj → Ψ∞,
j → ∞, for some normalized Ψ∞ ∈ H . Since each Ψℓj is strictly positive, Ψ∞
is non-negative. Furthermore, Thm. 5.2, Thm. 6.1, and Hyp. 11.1 imply that Hn
converges to H in the strong resolvent sense; recall the proof of Cor. 5.4 and that
strong convergence of the semi-group implies strong resolvent convergence. Taking
also (11.3) into account, we deduce that
Ψ∞ = lim
j→∞
Ψℓj = lim
j→∞
(Hℓj − Eℓj + 1)
−1Ψℓj = (H − E + 1)
−1Ψ∞,
whence Ψ∞ ∈ D(H) and HΨ∞ = EΨ∞. Since Ψ∞ is normalized and non-negative,
we must have that Ψ∞ = Ψ. Hence, every subsequence of {Ψn}n>n0 contains a
subsequence that converges to Ψ. This is, however, only possible, if Ψn → Ψ,
n→∞, in H .
(2): Set τ := 2t. By (11.3) and Part (1) the vectors Ψ′n := e
τEnΨn, n > n0,
converge in L2(R3,F ) to Ψ′ := eτEΨ, as n goes to infinity. Furthermore, Ψ =
e−τHΨ′ = T Vτ Ψ
′ and similarly Ψn = T
Vn,n
τ Ψ
′
n, n > n0, where we use some notation
of Cor. 8.2. The latter now implies all statements under (2). 
Proposition 11.5. Every subsequence of the eigenvector sequence {Ψn}n>n0 found
in Prop. 11.3 contains another subsequence that converges in H .
The previous proposition is proved at the end of this section. The remainder of
this section serves as a preparation for that proof.
The compactness argument carried through below (see in particular Lem. 11.11)
requires some information on the uniform spatial localization of the ground state
eigenvectors Ψn. This is provided by the next proposition which is a corollary of a
result in [9].
In what follows, the symbol F (xˆ) will be a convenient notation for the multipli-
cation operator associated with a measurable function R3 ∋ x 7→ F (x).
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Proposition 11.6. In the situation of Hyp. 11.1, pick a, b > 0 and δ > 0 with
E + δ + b+ a2/2 < Σ. Then we find some n0 ∈ N such that
Σn > En + δ + b+ a
2/2, n > n0.(11.4)
We further find c, c′, c′′ > 0 such that, for every n > n0 and every normalized
element Φn of the range of the spectral projection 1(−∞,En+δ](Hn), the following
bounds hold true,
‖ea|xˆ|Φn‖ 6 c,(11.5) ∫
R3
e2a|x|
∥∥(−i∇− ϕ(Gn,x))Φn(x)∥∥2dx 6 c′,(11.6) ∫
R3
e2a|x|
∥∥∇Φn(x)∥∥2dx 6 c′′.(11.7)
Furthermore, if sup{‖ωαcn,x‖ : n ∈ N,x ∈ R3} < ∞, for some α > 1, then there
exists c′′′ > 0 such that, for every n > n0, the unique continuous representative of
Ψn satisfies
‖(1 + dΓ(ω))αΦn(x)‖ 6 c
′′′e−a|x|, x ∈ Rν .(11.8)
If sup{‖eδ0ωcn,x‖ : n ∈ N,x ∈ R3} <∞, for some δ0 > 0, then there exist c′′′′ > 0
and δ ∈ (0, δ0] such that, for all n > n0,
‖eδdΓ(ω)Φn(x)‖ 6 c
′′′′e−a|x|, x ∈ Rν .(11.9)
Remark 11.7. Again the pointwise bounds (11.8) and (11.9) are new for general
elements in spectral subspaces that are not eigenvectors. If V (x) goes to infinity,
as |x| → ∞, which clearly entails Σ = ∞, then one can actually observe a much
faster, possibly super-exponential decay of ground state eigenfunctions [16, 21, 25].
The bounds of Thm. 11.6 are, however, more than sufficient for the present purpose.
Proof of Prop. 11.6. Combining the estimates in the proof of [9, Thm. 1] and ana-
lyzing the integral involving the almost analytic function appearing there, it is easy
to see that there exists a universal constant C > 0 such that
‖ea|xˆ|Φn‖ 6 Ce
2aR
(
Σn,R − En
)
(δ + b)max{b−1, b−3}, n > n0,(11.10)
provided that we can choose R > 1 and n0 ∈ N so large that 16/R2 6 b and
Σn,R > En + δ + 3b/4 + a
2/2, for all n > n0. That this is actually possible can be
seen as follows: First, we fix some R > 4/b
1/2 such that ΣR > E + δ+7b/8+ a
2/2.
After that we avail ourselves of (11.3) and pick n0 so large that |Σn,R−ΣR| 6 b/16
and |En − E| 6 b/16, for all n > n0. We conclude that (11.10) implies a bound
on its left hand side that is uniform in n > n0. This proves (11.5). Next, we set
F (x) := a|x|, x ∈ Rν , and notice that the validity of (11.5) is equivalent to the
bound ‖eF1(−∞,En+δ](Hn)‖ 6 c. Writing Φn = e
−Hn1(−∞,En+δ](Hn)e
HnΦn and
denoting the semi-group associated with (Vn, cn) by (T
Vn,n
t )t>0, we thus obtain
‖Φn(x)‖ 6 e
−F (x)+En+δ
∥∥eFT Vn,n1 e−F∥∥2,∞‖eFΦn‖, ‖eFΦn‖ 6 c,
whence (11.8) and (11.9) follow from (5.1) and the fact that ΣR is an upper bound
on each En + δ with n > n0.
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Let χ ∈ C∞(Rν) be bounded with bounded first order partial derivatives. Then
it is easy to see that χQ(H) ⊂ Q(H) ⊂ D(−i∂xj − ϕ(Gn,j)), j ∈ {1, 2, 3}, and we
obtain ∥∥χ(−i∇− ϕ(Gn))Φn∥∥ 6 ∥∥(−i∇− ϕ(Gn))χΦn∥∥+ ‖(∇χ)Φn‖, n ∈ N.(11.11)
Denoting the quadratic form associated with Hn by qn, we further have, for some
β > 0 and all n > n0,∥∥(− i∇− ϕ(Gn))χΦn∥∥2 6 4qn[χΦn] + 2β‖χΦn‖2
= 4Re qn[χ
2Φn,Φn] + 4
∥∥(∇χ)Φn∥∥2 + 2β‖χΦn‖2
= 4
〈
χΦn
∣∣χ1(−∞,En+δ](Hn)HnΦn〉+ 4∥∥(∇χ)Φn∥∥2 + 2β‖χΦn‖2,(11.12)
where we used a well-known identity for the form qn in the second step; see, e.g.,
[9, p. 324]. We now infer from (11.11) and (11.12) that, if χ is of the form χ = eF
with a bounded smooth F satisfying |∇F | 6 a and F (0) = 0,
1
2
∥∥eF (−i∇− ϕ(Gn))Φn∥∥2 6 (4ΣR + 2β + 5a2)c2.
Here we also used that ‖HnΦn‖ 6 En + δ 6 ΣR and ‖eF1(−∞,En+δ](Hn)‖ 6 c,
which is equivalent to the validity of the first bound in (11.5). Inserting Fε(x) :=
a〈x〉/(1 + ε〈x〉) − a/(1 + ε), x ∈ Rν , we obtain (11.6) in the limit ε ↓ 0 with the
help of the monotone convergence theorem. Finally, (11.7) follows from (2.6), (2.7),
(11.6), and (11.8) with α = 1 and a slightly larger a. 
The (essentially well-known) relation (11.13) asserted in the next proposition is
the key identity in the compactness argument. It allows to exploit the convergence
properties of the coefficient vectors cn in order to prove relative compactness of
{Ψn : n ∈ N} by means of the standard characterization of relatively compact
subsets of L2(Rd).
In what follows it will sometimes be more convenient to write (aΦ)(k) instead of
using the more customary notation a(k)Φ for the pointwise annihilation operator.
Proposition 11.8. In the situation described by Hyp. 11.1, let n ∈ N and write
Rn(k) := (Hn − En + ω(k))
−1, Bn(k) := (Hn − En)(Hn − En + ω(k))
−1.
Let Ψn be the ground state eigenvector found in Prop. 11.3. Then the following
identity holds, for a.e. k = (k, λ) ∈ (R3 \ {0})× {0, 1},
(aΨn)(k) = Bn(k)Gn,0(k) · xˆΨn +Rn(k)
i
2qn,xˆ(k)Ψn
+Rn(k)G˜n,xˆ(k) · (−i∇− ϕ(Gn))Ψn.(11.13)
Proof. The proof follows a standard procedure (see, e.g., [2, 10, 21, 35]), whence
we drop it here. We just remark that the technical details will be facilitated by
exploiting that Hn is essentially self-adjoint on the complex linear span of the
functions fφ, where f is in the domain of the Schro¨dinger operator − 12∆+˙V and
φ is, e.g., an analytic vector for dΓ(ω); in the situation of Hyp. 11.1 the latter
result does not yet follow from the existing literature, but it will be shown in the
forthcoming note [27]. 
Corollary 11.9. In the situation of Prop. 11.8, supn∈N ‖dΓ(1)
1/2Ψn‖ <∞.
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Proof. As usual, this follows easily from Hyp. 11.1, (11.13), and the fact that
Φ ∈ Q(dΓ(1)), if and only if the right hand side of the formula ‖dΓ(1)1/2Φ‖2 =∑1
λ=0
∫
R3
‖a(k, λ)Φ‖2dk is finite, the latter being valid in the affirmative case. 
Corollary 11.10. In the situation of Prop. 11.8, let χ˜ ∈ C∞(R,R) be such that
0 6 χ˜ 6 1, χ˜ = 0 on (−∞, 1] and χ˜ = 1 on [2,∞). Set χδ(k) := χ˜(|k|/δ), for all
k ∈ R3 and δ ∈ (0, 1]. For all 0 6 r0 < r1 6∞, δ ∈ (0, 1], and h ∈ R
3, we further
define
F (r0, r1) := sup
n∈N
1∑
λ=0
∫
R3
1{r06|k|6r1}‖(aΨn)(k, λ)‖
2dk,
△δ(h) := sup
n∈N
1∑
λ=0
∫
R3
‖(χδaΨn)(k, λ)− (χδaΨn)(k + h, λ)‖
2dk.
Then F (r0,∞) → 0, as r0 → ∞, F (0, r1) → 0, as r1 ↓ 0, and △δ(h) → 0, as
h→ 0, for every δ ∈ (0, 1].
Proof. To start with we observe that ‖Bn(k)‖ 6 1, ‖Rn(k)‖ 6 1/ω(k), as well as
‖1KcR(xˆ)〈xˆ〉
−1‖ 6 1/R, R > 1, and that, by (11.5) and (11.6), the norms of 〈xˆ〉2Ψn
and 〈xˆ〉(−i∇− ϕ(Gn))Ψn are bounded uniformly in n.
Let ε > 0 and define
ΦRn (k) := Bn(k)Gn,0(k) · 1KR(xˆ)xˆΨn +Rn(k)
i
2qn,xˆ(k)1KR(xˆ)Ψn
+Rn(k)G˜n,xˆ(k) · 1KR(xˆ)(−i∇− ϕ(Gn))Ψn.(11.14)
By virtue of Hyp. 11.1 and the preceding remarks, we may fix R > 1 such that
‖aΨn − ΦRn ‖L2(R3×{0,1},H ) < ε, for all n ∈ N. Moreover, it follows from (11.14)
that
sup
n∈N
1∑
λ=0
∫
R3
1{r06|k|6r1}‖Φ
R
n (k, λ)‖
2dk
6 c2 sup
n∈N
sup
x∈KR
‖1{r06ω6r1}gn,x‖
2
h =: F˜R(r0, r1),
for some (n, r0, r1)-independent c > 0, where gn,x := (Gn,0, ω
−1qn,x, ω
−1G˜n,x).
By Hyp. 11.1 the sequence of functions {gn}n converges in C(KR, h7). Therefore,
if we turn N := N ∪ {∞} into a compact topological space by demanding that
the map n 7→ n−1 is a homeomorphism onto {0} ∪ {n−1 : n ∈ N} ⊂ R, then
the map N × KR ∋ (n,x) 7→ gn,x ∈ h7 has a jointly continuous extension to
N × KR and in particular its image is relatively compact in h7. We can thus
find finitely many functions in h7 with compact supports in (R3 \ {0}) × {0, 1},
such that the set {gn,x : n ∈ N,x ∈ KR} is contained in the union of the open
balls of radius ε about those compactly supported functions. If r0 is large enough
(resp. r1 small enough), then the supports of all these finitely many compactly
supported functions are disjoint from {r0 6 ω} (resp. {ω 6 r1}). Then it follows
that lim supr0→∞ F˜R(r0,∞)
1/2 6 cε, thus lim supr0→∞ F (r0,∞)
1/2 6 (1 + c)ε, and
similarly lim supr1↓0 F (0, r1)
1/2 6 (1 + c)ε.
We may further verify that the operator-valued functions Rd \ {0} ∋ k 7→
χδ(k)Bn(k, λ) and R
d \ {0} ∋ k 7→ χδ(k)Rn(k, λ) with λ ∈ {0, 1} are continuously
differentiable with ‖∇k{χδ(k)Bn(k, λ)}‖ 6 c
′/δ2 and ‖∇k{χδ(k)Rn(k, λ)}‖ 6
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c′/δ2, for some universal constant c′ > 0 and all δ ∈ (0, 1]. Likewise, |∇k(χδ/ω)| 6
c′/δ2, δ ∈ (0, 1]. Combining these remarks with the observations made in the first
paragraph of this proof, we easily find c′′, c′′′ > 0 such that, for all δ ∈ (0, 1] and
h ∈ Rd,
sup
n∈N
∑
λ=0,1
∫
R3
‖(χδΦ
R
n )(k, λ)− (χδΦ
R
n )(k + h, λ)‖
2dk
6
c′′
δ2
|h|2 sup
n∈N
sup
x∈KR
1∑
λ=0
∫
Rd
|ωgn,x|
2(k + h, λ)dk
+ c′′′ sup
n∈N
sup
x∈KR
1∑
λ=0
∫
Rd
∣∣(ωgn,x)(k + h, λ)− (ωgn,x)(k, λ)∣∣2dk.(11.15)
The supremum in the first line of the right hand side of (11.15) is obviously h-
independent; it is finite, because {gn}n converges in C(KR, h7). The supremum in
the second line of (11.15) goes to 0 as h → 0 since, by the above arguments, the
set {ωgn,x : n ∈ N,x ∈ KR} is relatively compact in h7 and in particular the shift
operation applied to its elements is norm-continuous uniformly in (n,x) ∈ N×KR.
Altogether this implies lim suph→0△δ(h)
1/2 6 2ε and we conclude recalling that
ε > 0 was arbitrary. 
Employing the canonical isomorphism H =
⊕∞
m=0 L
2(R3,F (m)), we represent
the ground state eigenvectors found in Prop. 11.3 as sequences Ψn = (Ψ
(m)
n )m∈N0
with Ψ
(m)
n ∈ F (m) in the next lemma.
Lemma 11.11. Let m ∈ N, λ = (λ1, . . . , λm) ∈ {0, 1}m, and δ ∈ (0, 1]. Put
Ψ
(m,λ)
δ,n (x,k1, . . . ,km) :=
( m∏
j=1
χδ(kj)
)
Ψ(m)n (x,k1, λ1, . . . ,km, λm),
where χδ is defined in the statement of Cor. 11.10. Then the set
K
(m,λ)
δ := {Ψ
(m,λ)
δ,n : n ∈ N}
is relatively compact in L2(R3(m+1)).
Proof. For a start, it is clear that K
(m,λ)
δ is contained in the closed unit ball about
the origin in L2(R3(m+1)). Furthermore, writing k[m] := (k1, . . . ,km), etc., we
observe the following pointwise bounds between functions defined on R3(m+1),
1{|(x,k[m])|>R} 6 1{|x|>R/(m+1)} +
m∑
j=1
1{|kj |>R/(m+1)}, R > 0.
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Then the permutation symmetry of Ψ
(m)
n in its last n variable pairs (kj , λj) implies,
for all δ ∈ (0, 1] and with a and c as in (11.5),∫
R3(m+1)
1{|(x,k[m])|>R}|Ψ
(m,λ)
δ,n (x,k[m])|
2d(x,k[m])
6
∫
R3(m+1)
1{|x|>R/(m+1)}|Ψ
(m,λ)
n (x,k[m])|
2d(x,k[m])
+m
∑
λ′∈{0,1}m
∫
R3(m+1)
1{|k1|>R/(m+1)}|Ψ
(m,λ′)
n (x,k[m])|
2d(x,k[m])
6 ‖1{|xˆ|>R/(m+1)}Ψn‖
2 +
1∑
λ=0
∫
R3
1{|k1|>R/(m+1)}‖a(k1, λ)Ψn‖
2dk1
6 c2e−2aR/(m+1) + F (R/(m+ 1),∞)
R→∞
−−−−−→ 0.
Since the expression tending to zero in the last line is n-independent, we see that
K
(m,λ)
δ is uniformly integrable.
Next, let S(y,h[m]) be the unitary operator that shifts the variables (x,k[m]) by
the vector (y,h[m]) ∈ R
3(m+1) and let S
(1)
hj
be the unitary operator shifting only the
variable k1 by hj . By a telescopic sum argument and the permutation symmetry
of Ψ
(m)
δ,n in its last m variables, we then obtain
‖Ψ
(m,λ)
δ,n − S(y,h[m])Ψ
(m,λ)
δ,n ‖ 6 ‖Ψn − S(y,0)Ψn‖+
m∑
j=1
‖Ψ
(m)
δ,n − S
(1)
hj
Ψ
(m)
δ,n ‖.
By the definition of the pointwise annihilation operator,
‖Ψ
(m)
δ,n − S
(1)
h Ψ
(m)
δ,n ‖
2
=
1
m
1∑
λ=0
∫
R3
∥∥∥χ⊗m−1δ ((χδaΨn)(m−1)(k, λ) − (χδaΨn)(m−1)(k + h, λ))∥∥∥2dk,
where the norm under the dk-integral is the one on L2(R3×(R3×{0, 1})3(m−1)) and
χ
⊗m−1
δ is the multiplication operator associated with the function (k1, . . . ,km−1) 7→
χδ(k1) · · ·χδ(km−1). Therefore, supn ‖Φ
(m)
δ,n − S
(1)
h Φ
(m)
δ,n ‖
2 6 △δ(h). We finally
observe that ‖Ψn−S(y,0)Ψn‖ 6 |y|‖ξˆΨˆn‖ 6 c
′′′|y|, with the n-independent constant
c′′′ appearing in (11.7). (Here Ψˆn is the F -valued Fourier transform of Ψn.) Putting
these remarks together and applying Cor. 11.10, we deduce that
sup
n∈N
‖Ψ
(m,λ)
δ,n − S(y,h[m])Φ
(m,λ)
δ,n ‖
|(y,h[m])|→0
−−−−−−−−−−−→ 0.
By the well-known characterization of relatively compact sets in L2(R3(m+1)), this
proves the assertion. 
Finally, we can keep a promise that will also conclude the proof of Thm. 11.4:
Proof of Prop. 11.5. Let 1 6 n1 < n2 < . . . be integers. Then {Ψnj}j∈N contains a
weakly converging subsequence, say {Ψℓj}j∈N, whose weak limit we denote by Ψ∞.
We shall show that ‖Ψ∞‖ = 1, which will imply that {Ψℓj}j∈N is actually norm
convergent.
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To this end, let m0 ∈ N and δ ∈ (0, 1]. By virtue of Lem. 11.11 we may suc-
cessively, in a finite number of steps, select subsequences to find κℓ ∈ N, ℓ ∈ N,
with κℓ →∞, ℓ→∞, such that every sequence {Ψ
(m,λ)
δ,κℓ
}ℓ∈N with m ∈ {0, . . . ,m0}
and λ ∈ {0, 1}m converges strongly to its weak limit (Γ(χδ)Ψ∞)(m,λ). Let pm0
be the orthogonal projection onto the first m0 + 1 direct summands is H =⊕∞
m=0 L
2(R3,F (m)). Then
‖Ψ∞‖ >
∥∥pm0Γ(χδ)Ψ∞∥∥ = lim
ℓ→∞
‖pm0Γ(χδ)Ψκℓ‖
> lim
ℓ→∞
‖pm0Ψκℓ‖ − sup
n
〈
Ψn
∣∣(1− Γ(χ2δ))Ψn〉1/2
> 1− sup
n∈N
‖(1− pm0)Ψn‖ − sup
n
∥∥dΓ(χ2δ)1/2Ψn∥∥.(11.16)
Here Cor. 11.9 implies supn ‖(1 − pm0)Ψn‖ 6 m
−1/2
0 supn ‖dΓ(1)
1/2Ψn‖ 6 cm
−1/2
0 ,
while Cor. 11.10 entails
∥∥dΓ(χ2δ)1/2Ψn∥∥2 = 1∑
λ=0
∫
R3
χ2δ(k)
∥∥a(k, λ)Ψn‖2dk 6 F (0, 2δ) δ↓0−−−−→ 0,
where c and F (0, 2δ) are n-independent. Since m0 ∈ N was arbitrary large and
δ ∈ (0, 1] arbitrary small in (11.16), we conclude that ‖Ψ∞‖ = 1. 
Appendix A. Multiple commutator estimates
In this appendix we derive some norm bounds on commutators between creation and
annihilation operators and functions of second quantized multiplication operators
in the boson Hilbert space. They are applied in Sect. 4 to estimate the norms of
the operators in (4.7)–(4.9) and in particular of
2T1(s) = ϑ
−1/2Θ−1s (ad
2
ϕ(G
B
q
s
)Θ
2
s)Θ
−1
s ϑ
−1/2
= 2{ϑ−
1/2Θ−1s adϕ(GBqs )
Θs}{(adϕ(G
B
q
s
)Θs)Θ
−1
s ϑ
−1/2}
+ ϑ−
1/2Θ−1s ad
2
ϕ(G
B
q
s
)Θsϑ
−1/2 + ϑ−
1/2(ad2ϕ(G
B
q
s
)Θs)Θ
−1
s ϑ
−1/2,(A.1)
where adST := [S, T ] and where we used the product rule adS(TT
′) = T adST
′ +
(adST )T
′. The lower the power of Θs, the weaker the conditions imposed on the
coefficient vector c in our bounds below, whence we wrote commutators with Θ2s
as combinations of commutators involving only Θs. Likewise,
T2(s) = −i(adϕ(q
B
q
s
)Θs)Θ
−1
s ϑ
−1/2
− (adσ·ϕ(F
B
q
s
)Θs)Θ
−1
s ϑ
−1/2 +Θ−1s (adσ·ϕ(FBqs )
Θs)ϑ
−1/2,(A.2)
T (s) = −2(adϕ(G
B
q
s
)Θs)Θ
−1
s ϑ
−1/2.(A.3)
Let us also note for later reference that, for every g ∈ h,
(adϕ(g)Θ
∓1
s )Θ
±1
s = −Θ
∓1
s adϕ(g)Θ
±1
s ,(A.4)
(ad2ϕ(g)Θ
∓1
s )Θ
±1
s = −Θ
∓1
s ad
2
ϕ(g)Θ
±1
s + 2(Θ
−1
s adϕ(g)Θs)
2.(A.5)
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In view of (2.5) all simple and double commutators appearing above can be written
as linear combinations of terms of the form
(1 + dΓ(ω))−
n/2Θ−β+κs
{( N∏
j=1
ada†(fj)
)( M∏
ℓ=1
ada(gℓ)
)
Θs
}
Θ−γ−κs (1 + dΓ(ω))
−m/2.
with κ = 0, β + γ = 1, M + N 6 2, and m + n 6 M + N . Here we used that,
on account of (2.4) and the Jacobi identity, the order of the M +N commutations
with the creation or annihilation operators is immaterial. In all cases of our present
interest Θs is some function of a second quantized multiplication operator. Since
we need bounds on simple and double commutators involving all combinations
of the creation and annihilation operators and different functions of various second
quantized operators, a systematic treatment seems to be in order. We shall consider
the general case of multiple commutators with arbitraryM and N right away. The
resulting bounds might also be useful elsewhere.
Let L be some finite index set, M := #L , and let pL := (pℓ)ℓ∈L ∈ ML . For
ψ ∈ D(dΓ(1)M/2), or rather a representative of it, and for n ∈ N0, we write
(a(pL )ψ)
(n)(k[n]) := (n+M)
1/2 . . . (n+ 1)
1/2 φ(n+M)(k[n], pL ), k[n] ∈ M
n.
For almost every pL , this defines a new element a(pL )ψ of F . Notice that the
order of the variables pℓ is immaterial because of the permutation symmetry of
φ(n+M) and that a(pL ) =
∏
ℓ∈L a(pℓ); compare (2.2). The identity
a(pL ) a
†(f)ψ = a†(f) a(pL )ψ +
∑
ℓ∈L
f(pℓ) a(pL \{ℓ})ψ(A.6)
holds almost everywhere, if ψ ∈ D(dΓ(1)(M+1)/2) and f ∈ h. If v : M → RL is a
vector of multiplication operators and if F : RL → R is measurable, then both sides
of the following pull-through formula,
a(pL )F (dΓ(v))ψ = F
(
dΓ(v) +
∑
ℓ∈L
v(pℓ)
)
a(pL )ψ,(A.7)
define the same elements of F , for almost every pL , provided that ψ belongs to the
domain of dΓ(1)M/2F (dΓ(v)). This is a tautological consequence of the definitions.
Together with (2.3) an M -fold repeated application of the pull-through formula
for each a(pℓ) gives a handy formula for multiple commutators with annihilation
operators of boson wave functions gℓ ∈ h, ℓ ∈ L ,〈
φ
∣∣∣ ( ∏
ℓ∈L
ada(gℓ)
)
F (dΓ(v))ψ
〉
=
∫ ( ∏
ℓ∈L
g(pℓ)
)〈
φ
∣∣△pLF (dΓ(v)) a(pL )ψ〉dµM (pL ),(A.8)
for ψ as above and all φ ∈ F , where, for any F˜ : RL → R,
△pℓ F˜ (dΓ(v)) := F˜ (dΓ(v) + v(pℓ))− F˜ (dΓ(v)), △pL :=
∏
ℓ∈L
△pℓ .
Let J be another finite index set disjoint from L , N := #J , and pick additional
wave functions, gj ∈ h, j ∈ J . Applying (A.8) once with φ replaced by a(gj)φ
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and another time with ψ substituted by a†(gj)ψ using (A.6), and substracting the
results we find, for all φ, ψ ∈ D
(
dΓ(1)
M+1
2 F (dΓ(v))
)
,〈
φ
∣∣∣ ada†(gj)( ∏
ℓ∈L
ada(gℓ)
)
F (dΓ(v))ψ
〉
= −
∫ ( ∏
ℓ∈L
g(pℓ)
) 〈
ada(gj)△pLF (dΓ(v))φ
∣∣a(pL )ψ〉dµM (pL )
−
∑
ℓ′∈L
∫ ( ∏
ℓ∈L
g(pℓ)
)
gj(pℓ′)
〈
φ
∣∣△pL F (dΓ(v)) a(pL \{ℓ′})ψ〉dµM (pL )
= −
∫ ( ∏
ℓ∈L
g(pℓ)
)
gj(pj)
〈
a(pj)φ
∣∣△p{j}∪LF (dΓ(v)) a(pL )ψ〉dµM+1(p{j}∪L )
−
∑
ℓ′∈L
∫ ( ∏
ℓ∈L
g(pℓ)
)
gj(pℓ′)
〈
φ
∣∣△pL F (dΓ(v)) a(pL \{ℓ′})ψ〉dµM (pL ).
Repeating this procedure using a(pi) a(gj) = a(gj) a(pi) and applying (A.7) to F1
and F3 in (A.9) below we obtain the following result:
Lemma A.1. For ι = 1, 2, 3, let Fι : R
Lι → R be measurable and let vι :M→ RLι
be a vector of multiplication operators. With the notation explained above we have,
for all φ, ψ ∈ D
(
dΓ(1)
M+N
2
∏3
ι=1 Fι(dΓ(vι))
)
,〈
F1(dΓ(v1))φ
∣∣∣ {( ∏
j∈J
ada†(gj)
)( ∏
ℓ∈L
ada(gℓ)
)
F2(dΓ(v2))
}
F3(dΓ(v3))ψ
〉
= (−1)N
∑
A∪B=J
C∪D=L
#B=#D
∫ 〈
a(pA )φ
∣∣MA ,C (pA∪L ) a(pC )ψ〉dµ#(A∪L )(pA∪L ),(A.9)
with the following family of multiplication operators, parametrized by A , C , pA∪L ,
and the states gℓ ∈ h (which are dropped in the notation),
MA ,C (pA , pC , pD) :=
∑
π∈Bij(B,D)
( ∏
ℓ∈L
gℓ(pℓ)
)( ∏
b∈B
gb(pπ(b))
)( ∏
a∈A
ga(pa)
)
×
× F1
(
dΓ
(
v1 +
∑
a∈A
v1(pa)
))
{△pA∪L F2(dΓ(v2))}F3
(
dΓ
(
v3 +
∑
c∈C
v3(pc)
))
.
(A.10)
Here Bij(B,D) denotes the set of bijections of B onto D .
The next lemma reduces the problem to find a bound on the expression (A.9) to
the estimation of real functions of several variables.
Lemma A.2. For fixed pB, let M (pA , pC ) :=MA ,C (pA , pB, pC ) denote one of the
multiplication operator-valued functions in (A.10) (or any other reasonable family
of operators parametrized by pA and pC ). Let θ := 1 + dΓ(ω), where we suppose
that the measurable function ω : M → R is strictly positive almost everywhere.
68 O. MATTE
Then, if m,n ∈ N0 with n 6 #A and m 6 #C ,∫ ∣∣〈a(pA ) θ−n/2 φ∣∣M (pA , pC ) a(pC ) θ−m/2 ψ〉∣∣ dµ#(A∪C )(pA∪C )
((#A − n)!(#C −m)!)1/2
6 ‖φ‖‖ψ‖
∑
a⊂A
#a>n
∑
c⊂C
#c>m
[∫
‖θ(#a−n)/2M (pA , pC )θ(#c−m)/2‖2
(
∏
a∈a ω(pa))
∏
c∈c ω(pc)
dµ#(A∪C )(pA∪C )
]1/2
.
If n > #A , then the sum over a reduces to only one summand with a = A ,
θ(#A−#a)/2 is replaced by (θ+
∑
a∈A ω(pa))
−(n−#A )/2, and (#A −n)! is replaced
by 1. Analogous replacements occur in the case m > #C . (The latter remarks
apply in particular when n > #A and m > #C .)
Proof. Let us first assume that n 6 #A and m 6 #C . For notational simplicity
we may also assume that A = [N ] := {1, . . . , N} and C = [M ]. Moreover, we shall
use the letter k to denote variables labeled by A = [N ]. We choose a partition
MN =
⋃
π∈Bij([N ],[N ])Dπ(N) into disjoint measurable sets Dπ(N) such that
k[N ] ∈ Dπ(N) ⇒ ω(kπ(1)) > ω(kπ(2)) > . . . > ω(kπ(N)),
for all π ∈ Bij([N ], [N ]). We choose a partition MM =
⋃
π′∈Bij([M ],[M ])Dπ′(M)
with the analogous property. We now fix permutations π ∈ Bij([N ], [N ]) and π′ ∈
Bij([M ], [M ]), write Dπ,π′ := Dπ(N)×Dπ′(M), and consider
Iπ,π′ :=
∫
Dπ,π′
∣∣〈a(k[N ])θ−n/2φ∣∣M (k[N ], p[M ])a(p[M ])θ−m/2 ψ〉∣∣dµM+N (k[N ], p[M ]).
We use the less space consuming notation kπj := kπ(j). By the pull-through formula,
a(k1) . . . a(kN )θ
−n/2 = a(kπN ) . . . a(k
π
1 )θ
−n/2
= (θ + ω(kπn+1) + · · ·+ ω(k
π
N ))
1/2 . . . (θ + ω(kπN ))
1/2a(kπN )θ
−1/2 . . . a(kπn+1)θ
−1/2×
× a(kπn)(θ + ω(k
π
1 ) + · · ·+ ω(k
π
n−1))
−1/2a(kπn−1) . . . (θ + ω(k
π
1 ))
−1/2a(kπ1 )θ
−1/2,
where the second line has to be ignored when n = N . If N > n, then the multipli-
cation operator in the second line can be bounded, pointwise on Dπ(N), as
(θ + ω(kπn+1) + · · ·+ ω(k
π
N ))
1/2 . . . (θ + ω(kπN ))
1/2
6 ((N − n)!)
1/2(θ
1/2 + ω(kπn+1)
1/2) . . . (θ
1/2 + ω(kπN )
1/2)
= ((N − n)!)
1/2
∑
b⊂[N ]\[n]
θ#b/2
∏
j∈([N ]\[n])\b
ω(kπj )
1/2,
where we repeatedly used (a+ b)
1/2 6 a
1/2 + b
1/2 and ω(kπN ) 6 . . . 6 ω(k
π
n+1)
on Dπ(N). An analogous estimate certainly holds for the variables p[M ] and the
permutation π′. Applying the Cauchy-Schwarz inequality to each summand thus
contributing to Iπ,π′ we now see that∑
π,π′
Iπ,π′ 6
(
(N − n)!(M −m)!
)1/2
Jn,N (φ)
1/2Jm,M (ψ)
1/2
·
∑
b⊂[N ]\[n]
d⊂[M]\[m]
[∑
π,π′
∫
Dπ,π′
‖θ#b/2M (k[N ], p[M ])θ
#d/2‖2
(
∏
b∈b∪[n] ω(k
π
b ))
∏
d∈d∪[m] ω(p
π′
d )
dµM+N (k[N ], p[M ])
]1/2
,
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with
Jn,N (φ) :=
∫
ω(k1) . . .
∫
ω(kN )
∥∥a(kN ) θ−1/2 . . . a(kn+1)θ−1/2×
× a(kn)(θ + ω(k1) + · · ·+ ω(kn−1))
−1/2 . . . a(k1)θ
−1/2φ
∥∥2dµ(kN ) . . .dµ(k1),
and a similar definition for Jm,M (ψ). Applying the following familiar consequence
of Fubini’s theorem and the permutation symmetry of η ∈ D(dΓ(ω)1/2) repeatedly,∫
ω(k)‖a(k)η‖2dµ(k) = ‖dΓ(ω)
1/2η‖2 6 ‖(θ + t)
1/2η‖2, t > 0,
we see that Jn,N (φ) 6 ‖φ‖2 and, analogously, Jm,M (ψ) 6 ‖ψ‖2.
If n > N , then the second line in the formula for a(kN ) . . . a(k1) θ
−n/2 on Dπ(N)
above is replaced by (θ+ ω(kπ1 ) + · · ·+ ω(k
π
N ))
−(n−N)/2 and n is substituted by N
in the third line. It is then clear how to conclude in this case. 
The multiplication operators we have to bound according to the previous lemma
involve the higher order difference operations appearing in the formula (A.10). To
deal with such expressions we introduce some more notation.
For any real function f : R → R, we set
△sf := (τs − 1)f, (τsf)(t) := f(t+ s), s, t ∈ R,
and we shall write
△sL :=
∏
ℓ∈L
△sℓ , τsL :=
∏
ℓ∈L
τsℓ , sL = (sℓ)ℓ∈L ∈ R
L .
For f1, f2 : R → R, we notice that the product rule,
(A.11) △s(f1 f2) = (△sf1) τsf2 + f1 (△sf2),
and the translation invariance of △s entail
(A.12) △sL (f1 f2) =
∑
A∪B=L
(△sA f1) τsA△sBf2,
where A and B are always disjoint and possibly empty. Furthermore, we readily
verify by induction that
(A.13)
△sL t
n =
∑
κL∈N
L
|κL |6n
(
n
κL
)
tn−|κL |
∏
ℓ∈L
sκℓℓ ,
(
n
κL
)
:=
n!
(n− |κL |)!
∏
ℓ∈L κℓ!
.
where empty sums are zero and empty products are one. Notice that κℓ > 1, for
each ℓ ∈ L , in (A.13).
One is inclined to estimate higher order difference quotients by repeatedly ap-
plying the mean value theorem and using L∞-bounds on derivatives. A too naive
estimation of the derivatives would, however, not be sufficient for the function tγ
to find the canonical conditions on the photon states gj in Lem. A.4 below, whence
we shall argue more carefully in the next lemma.
Lemma A.3. Let a, α > 0, ε ∈ [0, 1], s0 := 0, sℓ > 0 and δℓ ∈ [0, 1], for ℓ ∈ L ,
and write |δL | :=
∑
ℓ∈L δℓ, s
δL
L :=
∏
ℓ∈L s
δℓ
ℓ , etc., and
(A.14) Fε(t) := t/(1 + εt), t > 0.
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Then the following bound holds, for all t > 0,
|△sLF
−α
ε (t)| 6 c(α,#L , δL )F
−α
ε (t) t
−|δL | sδLL ,(A.15)
|△sLF
α
ε (t)| 6 c
′(α,#L , δL )
∑
ℓ∈{0}∪L
Fαε (t+ sℓ)(t+ sℓ)
−|δL | sδLL ,(A.16)
|△sL e
aFε(t)| 6 c(#L ) a|δL |eaFε(t)ea|sL | sδLL , if ε 6 a.(A.17)
Proof. First, we consider (A.15) and (A.16) in the case ε = 0. In view of
(A.18) △se
−rt = e−rt(e−rs − 1)
it is convenient to represent t−α as a superposition of exponentials,
t−α = Γ(α)−1
∫ ∞
0
e−rt
dr
r1−α
.(A.19)
Together with (A.18) the above formula yields
△sL t
−α = Γ(α)−1
∫ ∞
0
e−rt
( ∏
ℓ∈L
(e−sℓr − 1)
) dr
r1−α
.(A.20)
Estimating first 1 − e−sℓr 6 (sℓr)δℓ and substituting r → r/t thereafter we arrive
at (A.15) with ε = 0.
To prove (A.16) with ε = 0 we pick some some n ∈ N such that α < n and write
tα = tnt−(n−α). Together with (A.12) and (A.13) this yields
△sL t
α =
∑
A∪B=L
∑
κA ∈N
A
|κA |6n
(
n
κA
)
tn−|κA |sκAA τsA△sB t
−(n−α).
Applying (A.15) with ε = 0 and α replaced by n− α we see that
tn−|κA | sκAA |τsA△sBt
−(n−α)| 6 c(n, α, δB) (t+ |sA |)
α t
n−|κA | sκAA s
δB
B
(t+ |sA |)n+|δB|
6 c(n, α, δB) (t+ |sA |)
α−|δL | sδLL
6 c(n, α, δB) (#A )
(α−|δL |)∨0
∑
a∈A
(t+ sa)
α−|δL | sδLL .
In the second step we also used that κa > 1, for each component of κA = (κa)a∈A ,
that t+ |sA | is bigger than t and each sa, and that A ∪B = L , which implies
tn−|κA | sκAA s
δB
B
(t+ |sA |)n+|δB|
6
sκA−δAA
(t+ |sA |)|κA−δA |
sδLL
(t+ |sA |)|δL |
6
sδLL
(t+ |sA |)|δL |
.
This proves (A.16), for ε = 0.
Now, let ε˜ > 0. If we replace t by 1 + ε˜ t in (A.15) and (A.16) with ε = 0, then
each sℓ has to be replaced by ε˜ sℓ. Combining (A.15)&(A.16) with ε = 0 and the
product rule (A.12) we thus obtain
|△sL t
α(1 + ε˜t)−α| 6 c(α,#L , δL )
∑
A∪B=L
A 6=∅
∑
a∈A
ε˜|δB| (t+ sa)
α−|δA |
(1 + ε˜ (t+ |sA |))α+|δB|
sδLL
+ c(α,#L , δL ) ε˜
|δL | tα (1 + ε˜ t)−α−|δL | sδLL .
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Since ε˜/(1+ ε˜ (t+ |sA |)) 6 1/(t+sa), for every a ∈ A , this yields (A.16) with ε = ε˜.
We may analogously extend (A.15) to positive ε using that (1+εt+εsa)/(t+|sA |) 6
(1 + εt)/t in addition.
To prove (A.17) we first recall Faa` di Bruno’s formula,
(g ◦ f)(k)(t) =
k∑
ℓ=1
g(ℓ)(f(t))
ℓ!
∑
α∈Nℓ:|α|=k
k!
α1! . . . αℓ!
f (α1)(t) . . . f (αℓ)(t),
for k-times differentiable functions f, g : R → R, which implies
dk
dtk
eaFε(t) = eaFε(t)
k∑
ℓ=1
ck,ℓ
aℓ(−ε)k−ℓ
(1 + εt)k+ℓ
, ck,ℓ :=
k!
ℓ!
∑
α∈Nℓ:|α|=k
1.
whence (with [k] = {1, . . . , k}, |u[k]| = u1 + · · ·+ uk)
△s[k]e
aFε(t) =
k∑
ℓ=1
ck,ℓ
∫ sk
0
. . .
∫ s1
0
eaFε(t+|u[k]|)
aℓ(−ε)k−ℓ
(1 + εt+ ε|u[k]|)k+ℓ
du1 . . . duk.
Using Fε(t+ r) 6 Fε(t)+ r, r, t > 0, repeatedly and taking the condition ε 6 a into
account we obtain
|△s[k]e
aFε(t)| 6 cke
aFε(t)
k∏
ℓ=1
easℓ
∫ sℓ
0
aea(uℓ−sℓ)duℓ 6 cke
aFε(t)
k∏
ℓ=1
e|a|sℓ(asℓ)
δℓ .

We are now prepared to derive bounds on the type of commutators appearing in
our applications:
Lemma A.4. Let J and L be disjoint finite, possibly empty index sets and set
N := #J , M := #L . Let m,n ∈ N0 with n 6 N and m 6 M , α > 1/2,
β, γ, σ, τ > 0 with α = β + γ and σ + τ 6 (M +N)/2, and let κ ∈ R. For ε ∈ [0, 1]
and E > 1, define
(A.21) Fε,E(t) := (E + t)/(1 + ε(E + t)), t > 0.
Pick gℓ ∈ h satisfying vµ+
1/2gℓ ∈ h, for all ℓ ∈ J ∪L , with
µ := (|κ|+ σ + τ) ∨ (α+ |κ|+ σ + τ − M+N+m+n2 ),
where the measurable function v :M→ R is strictly positive almost everywhere and
monotonically increasing in |k|. Finally, set vε := v/(1 + εv). Then the densely
defined operator
T := (1 + dΓ(v))−
n/2F σ−β+κε,E (dΓ(vε))
{( ∏
j∈J
ada†(gj)
)( ∏
ℓ∈L
ada(gℓ)
)
Fαε,E(dΓ(vε))
}
× F τ−γ−κε,E (dΓ(vε))(1 + dΓ(v))
−m/2,
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extends uniquely to a bounded operator on F with
‖T ‖ 6 c(α, |κ|, σ, τ,N,M)E−
M+N+m+n
2 +σ+τ
·
{ ∑
a,b∈J∪L
a6=b
∥∥v1/2(1 + vE )µga∥∥∥∥v1/2(1 + vE )|κ|+σ+τgb∥∥ ∏
c∈J∪L
c 6=a,b
‖v
1/2gc‖
+
∑
a∈J∪L
∥∥v1/2(1 + vE )µga∥∥ ∏
c∈J∪L
c 6=a
‖v
1/2gc‖
}
.
Here empty sums should be read as 0 and empty products are 1.
Proof. We abbreviate sℓ := vε(pℓ), ℓ ∈ J ∪ L , and |sA | :=
∑
a∈A sa, etc. Ac-
cording to (A.10) and Lem. A.2 (which we apply with ω = vε and m = n = 0) we
have to find bounds on the norms
Na,cA ,C :=
∥∥(1 + dΓ(vε))#a−n+#c−m2 F σ−β+κε,E (dΓ(vε) + |sA |)
× (△sA∪L F
α
ε,E)(dΓ(vε))F
τ−γ−κ
ε,E (dΓ(vε) + |sC |)
∥∥,
where a ⊂ A , c ⊂ C satisfy #a > n, #c > m, and A ∪ B = J , C ∪ D = L ,
are partitions with #B = #D . We again set s0 := 0, assuming without loss of
generality that 0 /∈ J ∪L . Employing (A.16) and taking α = β + γ into account
we obtain
Na,cA ,C 6 c0
∑
ℓ∈{0}∪A∪L
sup
t>0
( E + t+ sℓ
E + t+ |sA |
1 + εE + εt+ ε|sA |
1 + εE + εt+ εsℓ
)β
· sup
t>0
( E + t+ sℓ
E + t+ |sC |
1 + εE + εt+ ε|sC |
1 + εE + εt+ εsℓ
)γ
· sup
t>0
(E + t+ |sA |
E + t+ |sC |
1 + εE + εt+ ε|sC |
1 + εE + εt+ ε|sA |
)κ
· sup
t>0
(1 + t)
#a−n+#c−m
2 (E + t+ |sA |)σ(E + t+ |sC |)τ
(E + t+ sℓ)|δA∪L |
sδA∪LA∪L
6 c1
∑
ℓ∈{0}∪A∪L
(E + sℓ
E
)α(E + |sA∪C |
E
)|κ| (E + |s(A∪C )\{ℓ}|)σ+τ/Eσ+τ
(E + sℓ)|δA∪L |−σ−τ−
#a−n+#c−m
2
sδA∪LA∪L ,
where the parameters δa ∈ [0, 1] may be chosen depending on A , C , a, and c and
where we used that ε sa 6 1 and
∀ s, v > 0 : sup
t>0
E + t+ v
E + t+ s
=
{
(E + v − s)/E, s < v,
1, s > v.
Notice that the fractions containing the ε’s in the previous inequality are all uni-
formly bounded because of ε vε 6 1. We now choose δℓ = 1, if ℓ ∈ a ∪ c ∪ D , and
δℓ = 1/2, if ℓ ∈ (A \a)∪(C \c). Then |δA∪L |−(#a+#c)/2 = (M+N)/2 > σ+τ ,
since #B = #D , and using also
E + |sA∪C | 6 (E + sℓ)
E + |s(A∪C )\{ℓ}|
E
,
we conclude that
(Na,cA ,C )
2
(
∏
a∈a∪c v(pa))
6 c2
S (pA∪L )
EM+N+m+n−2(σ+τ)
( ∏
d∈D
v(pd)
2
) ∏
a∈A∪C
v(pa),
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where the (α, σ, τ, κ,A ∪L , N,M, n,m)-dependent function S is given by
S (pA∪L ) :=
∑
ℓ∈A∪L
(E + v(pℓ)
E
)2µ(
1 +
∑
j∈A∪L
j 6=ℓ
(E + v(pj)
E
)2(|κ|+σ+τ))
.
Putting everything together we arrive at
‖T ‖
6 c3
∑
A∪B=J
C∪D=L
#B=#D
∑
π∈Bij(B,D)
∫ ( ∏
d∈D
v(pd)
1/2|gd(pd)|
)( ∏
b∈B
v(pπ(b))
1/2|gb(pπ(b))|
)
· E−(M+N)/2+σ+τ
[ ∫
S (pA∪L )
∏
a∈A∪C
{
v(pa) |ga(pa)|
2dµ(pa)
}]1/2
dµ#D(pD),
from which we easily infer the asserted estimate. 
Remark A.5. If we additionally assume that J = ∅ or L = ∅, then the whole
statement of Lem. A.4 still holds true with µ replaced by
µ˜ := (|κ|+ σ + τ) ∨ (β ∨ γ + |κ|+ σ + τ − M+N+m+n2 ).
In fact, in this case we always have B = C = ∅, i.e. A = J and C = L in the
proof of Lem. A.4. This implies that sℓ 6 |sA | or sℓ 6 |sC |, for all ℓ ∈ {0}∪A ∪L ,
so that α can be replaced by β ∨ γ in the estimate on Na,cA ,C . Following the proof
without any further changes we arrive at the assertion with µ˜ in place of µ.
Example A.6. Let f ∈ h with ω1/2f ∈ h and set θ := 1 + dΓ(ω). Choosing ε = 0,
E = 1, n = m = 0, M + N = 1, β = σ = τ = κ = 0, and α = γ = 1/2 in
Lem. A.4, we see that Y (f) :=
[
θ
1/2, ϕ(f)
]
θ−1/2, which is well-defined a priori on
D(dΓ(ω)1/2), extends to a bounded operator on Hˆ with ‖Y (f)‖ 6 c‖ω1/2f‖. This
implies that the map Rν ∋ x 7→ ϕ(Gx)2 ∈ B(D(dΓ(ω)), Hˆ ) is continuous. In fact,
using (2.6)&(2.7) repeatedly, we obtain, for all x,y ∈ Rν and ψ ∈ D(dΓ(ω)),∥∥ϕ(Gx)2ψ − ϕ(Gy)2ψ∥∥ = ∥∥(ϕ(Gx)− ϕ(Gy))ϕ(Gx +Gy)ψ∥∥
6 c′‖Gx −Gy‖kν
∥∥(Y (Gx +Gy) + ϕ(Gx +Gy))θ1/2ψ∥∥
6 c′′‖Gx −Gy‖kν sup
z
‖Gz‖kν‖θψ‖,
and the claim follows from the continuity of x 7→ Gx ∈ k
ν required in Hyp. 2.1.
Example A.7. Let us explain how to read off the proof of Lem. 4.5 from Lem. A.4.
First, we show that
‖T (s)‖ 6 cα
∥∥( vα,s1+ιτα(s) )1/2(1 + vα,s1+ιτα(s) )|α|−1/2GBqs∥∥
6 cα‖(̟ + κ)
1/2(1 +̟ + κ)|α|−
1/2GBqs‖,(A.22)
where ιτα(s), ̟, κ, and vα,s are introduced in the paragraph preceding Lem. 4.10.
In fact, recalling (A.3) and (A.4) and using the notation of Lem. A.4 we may write
T (s) = −2Fε,E(dΓ(vα,ε,s))
−β
(
ada†(G
B
q
s
)F
|α|
ε,E(dΓ(vα,ε,s))
)
Fε,E(dΓ(vα,ε,s))
−γ
− 2Fε,E(dΓ(vα,ε,s))
−β
(
ada(G
B
q
s
)F
|α|
ε,E(dΓ(vα,ε,s))
)
Fε,E(dΓ(vα,ε,s))
−γ(A.23)
with E := 1 + ιτα(s) and either (β, γ) = (|α|, 0) or (β, γ) = (0, |α|). Of course,
the two terms on the right hand side correspond to the choices N = 1, M = 0,
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and N = 0, M = 1, respectively. Hence, Lem. A.4 implies the first inequality of
(A.22), and the second one follows from vα,s 6 (1 + ιτα(s))(̟ + κ). In the same
way, taking (A.2) and (A.4) into account, we obtain
‖T2(s)‖ 6 c
′
α‖(̟ + κ)
1/2(1 +̟ + κ)|α|−
1/2(qBqs ,FBqs )‖.
In view of (A.1), (A.4), and (A.5), Lem. A.4 finally implies
T1(s) = c
′′
α‖(̟ + κ)
1/2(1 +̟ + κ)|α|−
1/2GBqs‖
2
+ c′′α‖(̟ + κ)
1/2(1 +̟ + κ)(|α|−1)∨0GBqs‖ ‖(̟+ κ)
1/2GBqs‖.
Lemma A.8. Let E > 1, ε ∈ [0, 1], let v : M → R be measurable, and let ω be
a measurable function on M which is strictly positive almost everywhere. Let J
and L be disjoint finite, possibly empty index sets, N := #J , M := #L , let
m,n ∈ N0 such that m+ n = M +N , and let δ, β, γ ∈ [0, 1] satisfy ε 6 δ = β + γ.
Pick gℓ ∈ h satisfying
u
1/2
δ e
δvgℓ ∈ h, where u := (δv) ∨ ((δv)
2/ω),
for all ℓ ∈ J ∪L . Finally, set vε := v/(1 + εv) and define Fε,E by (A.21). Then
the densely defined operator
T := (1 + dΓ(ω))−
n/2e−βFε,E(dΓ(vε))
{( ∏
j∈J
ada†(gj)
)( ∏
ℓ∈L
ada(gℓ)
)
eδFε,E(dΓ(vε))
}
× e−γFε,E(dΓ(vε))(1 + dΓ(ω))−
m/2,
extends uniquely to a bounded operator on F with
‖T ‖ 6 cm,n,M,N
∏
ℓ∈J∪L
‖u
1/2
δ e
δvgℓ‖.(A.24)
Proof. Consider two partitions A ∪ B = J and C ∪ D = L with #B = #D .
Since m + n = M + N at least one of the conditions n > #A or m > #C is
satisfied. Without loss of generality we may assume for the moment that n > #A .
Setting ωA :=
∑
a∈A ω(pa), sℓ := vε(pℓ), |sA | :=
∑
a∈A vε(pa), etc., we then infer
from Lem. A.1 and Lem. A.2 that it suffices to find a bound on the norms
N cA ,C :=
∥∥(1 + dΓ(ω) + ωA )−n−#A2 e−βFε,E(dΓ(vε)+|sA |)
× (△sA∪L e
δFε,E )(dΓ(vε)) e
−γFε,E(dΓ(vε)+|sC |)(1 + dΓ(ω))
#c−m
2
∥∥,
where c ⊂ C satisfies #c > m. On account of n−#A > #c−m we have
‖(1 + dΓ(ω) + ωA )
−n−#A2 (1 + dΓ(ω))
#c−m
2 ‖ 6 1,
and taking also Lem. A.3 into account we see that
N cA ,C 6 cA ,L δ
|δA∪L |eδ|sA∪L |sδA∪LA∪L sup
t>0
e−βFε,E(t+|sA |)−γFε,E(t+|sC |)+δFε,E(t),
where we now choose δℓ = 1, if ℓ ∈ A ∪ c ∪ D , and δℓ = 1/2, if ℓ ∈ C \ c. The
supremum in the previous inequality is 6 1 by the assumption a = b + c and the
fact that Fε,E is monotonically increasing. We thus arrive at
(N cA ,C )
2
(
∏
a∈A∪c ω(pa))
6 c
( ∏
d∈D
uδ(pd)
2e2δv(pd)
) ∏
a∈A∪C
uδ(pa)e
2δv(pa)
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In view of (A.9), (A.10), and Lem. A.2, and since δ 6 1, it finally follows that
‖T ‖ 6 c
∑
A∪B=J
C∪D=L
#B=#D
∑
π∈Bij(B,D)
∫ ( ∏
d∈D
uδ(pd)
1/2eδv(pd)/2gd(pd)
)
·
( ∏
b∈B
uδ(pπ(b))
1/2eδv(pπ(b))/2gb(pπ(b))
)
·
∑
a⊂A
#a>n∧#A
∑
c⊂C
#c>m∧#C
[ ∫ ∏
a∈A∪C
{
uδ(pa)e
2δv(pa)|ga(pa)|
2dµ(pa)
}]1/2
dµ#D(pD),
and we conclude that (A.24) holds true. 
Example A.9. For positive δ, the bound (4.11) is an easy consequence of Lem. A.8,
if we choose E = 1 + ιτ1(s), v = v1,s, so that Θ
(1)
ε,s = Fε,1+ιτ1(s)(dΓ(v1,ε,s)), where
ιτ1(s), v1,s, and Θ
(1)
ε,s are defined in the beginning of Sect. 4. Similarly as in Ex. A.7,
the case δ < 0 can be reduced to the case of positive δ by means of (A.4) and (A.5).
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