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RESUMEN 
 
Uno de los principales desafíos en la industria de los gráficos por computadora es el 
de desarrollar sistemas que sean capaces de modelar el comportamiento de la luz y su 
interacción con un entorno virtual de la manera más fiel posible. Entre los factores más 
importantes a tener en cuenta, está el que distingue las dos categorías a las que los 
algoritmos de iluminación pueden pertenecer: iluminación global e iluminación local. 
Los algoritmos de la primera categoría generan imágenes de gran calidad aunque a un 
gran costo de procesamiento. 
 
En este trabajo aprovechamos el enorme avance del poder de cómputo de las GPUs 
en los últimos años y la extensión de su uso en computación de propósito general, para 
optimizar un algoritmo de iluminación global en particular: radiosidad. Esta 
optimización se realiza con ayuda de la API Direct3D 11 para renderizar gráficos 
tridimensionales y con la API DirectCompute de computación de propósito general en 
GPUs. 
Antes de ello exponemos las bases teóricas de gráficos por computadora e 
iluminación y desarrollamos un motor de renderizado de gráficos tridimensionales en 
donde utilizar nuestro algoritmo de iluminación global. 
Finalmente se evalúa el desempeño de varias implementaciones del algoritmo en 
diferentes sistemas y escenas. 
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ABSTRACT 
 
One of the main challenges in the computer graphics industry is to be able to develop 
systems which are capable of emulating the light behavior and its interaction with a 
virtual environment in the most detailed way possible.  Among the most important 
factors to achieve this, there’s the one that distinguishes the two categories of lighting 
algorithms: global illumination and local illumination. Algorithms belonging to the 
former category generate images of great visual quality but require much more 
processing power. 
 
In this work we take advantage of the enormous progress in the computing power 
available in GPUs since recent years and the expansion of its usage in general purpose 
computation, to optimize a global illumination algorithm in particular: radiosity. This 
optimization is achieved with the help of the Direct3D 11 API, to render 3D graphics, 
and the DirectCompute API, for general purpose computation in the GPU.   
Before that, we lay out the theoretical concepts of computer graphics and 
illumination, and develop a rendering engine where we can test out our global 
illumination algorithm. 
Lastly, the performances of several implementations of this algorithm are evaluated 
in different scenes and systems. 
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Capítulo 1 
 
Introducción 
 
1.1 Visión General 
 
Uno de los principales desafíos en la industria de los gráficos por computadora es el 
de desarrollar sistemas que sean capaces de modelar el comportamiento de la luz y su 
interacción con un entorno virtual de la manera más fiel posible. Esto no es mucho 
problema cuando se dispone del tiempo necesario para la computación de los 
algoritmos del sistema. Sin embargo, este no es el caso para los llamados motores de 
renderizado 3D en tiempo real. Estas piezas de software deben ser capaces de computar 
las imágenes bidimensionales finales a un ritmo aproximado de 24 de ellas por segundo. 
Con estas restricciones la calidad visual de las imágenes se ve disminuída en cierta 
medida puesto que se debe alcanzar un balance entre velocidad de generación y calidad 
visual.  
     Entre los factores más importantes a tener en cuenta, está el que distingue las dos 
categorías a las que los algoritmos de iluminación pueden pertenecer: iluminación 
global e iluminación local. La primera categoría genera imágenes de gran calidad aunque 
a un gran costo de procesamiento y es por eso que no ha obtenido tanta atención en  el 
renderizado en tiempo real.  
 
Con el avance en el poder de cómputo de las GPUs en estos últimos años, ya es 
posible acelerar en gran manera la computación de estos algoritmos y acercar un poco 
más su uso al campo de los gráficos en tiempo real. En el presente trabajo estudiaremos 
cómo utilizar la tecnología GPGPU para optimizar un algoritmo de iluminación global en 
particular: radiosidad [0].  Además, realizaremos una implementación del mismo para 
CPUs a fin de identificar la ganancia de desempeño obtenida. 
 
En años recientes, en la industria, se han visto avances en la utilización de algoritmos 
de iluminación global en gráficos de tiempo real, debidos justamente al avance 
tecnológico del hardware. Por citar un ejemplo en el software FrostBite2 de la empresa 
Electronic Arts la iluminación global juega un papel preponderante [1]. Sin embargo, al 
momento de tratar de analizar alguna de estas soluciones de la industria, nos 
encontraremos con una elevada complejidad y escasos detalles de implementación, 
además del hecho de tratarse de código propietario.  
En este trabajo también buscamos brindarle al lector una introducción a este campo 
y es por ello que los algoritmos de iluminación desarrollados serán utilizados y 
evaluados en un motor de renderizado que implementaremos para este fin, pues de esta 
manera podemos simplificar el software final a lo verdaderamente esencial quedando 
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un código fuente más pequeño, sin complejidades adicionales que no vienen a colación 
como pueden ser detección de colisiones,  parallax mapping, displacement mapping, 
efectos de post procesado, soporte para legacy hardware, etc. las cuales están presentes 
en otros softwares de renderizado. Además, se utilizará una de las APIs gráficas más 
populares en su última versión: Direct3D 11. Haciendo así, logramos minimizar el 
impacto de factores externos en el análisis de la performance de los algoritmos y 
proveer una descripción más completa del proceso de desarrollo de un motor de 
renderizado en tiempo real utilizando herramientas actuales. 
 
1.2 Objetivos 
 
El principal objetivo de este trabajo es la optimización con tecnología GPGPU de un 
algoritmo de iluminación global. La implementación de este algoritmo deberá correr 
tanto en tarjetas AMD como en tarjetas NVIDIA que soporten tecnología DirectX 11. Se 
buscará que dicha implementación aproveche en buena medida los recursos del 
hardware gráfico. 
Los objetivos se resumen en: 
 
 Presentar una introducción al campo de la iluminación en los gráficos por 
computadora en tiempo real y al algoritmo de radiosidad. 
 Revisar el proceso de desarrollo de un simple motor de renderizado 3D en 
tiempo real utilizando herramientas populares en la industria. 
 Analizar brevemente las arquitecturas de las GPUs modernas y cómo éstas 
afectan el desarrollo del software destinado a las mismas. 
 Demostrar cómo la tecnología GPGPU puede utilizarse para optimizar un 
algoritmo de iluminación global, mediante mejoras incrementales en la 
implementación, analizando la mejora en la performance con métricas tales 
como GB/seg y GFLOPS. 
 
1.3 Estructura del Documento 
 
Además de este capítulo introductorio este documento se divide en dos partes 
adicionales. 
En la primera de ellas realizamos una breve introducción a la iluminación y los 
gráficos por computadora y revisamos la teoría detrás del algoritmo de radiosidad.  
En la segunda parte presentamos el desarrollo de nuestro software de renderizado 
escrito en C++ y HLSL con la API Direct3D 11 y las implementaciones del algoritmo de 
radiosidad. Se presentarán varias implementaciones para la versión GPU que irán 
escalando en desempeño con respecto a la anterior.  Además, evaluamos el desempeño 
de las implementaciones y los resultados. 
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Parte I 
 
Fundamentos Teóricos 
  
4 
 
 
Capítulo 2 
 
Gráficos por Computadora  
 
 
Los gráficos por computadora es una rama de las ciencias de la computación que 
estudia métodos para manipular y sintetizar digitalmente contenido visual. Se enfoca en 
los principios matemáticos y computacionales de la generación y procesamiento de 
imágenes.  
Es una rama muy amplia dentro de esta ciencia. Podemos dividir su estudio en las 
siguientes categorías principales: 
 
1. Geometría: que estudia las formas de representar y procesar superficies. 
2. Animación: que estudia las  formas de representar y manipular el movimiento. 
3. Renderizado: que estudia algoritmos para reproducir el transporte de la luz y su 
interacción con superficies. 
4. Imágenes: que estudia la obtención y edición de imágenes. 
 
 En este texto nos interesa principalmente la tercera de estas categorías. El 
renderizado es el proceso de generar una imagen desde un modelo por intermedio de 
programas de computadora. A su vez existe una sub categoría llamada renderizado 3D 
que es la que estaremos discutiendo en este trabajo, de manera que cuando hablemos 
de renderizado en realidad estaremos hablando de renderizado 3D. 
  
 El renderizado 3D es el proceso en el que una imagen bidimensional es creada por 
una computadora a partir de una descripción de un mundo tridimensional. Dicha 
descripción está contenida en un archivo de escena que concentra toda la información 
que el programa de computadora (renderizador) necesita para generar la imagen 2D 
final. Entre esta información se encuentra la descripción geométrica de los objetos en la 
escena, puntos de observación, apariencia de los objetos, iluminación y otros detalles.  
 Según los algoritmos que el renderizador utilice éstos se dividen en renderizadores 
fotorrealistas y no fotorrealistas. Como el lector puede adivinar, los fotorrealistas 
intentan que las imágenes de salida se acerquen lo más posible a una fotografía del 
mundo real. Para alcanzar este complicado objetivo, el renderizador se valdrá de 
numerosos principios físicos y observaciones del mundo real, como la interacción entre 
la luz y diversos materiales.  En tanto que los renderizadores no fotorrealistas son 
aquellos que están inspirados en diversos estilos artísticos que podemos encontrar en la 
pintura, el dibujo a mano, caricaturas y demás.  
 El renderizador debe realizar muchas computaciones antes de generar la imagen 2D 
final. Este proceso puede llevarle desde varios días hasta unos pocos milisegundos. Por 
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supuesto, mientras más tiempo tengamos disponible mejor será la calidad de la imagen, 
pero según la aplicación que tengamos en mente no siempre contaremos con el mismo. 
Es por eso que según la frecuencia con que el renderizador genere las imágenes éstos se 
dividen en pre-renderizadores y  renderizadores de tiempo real. Las aplicaciones más 
comunes de los primeros son en películas de animación 3D, efectos especiales en 
películas live action, o en presentaciones que no requieran de interactividad puesto que 
los pre-renderizadores pueden tomarse mucho tiempo en generar las imágenes finales 
debido a la alta complejidad de las escenas procesadas. En tanto que los renderizadores 
de tiempo real generan las imágenes a una frecuencia lo suficientemente rápida para 
que un usuario pueda interactuar con el ambiente virtual recreado por las imágenes, 
por ejemplo en videojuegos y diversas simulaciones. La frecuencia a la que las imágenes 
son generadas se mide en cuadros por segundo o fps por sus siglas en inglés.  
 
 Nuestra área de interés serán los renderizadores 3D de tiempo real que utilicen 
algoritmos para alcanzar imágenes finales fotorrealistas. Estas piezas de software 
tienen dos objetivos que cumplir: el primero es alcanzar el mayor grado de realismo en 
las imágenes finales, y el segundo es entregar estas imágenes a una velocidad tal que el 
ojo humano pueda crear la ilusión de movimiento (unos 24 fps). Estos dos objetivos son 
en cierto sentido contrarios ya que si dedicamos mucho tiempo a la generación de 
imágenes para el entorno virtual, éstas serán de una calidad mayor pero la caída en 
cuadros por segundo será tan alta que difícilmente podría considerarse interactivo a 
dicho entorno. Por lo tanto debe buscarse un equilibrio entre complejidad de las 
imágenes y velocidad de generación. A tal fin, en la industria se utilizan diversas 
técnicas o “atajos” para acelerar el tiempo de computación a la vez de que tratan de 
minimizar el impacto en el realismo percibido. Por ejemplo, entre estos “atajos” se 
encuentran el uso de skyboxes, level of detail, ambient lighting, culling, iluminación local, 
etc. Referimos al lector a [2] para una explicación de estos temas.  Estas técnicas, en 
general, tratan de sustituir la forma físicamente correcta de realizar una tarea por otra 
computacionalmente más barata. Por ejemplo en la iluminación local al momento de 
calcular la luz recibida por los objetos en la escena solo se toma en cuenta las fuentes de 
luz directa (el sol, focos de luz, antorchas, etc) y sustituyen la luz que proviene del 
reflejo de los objetos de la escena por alguna constante. Esto permite incrementar los 
cuadros por segundo pero se pierde realismo visual. 
 
 Finalmente un último aspecto de los gráficos por computadora es el hardware  
relevante. En los últimos años se ha experimentado un altísimo avance en las tarjetas de 
video que son componentes de hardware dedicados al procesado de imágenes de video 
aliviando el trabajo de la RAM del sistema y la CPU. Estas tarjetas cuentan con su propio 
procesador (conocido como GPU por sus iniciales en inglés Graphics Processing Unit) y 
RAM. Hemos dicho que su tarea es el procesado de imágenes de video pero, desde años 
recientes, también es común su utilización en computación de propósito general. En 
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este trabajo utilizaremos este hardware para ambas tareas: la generación de imágenes 
3D en tiempo real y computación de propósito general. 
 Hasta aquí la visión general de los gráficos por computadora. En capítulos siguientes 
exploraremos otros conceptos teóricos relativos a la iluminación. 
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Capítulo 3 
 
Bases Teóricas de Iluminación 
 
3.1 Introducción  
 
Para comprender el algoritmo de radiosidad debemos primero repasar conceptos 
básicos de iluminación. En esta sección introduciremos brevemente algunas 
definiciones y el proceso de iluminación. 
 
Al momento de estudiar la luz científicamente existen tres ramas principales: la 
óptica geométrica, óptica física y óptica de partículas.  
En la óptica geométrica se describe la propagación de la luz en términos de rayos. 
Estos rayos son una abstracción que puede ser utilizada para modelar 
aproximadamente cómo se propagará la luz. En síntesis, esta rama explica efectos como 
la reflexión y la refracción. 
En la óptica física se estudia la interferencia, difracción, polarización y otros 
fenómenos para los que la aproximación de rayos de la óptica geométrica no es válida.  
Finalmente, en la óptica de partículas se explica la interacción entre la luz y la 
materia a niveles submicroscópicos. 
 
En los gráficos por computadora se utiliza en su inmensa mayoría a la óptica 
geométrica, la cual nos ayuda a comprender el proceso que determina el color que 
tendrá la luz que entra al ojo luego de reflejarse en una superficie.  
Las personas pueden observar objetos porque los fotones que rebotan desde la 
superficie de alguno (o aquellos provenientes de fuentes de luz) alcanzan los 
fotorreceptores en sus ojos. Para comprender y modelar este proceso es necesario 
estudiar las distintas fuentes de luz y las formas en que los materiales las reflejan. En 
este contexto los materiales pueden pensarse como las propiedades que determinan la 
forma en que la luz interactúa con la superficie de un objeto. Por ejemplo  los colores de 
luz que una superficie refleja y absorbe, la reflectividad, transparencia, brillo, etc. 
En los gráficos por computadora, una de las posibles formas de modelar a las fuentes 
de luz, es otorgándoles un color de emisión en valores de rojo, verde y azul para 
acomodarse a los tres tipos de receptores de color que existen en la retina de acuerdo a 
la teoría tricromática [3]. Cuando la luz viaje desde una fuente y choque con un objeto, 
algo de esta luz será absorbida y algo será reflejada (además algo de la luz puede pasar a 
través del objeto en materiales transparentes como el vidrio). La luz reflejada sigue 
viajando en nuevas direcciones y puede volver a chocar contra otras superficies hasta 
ser absorbida en su totalidad eventualmente. Algunos rayos de luz viajarán hasta el ojo 
o cámara permitiendo observar la escena. 
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En la figura 3.1 se detalla este proceso. Las tres flechas en (1) representan un flujo de 
luz blanca. Ésta sólo choca directamente en la superficie del cubo. Supongamos que 
dicho cubo refleja el 50% de la luz roja y azul y absorbe el resto. La luz reflejada es 
esparcida y algo de ella alcanza el ojo del observador (2) que percibe el cubo en una 
tonalidad violeta media (como consecuencia de la luz roja y azul reflejada) mientras que 
otro poco viaja hacia el cono (3). Supongamos que éste refleja 75% luz roja y absorbe el 
resto. La luz reflejada desde el cono también es esparcida y alcanza el ojo del 
observador (4) que percibe el cono en una tonalidad roja con una intensidad del 37% de 
la luz original en (1).  
En este capítulo introduciremos los términos de radiometría que necesitaremos para 
profundizar en más detalle este proceso y la teoría necesaria para entender la 
iluminación en el contexto de los gráficos por computadora en tiempo real.   
 
 
 
3.2 Definiciones Preliminares 
 
3.2.1 Ángulo Sólido 
 
El concepto de ángulo sólido es importante debido a que los mundos virtuales que 
serán renderizados por nuestro software serán de tres dimensiones. 
 
El ángulo sólido de un objeto es igual al área del segmento de la esfera de unidad, 
centrada en el vértice del ángulo, que el objeto cubre. Es decir, mide el tamaño aparente 
de ese objeto.  
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La unidad del ángulo sólido en el Sistema Internacional es el estereorradián, cuyo 
símbolo es sr. Un ángulo sólido Ω, es la analogía en tres dimensiones a un ángulo θ en 
dos dimensiones. En este último caso, θ es igual a 1 radián si s es igual a r  (figura 3.2 (a), 
su circunferencia es igual a 2πr y hay 2π radianes en un círculo. De manera similar, en 
tres dimensiones Ω es igual a 1 sr si S = r2 (figura 3.2 (b)) 
 
 
Para calcular el ángulo sólido bajo el cual se ve un objeto desde un punto, se proyecta 
el objeto sobre una esfera de radio r conocido, centrada en el punto de vista. Si la 
superficie de la proyección del objeto sobre la esfera es S, el ángulo sólido bajo el cual se 
ve el objeto es por definición Ω = S / r 2 
 
A modo de ejemplo observemos que el ángulo sólido de una esfera medida desde un 
punto en su interior es 4π sr, y el ángulo sólido de una de las caras de un cubo visto 
desde un punto en su interior es 2π/3 sr, justamente una sexta parte del ángulo sólido 
de una esfera. 
El ángulo sólido tiene muchas aplicaciones prácticas. Las que nos interesan en este 
trabajo es su utilidad en definir algunas magnitudes radiométricas. 
 
3.2.2 Energía de un Fotón 
 
El fotón es la partícula elemental de la luz  y de todas las formas de energía 
electromagnética. Carecen de masa y su energía E varía de acuerdo a su longitud de 
onda λ y está definida de la siguiente manera: 
 
E(λ)= 
ℎ𝑐
𝜆
 
 
Donde c es la velocidad de la luz en el vacío y h ≃ 6.63 * 10-34 J / s es la constante de 
Planck. 
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3.3 Radiometría 
 
La radiometría es la disciplina que estudia la medición de la energía electromagnética 
incluyendo el espectro visible. En esta sección daremos un recorrido por los principales 
términos y definiciones de la radiometría que son útiles para comprender el algoritmo 
de radiosidad. 
 
Magnitud Física Símbolo Ecuación Unidades 
Energía Radiante Q Q = ∫ 𝑛(𝜆)  𝐸(𝜆) 𝑑𝜆 
∞
0
 J (joule) 
Flujo Radiante Φ Φ = dQ / dt W (watt) 
Radiancia L 
L = 
𝑑2𝛷
𝑑𝜔  𝑑𝐴  cos 𝜃
 
W m -2 sr -1. 
Radiosidad B 
𝐵 =  ∫ 𝐿𝑒+𝑟(𝜃, 𝜙) cos 𝜃 𝑑𝜔
𝜔
 
 
W.m-2  
Irradiancia E E(x) = dϕin / dA 
 
W.m-2 
Tabla 3.1: Magnitudes radiométricas fundamentales. 
 
 
3.3.1 Energía Radiante 
 
La energía radiante o energía electromagnética Q es la energía que poseen las ondas 
electromagnéticas. Su unidad en el Sistema Internacional es el joule. Esta energía se 
transmite por fotones y se propaga en el vacío. La misma puede ser visible ó invisible al 
ojo humano. Por ejemplo la luz visible y la luz infrarroja respectivamente. 
Esta energía es una cantidad que sólo depende de la intensidad de la luz (número de 
fotones que inciden en una superficie) y del color de la misma (longitud de onda de la 
luz incidente) Puede escribirse de la siguiente forma: 
 
Q = ∫ 𝑛(𝜆)  𝐸(𝜆) 𝑑𝜆 
∞
0
  
 
Donde: 
  n(λ) es el número de fotones de una cierta longitud de onda λ emitidos por 
unidad de tiempo. 
 E(λ) es la energía del fotón de longitud de onda λ. 
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3.3.2 Flujo Radiante 
 
El flujo radiante Φ es la medida de la potencia de una radiación electromagnética. Es 
la energía que transportan las ondas por unidad de tiempo. Dicha potencia puede ser la 
total emitida por una fuente o la total que llega a una superficie determinada. Su 
definición matemática es: 
 
Φ = dQ / dt 
 
Donde dQ es la diferencial de energía y t es el tiempo. Es decir que el flujo radiante es 
la tasa de cambio de la energía radiante con respecto al tiempo. El flujo radiante es 
medido en watts.  Así, si tenemos una fuente de radiación que tiene un flujo radiante de 
1 W, significa que emite 1 joule de energía cada segundo. 
 
3.3.3 Radiancia 
 
La radiancia L mide la radiación emitida o reflejada por una superficie dentro de un 
ángulo sólido dado en una dirección específica.  Esta medida es útil porque indica 
cuánta energía emitida o reflejada por una superficie alcanzará a un sistema óptico que 
observe a la superficie desde algún ángulo y definirá, en el caso de energía en forma de 
luz visible, el color que esa superficie tendrá para el observador. Para comprenderlo 
mejor observemos la figura 3.3. 
 
 
La definición matemática de la radiancia L es: 
 
L = 
𝑑2𝛷
𝑑𝜔  𝑑𝐴  cos 𝜃
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Donde:  
 L es la radiancia observada o medida en la dirección θ. 
 Φ es el flujo radiante total. 
 θ es el ángulo entre la normal de la superficie y la dirección especificada. 
 A es el área de la superficie en metros cuadrados. 
 ω es el ángulo sólido. 
 
3.3.4 Radiosidad 
 
La radiosidad B representa la totalidad del flujo radiante emitido y reflejado por una 
superficie A. Las radiancias emitidas Le  y reflejadas Lr  son ambas funciones del ángulo 
desde la superficie. Entonces la radiancia total para cierto ángulo será la suma de dichas 
radiancias: 
 
 𝐿𝑒+𝑟( 𝜃, 𝜙 ) =  
𝑑2𝛷
𝑑𝜔  𝑑𝐴  cos 𝜃
 
 
Ahora, para obtener la radiosidad se integra sobre una superficie hemisférica que rodea 
a la superficie A para todos los ángulos: 
 
𝐵 =  ∫ 𝐿𝑒+𝑟(𝜃, 𝜙) cos 𝜃 𝑑𝜔
𝜔
 
 
Es la suma de la energía emitida y reflejada que sale de la superficie A hacia cualquier 
dirección posible.  
 
3.3.5 Irradiancia  
 
La irradiancia E es el flujo radiante incidente en una superficie. La irradiancia en el 
punto x de una superficie es: 
 
E(x) = dΦin / dA 
 
3.4 Componentes de Iluminación 
 
En esta sección introduciremos los principales componentes en los que la 
iluminación usualmente se divide en los gráficos por computadora. 
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3.4.1 Reflectividad 
 
La reflectividad (o albedo) ρ es un valor entre 0 y 1 que representa la relación entre 
el flujo de la luz incidente dϕi  y la luz reflejada dϕr para cierto punto x. La fracción de 
luz que no es reflejada es absorbida o refractada.  
 
ρ (x) = dϕr(x) / dϕi(x) 
 
En general, para la mayoría de las superficies, la distribución de la energía reflejada 
en cualquier dirección puede representarse como la suma de dos componentes: 
reflexión difusa y especular, que detallaremos a continuación. 
 
3.4.2 Reflexión Difusa 
 
Un rayo en óptica es una línea imaginaria que representa la dirección por la que la 
luz se propaga. La reflexión difusa es la reflexión de la luz desde una superficie tal que el 
rayo incidente es reflejado hacia muchos ángulos en lugar de uno sólo. Consideremos 
una superficie áspera, cuando la luz choca en un punto de ella, los rayos de luz se 
esparcen en varias direcciones; esto es lo que se conoce como reflexión difusa. Sin 
embargo, en este texto, y en las implementaciones siguientes utilizaremos una 
aproximación de este fenómeno. Supondremos que la luz se esparce igualmente en 
todas las direcciones en el hemisferio que rodea a la superficie (reflectividad 
lambertiana) Como consecuencia, la luz reflejada alcanzará el ojo del observador sin 
importar la posición de este, es decir, la reflexión difusa en los gráficos por 
computadora es independiente del punto de observación. 
La gran mayoría de los objetos visibles pueden observarse principalmente por la 
reflexión difusa de su superficie. Con algunas excepciones como los vidrios, algunos 
líquidos, metales pulidos y objetos que emiten luz propia. La reflexión difusa es la luz 
principal que los humanos observan. [4][5] 
 
3.4.3 Reflexión Especular 
 
La reflexión especular es la reflexión de la luz desde una superficie pulida en la que el 
rayo incidente se refleja en una sola dirección de salida. Este comportamiento está dado 
por la ley de reflexión la cual declara que la dirección del rayo incidente y  la dirección 
del rayo reflejado tienen el mismo ángulo con respecto a la normal de la superficie, y 
que las direcciones del rayo incidente, el rayo reflejado y la normal de la superficie 
están en el mismo plano. 
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3.4.4 Inter-Reflexión Difusa 
 
La inter-reflexión difusa es un proceso donde la luz reflejada desde un objeto choca 
con otros objetos en el área circundante, iluminándolos. De esta manera la luz es 
reflejada desde superficies difusas como el suelo, paredes, telas, para alcanzar áreas que 
no están directamente iluminadas por una fuente de luz. Si la superficie difusa tiene 
cierto color, es porque la luz reflejada lo tiene, lo que dará como resultado una 
coloración similar en objetos cercanos. 
En los gráficos por computadora, modelar este componente de la iluminación es una 
parte importante de la iluminación global. Radiosidad y Photon Mapping son dos 
algoritmos de esta categoría que se utilizan comúnmente para ello.  En muchos casos, en 
los gráficos en tiempo real, este valor se aproxima asignando un color distinto de negro 
a las superficies que no están iluminadas directamente por una fuente de luz, el cual se 
conoce como color ambiental. 
 
3.5 Iluminación Global e Iluminación Local 
 
En los gráficos por computadora la iluminación puede reducirse a un algoritmo de 
dos etapas. En la primera nos ocupamos de modelar el transporte de los fotones desde 
su origen hasta el destino y en la segunda nos interesan los resultados de la interacción 
entre dichos fotones y las superficies a las que alcanzan. Las dos etapas suelen solaparse 
pero en general pueden verse por separado. 
 
Para la segunda etapa no es de importancia saber cómo es que los fotones llegaron a 
un punto en particular de la escena, sólo interesa que han llegado y que debemos 
calcular la reflectancia. Lo que típicamente se hace con las funciones BRDF que 
detallaremos más adelante. 
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El grado de complejidad de la simulación utilizada en la primera etapa es lo que 
distingue a las categorías de algoritmos de iluminación llamadas iluminación global e 
iluminación local. Debemos notar que los fotones ven afectados su trayecto (desde el 
origen hasta que alcanzan alguna superficie) por el ambiente donde se encuentren. La 
iluminación global es una familia de algoritmos que toma en consideración la mayoría 
de estas interacciones intermedias con el ambiente antes de decidir la cantidad de luz 
que la segunda etapa recibirá.  
En términos generales, estos algoritmos se pueden dividir en varios pasos de 
ejecución similar. Dichos pasos se conocen informalmente como “rebotes” puesto que 
modelan el  hecho de que los fotones rebotan entre los objetos de una escena hasta 
alcanzar alguna condición (usualmente un número fijo de rebotes o que la energía ya 
haya sido absorbida en su mayor parte por las superficies). La forma en la que la 
energía es absorbida en cada rebote y el número de estos afecta en gran medida los 
resultados de la imagen final así como su tiempo de ejecución.  
 
Por otro lado tenemos los algoritmos de iluminación pertenecientes a la categoría 
conocida como iluminación local. Básicamente aquí se simplifica grandemente la 
complejidad dedicada a la etapa del transporte de la luz, muchas veces ignorándola por 
completo. Es decir, los objetos sólo son iluminados por fuentes de luces directas (el sol, 
lámparas, linternas etcétera) y no fuentes indirectas, como por ejemplo rayos de luz 
reflejados por otros objetos de la escena. Haciendo esto se reduce notoriamente el 
impacto del ambiente en donde coexisten el origen y el destino de la luz, lo que produce 
algoritmos de iluminación mucho más veloces y fáciles de implementar, a tal punto que 
en el contexto de los gráficos en tiempo real la mayoría de los algoritmos pertenecen a 
esta categoría. 
 
Transparencias, reflejos, sombras y cáusticas son todos efectos posibles gracias a 
algoritmos de iluminación global, es decir a aquellos que toman en cuenta el ambiente 
donde la luz y los objetos se encuentran. Dicho esto aclararemos que en la práctica sólo  
la simulación de la inter-reflexión difusa se conoce como iluminación global y que el 
resto de los efectos son muchas veces aproximados con otras técnicas.  
 
Estos efectos contribuyen en buena medida al realismo percibido en la imagen y 
también ayudan a comprender mejor las relaciones entre los objetos, por ejemplo la 
distancia entre un objeto en el aire y el piso debajo de él por la sombra proyectada.  Por 
supuesto el costo computacional también es mucho mayor en los algoritmos de 
iluminación global lo que dificulta su uso en renderizaciones en tiempo real.  
 
3.6 Vectores Normales 
 
Cada uno de los polígonos (triángulos por lo general) que forman un objeto 3D son 
conocidos como las “caras” de dicho objeto. Una normal a una cara o en inglés face 
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normal es un vector unitario que describe la dirección a la que un polígono está 
orientado. Es un vector ortogonal al plano donde está el polígono. 
Un vector normal a una superficie o surface normal es un vector unitario que es 
ortogonal al plano tangente de un punto en una superficie. Notemos que dichos vectores 
indican la dirección a la que el punto en cuestión está “observando”. 
 
 
 
Figura 3.5: En la imagen de la izquierda se ilustra una face normal. En la de la derecha una surface normal. 
 
Para realizar cálculos de iluminación vamos a necesitar encontrar estos vectores 
normales en cada punto de la superficie de dichos polígonos y así poder determinar el 
ángulo entre el vector direccional de la fuente de luz y el punto en la superficie del 
polígono para saber cuánta energía llega finalmente al mismo.  
Nuestros objetos tridimensionales sólo especificarán surface normals en los vértices, 
llamadas normales de vértices, es decir que cada vértice de nuestro objeto tendrá una 
normal pero no cada punto en su superficie. Para encontrar la surface normal de cada 
punto en particular de la superficie del objeto se interpolan las normales de los vértices 
que formen el triángulo donde se encuentra dicho punto. 
Los detalles de los cálculos matemáticos necesarios para esta interpolación no los 
daremos aquí puesto que el hardware gráfico lo realiza por nosotros en una etapa 
conocida como rasterización en la rendering pipeline (ver sección 5.3.2.4) 
 
En algunos materiales de las escenas que usaremos, leeremos las normales desde un 
normal map que es una textura 2D donde cada texel contiene un vector normal. Esta 
textura se asigna luego a ciertos triángulos de la escena. Esto nos permite definir 
normales a una mayor resolución que la que logramos definiéndolos solamente en cada 
vértice. Esta técnica se conoce como normal mapping o bump mapping. [6] 
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3.7 La Ecuación de Renderizado 
 
La ecuación de renderizado [7] es una de las más importantes en el campo de los 
gráficos por computadora, especialmente en la iluminación. Ser capaz de resolver la 
ecuación de renderizado para cualquier escena es el objetivo principal en 
renderizaciones realistas. En ella calculamos el color C para cada pixel de la imagen final 
dada una cierta cantidad de luz entrante y una función que describe cómo reflejarla.  
Es una ecuación integral en donde la radiancia que sale de un punto es dada como la 
suma de la luz emitida más la radiancia reflejada bajo una aproximación de la óptica 
geométrica. 
La base física de esta ecuación es la ley de la conservación de la energía. Si L denota 
radiancia, se tiene que en cada posición y dirección en particular, la luz saliente (Lo) es 
la suma de la luz emitida (Le) y la luz reflejada (Lr). A su vez, la luz reflejada es la suma 
de la luz entrante (Li) desde todas las direcciones, multiplicado por el coeficiente de 
reflejo de la superficie y el coseno del ángulo incidente. 
 
𝐿𝑜(𝑥, 𝒘) =  𝐿𝑒(𝑥, 𝒘) +  ∫ 𝑓𝑟
𝒘’ ∈ Ω
(𝑥, 𝒘′, 𝒘) 𝐿𝑖(𝑥, 𝒘′) (𝒘′ . 𝒏 )𝑑𝒘′  
 
En esta ecuación x es el punto en el espacio, w es el vector dirección desde x al 
observador, w’ es el vector dirección de la luz entrante multiplicado por -1, Ω es el 
conjunto de todas las direcciones entrantes posibles, n es la normal de la superficie, Li es 
la radiancia incidente para cada dirección, fr es la función BRDF (que detallaremos en la 
sección siguiente) y el factor (𝒘’ . 𝒏 ) es un factor de atenuación para la luz incidente en 
x basado en el coseno del ángulo entre la normal y la dirección de la luz incidente.   
 
Nos detendremos brevemente en este punto para explicar cómo es que el coseno de 
este ángulo es un buen factor de atenuación. Observemos la figura 3.6. En términos 
informales la luz que choca contra una superficie de forma directa (a) es más intensa 
que la luz que solo pasa cerca a dicha superficie (b). El área A recibe más luz cuando la 
normal n y el vector de la luz L (el vector L es el vector que va desde la superficie hacia 
la luz, es decir tiene una dirección opuesta a la dirección en que viajan los rayos de luz) 
están alineados. Mientras que se recibirá menos luz cuando el ángulo θ entre n y L 
aumente (en la figura ilustrado con los rayos de luz que no chocan contra el área A) 
 
El propósito de usar este factor en nuestra ecuación es porque necesitamos una 
función que devuelva diferentes intensidades basándose en el alineamiento entre la 
normal de la superficie y el vector de la luz. Cuando éstos están perfectamente alineados 
(es decir el ángulo θ entre ellos es 0o) tenemos la mayor intensidad lumínica por lo que 
esta función debe devolver 1.0. A medida que el ángulo se incremente la intensidad 
debe disminuir suavemente. Cuando el ángulo θ es mayor a 90 o quiere decir que la 
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luz choca con la parte trasera de la superficie y por lo tanto la intensidad debe ser de 0. 
La función f que buscamos, también conocida como ley del coseno de Lambert [8] es la 
siguiente: 
 
f(θ) = max(cos θ, 0) = max(L . n, 0) 
 
donde L y n son vectores unitarios. Notemos que cuando f(θ) devuelva 0 podremos 
omitir la ejecución de varios pasos en los algoritmos de iluminación. 
Otras características importantes de la ecuación de renderizado son su linealidad 
(sólo está compuesta por sumas y multiplicaciones) y su homogeneidad espacial (es la 
misma para todas las posiciones y orientaciones)  
La ecuación original depende de la longitud de onda λ de la luz, pues sino, todas las 
imágenes generadas serían grises. Esto quiere decir que la ecuación debería ser resuelta 
para cada λ posible. Aunque en la práctica sólo se resuelve para las tres componentes 
RGB al mismo tiempo utilizando aritmética vectorial. 
 
3.7.1 La Función BRDF 
 
La función BRDF [9] (por sus siglas en inglés de Bidirectional Reflectance 
Distribution Function) define, para cada punto x de la superficie, la fracción de la luz 
total proveniente de la dirección W’ que es reflejada en la dirección saliente W. Este 
valor varía entre 0 (sin reflejo) y 1 (reflexión especular perfecta). Además de esto, para 
cada par (x, W’) se cumple la ley de la conservación de la energía:  
 
∫ 𝑓𝑟
𝑾 ∈ Ω
(𝑥, 𝑾’, 𝑾) 𝑑𝑾 ≤ 1 
 
Es decir que la luz proveniente de cierta dirección fija W’ incidente en cierto punto x 
no puede reflejarse con mayor intensidad que la que ya tenía. Notemos que no es una 
igualdad puesto que algo de la luz puede ser absorbida por la superficie. 
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La definición matemática de la función BRDF es: 
 
𝑓𝑟(𝑥, 𝑾’, 𝑾) =  
𝑑𝐿𝑟(𝑥, 𝑾)
𝑑𝐸𝑖(𝑥, 𝑾’)
=  
𝑑𝐿𝑟(𝑥, 𝑾)
𝐿𝑖(𝑥, 𝑾’) (𝑾’ . 𝑵 )𝑑𝑾’
 
 
Donde E es la irradiancia, L es la radiancia y N es la normal en x. El subíndice i denota 
luz incidente y el subíndice r luz reflejada. 
 
Existen muchas funciones BRDF, también conocidas como modelos de iluminación y 
podemos clasificarlas en dos conjuntos principales: aquellas que calculan la 
contribución de luz a una escena 3D con un método físico y aquellas que lo hacen con un 
método observacional. 
 
Los modelos basados en métodos físicos son más realistas ya que, utilizando 
principios demostrados y leyes de la física, intentan simular la física del mundo real que 
toma parte en la interacción de la energía lumínica con los materiales y elementos de la 
escena. Los modelos observacionales toman como referencia una observación en 
particular, por ejemplo que el aluminio presenta reflejos especulares, y busca una forma 
de alcanzar los mismos resultados.  
 
El tema de los modelos de iluminación es demasiado amplio y puede fácilmente 
ocupar un libro entero. En este trabajo utilizaremos únicamente el modelo de Blinn-
Phong por simplicidad el cual detallaremos más adelante.  
 
Figura 3.7: los vectores utilizados para el cálculo de la función BRDF. Todos los vectores deben ser de 
dimensión 1. 
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3.8 Resolución de la Iluminación 
 
La resolución (o densidad) de los cálculos de iluminación tiene un impacto directo en 
la calidad de la imagen final. Observemos la figura 3.8. La esfera de la izquierda muestra 
una iluminación en donde los valores finales se calculan para cada triángulo (sombreado 
plano); en la esfera central los valores se calculan para cada vértice y el color de cada 
punto en la superficie de los triángulos se obtiene interpolando linealmente dichos 
valores (sombreado de Gouraud ); y en la esfera de la derecha se obtiene un sombreado 
más suave al interpolar los vectores normales especificados en cada vértice para 
calcular el color final de cada pixel (sombreado de Phong). 
 
 
 
Por supuesto a mayor densidad debemos ejecutar más cálculos con la consiguiente 
caída en performance. Notemos que en la iluminación por triángulo y por vértice si el 
modelo 3D a iluminar está compuesto de muchos de ellos, procesarlo también llevará 
más tiempo. Mientras que en la iluminación por pixel a mayor resolución de las 
imágenes finales, mayor tiempo de procesamiento. 
 
3.9 Modelo de Iluminación de Phong y Blinn-Phong 
 
Para finalizar este capítulo detallaremos los modelos de iluminación de Phong y 
Blinn-Phong. Hay muchos otros pero por su simplicidad estos serán los modelos que 
utilizaremos en nuestro motor de render. 
 
3.9.1 El Modelo de Phong 
 
El modelo de iluminación Phong [10], o modelo de reflexión Phong, es una función 
BRDF concebida a partir del método observacional.  
 
En la sección 3.7 se introdujo el factor L . N que determinaba la cantidad de luz 
reflejada según el ángulo entre la normal a la superficie N y la dirección de la luz L. Esto 
funciona bien para la reflexión difusa, ya que la misma es independiente de la posición 
del observador, es decir que se distribuye equitativamente en todas las direcciones. Sin 
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embargo ya hemos visto en la sección 3.4.3 que existe otro tipo de reflexión de la luz: la 
reflexión especular. El modelo de reflexión de Phong agrega este término al color final 
para aumentar el realismo. 
 
La forma en la que se calcula la iluminación I de cada punto x en la superficie es con 
la siguiente ecuación: 
 
𝐼(𝑥) = 𝑘𝑎𝑖𝑎 + ∑ (𝑘𝑑(𝑳𝑚 . 𝑵)𝑖𝑚,𝑑 + 𝑘𝑠(𝑹𝑚 . 𝑽)
𝛼 𝑖𝑚,𝑠)
𝑚 ∈ 𝐿𝑖𝑔ℎ𝑡𝑠
 
 
Donde:  
ks: la proporción de reflejo para el término especular. 
kd: la proporción de reflejo para el término difuso. 
ka: el término de luz ambiental. El cual intenta simular la interreflexión difusa sin 
utilizar algoritmos de iluminación global. 
 α: una constante del brillo para esta superficie. Su valor es mayor para superficies 
más brillosas. Cuando esta constante es grande el punto central del brillo especular 
es pequeño, pero se lo observa más intenso. Por ejemplo, una madera pintada con 
barniz tendrá un α mayor que una que no esté pintada. 
im,d: la intensidad lumínica del componente difuso de la luz m.  
im,s: la intensidad lumínica del componente especular de la luz m. 
Lights: el conjunto de luces en la escena. 
Lm: el vector dirección de la luz m. Definido desde x  hasta la posición de la luz m. 
N: la normal en x. 
Rm: la dirección que tomaría un rayo de luz perfectamente reflejado desde x. 
V: el vector dirección de la cámara Definido desde x hasta la posición de la cámara u 
observador. 
 
Todos los vectores están normalizados y el vector Rm se calcula como el reflejo de Lm 
en la superficie con la normal N con la fórmula: 
 
Rm = 2(Lm . N) N ― Lm 
 
El término difuso no se ve afectado por la dirección V del observador como ya 
mencionamos. El término especular es grande sólo cuando V y Rm están alineados.  
 
El término difuso se incluye sólo cuando el producto punto Lm . N es mayor o igual a 
0. De la misma manera, el término especular sólo se incluye cuando Rm . V es mayor o 
igual a 0. 
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Cuando el valor α es grande el punto central del brillo especular será pequeño, pues 
el coseno del ángulo entre Rm  y V es un valor entre 0 y 1. 
 
Finalmente, es común que en los gráficos por computadora esta ecuación se aplique 3 
veces en cada punto de la superficie. Una vez por cada uno de los colores R, G y B. De 
manera que es posible definir diferentes valores para las constantes ks, kd, ka para cada 
canal. 
 
3.9.2 El Modelo de Blinn-Phong 
 
El modelo Blinn-Phong [11] es el modelo de iluminación tradicionalmente más 
utilizado. Se trata de una aproximación al modelo Phong pero que introduce una ligera 
modificación con el propósito de acelerar los cálculos. 
 
En este modelo, en lugar de calcular el producto punto entre R y V se calcula un 
vector H que está “a medio camino” entre los vectores V y L. Y reemplazar el producto R 
.V con N.H.  
 
 
 
El vector H se calcula con la fórmula 
 
H = 
𝑳+𝑽
 |𝑳+𝑽|
 
 
Observamos con claridad que el cálculo de este vector requiere de menos 
operaciones que el cálculo de R. 
 
Finalmente, considerando que en general el ángulo entre N y H será más chico que el 
ángulo entre R y V, puede escogerse un valor α’ > α tal que (N.H) α’ ≃ (R.V) α 
 
23 
 
 
Capítulo 4 
 
Radiosidad 
 
 
4.1 Introducción 
 
Como ya mencionamos, radiosidad [0] forma parte del conjunto de algoritmos de 
iluminación global. Es una aplicación del método de los elementos finitos para resolver la 
ecuación de renderizado. Fue desarrollado en los ‘50 con el objetivo de calcular la 
transferencia de calor entre superficies. Luego fue extendido para calcular la interacción 
de reflexión difusa entre objetos de una escena, simulando la transferencia de luz. En 
este capítulo estudiaremos el algoritmo de radiosidad y los conceptos teóricos 
necesarios para su implementación.  
 
4.2 Características y Limitaciones del Algoritmo 
 
La inclusión de este algoritmo en el proceso de renderizado eleva el realismo de la 
escena final, pues imita fenómenos del mundo real al calcular la cantidad de energía 
lumínica que es transferida entre las superficies. Esto permite obtener efectos como 
sombras e inter-reflexión difusa. 
En concreto, radiosidad se utiliza para resolver la ecuación de renderizado en 
escenas con superficies puramente difusas tomando en cuenta la iluminación indirecta. 
Típicamente sólo se calculan computaciones para los caminos de luz que parten de una 
fuente de luz y son reflejados difusamente un cierto número de veces (tal vez cero) 
antes de alcanzar el ojo. Es decir que no se recomienda este algoritmo para otros efectos 
de iluminación como reflejos especulares, y cáusticas debiendo utilizar otros métodos 
de forma complementaria si se les necesitan. En general el algoritmo se adapta mejor a 
escenas con objetos opacos y con reflexión difusa. Es independiente del punto de 
observación (a diferencia de otros algoritmos como ray-tracing), lo cual aumenta los 
cálculos a realizar pero tiene la ventaja de que los resultados finales nos serán útiles 
para todo punto de observación. En nuestra implementación haremos uso de esta 
cualidad para calcular la iluminación global de la escena una única vez en tiempo de 
carga. 
 
4.3 Descripción del Algoritmo  
 
Consideremos una habitación cerrada en un mundo virtual en 3 dimensiones con 
algunos objetos dentro de ella y con fuentes de iluminación. Asumimos que la 
habitación se encuentra en un equilibrio de energía, es decir que los niveles de luz no  
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Figura 4.1: imágenes de un test de caja Cornell generadas con el software que desarrollaremos en la 
segunda parte del texto. La imagen de la izquierda utiliza sólo iluminación local y color ambiental. La 
imagen de la derecha utiliza el algoritmo de radiosidad para generar efectos de iluminación global. La 
diferencia en el  grado de realismo de ambas es evidente. 
 
cambian. Además para toda superficie no emisora de luz la cantidad de energía que 
recibe es igual a la cantidad de energía absorbida más la cantidad reflejada. Esta luz 
reflejada se vuelve parte de la luz que alcanza a las otras superficies en la habitación. La 
cantidad total de energía de luz en la habitación debe ser esparcida eventualmente 
hasta el ojo del observador o absorbida.  
 
Ahora bien, una superficie i es potencialmente iluminada por otras superficies en la 
escena. Esta es la razón por la cual una mesa blanca situada cerca de una pared roja 
puede tomar un color rojo suave. Como ya vimos en la sección 3.3 la luz que sale de la 
superficie i es conocida como su radiosidad. Está formada por dos componentes: la luz 
que es emitida por esta superficie (si la superficie i es una fuente de luz) y la luz que 
recibe de otras superficies. 
La reflectividad (o albedo) de la superficie nos indica la proporción que refleja del 
segundo componente, es decir de la luz que recibe de otras superficies. Calcular este 
segundo componente no es sencillo. Consiste en la suma de la radiosidad proveniente 
del resto de las superficies en la escena que alcanzan a la superficie i. La fracción Fij de la 
radiosidad proveniente de la superficie j que alcanza a la superficie i se conoce como el 
factor de forma (form factor). Estos factores de forma dependen de la geometría de la 
escena, incluyendo el ángulo y las distancias entre las superficies i y j. 
Así, asumiendo que podemos calcular estos factores de forma y las radiosidades de 
las otras superficies, podemos decir que: 
 
𝑅𝑎𝑑𝑖𝑜𝑠𝑖𝑑𝑎𝑑𝑖 =  𝐸𝑚𝑖𝑠𝑖ó𝑛𝑖 +  𝑅𝑒𝑓𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑑𝑎𝑑𝑖 ∫ 𝑅𝑎𝑑𝑖𝑜𝑠𝑖𝑑𝑎𝑑𝑗 𝐹𝑖 𝑗                                    (1) 
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donde estamos integrando sobre el resto de las superficies de la escena. En rigor, eso 
significa que integramos sobre cada parte de cada superficie porque la radiosidad en 
general no es constante sobre ellas. Pero no sería práctico calcularla en todo punto 
matemático, nunca terminaríamos de hacerlo. Debemos decidir cuál será la 
aproximación que utilizaremos para calcular el intercambio de energía.  
 
Para calcular la radiosidad se subdivide a la geometría de la escena en superficies 
más pequeñas conocidas como parches. Estos parches comprenden la unidad cuyo nivel 
de energía modelamos. Asumimos que la radiosidad en cada punto de ellos será 
constante. Es decir que calculamos la radiosidad para el punto central de cada parche y 
luego éste valor se repite para el resto de los puntos del mismo. Al momento de 
renderizar la escena, los triángulos que forman la geometría de la misma interpolan los 
valores de radiosidad de cada parche que los cubre utilizando sombreado de Gouraud. 
De esta manera se obtiene un efecto de continuidad en la iluminación, esto es, 
calculamos la radiosidad en el centro de cada parche y luego interpolamos linealmente 
estos valores dentro de los triángulos.  
 
Notemos que la ecuación (1) nos dice que la radiosidad de cada parche depende de la 
radiosidad de los demás parches. Debemos considerar este intercambio de energía 
como un sistema de ecuaciones el cual debe resolverse para obtener las radiosidades de 
cada parche. 
 
4.4 La Ecuación de Radiosidad y los Factores de Forma 
 
En esta sección explicaremos con más detalle cómo calcular la radiosidad en 
cualquier punto matemático de la geometría de la escena, sin tener en cuenta triángulos, 
pixeles u otros detalles de implementación que se verán luego. 
 
La radiosidad es en realidad la energía por unidad de área que sale de una superficie 
por unidad de tiempo, pero al asumir equilibrio energético podemos ignorar el tiempo y 
considerar la solución instantánea: 
 
         𝐵(𝑥)𝑑𝐴 =  𝐸(𝑥)𝑑𝐴 + 𝑅(𝑥)𝑑𝐴 ∫ 𝐵(𝑥′) 
1
𝜋𝑟2
𝑐𝑜𝑠𝜃𝑥𝑐𝑜𝑠𝜃𝑥′𝐻(𝑥, 𝑥
′)𝑑𝐴′
𝑆
                    (2)     
 
La ecuación (2) es una definición más precisa de (1) y se conoce como la ecuación de 
radiosidad que expresa el intercambio de energía entre cada superficie en la geometría 
de la escena donde: 
 
B(x)dA: es la energía total que sale de un área pequeña dA alrededor del punto x. 
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E(x)dA: es la energía emitida por esa área. Los valores E(x) distintos de cero son las 
fuentes de luz que ingresan energía en el sistema. 
R(x): es la reflectividad del punto x. 
S: denota toda la superficie de la escena. 
r: es la distancia entre x y la variable de integración x’. 
θx  y θx’:  son los ángulos entre el vector formado por x y x’ y las normales a la 
superficie en x y x’ respectivamente. 
H(x,x’) es una función igual a 1 o 0 dependiendo de si los puntos x y x’ son visibles 
respecto del otro o no. 
 
Como mencionamos en la sección 4.3, no podemos calcular la radiosidad en cada 
punto de la geometría de la escena. Por lo que la dividiremos en una cantidad finita de 
parches, los cuales asumiremos que tienen una radiosidad uniforme en cada punto de 
su superficie. Por lo tanto, se puede aproximar la ecuación (2) con una sumatoria: 
 
                                             𝐵𝑖 = 𝐸𝑖 +  𝑅𝑖 ∑ 𝐵𝑗  𝐹𝑖𝑗  
𝑛
𝑗=1
                                                   (3) 
 
La cual se conoce como la ecuación de radiosidad discreta. Esta ecuación se calcula 
para cada parche. La misma es en principio monocromática aunque si la información de 
luz emitida y de reflectividad es proporcionada para cada banda del espectro visible 
podemos obtener la radiosidad completa. En una implementación esto se consigue 
proporcionando la información de luz emitida y de reflectividad en 3-uplas que 
representan los valores de rojo, verde y azul. 
 
Los únicos elementos que se desconocen en esta ecuación son los factores de forma. 
Éstos se calculan tomando en cuenta la geometría de los parches. Notemos que i puede 
recibir energía desde cualquier dirección dentro de un hemisferio centrado en el punto 
central de i. 
Observemos la figura 4.2. Desde ella podemos deducir que la cantidad de energía que 
sale de un punto en el parche j en la dirección de un punto en el parche i es reducida por 
el ángulo entre esa dirección y la normal del punto j. Siguiendo un argumento similar, la 
cantidad de esa energía que llega al parche i será reducida por el ángulo entre la 
dirección y la normal del punto i. 
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Entonces el factor de forma total será: 
 
                                    𝐹𝑖𝑗 =  
1
𝐴𝑖
∫ ∫
𝑑𝐴𝑖  cos 𝜃𝑖  𝑑𝐴𝑗 cos 𝜃𝑗
𝜋 𝑟2
𝐻𝑖𝑗
𝐴𝑗𝐴𝑖
                                      (4) 
 
En esencia, la ecuación (4) es la ley del coseno de Lambert utilizada dos veces. Una 
vez para el ángulo de la superficie que envía la radiación, y otra vez para el ángulo de la 
superficie que recibe la radiación. El factor Hij es igual a 1 o 0 dependiendo de si el área 
diferencial en i “observa” al área diferencial en j. 
 
Volviendo a la ecuación (3), notemos cómo cada Bi  depende de los demás valores de 
B. Si n = 3, y escribimos la ecuación (3) para B1 se obtiene: 
 
𝐵1 = 𝐸1 +  𝑅1(𝐵1𝐹11 + 𝐵2𝐹12 + 𝐵3𝐹13) 
 
Y si despejamos E1 obtenemos: 
 
𝐵1(1 − 𝑅1𝐹11)   +   𝐵2(−𝑅1𝐹12)  +   𝐵3(−𝑅1𝐹13)  =  𝐸1  
 
Esta última ecuación nos indica cómo debemos escribir el sistema de ecuaciones 
lineales: 
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1-R1F11         -R1F12    ………….   -R1 F1n 
. 
. 
. 
. 
-RnFn1                 - RnFn2       ……...   1-Rn Fnn   
 
 
 
B 
 
 
 
 
= 
 
 
 
 
E 
 
 
 
Los valores Ei  son distinto de cero sólo para los parches emisores de luz. Los valores 
Ri  están especificados en el archivo de escena. Y los factores de forma deben calcularse 
desde la geometría de la escena. Para todo i  se cumple que Fii es 0 pues los parches son 
planos. Calcular el resto de los valores de F utilizando la integral dada anteriormente es 
muy complicado. En la siguiente sección describiremos un método más sencillo para 
obtener este valor. 
 
4.5 El Método del Hemisferio y el Método del Hemicubo 
 
4.5.1 El Método del Hemisferio 
 
Wilhelm Nusselt desarrolló un enfoque geométrico para comprender mejor la 
ecuación de los factores de forma conocido como la analogía de Nusselt.  
Consideremos un parche i y calculemos la energía que recibe. Ésta será la misma en 
todos los puntos de la superficie del parche pues hemos asumido que así es. De manera 
que una forma de calcular la energía proveniente de otros parches es posicionar un 
hemisferio de radio 1 sobre el mismo (el punto central de la base del hemisferio será el 
punto central del parche, y la orientación del mismo será la normal en ese punto), tal 
como muestra la figura 4.3. Luego nos preguntamos cuánta energía viaja hacia dentro 
del hemisferio: esta será la energía que alcance al parche i. Si proyectamos los otros 
parches dentro del hemisferio, dichas proyecciones nos permitirán computar los 
factores de forma.  
 
La figura 4.3 ilustra la manera de obtener estos factores proyectando el área del 
parche en la superficie de este hemisferio (lo que nos da el ángulo sólido), y luego 
proyectando esta área en el círculo de la base del hemisferio. Por lo tanto, la analogía de 
Nusselt declara que el factor de forma es proporcional a la fracción del círculo de radio 
1 que está cubierta por esta proyección. 
 
Describamos paso por paso este proceso. Si proyectamos el área Aj del parche j en el 
hemisferio obtenemos: 
𝐴𝑗
cos 𝜃𝑗
𝑟2
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El coseno es del ángulo en Aj. La división por r2 es a consecuencia de la ley de la 
inversa del cuadrado para la energía que se expande desde una fuente. Notemos que el 
uso del coseno del ángulo es análogo al argumento utilizado en la ley del coseno de 
Lambert. 
 
Ahora podemos olvidarnos del resto de los parches j y concentrarnos sólo en las 
contribuciones hechas al parche i por los elementos proyectados en el hemisferio. 
Seguidamente proyectamos uno de estos elementos en el hemisferio hacia abajo, hacia 
Ai, lo que agrega el factor cosθi, efectivamente incluyendo la orientación del parche i en 
el cálculo. 
La contribución del elemento es proporcional al área de esta segunda proyección 
dividida por π, que es el área total del círculo de radio 1. Es decir, es proporcional a la 
fracción del área del círculo de radio 1 ocupada por esta proyección. 
Si el elemento estaba posicionado a ángulos rectos con respecto al  parche i entonces 
no contribuimos nada de energía, en cambio si es paralelo al mismo contribuimos la 
máxima cantidad. 
 
Entonces el factor de forma Fij  es igual al factor de forma entre un área dAi dentro del  
parche i  y el  parche j. Este factor de forma puede ser aproximado utilizando los 
argumentos geométricos en la figura 4.3 e integrando: 
 
                                                    𝐹𝑖𝑗  ≈   ∫
𝑐𝑜𝑠𝜃𝑖𝑐𝑜𝑠𝜃𝑗
𝜋𝑟2
 𝐻𝑖𝑗 𝑑𝐴𝑗                                                     (5)
𝐴𝑗
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Donde hemos sustituido la doble integral de (4) por una simple, por suponer que la 
energía era uniforme sobre el área del parche i. 
 
4.5.2 El Método del Hemicubo 
 
La integral en (5) sigue siendo una solución continua, de manera que la estimaremos 
utilizando un número finito de áreas.  
En su método conocido como el método del hemicubo, Cohen y Greenberg [12] 
utilizan la analogía de Nusselt para el cálculo de los factores de forma. Pero, en lugar de 
utilizar un hemisferio, se utiliza un hemicubo con longitud de lado igual a 2 (un 
hemicubo es exactamente lo que su nombre indica, la mitad de un cubo “cortado” 
ortogonalmente a lo largo de un eje, lo que nos deja su cara superior completa y la mitad 
de 4 caras laterales) debido a que es mucho más fácil computacionalmente proyectar 
sobre el segundo que sobre el primero. En definitiva lo que se proyecta tanto en el 
hemicubo y en el hemisferio es lo que observa el  parche desde su ubicación. Esto no 
cambia al pasarnos de usar un hemisferio a un hemicubo (figura 4.4)  
 
 
Figura 4.4: hemicubo perteneciente a un parche situado en la escena ilustrada en la figura 4.1. Para 
obtener lo que ese parche observa se renderiza la escena desde ese parche hacia arriba y hacia los 4 
costados, siempre tomando en cuenta la orientación del vector normal en ese punto. La escena 
proyectada es la misma que se proyectaría si utilizáramos un hemisferio. 
 
Situamos el hemicubo sobre el parche, de la misma forma que situamos el hemisferio. 
La coordenada (0,0,0) estará asociada al punto central del parche receptor y el sistema 
de coordenadas (x,y,z) se crea como lo muestra la figura 4.6  donde la normal del pixel 
central del parche i es (0,0,1) y los otros ejes están alineados con los lados del 
hemicubo.  
Luego cada una de las caras del hemicubo se subdivide en pixeles. Mientras más 
tengamos, habrá más precisión. Típicamente se escogen valores entre 50x50 y 100x100 
pixeles para la cara superior, aquí elegiremos 64x64 por la conveniencia de usar un 
valor potencia de 2.  
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Todo lo que el hemicubo hace es simplificar la proyección del parche emisor. Esto es 
fácil de conseguir renderizando la escena con una proyección en perspectiva (Ver 
5.3.2.2) desde el punto de vista del parche. Esta renderización también se encarga de 
ocultar los parches que están detrás de otros mediante un algoritmo de depth buffering 
[15] que el hardware realiza por nosotros. De manera que el factor Hij también se 
incluye en esta renderización. 
 
Figura 4.5: proyección de un parche emisor en el hemicubo con centro en el punto central del parche 
receptor actual. N es el vector normal de ese punto. 
 
Nuevamente podemos olvidarnos de los parches en la escena y considerar cada pixel 
del hemicubo como un parche pequeño. Sólo resta darnos cuenta que la contribución 
que cada pixel realiza al factor de forma depende de su ubicación y orientación. 
 
Cuando proyectamos los parches al hemicubo lo hacemos mediante una proyección 
en perspectiva utilizando un campo de visión de 90o  para cada cara. La cual es una 
proyección que da la ilusión de profundidad 3d en una imagen bidimensional. Una de 
las características de ella, es que objetos que se encuentren en los bordes de la imagen 
aparecen más alargados que aquellos que se encuentren en el medio. Por ejemplo, 
supongamos que la figura 4.7 (a) representa la proyección a una de las caras del 
hemicubo del parche de cierta escena. Las 3 esferas son fuentes de luz debido a la inter-
reflexión difusa. Pero aquellas que están cerca de los bordes están contribuyendo más 
iluminación debido a la distorsión ya mencionada, incluso a pesar de que la esfera 
central está ligeramente más cercana a la cámara. Para solucionar esto se calcula un 
valor que compense esta distorsión para cada pixel del hemicubo, dando más peso a los 
pixeles centrales de una de las caras que a los que se encuentren cercano a los bordes. 
Estos valores, y el ángulo entre R y N en la figura 4.6, están considerados en las 
siguientes funciones que otorgan un valor a cada pixel del hemicubo llamados factores  
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Figura 4.6: Hemicubo situado en un parche. N es la normal en el parche. R es el vector dirección a uno de 
los pixeles en la cara x=1 del hemicubo. También puede observarse el sistema de coordenadas orientado 
con respecto al vector normal. 
 
de forma delta. La derivación de las mismas se encuentra en [12]. 
 
𝛥𝐹𝑜𝑟𝑚𝐹𝑎𝑐𝑡𝑜𝑟𝑧(𝑥, 𝑦)  =   
1
𝜋(𝑥2 + 𝑦2 +  1)2
 
 
Utilizada para los pixeles en el plano z=1 del hemicubo. Notemos que x e y toman 
valores entre -1 y 1, pues el centro del hemicubo está en (0,0,0) y sus lados tienen 
longitud 2. 
 
𝛥𝐹𝑜𝑟𝑚𝐹𝑎𝑐𝑡𝑜𝑟𝑦(𝑥, 𝑧)  =   
𝑧
𝜋(𝑥2 +  𝑧2 +  1)2
 
 
Para los pixeles en las caras del hemicubo perpendiculares al eje y, es decir en los 
planos y=1 o y=-1. 
 
𝛥𝐹𝑜𝑟𝑚𝐹𝑎𝑐𝑡𝑜𝑟𝑥(𝑦, 𝑧)  =   
𝑧
𝜋(𝑦2 +  𝑧2 +  1)2
 
 
Para los pixeles en las caras del hemicubo perpendiculares al eje x, es decir en los 
planos x=1 o  x=-1. 
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Cada pixel es multiplicado por el valor otorgado por estas funciones. La figura 4.7 (b) 
representa a modo ilustrativo el valor correspondiente a cada pixel en escala de grises. 
Notemos cómo los pixeles centrales a cada una de las caras del hemicubo tienen valores 
más altos (más blancos) que aquellos que se encuentran en los bordes y que los pixeles 
en la cara +z contienen los valores más altos, ya que los parches que se proyecten allí 
serán los que se encuentran justo enfrente del parche receptor. Por supuesto, los pixeles 
cercanos al horizonte del hemicubo tienen un valor casi nulo. 
 
 
 
Finalmente observemos que para todo parche j se cumple:  
 
∑ 𝐹𝑖𝑗
𝑛
𝑖=1
= 1 
 
Esto es así pues la energía que sale de una superficie se conserva, es decir que para 
toda la energía saliente de j, alguno de los parches debe recibirla.  
Además gracias a que  Fji = Fij  podemos escribir 
 
∑ 𝐹𝑖𝑗
𝑛
𝑖=1
=  ∑ 𝐹𝑗𝑖
𝑛
𝑖=1
= 1  
 
En el caso del hemicubo, la suma de todos los factores de forma del parche i es la 
suma de todos los factores de forma delta. Pero esta suma depende del tamaño en 
pixeles de las caras del hemicubo. En este caso, se realiza la sumatoria de todo factor de 
forma delta en el hemicubo y se multiplica a cada uno de ellos por el inverso de la 
misma. Ahora la sumatoria de todos los factores de forma delta será igual a 1. Es decir 
que el tamaño del hemicubo en pixeles deja de ser un valor que altere el resultado final. 
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Entonces el factor de forma Fij será la suma de estos factores de forma delta ponderados 
ocupados por la proyección del parche j en el hemicubo de i. 
 
 
4.6 Radiosidad Progresiva 
 
Notemos que resolver el sistema de ecuaciones dado en la sección 4.4, con el método 
de Gauss-Siedel  por ejemplo, tiene  una complejidad cuadrática. Además, el algoritmo 
de radiosidad necesita almacenar los factores de forma. También de orden cuadrático. 
De hecho el  principal problema del algoritmo tradicional es el gran costo de calcular los 
factores de forma y almacenarlos.  
En [13] podemos encontrar una implementación diferente que reduce estos costos, 
conocida como radiosidad progresiva. Antes de detallar este método debemos saber que 
existen dos grandes ventajas evidentes: podemos obtener una imagen con resultados 
parciales con una complejidad de O(n) (donde n es el número de parches) y la necesidad 
de guardar los factores de forma en memoria es eliminada. 
 
La radiosidad progresiva es un método para resolver el sistema de ecuaciones de 
radiosidad de forma iterativa en lugar de forma completa como lo haría el algoritmo 
tradicional.  
En lugar de trabajar en soluciones para todos los parches de forma simultánea, los 
efectos de un parche específico en el resto se calculan por completo. Luego el proceso se 
repite para todos los otros parches, acumulando contribuciones. Si iteramos este 
proceso infinitamente llegaríamos a la misma solución que con la matriz completa de 
ecuaciones. El método tiene la ventaja de que podemos observar resultados intermedios 
luego de cada iteración completa. Más aún, los parches que contribuyan con más 
energía al sistema pueden ser procesados primero y el proceso puede detenerse cuando 
no estén sucediendo muchos cambios. Esta estrategia que hemos descripto se conoce 
como la variante “de disparo” porque la energía de un parche es disparada hacia todos 
los otros. Por supuesto podríamos hacerlo de la otra forma y calcular el efecto del resto 
de los parches en un parche específico, en lo que se conoce como la variante “de 
recolección”. 
Cuando calculamos iterativamente debemos ser cuidadosos en evitar contar energías 
más de una vez. Inicialmente la radiosidad de todos los parches es cero, excepto para 
aquellos que emiten luz. Luego, calculamos el cambio en la radiosidad del parche i como 
consecuencia de la radiosidad en el resto de los parches j, lo que requiere el cálculo de 
los factores de forma usando el hemicubo que está en el parche i. Seguidamente 
repetimos este proceso para todos los valores de i. Al finalizar esto, podemos actualizar 
los valores de radiosidad en cada parche y mostrar un resultado intermedio.   
En la siguiente iteración (o rebote, como también se le conoce debido a que simula el 
rebote de la luz en las superficies difusas) repetiremos este procedimiento teniendo en 
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cuenta la radiosidad sumada en la iteración anterior, no en la radiosidad total calculada 
hasta el momento, pues de esta manera estaríamos sumando energía más de una vez.  
En resumen, en la primera iteración, sabremos la apariencia que tendrá la escena 
luego de un rebote de la luz en las superficies de la escena. Después de dos iteraciones 
tendremos la apariencia que hay luego de dos rebotes y así sucesivamente. De esta 
manera podemos detener la computación una vez que la escena luzca aceptable, en 
lugar de esperar que converja numéricamente. Típicamente se requieren muy pocas 
iteraciones antes de que el resultado comience a ser aceptable. 
 
Este es a grandes rasgos el método que estaremos usando en nuestras 
implementaciones. Los detalles más finos se verán a medida que desarrollemos las 
mismas. 
 
En este capítulo hemos explorado el algoritmo tradicional de radiosidad y su variante 
más popular, radiosidad progresiva. En los siguientes capítulos detallaremos 
implementaciones de este algoritmo en C++ y HLSL que mejoren incrementalmente el 
desempeño. 
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Parte II 
 
Implementación del Software 
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Capítulo 5 
 
Un Simple Motor de Renderizado 
 
 
5.1 Introducción 
 
En este capítulo expondremos el desarrollo de un sistema que contendrá un simple 
motor de renderizado 3D en tiempo real, en lenguaje C++ utilizando la API DirectX 11 
para sistemas operativos Windows.  
Si bien trataremos de explicar bastante su desarrollo, no ahondaremos en muchos 
detalles finos y el lector interesado en conocer más acerca del desarrollo puede 
consultar el código fuente en el repositorio 
https://bitbucket.org/gclavero/radiositytechdemo. Dicho código se encuentra 
correctamente comentado, de manera que no resultará difícil comprender su 
funcionamiento utilizando además, como guía, lo expuesto en este capítulo. 
 
La naturaleza de este software  es aquella de una tech demo [14] y no la de un 
software que deba ser utilizado por usuarios finales. Su objetivo principal es servir de 
base para implementar sobre él nuestros algoritmos de iluminación global y mostrar su 
factibilidad y performance. Aún así, todas las buenas prácticas de programación como 
un buen coding style, verificación de inputs, ausencia de memory leaks y otras, se llevan 
a cabo.  
 
El mismo fue desarrollado con un diseño orientado a objetos y los principales 
objetivos fueron la eficiencia y la simplicidad del mismo. Mientras que propiedades 
como la reusabilidad, usabilidad y mantenibilidad, si bien no son desatendidas, toman 
un lugar secundario como sucede en general para cualquier tech demo.  
 
A continuación daremos un repaso por los requerimientos que se desean cumplir en 
esta pieza de software. Luego explicaremos el funcionamiento de una tecnología muy 
importante en gráficos por computadora: la rendering pipeline. Finalmente se 
presentará un resumen de las clases y del comportamiento dinámico del sistema. 
 
 
5.2 Requerimientos 
 
El software de base deberá contar con las siguientes funcionalidades: 
 
 El usuario debe poder elegir, al momento de iniciarse el programa, estas 
opciones de imagen para la ventana principal: resolución, pantalla completa, 
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sincronización vertical y antialiasing.  
Debe poder elegir un archivo de escena que se encuentre en un directorio fijo 
y que respete un formato predeterminado. 
Debe poder elegir la posibilidad de activar o desactivar la iluminación global, 
así como elegir la versión CPU o GPU del algoritmo y la cantidad de iteraciones 
que se efectuarán. 
 
 El usuario debe poder desplazarse por el mundo tridimensional utilizando el 
teclado. Además debe contar con la posibilidad de mover la luz de la escena o 
apagarla en cualquier momento. También debe poder desactivar o activar la 
luz indirecta en tiempo real. 
 
 El software debe poder leer e interpretar un formato de archivo que contenga 
una descripción geométrica de un objeto 3D, así como un formato de archivo 
que contenga una descripción de los materiales utilizados en la misma. Estos 
formatos deben poder exportarse sin problemas desde un software de 
modelado de objetos 3D como 3DS Max. 
 
 El software debe poder leer e interpretar un formato de archivo que contenga 
la descripción de una escena 3D. Dicha descripción consistirá en: un objeto 3D 
y sus materiales asociados en el formato mencionado en el punto anterior; la 
ubicación inicial de la cámara en la escena; la descripción de la luz en la 
escena; la matriz de proyección de la cámara principal; si la escena contará 
con un cielo visible o no. 
 
 La luz de la escena puede ser una de las siguientes: direccional (como la luz 
solar) u omnidireccional (como la luz de una lámpara). Y su color, intensidad y 
rango debe poder especificarse en el archivo de escena. 
 
 El software debe ser capaz de renderizar la escena con sus objetos 3D y sus 
materiales y texturas como hayan sido descriptas en los archivos 
correspondientes. Las sombras deben actualizarse a la vez que el usuario 
mueve la posición de la luz. Todo esto debe ser generado en tiempo real, es 
decir, calcularse para cada cuadro de video. Para construir dicho renderizador 
debe utilizarse la API DirectX11. 
 
 El renderizador debe contar con la posibilidad de agregar un background 
simulando el cielo en un día soleado si así lo indica el archivo de escena. 
 
 El software debe contar con funciones o clases que permitan medir el tiempo 
de ejecución tanto de segmentos de código ejecutados en la CPU como de 
segmentos ejecutados en la GPU. La precisión debe estar en el orden de los 
microsegundos o más. 
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Con un software que cumpla estos requerimientos, anexar al mismo una clase que 
calcule la iluminación global de la escena utilizando la CPU o la GPU, según lo 
seleccionado por el usuario, será sencillo.  
 
5.3 La Tubería de Renderizado 
 
5.3.1 Visión General 
 
Antes de seguir detallando el diseño general de nuestro software de pruebas 
debemos hacer una parada obligatoria para cada texto que deba hablar de gráficos por 
computadora de alta performance: la rendering pipeline o en español tubería de 
renderizado.  
 Dada una descripción geométrica de una escena tridimensional con una cámara 
virtual posicionada y orientada, fuentes de luz, modelos de iluminación, texturas y más, 
la rendering pipeline hace referencia a la secuencia de pasos necesarios para generar 
una imagen en dos dimensiones basado en lo que la cámara virtual observa (Figura 5.1) 
 
 
Figura 5.1: La imagen de la izquierda muestra algunos objetos tridimensionales en una escena con una 
cámara apuntando a un objetivo. El volumen piramidal que se observa especifica el volumen de espacio 
que el observador puede ver. La imagen de la derecha es el resultado final de la renderización. 
 
Existen en la industria dos APIs que representan una especie de estándares en la 
programación de gráficos 3D: OpenGL y Direct3D 11. Ambos describen la tubería en una 
forma similar. Seguidamente recorreremos sus diversas etapas tal como la describe 
Direct3D 11 que es la API que utilizaremos en nuestro motor de renderizado.  
 
Direct3D es una API de muy bajo nivel, que nos asiste en la renderización de mundos 
3D utilizando aceleración por hardware y está diseñada para usuarios que necesiten 
una relación tan cercana como sea posible entre la API y el hardware subyacente de 
manera que puedan sacar el mayor provecho del mismo. 
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Este recorrido por la rendering pipeline consistirá en una breve explicación de las 
tareas que realiza cada una de estas etapas y nos servirá para entender más cabalmente 
el funcionamiento global del motor de renderizado. Referimos al lector a [2] para una 
explicación mucho más detallada de esta importante tecnología. 
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5.3.2 Etapas de la Tubería 
 
En la figura 5.2 podemos observar un esquema de la rendering pipeline, tal como la 
describe Direct3D 11, resumido a las partes que nos interesan. Las flechas que van 
desde la memoria de video hasta las etapas significan que dicha etapa puede acceder a 
la memoria como entrada, por ejemplo un pixel shader puede leer datos de una textura 
almacenada en  la memoria. Una flecha que va desde una etapa hasta la memoria de 
video representa que la etapa escribe en ella.  Como puede observarse, muchas de las 
etapas son programables por los usuarios de la API. Esto convierte a la rendering 
pipeline en una herramienta muy adaptable y flexible. Las etapas que no son 
programables tienen dicha condición porque no existe una motivación para modificar 
las técnicas que ejecutan. El hardware especializado se encarga de llevar adelante las 
tareas de estas etapas a una velocidad y eficiencia superiores. 
Direct3D es una máquina de estados. Un usuario de esta API puede configurar el 
comportamiento de una de las etapas de la rendering pipeline con estados 
representados por interfaces COM. Este estado quedará asociado a dicha etapa hasta 
que sea sustituído por otro.  
 
5.3.2.1 Etapa Input Assembler 
 
Para construir un software que renderice una escena 3D, usualmente se comienza 
leyendo un archivo que describe una escena tridimensional en algún formato. Los 
objetos de la misma están compuestos por mallas de triángulos donde cada triángulo 
está compuesto por 3 vértices que pueden estar compartidos con triángulos adyacentes. 
En esta etapa de la tubería leemos datos geométricos (vértices e índices) de la memoria 
y los usamos para armar primitivas geométricas (triángulos, líneas). Los vértices e 
índices se encuentran almacenados en buffers denominados vertex buffer e index buffer. 
Los índices definen cómo deben ordenarse los vértices para formar las primitivas. Por 
ejemplo, si quisiéramos indicarle a la tubería que debe dibujar un triángulo formado por 
los vértices 1, 2 y 3 del vertex buffer actualmente activo y otro con los vértices 2, 4, y 6 
entonces en el index buffer tendremos los valores 1, 2, 3, 2, 4 y 6, en ese orden, al 
momento de efectuar la draw call, que es cuando requerimos que Direct3D dibuje la 
geometría enviada. 
Ahora bien, ¿por qué utilizar dos buffers (vertex e index) cuando sólo necesitamos la 
información de los vértices para dibujar primitivas? Pensemos en un modelo 
tridimensional formado por triángulos en el que un vértice esté compartido por 8 
triángulos. Si no utilizásemos un index buffer deberíamos duplicar dicho vértice 8 veces 
en el vertex buffer, a fin de indicar que lo necesitamos esa cantidad de veces. Por 
supuesto, esto incrementará la memoria utilizada por los vértices y también el tiempo 
de procesamiento del hardware gráfico, pues deberá procesar el mismo vértice las 8 
veces. Estos dos problemas se solucionan utilizando un index buffer. Ambos buffers 
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(vertex e index) son copiados desde la aplicación a memoria de video para que la GPU 
tenga un rápido acceso a ellos. 
 
Matemáticamente los vértices de un triángulo son el punto en donde dos aristas se 
encuentran. No obstante en Direct3D, son mucho más que eso. Direct3D nos permite 
crear nuestros propios formatos de vértice en donde podemos asignar propiedades 
especiales a cada uno, tales como coordenadas de textura y normales. En nuestro motor 
de renderizado utilizaremos esto para crear diferentes formatos de vértices según las 
necesidades. 
 
Un último aspecto de esta etapa de la tubería es la llamada Topología de las 
Primitivas. En Direct3D debemos especificar qué tipo de primitivas geométricas están 
formando los vértices e índices que le pasamos a la siguiente etapa. Estas primitivas 
pueden ser, entre otros, una lista de puntos, secuencia de líneas, lista de líneas, 
secuencia de triángulos, y lista de triángulos que será el utilizado por nosotros. En esta 
topología, 3 vértices forman un triángulo individual. Por lo tanto 3n vértices formarán n 
triángulos. 
 
5.3.2.2 Etapa Vertex Shader 
 
Luego de que las primitivas han sido armadas, los vértices son enviados a la etapa 
vertex shader. Se llama shader a los programas de computadora que se usan 
principalmente para calcular efectos de renderizado en el hardware gráfico con un alto 
grado de flexibilidad. En particular el vertex shader puede pensarse como una función 
que toma un vértice como entrada y devuelve un vértice como salida. Cada vértice que 
se dibuje pasará por el vertex shader. Es un programa que implementa el desarrollador 
pero que es ejecutado por la GPU para cada vértice, por lo tanto es extremadamente 
veloz.  
Además de la información de los vértices, el vertex shader puede leer otros datos que 
necesite, almacenados en texturas y buffers en la memoria de video. 
 
Las tareas más comunes que realiza esta etapa son: 
 
 Transformar los vértices de local space a world space: los objetos de la escena 
son modelados en softwares especializados como 3DS Max, Maya o Blender, y 
exportados por separado. Los vértices de estos objetos están cada uno en su 
propio sistema de coordenadas llamado local space. Para que todos los objetos 
en la escena estén relativos al mismo sistema de coordenadas se realiza la 
transformación de local space a world space.  
 Transformar los vértices de world space  a view space: no olvidemos que 
debemos formar una imagen basado en lo que la cámara virtual observa, el 
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view space  es un sistema de coordenadas asociado a la posición y orientación 
de esta cámara. 
 Transformar los vértices de view space a projection space: la posición y 
orientación de la cámara definen el espacio de visión. Otro aspecto de las 
cámaras virtuales es el volumen de la escena que finalmente se observa. Este 
volumen se describe mediante una pirámide y dos planos que la intersecan 
formando un tronco geométrico (frustum), denominados plano cercano y 
plano lejano.  
Lo que haremos con este volumen es proyectar la geometría 3D que esté 
dentro del mismo a una ventana de proyección 2D. Esta proyección debe 
efectuarse de forma tal que líneas paralelas converjan a un punto de 
desvanecimiento, y que a medida que la profundidad 3D de un objeto 
aumenta, el tamaño de su proyección disminuye; esto se denomina una 
proyección en perspectiva y existe para crear la ilusión de profundidad en una 
pantalla bidimensional.  
 
Las matrices que efectúan estas transformaciones pueden ser creadas mediante una 
simple llamada a la API Direct3D. Simplemente debemos multiplicar el vector de 
posición de nuestros vértices con estas matrices y la transformación estará lista. 
 
5.3.2.3 Etapa Geometry Shader 
 
Esta es una etapa opcional en la tubería que toma como entrada primitivas enteras, 
no vértices individuales. Por ejemplo, si estamos dibujando listas de triángulos, la 
entrada estará compuesta por tres vértices que forman el triángulo. Por supuesto, estos 
tres vértices ya habrán pasado por el vertex shader.  
La principal ventaja del geometry shader es que puede crear o destruir geometría. 
Por ejemplo, la primitiva de entrada puede ser expandida en una o más primitvas, o 
puede omitir alguna basándose en cierta condición. Al contrario de lo que sucede con un 
vertex shader que no puede crear vértices, siempre toma uno como entrada y devuelve 
otro como salida. 
Un ejemplo común de las tareas que se realizan en un geometry shader es expandir 
un punto a un cuadrilátero o una línea a un cuadrilátero. En el caso particular de 
nuestro motor de renderizado utilizaremos esta etapa opcional únicamente en el 
algoritmo de sombras omnidireccionales. 
 
5.3.2.4 Etapa de Rasterizado 
 
Toda la geometría que se encuentre fuera del tronco de visión debe ser descartada y 
aquella geometría que interseque los bordes del tronco debe ser cortada, de manera tal 
que solo las partes internas permanezcan. El hardware realiza esta etapa por nosotros 
justo antes de la rasterización, por lo que conocer los detalles del proceso no es 
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relevante aquí.  Esta acción permite que la tubería no continúe procesando geometría 
que de todas formas no será observada y por lo tanto el programa corre con más 
velocidad.  
 
Rasterización es el proceso por el cual la representación en 2D de la escena es 
convertida a un formato rasterizado o bitmap. A partir de esta etapa todas las 
operaciones se realizan sobre los pixeles del bitmap. Notemos que esta etapa se ocupa 
únicamente de computar el mapeo de la geometría de la escena a pixeles y no describe 
un modo particular de calcular el color final de los mismos. 
 
El siguiente es un resumen de las tareas que se llevan a cabo en esta etapa: 
 
 Viewport Transform: en este proceso, que se realiza luego de la etapa de corte, 
se transforman las coordenadas  x e y de los vértices que están en la imagen 
2D a un rectángulo dentro del back buffer (el buffer donde se dibuja la escena 
y que luego se sustituye por el front buffer, que es el buffer que finalmente se 
muestra en pantalla)  conocido como el viewport. De manera que las 
coordenadas x e y pasan a estar en unidades de pixeles. La coordenada z 
también es utilizada para medir la profundidad de los pixeles relativas al 
punto de observación y así ver cuál de ellos es finalmente proyectado. Esto lo 
realiza un algoritmo implementado por el hardware llamado depth test. 
 
 Backface Culling: es el proceso por el cual se descartan aquellos triángulos que 
no están orientados hacia la cámara. Al observar cualquier objeto 3D vemos 
que hay triángulos que están orientados hacia nuestro punto de observación y 
otros que no. Para no procesar geometría que de todas formas no se 
observará, realizamos este proceso. 
 
 Interpolación de Atributos de Vértices: un triángulo se define especificando 
sus vértices. En ellos podemos incluir varios atributos como posición, colores, 
vectores normales y coordenadas de texturas. Luego del viewport transform 
estos atributos necesitan interpolarse para cada pixel cubriendo el triángulo. 
Los valores de profundidad de los vértices también deben interpolarse para 
que cada pixel tenga un valor de profundidad listo para usarse en el depth test. 
Los atributos de los vértices se interpolan linealmente a través de la superficie 
del triángulo. Esta interpolación es efectuada automáticamente por el 
harwdare.  
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5.3.2.5 Etapa Pixel Shader 
 
Luego de que los atributos de vértices que salen del vertex shader se interpolan a 
través del triángulo correspondiente, estos valores son enviados a otro shader 
denominado pixel shader. Estos programas se ejecutan por cada fragmento de pixel. 
Dada una entrada, el trabajo del pixel shader es computar el color final del fragmento de 
pixel.  Para ello utiliza modelos de iluminación como pueden ser los mencionados en la 
sección 3.9, además de algoritmos que calculen si dicho pixel está bajo la sombra de 
algún objeto mediante shadow maps. Notemos que el fragmento puede no sobrevivir y 
no llegar a ser escrito al back buffer; por ejemplo si otro fragmento destinado al mismo 
lugar en el back buffer tiene una profundidad menor, taparía al anterior. Esta es la labor 
del depth test. Por lo tanto un pixel en el back buffer puede tener varios fragmentos de 
pixeles como candidatos.  
La terna de 3 shaders específicos (vertex,  geometry y pixel) definen lo que se conoce 
como un rendering pass y un conjunto ordenado de ellos define una technique. Por lo 
tanto al setear una technique en la rendering pipeline estamos configurando estas tres 
etapas. 
 
5.3.2.6 Etapa Output Merger 
 
Luego de que los fragmentos de pixeles han sido generados por el pixel shader, pasan 
a la etapa output merger donde algunos de ellos pueden ser descartados, entre otras 
cosas por el ya mencionado depth test [15]. Aquellos que no se descartan son escritos al 
back buffer para su proyección en un dispositivo de salida (usualmente el monitor de la 
computadora). En esta etapa también se realiza una técnica denominada blending la 
cual consiste en mezclar el valor del pixel anterior en el back buffer con el valor que 
estamos por escribir, en lugar de descartarlo por completo. De esta manera pueden 
lograrse efectos especiales como transparencia. 
 
5.4 Estructura Estática del Sistema  
 
Ahora que conocemos un poco más sobre el funcionamiento de Direct3D y la 
rendering pipeline, podemos volver a nuestro software que está construido sobre estas 
tecnologías como puede observarse en la figura 5.3.  
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Figura 5.3: La relación entre el hardware, Direct3D y nuestra aplicación. Algunas veces la HAL se integra 
dentro del driver gráfico. 
 
En esta sección daremos un repaso por cada una de las clases que componen el 
diseño orientado a objetos de nuestro software, explicando sus funciones. En la 
siguiente sección explicaremos cómo es que colaboran entre ellas para proveer los 
servicios que necesitaremos para implementar el algoritmo de iluminación global. 
 
5.4.1 Clases del Sistema 
 
Engine: aquí se agrupan los principales objetos que proveen las funcionalidades 
generales del sistema. Es un único punto de contacto para inicializar y empezar a 
utilizar el mismo. En particular, el método Init se encarga de mostrar un cuadro de 
diálogo de configuración (por intermedio de la clase SettingsDialog) y, una vez que 
hemos elegido las opciones deseadas, se inicializan los objetos principales y se crea la 
ventana principal del programa. El método Run implementa el event loop del programa, 
donde renderizamos la escena elegida y procesamos los inputs del usuario. 
 
SettingsDialog: su función es mostrar un cuadro de diálogo con las opciones de 
configuración enumeradas en la sección 5.2 y guardar dicha configuración en su estado 
para reportarlo cuando sea necesario. 
 
InputHandler: aquí es donde procesamos el input del usuario capturado por el método 
Engine::MessageHandler. El procesamiento incluye lo requerido en la sección 5.2. Entre 
otros: la actualización de la cámara que observa el mundo virtual y la iluminación. 
 
D3DDevicesManager: encargada de inicializar Direct3D y de proveer un acceso a sus 
servicios por intermedio de wrapper functions. La inicialización comprende la creación 
del Direct3D Device y DeviceContext que son interfaces COM por las cuales se accede a 
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los servicios de Direct3D. Además de setear el viewport y la Swap Chain donde residen el 
front y back buffers.  
 
Camera: una abstracción de una cámara en primera persona situada en el mundo 
virtual. Provee funciones para modificar y leer su orientación y posición, así como las 
matrices view y projection, utilizadas para hacer las transformaciones de la etapa vertex 
shader en la rendering pipeline. 
 
Light: especifica una luz situada en el mundo virtual. Provee funciones para leer y 
modificar sus propiedades: posición, dirección, tipo de luz (omnidireccional o 
direccional), intensidad, color, etc. 
 
Timer: un reloj de precisión < 1µs para medir el tiempo ocurrido entre intervalos. 
Utiliza la API QPC [16] y Direct3D para hacer profiling de funciones ejecutadas en la CPU 
o GPU. 
 
Profiler: utiliza la clase Timer para otorgar métricas que permiten identificar el 
desempeño de nuestros compute shaders. Ver 7.4.1. 
 
Scene: se encarga de leer el archivo de escena (ver apéndice 1) y crear una en base a 
dicha descripción. También provee funciones que le permiten dibujarse a sí misma, 
aunque la configuración de las etapas de la rendering pipeline es realizada por otras 
clases. 
 
Renderer: esta clase se encarga de configurar la próxima renderización y ejecutarla. 
Configura algunos estados de la rendering pipeline. Puede setear como render target al 
backbuffer (es decir que la escena se dibujará sobre la ventana principal del programa) 
y dibujar la escena con efectos de sombra (por intermedio de la clase abstracta 
ShadowMap) y una textura de cielo (con el objeto Skybox) si es necesario.  
 
ShadowMap: clase abstracta que especifica la interfaz que deben cumplir sus clases 
derivadas que implementen el conocido algoritmo de cálculo de sombras para una 
escena 3D, llamado shadow mapping. [17] 
 
DirectionalShadowMap: clase derivada de ShadowMap que calcula un mapa de 
sombras producido por una luz direccional en una escena dada. 
 
OmniShadowMap: clase derivada de ShadowMap que calcula un mapa de sombras 
producido por una luz omnidireccional en una escena dada. 
 
Skybox: dibuja un skybox [18] en el render target especificado en la rendering pipeline. 
Para calcular la luminancia del cielo utiliza un estándar del CIE [35] 
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Radiosity: es una clase abstracta que especifica la interfaz que deben cumplir sus clases 
derivadas que implementen el algoritmo de radiosidad. En particular el método 
ComputeGIDataForScene que calcula la iluminación global de una escena con radiosidad. 
Además de ello define operaciones comunes que cualquier implementación que 
hagamos del algoritmo utilizará, como lo son, la renderización de los hemicubos. 
 
CPURadiosity: clase derivada de Radiosity  que implementa el algoritmo de radiosidad 
utilizando la CPU para computar la integración de los hemicubos. 
 
GPURadiosity: clase derivada de Radiosity  que implementa el algoritmo de radiosidad 
utilizando la GPU por medio de compute shaders para computar la integración de los 
hemicubos. 
 
Mesh: lee y procesa las descripciones de un objeto 3D y sus materiales, especificadas en 
archivos de texto que siguen los formatos .OBJ y .MTL[19][20] respectivamente. Crea los 
vertex e index buffers respectivos y los materiales asociados. Además, proporciona una 
función que permite dibujar dicho objeto asignando en la etapa input assembler a los 
buffers respectivos. 
 
Material: agrupa todas las propiedades que hacen a la descripción de un material. 
Texturas difusas y normales, color difuso, especular, brillo, etc. 
 
CommonMaterialShader: provee una interfaz en base a la API Effects11 [21] para 
configurar las variables que se utilizan en los vertex y pixel shaders que se encuentran en 
el archivo commonMaterialShader.fx. Dicho shader contiene techniques que se utilizan 
para dibujar caras de la geometría en la escena tal como están descriptas en el archivo 
.MTL. Es decir, tomando en cuenta sus mapas difusos, normales y otros. 
 
D3D11DeviceStates: crea interfaces COM que representan diferentes estados que 
pueden utilizarse en las etapas de rasterizer, y de output-merger. 
 
InputLayouts: crea interfaces COM que representan los distintos formatos de vértices 
que utilizaremos en nuestros shaders. Estas interfaces configuran la etapa de input 
assembler. 
CompiledShader: encapsula la interfaz COM que representa un vertex, pixel o compute 
shader. Puede cargar dicho shader desde un archivo compilado por la herramienta de 
compilación de shaders offline, fxc [22], o compilarlo en tiempo de ejecución. 
 
RenderableTexture: representa una textura que puede ser utilizada como render 
target. Es decir donde la renderización se escribe sobre una textura y no al backbuffer. 
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Buffer: en Direct3D existen dos tipos de recursos principales que están alojados en 
memoria de video: buffers y texturas. Ambos pueden ser creados con diferentes tipos de 
formatos y funciones. Esta clase abstracta sirve de base para las clases WritableBuffer, 
VertexBuffer, IndexBuffer, StagingBuffer, ConstantBuffer, ImmutableBuffer, las cuales 
definen diferentes tipos de buffers que pueden utilizarse en diferentes contextos. 
 
Texture: clase abstracta que sirve de base para Texture2D_NOAA, que define una 
textura bidimensional sin antialiasing y StagingTexture que define una textura con 
permisos de lectura para la CPU. 
 
 
En la figura 5.4 se encuentra el diagrama de clases UML del sistema con las 
principales clases, métodos y relaciones.  
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5.5 Comportamiento Dinámico del Sistema  
 
Para finalizar este capítulo modelaremos el comportamiento dinámico del sistema en 
dos escenarios concretos: la inicialización del sistema en una ejecución que involucre la 
carga de un archivo de escena; y la renderización de un frame una vez que el sistema 
está inicializado. Haciendo ello podremos identificar las principales relaciones entre 
objetos y los principales servicios que estos proveen para completar los escenarios. 
 
5.5.1 Inicialización del Sistema 
 
En la figura 5.5 se muestra el diagrama de secuencia para la inicialización del 
sistema. Sólo los principales mensajes están en el mismo, pues estos diagramas se 
vuelven confusos y desordenados en poco tiempo. Además de ello, para simplificar el 
escenario un poco más, suponemos que elegimos ejecutar el algoritmo de radiosidad en 
la GPU y que cargamos una escena con luz direccional. 
 
La inicialización del sistema es bastante directa. Una vez que instanciamos un objeto 
de tipo Engine, llamamos su método Init pasando como parámetro una estructura de 
tipo EngineConfig. Esta estructura nos permite configurar valores que se utilizarán en el 
sistema. Por ejemplo: formato de pixel para el backbuffer, el ancho y alto de la ventana, 
el título de la misma, entre otros. 
 
El método Engine::Init ejecuta la inicialización del sistema llamando primeramente al 
método SettingsDialog::ShowConfigurationDialog pasando como parámetros el formato 
del pixel y el ancho y alto de la ventana.  Este método muestra un cuadro de diálogo en 
el que podemos seleccionar diferentes valores para la ejecución del sistema como puede 
observarse en la figura 5.6. 
 
El usuario ahora puede escoger la resolución y tasa de refresco a la que operará el 
sistema. Sólo se enlistan las resoluciones y tasas de refresco soportadas para el formato 
de pixel elegido en la estructura EngineConfig y el adaptador gráfico primario del 
usuario. Luego de elegir uno de los archivos de escena que se encuentran en 
Assets/Scenes y de hacer clic en Aceptar, el control vuelve a Engine::Init y el estado del 
objeto de tipo SettingsDialog se actualiza para guardar las selecciones que hizo el 
usuario. 
Con estos valores ya definidos podemos iniciar Direct3D. De esto se encarga la clase 
D3DDevicesManager en su método Init. Este método recibe parámetros de configuración 
que le son proporcionados por el objeto de tipo SettingsDialog, y tiene como principales 
tareas inicializar el Direct3D device, Direct3D device context, swap chain, el depth stencil 
buffer principal y viewport.  
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El device y device context representan el corazón de Direct3D 11. Estas interfaces 
COM son la puerta de entrada a funciones para crear recursos en la GPU y para generar 
comandos de renderización. Pueden pensarse como el controlador por software del 
hardware del adaptador gráfico.  
El swap chain es una interfaz COM que Direct3D utiliza para albergar los front y back 
buffers.  
El depth stencil buffer es un buffer en memoria de video que Direct3D utiliza para 
guardar información de profundidad de la geometría dibujada. Esencialmente para 
realizar el algoritmo de depth buffering. 
El viewport, como ya mencionamos anteriormente, es un rectángulo dentro del back 
buffer que especifica el área del mismo que se utilizará para renderizar. Así, podemos 
usar sólo una porción específica del back buffer para dibujar la geometría. 
 
Cuando acabemos de inicializar Direct3D será el momento de crear e inicializar el 
objeto Scene. Para ello invocamos el método Scene::Init pasando como parámetros el 
nombre del archivo de escena y punteros a los objetos Camera y Light de Engine. 
Un archivo de escena sigue el formato especificado en el apéndice 1 de este texto y 
permite configurar las propiedades de la cámara y de la luz en la escena, así como 
especificar el archivo .OBJ que debe cargarse. 
El método Scene::Init configura las propiedades de los objetos Camera y Light de 
acuerdo a lo especificado en el archivo de escena. Estas propiedades son, entre otras, 
posición y orientación de la cámara; tipo de luz, color difuso, dirección y posición de la 
luz. 
Seguidamente crea un objeto CommonMaterialShader y un objeto Mesh.  
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El método Mesh::Init se encarga de leer y procesar el archivo .OBJ especificado en el 
archivo de escena y de crear los vertex e index buffers asociados, así como de crear un 
vector de objetos de tipo Material para cada material que se encuentre en el archivo 
.MTL que acompaña al archivo .OBJ. Concluído esto, la carga de la escena está completa 
y con ello el método Scene::Init. 
 
El siguiente paso en la inicialización del sistema consiste en crear un objeto de tipo 
Renderer el cual crea objetos de tipo InputLayout y D3D11DevicesStates para configurar 
los estados de las etapas input assembler y rasterizer que las renderizaciones utilizarán. 
Además de ello crea e inicializa un objeto de tipo Skybox para utilizarlo en 
renderizaciones de escenas a cielo abierto y un objeto de tipo DirectionalShadowMap, en 
caso de que la luz de la escena sea direccional, o de tipo OmniShadowMap, en el caso de 
que la luz sea omnidireccional. Cabe destacar que estas dos clases heredan de una clase 
abstracta denominada ShadowMap. Esto también nos evitará tener que hacer un 
chequeo de tipo de datos al momento de calcular las sombras de la escena.   
 
Nuestro siguiente paso es crear e inicializar un objeto de tipo GPURadiosity, si el 
usuario no marcó la casilla CPU GI, o de tipo CPURadiosity en el caso contrario. Ambos 
objetos heredan de la clase Radiosity. En este momento se invoca al método 
CPURadiosity::ComputeGIDataForScene  o GPURadiosity::ComputeGIDataForScene. Estos 
métodos calculan la información de iluminación global para la escena utilizando el 
algoritmo de radiosidad y serán uno de los temas centrales de los capítulos 6 y 7. 
 
Finalmente se crea un objeto de tipo InputHandler que procesará la entrada de datos 
por teclado y mouse que realice el usuario cuando navegue por el mundo virtual. 
 
5.5.2 Renderización de un Frame 
 
En la figura 5.7 se muestra el diagrama de secuencia para la renderización de la 
escena elegida, en un frame en particular. 
 
Comenzamos llamando al método Engine::Run en nuestro objeto Engine ya 
inicializado. Este método alberga el conocido event loop, en donde procesamos los 
mensajes que recibe el programa. Estos mensajes son, en general, comandos por mouse 
y teclado que realiza el usuario para navegar el mundo virtual. El objeto InputHandler se 
encarga de procesar los mismos.  
Cuando no hay mensajes por procesar, el event loop invoca al método 
Engine::ProcessFrame. 
 
55 
 
 
  
56 
 
 
En un game engine más completo, el método Engine::ProcessFrame sería el lugar ideal 
para hacer cualquier procesamiento extra para este frame, como por ejemplo: cálculos 
de IA, manejo de paquetes de red, control de la lógica del juego, procesamiento del 
sonido, etc. En este caso, al tratarse de un simple software para probar nuestros 
algoritmos de iluminación global, sólo nos ocupamos de procesar la renderización de la 
escena. Lo cual se hace en el método Renderer::ProcessFrame. En caso de que 
quisiéramos extender esta funcionalidad, simplemente podemos crear una clase que 
herede de Engine  y sobreescribir el método virtual Engine::ProcessFrame en la misma. 
 
El método Renderer::ProcessFrame toma como parámetros un objeto Scene, Camera, 
Light y un ID3D11ShaderResourceView que es una interfaz COM que representa 
nuestros datos de iluminación global.  Aquí primeramente llamamos al método 
D3DDevicesManager::ResetRenderingToBackBuffer donde configuramos el viewport  de 
la etapa rasterizer y al back buffer y depth stencil buffer como render targets de la etapa 
output-merger. Una vez hecho esto, se llama al método Renderer::Render y cuando este 
regresa se invoca a D3DDevicesManager::Present para intercambiar el back buffer con el 
front buffer y de ese modo mostrar el resultado de la renderización en pantalla. 
 
El método Renderer::Render toma como parámetros un objeto Scene, Light, un vector 
que representa la posición de la cámara, las matrices view y projection, los datos de 
iluminación global, el estado que queremos para la etapa rasterizer  en la renderización 
actual y si deseamos renderizar el skybox o no. Si el puntero al objeto Light o los datos 
de iluminación global son NULL entonces la renderización se hará sin iluminación 
directa o indirecta, respectivamente. 
El método Renderer::Render calcula el shadow map (con el objeto ShadowMap que 
hayamos creado en Renderer::Init) en base al objeto Scene y Light que hayamos pasado. 
Asimismo, configura el estado de las etapas input assembler y rasterizer para la 
renderización de la escena que se efectúa en Scene::Render. Si hemos elegido renderizar 
también un skybox, esto se hace en el método Renderer::RenderSkyAndSun el cual utiliza 
el objeto Skybox para tal fin. 
 
El método Scene::Render configura las etapas vertex shader y pixel shader al asignarle 
valores a las variables que se usan en las mismas (texturas difusas, texturas normales, 
datos de iluminación global, posición de la cámara, propiedades de la luz, matrices de 
transformación, etc) y elegir la technique que utilizaremos. Esto lo hace por intermedio 
de la clase CommonMaterialShader la cual actúa de interfaz hacia los shaders que se 
encuentran en el archivo commonMaterialShader.fx.  
 
El último paso de configuración antes de poder efectuar la draw call que dispare la 
renderización, es asignar los vertex e index buffers que se utilizarán en la etapa input 
assembler. Esto se hace en el método Mesh::Render el cual configura dicha etapa y 
efectúa la draw call. Este método recibe un parámetro UINT el cual indica las caras que 
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dibujaremos en esta llamada. En una draw call en particular, suelen dibujarse todas las 
caras que comparten el mismo material (es decir, la misma textura difusa, normal, 
propiedades de reacción ante la luz, etc), a fin de minimizar el número total de las 
mismas y la cantidad de  veces que debemos configurar las etapas vertex y pixel shader. 
 
 
Estos son, a grandes rasgos, los procesos por los cuales inicializamos el sistema y 
renderizamos un frame. Invitamos al lector interesado en conocer más detalles a 
inspeccionar el código y sus comentarios en el repositorio. En los siguientes capítulos 
hablaremos de nuestras implementaciones del algoritmo de radiosidad. 
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Capítulo 6 
 
Radiosidad en CPU 
 
 
6.1 Introducción 
 
En este capítulo y el siguiente detallaremos dos implementaciones del algoritmo de 
radiosidad que corren sobre el software mencionado en el capítulo anterior. Estas dos 
implementaciones se distinguen únicamente por el hardware utilizado en una de sus 
etapas.  
Una vez que hayamos explicado los pormenores de la implementación, mediremos su 
rendimiento con tres escenas de prueba que pueden bajarse del repositorio que 
acompaña a este trabajo. Estas tres escenas están diseñadas para probar la iluminación 
en diferentes entornos. En la primera fila de la figura 6.1 se encuentran dos capturas de 
pantalla de la escena de prueba número 1 conocida como Cornell Box Test, el cual es un 
cuarto cerrado con una luz omnidireccional en el techo. La escena de prueba número 2 
que puede observarse en la segunda fila contiene áreas en exteriores y áreas bajo techo. 
Puede verse cómo la luz direccional del sol entra por las ventanas y crea un gran 
contraste entre los mosaicos iluminados por luz directa e indirecta y aquellos que sólo 
tienen luz indirecta. La escena de prueba número 3 que puede verse en la tercera fila 
representa un edificio en ruinas a cielo abierto. 
 
6.2 Algunas Decisiones de Diseño 
 
6.2.1 Cuándo y Cómo Ejecutar el Algoritmo 
 
El algoritmo de radiosidad que implementaremos en este trabajo es la versión 
conocida como radiosidad progresiva.  
La computación del algoritmo se realiza una única vez por ejecución del sistema, y 
esta ocurre antes de enviar los frames al front buffer, es decir, antes de dibujar la escena 
en pantalla. Esto significa que la iluminación global no será calculada en tiempo real. Se 
prepara en tiempo de carga y se almacena en un light map. Si bien en este trabajo 
logramos acelerar la computación del algoritmo en gran medida, aún no es suficiente 
para considerarla de tiempo real. Pero sí es en tiempo real la navegación por la escena, 
sólo que la iluminación se encuentra estática al no calcularse en cada cuadro. 
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Figura 6.1: Capturas de pantalla de las 3 escenas de prueba que utilizaremos en este trabajo. En la 
columna de la izquierda la escena renderizada sin iluminación global. En la columna de la derecha, la 
misma escena renderizada con iluminación global.  
 
6.2.2 Vértices por Parches 
 
Nuestros “parches” serán los vértices de la escena, esto es, la radiosidad será 
calculada para cada uno de los vértices y luego interpolaremos estos valores para los 
pixeles que formen parte de los triángulos formados por dichos vértices en la etapa de 
rasterización. 
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Utilizar los vértices de la escena en lugar de dividirla en parches tiene la ventaja de 
que las zonas donde la geometría sea más complicada (y por lo tanto se necesite 
calcular la radiosidad con  una mayor densidad) coinciden justamente con las zonas de 
la geometría que contienen más vértices. Además, esta tarea es llevada a cabo por el 
artista que crea la escena como parte del proceso normal de modelado. Los vértices 
siempre existen en toda escena 3D. 
 
6.2.3 Qué Debe Incluirse en el LightMap 
 
Otro de los cambios con respecto al algoritmo tradicional tiene que ver con la energía 
que entra en el sistema. En el capítulo 4 dijimos que la misma estaba representada por 
los parches cuyo valor de emisión de luz Ei fuese no nulo. Esto trae como consecuencia 
lo siguiente: 
 
 Cuando el algoritmo termina su ejecución, en cada parche nos encontraremos 
con el valor de iluminación final del mismo. Es decir, con el valor de 
iluminación directa (rayos de luz que chocan directamente con el parche) e 
indirecta (rayos de luz que chocan con el parche luego de algunos rebotes) Y 
por supuesto las sombras son generadas automáticamente como parte de la 
computación del algoritmo. 
 
 Podemos utilizar parches como fuentes de luz, es decir que es muy fácil  
implementar area lights (fuentes de luz que parten de un área, en oposición a 
las point lights que parten de un punto infinitesimal) con ellos. 
 
 
Sin embargo, la calidad de las sombras que se generan automáticamente dependerá 
en gran medida del tamaño de los parches que haya en la escena. Si los parches son de 
gran tamaño significa que habrá menos de ellos y la calidad de las sombras se verá 
afectada pues habrá menos información para interpolar en los pixeles en la etapa de 
rasterización. En su lugar, las sombras son calculadas por las clases 
DirectionalShadowMap y OmniShadowMap las cuales utilizan un algoritmo de sombras 
que mejora la calidad de las mismas como puede observarse en la figura 6.2. Con esto 
nos evitamos tener que utilizar un gran número de parches por escena y de hecho esta 
es otra de las razones por las que utilizar vértices en lugar de parches es suficiente para 
obtener resultados muy aceptables. 
Quiere decir que nuestra implementación del algoritmo de radiosidad sólo calculará 
los valores de iluminación indirecta. Mientras que los valores de iluminación directa se 
calcularán en tiempo real.  Además de la evidente mejora en la calidad de las sombras, 
esto permite también que la posición de la fuente de luz se pueda actualizar en tiempo 
real y las sombras junto con ella, algo que no sería  posible si estas últimas fuesen 
calculadas por el algoritmo de radiosidad.  
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Figura 6.2: La imagen de la izquierda muestra los resultados de renderizar el test de Cornell Box 
utilizando parches no muy pequeños que afectan negativamente la calidad de la sombra en los bordes. La 
imagen de la derecha ha sido renderizada utilizando la clase OmniShadowMap para sombras 
omnidireccionales. 
 
Recordemos que en nuestra implementación, la iluminación indirecta que es 
calculada por el algoritmo de radiosidad no se actualiza si la luz cambia de posición. 
Sólo lo hace la iluminación directa y las sombras, por lo que, dependiendo de la escena, 
el resultado final no lucirá tan natural en el caso de modificar la posición de la luz. En 
general, en escenas exteriores este cambio no es tan evidente mientras que en 
interiores es fácil darse cuenta que la iluminación indirecta y directa no están 
sincronizadas. 
 
Finalmente, el valor de radiancia final de cada vértice se calculará de esta forma: 
 
( IndirectLight + DirectLight ) x R x textureColor 
 
Donde IndirectLight es el valor de irradiancia indirecta que se encuentra en el 
lightmap y que fue calculado por el algoritmo de radiosidad. DirectLight es la energía 
que llega de fuentes de luz directas (es decir, sin rebotar en ninguna superficie y que no 
fueron sumadas en el lightmap). R es el coeficiente de reflectividad difusa de ese vértice 
y textureColor es el color de la textura difusa, si es que dicha superficie lo utiliza.  
 
6.3 Implementación del Algoritmo 
 
La implementación del algoritmo se encuentra en la clase CPURadiosity la cual hereda 
de la clase Radiosity. Esta última es una clase abstracta que provee métodos que son 
comunes a las dos implementaciones que haremos. 
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El algoritmo hace una distinción entre escenas que están a cielo abierto y aquellas 
que no. Más allá del obvio hecho de que las escenas a cielo abierto cuentan con una luz 
direccional (la luz solar a gran distancia puede considerarse una luz direccional), y que 
las escenas de interiores poseen en general una point light, la diferencia que aquí nos 
interesa es que el cielo también es una fuente de luz, y como tal, debe ser considerada al 
momento de calcular la iluminación indirecta. 
 
6.3.1 Pseudocódigo 
 
Una vez que la escena 3D se encuentra cargada en memoria (un proceso que se 
describió en 5.5.1) podemos crear nuestro lightmap que contendrá información de 
iluminación indirecta para cada uno de los vértices en la escena. 
El pseudocódigo del algoritmo de radiosidad que computa este lightmap es el 
siguiente: 
 
 
1. for each bounce 
2.    if sky not enabled in scene and first bounce 
3.        Skip first bounce 
4.    end if 
5.    for each vertex in scene 
6.        if first bounce  
7.            for each hemicube face 
8.                Render sky and scene with no light 
9.            end for 
10.       else if second bounce 
11.           for each hemicube face 
12.               Render scene with direct light enabled + light from          
                  previous bounce 
13.           end for 
14.       else 
15.           for each hemicube face 
16.               Render scene with light from previous bounce 
17.           end for 
18.       end if 
     
19.       Get vertex irradiance from hemicube for this bounce 
20.   end for 
   
21.   Add vertices irradiances for this bounce with previous bounce 
22. end for 
 
   
La estructura del algoritmo es realmente muy sencilla. Las complicaciones se 
encuentran al momento de implementar de manera eficiente cada uno de sus pasos.   
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Las líneas 2, 3 y 4 hacen referencia a lo que mencionamos en la introducción de esta 
sección. Si en la escena cargada el cielo no se encuentra visible, entonces salteamos la 
primer iteración.   
Cada iteración del bucle principal se encarga de calcular la iluminación indirecta de 
cada vértice en un rebote en particular de la luz. Por ejemplo, la primera iteración suma 
la energía lumínica proveniente del cielo para cada vértice. La segunda iteración suma la 
energía proveniente del primer rebote de la luz directa en la geometría de la escena y 
del primer rebote de la luz del cielo. Las iteraciones posteriores siguen sumando los 
rebotes de esta energía hasta que se absorbe por completo o hasta que un número fijo 
de rebotes ha sido calculado.  
El método Radiosity::ComputeGIDataForScene es un método virtual puro que las 
clases heredadas CPURadiosity y GPURadiosity implementan y es el punto de entrada del 
algoritmo que se describe en el pseudocódigo. 
 
6.3.2 Renderización de los Hemicubos 
 
En el capítulo 4 explicamos cómo podíamos utilizar la proyección a hemicubos para 
obtener los factores de forma de los parches.  Esto se hacía renderizando la escena con 
un campo de visión de 90o  hacia los ejes +z, +y, -y, +x, -x de un sistema de coordenadas 
con origen en el vértice y donde el eje +z era la normal del mismo. Luego dijimos que al 
terminar de proyectar todos los parches al hemicubo, podíamos olvidarnos del resto de 
ellos y considerar los pixeles del hemicubo como parches pequeños. Renderizar la 
escena para obtener esas proyecciones no sólo nos puede servir para obtener los 
factores de forma sino que también obtenemos la radiancia emitida por todas las 
superficies visibles al vértice, pues la renderización incluye, como parte de su proceso, 
el cálculo de las radiancias de dichas superficies utilizando modelos de iluminación 
como los descriptos en 3.9. 
En cada iteración del algoritmo las renderizaciones al hemicubo se realizan con 
diferentes valores lumínicos. Como puede verse en la línea 8 del pseudocódigo, en la 
primera iteración se renderiza el cielo y a la geometría sin luz. Es necesario incluir a la 
geometría en esta renderización para que ésta bloquee la luz del cielo a aquellos 
vértices que no son alcanzados por ella. En la figura 6.3 podemos apreciar el hemicubo 
de un vértice de la escena de prueba número 3 en la primera iteración. 
 
Como ya mencionamos en 4.5 notemos que si varios pixeles se proyectan en la misma 
área del hemicubo es posible utilizar depth-buffering para determinar el más cercano al 
vértice receptor, ya que sólo el más cercano contribuirá a la iluminación indirecta de 
éste. Este algoritmo está implementado sobre el hardware de manera que su ejecución 
es extremadamente veloz. 
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Figura 6.3: Hemicubo de un vértice cercano al piso de la escena en la primera iteración. La radiancia 
visible al vértice está representada por los pixeles del hemicubo cuyo color es distinto de negro. En esta 
iteración sólo sumamos la energía lumínica procedente del cielo. 
 
Seguidamente sumamos esta radiancia representada en el hemicubo y la guardamos 
en el lightmap. La renderización de hemicubos en la segunda iteración, dibuja la escena 
con iluminación directa y con la luz obtenida en la iteración anterior, es decir que en 
esta iteración sumamos la iluminación procedente del primer rebote de la luz directa y 
también del primer rebote de la luz procedente del cielo. En la figura 6.4 puede 
observarse el hemicubo de la segunda iteración para el mismo vértice.  
 
En las siguientes iteraciones se desactiva la iluminación directa y sólo se dibuja la 
geometría con la iluminación indirecta obtenida en el rebote anterior. Esto hace que los 
hemicubos vayan oscureciéndose cada vez más debido a la absorción de la energía 
lumínica en cada superficie en la que rebota. 
 
Ahora bien, la forma en la que logramos posicionar la cámara para renderizar estos 
hemicubos es con una sencilla matriz de transformación, la cual efectúa un cambio de 
coordenadas desde world space a view space tal como se indicó en 5.3.2.2. Esta matriz 
llamada view matrix tiene la siguiente forma: 
 
(
𝑢𝑥      𝑣𝑥
𝑢𝑦      𝑣𝑦
   
𝑤𝑥   0
𝑤𝑦   0
𝑢𝑧 𝑣𝑧
−𝑸. 𝒖 −𝑸. 𝒗
𝑤𝑧 0
−𝑸. 𝒘 1
) 
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Donde: 
 
 Q = (Qx, Qy, Qz, 1) es la posición de la cámara en world space. En este caso sería 
la posición del vértice. 
 u = (ux, uy, uz, 0) el eje x del view space en coordenadas relativas al world space. 
 v = (vx, vy, vz, 0) el eje y del view space en coordenadas relativas al world space. 
En DirectX se considera que el eje +y apunta hacia arriba de la cámara.  
(Figura 6.5) 
 w = (wx, wy, wz, 0) el eje z del view space en coordenadas relativas al world 
space. En DirectX se considera que la cámara apunta hacia el eje +z.  (Figura 
6.5) 
 
Por lo tanto, para renderizar la escena en las direcciones requeridas por el hemicubo 
se utiliza dicha matriz de transformación. Por ejemplo, para renderizar la cara +z del 
hemicubo se asigna al punto Q la posición del vértice y al vector w los mismos valores 
que contiene la normal en el vértice. 
 
La creación de esta matriz está en el método Radiosity::VertexCameraMatrix. 
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Figura 6.5: descripción gráfica de la función de la view matrix. Realiza un cambio de sistema de 
coordenadas a  los vértices de la escena.  
 
Los únicos detalles que restan son definir el tamaño en pixeles de las caras del 
hemicubo y cómo realizaremos la renderización parcial de las caras laterales. 
Recordemos que la anchura o altura de las mismas se reducía a la mitad. Esto se logra 
realizando un scissor test [23] en la etapa rasterizer en la rendering pipeline. 
Básicamente se define un rectángulo que se posiciona en el render target (la textura 
donde se escribirá el resultado de la renderización) y todo pixel que se dibuje dentro de 
ese rectángulo supera la prueba y se escribe en el render target. Los pixeles que no 
tengan como destino alguna zona dentro de ese rectángulo, se descartan para todas las 
etapas posteriores en la rendering pipeline. Para ejemplificar, supongamos que 
queremos renderizar la cara +x del hemicubo. El cual tiene un ancho y alto de K pixeles. 
El rectángulo que definiremos para el scissor test tiene como esquina superior izquierda 
al pixel (0, 0) y como esquina inferior derecha al pixel (K/2, K) (Ver figura 6.6)  
La creación de este rectángulo para cada cara del  hemicubo se realiza en el método 
Radiosity::GetFaceScissorRectangle. 
 
El tamaño en pixeles que utilizaremos para las caras del  hemicubo es de 64x64. La 
ventaja de definir un tamaño superior es que capturaríamos más detalles de la escena 
en las renderizaciones, con lo que la iluminación indirecta tendría un valor más preciso. 
Sin embargo, esto también aumenta el tiempo que tomaría efectuar dichas 
renderizaciones. En base a la experimentación notamos que un tamaño de 64x64 otorga 
resultados visuales muy aceptables y que la mejora obtenida en tamaños superiores no 
justifica el costo en tiempo. Tener un ancho y alto en pixeles que sea potencia de 2 nos 
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Figura 6.6: render target para la renderización de la cara +x del hemicubo.  La zona sombreada es el 
rectángulo que se utiliza en el scissor test.  
 
facilitará las tareas al momento de procesar la radiancia en los hemicubos con 
DirectCompute. 
La renderización de los hemicubos para cada vértice se lleva a cabo en el método 
Radiosity::ProcessVertex. 
 
6.3.3 Integración de los Hemicubos 
 
Una vez que contamos con el  hemicubo de nuestro vértice totalmente renderizado 
sólo resta sumar los valores de radiancia que éste representa (línea 19 del 
pseudocódigo en 6.3.1) Al sumar estos valores  obtendremos la irradiancia de este 
vértice para la iteración actual. El pseudocódigo que computa esta irradiancia del 
vértice a partir de su hemicubo es el siguiente: 
 
1.  vertexIrradiance = 0 
2.  for each face 
3.     for each pixel 
4.         pixelRadiance = Read current pixel radiance 
5.         Compute uv coordinates for current pixel 
6.         Compute delta form factor from these uv coordinates 
7.         pixelRadiance *= Delta form factor 
8.         vertexIrradiance += pixelRadiance 
9.    end for 
10. end for 
11. vertexIrradiance *= Vertex weight 
12. Add vertexIrradiance to current vertex irradiance in lightmap 
 
La línea 12 del pseudocódigo suma el valor de irradiancia del vértice que se obtuvo 
en la presente iteración, con los valores obtenidos en las iteraciones anteriores.  La 
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irradiancia aportada por cada iteración irá disminuyendo, debido a la absorción de 
energía que realizan las superficies. 
 
La línea 4 lee el color que se encuentra en el pixel correspondiente del hemicubo. 
Este color es una 3-upla de tipo float que representa los valores de rojo, verde y azul. 
La línea 5 calcula las coordenadas UV para el pixel actual del hemicubo. Estas 
coordenadas son dos valores de punto flotante entre -1.0 y 1.0 que cubren toda una cara 
del hemicubo. Al utilizar estos valores se busca normalizar el rango de valores de los 
pixeles y que el ancho y alto de la cara del hemicubo no sea un factor a tener en cuenta. 
Ahora siempre sabremos que el valor (-1.0, -1.0) es la esquina superior izquierda de la 
cara y que el valor (0,0) es el punto central por ejemplo. Las coordenadas UV se calculan 
con las siguientes fórmulas: 
 
𝑢 =  
2.0 ∗ 𝑝𝑖𝑥𝑒𝑙. 𝑥
𝐻𝐸𝑀𝐼𝐶𝑈𝐵𝐸_𝐹𝐴𝐶𝐸_𝑆𝐼𝑍𝐸 − 1  
  − 1.0 
 
𝑣 =  
2.0 ∗ 𝑝𝑖𝑥𝑒𝑙. 𝑦
𝐻𝐸𝑀𝐼𝐶𝑈𝐵𝐸_𝐹𝐴𝐶𝐸_𝑆𝐼𝑍𝐸 − 1  
  − 1.0 
 
Donde pixel es una 2-upla con el índice del pixel en la cara del hemicubo. La esquina 
superior izquierda tiene el valor (0,0) y la esquina inferior derecha el valor 
(HEMICUBE_FACE_SIZE -1, HEMICUBE_FACE_SIZE -1). La constante 
HEMICUBE_FACE_SIZE es igual al ancho (y alto) en pixeles de una de las caras del 
hemicubo, es decir 64. 
 
Con estas coordenadas UV, se calcula (línea 6) el factor de forma delta del pixel tal 
como se indica en la sección 4.5. Las coordenadas UV pasan a ser coordenadas en el 
sistema ilustrado en la figura 4.6. Por ejemplo, los vectores de dirección para los pixeles 
en la cara +z del hemicubo son de la forma (u, v, 1.0f) y los vectores de dirección para 
los pixeles en la cara +x son de la forma (1.0f, v, |u|)  
 
Cuando terminamos de sumar todas las radiancias de los pixeles, se multiplica este 
valor obtenido por el peso del vértice, que es el inverso de la sumatoria de todos los 
factores de forma delta como también se explicó en la sección 4.5. 
 
Esta integración del hemicubo se encuentra implementada en el método 
CPURadiosity::IntegrateHemicubeRadiance, la cual utiliza los valores de coordenadas UV, 
y factores de forma delta de los pixeles previamente calculados en 
CPURadiosity::ComputeCPUAlgorithmConstants. Pues estos valores se necesitan en el 
cálculo de la irradiancia de cada vértice y son siempre los mismos. 
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Estos dos métodos son un tanto intensivos en cuanto a cálculos aritméticos, de 
manera que optimizarlos es crucial para una buena performance de nuestro algoritmo. 
Por ello en las implementaciones de estos métodos  haremos uso de la biblioteca 
DirectXMath. 
 
6.3.3.1 DirectXMath 
 
 DirectXMath [24] es una biblioteca C++ de funciones matemáticas SIMD. Provee tipos 
y funciones de uso común en operaciones de álgebra lineal y gráficos por computadora 
utilizando números de punto flotante de precisión simple. Si queremos incluirla en 
nuestro proyecto necesitamos que el hardware soporte los sets de instrucciones 
SSE/SSE2, pues al compilar un proyecto con esta biblioteca en arquitecturas x86/x64 el 
procesador hará uso de las funciones intrínsecas SSE 
 
El beneficio de incluir esta biblioteca es poder utilizar las instrucciones SIMD (single 
instruction – multiple data) de la CPU, las cuales permiten ejecutar la misma operación 
en múltiples datos simultáneamente. Esto se logra utilizando los tipos XMVECTOR o 
XMMATRIX de la biblioteca. Estos tipos de datos requieren que su alojamiento en 
memoria se realice con un alineamiento de 16 bytes. Y en nuestro caso particular este 
procesamiento de datos en paralelo se utiliza intensivamente cuando sumamos y 
multiplicamos las 3-uplas de tipo float que representan los niveles de rojo, verde, y azul 
para las radiancias e irradiancias de pixeles y vértices.  
 
 
6.4 Desempeño de la Implementación 
 
El algoritmo se divide en dos grandes etapas por cada iteración: renderización de los 
hemicubos e integración de la energía en los mismos. La primera de estas etapas se 
realiza en la GPU, pues no hay discusión alguna sobre la efectividad de este hardware 
para dibujar escenas tridimensionales. Mucho dinero se ha invertido en diseñar su 
arquitectura y evolucionarla con el fin de mejorar precisamente la renderización de 
escenas tridimensionales. Pretender crear una versión del algoritmo en donde la 
renderización de los hemicubos también se ejecute en la CPU (dando como resultado 
una implementación que se ejecute 100% en este chip) no tiene mucho sentido, además 
de ser excesivamente complicado, pues la comparación con una renderización llevada a 
cabo por la GPU sería totalmente injusta y no nos aportaría datos relevantes.  
 Se han implementado algunas optimizaciones en esta primera etapa, por ejemplo, 
renderizar primero la geometría y luego el cielo en la primera iteración, minimizar las 
draw calls agrupándolas por material, etc. Pero las mayores posibilidades de 
optimización y de uso de la tecnología GPGPU se encuentran en la segunda de estas 
etapas, la cual presenta un gran nivel de paralelismo.  
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Resulta obvio que una GPU hará un mejor trabajo en esta etapa no sólo porque la 
estructura del algoritmo presenta un gran nivel de paralelismo (las irradiancias de los 
vértices pueden ser procesadas en paralelo así como los pixeles del hemicubo) sino 
porque cuando renderizamos los hemicubos, éstos se encuentran en memoria de video 
y para que la CPU pueda integrarlos debemos copiarlos a memoria de sistema, lo cual es 
un costo en tiempo considerable. Obviamente, la versión GPU simplemente leerá y 
procesará estos hemicubos de la memoria de video sin tener que copiarlos a ningún 
lado. 
 
La implementación del algoritmo que hemos detallado en este capítulo nos sirve 
como punto de partida antes de hacer el salto a las implementaciones en GPU.  Nos 
proporciona una versión estrictamente secuencial de la segunda etapa y, además, 
podemos ver que el algoritmo es correcto en el sentido de que las imágenes generadas 
tienen la calidad esperada.  
 
Usualmente, para verificar que  las imágenes generadas por el renderizador son 
correctas, se realiza una comparación con mediciones obtenidas en una escena del 
mundo real. Para hacer esto, es necesario contar con cierta infraestructura. No obstante, 
la mayoría de los algoritmos de renderización se verifican con una inspección visual. En 
ciertas áreas esto no sería suficiente, especialmente si estamos buscando precisión 
física en nuestras imágenes, pero este no es el caso para escenas que mayormente se 
utilizarán en juegos de computadora o películas. Aquí entra en juego la licencia artística 
y nos bastará que las imágenes luzcan aceptables en base a nuestra experiencia 
personal de observación. Exigir una representación de las imágenes con precisión física 
no sólo es altamente complicado de verificar sino que a veces es contraproducente. [25] 
 
La medición de la performance se realiza con la clase Timer, la cual es capaz de medir 
el tiempo transcurrido entre eventos con una precisión del orden de los microsegundos, 
mediante las funciones QueryPerformanceCounter y QueryPerformanceFrequency de la 
API de Windows.  
 
En la tabla 6.1 se encuentra el tiempo en segundos que tardan en ejecutarse las dos 
etapas del algoritmo en las 3 escenas de prueba sobre diferentes sistemas. 
A primera vista puede parecer que el tiempo de renderización de los hemicubos es 
muy elevado pero recordemos que estamos realizando 5 renderizaciones por cada 
hemicubo, es decir, por cada vértice. En el caso de la escena 3 con 4 rebotes estamos 
realizando 60618 x 5 x 4 renderizaciones: más de 12000 por segundo. No obstante, esto 
no nos debe preocupar por ahora. En el capítulo 8 daremos unas directivas de cómo 
sería posible mejorar el tiempo de esta primera etapa. 
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 Escena # de 
iteraciones  
Tiempo Etapa 1 Tiempo Etapa 2 Tiempo Etapa 2  
(sin copia de datos) 
 
 
 
 
Sistema 
1 
Escena 1  
(1508 vértices) 
1  0.045 0.251 0.158 
2 0.072 0.52 0.351 
8 0.244 2.05 1.39 
Escena 2  
(47010 vértices) 
1  6.90 7.33 4.96 
2 18.96 14.64 9.91 
4 43.04 29.31 19.84 
Escena 3  
(60618 vértices) 
1  13.58 9.43 6.37 
2 41.90 18.82 12.72 
4 98.51 37.70 25.53 
 
 
 
 
Sistema 
2 
 
Escena 1 
1  0.32 0.95 0.49 
2 0.50 1.93 0.98 
8 1.76 8.0 4.19 
 
Escena 2 
1  47.84 26.38 14.55 
2 113.73 53.90 30.51 
4 243.82 107.70 60.46 
 
Escena 3 
1  87.50 35.12 19.55 
2 247.39 69.97 39.14 
4 565.55 144.14 81.63 
Tabla 6.1: Tiempos (en segundos) de computación para la implementación CPU 
 
Las escenas son aquellas que se describieron en la sección 6.1. La etapa 1 del 
algoritmo es la renderización de los hemicubos, la etapa 2 es la integración. El sistema 1 
posee un procesador Intel Core I5 – 4460 @3.2Ghz, 4GB RAM DDR3 1333Mhz y una 
tarjeta de video GeForce GTX 660. El sistema 2 es una computadora portátil con 
procesador AMD Turion P520 2.3 Ghz, 4GB RAM DDR2 y tarjeta de video ATI Mobility 
Radeon HD5650. Ambos sistemas utilizan Windows 7 64bits como sistema operativo.  
Desafortunadamente, los controladores gráficos más recientes que el fabricante del 
sistema 2 ha puesto a disposición, ya tienen muchos años de antigüedad y quizá este sea 
un factor de influencia no menor a la hora de evaluar los tiempos de ejecución. 
 
Como ya dijimos, la primera etapa ya utiliza a la GPU para su implementación de 
manera que es mucho más urgente optimizar la integración, que también requiere un 
gran tiempo de procesamiento. Por lo tanto optimizarla conllevará un gran beneficio, de 
hecho si la escena tiene una geometría sencilla y con pocos materiales como es el caso 
de la Escena 1, el tiempo de la etapa 2 es superior al de la etapa 1. Notemos que el 
tiempo en segundos para las renderizaciones no es directamente proporcional a la 
cantidad de vértices (porque la cantidad de triángulos y los materiales también 
influyen), pero sí lo es el tiempo de integración.  
En el siguiente capítulo optimizaremos progresivamente la segunda etapa, mediante 
la tecnología DirectCompute de la última versión de DirectX. 
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Capítulo 7 
 
Radiosidad en GPU 
 
 
7.1 Introducción 
 
En este capítulo presentaremos una serie de implementaciones para la segunda 
etapa del algoritmo, que mejoran el desempeño incrementalmente con respecto a la 
anterior. Además, cuantificaremos las mejoras obtenidas en cada implementación con 
métricas apropiadas. Esta serie de implementaciones ilustra el proceso de optimización 
de un algoritmo en GPU, el cual es de una naturaleza iterativa. 
Antes repasaremos brevemente las diferencias entre las arquitecturas de una GPU y 
una CPU, además de las tecnologías detrás de estas implementaciones. 
 
7.2 La Tecnología GPGPU 
 
Como mencionamos en la sección 6.4 la GPU es un procesador que ha sido diseñado 
con la generación de gráficos tridimensionales en mente. Esta es su principal tarea. Pero 
en años recientes ha comenzado a popularizarse su uso en aplicaciones de propósito 
general. La tecnología que nos permite esto se conoce como GPGPU (General-Purpose 
Computing on Graphics Processing Units) y fue creada debido a las interesantes 
propiedades con las que cuentan estos procesadores: gran potencia de cálculo 
numérico, bajo costo y alta capacidad de paralelismo. 
Tanto las CPUs de hoy en día como las GPUs cuentan con varios núcleos de 
procesamiento (processor cores). Hasta unos 8 en el caso de las primeras (siempre 
hablando de productos para consumidores), y del orden de los cientos en las segundas. 
Cada uno de los núcleos de una CPU es un procesador fuera-de-orden y múltiple 
instrucción. Cada uno de los núcleos de una GPU es un procesador en-orden, de simple 
instrucción, que puede manejar múltiples hilos de ejecución y que comparte su lógica de 
control y caché con otros núcleos. 
Por lo tanto existen grandes diferencias entre las arquitecturas de una GPU y una 
CPU (figura 7.1) pues ambas han sido diseñadas para optimizar diferentes tipos de 
aplicaciones. El diseño de una CPU está optimizado para maximizar el desempeño de 
código secuencial. Hace uso de sofisticadas lógicas de control para permitir que las 
instrucciones de un mismo hilo de ejecución se ejecuten en paralelo o incluso en un 
orden diferente al original, mientras se mantiene la apariencia de una ejecución 
secuencial. Las CPUs también cuentan con grandes memorias caché para reducir la 
latencia del acceso a las instrucciones y datos.  
La filosofía del diseño de las GPUs está influenciada grandemente por las demandas 
de la industria del videojuego que requieren una gran cantidad de cálculos de punto 
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flotante por cuadro de animación renderizado.  Estos cálculos se realizan en datos 
completamente independientes, por ejemplo transformar las posiciones de los vértices 
de los triángulos o generar colores de pixeles. Esta independencia de datos es una 
diferencia clave entre los diseños de las CPUs y las GPUs. La misma permite que muchas 
instancias del programa puedan correr en paralelo, trabajar en datos independientes y 
producir resultados independientes, sin efectos colaterales. Por lo tanto los fabricantes 
de GPUs buscan maximizar las áreas de sus chips dedicadas al cálculo de operaciones de 
punto flotante y optimizar el rendimiento de ejecución paralela de un número masivo 
de hilos (threads). Esta ejecución masiva de hilos también ayuda a ocultar la alta 
latencia del acceso a la memoria DRAM: se cuenta con más hilos disponibles para 
ejecutar mientras otros están esperando los resultados del acceso a la memoria. Esta 
habilidad para tolerar las altas latencias es la razón principal por la que las GPUs no 
necesitan grandes  lógicas de control y memorias caché como las CPUs. Como resultado, 
ahora el fabricante puede dedicar una mayor área del chip a las operaciones de punto 
flotante y superar por un amplio margen la potencia de cálculo numérico de las CPUs.  
Otro aspecto en el que el hardware de las GPUs es superior es en el ancho de banda 
de la memoria el cual necesita ser capaz de manejar texturas, buffers y demás datos de 
gran tamaño en muy poco tiempo. Sin embargo su latencia no es muy buena pero esto, 
como dijimos, puede ocultarse con una ejecución masiva de hilos. 
 
 
 
De manera que ambos tipos de chips se especializan en diferentes tipos de aplicación. 
Uno puede encontrar muchas aplicaciones que hacen uso de esta poderosa combinación 
CPU+GPU para mejorar su desempeño. Ejecutando las áreas secuenciales del código en 
la CPU y las áreas con gran densidad de cálculos numéricos en la GPU. Los algoritmos 
que más se benefician de una implementación destinada a correr en GPUs son aquellos 
que exhiben un alto grado de paralelismo y una gran cantidad de operaciones de punto 
flotante.  
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Existen varios modelos de programación que dan soporte a la tecnología GPGPU. Los 
mismos nos permiten utilizar el poder de la programación paralela en los recursos de 
una GPU sin tener que utilizar la rendering pipeline en el rol de intermediaria como se 
solía hacer en los inicios. Estos modelos son CUDA  de NVIDIA [26], OpenCL de Khronos 
Group [27] y DirectCompute de Microsoft [28].  
 
7.3 DirectCompute 
 
En la versión 11 de DirectX se introdujo la API DirectCompute la cual permite a los 
desarrolladores utilizar las habilidades de computación paralela masiva que contienen 
las GPUs, directamente desde aplicaciones DirectX sin necesidad de utilizar una API de 
cómputo por separado como CUDA. 
El modelo de programación de DirectCompute está basado en aquel de CUDA. En esta 
sección detallamos los principales conceptos necesarios para programar en esta 
plataforma. 
 
7.3.1 Ventajas de DirectCompute y sus Aplicaciones 
 
DirectCompute cuenta con varias ventajas por sobre otras APIs de cómputo en GPU. 
Las que aquí nos interesan son las siguientes: 
 
 Está integrado en Direct3D. Lo cual nos permite interactuar con otros 
recursos de Direct3D (texturas, buffers, etc) muy fácilmente.  
 Utiliza el lenguaje de programación HLSL. El mismo que se debe utilizar para 
programar los vertex y pixel shaders de nuestro motor de render. 
 Mediante esta única API, podemos acceder al hardware gráfico de diferentes 
fabricantes en plataformas Windows. Ya no necesitamos, por ejemplo, que el 
usuario disponga de una tarjeta NVIDIA (como lo requiere CUDA). El único 
requisito es que el hardware sea compatible con DirectX11 (tarjetas NVIDIA 
GeForce a partir de la serie 400, tarjetas AMD Radeon HD a partir de la serie 
5000) 
 Otorga cierto nivel de garantía de resultados consistentes entre diferentes 
hardwares. 
 
DirectCompute cuenta con un gran número de posibles aplicaciones, pero su 
principal fortaleza se encuentra en aquellas que están relacionadas con los gráficos, 
justamente por las ventajas enumeradas anteriormente.  
Las principales aplicaciones por las que ha sido diseñado son: 
 
 Procesamiento de video y fotografías. 
 Post Procesamiento de imágenes para juegos (por ejemplo los famosos efectos 
de bloom y motion blur) 
75 
 
 
 Inteligencia artificial y física de los objetos en un juego. 
 Efectos de renderización avanzados. Por ejemplo, lo que nos ocupa: 
iluminación global. 
 
7.3.2 Compute Shaders y Threading 
 
DirectCompute expone la tecnología GPGPU por intermedio de un nuevo tipo de 
shader: el compute shader. El cual es muy similar a los vertex, pixel  y geometry shaders 
pero con muchas más capacidades en cuanto a la computación de propósito general. 
Este shader no se encuentra asociado a ninguna etapa de la rendering pipeline pero 
puede interactuar con ellas mediante los recursos de Direct3D (buffers, texturas, render 
targets, etc)  
A diferencia del vertex shader, que se ejecuta una vez por cada vértice de entrada, o 
de un pixel shader que se ejecuta una vez por cada fragmento de pixel, el compute shader 
no necesita que haya alguna asociación entre sus hilos de ejecución y los datos que éstos 
procesan. La aplicación puede lanzar un compute shader de la cantidad de hilos que 
prefiera y éstos pueden procesar tantos elementos como consideren necesarios. 
También pueden realizar accesos aleatorios a memoria, en particular la habilidad de 
escribir a cualquier ubicación en un buffer (scattered writes), algo que históricamente 
ha sido complicado de realizar en GPUs. 
 
El compute shader es el equivalente en DirectCompute a las kernel functions de CUDA. 
Ambos son instancias del famoso estilo de programación paralela conocido como single-
program multiple-data (SPMD) debido a que múltiples hilos de la GPU ejecutan el mismo 
programa especificado en el compute shader o kernel function.  Estos hilos son livianos, 
en el sentido de que su costo de creación y de scheduling es despreciable, al contrario de 
los hilos en una CPU.  
 
Ahora bien, para crear y lanzar los hilos que finalmente ejecutarán el código del 
compute shader en nuestra GPU necesitamos hacer una llamada, en la API Direct3D, 
conocida como Dispatch.  Este método toma como parámetros 3 enteros los cuales 
representan, respectivamente, la cantidad de grupos de hilos (thread groups) en las 
dimensiones x, y, z de una grilla de hilos. A su vez, los grupos de hilos tienen un tamaño 
prefijado de hilos en cada dimensión x, y, z mediante el atributo numthreads declarado 
justo antes del código del compute shader. 
 
Ya que cada hilo en la grilla ejecuta la misma función, debemos contar con un 
mecanismo que nos permita identificar cada uno de ellos dentro del código, para que 
puedan trabajar en distintas partes de los datos de entrada (y escribir los datos de 
salida también en diferentes índices) en base a estos identificadores. Los mismos 
brindan las coordenadas de cada hilo dentro del thread group y de la grilla (figura 7.2). 
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Figura 7.2: grilla de hilos y thread groups. Valores de identificación (system values) para un hilo en 
particular. 
 
La escritura del código del compute shader se facilita en gran manera al disponer de las 
mencionadas dimensiones x, y, z para cada hilo y cada thread group.   
 
Los hilos dentro de cada thread group pueden cooperar entre sí compartiendo 
resultados intermedios utilizando una memoria compartida asignada para cada grupo. 
También pueden sincronizar sus ejecuciones con ciertas primitivas de forma tal que 
ningún hilo dentro del grupo continúe su ejecución hasta que el resto haya alcanzado 
ese punto. Al no permitir la sincronización entre hilos de diferentes grupos, 
DirectCompute consigue que los thread groups puedan ejecutarse en cualquier orden 
relativo a los demás porque ninguno debe esperar que otro grupo termine su ejecución 
para continuar. Esta flexibilidad permite que DirectCompute consiga una escalabilidad 
transparente: la habilidad de ejecutar prácticamente el mismo código en diferentes 
hardwares con diferentes recursos y que aquellos que cuenten con una mayor cantidad 
de éstos obtengan un mejor desempeño. 
 
7.3.3 Asignación de Hilos a Recursos de Ejecución 
 
Una vez que se lanza una grilla para su ejecución, DirectCompute asigna sus thread 
groups a diferentes recursos de ejecución en la GPU. En tarjetas NVIDIA estos recursos 
de ejecución se conocen como streaming multiprocessors (SMs) y en tarjetas AMD, SIMD 
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units. Los mismos se dividen en más unidades de ejecución conocidas como streaming 
processors (SPs), los cuales comparten lógica de control y caché de instrucciones.  
Cada SP, en general, cuenta con una unidad de punto flotante FPU, una ALU, y 
unidades de funciones especiales que ejecutan funciones trascendentales. 
 
En el chip GeForce GTX 660 que utilizamos en este trabajo, se cuenta con 5 SMs, cada 
uno con 192 SPs dando un total de 960 SPs. Cada uno de estos procesadores puede 
ejecutar miles de hilos por aplicación. En el caso de DirectCompute, el límite de hilos por 
grupo es de 1024 (repartidos entre las 3 dimensiones, pero z no puede exceder 64) Y el 
límite de grupos por grilla es de 65535 grupos por dimensión [31]. La elección de la 
cantidad de hilos por dimensión en los thread groups y la cantidad de thread groups por 
dimensión en la grilla, son parte del diseño de cada algoritmo que deseemos 
implementar. Se recomienda lanzar al menos tantos grupos como SMs haya en el 
sistema de manera tal que cada SM tenga un grupo asignado y así no desperdiciar 
recursos de ejecución, pero también se recomienda que la cantidad de grupos sea 
mucho mayor, por varias razones. Una de ellas es que este es el mecanismo que utiliza 
DirectCompute para ocultar la latencia de los accesos de memoria: si todos los hilos de 
un grupo están esperando el resultado del acceso a memoria el scheduler contará con 
otros grupos para ejecutar en su lugar (en realidad la unidad que se calendariza es una 
subdivisión de los grupos: el warp, los detalles más adelante). Otra de las razones es que 
futuras generaciones del hardware contarán con una mayor cantidad de recursos de 
ejecución y por lo tanto, necesitará de una mayor cantidad de grupos para no 
desperdiciarlos. 
 
 
 Figura 7.3: asignación de 3 thread groups a cada SM. La cantidad de SPs por SM es sólo a modo 
ilustrativo. 
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7.3.4 Modelo de Memoria 
 
El mayor desafío en implementar algoritmos de manera eficiente en una GPU 
consiste en minimizar los accesos a la memoria DRAM de alta latencia. Para ello es 
necesario un manejo inteligente de los diferentes tipos de memoria que DirectCompute 
ofrece. Estos tipos son: 
 
 Registros: cada hilo puede acceder a sus propios registros y su contenido se 
mantiene durante el ciclo de vida del mismo. De capacidad limitada y de 
altísima velocidad de acceso. 
 
 Memoria Local: accesibles para cada hilo y su contenido se mantiene durante 
su ciclo de vida. Los datos almacenados se guardan en la memoria DRAM, de 
gran capacidad y alta latencia. 
 
 Memoria Compartida: accesibles por cada hilo de un thread group. Los datos 
se mantienen durante el ciclo de vida del bloque. De baja latencia y una 
capacidad de 32KB por thread group. 
 
 Memoria Global: memoria DRAM  de la placa. Accesible por los hilos y por la 
CPU. De gran capacidad y alta latencia.  
 
 Memoria Constante: memoria de sólo lectura accesible por los hilos. Debe ser 
inicializada por el sistema antes de la dispatch call por medio de constant 
buffers. 
 
 Memoria de Sistema: no accesible por los hilos. 
 
 
7.4 Implementaciones 
 
Ya contamos con los conceptos teóricos necesarios para implementar la segunda 
etapa del algoritmo de radiosidad con tecnología GPGPU.  Para ilustrar mejor las 
técnicas de optimización que utilizaremos, presentaremos varias implementaciones y 
luego de cada una mediremos el desempeño obtenido utilizando métricas apropiadas. 
 
Una pregunta que surge es ¿cuál debería ser nuestra meta de optimización? 
Deberíamos conseguir que la implementación en GPU supere a una versión en CPU, 
pues ya notamos que el algoritmo cuenta con un alto grado de paralelismo. Pero más 
precisamente, deberíamos tratar de conseguir un máximo aprovechamiento de los 
recursos de la GPU.  
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Figura 7.4: modelo de memoria de DirectCompute. Inspirado en aquel de CUDA. El código de la aplicación 
D3D puede escribir a la memoria global y constante de la GPU por medio del bus PCI Express. 
 
Estos recursos son, principalmente, la cantidad de operaciones de punto flotante por 
segundo y el ancho de banda de la memoria. Por ello, para analizar qué tan eficiente es 
una implementación, debe utilizarse como métrica la cantidad de operaciones de punto 
flotante efectuadas por segundo (GFLOPS), y/o el ancho de banda utilizado (GB/s)  
Si el cuello de botella del shader está en los cálculos de punto flotante (compute-
bound shaders) deberíamos utilizar los GFLOPS como métrica, y si el cuello de botella 
está en los accesos a memoria (memory-bound shaders) deberíamos utilizar los GB/s. 
Conociendo estos valores y el pico máximo teórico de GFLOPS y GB/s de nuestro 
hardware podremos definir si nuestra implementación es lo suficientemente eficaz o no. 
 
7.4.1 Primera Implementación 
 
Para todas estas implementaciones, la estructura general de la etapa de integración 
de los hemicubos que se detalló en la sección 6.3.3, permanece prácticamente igual. 
Seguimos sumando la energía que cada pixel del hemicubo contribuye hacia el vértice. 
También se mantiene sin cambios el resto del algoritmo que se describió en 6.3.1.  
Muchas de las técnicas de optimización válidas en CUDA [29] también son útiles para 
DirectCompute, de manera que al lector experimentado en CUDA estas secciones le 
resultarán muy familiares. 
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Notemos que hay una gran oportunidad para aprovechar el poder de procesamiento 
paralelo de las GPUs, pues la energía que cada pixel del hemicubo contribuye es 
independiente del resto.  
Dada esta independencia, podemos decirle a cada hilo que cargue y procese un pixel 
diferente del hemicubo. Es decir que necesitamos 12288 hilos para cargar y procesar 
cada uno de ellos (las caras del hemicubo son de 64x64 pixeles y las 4 caras laterales 
sólo contienen información de radiancia en una de sus mitades). La forma en la que 
debemos organizar la grilla de hilos es un aspecto importante del diseño de nuestra 
implementación.  
Una vez que cada hilo haya procesado su pixel correspondiente, debemos sumar 
estas irradiancias parciales. Recordemos que sólo los hilos de un mismo grupo pueden 
cooperar, de manera que si pudiésemos crear un grupo de 12288 hilos la suma final 
podría efectuarse sin problemas. Pero esto no es posible, puesto que el límite es de 1024 
hilos por grupo. Es necesario lanzar más grupos en la dispatch call. Una posibilidad es 
lanzar 5: cada uno encargado de procesar y sumar la radiancia de una de las caras del 
hemicubo. Pero esto también nos lo impide el límite de 1024 hilos.  La siguiente 
posibilidad en la jerarquía es lanzar 64x5 grupos en la grilla, de 64 hilos cada uno. Cada 
grupo se encargará de procesar una de las filas de pixeles en alguna de las caras del 
hemicubo. 
El problema ahora es que no podemos sincronizar la ejecución de hilos que se 
encuentren en grupos diferentes. Una vez que cada grupo termine su ejecución, 
tendremos 64x5 sumas parciales de la irradiancia total.  
Para resolver esto y terminar la suma, realizamos una segunda dispatch call 
compuesta por un solo grupo de 64x5 hilos, donde los datos que deben procesarse son 
las 64x5 sumas parciales del compute shader anterior. Esta es la forma en la que se 
sincronizan hilos de diferentes grupos en DirectCompute.  
 
La implementación del algoritmo para GPUs es llevada a cabo por la clase 
GPURadiosity la cual hereda funcionalidad general de la clase Radiosity. El código C++ 
que realiza las dispatch calls se encuentra en el método 
GPURadiosity::IntegrateHemicubeRadiance.  
 
En el mismo, primeramente configuramos el estado de la API antes de realizar la 
dispatch call. Asignamos la textura 2D, que contiene la renderización del hemicubo, a 
una de las variables del compute shader mediante el método CSSetShaderResources. 
Notemos que esta textura 2D ya existe en el espacio de memoria de la GPU de manera 
que no necesitamos hacer ninguna transferencia. También asignamos el buffer de salida 
(con el método CSSetUnorderedAccessViews) y un buffer con datos constantes, como lo 
son el índice del vértice que estamos procesando y el peso del vértice. Las Unordered 
Access Views (UAVs) son un nuevo tipo de view introducido en Direct3D 11 que nos 
permite que múltiples hilos escriban y lean en accesos no ordenados a  un buffer. Las 
views en Direct3D son un mecanismo que asiste a la interpretación que debe hacer el 
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hardware de un recurso en memoria. Ello nos permite utilizar un mismo recurso de 
diferentes maneras y en diferentes etapas de la rendering pipeline.   
 
El código HLSL del primer compute shader se encuentra en el Apéndice B 1.1 
  
Todos los threads que ejecuten este compute shader primeramente construyen el 
índice del pixel que deben leer y procesar. Las caras del hemicubo se encuentran en una 
textura 2D y almacenadas una al lado de la otra, en el orden dado por la figura 7.5. Una 
opción más cómoda sería utilizar un Texture2DArray, el cual es, como su nombre lo 
indica, un arreglo de texturas 2D que podríamos indexar con un código más simple 
(pero de la misma eficiencia que éste), pero la decisión de utilizar una única textura 2D 
tiene una buena razón que será explicada más adelante. 
 
 
 
Luego que cada thread haya procesado el pixel correspondiente, almacena su 
irradiancia en una memoria compartida. A continuación se realiza una parallel reduction 
[30] para sumar todos esos elementos en un único valor. Al finalizar, nos quedarán 320 
valores que serán sumados por el segundo compute shader cuyo código está en el 
Apéndice B 1.2. 
 
En este segundo compute shader también realizamos una parallel reduction para 
sumar las 320 sumas parciales que realizó el shader anterior.  Al finalizar, multiplicamos 
por el peso del vértice y escribimos el resultado final en un buffer indexado por el índice 
del vértice. 
Notemos cómo estamos haciendo uso de la memoria compartida de baja latencia 
para que hilos del mismo grupo puedan cooperar de manera eficiente en las sumas de 
las irradiancias. 
 
Un tercer compute shader muy simple (apéndice B 1.3) se encargará de sumar las 
radiancias de los vértices de la presente iteración con los de iteraciones pasadas. Esta 
dispatch call se encuentra en el método GPURadiosity::AddPasses. No analizaremos el 
desempeño de este compute shader por su alta simplicidad. 
 
Notemos que la aritmética de punto flotante que estamos utilizando es de precisión 
simple. Al igual que nuestra decisión de usar un tamaño de 64x64 pixeles para las caras 
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del hemicubo, esto tampoco constituye un problema por las razones expuestas en la 
sección 6.4: nuestro objetivo no es contar con un algoritmo que calcule los valores de 
irradiancia en la escena con una gran fidelidad y precisión. Nos basta con que la escena 
luzca aceptable y natural. 
 
Los resultados del análisis del desempeño de nuestra flamante implementación en 
los sistemas de prueba se encuentran en la tabla 7.1. 
 
Nuevamente la encargada de medir el tiempo de ejecución de los algoritmos es la 
clase Timer. Se debió tomar especial cuidado al momento de medir el tiempo de 
ejecución de llamadas a la GPU puesto que éstas son asíncronas. El lector interesado 
encontrará muy útil inspeccionar el método Timer::WaitGPUToFinish.  
 
  
Escena 
# de 
iteraciones  
Tiempos de Ejecución 
Shader 1 – Shader 2 
(segundos) 
Bandwidth 
(GB/s) 
 
GFLOPS 
 
 
 
 
Sistema 
1 
Escena 1 
 (1508 vértices) 
1 0.072 – 0.057 6.51 – 0.12 12.46 – 0.033 
2 0.14 – 0.11 6.58 – 0.12 12.59 – 0.033 
8 0.58 – 0.46 6.45 – 0.12 12.34 – 0.033 
Escena 2  
(47010 vértices) 
1 2.29 – 1.81 6.38 – 0.12 12.20 – 0.033 
2 4.62 – 3.69 6.34 – 0.12 12.13 – 0.032 
4 9.03 – 7.27 6.49 – 0.12 12.41 – 0.033 
Escena 3  
(60618 vértices) 
1 2.88 – 2.30 6.55 – 0.12 12.54 – 0.033 
2 5.76 – 4.72 6.59 – 0.12 12.61 – 0.033 
4 11.59 – 9.61 6.55 – 0.12 12.53 – 0.032 
 
 
 
 
Sistema 
2 
 
Escena 1 
1 0.56 – 0.42 0.91 – 0.018 1.74 – 0.005 
2 1.00 – 0.75 0.94 – 0.019 1.80 – 0.005 
8 3.92 – 2.94 0.98 – 0.020 1.88 – 0.005 
 
Escena 2 
1 15.86 – 11.81 0.94 – 0.019 1.81 – 0.005 
2 30.54 – 22.68 0.98 – 0.020 1.88 – 0.005 
4 65.95 – 50.29 0.91 – 0.018 1.75 – 0.005 
 
Escena 3 
1 20.60 – 15.31 0.95 – 0.019 1.81 – 0.005 
2 43.16 – 32.61 0.91 – 0.018 1.74 – 0.005 
4 89.29 – 68.38 0.85 – 0.017 1.63 – 0.0046 
Tabla 7.1: Métricas para los dos compute shaders en la primera implementación GPU. 
 
Para medir el ancho de banda utilizado y los GFLOPs se utiliza la clase Profiler. Esta 
clase lee un archivo de configuración que indica la cantidad de gigabytes (de lectura y 
escritura) y operaciones de punto flotante (en gigaflops) que realiza cada compute 
shader por grupo. Para saber cuántas operaciones de punto flotante realiza un compute 
shader es necesario compilar el mismo a un archivo en código assembly y contabilizar 
las instrucciones que operen en valores de punto flotante. Por supuesto, la aritmética de 
enteros necesaria para indexar las texturas y buffers no aumenta este valor. Tampoco lo 
83 
 
 
hacen las operaciones de lectura y escritura a memoria compartida o global, ni las 
instrucciones para aumentar el contador de un bucle, etc. 
 
Como era de esperarse, los valores de ancho de banda y GFLOPs alcanzados en cada 
escena de prueba se mantienen relativamente iguales puesto que, a los ojos de esta 
etapa de integración, la única diferencia que existe entre estas escenas es la cantidad de 
vértices en cada una, es decir la cantidad de veces que se ejecutarán los compute 
shaders. Esto implica, además, que el tiempo total de la etapa 2 es directamente 
proporcional a la cantidad de vértices en la escena y a la cantidad de iteraciones. 
En general la mejora obtenida con respecto a la versión CPU es de unos 1.75x – 2x en 
el sistema 1. En el caso del sistema 2, hay un virtual empate en las escenas 1 y 2 
mientras que en la 3 existe una leve ventaja a favor de la versión CPU. 
Si no tomamos en cuenta el tiempo de transferencia de datos de memoria de video a 
memoria de sistema para el algoritmo CPU, la mejora obtenida es de unos 1.2x – 1.4x en 
el sistema 1. En el sistema 2 la ventaja a favor de la CPU se extiende a las 3 escenas de 
prueba.  
 
Ambos shaders cuentan con una baja intensidad aritmética. Esto es: hay pocas 
operaciones de punto flotante por dato cargado. Es decir que el cuello de botella se 
encuentra en el ancho de banda de la memoria. Para conseguir el mejor desempeño 
posible deberíamos tratar de utilizar dicho recurso al máximo. Éste es de unos 144.2 
GB/s en el caso de la GeForce GTX 660 y de unos 25.6 GB/s para la Mobility Radeon HD 
5650 
 
Uno de los problemas que tiene esta implementación es que está desperdiciando 
recursos en calcular la radiancia de pixeles con energía nula (las zonas en negro de la 
figura 7.5) Si bien tener 64x5 grupos de 64 hilos cada uno nos facilitó a la hora de 
indexar los pixeles, la realidad es que sólo necesitamos 12288 hilos para procesar todo 
el hemicubo.   
Otro de los problemas es que no estamos aprovechando todo el potencial de 
procesamiento paralelo de las GPUs. Recordemos que el mecanismo que DirectCompute 
posee para ocultar la latencia de los accesos a memoria es contar con suficientes hilos 
para procesar. Más precisamente, necesita contar con muchos warps disponibles.  
 
Los warps son conjuntos de 32 hilos que pertenecen al mismo grupo. El hardware 
ordena los hilos de un mismo grupo según sus identificadores dando prioridad al valor 
del identificador en la dimensión x, luego en y, finalmente en z. De esta manera, si 
nuestros grupos tienen un tamaño de 10x7x1 hilos, en el primer warp estarán los hilos 
con identificadores (0,0,0), (1,0,0), (2,0,0) …  (1, 3, 0). En el segundo warp los hilos 
(2,3,0) hasta (3,6,0). Si el tamaño del grupo no es divisible por 32, el último warp tendrá 
hilos de relleno, lo cual no es recomendable por obvias razones. 
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El warp es la verdadera unidad de calendarización de los SMs: cuando todos los hilos 
de un warp deben esperar la respuesta de un acceso a memoria, en lugar de dejar que 
todas las unidades de punto flotante queden a la espera, se quita este warp y se elige 
otro para su ejecución. Obviamente contar con muchos warps residentes en el SM 
aumenta las chances de que éste encuentre alguno disponible para su ejecución. 
 
Por lo tanto es de absoluta necesidad incrementar la cantidad de warps asignados en 
cada SM. Existe una métrica relacionada a esto que se conoce como ocupación teórica 
(theoretical occupancy) o simplemente ocupación.  
Cuando los thread groups se asignan a los SMs el hardware los divide en warps para 
su calendarización, pero existe un número máximo de warps residentes por SM, el cual 
varía en cada hardware. Esta métrica mide la proporción entre warps residentes en un 
SM y la máxima cantidad posible de warps residentes por SM.  
 
Existen un par de factores que afectan a esta métrica. Un SM impone límites en la 
cantidad de grupos e hilos que pueden residir en él. Así como límites en la cantidad de 
registros y de tamaño de memoria compartida que puede asignar a cada grupo. El 
recurso que se agote primero definirá el límite de grupos que pueden residir por SM 
para cierto compute shader. 
En general se recomienda que la ocupación sea de al menos 50%. Aumentar de 66% a 
100%  no siempre resultará en una mejora de la performance puesto que también se 
reducen los recursos que pueden asignarse a cada hilo. Pero sí podemos estar seguros 
de que una baja ocupación afectará negativamente el desempeño al no contar con los 
suficientes warps para ocultar operaciones de alta latencia. 
 
Para alcanzar una buena ocupación es necesario conocer detalles del hardware 
donde estemos trabajando. En el caso de nuestra tarjeta GeForce GTX 660, ésta dispone 
de 5 SMs, cada uno de los cuales puede manejar 16 grupos, 2048 hilos, 64 warps, 63 
registros por hilo, 65536 registros por bloque y  48KB de memoria compartida (aunque 
Shader Model 5.0 sólo permite utilizar 32KB)  
Nuestro primer compute shader es ejecutado por 64x5x1 grupos de 64 hilos cada 
uno. Aquí el primer recurso que se agota es el de los grupos por SM. Sólo podemos 
asignar 16 a cada SM, por lo tanto tendremos 16x64 = 1024 hilos por SM. Esto es 32/64 
= 0.5 de ocupación teórica. Lo cual podría ser mejor pero no está tan mal. El problema es 
aún mayor en el segundo compute shader el cual es ejecutado por 1 sólo grupo de 320 
hilos. Esto no sólo nos deja con un pobre 0.15 de ocupación teórica sino que 4 de los 5 
SMs ni siquiera se utilizan al no haber grupos asignados a ellos. 
 
También existe otra métrica conocida como ocupación alcanzada (achieved 
occupancy) que indica cuál es el porcentaje de ocupación real en cada SM. La ocupación 
teórica muestra el límite superior, pero el verdadero número de warps activos varía 
durante la ejecución del compute shader a medida que los warps comienzan y finalizan 
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sus ejecuciones.  Esta métrica nos sugiere la importancia que tiene lanzar muchos 
grupos por dispatch, no sólo para aumentar la ocupación teórica sino también para 
mitigar el efecto de cola (tail effect) que se produce cuando quedan pocos grupos por 
procesar, con el consiguiente desperdicio de recursos [36]. 
 
7.4.2 Segunda Implementación 
 
En esta segunda implementación el objetivo principal será aumentar la ocupación 
alcanzada en las dispatch calls o grillas.  
Para lograrlo, procesaremos más de un vértice por cada dispatch. Es decir que 
primero renderizaremos una cierta cantidad de hemicubos y luego los integraremos a 
todos juntos en los compute shaders. Esto nos permitirá lanzar dispatchs de un mayor 
tamaño y aumentar la ocupación. Además, cada vez que una aplicación Direct3D pasa de 
ejecutar un compute shader a ejecutar un graphics shader ocasiona un context switch en 
el hardware. Minimizar estos cambios de contexto también nos ayuda a mejorar el 
desempeño. 
 
La renderización de cada una de las caras de los hemicubos se realiza en una misma 
textura 2D. Por supuesto, podríamos haber utilizado en su lugar 5 texturas 2D por 
hemicubo pero debemos tener en cuenta que luego debemos asignarlas al compute 
shader de integración. El problema es que las variables HLSL Texture2DArray tienen un 
límite de longitud de 2048 elementos [32]. Si quisiéramos procesar 512 vértices por 
dispatch este límite no nos lo permitiría (tendríamos 512x5 = 2560 texturas 2D) Por ello 
preferimos renderizar todas las caras a una misma textura 2D.  
Los viewports en Direct3D son rectángulos que definen la subárea del render target 
donde se escribirá la próxima renderización. Esta es la técnica que usamos en el método 
Radiosity::ProcessVertex para poder renderizar varios hemicubos a una sóla textura 2D.  
 
Para configurar fácilmente cuántos vértices procesaremos en cada compute shader 
agregamos la opción Vertices Baked Per Dispatch en el cuadro de diálogo de la figura 5.6, 
que definirá el valor de la constante Radiosity::VERTICES_BAKED_PER_DISPATCH. 
 
Definir la cantidad óptima de vértices que debemos procesar por compute shader, así 
como definir las dimensiones óptimas de los thread groups y la grilla de grupos, son 
tareas que inevitablemente involucran algo de experimentación.  
 
En esta implementación también solucionaremos el desperdicio de recursos que se 
produce al sumar pixeles con energía nula.  
El código C++ del método GPURadiosity::IntegrateHemicubeRadiance permanece casi 
inalterado, solamente que recibimos un parámetro extra, verticesBaked, que nos indica 
la cantidad de vértices cuyos  hemicubos estaremos integrando (casi siempre será 
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VERTICES_BAKED_PER_DISPATCH, excepto cuando nos queden menos que esta 
cantidad)  
La primera dispatch call entonces, tiene una dimensión de 64 x verticesBaked x 1. 
Cada thread group está compuesto de 192 hilos.  
Todos los grupos que tengan el mismo valor en la coordenada Y se encargan de 
integrar el mismo vértice. Así, por ejemplo, los grupos con índices (0,3,0), (1,3,0), …., 
(62, 3, 0), (63,3,0) se encargan de integrar el vértice número 4 del presente lote. 
Observemos también que 64x192 = 12288 hilos. Es decir que ya no estaremos 
desperdiciando recursos en integrar la energía de los pixeles nulos. Esto significa que 
tendremos que hacer una indexación de pixeles más ingeniosa y por lo tanto utilizar un 
poco más de instrucciones en la misma. 
La segunda dispatch call está compuesta por verticesBaked grupos de 64 hilos cada 
uno. 
 
La primera dispatch call se encarga de obtener las radiancias de cada pixel y de 
obtener 64 sumas parciales de la irradiancia total del vértice. Estas 64 sumas parciales 
son integradas en una suma final mediante una reducción paralela en la segunda 
dispatch call. Las reducciones paralelas son más eficientes cuando la cantidad de 
elementos a procesar es una potencia de 2. Esta es la razón por la que elegimos un valor 
de 64 para la dimensión X de la primer dispatch call. También podemos optar por un 
valor de 128, pero 64 tiene una mejor ocupación teórica. 
  
El código de los compute shaders para esta implementación se encuentra en el 
apéndice B.2. 
En el primer compute shader tenemos muchas instrucciones condicionales. Estas 
instrucciones, en el contexto de la computación paralela, deben efectuarse con sumo 
cuidado. En particular debemos evitar la divergencia en warps (warp divergence). Un 
fenómeno que se produce cuando los hilos pertenecientes a un mismo warp toman 
caminos de ejecución distintos.  
Este fenómeno atenta contra el desempeño de los shaders, pues el hardware ejecuta 
una misma instrucción para todos los hilos del warp antes de pasar a la siguiente (un 
estilo de ejecución conocido como SIMT por single-instruction, multiple-thread). Lo que 
implica que, en el caso de que los hilos tomen caminos de ejecución distintos, se 
necesitará una pasada para ejecutar los hilos que tomen la rama if y otra pasada para los 
hilos que tomaron la rama else. Estas pasadas son secuenciales y por lo tanto suman 
tiempo de ejecución. 
Sin embargo ninguna de las instrucciones condicionales produce warp divergence. 
Todos los hilos de cada warp toman la misma rama del if gracias a la forma en la que el 
hardware selecciona los hilos para cada warp y al hecho de que el tamaño en pixeles de 
las caras del hemicubo es divisible por el tamaño del warp.  
El único lugar donde se produce divergencia es en las reducciones paralelas (cuando 
la cantidad de elementos que quedan por sumar es menor a 64) 
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La ocupación del primer dispatch, o grilla, para esta nueva implementación en el chip 
GeForce GTX 660 es de 1920/2048 = 0.9375, siempre que elijamos un buen número de 
Vertices Baked Per Dispatch. El primer recurso en agotarse es el de cantidad de hilos por 
SM. Sólo podemos asignar 10 grupos antes de pasarnos de este límite. Sin embargo el 
índice es bastante alto.  
La ocupación del segundo dispatch es de 1024/2048 = 0.5, mucho mejor que en la 
primera implementación. Esta vez, el primer recurso en agotarse es el de la cantidad de 
grupos por SM siempre que elijamos un buen número de Vertices Baked Per Dispatch. 
 
El desempeño de nuestra segunda implementación se encuentra en las tablas 7.2 y 
7.3. Analizaremos solamente los tiempos de una de las escenas de prueba, por la razón 
que ya hemos mencionado: la única diferencia entre ellas para esta etapa es la cantidad 
de veces que se ejecutan los compute shaders. 
 
El sistema 1 cuenta con 2GB de memoria de video dedicada, mientras que el sistema 
2 dispone de 1GB. A medida que aumentamos el valor de 
VERTICES_BAKED_PER_DISPATCH también aumentan los requerimientos en memoria 
de video. 
El ancho de banda alcanzado se incrementa a medida que lanzamos más grupos. 
Llega un punto en el que la ganancia obtenida es cada vez menor. Pero seguramente los 
nuevos chips que cuenten con más unidades de procesamiento y memoria dedicada 
podrán beneficiarse con valores aún mayores. Es decir que el código es escalable. 
 
En el sistema 1 se alcanzan, en el primer shader, unos 45-46 GB/s, es decir alrededor 
de un 30% de la capacidad total. Aún hay espacio para optimizar mucho más. 
 
Vertices Baked 
Per Dispatch 
Tiempo 
Shader 1 (s) 
Bandwidth 1 
(GB/s) 
GFLOPS 1 Tiempo 
Shader 2 (s) 
Bandwidth 2 
(GB/s) 
GFLOPS 2 
2 2.25 7.83 18.28 1.85 0.050 0.013 
4 1.42 12.68 29.62 1.02 0.095 0.025 
8 1.12 16.25 37.96 0.72 0.146 0.038 
16 0.83 21.16 49.41 0.49 0.20 0.053 
32 0.61 28.30 66.08 0.26 0.37 0.099 
64 0.49 34.80 81.26 0.145 0.63 0.168 
128 0.42 41.12 96.04 0.061 1.62 0.42 
256 0.39 43.72 102.09 0.030 3.23 0.85 
512 0.38 45.24 105.64 0.019 5.01 1.32 
1024 0.376 45.98 107.39 0.011 8.64 2.28 
2048 0.370 46.64 108.93 0.0072 13.10 3.46 
Tabla 7.2: Métricas para la escena de prueba número 2 con 2 iteraciones en el sistema 1.  
Implementación GPU2. 
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Vertices Baked 
Per Dispatch 
Tiempo 
Shader 1 (s) 
Bandwidth 1 
(GB/s) 
GFLOPS 1 Tiempo 
Shader 2 (s) 
Bandwidth 2 
(GB/s) 
GFLOPS 2 
2 14.93 1.26 2.95 11.57 0.0088 0.002 
4 9.36 1.90 4.44 6.26 0.015 0.004 
8 6.37 2.86 6.68 3.13 0.031 0.008 
16 5.07 3.58 8.36 1.61 0.06 0.016 
32 4.18 4.30 10.06 0.80 0.123 0.032 
64 3.72 4.77 11.14 0.53 0.21 0.057 
128 3.51 5.0 11.68 0.287 0.378 0.10 
256 3.34 5.17 12.07 0.14 0.66 0.176 
512 3.30 5.24 12.25 0.093 1.13 0.3 
1024 3.25 5.32 12.42 0.09 1.74 0.46 
2048 3.22 5.35 12.51 0.042 2.16 0.57 
Tabla 7.3: Métricas para la escena de prueba número 2 con 2 iteraciones en el sistema 2. 
Implementación GPU2. 
 
 
7.4.3 Tercera Implementación 
 
Las operaciones matemáticas como división entera y resto de la división entera son 
particularmente costosas en el hardware de las tarjetas de video. Por lo tanto deben 
evitarse, mientras sea posible, mediante shifts y operaciones bit a bit. Estas son mejoras 
que seguramente el compilador ya efectúa si el operando es un literal como en nuestro 
caso, sin embargo aquí también las incluiremos aunque más no sea para entender mejor 
lo que sucede. 
Otra de las mejoras que un buen compilador puede efectuar es el loop unrolling [33]. 
Esta técnica busca aumentar el porcentaje de instrucciones de punto flotante que el 
hardware realiza. Es decir, las instrucciones que contribuyen en forma directa al 
resultado final. Instrucciones como aumentar el contador de un bucle, realizar una 
comparación con la cota, e indexar buffers mediante el contador también consumen el 
limitado ancho de banda del procesamiento de instrucciones.  
Por ello es que, si conocemos el número de iteraciones que el bucle realizará, 
podemos desenrollarlo por completo sustituyendo la variable del contador por un 
literal. Disminuyendo así a la cantidad de instrucciones que no son de punto flotante y 
ganando más ancho de banda para las que sí lo son.  También incluiremos esta mejora 
en las reducciones paralelas del código.  
Se compiló el compute shader que utilizaba división entera y módulo, y que no 
aplicaba loop unrolling, con la herramienta de compilación de shaders fxc versión 
9.30.9200 [22]. Al inspeccionar el código assembly resultante descubrimos que las 
operaciones de división entera y resto de la división entera fueron sustituídas por shifts 
y operaciones bit a bit, mientras que el bucle no fue desenrollado. 
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El segundo compute shader es ejecutado por 64 hilos para sumar 64 valores mediante 
una reducción paralela. Pero 32 de esos hilos nunca alcanzan a realizar ninguna suma, 
solamente cargan un valor de la memoria global a la memoria compartida. En su lugar, 
lanzaremos el shader con 32 hilos por grupo. Cada uno cargará dos valores y los sumará 
antes de guardarlo en una de las 32 posiciones de la memoria compartida. 
 
La principal mejoría de esta tercera implementación tiene que ver con una 
importante decisión para el desempeño de los algoritmos de computación paralela: la 
granularidad de los hilos (thread granularity) Puede resultar ventajoso asignarle más 
trabajo a cada hilo y usar una menor cantidad de ellos, especialmente si hay trabajo 
redundante entre ellos.  
 
En nuestro caso, podemos aplicar esta técnica fácilmente, asignando a cada hilo la 
tarea de procesar el pixel ubicado en la misma posición para dos vértices diferentes. 
Con esto reducimos la cantidad de cálculos de indexación y del factor de forma delta 
prácticamente a la mitad, pues éstos son los mismos para pixeles que se encuentran en 
la misma ubicación. 
 
La cantidad de grupos en la dimensión Y del primer dispatch es reducida a la mitad 
pues todos los hilos cuyo índice Y de grupo sea el mismo procesarán ahora en conjunto 
dos vértices completos en lugar de uno. El código HLSL de la tercera implementación se 
encuentra en el apéndice B.3. 
En algunos escenarios esta técnica no sería una buena decisión, pues aumenta 
ligeramente la cantidad de registros que se deben usar por hilo y el tamaño de memoria 
compartida por grupo. Ésta última se incrementa al doble y la ocupación desciende a 
0.65 para el primer dispatch. Aún así observamos en las siguientes tablas que la técnica 
dio resultado.  
 
Vertices Baked 
Per Dispatch 
Tiempo 
Shader 1 (s) 
Bandwidth 1 
(GB/s) 
GFLOPS 1 Tiempo 
Shader 2 (s) 
Bandwidth 2 
(GB/s) 
GFLOPS 2 
2 2.11 8.33 14.17 1.81 0.051 0.013 
4 1.24 14.51 24.69 1.0 0.096 0.025 
8 0.92 20.40 34.70 0.76 0.14 0.037 
16 0.71 24.71 42.04 0.529 0.185 0.0489 
32 0.46 37.86 64.41 0.27 0.35 0.095 
64 0.327 53.45 90.92 0.142 0.67 0.17 
128 0.25 68.08 115.80 0.061 1.60 0.42 
256 0.24 72.32 123.02 0.039 2.31 0.61 
512 0.221 78.18 132.99 0.020 4.51 1.19 
1024 0.21 81.42 138.50 0.011 8.33 2.20 
2048 0.207 83.24 141.59 0.0053 17.93 4.74 
Tabla 7.4: Métricas para la escena de prueba número 2 con 2 iteraciones en el sistema 1.  
Implementación GPU3. 
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Vertices Baked 
Per Dispatch 
Tiempo 
Shader 1 (s) 
Bandwidth 1 
(GB/s) 
GFLOPS 1 Tiempo 
Shader 2 (s) 
Bandwidth 2 
(GB/s) 
GFLOPS 2 
2 13.94 1.31 2.23 12.14 0.007 0.002 
4 7.62 2.39 4.07 5.94 0.016 0.004 
8 4.89 3.83 6.51 3.24 0.030 0.008 
16 3.24 5.74 9.77 1.83 0.058 0.015 
32 2.69 6.96 11.85 1.07 0.11 0.03 
64 1.94 8.93 15.20 0.46 0.22 0.058 
128 1.68 10.25 17.44 0.237 0.39 0.10 
256 1.56 11.16 18.98 0.12 0.74 0.19 
512 1.55 11.56 19.66 0.073 1.29 0.34 
1024 1.44 11.93 20.30 0.044 2.11 0.55 
2048 1.43 12.05 20.50 0.029 3.09 0.81 
Tabla 7.5: Métricas para la escena de prueba número 2 con 2 iteraciones en el sistema 2. 
 Implementación GPU3. 
 
7.4.4 Cuarta Implementación 
 
En la sección anterior vimos que cada hilo puede reducir la cantidad de instrucciones 
al procesar dos pixeles pertenecientes a dos vértices distintos. Podemos reutilizar esta 
estrategia al procesar dos pixeles por cada uno de estos vértices, es decir, un total de 4 
pixeles por hilo (2 de cada vértice)  
 
La cantidad de hilos por grupo desciende a la mitad pero la ocupación no se ve 
afectada pues también el tamaño de la memoria compartida desciende a la mitad. Si 
seguimos aplicando esta estrategia, por ejemplo aumentando la cantidad de vértices 
diferentes procesados por hilo, la ocupación bajaría por debajo del 0.5 al aumentar la 
memoria compartida que cada grupo requeriría. Si seguimos aumentando la cantidad de 
pixeles del mismo vértice procesados por hilo, la ocupación también bajaría al reducirse 
la cantidad de hilos por grupo. 
 
El orden en el que leemos los pixeles en los grupos e hilos no es al azar. Debe tenerse 
especial cuidado para aprovechar la coalescencia de la memoria (memory coalescing) la 
cual combina todas las peticiones a la memoria global en una sola transacción si se 
cumplen ciertos requisitos [30]. 
 
Para DirectCompute uno de los requisitos es que la memoria leída por medio warp 
(16 hilos) sea una región contigua (256 bytes en nuestro caso pues cada hilo lee un 
float4)  El segundo requisito es que la dirección de memoria del primer elemento en 
esta región sea un múltiplo del tamaño de la misma. DirectX no proporciona 
instrumentos para asignar memoria con requisitos de alineación, esto es una tarea que  
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determinan los drivers y el runtime de DirectX pero podemos suponer con confianza 
que los mismos realicen, al menos, asignaciones con alineamiento de 256 bytes. 
 
Todos nuestros warps acceden coordinadamente a posiciones consecutivas de 
memoria tanto en el primer compute shader como en el segundo, de manera que la 
coalescencia de memoria es aprovechada. En la figura 7.6 se encuentra una explicación 
gráfica de esta tarea que realiza el primer compute shader tomando un valor de 
VERTICES_BAKED_PER_DISPATCH de 256.  
 
Otra optimización que realizamos en esta cuarta implementación es la de reemplazar 
el cómputo del valor de la coordenada v (en el eje vertical de la cara del hemicubo) por 
una lectura en la memoria constante. Este tipo de memoria tiene la particularidad de 
que sus valores se almacenan en una caché, de manera que si todos los hilos de un warp 
acceden al mismo valor, 31 de esos accesos serán servidos por la caché.  
Sería contraproducente utilizar esta estrategia para otro de los valores calculados 
por los hilos, como por ejemplo la coordenada u. Esto se debe a que no todos los hilos de 
un mismo warp accederán a la misma dirección en la memoria constante. 
 
El código HLSL de esta cuarta implementación está en el apéndice B.4. 
 
Vertices Baked 
Per Dispatch 
Tiempo 
Shader 1 (s) 
Bandwidth 1 
(GB/s) 
GFLOPS 1 Tiempo 
Shader 2 (s) 
Bandwidth 2 
(GB/s) 
GFLOPS 2 
2 1.98 8.85 10.03 1.76 0.052 0.013 
4 1.21 14.81 16.79 1.01 0.094 0.024 
8 0.83 22.44 25.44 0.74 0.138 0.036 
16 0.64 27.81 31.53 0.52 0.19 0.050 
32 0.39 44.26 50.17 0.27 0.35 0.092 
64 0.26 66.80 75.52 0.144 0.66 0.17 
128 0.18 97.36 110.36 0.060 1.64 0.435 
256 0.16 104.35 118.29 0.039 2.40 0.63 
512 0.15 116.28 131.81 0.020 4.51 1.19 
1024 0.14 122.55 138.91 0.011 8.20 2.16 
2048 0.137 127.63 144.67 0.0063 14.65 3.87 
Tabla 7.6: Métricas para la escena de prueba número 2 con 2 iteraciones en el sistema 1.  
Implementación GPU4. 
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Vertices Baked 
Per Dispatch 
Tiempo 
Shader 1 (s) 
Bandwidth 1 
(GB/s) 
GFLOPS 1 Tiempo 
Shader 2 (s) 
Bandwidth 2 
(GB/s) 
GFLOPS 2 
2 13.46 1.37 1.55 11.54 0.0084 0.0022 
4 7.31 2.50 2.83 5.92 0.016 0.0044 
8 4.63 4.05 4.59 3.24 0.03 0.008 
16 2.79 6.70 7.59 1.53 0.065 0.017 
32 2.01 9.0 10.21 0.82 0.11 0.031 
64 1.61 11.38 12.90 0.437 0.22 0.058 
128 1.41 13.02 14.76 0.369 0.39 0.10 
256 1.20 14.36 16.28 0.12 0.72 0.19 
512 1.14 15.08 17.10 0.071 1.29 0.342 
1024 1.11 15.53 17.60 0.044 2.07 0.54 
2048 1.09 15.74 17.84 0.029 3.08 0.81 
Tabla 7.7: Métricas para la escena de prueba número 2 con 2 iteraciones en el sistema 2.  
Implementación GPU4. 
 
7.4.5 Quinta Implementación 
 
Nuestra atención hasta ahora se ha concentrado sobretodo en el primero de los 
compute shaders, debido a que éste es el más costoso en cuanto al tiempo de ejecución 
(~96% del tiempo total de la segunda etapa).  En esta quinta implementación no 
modificaremos ninguno de los shaders, solamente introduciremos un pequeño cambio 
en el código C++ que nos permitirá ejecutar el segundo shader una vez que hayamos 
ejecutado el primero un cierto número de veces. Esta decisión está motivada por la baja 
utilización del ancho de banda de memoria en el segundo shader a causa del escaso 
número de grupos lanzados para ejecutar el mismo.  
Por ejemplo, con un valor de VERTICES_BAKED_PER_DISPATCH  de 2048, el primer 
dispatch tiene un tamaño de 64 x 1024 x 96 ≃ 6.2 millones de hilos. Mientras que el 
segundo dispatch un tamaño de 2048 x 32 = 65536 hilos.  
 
Para aumentar este tamaño introducimos un nuevo control en el cuadro de diálogo 
inicial denominado Vertices Baked Per Dispatch 2 que definirá el valor de la constante 
GPURadiosity::VERTICES_BAKED_PER_DISPATCH_2 el cual indicará cuántas veces 
ejecutaremos el primer shader antes de ejecutar el segundo. De esta manera si elegimos 
un valor de 2048 y 10 para ambas variables, el segundo dispatch deberá integrar 2048 x 
10 vértices, es decir tendrá un tamaño de 2048 x 10 x 32 hilos. El único problema es que 
el buffer de integración parcial también aumenta su tamaño en memoria de video pero 
fácilmente podemos utilizar valores de 10, 20 o 30 sin llegar a requerimientos 
desmedidos.  
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Vertices Baked 
Per Dispatch 2 
Tiempo 
Shader 1 (s) 
Bandwidth 1 
(GB/s) 
GFLOPS 1 Tiempo 
Shader 2 (s) 
Bandwidth 2 
(GB/s) 
GFLOPS 2 
1 0.137 127.78 144.84 0.0047 20.10 5.31 
2 0.137 127.71 144.77 0.0041 22.22 5.87 
5 0.137 127.29 144.29 0.0027 32.89 8.69 
10 0.137 127.8 144.86 0.0023 36.89 9.75 
15 0.137 127.75 144.81 0.0021 41.71 11.02 
20 0.137 127.55 144.58 0.0021 38.87 10.27 
25 0.137 127.79 144.86 0.0019 45.94 12.14 
Tabla 7.8: Métricas para la escena de prueba número 2 con 2 iteraciones en el sistema 1.  
Vertices Baked Per Dispatch = 2048 
Implementación GPU5. 
 
Vertices Baked 
Per Dispatch 2 
Tiempo 
Shader 1 (s) 
Bandwidth 1 
(GB/s) 
GFLOPS 1 Tiempo 
Shader 2 (s) 
Bandwidth 2 
(GB/s) 
GFLOPS 2 
1 1.09 15.74 17.84 0.029 3.11 0.82 
2 1.10 15.72 17.82 0.025 3.64 0.96 
5 1.09 15.75 17.85 0.019 4.75 1.25 
10 1.09 15.76 17.87 0.016 5.23 1.38 
15 1.09 15.75 17.85 0.01594 5.65 1.49 
20 1.09 15.77 17.88 0.01598 5.19 1.37 
25 1.09 15.75 17.86 0.0151 6.0 1.58 
Tabla 7.9: Métricas para la escena de prueba número 2 con 2 iteraciones en el sistema 2.  
Vertices Baked Per Dispatch = 2048 
Implementación GPU5. 
 
Hay una pequeña caída en la performance para el valor 20. Notemos que en 20 
ejecuciones del primer shader tendremos 2048 x 20 vértices preparados para el 
segundo shader. Es decir que en cada iteración tendremos que ejecutar este shader dos 
veces: la primera con 2048 x 20 grupos y la segunda con sólo 47010 – 2048 x 20 = 6050. 
Esta es la razón por la que sube el promedio del tiempo de ejecución.  
 
Tampoco tiene sentido seguir aumentando los valores de 
VERTICES_BAKED_PER_DISPATCH_2 elegidos puesto que 2048 x 25 > 47010 que es el 
número de vértices en la escena de prueba 2. 
 
En las tablas 7.10 y 7.11 podemos apreciar las ganancias obtenidas en cada paso y la 
ganancia total con respecto a la versión CPU que incluye el tiempo de copiado de datos. 
Si no tomamos en cuenta el mismo la ganancia es de 71.34x para el sistema 1 y de 
27.60x  para el sistema 2. 
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 Tiempo Total (s) Bandwidth 1 
(GB/s) 
Bandwidth 2 
(GB/s) 
Ganancia con 
Respecto al Anterior 
Ganancia Total 
CPU 14.64     
GPU 1 4.62 + 3.69 6.34 0.12 1.76x 1.76x 
GPU 2 0.370+0.0072 46.64 13.10 22.03x 38.81x 
GPU 3 0.207 + 0.0053 83.24 17.93 1.77x 68.95x 
GPU 4 0.137 + 0.0063 127.63 14.65 1.48x 102.16x 
GPU 5 0.137 + 0.0019 127.79 45.94 1.03x 105.40x 
Tabla 7.10: Métricas comparativas para la escena de prueba número 2 con 2 iteraciones en el 
sistema 1. 
 
 Tiempo Total (s) Bandwidth 
1 (GB/s) 
Bandwidth 2 
(GB/s) 
Ganancia con 
Respecto al Anterior 
Ganancia Total 
CPU 53.90     
GPU 1 30.54 + 22.68 0.98 0.020 1.01x 1.01x 
GPU 2 3.22 + 0.042 5.01 2.04 16.31x 16.52x 
GPU 3 1.43 + 0.029 12.05 3.09 2.23x 36.94x 
GPU 4 1.09+ 0.029 15.74 3.08 1.30x 48.16x 
GPU 5 1.09 + 0.0151 15.75 6.0 1.01x 48.77x 
Tabla 7.11: Métricas comparativas para la escena de prueba número 2 con 2 iteraciones en el 
sistema 2. 
 
Finalmente, en las figuras 7.7 y 7.8 se ilustra un gráfico que nos permite identificar 
fácilmente las ganancias obtenidas en cada implementación y para diferentes valores de 
Vertices Baked Per Dispatch. Este valor no tiene sentido para las implementaciones de 
CPU y GPU1 por lo que solamente se representan por una línea horizontal en el valor del 
eje Y correspondiente. 
El código HLSL de esta quinta implementación se encuentra en el apéndice B.5 y en el 
repositorio del proyecto. 
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Capítulo 8 
 
Conclusión y Trabajos Futuros 
 
 
Durante este texto hemos presentado la descripción teórica de un algoritmo de 
iluminación global, así como otros conceptos relativos a la iluminación y los gráficos por 
computadora en tiempo real. También hemos descripto la implementación de un 
software de renderizado de escenas 3D en tiempo real que hace uso de la API DirectX 
11.  
 
Asimismo hemos implementado el algoritmo de iluminación global conocido como 
radiosidad para que corra en nuestro software de renderizado. Esta implementación se 
divide en dos grandes etapas: renderización de los hemicubos e integración de los 
mismos.  
Estos algoritmos han sido tradicionalmente muy costosos de realizar en tiempo de 
ejecución, y las dos etapas de esta implementación no son una excepción. La etapa de 
renderización es llevada a cabo por la GPU mientras que la segunda puede ejecutarse 
también en una CPU. 
Mediante el uso de la tecnología GPGPU expuesta por DirectCompute se logró 
obtener una implementación de la segunda etapa del algoritmo que exhibe una mejora 
de 105.40x con respecto a una implementación en una CPU. Dicha implementación es 
escalable, es decir que mientras más recursos de ejecución contenga el chip, más rápido 
funcionará nuestro algoritmo. 
 
Por lo tanto hemos demostrado efectivamente cómo es que la tecnología GPGPU 
puede ser de gran ayuda a la hora de optimizar algoritmos de iluminación global. Sin 
embargo, dependiendo de la geometría de la escena, nuestra implementación de la 
etapa de renderización de los hemicubos es tan costosa como la etapa de integración en 
CPU e incluso un poco más. Esto significa que el tiempo de ejecución del algoritmo sigue 
siendo elevado aunque mucho menor que antes, de manera que aun falta trabajo para 
lograr un funcionamiento en tiempo real. 
 
Aquí hacemos un paréntesis para mencionar que la implementación del algoritmo 
presentada en este trabajo se ejecuta una sola vez al momento de cargar la escena. Para 
que sea de tiempo real se debería ejecutar una vez en cada frame pero sería un 
desperdicio, en este caso, calcular la iluminación de cada vértice en la escena. Antes de 
ello, es necesario un mecanismo que nos permita identificar cuáles son los vértices 
cuyos triángulos están en la línea de visión de la cámara del usuario (o que estén en 
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algún hemicubo de estos vértices) e integrar únicamente dichos vértices. Este cambio 
también es algo que excede los alcances del presente trabajo.  
 
Para optimizar la primera etapa del algoritmo la tecnología GPGPU ya no nos es útil. 
Esta etapa solo consiste de renderizaciones de la escena desde diferentes puntos de 
vista de manera que es una tarea que debe llevarse a cabo por la rendering pipeline.  
 
Existen un par técnicas que podríamos aplicar en un futuro para acelerar estas 
renderizaciones: 
 
 Recordemos que las caras del hemicubo tienen una dimensión de 64x64 
pixeles. Esto es así porque no necesitamos cada detalle exacto de la escena. 
Nos es suficiente con una visión simple de cómo luce la misma desde el punto 
de vista de cada vértice. Motivados por esta misma idea, podemos contar con 
dos versiones de cada objeto de la escena: una versión high poly (de alta 
densidad triangular) para las renderizaciones finales en el back buffer (las que 
se muestran en la pantalla del usuario) y otra versión low poly para las 
renderizaciones de los hemicubos. También podemos utilizar, en estas 
renderizaciones, texturas de más baja resolución, pixel shaders más simples, 
etc. Estos ahorros conseguirán disminuir grandemente el tiempo de 
renderizado de los hemicubos sin perder detalles significativos a la hora de 
calcular los valores de irradiancia de cada vértice. 
 
 En la versión 11 de DirectX se introdujo, además de los compute shaders, otra 
importante mejora: multithreading. Es decir, la capacidad de utilizar la API 
desde diferentes hilos. Esto nos permite cargar recursos en la GPU de manera 
asíncrona desde diferentes hilos de CPU, pero más importante: nos permite 
grabar toda la secuencia de comandos necesarios para realizar una 
renderización, desde diferentes hilos mediante las interfaces 
ID3D11DeviceContext en una técnica conocida como multithreaded rendering 
[34]. 
A medida que los núcleos de CPU aumentan, la penalidad de tener sólo uno de 
ellos enviando tareas a la API aumenta también. Típicamente crearemos una 
de estas interfaces por cada hilo de CPU, y crearemos un hilo de CPU por cada 
núcleo físico. Una de las interfaces ID3D11DeviceContext se denomina el 
immediate context y se sitúa en el hilo de renderización principal. Este 
immediate context representa el vínculo entre nuestra aplicación y la 
rendering pipeline. Las otras interfaces se denominan deferred contexts y se 
utilizan de la misma manera que el immediate context sólo que en lugar de 
ejecutar los comandos de renderización inmediatamente, los guardan en una 
lista de comandos para su posterior envío al immediate context. Una vez que 
todos los hilos han terminado sus listas de comandos, el hilo de renderización 
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principal envía todas estas listas al immediate context para su ejecución. (ver 
figura 8.1) 
Una pregunta que surge es ¿para qué molestarnos con crear deferred contexts 
si solamente un hilo seguirá enviando todos los comandos a la rendering 
pipeline? La razón es que no sólo se reduce el tiempo de CPU necesario para 
construir los comandos de renderización (evitando así el desperdicio de ciclos 
de GPU que ocurre cuando estamos esperando los comandos) sino que estas 
listas de comandos se crean en un formato que permite al driver de video 
ejecutar las llamadas a la API mucho más rápido que lo que lograría 
ejecutando comandos por separado en el hilo principal. 
No todas las aplicaciones pueden beneficiarse de esta técnica, pero 
observemos cuán fácil sería aplicarla en nuestra renderización de los 
hemicubos: cada una de las caras es una renderización totalmente 
independiente del resto, por lo tanto cada hilo puede ocuparse de grabar los 
comandos de renderización de alguna de ellas por separado. 
 
 
 
 
 
Mediante estas dos mejoras confiamos en que el tiempo de ejecución requerido para 
la primera etapa también descenderá notablemente y, más importante aún, estará 
preparado para aprovechar futuros chips de CPU con más núcleos de procesamiento. 
 
Las aplicaciones gráficas que hagan un uso efectivo de la computación paralela, sin 
duda seguirán siendo las más beneficiadas en el futuro, debido a que las GPUs y CPUs 
con toda seguridad continuarán aumentando sus unidades de ejecución en cada 
generación nueva. 
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Apéndice A 
 
Formato de Archivos de Escena 
 
 
Las escenas de prueba utilizadas en nuestro trabajo se sitúan en archivos de texto en 
la carpeta Assets/Scenes. Estos archivos siguen un formato predeterminado el cual 
explicaremos en este apéndice. 
 
A.1 Luces  
 
El software sólo brinda soporte para una luz por escena. Para crear una luz en 
nuestra escena utilizamos el siguiente formato: 
 
newlight 
 direction x y z 
 position x y z 
 
 ambient r g b a  
 diffuse r g b a 
 specular   r g b a 
 
 attenuation a b c 
 range r 
  
 shadowmapbias b 
 type DIRECTIONAL 
 zfar  d 
 znear d 
 
lightvolumeheight h 
 lightvolumewidth w 
endlight 
 
Donde: 
 
 direction: permite especificar la dirección a la que apunta la luz en coordenadas de 
mundo si el tipo de la misma es direccional.  
 
position: permite especificar la posición de la luz en coordenadas de mundo. 
 
ambient, diffuse, specular: permiten especificar los colores ambiental, difuso y 
especular de la luz. 
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attenuation: coeficientes de atenuación si la luz es omnidireccional. El parámetro ‘a’ debe 
ser mayor a 0. 
 
range: rango de alcance de la luz omnidireccional. 
 
shadowmapbias: valor utilizado para corregir artefactos que aparecen en ciertas situaciones 
al utilizar el algoritmo de shadow mapping. 
 
type: tipo de la luz. Puede ser DIRECTIONAL o POINT (omnidireccional). 
 
zfar, znear: valores utilizados para construir una matriz de proyección en el cálculo de 
sombras. No deben ser iguales. 
 
lightvolumeheight, lightvolumewidth: valores utilizados para definir el volumen de 
las luces direccionales. Deben ser mayores a 0. Los puntos de la escena que queden fuera de este 
volumen se encuentran en sombra. 
 
A.2 Cámara 
 
Para configurar la cámara de la escena utilizamos el siguiente formato: 
 
newcamera 
 position x y z 
 direction x y z 
 up x y z 
 projzfar  d 
 projznear  d 
endcamera 
 
Donde position es la posición inicial de la cámara, direction es la dirección a la que 
observamos inicialmente y up es un vector unitario que señala la dirección justo arriba de la 
cámara. Los valores projzfar y projznear indican la ubicación del plano lejano y plano 
cercano respectivamente (ver 5.3.2.2) 
 
A.3 Objeto 3D 
 
El software por ahora sólo brinda soporte para un objeto 3D en la escena. Pero este 
puede tener la complejidad y densidad triangular que se desee. Para crear un objeto 3D 
se utiliza el formato: 
 
newobject 
 file myfile.obj 
 position x y z 
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 rotation x y z 
endobject 
 
Donde file es el nombre del archivo en formato WaveFront OBJ exportado por 3DS Max o 
algún otro software de modelado 3D y contiene los vértices, materiales, triángulos de nuestra 
escena 3D. Este archivo debe ubicarse en la carpeta Assets/Meshes.  
Las propiedades position y rotation permiten indicar la posición y rotación del objeto 
3D en el mundo. 
 
A.4 Otros Comandos 
 
Podemos indicar que cierta línea del archivo es un comentario anteponiendo el carácter # en 
ella. 
 
El comando showsky nos indica con un 1 o un 0 si la escena es a cielo abierto o no 
respectivamente. 
 
El comando scale  permite especificar la escala de la escena. Esta escala se utiliza, entre 
otras cosas, a la hora de definir la velocidad de desplazamiento en la escena. 
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Apéndice B 
 
Compute Shaders 
 
 
En este segundo apéndice transcribiremos el código de los compute shaders de cada 
una de las implementaciones descriptas en el capítulo 7. Algunas constantes se han 
sustituído por literales para mayor claridad. El ancho y alto de las caras de un hemicubo 
es de 64 pixeles. Hay 5 caras por hemicubo y el ancho de la textura 2D principal es de 
8192 pixeles. 
 
B.1 Primera Implementación 
 
B.1.1 Primer Paso de Integración 
 
Texture2D<float4> HemicubeFaces : register(t0); 
RWBuffer<float4> Output : register(u0); 
groupshared float3 Irradiances[HEMICUBE_FACE_SIZE]; 
 
[numthreads(HEMICUBE_FACE_SIZE, 1, 1)] 
void IntegrationStepA(uint3 GroupID : SV_GroupID, uint3 GroupThreadID : 
SV_GroupThreadID) 
{ 
  //1 Construir índice del pixel para este hilo 
  const uint2 pixelLocation = uint2(GroupID.z * HEMICUBE_FACE_SIZE + GroupThreadID.x,          
                                    GroupID.y); 
 
  //2 Lectura de la radiancia 
  float3 pixelRadiance = HemicubeFaces.Load(int3(pixelLocation, 0)).rgb; 
 
  //3 Obtener irradiancia de cada pixel y guardarlo en memoria compartida 
 
  //transformar coordenadas del pixel en la cara del hemicubo al rango [-1, 1] 
  const float u = (GroupThreadID.x / float(HEMICUBE_FACE_SIZE-1)) * 2.0f - 1.0f; 
  const float v = (GroupID.y / float(HEMICUBE_FACE_SIZE-1)) * 2.0f - 1.0f; 
 
  //multiplicar radiancias por delta form factor correspondiente 
  float deltaFF = 1.0f + u * u + v * v; 
  deltaFF = deltaFF * deltaFF * PI; 
  
  if(GroupID.z == 0) { //cara +z 
    pixelRadiance *= (1/deltaFF); 
  } 
  else if(GroupID.z == 1 || GroupID.z == 2) { //cara +x, -x 
    pixelRadiance *= (abs(u)/deltaFF); 
  } 
  else {   //cara +y, -y 
    pixelRadiance *= (abs(v)/deltaFF); 
  } 
 
  //guardar irradiancias parciales en memoria compartida 
  Irradiances [GroupThreadID.x] = pixelRadiance; 
  GroupMemoryBarrierWithGroupSync(); 
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  //4 Sumar mediante una parallel reduction 
  for(uint s = HEMICUBE_FACE_SIZE / 2; s > 0; s >>= 1) { 
    if(GroupThreadID.x < s) 
      Irradiances[GroupThreadID.x] += Irradiances[GroupThreadID.x + s]; 
    
    GroupMemoryBarrierWithGroupSync(); 
  } 
 
  //5 El primer hilo escribe al buffer de salida con el resultado parcial 
  if(GroupThreadID.x < 1) 
    Output[GroupID.z * HEMICUBE_FACE_SIZE + GroupID.y] = float4(Irradiances[0], 0); 
} 
 
B.1.2 Segundo Paso de Integración 
 
cbuffer cbGeneralConstants : register(b0) 
{ 
uint VertexID;  
float VertexWeight; 
} 
 
Buffer<float4> PartialIntegration: register(t0); 
RWBuffer<float4> Output: register(u0); 
groupshared float3 IrradiancesPartialSum[HEMICUBE_FACE_SIZE*NUM_HEMICUBE_FACES]; 
 
[numthreads(HEMICUBE_FACE_SIZE*NUM_HEMICUBE_FACES, 1, 1)] 
void IntegrationStepB(uint3 GroupID : SV_GroupID, uint3 GroupThreadID : 
SV_GroupThreadID) 
{ 
  //guardar en memoria compartida 
  IrradiancesPartialSum[GroupThreadID.x] = PartialIntegration[GroupThreadID.x].rgb; 
  GroupMemoryBarrierWithGroupSync(); 
 
  for(uint s = (HEMICUBE_FACE_SIZE*NUM_HEMICUBE_FACES) / 2; s > 0; s >>= 1) { 
    if(GroupThreadID.x < s) { 
      IrradiancesPartialSum[GroupThreadID.x] +=  
IrradiancesPartialSum[GroupThreadID.x + s]; 
    } 
 
    GroupMemoryBarrierWithGroupSync(); 
  } 
 
  //el primer hilo escribe la irradiancia final del vértice al buffer de salida 
  if (GroupThreadID.x == 0) { 
    //HEMICUBE_FACE_SIZE*NUM_HEMICUBE_FACES no es potencia de 2, falta sumar un  
    //elemento 
    float3 irradiance = IrradiancesPartialSum [0] + IrradiancesPartialSum [4];  
    irradiance *= VertexWeight; 
    Output[VertexID] = float4(irradiance, 0); 
  } 
} 
 
 
Donde: 
VertexWeight es el inverso de la sumatoria de todo factor de forma delta en el hemicubo 
que se mencionó en 4.5.  
 
 VertexID es el índice del vértice que estamos procesando actualmente. 
HEMICUBE_FACE_SIZE es la longitud en pixeles de una cara del hemicubo (64). 
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NUM_HEMICUBE_FACES es la cantidad de caras en un hemicubo (5) 
 
B.1.3 Suma de Energía Contribuida por Dos Pases 
 
Este compute shader se mantuvo igual para todas las implementaciones. Su única 
función es sumar las energías que dos iteraciones consecutivas del algoritmo 
contribuyen a cada vértice. 
 
cbuffer cbGeneralConstants : register(b0) 
{ 
  uint NumVertices; 
} 
 
Buffer<float4> SumB1 : register(t0); 
Buffer<float4> SumB2 : register(t1); 
RWBuffer<float4> Output: register(u0); 
 
[numthreads(NUM_THREADS_FOR_FINAL_STEP, 1, 1)] 
void AddPasses(uint3 GroupID : SV_GroupID, uint3 GroupThreadID : SV_GroupThreadID) 
{ 
  const uint index = GroupThreadID.x + GroupID.x * NUM_THREADS_FOR_FINAL_STEP; 
  if(index < NumVertices) 
    Output[index] = SumB1[index] + SumB2[index]; 
} 
 
Donde NumVertices es la cantidad de vértices en nuestra escena 3D y 
NUM_THREADS_FOR_FINAL_STEP  es el máximo número de hilos por grupo. En SM 5.0 es 1024. 
 
B.2 Segunda Implementación 
 
B.2.1 Primer Paso de Integración 
 
Texture2D<float4> HemicubeFaces : register(t0); 
RWBuffer<float4> Output : register(u0); 
groupshared float3 Irradiances[GROUP_DIMENSION_X]; 
 
[numthreads(GROUP_DIMENSION_X, 1, 1)] 
void IntegrationStepA(uint3 GroupID : SV_GroupID, uint3 GroupThreadID : 
SV_GroupThreadID) 
{ 
  //1 Construir índice del pixel para este hilo 
  const uint pixelLocation = GroupID.x * GROUP_DIMENSION_X + GroupThreadID.x; 
  uint faceIndex = (pixelLocation / HALF_FACE_SURFACE); 
 
  //índice de la hemicube face (0 al 4) de este vértice. Notar que no hay warp  
  //divergence 
  if(faceIndex >= 1) faceIndex = faceIndex-1; 
 
  //índice de cara en la textura principal 
  const uint faceNumber = GroupID.y * NUM_HEMICUBE_FACES + faceIndex; 
 
  //índice de fila en la textura principal 
  const uint faceRow = (faceNumber / FACES_PER_ROW); 
  //índice de columna en la textura principal 
  const uint faceColumn = (faceNumber % FACES_PER_ROW);   
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  //índice del pixel interno a una cara 
  uint2 pixel = uint2(0,0); 
 
 
  //los warps no divergen (1 warp lee 32 pixeles, y con 64 warps leemos una cara del  
  //hemicubo, excepto la primera que es con 128 warps) 
  if(faceIndex == 0) {  //+z 
    pixel = uint2(pixelLocation % HEMICUBE_FACE_SIZE,  
                  pixelLocation/HEMICUBE_FACE_SIZE); 
  }   
  else if(faceIndex == 1) { //+x 
    pixel = uint2(pixelLocation % HALF_HEMICUBE_FACE_SIZE,  
    (pixelLocation - FACE_SURFACE) / HALF_HEMICUBE_FACE_SIZE); 
  } 
  else if(faceIndex == 2) { //-x 
    pixel = uint2((pixelLocation % HALF_HEMICUBE_FACE_SIZE) + HALF_HEMICUBE_FACE_SIZE,  
                 (pixelLocation – HALF_FACE_SURFACE * 3) / HALF_HEMICUBE_FACE_SIZE); 
  } 
  else if(faceIndex == 3) { //+y 
    pixel = uint2(pixelLocation % HEMICUBE_FACE_SIZE,  
                 ((pixelLocation - HALF_FACE_SURFACE * 4) / HEMICUBE_FACE_SIZE) +         
                   HALF_HEMICUBE_FACE_SIZE); 
  } 
  else {    //-y 
    pixel = uint2(pixelLocation % HEMICUBE_FACE_SIZE,  
                 (pixelLocation - HALF_FACE_SURFACE * 5) / HEMICUBE_FACE_SIZE); 
  } 
 
  //2 Lectura de las radiancias. Se leen GROUP_DIMENSION_X posiciones consecutivas de  
  //alguna de las hemicube faces en un grupo. Coalescing access friendly.  
  float3 pixelRadiance =  
HemicubeFaces.Load(uint3(pixel.x + faceColumn * HEMICUBE_FACE_SIZE,  
    pixel.y + faceRow * HEMICUBE_FACE_SIZE, 0)).rgb; 
  
 
  //3 Obtener irradiancia de cada pixel y guardarlo en memoria compartida 
 
  //transformar coordenadas del pixel en la cara del hemicubo al rango [-1, 1] 
  const float u = (pixel.x / float(HEMICUBE_FACE_SIZE-1)) * 2.0f - 1.0f; 
  const float v = (pixel.y / float(HEMICUBE_FACE_SIZE-1)) * 2.0f - 1.0f; 
 
  //multiplicar radiancias por delta form factor correspondiente 
  float deltaFF = 1.0f + u * u + v * v; 
  deltaFF = deltaFF * deltaFF * PI; 
  
  if(faceIndex == 0) { //cara +z 
    pixelRadiance *= (1/ deltaFF);  
  } 
  else if(faceIndex == 1 || faceIndex == 2) { //cara +x, -x  
    pixelRadiance *= (abs(u)/ deltaFF); 
  } 
  else {    //cara +y, -y 
    pixelRadiance *= (abs(v)/ deltaFF); 
  } 
 
  //guardar irradiancias parciales en memoria compartida 
  Irradiances[GroupThreadID.x] = pixelRadiance; 
  GroupMemoryBarrierWithGroupSync(); 
 
  //4. Sumar mediante una parallel reduction 
  for(uint s = GROUP_DIMENSION_X / 2; s > 0; s >>= 1) { 
    if(GroupThreadID.x < s) { 
      Irradiances[GroupThreadID.x] += Irradiances[GroupThreadID.x + s]; 
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    } 
    GroupMemoryBarrierWithGroupSync(); 
  } 
 
  //5. El primer hilo escribe al buffer de salida con el resultado parcial 
  if(GroupThreadID.x < 1) { 
    //GROUP_DIMENSION_X no es potencia de 2, falta sumar un elemento  
    Output[GroupID.y * HEMICUBE_FACE_SIZE + GroupID.x] =  
        float4(Irradiances[0] + Irradiances[2], 0); 
  } 
} 
 
Donde: 
FACE_SURFACE: cantidad de pixeles en una cara del hemicubo, es decir  
HEMICUBE_FACE_SIZE *HEMICUBE_FACE_SIZE. 
 
 GROUP_DIMENSION_X: división entre la cantidad de pixeles en un hemicubo 
(FACE_SURFACE*3) y la dimensión de la grilla en el eje X (64) 
 
FACES_PER_ROW: cantidad de caras de un hemicubo que entran en una fila de la textura 2D 
principal en su máximo ancho permitido. 
 
HALF_FACE_SURFACE: FACE_SURFACE / 2. 
 
HALF_HEMICUBE_FACE_SIZE: HEMICUBE_FACE_SIZE / 2. 
 
 
B.2.2 Segundo Paso de Integración 
 
cbuffer cbGeneralConstants : register(b0) 
{ 
  uint VertexID; 
  float VertexWeight; 
} 
 
Buffer<float4> PartialIntegration: register(t0); 
RWBuffer<float4> Output: register(u0); 
 
groupshared float3 IrradiancesPartialSum[64]; 
 
[numthreads(64, 1, 1)] 
void IntegrationStepB(uint3 GroupID : SV_GroupID, uint3 GroupThreadID : 
SV_GroupThreadID) 
{ 
  //guardar en memoria compartida 
  IrradiancesPartialSum[GroupThreadID.x] =  
PartialIntegration[GroupID.x * 64 + GroupThreadID.x].rgb; 
 
  GroupMemoryBarrierWithGroupSync(); 
 
  for(uint s = 64 / 2; s > 0; s >>= 1) { 
    if(GroupThreadID.x < s) { 
      IrradiancesPartialSum[GroupThreadID.x] +=  
IrradiancesPartialSum[GroupThreadID.x + s]; 
    } 
    GroupMemoryBarrierWithGroupSync(); 
110 
 
 
  } 
 
 
  //el primer hilo escribe la irradiancia final del vértice al buffer de salida 
  if (GroupThreadID.x == 0) { 
    float3 irradiance = IrradiancesPartialSum[0]; 
    irradiance *= VertexWeight; 
 
    Output[VertexID + GroupID.x] = float4(irradiance, 0); 
  } 
} 
 
Donde  VertexID es el índice del primer vértice del grupo de vértices que estamos 
procesando actualmente. 
 
 
B.3 Tercera Implementación 
 
B.3.1 Primer Paso de Integración 
 
Texture2D<float4> HemicubeFaces : register(t0); 
RWBuffer<float4> Output: register(u0); 
groupshared float3 Irradiances[2][GROUP_DIMENSION_X]; 
 
[numthreads(GROUP_DIMENSION_X, 1, 1)] 
void IntegrationStepA(uint3 GroupID : SV_GroupID, uint3 GroupThreadID : 
SV_GroupThreadID) 
{ 
  //1 Construir índice del pixel para este hilo  
  const uint pixelLocation = (GroupID.x << 7) + (GroupID.x << 6) + GroupThreadID.x; 
  uint faceIndex = (pixelLocation >> HALF_FACE_SURFACE_BITS); 
 
  //índice de la hemicube face (0 al 4) de este vértice. Notar que no hay warp  
  //divergence 
  if(faceIndex >= 1) faceIndex = faceIndex-1; 
 
  //índice de cara en la textura principal. 
  const uint faceNumber = (GroupID.y << 1) * NUM_HEMICUBE_FACES + faceIndex; 
 
  //índice de fila en la textura principal para el primer vértice 
  const uint faceRow = (faceNumber >> FACES_PER_ROW_BITS);  
  //índice de columna en la textura principal para el primer vértice 
  const uint faceColumn = (faceNumber & FACES_PER_ROW_1); 
 
  //índice de fila en la textura principal para el segundo vértice 
  const uint faceRow2 = (faceNumber + NUM_HEMICUBE_FACES) >> FACES_PER_ROW_BITS; 
  //índice de columna en la textura principal para el segundo vértice 
  const uint faceColumn2 = (faceNumber + NUM_HEMICUBE_FACES) & FACES_PER_ROW_1; 
 
  //índice del pixel interno a una cara 
  uint2 pixel = uint2(0,0); 
 
 
  //los warps no divergen (1 warp lee 32 pixeles, y con 64 warps leemos una cara del  
  //hemicubo, excepto la primera que es con 128 warps) 
  if(faceIndex == 0) {  //+z 
    pixel = uint2(pixelLocation & (HEMICUBE_FACE_SIZE-1),  
                  pixelLocation >> HEMICUBE_FACE_SIZE_BITS); 
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  } 
  else if(faceIndex == 1) { //+x 
    pixel = uint2(pixelLocation & (HALF_HEMICUBE_FACE_SIZE-1),  
                 (pixelLocation – HALF_FACE_SURFACE*2) >>  
                                                     HALF_HEMICUBE_FACE_SIZE_BITS); 
  } 
  else if(faceIndex == 2) { //-x 
    pixel = uint2((pixelLocation & (HALF_HEMICUBE_FACE_SIZE-1))+  
                                                         HALF_HEMICUBE_FACE_SIZE,  
                 (pixelLocation – HALF_FACE_SURFACE*3) >>  
                                                     HALF_HEMICUBE_FACE_SIZE_BITS); 
  }  
  else if(faceIndex == 3) { //+y 
    pixel = uint2(pixelLocation & (HEMICUBE_FACE_SIZE-1),  
                 ((pixelLocation - HALF_FACE_SURFACE*4) >> HEMICUBE_FACE_SIZE_BITS) +                 
                   HEMICUBE_FACE_SIZE); 
  } 
  else  {    //-y 
    pixel = uint2(pixelLocation & (HEMICUBE_FACE_SIZE-1),  
                 (pixelLocation - HALF_FACE_SURFACE*5) >> HEMICUBE_FACE_SIZE_BITS); 
  } 
 
 
  //2 Lectura de las radiancias. Se leen GROUP_DIMENSION_X posiciones consecutivas de  
  //alguna de las hemicube faces en un grupo. Coalescing access friendly. 
  float3 vertex1PixelRadiance =  
HemicubeFaces.Load(uint3(pixel.x + faceColumn * HEMICUBE_FACE_SIZE,  
                        pixel.y + faceRow * HEMICUBE_FACE_SIZE, 0)).rgb; 
  float3 vertex2PixelRadiance =  
HemicubeFaces.Load(uint3(pixel.x + faceColumn2 * HEMICUBE_FACE_SIZE,  
                               pixel.y + faceRow2 * HEMICUBE_FACE_SIZE,  
                               0)).rgb; 
  
 
  //3 Obtener irradiancia de cada pixel y guardarlo en memoria compartida 
 
  //transformar coordenadas del pixel en la cara del hemicubo al rango [-1, 1] 
  const float u = (pixel.x / float(HEMICUBE_FACE_SIZE-1)) * 2.0f - 1.0f; 
  const float v = (pixel.y / float(HEMICUBE_FACE_SIZE-1)) * 2.0f - 1.0f; 
 
  //multiplicar radiancias por delta form factor correspondiente 
  float deltaFF = 1.0f + u * u + v * v; 
  deltaFF = deltaFF * deltaFF * PI; 
  
  if(faceIndex == 0) { //cara +z 
    deltaFF = 1.0f/deltaFF; 
 
    vertex1PixelRadiance *= deltaFF; 
    vertex2PixelRadiance *= deltaFF; 
  } 
  else if(faceIndex == 1 || faceIndex == 2) { //cara +x, -x 
    deltaFF = (abs(u)/deltaFF); 
 
    vertex1PixelRadiance *= deltaFF; 
    vertex2PixelRadiance *= deltaFF; 
  } 
  else {   //cara +y, -y 
    deltaFF = (abs(v)/deltaFF); 
 
    vertex1PixelRadiance *= deltaFF; 
    vertex2PixelRadiance *= deltaFF; 
  } 
 
  //guardar irradiancias parciales en memoria compartida 
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  Irradiances[0][GroupThreadID.x] = vertex1PixelRadiance; 
  Irradiances[1][GroupThreadID.x] = vertex2PixelRadiance; 
  GroupMemoryBarrierWithGroupSync(); 
 
  //4 Sumar mediante una parallel reduction. GROUP_DIMENSION_X = 192 
  if(GroupThreadID.x < 96) { 
    Irradiances [0][GroupThreadID.x] += Irradiances [0][GroupThreadID.x + 96]; 
    Irradiances [1][GroupThreadID.x] += Irradiances [1][GroupThreadID.x + 96]; 
  } 
  GroupMemoryBarrierWithGroupSync(); 
 
  if(GroupThreadID.x < 48) { 
    Irradiances [0][GroupThreadID.x] += Irradiances [0][GroupThreadID.x + 48]; 
    Irradiances [1][GroupThreadID.x] += Irradiances [1][GroupThreadID.x + 48]; 
  } 
  GroupMemoryBarrierWithGroupSync(); 
 
  if(GroupThreadID.x < 24) { 
    Irradiances [0][GroupThreadID.x] += Irradiances [0][GroupThreadID.x + 24]; 
    Irradiances [1][GroupThreadID.x] += Irradiances [1][GroupThreadID.x + 24]; 
    if(GroupThreadID.x < 12) { 
      Irradiances [0][GroupThreadID.x] += Irradiances [0][GroupThreadID.x + 12]; 
      Irradiances [1][GroupThreadID.x] += Irradiances [1][GroupThreadID.x + 12]; 
      if(GroupThreadID.x < 6) { 
        Irradiances [0][GroupThreadID.x] += Irradiances [0][GroupThreadID.x + 6]; 
        Irradiances [1][GroupThreadID.x] += Irradiances [1][GroupThreadID.x + 6]; 
        if(GroupThreadID.x < 3) { 
          Irradiances [0][GroupThreadID.x] += Irradiances [0][GroupThreadID.x + 3]; 
          Irradiances [1][GroupThreadID.x] += Irradiances [1][GroupThreadID.x + 3]; 
          if(GroupThreadID.x < 1) { 
            Irradiances [0][GroupThreadID.x] += Irradiances [0][GroupThreadID.x + 1]; 
            Irradiances [1][GroupThreadID.x] += Irradiances [1][GroupThreadID.x + 1]; 
          } 
        } 
      } 
    } 
  } 
 
  //5 Los dos primeros hilos escriben al buffer de salida el resultado parcial para  
  //cada vértice 
  if(GroupThreadID.x < 2) { 
    //GROUP_DIMENSION_X no es potencia de 2, falta sumar un elemento 
    Output[(((GroupID.y << 1) + GroupThreadID.x) << 6) + GroupID.x] =  
      float4(Irradiances [GroupThreadID.x][0] + Irradiances[GroupThreadID.x][2], 0); 
  } 
} 
 
Donde: 
HALF_FACE_SURFACE_BITS: logaritmo en base 2 de HALF_FACE_SURFACE. 
 
FACES_PER_ROW_BITS: logaritmo en base 2 de FACES_PER_ROW. 
 
FACES_PER_ROW_1: FACES_PER_ROW – 1. 
 
HALF_HEMICUBE_FACE_SIZE_BITS: logaritmo en base 2 de HALF_HEMICUBE_FACE_SIZE. 
 
HEMICUBE_FACE_SIZE_BITS: logaritmo en base 2 de HEMICUBE_FACE_SIZE. 
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B.3.2 Segundo Paso de Integración 
 
cbuffer cbGeneralConstants : register(b0) 
{ 
  uint VertexID; 
  float VertexWeight; 
} 
 
Buffer<float4> PartialIntegration: register(t0); 
RWBuffer<float4> Output: register(u0); 
 
groupshared float3 IrradiancesPartialSum[32]; 
 
[numthreads(32, 1, 1)] 
void IntegrationStepB(uint3 GroupID : SV_GroupID, uint3 GroupThreadID : 
SV_GroupThreadID) 
{ 
  //guardar en memoria compartida 
  IrradiancesPartialSum [GroupThreadID.x] =  
          PartialIntegration[(GroupID.x << 6) + GroupThreadID.x].rgb +  
          PartialIntegration[(GroupID.x << 6) + GroupThreadID.x + 32].rgb; 
 
  GroupMemoryBarrierWithGroupSync(); 
 
  if(GroupThreadID.x < 16) { 
    IrradiancesPartialSum [GroupThreadID.x] +=  
                                         IrradiancesPartialSum [GroupThreadID.x + 16]; 
    if(GroupThreadID.x < 8) 
      IrradiancesPartialSum [GroupThreadID.x] +=  
                                         IrradiancesPartialSum [GroupThreadID.x + 8]; 
      if(GroupThreadID.x < 4) 
        IrradiancesPartialSum [GroupThreadID.x] +=  
                                         IrradiancesPartialSum [GroupThreadID.x + 4]; 
        if(GroupThreadID.x < 2) 
          IrradiancesPartialSum [GroupThreadID.x] +=  
                                         IrradiancesPartialSum [GroupThreadID.x + 2]; 
        if(GroupThreadID.x < 1) 
          IrradiancesPartialSum [GroupThreadID.x] +=  
                                         IrradiancesPartialSum [GroupThreadID.x + 1]; 
  } 
 
  //el primer hilo escribe la irradiancia final del vértice al buffer de salida 
  if(GroupThreadID.x == 0) { 
    float3 irradiance = IrradiancesPartialSum[0]; 
    irradiance *= VertexWeight; 
    Output[VertexID + GroupID.x] = float4(irradiance, 0); 
  } 
} 
 
 
B.4 Cuarta Implementación 
 
B.4.1 Primer Paso de Integración 
 
cbuffer cbUV : register(b1) 
{ 
  float UV[64]; 
} 
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Texture2D<float4> HemicubeFaces : register(t0); 
RWBuffer<float4> Output: register(u0); 
groupshared float3 Irradiances[2][GROUP_DIMENSION_X]; 
 
[numthreads(GROUP_DIMENSION_X, 1, 1)] 
void IntegrationStepA(uint3 GroupID : SV_GroupID, uint3 GroupThreadID : 
SV_GroupThreadID) 
{ 
  //1 Primer pixel 
 
  //1.1 Construir índice del pixel para este hilo 
  uint pixelLocation = GroupID.x * GROUP_DIMENSION_X + GroupThreadID.x; 
  uint faceIndex = (pixelLocation >> HALF_FACE_SURFACE_BITS); 
 
  //índice de la hemicube face (0 al 4) de este vértice. Notar que no hay warp  
  //divergence 
  if(faceIndex >= 1) faceIndex = faceIndex-1;   
 
  //índice de cara en la textura principal. 
  uint faceNumber = (GroupID.y << 1) * NUM_HEMICUBE_FACES + faceIndex; 
 
  //índice de fila en la textura principal para el primer vértice   
  uint faceRow = (faceNumber >> FACES_PER_ROW_BITS); 
  //índice de columna en la textura principal para el primer vértice 
  uint faceColumn = (faceNumber & FACES_PER_ROW_1); 
  
  //índice de fila en la textura principal para el segundo vértice 
  uint faceRow2 = (faceNumber + NUM_HEMICUBE_FACES) >> FACES_PER_ROW_BITS;  
  //índice de columna en la textura principal para el segundo vértice 
  uint faceColumn2 = (faceNumber + NUM_HEMICUBE_FACES) & FACES_PER_ROW_1;  
 
  //índice del pixel interno a una cara 
  uint2 pixel = uint2(0,0); 
 
  //los warps no divergen (tomando caras de 64x64 para el hemicubo se tiene que 1 warp    
  //lee 32*2 pixeles, y con 32 warps leemos una cara del hemicubo, excepto +z que es  
  //con 64 warps) 
  if(faceIndex == 0) {   //+z 
    pixel = uint2(pixelLocation & (HEMICUBE_FACE_SIZE-1),  
                 pixelLocation >> HEMICUBE_FACE_SIZE_BITS); 
  } 
  else if(faceIndex == 1) { //+x 
    pixel = uint2(pixelLocation & (HALF_HEMICUBE_FACE_SIZE-1),  
                 (pixelLocation - HALF_FACE_SURFACE*2) >>  
                                                     HALF_HEMICUBE_FACE_SIZE_BITS); 
  } 
 
  //1.2 Lectura de las radiancias. Se leen GROUP_DIMENSION_X posiciones consecutivas 
  //de alguna de las hemicube faces en un grupo. Coalescing access friendly. 
  float3 vertex1PixelRadiance =  
                 HemicubeFaces.Load(uint3(pixel.x + faceColumn * HEMICUBE_FACE_SIZE,  
                                         pixel.y + faceRow * HEMICUBE_FACE_SIZE,  
                                         0)).rgb; 
  float3 vertex2PixelRadiance =  
                 HemicubeFaces.Load(uint3(pixel.x + faceColumn2 * HEMICUBE_FACE_SIZE,  
                                         pixel.y + faceRow2 * HEMICUBE_FACE_SIZE,  
                                         0)).rgb; 
 
 
  //1.3 Obtener irradiancia de cada pixel y guardarlo en memoria compartida 
 
  //transformar coordenadas del pixel en la cara del hemicubo al rango [-1, 1]   
  float u = (pixel.x / float(HEMICUBE_FACE_SIZE-1)) * 2.0f - 1.0f; 
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  float v = UV[pixel.y]; 
 
  //multiplicar radiancias por delta form factor correspondiente 
  float deltaFF = 1.0f + u * u + v * v; 
  deltaFF = deltaFF * deltaFF * PI; 
  
  if(faceIndex == 0) {   //cara +z 
    deltaFF = 1.0f/ deltaFF; 
 
    vertex1PixelRadiance *= deltaFF; 
    vertex2PixelRadiance *= deltaFF; 
  } 
  else if(faceIndex == 1) {   //cara +x, -x 
    deltaFF = (abs(u)/ deltaFF); 
 
    vertex1PixelRadiance *= deltaFF; 
    vertex2PixelRadiance *= deltaFF; 
  } 
 
  //guardar irradiancias parciales en memoria compartida 
  Irradiances[0][GroupThreadID.x] = vertex1PixelRadiance; 
  Irradiances[1][GroupThreadID.x] = vertex2PixelRadiance; 
 
 
  //2 Segundo pixel 
 
  //2.1 Construir índice del segundo pixel para este hilo 
  faceNumber -= faceIndex; 
  pixelLocation += (HALF_FACE_SURFACE*3); 
  faceIndex = (pixelLocation >> HALF_FACE_SURFACE_BITS) - 1; 
 
  faceNumber += faceIndex;  
  faceRow = (faceNumber >> FACES_PER_ROW_BITS); 
  faceColumn = (faceNumber & FACES_PER_ROW_1); 
  
  faceRow2 = (faceNumber + NUM_HEMICUBE_FACES) >> FACES_PER_ROW_BITS; 
  faceColumn2 = (faceNumber + NUM_HEMICUBE_FACES) & FACES_PER_ROW_1; 
  
  //el segundo pixel que procesamos en el hilo está en la segunda mitad del hemicubo 
  if(faceIndex == 2) {  //-x 
    pixel = uint2((pixelLocation & (HALF_HEMICUBE_FACE_SIZE-1)) +  
                                                           HALF_HEMICUBE_FACE_SIZE,  
                  (pixelLocation - HALF_FACE_SURFACE*3) >>  
                                                     HALF_HEMICUBE_FACE_SIZE_BITS); 
  } 
  else if(faceIndex == 3) { //+y 
    pixel = uint2(pixelLocation & (HEMICUBE_FACE_SIZE-1),  
                  ((pixelLocation - HALF_FACE_SURFACE*4) >> HEMICUBE_FACE_SIZE_BITS) +  
                                                           HALF_HEMICUBE_FACE_SIZE); 
  } 
  else {    //-y  
    pixel = uint2(pixelLocation & (HEMICUBE_FACE_SIZE-1),  
                  (pixelLocation - HALF_FACE_SURFACE*5) >> HEMICUBE_FACE_SIZE_BITS); 
  } 
 
 
  //2.2 Lectura de las radiancias. Se leen GROUP_DIMENSION_X posiciones consecutivas  
  //de alguna de las hemicube faces en un grupo. Coalescing access friendly. 
  vertex1PixelRadiance =  
               HemicubeFaces.Load(uint3(pixel.x + faceColumn * HEMICUBE_FACE_SIZE,              
                                        pixel.y + faceRow * HEMICUBE_FACE_SIZE,  
                                        0)).rgb; 
  vertex2PixelRadiance =  
               HemicubeFaces.Load(uint3(pixel.x + faceColumn2 * HEMICUBE_FACE_SIZE,  
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                                       pixel.y + faceRow2 * HEMICUBE_FACE_SIZE,  
                                       0)).rgb; 
 
 
  //2.3 Obtener irradiancia de cada pixel y guardarlo en memoria compartida 
 
  u = (pixel.x / float(HEMICUBE_FACE_SIZE-1)) * 2.0f - 1.0f; 
  v = UV[pixel.y]; 
 
  deltaFF = 1.0f + u * u + v * v; 
  deltaFF = deltaFF * deltaFF * PI; 
  
  if(faceIndex == 2) { //cara +x, -x 
    deltaFF = (abs(u)/deltaFF); 
 
    vertex1PixelRadiance *= deltaFF; 
    vertex2PixelRadiance *= deltaFF; 
  } 
  else {      //cara +y, -y 
    deltaFF = (abs(v)/deltaFF); 
 
    vertex1PixelRadiance *= deltaFF; 
    vertex2PixelRadiance *= deltaFF; 
  } 
 
  //guardar irradiancias parciales en memoria compartida 
  Irradiances[0][GroupThreadID.x] += vertex1PixelRadiance; 
  Irradiances[1][GroupThreadID.x] += vertex2PixelRadiance; 
  GroupMemoryBarrierWithGroupSync(); 
 
  //3. Sumar mediante una parallel reduction. GROUP_DIMENSION_X = 96 
  if(GroupThreadID.x < 48) { 
    Irradiances[0][GroupThreadID.x] += Irradiances[0][GroupThreadID.x + 48]; 
    Irradiances[1][GroupThreadID.x] += Irradiances[1][GroupThreadID.x + 48]; 
  } 
  GroupMemoryBarrierWithGroupSync(); 
 
  if(GroupThreadID.x < 24) { 
    Irradiances[0][GroupThreadID.x] += Irradiances[0][GroupThreadID.x + 24]; 
    Irradiances [1][GroupThreadID.x] += Irradiances [1][GroupThreadID.x + 24]; 
    if(GroupThreadID.x < 12) { 
      Irradiances[0][GroupThreadID.x] += Irradiances[0][GroupThreadID.x + 12]; 
      Irradiances[1][GroupThreadID.x] += Irradiances[1][GroupThreadID.x + 12]; 
      if(GroupThreadID.x < 6) { 
        Irradiances[0][GroupThreadID.x] += Irradiances[0][GroupThreadID.x + 6]; 
        Irradiances[1][GroupThreadID.x] += Irradiances[1][GroupThreadID.x + 6]; 
        if(GroupThreadID.x < 3) { 
          Irradiances[0][GroupThreadID.x] += Irradiances[0][GroupThreadID.x + 3]; 
          Irradiances[1][GroupThreadID.x] += Irradiances[1][GroupThreadID.x + 3]; 
          if(GroupThreadID.x < 1) { 
            Irradiances[0][GroupThreadID.x] += Irradiances[0][GroupThreadID.x + 1]; 
            Irradiances[1][GroupThreadID.x] += Irradiances[1][GroupThreadID.x + 1]; 
          } 
        } 
      } 
    } 
  } 
 
  //4. Los dos primeros hilos escriben al buffer de salida el resultado parcial para  
  //cada vértice  
  if(GroupThreadID.x < 2) { 
    Output[(((GroupID.y << 1) + GroupThreadID.x) << 6) + GroupID.x] =  
           float4(Irradiances[GroupThreadID.x][0] + Irradiances[GroupThreadID.x][2],  
                  0);  
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  } 
} 
 
Donde: 
GROUP_DIMENSION_X: 96. Pues cada hilo lee 2 pixeles por hemicubo. 
 
B.4.2 Segundo Paso de Integración 
 
Ídem B.3.2. 
 
 
B.5 Quinta Implementación 
 
B.5.1 Primer Paso de Integración 
 
Ídem B.4.1. Excepto al momento de escribir al buffer de salida: 
 
if(GroupThreadID.x < 2) { 
  Output[(SkippedVertices << 6) +  
          (((GroupID.y << 1) + GroupThreadID.x) << 6) + GroupID.x] =  
 
     float4(Irradiances[GroupThreadID.x][0] + Irradiances[GroupThreadID.x][2], 0);
  
} 
 
Donde SkippedVertices es una variable uint dentro de un constant buffer que indica 
cuántos vértices ya tienen sus sumas parciales escritas en el buffer de integración 
parcial, en la presente iteración. 
 
B.5.2 Segundo Paso de Integración 
 
Ídem B.3.2. 
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