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Abstract: Decentralized regenerative mechanical ventilation systems have acquired relevance in
recent years for the retrofit of residential buildings. While manufacturers report heat recovery
efficiencies over 90%, research has shown that the efficiencies often vary between 60% and 80%.
In order to better understand this mismatch, a test facility is designed and constructed for the
experimental characterization and validation of regenerative heat exchanger simulation models.
A ceramic honeycomb heat exchanger, typical for decentralized regenerative ventilation devices,
is measured in this test facility. The experimental data are used to validate two modeling approaches:
a one-dimensional model in Modelica and a computational fluid dynamics (CFD) model built in
COMSOL Multiphysics®. The results show an overall acceptable thermal performance of both
models, the 1D model having a much lower simulation time and, thus, being suitable for integration
in building performance simulations. A test case is designed, where the importance of an appropriate
thermal and hydraulic modeling of decentralized ventilation systems is investigated. Therefore,
the device is integrated into a multizone building simulation case. The results show that including
component-based heat recovery and fan modeling leads to 30% higher heat losses due to ventilation
and 10% more fan energy consumption than when assuming constant air exchange rates with ideal heat
recovery. These findings contribute to a better understanding of the behavior of a growing technology
such as decentralized ventilation and confirm the need for further research on these systems.
Keywords: decentralized ventilation; heat recovery; honeycomb heat exchanger; computational fluid
dynamics; Modelica
1. Introduction
Residential building retrofitting occurs in Germany at a pace of 1% yearly and should be increased
to 3% in the coming years to reach the desired energy targets [1]. Higher energy efficiency standards
for residential buildings are typically associated with more airtight dwellings. Residential indoor
air quality and health improve only when building retrofitting is accompanied by an appropriate
residential ventilation commissioning [2]. In that sense, decentralized regenerative ventilation systems
(DRVSs) (Figure 1) have been gaining popularity on the market for several years already [3], due to
their simplicity of installation and low price.
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al. [6], who studied the hydraulic performance of these devices under different pressure 
configurations but assuming a heat recovery profile depending on the volume flow. Baldini et al. [7] 
reported that with appropriate control strategies, wind loading could be used to provide fan energy 
savings of up to 76% in DRVSs, taking advantage of the above-mentioned differential pressure. 
Undesired volume flows can cause a draft. Mahler et al. [8] reported draft issues in 30% of the 
analyzed buildings. This is directly associated with the thermal performance of the heat recovery 
system (too low supply temperatures). Correct modeling of the heat recovery system becomes crucial 
for the thermohydraulic performance of DRVSs. Merzkirch et al. [9] reported heat recovery 
efficiencies in DRVSs to be from 68% to 76% in laboratory experiments. Besides, increasing the 
pressure difference between the room and the outdoor environment can lead to up to 150% volume 
flow deviations from the nominal value. Coydon et al. [10] developed a model to calculate the heat 
recovery efficiency of DRVSs, taking into account the energy balance of the room as well. Extending 
his method to building performance simulation, heat recovery efficiencies of around 70% were 
reported. Smith et al. [11] simulated the performance of DRVSs in residences using a moisture-based 
demand-controlled ventilation scheme. Moisture recovery was observed in these devices, leading to 
a poor air quality performance of DRVSs in humid rooms (such as the bathroom). Temperature-based 
heat recovery efficiencies between 70% and 90% were reported. Manz et al. [12] studied the heat 
recovery, ventilation efficiency, and acoustic performance of DRVSs. He concluded that high sound 
pressure levels in these devices can lead to high user dissatisfaction. Recently, the proper hydraulic 
modeling of the alternating behavior of the fans has been defined as one of the priorities in DRVSs 
[13]. 
Regenerators were also researched in recent years, although rarely connected to DRVSs. 
Muralikrishna [14] successfully modeled the heat transfer between air and a counterflow metallic 
regenerator using different thermal models. Liu et al. [15] modeled the forced convection heat transfer 
in metal honeycomb heat exchangers, using the two-equation method. They reported that metal 
honeycombs with a high cell-wall length are advantageous for optimizing the thermal performance 
with a lower pressure drop. Mesonero et al. [16] modeled the heat storage process of a fixed-bed 
regenerator in a solar-powered combined cycle and validated the model with laboratory 
measurements. Gateau et al. [17] compared honeycomb and fin heat exchangers using computational 
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(1—in er all t re, 2—fan, 3—heat exchanger, 4—outer wall aperture) [4].
The most common material used for heat xchangers is ceramics. However, models utilizing
aluminum for this purpose can also be found on the market. The reversible fans are usually of an axial
flow type and operate at relatively low noise levels. The maximum flow rates provided by the devices
are around 40 m3/h on average. The typical cycle period is about two minutes (one minute of exhaust
air extraction and one minute of fresh air supply).
Although research has mostly focused on centralized ventilation systems and air handling units,
some publications analyze DRVSs and their different characteristics. Angsten et al. [5] highlighted
the costs, installation process simplicity, and room-individual control as the key advantages of DRVSs.
On the othe side, they reported that the ven ilation effectiveness can be severely affected by a strong
pressure difference between the façade and the room. This w s confir ed later by Mikola et al. [6],
who studied the hydraulic performance of these devices under different pressure configurations but
assuming a heat recovery profile depending on the volume flow. Baldini et al. [7] reported that with
appropriate control strategies, wind loading could be used to provide fan energy savings of up to
76% in DRVSs, taking advantage of the above-mentioned differential pressure. Undesired volume
flows can cause a draft. Mahler et al. [8] reported draft issues in 30% of the analyzed buildings.
This is directly associated with the thermal performance of the heat recovery system (too low supply
temperatures). Correct modeling of the heat recovery system becomes crucial for the thermohydraulic
performance of DRVSs. Merzkirch et al. [9] report d h at recovery efficienci s in DRVSs to be from
68% to 76% in laborato y experiments. Besides, ncreasing the pressure difference betwe n th room
and the outdoor environment can lead to up to 150% volume flow deviations from the nominal value.
Coydon et al. [10] developed a model to calculate the heat recovery efficiency of DRVSs, taking into
account the energy balance of the room as well. Extending his method to building performance
simulation, heat recovery efficiencies of around 70% were reported. Smith et al. [11] simulated the
performance of DRVSs in residences using a moisture-based demand-controlled ventilation scheme.
Moisture recovery was observed in these devices, leading to a poor air quality performance of DRVSs
in humid rooms (such as the bathroo ). Temperature-base heat recovery efficiencies between 70%
and 90% were reported. Manz et al. [12] studied the heat recovery, ventilation efficiency, nd acoustic
performance of DRVSs. He concluded that high sou d pres ure levels in these d vices can lead to high
user dissatisfaction. Recently, the proper hydraulic modeling of the alternating behavior of the fans
has been defined as one of the priorities in DRVSs [13].
Regenerators were also researched in recent years, although rarely connected to DRVSs.
Muralikrishna [14] successfully modeled the heat transfer between air and a counterflow metallic
regenerator using different thermal models. Liu et al. [15] modeled the forced convection heat
transfer in metal honeycomb heat exchangers, using the two-equation method. They reported
that metal honeycombs with a high cell-wall length are advantageous for optimizing the thermal
performance with a lower pressure drop. Mesonero et al. [16] modeled the heat storage process of a
fixed-bed regenerator in a solar-powered combined cycle and validated the model with laboratory
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measurements. Gateau et al. [17] compared honeycomb and fin heat exchangers using computational
fluid dynamics (CFD). According to the results, radiation heat transfer represents only around 3% of the
total heat exchanged, being dominated by convection. Li et al. [18] investigated the heat transfer between
airflow and a honeycomb ceramic air receiver. The heat transfer was more sensitive to the airflow
characteristics than the honeycomb properties. The authors also studied the sensitivity of the thermal
efficiency to the variation of the regenerator shape. The thermal mass of the regenerator correlated
positively to the thermal efficiency (influenced by wall thickness, channel width, or channel length).
Overall, the literature review confirmed that DRVS solutions are rapidly gaining market, especially
in the renovation of residential buildings, and that there are increasing efforts to solve the acknowledged
drawbacks of these devices. Information on their performance is limited, and different publications
report a wide range of heat recovery efficiencies (50% to 90%), given the lack of a single evaluation
method for heat recovery systems [19]. This study aims to precisely model the thermal effects in
these devices to reduce the gap between predicted and measured energy consumption in residential
buildings. A complex (CFD) and a simplified (1D) model are developed and compared with laboratory
measurements to validate the thermal performance of regenerative heat recovery systems. The DRVS
simplified model is later applied in a case study to analyze the impact of pressure difference and wind
loads on their performance, the air exchange rate, and the simulated heat recovery. This publication
addresses the importance of modeling pressure differences in the façade and room, the relevance of
advanced modeling of heat recovery systems in DRVS, and their impact on the indoor environmental
quality in a building simulation.
2. Methodology
In this publication, we propose an analysis regarding regenerative heat exchangers for
decentralized ventilation systems. Two different modeling approaches are compared and validated
through laboratory measurements of a ceramic honeycomb regenerative heat exchanger. This device
is usually found in DRVSs, as mentioned before. The first modeling approach is carried out using
computational fluid dynamics. Therewith, the time-dependent temperature, velocity, and pressure
fields are solved numerically for a three-dimensional symmetric segment of the heat exchanger with
the finite element method (FEM) using the software Comsol Multiphysics®. The second approach is
performed using a simplified 1D model in Modelica. The discretization level of this model is lower
than the one using CFD. A priori, the CFD model leads to a better representation of the thermal
behavior of the regenerator. Modelica 1D models are already proven to properly represent different
fluid systems and components with a simplified modeling approach. This procedure is suitable for
coupling with other building simulation models [20]. A parametric analysis is carried out, varying
the fan speed and the cycle length of the fan. The simplified approach can provide a reasonable
solution to be integrated into building performance simulation when the focus is on the ventilation
system and not the regenerator. Both models are compared with measurements carried out in a test
facility. Finally, the simplified model is applied in a case study of a building simulation to quantify the
importance of proper DRVS modeling rather than assuming a constant efficiency.
2.1. Heat Exchanger
The heat recovery system consists of a cylindrical regenerator with honeycomb-shaped channels.
The properties of the heat exchanger are summarized in Table 1. The thermal properties are provided
by the manufacturer, resulting in an average heat recovery efficiency of 81% [4].
The free flow area is defined as the cross-sectional area of one hexagonal channel (without the wall)
multiplied by the number of channels. Figure 2 shows the geometry of cylindrical heat exchangers.
As mentioned before, DRVSs change their direction periodically, allowing the regenerator to store
and release heat between phases. In Table 2, the values for the parametric analysis of the regenerator
are listed.
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Table 1. Honeycomb heat exchanger properties with hexagonal shape.
Variable Unit Value
Channel width w m 0.004
Channel length l m 0.15
Channel area Achan m2 4.16 × 10−5
Cylinder diameter d m 0.142
Free flow area Aflow m2 0.0104
Mass kg 2.32
Specific heat capacity cp,solid J kg−1 K−1 877
Density ρsolid kg m−3 2700
Thermal conductivity ksolid W m−1 K−1 0.026
Number of channels nchan - 1000
Wall thickness twall m 0.001
Energies 2020, 14, x FOR PEER REVIEW 4 of 26 
 
Free flow area 𝐴flow m2 0.0104 
Mass kg 2.32 
Specific heat capacity 𝑐p,solid J.kg−1.K−1 877 
Density 𝜌solid kg.m−3 2700 
Thermal conductivity 𝑘solid W.m−1.K−1 0.026 
Number of channels 𝑛chan - 1000 
Wall thickness 𝑡wall m 0.001 
The free flow area is defined as the cross-sectional area of one hexagonal channel (without the wall) 
multiplied by the number of channels. Figure 2 shows the geometry of cylindrical heat exchangers. 
 
Figure 2. Scheme of the honeycomb ceramic regenerator; front view (left) and channel model (right). 
As mentioned before, DRVSs change their direction periodically, allowing the regenerator to 
store and release heat between phases. In Table 2, the values for the parametric analysis of the 
regenerator are listed. 
Table 2. List of parametric values. The used characteristic length to calculate the Reynolds number is 










50% 0.40 92 
100% 0.89 204 
180 s 
50% 0.40 92 
100% 0.89 204 
2.2. Laboratory Test Facility 
Within the scope of this study, a specific test facility was built for the characterization of heat 
exchanger structures in decentralized regenerative ventilation devices. Figure 3 shows the main parts 
of the test facility. 
Unlike for the testing procedures in climate chambers, where both a hot and a cold ambient 
temperature are present, in the suggested test facility design, only the “room” exists (Figure 3: Room 
Air Provision). The room temperature was approximately 18 °C with a relative humidity of 
approximately 30%. The outside ambient temperature was simulated by guiding conditioned air at a 
low flow rate through a duct with a diameter of 150 mm along the inlet of the test facility (Figure 3: 
Figure 2. Scheme of the honeycomb ceramic regenerator; front view (left) and channel model (right).
Table 2. List of param tric values. The used charact ristic length to lculate the Reynolds number is
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2.2. Laboratory Test Facility
Within the scope of this study, a specific test facility was built for the characterization of heat
exchanger structures in decentralized regenerative ventilation devices. Figure 3 shows the main parts
of the test facility.
Unlike for the testing procedures in climate chambers, where both a hot and a cold
ambient temperature are present, in the suggested test facility design, only the “room” exists
(Figure 3: Room Air Provision). The room temperature was approximately 18 ◦C with a relative humidity
of approximately 30%. The outside ambient temperature was simulated by guiding conditioned
air at a low flow rate through a duct with a diameter of 150 mm along the inlet of the test facility
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(Figure 3: Ambient Air Provision). The ambient air had a temperature of approximately 8 ◦C at a
relative humidity of 37%. These conditions on both sides of the device were constantly measured.
In the supply case, the fan will suck the conditioned air through the heat exchanger. Temperature,
differential pressure, and humidity sensors were carefully selected to be able to obtain a high enough
measurement resolution for trustworthy assessment, before and after the heat exchanger (see Table 3
for details). Four temperature sensors were shifted 90◦ between each other to capture the temperature
of the whole air profile. The supply air leaves the heat exchanger, enters a mass flow sensor, and leaves
the test facility into the room. In the exhaust phase, when the fan reverses the flow direction in the
test facility, the exhaust air first enters the mass flow sensor area, then the fan, and then the heat
exchanger. Problems related to mixing of the ambient air and the thermal mass of the steel ducts arose,
thereafter, in the ambient area. For this reason, the exhaust air was pushed back into the room through
another duct. To switch between the above-mentioned flow patterns, a control strategy utilizing two
motorized dampers was used (Figure 3: Air Dampers).
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Table 3. Uncertainties of main sensors.
Sensor Model Range Accuracy Response Time
Temperature IST RTD Platinum −50–+150 ◦C ±0.1 K (after calibration) τ0.63 = 1200 ms (vair =1 m/s)
Humidity Vaisala HMT 120 0–100% rH ±1.5% rH
Differential pressure h- PU ± 50 −50–+50 Pa ±0.5 .v. 20 s
ass flo rate E+ B200 Prosonic Flow 0–300 m3.h1 ±1.5 .v. τ0.95 = 1000 ms
During the supply phase, one damper is open and the other damper is closed, which leads to
the conditioned air being sucked freely from the ambient air output. The damper position states
invert as soon as the exhaust phase starts. Here, the opening/closing speed of the damper plays a
big role in avoiding the mixing of supply and exhaust air, which have different temperatures and
humidity. For this purpose, the fastest running actuators available for the given application were
selected. Their running time of just 2.5 s is lower than the time that the fan impeller needs to stop from
an average rotational speed and to start spinning with the same revolutions per minute (RPM) in the
reverse direction, facilitating an articulate transition between supply and exhaust phases.
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As the temperatures were measured at the inlet and outlet of the device, the values should be
corrected to assess the performance of the heat exchanger as storage alone. Therefore, anything that
boosts or hinders (depending on whether it is a supply or an exhaust phase) the efficiency of the device
compared to the efficiency of the storage alone was quantified. In this study, the total gains
.
Qgains
were assumed to be equal to the sum of the heat, infiltrating the housing of the device (
.
Qinf) as well as
the waste heat generated by the fan (
.
Qfan). The total gains
.
Qgains were estimated by measuring their
effect on the air temperature profile and represent around 5% of the total heat transferred between air











Thermal infiltrations on the left-hand side of the heat exchanger are significantly higher than on
the right-hand side (left and right according to Figure 4). This happens because the left-hand side is
the “inlet” of the supply side (ambient) and therefore always has lower temperatures than the device,
causing a higher thermal infiltration. For this reason, infiltrations were assumed to happen on this side
and were, thus, neglected on the right side.
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The effect of
.
Qfan was estimated for both phases according to the temperature gradient that it
causes in the flow. The effects of varying total efficiency of the fan (ηe) could not be considered, as the
electrical input power to the fan was not measured. Therefore, the inlet and outlet temperatures were
corrected as follows:
























The corrected temperatures will be used for the model validation. One exemplary temperature
curve is shown in Figure 5. The curves show a slow progression of the temperature on both sides so
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that an equilibrium state with constant temperatures is never reached. The small sudden decrease
in the temperature in the phase transition is due to the temperature correction previously described
(where the fan direction change occurs).Energies 2020, 14, x FOR PEER REVIEW 7 of 26 
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The heat Qsup and Qexh should be equal due to the correction in Equations (6) and (7), with the
heat losses and gains taken into account in Equation (1). Thus, Qsup and Qexh express the stored
energy only. Based on the temperature and flow rate measurements, the values of heat Qsup and
Qexh show a good accordance, with relative differences of less than 6%. More information about these
measurements can be found in the thesis of Asadov [21].
2.3. Thermal Model
2.3.1. Finite Element Method for CFD
Time-dependent weakly compressible fluid flow and heat transfer was simulated with COMSOL
Multiphysics® (Version 5.5), using the finite element method (FEM). The governing equations for
the air/solid domains are the three-dimensional Navier–Stokes equations, which were simplified by
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assuming laminar, weakly compressible flow of the Newtonian fluid air with temperature-dependent
fluid properties and constant solid properties and neglecting volumetric forces and radiation heat
transfer. The continuity, Navier–Stokes, and energy (heat) equations describe the system on the air side:
∂ρair
∂t
















ρaircp,airu · ∇T = ∇ · (kair∇T) (11)
The air properties ρair, µair, cp,air, and kair are the density, dynamic viscosity, heat capacity at
constant pressure, and thermal conductivity of air, respectively. Their values are a function of the
temperature T and are evaluated at a fixed pressure of 1 atm. The vector I is the identity. The scalars for
temperature T, pressure p, and the velocity field u = (u, v, w) are the dependent variables. The viscous
dissipation and the work related to thermal expansion are neglected in the energy Equation (11).




= ∇ · (ksolid∇T) (12)
The properties ρsolid, cp,solid, and ksolid are the density, heat capacity at constant pressure,
and thermal conductivity of the solid, respectively, and their values are fixed (Table 1). The heat
exchanger geometry consists of repetitive elements. By properties of symmetry, a characteristic element
can be specified. This element is shown in Figure 7 in detail. The characteristic element is determined by
the wall thickness twall, the channel width w, and the total length of the channel l. The air velocity field
is determined by inlet velocity vair,in and the inlet temperature Tair,in upstream of the heat exchanger.
The boundary conditions for the temperature, pressure, and velocity for the time-dependent weakly
compressible laminar flow are shown for the specific heat exchanger in Figure 7 and Table 4.Energies 2020, 14, x FOR PEER REVIEW 8 of 26 
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equations for the air/solid domains are the three-dimensional Navier–Stokes equations, which were 
simplified by assuming laminar, weakly compressible flow of the Newtonian fluid air with 
temperature-dependent fluid properties and constant solid properties and neglecting volumetric 
forces and radiation heat transfer. The continuity, Navier–Stokes, and energy (heat) equations 
describe the system on the air side: 
𝜕𝜌air
𝜕𝑡
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constant pressure, and thermal conductivity of air, respectively. Their values are a function of the 
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for temperature 𝑇, pressure 𝑝, and the velocity field 𝐮 = (𝑢, 𝑣, 𝑤) are the dependent variables. The 
viscous dissipation and the work related to thermal expansion are neglected in the energy Equation 
(11). The energy (heat) equation on the solid side is as follows: 
Figure 6. Workflow to calculate the supply heat recovered.
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The governing Equations (9)–(12) were discretized by means of a tetrahedral mesh. The mesh 
was refined in order to obtain a mesh-independent solution. The Richardson method [22] was used 
to determine the order of accuracy of the refinement. The normalized grid spacing was based on the 
mean volume of a tetrahedral element. Exemplarily, three meshes are shown in Figure 8. The mean 
volume of one element differed from 9 × 10−3 mm3 (coarse mesh) to 1 × 10−3 mm3 (fine mesh). The 
mesh refinement was chosen such that the grid convergence indices (GCI) [22] for the mean pressure 
drop Δ𝑝mean  and the mean heat transfer rate  ?̇?mean  were below 2.5% for several operating 
conditions. Thus, the uncertainty due to discretization is expected to be lower than 2.5% for the used 
“normal” grid. The implicit backward differentiation formula (BDF) solver was used as a time-
dependent solver within the simulation. BDFs with an order of accuracy varying from one to two 
were used with a maximum time stepping of 1 s. 
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Table 4. Boundary conditions; the normal n is outward-pointing. The auxiliary matrix variable K is







Boundary Velocity u=(u,v,w)and Pressure p Temperature T Comment




−kair∇T · n = 0
Supply phase:
vair,in > 0 exhaust phase:
vair,in < 0
Room face [−pI + K]n p n
Su ply phase:
−kair∇T · n = 0
exhaust phase:
T = Tair,in
p0 = 0 atm,
pref = 1 atm
pA = p + pref (abs. pressure)
Tangential stress component is set
to zero
Symmetry fluid u · n = 0;
[−pI + K]n = 0 −kair∇T · n = 0
No penetration and vanishing
shear stresses
Symmetry solid – −ksolid∇T · n = 0 –
Wall u = – No slip condition
The governing Equations (9)–(12) were discretized by means of a tetrahedral mesh. The mesh
was refined in order to obtain a mesh-independent solution. The Richardson method [22] was used to
determine the order of accuracy of the refinement. The normalized grid spacing was based on the
mean volume of a tetrahedral element. Exemplarily, three meshes are shown in Figure 8. The mean
volume of one element differed from 9 ×10−3 mm3 (coarse mesh) to 1 ×10−3 mm3 (fine mesh). The mesh
refinement was chosen such that the grid convergence indices (GCI) [22] for the mean pressure drop
∆pmean and the mean heat t ansfer rate
.
Qmean were below 2.5% for several operating conditions.
Thus, the uncertainty due to discretization is expected to be lower than 2.5% for the sed “normal” grid.
The implicit backward differentiation formula (BDF) solver was used as a time-dependent solver
within the simulation. BDFs with an order of accuracy varying from one to two were used with a
maximum time stepping of 1 s.
The parametric analysis is based on the temperature and velocity input from the measurement.
Analogously to the measurement procedure, 10 cycles were performed consecutively for each parametric
step in Table 2. The temperatures of the last cycle have been used to calculate the heat transfer rates for
each time step (each second) and, finally, the transferred energy within the cycle (cf. Figure 6).Energies 2020, 14, x FOR PEER REVIEW 10 of 26 
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2.3.2. Dynamic 1D Model Using Modelica
The heat exchange between the air and the heat recovery system (HRC) could be firstly modeled
as a pure convection case. The radiative heat exchange between surfaces is negligible in comparison
to the forced convection of the incoming air and the surface of the HRC (honeycomb channels);
the temperature rise due to radiation falls under 3% [17]. Equation (13) was obtained applying the first


















Q is the heat exchange between fluid and the surface of the HRC device;
.
mair is the mass flow
rate of air (kg/s); cp,air is the specific heat capacity of air (J/kg K); dT is the temperature change of the
air with time; Tsolid is the temperature on the surface of the solid; Tair is the air temperature; hair is the
specific convection coefficient (W/K m2); Csolid is the heat capacity of the solid (KJ/kg); Aht is the heat





where Nu is the non-dimensional Nusselt number; dh is the hydraulic diameter; kair is the thermal
conductivity of the air. The heat storage on a HRC device was modeled as a capacity that absorbs or






To calculate the heat transfer at each time step, the Nusselt number must be obtained.
The non-dimensional numbers of Reynolds (Re) and Prandtl (Pr) are used [24]. Since the flow
through the channels is laminar (Re < 2300), the following correlation to determine the Nusselt number
was applied [18].














Regarding the geometrical modeling approach in Modelica, the heat transfer through the hexagonal
channels was modeled as a heat transfer in a pipe (circular tube). The equivalent diameter of this
pipe was calculated with the corresponding cross section area during the heat transfer; the equivalent








Besides, the pipe model was discretized in air flow direction to represent better the temperature
progression along with the heat exchanger. Discretization allows a more accurate representation of
the heat transfer mechanism, also increasing the computational time. Figure 9 shows the built model
in Modelica [25]. The Buildings library [26] supported the modeling process. Each portion of the
channel volume was modeled, where the heat transfer between the air (flows between port_a and port_b)
and honeycomb takes place. Convection heat transfer and heat storage in the honeycomb are also shown.
2.4. Fan Hydraulic Model
The fan curve was modeled using the measurement results for the used fan reported in the
literature [27]. In this publication, for three different ventilation levels (associated with fan speeds),
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a characteristic curve changing the pressure difference between air source and sink was measured.
These curves were fitted (quadratic polynomial equation) and used as characteristic curves for the
simulation. Since the control strategy used in this simulation study requires four ventilation levels,
the corresponding fan speeds and their airflows were interpolated. The resulting curves are depicted
in Figure 10.
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2.5. Building Model
A simple building model is used to test the aforementioned ventilation system models within a
simulation study in Section 4. A representative apartment of a typical German multifamily building was
selected (medium energy retrofit), based on the investigation from the project “LowEx im Bestand” [28].
The floor plan is illustrated in Figure 11.
The building was modeled in EnergyPlus [29], using the airflow network principle [30].
Air movement, infiltration, and wind pressure were simulated by applying this procedure. The pressure
on the façade was modeled using the equation of Swami and Chandra [31], which considers both
buoyancy and wind-induced pressure. The air movement inside the dwelling was modeled using the
power law, and the infiltration using the effective leakage area method. The description and applied
coefficients were obtained from the literature [32]. The resulting pressure difference between every
room and the outdoor façade influences the airflow rate of the DRVS in the simulation, following the
curves in Figure 10.
Regarding the occupant behavior, a time use schedule was taken from the standard ISO 18523-2 [33].
The corresponding loads of heat [34], moisture [35,36], and CO2 [37] are assigned to the activities from
Energies 2020, 13, 6010 12 of 25
the time use schedule, which are defined for winter simulations. Other contaminants are not modeled.
Window opening behavior was modeled using the probabilistic model from Schweiker et al. [38].
Heating power was modeled ideally, using a defined temperature set point in every room (defined
in Table 5 and adapted from the DIN 1946-6 [39]) and keeping the desired temperature with a
proportional-integral-derivative (PID) controller.
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Table 5. Room temperature set points (◦C). Between brackets, the night setback for the given rooms.
Child 2 Child 1 Bedroom Living Kitchen Bathroom
20(16) 20(16) 20(16) 20 20 22
In every room, one DRVS is installed, except in the bedroom and living room, where two devices
are considered. The DRVS is controlled with a stepwise demand-controlled ventilation (DCV) strategy,
as shown in Figure 12 [40]. The humid rooms (kitchen and bathroom) are humidity-controlled, and the
rest (children, bedroom, and living room) are CO2-controlled.Energies 2020, 14, x FOR PEER REVIEW 13 of 26 
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The Modelica and EnergyPlus models were combined in a co-simulation scheme. More details
about the models and the simulation set up can be found in the literature [41].
2.6. Performance Indicators
The heat recovery efficiency ηHRC is relevant to the performance of DRVS. In this publication,





The energetic performance of a DRVS is evaluated through the fan energy consumption and
heat losses due to ventilation. The corresponding fan power was also measured in the literature [27]
for three different ventilation levels. These measurement points are approximated with a quadratic
polynomial equation and used to simulate the fan power. The resulting curve is illustrated in Figure 13.
The heating energy losses are a function of the ventilation airflow rate, the temperature difference





Vaircp,air (Troom − Tamb) (1− ηHRC) dt (19)
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In order to properly quantify the differences between simulation models and measurements,
two indicators are proposed—the root mean squared error (RMSE) and mean average percentage error















These indicators are applied in this work to the supply air temperatures Tsup to quantify the
deviations between simulated and measured values. Since the simulated mass flow rate was the same
as the measured one, applying these indicators to the obtained temperatures would be equivalent.
These indicators are applied over two periods after the stabilization of the temperatures on both sides
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of the heat exchanger. The RMSE has the unit of the measured variable, while the MAPE is expressed
in percentage.
3. Heat Exchanger Model Validation
3.1. CFD
The resulting heat transfer rates between air and heat storage from the CFD simulation are shown
in Figure 14, together with the measured heat exchange for two different fan speeds and a fixed
cycle length of 180 s. The heat exchanged was higher in the simulation than in the measurement.
Moreover, the shape of the curves is similar in the 50% speed case but shows some differences in
the full speed case. In the first 25 s, there is a strong overestimation of the heat exchanged in the
CFD simulation (in both phases). This overestimation decays shortly after and, in the end, reaches a
similar value to the measurement. The simulated heat exchange has an approximately linear shape
after an initial temperature jump at the phase transition between the supply and exhaust phases.
Table 6 gives an overview of the simulation results in terms of average heat exchanged Q and heat
recovery efficiency ηHRC. The statistical comparison between the CFD simulation, the1D model,
and the measurement is introduced in Section 3.3.
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computational fluid dynamics (CFD) simulation.
Table 6. Average heat transfer rate
.
Qcfd on the supply side and heat recovery efficiency ηHRC using the
CFD model.
Period [s] 60 s 180 s
Variable ηHRC (-)
.
Qcfd (W) ηHRC (-)
.
Qcfd (W)
50% Speed 0.83 30.7 0.80 33.4
100% Speed 0.75 54.5 0.66 63.4
3.2. Modelica 1D Model
In this section, the results of the simulated parametric cases in Modelica are presented. In the
first place, a key parameter of the simplified 1D model is the number of nodes of the discretization along
the flow direction, and it must be predefined. Figure 15 shows the calculated average RMSE between
simulated supply and exhaust temperatures as a function of the number of nodes for the simulation
with an alternating period of 60 s and nominal fan speed. The RMSE value stabilizes for models with
Energies 2020, 13, 6010 15 of 25
six or more nodes. These results were also obtained with other speeds and cycle lengths. Therefore,
it was decided that simulations modeling the regenerator with six nodes would be carried out, since a
higher number of nodes increased the simulation time but not the performance of the model.
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The simulation results for the quasi steady-state cycles of every parametric case are presented
in Table 7. As expected, higher air speeds mean a higher heat flux exchanged in both phases.
Besides, a higher air speed means a lower heat recovery efficiency, given the higher amount of “hot”
air exhausted. This result coincides with the findings of Zemitis et al. [44], who studied the dependency
of heat recovery efficiency an pressure difference (and, consequently, the air speed). Considering the
cycle period, shorter periods lead to less average heat exchanged but higher efficiencies. The principle
is the same as in the analysis of the air speed—a longer cycle mea s that the regenerator is closer to
its heat saturation in both phases, leading to a lower average air supply temperature and, therefore,
a lower heat recovery efficiency.
Figure 16 compares the measured a d simulated heat transfer rate profiles for the 180-s cycle length.
The profiles on both sides of the regenerator in both simulation and measurements show an overall good
agreement, although the model overestimates the heat transfer rate at nominal fan speed. The obtained
heat transfer rate profiles are in line with the results of Manz et al. [12], who failed to model the
temperatures properly during the initial seconds of the direction change. These temperature gaps
affect the simulated heat exchange between the airflow and the regenerator. However, the obtained
results are satisfactory for the 1D model, and it is suitable for integration into the building performance
simulation as it provides a realistic heat recovery efficiency profile.
Table 7. Average supply heat transfer rate and heat recovery efficiency using the 1D model and
measured values.
Period (s) 60 s 180 s









50% Speed 0.77 0.80 25.3 27.0 0.76 0.75 30.6 29.9
100% Speed 0.71 0.64 47.6 40.0 0.63 0.54 59.0 49.1
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3.3. Comparison and Discussion
In this section, the results of the comparison bet een the test facility measurements and both
proposed models ar describ d and discussed. Figure 17 illustrates the supply and exh ust temperature
profil s in both phases for 180 s. The initial temperature on both phases shows slig t jump and then
a linear behavior. This lies mainly in the direction change f t e fan and the i accurate modeling
of the flow, which have already been identified as key factors for the successful representation of
DRVSs [13]. This initial difference is emphasized by the temperature correction of the measurements,
as described in Section 2.2. Nevertheless, the results confirm that both proposed modeling approaches
represent well the thermal behavior of the regenerator.
The 1D model significantly outperformed the CFD model in terms of computational resources.
Simulating 3600 s with a 1-s time resolution lasts 0.17 s. On the other hand, the CFD model lasts
more than 8 h. Given that CFD models solve the Navier–Stokes equation and energy equation in
three dimensions, they can detail the complexity of the airflow inside a channel and take into account
several thermal effects in heat transfer. CFD models are an appropriate tool to perform a geometrical
optimization of regenerators. The one-dimensional model has many assumptions which do not
significantly affect the heat exchanged between the air and the regenerator:
• Dynamic 1D mass and energy balance.
• Discretization in the axial direction (six nodes).
• Neglects radiation.
• Neglects thermal conductivity in heat storage.
• Neglects air velocity profile.
Therefore, the model is suitable for integration into the building performance simulation.
Table 8 summarizes the performance indicators for the supply temperatures, proposed in Section 2.6.
The CFD model presents absolute deviations between 4% and 10%, while the 1D model is between
1% and 8%. The 1D model presents lower temperature deviations than the CFD model. Given that
the 1D model uses correlations from the literature to calculate the Nusselt number, the heat transfer
coefficients are based on real measurements. On the other hand, the CFD model obtains the heat transfer
coefficients from the calculated flow pattern, the geometry, and material properties, which results,
in this case, in a slight overestimation of the heat transfer rate related to both measurements and the
Modelica model.
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Figure 17. Supply and exhaust temperature comparison between both simulation models and
measurements with 180 s phase.
Table 8. Performance indicators regarding the supply temperature for both simulation models.
Tsup,room
Model
Period (s) 60 s 180 s Simulation
TimeFan Speed RMSE (◦C) MAPE (%) RMSE (◦C) MAPE (%)
CFD
50% 0.8 4.5 0.6 3.6
>8 h100% 1.5 9.6 1.3 9.1
1D Model
(Modelica)
50% 0.6 2.3 0.3 1.6
0.17 s100% 1.1 6.9 1.1 7.6
Longer p riods present lower errors, probably because the average volume flow (and, directly,
the Nusselt number) is closer to the steady-state value. In other words, the volume flow uncertainty due
to the direction change of the fan is proportionally shorter when the period is longer. Besides, higher
fan speeds lea to higher discrepancies betwe n measurements and simulations. The advantages of the
test facility are its flexibility, size, and appropriate accuracy. This simplicity allows an increased variety
of measurements. However, some limitations appeared, whic res lted in a slight overestimation of
the heat exchanged. A known limitation of the laboratory measurement is related to the mass flow
measurement procedure. The mass flow rate in both directions (the exhaust and supply) was obtained
using pressure correlations across the heat exchanger and the mean velocity. The correlations were
determined in previous measurements from the same test facility with the changing position of the
mass flow sensor. This was do e because the mass flow sensor could only easure in one direction.
Verification of the correlation validity could be carried out during cyclic measurements only in one
direction. Since the fan has different characteristic curves for both directions, there is an uncertainty
when applying this simplification. This could explain the lower error levels on the supply side of the
regenerator and the higher error levels associated with higher fan speeds. Measurement uncertainties
around the direction change in these devices have already been identified as considerable and could
also affect the measurement results [13]. Other room and ambient temperature conditions can influence
the obtained heat recovery efficiency, as Zemitis et al. [44] studied. Finally, there are uncertainties in
the thermal pr p rties of the regenerator, which were reported by the manufacturer.
To summarize, the key findings of this section are listed as follows:
• The 1D model sufficiently calculates the experimentally evaluated behavior of the DRVS.
Longer cycles and lower air velocities are better modeled compared to the measurements.
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• CFD modeling could make sense for geometrical optimization but not for cycle evaluation.
• Measured heat recovery efficiencies are in a range between 54% and 80% accuracy. Higher air
velocities and shorter cycles present higher efficiencies.
This section studies the heat recovery efficiency of DRVSs in depth. There are several methods
suggested by standards and scientific reports on how to calculate the heat recovery efficiency of
DRVSs [19]. In this particular case, the selected one provides a simple interpretation; the efficiency
indicates the reached mean supply temperature in comparison to its theoretical value, given the room
and ambient temperature difference. For instance, this method, typically used by manufacturers,
does not include the fan power nor the influence of air humidity. However, the influence of the mass
flow rate is neglected mostly. Equation (18) assumes that the supply and exhaust mass flow rates
are identical. As mentioned before, the influence of the pressure difference between the façade and
the room significantly impacts the resulting airflow rates. The theoretical heat recovery potential
is affected strongly by these pressure differences, especially since supply airflow rates are usually
larger than exhaust ones, as Mikola et al. [6] studied. In that sense, the impact of a component-based
model for the heat recovery system, as well as inclusion of a reliable hydraulic model that considers
pressure difference between façade and room, must be investigated. The next section covers this point,
integrating the proposed models into a building simulation case study.
4. Case Study: Integrating DRVS into Building Simulation
4.1. Simulation Set Up
In this section, the impact of integrating a more detailed DRVS model into a building performance
simulation is analyzed and quantified. The building model was described in Section 2.5. The DRVS heat
recovery model is described in Section 2.3.2, and the fan hydraulic model in Section 2.4. Three simulation
case studies are carried out:
• DRVS modeling including pressure difference with a component-based HRC model.
• DRVS modeling including pressure difference with a constant HRC efficiency of 70%.
• DRVS modeling neglecting pressure difference with a constant HRC efficiency of 70%.
The simulation was performed for a full winter week (Stuttgart test reference year). The ambient
temperature and wind speed for the whole simulation period are shown in Figure 18. The case that
neglects the pressure difference and uses an ideal HRC efficiency is used as a baseline. The RMSE
and MAPE indicators evaluate the deviations in the results of the other two simulations with the
baseline case. These indicators help to create a better understanding of the differences in the variables
between the different simulation scenarios. The effect on the indoor temperature is not considered since
the heating system is ideal, and therefore, the indoor room temperature is fairly constant. The influence
on energy consumption (heating energy losses and fan energy consumption) due to ventilation and
air exchange rate are taken as indicators to evaluate this study. The direct comparison of the heating
energy losses due to ventilation is possible, given that the same boundary conditions are selected in
every simulation case.
4.2. Simulation Results
Figure 19 shows a daily air exchange profile (in air changes per hour) of the whole dwelling due
to mechanical ventilation (without infiltration or natural ventilation), with and without considering
the pressure difference between the rooms and the façade. The average airflow rate in the whole
dwelling is higher when considering the pressure difference, caused by modeling a constant fan speed
DRVS (as usually occurs in reality), instead of a constant volume flow system. The pressure differences
consider the influence of wind speed on the façade absolute pressure. In this case study, low wind
speeds result in a fairly constant pressure difference between room and ambient temperatures.
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between the rooms and the façade in a single day.
The higher air exchange rate has an impact on energy consumption as well as in the indoor
contaminant removal. In this c s , differences in the CO2 concentration and relative humidity were
identified between the simulation cas s. In the worst-case scenario, relativ diff rences up to 5%
w re seen. In this particular study, these differences could be considered negligibl . However, different
boundary conditions could influence the obtained results. Further discrepancies in the results betw en
r oms with differe t control strat gies (relative humidity or CO2) were not ide t fied. As xpected,
rooms with a lo er average air exchange rate were affected more by pressur difference, given the
hydraulic modeling of the fan.
T key ana ysis f this section is related to energy consumption, where both pressure difference
and HRC have a direct impact. Figure 20 illustrates the differences in at losses due to ventilation
and air exchange rat , relative to the simulation with ideal conditions. Comp n nt-based appro ches
are referred to as th “HRC M del”, n contrast to “HRC Const” (constant heat recovery efficiency).
Three main findings are here identified:
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• Adding the pressure difference to the fan modeling results in an 8% higher air exchange rate,
which causes 9% additional heat losses. Fan energy consumption is slightly lower (−3%), as the
increasing volume flows reduce the fan speed on some occasions.
• Adding a component-based heat recovery system directly impacts the heat losses due to ventilation.
Relative to the constant HRC case, it results in a 17% higher total heat losses, which means that
the assumption of a global heat recovery efficiency leads to an underestimation of these losses in
this simulation case.
• A component-based thermal and hydraulic model of DRVS results in a total of 28% higher heat
losses due to ventilation. These results are not negligible in any case and should be included
when integrating DRVSs in building performance simulation.
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4.3. Discussion
The results show the importance of properly modeling the DRVSs in building performance
simulations. Both thermal and hydraulic modeling a r ac es i pact the energetic performance of a
building and its ventilation system. In this case, det odeling results in 28% ig r heat losses
due to ventilation a d an 8% higher air exchan .
There are some known limitations to this study. Firstly, the selected weather file (Stuttgart, winter,
test reference year) does not have a particularly high wind speed in comparison to other locations
around Germany. The simulated week displays average ambient pressure and wind load profiles for
this location. Selecting different simulation periods or locations may also affect the results. Higher wind
loads would emphasize the influence of the pressure difference on the fan; lower fan speeds and higher
air exchange rates can be expected. This confirms the approach of Baldini et al. [7], who concluded
that a proper design of dec ntralized ventilation syst ms can take advantag of high wind loads to
reduce the fan energy consumption. B sides, the device plac ment in the simulated building plays a
role that is not studied in this public tion (the devices were placed at the north and south façades,
and in the bedroom and living room, they could be placed on the west façade). Each orientation has
different wind pressure coefficients that are necessary to calculate the wind pressure in the façade [31].
Using other wind pressure coefficients will result in other pressure difference levels and, therefore,
a different simulated air exchange rate in the dwelling. Furthermore, ventilation effectiveness was
neglected in this study, ignoring the possibility of short-circuiting. Besides, different supply and
exhaust configurations can affect the air exchange in rooms [45].
Moreover, selecting colder locations would highlight the relevance of the component-bas d HRC
model, which confirms that considering a global heat recovery efficiency le ds to an underestimation
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of heating energy losses for DRVSs. Merzkirch [46] studied that increasing the heat recovery efficiency
by 10% leads to a primary energy saving of 20%. Additionally, selecting different indoor temperature
setpoints might affect the obtained results. The indoor temperature setpoints were taken from the
DIN 1946-6 standard and are considered rather low for renovated buildings [47]. Raising those would
correspondingly increase the heat losses due to ventilation, thus highlighting the importance of proper
modeling of the heat recovery in DRVSs, as well as resulting in lower indoor relative humidity values.
5. Conclusions
Two models to simulate the heat recovery in decentralized regenerative ventilation systems (DRVS)
were proposed. The first one was using CFD and the second one adopted a dynamic 1D simplification
with a discretized heat storage model. Measurements were carried out in a test facility to compare the
performances of both models in terms of heat recovered and course of supply and exhaust temperatures.
The results showed that the CFD model has good overall performance when reproducing the heat
transfer, as well as the 1D model with six nodes, which is based on a simplified approach and ignores
some physical effects. The 1D model is even closer to measurements in most cases. Both models slightly
overestimate the heat exchanged in supply and exhaust phases. This could be a result of inaccuracies
in the mass flow measurement procedure or overestimating heat gains from the ambient or the fan.
In general, both models showed an appropriate performance regarding the measured temperatures
and heat exchanged (percentage errors—MAPE—under 10%). The CFD model provides a higher
discretization level than the 1D model, therefore requiring much higher computational resources.
Besides, the Modelica 1D model was implemented in a building performance simulation scheme to
study the influence of pressure difference and heat recovery efficiencies on the indoor environment and
to evaluate the importance of a precise component-based modeling approach. The results suggest the
that pressure difference between a room and building façade has a strong effect on DRVSs and should
not be neglected. Higher air exchange rates caused higher energy consumption and lower contaminant
concentrations in the rooms. Energy is more sensitive to adequate modeling than contaminant removal.
A model neglecting the effect of the pressure difference between indoors and the façade and assuming
a constant heat recovery efficiency underestimates the heat losses by almost 30% and the air exchange
rate by almost 10% in the simulation test case (which itself causes a 13% underestimation of the HRC
efficiency).
In real situations, a potential solution to lowering the influence of wind and pressure differences
between indoors and outdoors is the inclusion of volume flow control systems in these devices.
This means that every ventilation level is associated with a volume flow and not with fan speed.
This addition will require more sensors and advanced control algorithms to reduce the influence of
wind (currently, the DCV devices have an open-loop control, associating the measured variable with a
fan speed value). Another option might be to replace the axial fans in the ventilation devices with
radial fans, which are less sensitive to wind pressure. Further research is foreseen to develop new
DRVS technologies and optimize their control strategies by integrating models, taking into account the
pressure difference in building performance simulation.
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1D Simulated with 1D model
cfd Simulated with CFD model
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BDF Backward differentiation formula
CFD Computational fluid dynamics
DRVS Decentralized regenerative ventilation system
DCV Demand controlled ventilation
FEM Finite elements method
GCI Grid convergence indices
HRC Heat recovery
MAPE Mean absolute percentage error
RMSE Root mean squared error
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