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Abstract
In spite of several notable efforts, explaining the generalization of deterministic non-smooth deep nets,
e.g., ReLU-nets, has remained challenging. Existing approaches for non-smooth deep nets typically need to
bound the Lipschitz constant of such deep nets but such bounds are quite large, may even increase with the
training set size yielding vacuous generalization bounds. In this paper, we present a new de-randomized
PAC-Bayes margin bound for deterministic non-convex and non-smooth predictors, e.g., ReLU-nets. The
bound depends on a trade-off between the L2-norm of the weights and the effective curvature (‘flatness’)
of the predictor, avoids any dependency on the Lipschitz constant, and yields meaningful (decreasing)
bounds with the increase in training set size. We first develop a de-randomization argument for non-
convex but smooth predictors, e.g., linear deep networks (LDNs). We then consider non-smooth predic-
tors which for any given input realizes as a smooth predictor, e.g., ReLU-nets become some LDN for any
given input, but the realized smooth predictor can be different for different inputs. For such non-smooth
predictors, we introduce a new PAC-Bayes analysis which takes advantage of the smoothness of the re-
alized predictors, e.g., LDN, for a given input. After careful de-randomization, we get a bound for the
deterministic non-smooth predictor. We present empirical results to illustrate the efficacy of our bounds
over changing training set size and randomness in labels.
1 Introduction
Recent years have seen several notable efforts to explain generalization of deterministic deep networks,
e.g., ReLU-nets, Res-nets, etc. [Bartlett et al., 2017, Golowich et al., 2018, Neyshabur et al., 2018, Long
and Sedghi, 2019, Frei et al., 2019]. The classical approach to generalization bounds typically considers
two terms [Bartlett and Mendelson, 2002, Bartlett et al., 1999, Shalev-Shwartz and Ben-David, 2014, Mohri
et al., 2018]: a first term characterizing the empirical performance often at a certain margin and a second
term characterizing the capacity/complexity of the class of predictors under consideration. The classical
approach has so far struggled to explain the empirical performance of deep nets which perform surprisingly
well on the training set even with random labels but is capable of generalizing well on real problems [Zhang
et al., 2017]. Such struggles have led to calls for rethinking the classical approach to generalization, the
need to consider implicit bias [Neyshabur et al., 2015, Soudry et al., 2018], and concerns regarding the
effectiveness of using uniform convergence for such analysis [Nagarajan and Kolter, 2019a].
The literature has broadly two types of generalization bounds for deep nets: results which apply to the
original non-smooth deterministic network [Nagarajan and Kolter, 2019b, Neyshabur et al., 2018, Bartlett
et al., 2017, Li et al., 2018, Golowich et al., 2018] and results which apply to a modified and/or restricted
network possibly with suitable restrictions on the learning algorithm [Cao and Gu, 2019, Arora et al., 2018,
2019b, Du et al., 2019, Soudry et al., 2018, Gunasekar et al., 2018]. The focus of the current work is on the first
type of bounds. Notable advances have been made for such bounds in recent years including approaches
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based on bounding the Rademacher complexity [Bartlett et al., 2017, Golowich et al., 2018, Li et al., 2018]
or de-randomized PAC-Bayes bounds [Nagarajan and Kolter, 2019b, Neyshabur et al., 2018], among others
[Long and Sedghi, 2019]. Getting suitable margin bounds for non-smooth deep nets from such approaches
typically require a characterization of the Lipschitz constant of the deep net [Neyshabur et al., 2018, Bartlett
et al., 2017]. Existing bounds on the Lipschitz constant are based on product of layer-wise spectral norms
which can be quite large, and can yield vacuous bounds [Nagarajan and Kolter, 2019a].
In this paper, we present margin bounds on the generalization error of deterministic non-convex and
non-smooth deep nets based on a new de-randomization argument on PAC-Bayes bounds. At a high level,
there are three key aspects to our analysis. First, we show that for detereministic smooth-predictors, one
can de-randomize PAC-Bayes bounds to get suitable margin bounds. Second, we show that for determin-
istic non-smooth predictors such as ReLU-nets, one can carefully extend the de-randomization strategy for
smooth predictors to get deterministic margin bounds for such non-smooth predictors. The bounds we
present are non-uniform bounds, which holds with high probability for all predictors, but the exact bound
is different for each predictor. Third, the PAC-Bayesian bounds we consider are based on anisotropic Gaus-
sian posterior distributions, where the anisotropy depends on the Hessian of the loss, suitably defined for
non-smooth predictors. We highlight key facets of each of these aspects below.
Smooth Predictors. First, we establish a de-randomized PAC-Bayes margin bound for non-convex but
smooth predictors, e.g., linear deep networks (LDNs) with a fixed structure. The analysis is inspired by a
classical de-randomization argument for linear predictors [Langford and Shawe-Taylor, 2003, McAllester,
2003] suitably generalized to smooth non-convex predictors. For a training set S = {(xi, yi), i = 1, . . . , n}
and smooth predictor φθ
†
where θ† ∈ Rp denotes the learned parameters of the predictor, the generalization
bound depends on the diagonal elements of the Hessian of the loss Hθ†l,φ , 1n
∑n
i=1∇2l(yi, φθ
†
(xi)) among
other things, where ` denotes the cross-entropy loss for classification. Let σ2 ∈ R++, θ0 ∈ Rp be chosen
before seeing the training set. Then, ignoring constants and certain other details, an informal version of the
generalization bound for smooth predictors is as follows: with high probability
`0(φ
θ† , D) ≤ `γ(φθ† , S) + 1
2n
( p∑
j=1
ln
max{Hθ†l,φ[j, j], 1/σ2}
1/σ2︸ ︷︷ ︸
effective curvature
+
‖θ† − θ0‖22
σ2︸ ︷︷ ︸
L2 norm
)
+ c0 exp
(−min(c2γ2, c1γ)) ,
where D denotes the true underlying distribution, `γ(φθ
†
,W ) denotes the margin loss at γ with samples
drawn following distributionW , and c0, c1, c2 are constants. Note that the first term considers the empirical
margin loss at a certain γ and the last term has a mixed tail decay in terms of γ. The L2 norm term is related
to the distance from the initialization which typically shows up in certain existing bounds, especially ones
using Gaussian distributions in PAC-Bayes Neyshabur et al. [2017, 2018], Dziugaite and Roy [2018b]. The
effective curvature term plays an important role in the bound. Empirically, only few of the Hessian diagonal
elements are large, i.e., cross the threshold 1/σ2 (Section 5), and the contribution from all the other terms is 0.
Thus, although the term has a summation over all p dimensions, only the parameters with sharp curvature
contribute to the effective curvature term. The effective curvature term and theL2 norm terms also illustrate
a trade-off: a small value of σ sets the threshold 1/σ2 to be high, possibly making the effective curvature
term small or even completely wiping out the term, but the L2 norm term would be larger due to small σ;
a larger σ would have the opposite impact. Further, one can choose different σj , j = 1, . . . , p corresponding
to each parameter and straightforwardly extend the bound to consider anisotropic prior based on such
σj . Note that for such anisotropic prior, the thresholds for the effective curvature will be 1/σ2j and the
dimensions of the L2 norm term will be scaled by 1/σ2j . While we do not consider quantitatively tightening
the bounds in the current work, one can possibly do that by suitable choices of σj , θ0 and related ideas, e.g.,
see Dziugaite and Roy [2017, 2018a,b].
Non-smooth Predictors. Second, we establish a bound for non-convex and non-smooth predictors, e.g.,
ReLU-nets, Res-nets, etc., by utilizing the bound for smooth predictors. The crux of the argument utilizes
a self-evident but tricky-to-use fact: for any specific input, a deterministic ReLU-net (and many other deep
nets) effectively becomes a linear deep net (LDN) which only includes the active edges from the ReLU-net.
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For a deep net ψθ with parameters θ ∈ Rp, the structure of the realized LDN can be represented as a binary
vector ξθx ∈ {0, 1}p for input x, where 1 denotes an active edge, and the parameters are θ  ξθx, where 
denotes the Hadamard project. Utilizing such realized LDNs for analysis seems doomed from the start
because the realized LDN depends on the input x and the structure ξθx of such LDNs, being discrete objects,
are not even a continuous functions of the input. For any fixed input x, we develop a de-randomization
argument which connects (a) the performance of a Bayesian predictor over LDNs with parameters θ  ξθx,
where the posterior over θ is an anisotropic Gaussian distribution with mean θ† to (b) the performance of a
deterministic predictor whose parameter is θ†ξθ†x where θ† is the learned parameter of the network and the
mean of the Gaussian posterior for the Bayesian predictor. The de-randomization argument establishes and
utilizes a novel martingale difference sequence (MDS) associated with ξθx where the layers of the deep net
serve as steps of the MDS. The analysis for the single input x is subsequently extended to all inputs, yielding
a bound for the deterministic non-smooth predictor. The analysis entirely avoids having to bound the
Lipschitz constant of ReLU-nets [Nagarajan and Kolter, 2019b, Neyshabur et al., 2018, Bartlett et al., 2017,
Golowich et al., 2018] and establishes an interesting connection with LDNs [Arora et al., 2019a, Laurent and
Brecht, 2018]. Note that for any input x, the non-smooth predictor ψθ
†
(x) = φθ
†ξθ†x (x), where φ denotes
a LDN with parameters θ†  ξθ†x . Then, we define a Hessian like quantity for the non-smooth predictors
in terms of the Hessians of the realized smooth predictors, i.e., H˜θ†l,φ , 1n
∑n
i=1∇2l(yi, φθ
†ξθ†x (xi)), where `
denotes the cross-entropy loss for classification. As before, let σ2 ∈ R++, θ0 ∈ Rp be chosen before seeing
the training set. Then, ignoring constants and certain other details, an informal version of the generalization
bound for non-smooth predictors is as follows: with high probability
`0(φ
θ† , D) ≤ `γ+2%k(φθ
†
, S) +
1
2n
( p∑
j=1
ln
max{H˜θ†l,φ[j, j], 1/σ2}
1/σ2︸ ︷︷ ︸
effective curvature
+
‖θ† − θ0‖22
σ2︸ ︷︷ ︸
L2 norm
)
+ c0 exp
(−min(c2γ2, c1γ)) ,
where k is the depth of ReLU-nets and %k is an additional margin due to the non-smoothness and %k de-
pends on ‖θ†‖2. Such a dependence does not become an issue because the margin is unnormalized and
depth k ReLU-nets are positively homogeneous of degree k, so the extra margin can be handled by suitable
scaling the parameters. We elaborate details in the context of establishing sample complexity bounds corre-
sponding to the above bound, i.e., given any , δ, how many samples do we need so that with probability at
least (1− δ), the true error rate of any ReLU-net on the underlying distribution D is at most  more than the
empirical error rate of the ReLU-net? A unique aspect of the bound and the associated sample complexity
result is that the bound is non-uniform, i.e., holds with high probability for all ReLU-nets but the actual
bound is different for different ReLU-nets, depending on their specific effective curvature and L2 norm;
and, as a result, the sample complexity is different for each predictor. Such non-uniform bounds [Benedek
and Itai, 1988, 1994] are in sharp contrast to the more widely used uniform bounds [Koltchinskii and
Panchenko, 2000, Bartlett and Mendelson, 2002], where the bound is the same for all predictors in a hy-
pothesis class and depends only on properties such as VC dimensions and Rademacher complexities of the
hypothesis class.
Anisotropic Posteriors for PAC-Bayes. Third, for both the smooth and non-smooth setting, we establish
the de-randomized PAC-Bayes margin bounds by considering suitable anisotropic posteriors based on the
diagonal elements of the Hessian of the loss corresponding to the learned ReLU-net. For smooth predictors,
we directly use the average Hessian of the loss with the smooth predictor. For non-smooth predictors, as
outlined above, we consider the average Hessian of the loss with the realized LDN for each input. Such
a Hessian is well defined and the diagonal elements are computable from the training set. In spite of the
dependency on the Hessian, which can be changed based on re-parameterization without changing the
function [Smith and Le, 2018, Dinh et al., 2017], the bound itself is scale-invariant since KL-divergence is
invariant to such re-parameterizations [Kleeman, 2011, Li et al., 2020]. As discussed above, the resulting
bounds depend on a trade-off between the effective curvature and the L2 norm, i.e., distance from the ini-
tialization of the learned parameters. The trade-off gets determined by the marginal prior variance σ (or σj).
Qualitatively, the bound will be small if parameters which have moved away from the initialization have
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small curvature whereas parameters which have stayed close to the initialization can have large curvature.
The bound will be really small, implying good generalization, if after training the parameters stay close
to the initialization and have small curvature. The bound provides a concrete realization of the notion of
‘flatness’ in deep nets [Smith and Le, 2018, Hochreiter and Schmidhuber, 1997, Keskar et al., 2017] and illus-
trates a trade-off between curvature and distance from initialization. The bounds leaves the room open for
further quantitative sharpening using ideas which are getting explored in the recent literature [Dziugaite
and Roy, 2017, 2018b].
The bounds we propose passes several sanity checks both in theory and through experiments. First, the
bounds apply to the original non-smooth deterministic deeps net [Golowich et al., 2018, Neyshabur et al.,
2018], e.g., ReLU-net, Res-net, CNNs, etc. Second, empirically, the bound decreases with an increase in the
number of training samples and the behavior holds up across changes in depth, width, and mini-batch size.
This is in contrast with certain existing bounds which may even increase with an increase in the number
of training samples [Nagarajan and Kolter, 2019a, Bartlett et al., 2017, Golowich et al., 2018, Neyshabur
et al., 2018]. Third, the bound increases with use of more random labels during training [Zhang et al., 2017,
Neyshabur et al., 2017]. Finally, without any optimization, the bounds are meaningful and non-vacuous,
and can be quantitatively sharpened based on recent advances in PAC-Bayes bounds [Yang et al., 2019,
Dziugaite and Roy, 2018b].
The rest of the paper is organized as follows. In Section 2, we review existing theory for the generaliza-
tion bound of deep neural networks and the study of the geometry of the Hessian. In Section 3, we present
bounds for deterministic non-convex but smooth predictors (proofs in Appendices A and B, multi-class
extensions in Appendix C). In Section 4, we present bounds for deterministic non-convex and non-smooth
predictors (proofs in Appendix D). We present experimental results in Section 5 and conclude in Section 6.
Notation. For ease of exposition, we present results for the 2-class case, and relegate the k-class case to
Appendix C. For 2-class, we denote smooth predictors φ : Rp × Rd 7→ R as φθ(x), θ ∈ Rp, x ∈ Rd. The true
labels y ∈ {−1,+1} and predicted labels yˆ = sign(φθ(x)). We denote the training set as S and true data
distribution as D. For any distribution W on X × Y and any β ∈ R, we define the margin loss as
`β(φ
θ,W ) , P(x,y)∼W
[
yφθ(x) ≤ β] .
For a Bayesian predictor, we maintain a distributionQ over the parameters θ, and the corresponding margin
loss is `β(Q,W ) , Eθ∼Q[`β(φθ,W )]. For k-class, with φ : Rp×Rd 7→ Rk, the predictions φθ(x) ∈ Rk. Further,
the margin loss
`β(φ
θ,W ) , P(x,y)∼W
[
φθ(x)[y] ≤ max
y˜ 6=y
φθ(x)[y˜] + β
]
,
and, as before, `β(Q,W ) , Eθ∼Q[`β(φθ,W )]. We denote non-smooth predictors as ψθ(x) with the rest of the
notation inherited from the smooth case. c0 denotes an absolute constant noting that c0 can change across
equations.
2 Related Work
Since traditional approaches that attribute small generalization error either to properties of the model fam-
ily or to the regularization techniques fail to explain why deep neural networks generalize well in practice
[Zhang et al., 2017, Neyshabur et al., 2017], several different theories have been suggested to characterize
the generalization error of deep nets. These rely on measures such as the PAC-Bayes theory [McAllester,
1999a], Rademacher complexity [Bartlett and Mendelson, 2002], ‘flat minima’ [Hochreiter and Schmidhu-
ber, 1997], algorithmic stability [Hardt et al., 2016], and more. In this section, we review existing theory and
bounds for characterizing the generalization error of deep neural networks and the study of the geometry
of the Hessian of the loss function.
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PAC-Bayesian Bound. The PAC-Bayesian theory has been proven useful in various areas, including clas-
sification [Langford and Shawe-Taylor, 2003, Parrado-Herna´ndez et al., 2012, Lacasse et al., 2007, Germain
et al., 2009], high-dimensional sparse regression [Alquier and Biau, 2013, Guedj and Alquier, 2013], algo-
rithmic stability [London et al., 2014, London, 2017], and many others. The first PAC-Bayesian inequality
was introduced by McAllester [1999a,b], based on the earlier work by Shawe-Taylor and Williamson [1997]
which introduced the first PAC style analysis of a Bayesian style classification estimator. This inequality
has been further extended to the KL-divergence between the in-sample and out-sample risk by [Langford
and Seeger, 2001, Seeger, 2002, Langford, 2005]. Later on, the general framework of PAC-Bayesian theorem,
which unifies the distance between in-sample and out-sample risk by a convex function, was introduced by
Be´gin et al. [2014, 2016]. Many useful results are under the PAC-Bayesian framework including the classical
theorem by McAllester [1999b], Langford and Seeger [2001], the ‘fast-rate’ form [Catoni, 2007] adopted in
this work, and others [Alquier et al., 2016]. Most recent works on PAC-Bayesian theory has seen a growing
interest in data-dependent priors [Dziugaite and Roy, 2018a,b], which are also connected to stability [Bous-
quet and Elisseeff, 2002]. To our specific goal of interests in explaining neural networks, Langford and
Caruana [2002] started the thread by applying PAC-Bayesian bounds to two-layer stochastic neural net-
works. Recently, PAC-Bayesian theory has been widely explored in explaining generalization for deep nets
[Neyshabur et al., 2018, Nagarajan and Kolter, 2019b]. The bottleneck of these work is the natural property
of PAC-Bayesian frameworks which only works for stochastic predictors. Most recent works [Neyshabur
et al., 2017, 2018, Nagarajan and Kolter, 2019b, Dziugaite and Roy, 2018b] provided generalization guar-
antees for the deterministic networks by different de-randomization methods, which are further shown
vacuous on real world datasets [Nagarajan and Kolter, 2019a].
Rademacher Complexity. The measurement of Rademacher complexity [Bartlett and Mendelson, 2002]
has been explored to derive the generalization bound of deep nueral networks which depends on the size
of the neural network, i.e., depth, width and norm of weights in each layer (usually Frobenius norm and
spectral norm). Neyshabur et al. [2015] established results that characterize the generalization bounds in
terms of the depth and Frobenius norms of weights in each layer which scales exponential with the depth
even assuming the Frobenius norms of weights is bounded. Bartlett et al. [2017] used the tool of covering
numbers to directly upper bound the Rademacher complexity. Although this bound has no explicit expo-
nential dependence on the depth, there is a unavoidable polynomial dependence on the depth. Recently,
Golowich et al. [2018] showed that exponential depth dependence in Rademacher complexity-based analy-
sis [Neyshabur et al., 2015] can be avoided by applying contraction to a slightly different object. Thus, one
can improve the results in Neyshabur et al. [2015] from exponential dependence on depth to polynomial
dependence. They also provided nearly size-independent bounds, assuming some control over the norm of
the parameter matrices (which includes the Frobenius norm and the trace norm as special cases). This size-
independent bounds are developed by the technique showing that the neural network can be approximated
by the composition of a shallow network and univariate Lipschitz functions. Recently, Li et al. [2018] estab-
lished a generalization error bound for a general family of deep neural networks including CNNs, ResNets
by bounding the empirical Rademacher complexity through introducing a new Lipschitz analysis for deep
neural networks. Their bound also scales with the product of the spectral norm of the weights in each layer.
The lower bound in Golowich et al. [2018] showed that such dependence on the product of norms across
layers is generally inevitable for the Rademacher complexity analysis.
Note that other than Li et al. [2018], there are other studies on generalization bound for CNNs. Du
et al. [2018] proved bounds for CNNs in terms of the number of parameters, for two-layer networks. Arora
et al. [2019a] analyzed the generalization of networks output by a compression scheme applied to CNNs.
Zhou and Feng [2018] provided a generalization guarantee for CNNs satisfying a constraint on the rank
of matrices formed from their kernels. Lee et al. [2019] provided a size-free bound for CNNs in a general
unsupervised learning framework that includes PCA learning. Long and Sedghi [2019] proved bounds on
the generalization error of CNNs in terms of the training loss, the number of parameters, the Lipschitz
constant of the loss and the distance from the weights to the initial weights.
‘Flat Minima’. The concept of generalization via achieving flat minima was first proposed in Hochreiter
and Schmidhuber [1997]. Based on minimum description length (MDL) principle, they suggested that the
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‘flat’ minima of the objective function generalizes well, because the flat minimum corresponds to ‘simple’
networks and low expected overfitting. Motivated by such an idea, Chaudhari et al. [2019] proposed the
Entropy-SGD algorithm which biases the parameters to wide valleys to guarantee generalization. Keskar
et al. [2017] showed that small batch size can help SGD converge to flat minima, which validates their ob-
servations that neural networks trained with small batch generalize better than those trained with large
batch. However, for deep nets with positively homogeneous activation functions, most measures of sharp-
ness/flatness and norm are not invariant to re-scaling of the network parameters (‘α-scale transformation’
[Dinh et al., 2017]). This means that the measure of flatness/sharpness can be arbitrarily changed through
re-scaling without changing the generalization performance, rendering the notion of ‘flatness’ meaningless.
To handle the sensitivity to reparameterization, Smith and Le [2018] explained the generalization behavior
through ‘Bayesian evidence’, which penalizes sharp minima but is invariant to model reparameterization.
Algorithmic Bound. Stochastic gradient descent (SGD) method and its variants are algorithms of choice
for many Deep Learning tasks. Different algorithmic choices for optimization such as the initialization,
update rules, learning rate, and stopping condition, will lead to different minima with different generaliza-
tion behavior [Neyshabur et al., 2017]. Generalization behavior depends implicitly on the algorithm used to
minimize the training error. Thus, training algorithms has been studied to explain the generalization ability
of neural networks. Neyshabur et al. [2015], Gunasekar et al. [2018], Soudry et al. [2018] considered implicit
bias of gradient descent as the cause of good generalization of neural network. Hardt et al. [2016] discussed
how stochastic gradient descent ensures uniform stability, thereby helping generalization for convex objec-
tives. Recently, Arora et al. [2019b] proposed a generalization bound of SGD for training neural networks
independent of network size, using a data-dependent complexity measure, namely ‘ Gram matrix’, to ex-
plain why true labels give faster convergence rate and better generalization behavior than random labels.
Specifically, they gave new analysis for overparameterized two-layer neural networks with ReLU activation
trained by gradient descent, when the number of neurons in the hidden layer is sufficiently large. Later,
Cao and Gu [2019], Frei et al. [2019] presented generalization error bound of stochastic gradient descent for
learning over-parameterized deep nets.
PAC Learning Model and Uniform/Non-uniform Convergence. PAC learning was introduced by Valiant
[1984], which gives sample complexity for a certain hypotheses class. The history of uniform convergence
can date back to 1930s when Glivenko [1933], Cantelli [1933] proved the first uniform convergence re-
sult, and provided the classes of functions for which uniform convergence holds, which are also called
Glivenko-Cantelli classes. The relation of PAC learnability and uniform convergence are thoroughly stud-
ied in Vapnik [1992, 1999, 2013], where they characterized PAC learnability of classes of binary classifiers
using VC-dimension introduced by Vapnik [1968]. Except for binary classification problems, there is no
equivalence between learnability and uniform convergence in general [Shalev-Shwartz et al., 2010]. The use
of Rademacher complexity for bounding uniform convergence is due to Koltchinskii and Panchenko [2000],
Bartlett and Mendelson [2002], which has become the primary approach to provide generalization guaran-
tees [Bousquet, 2002, Boucheron et al., 2005, Bartlett et al., 2005]. Nagarajan and Kolter [2019a] provided
both theoretical and empirical evidence that existing uniform bounds toolbox are vacuous on both real
world and artificial datasets, which posted questions on the power of uniform bounds. As a response, Ne-
grea et al. [2020] extended the classical Glivenko-Cantelli classes to structural Glivenko-Cantelli classes to
formalize the specific failure of uniform convergence. Different from the mainstream usage of uniform con-
vergence, non-uniform convergence did not get too much attention. The concept of non-uniform bounds
was introduced by Benedek and Itai [1988]. Some additional details can be found in the extended version
by Benedek and Itai [1994]. Chapter 7 in Shalev-Shwartz and Ben-David [2014] discussed the non-uniform
learnability and the computational aspects for countable hypothesis classes.
Geometry of Hessian. The empirical analysis of the Hessian of the Neural Networks has drawn attention
in the deep learning community. Sagun et al. [2016, 2017] studied the spectrum of the Hessian for two layer
feed forward network. They showed that the eigenvalues are composed of a ‘bulk’ concentrated around
zero which includes most of the eigenvalues and a few outliers emerging from the bulk. Later on, Papyan
[2018, 2019] observed a similar structure of the Hessian when training larger neural networks such as VGG,
Res-nets on MNIST and CIFAR-10 datasets. They analyzed such a structure by decomposing the Hessian
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with the covariance matrix of the stochastic gradients and the averaged Hessian of predictions. Ghorbani
et al. [2019] introduced a spectrum estimation methodology and captured the same Hessian behavior on
ImageNet dataset. Inspired by the Hessian structure, Li et al. [2020] studied the connection between the
generalization of neural networks and Hessian structures.
3 Bounds for Smooth Predictors
We start by considering smooth predictors φθ(x) and focus on the 2-class case, and delegate similar analysis
for the k-class case to Appendix C. The k-class analysis essentially follows the same steps, but needs to con-
sider the margin for multi-class prediction (see Notation in Section 1 above and make necessary extensions
to the 2-class analysis.
The smoothness of interest in the context of our analysis is that w.r.t. θ rather than x. In particular, for
any fixed x ∈ X , for any θ1, θ2, we assume
φθ1(x) = φθ2(x) + 〈θ1 − θ2,∇θ2φθ2(x)〉+
1
2
(θ1 − θ2)TH θ˜φ(x)(θ1 − θ2) , (1)
where θ˜ = τθ1 + (1 − τ)θ2 for some τ ∈ [0, 1] and Hθφ(x) = ∇2θφθ(x) denotes the Hessian of the predictor.
We make the following assumption for our analysis:
Assumption 1 φθ(x) is smooth as in (1) such that
1. the gradients have bounded L2-norm, i.e., ‖∇φθ(x)‖22 ≤ G2 for all θ, x; and
2. the Hessian Hθφ(x) = ∇2θφθ(x) is bounded, i.e., H−  Hθφ(x)  H+, where H+, H− are respectively positive
and negative semi-definite with max [‖H−‖F , ‖H+‖F ] ≤ ηF , max [‖H−‖2, ‖H+‖2] ≤ η2, and Tr(H+) ≤
α+,Tr(H−) ≥ −α− for α+, α− > 0.
3.1 Bounds for Stochastic vs. Deterministic Predictors
The PAC-Bayes analysis needs suitable choices for prior P and posterior Q. For smooth predictors, we
choose P = N (θ0.σ2I). With θ† denoting the learned parameters after training on S, we choose Q =
N (θ†,Σθ†). Choosing Σθ† = σ2I leads to a bound which depends on ‖θ† − θ0‖22 (see Appendix A). Instead,
we consider Σθ† to be an anisotropic diagonal matrix. With cross-entropy loss for φθ
†
(x) at (xi, yi) denoted
by l(yi, φθ
†
(xi)), we consider a covariance matrix Σθ† where
Σ−1
θ† = diag(ν
2
j ) , ν
2
j , max
{
Hθ†l,φ[j, j],
1
σ2
}
where Hθ†l,φ ,
1
n
n∑
i=1
∇2l(yi, φθ†(xi)) . (2)
With σ2j , 1/ν2j , the anisotropy in the posterior can be understood as follows: for parameters θ
†
j having
high curvature Hθ
†
l,φ[j, j], the posterior variance σ
2
j is small so that we will not deviate too far in the j-th
component while sampling from the posterior; on the other hand, for parameters θ†j with small curvature,
i.e., ‘flat’ directions, the posterior variance σ2j = σ
2, same as the prior. The crux of the de-randomization
argument is to relate margin bounds corresponding to the stochastic predictor θ ∼ Q and the deterministic
predictor with parameter θ†:
Theorem 1 Let σ2 > 0 be chosen before seeing the training data. Let W be any distribution on pairs (x, y) with
x ∈ Rd and y ∈ {−1,+1}. For any θ† ∈ Rd, let Q be a multivariate anisotropic Gaussian distribution with mean θ†
and covariance Σθ† as outlined in (2).Under Assumption 1, for any γ˜ > 2 and any β ∈ R, we have
`β (Q,W ) ≤ `β+ 12σ2αγ˜(φ
θ† ,W ) + 4 exp
(−min(c2γ˜2, c1γ˜)) , (3)
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`β(φ
θ† ,W ) ≤ `β+ 12σ2αγ˜(Q,W ) + 4 exp
(−min(c2γ˜2, c1γ˜)) , (4)
where α = α++α−, constant c2 = c0 min
[
σ2α2+
G2 ,
σ2α2−
G2 ,
α2+
η2F
,
α2−
η2F
]
, c1 = c0 min
[
α+
η2
, α−η2
]
, c0 is an absolute constant
and G, α+, α−, α, ηF , η2 are as in Assumption 1.
We highlight key aspects of the proof, especially the dependence on the smoothness of φθ(x) w.r.t. θ
but not the smoothness w.r.t. x. While this aspect is not critical for smooth predictors, it will be key when
analyzing non-smooth predictors in Section 4. For establishing (3), we focus on the set
Z(>)
β+ 12σ
2αγ˜
(θ†) ,
{
(x, y) ∈ X × Y|yφθ†(x) > β + 1
2
σ2αγ˜
}
,
the set of points where the deterministic predictor φθ
†
achieves a margin more than β + 12σ
2αγ˜. For any
z = (x, y) ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), we show that
Pθ∼Q
[
yφθ(x) ≤ β|z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
≤ 4 exp(−min(c2γ˜2, c1γ˜)) . (5)
In other words, if the deterministic predictor φθ
†
(·) has a large margin of at least (β + 12σ2αγ˜), then the
probability that the stochastic predictor φθ(x), θ ∼ Q will have a small margin of at most β is exponen-
tially small, i.e., 4 exp(−min(c2γ˜2, c1γ˜)). The analysis utilizes the smoothness of φθ(x) w.r.t. θ as in (1), and
is for a specific z = (x, y). The random linear and quadratic terms resulting from the Taylor expansion
in (1) are respectively bounded with suitable applications of the Hoeffding and Hanson-Wright inequali-
ties [Boucheron et al., 2013, Vershynin, 2018].
Further, for z 6∈ Z(>)
β+ 12σ
2αγ˜
(θ†), we simply have
Pθ∼Q
[
yφθ(x) ≤ β|z 6∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
≤ 1 , (6)
where the result is still for a specific z = (x, y). Based on the law of total probability, taking expectations
w.r.t. z ∼W and utilizing (5) and (6) above yields (3). The analysis for establishing (4) is similar.
Finally, note that the condition γ˜ > 2 in Theorem 1 is not restrictive since the result is in terms of the
unnormalized margin. Predictors such as LDNs are positively homogeneous of degree k, where k is the
depth of the network, so that for any λ > 0, φλθ(x) = λkφθ(x), i.e., the unnormalized margin can be
suitably scaled by scaling the parameters. We get into the details of this aspect in Section 4 (Theorem 5)
when we establish sample complexity results.
3.2 Main Result: Deterministic Smooth Predictors
The two-sided relationships between the stochastic and deterministic predictors in Theorem 1 can now be
used to get bounds on the deterministic predictor φθ
†
(x). With γ = σ2αγ˜, respectively choosing β = 0,W =
D for (4) and β = γ/2,W = S for (3), we have
`0(φ
θ† , D) ≤ `γ/2(Q, D) + 4 exp
(−min(c2γ2, c1γ))
`γ/2(Q, S) ≤ `γ(φθ
†
, S) + 4 exp
(−min(c2γ2, c1γ)) .
With probability at least (1− δ), PAC-Bayes gives
KLB(`γ/2(Q, S)‖`γ/2(Q, D)) ≤
KL(Q‖P) + log 1δ
n
,
where KLB denotes the Bernoulli KL-divergence. For any η ∈ (0, 1), we unpack KLB using the ‘fast rate’
form [Catoni, 2007][Theorem 1.2.6], [Yang et al., 2019] to get
`γ/2(Q, D)) ≤ aη`γ/2(Q, S) + bη
KL(Q‖P) + log 1δ
n
,
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where aη =
log(1/η)
1−η , bη =
1
1−η are the same constants in classical regret bounds for online learning [Banerjee,
2006]. While aη > 1, the above form usually yields quantitatively tighter bounds for predictors which have
low margin loss `γ/2(Q, S) because of the dependence on 1n . Our bounds can also be done with the ‘slow
rate’ 1√
n
dependence [McAllester, 2003]. Lining up these bounds yields the following result:
Theorem 2 Consider any θ0 ∈ Rp, σ2 > 0 chosen before training, and let θ† be the parameters of the model after
training. Let Hθ†l,φ be the Hessian as in (2), let ν2j = max
{
Hθ†l,φ[j, j], 1σ2
}
, p˜1/σ2 = |{j : Hθ†l,φ[j, j] > 1/σ2}|, and
{ν˜2(1), ..., ν˜2(p˜)} be the subset of ν2j larger than 1/σ2. Under Assumption 1, with probability at least 1− δ, for any θ†,
η ∈ (0, 1), γ > 2σ2α, we have the following scale-invariant bound:
`0(φ
θ† , D) ≤ aη`γ(φθ† , S) + bη
2n
( p˜1/σ2∑
`=1
ln
ν˜2(`)
1/σ2︸ ︷︷ ︸
effective curvature
+
‖θ† − θ0‖22
σ2︸ ︷︷ ︸
L2 norm
)
+ dη exp
(−min(c2γ2, c1γ))+ bη log( 1δ )
n
,
where c2 = c0 min
[
α2+
σ2α2G2 ,
α2−
σ2α2G2 ,
α2+
σ4α2η2F
,
α2−
σ4α2η2F
]
, c1 = c0 min
[
α+
σ2αη2
, α−σ2αη2
]
, α = α+ +α−, G, α+, α−, ηF ,
η2 are as in Assumption 1, aη =
log(1/η)
1−η , bη =
1
1−η , and dη = 4(aη + 1).
The trade-off between the ‘effective curvature’ term and the ‘L2 norm’ term in the bound comes because
of our use of anisotropic posteriorQ. Choosing a higher value for σ2 diminishes the dependency on the ‘L2
norm’ term and increases the dependency on the ‘effective curvature’ term; and vice versa. There has been
recent advances in suitably choosing the prior for PAC-Bayes analysis [Dziugaite and Roy, 2017, 2018b],
and such advances can be applied here to get quantitatively tighter bounds.
The ‘effective curvature’ term depends on the diagonal elements of the Hessian Hθ†l,φ of the loss. One
concern in using the Hessian Hθ†l,φ is its scale-dependence [Dinh et al., 2017], but we prove that our bound
is scale-invariant (Appendix B). The reason is that the prior and posterior use the same basis, i.e., each
dimension corresponds to a parameter, so that scaling based reparameterizations affects both the prior
and posterior the same way, and does not change the KL-divergence. While the anisotropic posterior in
(2) could have been constructed from the eigen-values rather than the diagonal elements of the Hessian
Hθ†l,φ, the resulting bound would have been dependent on the scaling of parameters [Dinh et al., 2017] and
hence undesirable. Further, the diagonal elements of the Hessian are much easier to numerically compute
compared to the eigen-values.
The diagonal elements have an interesting empirical behavior (Section 5): a small number of diagonal
elements have relatively high values and most have quite small values. Such behavior aligns well with
recent results on the eigen-spectrum of the Hessian [Li et al., 2020, Sagun et al., 2016, Papyan, 2018, 2019,
Ghorbani et al., 2019]. Further, all the diagonal elements decrease as more samples are used for training.
The result can be straightforwardly extended to consider an anisotropic prior for the PAC-Bayes analy-
sis. For the bound, this entails choosing σ2j > 0, j = 1, . . . , p as parameters specific marginal variances. For
this setting, the two key terms in the bound become:
p∑
j=1
ln
max
{
Hθ†l,φ[j, j], 1σ2j
}
1/σ2j︸ ︷︷ ︸
effective curvature
+
p∑
j=1
(θ†j − θ0,j)2
σ2j︸ ︷︷ ︸
L2 norm
. (7)
For the effective curvature term, for each parameter θj , if the curvature Hθ†l,φ[j, j] > 1σ2j , then we get a non-
zero contribution from that term. For the L2-norm term, the distance from the initialization is scaled by the
marginal variance σ2j . Thus, we essentially get the same trade-off between the two terms but now with a
fine grained control based on σ2j specific to each term.
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4 Bounds for Non-Smooth Predictors
The challenge in developing bounds for deterministic deep nets has primarily been for the non-smooth
predictors. For concreteness, we focus on ReLU-nets, denoted as ψθ(x), noting that argument extends
seamlessly to other deep nets such as CNNs and Res-nets. An interesting property of such ψθ(x) is that for
a given x, there is a linear deep net (LDN) φ(x) with structure ξ, i.e., the set of edges that are active given the
input, such that ψθ(x) = φ(x). More precisely, let ξθx ∈ {0, 1}p denotes a bit vector where a 0 indicates that
edge is inactive for input x for a ReLU-net with parameter θ. Then, the LDN has parameters θ ξθx, and we
have: ψθ(x) = φθξ
θ
x(x). The challenge in using such a property is that the realized structure ξθx depends on
x. We develop a PAC-Bayes analysis which maintains distributions over θ, do the analysis in terms of the
LDNs φθξ
θ
x(x), and subsequently get margin bounds for deterministic ReLU-nets by de-randomization.
4.1 Bounds for Stochastic vs. Deterministic Predictors
As in the case for smooth predictors, we choose the prior P = N (θ0.σ2I). With θ† denoting the learned
parameters after training on S, we choose Q = N (θ†,Σθ†), but Σθ† is defined differently, in terms of the
Hessian of the LDNs φθξ
θ
x(x) rather than that of the non-smooth predictor ψθ(x) which do not have a well
defined Hessian. With l(yi, φ
θξθxi (xi)) denoting the cross-entropy loss, consider the covariance matrix Σθ†
where
Σ−1
θ† = diag(ν
2
j ) , ν
2
j , max
{
H˜θ†l,φ[j, j],
1
σ2
}
where H˜θ†l,φ ,
1
n
n∑
i=1
∇2l(yi, φθ
†ξθ†xi (xi))) . (8)
Note that the structure ξθxi can be potentially different for each xi, but H˜θ
†
l,φ is well defined and computable
based on the training set. With σ2j = 1/ν
2
j , the anisotropy in the posterior is similar to the smooth case: for
parameters θ†j which have high ‘curvature’ H˜θ
†
l,φ[j, j], the posterior variance σ
2
j is small so that we will not
deviate too far in the j-th component while sampling from the posterior; on the other hand, for parameters
θ†j with small ‘curvature,’ i.e., flat directions, the posterior variance σ
2
j = σ
2, same as the prior.
Our strategy for getting a bound on the deterministic non-smooth predictor is as follows: we will de-
randomize the stochastic LDNs φθξ
θ
x(x), θ ∼ N (θ†,Σθ†) to get a margin bound on φθ†ξθ
†
x (x) which is
exactly the deterministic non-smooth predictor ψθ
†
(x), i.e.,
ψθ
†
(x) = φθ
†ξθ†x (x) . (9)
Our analysis will de-randomize θ ∼ Q for any fixed z = (x, y) by carefully handling the binary random
vector ξθx for θ ∼ N (θ†,Σθ†), and then extend the analysis to any z ∼ D. With our choice of Q, we have the
following result:
Theorem 3 Let σ2 > 0 be chosen before seeing the training data. Let W be any distribution on pairs (x, y) with
x ∈ Rd and y ∈ {−1,+1}. For any θ† ∈ Rd, letQ be a multivariate anisotropic Gaussian distribution with mean θ†
and covariance Σθ† as in (8). Under Assumption 1, for any γ˜ > 2 and any β ∈ R, for a depth k > 1 ReLU-net, we
have
`β (Q,W ) ≤ `β+ 12σ2αγ˜+%k(ψ
θ† ,W ) + 6 exp
(−min(c2γ˜2, c1γ˜)) , (10)
`β(ψ
θ† ,W ) ≤ `β+ 12σ2αγ˜+%k(Q,W ) + 6 exp
(−min(c2γ˜2, c1γ˜)) , (11)
where
for k > 2 , %k = G‖θ†‖2 + 1
2
η2‖θ†‖22 and for k = 2 , %k =
3
2
G‖θ†‖2 ,
c2 = c0 min
[
σ2α2+
G2 ,
σ2α2−
G2 ,
σ2α2+
η22‖θ†‖22 ,
σ2α2−
η22‖θ†‖22 ,
α2+
η2F
,
α2−
η2F
]
, c1 = c0 min
[
α+
η2
, α−η2
]
, c0 is an absolute constant, α = α+ +
α−, and G, α+, α−, α, ηF , η2 are as in Assumption 1.
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It is instructive to compare Theorem 3 for non-smooth deep nets with the corresponding result, Theo-
rem 1, for smooth predictors. The key difference is the margins: for depth k > 2, the margin is
β +
1
2
σ2αγ˜ (smooth) vs. β +
1
2
σ2αγ˜ +G‖θ†‖2 + 1
2
η2‖θ†‖22 (non-smooth) ,
so that the price of non-smoothness is the additional term G‖θ†‖2 + 12η2‖θ†‖22, which only depend on ‖θ†‖2.
A similar comparison can be done for the depth k = 2 case. In Theorem 5, we discuss sample complexity
for getting an error rate  with probability at least (1 − δ), we show that price of the extra margin can be
handled by utilizing the fact that a depth k ReLU-net ψ† is positively homogeneous of degree k, so that this
additional margin does not impede generalization.
We highlight key aspects of the proof (see Appendix D for details). For establishing (10), for depth k > 2,
we focus on the set
Z˜(>)β+%k(θ†) , {(x, y) ∈ X × Y|yφθ
†ξθ†x (x) > β + %k}
where %k = 12σ
2αγ˜ +G‖θ†‖2 + 12η2‖θ†‖22. For any z = (x, y) ∈ Z˜(>)β+%k(θ†), we show
Pθ∼Q
[
yφθξ
θ
x(x) ≤ β|z ∈ Z(>)β+%k(θ†)
]
≤ 6 exp(−min(c2γ˜2, c1γ˜)) . (12)
In other words, if the deterministic predictor ψθ
†
(x) = φθ
†ξθ†x (x) has a large margin of at least (β + %k),
then the probability that the stochastic predictor φθξ
θ
x(x), θ ∼ N (θ†,Σθ†) will have a small margin of at
most β is exponentially small, i.e., 6 exp(−min(c2γ˜2, c1γ˜)). Note that for a given z, the comparison here
is in between a deterministic LDN with structure ξθ
†
x and stochastic LDNs with structure ξθx where θ is
drawn from the posterior Q. For a given z, since these are all LDNs with different parameters (with some
components being zero), the smoothness of LDNs w.r.t. the parameters can be utilized for the analysis.
There are technical intricacies in the comparison analysis stemming from the fact that the random struc-
tures ξθx ∈ {0, 1}p have dependencies across components. For any given z = (x, y) ∈ Z˜(>)β+%k(θ†), the analysis
compares the margin of the detereministic LDN with parameter θ†  ξθ†x and random LDNs with parame-
ters θ  ξθx. Noting that θ = θ† + δ, where δ ∼ N (0,Σθ†) by construction, at a high level, the analysis can
be viewed as a large deviation bound of the margin of a deterministic LDN with parameter θ†  ξθ†x and
random LDNs with parameters
(θ† + δ) ξθ†+δx = θ†  ξθ
†+δ
x + δ  ξθ
†+δ
x . (13)
Recall that in (12), the additional margin in the stochastic LDNs compared to the deterministic LDN is
%k =
1
2σ
2αγ˜ + G‖θ†‖2 + 12η2‖θ†‖22 for k > 2, with a similar but simpler term for k = 2. Following (13), a
comparison between
θ†  ξθ†x (deterministic) and θ†  ξθ
†+δ
x (stochastic, first term in (13)) (14)
yields the additional margin termsG‖θ†‖2+ 12η2‖θ†‖22 in %k. In essence, the comparison here effectively gets
an exact upper bound of the deviation since the randomness is only in the structure, not the parameters.
The G‖θ†‖2 and 12η2‖θ†‖22 terms in the additional margin correspond respectively to the first order and
second order terms in the Taylor expansion for the smooth LDN predictors.
The more challenging aspect of the analysis stems from the second term δ  ξθ†+δx in (13), which has
randomness both in the parameters and structure, and the components of ξθ
†+δ
x are not independent. While
the term also occurs in (14), that analysis can be simplified by utilizing the fact that the components of ξθ
†+δ
x
are in {0, 1}. For doing the margin analysis for the random vector δ  ξθ†+δx , we need to establish large
deviation bounds for (a) linear forms of the random vector corresponding to the first order term in the
Taylor expansion, and (b) quadratic forms of the random vector corresponding to the second order term in
the Taylor expansion. For random vectors of the form δ ξθ†+δx , if the binary random vector ξθ
†+δ
x ∈ {0, 1}p
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has arbitrary dependencies, a Hoeffding-type inequality [Boucheron et al., 2013] on linear forms of δξθ†+δx
need not hold. Further, if the binary random vector ξθ
†+δ
x ∈ {0, 1}p has arbitrary dependencies, a Hanson-
Wright type inequality [Hsu et al., 2012, Rudelson and Vershynin, 2013] on quadratic forms of δ  ξθ†+δx
need not hold. In fact, the Hanson-Wright inequality [Hsu et al., 2012, Rudelson and Vershynin, 2013] is
only known to hold for random vectors with independent components [Hsu et al., 2012, Rudelson and
Vershynin, 2013].
The challenges outlined above get resolved by paying close attention to the nature of dependency
among the components of ξθ
†+δ
x . We order the components of ξ = ξθ
†+δ
x layerwise, so that if there are k
layers and ph, h = 1, . . . , k parameters in each of the layers,
• ξ1:p1 correspond to the structure of edges in the first layer,
• ξ(p1+1):(p1+p2) correspond to the structure of edges in the second layer, and so on till
• ξ(∑k−1h=1 ph+1):p correspond to the structure of edges in the last layer.
The exact ordering of indices for edges in a given layer is unimportant. The key observation is that with
such an ordering of indices, the status of a specific edge ξθ
†+δ
x [i] only depends on parameters and status of
edges preceding the specific edge; in fact, the dependency is only on parameters and status of edges till the
previous layer. In particular, for i = 1, . . . , p, we have1
ξθ
†+δ
x [i] = fi((θ
† + δ)1:(i−1), ξ1:(i−1), x) , (15)
for some suitable function fi. In other words, whether an edge will be active or inactive for a given input
x depends on the earlier parameters (θ† + δ)1:(i−1) and their active/inactive status ξ1:(i−1). In fact, for a
ReLU-net, if ξi is in layer h, h = 1, . . . , k, then ξi only depends on parameters (θ† + δ)i′ and status ξi′ for
edges (connections) in the earlier layers of the ReLU-net, i.e., layers h′ = 1, . . . , (h − 1). In particular, such
ξi do not depend on parameters δi′ and status ξi′ for edges in the same layer or subsequent layers.
The above seemingly simple observation is a direct consequence of the structure of ReLU-nets (and also
CNNs, ResNets, etc.), and gives enough structure to establish Hoeffding-type and Hanson-Wright-type
inequalities. In particular, while the components of δ ξθ†+δx [i] = δiξi is a product of two random variables
δi and ξi, conditioned on the history 1 : (i−1), ξi is in fact deterministic and δi is zero mean and independent
of ξi. As a result, we can establish a Hoeffding-type inequality for linear forms of δ ξθ†+δx using a Azuma-
Hoeffding type analysis, by viewing the linear form as a Martingale Difference Sequence (MDS). Further,
a Hanson-Wright-type inequality for bounding quadratic forms of δ  ξθ†+δx is also established using the
specific dependency structure in the components of δ  ξθ†+δx . Putting all of these together completes the
analysis for the case z ∈ Z(>)β+%(θ†).
Finally, as in the smooth case, for z 6∈ Z(>)β+%(θ†), we simply have
Pθ∼Q
[
yφθξ
θ
x(x) ≤ β|z 6∈ Z˜(>)β+%(θ†)
]
≤ 1 . (16)
While no fancy analysis is needed here, the result is still for a specific z = (x, y). Based on the law of total
probability, taking expectations w.r.t. z ∼ W and utilizing the two results (12) and (16) above yields (10).
The analysis for establishing (11) is similar. The analysis for depth k = 2 is the same with the η2‖θ†‖22 term
dropping out.
1the statement can be refined by noting that dependency is only on parameters and status of edges till the previous layer, and all
edges in the first layer are typically present (i.e., linear model, with no ReLU), but such refinements are not needed for our analysis.
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4.2 Bound for Deterministic Non-Smooth Predictors
Theorem 3 can now be used to get bounds on the deterministic predictor φθ
†ξθ†x (x) = ψθ
†
(x). With γ =
σ2αγ˜, respectively choosing β = 0,W = D for (11) and β = γ/2,W = S for (10), we have
`0(ψ
θ† , D) ≤ `γ/2+%k(Q, D) + 6 exp(−min(c2γ2, c1γ)) ,
`γ/2+%k(Q, S) ≤ `γ+2%k(ψθ
†
, S) + 6 exp(−min(c2γ2, c1γ)) .
Recall that with probability at least (1− δ), PAC-Bayes gives
KLB(`γ/2+%k(Q, S)‖`γ/2+%k(Q, D)) ≤
KL(Q‖P) + log 1δ
n
,
where KLB denotes the Bernoulli KL-divergence. For any η ∈ (0, 1), we again unpack KLB using the ‘fast
rate’ form [Catoni, 2007][Theorem 1.2.6],[Yang et al., 2019] to get
`γ/2+%k(Q, D)) ≤ aη`γ/2+%k(Q, S) + bη
KL(Q‖P) + log 1δ
n
,
where aη =
log(1/η)
1−η , bη =
1
1−η are constants. The bounds can also be done with the ‘slow rate’
1√
n
depen-
dence [McAllester, 2003]. Lining up these bounds yields the following result:
Theorem 4 Consider any θ0 ∈ Rp, σ2 > 0 chosen before training, and let θ† be the parameters of the model after
training. Let H˜θ†l,φ be the Hessian as in (8), let ν2j = max
{
H˜θ†l,φ[j, j], 1σ2
}
, p˜1/σ2 = |{j : H˜θ†l,φ[j, j] > 1/σ2}|, and
{ν2(1), ..., ν2(p˜1/σ2 )} be the subset of ν
2
j strictly larger than 1/σ
2. Under Assumption 1, with probability at least 1− δ,
for any ψθ
†
, η ∈ (0, 1), γ > 2σ2α, we have the following scale-invariant bound:
`0(ψ
θ† , D) ≤ aη`γ+2%k(ψθ
†
, S) +
bη
2n
( p˜1/σ2∑
`=1
ln
ν˜2(`)
1/σ2︸ ︷︷ ︸
effective curvature
+
‖θ† − θ0‖22
σ2︸ ︷︷ ︸
L2 norm
)
+ dη exp(−min(c2γ2, c1γ)) + bη
log( 1δ )
n
,
where
for k > 2 , %k = G‖θ†‖2 + 1
2
η2‖θ†‖22 and for k = 2 , %k =
3
2
G‖θ†‖2 ,
c2 = c0 min
[
α2+
σ2α2G2 ,
α2−
σ2α2G2 ,
α2+
σ2α2η22‖θ†‖22 ,
α2−
σ2α2η22‖θ†‖22 ,
α2+
σ4α2η2F
,
α2−
σ4α2η2F
]
, c1 = c0 min
[
α+
σ2αη2
, α−σ2αη2
]
,G, α+, α−,
ηF , η2 are as in Assumption 1, aη =
log(1/η)
1−η , bη =
1
1−η , dη = 6(aη + 1).
The result above is essentially the same as Theorem 2 for smooth predictors with an additional margin
of 2%k.
A unique aspect of the bound in Theorem 4 is that the result holds with probability (1− δ) for any ψθ† ,
but the actual bound is different for different ψθ
†
, i.e., Theorem 4 is a non-uniform bound [Benedek and Itai,
1994, Blumer et al., 1989, Shalev-Shwartz and Ben-David, 2014]. At a high level, recall that uniform bounds
take the form: with probability at least (1 − δ), for any predictor ψθ† in a hypothesis class H, i.e., ψθ† ∈ H,
we have
`0(ψ
θ† , D) ≤ `0(ψθ† , S) + C(H)√
n
+ c
√
log 1/δ
n
(Uniform bound) , (17)
where C(H) is a suitable measure of the complexity of the hypothesis class [Bartlett and Mendelson, 2002,
Shalev-Shwartz and Ben-David, 2014, Mohri et al., 2018], e.g., VC dimension, Rademacher complexity, etc.
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Uniform bounds became the primary approach towards generalization bounds following an influential set
of papers around two decades back [Koltchinskii and Panchenko, 2000, Bartlett and Mendelson, 2002]. In
contrast, non-uniform bounds take the following form: with probability at least (1 − δ), for any predictor
ψθ
†
in a hypothesis classH, we have
`0(ψ
θ† , D) ≤ `0(ψθ† , S) + c(ψ
θ†)√
n
+ c
√
log 1/δ
n
(Non-uniform bound) , (18)
where c(ψθ
†
) depends only on that specific predictor ψθ
†
and not the entire hypothesis class H. Note
that while the exact bound on the right hand side is different from each predictor ψθ
†
, these bounds hold
simultaneously for all predictors ψθ
†
with probability at least (1− δ). In terms of sample complexity, while
uniform bounds lead to the same sample complexity for all predictors in the hypothesis class H, non-
uniform bounds understandably lead to different sample complexity of each predictor depending on c(ψθ
†
).
The concept of non-uniform bounds was introduced by Benedek and Itai [1988] as extension to Valiant’s
PAC learning framework [Valiant, 1984]; the abstract of their 1988 paper starts off as:
The learning model of Valiant is extended to allow the number of examples to depend on the
particular concept to be learned, instead of requiring a uniform bound for all concepts of a
concept class.
This extension, called nonuniform learning, enables learning many concept classes not learnable
by the previous definitions. · · ·
Additional details on non-uniform learnability can be found in the extended version by Benedek and
Itai [Benedek and Itai, 1994]; also see Blumer et al. [1989] and Chapter 7 in Shalev-Shwartz and Ben-David
[2014].
The result in Theorem 4 is a non-uniform margin bound, and the margin has a dependency on ‖θ†‖2,
which is a property of the predictor ψθ
†
. More generally, the bound is not quite in the form (18). Rather than
getting a bound in the form (18), our next result directly characterizes the non-uniform sample complexity,
i.e., for a given δ, , how many samples n0(δ, , ψθ
†
) do we need such that with probability at least (1 − δ),
for any ψθ
†
, `0(ψθ
†
, D) ≤ `0(ψθ† , S) + . Unlike the case on uniform bounds, note that the non-uniform
sample complexity n0(δ, , ψθ
†
) is specific to each predictor ψθ
†
[Shalev-Shwartz and Ben-David, 2014].
Further, the proof illustrates that the dependence on ψθ
†
includes aspects such as effective curvature and
not just ‖θ†‖2. Finally, the dependence of the margin on ‖θ†‖2 does not become an issue since that margin is
unnormalized and can be controlled by scaling the predictor and utilizing the fact that a depth k ReLU-net
is k-homogeneous.
Theorem 5 Under Assumption 1, in the setting of Theorem 4, with probability at least (1 − δ), for any ψθ† , there
exists n0 = n0(ψθ
†
, σ, , δ) such that for any n ≥ n0, we have
`0(ψ
θ† , D) ≤ `0(ψθ† , S) +  . (19)
n0 has a polynomial dependency on σ and log(1/δ). Further, with margin function g(γ) , `γ(ψθ
†
, S)− `0(θ†, S), if
g(γ) ≥ c1γc2/q for some finite integer q, then n0 has a polynomial dependency on 1/.
In essence, the result says that if the margin function g(γ) does not increase too slowly (e.g., logarithmic),
the predictor dependent sample complexity n0(ψθ
†
, σ, , δ) has polynomial dependency on σ, log(1/δ), 1/.
More interestingly, unlike uniform sample complexities, the non-uniform sample complexity in Theorem 5
depends on the predictor ψθ
†
and the nature of dependency is not just on ‖θ†‖2, but also on more subtle
aspects such as effective curvature.
For technical reasons, the proof of the sample complexity result in Theorem 5 utilizes Assumption 1
under parameter scaling, i.e., θ† replaced by λθ† for λ ≥ 1. We review Assumption 1 in its original form and
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how it is used under such parameter scaling. In its original form, Assumption 1 can be ensured algorith-
mically, i.e., for a suitable choice of G, the gradients of the (realized) smooth predictors can be truncated to
ensure ‖φθ(x)‖22 ≤ G2; and for suitable choices of H−, H+, the Hessian of the (realized) smooth predictors
can be truncated to ensure H−  ∇2θφθ  H+. Note that the Hessian is not considered in learning deep
nets based on SGD, but is considered in stochastic quasi-Newton or other second order algorithms. Under
parameter scaling, i.e., θ† replaced by λθ† for λ ≥ 1, we can assume that G,H−, H+ stay the same, and
the resulting proof of Theorem 5 will be relatively simple. However, for λ ≥ 1, many more φθ will have
truncated gradients and Hessians compared to the λ = 1 case. Qualitatively, such additional truncation is
undesirable. The proof of Theorem 5 proceeds by not needing such additional truncations, but allowing
the constants G,H−, H+ as well as derived constants to grow with λ. Note that
∇φλθ = λk−1∇φθ and ∇2φλθ = λk−2∇φθ , (20)
where the gradients are w.r.t. the scaled parameters λθ. As a result, in Assumption 1, it suffices to have
the constant related to the first order gradient to be Gλ = λk−1G, and the constants related to the Hessian,
viz. η2,λ, ηF,λ, α+,λ, α−,λ, αλ, to be scaled by λk−2. The proof of Theorem 5 works with such scaled constants
as needed so as to avoid additional truncations due to parameter scaling.
5 Experimental Results
We discuss a variety of experiments based on training ReLU-nets on MNIST and CIFAR-10. In practice,
it has been empirically observed that 1) the generalization error (test error rate) decreases as the training
sample size increases [Nagarajan and Kolter, 2019a], and 2) the generalization error increases when the
randomness in the label increases [Zhang et al., 2017]. To examine whether our bound efficiently capture
the above observations, we divide our experiments into two sets to address questions: (i) How does our
bound behave as we increase the number of random labels? (ii) How does our bound behave with an
increase in the number of training samples? We evaluate these questions empirically in Sections 5.1 and
5.2, respectively. We also evaluate the effect of parameter σ and γ in our bound and compare the spectral
norm with L2 norm in Section 5.3. To thoroughly evaluate our generalization bound, we consider variants
of setting such as depth {2, 4, 6, 8}, width {128, 256, 384, 512}, micro-batch (size 16) [Nagarajan and Kolter,
2019a] and mini-batch (size 128) training. We present representative results here, with details of the setup
and additional results are in Appendix E.
5.1 Bounds with Changing Random Labels.
In the first set of experiments, we validate the theoretical promise of our bound with different level of
randomness in the label by reporting the key factors i.e., empirical margin loss `γ(θ†, S), L2 norm of the
weights ‖θ
†−θ0‖2
nσ2 , and effective curvature
∑p˜
`=1 ln
ν˜2(`)
1/σ2 , in our generalization bound.
Figure 1 plots the change in test set error rate, the bound, and different components of the bound as
the percentage of random labels is increased. Figure 1 considers ReLU-nets with depth = 4, width =128,
rained on 1000 samples from MNIST with batch size = 128. Figure 1(a) shows the test set error rate which
understandably increases with the increase in random labels. Figure 1(b) plots the sorted diagonal ele-
ments of H˜θ†l,φ and shows that H˜θ
†
l,φ[j, j] increases with increase in random labels, i.e., the curvature of the
loss surface increases with increase in random labels. Figure 1(c) shows that the effective curvature in-
creases with random labels, in line with the observations in Figure 1(b). While H˜θ†l,φ[j, j] can change based
on α-scaling [Dinh et al., 2017], the effective curvature is scale-invariant. Figure 1(d) plots the L2 norm
‖θ†‖2/(nσ2) (with θ0 = 0) and shows that θ† learned with more random labels has a larger L2 norm. Fig-
ure 1(e) shows that the empirical margin loss distribution shifts to a higher value with increase in random
labels. Figure 1(f) plots the proposed bound as aη`γ(θ†, S) +
bη
2n (
∑p˜
`=1 ln
ν˜2`
1/σ2 +
‖θ†−θ0‖2
σ2 ) with η = 0.1 and
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(a) Test Error Rate. (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm. (e) Margin Loss. (f) Generalization Bound.
Figure 1: Results for ReLU-nets with depth = 4, width =128, total 167,818 parameters, trained on 1000
samples from MNIST with batch size = 128 and a increase in number of random labels (30 runs each)
from 0% to 50%. (a) test set error rate; (b) diagonal elements (mean) of H˜θ
†
l,φ; (c) effective curvature with
σ2 = 20000; d) L2 norm of θ†; (e) margin loss with margin γ = 9; (f) generalization bound with η = 0.1.
Increasing percentage of random labels, the generalization bound as well as the components (effective
curvature, L2 norm, margin loss) increase, and the bound in (f) stays valid for the test error rate in (a).
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Generalization Bound.
Figure 2: Results for ReLU-nets with depth = 2, width =128, total 134,794 parameters, trained on 1000
samples from MNIST with batch size = 128 and a increase in number of random labels (30 runs each) from
0% to 50%. (a-f) refer to Figure 1. Increasing percentage of random labels, the generalization bound as well
as the components (effective curvature, L2 norm, margin loss) increase, and the bound in (f) stays valid for
the test error rate in (a).
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Generalization Bound.
Figure 3: Results for ReLU-nets with depth = 4, width =128, total 167,818 parameters, trained on 1000
samples from MNIST with batch size = 16 and a increase in number of random labels (30 runs each) from
0% to 50%. (a-f) refer to Figure 1. Increasing percentage of random labels, the generalization bound as well
as the components stay valid for the test error rate in (a).
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Generalization Bound.
Figure 4: Results for ReLU-nets with depth = 4, width =256, total 1,052,426 parameters, trained on 1000
samples from CIFAR-10 with batch size = 128 and a increase in number of random labels (20 runs each)
from 0% to 50%. (a-f) refer to Figure 1. In (c), the effective curvature for 0 % and 15% random label is zero.
Increasing percentage of random labels, the generalization bound as well as the components stay valid for
the test error rate in (a).
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Generalization Bound.
Figure 5: Results for ReLU-nets with depth = 4, width =512, total 2,629,130 parameters, trained on 1000
samples from CIFAR-10 with batch size = 128 and a increase in number of random labels (20 runs each)
from 0% to 50%. (a-f) refer to Figure 1. In (c), the effective curvature for 0 % and 15% random label is zero.
Increasing percentage of random labels, the generalization bound as well as the components (effective
curvature, L2 norm, margin loss) increase, and the bound in (f) stays valid for the test error rate in (a).
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Generalization Bound.
Figure 6: Results for ReLU-nets with depth = 4, width =256, total 1,052,426 parameters, trained on 1000
samples from CIFAR-10 with batch size = 16 and a increase in number of random labels (20 runs each) from
0% to 50%. (a-f) refer to Figure 1. Increasing percentage of random labels, the generalization bound as well
as the components (effective curvature, L2 norm, margin loss) increase, and the bound in (f) stays valid for
the test error rate in (a).
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm. (e) Margin Loss. (f) Generalization Bound.
Figure 7: Results for ReLU-nets with depth = 4, width =256, total 399,872 parameters, trained on MNIST
with batch size = 128 and with increasing training set size n (5 runs for each) from 100 to 10,000. (a) test set
error rate; (b) diagonal elements (mean) of H˜θ†l,φ; (c) effective curvature; (d) L2 norm of θ†; (e) margin loss;
(f) generalization bound. The bound and all its components decrease with increase in n from 100 to 10,000.
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm. (e) Margin Loss. (f) Generalization Bound.
Figure 8: Results for ReLU-nets with depth = 4, width =256 total 983,040 parameters, trained on CIFAR-10
with batch size = 128 and with increase in training set size n (5 runs for each) from 100 to 10,000. (a) test set
error rate; (b) diagonal elements (mean) of H˜θ†l,φ; (c) effective curvature; (d) L2 norm of θ†; (e) margin loss;
(f) generalization bound. The bound and all its components decrease with increase in n from 100 to 10,000.
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σ2 = 100. We omit the dη exp(−min(c2γ2, c1γ)) + bη(log( 1δ ))/n terms since they do not change with change
in random labels. Figure 1(f) shows that with the randomness in labels increasing from 0% to 50%, the
generalization error shifts to a higher value and is consistent with the change of the test set error rate in
Figure 1(a).
Additional Results. To validate our bound for ReLU-nets with different depth, width and trained with
different batch size, we present the results for ReLU-nets with depth = 2 and width = 128 trained with
batch size 128 in Figure 2, and ReLU-nets with depth = 4, width =128 and trained with batch size 16 in
3. Both figures show that increasing percentage of random labels, the generalization bound as well as the
components (effective curvature, L2 norm, margin loss) increase, and the bound in Figure 2 (f) and 3 (f)
indicates the observed test error rate in Figure 2 (a) and 3 (a) respectively. We also consider CIFAR-10
dataset, i.e., the results for ReLU-nets with depth = 4, width = {256, 512}, trained on 1000 samples from
CIFAR-10 with batch size = 128 are presented in Figure 4 and 5. The ReLU-nets with depth = 4, width =
256, trained with batch size = 16 are presented in Figure 6. Those results demonstrate that the observations
from MNIST are also valid for CIFAR-10 dataset and our bounds stay valid and non-vacuous as they match
the observed test error rate.
5.2 Bounds with Changing Training Set Size.
In this section, we evaluate how the generalization bound behaves when the training set size increases. We
report the key factors i.e., empirical margin loss `γ(θ†, S), L2 norm of the weights
‖θ†−θ0‖2
nσ2 , and effective
curvature
∑p˜
`=1 ln
ν˜2` (`)
1/σ2 in the bound for different size n ∈ {100, 500, 1000, 5000, 10000} of the training set
in Figures 7 and 8 for MNIST and CIFAR-10 respectively with ReLU-nets of depth = 4, width = 256 and
trained with batch size 128. Figures 7 and 8 show the change in test set error rate, the bound, and different
components of the bound with increase in training set size n for MNIST, and CIFAR-10. Figure 7(a) shows
that the test set error rate decreases with increase in the training set size n [Nagarajan and Kolter, 2019a].
Figure 7(b) shows that the sorted diagonal elements of H˜θ†l,φ decrease with increase in n. As a consequence,
the effective curvature decreases with increase in n as shown in Figure 7(c). Recall that the effective curva-
ture is scale invariant and hence does not change based on α-scaling. Figure 7(d) shows that the L2 norm
term ‖θ‖2/(nσ2) also decreases with increase in n. The behavior of the L2 norm has been studied closely
in recent literature [Nagarajan and Kolter, 2019a] and we revisit this in the Appendix. Figure 7(e) shows
that the empirical margin loss `γ
(
θ†, S
)
also decreases with increase in n. Figure 7(f) plots the proposed
generalization bound with η = 0.1 and σ2 = 1000, and shows that with n increasing from 100 to 10000,
the generalization error decreases, and is consistent with the test set error rate behavior in Figure 7(a) and
unlike bounds from several other recent bounds [Nagarajan and Kolter, 2019a]. Figure 8(a-f) show that the
above observations for MNIST also hold for CIFAR-10.
Additional Results. Figure 9 and 10 presents additional results for ReLU-nets with depth 8 and batch
size 16 for MNIST. Figure 9 shows that the behavior observed in Figure 7 also holds for different depths
and widths (more results are presented in the Appendix). Figure 10 shows that the bound also holds for
micro-batch training (batch size = 16), i.e., the generalization bound as well as the components (effective
curvature, L2 norm, margin loss) decreases as training set size increases. Figure 12 and 11 present the
results for CIFAR-10 which considers ReLU-nets with depth 8 and batch size 16. They demonstrate that the
bound also holds for CIFAR-10 with different depth and width as well as micro-batch training.
5.3 Additional Results
Spectral Norm and L2 Norm. We now take a closer look at the relative behavior of the product of spectral
norms often used in existing bounds and the L2 norm in our bound. Figure 13 (a-b) present the results
for MNIST with mini-batch training, i.e., batch size = 128 and (c-d) present the results for MNIST with
micro-batch training, i.e., batch size = 16. We observe in Figure 13(a) and (c) that both quantities grow with
20
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Generalization Bound.
Figure 9: Results for ReLU-nets with depth = 8, width =256, total 727,552 parameters, trained on MNIST
(batch size = 128) with increasing training set size n (5 runs for each) from 100 to 10,000. (a) test set error
rate; (b) diagonal elements (mean) of H˜θ†l,φ; (c) effective curvature; (d) L2 norm of θ†; (e) margin loss; (f)
generalization bound. The bound and all its components decrease with increase in n from 100 to 10,000.
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Generalization Bound.
Figure 10: Results for ReLU-nets with depth = 8, width =128, total 416,256 parameters, trained on MNIST
(batch size = 16) with increasing training set size n (5 runs for each) from 100 to 10,000. (a) test set error
rate; (b) diagonal elements (mean) of H˜θ†l,φ; (c) effective curvature; (d) L2 norm of θ†; (e) margin loss; (f)
generalization bound. The bound and all its components decrease with increase in n from 100 to 10,000.
training sample size n, but the L2 norm (red line) grows far slower than the product of the spectral norms
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Generalization Bound.
Figure 11: Results for ReLU-nets with depth = 8, width =256, total 1,247,744 parameters, trained on CIFAR-
10 (batch size = 128) with increasing training set size n (5 runs for each) from 100 to 10,000. (a) test set error
rate; (b) diagonal elements (mean) of H˜θ†l,φ; (c) effective curvature; (d) L2 norm of θ†; (e) margin loss; (f)
generalization bound. The bound and all its components decrease with increase in n from 100 to 10,000.
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Generalization Bound.
Figure 12: Results for ReLU-nets with depth = 8, width =256, total 1,247,744 parameters, trained on CIFAR-
10 (batch size = 16) with increasing training set size n (5 runs for each) from 100 to 10,000. (a) test set error
rate; (b) diagonal elements (mean) of H˜θ†l,φ; (c) effective curvature; (d) L2 norm of θ†; (e) margin loss; (f)
generalization bound. The bound and all its components decrease with increase in n from 100 to 10,000.
(blue line). Figure 13(b) and (d) shows the same quantities but divided by the number of samples. Note that
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(a) Norms (b) Norms scaled by sample
(c) Norm (d) Norms scaled by sample
Figure 13: L2 norm and product of spectral norms for ReLU-nets with depth = 4, width =128, trained on
MNIST with batch size 128 (a-b) and 16 (c-d). (a) and (c) present the L2 norm and product of spectral norms;
(b) and (d) present the L2 norm and product of spectral norms averaged by sample size. Product of spectral
norms grows much faster than L2 norm with training sample increases.
in (a) both seem to decrease with increase in n, withL2 norm having a tiny edge at higher n. Figure 14 shows
both the quantities for CIFAR-10 which also considers mini-batch training (a-b) and micro-batch training
(c-d). Figure 14 (a) and (d) shows that for both setting, product of spectral norm grows much faster than
L2 norm. Figure 14(d) shows the same quantities divided by the number of samples. The product of the
spectral norms scaled by n increases with sample increases whereas the scaled L2 norm keeps decreasing.
Optimal σ. Note that the choice of variance σ2 of the prior distribution also playa a role in the generalization
bound:
(∑p˜
`=1 ln
ν˜2` (`)
1/σ2 +
‖θ†−θ0‖2
σ2
)
. The dependence on the prior covariance in the two terms illustrates
a trade-off, i.e., a large σ diminishes the dependence on
∥∥θ† − θ0∥∥2, but increases the dependence on the
effective curvature , and vice versa. To illustrate how the value of σ affects the bound, we choose σ2 ∈
{0.05, 0.1, 10, 100, 200}, and present the corresponding bound for MNIST in Figure 15 (a) and bound for
CIFAR-10 in Figure 15 (b). It shows that the optimal value of σ2 may locate in (100, 10). This observation
suggests that optimizing the covariance σ of the PAC-Bayes prior distribution, which is data-independent
can lead to a sharper bound. We consider such analysis as our future work.
Margin Loss and Margin γ. Note that the empirical margin loss plays a role in the generalization bound.
The choice of the margin γ affects the empirical margin loss `γ(θ†, S) and the terms dη exp (−cγ) in our
bound. Increasing the value of γ will increase the empirical margin loss `γ(θ†, S), but the term dη exp (−cγ)
will decrease. Figure 17 and 16 illustrates how the margin loss changes `γ(θ†, S) with different choice
of γ for CIFAR-10 and MNIST respectively. We can see that with the margin γ increases, the margin loss
distribution for MNIST (Figure 17) and CIFAR-10 (Figure 16) shifts to a higher value, implying the increases
in the margin loss term.
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(a) Norms (b) Norms scaled by sample
(c) Norm (d) Norms scaled by sample
Figure 14: L2 norm and product of spectral norms for ReLU-nets with depth = 4, width =256, trained on
CIFAR-10 with batch size 128 (a-b) and 16 (c-d). (a) and (c) present the L2 norm and product of spectral
norms; (b) and (d) present the L2 norm and product of spectral norms averaged by sample size. Sample
averaged L2 norm decreases as training sample increases. But sample averaged product of spectral norms
increases as training sample increases.
6 Conclusions
Explaining the generalization of deterministic non-smooth deep nets has remained challenging. Recent
work has shown that most existing bounds which relies on bounding the Lipschitz constant of such deep
nets are not quantitatively tight, and often display unusual empirical behavior [Nagarajan and Kolter,
2019a]. In this paper, we have presented new bounds for non-smooth deep nets based on a de-randomization
argument on PAC-Bayes. Our analysis uses the self-evident but tricky to use fact the ReLU-nets and related
deep nets realize as linear deep nets for any given input. The bound demonstrates a trade-off between ef-
fective curvature (‘flatness’) of the predictor, and L2 norm of the learned weights. The bounds display
correct qualitative behavior with change in training set size and random labels. The empirical results
look promising, are quantitatively meaningful and non-vacuous even without hyper-parameter tuning,
and leaves room for future work on quantitative sharpening of the bounds.
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(a) Bound with different σ2 (b) Bound with different σ2
Figure 15: Generalization bound with different σ2. (a) Generalization bound for ReLU network with depth
=4 and width = 256, trained on MNIST with batch size 128; (b) Generalization bound for ReLU network
with depth =4 and width = 256, trained on CIFAR-10 with batch size 128. Optimizing the covariance σ of
the PAC-Bayes prior distribution can lead to a sharper bound.
(a) `γ(θ†, S), γ = 14 (b) `γ(θ†, S), γ = 16 (c) `γ(θ†, S), γ = 18
Figure 16: Margin loss distribution with different γ. ReLU-nets with depth = 4, width =128, total 1,052,426
parameters, trained on CIFAR-10 with increase in number of random labels (10 runs each) from 0% to 50%.
(a) `γ(θ†, S), γ = 7 (b) `γ(θ†, S), γ = 10 (c) `γ(θ†, S), γ = 15
Figure 17: Margin loss distribution with different γ. ReLU-nets with depth = 4, width =128, total 167,818
parameters, trained on MNIST with increase in number of random labels (30 runs each) from 0% to 50%.
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A De-randomized Margin Bounds: Smooth Predictors and PAC-Bayes
with Isotropic Posterior
We consider the case where φθ(xi) is a smooth function of θ, and provide detailed proofs of the technical
results corresponding to PAC-Bayes with isotropic posteriors briefly mentioned in Section 3. We start by
recalling the Assumption 1 which will be used for the analysis:
Assumption 1 φθ(x) is smooth as in (1) such that
1. the gradients have bounded L2-norm, i.e., ‖∇φθ(x)‖22 ≤ G2 for all θ, x; and
2. the Hessian Hθφ(x) = ∇2θφθ(x) is bounded, i.e., H−  Hθφ(x)  H+, where H+, H− are respectively positive
and negative semi-definite with max [‖H−‖F , ‖H+‖F ] ≤ ηF , max [‖H−‖2, ‖H+‖2] ≤ η2, and Tr(H+) ≤
α+,Tr(H−) ≥ −α− for α+, α− > 0.
A.1 Bounds for Stochastic vs. Deterministic Predictors
For analyzing smooth predictors using PAC-Bayes with isotropic posterior, we first establish the following
bound relating the performance of deterministic and stochastic predictors:
Theorem 6 Let W be any distribution on pairs (x, y) with x ∈ Rd and y ∈ {−1,+1}. For any θ† ∈ Rd, let Q be
a multivariate Gaussian distribution with mean θ† and covariance σ2Ip. Under Assumption 1, for γ˜ > 2 and any
β ∈ R, we have
`β (Q,W ) ≤ `β+ 12σ2αγ˜(φ
θ† ,W ) + 4 exp
(−min(c2γ˜2, c1γ˜)) , (21)
and,
`β(φ
θ† ,W ) ≤ `β+ 12σ2αγ˜(Q,W ) + 4 exp
(−min(c2γ˜2, c1γ˜)) , (22)
where α = α++α−, constant c2 = c0 min
[
σ2α2+
G2 ,
σ2α2−
G2 ,
α2+
η2F
,
α2−
η2F
]
, c1 = c0 min
[
α+
η2
, α−η2
]
, c0 is an absolute constant
and G, α+, α−, α, ηF , η2 are as in Assumption 1.
We need the following result for the proofs:
Lemma 1 For δ ∼ N(0, σ2Ip), respectively positive and negative semi-definite matrices H+, H− with −α− ≤
Tr(H−) and Tr(H+) ≤ α+ , and max [‖H−‖F , ‖H+‖F ] ≤ ηF ,max [‖H−‖2, ‖H+‖2] ≤ η2, we have the following
upper bound and lower bound:
P
[
δTH−δ < −σ2α−γ˜
] ≤ exp(−c0 min [α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
, (23)
and
P
[
δTH+δ > σ
2α+γ˜
] ≤ exp(−c0 min [α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
, (24)
where γ˜ > 1 and c0 is an absolute constant.
Proof: From Hanson-Wright inequality and the fact that E
[
δTH+δ
]
= E[Tr(H+δδT )] = σ2 Tr(H+) ≤ σ2α+,
and
max
i
‖δi‖ψ2 ≤ c0σ , (25)
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we have
P
[
δTH+δ − σ2α+ ≥ t
] ≤ exp(−c0 min [ t2
σ4‖H+‖2F
,
t
σ2‖H+‖2
])
≤ exp
(
−c0 min
[
t2
σ4η2F
,
t
σ2η2
])
.
By taking t = γ˜σ2α+(> 0), we have:
P[δTH+δ ≥ (γ˜ + 1)σ2α+] ≤ exp
(
−c0 min
[
α2+γ˜
2
η2F
,
α+γ˜
η2
])
. (26)
Similarly,
P
[
δTH−δ − σ2(−α−) ≤ −t
] ≤ P [δTH−δ − σ2(−α−) ≤ −t]
≤ exp
(
−c0 min
[
t2
σ4‖H−‖2F
,
t
σ2‖H−‖2
])
≤ exp
(
−c0 min
[
t2
σ4η2F
,
t
σ2η2
])
.
Taking t = σ2α−γ˜(> 0):
P
[
δTHθ+τδφ (x)δ ≤ −(γ˜ + 1)σ2α−
]
≤ exp
(
−c0 min
[
α2−γ˜
2
η2F
,
α−γ˜
η2
])
.
Denoting γ˜ + 1 as γ˜ completes the proof.
Proof of Theorem 6: Since φ is twice differentiable, for some suitable (random) θ˜ = (1 − τ)θ† + τθ =
θ† + τ(θ − θ†) where τ ∈ [0, 1], we have
φθ(xi) = φ
θ†(xi) + 〈θ − θ†,∇φθ†(xi)〉+ 1
2
(θ − θ†)TH θ˜φ(xi)(θ − θ†) . (27)
Now consider the following set where θ† achieves a margin greater than
(
β + σ2αγ˜
)
:
Z(>)
β+ 12σ
2αγ˜
(θ†) =
{
(x, y) ∈ X × Y
∣∣∣∣ yφθ†(x) > β + 12σ2αγ˜
}
(28)
where α = α− + α+.
Let P = N(0, σ2Ip) be a multivariate distribution with mean 0 and covariance σ2Ip. Now, for z ∈
Z(>)
β+ 12σ
2αγ˜
(θ†), we have
Pθ∼Q
[
yφθ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
= Pδ∼P
[
yφθ
†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
.
Now we first present the proof of (21), where we bound the loss on stochastic predictors with the the
loss on deterministic predictor.
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Conditioned on y = +1, we have
Pδ∼P
[
φθ
†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
= Pδ∼P
[
φθ
†
(x) + 〈δ,∇φθ†(x)〉+ 1
2
δTH θ˜φ(x)δ ≤ β
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉+ 1
2
δTH−δ ≤ β − φθ†(x)
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
(a)
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉+ 1
2
δTH−δ ≤ −1
2
σ2γ˜(α− + α+)
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
(b)
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉 ≤ −1
2
σ2α+γ˜
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
+ Pδ∼P
[
δTH−δ ≤ −σ2α−γ˜
]
(c)
≤ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
,
(29)
where (a) follows since for (x, y) ∈ Z(>)
β+ 12σ
2αγ˜
(θ†) and y = +1 we have φθ
†
(x) > β + 12σ
2αγ˜; (b) follows
since P[x + y ≤ a + b] ≤ P[x ≤ a] + P[y ≤ b]; (c) is from Hoeffding’s inequality with ‖∇φθ†(x)‖22 ≤
G2, maxi ‖δi‖ψ2 ≤ c0σ, and Lemma 1.
Similarly, conditioned in y = −1, we have
Pδ∼P
[
− φθ†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
= Pδ∼P
[
− φθ†(x)− 〈δ,∇φθ†(x)〉 − 1
2
δTH θ˜φ(x)δ ≤ β
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 − 1
2
δTH+δ ≤ β + φθ†(x)
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
(a)
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 − 1
2
δTH+δ ≤ −1
2
σ2(α− + α+)γ˜
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
(b)
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 ≤ −1
2
σ2α−γ˜
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
+ Pδ∼P
[
− δTH+δ ≤ −σ2α+γ˜
]
(c)
≤ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
,
where (a) follows since for (x, y) ∈ Z(>)
β+ 12σ
2αγ˜
(θ†) and y = −1 we have −φθ†(x) > β + 12σ2αγ˜; (b) follows
since P[x + y ≤ a + b] ≤ P[x ≤ a] + P[y ≤ b]; (c) is from Hoeffding’s inequality with ‖∇φθ†(x)‖22 ≤
G2, maxi ‖δi‖ψ2 ≤ c0σ, and Lemma 1.
Then, we have
Pθ∼Q
[
yφθ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
= Pδ∼P
[
yφθ
†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
≤ P
[
yφθ
†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
+ P
[
yφθ
†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
≤ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
.
(30)
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For z 6∈ Z(>)
β+ 12σ
2αγ˜
(θ†), we have
Pθ∼Q
[
yφθ
†
(x) ≤ β ∣∣ z 6∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
≤ 1 .
By definition, we have
`β(Q,W ) = Pθ∼Q
z∼W
[
yφθ(x) ≤ β
]
= Pθ∼Q
z∼W
[
yφθ(x) ≤ β ∣∣ z 6∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
Pz∼W
[
yφθ
†
(x) ≤ β + 1
2
σ2αγ˜
]
+ Pθ∼Q
z∼W
[
yφθ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
Pz∼W
[
yφθ
†
(x) > β +
1
2
σ2αγ˜
]
≤ Pz∼W
[
yφθ
†
(x) ≤ β + 1
2
σ2αγ˜
]
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
≤ Pz∼W
[
yφθ
†
(x) ≤ β + 1
2
σ2αγ˜
]
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
= `β+ 12σ2αγ˜(φ
θ† ,W ) + exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
,
which establishes (21).
Now we first present the proof of (22), where we bound the the loss on deterministic predictor with the
loss on stochastic predictors.
Consider the following set where θ† achieves a margin of at most β:
Z(≤)β (θ†) =
{
(x, y) ∈ X × Y
∣∣∣∣ yφθ†(x) ≤ β } . (31)
Let P = N(0, σ2Ip) be a multivariate distribution with mean 0 and covariance σ2Ip. Now, for z ∈
Z(≤)β (θ†), we have
Pθ∼Q
[
yφθ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†)] = Pδ∼P[yφθ†+δ(x) > β + 12σ2αγ˜ ∣∣ z ∈ Z(≤)β (θ†)
]
.
Now, conditioned in y = +1, we have
Pδ∼P
[
φθ
†+δ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = +1]
= Pδ∼P
[
φθ
†
(x) + 〈δ,∇φθ†(x)〉+ 1
2
δTH θ˜φ(x)δ > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = +1]
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉+ 1
2
δTH+δ > β +
1
2
σ2αγ˜ − φθ†(x) ∣∣ z ∈ Z(≤)β (θ†), y = +1]
(a)
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉+ 1
2
δTH+δ >
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = +1]
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(b)
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉 > 1
2
σ2α−γ˜
∣∣ z ∈ Z(≤)β (θ†), y = +1]+ Pδ∼P[δTH+δ ≥ σα+γ˜]
(c)
≤ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
,
where (a) follows since for (x, y) ∈ Z(≤)β (θ†) and y = +1 we have φθ
†
(x) ≤ β ⇒ β − φθ†(x) ≥ 0; (b)
follows since P[x + y ≤ a + b] ≤ P[x ≤ a] + P[y ≤ b]; (c) is from Hoeffding’s inequality with ‖∇φθ†(x)‖22 ≤
G2, maxi ‖δi‖ψ2 ≤ c0σ, and Lemma 1.
Similarly, conditioned on y = −1, we have
Pδ∼P
[
− φθ†+δ(x) > β + 1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = −1]
= Pδ∼P
[
− φθ†(x)− 〈δ,∇φθ†(x)〉 − 1
2
δTH θ˜φ(x)δ > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = −1]
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 − 1
2
δTH−δ > β +
1
2
σ2αγ˜ + φθ
†
(x)
∣∣ z ∈ Z(≤)β (θ†), y = −1]
(a)
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 − 1
2
δTH−δ >
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = −1]
(b)
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 > 1
2
σ2α+γ˜
∣∣ z ∈ Z(≤)β (θ†), y = −1]+ Pδ∼P[− δTH−δ ≥ σ2α−γ˜]
(c)
≤ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
where (a) follows since for (x, y) ∈ Z(≤)β (θ† and y = −1 we have −φ(θ†) ≤ β ⇒ β + φ(θ†) ≥ 0; (b) follows
since P[x + y ≤ a + b] ≤ P[x ≤ a] + P[y ≤ b]; (c) is from Hoeffding’s inequality with ‖∇φθ†(x)‖22 ≤
G2, maxi ‖δi‖ψ2 ≤ c0σ, and Lemma 1.
Then, we have
Pθ∼Q
[
yφθ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†)]
= Pδ∼P
[
yφθ
†+δ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†)]
≤ P
[
yφθ
†+δ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = +1]+ P[yφθ†+δ(x) > β + 12σ2αγ˜ ∣∣ z ∈ Z(≤)β (θ†), y = −1
]
≤ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
.
For z 6∈ Z(≤)β (θ†), we have
Pθ∼Q
[
yφθ
†
(x) > β +
1
2
σ2αγ˜
∣∣ z 6∈ Z(≤)β (θ†)] ≤ 1 . (32)
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By definition, we have
1− `β+ 12σ2αγ˜(Q,W )
= Pθ∼Q
z∼W
[
yφθ(x) > β +
1
2
σ2αγ˜
]
≤ Pz∼W
[
yφθ
†
(x) > β
]
+ Pθ∼Q
z∼W
[
yφθ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†)]
≤ Pz∼W
[
yφθ
†
(x) > β
]
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
≤ Pz∼W
[
yφθ
†
(x) > β
]
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
= 1− `β(φθ† ,W ) + exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
,
(33)
which implies
`β(φ
θ† ,W ) ≤ `β+ 12σ2αγ˜(Q,W ) + exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
.
(34)
By choosing γ˜ > 2, we have (γ˜ − 1)2 > 14 γ˜2, γ˜ − 1 > 12 γ˜, which completes the proof.
A.2 Deterministic Margin Bounds with Fast Rates
With the above de-randomization, another piece we need to derive a deterministic margin bound is the fast
rate Pac-Bayes bound in Catoni [2007], Yang et al. [2019], which is formally stated as below:
Theorem 7 (Fast-Rate PAC-Bayes [Catoni, 2007][Theorem 1.2.6] [Yang et al., 2019]) For any prior distribution P ,
for any δ ∈ (0, 1) and η ∈ (0, 1), with probability at least 1 − δ over the draw of n samples S ∼ Dn, for any Q we
have
`(Q,D) ≤ log(1/η)
1− η `(Q,S) +
1
1− η
KL(Q‖P ) + log( 1δ )
n
, (35)
where `(Q,D), `(Q,S) are true and empirical losses.
Recall that these multiplicative factors are exactly the ones which appear in classical algorithms such as
the Weighted Majority [Littlestone and Warmuth, 1994] and the connections between online regret bounds
and PAC-Bayes bounds are well known [Banerjee, 2006]. For settings where the empirical loss `(Q,S) is
small, e.g., (margin) loss with deep nets on the training set, one can choose relatively smaller values of η
to get quantitatively tighter bounds. Denoting aη =
log(1/η)
1−η and bη =
1
1−η , Table 1 illustrate the trade-off
between the empirical loss and the KL-divergence terms.
Utilizing the fast rate PAC-Bayes bound, we have the following bound for the deterministic predictor:
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η 0.5 0.25 0.1 0.05
aη 1.39 1.85 2.56 3.15
bη 2 1.33 1.11 1.05
Table 1: Trade-off between the empirical loss and the KL-divergence terms for ‘fast-rate’ PAC-Bayes bound.
Theorem 8 (Fast-Rate Deterministic Bound) Consider any θ0 ∈ Rp, σ2 > 0 chosen before training, and let θ† be the
parameters of the model after training. Under Assumption 1, with probability at least 1−δ, for any θ†, η ∈ (0, 1), γ >
2σ2α, we have the following scale-invariant bound
`0(φ
θ† , D) ≤ aη`γ(φθ† , S) + bη
2n
‖θ† − θ0‖22
σ2
+ dη exp
(−min(c2γ2, c1γ))+ bη log( 1δ )
n
, (36)
where aη =
log(1/η)
1−η , bη =
1
1−η , dη = 4(aη+1), c2 = c0 min
[
α2+
σ2α2G2 ,
α2−
σ2α2G2 ,
α2+
σ4α2η2F
,
α2−
σ4α2η2F
]
, c1 = c0 min
[
α+
σ2αη2
, α−σ2αη2
]
,
c0 is an absolute constant, α = α+ + α− and G, α+, α−, ηF , η2 are as in Assumption 1.
Proof: To get to a de-randomized margin bound, we utilize the results in Theorem 6. First, with β = 0,
σ2γ˜α = γ and W = D in Theorem 6 we have
`0(φ
θ† , D) ≤ `γ/2(Q, D) + 4 exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
. (37)
Similarly, with β = γ/2 and W = S in Theorem we have
`γ/2(Q, S) ≤ `γ(φθ
†
, S) + 4 exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
. (38)
Now, from the Fast Rate PAC-Bayesian bound (35), with probability at least (1 − δ) over the draw of n
samples S ∼ Dn, for any β ∈ (0, 1) and for any Q we have
`γ/2(Q,D) ≤ log(1/β)
1− β `γ/2(Q,S) +
1
1− β
KL(Q‖P ) + log( 1δ )
n
, (39)
Using (37) and (38), and noting that KL(Q‖P ) = ‖θ†−θ0‖222σ2 , we have
`0(φ
θ† , D) ≤ log(1/β)
1− β `γ(φ
θ† , S) +
1
1− β
‖θ† − θ0‖22
2σ2n
+
1
1− β
log( 1δ )
n
+ 4
(
log(1/β)
1− β + 1
)
exp
(−min(c2γ2, c1γ)) . (40)
To show that our bound is scale-invariant, we use the property of KL-divergence between any continu-
ous distributions Q and P such that the KL-divergence between Q and P remains invariant under α-scale
transformation [Kleeman, 2011], i.e.,
KL(Q′||P ′) = KL(Q||P ), (41)
where Q′ and P ′ are the distributions after α-scale transformation corresponding to Q and P respectively.
Thus, theKL(Q‖P ) in (39) remains invariant under α-scale transformation. Note that the other terms apart
from the KL(Q‖P ) in (39) do not change by α-scale transformation since the functions represented by the
networks are the same. Thus, our bound is scale-invariant. That completes the proof.
Recent work Dinh et al. [2017] show that α-scale transformation can arbitrarily change the flatness of the
loss landscape for deep networks with positively homogeneous activation without changing the functions
represented by the networks, which invalid many flatness-based generalization bound. Our generalization
bound remains invariant under α-scale transformation since the KL-divergence between two continuous
distributions remains invariant under invertible transformations, such as α-scale transformation.
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B De-randomized Margin Bounds: Smooth Predictors and PAC-Bayes
with Anisotropic Posterior
We consider the case where φθ(xi) is a smooth function of θ, and provide detailed proofs of the technical
results corresponding to PAC-Bayes with anisotropic posteriors briefly mentioned in Section 3.
B.1 Bounds for Stochastic vs. Deterministic Predictors
Recall Theorem 1 which establishes the relationship between stochastic and deterministic predictors in the
main paper:
Theorem 1 Let σ2 > 0 be chosen before seeing the training data. Let W be any distribution on pairs (x, y) with
x ∈ Rd and y ∈ {−1,+1}. For any θ† ∈ Rd, let Q be a multivariate anisotropic Gaussian distribution with mean θ†
and covariance Σθ† as outlined in (2).Under Assumption 1, for any γ˜ > 2 and any β ∈ R, we have
`β (Q,W ) ≤ `β+ 12σ2αγ˜(φ
θ† ,W ) + 4 exp
(−min(c2γ˜2, c1γ˜)) , (3)
`β(φ
θ† ,W ) ≤ `β+ 12σ2αγ˜(Q,W ) + 4 exp
(−min(c2γ˜2, c1γ˜)) , (4)
where α = α++α−, constant c2 = c0 min
[
σ2α2+
G2 ,
σ2α2−
G2 ,
α2+
η2F
,
α2−
η2F
]
, c1 = c0 min
[
α+
η2
, α−η2
]
, c0 is an absolute constant
and G, α+, α−, α, ηF , η2 are as in Assumption 1.
First we prove the following result for anisotropic covariance δ ∼ N (0,Σθ†) similar to Lemma 1 for
isotropic covariance δ ∼ N (0, σ2I), which turns out to have the same bound:
Lemma 2 For δ ∼ N (0,Σθ†) and matrices H+, H− are respectively positive and negative semi-definite with
max [‖H−‖F , ‖H+‖F ] ≤ ηF ,max [‖H−‖2, ‖H+‖2] ≤ η2, and Tr(H+) ≤ α+,Tr(H−) ≥ −α− for α+, α− > 0.
We have the following upper bound and lower bound
P
[
δTH−δ < −σ2α−γ˜
] ≤ exp(−c0 min [α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
, (42)
and
P
[
δTH+δ > σ
2α+γ˜
] ≤ exp(−c0 min [α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
, (43)
where γ˜ > 1 and c0 is an absolute constant.
Proof: Since H+ is positive semi-definite, the diagonals of H+ must be non-negative, then we have,
E
[
δTH+δ
]
= E[Tr(H+δδT )] = Tr(H+Σθ†) =
∑
i
min
(
σ2,
1
Hθ†l,φ[i, i]
)
H+[i, i]
= σ2
∑
i
min
(
1,
1
σ2Hθ†l,φ[i, i]
)
H+[i, i]
≤ σ2
∑
i
H+[i, i] = σ
2 Tr(H+) ≤ σ2α+ ,
Similarly, we have
E
[
δTH−δ
]
= E[Tr(H−δδT )] = Tr(H−Σθ†) =
∑
i
min
(
σ2,
1
Hθ†l,φ[i, i]
)
H−[i, i]
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= σ2
∑
i
min
(
1,
1
σ2Hθ†l,φ[i, i]
)
H−[i, i]
≥ σ2
∑
i
H−[i, i] = σ2 Tr(H−) ≥ −σ2α− .
We have
κ := max
i
‖δi‖ψ2 ≤ c0 max
i
min
σ, 1√
Hθ†l,φ[i, i]
 ≤ c0σ . (44)
Therefore, from Hanson-Wright inequality we have
P
[
δTH+δ − σ2α+ ≥ t
] ≤ exp(−c0 min [ t2
κ4‖H+‖2F
,
t
κ2‖H+‖2
])
≤ exp
(
−c0 min
[
t2
κ4η2F
,
t
κ2η2
])
.
By taking t = γ˜σ2α+(> 0), we have
P[δTH+δ ≥ (γ˜ + 1)σ2α+] ≤ exp
(
−c0 min
[
σ4α2+γ˜
2
κ4η2F
,
σ2α+γ˜
κ2η2
])
≤ exp
(
−c0 min
[
α2+γ˜
2
η2F
,
α+γ˜
η2
])
.
(45)
Similarly, from Hanson-Wright inequality, we have
P
[
δTH−δ − σ2(−α−) ≤ −t
] ≤ exp(−c0 min [ t2
κ4‖H−‖2F
,
t
κ2‖H−‖2
])
≤ exp
(
−c0 min
[
t2
κ4η2F
,
t
κ2η2
])
.
Taking t = σ2α−γ˜(> 0), we have
P
[
δTH−δ ≤ −(γ˜ + 1)σ2α−
] ≤ exp(−c0 min [σ4α2−γ˜2
κ4η2F
,
σ2α−γ˜
κ2η2
])
(46)
≤ exp
(
−c0 min
[
α2−γ˜
2
η2F
,
α−γ˜
η2
])
. (47)
Denote γ˜ + 1 as γ˜ completes the proof.
Proof of Theorem 1: Since φ is twice differentiable, for some suitable (random) θ˜ = (1 − τ)θ† + τθ =
θ† + τ(θ − θ†) where τ ∈ [0, 1], we have
φθ(xi) = φ
θ†(xi) + 〈θ − θ†,∇φθ†(xi)〉+ 1
2
(θ − θ†)TH θ˜φ(xi)(θ − θ†) . (48)
Consider the following set where θ† achieves a margin greater than
(
β + 12σ
2αγ˜
)
:
Z(>)β+σ2αγ˜(θ†) =
{
(x, y) ∈ X × Y
∣∣∣∣ yφθ†(x) > β + 12σ2αγ˜
}
, (49)
where α = α− + α+.
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Let P = N (0,Σθ†) be a multivariate distribution with mean 0 and covariance Σθ† , where Σθ† is defined
as (91). Now, for z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), we have
Pθ∼Q
[
yφθ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
= Pδ∼P
[
yφθ
†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
.
Now, conditioned on y = +1, we have
Pδ∼P
[
φθ
†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
= Pδ∼P
[
φθ
†
(x) + 〈δ,∇φθ†(x)〉+ 1
2
δTH θ˜φ(x)δ ≤ β
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉+ 1
2
δTH−δ ≤ β − φθ†(x)
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
(a)
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉+ 1
2
δTH−δ ≤ −1
2
σ2γ˜(α− + α+)
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
(b)
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉 ≤ −1
2
σ2α+γ˜
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
+ Pδ∼P
[
δTH−δ ≤ −σ2α−γ˜
]
(c)
≤ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
where (a) follows since for (x, y) ∈ Z(>)
β+ 12σ
2αγ˜
(θ†) and y = +1 we have φθ
†
(x) > β + 12σ
2αγ˜; (b) follows
since P[x + y ≤ a + b] ≤ P[x ≤ a] + P[y ≤ b]; (c) is from Hoeffding’s inequality with ‖∇φθ†(x)‖22 ≤
G2, maxi ‖δi‖ψ2 ≤ c0σ, and Lemma 2.
Similarly, conditioned in y = −1, we have
Pδ∼P
[
− φθ†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
= Pδ∼P
[
− φθ†(x)− 〈δ,∇φθ†(x)〉 − 1
2
δTH θ˜φ(x)δ ≤ β
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 − 1
2
δTH+δ ≤ β + φθ†(x)
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
(a)
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 − 1
2
δTH+δ ≤ −1
2
σ2(α− + α+)γ˜
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
(b)
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 ≤ −1
2
σ2α−γ˜
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
+ Pδ∼P
[
− δTH+δ ≤ −σ2α+γ˜
]
(c)
≤ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
,
where (a) follows since for (x, y) ∈ Z(>)
β+ 12σ
2αγ˜
(θ†) and y = −1 we have −φθ†(x) > β + σ2αγ˜; (b) follows
since P[x + y ≤ a + b] ≤ P[x ≤ a] + P[y ≤ b]; (c) is from Hoeffding’s inequality with ‖∇φθ†(x)‖22 ≤
G2, maxi ‖δi‖ψ2 ≤ c0σ, and Lemma 2.
Then, we have
Pθ∼Q
[
yφθ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
= Pδ∼P
[
yφθ
†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
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≤ P
[
yφθ
†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = +1
]
+ P
[
yφθ
†+δ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), y = −1
]
≤ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
.
For z 6∈ Z(>)
β+ 12σ
2αγ˜
(θ†), we have
Pθ∼Q
[
yφθ
†
(x) ≤ β ∣∣ z 6∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
≤ 1 ,
By definition, we have
`β(Q,W )
= Pθ∼Q
z∼W
[
yφθ(x) ≤ β
]
≤ Pz∼W
[
yφθ
†
(x) ≤ β + 1
2
σ2αγ˜
]
+ Pθ∼Q
z∼W
[
yφθ(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†)
]
≤ Pz∼W
[
yφθ
†
(x) ≤ β + 1
2
σ2αγ˜
]
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
≤ Pz∼W
[
yφθ
†
(x) ≤ β + 1
2
σ2αγ˜
]
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
= `β+ 12σ2αγ˜(φ
θ† ,W ) + exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
,
which establishes (3).
Now we turn to the proof of (4). Consider the following set where θ† achieves a margin of at most β:
Z(≤)β (θ†) =
{
(x, y) ∈ X × Y
∣∣∣∣ yφθ†(x) ≤ β } . (50)
Let P = N (0,Σθ†) be a multivariate distribution with mean 0 and covariance Σθ† , where Σθ† is defined
as (91). Now, for z ∈ Z(≤)β (θ†), we have
Pθ∼Q
[
yφθ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†)] = Pδ∼P[yφθ†+δ(x) > β + 12σ2αγ˜ ∣∣ z ∈ Z(≤)β (θ†)
]
.
Now, conditioned in y = +1, we have
Pδ∼P
[
φθ
†+δ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = +1]
= Pδ∼P
[
φθ
†
(x) + 〈δ,∇φθ†(x)〉+ 1
2
δTH θ˜φ(x)δ > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = +1]
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≤ Pδ∼P
[
〈δ,∇φθ†(x)〉+ 1
2
δTH+δ > β +
1
2
σ2αγ˜ − φθ†(x) ∣∣ z ∈ Z(≤)β (θ†), y = +1]
(a)
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉+ 1
2
δTH+δ >
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = +1]
(b)
≤ Pδ∼P
[
〈δ,∇φθ†(x)〉 > 1
2
σ2α−γ˜
∣∣ z ∈ Z(≤)β (θ†), y = +1]+ Pδ∼P[δTH+δ ≥ 12σα+γ˜
]
(c)
≤ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
,
where (a) follows since for (x, y) ∈ Z(≤)β (θ†) and y = +1 we have φ(θ†) ≤ β ⇒ β − φ(θ) ≥ 0; (b) follows
since P[x + y ≤ a + b] ≤ P[x ≤ a] + P[y ≤ b]; (c) is from Hoeffding’s inequality with ‖∇φθ†(x)‖22 ≤
G2, maxi ‖δi‖ψ2 ≤ c0σ, and Lemma 2.
Similarly, conditioned on y = −1, we have
Pδ∼P
[
− φθ†+δ(x) > β + 1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = −1]
= Pδ∼P
[
− φθ†(x)− 〈δ,∇φθ†(x)〉 − 1
2
δTH θ˜φ(x)δ > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = −1]
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 − 1
2
δTH−δ > β +
1
2
σ2αγ˜ + φθ
†
(x)
∣∣ z ∈ Z(≤)β (θ†), y = −1]
(a)
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 − 1
2
δTH−δ >
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = −1]
(b)
≤ Pδ∼P
[
− 〈δ,∇φθ†(x)〉 > 1
2
σ2α+γ˜
∣∣ z ∈ Z(≤)β (θ†), y = −1]+ Pδ∼P[− δTH−δ ≥ σ2α−γ˜]
(c)
≤ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
,
where (a) follows since for (x, y) ∈ Z(≤)β (θ† and y = −1 we have −φ(θ†) ≤ β ⇒ β + φ(θ†) ≥ 0; (b) follows
since P[x + y ≤ a + b] ≤ P[x ≤ a] + P[y ≤ b]; (c) is from Hoeffding’s inequality with ‖∇φθ†(x)‖22 ≤
G2, maxi ‖δi‖ψ2 ≤ c0σ, and Lemma 2.
Then, we have
Pθ∼Q
[
yφθ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†)]
= Pδ∼P
[
yφθ
†+δ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†)]
≤ P
[
yφθ
†+δ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†), y = +1]+ P[yφθ†+δ(x) > β + 12σ2αγ˜ ∣∣ z ∈ Z(≤)β (θ†), y = −1
]
≤ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
.
(51)
For z 6∈ Z(≤)β (θ†), we have
Pθ∼Q
[
yφθ(x) > β +
1
2
σ2αγ˜
∣∣ z 6∈ Z(≤)β (θ†)] ≤ 1 . (52)
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By definition, we have
1− `β+ 12σ2αγ˜(Q,W )
= Pθ∼Q
z∼W
[
yφθ(x) > β +
1
2
σ2αγ˜
]
≤ Pz∼W
[
yφθ
†
(x) > β
]
+ Pθ∼Q
z∼W
[
yφθ(x) > β +
1
2
σ2αγ˜
∣∣ z ∈ Z(≤)β (θ†)]
≤ Pz∼W
[
yφθ
†
(x) > β
]
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
≤ Pz∼W
[
yφθ
†
(x) > β
]
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
= 1− `β(φθ† ,W ) + exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
,
(53)
which implies
`β(φ
θ† ,W ) ≤ `β+ 12σ2αγ˜(Q,W ) + exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
.
(54)
By choosing γ˜ > 2, we have (γ˜ − 1)2 > 14 γ˜2, γ˜ − 1 > 12 γ˜, which completes the proof.
B.2 Deterministic Margin Bounds
Recall Theorem 2 which establishes the margin bound for deterministic smooth predictors in the main
paper:
Theorem 2 Consider any θ0 ∈ Rp, σ2 > 0 chosen before training, and let θ† be the parameters of the model after
training. Let Hθ†l,φ be the Hessian as in (2), let ν2j = max
{
Hθ†l,φ[j, j], 1σ2
}
, p˜1/σ2 = |{j : Hθ†l,φ[j, j] > 1/σ2}|, and
{ν˜2(1), ..., ν˜2(p˜)} be the subset of ν2j larger than 1/σ2. Under Assumption 1, with probability at least 1− δ, for any θ†,
η ∈ (0, 1), γ > 2σ2α, we have the following scale-invariant bound:
`0(φ
θ† , D) ≤ aη`γ(φθ† , S) + bη
2n
( p˜1/σ2∑
`=1
ln
ν˜2(`)
1/σ2︸ ︷︷ ︸
effective curvature
+
‖θ† − θ0‖22
σ2︸ ︷︷ ︸
L2 norm
)
+ dη exp
(−min(c2γ2, c1γ))+ bη log( 1δ )
n
,
where c2 = c0 min
[
α2+
σ2α2G2 ,
α2−
σ2α2G2 ,
α2+
σ4α2η2F
,
α2−
σ4α2η2F
]
, c1 = c0 min
[
α+
σ2αη2
, α−σ2αη2
]
, α = α+ +α−, G, α+, α−, ηF ,
η2 are as in Assumption 1, aη =
log(1/η)
1−η , bη =
1
1−η , and dη = 4(aη + 1).
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Proof: To get to a de-randomized margin bound, we utilize the results in Theorem 1. First, with β = 0,
σ2γ˜α = γ and W = D in Theorem 1 we have
`0(φ
θ† , D) ≤ `γ/2(Q, D) + 4 exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
. (55)
Similarly, with β = γ/2 and W = S in Theorem 1 we have
`γ/2(Q, S) ≤ `γ(φθ
†
, S) + 4 exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
. (56)
From the Fast Rate PAC-Bayesian bound (35), with probability at least (1−δ) over the draw of n samples
S ∼ Dn, for any β ∈ (0, 1) and for any Q we have
`γ/2(Q,D) ≤ log(1/β)
1− β `γ/2(Q,S) +
1
1− β
KL(Q‖P ) + log( 1δ )
n
, (57)
Noting that
2KL(Q||P ) =
p∑
j=1
(
1
σ2νj
− 1) +
p∑
j=1
|θ[j]− θ0[j]|2
σ2
+
p∑
i=1
ln
νj
1/σ2
≤
p˜∑
l=1
ln
ν˜2(l)
1/σ2
+
‖θ† − θ0‖22
σ2
, (58)
we have
`0(φ
θ† , D) ≤ log(1/β)
1− β `γ(φ
θ† , S) +
1
2(1− β)
(
p˜∑
`=1
ln
ν˜2(`)
1/σ2
+
‖θ† − θ0‖22
σ2
)
+ 4
(
log(1/β)
1− β + 1
)
exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
+
1
1− β
log( 1δ )
n
.
(59)
Using the argument in the proof of Theorem 8, we know that the KL(Q‖P ) in the PAC-Bayes bound
(131) remains invariant under α-scale transformation [Kleeman, 2011], i.e.,
KL(Q′||P ′) = KL(Q||P ), (60)
where Q′ and P ′ are the distributions after α-scale transformation corresponding to Q and P respectively.
Note that the other terms apart from the KL(Q‖P ) in (131) does not change by α-scale transformation
since the functions represented by the networks are the same. Thus, our generalization bound is scale-
invariant.
Our generalization bound in Theorem 2 captures the information of local curvature by using the Hessian
Hθ†l,φ at the parameter θ†. Recent work [Dinh et al., 2017] show that the Hessian Hθ
†
l,φ can be modified
by a certain α-scale transformation which scales the weights by non-negative coefficients but does not
change the function. Thus, α-scale transformation invalidates certain recently proposed flatness based
generalization bounds [Hochreiter and Schmidhuber, 1997, Keskar et al., 2017] by arbitrarily changing the
flatness of the loss landscape for deep networks. However, we show that our generalization bound which
measure the generalization by the the KL divergence or differential relative entropy between the posterior
and the prior distribution remains invariant, although the although the local structure such as the Hessian
Hθ†l,φ get modified by the α-scale transformation.
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C De-randomized Margin Bounds: Multi-class Classification with Smooth
Predictors
In this section, we focus on constructing the fast-rate deterministic bound using the anisotropic posterior
case for multi-class problem, with a similar de-randomization. Results for isotropic case shall be essentially
the same.
Let φ : Rp × Rd 7→ Rk be the output φθ(xi) ∈ Rk of a deep net with parameter θ and input xi. For
a sample point (xi, yi) ∈ X × Y , where X ,Y denotes the input and output space respectively, φθ(xi)[yi]
denotes the score corresponding to class yi, and in general, φθ(xi)[h] denotes the score corresponding to
class h. Note that the classification is correct when
φθ(xi)[yi] > φ
θ(xi)[h] , ∀h 6= yi . (61)
We define margin loss for a specific z = (x, y) as
`β(θ, z) , 1
[
φθ(x)[y] ≤ β + φθ(x)[h] ,∀h 6= y] , (62)
where 1[a] = 1 if a is true, and 0 otherwise. For a Bayesian predictor, we maintain a distribution Q over the
parameters θ, and the corresponding margin loss
`β(Q, z) , Pθ∼Q
[
φθ(x)[y] ≤ β + φθ(x)[h] ,∀h 6= y] . (63)
For any distribution W on X × Y , and parameter θ, we define the margin loss as
`β(θ,W ) , P(x,y)∼W
[
φθ(x)[y] ≤ β + φθ(x)[h] ,∀h 6= y
]
. (64)
Further, for any distribution W on X ×Y , and any distribution over parameter θ, we define the margin loss
as
`β(Q,W ) , Pθ∼Q[`β(θ,W )] = P θ∼Q
(x,y)∼W
[
φθ(x)[y] ≤ β + φθ(x)[h] ,∀h 6= y
]
. (65)
We assume the Assumption 1 holds for functions on each class h ∈ [k], the proof idea is essentially the same
as in the 2-class case, with constants changed.
C.1 Bounds for Stochastic vs. Deterministic Predictors for Multi-class
We first establishes the relationship between stochastic and deterministic predictors:
Theorem 9 For k-class classification problem, let σ2 > 0 be chosen before seeing the training data. Let W be any
distribution on pairs (x, y) with x ∈ Rd,y ∈ Rk. For any θ† ∈ Rd, let Q be a multivariate anisotropic Gaussian
distribution with mean θ† and covariance Σθ† , where
Σ−1
θ† = diag(ν
2
1 , . . . , ν
2
p) , ν
2
j , max
{
Hθ†l,φ[j, j],
1
σ2
}
, (66)
where Hθ†l,φ is as in (2). Suppose Assumption 1 holds for prediction function on each class h ∈ [k], for any γ˜ > 2 and
any β ∈ R, we have
`β (Q,W ) ≤ `β+σ2αγ˜(φθ
†
,W ) + k exp
(−min(c2γ˜2, c1γ˜)) , (67)
and,
`β(φ
θ† ,W ) ≤ `β+σ2αγ˜(Q,W ) + k exp
(−min(c2γ˜2, c1γ˜)) , (68)
where α = α+ + α−, constant c2 = c0 min
[
σ2α2
G2 ,
α2
η2F
]
, c1 = c0
α
η2
, c0 is an absolute constant and G, α+, α−, α,
ηF , η2 are as in Assumption 1.
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We need the following result for the proofs:
Lemma 3 For δ ∼ N(0,Σθ†), respectively positive and negative semi-definite matrices H+, H− with −α− ≤
Tr(H−) and Tr(H+) ≤ α+ , and max [‖H−‖F , ‖H+‖F ] ≤ ηF ,max [‖H−‖2, ‖H+‖2] ≤ η2, we have the following
bound:
P[δT (H+ −H−)δ ≥ σ2αγ˜] ≤ exp
(
−cmin
[
α2(γ˜ − 1)2
η2F
,
α(γ˜ − 1)
η2
])
. (69)
where α = α+ + α−, γ˜ > 1 and c0 is an absolute constant.
Proof: From the Hanson-Wright inequality, and the fact that E
[
δT (H+ −H−)δ
]
= E[δTH+δ]−E[δTH−δ] ≤
σ2αγ˜, and maxi ‖δi‖ψ2 ≤ c0σ as in Lemma 2, we have:
P
[
δT (H+ −H−)δ − σ2αγ˜ ≥ t
] ≤ exp(−c0 min [ t2
σ4‖H+ −H−‖2F
,
t
σ2‖H+ −H−‖2
])
≤ exp
(
−c0 min
[
t2
σ4η2F
,
t
σ2η2
])
≤ exp
(
−c0 min
[
t2
σ4η2F
,
t
σ2η2
])
.
By taking t = σ2αγ˜(> 0), we have:
P[δT (H+ −H−)δ ≥ σ2α(γ˜ + 1)] ≤ exp
(
−c0 min
[
α2γ˜2
η2F
,
αγ˜
η2
])
≤ exp
(
−c0 min
[
α2γ˜2
η2F
,
αγ˜
η2
])
.
Denoting γ˜ + 1 as γ˜ completes the proof.
Proof of Theorem 9: Since φθ(x)[h] is twice differentiable, for some suitable (random) θ˜ = (1− τ)θ†+ τθ =
θ† + τ(θ − θ†) where τ ∈ [0, 1], we have
φθ(x)[h] = φθ
†
(x)[h] + 〈θ − θ†,∇φθ†(x)[h]〉+ 1
2
(θ − θ†)TH θ˜φ(x)[h](θ − θ†) . (70)
Consider the following set where θ† achieves a margin greater than
(
β + σ2αγ˜
)
:
Z(>)β+σ2αγ˜(θ†) =
{
(x, y) ∈ X × Y
∣∣∣∣ φθ†(x)[y]− φθ†(x)[h] > β + σ2αγ˜,∀h 6= y } . (71)
Let P = N (0,Σθ†) be a multivariate distribution with mean 0 and covariance Σθ† , where Σθ† is defined as
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(91). Now, for z ∈ Z(>)β+σ2αγ˜(θ†), we have
Pδ∼P
[
φθ
†+δ(x)[y]− φθ†+δ(x)[h] ≤ β,∀h 6= y ∣∣ z ∈ Z(>)β+σ2αγ˜(θ†)]
= Pδ∼P
[
φθ
†
(x)[y] + 〈δ,∇φθ†(x)[y]〉+ 1
2
δTH θ˜1φ (x)[y]δ −
(
φθ
†
(x)[h] + 〈δ,∇φθ†(x)[h]〉+ 1
2
δTH θ˜2φ (x)[h]δ
)
≤ β,
∀h 6= y ∣∣ z ∈ Z(>)β+σ2αγ˜(θ†)]
≤ Pδ∼P
[
〈δ,∇φθ†(x)[y]−∇φθ†(x)[h]〉+ 1
2
δT (H− −H+)δ ≤ β − φθ†(x)[y] + φθ†(x)[h],∀h 6= y
∣∣ z ∈ Z(>)β+σ2αγ˜(θ†)]
≤ Pδ∼P
[
〈δ,∇φθ†(x)[y]−∇φθ†(x)[h]〉+ 1
2
δT (H− −H+)δ ≤ −σ2αγ˜,∀h 6= y
∣∣ z ∈ Z(>)β+σ2αγ˜(θ†)]
≤ Pδ∼P
[
〈δ,∇φθ†(x)[y]−∇φθ†(x)[h]〉 ≤ −1
2
σ2αγ˜,∀h 6= y ∣∣ z ∈ Z(>)β+σ2αγ˜(θ†)]+ Pδ∼P[δT (H− −H+)δ ≤ −σ2αγ˜]
≤ (k − 1) exp
(
−c0σ
2α2γ˜2
G2
)
+ exp
(
−c0 min
[
α2(γ˜ − 1)2
η2F
,
α(γ˜ − 1)
η2
])
,
(72)
where the last step is from Hoeffding’s inequality with ‖∇φθ†(x)[y] − φθ†(x)[h]‖22 ≤ 2‖∇φθ
†
(x)[y]‖22 +
2‖φθ†(x)[h]‖22 ≤ 4G2, maxi ‖δi‖ψ2 ≤ c0σ, and taking union bound over all class h 6= y; and Lemma 3.
Therefore, we have the following bound:
`β(Q,W )
= Pθ∼Q
z∼W
[
φθ
†+δ(x)[y]− φθ†+δ(x)[h] ≤ β ,∀h 6= y
]
≤ Pz∼W
[
φθ
†
(x)[y]− φθ†(x)[h] ≤ β + σ2αγ˜,∀h 6= y
]
+ Pθ∼Q
z∼W
[
φθ
†+δ(x)[y]− φθ†+δ(x)[h] ≤ β ,∀h 6= y ∣∣ z ∈ Z(>)β+σ2αγ˜(θ†)]
≤ Pz∼W
[
φθ
†
(x)[y]− φθ†(x)[h] ≤ β + σ2αγ˜,∀h 6= y
]
+ (k − 1) exp
(
−c0σ
2α2γ˜2
G2
)
+ exp
(
−c0 min
[
α2(γ˜ − 1)2
η2F
,
α(γ˜ − 1)
η2
])
≤ Pz∼W
[
φθ
†
(x)[y]− φθ†(x)[h] ≤ β + σ2αγ˜,∀h 6= y
]
+ (k − 1) exp
(
−c0σ
2α2γ˜2
G2
)
+ exp
(
−c0 min
[
α2(γ˜ − 1)2
η2F
,
α(γ˜ − 1)
η2
])
= `β+σ2αγ˜(φ
θ† ,W ) + (k − 1) exp
(
−c0σ
2α2γ˜2
G2
)
+ exp
(
−c0 min
[
α2(γ˜ − 1)2
η2F
,
α(γ˜ − 1)
η2
])
.
Similarly, consider the following set:
Z(≤)β (θ†) =
{
(x, y) ∈ X × Y
∣∣∣∣ φθ†(x)[y]− φθ†(x)[h] ≤ β,∀h 6= y } . (73)
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Now, for z ∈ Z(≤)β (θ†), we have
Pδ∼P
[
φθ
†+δ(x)[y]− φθ†+δ(x)[h] > β + σ2αγ˜,∀h 6= y ∣∣ z ∈ Z(≤)β (θ†)]
= Pδ∼P
[
φθ
†
(x)[y] + 〈δ,∇φθ†(x)[y]〉+ 1
2
δTH θ˜1φ (x)[y]δ −
(
φθ
†
(x)[h] + 〈δ,∇φθ†(x)[h]〉+ 1
2
δTH θ˜2φ (x)[h]δ
)
> β + σ2αγ˜,∀h 6= y ∣∣ z ∈ Z(≤)β (θ†)]
≤ Pδ∼P
[
〈δ,∇φθ†(x)[y]−∇φθ†(x)[h]〉+ 1
2
δT (H+ −H−)δ > β + σ2αγ˜ − φθ†(x)[y] + φθ†(x)[h],
∀h 6= y∣∣ z ∈ Z(≤)β (θ†)]
≤ Pδ∼P
[
〈δ,∇φθ†(x)[y]−∇φθ†(x)[h]〉+ 1
2
δT (H+ −H−)δ > σ2αγ˜,∀h 6= y
∣∣ z ∈ Z(≤)β (θ†)]
≤ Pδ∼P
[
〈δ,∇φθ†(x)[y]−∇φθ†(x)[h]〉 > 1
2
σ2αγ˜,∀h 6= y ∣∣ z ∈ Z(≤)β (θ†)]+ Pδ∼P[δT (H+ −H−)δ ≤ −σ2αγ˜]
≤ (k − 1) exp
(
−c0σ
2α2γ˜2
G2
)
+ exp
(
−c0 min
[
α2(γ˜ − 1)2
η2F
,
α(γ˜ − 1)
η2
])
,
(74)
where the last step is from Hoeffding’s inequality with ‖∇φθ†(x)[y] − φθ†(x)[h]‖22 ≤ 2‖∇φθ
†
(x)[y]‖22 +
2‖φθ†(x)[h]‖22 ≤ 4G2, maxi ‖δi‖ψ2 ≤ c0σ, and taking union bound over all classes h 6= y; and Lemma 3.
Similarly,
1− `β+σ2αγ˜(Q,W )
= Pθ∼Q
z∼W
[
φθ
†+δ(x)[y]− φθ†+δ(x)[h] > β + σ2αγ˜,∀h 6= y
]
≤ Pθ∼Q
z∼W
[
φθ
†
(x)[y]− φθ†(x)[h] > β,∀h 6= y ∣∣ z 6∈ Z(≤)β (θ†)]
+ Pθ∼Q
z∼W
[
φθ
†+δ(x)[y]− φθ†+δ(x)[h] > β + σ2αγ˜,∀h 6= y ∣∣ z ∈ Z(≤)β (θ†)]
≤ Pθ∼Q
z∼W
[
φθ
†
(x)[y]− φθ†(x)[h] > β,∀h 6= y ∣∣ z 6∈ Z(≤)β (θ†)]
+ (k − 1) exp
(
−c0σ
2α2γ˜2
G2
)
+ exp
(
−c0 min
[
α2(γ˜ − 1)2
η2F
,
α(γ˜ − 1)
η2
])
= 1− `β(φθ† ,W ) + (k − 1) exp
(
−c0σ
2α2γ˜2
G2
)
+ exp
(
−c0 min
[
α2(γ˜ − 1)2
η2F
,
α(γ˜ − 1)
η2
])
,
(75)
which implies
`β(φ
θ† ,W ) ≤ `β+σ2αγ˜(Q,W ) + (k − 1) exp
(
−c0σ
2α2γ˜2
G2
)
+ exp
(
−c0 min
[
α2(γ˜ − 1)2
η2F
,
α(γ˜ − 1)
η2
])
. (76)
Choose γ˜ > 2, we have (γ˜ − 1)2 > 14 γ˜2, γ˜ − 1 > 12 γ˜. Therefore, taking a constant c = c0 min
[
σ2α2
G2 ,
α2
η2F
, αη2
]
completes the proof.
C.2 Deterministic Margin Bound for Multi-class
With Theorem 9, we can construct the deterministic margin bound for multi-class problem.
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Theorem 10 For k-class classification problem, consider any θ0 ∈ Rp, σ2 > 0 chosen before training, and let θ† be
the parameters of the model after training. Let Hθ†l,φ be the Hessian as in (2) and define ν2j = max
{
Hθ†l,φ[j, j], 1σ2
}
,
p˜ = |{j : Hθ†l,φ[j, j] > 1/σ2j }|, and {ν˜(1), ..., ν˜(p˜)} be the subset of values larger than 1/σ2. Suppose Assumption 1
holds for prediction function on every classes h ∈ [k], then with probability at least 1− δ, for any θ†, η ∈ (0, 1), γ >
2σ2α, we have the following scale-invariant bound:
`0(φ
θ† , D) ≤ aη`γ(φθ† , S)+ bη
2n

p˜∑
`=1
ln
ν˜2(`)
1/σ2︸ ︷︷ ︸
effective curvature
+
‖θ† − θ0‖22
σ2︸ ︷︷ ︸
L2 norm

+ dη exp(−min(c2γ2, c1γ)) + bη
log( 1δ )
n
,
where aη =
log(1/η)
1−η , bη =
1
1−η , dη = k(aη + 1), c2 = c0 min
[
1
σ2G2 ,
1
σ4η2F
]
, c1 =
1
σ2η2
, c0 is an absolute constant,
α = α+ + α− and G, α+, α−, ηF , η2 are as in Assumption 1.
Proof: To get to a de-randomized margin bound, we utilize the results in Theorem 9. First, with β = 0,
σ2αγ˜ = γ and W = D in Theorem 9 we have
`0(φ
θ† , D) ≤ `γ/2(Q,D) + k exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
. (77)
Similarly, with β = γ/2 and W = S in Theorem 9 we have
`γ/2(Q,S) ≤ `γ(φθ
†
, S) + k exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
. (78)
From the Fast Rate PAC-Bayesian bound (35), with probability at least (1 − δ) over the draw of n samples
S ∼ Dn, for any β ∈ (0, 1) and for any Q we have
`γ/2(Q,D) ≤ log(1/β)
1− β `γ/2(Q,S) +
1
1− β
KL(Q‖P ) + log( 1δ )
n
. (79)
Noting that
2KL(Q||P ) =
p∑
j=1
(
1
σ2νj
− 1) +
p∑
j=1
|θ[j]− θ0[j]|2
σ2
+
p∑
i=1
ln
νj
1/σ2
≤
p˜∑
l=1
ln
ν˜2(l)
1/σ2
+
‖θ† − θ0‖22
σ2
, (80)
we have
`0(φ
θ† , D) ≤ log(1/β)
1− β `γ(φ
θ† , S) +
1
2(1− β)
(
p˜∑
`=1
ln
ν˜2(`)
1/σ2
+
‖θ† − θ0‖22
σ2
)
+ k
(
log(1/β)
1− β + 1
)
exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
+
1
1− β
log( 1δ )
n
.
Using the same argument in the proof of Theorem 8, we know that the KL(Q‖P ) in the PAC-Bayes
bound (79) remains invariant under α-scale transformation [Kleeman, 2011], i.e.,
KL(Q′||P ′) = KL(Q||P ), (81)
where Q′ and P ′ are the distributions after α-scale transformation corresponding to Q and P respectively.
Note that the other terms apart from the KL(Q‖P ) in (79) does not change by α-scale transformation since
the functions represented by the networks are the same. Thus, our generalization bound is scale-invariant.
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D De-randomized Margin Bounds: Non-Smooth Predictor
D.1 Deterministic Bound for Non-smooth Predictors
Theorem 3 Let σ2 > 0 be chosen before seeing the training data. Let W be any distribution on pairs (x, y) with
x ∈ Rd and y ∈ {−1,+1}. For any θ† ∈ Rd, letQ be a multivariate anisotropic Gaussian distribution with mean θ†
and covariance Σθ† as in (8). Under Assumption 1, for any γ˜ > 2 and any β ∈ R, for a depth k > 1 ReLU-net, we
have
`β (Q,W ) ≤ `β+ 12σ2αγ˜+%k(ψ
θ† ,W ) + 6 exp
(−min(c2γ˜2, c1γ˜)) , (10)
`β(ψ
θ† ,W ) ≤ `β+ 12σ2αγ˜+%k(Q,W ) + 6 exp
(−min(c2γ˜2, c1γ˜)) , (11)
where
for k > 2 , %k = G‖θ†‖2 + 1
2
η2‖θ†‖22 and for k = 2 , %k =
3
2
G‖θ†‖2 ,
c2 = c0 min
[
σ2α2+
G2 ,
σ2α2−
G2 ,
σ2α2+
η22‖θ†‖22 ,
σ2α2−
η22‖θ†‖22 ,
α2+
η2F
,
α2−
η2F
]
, c1 = c0 min
[
α+
η2
, α−η2
]
, c0 is an absolute constant, α = α+ +
α−, and G, α+, α−, α, ηF , η2 are as in Assumption 1.
We start with the following extension of the Hoeffding bound where the coefficients can depend on the
randomness of prior random variables.
Lemma 4 Let {Zt} be a sub-Gaussian martingale difference sequence (MDS) and let z1:t denote a realization of Z1:t.
Let {at} be a sequence of random variables such that at = ft(z1:(t−1)) for some sequence of functions {ft} with
|at| ≤ αt a.s. for suitable constants αt, t = 1, . . . , T . Then, for any τ > 0, we have
P
(∣∣∣∣∣
T∑
t=1
atzt
∣∣∣∣∣ ≥ τ
)
≤ 2 exp
{
− τ
2
4cκ2
∑T
t=1 α
2
t
}
, (82)
for some absolute constant c > 0 and where κ is the ψ2-norm of the conditional sub-Gaussian random variables.
Proof: For any realization z1:(t−1) since Zt|z1:(t−1) is a sub-Gaussian random variable with zero mean, then
the conditional moment-generating function (MGF) satisfies: for all s > 0
E[exp(sZt) | z1:(t−1)] ≤ exp(cs2κ2) , (83)
where κ is ψ2-norm of Zt conditioned on any realization z1:(t−1) and c > 0 is an absolute constant. Further,
for at = f(z1:(t−1)) with |at| ≤ αt, we have
E[exp(satZt) | z1:(t−1)] ≤ exp(ca2t s2κ2) ≤ exp(cα2t s2κ2) , (84)
where the last inequality holds for all realiztions z1:(t−1).
For any s > 0, note that
P
(
T∑
t=1
atZt ≥ τ
)
= P
(
exp
(
s
T∑
t=1
atZt
)
≥ exp(sτ)
)
≤ exp(−sτ)E
[
exp
(
s
T∑
t=1
atZt
)]
. (85)
Now, using (83), we have
E
[
exp
(
s
T∑
t=1
atZt
)]
= E(Z1,...,ZT )
[
T∏
t=1
exp(satZt)
]
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= E(Z1,...,ZT−1)
[
EZT |Z1,...,ZT−1 [exp(saTZT )]
T−1∏
t=1
exp(satZt)
]
≤ exp(cs2α2Tκ2)E(Z1,...,ZT−1)
[
T−1∏
t=1
exp(satZt)
]
≤ exp(cs2α2Tκ2) exp(cs2α2T−1κ2)E(Z1,...,ZT−2)
[
T−2∏
t=1
exp(satZt)
]
≤ exp
(
cs2κ2
T∑
t=1
α2t
)
.
Plugging this back to (85), we have
P
(
T∑
t=1
atZt ≥ τ
)
≤ exp
(
−sτ + cs2κ2
T∑
t=1
α2t
)
. (86)
Choosing s = τ
2cκ2
∑T
t=1 α
2
t
, we obtain
P
(
T∑
t=1
atZt ≥ τ
)
≤ exp
{
− τ
2
4cκ2
∑T
t=1 α
2
t
}
. (87)
Repeating the same argument with −Zt instead of Xt, we obtain the same bound for P (−
∑
t atZt ≥ τ).
Combining the two results gives us (82).
We now consider a variant of the above result to a special case where the dependent random coefficients
are binary and depends on the historical variables.
Corollary 1 Let {Zt} be a sub-Gaussian martingale difference sequence (MDS) of length T and let z1:t denote a real-
ization of Z1:t. Let {bt} be a sequence of binary random variables, i.e., bt ∈ {0, 1} such that bt = ft(z1:(t−1), b1:(1−t))
for some sequence of functions {ft}. Then, for any τ > 0 and any given u = u1:T ∈ RT , we have
P
(∣∣∣∣∣
T∑
t=1
btutzt
∣∣∣∣∣ ≥ τ
)
≤ 2 exp
{
− τ
2
4cκ2‖u‖22
}
, (88)
for some absolute constant c > 0 and where κ is the ψ2-norm of the conditional sub-Gaussian random variables.
Proof: The result follows by a direct application of Lemma 4 by a suitable choice of {at} and {αt}. In par-
ticular, note that with at = btut we have |at| = |btut| ≤ |ut| so that with αt = |ut|,
∑T
t=1 α
2
t =
∑T
t=1 |ut|2 =
‖u‖22.
We now apply the result to deep nets. Let δ ∈ Rp be a (sub)-Gaussian random vector corresponding to
the parameters of a deep net. The indices of the components of δ are ordered by layers, so that if there are
k layers and ph, h = 1, . . . , k parameters in each of the layers,
• δ1:p1 correspond to parameters in the first layer,
• δ(p1+1):(p1+p2) correspond to parameters in the second layer, and so on till
• δ(∑k−1h=1 ph+1):p correspond to parameters in the last layer.
Consider a deep net ψδ with parameters δ. For any input x, ψδ(x) can be equivalently written as a linear
deep net with parameters φδξ
δ
x(x) where ξδx ∈ {0, 1}p is a binary vector which is 0 for edges (connections)
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which are inactive and 1 for edges which are active. Our analysis will be primarily for a fixed x, and we
will denote ξδx as ξδ for convenience, and clearly utilize the subscript when extending the analysis over all
x.
For a ReLU-net with a fixed input x and any parameters δ, we have
ξδi = fi(δ1:(i−1), ξ1:(i−1), x) , (89)
for some suitable function fi. In other words, whether an edge will be active or inactive for a given input x
depends on the earlier parameters δ1:(i−1) and their active/inactive status ξ1:(i−1). In fact, for a ReLU-net,
if ξi is in layer h, h = 1, . . . , k, then ξi only depends on parameters δi′ and status ξi′ for edges (connections)
in the earlier layers of the ReLU-net, i.e., layers h′ = 1, . . . , (h − 1). In particular, such ξi do not depend on
parameters δi′ and status ξi′ for edges in the same layer or subsequent layers.
The above seemingly simple observation is a direct consequence of the structure of feed-forward net-
works, but implies the desired MDS structure we need to proceed with the analysis. In particular, an
immediate consequence of the observation is that δ  ξ is sub-Gaussian for deep nets.
Corollary 2 Let δ be an independent (Sub)-Gaussian random vector with maxi ‖δi‖ψ2 = κ, then for any fixed input
x and any θ†, u ∈ Rp, we have
P
(∣∣∣∣〈δ  ξθ†+δ, u〉∣∣∣∣ ≥ τ) ≤ 2 exp{− τ24cκ2‖u‖22
}
, (90)
where c is a constant, which implies δ  ξθ†+δ is sub-Gaussian random vector with ψ2-norm equals to
√
cκ.
Proof: Note that 〈δ  ξθ†+δ, u〉 = ∑pi=1 ξθ†+δi uiδi. Comparing with Corollary 1, using index i instead of t,
with zt = δi, ut = ui, and bt = ξθ
†+δ
i , which by (89) follows the condition in Corollary 1, the result follows
by an application of Corollary 1.
The corollary shows that for fixed x, while the components of δ  ξθ†+δ are not independent, the vector
is sub-Gaussian and satisfies a Hoeffding-type inequality. To pull off something similar to our smooth case
analysis, we now investigate if in addition to the Hoeffding-type inequality for linear forms of δξθ†+δ , can
we establish Hanson-Wright type inequality for quadratic forms of δ  ξθ†+δ . In the next result, we show
that while the components of δ  ξθ†+δ are not independent, we can in fact establish a Hanson-Wright type
inequality on quadratic forms of δ  ξθ†+δ :
Lemma 5 For δ ∼ N (0,Σθ†),where
Σ−1
θ† = diag(ν
2
1 , . . . , ν
2
p) , ν
2
j , max
{
H˜θ†l,φ[j, j],
1
σ2
}
, (91)
where H˜θ†l,φ is as in (8) and Assumption 1 holds, then we have the following upper bound and lower bound
P
[
(δ  ξθ†+δx )TH−(δ  ξθ
†+δ
x ) < −σ2α−γ˜
]
≤ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
, (92)
and
P
[
(δ  ξθ†+δx )TH+(δ  ξθ
†+δ
x ) > σ
2α+γ˜
]
≤ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
, (93)
where γ˜ > 1 and c0 is an absolute constant.
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The traditional form of Hanson-Wright inequality which we use in the smooth case Lemma 2 does not
hold for random vectors with dependent coordinates. Our way of dealing with this issue is bounding the
moment generating function of quadratic form of dependent random vector by the MGF of quadratic form
of independent random vector, so we can apply the Hanson-Wright inequality as usual. The sequential
nautre of the parameters is again essential for our analysis.
Proof of Lemma 5. We prove the result for H+. The result for H− follows by a similar argument. For the
quadratic form of (δ  ξθ†+δx )TH+(δ  ξθ
†+δ
x ), i.e.,∑
i 6=j
hijδiδjξiξj +
∑
i
hiiδ
2
i ξ
2
i , (94)
where hij is the i-th row, j-th column component of H+, and ξi is short for i-th component of ξθ
†+δ
x , the
diagonal part can be easily bounded since ξi ∈ {0, 1} and hii ≥ 0 (H+ is positive semi-definite so the
diagonal is non-negative.) : ∑
i
hiiδ
2
i ξ
2
i ≤
∑
i
hiiδ
2
i , (95)
and the expectation can be bounded as
E
∑
i
hiiδ
2
i =
∑
i
hii min
(
σ2,
1
H˜θ†l,φ[i, i]
)
≤ σ2 Tr(H+) ≤ σ2α+ . (96)
Since δi are independent sub-Gaussian random variables, δ2i are independent sub-Exponential random vari-
ables. Thus,
‖δ2i − Eδ2i ‖ψ1 ≤ ‖δ2i ‖ψ1 ≤ ‖δi‖2ψ2 , (97)
then from Bernstein’s inequality, we have
P
(∑
i
hii(δ
2
i − Eδ2i ) ≥ t/2
)
≤ exp
(
−c0 min
(
t2∑
i h
2
ii
,
t
maxi |hii|
))
≤ exp
(
−c0 min
(
t2
‖H+‖2F
,
t
‖H+‖2
))
.
(98)
For the off-diagonal part, without loss of generality, we assume i < j. Note that ξj is a constant when
δ1, · · · , δj−1 is fixed, we can prove each of the off-diagonal terms are a centered random variable by consid-
ering the conditional expectation:
Eδ[hijδiδjξiξj ] = Eδ1,··· ,δj [hijδiδjξiξj ]
= Eδ1,··· ,δj−1Eδj |δ1,··· ,δj−1 [hijδiδjξiξj ]
= Eδ1,··· ,δj−1
[
hijδiξiξjEδj |δ1,··· ,δj−1 [δj ]
]
= 0 .
Next, we consider the moment generating function of off-diagonal part, i.e. E exp(λ
∑
1≤i,j≤p,i 6=j hijδiδjξiξj),
where λ > 0. Conditioned on δ1, · · · , δp−1, ξp ∈ {0, 1} is a constant, and the randomness only comes from
δp term. Noting the fact that exponential of linear function of δp is convex, denoting φ(a) = exp(λa), from
Jensen’s inequality on δp conditioned on δi, i < p and using the fact that H+ is symmetric, we have
φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj
 = φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj + Eδp|δi,i<p
2 ∑
1≤i≤(p−1)
hipδiδpξiξp

≤ Eδp|δi,i<pφ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−1
hipδiδpξi

≤ φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj
Eδp|δi,i<pφ
2 ∑
1≤i≤p−1
hipδiδpξi
 ,
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where we have only kept the terms corresponding to ξp = 1 in the last expression since the terms corre-
sponding to ξp = 0 drop out. Now, we extend the sum on the left to include all terms and consider two
cases, based on whether ξp = 0 or 1. When ξp = 0, we have
φ
 ∑
1≤i,j≤p,i 6=j
hijδiδjξiξj
 = φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj

≤ φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj
Eδp|δi,i<pφ
2 ∑
1≤i≤p−1
hipδiδpξi
 ,
and taking conditional expectation w.r.t. δp|δi, i < p does not change anything since
Eδp|δi,i<p
φ
 ∑
1≤i,j≤p,i 6=j
hijδiδjξiξj
 ≤ φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj
Eδp|δi,i<pφ
2 ∑
1≤i≤p−1
hipδiδpξi
 .
(99)
When ξp = 1, we have
φ
 ∑
1≤i,j≤p,i 6=j
hijδiδjξiξj
 = φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj
φ
2 ∑
1≤i≤p−1
hipδiδpξi

so that by taking conditional expectation w.r.t. δp|δi, i < p, we have
Eδp|δi,i<p
φ
 ∑
1≤i,j≤p,i6=j
hijδiδjξiξj
 = φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj
Eδp|δi,i<pφ
2 ∑
1≤i≤p−1
hipδiδpξi
 .
(100)
From (99) and (100), we have
Eδ1:p
φ
 ∑
1≤i,j≤p,i 6=j
hijδiδjξiξj
 ≤ Eδ1:p
φ
 ∑
1≤i,j≤(p−1),i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−1
hipδiδpξi
 . (101)
Next we focus on ξp−1, and condition on δ1, · · · , δp−2, δp, so that ξp−1 is fixed, so we have
φ
 ∑
1≤i,j≤p−2,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−2
hipδiδpξi

=φ
 ∑
1≤i,j≤p−2,i6=j
hijδiδjξiξj + Eδp−1|(δi,i<p−1,δp)
2 ∑
1≤i≤p−2
hi,p−1δiδp−1ξiξp−1 + 2hp−1,pδp−1δpξp−1

+2
∑
1≤i≤p−2
hipδiδpξi

≤ Eδp−1|(di,i<(p−1),δp)φ
 ∑
1≤i,j≤p−2,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−2
hi,p−1δiδp−1ξi + 2hp−1,pδp−1δp + 2
∑
1≤i≤p−2
hipδiδpξi

=φ
 ∑
1≤i,j≤p−2,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−2
hipδiδpξi

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× Eδp−1|(di,i<(p−1),δp)φ
2 ∑
1≤i≤p−2
hi,p−1δiδp−1ξi + 2hp−1,pδp−1δp

where we again only keep the terms corresponding to ξp−1 = 1 since the terms with ξp−1 = 0 drop out.
As before, we multiply both sides by the missing terms on the left hand side (LHS), and consider the cases
ξp−1 = 0 and ξp−1 = 1. For ξp−1 = 0, we have
φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−1
hipδiδpξi

= φ
 ∑
1≤i,j≤p−2,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−2
hipδiδpξi

≤ φ
 ∑
1≤i,j≤p−2,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−2
hipδiδpξi

× Eδp−1|(di,i<(p−1),δp)φ
2 ∑
1≤i≤p−2
hi,p−1δiδp−1ξi + 2hp−1,pδp−1δp
 ,
and taking conditional expectation w.r.t. δp−1|(δi, i < p− 1, δp) does not change anything since
Eδp−1|(di,i<(p−1),δp)φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−1
hipδiδpξi

≤ φ
 ∑
1≤i,j≤p−2,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−2
hipδiδpξi
 (102)
× Eδp−1|(di,i<(p−1),δp)φ
2 ∑
1≤i≤p−2
hi,p−1δiδp−1ξi + 2hp−1,pδp−1δp
 .
For ξp−1 = 1, we have
φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−1
hipδiδpξi

= φ
 ∑
1≤i,j≤p−2,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−2
hi,p−1δiδp−1ξi + 2hp−1,pδp−1δp + 2
∑
1≤i≤p−2
hipδiδpξi

= φ
 ∑
1≤i,j≤p−2,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−2
hipδiδpξi
φ
2 ∑
1≤i≤p−2
hi,p−1δiδp−1ξi + 2hp−1,pδp−1δp
 .
Taking expectations w.r.t. δp−1|(δi, i < p− 1, δp), we have
Eδp−1|(di,i<(p−1),δp)φ
 ∑
1≤i,j≤p−1,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−1
hipδiδpξi
 (103)
= φ
 ∑
1≤i,j≤p−2,i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−2
hipδiδpξi
 (104)
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×
Eδp−1|(di,i<(p−1),δp)φ
2 ∑
1≤i≤p−2
hi,p−1δiδp−1ξi + 2hp−1,pδp−1δp
 . (105)
From (101), using (102) and (105), we have
Eδ1:p
φ
 ∑
1≤i,j≤p,i 6=j
hijδiδjξiξj
 (106)
≤ Eδ1:p
φ
 ∑
1≤i,j≤(p−1),i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−1
hipδiδpξi
 (107)
≤ Eδ1:p
φ
 ∑
1≤i,j≤(p−2),i6=j
hijδiδjξiξj + 2
∑
1≤i≤p−2
hi,p−1δiδp−1ξi + 2hp−1,pδp−1δp
 . (108)
Continuing in the same manner all the way and considering the same analysis for δp−2, . . . , δ1, using
φ(a) = exp(λa), we have
Eδ1:p exp
λ ∑
1≤i,j≤p,i 6=j
hijδiδjξiξj
 ≤ Eδ1:p exp
λ ∑
1≤i,j≤p,i 6=j
hijδiδj
 . (109)
Then we can do decoupling on the independent random vector δ as in classical Hanson-Wright inequal-
ity, see Theorem 6.2.1 in [Vershynin, 2018], we have
E exp(λ
∑
1≤i,j≤p,i 6=j
hijδiδj) ≤ E exp(4λδTH+δ′) (by decoupling - Remark 6.1.3 in [Vershynin, 2018])
≤ E exp(c0λgTH+g′) (by comparison lemma - Lemma 6.2.3 in [Vershynin, 2018])
≤ exp(c0λ2‖H+‖2F ) (by bound on Gaussian chaos - Lemma 6.2.2 in [Vershynin, 2018]),
provided that |λ| ≤ c/‖H+‖2, where g is standard Gaussian random vector and δ′, g′ are independent copy
of δ, g. Therefore, we have
P
 ∑
1≤i,j≤p,i 6=j
hijδiδjξiξj ≥ t/2
 = P
λ ∑
1≤i,j≤p,i 6=j
hijδiδjξiξj ≥ λt/2

≤ exp(−λt/2)E exp
λ ∑
1≤i,j≤p,i 6=j
hijδiδjξiξj

≤ exp(−λt/2)E exp
λ ∑
1≤i,j≤p,i 6=j
hijδiδj

≤ exp(−λt/2) exp(c0λ2‖H+‖2F ) .
Optimizing over 0 ≤ λ ≤ c/‖H+‖2, we conclude that
P
 ∑
1≤i,j≤p,i6=j
hijδiδjξiξj ≥ t/2
 ≤ exp(−c0 min( t2‖H+‖2F , t‖H+‖2 )
)
. (110)
Therefore, gathering deviation bound on diagonal term, bound on expectation of diagonal term, and devi-
ation bound on off-diagonal term, we have deviation bound on the quadratic form:
P
[
(δ  ξθ†+δx )TH+(δ  ξθ
†+δ
x )− σ2α+ ≥ t
]
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(a)
≤ P
[
(δ  ξθ†+δx )TH+(δ  ξθ
†+δ
x )− E
∑
i
hiiδ
2
i ≥ t
]
(b)
≤ P
(∑
i
hii(δ
2
i − Eδ2i ) ≥ t/2
)
+ P
 ∑
1≤i,j≤p,i6=j
hijδiδjξiξj ≥ t/2

(c)
≤ exp
(
−c0 min
(
t2
‖H+‖2F
,
t
‖H+‖2
))
+ exp
(
−c0 min
(
t2
‖H+‖2F
,
t
‖H+‖2
))
= 2 exp
(
−c0 min
(
t2
‖H+‖2F
,
t
‖H+‖2
))
,
where (a) is from Equation (96), (b) is from Equation (94), (c) is from Equation (98)(110).
By taking t = γ˜σ2α+(> 0), we have
P[(δ  ξθ†+δx )TH+(δ  ξθ
†+δ
x ) ≥ (γ˜ + 1)σ2α+] ≤ exp
(
−c0 min
[
σ4α2+γ˜
2
κ4η2F
,
σ2α+γ˜
κ2η2
])
≤ exp
(
−c0 min
[
α2+γ˜
2
η2F
,
α+γ˜
η2
])
.
(111)
Denote γ˜ + 1 as γ˜ completes the proof.
Proof of Theorem 3: Since φ is twice differentiable, we have
φϑx(x) = φϑ
†
x(x) + 〈ϑx − ϑ†x,∇φϑ
†
x(x)〉+ 1
2
(ϑx − ϑ†x)TH ϑ˜xφ (x)(ϑx − ϑ†x) . (112)
where
ϑx , θ  ξθx and ϑ†x , θ†  ξθ
†
x , (113)
and ϑ˜x = (1− τ)ϑ†x + τϑx = ϑ†x + τ(ϑx − ϑ†x) for some τ ∈ [0, 1].
Now consider the following set where θ† achieves a margin greater than
(
β + 12σ
2αγ˜ +G‖θ†‖2 + 12η2‖θ†‖22
)
:
Z(>)
β+ 12σ
2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22
(θ†) =
{
(x, y) ∈ X × Y
∣∣∣∣ yφϑ†x(x) > β + 12σ2αγ˜ +G‖θ†‖2 + 12η2‖θ†‖22
}
, (114)
where α = α− + α+.
Let P = N(0,Σθ†) be a multivariate Gaussian distribution with mean 0 and covariance Σθ† . Let Q =
N(θ†,Σθ†) be the posterior for the PAC-Bayes analysis. Note that θ ∼ Q is same as θ = θ†+ δ, where δ ∼ P .
Now, for z ∈ Z(>)
β+ 12σ
2αγ˜
(θ†), we have
Pθ∼Q
[
yφθξ
θ
x(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22
(θ†)
]
=Pδ∼P
[
yφ(θ
†+δ)(ξθ†+δx )(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22
(θ†)
]
,
where, by definition,
φ(θ
†+δ)(ξθ†+δx )(x) = ψθ
†+δ(x) . (115)
Further, with θ = θ† + δ, note that we have
φϑx(x) = φϑ
†
x(x) + 〈ϑx − ϑ†x,∇φϑ
†
x(x)〉+ 1
2
(ϑx − ϑ†x)TH ϑ˜xφ (x)(ϑx − ϑ†x) (116)
≥ φϑ†x(x) + 〈ϑx − ϑ†x,∇φϑ
†
x(x)〉+ 1
2
(ϑx − ϑ†x)TH−(ϑx − ϑ†x) (117)
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= φϑ
†
x(x) + 〈(θ† + δ) ξθ†+δx − θ†  ξθ
†
x ,∇φϑ
†
x(x)〉 (118)
+
1
2
((θ† + δ) ξθ†+δx − θ†  ξθ
†
x )
TH−((θ† + δ) ξθ†+δx − θ†  ξθ
†
x ) (119)
= φϑ
†
x(x) + 〈δ  ξθ†+δx ,∇φϑ
†
x(x)〉+ 〈θ†  (ξθ†+δx − ξθ
†
x ),∇φϑ
†
x(x)〉+ 1
2
(δ  ξθ†+δx )TH−(δ  ξθ
†+δ
x ) (120)
+
1
2
(θ†  (ξθ†+δx − ξθ
†
x ))
TH−(θ†  (ξθ†+δx − ξθ
†
x ))− 〈δ  ξθ
†+δ
x , H−(θ
†  (ξθ†+δx − ξθ
†
x ))〉 (121)
= φϑ
†
x(x) + 〈δ  ξθ†+δx ,∇φϑ
†
x(x)〉+ 〈θ†  (ξθ†+δx − ξθ
†
x ),∇φϑ
†
x(x)〉+ 1
2
(δ  ξθ†+δx )TH−(δ  ξθ
†+δ
x ) (122)
+
1
2
(θ†  (ξθ†+δx − ξθ
†
x ))
TH−(θ†  (ξθ†+δx − ξθ
†
x ))− 〈δ  ξθ
†+δ
x  (ξθ
†+δ
x − ξθ
†
x ), H−θ
†〉 , (123)
where the last step is from the property of Hadamard product. Note that θ†  (ξθ†+δx − ξθ
†
x ) is a random
vector with θ†i be multiplied by {−1, 0, 1} so that ‖θ†  (ξθ
†+δ
x − ξθ
†
x )‖2 ≤ ‖θ†‖2, almost surely. Therefore,
from Cauchy-Schwarz inequality, we have almost surely
φϑx(x)
≥ φϑ†x(x) + 〈δ  ξθ†+δx ,∇φϑ
†
x(x)〉+ 1
2
(δ  ξθ†+δx )TH−(δ  ξθ
†+δ
x )−
1
2
〈δ  ξθ†+δx  (ξθ
†+δ
x − ξθ
†
x ), H−θ
†〉
− ‖θ†  (ξθ†+δx − ξθ
†
x )‖2‖∇φϑ
†
x(x)‖2 − 1
2
‖H−‖2‖θ†  (ξθ†+δx − ξθ
†
x )‖22
≥ φϑ†x(x) + 〈δ  ξθ†+δx ,∇φϑ
†
x(x)〉+ 1
2
(δ  ξθ†+δx )TH−(δ  ξθ
†+δ
x )−
1
2
〈δ  ξθ†+δx  (ξθ
†+δ
x − ξθ
†
x ), H−θ
†〉
−G‖θ†‖2 − 1
2
η2‖θ†‖22 .
Notice that ξθ
†+δ
x  (ξθ
†+δ
x − ξθ
†
x ) is also a MDS similar to ξθ
†+δ
x . Therefore, For a fixed x, conditioned on
y = +1, we have
Pδ∼P
[
φϑx(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22
(θ†), y = +1
]
= Pδ∼P
[
φϑ
†
x(x) + 〈δ  ξθ†+δx ,∇φϑ
†
x(x)〉 − 1
2
〈δ  ξθ†+δx  (ξθ
†+δ
x − ξθ
†
x ), H−θ
†〉
+
1
2
(δ  ξθ†+δx )TH−(δ  ξθ
†+δ
x )−G‖θ†‖2 +
1
2
η2‖θ†‖22 ≤ β
∣∣ z ∈ Z(>)
β+σ2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22
(θ†), y = +1
]
≤ Pδ∼P
[
〈δ  ξθ†+δx ,∇φϑ
†
x(x)〉 − 1
2
〈δ  ξθ†+δx  (ξθ
†+δ
x − ξθ
†
x ), H−θ
†〉+ 1
2
(δ  ξθ†+δx )TH−(δ  ξθ
†+δ
x ) ≤
− 1
2
σ2γ˜(α− + α+)
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22
(θ†), y = +1
]
≤ Pδ∼P
[
〈δ  ξθ†+δx ,∇φϑ
†
x(x)〉 ≤ −1
2
σ2γ˜α+
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22
(θ†), y = +1
]
+ Pδ∼P
[
− 〈δ  ξθ†+δx  (ξθ
†+δ
x − ξθ
†
x ), H−θ
†〉 ≤ −1
2
σ2γ˜α+
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22
(θ†), y = +1
]
+ Pδ∼P
[
1
2
(δ  ξθ†+δx )TH−(δ  ξθ
†+δ
x ) ≤ −
1
2
σ2α−γ˜
∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22
(θ†), y = +1
]
(a)
≤ exp
(
−c0
σ2α2+γ˜
2
‖∇φϑ†x(x)‖22
)
+ exp
(
−c0
σ2α2+γ˜
2
‖H−θ†‖22
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
≤ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2+γ˜
2
η22‖θ†‖22
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
,
(124)
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where step (a) is from Corollary 2 with Cauchy-Schwarz inequality, and Lemma 5.
Similarly, conditioned on y = −1, we have
Pδ∼P
[
− φϑx(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22
(θ†), y = −1
]
≤ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2+γ˜
2
η22‖θ†‖22
)
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
.
The following analysis is similar as in smooth case, we have
`β(Q,W )
= Pθ∼Q
z∼W
[
yφϑx(x) ≤ β
]
≤ Pz∼W
[
yφϑ
†
x(x) ≤ β + 1
2
σ2αγ˜ +G‖θ†‖2 + 1
2
η2‖θ†‖22
]
+ Pθ∼Q
z∼W
[
yφϑx(x) ≤ β ∣∣ z ∈ Z(>)
β+ 12σ
2αγ˜+G‖θ†‖2+η2‖θ†‖22
(θ†)
]
≤ Pz∼W
[
yφϑ
†
x(x) ≤ β + 1
2
σ2αγ˜ +G‖θ†‖2 + 1
2
η2‖θ†‖22
]
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0
σ2α2+γ˜
2
η22‖θ†‖22
)
+ exp
(
−c0
σ2α2−γ˜
2
η22‖θ†‖22
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
≤ Pz∼W
[
yφϑ
†
x(x) ≤ β + 1
2
σ2αγ˜ +G‖θ†‖2 + 1
2
η2‖θ†‖22
]
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0
σ2α2+γ˜
2
η22‖θ†‖22
)
+ exp
(
−c0
σ2α2−γ˜
2
η22‖θ†‖22
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
= `β+ 12σ2αγ˜+G‖θ†‖2+ 12η2‖θ†‖22(φ
ϑ†x ,W )
+ exp
(
−c0
σ2α2+γ˜
2
G2
)
+ exp
(
−c0
σ2α2−γ˜
2
G2
)
+ exp
(
−c0
σ2α2+γ˜
2
η22‖θ†‖22
)
+ exp
(
−c0
σ2α2−γ˜
2
η22‖θ†‖22
)
+ exp
(
−c0 min
[
α2−(γ˜ − 1)2
η2F
,
α−(γ˜ − 1)
η2
])
+ exp
(
−c0 min
[
α2+(γ˜ − 1)2
η2F
,
α+(γ˜ − 1)
η2
])
and recalling that φϑx(x) = ψθ(x) establishes Equation (10), the proof of Equation (11) is similar.
For 2-layer neural network, we have the network is equivalent to a quadratic form of parameters (with
de-activation), which means for any ϑ, we have
∇φϑ(x) = Hϑφϑ = Hϑ , (125)
where H is the deterministic hessian matrix. Therefore, replace the H−, H+ by H (bounding hessian by
deterministic matrix is not needed) in the proof of layer k ≥ 3 cases, we have
φϑx(x) = φϑ
†
x(x) + 〈δ  ξθ†+δx ,∇φϑ
†
x(x)〉+ 〈θ†  (ξθ†+δx − ξθ
†
x ),∇φϑ
†
x(x)〉+ 1
2
(δ  ξθ†+δx )TH(δ  ξθ
†+δ
x )
+
1
2
(θ†  (ξθ†+δx − ξθ
†
x ))
TH(θ†  (ξθ†+δx − ξθ
†
x ))− 〈δ  ξθ
†+δ
x  (ξθ
†+δ
x − ξθ
†
x ), Hθ
†〉.
Then from equation (125), we have almost surely
(θ†  (ξθ†+δx − ξθ
†
x ))
TH(θ†  (ξθ†+δx − ξθ
†
x )) = 〈θ†  (ξθ
†+δ
x − ξθ
†
x ),∇φθ
†(ξθ†+δx −ξθ
†
x )〉 ≤ G‖θ†‖2 , (126)
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where we basically replace 12η2‖θ†‖22 in the k > 2 cases, by a lower order term 12G‖θ†‖2. A same property
applies to equation (124), i.e. we can upper bound ‖Hθ†‖22 by G2 instead of η2‖θ†‖22, therefore, for k = 2, we
have
`β (Q,W ) ≤ `β+ 12σ2αγ˜+ 32G‖θ†‖2(ψ
θ† ,W ) + 6 exp (−cγ˜) , (127)
and,
`β(ψ
θ† ,W ) ≤ `β+ 12σ2αγ˜+ 32G‖θ†‖2(Q,W ) + 6 exp (−cγ˜) , (128)
which completes the proof.
With careful de-randomization on the Pac-Bayes theorem, we get the deterministic bound for the non-
smooth predictors:
Theorem 4 Consider any θ0 ∈ Rp, σ2 > 0 chosen before training, and let θ† be the parameters of the model after
training. Let H˜θ†l,φ be the Hessian as in (8), let ν2j = max
{
H˜θ†l,φ[j, j], 1σ2
}
, p˜1/σ2 = |{j : H˜θ†l,φ[j, j] > 1/σ2}|, and
{ν2(1), ..., ν2(p˜1/σ2 )} be the subset of ν
2
j strictly larger than 1/σ
2. Under Assumption 1, with probability at least 1− δ,
for any ψθ
†
, η ∈ (0, 1), γ > 2σ2α, we have the following scale-invariant bound:
`0(ψ
θ† , D) ≤ aη`γ+2%k(ψθ
†
, S) +
bη
2n
( p˜1/σ2∑
`=1
ln
ν˜2(`)
1/σ2︸ ︷︷ ︸
effective curvature
+
‖θ† − θ0‖22
σ2︸ ︷︷ ︸
L2 norm
)
+ dη exp(−min(c2γ2, c1γ)) + bη
log( 1δ )
n
,
where
for k > 2 , %k = G‖θ†‖2 + 1
2
η2‖θ†‖22 and for k = 2 , %k =
3
2
G‖θ†‖2 ,
c2 = c0 min
[
α2+
σ2α2G2 ,
α2−
σ2α2G2 ,
α2+
σ2α2η22‖θ†‖22 ,
α2−
σ2α2η22‖θ†‖22 ,
α2+
σ4α2η2F
,
α2−
σ4α2η2F
]
, c1 = c0 min
[
α+
σ2αη2
, α−σ2αη2
]
,G, α+, α−,
ηF , η2 are as in Assumption 1, aη =
log(1/η)
1−η , bη =
1
1−η , dη = 6(aη + 1).
Proof: For k > 2, to get to a de-randomized margin bound, we utilize the results in Theorem 3. First, with
β = 0, σ2αγ˜ = γ and W = D in Theorem 3 we have
`0(ψ
θ† , D) ≤ `γ/2+G‖θ†‖2+ 12η2‖θ†‖22(Q, D) + 6 exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
. (129)
Similarly, with β = γ/2 +G‖θ†‖2 + 12η2‖θ†‖22 and W = S in Theorem 3 we have
`γ/2+G‖θ†‖2+ 12η2‖θ†‖22(Q, S) ≤ `γ+2G‖θ†‖2+η2‖θ†‖22(ψ
θ† , S) + 6 exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
. (130)
From the Fast Rate PAC-Bayesian bound (35), with probability at least (1 − δ) over the draw of n samples
S ∼ Dn, for any β ∈ (0, 1) and for any Q we have
`γ/2+G‖θ†‖2+ 12η2‖θ†‖22(Q,D) ≤
log(1/β)
1− β `γ/2+G‖θ†‖2+ 12η2‖θ†‖22(Q,S) +
1
1− β
KL(Q‖P ) + log( 1δ )
n
, (131)
Noting that
2KL(Q||P ) =
p∑
j=1
(
1
σ2νj
− 1) +
p∑
j=1
|θ[j]− θ0[j]|2
σ2
+
p∑
i=1
ln
νj
1/σ2
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≤
p˜∑
l=1
ln
ν˜2(l)
1/σ2
+
‖θ† − θ0‖22
σ2
, (132)
we have
`0(ψ
θ† , D) ≤ log(1/β)
1− β `γ+2G‖θ†‖2+η2‖θ†‖22(ψ
θ† , S) +
1
2n(1− β)
(
p˜∑
`=1
ln
ν˜2(`)
1/σ2
+
‖θ† − θ0‖22
σ2
)
+ 6
(
log(1/β)
1− β + 1
)
exp
(
−min(c2 γ
2
σ4α2
, c1
γ
σ2α
)
)
+
1
1− β
log( 1δ )
n
.
(133)
For 2-layer neural network, we have the deterministic bound formed as
`0(ψ
θ† , D) ≤ aβ`γ+3G‖θ†‖2(ψθ
†
, S) +
bβ
2n

p˜∑
`=1
ln
ν˜2(`)
1/σ2︸ ︷︷ ︸
effective curvature
+
‖θ† − θ0‖22
σ2︸ ︷︷ ︸
L2 norm
+ dβ exp (−min(c2γ2, c1γ))+ bβ log(
1
δ )
n
,
(134)
which completes the proof.
D.2 Sample Complexity for Non-uniform Bounds
Theorem 5 Under Assumption 1, in the setting of Theorem 4, with probability at least (1 − δ), for any ψθ† , there
exists n0 = n0(ψθ
†
, σ, , δ) such that for any n ≥ n0, we have
`0(ψ
θ† , D) ≤ `0(ψθ† , S) +  . (19)
n0 has a polynomial dependency on σ and log(1/δ). Further, with margin function g(γ) , `γ(ψθ
†
, S)− `0(θ†, S), if
g(γ) ≥ c1γc2/q for some finite integer q, then n0 has a polynomial dependency on 1/.
Proof: We start with the slow rate version of Theorem 4 which states that with probability at least (1− δ),
for any ψθ
†
, γ > 2σ2α, we have:
`0(ψ
θ† , D) ≤ `γ+2%k(ψθ
†
, S) +
1
2
√
n
p˜1/σ2∑
`=1
ln
ν˜2(`)
1/σ2
+
‖θ† − θ0‖22
σ2
+ 6 exp(−min(c2γ2, c1γ)) + log( 1δ )√
n
.
(135)
Our specific goal is the following: for any ψθ
†
, we want to find a scaling λ = λ(σ, , ‖θ†‖2) ≥ 1 and the
sample complexity n0 = n0(ψθ
†
, σ, , δ, λ) such that for any n ≥ n0, the scaled predictor ψλθ† satisfies:
`0(ψ
λθ† , D) ≤ `0(ψλθ† , S) +  , (136)
which yields the desired main result by noting that for deep nets, the 0-1 loss does not change by parameter
scaling so that `0(ψθ
†
, D) = `0(ψ
λθ† , D) and `0(ψθ
†
, S) = `0(ψ
λθ† , S). For the depth k deep net with pa-
rameter λθ†, we choose the posteriorQ as an anisotropic Gaussian with mean λθ† and diagonal covariance
Σλθ† such that
Σ−1
λθ† = diag(ρ
2
1, . . . , ρ
2
p) , ρ
2
j , max
{
H˜λθ†l,φ [j, j],
λ2k
σ2
}
, (137)
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where
H˜λθ†l,φ ,
1
n
n∑
i=1
∇2l(yi, φλθ
†ξλθ†xi (xi)) . (138)
Now, considering (135) for the predictor ψλθ
†
, we get: with probability at least (1 − δ), for any ψλθ† , γ >
2σ2αλ, we have:
`0(ψ
θλ† , D) ≤ `γ+2%k(ψλθ
†
, S) +
1
2
√
n
p˜λ2k/σ2∑
`=1
ln
ρ˜2(`)
λ2k/σ2
+
‖θ† − θ0‖22
σ2
+ 6 exp(−min(c2,λγ2, c1,λγ)) + log( 1δ )√
n
.
(139)
where %k = Gλ‖θ†‖2 + 12η2λ2‖θ†‖22, p˜λ2k/σ2 = |{j : H˜λθ
†
l,φ [j, j] > λ
2k/σ2}|, and ρ˜2(`) are the diagonal elements
which strictly satisfy the inequality. The constants αλ and cλ are the ones corresponding to gradients and
Hessians of the loss on scaled LDNs φλθ
† , φλθ
†ξλθ†xi (xi), which in turn will determine c1,λ, c2,λ in (139)
corresponding to c1, c2 in Theorem 4. First, note that
∇φλθ† = λk−1∇φθ† and ∇2φλθ† = λk−2∇φθ† , (140)
where the gradients are w.r.t. the scaled parameters λθ†. As a result, in Assumption 1, the constant related to
the first order gradient Gλ = λk−1G, and the constants related to the Hessian, viz. η2,λ, ηF,λ, α+,λ, α−,λ, αλ,
all scale by λk−2. Then, we have
c1,λ = c0 min
{
αλ,+
σ2αλη2,λ
,
αλ,−
σ2αλη2,λ
}
= c0 min
{
λk−2α+
λ2(k−2)σ2αη2
,
λk−2α−
λ2(k−2)σ2αη2
}
=
1
λk−2
c0 min
{
α+
σ2αη2
,
α−
σ2αη2
}
=
1
λk−2
c1 ,
and
c2,λ = c0 min
{
α2+,λ
σ2α2λG
2
λ
,
α2−,λ
σ2α2λG
2
λ
,
α2+,λ
σ2α2λη
2
2,λ‖λθ†‖22
,
α2−,λ
σ2α2λη
2
2,λ‖λθ†‖22
,
α2+,λ
σ4α2λη
2
F,λ
,
α2−,λ
σ4α2λη
2
F,λ
}
= c0 min
{
λ2k−4α2+
λ2k−6σ2α2G2
,
λ2k−4α2−
λ2k−6σ2α2G2
,
λ2k−4α2+
λ4k−6σ2α2η22‖θ†‖22
,
λ2k−4α2−
λ4k−6σ2α2η22‖θ†‖22
,
λ2k−4α2+
λ4k−8σ4α2η2F
,
λ2k−4α2−
λ4k−8σ4α2η2F
}
= c0 min
{
α2+
λ2σ2α2G2
,
α2−
λ2σ2α2G2
,
α2+
λ2k−2σ2α2η22‖θ†‖22
,
α2−
λ2k−2σ2α2η22‖θ†‖22
,
α2+
λ2k−4σ4α2η2F
,
α2−
λ2k−4σ4α2η2F
}
≥ 1
λ2k−2
c2 .
To go from (139) to (136), choosing θ0 = 0, it is sufficient to choose λ, n0 such that for n ≥ n0
`γ+2Gλ‖θ†‖2+η2λ2‖θ†‖22(ψ
λθ† , S) ≤ `0(ψλθ† , S) + 
4
, (141)
1
2
√
n
p˜λ2k/σ2∑
`=1
ln
ρ˜2(`)
λ2k/σ2
+
λ2‖θ†‖22
σ2
 ≤ 
4
, (142)
6 exp(−min[c2,λγ2, c1,λγ]) ≤ 
4
, (143)
log( 1δ )√
n
≤ 
4
. (144)
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We first analyze the conditions (143) and then (141), which are independent of n. Subsequently, we analyze
the conditions (144) and (142), which yield the sample complexity.
For (143), with our analysis on c1,λ, c2,λ it is sufficient to have
6 exp(−min{c2γ2/λ2k−2, c1γ/λk−2}) ≤ 
4
,
⇒ γ ≥ max
{
λk−1√
c2
√
log
24

,
λk−2
c1
log
24

}
so that
γ ≥ max
{
λk−1√
c2
√
log
24

,
λk−2
c1
log
24

, 2λk−2σ2α
}
, (145)
where we have also included the constraint γ > 2σ2αλ needed for the bound in Theorem 4 with proper
scaling, i.e., αλ.
We now focus on (141). The margin loss `γ(ψθ
†
, S) for any predictor is a non-decreasing function of the
margin γ ≥ 0, and we assume:
`γ(ψ
θ† , S)− `0(ψθ† , S) = g(γ) , (146)
where the margin function g(γ), γ ≥ 0 is a non-decreasing function. We define the inverse function g−1 :
R+ 7→ R+ as g−1(a) = minγ:g(γ)≥a γ. Based on the margin function in (146), for a depth k > 2 deep net, we
have
`γ+2G‖θ†‖2+η2‖θ†‖22(ψ
θ† , S)− `0(ψθ† , S) ≤ g
(
γ + 2G‖θ†‖2 + η2‖θ†‖22
)
.
Now, with the scaled parameters λθ†, we have
`γ+2λG‖θ†‖2+λ2η2‖θ†‖22(ψ
λθ† , S)− `0(ψλθ† , S) (a)= `λ−kγ+2λ1−kG‖θ†‖2+λ2−kη2‖θ†‖22(ψθ
†
, S)− `0(ψθ† , S)
≤ g (λ−kγ + 2λ1−kG‖θ†‖2 + λ2−kη2‖θ†‖22) ,
where (a) follows since for a depth k > 2 deep net
`γ+2λG‖θ†‖2+λ2η2‖θ†‖22(ψ
λθ† , S) = PS(yψλθ
†
(x) ≤ γ + 2λG‖θ†‖2 + λ2η2‖θ†‖22)
= PS(yλkψθ
†
(x) ≤ γ + 2λG‖θ†‖2 + λ2η2‖θ†‖22)
= PS(yψθ
†
(x) ≤ λ−kγ + 2λ1−kG‖θ†‖2 + λ2−kη2‖θ†‖22)
= `λ−kγ+2λ1−kG‖θ†‖2+λ2−kη2‖θ†‖22(ψ
θ† , S) ,
and `0(ψθ
†
, S) = `0(ψ
λθ† , S). Then, for (141), it is sufficient to have
λ−kγ + 2λ1−kG‖θ†‖2 + λ2−kη2‖θ†‖22 ≤ g−1(/4) ,
which is satisfied if
λ ≥ max
{(
3γ
g−1(/4)
) 1
k
,
(
6G‖θ†‖2
g−1(/4)
) 1
k−1
,
(
3η2‖θ†‖22
g−1(/4)
) 1
k−2
}
(147)
Just focusing on the first term, by taking the constraints on γ in (145) into account, with ζ = 3g−1(/4) , we get
λ ≥ ζ1/k max
{
λ1−1/k
(
1
c2
log
24

)1/2k
, λ1−2/k
(
1
c1
log
24

)1/k
, λ1−2/k(2σ2α)1/k
}
,
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which is satisfied if
λ ≥ max
{(
ζ2
c2
log
24

)1/2
,
(
ζ
c1
log
24

)1/2
,
√
2ζσ2α
}
. (148)
Combining (147) and (148), with ζ = 3g−1(/4) , we have
λ ≥ max
{(
ζ2
c2
log
24

)1/2
,
(
ζ
c1
log
24

)1/2
,
√
2ζσ2α,
(
6G‖θ†‖2
g−1(/4)
) 1
k−1
,
(
3η2‖θ†‖22
g−1(/4)
) 1
k−2
}
. (149)
Now we focus on the sample dependent terms (142) and (144). For (142), first recall that the effective
curvature for the unscaled and scaled models are respectively
p˜1/σ2∑
`=1
ln
ν˜2(`)
1/σ2
and
p˜
λ2k/σ2∑
`=1
ln
ρ˜2(`)
λ2k/σ2
, (150)
where ν˜2j are diagonal elements of H˜θ
†
l,φ which are strictly larger than
1
σ2 with a total of p1/σ2 such elements
and ρ˜2j are diagonal elements of H˜λθ
†
l,φ which are strictly larger than
λ2k
σ2 with a total of pλ2k/σ2 such elements.
Next we show that pλ2k/σ2 ≤ p1/σ2 since for any j the diagonal element ρ2j ≤ λ2kν2j . To see this, first note
that being a depth k LDN, φλθ
†ξλθ†xi = λkφθ
†ξθ†xi , i.e., we just get a scaled prediction. Then, the i-th term in
the definition of H˜λθ†l,φ in (138), we have
∇2l(yi, φλθ
†ξλθ†xi (xi))) = ∇2l(yi, λkφθ
†ξθ†xi (xi))) = ∇2l(yi, λkyˆi(θ†)) ,
where yˆi(θ†) = φ
θ†ξθ†xi (xi) is the prediction from the unscaled predictor. Now, writing the gradients w.r.t. θ
†
j
explicitly, by chain rule using intermediate variable yˆ(λ)i = λ
kyˆi(θ
†), we have
∂l(yi, λ
kyˆi(θ
†)
∂θ†j
=
∂l(yi, yˆ
(λ)
i )
∂yˆ
(λ)
i
∂(λkyˆi(θ))
∂θ†j
= λk
∂l(yi, yˆ
(λ)
i )
∂yˆ
(λ)
i
∂yˆi(θ)
∂θ†j
,
so that
∂2l(yi, λ
kyˆi(θ
†)
∂θ†j
2 = λ
2k ∂
2l(yi, yˆ
(λ)
i )
∂(yˆ
(λ)
i )
2
(
∂yˆi(θ)
∂θ†j
)2
, (151)
since yˆi(θ†) being a LDN,
∂2yˆi(θ
†)
∂θ†j
2 = 0. With σ(a) = 1/(1 + exp(−a)), the cross-entropy loss
l(yi, zˆi) = −(yi log(σ(zˆi)) + (1− yi) log(1− σ(zˆi)) .
Then, the second derivative is
∂2l(yi, zˆi)
∂z2i
= σ(zˆi)(1− σ(zˆi)) ,
the variance of the prediction, which is maximum when zˆi = 0. Comparing the variances for zˆ
(λ)
i = λ
kyˆi(θ
†)
and zˆi = yˆi(θ†), we get
σ(λkyˆi(θ
†))(1− σ(λkyˆi(θ†))) ≤ σ(yˆi(θ†))(1− σ(yˆi(θ†)))
since scaling of the prediction reduces the variance. As a result,
∂2l(yi, λ
kyˆi(θ
†)
∂θ†j
2 = λ
2k ∂
2l(yi, yˆ
(λ)
i )
∂(yˆ
(λ)
i )
2
(
∂yˆi(θ)
∂θ†j
)2
≤ λ2k ∂
2l(yi, yˆ
(1)
i )
∂(yˆ
(1)
i )
2
(
∂yˆi(θ)
∂θ†j
)2
= λ2k
∂2l(yi, yˆi(θ
†))
∂θ†j
2 , (152)
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a λk-scaled version of the j-th component of the Hessian of the unscaled LDN φθ
†ξθ†xi (xi). Averaging over
all samples i, we get ρ2j ≤ λ2kν2j so that
ρ2j
λ2kσ2
≤ ν
2
j
σ2 . As a result, p˜λ2k/σ2 , the number of diagonal elements
of H˜λθ†l,φ which cross the threshold λ2k/σ2, can be at most p˜1/σ2 , the number of diagonal elements of H˜θ
†
l,φ
which cross the threshold 1/σ2. Hence,
p˜
λ2k/σ2∑
`=1
ln
ρ˜2(`)
λ2k/σ2
≤
p˜1/σ2∑
`=1
ln
ν˜2(`)
1/σ2
. (153)
As a result, for (142), it is sufficient to have
1
2
√
n
p˜1/σ2∑
`=1
ln
ν˜2(`)
1/σ2
+
λ2‖θ†‖22
σ2
 ≤ 
4
(154)
⇒ n ≥ 4
2
p˜1/σ2∑
`=1
ln
ν˜2(`)
1/σ2
+
λ2‖θ†‖22
2σ2
2 . (155)
For (144), it is sufficient to have
n ≥ 16
2
log
(
1
δ
)
, (156)
so that it suffices to have
n ≥ max
 42
p˜1/σ2∑
`=1
ln
ν˜2(`)
1/σ2
+
λ2‖θ†‖22
2σ2
2 , 16
2
log
(
1
δ
) , (157)
where λ satisfies (149).
Finally, to establish the polynomial nature of the sample complexity n0, i.e., the lower bound in (157),
it suffices to focus on (157) and also (149). First, note that λ in (149) has no dependency on 1/δ and hence
n0 only has a polynomial dependence on log(1/δ) from (157). Next, for σ, the lower bound on λ in (149)
has a polynomial dependence on σ, and hence n0 in (157), after taking its dependence on λ into account,
also has a polynomial dependence on σ. Under the assumption that the margin function g(γ) ≥ c1γc2/q for
some finite integer q, we have g−1(a) ≤ c3ac4q for suitable constants c3, c4. In particular, g−1(/4) in (149) is
a polynomial in , implying the lower bound to λ in (149) has a polynomial dependency on 1/, which in
turn implies n0 has a polynomial dependence on 1/ from (157). That completes the proof.
E Experimental Results
In this section, we present the experimental setup and additional results. We divide our experiments into
two sets to address questions: (i) How does our bound behave as we increase the number of random
labels? (ii) How does our bound behave with an increase in the number of training samples? We presented
the setup for these two sets of experiment in Section E.1. Then we present additional results in Section E.2
and E.3 for question (i) and (ii), respectively.
E.1 Experimental Setup
Network Architecture and Datasets: We focus on fully connected networks with ReLU activation. We
consider two tasks: the MNIST image classification and the CIFAR-10 image classification. The MNIST
dataset contains 60,000 black and white training images, representing handwritten digits 0 to 9. Each image
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Table 2: Summary of the setting for MNIST with different level of randomness.
Data
Input Dimension: 784 784 784 784
No. of Classes k: 10 10 10 10
Sample size: 1000 1000 1000 1000
Random Labels: 0 15% 25% 50%
Training Parameters
Learning Rate η: 0.001 0.001 0.001 0.001
Batch Size: 128 128 128 128
Epochs: 100 120 130 150
Table 3: Summary of the setting for MNIST with different number of training samples.
Data
Input Dimension: 784 784 784 784 784
No. of Classes k: 10 10 10 10 10
Training set size: 100 500 1000 5000 10000
Random Labels: 0% 0% 0% 0% 0%
Training Parameters
Learning Rate η: 0.001 0.001 0.001 0.001 0.001
Batch Size: 128 128 128 128 128
Epochs: 100 150 250 300 350
of size 28 × 28 is normalized by subtracting the mean and dividing the standard deviation of the training
set and converted into a vector of size 784. The CIFAR-10 dataset consists of 60,000 color images including
10 categories. 50,000 of them are for training, and the rest 10,000 are for validation/testing purpose. Every
image is of size 32x32 and has 3 color channels. For the random label experiment, We use a subsample of
size 1000 from the original MNIST training set and CIFAR-10 training set, with an equal number of samples
from each class. Then we introduce different levels of randomness r in labels Zhang et al. [2017]. In our
context, r is the portion of labels for each class that has been replaced by random labels uniformly chosen
from k classes. r = 0 denotes the original dataset with no corruption, and r = 1 means a dataset with
completely random labels. For the sample size experiment, i.e., question (ii), we train the ReLU network
with sample size n ∈ {100, 500, 1000, 5000, 10000} for MNIST and CIFAR-10, with an equal number of
samples from each class.
Training and Evaluation: We use Adam with learning rate 0.001 to minimize cross-entropy loss until con-
vergence. To evaluate the proposed generalization bound, we first report the test error rate for each set of
experiments. Note that our bound is composed of several key terms: empirical margin loss, L2 norm of the
weights, and effective curvature. We report these metrics and the value of the bound to check if the behav-
iors of our bound are aligned with those of the test error rate. For random label experiment for question (i),
we repeat each experiment for 30 times for MNIST and 10 times for CIFAR-10. We report the distribution
of the above measurement, and the mean and standard deviation. For the sample size experiment for ques-
tion (ii), we repeat 5 times for both MNIST and CIFAR-10 datasets. The details of the setting are presented
in Table 2 and Table 3 for MNIST corresponding to two sets of experiments. The setting for CIFAR-10 are
presented in Table 5 and Table 4 respectively for these two questions.
E.2 Additional Results for Randomness and Generalization Bound
We also evaluate the proposed generalization bound for ReLU network with various depth and various
width for both MNIST and CIFAR-10 datasets. For MNIST, we present the results for depth = 4 and width
= {128, 256, 512} to illustrate how the bound behaves for different widths for a fixed depth. We also present
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Table 4: Summary of the setting for CIFAR-10 with different level of randomness.
Data
Input Dimension: 3072 3072 3072 3072
No. of Classes k: 10 10 10 10
Sample size: 1000 1000 1000 1000
Random Labels: 0 15% 25% 50%
Training Parameters
Learning Rate η: 0.001 0.001 0.001 0.001
Batch Size: 128 128 128 128
Epochs: 100 120 130 150
Table 5: Summary of the setting for CIFAR-10 with different number of training samples.
Data
Input Dimension: 3072 3072 3072 3072 3072
No. of Classes k: 10 10 10 10 10
Training set size: 100 500 1000 5000 10000
Random Labels: 0% 0% 0% 0% 0%
Training Parameters
Learning Rate η: 0.001 0.001 0.001 0.001 0.001
Batch Size: 128 128 128 128 128
Epochs: 100 200 500 1000 1500
the results for width = 128 and depth = {2, 4, 6} to illustrate how the bound behaves for different depths for
a fixed width. For CIFAR-10, we present the results for depth = 4 and width = {256, 384, 512} to illustrate
how the bound behaves for different widths for a fixed depth. We also present the results for width = 256
and depth = {4, 6} to illustrate how the bound behaves for different depths for a fixed width. We also
evaluate our bound for micro-batch training, i.e., batch size = 16. The detailed setup is in Table 6.
Table 6: Summary of the setting for each specific experiment with MNIST dataset and CIFAR-10 dataset.
MNIST CIFAR-10
No. of Classes k: 10 10
Input Dimension: 784 3072
Level of Randomness: [0%, 15%, 25%,50%] [0%, 15%, 25%,50%]
Network Structure
No. of Layers: [2, 4, 6] [4, 6, 8]
No. of Nodes per Layer: [128, 256, 512] [256, 384, 512]
Batch size: [16, 128] [16, 128]
MNIST. The results for MNIST with ReLU network with width = 128 and depth = {2, 4, 6} are presented
in Figure 2, 1, and 18. The results suggests that our bound is also valid for ReLU network with different
depth. The results for MNIST with ReLU network with depth = 4 and depth = {128, 256, 512} are presented
in Figure 1, 19, and 20, suggesting that our bound holds for ReLU network with different width. We also
presented the result when training the ReLU network with micro-batch 16 in Figure 3, which shows that
our bound holds for micro-batch training as well.
CIFAR-10. The results for CIFAR-10 with ReLU network with depth = 4 and width = {256, 384, 512} are
presented in Figure 4, 21, and 5, suggesting that our bound holds for ReLU network with different width.
The results for CIFAR-10 with ReLU network with width = 256 and depth = {4, 6} are presented in Figure 4
and 22, showing that the proposed bound is also valid for different depths. Figure 6 and 4 give the results
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 18: Results for ReLU-nets with depth = 6, width =128, total 200,842 parameters, trained on 1000
samples from MNIST with batch size = 128 and a increase in number of random labels (30 runs each) from
0% to 50%. (a) test set error rate; (b) diagonal elements (mean) of H˜θ
†
l,φ; (c) effective curvature; d) L2 norm
of θ†; (e) margin loss; (f) generalization bound. Increasing percentage of random labels, the generalization
bound as well as the components (effective curvature, L2 norm, margin loss) increase, and the bound in (f)
stays valid for the test error rate in (a).
for batch size 16 and batch size 128 for the same ReLU network structure i.e, depth = 4 and width = 256,
showing that our bound is also valid for mirco-batch training and mini-batch training.
E.3 Additional Results for Sample Size and Generalization Bound
We also evaluate the proposed generalization bound for ReLU network with various depth and various
width for both MNIST and CIFAR-10 datasets. For MNIST, we present the results for depth = 4 and width
= {128, 256, 512} to illustrate how the bound behaves for different widths for a fixed depth. We also present
the results for width = 128 and depth = {2, 4, 6} to illustrate how the bound behaves for different depths for
a fixed width. For CIFAR-10, we present the results for depth = 4 and width = {256, 384, 512} to illustrate
how the bound behaves for different widths for a fixed depth. We also present the results for width = 256
and depth = {4, 6} to illustrate how the bound behaves for different depths for a fixed width. We also
evaluate our bound for micro-batch training, i.e., batch size = 16. The detailed setup is in Table 7.
MNIST. The results for MNIST with ReLU network with depth = 4 and depth = {128, 256, 512} are pre-
sented in Figure 23, 7, and 24, suggesting that our bound holds for ReLU network with different width.
The results for MNIST width = 256 and depth = {2, 4, 8} are presented in Figure 25, 7, and 9. The results
suggests that our bound is also valid for ReLU network with different depth. We also present the result
when training the ReLU network with micro-batch 16 in Figure 26 and 10, which shows that our bound
holds for micro-batch training as well.
CIFAR-10. The results for CIFAR-10 with ReLU network with depth = 8 and depth = {256, 384, 512} are
presented in Figure 11, 27, and 28, suggesting that our bound holds for ReLU network with different width.
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 19: Results for ReLU-nets with depth = 4, width =256, total 466,698 parameters, trained on 1000
samples from MNIST with batch size = 128. (a-f) refer to Figure 18. Increasing percentage of random labels,
the generalization bound as well as the components increase, and the bound in (f) stays valid for the test
error rate in (a).
Table 7: Summary of the setting for each specific experiment with MNIST dataset and CIFAR-10 dataset.
MNIST CIFAR-10
No. of Classes k: 10 10
Input Dimension: 784 3072
Training set size: [100, 1000, 10000] [100, 1000, 10000]
Network Structure
No. of Layers: [2, 4, 8] [4, 6, 8]
No. of Nodes per Layer: [128, 256, 512] [256, 384, 512]
Batch size: [16, 128] [16, 128]
The results for CIFAR-10 with width = 256 and depth = {4, 6, 8} are presented in Figure 4, 29, and 11. Those
results suggests that our bound is also valid for ReLU network with different depth. We also presented
the result when training the ReLU network with micro-batch 16 in Figure 12 and 30, which shows that our
bound stays valid for micro-batch training as well.
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 20: Results for ReLU-nets with depth = 4, width =512, total 1,457,674 parameters, trained on 1000
samples from MNIST with batch size = 128. (a-f) refer to Figure 18. Increasing percentage of random labels,
the generalization bound as well as the components increase, and the bound in (f) stays valid for the test
error rate in (a).
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 21: Results for ReLU-nets with depth = 4, width =384, total 1,775,242 parameters, trained on 1000
samples from CIFAR-10 with batch size = 128. (a-f) refer to Figure 18. In (c), the effective curvature for 0 %
and 15% random label is zero. Increasing percentage of random labels, the generalization bound as well as
the components increase, and the bound in (f) stays valid for the test error rate in (a).
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 22: Results for ReLU-nets with depth = 6, width =256, total 1,184,010 parameters, trained on 1000
samples from CIFAR-10 with batch size = 128. (a-f) refer to Figure 18. Increasing percentage of random
labels, the generalization bound as well as the components increase, and the bound in (f) stays valid for the
test error rate in (a).
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 23: Results for ReLU-nets with depth = 4, width =128 total 167,818 parameters, trained on MNIST
with batch size = 128. (a) test set error rate; (b) diagonal elements (mean) of H˜θ†l,φ; (c) effective curvature; (d)
L2 norm of θ†; (e) margin loss; (f) generalization bound. The bound and all its components decrease with
increase in n from 100 to 10,000.
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 24: Results for ReLU-nets with depth = 4, width =512 total 1,457,674 parameters, trained on MNIST
with batch size = 128. (a-f) refer to Figure 23. The bound and all its components decrease with increase in n
from 100 to 10,000.
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 25: Results for ReLU-nets with depth = 2, width =256 total 334,336 parameters, trained on MNIST
with batch size = 128. (a-f) refer to Figure 23. The bound and all its components decrease with increase in n
from 100 to 10,000.
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 26: Results for ReLU-nets with depth = 4, width =128 total 150,784 parameters, trained on MNIST
with batch size = 16. (a-f) refer to Figure 23. The bound and all its components decrease with increase in n
from 100 to 10,000.
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 27: Results for ReLU-nets with depth = 8, width =384, trained on CIFAR-10 with batch size = 128.
(a-f) refer to Figure 23. The bound and all its components decrease with increase in n from 100 to 10,000.
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 28: Results for ReLU-nets with depth = 8, width =512, trained on CIFAR-10 with batch size = 128.
(a-f) refer to Figure 23. The bound and all its components decrease with increase in n from 100 to 10,000.
(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 29: Results for ReLU-nets with depth = 6, width =256, trained on CIFAR-10 with batch size = 128.
(a-f) refer to Figure 23. The bound and all its components decrease with increase in n from 100 to 10,000.
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(a) Test Error Rate (b) Diagonal Elements of Hessian. (c) Effective Curvature.
(d) L2 norm / no. sample. (e) Margin Loss. (f) Scale-invariant Generalization Bound.
Figure 30: Results for ReLU-nets with depth = 8, width =512, trained on CIFAR-10 with batch size = 16.
(a-f) refer to Figure 23. The bound and all its components decrease with increase in n from 100 to 10,000.
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