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The out-coupling of light from an organic light-emitting diode, and thus its efficiency, strongly de-
pends on the orientation of the transition dipole moment (TDM) of the emitting molecules with
respect to the substrate surface. Despite the importance of this quantity, theoretical investiga-
tions of the direction of the TDM of phosphorescent emitters based on iridium(III) complexes
remain limited. One challenge is to find an appropriate level of theory able to accurately predict
the direction of the TDM. Here, we report relativistic time-dependent density functional theory
(TDDFT) calculations of the TDM, emission energies and lifetimes for both the ground-state (S0)
and triplet (T1) excited-state geometries of fac-tris(2-phenylpyridyl)iridium(III) (Ir(ppy)3), using the
two-component zero-order regular approximation (ZORA) or including spin-orbit coupling (SOC)
perturbatively using the simpler one-component (scalar) formulation. We show that the one- and
two-component approaches give similar emission energies and overall radiative lifetimes for each
individual geometry. Use of the S0 geometry leads to two of the excited triplet substates being
degenerate, with the degeneracy lifted for the T1 geometry, with the latter matching experiment.
Two-component calculations using the T1 geometry give results for the direction of the TDM more
consistent with experiment than calculations using the S0 geometry. Finally, we show that adding
a dielectric medium does not affect the direction of TDM significantly, but leads to better agree-
ment with the experimentally measured radiative lifetime.
1 Introduction
Organic light-emitting diodes (OLEDs) represent an important
shift in display and solid-state lighting technologies.1 Improving
the internal quantum efficiency from only a few percent in early
fluorescent thin-film devices2 to the theoretical limit of 100% for
phosphorescent emitters has provided the impetus for the com-
mercialization of devices based on OLEDs.3 OLEDs offer a num-
ber of advantages compared to other emissive device technolo-
gies, including flexible form factor, ultra-thin devices, and even
semi-transparency. A limiting factor that strongly affects the ex-
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ternal quantum efficiency of OLEDs is light loss due to poor out-
coupling from the devices.4,5 The emissive layer in many of the
most efficient OLEDs is composed of an emissive phosphorescent
organometallic guest doped into a semiconducting organic host
matrix. Radiation from an oscillating dipole is strongest perpen-
dicular to its axis. Thus, these guests emit light perpendicular to
their transition dipole moment (TDM) vectors. As a consequence,
the out-coupling efficiency is strongly enhanced when the TDMs
are aligned parallel to the OLED substrate surface.6 Therefore, to
determine the exact orientation of the TDM of a particular emitter
in a host–guest system, it is necessary to know how the molecule
is aligned with respect to the substrate7,8 and how the TDM
is oriented with respect to the molecular frame of the emitter.
There are only a few reports of phosphorescent systems for which
the spatial orientation of the TDM with respect to the molecular
frame has been verified experimentally.9,10 For example, Steiner
et al. used single-molecule spectroscopy to show large fluctua-
tions in the TDM direction of iridium(III)-based phosphorescent
complexes with time, which were attributed spontaneous break-
ing of the C3 symmetric structure of the complexes in the excited
state.10 In the absence of experimental data, quantum-chemistry
calculations based on time-dependent density functional theory
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(TDDFT) can be an invaluable tool for determining the direc-
tion of the TDM of emissive materials. For spin-allowed transi-
tions, the TDM can be accurately calculated without spin-orbit
coupling (SOC). However, for phosphorescent materials such as
those based on iridium(III) complexes, emission from the excited
triplet states to the singlet ground state relies on SOC and hence
determination of the TDMs and optical properties needs to take
into account SOC. Fac-tris(2-phenylpyridyl)iridium(III), shown in
Figure 1, is the archetypical phosphorescent emitter, which has
been used in highly efficient OLEDs. Given the experimental data
available11,12 it has proven a useful compound for exploring the-
oretical methods13 for understanding the the optical and struc-
tural properties of phosphorescent complexes.
Several methods have been developed to include SOC in
TDDFT calculations.14–16 Among these methods, perturbative
one-component scalar-relativistic TDDFT calculations with the
zero-order regular approximation (ZORA) to the Dirac equation
(pSOC-TDDFT)17 has been reported to give essentially the same
results for the optical properties (emission energies and excited
state lifetimes) as those obtained from the more expensive non-
perturbative two-component ZORA TDDFT (SOC-TDDFT) calcu-
lations.18 In particular, Jansson et al.19 have reported that pSOC-
TDDFT gives good agreement with SOC-TDDFT for the radiative
decay rates of phosphorescent emitters. However, one differ-
ence between different studies has been the geometry used to
determine the photophysical properties. In some cases, the opti-
mized singlet ground-state (S0) geometry
16 has been used while
other studies have reported emissive properties calculated using
the optimized triplet (T1) geometry correlate better with experi-
ment.20,21 Gonzalez-Vazquez et al.22 recently reported that when
pSOC-TDDFT calculations are used the optical properties of fac-
Ir(ppy)3 change as the geometry transitions from the ground state
(S0) to the excited triplet (T1) geometry. In addition, most cal-
culations of the optical properties of such complexes have been
undertaken in vacuo and have not taken into account the dielec-
tric properties of the host medium that is typically used in devices.




Fig. 1 Chemical structure of Ir(ppy)3
tally measured emission energies and radiative lifetimes of irid-
ium(III) complexes, computational studies on the orientation of
the TDM have been limited.23,24 In the case of Ir(ppy)3, com-
putational results for the direction of TDM have not been con-
sistent.23–25 However, determining the source of these discrep-
ancies is difficult, since in some cases the methodology used to
determine the TDM has not been adequately described.
In this work we describe a computational approach for predict-
ing the direction of the TDM and emission properties of phospho-
rescent complexes, with Ir(ppy)3 used as an exemplar. We de-
termine the optimized ground-state (S0) and first excited triplet-
state (T1) geometries of Ir(ppy)3 and then compare the optical
properties of the complex for both the S0 and T1 geometries using
pSOC-TDDFT and SOC-TDDFT, including the role of the molecu-
lar geometry on the TDM direction. Finally, we report how the
emission energies and radiative lifetimes are affected by the envi-
ronment by using an implicit dielectric continuum model.
2 Computational methods
The SOC effect plays two important roles in phosphorescence
from complexes such as Ir(ppy)3. First, SOC enables fast inter-
system crossing from an excited singlet state (Sn,n > 0) to the
first excited triplet state (T1), a process known as triplet harvest-
ing.26 Second, it activates emission from the excited triplet state
to the singlet ground state, which is a formally spin-forbidden
transition.27 Previous theoretical studies on the optical proper-
ties of phosphorescent complexes have included SOC in the their
calculations.13,15,28
The SOC effect splits the T1 state into three substates (T1,1,
T1,2, and T1,3) that are separated in energy in the absence of an
external magnetic field. This effect is known as the zero-field
splitting (ZFS).27 The radiative decay rate from triplet substate
T1,i is given by
29






where ∆ES0−T1,i is the transition energy, M
i
j is the transition mo-
ment, α0 is the fine structure constant, and t0 = (4πε0)2h̄3/mee4,
where ε0 is the permittivity of free space, h̄ is the reduced Planck’s
constant, and me and e are the rest mass of the electron and the
elementary charge, respectively. Assuming that the thermal pop-
ulation of the three substates is given by Boltzmann distribution,
the overall radiative decay rate is
kr =
kr,1 + kr,2 exp(−∆EZFS1,2/kBT )+ kr,3 exp(−∆EZFS1,3/kBT )
1+ exp(−∆EZFS1,2/kBT )+ exp(−∆EZFS1,3/kBT )
(2)
where ∆EZFSi, j is the zero-field splitting between substates i and
j, which is typically less than 200cm−1 for phosphorescent emit-
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As the radiative lifetime is the inverse of the radiative decay rate,
















where τi = 1/kr,i. The validity of this approximation has been
previously verified.29
In the calculations here, the ground-state geometry of Ir(ppy)3
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was optimized using the generalized-gradient approximation
(GGA) BP86 functional and the TZ2P Slater type basis set. Start-
ing from the optimized geometry of the ground state, the geom-
etry of the excited triplet state of Ir(ppy)3 was then optimized
using the TDDFT excited-state geometry optimization approach
with the same level of theory. For comparison, the geometries
were also optimized using the B3LYP functional and the TZ2P
Slater-type basis set, with results given in the ESI (Table S1).
Following geometry optimization, the emission energies and ra-
diative lifetimes of Ir(ppy)3 were determined using pSOC-TDDFT
and SOC-TDDFT calculations for both the S0 and T1 state ge-
ometries. For the pSOC-TDDFT calculations the 20 lowest scalar
relativistic singlet and triplet excitations were used. It should be
noted that although in principle phosphorescent emission at room
temperature can occur from any of the three substates of T1, each
substate has a different oscillator strength. As a consequence, it
is often the case that a transition from one of the substates to the
ground state will have an oscillator strength that is orders of mag-
nitude larger than the other two and, thus, dictates the emission
properties.30 SOC-TDDFT calculations were used to calculate the
TDM direction associated with the transition of the substate of T1
to the ground state that had the largest oscillator strength.
Finally, the effect of the host matrix (in this case the commonly
used host material 4,4′-bis(N-carbazolyl)biphenyl (CBP)) on the
emissive properties of the Ir(ppy)3 molecules were included us-
ing the conductor-like screening model (COSMO) to describe the
host as a dielectric continuum with the dielectric constant of CBP
(which has an experimentally measured static dielectric constant
ε = 3.5 and optical dielectric constant εopt = n2 = 3.2, where n is
the refractive index). The implementation of the dielectric con-
tinuum in the TDDFT calculations was a linear-response (LR) ap-
proach. The non-equilibrium formalism was used for the calcula-
tions of the emission energies using the static and optical dielec-
tric constants while the solvent-relaxed formalism used the static
dielectric constant for the excited-state geometry optimizations.
The role of excited-state solvent equilibration was also studied
by conducting spin-unrestricted DFT (UDFT) calculations in the
dielectric medium. in this case, the excited triplet (T1) state of
Ir(ppy)3 was optimized using the UDFT/BP86/TZ2P level of the-
ory in the gas phase and in the dielectric medium. The energy
difference between the singlet ground and excited triplet states
of the complex was then calculated using UDFT/B3LYP/TZP in
vacuo and in the dielectric medium.
All pSOC-TDDFT and SOC-TDDFT calculations, both in vacuo
and in the dielectric medium, were done using the TZP Slater
type basis set and B3LYP functional. The emission energies and
radiative lifetimes for each T1 substate were also calculated using
the BP86 functional with the same basis set (see ESI Table S3).
All calculations were performed using the Amsterdam Density
Functional package (ADF 2017.103).31
3 Results and discussion
3.1 In vacuo
3.1.1 Structures and optical properties
The employed geometry is critical to accurately predict the optical
properties of iridium(III) complexes. As phosphorescent emission
occurs from the excited triplet state (T1) to the ground state (S0),
the structures of S0 and T1 of the iridium(III) emitter need to be
optimized. The Ir–N, Ir–C bond lengths for the optimized geome-
tries of Ir(ppy)3 are summarized in Table 1.
Table 1 Selected bond lengths of Ir(ppy)3 (in Å) in the S0 and T1 opti-
mized geometries at the BP86/TZ2P level of theory
S0 T1 (S0−T1)
Ir–N1 2.151 2.195 -0.044
Ir–N2 2.151 2.163 -0.012
Ir–N3 2.151 2.156 -0.005
Ir–C1 2.024 2.029 -0.005
Ir–C2 2.024 1.980 0.044
Ir–C3 2.024 2.048 -0.024
The optimized structures of the ground state and excited triplet
state of Ir(ppy)3 are in a good agreement with the optimized ge-
ometries reported by Gonzalez-Vazquez et al.22 It is clear that
ground-state structure has C3 symmetry, with the symmetry bro-
ken in the triplet geometry. Breaking of the symmetry in the ex-
cited triplet state for Ir(ppy)3 has been reported previously.
32,33
Steiner et al.10 have also demonstrated experimentally using
single-molecule spectroscopy that the C3 the complex undergoes
spontaneous symmetry breaking in the first excited triplet state.
Table 2 compares the calculated emission energies and radia-
tive lifetimes of the three excited triplet substates using the pSOC-
TDDFT and SOC-TDDFT approaches. The calculated emission en-
ergy of each substate is essentially the same (within 0.03 eV) for
both geometries using the two approaches. The two methods give
lifetimes of the same order of magnitude for each substate for the
S0 geometry, but produce some discrepancy for the substate of in-
termediate lifetime for the T1 geometry. Importantly, the substate
with the largest oscillator strength has a similar lifetime indepen-
dent of the TDDFT method used. The optical properties calcu-
lated in the S0 geometry show that the second and third spin-orbit
coupled excitations (substates) are approximately degenerate and
have shorter lifetimes than the lowest excited substate, which is
almost dark (longer lifetime). On the other hand, the substates
in the T1 geometry are non-degenerate and lower in energy. In
contrast to the S0 geometry, in which two substates have equal
lifetimes, the relative lifetimes in the T1 geometry (τ1,1=1600 µs,
τ1,2=12 µs and τ1,3=3.3 µs using pSOC-TDDFT) follow the trend
of the experimentally measured values (τ1,1=116 µs, τ1,2=6.4 µs
and τ1,3=0.2 µs).11
3.1.2 Transition dipole moment
Previously reported results using TDDFT calculations (albeit us-
ing different functionals and basis sets) by Moon et al. for
Ir(ppy)3 and by Morgenstern el al. have found the TDM vector
to lie at an angle of 45◦ 24 and between 35◦ and 38◦ to the Ir–N
bond25, respectively. From a full relativistic SOC-TDDFT calcu-
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Table 2 Comparison of transition energies and lifetimes calculated for S0 and T1 structures using pSOC-TDDFT and SOC-TDDFT approaches
S0 T1
pSOC-TDDFT SOC-TDDFT pSOC-TDDFT SOC-TDDFT
substate E/eV τ/s E/eV τ/s E/eV τ/s E/eV τ/s
T1,1 2.500 0.432×10−3 2.466 0.176×10−2 2.000 0.160×10−2 1.973 0.270×10−3
T1,2 2.506 0.224×10−5 2.477 0.317×10−5 2.001 0.120×10−4 1.977 0.201×10−2
T1,3 2.507 0.214×10−5 2.478 0.300×10−5 2.015 0.330×10−5 1.997 0.486×10−5
lation using the optimized T1 geometry, we found that the TDM
vector for substate T1,3 (the substate with shortest emissive life-
time in the T1 state) lies in the C–Ir–N plane at an angle of 9
◦ to
the Ir–N bond as shown in Figure 2. This value is more consistent
with the 0◦ angle deduced from a combination of experiment and
molecular dynamics simulations8 than the previously calculated
values.
TDM
Fig. 2 Direction of TDM vector for Ir(ppy)3 calculated using SOC-TDDFT
calculation. The C3 symmetry axis of the molecule lies perpendicular to
plane of the page.(Note that the molecule has lower than C3 symmetry
in the T1 state.)
A possible cause of the discrepancy between the previously
published results and ours is the choice of geometry (e.g., S0 vs
T1) in the TDDFT calculations. While we used the optimized T1
geometry, the choice of geometry in refs. 24 and 25 is not speci-
fied. To investigate the effect of changing the Ir(ppy)3 geometry
on the direction of the TDM, we performed SOC-TDDFT calcula-
tions for a range of geometries that were linearly extrapolated be-
tween the optimized ground singlet state and excited triplet state
geometries. 0% corresponds to the ground-state S0 geometry and
100% indicates the excited triplet-state T1 geometry. Thus, for ex-
ample, the 50% geometry corresponds to a structure in which all
atoms are at the midpoints between their positions in the S0 and
T1 geometries. This method was previously used by Gonzalez-
Vazquez et al.22 to study the ZFS of fac-Ir(ppy)3 in the ground
state (S0), lowest energy triplet (T1), and at intermediate geome-
tries. The calculated angle between the TDM and Ir–N bond at
intermediate geometries is shown in Figure 3 and, in all cases,
the TDM corresponds to the transition from the T1,3 substate to
the S0 ground state.
The calculated TDMs for all the geometries are in the plane of
















Fig. 3 Direction of TDM vector relative to Ir–N bond as fac-Ir(ppy)3
changes from the S0 to the T1 geometries
the TDM and Ir–N bond decreases almost monotonically from 35◦
to 9◦ in changing from the S0 to the T1 geometry. It is reason-
able to expect the TDM calculated using the T1 geometry will
match the experimental results as emission occurs from the T1
state while the molecule is in the T1 geometry. Our findings that
both the TDM and radiative lifetimes, which are related through
eqn (1), calculated for the T1 geometry match experiment better
than those calculated for the S0 geometry confirm these expec-
tations. A final feature of the TDM calculations using full SOC-
TDDFT is that the TDM is towards the ligand that has the shortest
bonds to the iridium atom in the excited triplet-state geometry.
However, it should be noted that these calculations do not specify
which of the Ir–N bonds the TDM will point along, with any one
of the three ligands being equally likely to become the one with
the shortest bonds to the iridium atom in an isotropic environ-
ment. Selection of the particular direction could arise from spon-
taneous symmetry breaking associated with thermally activated
molecular vibrations. Indeed, Steiner et al.10 have demonstrated
using single-molecule spectroscopy that the TDM of a related Ir
complex with C3 symmetry undergoes spontaneous fluctuations
in direction over time.
We also performed SOC-TDDFT calculations using the BP86
functional on the S0 and T1 structures to calculate the TDM. Con-
sistent with the B3LYP results, the angle between the TDM and
Ir–N bond was found to decrease (from 30◦ and 16◦, respectively)
in going from the S0 to the T1 geometry. It should be noted that
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using pSOC-TDDFT within the ADF suite does not allow output
of the TDM with spin-orbit coupling. The consequence of the lack
of spin-orbit coupling in the output is that there is a large angle
between the TDM and Ir–N bond calculated from the transition
density using this approach.8
3.1.3 Excited-state charge transfer
To clarify the physical origin of the direction of the TDM of
Ir(ppy)3, we calculated the charge transfer that occurs during
the transition between the T1 and S0 states using the method-
ology proposed by Joo et al.34 The method defines the degree
of charge transfer using only electron densities in the highest en-
ergy occupied Kohn-Sham (KS) orbitals instead of using the total
electron density. This was found to yield degrees of charge trans-
fer that were independent of the charge analysis method for a
variety of systems.34 The number of occupied orbitals required
to describe the charge-transfer process, which is called the "ac-
tive space", is determined as the minimum number of electrons
(orbitals) at which the degree of charge transfer (charge in the
ground state minus charge in the excited state) approximately
converges. Mulliken charges in the S0 and T1 states were calcu-
lated using single-point DFT calculations for the S0 and T1 geome-
tries. The active space was determined by incremental inclusion
of lower energy orbitals until the degree of charge transfer con-
verged. Figure 4 shows the calculated degree of charge transfer
on the iridium atom and the three 2-phenylpyridine ligands.
Fig. 4 Degree of charge transfer for emission process (charge in ground
state minus charge in excited state) in Ir(ppy)3 on the iridium atom and
the three ligands as a function of number of electrons in the active space
From Figure 4 it can be seen that the degree of charge transfer
converges when between 12 and 18 electrons are included. Im-
portantly, the results show that during the emission process, most
of the charge is transfered from one of the ligands to the irid-
ium(III) atom. The ligand from which the charge is transferred is
the one that has the shortest Ir–N bond. Thus, the results from the
charge transfer calculation are consistent with those of the TDM
calculations, which show the TDM vector pointing approximately
along the Ir–N bond of the ligand with the shortest Ir–N bond to
the iridium(III) atom. The calculation also shows that using the
S0 geometry gives equal charge transfer to all the ligands (see
ESI Fig. S1), which is inconsistent with the experimental work of
Steiner et al. that shows that emission involves a single ligand.10
3.2 Dielectric continuum
Given that phosphorescent emitters are normally blended with a
host material, in the final part of the study we investigated the
effect of the host dielectric constant on the optical properties of
Ir(ppy)3. To do this we first determined whether the static dielec-
tric constant affected the S0 and T1 state geometries by compar-
ing those calculated in vacuo and for a static dielectric constant
of 3.5, which is the experimentally measured dielectric constant
of CBP. The optimized geometries were found to be essentially
the same and hence the subsequent calculations were performed
using the geometries optimized in vacuo.
It would be expected that different hosts would have different
dielectric constants. We therefore varied the static dielectric con-
stant from ε = 1 to ε = 5 and calculated the optical properties of
the Ir(ppy)3 using the optimized T1 geometry and pSOC-TDDFT
incorporating the 20 lowest scalar relativistic singlet and triplet
excitations. Figure 5 shows the emission energies of the three
substates of T1 and Figure 6 the radiative lifetime of the T1,3 sub-
state, which has the shortest lifetime, versus the static dielectric
constant of the medium. It can be seen that moving from vac-
uum to the dielectric medium (host) the emission energies of all
three substates of T1 increase and the lifetime of the emissive T1,3
substate decreases.
Fig. 5 Emission energies of the three substates of T1 (solid lines) in
different static dielectric constants calculated using pSOC-TDDFT calcu-
lation in a dielectric medium. The calculated energy difference between
the excited triplet state (T1) and ground S0 state in the T1 geometry cal-
culated using UDFT is shown for comparison (dashed line)
Furthermore, we compared the emission properties of Ir(ppy)3
in vacuo and with the static and optical dielectric constants of
CBP, ε = 3.5 and εopt = n2 = 3.2, respectively (Table 3). Includ-
ing the dielectric medium in the pSOC-TDDFT calculation, the
radiative lifetime of T1,3 significantly decreases to around 1.5 µs
compared to 3.3 µs in vacuo. Using eqn (4), the overall radiative
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Fig. 6 Radiative lifetime of substate T1,3 (with the shortest lifetime) as a
function of static dielectric constant of dielectric medium
Table 3 Comparison of emission energies and radiative lifetimes of sub-
states of T1 in vacuo and in the dielectric medium (ε = 3.5,εopt = 3.2)
in vacuo dielectric medium
substate E/eV τ/s E/eV τ/s
T1,1 2.000 0.160×10−2 2.078 0.820×10−3
T1,2 2.001 0.120×10−4 2.081 0.112×10−4
T1,3 2.015 0.330×10−5 2.095 0.156×10−5
lifetime of Ir(ppy)3 in CBP is estimated to be about τrad =4.1 µs.
Thus, the polarization effect of the dielectric medium shortens the
overall radiative lifetime, with the calculated lifetime more con-
sistent with the experimentally measured value (1.6 µs measured
in CH2Cl2
11). (Note CH2Cl2 has a static dielectric constant of 8.9
but Figure 6 shows that the lifetime does not vary significantly
when the static dielectric constant is greater than 2). In vacuo,
the total radiative lifetime is estimated to be 7.8 µs.
We also considered the effect of dielectric medium on the direc-
tion of the TDM. Using SOC-TDDFT we found that the dielectric
medium does not effect the angle of the TDM with respect to the
Ir–N bond significantly, with the TDM being found between 9◦
and 11◦.
The dielectric medium would be expected to stabilize the ex-
cited triplet state of Ir(ppy)3 given that it has charge-transfer
character, which would reduce the emission energy in contrast to
the small increase in energy observed for the TDDFT calculations
in Figure 5. At first sight, this suggests that the linear-response
TDDFT solvation model may not be adequate for treating excited-
state solvation in Ir(ppy)3, since solvent relaxation as the electro-
static potential changes between the ground and excited state is
not taken into accounted in such a model.35 This problem has
recently been shown for a number of organic thermally activated
delayed fluorescence (TADF) emitters.36 To investigate the poten-
tial role of solvent relaxation on the excited T1 state of Ir(ppy)3
we carried out spin-unrestricted DFT (UDFT) calculations in the
dielectric medium with the excited triplet state of Ir(ppy)3 opti-
mized using UDFT in vacuo and in the dielectric medium. It was
found that the structure of the excited triplet state did not change
significantly when moving from vacuum to the dielectric medium
(see ESI Table S2). Using the gas phase optimized structure of
T1 we next determined the energy difference between the singlet
ground and excited triplet states of the complex using UDFT in the
dielectric medium, which is shown as the dashed line in Figure 5.
It can be seen that as the static dielectric constant of the medium
is varied between ε = 1 and ε = 5 the solvent field does stabilize
the excited T1 state relative to the ground S0 state, although the
stabilization is very small (∼ 20 meV). To rationalize this result,
we calculated the permanent dipole moment of Ir(ppy)3 in the S0
and T1 states from the UDFT calculation, and found them to be
very similar, at 6.2 D and 6.4 D. The similarity in the permanent
dipole between the S0 and T1 states of Ir(ppy)3 are in significant
contrast to the TADF emitters studied by Mewes, which showed
much larger changes in dipole moment between the ground and
excited states and hence solvent stabilization. Therefore, in the
cases where the ground and excited state permanent dipoles are
similar, the linear-response approach to the excited-state solva-
tion can regarded as a reasonable approximation.
4 Conclusions
We have calculated the optical properties of Ir(ppy)3 using
ground singlet-state and excited triplet-state geometries. The cal-
culations indicate the symmetric singlet ground-state geometry of
Ir(ppy)3 is broken upon going to the first excited triplet state. We
showed that the computationally efficient pSOC-TDDFT approach
gives similar results for emission energies and the overall radia-
tive lifetime to the more accurate full SOC-TDDFT approach. We
also found that the direction of the TDM determined from the
full SOC-TDFT calculations with the excited triplet-state geome-
try matches experiment more closely than the TDM from anal-
ogous calculations using the singlet ground-state geometry. We
also confirmed that the direction of the transition dipole moment
is related to the metal-to-ligand charge transfer that occurs in the
emission process. Furthermore, we found that using either the
BP86 or the B3LYP functional as representatives of broad class of
commonly employed methods (generalized gradient approxima-
tion and hybrid) gives qualitatively similar results for emission en-
ergies, radiative lifetimes, and the direction of TDM. It should be
noted that conventional GGA and global hybrid functionals often
do not describe charge-transfer excited states well,37 in particular
underestimating transition energies, as observed here. Improved
accuracy could potentially be achieved with a range-separated hy-
brid functional. Finally, we demonstrate hat adding a dielectric
medium to include the effect of the host matrix does not affect
the TDM direction significantly but gives the radiative lifetime
close to experimental results.
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