We consider simulation-based gradient-estimation and its use in Markov controlled processes with unknown parameters. We consider a Markov reward process controlled by both a set of tunable parameters, and a set of fixed but unknown. We analyze the use a recursive identification procedure, and their application to existing gradient-based algorithms based on simulation. We show that simple modifications of available gradient estimation algorithms, namely assuming parameter certainty, can accommodate system parameter identification, without sacrificing the convergence of these to local optima by following a two-time-scale recursive identification/optimization procedure. This approach is illustrated through an application to the algorithm proposed in (Marbach and Tsitsiklis, 2001) . We illustrate our results with a small numerical example, which we further use to test the ability of the proposed scheme to track slow changing system parameters.
INTRODUCTION
Many stochastic resource allocation and control problems can be naturally modeled using dynamic programming. Unfortunately, the dynamic programming algorithm suffers from the 'curse of dimensionality'. In order to address these performance problems, researchers have recurred to the use of parameterized control policies, as in (Marbach and Tsitsiklis, 2001) , reducing the problem to one of search in policy space. Several simulationbased techniques exist Tsitsiklis, 2001, 2003; Cao and Chen, 1997; Cao and Wan, 1998; Fang and Cao, 2004; Baxter and Bartlett, 2001 ) that use realizations of the stochastic processes to obtain gradient estimates that can be used in a gradient-based search method in policy space.
Many of the algorithms mentioned above are 'modelfree' and, hence, implicitly adaptive, e.g., general stochastic approximations (Kiefer and Wolfowitz, 1952; Kushner and Yin, 1997) , but they exhibit slow convergence due to biased gradient estimates, or large variances. This problem can be alleviated by incorporating knowledge of the system model, for example by exploiting regenerative structure to eliminate bias, but by requiring knowledge of all system parameters, the usefulness of such techniques is limited. Although the problem of adaptive control of Markov chains has been studied before, most of authors address the case of a finite number of possible models, as in (Mandl, 1974; Borkar and Varaiya, 1979; Kumar and Becker, 1982; Doshi, 1980; El-Fattah, 1981) . Other authors, overcome this restriction, but assume that the optimal policies for each model can be easily computed, such as in (Borkar and Varaiya, 1982) . Others, embed the estimation process in a value iteration procedure (Hernández-Lerma, 1989) , which is not efficient computationally when the state spaces are large. The work in (Ren and Krogh, 2001; Santharam and Sastry, 1997) estimates Q-factors, a technique that is adaptive since no system model is in principle needed, but requires the action set to be finite in order to build a Q-factor for each state-action pair, and quickly becomes impractical as the state space increases. In some specific cases, the Q-factors can be approximated via a neural network or other architectures (Bertsekas and Tsitsiklis, 1996) , with limited success.
In this paper we consider the problem of adaptive optimization of parameterized Markov reward processes. We first study the problem of online estimation and optimization of the average reward criterion in Markov reward processes for which the transition probabilities, as well as the expected reward per stage, are functions of two sets of parameters: 1) a set of tunable controls, and 2) a fixed but unknown parameter. We study estimation procedures that can be updated after each transition in the chain, generalizing some of the results of (Campos-Nanez and Patek, 2005) , apply them to existing simulation-based algorithms, such as the algorithm of (Marbach and Tsitsiklis, 2001 ), providing sufficient conditions for the convergence of the resulting method to a local optimum.
The paper is organized as follows. We first present the problem of adaptive Markov control, and address the problem of estimation of an unknown parameter. We follow this with a discussion about the use of estimators in optimization algorithms, and illustrate our approach using an algorithm developed in (Marbach and Tsitsiklis, 2001) . We provide sufficient conditions for the convergence of the adaptive scheme to local optima, while identifying the true system parameter values. The resulting adaptive algorithm has small memory and computational requirements, and can hence be implemented in an fashion. Its performance is discussed in the last section of the paper, where its usability under slow changing parameters is explored.
MARKOV REWARD PROCESSES WITH UN-KNOWN PARAMETERS
Let {i n } n be a discrete-time Markov chain with finite state space S = {1, 2, . . . , N}. There is a set of 'tunable' parameters u ∈ R K , and a fixed but unknown parameter θ * ∈ Θ, a convex, compact subset of R. These two sets of parameters determine the dynamics of the Markov chain in the sense that the transition probabilities
are functions of the control vector u, and the parameter θ * . We define P(u, θ * ) to be the transition probability matrix with entries p i j (u, θ * ). The reward observed by this system is also a function of parameters u, and θ * , i.e., the expected reward per stage when the system is at state i, and controls u are applied is a function of u, θ * , denoted by g i (u, θ * ).
We focus our attention to the average reward criterion, which can be defined as
which we want to maximize. We point out that the problem can be thought of as having two parts. On one hand one must estimate the unknown parameter θ * . On the other, we must select the value for u that maximizes λ (u, θ * ). Moreover, it is desirable to solve the two questions simultaneously, in order to construct an adaptive algorithm. Building such algorithms is the focus of this paper, but before we do so, we have to state the following structural assumptions, many of which are common in the adaptive Markov control literature (Borkar and Varaiya, 1979) .
Assumption 1. The transition probability matrix P(u, θ ) defines a Markov chain that is irreducible and aperiodic
for all values of u ∈ R K and θ ∈ Θ.
Under this assumption one can conclude that for all u ∈ R K and θ * ∈ Θ, all states will be recurrent and the steadystate distribution π(u, θ * ) will exist. Consequently, the limit in (1) exists, is independent of the initial state, and is equal to
Assumption 2. The functions P(u, θ ), and g i (u, θ ) are assumed to be twice differentiable with bounded first and second derivatives in both u, and θ .
Implicitly, we are assuming functions g and p to be Lipschitz continuous on both u and θ .
Assumption 3. Given any pair of states
This is a common assumption which requires a transition to be observable for any value of the parameters (see (Borkar and Varaiya, 1979) for an example). Next, we introduce an approach to identify the unknown parameters.
A Maximum Likelihood Estimator
Let {i n−1 , i n } be a transition of the Markov chain under parameter values u and θ * . A maximum likelihood estimator of θ * given this realization is any solution to the optimization problem
We introduce the estimating function
We note that function L i j (u, θ ) is simply the gradient with respect to the θ of the logarithm of the transition probability p i j (u, θ ). Note that since functions p i j (u, θ ) and g i (u, θ ) are Lipschitz continuous, and also as a consequence of Assumption 3 (see (Rudin, 1964) ), it follows that the estimating function L i j (u, θ ) is also Lipschitz continuous. For any state i ∈ S, we define the expected direction
Assumption 4. The transition probabilities p
This allows us to state our first result.
Lemma 5. Under Assumption 4, we have that function
, and with derivative
, and hence in all cases
Therefore, using the definition of L i (u, θ ), and the fact that ∑ j∈S p i j (u, θ ) = 1 implies that the derivative of this sum is zero, we have
The case when θ * ≤ θ , is proved in a similar way, and yields L i (u, θ ) ≤ 0. Finally, note that we have L i (u, θ ) = 0 only when θ = θ * , which proves the result.
Recursive Estimation of Unknown Parameters
In order to estimate the value of the unknown, we rely on a simulation to sample the Markov chain. Let θ 0 ∈ Θ be any initial estimate. Upon the observation of transition i n−1 i n of the Markov chain, under control parameters u, we consider the following stochastic approximation recursion
where
is a projection to the set Θ, e.g., shortest distance projection, and stepsizes γ n satisfying the standard conditions below.
Assumption 6. The stepsizes γ n are such that ∑ n γ n = ∞, ∑ n γ 2 n < ∞.
A consequence of Assumptions 4-6 is that θ n → θ * as n → ∞, and it does so at the rate of O 1 √ n (see for example (Ma et al., 1990) ). If we define error to be |θ n − θ * |, we also have the following result for the sum of errors, which will be relevant for the results that follow.
Corollary 7. Under Assumptions 1-6, we have
for some constant C, results in ∑ n E [γ n |θ n − θ * |] < ∞. This, and the bounded second moment
allow us to conclude the desired result.
In the following section, we illustrate the use of this estimation procedure in optimization.
ADAPTIVE OPTIMIZATION
In this section we introduce a two time-scale that uses the estimation procedure (finer time-scale), and uses the estimates with parameter certainty to optimize the objective function by estimating the gradient of the objective. We begin this section discussing the conditions for a simulation-based procedure based on the observation of regenerative cycles. Consider any state i * recurrent under all values of u, and consider t 0 ,t 1 , . . . to be the times when the chain visits this marked state. Therefore an observation {i t m , i t m +1 , . . . , i t m+1 } corresponds to a regenerative cycle. We state our assumptions with respect to such simulation-based optimization procedures. 
a local optima. Moreover, we assume that H is differentiable in θ , and its derivative is bounded.
To state our main result we define the following recursive procedure
during visits to state i * , and
during every other transition. We now state our main result.
Theorem 9. Under Assumptions 1 and 8, we have that recursive equations 3-4 are such that
Proof. To show convergence of u m , we rewrite
. By the mean value theorem, we can findθ m , such that
The last inequality is a consequence of Corollary 7. Since the second moment is bounded under our assumptions, we have
The result follows from the fact that the noise introduced by the estimation procedure is asymptotically negligible.
An Instance of the Algorithm
An example of a function satisfying Theorem 9 is the (biased) gradient estimate of (Marbach and Tsitsiklis, 2001) . Given a regenerative cycle {i 0 = i * , i 1 , . . . , i T }, we consider the (biased) gradient estimate F u,
It is shown in that (Marbach and Tsitsiklis, 2001 ) that this estimate can be used in a stochastic approximation algorithm to find a local optimum of the average reward λ (u, θ * ), as will be illustrated in the following section.
We introduce a simple modification to the "batch" algorithm of (Marbach and Tsitsiklis, 2001 ). The modified algorithm achieves the purpose of optimizing the average reward of the system, while discovering the value θ * of the unknown parameters. The procedure starts with an initial estimate θ 0 of the unknown parameter θ * , an initial guess of the control parameters u 0 , and an estimatẽ λ 0 of λ (u 0 , θ 0 ). Again, let t m be the time of the m-th return to the special state i * . At those times, new values for u m ,λ m , and θ n are calculated with the recursive formulae
at the end of each regeneration cycle, and the recursion
at every transition. Here η > 0, and µ > 0 are stepsize factors. Even though the chain is different to the one being simulated (under the correct values θ * ), it will be shown that the difference is asymptotically negligible under Assumptions 1-3, in the sense that the stability of the algorithm is not compromised. Also, note that while the parameter estimate is updated during every iteration, the control parameters are only updated at the end of a regenerative cycle.
Equations 6 and 7 coincide with the "batch" algorithm introduced in (Marbach and Tsitsiklis, 2001) , differing only in our use of estimates θ t m of the unknown values θ * , and the introduction of the estimation recursion of Eqn. 8.
Convergence of the Algorithm
In this section, it will be shown that under Assumptions 1-3 the average behavior of the procedure converges asymptotically to the one with full knowledge of the parameters, and the error obtained in such process is asymptotically negligible. To set the stage for the discussion, let r m = (u m ,λ m ), and let (9) with which the algorithm can be rewritten as:
In order to apply the convergence result from the previous section, we need the following result. 
, and ratios of differentiable functions (u,θ ) , and therefore differentiable. Notice that the derivative of the ratio
is bounded as a consequence that p i j (u, θ ) > ε. A consequence of positive recurrence, is that T the length of a regenerative cycle satisfies E[T ] < ∞, and P (T > n) ≤ Mρ n , for some constant M. Therefore the expected value of the gradient of H(u,λ , θ ) is a sum of bounded terms, which guarantees the function has bounded expectation.
This results also shows the convergence of the algorithm described by equations (6)- (8) to the true parameter value θ * , and a local optima of the objective function.
Corollary 11. The recursive procedure described in (6)-(8) converges with probability one to (u,λ , θ * ), where
The results follows immediately from 9.
NUMERICAL ILLUSTRATION
In this section, we present a small, but illustrative example of the algorithm described in equations (6)-(8). Consider a Markov reward process with finite-state space S = {1, 2, . . . , N}, with transition probabilities given by for θ ∈ [a, b] , and u ∈ (0, 1). On the other hand, the reward per stage will be given by
Since both transition probabilities are monotonic in θ in all cases, for all values of u and i, Assumption 4 is satisfied, and therefore it follows that estimator L (u, θ ) will correctly identify the true parameter θ * .
The results for the case N = 100, and for u ∈ (0, 1), and Θ = [20, 30] with θ * = 25. are shown in figures 1-3. The optimal value (computed off-line) is u * = .2478.
Tracking Slow Changing Parameters
To illustrate the potential of the algorithm of equations (6)- (8) for tracking, we modify it to identify slow changing conditions. Suppose that instead of a fixed but unknown parameter θ * ∈ Θ, we have that θ * (t),t ∈ R + is Stepsize a function of time t. We first modify the algorithm mentioned above, by using a constant gain size, i.e., by using stepsizes γ t = γ 0 . We let θ * (t) increase linearly from 20 to 30 during the first half of the experiment, and then, we let it drop down linearly to 20 for the other half of the experiment. The results are shown in figures (4)-(5b).
CONCLUSIONS
We have presented a two-time-step approach that uses simulation to identify unknown system parameters and select optimal parameters for controllable Markov chains. These approach results in a family of algorithms that are robust to parametric uncertainty, in that they 1) compute estimates of unknown but fixed parameters, and 2) maximize the average reward by moving the tunable parameters in the gradient of the objective function, estimated through simulation via parameter certainty. We provide sufficient conditions for the convergence of such algorithm, and illustrate an instance of it through the application of the identification algorithm to an existing gradient estimate. As was shown here through a small numerical example, using a constant stepsize produces an algorithm with the ability to track slowly changing parameters. In (Campos-Nanez and Patek, 2003) , a similar approach is used to address the larger problem of realtime pricing/revenue management in networks.
