The parameters of Markov chain models are often not known precisely. Instead of ignoring this problem, a better way to cope with it is to incorporate the imprecision into the models. This has become possible with the development of models of imprecise probabilities, such as the interval probability model. In this paper we discuss some modelling approaches which range from simple probability intervals to the general interval probability models and further to the models allowing completely general convex sets of probabilities. The basic idea is that precisely known initial distributions and transition matrices are replaced by imprecise ones, which effectively means that sets of possible candidates are considered. Consequently, sets of possible results are obtained and represented using similar imprecise probability models.
Introduction
The Markov chain model is one of the most widely used probabilistic models because of its simplicity on the one side and great ability to model various types of phenomena evolving in time on the other side. In the basic form we have a set of states and a process that takes exactly one state at each time step. The probabilities of taking a state at the next step only depend on the state that the process takes at the moment. Given those probabilities, several interesting properties of the process can be deduced, such as the probabilities that the process will end up in a certain state after a given number of steps, or the probabilities that it will be in a certain state after a very large number of steps. These problems can be solved mostly using common matrix computations.
The transition probabilities as well as the initial probabilities of a Markov chain may not be known precisely. A classical approach in this case would be to take the best possible estimates of the parameters. This would then produce exact results, but their reliability is questionable; moreover, the imprecision of the results depending on the imprecision of the parameters is not easy to determine.
A way to overcome this unreliability problem is to incorporate the imprecision into the model. This is possible to be done in at least two not mutually exclusive ways. The first possibility is to preserve the assumption of time homogeneity, which means that probabilities of transitions are constant in time, but allow the possibility that they may not be known precisely. A formal mathematical description of such model was given by Kozine and Utkin [13] , where uncertainty of parameters is expressed through intervals of possible values. The problem of calculating exact bounds at further steps within the framework of this model was explored by Campos et al. [2] .
A further step in relaxing the assumptions of the classical model is to omit the assumption of time homogeneity. A very detailed work on this topic can be found in Hartfiel [10] , who explores the model where the sets of transition matrices are given in terms of probability intervals. However, a great part of his theory is designed to work with more general sets of transition matrices. His model is known under the name Markov set-chains (see also [11] ). Under similar assumptions a model that uses more general interval probabilities was presented in [17, 18] . Another model, proposed by de Cooman et al. [7] , takes the approach that uses upper and lower expectations instead of sets of probabilities. Thus they solve some computational issues in a very elegant way.
Models involving imprecision have also been applied to the related field of Markov decision processes, with the work of Satia and Lave [15] followed by [9, 12, 14, 22] .
In this paper we apply one of the most general imprecise probabilistic models, known under the name interval probabilities, to imprecise Markov chains, although most of the results are not strictly limited to the basic model of interval probabilities. Further we compare some of the approaches to calculation of probability distributions at further steps with respect to the accuracy and computational complexity. In Section 2 we introduce the basic idea behind the concept of imprecise Markov chains. Then in Section 3 the use of interval probabilities and their generalisations is described to represent convex sets of probabilities, which we then apply to Markov chains in Section 4. We continue with the description of the methods used to calculate imprecise probabilities at consequent steps in Section 5. In Section 6 we explore properties of invariant sets of distributions. In Section 7, we study the problem of convergence of Markov chains using a generalised definition of regularity and finally in Section 8 we give a few numerical examples where we compare the computational approaches.
Imprecise Markov chains
One of the most efficient ways to involve imprecision in probabilistic models is that instead of single and precisely known probabilities sets of feasible probabilities are used. In the case of Markov chains such sets can be allowed in place of transition probabilities as well as initial probability distributions. Modelling abilities of such models crucially depend on the form used to present such sets, which is closely connected to the number of constraints used to determine the sets.
The most basic form used in most of the approaches taken until now is to put constraints, usually in the form of intervals, on the probabilities belonging to the elementary sets (see [10, 13] ). The imprecision concerning the initial distribution is thus presented through the intervals ½p i ; q i which are supposed to contain the unknown initial probability PðX 0 ¼ iÞ. Similarly, the probabilities of transition from the state i to j are given in the form of intervals ½p ij ; q ij supposed to contain the unknown true transition probability PðX nþ1 ¼ jjX n ¼ iÞ. Even though the true probabilities are unknown, it is certain that the sum of all probabilities is 1. Thus the values within intervals must be taken so that they sum to 1, or in the case of transition interval matrices, all rows must sum to 1. An additional assumption that is usually made about the intervals is that all values within the interval are reachable, or in particular, that the interval bounds are reachable. In the common terminology of imprecise probabilities this requirement is named coherence. To each set of intervals the set of probabilities assuming their values within those intervals can be assigned. We will follow the convention used by Hartfiel [10] that uses the term interval to denote such a set of probabilities.
One of the crucial differences between precise and imprecise probabilities is that a precise probability can be fully determined by far less information than an imprecise probability. Thus to determine a precise probability, only its values on elementary sets are needed to be found, while the sets of probabilities able to be represented via simple intervals described above is fairly limited. (Many examples can be found in [19] [20] [21] .) Substantially more general sets of probabilities are possible to be modeled using more general interval probabilities described in Section 3.
Another difference compared to the classical model is that transition probabilities that govern transitions of a Markov chain in the imprecise case may change in time. Thus, we are dealing with possibly non-homogeneous chains, which consequently require considering non-homogeneous matrix products. Now we introduce the terminology used in this paper. We will assume a non-empty set X whose elements are called states. For simplicity we will assume they are the consecutive integers 1; . . . ; m, since in the basic model their values have no special consequences. An initial probability distribution q 0 is assumed to belong to an initial set of probabilities M 0 , which for now has no other special form. Similarly, the set of possible transition probabilities we denote by P, which we call an imprecise transition matrix. Additionally we will assume that credal sets corresponding to the rows of P are separately specified (see e.g. [4] ), or, in short, that rows are separately specified. This means that if the ith row of a matrix p 2 P is p i and p 0 is another member of P then replacing the ith row of p 0 with p i results in a matrix which also belongs to P. Clearly, the sets of matrices representable with intervals, satisfy this property. Let P be an imprecise transition matrix with separately specified rows. Then its ith row, which contains vectors of sum 1, can be regarded as a set of such vectors, or equivalently, a set of probabilities, which we denote by P i . Thus, an imprecise transition matrix with separately specified rows can be seen as the collection of row sets of probabilities P ¼ ½P 1 ; . . . ; P m 0 (the sign 0 denotes matrix transpose). Let X 0 ; X 1 ; . . . ; X n ; . . . be a sequence of random variables assuming the values in X. According to the given assumptions we
where q 0 2 M 0 . The role of the transition matrices is given by
where p n 2 P. A basic feature of the theory of Markov chains is the ability to calculate the probability of being in some state j at time n given an initial probability. Of course, since the initial and transition probabilities are imprecise, the answer will also be given in the form of an imprecise probability, that is, in the form of a set of probabilities. Previous works such as Hartfiel's [10] provide the general answer to this question based on the classical theory. The set of possible probability distributions at step n is equal to the set of all possible initial distributions multiplied by all possible sequences of transition matrices. Let M n denote the set of possible probability distributions at step n, given the initial distribution M 0 . Then we have:
The main problem of the imprecise Markov chain model is the calculation and representation of the sets M n . As noted by Hartfiel, even if the sets M 0 and P i are intervals, the sets M n are not necessarily intervals any more. Moreover, even if general convex sets are used, the resulting sets are even not necessarily convex. However, Hartfiel shows that if the initial set is convex and the transition set an interval then all the sets M n are convex. Before proceeding to the problem of representation of the sets M n we introduce some theory on interval probabilities.
Representation of convex sets with interval probabilities

Completely determined interval probabilities
Sets of probabilities called intervals, as defined in the previous section, are convex sets of probabilities, but, as noted earlier, many important convex sets of probabilities are not representable in terms of intervals. An intuitive extension of the notion of interval sets is the concept of general interval probabilities introduced by Weichselberger [21] . We introduce basic elements of his theory with some concepts being simplified, since here they are not needed in their most general forms. Let X be a non-empty set and A a r-algebra of its subsets. As in this paper we are only interested in finite probability spaces, A will usually be the algebra of all subsets of X. The term classical probability or additive probability will denote any set function p : A ! R satisfying Kolmogorov's axioms. Let L and U be set functions on A, such that L 6 U; Lð;Þ ¼ Uð;Þ ¼ 0 and LðXÞ ¼ UðXÞ ¼ 1. The interval valued function Pð Á Þ ¼ ½Lð Á Þ; Uð Á Þ is then called an interval probability.
To each interval probability P we associate the set M of all additive probability measures on the measurable space ðX; AÞ that lie between L and U. This set is called the structure of the interval probability P. The basic class of interval probabilities are those whose structure is non-empty. Such an interval probability is denoted as R-field. The most important subclass of interval probabilities, F-fields, additionally assumes that both lower bound L and upper bound U are strict according to the structure:
LðAÞ ¼ inf p2M pðAÞ and UðAÞ ¼ sup p2M pðAÞ for every A 2 A: ð2Þ
The above property is closely related to coherence in Walley's sense (see [19] ); in fact, in the case of finite probability spaces, both terms coincide. The requirement (2) also implies the following functional relation between the lower and the upper bound:
Therefore it is enough if only one of the bounds is given. In this paper we usually take the lower bound.
Partially determined interval probabilities
Besides completely determined interval probabilities where the domain of the lower and upper bounds L and U is the whole A, an interval probability can only be partially determined. This means that the intervals ½LðAÞ; UðAÞ are only given for some proper subset of A. Moreover, the upper and lower bound may even be defined on different domains A L and A U . The structure of a partially determined interval probability is then the set M of all classical probabilities p which satisfy the conditions:
pðAÞ PLðAÞ for every A 2 A L ; pðAÞ 6UðAÞ for every A 2 A U :
If the structure of a partially determined interval probability is non-empty then we call such an interval probability a partially determined R-field. If it additionally satisfies:
UðAÞ ¼ sup p2M pðAÞ for every A 2 A U then it is called a partially determined F-field. Every partially determined F-field has an extension to a completely determined F-field with the same structure. The lower probability L of the completely determined F-field corresponding to a partially determined F-field is obtained as
where M is its structure. The idea behind this construction is similar to the idea of the natural extension [19] .
Probability intervals
Here we are interested in a special case of partially determined interval probabilities, so called probability intervals (PRI) [21] . A PRI is a partially determined interval probability on a finite measurable space ðX; AÞ where the domain of its lower and upper bounds is the set of all elementary sets. A PRI can be given in the form of intervals ½lðxÞ; uðxÞ for every x 2 X. Our main interest are PRIs with the F property, F-PRIs. For every F-PRI the structure M is non-empty and lðxÞ ¼ inf p2M pðxÞ.
To every F-PRI ½l; u the corresponding completely determined F-field P ¼ ½L; U has the following lower and upper bounds:
and
(see [21, p. 398] ). The lower bound of an F-field corresponding to an F-PRI is always 2-monotone (see [1] ).
Lower and upper expectations
Let M be a set of probability measures on ðX; AÞ and let a random variable X : X ! R be given. The lower and the upper expectations E M ½X and E M ½X of X with respect to M are defined as the infimum and supremum of mathematical expectations of X with respect to the members of M:
An important class of interval probabilities are those whose lower bounds L are 2-monotone (convex, supermodular), i.e. for every A; B # X we have the inequality:
LðA [ BÞ þ LðA \ BÞ P LðAÞ þ LðBÞ:
If equality holds in the above equation the set function L is said to be modular which in the case where Lð;Þ ¼ 0 is equivalent to additivity. Alternatively, a 2-monotone lower probability can be characterised as having the property that for every A # B and C such that B \ C ¼ ; we have that
In the finite case 2-monotonicity implies the F-property. Moreover, in the case of an F-field with 2-monotone lower probability L, the lower and the upper expectation operators with respect to the corresponding structure can be found in terms of Choquet integral with respect to L and U respectively, where the Choquet integral with respect to a set function L is defined as
LðX > tÞ dt:
The right hand side integrals are both Riemann integrals. Further, if L is an additive measure, the Choquet integral coincides with the Lebesgue integral.
If M is the structure of the F-field P ¼ ½L; U with L 2-monotone then we have that
for every random variable X. (For the proof see e.g. [8] .) In fact, the equality in (6) for every X is equivalent to 2-monotonicity, while in general the Choquet integral can be strictly lower than the lower expectation with respect to the structure. Actually, for a finite set X it is possible to directly construct a probability measure p 2 M such that
in the following way (see [8] , Example 5.3). Suppose that the elements of X are enumerated so that Xðx i Þ P Xðx iþ1 Þ for every 1 6 i < m, where m ¼ jXj, and let S i ¼ fx 1 ; . . . ; x i g and S 0 ¼ ;. The probability measure p with pðx i Þ ¼ LðS i Þ À LðS iÀ1 Þ then satisfies (7) .
Lower and upper previsions as generalised interval probabilities
Interval probabilities are a special case of more general lower and upper previsions (see e.g. [19] ). Let f : X ! R be given, which because of X being finite is always a bounded map. Walley usually calls such a mapping a gamble. It follows from the theorem of separation of convex sets that every convex set of probabilities is the intersection of the hyperplanes of the form fpjE p ½f P Lðf Þg. 1 To every closed convex set of probabilities M and the set of all gambles L, the set of scalars fLðf Þjf 2 Lg can be assigned so that M ¼ fpjE p ½f P Lðf Þ for every f 2 Lg. If additionally the following coherence property 2 holds for L:
for every gamble f, then L is called a coherent lower prevision.
Conversely, if F & L is a set of gambles and L a lower prevision with the domain F then the set of probabilities MðLÞ ¼ fpjE p ½f P Lðf Þ for all f 2 Fg is always a convex set of probabilities. We will say that such a set is representable with the set of gambles F. In particular, interval probabilities as well as partially determined interval probabilities are a special case of the more general lower previsions, where the representing sets of gambles are the gambles of the form
In the case of completely determined interval probability A ¼ 2 X , while in the case of probability intervals A consists of the indicator sets of singletons.
Markov chains with interval probabilities
In this section we set up the models of imprecise Markov chains that employ different classes of interval probabilities, i.e. completely determined interval probabilities, partially determined interval probabilities, probability intervals; and more general lower previsions. The representation of these models is possible with matrices, so it is similar to the usual representation of Markov chains in the precise case, but at the same time allows very general imprecise probability models.
In Section 2 we described the basic idea of imprecise Markov chains. The choice of different types of interval probabilities or more general lower and upper previsions now determines the representation of the sets corresponding to steps of the Markov chain. In general, a (partially determined) interval probability consists of the lower an the upper probabilities which are both real valued maps on not necessarily coinciding families of subsets of X. We will additionally assume that the lower probability already sufficiently determines the interval probability, as, for instance, is the case with F-fields which are of our main interest. So for every set A whose upper bound is given we will assume that the lower bound for A c is also given which equivalently determines the upper bound.
Alternatively, instead of a collection of subsets of X, a collection of gambles can be given, which allows descriptions of more general sets of probabilities. But while any collection of subsets of a finite set X is finite too, a collection of gambles can be infinite. Though, in the continuation we only consider finite 3 collections of gambles, so that we can write F ¼ ff 1 ; . . . ; f r g. If we are talking about classical interval probability then r is of course equal to 2 m À 2 which corresponds to the number of all sets subtracted by 2 because LðXÞ ¼ 1 and Lð;Þ ¼ 0 are permanent constraints. Once the order of the gambles is fixed, we can list the lower bounds Lðf i Þ in the same order. So the lower probability can be represented in the form of a vector of lower bounds:
. ; Lðf r ÞÞ:
A similar representation is possible for the set of transition matrices. According to this representation, each row of the imprecise transition matrix is an interval probability, and therefore its lower bound can be represented by a row of length r, which denotes the number of representing gambles. Thus, an interval transition matrix can be represented in the form of m Â r matrix:
. . .
3g. There are six non-trivial subsets of X, which we denote by A 1 ¼ f1g; A 2 ¼ f2g; Further we represent the interval transition matrix P by a matrix with three rows and six columns, each row representing an element i and the values in the row representing the interval probability P i through its lower probability L i . Take for example the matrix In the next section we will show how to obtain the lower probability at the second step, given the lower bounds L and P L .
The model provided by Kozine and Utkin [13] or Hartfiel [10] uses intervals assigned to elementary sets only. In the language of interval probabilities this model can be considered as a PRI model, where the missing constraints can be estimated using (3) and (4). We will thus refer to this model as PRI Markov chain model.
Calculating distributions at further steps
In this section we describe and compare methods to calculate sets of distributions corresponding to further steps of an imprecise Markov chain. The methods depend on the models used to describe sets of probabilities. We first describe a general method where calculations are done with supporting functionals of the convex sets of probabilities. While, in theory, it produces exact results, it is not suitable for practical calculations, because in general it involves an infinite set of functionals. For the models with finite sets of constraints we describe two methods and compare them with respect to the accuracy and possibilities to apply in different cases. While the so called ''backward" method produces exact results, the so called ''forward" method only gives approximations. Although, in some situations only the ''forward" method can be applied; moreover, we will describe a special case where the ''forward" calculations can be translated to the usual matrix multiplications.
General convex sets
In Section 2 a general method is given to calculate imprecise probability distributions corresponding to an imprecise Markov chain. Thus we have, at least in principle, a method to obtain the sets of probabilities at future steps. However, as mentioned before, the true sets of probabilities become increasingly complex as the number of steps increases. So, for instance, even if we start with an interval probability and if rows of the transition matrix are interval probabilities, the sets at further steps may not be representable as interval probabilities. Moreover, even if the initial set and the set of transition matrices are both convex, the sets at further steps are not necessarily convex; however, Hartfiel ([10]: Lemmas 2.5 and 2.6) shows that convexity of the sets is ensured whenever the set of transition matrices is an interval. Moreover, it clearly follows from his proofs that what is really needed is that the rows of the transition matrix are separately specified. We summarise this in the following lemma. Lemma 1. Let P be a convex set of transition matrices with separately specified rows and let M be a convex set of probabilities. Then the set MP is convex.
Proof. We prove the lemma by showing that given the probabilities q and q 0 2 M and transition matrices p and p 0 2 P then,
with r 2 P.
Take j 2 X. We have (8) . Notice that ith row of r is a convex combination of some elements of P i and therefore itself a member of P i too. Since rows of P are separately specified it follows that the resulting matrix is also a member of P. h Corollary 1. Let P be a convex set of transition matrices with separately specified rows and let M 0 be a convex set of probabilities. Then M n is a convex set of probabilities for every n 2 N.
Proof. To see this, we only need to apply Lemma 1 at each step and use mathematical induction. h
The last corollary implies that the sets of probabilities corresponding to Markov chains whose initial and transition sets are representable with interval probabilities are convex. Though, even if both M 0 and every P i are representable through a given set of gambles, this is no longer necessarily true for the sets M n if n > 0.
Despite this, we may still be interested in the lower probabilities or lower previsions representable with F that bound the sets from below. This means that we are interested in the lower bounds
where M n is in general a strict subset of MðL ðnÞ Þ. The problem of approximation of the sets M n thus translates to the problem of estimating L ðnÞ .
The next proposition gives a basis to calculations of lower probabilities after one transition.
Proposition 1. Let P be a closed set of transition matrices with separately specified rows and M a set of probabilities (not necessarily convex). Then there is a p f 2 P such that inf q2M;p2P
Thus the matrix p f is independent of M.
Proof. We construct p f as follows. Let a gamble f be fixed. The set P i contains a probability ðp f Þ i such that
Let p f be the matrix whose ith row is ðp f Þ i . Now we take arbitrary probability q 2 M and p 2 P. Using linearity of mathematical expectations we get
Taking the infimum over the set M now gives us inf q2M;p2P
The above proposition is crucial to understanding the difference between the ''forward" and ''backward" calculations of imprecise matrix products. In short, the difference is that the ''forward" method calculates the new set of probabilities at each step and the ''backwards" method first calculates the new set of transition matrices, which is then used to be multiplied with the initial set of probabilities. The crucial assymmetry is that the matrix p f in (9) is independent on M, while q does depend on P. The expression that has to be minimised at further steps is then of the form q 0 p 1 . . . p n f . It follows from the above proposition that p n ¼ p f is still the right choice to minimise this expression, while the choice of q 0 is not the same any more when the right part is changed. So the elements of the first part of the expression, q 0 p 1 . . . p nÀ1 , change with every additional step; moreover the minima have to found over the increasingly complex set M 0 Á P n . Though, if new elements are added from the left hand side, the minima are always taken over the set P, which is usually far more easily tractable.
In [17, 18] an approach was presented where we consequently estimate L ðnÞ and do further calculations with the sets MðL ðnÞ Þ. This approach yields lower bounds that are in general too conservative. Another approach was presented in [7] and, for the case of probability intervals, in [10] that returns exact lower and upper bounds on the sets of probabilities. In the following we compare the two approaches.
The first approach mentioned above mimics the ordinary procedure to obtain distributions at further steps in the precise case. Thus we start with an initial set of distributions M 0 being the set of all probability distributions dominating a lower probability L ð0Þ on some domain F. It is relatively straightforward to calculate the exact lower bounds for the set M 1 ¼ M 0 Á P. By Proposition 1 for each f 2 F there exists a transition matrix p f 2 P such that L ð1Þ ðf Þ ¼ min
We could continue with the calculations as above to calculate L ð2Þ ; L ð3Þ ; . . .. Since the transition set used in the calculations remain the same, the above calculation can be made more intuitive by adopting the following notation. Let f 2 F be a gamble and suppose that every P i is representable by the set of gambles F. The column of the lower transition matrix corresponding to f is then of the form
which is a real valued mapping on X. Clearly we have that
Thus at each step we are calculating the lower expectations of the columns of the lower transition matrix P L with respect to the lower probability obtained at the previous step:
Þ ½c fr :
But the difficulty arises from the fact that M 1 is in general not the same as MðL ð1Þ Þ, because M 1 may no longer be representable by F. In fact, we have the inclusion M 1 # MðL ð1Þ Þ unless the domain F happens to be the set of all possible gambles.
This difficulty has been overcome essentially by changing the order of calculations. The above approach uses ''forward" calculations where the resulting lower probability obtained at each step is multiplied by the fixed lower transition matrix. The ''backward" calculation effectively first computes the appropriate power of the lower transition matrix and only the last step is then multiplication with the initial imprecise probability distribution. In [10] this approach is described, under the name ''Hi-Lo method", and is designed to work only for the case of probability intervals. The more general approach taken in [7] is designed to work for very general imprecise Markov models, presented in a more abstract settings using probability trees (see [6] ) and related functionals.
In the settings used here the ''backward" products can be calculated in a very similar way as the ''forward" products. Let L ð0Þ be an initial lower probability and P L the lower transition matrix. Then the (i, j)th entry of the nth power of P L ; P n L , can be recursively calculated as
where c ðnÀ1Þ f j is the column of P nÀ1 L corresponding to the gamble f j . Note also that P i ¼ MðL i Þ, where L i is the ith row of P L . The lower probability L ðnÞ corresponding to M n is then simply calculated using
Note that it is still not necessarily true that MðL ðnÞ Þ ¼ M n , but at least the lower bounds corresponding to the gambles are now exact, which is not the case with the ''forward" products. Although the ''backward" products evidently provide better estimates of the sets of distributions, there are still a few reasons to sometimes use the ''forward" products. Firstly, there is no immediate relationship between L ðnÞ and L ðnÀ1Þ when using the ''backward" products that would resemble the known relations between consecutive distributions in the precise case. This relationship can in some special cases, as described in Section 5.2, be used to calculate an approximation to the lower bounds of stationary sets of distributions. As we demonstrate in Section 8, the level of the error due to the use of not exact ''forward" products can often be considered acceptable in practical cases.
Another situation where the ''backward" products would be inconvenient is when some kind of conditioning has to be performed at each step. Such an example is the study of the limit behaviour of imprecise Markov chains with absorption (see [3] ), which is a generalisation of the problem studied in [5] . There, transition matrices of the form
are considered, where p -0 and Q satisfies a regularity condition. The corresponding Markov chain is absorbing and the limit distribution equals to ð1; 0Þ; however, if conditioning upon non-absorption is done at every step, the resulting set of conditional distributions may also converge to some non-trivial set of distributions. Thus, having a distribution of the form ða; qÞ, where a -1, the corresponding distribution conditional on not being absorbed is then equal to q 0 ¼ 1 1Àa q. Given a conditional distribution q 0 n , the distribution at the next step can be obtained as:
To find the limit conditional distribution it is necessary to do conditioning before the convergence of the powers Q n to the zero matrix takes place. This makes it difficult to directly apply the ''backward" method. However, the calculations can be easily done, also in the imprecise case, by using the ''forward" method.
Approximation with Choquet integral as a linear transformation
In this subsection we show how the ''forward" calculations can in special cases be translated into the simple matrix operations that are usual in the analysis of Markov chains in the precise case. We explicitly derive the corresponding matrix and show how it can be used to approximate sets of distributions corresponding to the steps of a Markov chain.
The calculations of lower probabilities at further steps basically require finding lower expectations of some real valued functions with respect to sets of probabilities. This is in general a linear programming problem with many constraints. When large sets are considered the calculations can become very time consuming. However, it is possible to calculate lower expectation in a much easier and less time consuming way if the corresponding set of probabilities is the structure of a 2-monotone lower probability, as described in Section 3.4. In such a case lower expectation coincides with the Choquet integral, which allows calculations in terms of linear operators. There are several imprecise probability models based on 2-monotone lower probabilities. Besides probability intervals, also some other important classes of lower probabilities, such as belief functions (see e.g. [16] ), are known to be 2-monotone.
Thus, suppose that we have an initial lower probability L ð0Þ and a lower probability matrix P L whose each row is a 2monotone lower probability. Then (10) rewrites to
where a column of the transition matrix c A j corresponds to a set rather than a gamble, since 2-monotone lower probabilities are classical interval probabilities. Similar simplifications can be made for backward products calculations. Thus (11) now becomes
where again all columns correspond to subsets of X. Finally, in order to calculate the lower probability at step n, we modify
The main difference between the roles of the Choquet integral in the above formulae is that in (13) the integrating function remains constant for all time steps while in (14) and (15) the integrating measure is constant. Concerning accuracy of the results, only the latter give precise estimates while the former, for the reasons explained before, only produces approximations. Even more inconvenient is the fact that the lower probability L ðnÞ needs not be 2-monotone even if those on the previous steps are. Estimation of the Choquet integral is still possible in this case but its value is in general lower than the lower expectation needed to be calculated. In Section 8 we give some examples that illustrate the magnitude of errors using this estimation.
Despite the obvious advantage of the ''backward" products implemented in (14) and (15) over the ''forward" products using (13) , the latter have an interesting property that the corresponding linear operator is the same at all time steps. This makes it possible to perform certain estimations in terms of matrix algebra, that is in the same way as the precise Markov chains are usually analysed. This might not be a very great advantage concerning the practical use, where having a linear computational complexity with the ''backward" products allows sufficiently efficient algorithms, but may be more useful for theoretical purposes, where instead of a sequence of operators only a single matrix has to be analysed.
We continue with the explicit derivation of the matrix corresponding to the Choquet integral. First we enumerate the non-empty subsets of X in any order such that X is in the last place. Thus we have the ð2 m À 1Þ-tuple ðA 1 ; . . . ; A 2 m À1 Þ, where A 2 m À1 ¼ X. For every 1 6 j < 2 m À 1 let p j be a permutation such that L p j ðkÞ ðA j Þ P L p j ðkþ1Þ ðA j Þ for every 1 6 k < m and the chain of subsets of X B j;k ¼ fp j ð1Þ; . . . ; p j ðkÞg:
Thus, B j;0 ¼ ; and B j;m ¼ X. To every such chain we can construct an additive probability that coincides with L ðnÞ on every B j;k with q j p j ðkÞ ¼ q j ðp j ðkÞÞ ¼ L ðnÞ ðB j;k Þ À L ðnÞ ðB j;kÀ1 Þ (see e.g. [8] , Lemma 6.1). Further let iðj; kÞ be defined so that B j;k ¼ A iðj;kÞ . Let e L be the vector of their lower probabilities corresponding to a lower probability L: e L ¼ LðA 1 Þ; . . . ; LðA 2 n À1 Þ ð Þ . We will now construct the matrix of the mapping e L ðnÞ # e L ðnþ1Þ . From (7) and the construction of q j we derive that c A j dL ðnÞ ¼ E q j ½c A j . Using this, we rewrite (13) for any A j -X into the form: The ð2 m À 1Þ Â ð2 m À 1Þ matrix M ¼ ðm i;j Þ corresponding to the mapping e L ðnÞ # e L ðnþ1Þ is now the matrix with entries m iðj;p j ðkÞÞ;j ¼ L p j ðkÞ ðA j Þ À L p j ðkþ1Þ ðA j Þ; 1 6 k < m; 1 6 j < 2 m À 1 m iðj;p j ðmÞÞ;j ¼ m 2 m À1;j ¼ L p j ðmÞ ðA j Þ; 1 6 j < 2 m À 1 m i;2 m À1 ¼ 0; 1 6 i < 2 m À 1 m 2 m À1;2 m À1 ¼ 1;
iiðj; p j ðkÞÞ for every k ¼ 1; . . . ; 2 m À 2:
Thus, M has the following structure:
where b is the vector of minimal column elements of the lower transition matrix P L . If now e L ðnÞ is the vector of lower probabilities at step n obtained through (13) then e L ðnþ1Þ ¼ e L ðnÞ M.
Despite linearity of the proposed method, it is only suitable for small values of m for actual calculations, because the size of the matrix M grows exponentially with m. Although in such a sparse matrix the number of non-zero elements is more relevant, which in our case grows slower, but still exponentially in m.
Invariant distributions
Invariant distributions under transition operators have a very important role in the classical theory of Markov chains, especially in the connection with limit distributions. In a manner similar to replacing single initial and transition probabilities with sets of those, single invariant distributions must be replaced with invariant sets of distributions when imprecise Markov chains are considered.
In this section we study properties of invariant sets of distributions. First we prove that every imprecise Markov chain has at least one invariant set of distributions. This result was also proved by Hartfiel [10] , who, though, did not study invariant sets of distributions into more detail except for the purpose of convergence. Additionally we prove that the largest invariant set is unique. Further we give some results concerning the existence of invariant sets, their closure and monotonicity. Finally we define a class of so-called quasi invariant sets of distributions induced by the ''forward" operators, that, as described in previous sections, only approximate the true sets of distributions. Quasi invariant sets could thus in some cases serve as approximations of true invariant sets of distributions.
The invariant set of distributions
We begin this subsection with a generalisation of the concept of invariant distribution. In the classical theory an invariant distribution of a Markov chain with transition probability matrix P is any distribution q such that q Á P ¼ q. If additionally the transition matrix is regular then it has a unique invariant distribution to which distributions at consecutive steps converge in time. Similar results can also be shown for the case of Markov chains with interval probabilities.
Let us begin with the definition of an invariant set of distributions. Let P be a set of transition matrices. Then a set of distributions M is said to be an invariant set of distributions whenever M ¼ fq Á pjq 2 M; p 2 Pg:
This means that this set is invariant for the set operator
M#M Á P:
It is a well known result from the classical theory that every stochastic matrix has at least one invariant distribution. We shall prove that the same also holds for any imprecise transition matrix; moreover, a unique largest invariant set of distributions corresponds to every set of transition matrices. This will be a consequence of the following result: Proof. We start with proving (i). We proceed by induction on n. Suppose that M n # M nÀ1 . Then we have M nþ1 ¼ M n Á P # M nÀ1 Á P ¼ M n , as required. The proof of (ii) is almost the same. h Corollary 2. Let P be a set of transition matrices and M 0 any initial set of distributions. Further let M 1 ¼ M 0 Á P # M 0 or M 1 ¼ M 0 Á P M 0 . Then there exists the limit set
Moreover, the set M 1 is invariant for P.
Proof. It follows by Proposition 2 that the sequence of sets fM n g forms a chain. Therefore it has a limit that is equal either to S 1 i¼1 M i or T 1 i¼1 M i respectively, depending on the chain being increasing or decreasing. To see that M 1 is invariant we can assume that it is the limit of an increasing sequence. Take any q 2 M 1 and p 2 P. Then q 2 M n for some n 2 N, and therefore q Á p 2 M nþ1 # M 1 . So M 1 Á P # M 1 . To prove the converse inclusion note that every q 2 M 1 also belongs to some M nþ1 , which by definition consists of the products q 0 Á p where q 0 2 M n and p 2 P. But
It is very similar to verify that the limit of a decreasing sequence is invariant. h
The next proposition shows that the closure of a set of distributions that is invariant for a closed set of transition matrices is again an invariant set of distributions for the same set of transition matrices. Proof. Consider the continuous mapping ðq; pÞ#q Á p, mapping the set ðM; PÞ to M. Then the closure ðM; PÞ ¼ ðM; PÞ maps to M which is equivalent to saying that M is invariant for P. h
To prove uniqueness of the largest invariant set of distributions we will need the following. Further let M 1 be the limit set (17) and M 0 an invariant set of distributions.
Proof. If in (i) the sequence fM n g is increasing or if in (ii) it is decreasing, the inclusions follow directly from the definitions. Now assume the case (i) with the decreasing sequence fM n g. We proceed by induction on n. Suppose that M 0 # M n . Then clearly M 0 ¼ M 0 Á P # M n Á P ¼ M nþ1 , where the first equality follows from the invariance of M 0 and the last one from the definition. Thus M 0 # M n for every n and therefore also M 0 # T 1 n¼1 M n ¼ M 1 . The verification of the remaining case is also very similar and therefore omitted. h
The proof of the existence of the largest invariant set of distributions is now immediate.
Corollary 3. Let P be a set of transition matrices and let M 0 ¼ K be the set of all probability distributions on X. Then the limit M 1 of the sequence (1) is the largest invariant set of distributions.
Proof. It follows immediately from Proposition 2 that M 1 is an invariant set. Let M 0 be another invariant set. Since M 0 is the set of all distributions it must be that M 0 # M 0 which, by Proposition 4, implies that M 0 # M 1 . h
The largest invariant set of distributions may not be the only invariant set but, as will become clear in the continuation, it is unique if the set of transition matrices satisfies certain regularity conditions. Before proceeding to uniqueness we define a class of quasi invariant lower probabilities arising from the approximation operators.
Quasi invariant lower probabilities
In the previous sections we also defined some other ''forward" product operators that give in general inexact approximations of the lower bounds on further steps. Correspondingly we can define the concept of invariant lower probabilities with respect to those operators. Thus we can say a lower probability L with the domain F is an invariant lower probability with respect to the lower probability matrix P L whenever for every gamble f 2 F Lðf Þ ¼ E MðLÞ ½c f :
In an even simpler equation form, a definition of an invariant lower probability with respect to the Choquet integral can be given. We will say a lower probability L is the Choquet invariant lower probability with respect to the lower probability matrix P L if LðAÞ ¼ c A dL for every A # X. Taking into consideration that the above is in fact a matrix equation, it is actually possible to obtain an approximation to the lower bound of the invariant set of distributions by finding a left eigenvector of the matrix (16) corresponding to the eigenvalue 1.
Convergence to equilibrium
In this section we give some general results on the convergence of imprecise Markov chains under very weak assumptions, so we do not even require convexity of the sets of probabilities. First we study the existence and uniqueness of minimal invariant sets that are analogous to the maximal invariant sets defined in the previous section. For a class of regular sets of transition matrices the two sets are shown to coincide, which implies unique convergence for imprecise Markov chains with sets of transition matrices belonging to this class. This final result is analogous to the convergence results given by Hartfiel [10] and de Cooman et al. [7] . However, the method that we use here differs substantially from those used by the authors cited above. Moreover, we clarify the relation between the minimal and maximal invariant sets of distributions in the case where convergence is not unique.
Regular imprecise Markov chains
One of the most important results concerning convergence of classical Markov chains is the Perron-Frobenius theorem which states that if the transition matrix of a Markov chain is regular then it has a single invariant distribution, which is also the limit distribution. A classical transition matrix P is regular if for some r the power P r contains only strictly positive elements, which means that every state is reachable from every other state in r steps.
The concept of regularity does not depend on exact probabilities but rather on which of them are zero and larger than zero respectively. Therefore an obvious generalisation to the imprecise case would be the following. An imprecise Markov chain is regular if for some r all the elements of the set of matrices P r only contain strictly positive entries. This then has the same implication as in the precise case that every state is reachable from every other state in r steps. In [18] the concept of regularity was generalised to Markov chains with interval probabilities, and it was shown that regular sets of transition matrices are contractions in the Hausdorff metric between sets of probabilities, which made it possible to use Banach fixed point theorem to show convergence.
Hartfiel in his work [10] uses a more general property that assures unique convergence of Markov chains, and also Markov set-chains. A transition matrix or a set of matrices is called scrambling if it is a contraction either on the set of vectors or on the family of closed sets of vectors in the case of sets of matrices. In both cases this property assures unique convergence. A further generalisation of convergence theorems was made by de Cooman et al. [7] who show unique convergence for a class of regularly absorbing imprecise Markov chains.
Minimal invariant sets of distributions
We have shown in Corollary 2 that given an initial set M 0 such that M 1 ¼ M 0 Á P is either a subset or a superset of M 0 , the limit set M 1 exist and is an invariant set. Using this we showed the existence of the largest invariant set of distributions in Corollary 3. Next we show the existence of a minimal invariant set, and additionally, that such a minimal set is unique under a weak regularity assumption.
Proposition 5. Let q be a probability distribution and P a set of transition matrices such that q Á p ¼ q for some p 2 P. Starting with the initial set of distributions M 0 ¼ fqg the sequence (1) converges to an invariant set of distributions, and this set is a minimal invariant set, with respect to set inclusion, that contains q.
Proof. We have q Á p ¼ q and therefore q 2 M 0 Á P ¼ M 1 . Thus, M 0 # M 1 whence by Corollary 2 the convergence of the sets follows. h It is possible however that an invariant set of distributions does not contain any invariant sets of particular matrices in P as shown by the next example.
. The unique invariant distribution of the matrix p ¼ 0 1 1 0 is equal to (0.5, 0.5). However, also the set of distributions {(0, 1), (1, 0)} is clearly an invariant set for P.
The following lemma shows that in the case where the set of transition matrices contains at least one regular matrix there exists a unique minimal closed invariant set with respect to set inclusion, and this set contains the invariant distributions corresponding to the regular matrices in P.
Lemma 2. Let P be a set of transition matrices that contains at least one regular matrix. Then there exists a unique closed invariant set of distributions M 1 with the following property. If M is another closed invariant set of distributions then M 1 # M.
Moreover, M 1 contains the invariant distributions of all regular matrices in P.
Proof. Let p be a regular transition matrix in P and q its unique invariant distribution. Let M 0 ¼ fqg. By Proposition 5 the limit M 1 of the sequence (1) starting with M 0 is the minimal invariant set containing q. The closure of this set is then the minimal closed set of distributions containing q. Now showing that q belongs to every closed invariant set of distributions will complete the proof. Take any closed invariant set of distributions M. By the definition of invariance, the sequence fq 0 p n g n2N , for any q 0 2 M, must be contained in M and because of its closure it must therefore also contain the limit of this sequence, which is q. Thus, q 2 M and therefore M 1 # M as required. h
It should be noted that the existence of a minimal invariant set of distributions crucially depends on closure requirement. To see this consider the following example. :
Let p denote the second matrix in P, and its unique invariant distribution is (0.5, 0.5). Starting with any other initial distribution q we obtain the following family of invariant sets of distributions M q ¼ fq; q Á p; q Á p 2 ; . . . ; q Á p n ; . . .g, whose intersections are in general empty. But their closures all contain (0.5, 0.5), which is then the only element of the intersection of all these sets and thus {(0.5, 0.5)} is the minimal closed invariant set for P.
Let M 0 and N 0 be sets of probabilities. Consider the set S 0 ¼ aM 0 þ bN 0 , where a; b P 0 and a þ b ¼ 1, and the sequences of sets fM n g n2N ; fN n g n2N and fS n g n2N as in (1) . Since for every q 2 M; r 2 N and p 2 P we have ðaq þ brÞp ¼
Consequently, if all the above sequences converge then we have that
Using the above inclusion we can prove the following theorem about the uniqueness of invariant sets for regular sets of transition matrices.
Theorem 1. Let P be a closed regular set of transition matrices. Then it has a unique closed invariant set of probabilities.
Proof. First, it is clear that any set of distributions invariant for P is also invariant for P r . Thus, let r be such that P r only contains strictly positive matrices. Further, let K be the set of all probability distributions on X. It is also obvious that KP r only contains strictly positive probability vectors with strictly positive components. By Corollary 3 and Lemma 2, the largest and the smallest closed invariant sets of distributions exist, which we denote by U and L respectively, where of course L & U holds. They are the limits of the sequences (1) starting with K and fqg respectively where q is the invariant distribution of some p in P.
But then there is an 0 < a < 1 such that aK þ ð1 À aÞfqg KP r ¼: M 0 : Now take N 0 ¼ aK þ ð1 À aÞfqg. Clearly the sequence fM n g n2N , starting with M 0 , converges to U. It is also clear that the limit N 1 exists. But (18) implies that N 1 # aU þ ð1 À aÞL and since N 0 M 0 we must have that
To complete this section with a convergence result, we use the following definition for a limit set. Let M 0 be any initial set of distributions and fM n g n2N the sequence given by (1). We define
Clearly, in the case of monotone sequence fM n g n2N the set (19) coincides with the closure of the limit set of the sequence. In general case we have the following.
Theorem 2. Let P be a closed regular set of transition matrices and M 0 a set of probability distributions. Then the limit set M 1 defined in (19) is the unique closed invariant set of distributions.
Proof. As uniqueness follows from Theorem 1, we only have to show that it is an invariant set. First, the set is non-empty because it contains all unique invariant distributions of matrices in P.
The set M 1 is the intersection of an infinite monotone chain of sets satisfying the conditions of Corollary 2 and is therefore an invariant set, and as an intersection of closed sets itself a closed set too. h
Numerical examples
In this section we give two numerical examples to demonstrate the differences between the given approaches to calculating sets of distributions at consecutive steps and invariant sets of distributions. The approaches are first divided into two classes, the first one estimates sets of distributions using ''forward" calculations and the second one uses ''backward" calculations. It has been proved in [7] that backward calculations lead to exact results while forward calculations only present approximations, which sometimes can be calculated in a more convenient form.
In Example 1 the lower transition matrix was P L ¼ 
The following tables show the differences between the lower probabilities after 1, 10 and 30 steps using backward products (BP), forward products (FP) and the linearisation via Choquet integral (C). In the right most column the maximal difference (MD) between approximated and the true lower probability (BP) is given.
Set MD
Step The eigenvector of the matrix M (20) corresponding to the eigenvalue 1 and such that its last component is equal to 1 can be found directly and is equal to ð0:2321; 0:2000; 0:5813; 0:2444; 0:6250; 0:6000; 1Þ:
In this example the probability space contains only three states, which causes every coherent lower probability to be 2monotone, and therefore the results obtained using the forward calculations coincide with those obtained by the Choquet integral, and they are both slightly inaccurate.
In the next example we consider a probability intervals Markov chain on a probability space with four states whose lower and upper transition matrices are: Starting with the set of all probabilities the probability intervals (lower bounds (L) and upper bounds (U)) after 1 and 10 steps using using backward products (BP), forward products (FP) and the linearisation via Choquet integral (C), and the maximal distance (MD) is given in the last column.
State MD 1 2 3 4
Step 1 (L) BP 0.0500 0.0000 0.1000 0.0500 FP 0.0500 0.0000 0.1000 0.0500 0 C 0.0500 0.0000 0.1000 0.0500 0
Step The limits after more than 10 steps remain almost the same. We can again observe that the results obtained by the forward calculations and those using the Choquet integral coincide and that they are both slightly inaccurate. However, the level of inaccuracy is relatively small compared with the imprecision of the matrices.
Conclusions
We have shown that Markov chains where initial and transition probabilities are not precisely known can be presented in similar ways as those given precisely, that is by means of matrix algebra. However, their calculations in general involve solving a series of linear programming problems. We compared two approaches, the so called ''forward" and ''backward" calculations. While the latter produce exact results, can the former be simplified to the extent that approximations can be found using the usual matrix calculations, in particular, the problem of finding the limit set of distributions, can be approximately solved by finding an eigenvector of a matrix. Numerical examples suggest that the level of errors of the approximations is often acceptable in comparison with the imprecision of the input parameters.
Further, we have studied the existence and properties of invariant sets of probabilities. While the largest invariant set always exists, the existence of the smallest invariant set depends on some regularity conditions on the set of transition matrices. Both sets are shown to coincide under additional regularity conditions, and in this case the sets of probabilities corresponding to steps of a Markov chain converge to the unique invariant set.
Several interesting questions still remain open. One of them is whether the regularity conditions also assure the convergence of the ''forward" approximations. In the case where invariant sets of distributions are not unique it would be interesting to study the properties of the possible invariant sets and their relations to the possible limit sets.
