We analyze performance properties of list scheduling algorithms under various dynamic assumptions and different levels of knowledge available for scheduling, considering the case of unit execution time tasks. We focus on bounds for the ISF (immediate successors first) and MISF (maximum number of immediate successors first) scheduling strategies and show the difference from other bounds obtained for the same problem. Finally, we present case studies and experimental results to assess the average behavior.
Introduction
A scheduling problem is called static if all information required to develop a feasible (optimal or non-optimal) schedule is available before the first task is actually processed. This means that the number of tasks, their processing times, and precedence constraints are known in advance. When dealing with such problems, we may proceed in two steps: first create a schedule for all tasks, and then execute them according to the schedule. This first phase is also often referred to as off-line scheduling. In contrast to this, a scheduling process is called on-line if the schedule is constructed on the fly together with the execution of tasks. This is typically the case if the total set of tasks or task parameters is not known in advance, but knowledge about new tasks becomes available during or after the execution of already known tasks. Scheduling is then only possible for the tasks we have already knowledge of, i.e. it can only be done on the basis of a limited planning horizon; if new tasks arrive, the current schedule has to be updated appropriately. In some cases a static aspect would appear, for example, if upon arrival of a new task its exact processing time and dependencies to other already present tasks are available. In the case that only probabilistic information (for example about the processing time) is available, we talk about a stochastic scheduling problem; this case is not considered here.
In this paper we consider on-line scheduling of unit execution time (UET) tasks. We distinguish several levels of knowledge about newly arriving tasks and analyze performance guarantees of list scheduling algorithms under various dynamic assumptions. We show that, depending on the available knowledge, the well-known GrahamÕs bound can be improved. We distinguish three levels of knowledge available for dynamic scheduling.
Level I. At each point of time we have knowledge about the tasks that are ready to be started. We also know the duration of tasks (we restrict ourselves to UETs). Though new tasks can arrive at any moment, tasks are started at integer times.
Level II. In addition to level I, the information whether or not immediate successors of each ready task exist is available.
Level III. In addition to level I, the number of immediate successors of each ready task is known.
For analysis of the performance we make four different assumptions: Assumption 1. The information of level I is available for analysis.
Assumption 2. The total number of tasks and the length of the longest chain in the task system are also available.
Assumption 3. The total number of tasks and the ratio of tasks without successor and tasks with immediate successors are available.
Assumption 4. The total number of tasks, number of tasks without successors and the length of the longest chain in the task system are available.
To motivate the introduction of the levels of knowledge available for dynamic scheduling (especially levels II and III) we can consider a scheduling of processes that spawn other processes. A parallel program can be represented by a dynamic precedence task graph (dynamic spawn task graph) that is constructed at run time. In such a model the set of tasks is not known exactly in advance. Each node can be considered as a process (an instruction or a group of instructions) that is able to spawn other processes. In this case the precedence relation between tasks is interpreted as spawn precedence. T i 0 T j means that during the processing of T i , T j is being created. In this paper we assume that T j can be started only after T i is completed.
A process can create child processes dynamically via, for instance, the fork() system call. These in turn can create further child processes and so on. The knowledge of the number of immediate successors of each process becomes very important especially for distributed programs that use the spawn system call intensively. For instance, Mosix [1] , a software package that enhance the Linux kernel with cluster computing capabilities, considers a number of such descendant processes to justify migration of the parent process for load balancing.
To estimate and verify the quality of a schedule obtained during the dynamic execution of the task system and to calculate performance bounds we perform an analysis under the above assumptions. Additional knowledge such as the total number of tasks, number of tasks without successors and the length of the longest chain in the task system could help to verify its worst case behavior and justify a particular choice of algorithm. Such an information can be obtained for instance by performing a postmortem analysis, by the prediction performance analysis on the PRAM, or by the analysis of task graphs on an unbounded number of processors.
Section 2 introduces the notation of scheduling problems. In Section 3 we review some known results for the deterministic case of scheduling of UET tasks with arbitrary precedence constrains on a set of identical processors, subject to minimizing makespan. Furthermore we show some new results that consider the length of the longest task chain in the precedence graph. In Section 4 we discuss algorithms for the same problem under different levels of knowledge available for scheduling. In Section 5 we present some experimental results.
Notation
Following the notation given in [2] for deterministic scheduling problems, we denote by T ¼ fT 1 ; . . . ; T n g the set of n tasks. Assume that the order in which the tasks can be processed on m identical processors P 1 ; . . . ; P m is restricted by some precedence relation 0 over the set T. Furthermore, non-preemptive scheduling is assumed. Generally we deal with greedy schedules, i.e. in which tasks are assigned to processors as early as possible. This strategy does not allow a processor to be idle as long as there are tasks available for processing.
There are several possibilities to define schedules formally. For the problem types considered here it would suffice to specify for each task the processor it is processed on, and the start time. For our purposes, however, the following definition appears to be more suitable. A schedule is defined as a function S : R P 0 ! ðT [ fegÞ m , where e, the idle processor, is used to express the situation that a processor does not process any task, and SðtÞ ¼ ðT a 1 ; . . . ; T am Þ with T aj 2 T [ feg for j ¼ 1; . . . ; m, specifies the tasks assigned to processors P 1 ; . . . ; P m at time t. Let t 0 < t 1 < Á Á Á < t f be the points of time where function S changes. We refer to the interval ½t i ; t iþ1 Þ as the ith (time) slot of S. Obviously, S is uniquely specified by the sequence Sðt i Þ j i ¼ 0; . . . ; t f À1 . W.l.o.g. we assume that the first slot starts at time t 0 ¼ 0. t f is referred to as the length or makespan of S, denoted by CðSÞ or shortly by C.
In the special case that tasks have unit processing times, the ith (time) slot is ½i; i þ 1Þ.
The general objective in this paper is to find a schedule that executes the given set of tasks in minimal possible time (scheduling problem with minimizing makespan criterion). In the short three-field notation machine jtaskj criterion proposed by Graham et al. [3] and Bła_ z zewicz et al. [4] , this problem is characterized as P jprec; p j ¼ 1jC max .
Before going into details we make some general remarks well known in the theory.
Since exact algorithms such as branch and bound, dynamic programming and other enumerative techniques are very time consuming for most problem classes (to which practical problems usually also belong), one may apply heuristic algorithms. These allow generating solutions in reasonable time, even for large problem instances, but, except for specific cases, there is no general way to make a statement about the quality of the solution. Another approach is list (or priority driven) strategies by which we consider algorithms that assign priorities to the tasks. The tasks may be understood as being arranged in the list in decreasing order of their priorities. A processor becoming idle ''grabs'' a task of the highest priority from the list in a greedy way. It is obvious that list algorithms are not optimal in general; therefore a careful analysis of the property of the priority assignment informing about their worst case performance would be useful.
Let I be a problem instance for P jprec; p j ¼ 1jC max , and let S opt ðIÞ be an optimal schedule for I with makespan C opt ðIÞ. For a list algorithm A, let S A ðIÞ be the corresponding schedule with makespan C A ðIÞ. With r A ðIÞ ¼ C A ðIÞ=C opt ðIÞ we denote the performance ratio of algorithm A for instance I. To measure the overall quality of A we define the performance of A by r A ¼ supfC A ðIÞ=C opt ðIÞ j I is a problem instanceg:
We may sometimes wish to know how accurate list algorithms are in general. For the minimizing makespan criterion, for example, let C w ðIÞ denote the longest makespan of a schedule obtained by applying any list algorithm on an instance I. The worst case behavior of list algorithms, denoted by r w :¼ supfr A j A is an arbitrary list algorithmg;
gives an upper bound on the performance of any list algorithm. By C w ½C opt we denote the length of an arbitrary greedy [respectively: optimal] schedule.
For analyzing some given schedule S, the following notation may be useful: At some time t P 0, the number of tasks being processed is denoted by n t , and z t :¼ m À n t is the number of idle processors at time t. An idle interval is an interval during which some processor does not process any task. Recall that in a greedy schedule, an idle interval can only occur if no task is available for processing. Let z ¼ P z t denote the sum of lengths of idle intervals in the schedule within the time span 0 (start time of the schedule) and C max (end of the schedule). Likewise, z opt , z A and z w are the corresponding respective sums for an optimal schedule, a schedule generated by algorithm A, and a general greedy schedule.
Given an instance, we denote by L c the longest chain in the precedence graph, and by l c its length.
Properties of the deterministic case
To construct an optimal off-line schedule, we may apply an exact algorithm. For example for P jprec; p j ¼ 1jC max , if prec is an in-tree or out-tree, HuÕs level algorithm [5] is optimal and of linear time complexity. El-Rewini et al. [6] consider an algorithm for scheduling interval-ordered tasks on an arbitrary number of processors. The properties of interval orders make it possible to apply a simple greedy algorithm that calculates the number of immediate successors as a priority. It leads to an optimal schedule when all tasks have the UET. This algorithm solves the P jinterval-ordered; p j ¼ 1jC max for interval order (V,E) in OðjEj þ jV jÞ time (see also [7] ). Chen and Liu [8] and Kunde [9] discussed the performance of the level algorithm when applied to general precedence graphs. For two processors and general precedences (i.e. P 2jprec; p j ¼ 1jC max ), the problem can be solved in quadratic time [10] . Garey and Johnson [11] devised an optimal algorithm for the same problem. If the precedence relation is of bounded width k (i.e. each subset of k þ 1 tasks has at least one pair of dependent tasks) the problem P jwidth-k; p j ¼ 1jC max can be solved in Oðn k Þ time [12] . We know, however, that the more general problem P jprec; p j ¼ 1jC max is NP-hard, hence, one way to get solutions in reasonable time is to apply approximation algorithms. For list scheduling algorithms Graham [13] showed that the performance bound r ¼ C list =C opt is 2 À 1=m. The application of the critical path algorithm to solve P jprec; p j ¼ 1jC max has been analyzed by Kunde [9] , and the following bound have been proved: r ¼ 2 À ð1=m À 1Þ for m P 3. The algorithm given by Braschi and Trystram [14] is slightly better, its bound is r ¼ 2 À ð2=mÞ À ððm À 3Þ=ðm Á C max ÞÞ for m P 3. Regarding the time complexity of scheduling algorithms we have to emphasize that even the problem Pmjprec; p j ¼ 1jC max (with a fixed number of processors) is still of unknown time complexity despite the fact that many papers have been devoted to solving various cases of precedence constraints (see [2] for more details).
In the following we summarize some simple known properties of optimal and greedy schedules under the deterministic assumption and discuss a strategy that appears to be useful for dynamic cases. We restrict ourselves to the case of UETs. For any arbitrary schedule it is obvious that C ¼ ðn þ zÞ=m, where z is the sum of lengths of idle intervals in the schedule.
Define the layer function k : T ! N 0 as in [5] recursively by kðT Þ ¼ 1 if T has no predecessors, and kðT Þ :
where l c is the length of the longest chain in the task system. Refer to K i as the ith layer. The layer and co-level are coincided for UET task system. We start our analysis by considering a simple scheduling algorithm.
Primitive strategy. Schedule the tasks of each layer separately: starting with the first layer, the tasks of K 1 are assigned arbitrarily in a greedy way to the processors. The number of time slots required for the tasks of K 1 is dn 1 =me. Then the tasks of K 2 are assigned by starting a new time slot, and so on.
Notice that precedences will not be violated by this strategy. Furthermore, for each layer 1; . . . ; l c , there will be at most one time slot that is not completely filled with tasks, i.e. has between 1 and m À 1 idle processors. Suppose the number n i of tasks the ith layer K i is smaller than or equal to m. Then the primitive strategy algorithm fills the tasks of K i in a single time slot, thus using n i processors, and leaves m À n i processors idle. On the other hand, if n i > m, the algorithm fills bn i =mc slots completely. If there are some tasks left (i.e. if n i mod m > 0Þ, then an additional slot will be used for the remaining n i mod m tasks; this slot has m À ðn i mod mÞ > 0 idle processors.
Obviously a schedule constructed by this algorithm will not necessarily be greedy. The reason is that the number of tasks in a layer is not an integer multiple of m in general, and the primitive strategy does not take tasks from the next layer. In the attempt to improve the schedule, depending on the structure of the precedence relation and the order in which the tasks of a layer are scheduled, we might be able to shift some of the tasks of a layer to an earlier time in the schedule. Hence, the length of a greedy schedule is less than or equal to the length of a schedule obtained by the primitive strategy. Lemma 1. The following facts are known (see, e.g. [15] ): (1) For any instance of P jprec; p j ¼ 1jC max , the number of z w idle intervals in any greedy schedule is limited by l c ðm À 1Þ.
Consider a schedule generated by the primitive strategy and the corresponding greedy schedule. Since at most one time slot with idle intervals can occur for each layer, the sum of idle intervals is z w 6 l c ðm À 1Þ. If C w ¼ l c , then the schedule is already greedy, and each slot has at least one task (that of the chain L c ). If C w > l c then there must be a layer K i with n i > m. In this case, the constructed schedule is not necessarily greedy, and some of the tasks of the next layer might be shifted to an earlier time in the schedule. Denote by S i the sequence of time slots used by the primitive strategy for the tasks of K i ; i ¼ 1; . . . ; l c . If S i has an idle interval, processing a task of K iþ1 in S i would decrease the number of idle intervals in S i , but increase the number of idle intervals in S iþ1 . Thus, making the schedule greedy will not increase the total length of the schedule, and hence the upper bound l c ðm À 1Þ remains the same for greedy schedules.
With C w ¼ ðn þ z w Þ=m and z w 6 l c ðm À 1Þ, we get C w 6 ðn þ l c ðm À 1ÞÞ=m ¼ ðn À l c Þ=m þ l c , that is similar to BrentÕs lemma [16] 
Since z w 6 l c ðm À 1Þ and z opt P 0, the maximum difference is l c ðm À 1Þ=m.
Scheduling under dynamic assumptions
According to the levels of available knowledge about the task system introduced in Section 1, we distinguish different algorithms and perform their analysis under the various assumptions. [15] .
Level I
Analysis under Assumption 2. We next adopt Assumption 2 and estimate r w . Based on the known parameters n and l c we are able to derive a more accurate performance bound of any greedy strategy. Fig. 1 shows the dependency between r w and the number m of machines. It shows that there is a trade-off for a given value of m, which depends on the number of tasks and the length of the critical path. Fig. 2 shows the performance bound for task graphs with different l c , when the number of machines m varies.
Levels II and III
In this section we study two algorithms that use additional information about the immediate successors of ready tasks: The first algorithm uses the fact of existence of immediate successors. The second algorithm takes the number of immediate successors into consideration. We show that the performance guaranties of both algorithms are the same.
Immediate successors first (ISF) algorithm. Let us now assume that at each point of time we have additional knowledge about the fact of the existence of immediate successors of all ready tasks. The following algorithm makes use of the available information by giving tasks with immediate successors a higher priority as compared to those without successor.
Algorithm 1 (ISF algorithm).
Maintain two lists of current available tasks: one contains the tasks with immediate successors, and the other those without successors. The tasks of the first list are processed prior to the tasks of the second list. If the processing of a task T is started, it is erased from the list. Upon completion of the task T its immediate successor tasks become available and are entered in the corresponding list according to the existence of their immediate successors.
begin Let Q >0 and Q ¼0 be the lists of tasks that are ready to be started, with and without immediate successors, respectively; repeat for each completed task do Insert its ready immediate successor tasks in Q >0 or Q ¼0 , according to the existence of their immediate successors; -a task is ready if all its immediate predecessors are completed Assign the first task T from Q for processing, and remove T from Q; until Q is empty; end; Analysis under Assumption 1. The advantage of ISF and MISF as compared to an arbitrary greedy strategy (as can only be applied in case of Assumption 1) is that the execution of a task with no successor is delayed until there are not enough other tasks to fill a whole time slot. To see that the bound of Theorem 1 is tight for the levels II and III, consider the following example: let q be an arbitrary integer, and be given m chains, each of length ðm À 1Þq, and one chain of length mq. The total number of tasks is m 2 q, and it is possible to schedule the tasks optimally in mq time. Notice that l c ¼ n=m. Since all tasks, except the last m þ 1 tasks of the chains, have exactly one immediate successor, the algorithm could start with the tasks of the shorter chains and execute them except the last m ones. This takes ðm À 1Þq À 1 time slots.
Then ISF or MISF processes the tasks of the long chain, altogether with the m remaining tasks of the short chains; this requires mq time slots. So altogether we get a schedule of length ðm À 1Þq À 1 þ mq ¼ 2mq À q À 1. With this the performance of ISF or MISF is
which tends to 2 À 1=m for large values of q. We see from this example that ISF and MISF have the same worst case bound under Assumption 1. Analysis under Assumption 2. This analysis is reduced to the analysis under Assumption 2 with available knowledge of level I.
Analysis under Assumption 3. Under this assumption additional information about the ratio of tasks without successor and tasks with immediate successors of the task graph is available.
Denote by T 0 the set of tasks without successor (out-degree ¼ 0, ''leaves''), and let T >0 :¼ TÀ T 0 the set of tasks with immediate successors (outdegree > 0, ''inner tasks''). Let n 0 :¼ jT 0 j, n >0 :¼ jT >0 j ¼ n À n 0 , and assume that n 0 and n >0 are more than 0. Let denote by s 00 the number of slots filled only with leaves.
Consider the special case where s 00 ¼ 1. In view of Lemma 1 ½Z w 6 l c ðm À 1Þ, s 00 ¼ 1 implies that the number of tasks with out-degree ¼ 0 is n 0 6 Z w ¼ l c ðm À 1Þ.
Lemma 2. If s 00 ¼ 1, then r ISF 6 ð1=1 þ rÞ þ 1 À 1=m þ 1=n, where r ¼ n 0 =n >0 is the ratio of outdegree ¼ 0 tasks and out-degree > 0 tasks.
Proof. If s
00 ¼ 1, then the tasks with out-degree ¼ 0 are processed together with L c , and the ISF algorithm gives Z ISF 6 z w À n 0 . Hence
We get for the performance ratio
i.e. using the lower bound l c for C opt ,
For example, if T 0 and T >0 have the same cardinality, then r ¼ 1, and r ISF < 3=2 À 1=m þ 1=n. Fig. 3 shows the behavior of r ISF when varying the number of machines and the number n 0 of tasks without successors, while keeping the number of tasks fixed.
Analysis under Assumption 4. If we have knowledge about the number of tasks, the length of the longest chain and the number of tasks without successors, we are able to derive better estimations for the performance of MISF and ISF.
ISF-schedules. The ISF-strategy has the property that it does not distinguish between different out-degrees > 0. In extreme, the ISF-algorithm could give all tasks of out-degree > 0 and not being in L c a higher priority. We assume that the algorithm chooses the tasks of L c at the latest possible time for processing, and let S ISF be a schedule generated by the ISF-algorithm in this way. We discuss some simple properties of S ISF .
Analyzing the sequence of time slots of S ISF , we see that there are time slots that have a task of L c (some longest chain of length l c ), and there may be other slots that have no task of L c . Consider a slot s i that has no task of L c , and assume that there is a later slot s j ðj > iÞ in S ISF that has a task T k of L c . If T k has out-degree > 0, then s i can neither have an idle interval nor can contain a task of out-degree ¼ 0, because otherwise the ISF-strategy would already have scheduled T k in s i .
As a consequence, if l c P 2, the only idle intervals that may occur in S ISF are found in those slots where a task of L c is scheduled. Notice that the number of time slots with idle intervals is bounded from above by l c .
Assume that l c P 2, and let the ðl c À 1Þth task of L c be scheduled at some time t (i.e. in slot t). Then consider the time slots from 0 to t À 1 that contain no task of L c . We know from the above discussion that in these slots, we find only tasks of out-degree > 0, and no idle tasks. With s 0 we denote the number of these time slots, i.e.
Next we claim that in the schedule S ISF we may find only tasks of degree ¼ 0 from time t þ 1 on. Suppose a task of degree > 0 is scheduled at time t 0 P t þ 1. This, however, leads to a contradiction with the assumption that the tasks of L c are scheduled with the smallest priority among the tasks with out-degree > 0, i.e. at the latest possible time.
We distinguish three kinds of slots, those containing (a) a task of L c , (b) no task of L c , and (c) only leaves. We know that l c is the number of slots, each with a task from L c , and possibly other tasks from T >0 or T 0 . Let s 0 be the number of slots with tasks from T >0 À L c . s 00 be the number of slots filled only with leaves. Obviously, C ISF ¼ s 0 þ s 00 þ l c À 1. We subtracted 1 because one slot counted in l c is filled only with leaves, and thus is also counted in s 00 . To optimize schedule S ISF , we should exchange the positions of certain tasks, but there is no advantage to shift leaves to earlier slots. Hence the number of s 00 slots in S ISF will not be smaller in an optimal schedule, and as a consequence, C opt P l c þ s 00 À 1. Proof. There are two lower bounds for C opt . The first bound can be estimated as C opt P n=m, and the other bound is C opt P l c þ s 00 À 1. Let us first derive an upper bound for r ISF by using the first upper bound for C opt P n=m. With
which gives
Notice that, because of n 0 P mðs 00 À 1Þ þ 1, this bound is better than the bound r w of Theorem 1 (see also Fig. 4) .
Next we derive an upper bound for r ISF by using C opt P l c þ s 00 À 1: Fig. 5 we see that for increasing values of n 0 , and while keeping n fixed, the performance faster approaches the lower limit 1.
Experimental studies
We present results of experiments conducted by Rodr ı ıguez Alc a antar [17] and Tchernykh to study the average behavior of the performance of MISF in comparison to ARB (an arbitrary/random list strategy), MICF (minimum co-level first), MACF (maximum co-level first) dynamic list scheduling heuristics, and HuÕs heuristic (MLF) that gives an optimal solution for trees of UET tasks. MICF is similar to FIFO scheduling that explores the task graph in a width-first manner, and MACF is similar to LIFO scheduling, i.e. a depth-first execution. The experiments analyze the average behavior of these algorithms for problem instances of P jprec; P j ¼ 1jC max . Two kinds of experiments are performed, first under the assumption of outforests, and then for arbitrary precedence constraints.
Out forests
In this section, the comparison test consists of applying dynamic heuristics to out-trees/outforests. Tree structures occur in a wide variety of applications, including some form of divide and conquer algorithms, recursive calculations organized as a tree, such as summation, p-product, algorithms for tree architectures, parallel evaluation of arithmetical expressions, assembly line scheduling problems, network unification [18, 19] , fork graphs and other. Notice that HuÕs optimal algorithm is of no use because only local information about task dependencies is available in dynamic situations.
In the simulation, we analyze out-forests with 20, 100, 1000 tasks. For each of these numbers, 100 task instances were randomly generated. Average values of some parameters of the generated set of task graphs are shown in Table 3 . The performance ratio is calculated separately for each heuristic. The mean and standard deviation of the performance ratio are measured for each test. As a measure of the solution quality, the deviation from MISF is analyzed for each of three algorithms. For a given heuristic A, the PRI deviation from the MISF is defined as average of ðr A À r MISF =r MISF Þ Â 100, and the worst deviation as maximum of PRI for the set of instances. PRI stands for the average percentage of the performance ratio improvement gained by the algorithm MISF over algorithm A.
Figs. 6 and 8 show average performance ratios for out-forests with 100 and 1000 tasks, respectively, versus the number of processors. Figs. 7 and 9 summarize the deviation of the average performance ratios of MICF, MACF and arbitrary list scheduling from MISF for out-forests with, respectively, 100 and 1000 tasks.
Notice that the behavior of the average performance ratios (see Figs. 6 and 8) are similar to the behavior of the upper bounds claimed in Theorems 1 and 2 for arbitrary list scheduling and MISF. The performance ratio and improvement increase as the number of m increases up to the number of processors m % n=AVGðl c Þ, where AVGðl c Þ is the average length of longest chains in the instances (see Fig. 4 , where the peak of the bound is reached for m ¼ n=l c ). After the peak the ratio decreases and tends to 1 while m gets close to maxðn i :¼ jK i j; i ¼ 1; . . . ; l c Þ, where n i is the number of tasks in the ith layer. The latter reflects the fact that, as the number of processors increases, fewer tasks will be delayed due to processor limitation, and hence for sufficiently many processors, every greedy heuristic gives an optimal solution (or very near optimal on average). Table 1 summarizes performance ratios and percentages of their standard deviations. We see that MISF gives more stable results with the smaller standard deviations as compared to the other heuristics. Notice that the deviation of MISF from optimal is at most 0.6% and remains almost optimal for the different problem sizes.
From Table 2 we conclude that MISF gives up to 9.75%, 18.08%, and 24.91% of the maximal improvement over other heuristics for respective 20, 100, and 1000 tasks in the graphs. Moreover, on average for different number of machines, it gives up to 7.56% of the improvement.
The worst deviation of MICF, MACF, and ARB from MISF reaches slightly more than 20%. It increases with the problem size (see Fig. 10 ). We can interpret this result in such a way that MISF handles bigger numbers of tasks better than other heuristics (Table 3) .
Arbitrary task graphs
In this section, we present results of experiments comparing heuristics applied to arbitrary task graphs (see Table 6 ). The competitive ratio is calculated over a lower bound of optimal solution that is the maximum of n=m and l c . Fig. 11 shows the average performance for graphs with 1000 tasks for different numbers of processors. Fig. 12 summarizes the deviation of the average performance MLF, MICF, MACF, and ARB from MISF for graphs with 1000 tasks. Notice that the behavior of the average competitive ratios for arbitrary graphs are similar to the behavior of the performance ratios for out-forests (Tables  4-6 ).
Conclusion and future work
This paper addressed the problem of dynamic non-preemptive list scheduling of P jprec; p j ¼ 1jC max . We have analyzed the worst behavior of arbitrary list scheduling strategies, the ISF and MISF heuristics and presented their performance guaranties under the four different assumptions. We have shown that additional knowledge such as the total number of tasks, number of tasks without successors and the length of the longest chain in the task system allow a more accurate analysis of the performance bounds. Our new bounds reach the maximum value of GrahamÕs bound in the point m ¼ n=l c , and tend to 1 while increasing the number of machines. For both regions, m < n=l c and m > n=l c , bounds (1) and (2) are better.
We provided simulation results comparing the effectiveness of MISF against previously known dynamic heuristics. The experiments confirm an advantage of the MISF in the average case. The measurements are based on randomly generated out-forests, to cover a wide variety of tree char- Fig. 11 . Average performance ratio for graphs with 1000 tasks. acteristics. This simulation results for dynamic scheduling are close to those of [20] for static scheduling for linear Algebra DAGs that used a modification of the known critical path-most immediate successor first (CP-MISF) heuristic, where, in contrast to our assumptions, information about the critical path is available. Experimental results in [20] show that CP-MISF is within 1% off the optimum. In our work, we assume that information about the critical path is not available, but the number of immediate successors is available for scheduling. The effectiveness of the MISF depends on several parameters of the task system; the key point is a sufficiently large number of tasks without successors. To fully validate the MISF heuristic for the average case, more accurate analysis of generation schemes for the computational testing that may not introduce biases into computational results should be done [21] , and directed acyclic graphs (DAGs) generated from real world parallel applications have to be tested. Further more accurate measurements using MISF for arbitrary task graphs comparing with optimal solutions are currently under way. Future investigations will be carried out for the ISF and MISF heuristics in the context of non-unit execution times and with or without task preemption.
