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Abstract
In this paper we derive 7th order convergent integration formula in time which is weakly L-stable. To derive the
method we use, Newton Cotes formula, fifth-order Hermite interpolation polynomial approximation (osculatory
interpolation) and sixth-order explicit backward Taylor’s polynomial approximation. The vector form of this
formula is used to solve Burger’s equation which is one dimensional form of Navier-Stokes equation. We observe
that the method gives high accuracy results in the case of inconsistencies as well as for small values of viscosity,
e.g., 10−3. Computations are performed by using Mathematica 11.3. Stability and convergence of the schemes are
also proved. To check the efficiency of the method we considered 6 test examples and several tables and figures
are generated which verify all results of the paper.
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1 Introduction
Burgers’ equation with νd as coefficient of viscosity can be defined as
∂w
∂t
+ w
∂w
∂x
− νd
2
∂2w
∂x2
= 0, (x, t) ∈ ΣT , (1.1)
where
ΣT = (α0, α1)× (0, T ] , T > 0,
with Dirichlet boundary conditions (BCs),
w(αi, t) = 0, i = 0, 1 and t ∈ (0, T ], (1.2)
and initial conditions (ICs),
w(x, 0) = f(x), x ∈ (α0, α1) . (1.3)
Linearized form of Burgers’ equation (by using Hopf-Cole transformation) is given as
∂ψ
∂t
=
νd
2
∂2ψ
∂x2
(1.4)
with the Neumann boundary conditions (BCs),
ψx(αi, t) = 0, i = 0, 1,
and the initial conditions (ICs),
ψ(x, 0) = g(x).
The study of Burger’s equation is popular among the scientific community as it is very simple form of Naviers’
Stokes equation and due to it’s appearence in various field of applied mathematics and physics such as in the context
of gas dynamics, in the theory of shock waves, traffic flow, mathematical modeling of turbulent fluid and in continuous
stochastic processes. In 1915, it was first introduced by Bateman [5]. Later in 1948, it was introduced by Burger [6,7]
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as a class of equation which delineate the mathematical model of turbulence. Recently in 2019, Ryu etc. [36] propose
some nowcasting rainfall models based on Burger’s equation. This equation has been solved analytically for some
initial condition and solution is represented in the form of Fourier series expansion which converges slowly for small
values of viscosity. Exact solution does not work very well for small values of viscosity and hence it always attracts
researchers to test newly devloped numerical method on this nonlinear parabolic PDEs.
Recently, with development in computer speed several numerical schemes based on finite difference method, finite
element method, spectral method, differential quadrature method, decomposition method, moving least squares
particle method, Haar wavelet quasilinearization approach etc., have been developed to solve the Burger’s equation
[1–4,8, 15–19,21–26,30–33,35,37–40,45–47].
Crank-Nicolson (CN) method [14, 28, 41, 42] is a second order method which is based on Trapezoidal formula
which is A-stable but not L-stable. In the presence of inconsistencies [34] CN produces unwanted oscillations.
Chawla etc. [11] produces generalised Trapezoidal formula (GTF(α)), where α > 0 which is L-stable and gives a
quite stable result. Chawla etc. [10] proposed a modified Simpson’s 1/3 rule (ASIMP) which is A-stable and used to
give fourth-order time integration formula but it produces unwanted oscillations like CN due to lack of L-stability.
To remove this oscillation, Chawla etc. [12] produced L-stable version of Simpson’s 1/3 rule and implemented it
to derive a third-order time integration formula for the diffusion equation which gives stable and accurate result.
Lajja [44] proposed L-stable derivative free error corrected Trapezoidal rule (LSDFECT). Verma etc. [43] developed
a fifth order time integration formula for the diffusion equation which is weakly L-stable.
Here we derive 7th order time integration formula which is weakly L-stable and generalize above mentioned
existing results. The issue of slow convergence of series solution for small νd forces analytical solution of Burgers’
equation to deviate from the exact solution. So, it is not easy to compute the solution for small values of νd. The
newly developed method computes the solution even for small values of νd. To compute the numerical solution we
use Mathematica 11.3 and find out that numerical solutions are in good agreement for small values of νd. The result
are in good agreement with exact solution when inconsistencies are present in the initial and boundary condition.
The paper is organized as follows. In section 2, we give close form solution which we use to compute exact
solution. In section 3, we derive higher order integration method in time for u′(t) = f(t, u). In section 4, we use this
technique combined with finite difference to solve Burgers’ equation and demonstrate the stability. In section 5, we
illustrate the numerical results with tables and 2D-3D graphs.
2 Close Form Solution
Hopf [20] and Cole [13] gave idea that the equation (1.1) can be reduced to the following linear heat equation
∂ψ
∂t
=
νd
2
∂2ψ
∂x2
, (2.1)
with the Neumann boundary condition (BC)
ψx(αi, t) = 0, αi = i, i = 0, 1, (2.2)
and the initial condition (IC)
ψ(x, 0) = g(x), (2.3)
by non-linear transformation
φ = −νd(logψ), φ = φ(x, t), (2.4)
and
w = φx. (2.5)
The analytical solution of the linearized heat equation (2.1) is given by
ψ(x, t) = β0 +
∞∑
l=1
βl exp
(
−νdl
2pi2t
2
)
cos(lpix), (2.6)
where β0 and βl are Fourier coefficient and is given by
β0 =
∫ 1
0
exp
(
− 1
νd
∫ x
0
w0(ξ)dξ
)
dx,
βl = 2
∫ 1
0
exp
(
− 1
νd
∫ x
0
w0(ξ)dξ
)
cos(lpix)dx,
where w0(ξ) = w(ξ, 0).
2
The analytical solution by Hopf-Cole transformation is
w(x, t) = piνd
∑∞
l=1 βl exp(−νdl
2pi2t
2 )l sin(lpix)
β0 +
∑∞
l=1 βl exp(−νdl
2pi2t
2 ) cos(lpix)
. (2.7)
3 Illustration of the proposed method
We consider the initial value problem
u′(t) = f(t, u), u(t0) = η0. (3.1)
The Newton Cotes time integration formula is given by
un+1 = un +
h
840
(
41fn + 216fn+1/6 + 27fn+2/6 + 272fn+3/6 + 27fn+4/6 + 216fn+5/6 + 41fn+1
)
. (3.2)
Now, we use the fifth order Hermite approximation for un+1/6, un+2/6, un+3/6, un+4/6, un+5/6 which are given by
un+1/6 =
1
15552
(
1500yn + 552un+1 + 2250hu
′
n − 210hu′n+1 + 125h2u′′n + 25h2u′′n+1
)
, (3.3)
un+2/6 =
1
243
(
192un + 51un+1 + 48hu
′
n − 18hu′n+1 + 4h2u′′n + 2h2u′′n+1
)
, (3.4)
un+3/6 =
1
64
(
32un + 32un+1 + 10hu
′
n − 10hu′n+1 + h2u′′n + h2u′′n+1
)
, (3.5)
un+4/6 =
1
243
(
51un + 192un+1 + 18hu
′
n − 48hu′n+1 + 2h2u′′n + 4h2u′′n+1
)
, (3.6)
un+5/6 =
1
15552
(
552un + 15000un+1 + 210hu
′
n − 2250hu′n+1 + 25h2u′′n + 125h2u′′n+1
)
, (3.7)
and sixth order Taylor’s approximation
un = un+1 − hu′n+1 +
h2
2
u′′n+1 −
h3
6
u′′′n+1 +
h4
24
uivn+1 −
h5
120
uvn+1, (3.8)
to get
un+1/6 =
1
46656
[
44875un + 1781un+1 + 6750hu
′
n + 375h
2u′′n − 755hu′n+1 +
275
2
h2u′′n+1
+125(−h
3
6
u′′′n+1 −
h4
6
uivn+1 −
h5
6
uvn+1)
]
, (3.9)
un+2/6 =
1
729
[
568un + 161un+1 + 144hu
′
n + 12h
2u′′n − 62hu′n+1 + 10h2u′′n+1 +
8(−h
3
6
u′′′n+1 −
h4
6
uivn+1 −
h5
6
uvn+1)
]
, (3.10)
un+3/6 =
1
64
[
31un + 33un+1 + 10hu
′
n + h
2u′′n − 11hu′n+1 +
3
2
h2u′′n+1 + (−
h3
6
u′′′n+1 −
h4
6
uivn+1 −
h5
6
uvn+1)
]
, (3.11)
un+4/6 =
1
729
[
145un + 584un+1 + 54hu
′
n + 6h
2u′′n − 152hu′n+1 + 20h2u′′n+1 +
8(−h
3
6
u′′′n+1 −
h4
6
uivn+1 −
h5
6
uvn+1)
]
, (3.12)
un+5/6 =
1
46656
[
1531un + 45125un+1 + 630hu
′
n + 75h
2u′′n − 6875hu′n+1 +
875
2
h2u′′n+1
+125(−h
3
6
u′′′n+1 −
h4
6
uivn+1 −
h5
6
uvn+1)
]
. (3.13)
Now, we define
fn+1/6 = f(xn+1/6, un+1/6), (3.14)
fn+2/6 = f(xn+2/6, un+2/6), (3.15)
fn+3/6 = f(xn+3/6, un+3/6), (3.16)
fn+4/6 = f(xn+4/6, un+4/6), (3.17)
fn+5/6 = f(xn+5/6, un+5/6). (3.18)
3
Now, the time integral formula (3.2) for the interval [tn, tn+1] becomes
un+1 = un +
h
840
(
41fn + 216fn+1/6 + 27fn+2/6 + 272fn+3/6 + 27fn+4/6 + 216fn+5/6 + 41fn+1
)
. (3.19)
3.1 Local trunction error
Using Taylor’s series expansion, we have
un+1/6 =
1
15552
[
1500un + 552un+1 + 2250hu
′
n − 210hu′n+1 + 125h2u′′n
+25h2u′′n+1
]
− 25h
6
6718464
uvin −
475h7
282175488
uviin +O(h8), (3.20)
un+2/6 =
1
243
[
192un + 51un+1 + 48hu
′
n − 18hu′n+1 + 4h2u′′n + 2h2u′′n+1
]
− h
6
65610
uvin −
h7
137781
uviin +O(h8), (3.21)
un+3/6 =
1
64
[
32un + 32un+1 + 10hu
′
n − 10hu′n+1 + h2u′′n + h2u′′n+1
]
− h
6
46080
uvin −
h7
92160
uviin +O(h8), (3.22)
un+4/6 =
1
243
[
51un + 192yn+1 + 18hu
′
n − 48hu′n+1 + 2h2u′′n + 4h2u′′n+1)
]
− h
6
65610
uvin −
11h7
1377810
uviin +O(h8), (3.23)
un+5/6 =
1
15552
[
552un + 15000un+1 + 210hu
′
n − 2250hu′n+1 + 25h2u′′n
+125h2u′′n+1
]
− 25h
6
6718464
uvin −
575h7
282175488
uviin +O(h8), (3.24)
un = un+1 − hu′n+1 +
h2
2
u′′n+1 −
h3
6
u′′′n+1 +
h4
24
uivn+1 −
h5
120
uvn+1 +
h6
720
uvin
+
h7
840
uviin +O(h8), (3.25)
then it follows that
un+1/6 = un+1/6 +
425h7
282175488
uviin +O(h8), (3.26)
un+2/6 = un+2/6 +
4h7
688905
uviin +O(h8), (3.27)
un+3/6 = un+3/6 +
h7
129024
uviin +O(h8), (3.28)
un+4/6 = un+4/6 +
h7
196830
uviin +O(h
8), (3.29)
un+5/6 = un+5/6 +
325h7
282175488
uviin +O(h8). (3.30)
Also, we have
un+1 = un +
h
840
[41fn + 216fn+1/6 + 27fn+2/6 + 272fn+3/6 + 27fn+4/6
+216fn+5/6 + 41fn+1]− h
9u(9)
1567641600
. (3.31)
From all of the above, we deduce that
un+1 = un +
h
840
(41fn + 216fn+1/6 + 27fn+2/6 + 272fn+3/6 + 27fn+4/6
+216fn+5/6 + 41fn+1) + tn(h), (3.32)
where
tn(h) = O(h8).
Thus the scheme (3.19) is seventh order convergent.
4
Figure 1: Root of characteristic equation
3.2 Stability of the formula (3.19)
Consider the test problem
u′(t) = −λu(t), λ > 0 (3.33)
and assume s = hλ, then we have
un+1 = Ψ (s)un, (3.34)
where
Ψ (s) =
540
(
840− 414s+ 82s2 − 7s3)
453600 + 230040s+ 48600s2 + 5480s3 + 540s4 + 135s5 + 27s6
.
From figure 1 it can be seen that Ψ(s) ≮ 1 and hence our scheme is not A-stable. Since Ψ(s) → 0 as s → ∞ and
hence scheme is weakly L-stable.
3.3 Stability Region for the formula (3.19)
We use the boundary locus method [29, p.64, chapter 7] and determine the boundary of the region. It can be easily
seen that outside of the region it is unconditionally stable.
Figure 2: Region of Stability
4 Solution of the Burgers’ equation
4.1 The final scheme
We discretize the solution space with uniform mesh expressed as ΣT i,j = {(xi, tj) : i = 0, 1, 2, ..., N, j = 0, 1, 2, ...,M}.
For that, we partition the interval [α0, α1] in to N equal sub intervals with the spatial grid xi = ih, i = 0, 1, 2, ..., N ,
where N is a positive integer and h is the spatial step.
Also partition the interval [0, T ] in to M equal subintervals with the temporal grid tj = jτ, j = 0, 1, 2, ...,M where
τ = T/M and M is a positive integer.
Now define ψi(t) = ψ(xi, t) and consider linearized Burger’s equation (2.1) and compute the solution ψ(xi, t) for
a given t and for xi on [α0, α1]. Then we use (2.4)-(2.5) to deduce the following formula for computing the w(xi, tj)
5
which is the solution of the nonlinear Burgers’ equation (1.1),
w(xi, t) =
(−νd
2h
)ψ(xi + h, t)− ψ(xi − h, t)
ψ(xi, t)
.
Here we approximate second order spatial derivative by fourth order finite difference ratio which is given by
∂2ψ(x, t)
∂2x
≈ 16(ψ(x+ h, t) + ψ(x− h, t))− 30ψ(x, t)− (ψ(x+ 2h, t) + ψ(x− 2h, t))
12h2
,
and convert the linearized Burgers’ equation into an initial value problem in vector form.
Now, we apply finite difference discretization on (2.1) with the Neumann boundary conditions
ψx(αi, t) = 0, i = 0, 1,
we get the following equation
∂Ψ(t)
∂t
= − νd
24h2
DΨ(t), (4.1)
where Ψ(t) = [ψ0(t), ψ1(t), ψ2(t), ..., ψN (t)]
T
and D is the (N + 1)× (N + 1) pentadiagonal matrix given by
D =

30 −32 2 0 0 · · · 0 0
−16 31 −16 1 0 · · · 0 0
1 −16 30 −16 1 0 · · · 0
...
...
. . .
. . .
. . .
. . .
...
0 0 0 1 −16 30 −16 1
0 0 0 0 1 −16 31 −16
0 0 0 0 0 2 −32 30

(4.2)
and Ψ(0) = [g(x0), g(x1), g(x2), ..., g(xN )] .
Let ρ = νdτ/24h
2, then applying the time integration formula on the initial value problem (4.1), we get
Ψj+1 = Ψj − ρ
840
D
(
41Ψj + 216Ψj+1/6 + 27Ψj+2/6 + 272Ψj+3/6
+27Ψj+4/6 + 216Ψj+5/6 + 41Ψj+1
)
, (4.3)
where
Ψj+1/6 =
1
46656
[ (
44875I − 6750ρD + 375ρ2D2)Ψj + (1781I + 755ρD
+
275
2
ρ2D2 + 125
(ρ3D3
6
+
ρ4D4
24
+
ρ5D5
120
))
Ψj+1
]
, (4.4)
Ψj+2/6 =
1
729
[ (
568I − 144ρD + 12ρ2D2)Ψj + (161I + 62ρD + 10ρ2D2
+8
(ρ3D3
6
+
ρ4D4
24
+
ρ5D5
120
))
Ψj+1
]
, (4.5)
Ψj+3/6 =
1
64
[ (
31I − 10ρD + ρ2D2)Ψj + (33I + 11ρD + 3
2
ρ2D2 +
(ρ3D3
6
+
ρ4D4
24
+
ρ5D5
120
))
Ψj+1
]
, (4.6)
Ψj+4/6 =
1
729
[ (
145I − 54ρD + 6ρ2D2)Ψj + (584I + 152ρD + 20ρ2D2
+8
(ρ3D3
6
+
ρ4D4
24
+
ρ5D5
120
))
Ψj+1
]
, (4.7)
Ψj+5/6 =
1
46656
[ (
1531I − 630ρD + 75ρ2D2)Ψj + (45125I + 6875ρD
+
875
2
ρ2D2 + 125
(ρ3D3
6
+
ρ4D4
24
+
ρ5D5
120
))
Ψj+1
]
. (4.8)
Now, use Ψj+1/6, Ψj+2/6, Ψj+3/6, Ψj+4/6, Ψj+5/6 in Equation (4.3), we get
(453600I + 2300ρD + 48600ρ2D2 + 5480ρ3D3 + 540ρ4D4 + 135ρ5D5 + 27ρ6D6) Ψj+1
= 540(840I − 414ρD + 84ρ2D2 − 7ρ3D3) Ψj . (4.9)
This method is O(h4) +O(τ7). BY using (4.3) we can compute Ψj+1 and hence wij is computed at different xi’s for
a given time level tj . Physical properties of the solutions are discussed later in form of figures and tables.
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4.2 Unconditional stability of the scheme for the heat equation
Equation (4.3) can be written as
Ψj+1 = PΨj ,
where
P =
540(840I − 414ρD + 84ρ2D2 − 7ρ3D3)
(453600I + 230040ρD + 48600ρ2D2 + 5480ρ3D3 + 540ρ4D4 + 135ρ5D5 + 27ρ6D6)
= L−11 L2, (say), (4.10)
where
L1 = (453600I + 230040ρD + 48600ρ
2D2 + 5480ρ3D3 + 540ρ4D4 + 135ρ5D5 + 27ρ6D6)
L2 = 540(840I − 414ρD + 84ρ2D2 − 7ρ3D3).
Lemma 4.1. The matrix P is similar to a symmetric matrix.
Proof. Let us introduce a diagonal matrix
Q =

√
2
1
. . .
1 √
2

such that
D˜ = Q−1DQ,
i.e., D is similar to a symmetric matrix D˜.
Now, we will show that P is similar to symmetric matrix. Let
P˜ = Q−1PQ = Q−1L−11 L2Q = [Q
−1L−11 Q][Q
−1L2Q]
= [Q−1L1Q]−1[Q−1L2Q] = ˜L−11 L˜2.
L˜1 = (453600I + 230040ρD˜ + 48600ρ
2D˜2 + 5480ρ3D˜3 + 540ρ4D˜4 + 135ρ5D˜5 + 27ρ6D˜6)
L˜2 = 540(840I − 414ρD˜ + 84ρ2D˜2 − 7ρ3D˜3)
but matrices L˜−11 and L˜2 are symmetric and commute and therefore P is similar to a symmetric matrix P˜ and
therefore all the eigen values of the matrix P are real.
Lemma 4.2. Eigen values of the matrix D are 30 + 2 cos(2lpi/N)− 32 cos(lpi/N), l = 0(1)N.
Proof. Let V = {v1, v2, v3, ..., vN+1} be the eigen vectors of the matrix D corresponding to the eigen value λl. Then,
we have
(30− λl)v1 − 32v2 + 2v3 = 0,
−16v1 + (31− λl)v2 − 16v3 + v4 = 0,
vj−2 − 16vj−1 + (30− λl)vj − 16vj+1 + vj+2 = 0, j = 2, 3, 4, ..., N − 1,
vN−2 − 16vN−1 + (31− λl)vN − 16vN+1 = 0,
2vN−1 − 32vN + (30− λl)vN+1 = 0.
We set v1 = v3, v0 = v2, vN = vN+2, vN−1 = vN+3 then we get fourth order difference equation
vj−2 − 16vj−1 + (30− λl)vj − 16vj+1 + vj+2 = 0, j = 1, 2, ..., N + 1, (4.11)
with the boundary conditions v1 = v3, v0 = v2, vN = vN+2, vN−1 = vN+3. The characteristc equation of the
equation (4.11) is m4 − 16m3 + (30− λl)m2 − 16m+ 1 = 0. Assume m1,m2,m3,m4 are the characteristc roots then
we have
m1 +m2 +m3 +m4 = 16,
m1m2 +m1m3 +m1m4 +m2m3 +m2m4 +m3m4 = (30− λl),
7
m1m2m3 +m1m3m4 +m2m3m4 +m1m2m4 = 16,
m1m2m3m4 = 1,
and the solution is given by vj = C1m
j
1 + C2m
j
2 + C3m
j
3 + C4m
j
4. Let m1 = re
iθ then setting r = 1, gives
λl = 30+2 cos 2θ−32 cos θ. Also, it can be shown that for all possible values of m2,m3,m4 θ = lpi/N, l = 0, 1, 2, ..., N.
Since V is the non trivial vector satisfying DV = λlV , therefore the eigenvalues of D are λl = 30 + 2 cos(2lpi/N)−
32 cos(lpi/N), l = 0(1)N. Also, it can be shown that λl ≥ 0, ∀ l.
Now let %(P ) be the spectral radius of the matrix P then
%(P ) = %(P¯ ),
and is given by
%(P ) ≤ maxl|µl|,
where µl(l = 0, 1, 2, ...N) are the eigen values of the matrix L
−1
1 L2 and therefore
µl =
540(840I − 414ρλl + 84ρ2λ2l − 7ρ3λ3l )
(453600I + 230040ρλl + 48600ρ2λ2l + 5480ρ
3λ3l + 540ρ
4λ4l + 135ρ
5λ5l + 27ρ
6λ6l )
,
l = 0, 1, 2, ..., N.
It is clear that the eigen value µl ≤ 1 for all possible values of ρ > 0 and hence the method is unconditionally stable.
Using Taylor’s series, it can also be shown that the method is consistent with the differential equation.
5 Numerical Experiment
To validate the accuracy and efficiency of the scheme developed in this paper, here we consider six example with
Dirichlet BCs and different ICs. We compute error between the proposed scheme and the analytical solution which
is measured by the mean root square error norm L2 and maximum error norm L∞ defined by
L2 =
√√√√h N∑
j=0
| wexactj − (wNu)j |2, L∞ = ‖wexact − wNu‖∞ = max
j
| wexactj − (wNu)j |, (5.1)
where wexactj is the exact solution and (wNu)j is numerical solution at the jth spatial point. We also consider problem
5.5 and 5.6 in which ICs are inconsistent with the BCs. We depict the analytical solution and numerical solution
with the help of table and figures. We use Mathematica 11.3 to compute the solution and the results are plotted
with the help of the software Origin 8.5.
5.1 Example 1
Consider the equation (1.1) with Dirichlet BCs
w(αi, t) = 0, αi = i, i = 0, 1 and t ∈ (0, T ], (5.2)
and ICs
w(x, 0) = sin(pix), x ∈ (0, 1), (5.3)
where νd is the coefficient of viscosity. Using the transformation
w(x, t) =
−νdψx
ψ
, (5.4)
the equation (1.1) will be
ψt =
νd
2
ψxx, x ∈ (0, 1), t > 0, (5.5)
with ICs and BCs
ψ(x, 0) = exp
( 1
piνd
(cospix− 1)
)
, (5.6)
ψx(αi, t) = 0, αi = i, i = 0, 1 and t > 0. (5.7)
8
Now, equation (2.7) represents the analytical solution where
β0 =
∫ 1
0
exp
( 1
piνd
(cospix− 1)
)
dx, (5.8)
βl = 2
∫ 1
0
exp
( 1
piνd
(cospix− 1) cos lpix
)
dx, (5.9)
are Fourier coefficients.
In this example, in order to measure the accuracy of the numerical solution, the discrete L2 and L∞-error defined
in the equation (5.1) are used to compute the difference between the analytical solution and numerical solution at
different specified time. In table 1, we take νd = 2 and time step τ = 0.0001 with h = 0.0125. It is observed that the
computed results are in good agreement with the analytical solution. It can be seen that as time passes the numerical
solution decreases at the same location. While with the location changing from 0 to 1, the solution first increases
and then decreases at the same moment. Table 2 lists the numerical solution and analytical solution obtained by
the present method for νd = 0.2, h = 0.0125 and with the time step τ = 0.0001. The obtained result are compared
with the existing result in the literature and can be seen that the present method gives better result than the results
obtained by the method in [27] and [1]. From table 3, it can be seen that the present scheme gives satisfactory result
for small values of viscosity coefficient νd = 0.01 at different time for τ = 0.01 and h = 0.0125.
Figure 3 depicts the accuracy of the numerical solution at different time for νd = 0.2 and we are not able to
distinguish between the exact solution and numerical solution. It is known that the Fourier series solution fails to
converge for νd < 0.01. This is because the rate of convergence of infinite series (2.7) is slow for the small value of νd.
From figure 4, it can be seen that the analytical solution shows high oscillation while the numerical solution obtained
by present method follows the physical behaviour. Figure 5 represents the physical behaviour of the numerical
solution for the different small values of νd. In figure 6 we illustrate the physical behaviour of the computed solutions
with the help of three-dimensional figures for small value of νd.
Table 1: Solution of problem 5.1 for h = 0.0125 at different value T for νd = 2 and τ = 0.0001
x T=0.001 T=0.01 T=0.1
Computed Solution Exact Solution Computed Solution Exact Solution Computed Solution Exact Solution
0.1 0.304976 0.305088 0.273145 0.273239 0.109509 0.109538
0.2 0.580361 0.580565 0.521393 0.521564 0.209737 0.209792
0.3 0.799363 0.799621 0.721630 0.721852 0.291820 0.291896
0.4 0.940545 0.940817 0.854348 0.854590 0.347834 0.347924
0.5 0.989926 0.990174 0.905483 0.905713 0.371482 0.371577
0.6 0.942407 0.942609 0.868137 0.868334 0.358954 0.359046
0.7 0.802375 0.802522 0.743949 0.744098 0.309827 0.309905
0.8 0.583373 0.583466 0.543723 0.543821 0.227760 0.227817
0.9 0.306837 0.306881 0.286951 0.286999 0.120656 0.120687
L∞ error 2.71275E-4 2.413E-04 9.54852E-05
L2 error 6.41526E-05 5.82562E-05 2.27535E-05
5.2 Example 2
Consider the equation (1.1) with Dirichlet BCs
w(αi, t) = 0, αi = i, i = 0, 1 and t ∈ (0, T ], (5.10)
and ICs
w(x, 0) = 4x(1− x), x ∈ (0, 1), (5.11)
where νd is the coefficient of viscosity. Using the transformation
w(x, t) =
−νdψx
ψ
, (5.12)
we see that the equation (2.7) represents the analytic solution where
β0 =
∫ 1
0
exp
(
− 2x
2
3νd
(3− 2x
)
dx,
βl = 2
∫ 1
0
exp
(
− 2x
2
3νd
(3− 2x) cos lpix
)
dx.
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Table 2: Comparison of existing, present numerical result and exact solution for h = 0.0125, νd = 0.2, τ = 0.0001
at different value of T for problem 5.1
x T FEM [27] Asai [1] Present Exact
0.25 0.4 0.31215 0.30891 0.3087531 0.30889
0.6 0.24360 0.24076 0.2406489 0.24074
0.8 0.19815 0.19570 0.1956120 0.19568
1 0.16473 0.16259 0.1625168 0.16256
3 0.02771 0.02722 0.0271953 0.02720
0.50 0.4 0.57293 0.56970 0.5694998 0.56963
0.6 0.45088 0.44728 0.4470928 0.44721
0.8 0.36286 0.35932 0.3591441 0.35924
1 0.29532 0.29200 0.2918410 0.29192
3 0.04097 0.04023 0.0401946 0.04021
0.75 0.4 0.63038 0.62567 0.6254715 0.62544
0.6 0.49268 0.48747 0.4871652 0.48721
0.8 0.37912 0.37415 0.3738557 0.37392
1 0.29204 0.28766 0.2874128 0.28747
3 0.03038 0.02979 0.0297645 0.02977
Table 3: Solution of problem 5.1 at different value of T for νd = 0.01, h = 0.0125 and τ = 0.01
x T Numerical Solution Exact Solution
0.25 5 0.046922 0.046963
10 0.024202 0.024217
15 0.016300 0.016308
20 0.012236 0.012240
0.50 5 0.093998 0.093920
10 0.048414 0.048421
15 0.032431 0.032439
20 0.023883 0.023889
0.75 5 0.141354 0.140832
10 0.071175 0.071134
15 0.044135 0.044133
20 0.029155 0.029159
Figure 3: Comparison of Numerical and analytical solution for problem 5.1 at different time T , νd = 0.2, τ = 0.001
and h = 0.0125.
In table 4, we depict the numerical result and compare with the exact solution at different sptial point for τ = 0.0001,
νd = 2 with h = 0.0125 and observed that the numerical result are very closed to the exact solution. L∞ and L2 -error
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Figure 4: Comparison of Numerical and analytical solution for Problem 5.1 at time T = 10, νd = 0.001, τ = 0.001
and h = 0.0125.
Figure 5: Numerical Solution of problem 5.1 at time T = 0.1, for different small values of νd with τ = 0.001 and
h = 0.0125.
Figure 6: Numerical Solution of problem 5.1 at different time T , νd = 0.01, h = 0.0125 and τ = 0.001.
indicate that the difference between analytical solution and numerical solution are very less. For the comparison
purpose, in table 5, we take νd = 0.2, τ = 0.0001 and h = 0.0125 and observed that the present method gives
slightly better result compare to the numerical result in [27] and [1]. It can also be seen that when time goes on, the
solution get decreases at the same location. Also while location changes from 0 to 1, first solution increases and then
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decreases at each moment and therefore it follows the parabolic profile. In table 6, we depict the numerical solution
and analytical solution at different time for small value of νd = 0.01 by taking τ = 0.01 and h = 0.0125. It can be
seen that the numerical results are very closed to the exact solution.
In figure 9, it can be seen that the analytical solution start oscillation between x = 0.8 to x = 1 for small value
of νd = 0.001 because the slow convergence of the infinite series for small value of νd but solution obtained by this
method follows the parabolic profile. Figure 7 demonstrate the accuracy of the method for νd = 0.1 and it can be
seen that analytical solution and numerical solution are almost same at different time throughout the domain. Figure
10 shows that result obtained by the present method follows the nature of the solution for different small values of
νd. Figure 8 illustrate the physical nature of the solution in three dimension.
Table 4: Solution of problem 5.2 for h = 0.0125 at different value T for νd = 2 and τ = 0.0001
x T=0.001 T=0.01 T=0.1
Computed Solution Exact Solution Computed Solution Exact Solution Computed Solution Exact Solution
0.1 0.350702990 0.350947 0.294821969 0.294953 0.112863 0.112892
0.2 0.630240123 0.630504 0.552873368 0.553085 0.216195 0.216252
0.3 0.830425346 0.830681 0.749515568 0.749751 0.300887 0.300966
0.4 0.951009637 0.951242 0.873232122 0.873459 0.358770 0.358863
0.5 0.991793845 0.991996 0.919517990 0.919723 0.383324 0.383422
0.6 0.952578533 0.952752 0.886057211 0.886239 0.370563 0.370658
0.7 0.833164134 0.833318 0.771302597 0.771464 0.319985 0.320066
0.8 0.633350801 0.633500 0.576137870 0.576273 0.235312 0.235371
0.9 0.352988009 0.353149 0.310053369 0.310136 0.124687 0.124718
L∞ error 2.64275E-04 2.35909E-04 9.85169E-05
L2 error 6.55334E-05 6.07706E-05 2.46429E-05
Table 5: Comparison of existing, present numerical result and exact solution for h = 0.0125, νd = 0.2, τ = 0.0001
at different value of T for problem 5.2.
x T FEM [27] Asai [1] Present Exact
0.25 0.4 0.32091 0.31754 0.317374 0.31752
0.6 0.24910 0.24616 0.246045 0.24614
0.8 0.20211 0.19958 0.199490 0.19956
1 0.16782 0.16562 0.165549 0.16560
3 0.02828 0.02777 0.027752 0.02776
0.50 0.4 0.58788 0.58460 0.584404 0.58458
0.6 0.46174 0.45805 0.457862 0.45798
0.8 0.37111 0.36748 0.367304 0.36740
1 0.30183 0.29843 0.298267 0.29834
3 0.04185 0.41090 0.041054 0.04107
0.75 0.4 0.65054 0.64586 0.645660 0.64562
0.6 0.50825 0.50294 0.502629 0.50268
0.8 0.39068 0.38557 0.385269 0.38534
1 0.30057 0.29605 0.295794 0.29586
3 0.03106 0.03046 0.030432 0.03044
5.3 Example 3
Consider the shock-like solution of Burger’s equation [48]. The exact solution is given by
w(x, t) =
x
t
1 +
√
t
t0
e
x2
2νdt
, x ∈ (0, 1.2), t ≥ 1, (5.13)
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Table 6: Solution of problem 5.2 at different time T for νd = 0.01, h = 0.0125 and τ = 0.01
x T Numerical Solution Exact Solution
0.25 5 0.047372 0.047415
10 0.024321 0.024336
15 0.016355 0.016362
20 0.012268 0.012272
0.50 5 0.094895 0.094814
10 0.048653 0.048660
15 0.032542 0.032550
20 0.023951 0.023957
0.75 5 0.142693 0.142154
10 0.071560 0.071517
15 0.044330 0.044328
20 0.029271 0.029275
Figure 7: Comparison of Numerical and analytical solution for problem 5.2 at different time T , νd = 0.1, h = 0.0125
and τ = 0.001.
Figure 8: Numerical solution for problem 5.2 for νd = 0.01, τ = 0.001, h = 0.0125 and at different times.
13
Figure 9: Comparison of Numerical and analytical solution for problem 5.2 at time T = 10, νd = 0.001, τ = 0.001
and h = 0.0125.
Figure 10: Numerical solution for problem 5.2 at time T = 0.1, for different small value of νd with τ = 0.001 and
h = 0.0125.
where t0 = e
1
4νd having boundary condition
w(0, t) = 0 = w(1.2, t), t > 1 (5.14)
and initial condition
w(x, 1) =
x
1 + e
1
2νd
(x2− 14 )
, x ∈ (0, 1.2) (5.15)
which is obtained from equation (5.13) by putting t = 1.
For the comparison purpose in table 7, we take time step τ = 0.01, spatial step h = 0.0005 and small value of
viscous coefficient νd = 0.002. The numerical solution at different discrete point are compared with the exact solution
and numerical solutions are also compared with the existing result in [48]. It is found that the present method gives
better result compared to the method in [48]. For this example, discrete L2 and L∞-error norm are also given and
compared with the error for this example given in [48]. It can be seen that error produced by present method is far
less than that of error by the method in [48]. Figure 11 shows the correct physical behaviour of the present method
for small value of νd = 0.001.
5.4 Example 4
In this example, we consider the analytic solution of Burger’s equation [9] given by
w(x, t) = piνd
sin(pix)exp(−pi2ν2dt/4) + 4 sin(2pix)exp(−pi2ν2dt)
4 + cos(pix)exp(−pi2ν2dt/4) + 2 cos(2pix)exp(−pi2ν2dt)
, (5.16)
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Table 7: Comparison of present result with existing result and it’s error at different T for νd = 0.002, h = 0.0005
and τ = 0.01 for problem 5.3
x T=1.7 T=3.0 T=3.5
Exact Present [48] Exact Present [48] Exact Present [48]
0.2 0.117647 0.117660 0.11745 0.066667 0.066669 0.06648 0.057143 0.057144 0.05697
0.4 0.235294 0.235420 0.23456 0.133333 0.133355 0.13295 0.114286 0.114299 0.11394
0.6 0.352909 0.353346 0.34936 0.200000 0.200079 0.19922 0.171429 0.171478 0.17082
0.8 0.000000 0.000000 0.00000 0.266618 0.266808 0.26478 0.228571 0.228690 0.22737
1.0 0.000000 0.000000 0.00000 0.000000 0.000000 0.00000 0.000020 2.03E-05 0.000028
103 × L∞error 0.50201 29.70447 0.21289 19.00976 0.16870 16.78871
103 × L2error 0.16675 3.59366 0.08135 2.63510 0.06695 2.41729
Figure 11: Numerical solution for problem 5.3 for νd = 0.001, h = 0.001, τ = 0.01 at different time T .
with the boundary condition w(0, t) = 0 = w(2, t) and initial condition is obtained by putting t = 0 in (5.16). The
physical behaviour of the numerical solution for νd = 0.001, τ = 0.01 and h = 0.025 is exhibited in the figure 12
(left). Absolute error are depicted in figure 12 (right) and it can be seen that the absolute error are ≤ 10−3 for
different time moment. Hence the numerical result obtained by present method is acceptable.
Figure 12: Numerical approximation (left) and absolute error (right) of problem 5.4 for νd = 0.001, h = 0.025, τ = 0.01
at different time T .
5.5 Example 5
Here, the BCs are same as (1.2) and ICs as
w(x, 0) = sin
pi
2
x, x ∈ (0, 1). (5.17)
15
Equation (2.7) represents the analytical solution of the above problem, where
β0 =
∫ 1
0
exp
( 2
piνd
(cos
pi
2
x− 1)
)
dx, (5.18)
βl = 2
∫ 1
0
exp
( 2
piνd
(cos
pi
2
x− 1) cos lpix
)
dx, (5.19)
are Fourier coefficients.
This example shows inconsistent ICs and BCs at the boundary point 1. Figure 13 shows high oscillation near
the boundary point 1 by the CN method while the present method gives accurate and stable numerical solutions
throughout the domain.
Figure 13: Comparison of analytical solution with numerical solution by CN method and our method of the problem
5.5 at T = 0.1 at different spacial point for h = 0.0125, νd = 2, and τ = 0.01.
5.6 Example 6
Here, we take the BCs same as (1.2) and ICs as
w(x, 0) = cos
pi
4
x, x ∈ (0, 1). (5.20)
Equation (2.7) represents the analytical solution of the above problem, where
β0 =
∫ 1
0
exp
(
− 4
piνd
(sin
pi
4
x)
)
dx, (5.21)
βl = 2
∫ 1
0
exp
(
− 4
piνd
(− sin pi
4
x) cos lpix
)
dx, (5.22)
are Fourier coefficient.
This example shows inconsistent ICs and BCs at both the boundary point 0 and 1. In figure 14, it can be seen
that the numerical solution obtained by CN method has high oscillation near both the boundary point while the
present method gives accurate and stable numerical solutions throughout the domain.
6 Conclusion
In the present paper, we have used 5th order Hermite interpolation polynomial and 6th order explict backward
Taylor’s series approximation formula to derive 7th order time integration formula which is weakly L-stable. Also
to linearize Burger’s equation, we have used Hopf-Cole transformation and then 4th order finite difference ratio for
second order spatial derivative is used. Present method is tested over some problem and the approximated result
obtained are satisfactory and comparabably good with the existing result found in literature. It is also observed that
the numerical solutions are in good agreement with the exact solutions for small values of viscosity. The strength of
this method is that it is easy to implement and took very less time for computation. The ideas of the papers can
further be extended to generalize the results further and study the behavior of the solution of the Burgers’ equation
for small values of viscosity.
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Figure 14: Comparison of analytical solution with numerical solution by CN method and our method of the problem
5.6 at T = 0.1 and at different spacial point for h = 0.0125, νd = 2, and τ = 0.01.
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