We present a two-fluid description for iron-based superconductors, which contains an itinerant electron Fermi-liquid and a local moment spin-liquid, coupled together via an effective Hund's rule interaction. We examine the low-energy collective behavior of such a system. We find that an electron-spinon composite mode emerges in the intermediate coupling regime, which may account for the hump-dip behavior observed in the recent scanning tunneling spectroscopy experiments. The superconductivity and spin-density-wave phases are consistently described within the same framework. Possible experimental test is also proposed.
I. INTRODUCTION
The discovery of iron-based superconductors 1 has triggered a new round of intensive research of hightemperature superconductivity. One early dispute focused on the attribute of the iron 3d electrons: whether they are itinerant quasi-particles like those in metals, or localized magnetic moments like those in Mott insulators. Underlying this dichotomy between the itinerant electron and the local moment are the two different schools of thoughts for superconductivity (SC): the weakly correlated Bardeen-Cooper-Schrieffer 2 (BCS) theory based on the electron Fermi-liquid, and the strongly correlated resonant valence bound 3 (RVB) theory arising from the doped Mott insulator.
After five years of experimental and theoretical study, today it seems that the consensus is converging [4] [5] [6] [7] [8] [9] to the idea of coexistence of both itinerant and local degrees of freedom. Due to the multi-orbtial (multi-band) nature, the orbital-selective Mott (OSM) transition [10] [11] [12] [13] [14] [15] [16] may take place in the iron-based compounds, allowing the electrons to play multiple roles at the same time. Based on the experimental evidences, 17, 18 several versions of the itinerant electrons and local moments hybrid theory were proposed by the authors of Ref. [19] [20] [21] , and its rich phase diagram was studied in Ref. 22 . In this scenario, the Fe d-orbital electrons are separated into two well-defined degrees of freedom: itinerant electrons and local moments, and they are coupled together through the residual onsite Hund's rule interaction. The iron-based SC is understood as the pairing of itinerant electrons glued by the (para-)magnon of local moments, while the spin-densitywave (SDW) order in the parent compounds is considered as a joint ordering of both degrees of freedom whose ordering tendencies are mutually enhanced by the Hund's rule coupling.
Out of the SDW phase, the local moments were assumed to be in a disordered paramagnetic ground state, which is compatible with the non-magnetic SC phase at low temperature. However, motivated by the recent experimental discovery of the gap-like hump-dip feature in the normal phase, 23, 24 we conjecture that the local moments may be effectively described by a bosonic spinliquid state, with gapped deconfined spinons, which is important for a consistent explanation (to be discussed in the following) of the observed hump-dip feature.
Based on this assumption, we develope a two-fluid description for iron-based superconductors, which contains two liquid components: the itinerant electron Fermiliquid and the local moment spin-liquid. The spinliquid 25, 26 physics is characterized by a mean-field theory for spinons, 27, 28 which are the low-energy excitations of the spin-liquid. Here we assume bosonic spinons, 29 which are then coupled to the fermionic itinerant electron via the residual Hund's rule interaction, making the system a Bose-Fermi mixture. Within the minimal model, we examine the Fermi-liquid instability in coupling with the spin-liquid, the resonance modes between the two fluids, and the low-energy collective modes originated from the coupling. The main discovery was that in the intermediate coupling region, there exists a composite fermion bound-state made up of an electron and a spinon, which is close to but gapped from the Fermi surface and carries unit electron charge and integer spin. We proposed that such a composite mode may account for the humpdip feature 23, 24 in the scanning tunneling spectroscopy (STS) experiments.
Admittedly the two-fluid description is just a lowenergy effective theory about the interplay between the spin and the charge degrees of freedoms in the iron-based compounds, but not intended to provide a complete or realistic modeling of the material. For example, we have omitted the orbital degrees of freedom, which has been found to be another important ingredient of the material by many experiments. [30] [31] [32] [33] [34] [35] As we mainly focus on the SDW and SC phases in the phase diagram, where the orbital fluctuation plays a minor effect, 36 the twofluid description should be sufficient to capture the main physics in many aspects. The incorporation of the orbital physics will be left for future research.
The remaining of the paper is organized as follows. In section II, we will introduce the two fluid description in the Hamiltonian formalism, by setting up the models for the Fermi-liquid and the spin-liquid respectively. The model is then summarized and reformulated in the arXiv:1306.3740v3 [cond-mat.supr-con] 24 Dec 2013 path integral formalism in section III. The Hund's rule interaction couples the two fluid components together to produce low-energy collective excitations: magnons and composite fermions, which are discussed respectively in section IV and V. Concluding remarks are given in section VI.
II. TWO-FLUID DISCRIPTION

A. Coexistence of Itinerant Electron and Local Moment
In this section, we will briefly review the itinerant electron and local moment hybrid model, based on which, the two-fluid description will be introduced in the following sections. The hybrid model 20, 22 is given by the Hamiltonian
(1)
H itn describes the itinerant electrons near the Fermi surface hopping on the Fe square lattice
where c iασ denote the fermion operators for itinerant electrons, with i, j labeling the Fe sites, α, β labeling the itinerant orbitals (bands) and σ =↑, ↓ labeling the electron spins. t αβ ij is some tight-binding model parameters that can be determined from the local density approximation (LDA) calculation or by fitting to the angularresolved photoemission spectroscopy (ARPES) observations. H loc describes the exchange coupling between local moments in the orbital-selective Mott bands
where M i stands for the local moment on each site. The moment size is roughly spin-1, as suggested by the X-ray emission spectroscopy (XES) observations. 7, 8 . Here the local moment, though maybe large, is an effective one presumably dressed by the higher energy itinerant electrons, which is not quite well quantized, and may be still subject to much larger quantum fluctuations than the usual Heisenberg spins. J ij describes the effective exchange coupling strength between site i and site j, which could be determined by fitting its resulting spin wave spectrum to the inelastic neutron scattering (INS) observations. Many have proposed the J 1 -J 2 model [37] [38] [39] [40] or its variants as the magnetic model for the iron-based compounds, which contains nearest-neighbor J 1 and nextnearest-neighbor J 2 exchange couplings. For large J 2 /J 1 , the J 1 -J 2 model can give rise to the collinear magnetic ordering Fig. 3(a) , as observed in many compounds.
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However around J 2 /J 1 0.5, the model can be strongly frustrated, and may support the spin-liquid state (a paramagnetic quantum ground state). [44] [45] [46] [47] [48] [49] [50] [51] Moreover, the competing Ruderman-Kittel-Kasuya-Yosida (RKKY) (or double-exchange) interaction introduced by the itinerant electron 21, 52 and the ring exchange interaction in the intermediate correlated system 53 both tend to stabilize the spin-liquid state. H int describes the residual ferromagnetic Hund's rule interaction 11 between itinerant electrons and local moments
where S iα = 1 2 c † iασ σ σσ c iασ is the spin operator for itinerant electrons, with σ = (σ 1 , σ 2 , σ 3 ) being the three Pauli matrices, not to be confused with the spin index. J H > 0 represents the Hund's rule coupling strength.
At a first glance, the hybrid model looks similar to the Kondo lattice model 54, 55 for the heavy-fermion system, both having the itinerant electrons magnetically coupling to the local moments. In fact, D. Pines and his collaborators [56] [57] [58] have proposed a similar two-fluid description for the Kondo lattice, which states that the system may be viewed as a combination of the heavy fermion fluid and the screened Kondo centers. Our work is inspired by their proposal. However, an important difference between the two models is that the Hund's rule coupling is ferromagnetic, while the Kondo coupling is antiferromagnetic. Under renormalization flow, 59 the ferromagnetic coupling will become weaker, as opposite to the antiferromagnetic coupling. So there is no Kondo screening in the iron-based compounds. In the low-energy limit, the itinerant electrons and the local moments are welldefined degrees of freedom, and the Hund's rule coupling can be treated as a perturbation.
Based on the hybrid model, we will establish the minimal effective model for the itinerant electrons and the local moments in the following sections. We propose that the itinerant electrons can be described by the Fermiliquid, and the local moments can be described by the spin-liquid. The interplay between the two fluid components would give rise to the SDW, SC phases and the hump-dip feature in the normal phase.
B. Fermi-Liquid Description of Itinerant Electrons
Although the iron-based superconductor involves a rather complicated multi-band electronic structure, only the bands near the Fermi level are responsible for electron itineracy. In most families of the iron-based superconductor compounds, it is observed that the Fermi surface usually consists of totally four pockets: two hole pockets around Γ(0, 0) point and two electron pockets around M (π, 0) (or equivalently (0, π)) point 60, 61 (through out this paper, we will stick to the convention of Fe unit cell and the corresponding Brillouin zone, see Fig. 1 ). The scattering between Γ and M pockets turn out to be the most important scattering channel, because the momentum connecting Γ and M pockets, i.e. Q s = (π, 0), matches the collinear ordering momentum of the local moment, so that the itinerant electron is most strongly scattered with the local moment in this channel. 
The nesting momentum Qs = (π, 0) connecting the electron pockets (red circles around Γ and M ) is also the ordering momentum connecting the two spinon band softening points (blue crossings at X, Y ).
To simplify the problem, we consider the minimal twopocket model 62, 63 by keeping only two itinerant bands: one hole band around Γ point and one electron band around M point. This model retains the most essential scattering channel between Γ and M pockets, making it capable to describe generic phases in iron-based compounds, such as the SDW and the s ± -wave SC. The extension to the more realistic four-pocket (or even fiveorbial) model is straight forward. The Hamiltonian for the two-pocket model is
which can be considered as the momentum space representation of the tight-binding Hamiltonian H itn in Eq. (2) . c K+kσ (K = Γ, M ) denotes the operator for itinerant electrons around the Γ, M point, K (k) describes the corresponding band dispersion. k is the momentum deviation measured from the Γ or M point. We may simply take the following parabolic band structure (see Fig. 2 ),
where m c is the electron effective mass, and 0 controls the indirect gap between hole and electron bands. The negative 0 corresponds to the semimetal band structure in Fig. 2 , that the hole and electron bands overlap slightly in energy, which is the case for most iron-based compounds [64] [65] [66] (1111-, 122-, and 111-type). The positive 0 gives the semiconductor band structure, which is also seen [67] [68] [69] in K 0.4 Fe 0.8 Se. In this work, we will only focus on the negative 0 semimetal case.
The chemical potential µ controls the electron doping. For this particular model, the Γ and M pockets are perfectly nested at µ = 0 through the nesting vector Q s , which might not be the case in reality. The perfect nesting point here should be understood as the maximally nested case in the real material. Admittedly, the two pocket model explicitly breaks the 4-fold rotation symmetry of Fe square lattice, and hence is not capable to describe the nematic ordering in ironbased compounds. Also the details about orbital components are neglected, so the orbital-related features are not presented in our model, such as the nodal SDW and the orbital fluctuation/ordering. Extending the two pocket model to the more realistic four pocket model and including the orbital details in the band structure will presumably enable us to incoproate the orbital physics, which has been found to be another important ingredient of iron-based compounds, into our theoretical framework. However in this work, we will first focus on the interplay between itinerant electron and local moment magnetism, and leave the orbital physics for future research. Thus as a proof-of-principle study, we will simply use the twopocket model to describe the itinerant electron system.
The ground state of the itinerant electron system is a weakly correlated Fermi-liquid. The various Fermisurface instabilities at low temperature are responsible for both the SDW and SC ordering in the iron-based compounds. Around µ = 0 the good nesting condition gives rise to a strong SDW instability, and the itinerant electron will settle down in the SDW phase at low temperature. For larger absolute value of µ (either positive or negative), the nesting condition is destroyed, and the SDW instability fades away and gives way to the SC instability. The pairing of itinerant electron is mediated by the underlying local moment fluctuation, or the magnon, whose energy scale is much higher than the phonon glue in conventional superconductors, leading to higher SC transition temperature. Thus the high-T c SC phase appearing in the iron-based compounds upon doping is understandable.
C. Spin-Liquid Description of Local Moments
Away from the SDW phase in the iron-based superconductors, no magnetic order is observed, which suggests that the local moment can not order at low temperature by itself, unless it is assisted by coupling to a nearly nested itinerant Fermi surface with strong SDW instability. The local moment could remain disordered at low temperature, if the exchange coupling J ij in Eq. (3) is strongly frustrated, or if the moment amplitude fluctuates due to the relative small (orbital-selective) Mott gap 17, 18, 23 (∼ 0.6eV), both tending to stabilize the spinliquid 25,26 ground state. Many recent studies have revealed the possibility of the spin-liquid phase in the J 1 -J 2 model. [44] [45] [46] [47] [48] [49] [50] [51] However given the robust collinear SDW ordering observed in many parent compounds of the ironbased materials, we suspect that even if the local moment ground state is disordered, it must be close to the collinear AFM ordering. Therefore we postulate that the local moments in the iron-based compounds may be approximately described by a spin-liquid state with shortranged collinear AFM correlations.
The elementary excitations in the spin-liquid state include the spinons, [26] [27] [28] which are spin-1/2 bosons as fractionalized 53 from the spin-1 local moment. The lowenergy properties of the spin-liquid can be described by an effective Hamiltonian for spinons. On each site i, we introduce the Schwinger bosons b iσ (σ =↑, ↓), 29 such that the local moment M i can be decomposed into
We choose the bosonic spinon (Schwinger boson) representation other than the fermionic representation, because the former can be easily connected to the magnetically ordered states (e.g. the collinear AFM in the context of iron-based materials) by condensation of the bosonic spinons. Each spinon carries spin-1/2, and on each Fe site, the local moment is made up of roughly 2 spinons aligned in the same direction, such that the total spin is M 1 (corresponding to the magnetic moment gµ B M with g = 2). Such a setting can give quantitative account 20 of the ordered moment (∼ 0.8µ B ) observed in experiments.
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The most general mean-field Hamiltonian includes both the spinon pairing and hopping on the Fe square lattice
η ij is the spin-singlet pairing strength. χ ij is the spinindependent hopping strength. λ is the Lagrangian multiplier to control the spinon number. Here σσ is the Levi-Civita symbol, such that σσ b iσ b jσ ≡ b i↓ b j↑ −b i↑ b j↓ denotes the singlet pairing of spinons.
The spinon representation has an U(1) gauge redundancy, as the local U(1) transformation b iσ → e iθi b iσ leaves the local moment M i = M b † iσ σ σσ b iσ (and hence all physical results) invariant. However the mean-field parameters in Eq. (7) are not gauge invariant, and should transform as η ij → e −iθi−iθj η ij and χ ij → e iθi−iθj χ ij . So the phase fluctuations of the mean-field parameters are subject to the U(1) gauge structure. To prevent the gauge fluctuation from confining the spinons, we require the simultaneous presentation of both the hoping and pairing mean-field, so as to break the U(1) gauge structure to Z 2 , and to gap the gauge fluctuations. [74] [75] [76] In this case, the infrared behavior of mean-field theory Eq. (7) is well under control, and the spinon remains the only low energy excitation. We assume that the local moment is in such a Z 2 spin-liquid state, qualitatively described by the spinon mean-field theory. Finally we expect this spin-liquid to preserve the shortrange collinear AFM correlation, whose magnetic structure is shown in Fig. 3(a) , with the ordering momentum Q s = (π, 0). On the mean-field level, this state can be described by the following parameters
Herex(ŷ) denotes the displacement by one lattice spacing along the x(y)-direction (on the Fe square lattice). i y is the vertical (y) component of the lattice coordinate. η 2 ∈ R is the next-nearest-neighboring (nnn) pairing strength, and χ 1 ∈ R the nearest-neighboring (nn) hopping strength. The configuration of the mean-field ansatz is illustrated in Fig. 3(b) . Spin-singlet pairing η 2 favors nnn AFM and imaginary hopping iχ 1 favors nn FM. Both are compatible with the collinear AFM order. According to the PSG 75-77 analysis, Eq. (8) is the only admissible ansatz for symmetric Z 2 spin-liquid that includes both nnn pairing and nn hoping (for details, see Appendix A).
The parameters χ 1 , η 2 are usually determined by the variational approach, i.e. projecting the mean-field ground state to the physical spin Hilbert space to construct the variational wave function, on which minimizing the spin model energy to determine the optimal parameters. But we will not follow this variational approach here. We just construct a bosonic spin-liquid by symmetry arguments, and calculate its spin excitation spectrum. Then the parameters are chosen to fit the observed INS spectrums. In our approach, the spin-liquid is merely a language to describe the disordered quantum ground state of the local moments.
To calculate the spectrum, we switch to the momentum space, in which the mean-field Hamiltonian in Eq. (7) takes the form
with the spinon operators arranged into the Bogoliubov 
where σ abc ≡ σ a ⊗ σ b ⊗ σ c denotes the direct product of Pauli matrices acting in the particle-hole, sublattice and spin space respectively. Its band structure is given by We shall focus on the low-energy effect theory by projecting the Hamiltonian into the lower branch. We first perform a momentum-dependent basis rotation along the σ 020 direction (in the sublattice space) to transform the Hamiltonian Eq. (10) to h b (k) = λσ 000 +χ k σ 330 −η k σ 220 , which has the following block-diagonalized form
The inner block corresponds to the lower branch of the spinon spectrum. The Hamiltonian in this block reads h b (k) = (λ−χ k )σ 00 −η k σ 10 , which acts on the truncated basisφ =
with the sublattice degrees of freedom projected. One may absorb χ k into λ by defining λ k = λ − χ k , and write
As shown in Fig. 4 , the spinon spectrum is soften at X, Y = (±π/2, π/2) points. Expanding the Hamiltonian around the softening points K = X, Y yields
where k denotes the small momentum deviation from the softening points, and
Thus we have reduced the spinon lattice model Eq. (7) to its low-energy effective model Eq. (14) around the band softening points. Its band structure contains two valleys, each located at a band softening point, of the dispersion
with the spinon velocity Therefore the spinon mean-field Hamiltonian Eq. (14) does describe a fully gapped Z 2 spin-liquid close to the collinear AFM order. Such a spin-liquid description can simultaneously capture the long-range magnetic disorder and the short-range collinear AFM correlation of the local moments. It could be more appropriate if the local moment is not well-quantized, such that the confinement force between the spinons is weaker. This is indeed the case in the iron-based compounds, where the orbitalselective Mott gap is not very large (∼ 0.6eV), 23 which may be sufficient to suppress the charge fluctuation, but not large enough to precisely quantize the local moment. This leads to the ring-exchange interaction among the local moments, which tends to stabilize 53 the deconfined spin-liquid state in the spin-1 systems. So it could be easier for the local moment to fractionalize into deconfined spinons in the intermediate correlated systems such as the iron-based compounds, which supports the spinliquid description.
D. Hund's Rule Coupling
Using the spinon representation, the Hund's rule interaction H int in Eq. (4) can be express as follows
where J 0 ≡ J H M/2 is the effective coupling strength between itinerant electrons and spinons. σ c , σ c and σ b , σ b label their spins respectively, which are summed over implicitly.
In the momentum space, the Hamiltonian reads
K c = Γ, M labels the two pockets of itinerant electrons. K b = X, Y labels the two band softening points of spinons. The momentum transfer Q = (0, 0) or (π, 0) corresponds to either of the two scattering channels: the intro-pocket scattering Q = (0, 0) in which the itinerant electrons are scattering within the same pocket and the spinons are scattered around the same softening point; and the inter-pocket scattering Q = (π, 0) in which the itinerant electrons are transferred form one pocket to another and meanwhile the spinons are transferred between two softening points to conserve the momentum (see Fig. 1 ). Both the SDW and SC instabilities develop mainly through the inter-pocket scattering channel. While both scattering channels are responsible for the hump-dip feature in the normal phase.
The Hund's rule interaction between the electrons and the spinons can be treated perturbatively. We will show that this interaction gives rise to two kinds of low-energy collective modes: the magon mode and the composite fermion mode. In the following, we will conclude the twofluid model in the field theory language, and use random phase approximation (RPA) approach to analyze the collective mode beyond the mean-field theory.
III. FIELD THEORY DISCRIPTION A. Model Action
It is more convenient to work in the field theory (path integral) formalism than in the above Hamiltonian formalism. So we introduce the electron and spinon field in the imaginary frequency (iω) domain
k = (iω, k) denotes the energy-momentum vector. Following the order of particle-hole, pocket (valley), and spin degrees of freedom, we arrange the electron and the spinon fields as
T stands for the time reversal operator, which flips the momentum T k → −k, and acts on the spin degrees of freedom as T (↑, ↓) → (↓, − ↑). Γ, M are the central momenta of the two electron pockets. X, Y are the softening momenta of the spinons. The partition function of the two-fluid model reads
where the matrix
According to Eq. (5) and Eq. (14), the bare propagators are
The short-handed notion σ abc··· = σ a ⊗ σ b ⊗ σ c ⊗ · · · (a, b, c = 0, 1, 2, 3) denotes the direct product of Pauli matrices. µ is the itinerant electron chemical potential, and the two-pocket band structure is described by
parameterized by m c and 0 < 0. The spinon band structure around the band softening point is modeled by
which is controlled by the parameters λ, χ 1 and η 2 . The parameters can be estimated from the experimental input. By comparing itinerant electron band structure with the LDA calculation or the ARPES observation, we may take m c = 0.83eV −1 and 0 = −30meV, which produce the reasonable pocket size and depth. For spinons, we choose χ 1 = 36meV η 2 = 34meV, λ = 238meV, so that the gap m b = 7meV and velocity c b = 159meV can lead to a magnon spectrum comparable with the INS observation. The residual Hund's rule coupling J 0 is the only free parameter in our model. It may vary in different phases depending on the RG flow from the high-energy regime.
B. Decomposition of the Coupling
To handle the electron-spinon coupling term S cb (or H cb ) in the two-fluid model,
we resort to the Hubbard-Stratonovich decomposition.
There are three possible decomposition channels: direct, pairing and exchange. We use the solid line = ψ c ψ † c to denote the electron propagator, and the dot- 
Decomposition of the electron-spinon coupling in the direct, pairing and exchange channels. The direct channel leads to bosonic magnon n. The pairing and exchange channels lead to the fermionic composite modes fp and fe respectively.
Here we briefly sketch out the decomposition schemes, and the details will be provided in the next two sections. (i) The direct channel is a bosonic channel,
which describes the electron and the spinon interact with each other by exchanging the magnon n c,b (bosonic spinwave excitations). In general, we use the wavy line = nn to denote the magnon propagator. The bosonic channel is responsible for the low-energy spin dynamics. (ii) The pairing and exchange channels are fermionic channels,
e f e ), (27) in which the electron and the spinon combine into the composite fermion f p (for the pairing channel) or f e (for the exchange channel). We may arrange the composite fermions in the field ψ f (to be defined in Eq. (67) later), and denote its propagator by the dashed line = ψ f ψ † f . The fermionic channels is responsible for the low-energy charge dynamics. We will discuss the two channels (i) and (ii) respectively in the following two parts.
IV. SPIN DYNAMICS A. Bosonic Decomposition
To rudy the spin dynamics of the two-fluid model, we start from the decomposition of the electron-spinon interation H cb in the bosonic channel (magnon channel). Let s c(b) be the electron (spinon) spin operator, Eq. (18) can be written as
It is natural to introduce the field n c,b that couples to s b,c respectively. Then the electron-spinon coupling can be decomposed in the direct channel as
Integrate out n c,b field will restore the Hamiltonian H cb . n c (n b ) represents the collective spin fluctuation of itinerant electron (local moment).
To simplify the notation, we arrange the different Q components of the magnon field n into a combined field n(q). Take n b field for example (n c is defined similarly by changing the label b → c)
where q = (iν, q) denotes the energy-momentum vector, and Q s ≡ (π, 0) is the intra-valley momentum transfer. Then
where the matrix representation for the electron spin operators are s c = (σ 00i , σ 01i )/2, and that for the spinon spin operators are s b = (σ 30i , σ 31i )/2, with i = 1, 2, 3.
B. Magnon
The magnon (spin-wave) excitation can emerge from the collective dynamics of the spinon. This magnon mode, in terms of the fluctuation of n field, can then couple with the itinerant electron via S ncb term, and drives the electron into the SDW or SC phase depending on the electron doping.
To demonstrate the magnon mode, we first integrate out the spinon field ψ b in Eq. (32) , and obtain the effective action for the magnon field n c
On the one loop level, the self-energy Σ nc (q) = J 2 0 χ b (q) is proportional to the spin susceptibility χ b of spinons, defined by the following bubble diagram
Here s b = σ 30i /2 for the Q = (0, 0) component, and s b = σ 31i /2 for the Q = (π, 0) component. Further integrating out the n c field in Eq. (33), we obtain the effective theory for the n b field, 
where
The result is shown in Fig. 7 . In (a), the quasi-sharp spectral peak (dark shaded edges) emerges at the bottom of the spinon continuum (the shaded region). In (b), χ b is negatively large below the magnon dispersion, which is of a typical energy ωD (see Eq. (47) in text).
The local moment magnon spectrum is a convolution of the spinon spectrum, and so one may expect a pairspinon continuum. However the continuum is not featureless. Quasi-sharp peak appears at the bottom of the continuum (and decays as χ b ∼ ν −1 ), which is identified as the (quasi-)magnon mode. Its quasi-sharp spectral weight signifies the close-to-condensation spinon dispersion, where the spinon spectral weight is greatly enhanced by the spinon pairing at the bottom of the spinon dispersion. This leads to the enhancement along the bottom boundary of the pair-spinon continuum, which results in the quasi-peak feature that can be identified as the magnon mode.
The magnon mode is the strongest around the ordering momentum Q s = (π, 0), near which the magnon follows the relativistic dispersion ν c 2 n q 2 + m 2 n , where q denotes the momentum deviation from Q s . The magnon velocity c n is roughly the same as the spinon velocity c b at low energy. The magnon gap m n is twice of the spinon gap m b , i.e. m n = 2m b 14meV, because it requires at least 2m b energy to excite two spinons, each at X, Y respectively, to generate such a magnon. A relatively small (but finite) magnon mass corresponds to a disordered local moment background closed to the collinear AFM ordering. The correlation length ξ can be estimated from ξ ∼ c n /m n . So now the model action is reduced to S = S c + S n + S nc ,
which describes the itinerant electron ψ c and the local moment fluctuation n b coupling together via effective Hund's rule interaction S nc . This simple model has been studied in Ref. 22 , and was found to give rise to both the SDW and the SC phase in the iron-based material under the same frame-work. In the following, we will briefly review its main results.
C. SDW Phase
Because the magnon mode is the strongest around the collinear ordering momentum Q s = (π, 0), which is also the nesting momentum between the hole and electron pockets, so the itinerant electron is strongly scattered between the pockets by the magnon, which leads to SDW instability under good nesting condition. The SDW ordering comes from a joint effort of both the electron and the spinon. The itinerant electron has the tendency to develop the collinear SDW order and open the SDW gap to lower its Fermi energy. While the spinon tends to close its mass gap and to condense into the collinear AFM state, so as to reduce its boson energy. The resonant scattering between electron and spinon mutually enhance the ordering tendency for both, and leads to the joint magnetic ordering.
The joint ordering can be formulated by the following Dynson equations
or
which describe the mutual self-energy corrections in the direct channel of the magnetic interaction between the electron and the spinon. Given G b(0) and G c(0) in Eq. (22), the dressed propagator G b and G c can be solved based on Eq. (39) self-consistently. The collinear SDW order develops in the Q = Q s channel. We focus on this channel, taking s b = σ 31i /2, s c = σ 01i /2, and introduce the SDW order parameters
The mean-field equations of the order parameters follow from the Dynson equations Eq. (39),
When solving the mean-field equations, we must also adjust the spinon chemical potential λ, such that the average spinon density ρ b = − k Tr G b (k) is kept at a fixed level ρ b0 :
From the solution, we can obtain the electron (spinon) SDW order n c (n b ) and the spinon mass gap m ) with (without) the electron-spinon coupling J0 = 16meV (J0 = 0). By coupling to the electron, the spinon energy spectrum is softened (but remaining gapped) in the SDW phase, and only becomes gapless at low enough temperature.
As the temperature drops below the SDW transition temperature, the SDW gap opens up in the electron spectrum. The electron SDW ordering n c = ψ † c σ 01i ψ c can be sensed by the spinon via the effective Hund's rule coupling. This causes the Zeeman splitting ±J 0 n c in the spinon spectrum, leading to the spinon SDW ordering n b = ψ † b σ 31i ψ b , which in turn supports the electron SDW gap J 0 n b . This positive feedback between the electron and the spinon stabilizes the SDW ordering against thermal fluctuations, such that even a weak SDW order of the electrons can be sustained up to a rather high temperature (see Fig. 8(a) ).
D. SC Phase
Analogous to the phonon mediated BCS pairing in the conventional superconductor, we proposed 22 that the iron-based superconductor originated from the magnon mediated pairing. The itinerant electron provides the charge carrier, and the local moment fluctuations serves as the pairing glue. At low temperature, the magnon mediated effective interaction could cause the Cooper instability of the Fermi surface of the itinerant electron, leading to the SC ordering.
We start from the effective interaction mediated by the magnon. Integrating out n b in Eq. (37), one finds e −Sint = D[n b ]e −Sn−Snc with
where the vertex function is given by (43) in which i is implicitly sumed over i = 1, 2, 3. χ b0 is the spinon susceptibility around Q = (0, 0), while χ b1 is that around Q = (π, 0). As for the spin-liquid state closed to collinear AFM ordering, χ b (q) is the most prominent around the ordering momentum Q = (π, 0), i.e. |χ b1 | |χ b0 |, so we may focus on the χ b1 −m −1 n term, and take
Among the 64 eigenvalues of the matrix Γ(q), the lowest (most negative) ones are 8-fold degenerate, corresponding to the 8 strongest ordering tendencies driven by the effective interaction, in which 4 of them are enumerated in Tab. I, and the other 4 are the charge-conjugate order of them. These orders are consistent with the more detailed analysis in Ref. 78 . Each order has an order parameter in the form of ψ † c uψ c , with the matrix representation u listed in Tab. I.
PI c TABLE I: Four strongest ordering tendencies driven by the magnon mediated effective interaction. The orders are: SCsuperconductivity (the label indicating the intra/inter-pocket channel), PI -Pomeranchuk instability, and CDW -charge density wave. The matrix form of the order parameter is given in the last column. For example, the intra-pocket SC order can be written as a linear combination of ψ † c σ130ψc and ψ † c σ230ψc.
To examine which ordering tendency has the strongest Fermi surface instability, we consider the itinerant electron propagator with the order parameter (extended from the bare propagator G c(0) in Eq. (22))
where ∆ denotes the self-energy of the order under consideration. To fully gap up the Fermi surface, the order parameter matrix u must anti-commute with both σ 300 and σ 330 . Only the intra-pocket SC ordering (u = σ 130 , σ 230 ) satisfies this condition, and enjoys the perfect nesting instability. Other orders like the inter-pocket SC and the PI only have the Stoner instability, and the CDW suffers from the bad nesting (for µ = 0). In conclusion, the magnon mediated interaction naturally selects out the spin-singlet intra-pocket pairing with s ± -wave symmetry (as cos k x cos k y ), that the pairing order parameter changes sign between the hole and electron pockets while remains nodeless around each pocket. This is consistent with the mainstream understanding of the pairing symmetry of iron-based superconductors as reviewed in Ref. 4 .
So we focus on the spin-singlet s ± -wave SC described by the order parameter ψ † c σ 130 ψ c (assuming real pairing). If the Γ and M bands are not symmetric to each other with respect to the Fermi energy (when µ = 0), the two pockets will have different pairing strength, then the ordinary s ++ -wave pairing component ψ † c σ 100 ψ c will be induced from the s ± -wave pairing. So it is more convenient to consider the pairing on both pockets respectively, and define their pairing operators as η Γ(M ) (k) = 1 2 ψ † c (k)(σ 100 ± σ 130 )ψ c (k), which may be arranged into a vector η = (η Γ , η M ) . The effective pairing interaction scatters the Cooper pair between pockets,
where V (q) = −3J 2 0 χ b1 (q) is the pairing potential. V (q) is large below the magnon dispersion (in the gap below the spinon continuum), as shown in Fig. 7(b) . Thus we introduce the magnon Debye energy ω D as the typical magnon energy, and approximate V (q) as
is taken from the ν = 0 component of V (q), which is a positive definite (repulsive) potential. This allows us to establish the Hamiltonian of pairing interaction,
which is effective within the magnon Debye energy shell around the Fermi surface of the itinerant electron. The matrix σ 1 mix the pairing between the two pockets, or explicitly as H pair ∼ V η Γ η M . Because the pairing potential V is positive, to gain the pairing energy, η Γ and η M are required to take the opposite sign, which naturally leads to the s ± -wave pairing in the iron-based superconductor. The BCS theory for the multi-band SC (like in the ironbased superconductor) has been discussed in details in the literature, 4,79 but we will still briefly outline the main results here for the completeness of the present story. Let ∆ Γ(M ) be the gap function around the Γ(M ) pocket, which could be arranged into a vector ∆ = (∆ Γ , ∆ M ) . Following the standard treatment of the BCS theory, 80 the gap equation is given by
. (49) where the pairing instability function reads
The gap function ∆ can be determined self-consistently from the gap equation, which is found to be uniform in the momentum space with just a sign different between the Γ and M pockets. Their temperature and doping dependences are shown in Fig. 9 . ∆ Γ and −∆ M are close to each other in most cases, showing that the s ± -wave pairing is always dominant in the iron-based superconductor. In our model, µ = 30meV is the level at which one pocket vanishes. The SC is suppressed due to the lack of the joint Fermi surface DOS. The SDW instability is not considered in this calculation.
As the momentum dependence of ∆(k) is weak, the pairing potential can be approximated by its Fermi surface average V SC = V (k − k ) kk ∈FS (which is positive). Close to the SC transition, the gap equation can be linearized to
where N Γ(M ) stands for the Fermi surface density of state (DOS) on the Γ(M ) pocket. Here we have used
as the pairing interaction is limited to a shell of ω D around the Fermi surface. By diagonalization, the greatest eigen value is V SC (N Γ N M ) 1/2 ln βω D , which corresponds to the eigen
). The same result has been obtained in Ref. 79 . The SC transition temperature can be estimated as
The magnon Debye frequency ω D ∼50meV is higher than the phonon Debye frequency by one order of magnitude, which is why the iron-based superconductors can support a transition temperature beyond the McMillan limit. The pairing strength λ = V SC (N Γ N M ) 1/2 involves the Fermi surface DOS from both pockets. So the s ± -SC is suppressed at the band edge when either pocket vanishes under large doping (c.f. Fig. 9(b) ).
E. INS Spectrum
In this section, we will discuss the inelastic neutron scattering spectrum of iron-based compounds. To simplify the notation, let us arrange the magnon field n b , n c into the field n = (n b , n c ) , and define the propagator G n (q) = − n(−q)n(q) , which represents the generic spin-spin correlation in the system. Integrating out both the electron and spinon fields, we arrived at the dressed propagator of the spin fluctuation, according to the Dynson equation
where the off diagonal term comes from the bare action S n J 0 n b n c in Eq. (32), and J 2 0 χ c,b are self-energy corrections. On the one-loop level,
where χ c (χ b ) is the itinerant electron (spinon) spin susceptibility, reflecting the magnetic fluctuations in the Fermi-liquid (spin-liquid).
Because the neutron spin couples to the spin of both the itinerant electron n c and the local moment n b , so the INS should probe the spectrum of both spin correlations χ(q) = Tr G n (q), which contains the contribution from both χ c and χ b ,
In the decoupled limit (J 0 → 0), Eq. (55) New poles of χ could emerge when the denominator vanishes, leading to the spin resonance in the INS spectrum. There are mainly two factors that could induce the spin resonance around Q s = (π, 0) in the iron-based superconductors: (i) the bad nesting that clears up the Stoner continuum in a triangle region below 2µ as in Fig. 10(a) , (ii) the s ± -wave pairing that further gaps out the spectrum below 2∆ as in Fig. 10(c) . Both lead to the discontinuous jump of χ c at the lower edge of the continuum. According to the Kramers-Kronig relation, the real part of χ c will get enhanced along this lower edge. So the resonance mode will first emerge right below the continuum, as shown in Fig. 10(d) . The pairing driven resonance and its sensitivity on the pairing symmetry has been elaborated in the literature, 81-84 so we will not repeat here. Above the SC transition temperature, the residual resonance signal [85] [86] [87] [88] can persist into the normal phase, but its intensity will be weakened by the thermal broadening effect, as in Fig. 10(b) . In Ref. 22 , it was proposed that the residual resonance is driven by the magnetic fluctuation between the mis-nested Fermi pockets, so its resonance energy is only controlled by doping, not affected by the SC gap, which explains its presence in the normal phase. In the two-fluid model, the low-energy spin resonance of the itinerant electron is usually carried on to the high-energy spin-wave mode of the local moment, thus it is possible to observe the spin resonance coexisting with the spin-wave in the INS spectrum.
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Towards the under-doped regime, both µ and ∆ get smaller, and the resonance mode will get pushed to lower energy. We found that it will first be softened at finite momentum q deviated from Q s , leading to the incommensurate SDW 90 phase proximate to the SC phase on the under-doped side. The softened resonance mode will eventually evolves into the Goldstone mode in the SDW phase, as shown in Fig. 10(f) . The gapless spin fluctuation reflects the spontaneous broken spin-rotational symmetry in the SDW phase, in agreement with the Goldstone's theorem.
Nevertheless in the joint ordering scenario of the twofluid model, the microscopic origin of the gapless mode is non-trivial. The itinerant electron Fermi-liquid and the local moment spin-liquid are both gapped in the SDW phase (see Fig. 8(b) for spinon gap), but their collective spin dynamics is gapless. The Goldstone mode is emergent on the RPA level. This was first pointed out in Ref. 91 on a confined paramagnetic local moment background, using the Holstein-Primakoff boson language. Here we will briefly show that the emergent Goldstone mode still holds for the deconfined spin-liquid of local moment background, in the Schwinger boson language.
First of all, the SDW order parameters n b , n c follow from the self-consistent equation Eq. (39) ,
Take the derivative on both sides,
. (57) Here we have used the definition of χ b (q) and χ c (q) in Eq. (54) . ∂ nc n b represent the response of n b to n c , while ∂ n b n c represents the response of n c to n b . For a selfconsistent mean-field (at the fixed point), we must have (∂ nc n b )(∂ n b n c ) = 1, i.e. the self-response of the order parameter is 1. According to Eq. (57), such self-consistence condition is just equivalent to 1−J Fig. 10(b) , the SC phase (dashed curve) corresponding to Fig. 10(d) , the SDW phase (dotted curve) corresponding to Fig. 10(f) . The peak at around 10meV manifests the spinresonance mode in the SC phase. The kink around 40meV indicates the upper edge of the Stoner continuum, above which the spectrum is not affected by the itinerant electron.
The local spin fluctuation spectrum χ (ν) = q χ (ν, q) is readily obtained from the INS spectrum χ (ν, q) via the momentum summation. The results for various phases are shown in Fig. 11 . Compare to the normal phase, the low-energy spin fluctuation is suppressed in the SC phase, and is enhanced in the SDW phase. The spin-resonance in the SC phase and the gapless spectrum in the SDW phase are clearly demonstrated here.
However a universal kink structure at about 40meV in Fig. 11 worth further discussion. This energy scale comes from the upper boundary of the Stoner continuum of the itinerant electron as in Fig. 10(a) . This singularity is reflected as a little kink in all spectrums on the right column of Fig. 10 . This kink separates the spin fluctuation spectrum into the high and low energy parts. According to our two-fluid model, the low energy part is affected by the itinerant electron, while the high energy part reflects the underlying local moment fluctuation. In different phases, the local moment fluctuation does not change much, but the itinerant electron part can be quite different, so that the changes of the spectrum mainly happen in the low energy regime, as demonstrated in Fig. 11 , unlike the conventional AFM material, where the low energy fluctuation is originated from the local moment and the Stoner continuum appears at high energy. This peculiar spin fluctuation spectrum predicted 22 by the two-fluid model has been observed in the INS experiment.
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V. CHARGE DYANMICS A. Fermionic Decomposition
Now we turn to the other decomposition channel of the electron-spinon interaction: the fermionic channel, and study the charge dynamics of the two-fluid model. Starting from the interaction Hamiltonian H cb in Eq. (18) , decompose it by introducing the fermionic field f ησ f . Here η = p, e is the channel index, labeling the two Fermionic channels: the pairing channel p and the exchange channel e. In the exchange channel, the itinerant electron emits a spinon and becomes the composite fermion c σc b † σ b → f eσ f . In the pairing channel, one itinerant electron merges with one spinon to form composite fermion c σc b σ b → f pσ f . The spin of the composite fermion is labeled by the combined index σ f = σ c σ b which has 4 possibilities σ f =↑↑, ↑↓, ↓↑, ↓↓. As a combination of two spin-1/2 objects, the composite fermion has an integer spin, including a singlet state (spin-0) and three spin triplet states (spin-1).
Through a fermionic version of the HubbardStratonovich (HS) transform,
Here g is a 4 × 4 matrix defined as the inverse of kernel matrix of Hund's rule coupling g ≡ ( i=1,2,3 σ ii ) −1 . Integrating out the composite fermion f ησ f degrees of freedom would restore the Hund's rule interaction Hamiltonian H cb .
For now, f ησ f is just an auxiliary field in the HS transform. Its spectrum is featureless without quasiparticle peak. However as we integrate out the electron and the spinon fields, the composite fermion f will acquire its dynamics from the collective motion of the electron and the spinon, and the quasiparticle can emerge in the spectrum of f as the new poles via the RPA approach. In that case, with an intermediate coupling strength of the effective Hund's rule interaction, the auxiliary field f will become a well-defined low energy quasiparticle composed of an electron and a spinon. ever when the coupling strength grows beyond a certain value J 0 W Ω/λ, two modes emerge in the spectrum as in Fig. 13(d) : (i) a tightly-bound fermion mode will appear outside the continuum, of the spectral weight ∼ 1, and being pushed all the way up to the high energy sector with increasing J 0 ; (ii) a composite fermion mode will emerge within the spinon gap of fractional spectral weight ∼ J −2 0 which is gradually weaken and transferred to the high energy sector. The tightly-bound fermion corresponds to a state that the electron is strongly locked to the spinon and becomes a part of the local moment, which represents the renormalization of the local moment by the itinerant electron. Moreover, a fraction of the electron spectral weight is leftover within the spinon gap, resulting in the in-gap composite fermion mode. Upon further increase of J 0 , the composite fermion mode will eventually fade away, and the electron will be completely locked with the spinon. So we conclude from the above analysis of the toy model that if we couple a band of fermions to some gapped bosons, there exists an intermediate coupling region, in which the low-energy resonance mode will appear as the composite fermion within the boson gap.
C. Composite Mode and STS Spectrum
Now we come back to the momentum-dependent version of the two-fluid model, and put in the pocket (valley) and spin degrees of freedom. We may switch to the field theoretical notation. Introduce the composite fermion field ψ f by arranging the f fermions following the order of particle-hole, pairing-exchange, valley, and spin degrees of freedom,
Then
where the bare propagator is
The vertex operator Λ is a three-leg tensor, whose indices α f , α c and α b label the field components of ψ f , ψ c and ψ b respectively. The tensor is written down according to the vertex Hamiltonian Eq. (58), or explicitly reads
Following the same approach discussed in the previous subsection, we integrate out the electron and the spinon fields to study the effective theory for composite fermions. The self-energy correction for the composite fermion comes from the electron-spinon bubble diagram Fig. 14(a) , which reflects the density of states of the electron-spinon joint excitations. The electronspinon continuum is gapped away from the Fermi level by ±m b . Because to excite the spinon in the spin-liquid requires at least m b amount of energy to overcome the spinon gap, while the itinerant electron is gapless, so their joint excitations only appear outside the energy range ±m b . Due to the jump of the spectrum at the edge of the electron-spinon continuum, the real part of the self-energy Σ f will be enhanced there according to the Kramers-Kronig relation, which will lead to the composite fermion resonance mode to appear via the RPA approach. Following the similar Dynson's equation Eq. (64), the bare propagator of ψ f field is dressed as
From the dressed propagator, one may extract its spectrum Fig. 14(b) . With an intermediate coupling strength J 0 = 50meV, the in-gap composite mode emerges from the edge of the continuum, and is pushed towards the Fermi level for larger J 0 . This is because Σ f is enhanced at the edge, so the denominator of Eq. (72) will first approach to zero there, which leads to new poles in the originally featureless propagator G f . As a bound state of the electron and the spinon, each composite fermion carries one electron charge, which should contribute to the charge transport and the electromagnetic response of the material, and could be probed in the scanning tunneling microscope (STM) experiment.
Let us consider the STM differential conductance dI/dV , also known as the scanning tunneling spectroscopy (STS) measurement. When the electron is injected to the material from the STM tip, it can grasp a spinon to form the composite fermion. Given the inhomogeneity observed in many iron-based superconductors, we may assume local condensation of spinons, i.e. b = 0 locally. If the tip happens to be suspended above the local condensate, the injected electron can immediately become composite fermion f p = b c or f e = b † c, and the electric current is carried on by the composite fermion. Therefore the composite fermion should also contribute to the differential conductance dI/dV spectrum, where n F (ω) = (β/4)sech 2 (βω/2) is the derivative of the Fermi distribution. A typical spectrum is shown in red in Fig. 15 , which has an asymmetric hump-dip feature with a hump below the Fermi level and a dip near the Fermi level, dubbed as the "pseudo-gap" in literature. 23 The hump corresponds to the emergent composite fermion mode marked out by arrows in Fig. 14(b) . Its energy scale is controlled by the spinon gap m b at around 10meV. While the dip is due to the lack of composite fermion spectrum in the gap of the electron-spinon continuum. So the hump-dip feature in the STS spectrum is nothing but the gap of composite fermions (electron-spinon joint excitations), which is naturally pinned at the Fermi level (as controlled by the spinon gap), and will not shift with the electron doping.
The asymmetric STS line shape about the Fermi level is due to the finite doping away from the perfect nesting level (modeled by the finite µ = 20meV here). From Fig. 15(a) , one can see the gap feature starts out symmetric at perfect nesting (µ = 0meV), and becomes more and more asymmetric as µ shifting away. As the Fermi level deviates from the perfect nesting, the electron and hole bands are not symmetric to each other about the Fermi level, which leads to the asymmetric electron-spinon continuum and hence the asymmetric composite fermion spectrum. For electron doping, the electron-spinon joint spectral weight below the Fermi level is stronger as in Fig. 14(a) , which will push the composite mode upwards under the level-repulsion effect. So the composite mode at the lower edge will be pushed into the gap and becomes a resonance mode, while that at the upper edge will be pushed into the continuum and damp out. Thus we conclude that the electron (hole) doping causes the com-posite fermion mode to emerge from below (above) the Fermi level (see Fig. 14(b) for the electron doped case). This doping dependence of the composite fermion energy has been observed recently. In the electron doped NaFe 0.94 Co 0.06 As sample, 23 the hump structure (signature of the composite fermion) appears below the Fermi level; while in the hole doped Ba 0.6 K 0.4 Fe 2 As 2 sample, 24 the hump structure appears above the Fermi level. Comparing both experiments Refs. 23 and 24, the low-energy STS spectrum (within the range of ±50meV) is particlehole reversed with respect to the Fermi level between the electron and hole doped cases, as expected in our theory.
From Fig. 15(a) , we can see the composite fermion mode is becoming stronger for larger doping (as the mode is pushed deeper into the gap by stronger level-repulsion), and is expect to be more obvious in the over-doped region. Upon raising the temperature, the hump-dip feature will eventually be smeared out by the thermal broadening as in Fig. 15(b) . These features are also consistent with the observation 23 in the 111-type compounds.
D. Influence of SC and Magnetic Field
As a resonance mode of the coupled itinerant electron and the spinon, the composite fermion will be influenced by both the components of the Fermi-liquid and the spinliquid in the two-fluid description. In this section, we will discuss how the composite fermion responses to the itinerant electron pairing and the external magnetic field.
Consider the s ± -wave pairing of the itinerant electron, with SC gap ∆ SC . Then the itinerant electron is no longer gapless excitations: at least an additional energy of the amount of ∆ SC must be paid to excite the electron. So the electron-spinon joint excitation energy is raised to above (m b + ∆ SC ), i.e. the joint gap is enlarged to ±(m b + ∆ SC ), as in Fig. 14(c) . So the itinerant electron pairing would enlarge the hump-dip feature in the STS spectrum.
To verify this, we take ∆ = 5meV (pairing gap) of s ± symmetry, and modify the itinerant electron propagator to G c(0) (k) = 2(iωσ 000 + µσ 300 + (k)σ 330 + ∆ SC σ 130 ) −1 . Re-calculate the composite fermion selfenergy Σ f according to Eq. (71), whose spectral function Σ f (k)| iω→ω+i0+ is shown in Fig. 14(c) . Substitute Σ f into Eq. (72), we can obtain the spectrum of the composite fermion in the SC phase, as Fig. 14(d) . The composite modes appear at the edge of the joint gap, as indicated by the arrows.
Because both the itinerant electron and the composite fermion mode can conduct electric current, the STM differential conductance is a sum of both contributions, as shown by the solid curve in Fig. 16 . Here the itinerant electron contribution is shown as the dotted curve, which exhibits the ±∆ SC symmetric pairing gap around the Fermi surface (a sudden drop at +10meV is due to the Γ band top, which is not a universal feature). While the dashed curve is the contribution of the composite fermion, which displays the asymmetric hump-dip feature with resonance composite modes at the gap edges. Putting two contributions together, we arrive at the twogap feature in the STS spectrum, which contains two extra little peaks outside the SC coherence peaks. The extra peaks from the composite fermion modes has been observed in the recent experiment.
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Now we consider the response of the composite fermion mode to the external magnetic field. First of all, the composite fermion spin can be either in a triplet state or in a singlet state. For the spin-triplet composite fermion, its energy level will Zeeman split in the external magnetic field. For the spin-singlet composite fermion, its weight will be suppressed by the magnetic field, because the Zeeman splitting of the spinon spectrum will reduce and smear out the spinon gap, such that the electronspinon continuum could expand toward the Fermi level and damp out the composite fermion. Therefore we predict that with the external magnetic field, the hump-dip structure in the STS spectrum will be weaken, and the extra peaks observed in the SC phase will split and/or weaken.
E. Other Theoretical Possibilities
Admittedly the two-fluid model we have presented here may not be the only theory to explain the observed hump-dip feature and extra peaks in the STS spectrum. There are still other theoretical possibilities, which we will briefly review/comment as follows.
(a) Band structure origin. This theory explains the STS hump structure by the itinerant electron band structure. Indeed, ARPES experiments have commonly observed a shallow flat band 10meV below the Fermi level around the Γ point in many iron-based compounds, [93] [94] [95] [96] which coincides with the hump structure in the energy scale. But there are several issues. First, if the hump-dip feature comes from the band structure, it must exhibit rigid band shift under doping, which contradicts with the observation. Second, the STS line shape is particle-hole reversed about the Fermi level in the complementary experiments of electron/hole doping, which is hard to explain by the electron band structure. Third, because electron band is a momentum space structure, so its signal should be rather uniform in the real space. However the observed hump-dip feature is strongly inhomogeneous, which is more likely to originate from some local degrees of freedom.
(b) SDW reentrance. 97 This theory assumes a second SDW phase in the over-doped region, driven by the nesting of the electron pocket with the second hole pocket, such that the hump-dip feature could be understood as the reentered SDW gap. However the second SDW phase was not observed yet in the phase diagram. Also the hump-dip feature is observed in both electron and hole doped cases, which is hard to understand if there is only two SDW phases. Moreover this theory also finds difficulties in explaining the asymmetric line shape (one coherence peak is missing).
(c) SC gap features. Based on the Eliashberg theory calculation, 98 the SC gap function ∆(ω) has some singularities around the Debey frequency ω ∼ ω D , which will be reflected in the STS spectrum dI/dV ∝ V /(V 2 − ∆(V )
2 ) 1/2 , represented as the little peaks/dips outside the SC coherence peak. This may provide an explanation for the extra peaks observed in the SC phase, but gives no understanding to the hump-dip feature in the normal phase.
(d) Inelastic electron tunneling (IET). In the STS experiment, if the electron tunnels into the sample with high enough energy, it may excite some gaped bosonic mode and opens a new tunneling channel, causing the differential conductance to jump up. Such a phenomenon is known as the IET, 99 which may account for the observed hump-dip feature. In the context of iron-based superconductors, the relevant bosonic modes include magons, spin-resonance modes, and spinons. Our composite fermion explanation belongs to this picture, that the electron transfers its energy to the spinon to form a composite fermion that carries on the electric current. It is also possible for the electron to couple with the magon, but the resulting charge carrier would be a magnetic polaron: the collective excitation of electron dressed by a cloud of magnons. The polaron effect will enhance the electron mass (like the mass renormalization observed in ARPES), and cause an accumulation of the electron density of states around the Fermi level, which is opposite with the observe hump-dip feature. Another possibility is that the IET energy was transferred to the spinresonance mode, which is fine for the extra peak in the SC phase, but hard to explain the hump-dip feature that persists into the normal phase.
Given the above difficulties in various theoretical scenarios, we conceived the composite fermion picture to understand the unusual experimental observations. The composite fermion may sounds exotic, but it is indeed a natural consequence that follows from the two-fluid description. Admittedly, we still do not have direct evidence for the existence of the deconfined spin-liquid state in the iron-based compounds. However as a candidate theory, we have shown that the two-fluid description was able to give account for various physics in the SDW, SC and normal phases systematically. We also proposed that the composite fermion mode can be tested by studying the magnetic field dependence of the hump-dip feature in the normal phase and the extra peak in the SC phase. More efforts along this direction may help to provide a more comprehensive understanding of the mechanism of iron-based superconductors.
VI. CONCLUSION
In this work, we proposed the two-fluid description for iron-based superconductors. In this scenario, the ironbased SC is understood neither as the weakly correlated BCS theory nor as the strongly correlated RVB theory, but a combination of both physics in some sense: the BCS pairing of itinerant electrons mediated by the fluctuations of the local moment spin-liquid background. The intermediate correlated electron system in the iron-based compounds contains two effective fluid components: the Femi-liquid of itinerant electrons and the spin-liquid of local moments. The separation of the two-fluid components seems to complicate the problem, but it in fact reduces the difficulty for theoretical handling, because both the Fermi-liquid and the spin-liquid physics have been well explored separately, thus the combined description could provide us a more definite starting point to understand intermediate correlated system.
The combination of the two-fluid components is not a simple superposition, as the Fermi-liquid and spin-liquid are coupled together via the renormalized Hund's rule interaction among the Fe 3d orbitals. The coupling leads to more interesting low-energy collective modes of both fluids, which include the bosonic magnon mode and the composite fermion mode. These modes are responsible for a series of low-energy phenomena in the iron-based compounds, including the SDW and SC ordering, the spin-resonance, and the hump-dip feature in the normal phase. To some extent, it is these emergent collective modes that constitute the new physics of intermediate correlated system that connect between the weakly or strongly correlated limits.
The two-fluid description assumes that the local moments in the iron-based superconductor are in a spinliquid state with deconfined spinon excitations. For an isolated spin-liquid, the spinons are simply created and annihilated in pairs, driven by the strong quantum fluctuation. However coupling the spin-liquid to the Fermiliquid allows the spinon to combine with the itinerant electron into the composite fermion, which promotes the spinon creation. In this sense, the fractionalization of the local moment is facilitated by its coupling to the itin-erant electron, and the formation of composite fermion in turn justifies our initial assumption of the deconfined spin-liquid. This mechanism of the electron-facilitated fractionalization not only points out a prospective direction to search for spin-liquid states, but also provides a different way to study the spinons: the spinon is now labeled with charge by the attachment of the electron, and the resulting composite fermion mode can be easily probed by the electromagnetic response in various condensed matter experiments. If this scenario of the two-fluid description was correct, then the significance of the iron-based superconductors would not be limited to the question of high-temperature superconductivity, but could also be extended to the research of spin-liquid by providing new materials and measurements.
pairing is as follows G T1 (x, y) = 1, G T2 (x, y) = (−)
x , G σs (x, y) = (−) y ,
This PSG also requires the nn hoping to be pure imaginary, which may be re-parameterized by iχ 1 (such that χ 1 ∈ R). We may also set η 2 ∈ R. Then use the PSG given in Eq. (A3) to send the mean-field parameters to all bounds in the lattice, the eventual result is given in Eq. (8) .
