End-to-End speech recognition is a recently proposed approach that directly transcribes input speech to text using a single model. End-to-End speech recognition methods including Connectionist Temporal Classification and Attention-based Encoder Decoder Networks have been shown to obtain state-ofthe-art performance on a number of tasks and significantly simplify the modeling, training and decoding procedures for speech recognition. In this paper, we extend our prior work on End-toEnd speech recognition focusing on the effectiveness of these models in far-field environments. Specifically, we propose introducing Auditory Attention to integrate input from multiple microphones directly within an End-to-End speech recognition model, leveraging the attention mechanism to dynamically tune the model's attention to the most reliable input sources. We evaluate our proposed model on the CHiME-4 task, and show substantial improvement compared to a model optimized for a single microphone input.
Introduction
End-to-End speech recognition is a recently proposed approach that directly transcribes speech signal to text with a single neural network [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] . Unlike the traditional approach, Deep Neural Network -Hidden Markov Models (DNN-HMM) hybrid system [11, 12] , the End-to-End model learns acoustic frames to character mappings in one step towards the final objective of interest, and attempts to rectify the suboptimal issues that arise from the disjoint training procedure. Also, these End-to-End models significantly simplify the pipeline of speech recognition system, without requiring the pre-defined frame-level alignment or segmentation. With enough large amount of training data, the End-to-End model has been shown to outperform HMM-based systems [13] .
However, most of research on End-to-End speech recognition framework have focused on a single channel speech recognition, and the End-to-End model for multi-microphones distance speech recognition has not been studied actively. As many real-world speech recognition applications, including teleconferencing, robotics, and in-car spoken dialog systems, must deal with speech from distant microphones in noisy environments, exploiting the additional spatial information from multiple microphones for enhancing the signal is essential to achieve robust speech recognition in such noisy environments. Specifically, it is required to deal with the misaligned input channels because the acoustic path length of each signal differs according to the location of the microphone and these differences in arrival time are even greater when the space between microphones is larger.
Signal processing techniques such as beamforming are widely used to extract an enhanced single channel from the misaligned multiple channels [14, 15, 16, 17] . These techniques, however, requires separate pre-processing step and are highly dependent on prior spatial information about the microphones and the environment in which the system is being used. Several recent studies [18, 19, 20, 21, 22, 23, 24] have explored an alternative way that processes multi-channels using a neural network. Some studies use Convolutional Neural Networks (CNNs) with a simply concatenated acoustic features from multiple microphones [19, 20, 21] to implicitly account for spatial relationships between channels. In more explicit way, the attention mechanism is used to estimate which channel at different time should be focused more on [23] , or the neural beamformers within the acoustic model is used in [18, 25, 24] . Though these recent multi-channel processing methods based on the deep neural networks have been shown promising results, the multi-microphone processing within End-to-End speech recognition models have not been investigated yet.
In this work, we propose a multi-microphone End-to-End model for distant speech recognition. The key to our approach is that we use an additional attention mechanism within the Endto-End framework that enables to learn misaligned and nonstationary multiple input sources and automatically tune its attention to a more reliable input source among these sources. Our proposed method improves the performance by rectifying the misalignment issue between multiple channels. We evaluate our model on the CHiME-4 tasks, and show that our system outperforms the model optimized for a single microphone input.
The paper is organized as follows: in Section 2 we describe our proposed End-to-End model with auditory attention for multi-microphone processing. In section 3, we evaluate the performance of our model. Finally, in Section 4 we draw conclusions.
Model
In this section, our End-to-End model with auditory attention mechanism for multi-microphone processing. Figure 1 illustrates the overall architecture of our framework, where the attention mechanism for the multi-channel is embedded. In this work, we extend the joint CTC/Attention framework [9] and embed an additional attention model [23] to integrate misaligned multiple microphone sources. Our model addresses the (C) multiple channels and each channel has the variable (T ) length input frames, x = (x . The shared encoder is trained by both CTC and Attention objectives simultaneously. The shared encoder transforms the enhanced inputxt to high-level features h, the localtion-based AttentionDecoder generates the character sequence y.
End-to-End Model
The key insight in joint CTC/Attention framework is that it can address the weaknesses of two main End-to-End models: Connectionist Temporal Classification (CTC) [26] and attentionbased encoder-decoder (Attention) [7] , by combining the two as they have the following complementary characteristics.
First, CTC can avoid label bias problem [27] since it is globally normalized model, however, Attention model is suffered from label bias problem since it is locally normalized model. Second, CTC is efficiently trained by forward-backward algorithm like hidden Markov Models (HMMs) and it can preserve the left-right order between input and output, however, the alignment of the Attention model does not preserve this order so that the alignment between input and output can be easily distorted. Unlike the machine translation task, the desired alignment between input and output in speech recognition task is monotonic, the CTC algorithm can be used to help naturally guide the alignment in Attention model to be monotonic. On the other side, the CTC still relies on the conditional independent assumption, it requires the separately trained language model like the hybrid framework [2, 3] . However, Attention model can jointly learn language model within a single network. The objective of each method and the details of how the joint CTC/Attention framework combines these two will be described in the followings.
CTC maximizes P (y|x), the probability distribution over all possible label sequences Φ(y ), allowing repetitions of labels and occurrences of a blank label (−):
where P (πt|x) denotes the softmax activation of πt label in Recurrent Neural Networks (RNNs) output layer at time t. The CTC loss to be minimized is defined as the negative log likelihood of the ground truth character sequence y * , i.e.
The Attention model consists of two sub-networks: Encoder and AttentionDecoder. The Encoder transforms x, to high-level representation h = (h1, · · · , hL) in Eq. (4), then AttentionDecoder generates the probability distribution over characters, yu, conditioned on h and all the labels seen previously y1:u−1 in Eq. (5) according to the following equations:
Specifically, in this work, we use the location-based attention mechanism [5] in AttentionDecoder module as follows:
where w, W, V, F, U, b are trainable parameters, su−1 is the decoder state, γ is the sharpening factor [5] , and * denotes convolution. The loss function of the attention model is computed from:
where y * 1:u−1 is all the previous labels.
The joint CTC/Attention objective is represented as follows by combining two objectives in Eq. (2) and Eq. (10):
with a tunable parameter λ : 0 ≤ λ ≤ 1.
Auditory Attention for Multi-channel
The challenge we attempt to address with the neural attention mechanism is the problem of misaligned multiple input sources because the acoustic path length of each signal differs according to the location of the microphone. Similar to the recent work [23] , we incorporate the MultiChannelAttention module that automatically tunes its attention to a more reliable input channel. Unlike traditional multi-microphone processing techniques, the model does not require any explicit signal preprocessing step. At every input step t, the MultiChannelAttention produces an enhanced input representationxt. For generating the inputxt, MultiChannelAttention estimates an attention weight vector over the channels MultiCH At ∈ R C at each input step t. Attention weights are calculated based on two different information sources: 1) attention history MultiCH At−1, and 2) content of input xt:
MultiCH At = exp(et)
where et ∈ R C is the energy at time t in Eq. (12) , and MultiCH At is an attention weights that normalized by softmax function in Eq. (13) . Finally, the enhanced outputxt is generated by the weighted sum of the attention weights MultiCH At and the multi-channel inputs x 1:C t in Eq. (14) . The subsequent procedure to generate the character sequence y from the integrated inputsxt from the multi-channel inputs x 1:C t is formalized as follows:
yu ∼ AttentionDecoder(ĥ, y1:u−1).
By combining the additional attention mechanism for processing multiple channels to the entire End-to-End framework, our system can be optimized jointly in one-step so that our framework attempts to rectify the suboptimal issues that arise from the disjoint training procedure.
Experiments

Data
We performed the experiments on the CHiME-4 corpus [28] . The CHiME-4 task is automatic speech recognition for a multimicrophone tablet device with 6 microphones in an everyday noisy environment -a cafe, a street junction, public transport, and a pedestrian area. There are two types of datasets: REAL and SIMU. The REAL data was recorded, and the SIMU data was generated by mixing clean utterance from WSJ0 into background recordings. The training set has 18 hours of speech data uttered by 83 speakers (3 hours REAL + 15 hours SIMU), the development set has 2.9 hours of speech data uttered by 3 speakers, and the evaluation set has 2.2 hours of data. The development set and the evaluation set consist of a 1:1 ratio of REAL and SIMU. We used the data from the 5 microphones except 2 nd microphone which is located on the backside of the tablet. None of our experiments used any language model or lexicon information.
As input features, we use 40 mel-scale filterbank coefficients, with their first and second order temporal derivatives to obtain a total 120 feature values per frame per each channel. As output label, we used only 59 distinct labels: 26 characters, digits, punctuation marks, apostrophe, period, dash, space, noise, sos/eos tokens, etc [3] .
Training
The shared-encoder was a 4-layer Bidirectional Long ShortTerm Memory (BLSTM) [29, 30] with 320 cells in each layer and direction, and linear projection layer is followed by each BLSTM layer. The bottom two layers of the encoder read every second hidden state in the network below, reducing the utterance length by the factor of 4, L = T /4. The decoder was 1-layer LSTM with 320 cells. The location-based attention mechanism with 10 centered convolution filters of width 100 were used to extract the convolutional features. We used the sharpening factor γ = 2. The AdaDelta algorithm [31] with gradient clipping [32] was used for optimization. All the weights are initialized with the range [-0.1, 0.1] of uniform distribution. For the CTC/Attention objective weights, we used 0.1 for λ.
Decoding
For decoding of the End-to-End model, we used a beam search algorithm similar to [33] with the beam size 20 to reduce the computation cost. The special end-of-sentence(eos) token is added to the target label, so that the decoder completes the generation of the hypothesis when eos is emitted. Since the model has a small bias for shorter utterances so we adjusted the score s(y|x) by normalizing our probability with length penalty:
where |y|c is the number of characters in the hypothesis and the tunable parameter δ = 0.3. Note that we do not use any lexicon or language models. Table 1 : Character Error Rate (CER) on a noisy corpus CHiME-4. None of our experiments used any language model or lexicon information. Note that the training data consists of a 1:5 ratio of REAL and SIMU, whereas the development set and the evaluation set consist of a 1:1 ratio of REAL and SIMU. In Table 1 , we summarize character error rates (CERs) obtained on the CHiME-4 task. AttMulti-E2E is our proposed model, which has an attention mechanism for multiple inputs as described in 2.2. As our baselines, we built three models with same joint CTC/Attention End-to-End model, but with three different inputs. BeamMulti-E2E was trained on the enhanced signal from 5 noisy channels. We obtained the enhanced signal from the beamforming toolkit, which was provided by the CHiME-4 organizer [34, 35] . Single-E2E was trained on a single noisy 5-th channel, and ConcatMulti-E2E used the concatenated 5 noisy channels.
Results
The results in Table 1 show that our proposed model AttMulti-E2E significantly outperformed both ConcatMulti-E2E and Single-E2E in CER. Our model showed 5.6 -7.4% relative improvements compared to the Single-E2E on evaluation and validation set, respectively. Also, our model showed 15.5 -10.3% relative improvements compared to the ConcatMulti-E2E on evaluation and validation set, respectively. These results suggest that we can leverage the attention mechanism to integrate multiple channels efficiently. We also found that the model, which simply combined 5 features across microphones, did not perform very well. It showed poorer results than even the model trained with single microphone data. This result underscores the importance of integrating channels based on analysis of differences in arrival times. As expected, BeamMulti-E2E also provided a substantial improvement in CER compared to Single-E2E and ConcatMulti-E2E, showing a 15.4% and 7.3% relative improvement compared to Single-E2E on evaluation and validation set, respectively. Though the performance improvement of BeamMulti-E2E showed slightly greater than our model AttMulti-E2E (0.5 % better performed in CER in SIMU + REAL), BeamMulti-E2E requires separate pre-processing step with the manually defined beamforming parameter setting while our model bypasses these steps. Table 2 : Character Error Rate (CER) on a noisy corpus CHiME-4. The order of microphone data is mismatched between training (1 3 4 5 6) and testing (6 5 4 3 1) modes. Note that the CER of BeamMulti-E2E is 35.0% (in Table 1 To ensure the improvement of the system was coming from our time-channel attention mechanism, we evaluated on the modified test dataset that the order of microphones were shuffled. We changed the order from the one that we used for training (1 3 4 5 6). In Table 2 shows the CER between the models ConcatMulti-E2E and AttMulti-E2E in the different mismatched microphone order, (6 5 4 3 1). We observed that our model learned the desired alignment dynamically according to the content of the multiple channels. Our model showed that the performance degradation slightly compared to the matched order case, however, the ConcatMulti-E2E showed that 13.3 % relative performance degradation compared to the matched order case. Unlike that the performance of ConcatMulti-E2E was severely degraded in the mismatched case, our model showed more robust performance even in the mismatched case. This result indicates that the performance of our model less rely on the specific microphone setting. Figure 2 visualizes the log-Mel filterbank coefficients from each 
channel (A) -(E)
, and the one from our enhanced feature (G) with the channel attention mechanism which is shown in subfigure (F). In general, the features generated from our model (G) were more clearly delineated.
We then analyzed the computational aspects of our system. As the multi-microphone processing is performed as part of the End-to-End model computation we have actually found it to be more computationally efficient than performing beamforming followed by the model. On our development machine (Intel(R) Xeon(R) CPU E5-2640 @ 2.50GHz) and with GeForce GTX TITAN X, the beamforming toolkit [34, 35] operated approximately 9.1 sec for 6.1 second of each utterance. However, our model does not require the beamforming computation which can save the time and achieve significantly faster decoding process.
Conclusions
We have introduced an End-to-End framework for far-field speech recognition that uses a novel attention mechanism for multiple microphone data. Our model improves performance by automatically tuning its attention to a more reliable input source. Moreover, it significantly speeds up the process of decoding without requiring any explicit preprocessing step. We presented our results on the CHiME-4 task and found that our far-field End-to-End achieved comparable performance to beamforming without any prior knowledge of the microphone layout or any explicit preprocessing.
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