Energy usage of data centers is rising quickly and the electricity cost can no longer be neglected. Most efforts to relieve the increase of energy usage concentrate on improving hardware efficiency, by improving the hardware itself or by turning to server virtualization. Yet, no serious effort is made to reduce electricity usage by targeting the software running in data centers. To be able to effectively target software, a quantification of software overhead is necessary. In this paper, we present a quantification of the sources of overhead in applications that are these days ubiquitous in data centers: web applications. Experiments with three web applications show that up to 90% of the instructions executed to generate web pages are non-essential, in other words overhead, and can be eliminated. Elimination of these non-essential instructions results in an approximately linear decrease in page generation time as well as significantly reduced energy usage. In order to get the rising energy cost of data centers under control it is obligatory to be able to quantify the source of energy cost. In this paper we present an approach how to quantify wasted energy based on a quantification of non-essential instructions that are executed.
INTRODUCTION
Applications that have seen a steady rise in ubiquity in the last 10 years are web applications. In many data centers web applications are hosted that provide much of the World-Wide Web's content. Web applications are often built from several readily available components to speed up development, such as web development frameworks and database management systems (DBMSs). This modularity allows for rapid prototyping, development and deployment. The WorldWide Web has heavily benefited from this modular approach.
However, it is well known that modularity does not come for free. The use of rapid development frameworks and other re-usable modules comes at the cost of reduced performance. In a time where energy consumption of data centers is becoming a greater and greater concern, the call to break down the layers in order to regain efficiency will become bigger. To be able to effectively target efforts to reduce energy consumption of web applications, the sources of overhead must be quantified. An instruction-level quantification of overhead in web applications does not exist to our knowledge. Therefore, in this paper, we present an initial study to quantify the overhead induced by this modular and layered approach. We argue that this overhead is significant.
In the last decade, the increasing energy consumption of data centers has already drawn the attention of governments. The US Environment Protection Agency (EPA) reported on the energy efficiency of data centers in a 2007 report (U.S. Environmental Protection Agency, 2007) . Their study says energy consumption of US data centers had doubled in the period from late 2000 to 2006. Based on this trend, they projected another doubling in electricity use for the period from 2006 to 2011. This would mean a quadrupling in electricity use by data centers in about 10 years time.
Contrary to the EPA prediction, a 2011 report by Jonathan G. Koomey (2011) claims electricity by US data centers increased by 36% instead of doubling from 2005 to 2010. This is significantly lower than predicted by the EPA report. Koomey attributes this to a lower server installed base than predicted earlier, caused by the 2008 financial crises and further improvements in server virtualization. Nevertheless, the energy consumption is still increasing and while the increase was only 36% in the US, according to the Koomey report the increase amounted to 56% worldwide.
The server installed base is an important metric, because each installed server adds up to the amount of electricity used, not only due to the energy used by the server itself but also because cooling capacity has to be increased. The EPA report makes many recommendations to reduce electricity use in data centers. Many of these recommendations seek for solutions in hardware. Better power management can make servers more energy efficient. The server installed base can be reduced by making better use of virtualization to consolidate servers. Recommendations are also made to develop tools and techniques to make software more efficient by making better use of parallelization and to avoid excess code. However, these recommendations are not as concrete as those for hardware improvements.
An interesting observation in the EPA report is that those responsible for selecting and purchasing computer equipment are not the same as those responsible for power and cooling infrastructure. The latter typically pay the electricity bills. This leads to a split incentive, because those who could buy more energy efficient hardware have little incentive to do so. We believe a similar split incentive exists with software developers. Software developers are not in charge of obtaining the necessary computing equipment in data centers and also are not aware of the electricity bills. Therefore, software developers have very little incentive to further optimize the software to reduce energy consumption. The fact that software optimization is a very diligent and costly task does not help.
Many statistics have been collected on data center cost and performance. For example Computer Economics, Inc. (2006) describes several metrics that are used in data center management to optimize performance and drive costs down. Many of these metrics concentrate around MIPS or the number of servers and processors. Mainframe size is expressed in MIPS, and cost can be expressed in spending (on hardware, software, personnel, etc.) per MIPS. Statistics on Intel-based UNIX and Windows operating environments are expressed in number of servers and processors. In such statistics a distinction is made between installed MIPS versus used MIPS. These numbers should not be too far apart, because server capacity staying idle is neither cost nor energy efficient. However, as soon as a server is no longer idle, the work performed is counted as used MIPS. Of such used MIPS it is not investigated whether these MIPS did useful work or were mainly overhead. In other words, no distinction is made between essential MIPS and non-essential MIPS, with non-essential MIPS being accrued from the cost of the usage of rapid development frameworks and software modularity.
In this paper, we address the quantification of energy usage through non-essential instruction (MIPS) count overhead. We investigate three existing and representative web applications and show that in this manner accurate measurements on spilled energy usage can be obtained. To our belief, this will result in an incentive for data centers to prioritize the need for software overhead reduction instead of only improving hardware energy efficiency.
In Section 2 we give an overview of how nonessential MIPS are determined in web applications. Section 3 describes the experimental setup and the web applications used. The sources of overhead are quantified in Section 4. Section 5 links the results of the experiments to the expected reduction in energy consumption. Section 6 discusses work related to this paper. Finally, Section 7 lists our conclusions.
DETERMINATION OF NON-ESSENTIAL MIPS
We have defined a number of categories of overhead, or non-essential MIPS, in web applications that make use of the PHP language and a MySQL DBMS, which we will quantify. The instruction count of non-essential MIPS for each category is obtained by counting instructions in the original program code and in the program code with the overhead source removed. The difference in instruction count is the number of instructions for the corresponding overhead source.
The first category of overhead we will consider is overhead caused by development frameworks for web applications. Many applications are written with the use of a framework to dramatically shorten development time and increase code re-use. One of the applications we survey in this paper has been developed using the CakePHP framework. The CakePHP simplifies development of web applications by performing most of the work serving web requests and abstracting away the low-level data access through a DBMS. Frameworks like this affect performance by, for example, performing unnecessary iterations and copies of results sets, or even by executing queries of which the results are not used at all.
The second category of overhead is the PHP language itself. Due to PHP's nature as a script language, there is a start-up overhead due to parsing and interpretation of the source files and the potential to thoroughly optimize the code in a similar way to compiled languages is removed.
As a third category, we consider the current modular design of DBMSs, which has as result that a single DBMS instance can be easily used for a variety of applications. A downside of this modularity is that when an application has a request to retrieve data, this request has to go out of process. Depending on the architecture of the website, the request is either served by a DBMS running on the same server as the web server executing the PHP code or the request is sent to a remote DBMS host. Overhead that is incurred can include: context switching overhead, network and protocol overhead and data copying overhead.
The fourth category of overhead is caused by DBMS APIs implemented in shared libraries. The library sends SQL queries to the DBMS and retrieves the results. As a result of this architecture details on the data accesses are shielded off and also overhead is introduced by iterating result sets at least twice: once when the DBMS builds up the result set and sends this to the application program and once in the application program itself when the results are iterated.
EXPERIMENTAL SETUP
In this paper we quantify three web applications: discus, RUBBoS (ObjectWeb Consortium, n.d.-a) and RUBiS(ObjectWeb Consortium, n.d.-a) and RUBiS (ObjectWeb Consortium, n.d.-b) . Although it can be questioned whether these three applications are representative of typical web applications running in data centers, we are convinced that at least these benchmarks can be used to create an initial quantification of the overhead. In our experiments, we have focused on read-only workloads. discus discus is an in-house developed student administration system. The system is based on CakePHP development framework, version 1.2.0. To quantify the overhead for full page generations, all forms of caching (e.g. query or page caching) in CakePHP have been disabled. We focus on two particular page loads: the students index and the individual student view. All experiments have been carried out with three different data sets: small (25.000 tuples), medium (0.5 million tuples) and large (10 million tuples).
RUBBoS
The RUBBoS benchmark was developed by a collaboration between RICE University and INRIA and models a typical bulletin board system or news website with possibility to post comments (ObjectWeb Consortium, n.d.-a). We have used the PHP-version of RUBBoS. To quantify the overhead in different typical pages served by RUBBoS, we looked at the page generation times of the following pages: StoriesOfTheDay, BrowseStoriesByCategory, ViewStory, ViewComment. We believe these pages are typical for the workload that characterizes a news story website. As data set we have used the data set that is made available at the RUBBoS website.
RUBiS
The RUBiS benchmark (ObjectWeb Consortium, n.d.-b) models a simple auction website and is similar to the RUBBoS benchmark as it has been developed by the same collaboration. For our tests with RUBiS we have used the same methodology as with RUBBoS. The PHP-version of RUBiS was used and the following pages were picked: ViewBidHistory, ViewItem, ViewUserInfo and SearchItemsByCategory. The data set that is available from the RUBiS website has been used as data set in our experiments.
The experiments have been carried out on an Intel Core 2 Quad CPU (Q9450) clocked at 2.66 GHz with 4 GB of RAM. The software installation consists out of Ubuntu 10.04.3 LTS (64-bit), which comes with Apache 2.2.14, PHP 5.3.2 and MySQL 5.1.41. No extraordinary changes were made to the configuration files for Apache and MySQL, except that in MySQL we have disabled query caching to be able to consistently quantify the cost for executing the necessary queries. In the experiments we obtained two metrics. Firstly, we obtained the page generation time which we define as the difference between the time the first useful line of the PHP code started execution until the time the last line of code is executed. Secondly, we acquire the number of instructions executed by the processor to generate the page by reading out the INST_RETIRED hardware performance counter of the CPU.
QUANTIFICATION
In this section, we will quantify the overhead for each of the categories described in Section 2. To quantify the overhead induced by the PHP programming language we have compared the performance of the three code bases to the code bases compiled to native executables using the HipHop for PHP project(HipHip for PHP Project, n.d.). This project is developed by Facebook and is a compiler that translates PHP source code to C++ source code, which is linked against a HipHop runtime that contains implementations of PHP built-in functions and data types. Both the Apache HTTP server and the PHP module are replaced by the HipHop-generated executable. In Fig ures 1, 2 and 3 the difference in page generation time between Apache and the HipHop-compiled executables is shown as "PHP overhead". Figures 4, 5 and 6 depict the number of instructions executed to generate the page. For the discus code base we observe that roughly 1/3 to 2/3 of the page generation time can be attributed to PHP overhead. A similar overhead is found in the figures depicting the number of instructions The RUBBoS and RUBiS benchmarks do not show an improvement in page generation time when the HipHop-version is tested. However, the instruction count does noticeably decrease. Compared to discus, the RUBBoS and RUBiS source code is quite straightforward and it is possible that aggressive compiler optimizations do not have much effect. Although less instructions are retired, it is plausible that instead more time is spent waiting for (network) I/O.
To quantify the overhead of development frameworks, we have focused on one of the main sources of overhead in the CakePHP framework, which is the data access interface or in particular the automatic generation of SQL queries. The difference between the code bases with and without automatic query gen- eration is displayed in Figures 1 and 4 as "CakePHP gen. overhead". For most cases, the overhead of automatic query generation ranges from 1/12 to 1/5 of the total page generation time. This is significant if one considers the total page generation time in the order of seconds and the fact that there is no technical obstacle to make the queries static after the development of the application. CakePHP employs caching to get around this overhead (which was disabled to uncover this overhead). However, caching does not help if similar queries are often executed with different parameters. We have not done similar experiments for RUBBoS and RUBiS, because these code bases use static queries instead of a rapid development framework. We made the application code compute the results of the SQL queries instead of sending these queries to a different DBMS process, to quantify the overhead of using common DBMS architecture. This was done by modifying the HipHop-compiled discus, RUBBoS and RUBiS code bases by replacing calls to MySQL API with code that performs the requested query. For example, calls to the function mysql_query were re- placed with a complete code that performs the requested query and fills an array with the result tuples. Algorithmically seen, the query is performed in exactly the same manner as it would have been performed by MySQL. Using the Embedded MySQL Server Library (MySQL Project, n.d.), it is also possible to perform SQL queries within the client process without contacting a remote DBMS. This approach does not address the DBMS API Overhead as described in Section 2, because the generic MySQL API function calls remain in use, shielding off the data access from the application code. Furthermore, our objective is to obtain a minimum amount of instructions required for processing queries, to emphasize the cost of using a generic, modular DBMS. The time results are displayed in Figures 1, 2 and 3. Compared to the original execution time of the Apache-version of the discus application, the MySQL overhead accounts for roughly 8% to 40% of the execution time. If we compare the MySQL overhead to the execution time of the original HipHop-compiled version however, the MySQL overhead accounts for roughly 20% to 60% of the execution time. These larger numbers are also reflected in the RUBBoS and RUBiS results, where the MySQL overhead is estimated to be around 72% to 90% of the page generation time. Put differently, elimination of the MySQL server improved the page generation times for the RUBBoS and RUBiS applications by about a factor 10. We again see similarly sized reductions in instruction count in Figures 4, 5 and 6. Once the SQL queries have been expanded to code inside the application code, several sources of overhead of DBMS APIs become apparent. It is now possible to more tightly integrate the application code with the query computation code. In the majority of the cases the loops that iterate over the result set can be merged into the loops that perform the actual queries and thus build the result sets, saving an iteration of the result set.
In Figure 1 we observe that it is possible to achieve at least a factor 2 speedup in most cases compared to the HipHop-version of discus. For the Index 100/page with the large data set case, a factor 10 speedup is obtained. Although the overhead of the DBMS API does not appear that significant compared to the total execution time, it does prove to be of significance when put in the perspective of the execution time of the application when the usage of MySQL has been removed. The same reasoning holds true when the results of the RUBBoS and RUBiS applications are analyzed, displayed in Figures 2 and 3 respectively. When compared to the total execution time of the derivative of the application with the MySQL overhead removed, removing the SQL API overhead results in speedups close to a factor of 2 in half of the cases.
ENERGY CONSUMPTION
From the results collected we can deduce that in general the time spent per instruction stays in the same order of magnitude both when non-essential (overhead) instructions are removed as well as when the problem size is increased. Overall, there is an approximately linear relation between the page generation time and the amount of instructions executed to generate a page.
For the applications that have been surveyed, removal of non-essential instructions has an immediate approximately linear impact on performance. Tables 1 and 2 show the number of non-essential instructions that are executed for each essential instruction for the discus and RUBBoS/RUBiS experiments respectively. The overhead varies greatly from page to page. In the majority of cases however, the overhead is significant: more than 20 non-essential instructions are executed for each essential instruction. An overhead of a factor 20.
In the discus experiments we observe a trend that as the data set size increases, the overhead increases as well. Put differently, the overhead expands when the same code is ran on a larger data set. It is very well possible that this increase in overhead is caused by the data reformatting done in the CakePHP framework, when the result set received from the DBMS is formatted into an array that can be used for further processing by CakePHP framework objects. The fact that the overhead of the MySQL and SQL API categories increases linearly with the data size and thus stays constant per row also indicates that the cause of this increase in overhead is to be sought in the CakePHP framework. From this result it can be expected that in this case the reduction in non-essential instructions will be larger as the data set size increases. We showed a significant reduction in MIPS to be executed by a factor of 10. However, if we look at the ratio of time per essential instruction versus the average time per non-essential instruction (instruction time delay) for the web applications we have surveyed, depicted in Table 3 , we observe that for most cases the average time per essential instruction is larger than the average time per non-essential instruction. A possible explanation for this is that the majority of essential instructions are expected to be carrying out memory access or disk I/O. As a result, when estimating energy reduction this has to be taken into account, see below. In case of RUBBoS and RUBiS, this trend is not always visible. Possibly, this is because the time spent by the essential instructions is quite small, due to small transfers of data, so that these do not weigh up to the time spent by the nonessential instructions. Table 4 displays the instruction time delay for discus experiments with varying data set sizes. For all cases, the time delay increases as the data set size increases. Or, as non-essential instructions are eliminated the essential instructions responsible for fetching the data from memory will take more time to execute. The memory wall becomes more exposed as overhead is removed. Recall from Table 1 that the number of overhead instructions increases with the data set size, however, the instruction time delay increases as well and this will counteract the increase in overhead.
When we consider the majority of the essential instructions to be carrying out memory access or disk I/O, we have to consider the cost of such data accesses in our conservative estimates of impact on energy usage. We use the component peak powers and actual peak power, which is 60% of the advertised peak power, of a typical server described by Fan, Weber, and Barroso (2007) . In the very worst case, essential instructions are the most expensive in energy usage and non-essential the cheapest, the removal of overhead would then only remove the cheap instructions. If we take the typical machine's actual peak power usage of just the CPU and memory for the essential instructions and the idle power usage (estimated at 45% of actual peak power) for the CPU and memory for the non-essential instructions, we obtain a ratio of approximately 69.6W : 31.3W or a factor 2.22.
Let dP be this factor 2.22, dT be the average time per essential instruction versus the average time per non-essential instruction (or time delay), reported in Table 4 , and R be the ratio of non-essential versus essential instructions, reported in Table 1 . We can then use the formula
to get a worst-case estimate of the energy saving. Completing this formula for dP = 2.22, dT = 1.45, R = 45.45 gives an estimated energy saving of 93.1%. A little more realistic, we can estimate the energy saving considering the entire machine by taking the idle power usage of the entire machine for nonessential instructions and a peak energy usage of 90% of actual peak power usage of the entire machine for the essential instructions. This results in a dP of 2.0. When we complete the formula with this dP, we get a slightly higher energy saving estimate of 93.8%. Our expected energy saving is based on the observation that essential instructions are more expensive than non-essential instructions, because essential instructions are more frequently instructions that access data in memory and disk I/O. Benchmarks with typical servers show that power usage of such servers is typically between 60% and 80% of actual peak power (Fan et al., 2007) . If we consider essential instructions to use 80% of actual peak power and non-essential instructions to use 60%, we obtain a dP of 1.33. With the same parameters for dT and R, we estimate an energy saving of 95.8%.
We can compare the obtained numbers with the estimated energy saving if we do not make a distinction in energy used per instruction for essential and non-essential instructions. This is reflected in the following formula:
Completing for dT = 1.45, R = 45.45 results in an estimated energy reduction of 96.9%. This is higher than the expected saving, because we do not consider essential instructions to be more expensive. Table 5 lists the estimated energy savings for the various discus experiments. We note that the energy savings increase along with an increase in data set size. Even though the instruction time delay is increasing with the size of the data sets, we still observe an increase in energy saving. We conclude that the increase in overhead instructions superfluously counteracts the instruction time delay. This is due to the significant size of the overhead ratios. Consider for example discus Index 20/page; where the number of overhead instructions doubles for each expansion in data set size (Table 1) , the instruction time delay only increases with a factor 1.05 to 1.15 (Table 4) . Results obtained using the same formulas for the RUBBoS and RUBiS experiments are shown in Table 6 . In conclusion, the estimated lower bound on energy saving we have found in the experiments performed with discus amounts 71% for the Individual View experiment with the small data set. This result correlates well with the page generation times displayed in Figure 1 , where approximately 3/4 of the page generation time is eliminated when the overhead is removed. Similar results are found in the results of the RUBBoS and RUBiS benchmarks, with a lower bound of 77.6%. We believe this is significant, especially when considering that the CPU and memory consume almost half of the energy used by the entire server.
RELATED WORK
Research has been done into the performance characteristics of collaborative Web and Web 2.0 applications that emerged in the last decade. Stewart, Leventi, and Shen (2008) examined a collaborative Web application, where most content is generated by the application's users, and show that there is a fundamental difference between collaborative applications and real-world benchmarks. Nagpurkar et al. (2008) compareWeb 2.0 workloads to traditional workloads. Due to the use of JavaScript and AJAX at the receiving end, many more small requests for data are made. The research shows that Web 2.0 applications have more "data-centric behavior" that results in higher HTTP request rates and more data cache misses. The quantification we presented in this paper does not attempt to characterize workloads, instead it presents a low-level quantification of where time is spent in program codes executing web applications. Altman, Arnold, Fink, and Mitchell (2010) introduced a tool, WAIT, to look for bottlenecks in enterprise-class, multi-tier deployments of Web applications. Their tool does not look for hot spots in an application's profile, but rather analyzes the causes of idle time. It is argued that idle time in multi-tier systems indicates program code blocking on an operation to be completed.
For our quantification we have used the HipHop for PHP project (HipHip for PHP Project, n.d.) to translate PHP source code to native executables. Similarly, Phalanger compiles PHP source code to the Microsoft Intermediate Language (MSIL), which is the bytecode used by the .NET platform. The effect of PHP performance on web applications has thus been noted in the past and we believe the existence of these projects is an indication that PHP overhead is a valid concern for large PHP code bases.
We have argued that development frameworks for web applications bring about overhead by, for example, the generality of such frameworks and the abstract data access interface. Xu, Arnold, Mitchell, Rountev, and Sevitsky (2009) argue that large-scale Java applications using layers of third-party frameworks suffer from excessive inefficiencies that can no longer be optimized by (JIT) compilers. A main cause of such inefficiencies is the creation of and copying of data between many temporary objects necessary to perform simple method calls. One reason why this problem is not easily targeted is the absence of clear hotspots. Xu et al. (2009) introduce a technique called "copy profiling" that can generate copy graphs during program execution to expose areas of common causes of what the authors refer to as "bloat".
One of the goals of the DBMS overhead elimination is to move both the query loop as well as the result set processing code into the same address space, so that they can be optimized together as we have done to estimate the DBMS API overhead. Some approaches to optimize both the database codes and the applications codes do already exist, for example, the work on holistic transformations for web applications proposed by Manjhi, Garrod, Maggs, Mowry, and Tomasic (2009) and Garrod, Manjhi, Maggs, Mowry, and Tomasic (2008) . These papers argue that tracking the relationship between application data and database data is a tool that might yield advancements. Note that by eliminated the DBMS overhead we do exploit this relationship, but rather by eliminating the relationship by integrating application and DBMS codes than by tracking this relationship. A similar approach for holistic transformations for database applications written in Java is described by Chavan, Guravannavar, Ramachandra, and Sudarshan (2011) .
CONCLUSIONS
In this paper we described and quantified several sources of overhead in three web applications. This quantification indicates that there is a tremendous potential for optimization of web applications. Of the total number of instructions executed to generate the web pages in the investigated applications, close to 90% of the instructions can be eliminated, these are non-essential instructions. Removal of non-essential instructions has an approximately linear relationship with the decrease in page generation time. This results in faster response times as well as significantly reduced energy usage. We have seen a lower bound on energy savings of approximately 70% for all experiments performed in this study.
Considering the simplicity of the RUBBoS and RUBiS code bases, we believe that the estimates shown for these applications are a lower bound on the performance that can be gained. Still, the results are impressive. The more complex discus application shows that performance increases between one and two orders of magnitude are a possibility, solely by reducing the number of non-essential instructions that are executed.
For many web applications intensive optimization of the code is not performed. At a first glance, it appears more cost effective to deploy another set of servers than to have expensive engineers optimize the code. The frequent use of development frameworks contributes to this. Note, that we have explicitly defined our objective to optimize this kind of applications that is in widespread use, instead of focusing on the already heavily optimized code bases of for example Google and Facebook.
In the introduction we described that energy usage of data centers is increasing quickly and is becoming a larger problem on a month-to-month basis. Associated with rising energy usage are rising electricity bills for the operation of data centers. This is caused not only by the increase in computing power, but also by the increase in cooling capacity.
At this moment, no serious attention is paid to decreasing electricity usage by turning to software optimization. Instead, the focus is on making computer hardware more energy efficient and to decrease the server installed base by virtualization. We argue that focusing solely on hardware issues is not enough to keep the costs of data center operations under control in the near future. Therefore, it is important that as many non-essential MIPS as possible are eliminated from the software code bases running in data centers. To accomplish this, a quantification of where the nonessential MIPS are located is a prerequisite. This paper provides one such quantification.
