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Abstract
Context: In industrial settings products are developed by more than one organization. Software
vendors and suppliers commonly typically maintain their own product lines, which contribute to a
larger (multi) product line or software ecosystem. It is unrealistic to assume that the participating
organizations will agree on using a specific variability modeling technique—they will rather use differ-
ent approaches and tools to manage the variability of their systems. Objective: We aim to support
product configuration in software ecosystems based on several variability models with different seman-
tics that have been created using different notations. Method: We present an integrative approach
that provides a unified perspective to users configuring products in multi product line environments,
regardless of the different modeling methods and tools used internally. We also present a technical
infrastructure and a prototype implementation based on web services. Results: We show the fea-
sibility of the approach and its implementation by using it with the three most widespread types of
variability modeling approaches in the product line community, i.e., feature-based, OVM-style, and
decision-oriented modeling. To demonstrate the feasibility and flexibility of our approach, we present
an example derived from industrial experience in enterprise resource planning. We further applied the
approach to support the configuration of privacy settings in the Android ecosystem based on multiple
variability models. We also evaluated the performance of different model enactment strategies used
in our approach. Conclusions: Tools and techniques allowing stakeholders to handle variability in
a uniform manner can considerably foster the initiation and growth of software ecosystems from the
perspective of software reuse and configuration.
1 Introduction and Motivation
Software product lines (SPL) are increasingly developed beyond the boundaries of single organizations [1].
For instance, in software ecosystems distributed organizations and teams create software products in a
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collaborative effort. Variability management and product configuration in such contexts need to recon-
cile the different modeling approaches, notations, and tools in use. Due to diverse practices in different
domains it is unrealistic to assume the use of a single and standardized variability modeling approach,
despite ongoing standardization efforts1. However, the increasing number of “island solutions” to vari-
ability modeling and product configuration hinders communication and collaboration between product
line engineers. Especially in software ecosystems [1] it is infeasible to assume one kind of modeling ap-
proach for all units of the ecosystem. The required coordination between the participating organizations
(e.g., along a supply chain) further complicates this issue. Hence, there is a strong need for an integrative
infrastructure enabling the collaboration between different organizations developing product lines. The
approach needs to support different variability modeling languages, notations, and tools. It also needs to
support variability at different levels of granularity to model, e.g., customer-facing features, architectural
elements, or configuration decisions.
We propose the Invar approach, which facilitates the integration of heterogeneous variability models2
potentially created by different teams. In this paper we focus on the product configuration aspects of
our integrative infrastructure. Invar deliberately hides the internal technical aspects of using different
variability models for configuration from the stakeholders performing the configuration. The specific
tools or data formats (see [3, 4, 5]) used for defining the variability models are not relevant for the end
users who primarily focus on the available configuration choices and their implications. Invar unifies
configuration operations on variability models and allows modelers to freely choose a data representation
by accessing variability models through web services. Our approach does not force organizations to inte-
grate their configuration tools by adapting the internals of the tools. Instead, we allow them to compose
their configuration mechanisms using wrappers and interface definitions. We validate our approach by
integrating three different variability modeling “dialects”, i.e., feature modeling, orthogonal variability
modeling (OVM), and decision modeling. We also show how typical scenarios in software ecosystems can
be supported with Invar and assess the performance of Invar regarding the different model enactment
strategies of the approach, e.g., different orderings and settings of choices during product configuration.
An earlier version of this work appeared in [6] and the tool prototype was presented in a short tool
demonstration paper [7]. In this article we provide the following extensions to this earlier work: (i) we
discuss requirements for configuration based on multiple variability models (in different notations) in a
software ecosystem context and relate the requirements to the literature; (ii) we describe the integration of
a third variability modeling technique based on OVM [8], thus broadening the scope of our work; (iii) we
extend Invar with different model enactment strategies allowing different orders in a configuration process
based on multiple models; (iv) we present an experiment assessing the performance of the enactment
strategies; (v) we demonstrate the feasibility and flexibility of our Invar approach by applying it to a
realistic scenario, i.e., the configuration of the permission system in the Android ecosystem3 based on
multiple variability models; and (vi) we discuss the benefits of Invar, e.g., by comparing it to manual
configuration based on multiple variability models.
The main contributions of this paper are:
• a set of configuration primitives for integrating arbitrary variability modeling approaches to support
product configuration;
• a method for defining dependencies between multiple variability models;
• support for composing and integrating heterogeneous variability modes such as feature models, de-
cision models, and orthogonal variability models;
1OMG Common Variability Language [2], http://www.omgwiki.org/variability/doku.php
2Throughout this paper, we use the term “variability model” to refer to product line models regardless of the specific
approach and notation used, e.g., feature models, decision models, OVM models
3android.google.com
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Figure 1: Overview of research approach.
• support for different enactment strategies during product configuration with multiple variability
models to customize configuration orderings;
• evidence regarding the feasibility of Invar for different configuration scenarios by using it in an
enterprise resource planning (ERP) context and for the Android ecosystem; and
• a discussion of the benefits of Invar compared to manual configuration based on multiple variability
models.
The remainder of this paper is structured as follows: In Section 2 we outline our research questions and
approach. In Section 3 we discuss the background of this work, i.e., software product lines and the three
different variability modeling approaches we later integrate with our approach. In Section 4 we present an
example of a multi product line as a further motivation for our work. Section 5 describes how Invar enables
the use of heterogeneous variability models during product configuration. Section 6 presents the Invar
prototype for three different variability modeling tools. Section 7 presents a validation of the flexibility
of our approach using different scenarios of applying the approach derived from industrial experience in
the ERP domain and from the Android ecosystem. We also present a study of the performance of our
approach regarding its model enactment strategies. We discuss the benefits of Invar (e.g., when compared
to manual configuration based on multiple models) and explicate the threats to validity of our research
results. We discuss related work in Section 8 and conclude the paper with a summary and discussion of
future work in Section 9.
2 Research Approach
We explore the following four research questions:
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RQ1: How can different variability modeling approaches be integrated to support product configuration
in the context of software ecosystems?
RQ2: Is Invar sufficiently extensible and flexible to allow the integration of different variability modeling
approaches?
RQ3: Does Invar support realistic configuration scenarios in software ecosystems?
RQ4: What is the impact of the Invar model enactment strategies on configuration performance?
In order to address these questions we followed the research process shown in Figure 1, comprising
the stages of analysis, implementation, and evaluation.
Analysis (RQ1). Our main hypothesis is that different existing variability modeling flavors can be
integrated to support product configuration in a software ecosystem context. To validate this idea, we
first discussed it with experts from the SPL community and performed a literature review. Later, we
extracted the commonality and variability among the different product line modeling approaches. There
exist several families of variability modeling approaches that have been designed for different research
scenarios [9], resulting in a large number of tools, languages, and operations. The variety of variability
model flavors leads to obstacles when different organizations collaborate to configure products. For
instance, the relationships among product lines and their variability must be defined, configuration front-
ends must be integrated, collaborative and distributed configuration must be supported, and different
configuration scenarios must be taken into account. We analyzed these issues further to understand the
key challenges and defined requirements related to product lines across organizational boundaries. We
discuss these challenges and requirements based on a motivating example in Section 4.
Implementation. We implemented a solution enabling the joint use of different variability modeling
languages by providing a usable front-end for users configuring products based on multiple models in
different notations. Our implementation is based on a set of configuration primitives for arbitrary vari-
ability modeling approaches and a method for defining dependencies between multiple variability models.
We developed a common configuration application programming interface (the Invar API) to support
different enactment strategies for variability models, e.g., different orderings and settings of choices during
product configuration.
Evaluation (RQ2, RQ3, RQ4). Finally, we implemented the Invar API and an integrative infras-
tructure based on web services. We applied the Invar approach and integrated three different types of
variability models (RQ2) – i.e., feature models, orthogonal variability models (OVM), and decision mod-
els. To demonstrate the feasibility of the approach for realistic configuration scenarios (RQ3), we describe
its use in two different cases, one derived from industrial experience in the ERP domain and one from
the Android ecosystem. In both scenarios, configuration is based on multiple variability models created
with different modeling approaches and integrated with Invar. We then analyzed Invar regarding the
performance of its different model enactment strategies (RQ4). Performance is essential as it is important
for users to avoid lags between the different configuration steps [10], in particular when combining large
and complex models.
3 Background: Software Product Lines and Variability Models
We briefly describe basic concepts of software product lines and variability modeling. We highlight three
flavors of variability modeling approaches, i.e., feature modeling, orthogonal variability modeling (OVM),
and decision modeling. These approaches share the goal of providing a systematic method for describing
reusable software artifacts such that practitioners can configure and adapt the artifacts to match their



























































Figure 2: Schematic overview of Software Product Line Engineering (SPLE)
context and details of how these parts fit together will be discussed later in Section 4.
Software Product Lines. Software Product Line Engineering (SPLE) often distinguishes two life
cycles, i.e., Domain Engineering to establish the product line and Application Engineering to derive and
configure products based on the models and assets provided by the product line [8]. Other frameworks
suggest a similar distinction but speak, for instance, of Core Asset Development and Product Develop-
ment [11]. The overview in Figure 2 shows the key activities in software product line engineering. In
this article we focus mainly on the left part, i.e., variability modeling and product configuration. The
right part concerned with the implementation of a product line’s core assets and derivation of concrete
(implementation) artifacts is out of scope of this article.
In domain engineering the configuration options supported by the software product line are typically
defined using a Variability Model. We use this term as a generalization for three flavors of models, i.e.,
feature models, the orthogonal variability model, and decision models, which will be introduced in the
following subsections. Please note that many different variants exist even in each of these families of
modeling approaches as shown by Czarnecki et al. [9]. Here, we focus on the key concepts common
to all approaches: we assume that a variability model describes the configuration choices for deriving
products from a product line, i.e., it defines the set of all products that can be derived. The process of
Product Configuration uses a variability model to pick one product out of this set by making configuration
decisions that narrow down the set of possible products in multiple stages. The resulting configuration
of the variability model can then be used to derive a concrete implementation of the chosen particular
product.
Feature Models. Feature modeling is currently the most widely used approach for modeling vari-
ability [12, 9]. A feature model is typically designed to capture stakeholder-visible characteristics and
aspects of a system, such as functional and non-functional features of individual products. Starting with
FODA (Feature Oriented Domain Analysis [13]) in 1990, numerous variants of feature-based variability
modeling tools and techniques have been developed (see [14] for an extensive list). A feature model
describes a set of products of a SPL in terms of features and relationships among them. A feature model
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is represented as a hierarchically arranged set of features composed by relationships between a parent
(or compound) feature and its child features (or subfeatures) as well as cross-tree (or cross-hierarchy)
constraints that are typically inclusion or exclusion statements in the form: if feature F is included, then
features X and Y must also be included (or excluded). For instance, the ERP Vendor Feature Model shown
in Figure 3 defines the features CRM, Project Management and Accounting as optional subfeatures of
the feature ERP Solution.
The Orthogonal Variability Model (OVM). OVM is commonly used for documenting software
product line variability [8]. In an OVM model a variation point (VP) defines a variable item that can vary
from one product to another. Variants (V) document how the variation points can vary. For instance, in
the OVM model Calendar Supplier 1 shown in Figure 3 Messaging is a VP and SMS and MMS are Vs.
All VPs are related to at least one V and each V is related to exactly one VP. Both VPs and Vs can be
either optional or mandatory. A mandatory VP must be bound in all products of the product line which
is not the case for optional VPs. Binding a VP means making a decision about its variants. A mandatory
variant has to be always selected when its parent VP is bound. An optional variant can be optionally
selected when its parent VP is bound. In OVM, optional variants may be grouped into alternative choices,
i.e., SMS, MMS, or both can be selected as Vs of VP Messaging. This group is associated to a cardinality
[min...max] prescribing constraints on how many Vs may be chosen in an alternative choice, i.e., at least
min and at most max Vs of the group. As in feature models cross-type relationships may be defined in
OVM between Vs or VPs [8, 15].
Decisions Models. The family of Decision Modeling approaches [16] exists nearly as long as feature-
oriented modeling. Similar to the role which FODA [13] plays in the context of feature-based variabil-
ity management most if not all decision modeling approaches have been influenced by the Synthesis
method [17]. A decision model describes the differences between products in a product line. It uses a set
of multiple related decisions (represented as configuration variables) that need to be made by the user
when configuring a product. Decisions are often represented as questions with a defined set of possible
answers. Products are derived from a decision model by setting values to the decisions, e.g., by answering
questions and following the sequence defined by the decisions’ dependencies. The set of values possible
for a decision is defined by its data type, e.g., Boolean (to select or unselect an option), Enumeration/Set
(to select from a set of possible answers), Number (to enter a numerical value), or String (to set a text as
an answer). For instance, in the Decision Model in Figure 3 the Bank Transfer Add-In Supplier defines
a Boolean decision ’Do you want support for SWIFT codes?’ and a number decision ’Max. time period
for transaction cancellation?’.
The three modeling approaches share common characteristics. A Variability Model consists of a set
of Variables and Constraints over these variables. Each variable has a Type, for instance, Boolean, Integer,
or String. Depending on the approach there are different Types of Constraints, e.g., “Optional Sub-
features” (e.g., feature Accounting is an optional sub-feature of ERP Solution) and “Alternative Groups”
(e.g., different alternative web access options). A modeler creates a set of variables and constraints.
An Assignment of values to the variables corresponds to a Configuration of the model. For a given
configuration, we can decide whether it satisfies the constraints defined in the model. Hence, a model
defines a set of compliant configurations. Users implicitly or explicitly adds more constraints as they
makes the configuration decisions. Then, we can determine the possible values for each variable. Adding
more constraints eventually leads to a model, which has exactly one valid assignment and each variable
has exactly one value. This represents the configured product, for instance in terms of selected and
deselected capabilities. If no valid assignment is possible the model is unsatisfiable.
4 Motivating Example and Discussion of Requirements
We illustrate the challenges of software variability management and product configuration in multi prod-
uct line environments using an example of an Enterprise Resource Planning (ERP) system. Even though
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the concrete example as given here is fictitious, it is based on a real-world product line of an industry
partner – a medium-sized vendor from the ERP domain [18]. The company offers enterprise software
products to about 20,000 customers and 50,000 active users in central Europe. Software products include
applications for customer relationship management, accounting, payroll, ERP, as well as production plan-
ning and control. Customized products are an essential part of the company’s marketing strategy. While
for the sake of simplicity we only use this example throughout the paper to motivate and explain our
approach, we also demonstrate its feasibility and flexibility when using it to support the configuration of
the Android permission system based on multiple variability models (cf. Section 7.3).
In the example depicted in Figure 3, the main vendor of the ERP application integrates several
suppliers providing specific encapsulated functionality. The vendor uses a feature model to present the
set of available choices and to communicate extension and integration possibilities for other systems.
The suppliers use different approaches and tools to deal with variability. For example, some use feature
modeling tools, while others apply orthogonal variability modeling or decision modeling. Nevertheless,
the models are related to each other or depend on each other. Such relationships may be the result of
technical dependencies among the configured software products. Dependencies among models may also
be the result of the role taken by the product, e.g., the position in a supply chain or the specific purpose
of the model such as technical configuration, marketing, or documentation. The relationships play an
important role when the models are used together during end-user product configuration of the ERP
system, e.g., they influence which configuration choices are valid.
The example model presents a common scenario: the ERP vendor defines in a feature model that a
Calendar feature is available to support project management. Two suppliers provide different alternatives
for the Calendar feature with diverse, more detailed configuration choices. One supplier uses an OVM
model to describe the variability of its calendar; the other supplier uses a feature model (in a different
notation than the vendor feature model). The calendar of Supplier 2 can further provide extended
capabilities based on another supplier. Similarly, the vendor’s accounting feature is provided by a supplier
who again relies on other suppliers using decision models to describe the variability of their systems.
As demonstrated by the ERP example and confirmed by the literature [19, 20, 21, 19], companies
currently are employing diverse solutions for modeling variability and supporting product configuration.
For the configuration of a common product in such a context, an integrative infrastructure is needed, which
works on concepts shared among the different modeling notations. This imposes several research issues
and practical challenges: when attempting to integrate different variability models, one has to consider
interfaces between the models. For instance, there should be mechanisms for defining dependencies across
models (cf. Figure 4). However, it is important to allow unrelated models to change independently
and minimize coupling between related models, to ease their management and evolution. Moreover, it
is mandatory to provide a configuration front-end for end users that provides an integrated view on
the configuration choices defined in different models. More specifically, based on our motivating ERP
example and our research questions, we state five requirements for a potential solution. The definition
of these requirements mainly grounds in the industrial experience of the authors [22, 23, 24, 25]. We
followed a goal-oriented requirements engineering approach [26], i.e., we iteratively refined initially defined
requirements in several workshops among the authors of this article. We also related the requirements to
the literature.
R1–Inter-model relationships (cf. RQ1 and RQ2). In a multi-model configuration scenario, end
users need support for making configuration choices independently of the model encoding these choices.
Modelers thus need support for defining dependencies between model elements (i.e., features, variants,
decisions) and dependencies between models (e.g., it may be only required to configure the accounting
software when enabling the feature accounting in the ERP solution). Existing work such as Reiser et
al.’s work on compositional variability [27] and Seibel et al.’s work on mega models [28] confirms this
requirement. The requirement is related to RQ1 and RQ2.
R2–Application programming interface (cf. RQ1 and RQ2). It is important to decouple vari-
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Figure 3: Example of interrelated product lines in the ERP domain. Vendors and suppliers depend on
each other’s products, hence the variability models are related to each other in different ways. In Invar
the relationships between the models are expressed as IMDI links (see Table 2). The red lines demonstrate




















Figure 4: When configuring based on multiple variability models relations between configuration choices
need to be defined.
ability model implementation and variability model usage. The detailed semantics of model elements and
models should be hidden from end users. An API thus is needed through which configuration front-ends
can transparently access the configuration functionality. This allows abstracting from the specifics of the
different variability modeling approaches used in the system. For instance, there are different tools for
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analyzing and configuring each type of variability model, e.g., FaMa [29] or FAMILIAR [30] are available
for feature models. The API should provide a common entry point to integrate these different tools. This
requirement is related to RQ1 and RQ2.
R3–Integration of multiple distributed variability model repositories (cf. RQ1 and RQ2).
The organizations contributing to software ecosystem with multiple product lines use different model
repositories [31, 32]. For example, the companies providing the two calendar software applications will
typically host the calendar variability models in different places. Moreover, some providers may want
to hide their model implementation and architecture from others. Thus, it is important to provide
mechanisms that enable this multi-tenant configuration process while leaving the configuration back-
ends isolated. This requirement is related to RQ1 and RQ2.
R4–Collaborative and distributed configuration sessions (cf. RQ3 and RQ4). Depending on
the model size the configuration process may take significant time for users. In large systems configuration
will thus typically be carried out in multiple sessions and in a staged manner [33], i.e., intermediate results
are persisted and picked-up again at a later time. For example, in the described example 50 individual
configuration choices have to be made based on multiple models. Also, is it important that the users of the
platform do not experience any lag4 in between the different configuration steps [10]. This requirement
is related to RQ3 and RQ4.
R5–Support for different configuration settings (cf. RQ3). A spectrum of different configu-
ration processes is necessary when involving multiple organizations [34]. For example, in a collaborative
setting a vendor of a product aggregates the final product by integrating contributions from multiple
suppliers. In a competitive setting multiple alternative suppliers are available for the concrete realization
of a certain feature. In complementary settings third-party suppliers reuse and extend the functionality
of a common platform.
5 The Invar Approach
Invar5 addresses requirements R1-R5 through a “plug-and-play” approach for managing the integration
of variability models: “plugging” means adding new variability models to a shared repository while
“playing” means presenting the configuration options from multiple variability models to end users during
configuration. In Invar a variability model is treated as an autonomous entity, which can be plugged into
the configuration space to provide configuration options. Autonomy however does not necessarily mean
independence as variability models may be related to each other (cf. the ERP example). Our approach
allows using variability models distributed across multiple repositories by accessing them through web
services providing configuration choices. An end user works with a front-end for product configuration
and can use the services without knowing details about the concrete variability models made available
by the services. Note that while invar supports multiple and diverse variability models, it is not required
to have a semantic 1:1 mapping. Instead, developers should determine how to configure their models.
Moreover, there are circumstances where more than one mapping can be acceptable. For example, when
coping with feature models having attributes, some developers may want to configure their value [29]
while others will assign a concrete value in the model representation [35].
Based on the common characteristics of variability models described in Section 3, we defined a set
of web services for accessing and using variability models. The operations and queries on the models,
which are required for developing such web services, are based on our experience of developing product
configuration applications [14, 36, 37, 29, 38, 39]. Figure 5 depicts the Invar approach compared to the
4http://www.nngroup.com/articles/response-times-3-important-limits/
5Invar is a nickel-steel alloy notable for its uniquely low coefficient of thermal expansion. In metallurgy, it is a good
example of how one can benefit from combining different metals, to achieve special desired properties. We chose the name
Invar for our approach to reflect on the need to combine/integrate/compose different variability modeling approaches,
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Figure 5: A simplified view of model-based product configuration: current state of practice (left) and the
Invar approach (right).
current state of practice. In the current state of practice multiple heterogeneous variability modeling
approaches are used by different organizations (left side). Different reasoning and analysis engines – for
instance, SAT solvers [14] or rule engines [36] – are adopted for interpreting the models’ semantics. There
is no integration of the diverse tools supporting different notations. In practice organizations frequently
define variability in configuration files or spreadsheets, which are typically not integrated with other
variability modeling tools.
Using Invar, stakeholders create variability models using an approach of their choice (see right side of
Figure 5). Invar defines key operations and queries (configuration primitives) on variability models to al-
low the integration of heterogeneous approaches. These configuration primitives are realized as operations
of a configuration service to allow uniform access to the models and are managed by the configuration
broker component. The participating organizational units can reuse variability models from other units
even if they use different modeling approaches. Invar provides a single and transparent configuration tool
to end users. This ensures interoperability and allows reusing variability models in different contexts. For
example, one model may be shared between several companies and each one may use it to create different
products. Moreover, Invar relies on the concept of inter-model relationships to allow the description of
restrictions between multiple variability models. The participating organizational units could also cre-
ate their own configuration tools and access diverse models via the Invar configuration services without
having to know all the details about the actual modeling approaches underneath. It is even possible to
integrate textual configuration files or spreadsheets into Invar by defining new configuration services that
interpret these representations. Finally, Invar relies on end-user configuration applications to interact
with the users, thereby allowing users to use the more appropriate user interface for each case (e.g., web
sites, internet bots).
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5.1 Question Types and Configuration Primitives
There are typical operations needed by end-user product configuration tools that “execute” or evaluate
variability models. These operations are provided as methods by most of the existing APIs [36, 29, 39]
allowing model-based product configuration. For example, the end user may query the set of all available
options at a time, or request to select one of the options. The basic concepts in most of these APIs
revolve around options or choices for the model consumer. Typical operations on the models are:
Question Types: Invar relies on the concept of question types to allow the proper selection of elements
within a configuration process. A question type represent the way a decision to select the elements
present in a configuration: i) an optional question presents a set of optional items to be selected by the
user without restrictions in the number of selections the user has to make; ii) an alternative question
represents a decision where the user have to choose one item from a set of them; iii) a more-than-one
question represents a decision where the user must select at least one item from a set of choices. Internally,
these question types are mapped into the different variability modeling relationships and thus the user
decisions are propagated to the back-end configuration tools.
Loading and initializing models: load() transfers models from their persistent storage to memory, while
reload() loads the model again from memory. The operation init() is used to start a new configuration
session based on a model. save() persists the session for future use.
Querying the model for available options: For instance, nextQuestion() gets the next available question
to be answered by the user, regardless if this is a feature, decision, or variation point. The approach only
assumes that a question about an option or choice can be asked to a user. Analogously, previousQuestion()
allows to obtain the previous question. peek() allows previewing the next available question without
having to answer it. Walking through options step by step requires defining a certain order. For instance,
for a tree-based structure this could be done in a breadth-first or depth-first manner. In our ERP
example, such a walk-through would start with a question about what key features the ERP solution
should have (CRM, Project Management, Accounting) and could then continue with detailed questions
on CRM, Project Management, or Accounting, depending on the answer to the first question and the
related models. It could however also start with a question: “Do you need CRM support?”, continue
with detailed questions on CRM, and only later ask “Do you need Project Management support?”.
Operating on the available options: The operation setValue() allows assigning a value to an option (e.g.,
it sets feature attributes or sets answers to decisions). For instance, setting the value (CRM;Project Man-
agement) on question “What key features shall your ERP solution have?” would constrain the following
questions to CRM-related and Project Management-related questions while excluding Accounting (since
that optional feature was not selected in this case). The primitives select() and deselect() allow to explicitly
decide about including or excluding a feature. This distinction is necessary as not selecting a feature is
not the same as excluding it from the configuration. undo() and redo() allow canceling the last action or
replaying the last selection. addOption() adds new options to available questions. Note that the validity
of a configuration relies on the implementation of each specific tools. This is, when the user selects and
option is checked with the tool providing support for that concrete model flavor. For example, if an user
selects an option representing a feature from a feature model, FaMa is in charge of checking the validity
of the selection. By definition, we do not allow conflicting inter-model relationships.
Notifications: The success() operation shows if an operation was carried out successfully while error()
indicates problems. The primitive contradiction() shows whether the choices of the user are consistent with
the model’s semantics. The operations selected() and deselected() are used to inform users or other tools
about user actions.
Obviously, this set of primitive operations is neither complete nor fixed. Depending on the end-
user application there may be other operations that are useful in building complex user interfaces. For
instance, in some cases, several options can be proposed at the same time. Our approach thus can easily
be extended to include new operations or queries on the models.
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Table 1: A summary of currently supported operations (conditions and actions), which can be used to
create IMDI links for the Invar approach to manage inter-model-dependencies. This list may be extended
as required to build more complex relationships between models.
Operation Type Description
isInit() condition This condition only evaluates to true when a user starts configuring a model
for the first time. The actions connected with isInit() conditions are executed
immediately after each model has been initialized on its configuration service.
isSelected() condition This condition evaluates to true whenever a specified option of a given question
in a specific model is in the state selected. The condition is evaluated after each
change of a user to a model, i.e., after the user answers a question related to
the link.
isDeselected() condition This condition evaluates to true whenever a specified option of a given question
in a specific model is in the state deselected. The condition is evaluated after
each change of a user to a model, i.e., after a user answers a question.
doSelect() action Set a specified option, of a given question in a specific model to the state selected.
doDeSelect() action Set a specified option, of a given question in a specific model to the state dese-
lected.
includeModel() action Add a model to the list of included models of the current navigation strategy,
if it was not yet initially included or included by another action. Each model
can only be included once.
addOption(. . . ) action Add an option to one model as a child of an existing option. This is usually
required when a model extends another model.
inform(. . . ),
warn(. . . ),
recom-
mend(. . . )
action Display a specified message to the user, which can have the type information,
recommendation or warning.
5.2 Inter-model Dependencies
Whenever a variability model is plugged into the Invar configuration environment, it needs to explicitly
define its relationships to the other models (cf. the example in Section 4). This is done by adding
an inter-model dependency information (IMDI) packet together with the model. Dependencies between
models are defined using “if condition then action” clauses which can be compared to conventional cross-
tree constraints regarding one model. IMDI packets do not affect the internal semantics of the models in
use. An IMDI action is executed when its condition evaluates to TRUE.
A summary of conditions and actions, currently supported by the Invar framework is listed in Table 1.
In the following we describe the basic types:
Inter-model constraints: If selecting or deselecting an option in one model has implications on other
models, an inter-model constraint needs to be defined. The conditions isSelected() and isDeselected() are
used to specify such constraints. The corresponding actions are doSelect() and doDeSelect(). For instance,
in our example in Figure 3, one could specify the link between Vendor.Accounting and Supplier.Account as
“if Vendor.Accounting.isSelected() then Supplier.Account.doSelect()”.
Informative actions: Modelers can also define actions such as inform(), recommend() or warn() that are
intended to inform the users without changing the models.
Conditional inclusion of models: If several variability models are used for product configuration the
order of presenting the models to the end user has to be defined. We define the action includeModel(),
which changes the presentation order. This influences the model navigation strategy, i.e., which model is
configured in which order. For example, in Figure 3 the link between Calendar Supplier1 and ERP Vendor
can be specified as “if Vendor.Calendar.isSelected() then Supplier1.includeModel()”.
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Table 2: Examples of IMDI Links for the inter-model dependencies depicted in Figure 3.
Inter-model dependency Example of IMDI link in Invar
Modelx and Modely are alternative models, the




Modelx extends model Modely by adding Featurea1
as a child of Featurea
if Modelx.isInit()
Modely.Featurea.addOption(Featurea1)
Modelx provides feature Modely.Featurea if Modely.Featurea.isSelected() then
Modelx.Featurea.doSelect()
5.3 Configuration Service and Enactment Support
Central to the Invar approach is the generic configuration interface defined for accessing the diverse
variability models. The configuration service definition has to be implemented once for each modeling
notation. The configuration service is designed such that the configuration options are presented to the
end user as questions. Questions are only a means to present the variation point to the user. This means
the user is asked questions about a certain “feature” (in the wider sense) or a property of the system
she configures. The possible answers to the question (the available alternatives) are presented to the
user such that she may choose one or many of them depending on the type of variability. The notion of
“questions” and possible answers as options is therefore key to the Invar configuration service.
The interface consists of two parts: the variability model query part provides basic information about
models (e.g., the set of available questions and the possible answers). The operational part directly
interacts with the models to assign answers to specific questions (e.g., when selecting a particular feature).
The configuration service also defines a set of predefined question types. The types have been defined
based on how the end user is supposed to answer them. For example, the question type Alternative refers
to questions where the user can select exactly one option (rendered using radio buttons or combo boxes
in the UI); for Optional the user can pick multiple items (rendered using checkboxes in the UI) and
MoreThanOne refers to cardinality (1..*) (rendered using multi-selection checkboxes in the UI).
When configuring a model in Invar the user is prompted to answer questions comprising a set of
options a user has to select or deselect. The order in which such questions are presented to the user can
vary depending on different criteria. Invar provides two mechanisms to help product line engineers define
in which order the questions need to be presented to the user.
The first mechanism uses predefined orders to present configuration options to the user. Three
orders depending on the way a tree can be traversed, i.e., in-order, pre-order and post-order, are available
for feature models. Invar also offers two ordering styles based on the number of options the questions
have “more to less” and “less to more” available for feature models and orthogonal variability models.
For decision-oriented models, the order of questions either is given through their visibility conditions [36]
or can be defined similar to the definition used for feature models (tree traversal). Finally, Invar also
supports an alphabetical order and a random order for all types of models. More details about the offered
orders in each plugin are presented in Section 6.
Alternatively, Invar provides a second mechanism, i.e., an interface that an engineer can use to define
a custom order. This interface defines two methods the engineer has to implement, i.e., getOrders()
that returns the names of the orders and getQuestions(String order) that returns the list of sorted questions
given a particular order.
The order in which questions are answered can be important from an end-user point of view but
also can have an impact on the performance of the back-end configuration engines [40]. We present
experiments to evaluate Invar’s performance regarding the different enactment strategies in Section 7.4.
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5.4 Integrating Variability Models: The Invar Architecture














End-user product configuration 
applications (e.g., web sites)
Variability Model Inter-model dependency information
































Figure 6: Architecture of the Invar infrastructure.
201 + 1 Vendor model repositories: Product vendors or suppliers add their variability models to
model repositories. The models may or may not contribute to the same product and are not necessarily
dependent on each other.
201 + 2 Invar repository: The Invar repository defines aggregations of different models from the
vendor repositories by logically grouping them. For instance, one particular model may be part of
multiple product lines, as it may contribute to more than one product.
201 + 3 Configuration services: The different models residing in (possibly distributed) repositories
are accessed by configuration services. A configuration service provides a standard interface for different
configuration front-ends such as websites, mobile devices, or stand-alone applications. For each type of
model, designated configuration services are developed (by implementing an interface) that can read the
data formats, interpret the content, and perform operations on the models. An easy implementation of
configuration web services can be achieved through the use of web services.
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201 + 4 Configuration broker: The configuration broker enables the communication between the
configuration services. It reads the inter-model dependency information to determine which configuration
services are affected when products are configured. The configuration broker also translates events from
the end users and passes them on to the configuration services that need to react to the end user’s
interactions.
201 + 5 End-user product configuration front ends: The configuration choices defined in the variability
models are presented to the end user in a product configuration front-end. This can be a website or a
stand-alone application. We provide an example user interface through the Invar framework website at
http://invar.lero.ie, which is also shown in Figure 7.
6 Implementation
Our current implementation of Invar allows creating and maintaining repositories for sharing variability
models. It further supports end-user configuration based on these models. The infrastructure relies
on web services for accessing variability models and on the configuration front-end. Any Web Service
API can be used to generate web services, which can be plugged into the Invar framework based on a
provided WSDL description. For the front-end, we use a layered Java/J2EE application platform based
on the Spring Framework for providing centralized, automated configuration and wiring of the application
objects. Please note that while we use web services others approaches such as network sockets are also
valid.
We chose web services as a base technology for the prototype, because we believe that capabilities
of web services are well suited for addressing our research problem, i.e., composition of heterogeneous
variability models. For instance, web services are inherently heterogeneous, which helps us to connect
different variability models. The flexible composition of web services allows us to configure products
dynamically and include different variability models from different web services into the configuration
environment when they are needed [41]. In a typical architecture for serviced-based applications one
can find a provider, a consumer, and a registry. All these three main components can also be found
in the Invar framework. The different web services are providers of variability models and the Invar
configuration site is the service registry and the consumer of the model information at the same time [42].
Figure 7 shows a screenshot of using the Invar application for our example from in Section 4. It shows
the different features we are willing to offer, different inter-model relationships, as well as dependencies
between multiple calendars suppliers.
7 Evaluation
We have discussed how different variability modeling approaches can be integrated (see Sections 4 and 5)
and thereby addressed research question RQ1. Regarding RQ2 we demonstrate in Section 7.1 that Invar
is flexible enough to allow the integration of different variability modeling approaches. Regarding RQ3 we
evaluate the feasibility of our approach by applying it to three different realistic configuration scenarios
in the ERP example and by using it to configure privacy settings in the Android ecosystem (Sections 7.2
and 7.3). Finally, regarding RQ4 we present in Section 7.4 a performance assessment of different Invar
model enactment strategies.
7.1 RQ2: Integrating Three Different Variability Modeling Approaches
Regarding RQ2 – is Invar sufficiently extensible and flexible to allow the integration of different variability
modeling approaches? – we have implemented the Invar service configuration interface for the feature-
oriented FaMa tool suite [29], the OVM-oriented FaMa tool [43, 44] and the decision-based Dopler [36]
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Figure 7: The Invar prototype: Presentation of questions from heterogeneous variability models (left),
definition and visualization of inter-model dependencies (right).
tool suite. We chose these approaches as we have gained several years of experience of applying them in
academic and industrial settings including large-scale product lines [29, 36, 14, 38, 45, 39]. Furthermore,
these three approaches represent three distinct classes of modeling techniques in SPLE.
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7.1.1 Feature Models
The FaMa approach [29] supports different kinds of feature model dialects and allows using different
solvers in the back-end to perform analysis operations on feature models. Currently it implements
analysis using constraint programming, SAT, and BDD solvers. Other solvers can easily be plugged-in.
FaMa also provides capabilities to automatically test new implementations [46].
The implementation of Invar configuration services for FaMa faced several issues, as FaMa was not de-
signed to be used for questionnaire-based product configuration. Also, FaMa was primarily implemented
as a framework to perform automated analysis of feature models, i.e., it eases the automated extraction
of information from feature models and not configuration based on feature models. Nevertheless, the
adaptation to the Invar Web Service interfaces was almost straightforward – a good example demon-
strating the flexibility of Invar. The key mappings between the Invar configuration steps and FaMa can
be summarized as follows:
Question Types: For the sake of simplicity, here we only considered feature models with four kinds
of relationships, which were mapped to Invar question types as follows: A mandatory relationship in a
feature model is a relationship between a parent and a child where the child has to be selected whenever
the parent is selected. Hence, in this case, no question is asked to the user, as there is no choice anyway.
An optional relationship between a parent and a child means that the child can be selected or deselected
whenever the parent feature is selected. We mapped an optional relationship to an Alternative question
type in Invar with only one option, this is, a single check box. An or-relationship between a parent and a
set of children determines that at least one child has to be selected whenever the parent is selected. Any
combination of children is also allowed. We mapped the or-relationship to a MoreThanOne question type
in Invar with multiple check boxes. An alternative relationship between a parent and a set of children
determines that one and only one child has to be selected whenever the parent is selected. An alternative
relationship maps to the Alternative question type in Invar. In Figure 7 we can see one of those questions
for selecting the input of the solutions.
Order of Questions: Feature models are not designed for workflow-oriented configuration. Hence,
there is no predefined order of presenting questions to the end user. In our implementation we decided
to default to a pre-order traversal. The FaMa FM implementation provides (i) three traversal-like orders
(in-order, pre-order and post-order); (ii) two orders based on the variability in the models, i.e., the first
one starting with the questions with most options and ending with the questions with least options, and
the second one in the opposite order, from least options to the most; and (iii) an out of the box way to
traverse the questions by name, using an alphabetical order (see Section 5.3). The user can also define a
custom order by manually sorting the list of questions on features.
Feedback: At any time a configuration can give feedback to the Invar configuration service. The feed-
back supported includes: (i) informing whether a given feature is selected or deselected, (ii) determining
whether the current configuration is valid, i.e., it is possible to complete the configuration to a valid
product without taking back choices, (iii) calculating the total number of potential configurations of the
model, (iv) informing about the number of questions that have not been decided yet, (v) calculating the
number of potential configurations available according to the current selection/deselection of features,
and (vi) determining whether the current configuration is valid as a final product. A configuration is
valid if all the features involved are either selected or deselected and if there are no conflicts between the
existing constraints in the models and the actual state of the features, meaning that for each feature it
is clear whether via the feature state whether it is part of the configuration or not.
7.1.2 Orthogonal Variability Models
FaMa-OVM [44] is an instance of the FaMa framework [29] that uses the OVM notation [8]. The same
analysis capabilities and extensions can be supported as for feature models (see Section 7.1.1). The OVM
modeling approach was also not designed to be used in a questionnaire-based configuration process so we
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Table 3: Mapping of feature modeling elements to Invar configuration primitives.
Feature Modeling Invar
Feature Option
Mandatory subfeature (ignored, feature will be selected in any case)
Optional subfeature Alternative with only one option (one checkbox)
Or group MoreThanOne (multiple checkboxes)
Alternative group Alternative with multiple options
again faced some issues when implementing the FaMa-OVM configuration service for Invar. However we
could solve the problems as follows:
Question Types: Internally, FaMa-OVM supports the usage of OVM as described by Pohl et al. [8]. In
Invar we take into account mandatory, optional, alternative and or relationships as they offer a straight
way to map OVM to Invar. A mapping of a mandatory relationship between a mandatory VP and a V is
not necessary, since this does not define any variability to be configured. If the mapping of the mandatory
relationship is between an optional VP and a V, then we map that relationship as an Alternative question
type in Invar. Every optional relationship is mapped as Alternative question type in Invar with only
one option. Every or-relationship is mapped as a MoreThanOne question type in Invar. An alternative
relationship maps to the Alternative question type in Invar.
Order of Questions: In our implementation we use a random order as a default option to traverse
every VP in the model. However, as Invar offers the ordering mechanisms presented in Section 5.3, we also
allow the FaMa-OVM Invar plugin to offer an alphabetical order and two orders based on the amount of
variants that every variation point has, one from more-to-less and another one from less-to-more variants.
Feedback : FaMa-OVM allows analyzing OVM making it possible to give feedback to the user. More
specifically, FaMa-OVM returns to Invar the same feedback as FaMa FM, i.e., (i) when a VP or a V
is selected/deselected; (ii) when the configuration is valid; (iii) if the actual configuration is valid as a
final product; (iv) how many valid configurations exist in the model; and (v) how many questions are
remaining to finish the configuration.
Table 4: Mapping of OVM modeling elements to Invar configuration primitives.
Orthogonal Variability Modeling Invar
Variant Option
Variation point Option
Mandatory relationship (ignored, variant will be selected in any case)




The Dopler approach [36] allows defining decision models together with the reusable assets of a product
line (e.g., reusable software components) and mappings between the assets and the decisions. A domain-
specific meta-model defines the possible types of assets, their attributes, and dependencies. In addition
to hierarchical dependencies among decisions, other dependencies (comparable to cross-tree constraints)
are modeled using rules of the form if condition then action [36]. The Dopler tool suite [36] uses a
Java-based Rule Language (JRL) and execution engine as a back-end for evaluating the rules defined in
models. For a description of diverse application examples refer to [36, 47].
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The implementation of the Dopler decision modeling approach to provide Invar configuration services
was straightforward, as the Dopler approach itself was designed to be used for questionnaire-based
product configuration [37]. The mapping from Invar to Dopler in many cases only required calling the
respective method in the Dopler API. Some of the key mappings between the Invar configuration steps
and Dopler can be summarized as follows:
Question Types: We mapped the Invar question types to Dopler decision types. Dopler decision
types are Boolean, String, Number and Enumeration. Enumeration decisions can be defined with a
cardinality defining the subset of the set of possible answers to the decision that might be selected
(e.g., 1:1, 1:n, 2:6). For the sake of simplicity, we have only implemented the mapping for Boolean and
Enumeration decision types. This is sufficient as String and Number decisions can also be presented as
an Enumeration decision with one option (being a string or a number). More specifically, we mapped
the Dopler Boolean decisions to the Alternative question type with the options yes or no, the Dopler
enumeration decisions with cardinality 1:1 or 0:1 were also mapped to the question type Alternative (with
the enumeration literals as options), and the Dopler enumeration decisions with all other possible
cardinalities were mapped to the Invar question type Optional. For example, in Figure 7 we can see the
question “Which solutions do you want to provide” which in the background is a Dopler enumeration.
Order of Questions: In Dopler, the order of making decisions is defined by the decisions’ dependen-
cies. Top-level decisions (which are not dependent on other decisions) are presented and answered first.
Decisions that directly depend on top-level decisions can be answered next, and so forth. In addition
to these hierarchical dependencies, Dopler allows defining logical dependencies that cross-cut the hier-
archical tree structure. For example, answering a particular decision might require changing the value
of another decision located somewhere else in the hierarchy. In the Invar configuration service inter-
face, the methods getFirstQuestion(), getNextQuestion() and getPreviousQuestion() implement the navigation
strategy. When initializing a Dopler decision model with Invar, first a sorted list is built based on
the decision hierarchy. This list is frequently updated whenever new decisions are added or the order
of decisions is changed due to some rule defined in the Dopler decision model. The order of decisions
on one level (e.g., top-level) is randomly defined. Logical dependencies are currently not considered by
the first/next/previous methods because they would require “jumping” within the model, which might
confuse the end user. Whenever making a decision that has an effect on another decision, this effect has
to be presented separately, e.g., by informing the user that the other decision was changed and asking
her whether she wants to navigate to that decision. Invar allows to define custom non-predefined orders.
For Dopler we do not delegate any order options to the Invar ordering component, as Dopler models
have been created keeping in mind a configuration process and has its own mechanisms [36] to define the
order as described above.
Feedback: In Dopler, making decisions leads to the inclusion and/or parametrization of assets re-
lated to the decisions. For example, selecting the document management solution by answering a decision
question leads to the inclusion of the respective software component(s) implementing document manage-
ment. Answering a lower-level decision (e.g., on which type of scanner is required) parametrizes the
document management software component. Feedback to the user of the Invar service implementation
for Dopler is thus given by presenting her with the assets that are required for the product currently
being configured.
Table 5: Mapping of decision modeling elements (DOPLER) to Invar configuration primitives.
Decision Modeling (DOPLER) Invar
Boolean decisions Alternative with choices “yes” and “no”
Enumerations with cardinality 0:1 or 1:1 Alternative
Enumerations with other cardinality Option
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7.1.4 Summary
After implementing Invar for three different modeling approaches we can assert that Invar is flexible
enough to allow integrating the most common variability languages.
As a summary, Figure 8 depicts the relations between the different configuration choices users can
make using Invar and the key concepts of the different variability model types supported by the current
version of Invar, i.e., FaMa feature models, FaMa OVM, and Dopler decision models.
Figure 8: Relations between the configuration choices for the user offered by Invar and the key concepts
of the three different variability modeling approaches so far integrated by Invar.
7.2 RQ3: Applying Invar in Realistic Configuration Settings – ERP example
Regarding RQ3 – does Invar support realistic configuration scenarios in software ecosystems? – we
evaluated the feasibility of the Invar approach by creating the variability models for the ERP example,
combining decision models based on Dopler and FaMa feature models and OVM models. We composed
these product line models and configured products using the Invar product configuration Web Service
infrastructure. More specifically, we tested three different settings representing different typical scenarios
of how vendors and suppliers may interact: a collaborative, a competitive, and a complementary setting.
7.2.1 Collaborative Setting
Collaborative settings are common in industry, where a vendor of a product aggregates the final product
by integrating the required parts from its sub-contractors. Through the use of Invar, supply chain
management can be supported, independent of the modeling notations used by the sub-contractors. Not
only the vendor but also the suppliers benefit from such an approach, as they can refer to the vendor
variability model as part of their “specification” and produce parts complying to the features in the base
model, or model constraints based on the vendor-specific features.
Figure 9 depicts a collaborative setting, where the main ERP vendor relies on two suppliers, one for
a calendar component and one for journal and accounting components. The configuration application
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needs to integrate the models. The end user configuring the ERP application would be unaware of the
models in the background. She would also not care about the modeling notation used in the models
because the configuration options are presented as questions and possible answers.





D2: What views shall the calendar provide?
(Daily, Monthly, Yearly, Overview, Details – 1:5)
D1: Do you want to include a calendar? 




























Figure 9: Example application of a collaborative setting: One main model from the vendor and individual
models for the subsystems in different modeling notations.
We conducted the following steps to set up the configuration application for this scenario in Invar.
1. Web services capable of reading feature models, decision models, and OVM models were registered
to Invar.
2. A configuration application was defined by referencing the three models. All three models are
included in the configuration process by default. The start model is defined to be the ERP vendor
OVM model.
3. Inter-model dependency links were defined. In the example models, there are three such links
(i) if vendor.calender.isSelected() then calendarSupplier.D1.doSelect(), (ii) if vendor.journal.isSelected() then
journalAccountingSupplier.journal.doSelect() and (iii) if vendor.accounting.isSelected() then journalAccount-
ingSupplier.
account.doSelect().
During product configuration, first the questions from the OVM model of the vendor are presented to
the user (see Section 5.3 for how these questions are created). Inter-model dependency links are resolved
by the configuration broker as soon as the calendar or the journal or the accounting options are selected.
The corresponding web services are informed about the selection of the variant (as the user answers the
questions). The output of the configuration process is the list of selected features and assets delivered by
the corresponding web services.
7.2.2 Competitive Setting
A competitive setting is formed whenever more than one supplier is available for a certain feature and
the end product may contain only one of those. Such scenarios are quite common in industry, as typically
there are a range of variant components, which can be assembled to create a final product. For Invar, this
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means we need to use constructs that allow conditional inclusion of variability models in the configuration
space.
Figure 10 presents a competitive setting, where two suppliers provide functionality related to archiving
documents. One of these needs to be chosen for the final product. The selection of the supplier could
for example be based on complex metrics and criteria as described in [48]. In Invar, we are currently
not considering such metrics. We provide mechanisms to select different suppliers based on the decisions
made by the end user during product configuration.












ERP Vendor Decision Model
(Producer: Vendor; Consumer: Customer)
D1: Which solutions do you want to provide?
(Accounting, CRM, Document Management, Project Management, ... – 1:N)
ERP DM
D2: How do you manage documents?
(archive, import existing, read, scan – 1:4)
...
...






D3: Would you like to use a database to archive your 
documents?
Provides Feature Provides Feature
Alternative Models
Figure 10: Example application of a competitive setting: One main model from the vendor and individual
alternative models for the same subsystem.
We conducted the following steps to set up a configuration application in Invar for this scenario.
1. As in the previous scenario, web services capable of reading feature models, decision models, and
OVM models were registered to Invar.
2. The configuration application was defined by referencing three models. However, not all three
models are included in the configuration process by default. The supplier models are embedded
into the configuration process using conditional inclusion actions defined in IMDI packets. The
start model is defined to be the ERP vendor decision model.
3. Inter-model dependency links were defined using conditional inclusion actions: if vendor.D3.isSelected()
then DatabaseArchive.includeModel() and if vendor.D3.isDeselected() then FileSystemArchive.includeModel().
During product configuration, first the questions from the decision model of the vendor are presented
to the user. As soon as question D3 is answered, the configuration broker determines which other models
should be included in the configuration process by evaluating the IMDI packets. The correct supplier is
chosen “behind the scenes” and the end user is presented with a seemingly tailored configuration interface
(showing only the relevant questions). The output of the configuration process – just like in the previous
scenario – is the list of selected features.
7.2.3 Complementary Setting
Complementary settings typically occur in software ecosystems, where third-party suppliers reuse the
functionality of a common base platform to provide additional features to the customers. This leads to
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an extension of the decision space for the users during the configuration process and in the background
it means the underlying models are enriched/extended by providing additional features.
In order to provide support for complementary relationships (if one model extends other models)
special dependency links must be defined to provide an integrated view to the end user performing
configuration. For example, in Figure 11, the bank transfer add-in (decision model) extends the available
payment types in the accounting package (OVM).
Bank Transfer Add-in Supplier
Decision Model
D2: Do you want support for SWIFT codes?
D1: Do you want to enable international bank 
transfers?
























Figure 11: Example application of a complementary setting: One main model is extended by another
model, resulting in an additional option.
We conducted the following steps to set up a configuration application in Invar for the complementary
setting.
1. Again, web services capable of reading the feature model, the OVM model, and the decision model
were registered in Invar.
2. A configuration application was defined by referencing the three models. Two models (Vendor and
Accounting) are included in the configuration process by default. The start model is defined to be
the ERP vendor feature model.
3. The variation point payment type in the accounting package is extended by one variant “bank trans-
fer” in the beginning. This was done by adding two links initialized() Accounting.PaymentType.addOption(BankTransfer)
and if Accounting.BankTransfer.isSelected() then BankTransfer.includeModel().
During the configuration process, the user has to select between three options (Bank Transfer, Check,
Cash) of the question related to Payment Type. Upon selection of Bank Transfer, the Bank Transfer
model is added to the configuration process. The output of the configuration process is the list of
selected features.
7.3 RQ3: Applying Invar in Realistic Configuration Settings – Android pri-
vacy settings
To further evaluate the flexibility and feasibility of Invar in different multi-model configuration scenarios,
we used Invar to support configuring the variability of the Android permission system, which has been
already proven difficult to configure [49]. The privacy of mobile phone users has been the focus of
an ongoing discussion within the security community [50, 51]. Researchers have modeled the variability
existing in the Android emulator to optimize the selection of the tests to execute when developing Android
apps [52, 53]. Furthermore, they have modeled the different traceability relationships in between the
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Android application structure, the emulator options, and the permissions system in Android. Both,
OVM and Dopler have been used by researchers to model this variability. The different models are to
be developed and configured by different entities. For example, the applications are to be configured by
the app developers while the security requirements are to be configured by the app users and the mobile
platform configurations to execute the app are to be configured by different mobile phone manufacturers
(or the android emulator designers).
7.3.1 The Android permissions system
Android is based on Linux, thus it provides a privilege-separated access system6. This is, each application
runs with a different identity (user/group ID). Different parts are also separated, in doing so separating
applications from each other and from the operating system itself.
Table 6: Relations between the hardware features used and Android permissions required





Location ACCESS MOCK LOCATION android.hardware.location
ACCESS LOCATION EXTRA COMMANDS android.hardware.location
INSTALL LOCATION PROVIDER android.hardware.location
ACCESS COARSE LOCATION android.hardware.location.network
android.hardware.location
ACCESS FINE LOCATION android.hardware.location.gps
android.hardware.location
Microphone RECORD AUDIO android.hardware.microphone
Telephony CALL PHONE android.hardware.telephony
CALL PRIVILEGED android.hardware.telephony
MODIFY PHONE STATE android.hardware.telephony




RECEIVE WAP PUSH android.hardware.telephony
SEND SMS android.hardware.telephony
WRITE APN SETTINGS android.hardware.telephony
WRITE SMS android.hardware.telephony
Wi-Fi ACCESS WIFI STATE android.hardware.wifi
CHANGE WIFI STATE android.hardware.wifi
CHANGE WIFI MULTICAST STATE android.hardware.wifi
A finer-grained security access is also provided through a “permission” mechanism that enforces
restrictions on the specific operations that a particular process can perform. Table 6 shows the set
of Android permissions related to the hardware features it requires. We will be using these relations
in between features and permissions to enable the configuration of valid products according to certain
user-selected security aspects.
7.3.2 Modeling the Android apps structure and feature requirements using OVM
Android has been built to dynamically adapt the applications developed for the operating system to
different mobile platform configurations with different screen resolutions, and connectivity capabilities.
However, as each application is developed by a different developer (or a set of developers), the structure
6http://developer.android.com/guide/topics/manifest/uses-feature-element.html
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itself can differ in between different apps. We here present an OVM model that encodes the different
variation points existing in an Android app.
Manifest declaration. Each Android application contains a file called MANIFEST.xml where all
the different permissions required by the app are specified. Also, in this file, the actions, activities,
services, and settings are specified.7
From the set of variation points described in the manifest.xml we considered the following ones:
• Compatible-screens. This section describes the different screens supported by an Android appli-
cation. For defining a compatible screen we need to provide the resolution and dots-per-inch of all
bitmap artifacts used in our app.
• Uses-sdk. This section presents the minimum Android SDK required for the application to work.
This refers to the minimum Android version to execute the application in.
• Uses-feature. Android apps may use different and diverse features present in mobile platform
configurations. Those features should be included as references in the manifest.xml. An exhaustive
list of all existing features in the ecosystem can be found at http://developer.android.com/
guide/topics/manifest/uses-feature-element.html.
• Uses-permissions. Android apps may use different permissions. Those permissions need to be
declared explicitly in the manifest. We will use Invar to define different IMDI links between uses-
permissions and hardware features so we can reason and configure products that satisfy a user’s
security requirements.
To model this variability existing in the manifest.xml file we chose OVM as a notation because there
is no commonality to care about. Figure 12 shows the different variation points existing in the Android
manifest.xml. Please note that not all the variability information existing in the manifest.xml is presented
in the Figure but only the information related to the permissions system.
It is important to note that the different intra-model relationships existing in Figure 12 (dashed blue
lines) have been obtained from the permission descriptions. This is, if in the manifest we declare that we
use the feature android.hardware.bluetooth in our application it is mandatory to ask for the BLUETOOTH
permission.
7.3.3 Modeling Security related user preferences using Dopler
The third thing to model when configuring the Android privacy settings are the user preferences. In this
case, the most convenient and natural way of encoding this is by using decision models. In Dopler, we
can develop a variability model that poses the different security questions to the user, for example, to
determine if the configured product may expose data through the Wi-Fi interface. Figure 13 shows the
Dopler model that allows a company to define its security concerns when configuring the valid apps
and mobile platform configurations existing in the Android ecosystem for the company users of Android
devices.
7.3.4 Modeling Invar inter-model relationships by using the Android features and permis-
sions as a proxy
Finally, what is still missing is the definition of the required inter-model relationships. These are the
links between the permissions, the application characteristics, and the mobile platform configurations
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Figure 12: OVM model of the Android application variability related to the permissions system.
1. Would you need to use Bluetooth in your company?
(a) Would you allow users to add/remove Bluetooth devices?
2. Would you need to allow GSM networking capabilities?
3. Would you need to allow third party apps to know your location?
4. Would Wi-Fi be an option for you employees?
5. Will your app users need access to the camera?
Figure 13: Dopler questions used by a company to define the security criteria of an Android app
that meet the mobile platform configurations and privacy settings. We linked the app supported screens
and the screens available in the mobile platform configurations. This is marked with a circle in Figure 14.
Also, we linked the application-used API with the emulator-supported Android versions. Finally, we
linked the permissions with the different security concerns defined in the Dopler model.
We conclude that Invar is able to cope with ecosystem topologies such as the one existing in the
Android ecosystem.
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7.4 RQ4: Evaluating the Performance of Different Enactment Strategies
Regarding RQ4 – what is the impact of the Invar model enactment strategies on configuration perfor-
mance? – we also assessed the performance of our approach. In particular, it is important that users
do not experience lags between the different configuration steps [10]. In this section we thus show the
time required to configure a set of different random models with Invar in order to determine which order
(which enactment strategy) provides better results. Executing this experiment, we determined the time
required for each variable ordering, showing the average time for automatically configuring a model de-
pending on the number of features and constraints. Further, in this section we demonstrate the “stress”
our current implementation is able to withstand, by determining the maximum number of features and
cross-tree constraints that it can handle without exceeding an affordable amount of time.
In Invar, the configuration process of a multi product line is carried out by selecting or deselecting
options from a set of questions. Invar allows defining the order to present those questions to the user
in different ways. Mendonça et al. [40] demonstrated that when analyzing a feature model, the way
the solver assigns values to the variables has an effect on the time required to analyze the model. Our
hypothesis is that the order used to present the options in the configuration process to the user also has
an effect on the time needed by the back-end tool to reason over the model.
To assess whether our hypothesis was correct we designed a set of tests. To execute those tests we
selected the FaMa feature model Invar plugin. We selected it because it can be used with SAT or CSP
solvers and offers the most orders that can be used in an Invar configuration process.
First, we conducted tests with the FaMa Invar plugin using a CSP-based solver. We noticed that our
CSP implementation for the feature models was not as responsive as it should and rarely can reason over
models with more than 200 features. Usually, when analyzing a feature model, SAT solvers are more
sufficient to reason over bigger models than CSP solvers [54]. Therefore, we created a new version of the
FaMa Invar plugin, this time using a SAT solver. We conjecture that our results will be similar if we
used other solvers than SAT but we wanted to test the approach with larger feature models in order to
increase the number of different scenarios where Invar can provide configuration support based on feature
models.
To verify our hypothesis we created a set of random models to be configured by the FaMa Invar
plugin. Those models vary in numbers of features and percentages of cross-tree constraints. Its numbers
of features go from twenty features to five hundred and from zero percent of cross-tree constraints to
twenty percent.
To automate the testing procedure we created a tool that acted as the Invar core and the user in the
configuration process. First an Invar order was selected to perform the testing. Later, this tool created
random models using BeTTy [55] and uploaded them to Invar. To generate random models, BeTTy
provides a well-tested implementation for the algorithm presented by Thüm et al. [56]. After uploading
the models, the tool acted as the Invar core and iterated over the questions while randomly selecting
or deselecting options. This process was executed in one hundred iterations, yielding the average of the
time required. In Table 7 we describe the variables used to run our experiments.
Results are presented in Figure 15. This figure shows the time in milliseconds (vertical axis) needed
to configure a model with a given number of features (horizontal axis) and ratio of constraints. Please
note that the time is shown on a logarithmic scale.
We can highlight that Inorder offers better time consumption results making Invar more responsive.
For example, as shown in Figure 15, for models with two hundred features Inorder only requires half of
the time of all other orderings.
Our conclusion is that the order we select to configure an Invar model affects the time required by
the back-end tool to analyze it. Those results show that the Inorder strategy requires less computational
resources than the other strategies. Therefore, it should be used by default in the scenarios where no





The order used in the Invar configuration process has an effect on the performance
of the back-end tool in an Invar configuration process
Alt. Hypothesis
(H1)
There is not a significant difference in the average time required by the back-end




Time required by the back-end tool to configure a model
Independent Vari-
able
Technique used for random fea-
ture model generation
Levels: Random
Blocking Number of Features Levels: 20, 50, 100, 200, 500
Variables Percentage of Cross-Tree Con-
straints (with respect to the
number of features)
Levels: 0%, 5%, 10%, 20%
Order used when configuring a
model
Levels: preorder, inorder, postorder, from more
options to less, from less options to more,
alphabetically
Constants SAT solver Value: Sat4j
Heuristic for variable selection
in the SAT solver
Value: Default
Table 7: Table with experiment variables
7.5 Discussion
Without Invar, considerable manual efforts would have been required to integrate the different models
to support product configuration in a multi product line environment. More specifically, instead of just
linking existing models using Invar IMDI links, modelers would need to either create one large model
using one particular approach that integrates all the other models or configure options provided by
each model and check manually which dependencies between the different models need to be taken into
account. While the first strategy would be sufficient for smaller examples, for large multi product line or
software ecosystem settings, it will not be feasible. The second strategy would require the configurers to
understand all the different modeling approaches, which is also not feasible. Furthermore, configuration
errors would be more likely as relevant configuration information would have to be passed to different
teams and tools manually. Moreover, there are some scenarios, such as in the Android ecosystem example
described above, where the communication between the different practitioners (e.g., Android developers
and app developers) in the configuration process is not feasible without a solution like Invar.
For example, when manually configuring the Android permissions system, practitioners would need
to perform the following tasks:
1. Configure the permissions required for each of their applications.
(a) Send it to the security staff to check if the permissions used in the app are ok with the
configured privacy policies.
(b) Reconfigure the application until it fits the requirements defined by the policies.
2. Configure the hardware capabilities required by each of their applications.
(a) Test the application in front of devices capable of offering the security hardware required to
satisfy the constraints in the configuration.
(b) Reconfigure the application until it fits the requirements.
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3. Repeat the process until the three layers involved in the configuration agree.
Thus, while we do not provide any quantitative evidence that configuration based on multiple models
using Invar is faster than manual configuration based on multiple models without Invar, we still are
confident that using Invar is beneficial in the described configuration scenarios and will outperform
manual configuration. We plan to conduct experiments with practitioners (manual configuration based
on multiple models vs. configuration based on multiple models automated by Invar) as part of our future
work.
The successful application of Invar in the different settings suggests that the approach is flexible
enough and feasible to address realistic scenarios in industry (RQ2 and RQ3). Of course, these scenarios
do not cover all possible use cases in industry, which is why we are still working on the application of
Invar in other scenarios.
The performance evaluation suggests that the integrative infrastructure does not add much overhead
to the configuration process, meaning the performance of the individual tools and solvers is not weakened
by our approach (RQ4). Of course, the existing bottlenecks in the integrated tools (if any), are still
present in Invar.
Regarding the requirements identified in Section 4, we can claim that these are addressed by the
current implementation of Invar.
• The IMDI links described in Section 5.2 allow us to express interfaces between models, both at
the level of elements (between features, variants, decisions) and at the level of models (e.g., when
an optional model should be considered whenever a particular feature is selected). This covers
requirement R1.
• The described configuration primitives implemented by the Invar Web Service provide an applica-
tion programming interface (API) through which configuration front-ends can access the configu-
ration functionality (cf. requirement R2).
• The service-oriented architecture also allows the integration of multiple repositories (cf. requirement
R3).
• The web-based access combined with persistence functions, support collaborative, distributed con-
figuration sessions. This addresses requirement R4. However, we do not cover parallel configura-
tions as explained in Section 9.
• The exploration of the three settings described in the preceding sections demonstrates that Invar is
able to handle various configuration settings, which occur in larger product line projects involving
multiple organizations. This covers requirement R5.
Using the Invar approach companies can continue using their favorite modeling approach and still
integrate the product configuration front-ends to participate in a multi product line or ecosystem. Also,
variability models may be reused by third parties, without imposing any change to the current practices
of the involved organizations. The Invar approach makes the use of variability models transparent to
the end users. Finally, our research provides a starting point for creating a marketplace for variability
models and fosters healthy competition between the participants. A full validation of our approach can
only be done only after an “ecosystem community” has actually started using Invar and exploiting its
capabilities by composing ecosystems using the provided infrastructure. It will be equally important to
extend the scope of the framework and include more modeling approaches by adding new configuration
services.
We conclude that integrating different variability modeling techniques for configuration purposes in
a software ecosystem is feasible and our approach is flexible enough to support different configuration
scenarios. We even think that it is probably unavoidable to enable automated product configuration in
the context of software ecosystems with multiple variability models created using different approaches.
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7.6 Threats to validity
Even though the examples and validations presented in this paper provide evidence that our proposed
solution is feasible and flexible, there are some assumptions that we made that may affect the validity of
our results.
The requirements R1-R5 have been collected by the same researchers that have implemented the
discussed approach. Hence, the validity of the requirements can be questioned and it is not surprising
that all the requirements are fulfilled by the approach. To mitigate this threat, we discussed requirements
with other researchers in the community and iteratively refined requirements after discussions at various
conferences and workshops. Furthermore, the requirements reflect the researchers’ industry experience
over many years.
A similar threat to validity is that the authors have been involved in the evaluation of the results.
However, different authors were responsible for the implementation of the approach and for creating and
using models based on the approach. Some authors only provided feedback on evaluation results and
did not interfere with the implementation or modeling. Still, conducting experiments with practitioners
remains as an important next step, which is part of our future work.
Similarly, the set of selected variability modeling approaches for initial analysis and integration may
have been biased by the authors’ expertise in the related methodologies. Therefore, during the selection
step of our research, there is a threat to internal validity. However, the three selected approaches represent
flavors of the three most commonly used approaches reported in the literature and have been applied in
several projects with different partners over several years.
Another threat is that the list of identified challenges/requirements might not be exhaustive and
missing aspects that are essential for configuration in large-scale industrial projects. However, the authors
considered real scenarios from the industry such as the Android permissions system and the ERP examples
derived from industrial experience to mitigate this threat.
The applicability of the Invar approach in three selected modeling paradigms suggests that it is flexible
enough to be applied in different settings. However, we cannot generalize the results to claim that it is
useful for all kinds of variability modeling approaches and tools.
We do not provide any quantitative evidence that configuration based on multiple models using Invar
is faster than manual configuration based on multiple models without Invar. While we are confident that
using Invar is beneficial in the described configuration scenarios and will outperform manual configuration,
conducting experiments with practitioners is an important part of our future work to compare a manual
configuration based on multiple models with a configuration process automated by Invar.
We evaluated the performance of the tools (i.e., that is of different model enactment strategies) using
randomly generated models. The validity of the results therefore also depends on the random model
generators in use. However, we used BeTTy [55] to generate random models. BeTTy provides a well-
tested implementation for the algorithm presented and evaluated by Thüm et al. [56].
We conclude that while several threats exist, our results are promising considering that we have been
able to encode variability of ecosystems in different contexts such as the Android permissions system or
an ERP system.
7.6.1 Limitations of the approach
While we have shown the validity of our approach in different scenarios and contexts, it is still unclear
how difficult would be to apply Invar in a real context casestudy. Then, it is important to admit the
potential weaknesses and limitations of our approach. Further evaluations should be done in order to
determine these limits. Nevertheless, we envision the following main limitations in Invar:
– Cost related issues. Currently there is no evidence that the use of Invar would reduce the costs
for configuring software ecosystems. Is it true, that after the first implementation, the coding
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efforts were reduced and we were able to encode the variability existing in Android with no major
issues. However, companies should decide where it is worth applying our techniques in a commercial
perspective. We have the intuition that this would depend on the size of the project and the number
of ecosystems to configure, however, this will require future research.
– Time to be ready. Time is a variable that goes side by side with cost in software projects. Applying
Invar in a commercial product would require to teach practitioners either to define a new variability
model previously known by them or to teach them how to configure a new one. Again, we have the
intuition that this would depend in the number and size of the projects to develop.
– Scalability. Currently, the Invar architecture is developed using rest services, thus, it can scale easily
in terms of CPU and power to configure (e.g. using cloud providers). However, communication
between different practitioners are required to first orchestrate the multi-model configuration in
Invar. This is also a parameter to think when choosing to use our techniques and should be
evaluated prior to apply them in an industrial context.
8 Related Work
We structure our discussion of related work along the areas of variability in large-scale software devel-
opment, coordination during product derivation, software integration, software ecosystems, and ongoing
standardization efforts.
Variability in large-scale software development. Deelstra et al. [57] classify different types of ap-
proaches along the dimensions scope of reuse and domain scope. Hierarchical product lines [58] are an
example of an approach that can be applied when there is a family with a broad domain scope focusing on
a number of product categories. Bühne et al. [59] extend an existing meta-model for variability modeling
to structure product lines into a hierarchy. Reiser and Weber [60] suggest to model complex product
lines with a hierarchy of feature models called multi-level feature trees. Van Ommering [61] introduces
the concept of Product Populations. Dhungana et al. [62] explore how to structure the modeling space
for large product lines at multiple levels of abstraction. Holl et al. [63] describe the concept of prod-
uct line bundles to package variability models and product line tool extensions to support sharing and
deploying models and tools in multi product lines. In contrast to these approaches, Invar focuses on
enabling the integration of different variability modeling approaches to support and coordinate end-user
configuration. Schmid [64] presents some examples of existing distributed variability modeling mecha-
nisms in real-world, large-scale projects. This paper however, does not provide a solution to integrating
heterogeneous modeling approaches. Metzger et al. [15] have presented an approach to integrate feature
models and orthogonal variability models, by differentiating between product variability and software
variability. The Invar approach is different as we focus on variability of different subsystems, rather than
different abstractions of the same subsystem.
Coordination during product derivation. Czarnecki et al. [33] present an approach supporting the
staged configuration of features models. Focusing on large-scale embedded systems Reiser et al. [65]
propose product sets and configuration links to define dependencies between different feature models at
the time of their selection. Hubaux et al. [66] propose feature configuration workflows as a new formalism
for supporting configuration of large-scale systems. They also propose a technique to specify concerns
in feature diagrams and to automatically build concern-specific configuration views [67]. The issue of
multi-level configuration is also addressed by Rabiser et al. [18] who demonstrate how decision models
can be used to support the configuration of a complex system across multiple levels of software vendor,
customers and end users. Czarnecki et al. [68] discuss the customization in application engineering over
multiple levels. Invar focuses on presenting the configuration options provided by multiple models created
with different heterogeneous modeling approaches to the end user in an integrated fashion.
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Software integration. Our work is also related to integrating complex software solutions and tools. In
the area of EAI (enterprise application integration) Hohpe and Woolf [69] present fundamental patterns
for integrating heterogeneous and asynchronous systems. More recently, this issue has also been addressed
in the area of software and systems engineering. For instance, Moser et al. [70] propose an engineering
service bus to integrate arbitrary tools in the engineering life cycle. Similarly, Blanc et al. [71] propose
the use of a model bus to facilitate the integration of tools in model-based environments. The issue of
integrating and relating arbitrary models has also been targeted by mega-modeling approaches, which
propose the use of a registry for models and meta-models [72].
Software ecosystems. Bosch and Bosch-Sijtsema [73] discuss the impact of three trends in large-
scale software development, i.e., software product lines, global development and software ecosystems and
related problems observed in industry. They describe five different approaches, which potentially address
these problems, organized from integration-centric to composition-centric approaches (integration-centric
development, release groupings, release trains, independent deployment, open ecosystem). Bosch [1] also
discussed the transition from product lines to software ecosystems. He identifies three types of ecosystems
(operating system-centric, application-centric, and end-user programming software ecosystems) and their
characteristics, success factors, and challenges. One could argue that our approach is related to the
intention of end-user programming ecosystems, in the sense that the ultimate goal is to allow an end user
to create the required application himself. In contrast to end-user programming, however, we focus on
the configuration of a solution and abstract from the programming or composition of its implementation.
Similar to the “formalization of interoperability” discussed by Bosch, our approach, however, ensures
interoperability through the definition of an integrative architecture and the interfaces between system
components.
Standardization efforts. There is an ongoing effort to standardize variability modeling based on the
common variability modeling language (CVL) [2], a generic language to define variability. The goal of
CVL standardization is to create a new standard notation. In contrast, the goal of Invar is to integrate
existing notations, rather than defining a new one. Invar could be extended to use CVL and other
approaches side-by-side. Some CVL concepts like configurable units (consisting of a variability interface)
and their composition with other configurable units can be compared to the composition of different
configuration services in Invar.
9 Conclusions, Summary and Future Work
Nowadays, the variability modeling techniques are being applied to diverse and varying scenarios such
as the Android ecosystem and the Linux kernel that go far beyond the boundaries of software product
lines. In such contexts, it is equally important to integrate data, models, and tools across organizations
and inter-organizational boundaries – together with the alignment of the business strategy among the
cooperating units. From the perspective of software reuse and configuration, the initiation and growth
of a software ecosystem can be fostered considerably if the involved stakeholders are supported with
tools and techniques for dealing with variability in a uniform manner. Moreover, the scalability of the
variability approaches, not only in terms of CPU power but also from the point of view of integration
and collaboration is a main concern in software product line and software ecosystems research.
In this paper, we presented an approach to facilitate the integration of variability models during
product configuration regardless of the modeling techniques, notations, and tools used. Based on an
illustrative example, we defined the basic user interactions required for configuration in general (con-
figuration primitives) and mapped these interactions to the concrete semantics of individual modeling
approaches, i.e., an approach for feature modeling, and OVM-based approach, and an approach for de-
cision modeling. Also, we evaluated this approach in terms of scalability when referring to the time
required to configure a variability model and more important, checking the adaptability of the approach
by modeling different scenarios. For doing so, we provide a technical infrastructure and a prototypical
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implementation of an integrative approach based on web services that supports defining dependencies
between multiple variability models as well as different strategies for model enactment during product
configuration. We showed the flexibility and feasibility of the approach and its implementation by ap-
plying it to three different variability modeling approaches and by showing that we are able to integrate
them in the context of an example ERP system and in the context of the Android permissions system. We
also provided initial evidence on the performance of the approach, more specifically, its different model
enactment strategies, during configuration.
We can conclude after this research that, i) is important to enable the support for different enactment
strategies to scale in terms of CPU related costs; ii) the use of IMDI is a mandatory aspect when config-
uring software ecosystems such as the Android ecosystem; iii) is important to offer a common facade to
configure software ecosystems as complex as Android where we see a misuse of the permissions system;
iv) different users use to speak different languages, this is, we need to support a diversity of modeling
languages to then better communicate and integrate the work of different practitioners. Nevertheless,
there are several issues where future efforts are required, e.g., to define more scalable ways of defining
inter-model dependencies, thus, to achieve industrial-scale application of this approach by modeling the
configuration projects in Invar. Currently, each model has to explicitly define its relationships to the
other models and, if options in one model have implications for other models, those inter-model con-
straints (dependency links) need to be defined. Another example is the uncertainty at this point whether
practitioners will rely in variability modeling techniques to configure and manage the configurations in a
distributed ecosystem. Indeed, this is an important aspect that requires further validation and efforts.
To ease of some of those difficulties, in future work we plan to formalize the dependencies specified
using the IMDI links and improve and extend the Invar approach to support more complex scenarios:
(i) The participating teams may work at rather different levels of abstraction and may consider variability
at different levels of granularity. It should be possible to aggregate the different models, e.g., by merging
or splitting decision points. (ii) Organizations may not be willing to share their models, e.g., to protect
their intellectual property. Hence, there should be mechanisms allowing the protection or limited visibility
of models. (iii) It is equally important to identify and establish ownership of the models and governing
model maintenance by establishing change management processes. There might be situations where
variability that appears to be the same at the surface (e.g., when configuration options are presented to
the end user) differs when analyzing its implementation. Such semantic dissonances can be very difficult
to detect and reconcile.
We also plan to integrate new modeling approaches in Invar. This will allow us to fully validate the
approach and the platform. Eventually, we also want to provide guidance for product line engineers for
defining the order of models and creating the inter-model links.
Material
A version of Invar is hosted in http://invar.lero.ie. Please note, that the software is distributed
with a closed license that does not allow redistribution. However, some of the plug-ins linked in Invar
are open-source and can be found in http://github.com/invar-fama-pluggins.
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[21] M. Vierhauser, R. Rabiser, P. Grünbacher, A case study on testing, commissioning, and operation of
very-large-scale software systems, in: 36th International Conference on Software Engineering, ICSE
Companion 2014, ACM, 2014, pp. 125–134.
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changes in service-oriented computing through integrated goal and variability modeling, in: 2nd
International Workshop on Variability Modelling of Software-intensive Systems (VAMOS 2008),
ICB-Research Report No. 22, University of Duisburg Essen, Essen, Germany, 2008, pp. 43–52.
[25] D. Benavides, J. A. Galindo, Variability management in an unaware software product line company:
an experience report, in: The Eighth International Workshop on Variability Modelling of Software-
intensive Systems, VaMoS ’14, Sophia Antipolis, France, January 22-24, 2014, 2014, p. 5.
[26] A. van Lamsweerde, Goal-oriented requirements engineering: a guided tour, in: Requirements En-
gineering, 2001. Proceedings. Fifth IEEE International Symposium on, 2001, pp. 249–262.
[27] M.-O. Reiser, R. Kolagari, M. Weber, Compositional variability - concepts and patterns, in: HICSS
’09. 42nd Hawaii International Conference on System Sciences, IEEE, 2009, pp. 1–10.
[28] A. Seibel, S. Neumann, H. Giese, Dynamic hierarchical mega models: comprehensive traceability
and its efficient maintenance, Software and Systems Modeling 9 (4) (2010) 493–528.
35
[29] D. Benavides, P. Trinidad, A. Ruiz-Cortés, S. Segura, Fama, in: Systems and Software Variability
Management, Springer, 2013, pp. 163–171.
[30] M. Acher, P. Collet, P. Lahire, R. B. France, FAMILIAR: A domain-specific language for large scale
management of feature models, Science of Computer Programming (SCP) 78 (6) (2013) 657–681.
[31] J. Bosch, P. Bosch-Sijtsema, From integration to composition: On the impact of software product
lines, global development and ecosystems, Journal of Systems and Software 83 (1) (2010) 67–76.
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Figure 14: Integrating the OVM and the Dopler models of the Android permissions system using Invar.
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Figure 15: Time in milliseconds needed to configure a model with a given number of features and
percentage of cross-tree constraints.
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