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We study theoretically the role of carrier multiplication due to impact ionization after an ultrafast
optical excitation in a model system of a quasi-two dimensional material with a small band gap. As
a mechanism for the photo-induced band gap narrowing we use coherent phonons, which mimics the
quenching of an insulator phase. We discuss the importance of impact ionization in the ultrafast
response, and investigate the interplay between carrier and band dynamics. Our model allows us to
compare with recent experiments and identify signatures of carrier multiplication in typical electronic
distribution curves as measured by time-resolved photoemission spectroscopy. In particular we
investigate the influence of the shape of the bands on the carrier multiplication and the respective
contributions of band and carrier dynamics to electronic distribution curves.
I. INTRODUCTION
Recent developments in time- and angle-resolved pho-
toemission spectroscopy (trARPES) have opened up the
possibility to study the material response after ultrafast
optical excitation using photoemission techniques. [1–3]
This progress has facilitated the study of correlated and
nanoscale quantum materials. [4] Besides graphene, [5–
9] other two-dimensional materials, [10] in particular
transition-metal dichalcogenides (TMDC), [11–13] have
been the center of current investigations. Associated
with this topic is an active interest in metal-insulator
transitions. [14] Besides Mott insulators [13, 15–20] these
transitions can appear as excitonic and Peierls insulators,
where a formation of a charge density wave (CDW) and
a periodic lattice distortion occur. [21] However, charge
density waves are observed in many solids and their ori-
gin is still under debate. [22–26] Further, changing the
symmetry of a material via optically induced phase tran-
sitions offers new ways to manipulate material properties
on ultrafast timescales. [27, 28] Research about the ultra-
fast response of two dimensional materials like TMDC in
connection with their rich electronic phase diagrams, e.g.,
superconductivity [29, 30] or CDW phases, may well be
important for understanding the basic physics for the de-
sign of future ultrafast (optoelectronic or optospintronic)
devices. [31–33]
Materials like 1T-TaS2, 2H-TaSe2, and 1T-TiSe2 have
been studied in some detail, [34–36] but there still is a
controversy about the origin of the CDW phases in those
materials, especially for 1T-TiSe2. In Refs. 37–46 an exci-
tonic insulator mechanism was identified. However, there
are also arguments that an electron-lattice interaction
with the help of the Jahn-Teller effect leads to a Peierls-
like CDW transition and the accompanying opening of a
gap. [47–50] To our knowledge, the prevailing explana-
tion is a combination of exciton-formation and electron-
phonon coupling. [43–45, 48, 50–60] In this context, the
chirality of the CDW [61–64] and a softening of phonon
modes [59, 65] have also been discussed.
The present paper is devoted to a study of non-
equilibrium carrier dynamics during an optically induced
phase change between an “insulator” and a “metallic”
phase in a system with a small band gap, where carrier-
scattering processes may lead to carrier multiplication
due to impact ionization. On the basis of experimen-
tal results and a simple model calculation it has recently
been argued in Ref. 66 that in 1T-TiSe2 excitation by an
ultrafast optical pulse induces carrier multiplication and
gap-closing dynamics, which amplify each other during
the quenching of the CDW phase. In this paper, we in-
vestigate theoretically in more detail this interplay be-
tween carrier dynamics (in particular, carrier multiplica-
tion) and quasi-particle band-structure change, i.e., gap
quenching. We employ a dynamical model that is ca-
pable of describing aspects of the ultrafast response of
small band-gap 2D materials. We assume an electron-
phonon based mechanism behind the formation of the
CDW state, but we do not attempt a microscopic de-
scription of the complete change between insulator and
metallic phase. Instead, we restrict our attention to the
onset of the phase transition starting from the CDW in-
sulator phase, and model the relevant lattice dynamics by
coherent phonons. These coherent phonons interact with
the optically excited electronic dynamics and, in turn,
change the quasi-particle band structure via a modula-
tion of hybridization between electronic orbitals centered
at the ions that oscillate with the coherent phonon. An
important goal of this paper is to study the interplay
between carrier multiplication effects and quasi-particle
band-structure dynamics by dynamical calculations for a
concrete mechanism. In particular we explore the con-
sequences for quantities accessible in recent experiments,
where carrier multiplication and band-strucure dynamics
cannot easily be disentangled. [66] In particular, we study
the influence of different excitation scenarios, and com-
pare the results for different band structures (parabolic
and Mexican-hat shaped bands).
The outline of this paper is as follows. In Sec. II
we first introduce a model composed of a tight-binding
band structure and carrier-phonon interaction in which
the quenching of the insulator phase is due to the cou-
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2pling to coherent phonons. In a nonequilibrium situa-
tion, this electron-phonon coupling results in the change
in quasi-particle bands associated with a Peierls-like tran-
sition. In Sec. III we set up the equations of motion for
the relevant distribution functions including the optical-
excitation contribution and Coulomb interaction. Nu-
merical results are presented in Sec. IV. We discuss here
in particular the influence of model parameters on the
carrier dynamics the interplay of carrier multiplication
and gap-closing dynamics and their signatures in elec-
tronic distribution curves. Technical details concerning
the tight-binding model and the numerical solution of the
dynamical equations including the gap dynamics are col-
lected in Appendices A and B. We conclude the paper
in Sec. V.
II. QUASI-PARTICLE ELECTRONIC
STRUCTURE CALCULATION
As we want to describe carrier dynamics that accom-
pany the quenching of a small band-gap insulator phase,
we first need to address how the quasiparticle band struc-
ture changes during this phase transition. While a variety
of different models for charge-density-wave insulators ex-
ist, [22] the classification for materials like 1T -TiSe2 or
1T-TaS2 is not straightforward. Among other reasons,
this is because electron-electron and electron-phonon in-
teractions may both play an important role in the phase
transition dynamics. As we focus here on the carrier dy-
namics, it is beyond the scope of this paper to include
such complex interdependencies. Instead of determin-
ing the insulator phase from the normal phase, we start
from a TB model of the band structure in the insula-
tor phase and describe the quenching of this phase as
an effective misalignment of the atomic positions of the
different atoms in the unit cell. This effective atomic
displacement after an optical excitation enters our calcu-
lation as a coherent phonon.
A. Tight-Binding Model
We employ a tight-binding model to describe a quasi-
two dimensional material with two atomic species Ad and
Ap in the insulator phase. The parameters are chosen
such as to reproduce some important characteristics of
electronic states in TMDCs. In the case of a TMDC, the
atomic species Ad is the transition metal (e.g. Ti) with d-
type or f-type valence orbitals and the atomic species Ap
is the chalcogen (e.g., Se) with p-type valence orbitals.
For instance, in Refs. 52 and 54 it was found that for
1T-TiSe2 only the three hopping parameters ddσ, ppσ
and pdpi contribute significantly to the behavior of states
with energies close to the Fermi energy. This allows one
to use a restricted model that includes only these hopping
parameters.
As we do not attempt a microscopic model of the
physics underlying the phase transition and as we are
mainly interested in the electronic dynamics close to the
small band gap, which is the indicator of the CDW and
typically opens at high symmetry points, such as Γ or M
points, we use a simple two-band tight-binding model to
capture the characteristics of the carrier and band dy-
namics around the gap after an ultrashort optical exci-
tation. We explain the relation of this ansatz to existing
tight-binding models of transition-metal dichalcogenides
in Appendix A. For now, we take the model tight-binding
hamiltonian in the form
HTB = 
p
0
(
cpsk
)†
cpsk + 
c
0
(
cdsk
)†
cdsk
+ 2Vpp
[
cos(kxex) + cos(kyey)
]
(cpsk )
†cpsk
+ Vpd(c
ps
k )
†cdsk + Vdpc
ds†
k bc
ps
k
+ 2Vdd
[
cos(kxex) + cos(kyey)
]
(cdsk )
†cdsk
(1)
where p0, 
d
0 are the on-site energies, and Vpp, Vpd, Vdp,
Vdd are the tight-binding coupling-elements and e is the
distance vector between two neighboring unit cells. As we
do not include spin-orbit coupling, we do not explicitly
write out the spin-dependence s in the following.
This model yields a conduction band mainly consisting
of a d-type transition metal orbital and a valence band
mainly originating from a p-type chalcogen orbital. In
the neighborhood of this point the band structure has the
shape of a Mexican hat with a small band gap and pro-
nounced band mixing for the model parameters chosen
here, see Sec. IV. Close to the high symmetry point the
band structure possesses rotational symmetry. We stress
that the simplicity of this model and the high symmetry
are not too restrictive, because a fast angular redistri-
bution of carriers due to electron-phonon scattering [67]
will smooth out the effects of anisotropy, and our results
should also be transferable to non-parabolic band struc-
tures.
B. Quasi-particle band dynamics and the effective
Hamiltonian
This subsection is concerned with determination of the
carrier states that accompany the onset of the phase
change and that we will sometimes refer to simply as
“band dynamics”. We do not attempt a microscopic ab-
initio description of the coupled electron-ion system and
the transition from normal phase transition to charge-
density wave phase. Instead, we use an effective hamilto-
nian for the system in the charge-density wave state that
already incorporates the lattice distortion induced by the
electron-phonon interaction. In this model, the coher-
ent phonon leads to an ionic displacement that causes a
change of the hybridization between electronic orbitals
centered at different ions, which changes the effective
hamiltonian. Due to the dependence on the phonon dy-
namics, the effective hamiltonian becomes time depen-
dent.
3We begin with the free phonon Hamiltonian for the
coherent phonon, i.e. q = 0,
HPh = ~ω0
(
b0b
†
0 +
1
2
)
(2)
describes a coherent phonon (cpn) with q = 0 that leads
to a distortion consistent with the symmetry of the mate-
rial, e.g., the A1g mode, in which the two kinds of atoms
are displaced in the unit cell. The coherent phonon cou-
ples to the electrons by modulating the p-d hybridization
He-cpn =
∑
k
gpd0 (b0 + b
†
0)(c
p
k+0)
†cdk + h. c. (3)
where gpd0 is the matrix element for the coupling of elec-
trons to the coherent phonon in the orbital basis. We
assume for simplicity that this matrix element is k-
independent.
The interaction of electrons with a coherent phonon
includes a mean-field contribution
H(mf)e-cpn =
∑
k
∑
l1,l2
gl1l20 (B0 +B
†
0)c
l1†
k+0c
l2
k + h.c. (4)
where B0 = 〈b0〉 is the coherent phonon amplitude, and
l1, l2 ∈ {p, d} denotes the orbital index. The mean-field
part of the coupling hamiltonian to the coherent phonon
does not contain phonon operators and can be combined
with HTB to an effective hamiltonian for the carrier sys-
tem that describes the states around the Fermi energy
Heff = HTB +H
(mf)
e-cpn (5)
As Heff is time dependent its eigenvalues b,k and eigen-
vectors Ψb,k(r) are calculated for every time-step of the
dynamical calculation. Thus, matrix elements gb1b20 and
ρb1b2k generally involve time-dependent basis states as will
be discussed in Appendix B. In this time-dependent
eigenbasis, nbk = ρ
bb
k can be interpreted as the occupa-
tion of the state |b,k〉 at that time and gb1b20,k the cor-
responding phonon matrix element. In particular, the
matrix element gpd0 in the orbital basis is related to ma-
trix elements gcc0,k and g
vv
0,k in the time-dependent basis.
Assuming that the coherences in this equation-of-motion
die out faster than the dynamics of interest, we obtain
the equation of motion
d
dt
B0 =− (iω0 + γPdeph)B0 +
1
i~
∑
k
∑
b
[
(gbb0,k)
∗nbk
]
=− (iω0 + γPdeph)B0
+
1
i~
(∑
k
(gcc0,k)
∗nck +
∑
k
(gvv0,k)
∗nvk
) (6)
The coupling matrix elements gpd0 , which are off diago-
nal with respect to the orbital index, influence the band
occupations nbk via g
bb
0,k matrix elements, which are diag-
onal with respect to the band index, and thus drive the
coherent phonon amplitude Eq. (6).
III. CARRIER DYNAMICS VIA EQUATION OF
MOTION TECHNIQUE
A. Optical excitation
We model the optical excitation after a recent experi-
ment on 1T-TiSe2 in Ref. 66, where carriers were excited
with an 1.6 eV pulse around 200 meV above the Fermi
level into a Ti 3d band around the M-point. Around this
high symmetry point, only a small band-gap exists be-
tween the Ti 3d band and a back-folded Se 4p band. As
the holes, which are likely created in a Se 4p(x,y) bands,
never appear close to the Fermi surface, we do not include
these band states in our two-band tight-binding model.
Further, the dispersions of the bands of interest are dif-
ferent (i.e., have very different curvature in our simplified
case), so that in the first few hundred femtoseconds the
excited holes have no chance to reach the Fermi surface
and no efficient contribution to the ultrafast carrier and
band response around Fermi surface is possible, as found
in experiment. [66] Thus, we model the optical excitation
between the conduction band “c” mainly originating from
the d-type orbital of atom species Ad and a third band
v′ below the Fermi surface by
d
dt
pb1b2k
∣∣∣
opt
=−
(
iωb1b2k + γ
P
deph
)
pb1b2k
− iΩb1b2k
(
nb1k − nb2k
) (7)
and
d
dt
nb1k
∣∣∣
opt
= −
(
iΩb1b2k p
b1b2
k + h.c.
)
(8)
where b ∈ {c, v′}, and we have again suppressed the spin
index.
The major contribution to the coherent phonon ampli-
tude dynamics originates from the excitation of electrons
into the conduction band. This is in accordance to situ-
ations, where optical excitation can trigger a displacive
A1g CDW amplitude mode by exciting electrons from
bonding to antibonding states, e.g., in 1T -TiSe2. [58] It is
also supported by other investigations, which have found
that the A1g mode shows a strong coupling to conduction
electrons. [68, 69] While the effects of excitonic contribu-
tions likely have to be included to obtain quantitative
agreement (e.g., for the speed of the gap dynamics), [66]
the qualitative picture of the onset of a phase transition
due to ultrafast optical excitation can be described by co-
herent phonons. In such a model, carrier multiplication
also has an contribution to the dynamics of the coherent
phonon amplitude, as we show in the following.
B. Carrier-carrier Coulomb scattering
The Coulomb scattering to describe the carrier dynam-
ics in the first few hundred femtoseconds after the ultra-
fast optical excitation is also included in the equation of
4motion for the density matrix. As the Coulomb inter-
action leads to transitions between quasiparticle states,
which change dynamically, we use time-dependent Bloch
states. This entails not only the correction of the band-
energies but also a re-calculation of the interaction-
matrix elements. In general, it is associated with a
transformation of diagonal density-contributions nbk into
off-diagonal coherence-contributions in conjunction with
correlated correction-terms in the equation-of-motion.
This general consequences are described and the level
of approximation for the system under investigation is
explained in appendix B, where we assume a suffi-
ciently high dephasing for these coherences, which is
likely for the system under investigation, and hence the
off-diagonal coherence-contributions in conjunction with
correlated correction-terms in the equation-of-motion can
be neglected. Thus, we implement the time-dependent
basis in the description of the carrier dynamics us-
ing time-dependent band-energies and wave-functions in-
cluding time-dependent Coulomb-matrix elements due to
the basis transformation with of-course a time-dependent
screening. Importantly, the band dynamics here leads to
an additional re-distribution of carriers into the new equi-
librium distribution and changes the ratio between intra
and interband scattering pathways.
The derivation of the Coulomb scattering equations it-
self can be established in various ways. For instance, with
cluster expansion techniques or with the Green’s func-
tion technique under the use of the Kadanoff-Baym equa-
tions, by applying the second-order Born approximation
for the self-energy.[13] For the carrier-carrier scattering
we neglect coherences and obtain the following equation
of motion for the Coulomb scattering in Markov approx-
imation
d
dt
nbk =
2pi
~
∑
k2k3
∑
b2b3b4
Ŵ
(
N in −Nout) δ (∆) (9)
with
Ŵ =W bb2b3b4kk2k3k4
(
W bb2b3b4*kk2k3k4 −W bb2b4b3*kk2k4k3
)
(10)
N in =
(
1− nbk
)
nb2k2
(
1− nb3k3
)
nb4k4 (11)
Nout =nbk
(
1− nb2k2
)
nb3k3
(
1− nb4k4
)
(12)
∆ =bk − b2k2 + b3k3 − b4k4 (13)
where W bb2b3b4kk2k3k4 are the screened Coulomb-Matrix ele-
ments, nbk is the carrier distribution and 
b
k the corre-
sponding energy on k for the band b ∈ {c, v}. The spin-
index s is neglected. The screened Coulomb potential
is
W bb2b3b4kk2k3k4 =
∑
q
w (q) Ibb4kk4 (q) I
b2b3
k2k3
(−q) (14)
with the overlap integrals
Ibb4kk4(q) =
∫
Ψbk(r)
∗eiqrΨb4k4(r) d
3r (15)
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FIG. 1. Band structure of the unexcited material on a high
symmetry point in the Brillouin zone on the Fermi surface in
radial in-plane direction. The blue curves are the conduction
band c and the valence band v calculated from the tight-
binding Hamiltonian. The black curve is a third band v′ not
included in the two-band tight-binding model far bellow the
Fermi surface used for the ultrafast optical excitation with
an 1.6 eV pulse (red arrow). The vertically dashed line is
the Fermi surface and the horizontal dashed line is the high
symmetry point in the Brillouin zone.
and w(q) = ε−1(q)v(q). Further, Ψbk(r) are the eigen-
functions of the time-dependent tight-binding Hamilto-
nian in Eq. (5), v(q) is the unscreened Coulomb potential
including a background dielectric constant εb and A the
normalization area.
In the derivation of the Coulomb scattering equations,
the screened Coulomb potential can be naturally in-
cluded. The time-dependent screening of the Coulomb
interaction is taken into account using the static limit of
Lindhard dielectric function
ε(q) = 1− 1
A
∑
k,b
V bbbbk,k−q,k,k−q
nλk−q − nλk
λk−q − λk
(16)
where V bb2b3bk,k2,k3,k4 are the Coulomb-matrix elements cal-
culated from the unscreened Coulomb potential v (q).
IV. NUMERICAL RESULTS
To investigate the ultrafast response of a small band-
gap 2D material after an ultrafast optical excitation, and
particularly of the role of impact ionization and carrier
multiplication in the conduction band, we assume the
setup shown in Fig. 1, which we discuss here first. From
the tight-binding Hamiltonian Eq. (1) from Sec. II A, we
5obtain two Mexican-hat shaped bands close to the Fermi
surface, a conduction band “c” and a valence band “v”.
Further, we assume a lattice temperature of 100 K and
the band gap is measured as the nearest distance between
the two Mexican-hat shaped bands, which is 100 meV for
the unexcited band structure. The lattice temperature is
below the transition temperature and the band-gap is
adapted to that of the CDW phase of a typical material
like TiSe2 as reported for example in Ref. 38. The opti-
cal excitation is modeled as excitation originating from
a third band “v′” not included in the two-band tight-
binding model as explained in Sect. III A. As indicated
in Fig. 1, the v′ band is far below the Fermi surface and
the ultrafast optical excitation by a pulse with a 1.6 eV
photon energy excites carriers into the conduction band
around 200 meV above the Fermi surface as measured
by trARPES experiments on TiSe2 reported in Ref. 66.
For the unexcited material we assume a Fermi distribu-
tion and thus we obtain a nearly empty conduction band
with negligible band corrections due to coherent phonons,
see Sect. II B and weak screening. After the ultrashort
optical excitation, effects such as band dynamics induced
by coherent phonons and a carrier redistribution due to
Coulomb scattering, see Sect. III B, will determine the
material response as investigated in the following.
A. Characteristics of band- and carrier response
First, we discuss the essential characteristics of the dy-
namical results for the excitation described above. A
technical aspect is to clarify and investigate the effect of
the basis transformation of the electron-phonon matrix
element between the time-dependent basis of band states
and the atomic eigenbasis, which creates k-dependent
phonon matrix elements from initially constant values
in the atomic eigenbasis.
The Mexican-hat shaped electronic band-structure
shown in Fig. 1 is modeled using the tight-binding pa-
rameters p0 = 1.95 eV, 
d
0 = −1.95 eV for the on-site
energies, and Vpp = −Vdd = −0.5 eV, Vpd = 0.05 eV
for the coupling elements. For the coherent phonons,
we take ~ω0 = 12.4 meV and γPdeph = 5.0 ps−1. The
electron-phonon matrix element controls the influence of
the optical phonon on the band dynamics and plays an
import role in our model. To study its influence, we
present calculations using the values of gpd0 = 8.0 meV
and gpd0 = 10.0 meV in the orbital basis for this matrix
element. The optical excitation is patterned after the ex-
perimental conditions in Ref. 66 and taken to be a Gaus-
sian pulse with 1.6 eV photon energy, temporal width
of σT = 14 fs assuming a Rabi energy ~Ω0 = 10 meV.
This results in an excitation of electrons in the conduc-
tion band around 200 meV above the unexcited Fermi
surface.
After analyzing the consequences of the k-dependent
basis transformation we will introduce a further sim-
plified model which assumes an averaged value of the
k (nm-1) 
n
c 
E-
E F
 (
m
e
V
) 
FIG. 2. Band dynamics (top) and carrier distribution in
the conduction band (bottom) at −25 fs (solid green), 25 fs
(dashed black), 100 fs (dotted black), 175 fs (solid black),
250 fs (dashed red) after an ultrashort optical excitation by
a σT = 14 fs pulse centered at 0 fs. Between -25 fs and 25 fs
the optical excitation mainly determines the carrier dynamics
and the non-equilibrium carrier distribution lead to a closing
of the gap. After 25 fs the optical does not contribute any
more. Now the carrier scattering and the effect of gap-closing
increase the impact ionization, which contributes to a fur-
ther gap-closing until a quasi-equilibrium after about 200 fs
is reached.
electron-phonon matrix element and neglect the influ-
ence of the basis transformation. In this case we treat
the phonon matrix element as a parameter with g˜cc0 =
8.0 meV.
1. Band and carrier response after optical excitation
The essential characteristics of the dynamical results
are discussed for the setup with gpd0 = 10.0 meV, because
effects of band renormalization and carrier multiplication
are clearly visible in this case. In Fig. 2 snapshots of the
band and carrier dynamics of the conduction band are
shown. Before the optical excitation the valence band is
full and the conduction band nearly empty. The band
gap of the Mexican-hat shaped bands is 100 meV at the
crease of the Mexican hat k0 ' 0.35 nm−1. At around
0 fs the ultrafast optical pulse excites carriers from the
lower lying v′ band into the conduction band c at around
200 meV above the unexcited Fermi energy cf. Fig. 1. Be-
tween -25 fs and 25 fs mainly optical excitation occurs,
but also carrier scattering and the onset of impact ioniza-
tion. The combination of these effects and the mexican-
hat band structure lead to a small second peak at the
6k (nm-1) 
n
v 
n
c 
FIG. 3. Carrier distribution in the conduction and valence
band before and long after the pulse. t = −25 fs (green
dashed line) and t = 250 fs for the setup with gpd0 = 10.0 meV
(solid black line), gpd0 = 8.0 meV (dashed black line) and
g˜cc0 = 8.0 meV (solid red line). As electrons are optically ex-
cited into the conduction band, the valence band dynamics
are exclusively due to interband scattering, i.e., carrier multi-
plication. The setups with gpd0 = 10.0 meV and g˜
cc
0 = 8.0 meV
exhibit similar carrier distributions after 250 fs.
band bottom k0. Due to the comparatively large band
gap of 100 meV, the impact ionization initially is not very
efficient. However, after 25 fs, i.e., after the optical ex-
citation is over, the hot carriers in the conduction band
lead to a gap closing due to the coherent phonon dynam-
ics and a more efficient screening. The gap closing leads
to a more efficient impact ionization, as will be discussed
in detail in connection with Fig. 4. Fig. 4 supports the
following scenario: The hot carriers relax from the first
peak induced by the optical excitation via impact ion-
ization into the second peak at the band bottom. The
impact ionization induces a carrier multiplication in the
conduction band, which results in a further gap closing.
The smaller gap makes impact ionization even more effi-
cient, which speeds-up the relaxation of the hot carriers,
which is visible in the distances between the snapshots
in Fig. 2, but more clearly in Fig. 4 below. Thus there is
a mutual amplification between gap closing and impact
ionization. The latter occurs predominantly at the band
bottom k0 of the mexican hat and thus feeds the sec-
ond peak on the band bottom of the conduction band in
Figure 2 until no more phase space for electron-electron
scattering is available and a quasi-equilibrium distribu-
tion is reached.
We next investigate details of the carrier and band-gap
dynamics for the same parameters as in Fig. 2, which are
marked by solid black lines in Figs. 3 and 4. We defer
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FIG. 4. Gap closing (bottom) and carrier density in the con-
duction band (top) vs. time. After the optical excitation
an induced gap closing and a delayed carrier multiplication
correlated to the gap closing is visible for the setup with
gpd0 = 8.0 meV (dashed black line), g
pd
0 = 10.0 meV (solid
black line), and g˜cc0 = 8.0 meV (solid red line). The setup
with gpd0 = 10.0 meV and g˜
cc
0 = 8.0 meV have a similar time
evolution of the carrier density and the gap closing. Between
100 fs and 200 fs (short times after optical excitation) only
small derivations are visible, which vanish after 200 fs.
a discussion of the different parameters (dashed and red
curves in Figs. 3 and 4) to the next subsection. The solid
black lines in Fig. 3 shows the carrier distribution of the
conduction and valence band 250 fs after the optical ex-
citation. As the optical excitation is into the conduction
band, the increase of the hole density around the top
of the valence band k0 in the first 250 fs after the op-
tical excitation indicates the effect of impact ionization
as all the carrier dynamics is exclusively due to Coulomb
scattering. In Figure 4 the solid black lines depict the
time-dependence of the conduction-band carrier density
and the band gap. The fast increase of the carrier den-
sity due to the ultrafast optical excitation occurs around
the center of the pulse at 0 fs. This induces a gap closing
via coherent phonons that is clearly visible for times later
than 50 fs. Finally, and importantly, there is a delayed
increase of the carrier density that is exclusively due to
impact ionization from carriers originating from the va-
lence band. This impact ionization therefore effectively
acts a carrier excitation mechanism which drives the dis-
tributions in the conduction and valence bands further
away from equilibrium. The coupling of the nonequilib-
rium carriers to the coherent phonon increases the band-
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FIG. 5. Gap closing (bottom) and carrier density in the con-
duction band (top) vs. time for setups with averaged phonon
matrix elements of 4.0 meV (dotted), 6.0 meV (solid) and
8.0 meV (dashed).
gap shrinkage further.
2. Influence of electron-phonon matrix elements on
response
In Figure 3 and Figure 4 we study the influence of
the electron-phonon coupling and also the consequence
of using and an averaged value of the phonon matrix el-
ement g˜0. We first replace the electron-phonon matrix
elements gpd0 = 10 meV used so far by an averaged ma-
trix element g˜cc0 = 8.0 meV. With this replacement, we
obtain similar final carrier distributions after 250 fs as
shown in Figure 3, similar carrier densities and band-
gap dynamics as shown in Fig. 4 and thus also a similar
carrier multiplication of slightly above 70% at 250 fs. To
show the sensitivity of the results on the electron-phonon
coupling matrix element, we also show a calculation with
gpd0 = 8.0 meV. This leads to a sizable difference in the fi-
nal carrier distributions, reduces the band-gap shrinkage
and also the carrier multiplication to about 50 % for the
setup with gpd0 = 8.0 meV. Therefore, for a simulation of
real materials and their electron-phonon matrix elements
it is important to take into account the basis transfor-
mation. However, in the spirit of our model, we will use
averaged electron-phonon matrix elements, which are ca-
pable of reproducing the dynamical calculations, albeit
for a slightly different value of the electron-phonon ma-
trix elements. This is sufficient for the more qualitative
analysis of the present paper.
In Fig. 5 we analyze the influence of different values of
the averaged electron-phonon coupling matrix element
g˜0 by comparing g˜
cc
0 = 8.0 meV, 4.0 meV, and 6.0 meV.
Because the quenching of the insulator phase is due to
the coherent phonon dynamics, the gap closing depends
on the strength of the electron-phonon matrix. Due to
efficiency of the coupling between carrier and band dy-
namics, the mutual amplification between impact ion-
ization and gap closing leads to a gap minimum of 15
meV for the setup with g˜cc0 = 8.0 meV, 58 meV for the
setup with g˜cc0 = 6.0 meV and 81 meV for the setup with
g˜cc0 = 4.0 meV. Besides the gap closing also the carrier
multiplication is visible in Fig. 5 via the time-evolution
of the carrier density in the conduction band. After 300
fs a carrier multiplication of 74 % (g˜cc0 = 8.0 meV), 42 %
(g˜cc0 = 6.0 meV), and 26 % (g˜
cc
0 = 4.0 meV) is reached.
B. Comparison to experimental results and
influence of different excitation scenarios
An important objective of this paper is to provide re-
sults that can be compared with recent experimental pho-
toemission data. In particular, the energy distribution
curves of photoemitted electrons cannot unambiguously
be interpreted without some theoretical model. [66] As we
cannot compute the cross sections that would be needed
for a quantitative comparison with the energy distribu-
tion curves, we present a qualitative comparison using
a broadening of the conduction and valence distribution
by the typical experimental energy resolution of 150 meV
(FWHM). The broadened distributions are defined by
Nb(E) =
∑
k
nbk g∆E(
b
k − E) (17)
where g∆E(
b
k − E) is a Gaussian of width ∆E. The
important point for the comparison with experiment are
the energy dependent features, not the numerical value
of the Nbs.
In the following, we first illustrate the spectral and
kinetic response with the help of the broadened distribu-
tions using our two band model and the electron-phonon
matrix element gpd0 = 10.0 meV in the orbital basis in-
cluding the basis transformation of the electron-phonon
matrix elements. We first show results for our model us-
ing the band-gap of TiSe2 in the charge-density wave
phase which are intended to be compared to electron
distribution curves for small band-gap materials. After-
wards we analyze the dependence of the response on the
optical excitation by a parameter study for different Rabi
frequencies and excitation energies.
The broadened distributions for conduction and va-
lence bands, together with the band dispersions are
shown in Figure 6 for different times. We focus on the
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FIG. 6. Time-dependent band dispersion (top), broadened
carrier distribution function in the conduction band (middle)
and valence band (bottom) at 25 fs (dashed black), 100 fs
(dotted black), 175 fs (solid black), 250 fs (dashed red) after
an ultrashort optical excitation at 0 fs. After 200 fs a quasi-
equilibrium is almost reached in both bands. The dynamics
of the distribution function in the valence band is mainly due
to the gap closing and reshaping of the bands as the effect
of impact ionization is hardly visible due to the broadening.
Note that for a better comparison between the Nc and Nv
curves, Nv has been multiplied by a factor of 16.
distribution of conduction electrons first. In the first 25
fs, the ultrafast optical excitation creates a peak in this
distribution function at 200 meV above the Fermi en-
ergy. After 100 fs the hot-carrier relaxation due to im-
pact ionization induced by the gap closing is clearly vis-
ible in the broadened distribution function. However, in
a Mexican-hat shaped band-structure the interpretation
of the broadened electron distribution is not straightfor-
ward because a time-dependent increase in the conduc-
tion band is a combination of band-dispersion effects and
the on-going carrier multiplication. As we have seen in
Figure 3 and Figure 4 the effects of carrier multiplica-
tion dominate the increase of the carrier signal at later
times. The mutual amplification between impact ioniza-
tion and gap closing, which has already been discussed,
continues as shown by the snapshots for the band and
distribution functions in Figure 6 until there is no more
phase space for electron-electron scattering available and
a quasi-equilibrium distribution is reached after 250 fs.
Starting from a value of the band-gap that is realistic for
small-bandgap material like 1T -TiSe2 we thus obtain in
our model calculation a signal of ultrafast carrier dynam-
ics that is in agreement with experimental results, such
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FIG. 7. Gap closing (bottom) and carrier density in the con-
duction band (top) vs. time for different excitation energies
of 150 (dotted), 200 (solid) and 250 (dashed) meV above the
Fermi energy.
as those reported in Ref. 66. Our calculated “signal” can
be explained in terms of a mutual amplification between
gap closing, which goes along with the quenching of the
insulator phase, and impact ionization. In the present pa-
per, the band gap dynamics are due to coherent phonons
and are therefore applicable to a Peierls-like insulator. It
is to be expected that a similar connection between gap
closing and impact ionization occurs also for an excitonic-
insulator phase-change mechanism. It may be even more
pronounced in the excitonic-insulator case, because there
the characteristic response times are faster than the re-
sponse time of a Peierls insulator, cf. Ref. 14, which indi-
cates that the important electron-electron coupling ma-
trix elements in that case are larger. However, because of
the slower gap response in the Peierls (electron-phonon
coupling) case, the connection between gap closing and
carrier multiplication can be more easily disentangled in
the model used here.
Turning to the broadened valence band distributions,
shown in Fig. 6 (bottom), the holes at the top of the
Mexican-hat shaped valence band created by impact ion-
ization are hardly visible. This is because the broadening
of the distribution function almost completely removes
the dip in the microscopic valence band distributions nv
shown in Fig. 3. This is in agreement with our earlier
study using a parabolic valence-band and experimental
results in Ref. 66. The dynamics of the Mexican hat in-
troduces new features, such as the bump of the broadened
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FIG. 8. Gap closing (bottom) and carrier density in the con-
duction band (top) vs. time for different Rabi energies of 6.6
(dotted), 10.0 (solid) and 15.0 (dashed) meV.
valence band distribution around the top of the filled va-
lence band, which is due to the changing band dispersion.
The shift of the broadened distribution function is due
to the band shift of the valence band as shown in Fig. 6
(top). These results give a simple microscopic picture of
electronic dynamics underlying the electron distribution
curves observed, e.g, in Ref. 66 for TiSe2. We plot and
discuss the band and carrier dynamics in this paper up to
about 250 fs, which is the onset of the phase transition.
At longer times the system can go further into a different
phase where the back-folded valence band disappears, or
the system can return to the insulator phase by cooling
processes due to carrier-phonon scattering. Both effects
are not included in the present study and are left for
future investigations.
After analyzing the characteristic response of the sys-
tem, we study its dependence on the optical excitation by
varying the Rabi frequency and photon energy of the ul-
trafast optical excitation. The quantitative differences
between a calculation with and without the electron-
phonon basis transformation are insignificant for this
analysis and for the sake of simplicity, we use an av-
eraged electron-phonon matrix element g˜cc0 = 6.0 meV.
We take this as a reference value in the following param-
eter study as it is an intermediate value of the coupling
so that a reduction and an increase still show an inter-
esting gap closing dynamics. The value of g˜cc0 = 10.0
was chosen in Fig. 6 because it exhibits a relatively fast
dynamics (of the gap closing and the carrier dynamics)
for which structures in the distribution function are most
easily visible.
In Fig. 7 we compare different excitation photon ener-
gies, which lead to different energies at which the elec-
trons are created in the conduction band. We call this
the excitation energy EX and measure it from the un-
excited Fermi energy EF, as sketched in Fig. 2. We an-
alyze the cases of EX = 150 meV, 200 meV (which has
been used so far and constitutes our reference setup in
the following) and 250 meV. For the setup with EX −
EF = 250 meV, carriers are excited around 200 meV
above the conduction-band bottom; the distance to the
band bottom is reduced to 100 meV for the setup with
EX − EF = 150 meV. As shown in Fig. 7(top) the car-
rier density created during the optical pulse in the con-
duction band is only slightly different for the three se-
tups, but its subsequent time evolution is different. How-
ever, the corresponding band gap changes for the differ-
ent excitation energies in Fig. 7(bottom) deviate only
by around 20 meV, i.e., 10 meV for each band, which is
much smaller than the difference of the excitation en-
ergies. The most important contribution to the differ-
ence in carrier densities for the three excitation energies
must therefore be due to different carrier multiplication
effects, and the impact ionization is most efficient for the
setup with EX − EF = 250 meV. Fig. 7 further shows
that the efficiency of the mutual amplification between
impact ionization and gap closing increases nonlinearly.
After 250 fs the values for the the carrier multiplication
are 73%, 42% and 14%, respectively, for the excitation
energies of EX −EF = 250 meV, 200 meV and 150 meV.
The corresponding band gaps are 52 meV, 60 meV, and
67 meV. This nonlinearity is mainly due to repeated in-
terband scattering processes that become possible for
electrons excited at higher energies. During their scat-
tering dynamics toward the band bottom these electrons
can contribute to the carrier multiplication process twice
or more times.
In Fig. 8 we investigate the dependence of the dynam-
ics on the excitation strength. We compare three ampli-
tudes of the Rabi energy ~Ω0: 6.6 meV, 10.0 meV (our
reference setup and the value used so far) and 15.0 meV.
In difference to Fig. 7, the carrier density created in the
conduction band by the optical excitation is different for
the three cases. The carrier density is the driving force of
the coherent-phonon amplitude, which induces an atomic
displacement responsible for the band gap dynamics, so
that we obtain a higher initial band gap reduction for
larger values of ~Ω0 and this band gap remains smaller
due to the mutual amplification between gap closing and
impact ionization. The gap closing evidently saturates in
Fig. 8(bottom). The effect of impact ionization can be
assessed from the carrier multiplication in Fig. 8(top),
which is 33%, 42% and 43%, respectively for Rabi ener-
gies ~Ω0 = 6.6 meV, 10.0 meV and 15 meV. This carrier
multiplication shows only a comparatively small increase
between the two smaller Rabi energies whereas we have
a pronounced difference in the gap closing. The differ-
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FIG. 9. Gap closing (bottom) and carrier density in the
conduction band (top) vs. time for a parabolic (red) and a
Mexican-hat shaped (black) band with phonon matrix ele-
ment g˜cc0 = 6.0 meV.
ence between the dynamical scenarios shown in Fig. 8
is therefore mainly due to the different gap closing re-
lated to the initial photoexcited carrier density and the
saturation of the gap closing is mainly responsible for
the saturation of the carrier multiplication. Parentheti-
cally we remark that a saturation of the gap quenching
of the charge-density wave state has been observed in the
charge-density wave material RTe3 where only an incom-
plete suppression of the charge-density wave occurs; here,
we find an indication of a saturation for comparatively
small electron-phonon coupling. [70]
C. Influence of different band shapes
As already mentioned, we are interested in elucidat-
ing the influence of the band structure on measurable
quantities, in particular energy distribution curves pro-
duced by photoemission experiments. In order to un-
derstand the calculated broadened distribution functions
that can be compared with experiment, we here first dis-
cuss the influence of the band shape on the carrier dy-
namics without added broadening, and use for the com-
parison a parabolic band and the Mexican hat shaped
band that we have based our calculations on so far. For
a meaningful comparison, we define the parabolic band
setup using all band parameters of the Mexican-hat like
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FIG. 10. Gap closing (bottom) and carrier density in the
conduction band (top) vs. time for a parabolic (red) and a
Mexican-hat shaped (black) band with phonon matrix ele-
ment g˜cc0 = 8.0 meV.
band setup, except a change of the on-site energies p0
and d0 from 1.95 eV to 2.0 eV. In this way, the parabolic
and the Mexican-hat shaped bands have the same band
gap, but in the parabolic case it occurs at k = 0 and in
the Mexican-hat band case at k0. The band structures
are plotted in Figs. 11(top) and 12(top) as dotted lines.
In Fig. 9 and Fig. 10 the gap closing and carrier den-
sity in the conduction band vs. time is shown for the
parabolic and Mexican-hat shaped band structures with
g˜cc0 = 6.0 meV and g˜
cc
0 = 8.0 meV, respectively. Due to
the different band shape, the ”tuning” of the band dis-
persion and the optical excitation is slightly different. We
have already seen in Fig. 7 that such a small difference
in excitation energy will also lead to a slightly different
optically excited carrier density for the two band struc-
tures. However, the further time evolution of the carrier
density is mainly determined by the different band dis-
persions. The origin of the steeper band dispersion for
the Mexican-hat shaped band is the characteristic band
gap minimum at a k0 6= 0 (i.e., not at the high-symmetry
point), and a local band gap maximum at k = 0 (the high
symmetry point) in contrast to the parabolic case, where
the global band gap minimum is at k = 0. The efficiency
of the impact ionization depends on the size of the band
gap and the k-dependent Bloch wavefunctions, which in-
clude band mixing effects, as well as the available phase
space for the scattering process. The band mixing is
connected to the position of the band gap minimum and,
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FIG. 11. Band dynamics (top) and broadened carrier distri-
bution function in the conduction band (middle) and valence
band (bottom) at 25 fs (dashed) and 250 fs (solid) after an
ultrashort optical excitation at 0 fs for a parabolic (red) and
a Mexican-hat shaped (black) band with phonon matrix ele-
ment g˜cc0 = 6.0 meV.
thus, different between the parabolic and Mexican-hat
setups.
These qualitative differences between the band struc-
tures should lead to different carrier dynamics, and we
compare these dynamics in Figs. 9–12. In a parabolic
band, the hot carriers relax directly into the high sym-
metry k = 0 point, while in the case of the Mexican-
hat shaped band, hot carriers relax more into the band
minimum k0 and reach the local maximum at the high
symmetry k = 0 point only with a delay. Therefore,
band gap minima on different k positions combined with
a different k dependence of the available phase space re-
sults in different efficiency for impact ionization for equal
band gap minima. We first focus on Figs. 9 and Fig. 10
where we compare the gap closing and conduction-band
carrier density between Mexican-hat and parabolic bands
for different electron-phonon couplings. A higher impact
ionization efficiency for the Mexican-hat shaped band
induces a difference in the carrier density between the
two band structures, as can be seen from splitting of the
curves above 100 fs in Figs. 9 and Fig. 10, respectively.
The mutual amplification between impact ionization and
band gap closing amplifies the difference in the tempo-
ral evolution of the band gap (see splitting of the curves
at a slightly later time around 150 fs) and of the im-
pact ionization efficiency. Therefore, the difference be-
tween the two band structures increases for band gap
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FIG. 12. Band dynamics (top) and broadened carrier distri-
bution function in the conduction band (middle) and valence
band (bottom) at 25 fs (dashed) and 250 fs (solid) after an
ultrashort optical excitation at 0 fs for a parabolic (red) and
a Mexican-hat shaped (black) band with phonon matrix ele-
ment g˜cc0 = 8.0 meV.
and conduction-band carrier density with time. In Fig. 9
this results in a band gap of 60 meV and 62 meV and a
carrier multiplication of 42% and 35% (factor: 1.2) for
the Mexican-hat structures compared to the respective
calculation with the parabolic bands. In Fig. 10 for the
larger electron-phonon coupling g˜cc0 = 8.0 meV we have
band gaps of 15 meV and 26 meV after 250 fs, and car-
rier multiplications of 74% and 50% (factor: 1.5) for the
Mexican-hat and parabolic bands, respectively. Depend-
ing on the electron-phonon matrix element the influence
of the band shape can therefore be substantial.
In Figs. 11 and 12 we compare the time evolution of
the band structure and broadened carrier distributions
for the Mexican-hat and parabolic bands. As the broad-
ened distributions average over all k states in a given
energy range set by ∆E in Eq. (17) they are influenced
both by the carrier redistribution dynamics (i.e., carrier
multiplication) and by the band structure, especially if
the band structure changes. In our earlier paper, [66] we
presented a simple parabolic model without band mix-
ing and without a dynamically changing band structure.
With the present calculation for parabolic and Mexican-
hat shaped bands and a consistent inclusion of band mix-
ing effects, we can investigate the contribution of the
dynamical band structure to the electron distribution
curves.
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Fig. 11 and Fig. 12 are for different electron-phonon
couplings and are obtained from the same dynamical cal-
culations as Figs. 9 and 10, respectively. For a broad-
ening that corresponds to state-of-the-art photoemission
experiments, the broadened carrier distributions created
by the optical excitation around 25 fs are similar for the
Mexican hat and parabolic bands, but a difference of the
weighted carrier distribution in the conduction band can
be seen after 250 fs. In the parabolic-band case, there are
only rigid band shifts and negligible changes in band cur-
vature so that the change in the broadened distribution
reflects essentially only the redistribution by scattering
processes and the increase in the number of carriers due
to carrier multiplication. In the Mexican-hat band struc-
ture, there are pronounced changes in the band curvature
that also influence the broadened distribution functions.
While there are quantitative differences to the parabolic
case, we observe a similar behavior of the broadened dis-
tribution function that is in qualitative agreement with
the carrier multiplication factors determined from Figs. 9
and 10. We conclude that the behavior of computed
broadened distribution functions, which are the quantity
we compare to experimental electron-distribution curves
and which are similar to experimental results on TiSe2,
are an unambiguous indicator of carrier multiplication.
The energy dependent signatures found in Figs. 11 and
12 are only influenced to a small extent by changes in
the spectral properties of the carriers, even though the
dynamical changes in the curvature of the Mexican hat
band structure model likely overestimates those occur-
ring in a real small-band gap material.
In the valence band, a characteristic bump below the
Fermi energy appears only in the broadened distribution
function in the Mexican-hat shaped band. The erosion of
this bump, which is not visible in the parabolic band, in-
dicates the effect of carrier multiplication. In TiSe2 the
Se 4p band, as opposed to the Ti 3d, does not show a
Mexican hat-like structure and therefore it is difficult to
observe characteristics of impact ionization in the valence
band with the energy broadening introduced by current
experimental photoemission setups. Because the tempo-
ral evolution of the valence band signal is more influenced
by the band and less influenced by the carrier dynamics,
the difference between different band shapes, in partic-
ular in Fig. 11, is more pronounced than the differences
between the two snapshots at different times.
V. CONCLUSION
We investigated carrier multiplication dynamics due
to impact ionization after ultrafast optical excitation in
a model band structure of a quasi-two dimensional ma-
terial with small band gaps. The photo-induced band
gap narrowing close to the Fermi surface is incorporated
using the coupling to coherent phonons, which mimics
the quenching of an insulator phase. We used a dy-
namical approach that includes time-dependent band-
energies and wave-functions, which make the Coulomb-
matrix elements and the static screening effectively time-
dependent. Using this model, we were able to quantify
the contribution of impact ionization in the ultrafast re-
sponse of small band-gap 2D materials and discussed the
importance of the interplay between carrier and band
dynamics. We computed broadened distribution func-
tions that can be compared to energy distribution curves
as they are measured in time-dependent photoemission
spectroscopy, and we discussed the signatures of impact
ionization and gap closing in these curves. We also in-
vestigated the influence dynamical changes in the band
curvature, as these changes will also influence energy dis-
tribution curves and cannot, at present experimental res-
olutions, be distinguished from carrier multiplication ef-
fects. To this end, we compared a parabolic band struc-
ture with that of a Mexican hat and found that the char-
acteristic change in energy distribution curves in, e.g.,
TiSe2, [66] are indeed mainly due to carrier multiplica-
tion effects, and only to a small extent due to changes
in the spectral function of the electrons. Our computed
energy dependent distribution curves compare well with
experiments on TiSe2 and, even though we consider a
specific coupling mechanism to a coherent phonon, we
believe that our results capture a general trend in small
band-gap 2D materials.
Appendix A: Tight-binding model
For our tight-binding model we assume a quasi-two di-
mensional material like TMDCs with two kind of atoms
Ad and Ap. In the case of a TMDC, atom sort Ad
would be the transition metal atom (e.g. Ti) with d-
type or f-type valence orbital and atom sort Ap would
be the chalcogen atoms (e.g. Se) with p-type valence or-
bitals. The unit cell would consist of one Ad and two Ap
atoms. For example the lattice vectors L1 = (l1,−l2, 0),
L2 = (l1, l2, 0) and L2 = (0, 0, l3) would span a unit
cell with the atom basis Bd = (0, 0, 0) for Ad, Bp,1 =
(b1, b2, b3) for the first Ap and Bp,2 = (b1, b2,−b3) for
the second Ap. The nearest-neighboring Ad or Ap atoms
in the same plane would have a hexagonal or tetrago-
nal symmetry. To model an accurate bandstructure for a
TMDC around the Fermi surface the three t2g (i.e. dxy,
dzx, dxy) and eventually the energetically higher two eg
(i.e. d3z2−r2 , dx2−y2) orbitals of the atom of sort Ad and
the six p-orbitals of the two atoms of sort Ap might be
considered.[54]
Weak interactions between neighboring orbitals are
usually neglected and the remaining interactions are ex-
pressed in terms of Slater-Koster integrals.[71] The bond
integrals between two orbitals are distinguished between
σ, pi or eventually δ bondings. For example, as described
in Ref. 52 and 54 for TiSe2, only the three hopping path-
ways ddσ, ppσ and pdpi contribute significantly to the
behavior of charges close to the Fermi energy. The re-
sulting band structure around the high symmetry points
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under investigation of the small band-gap TMDCs is of-
ten highly un-isotropic like in TiSe2 as reported, e.g., in
Ref. 38. For this material, the non-isotropic band disper-
sion of the Ti 3d band is non-parabolic, i.e., an ellipsoid,
and has a Mexican-hat shape geometry in the CDW in-
sulator phase.
Regarding the investigated band dynamics of such a
material in the insulator phase, we avoid a material re-
alistic description, where the insulator phase is deter-
mined from the normal phase, to investigate the role of
different kinds of interactions in the phase transition. In-
stead we model the TB Hamiltonian already in the insu-
lator phase and describe the band dynamics via an effec-
tive atomic displacement as disturbance of the insulator
phase. To model the small band-gap around the fermi
surface, we use a simple two-band tight-binding model
capable to describe the characteristics of the carrier and
band-dynamics of such a material after an ultrashort op-
tical excitation. Thus, we obtain an isotropic band-shape
around a high symmetry point. The validity of this as-
sumption is additionally motivated at the end of this sec-
tion.
To transform a more material-realistic TB model into
a simpler model with high symmetry capable to describe
the characteristics of the carrier and band-dynamics close
to the important high-symmetry point, a lot of more or
less sophisticated transformation can be done. A simple
way of doing it, is to disregard the t2g and to consider
only one d orbital, e.g., dxy, of Ad and one p orbital,
e.g., py, of Ap and give only Vppσ, Vdpσ and Vddσ finite
values. In the spirit of such a transformation, we use the
following effective tight-binding hamiltonian to describe
the investigated small band-gap insulator phase
HTB = 
p
0c
ps†
k c
ps
k + 
c
0(c
ds
k )
†cdsk
+ 2Vpp
[
cos(kxex) + cos(kyey)
]
(cpsk )
†cpsk
+ Vpde
−ik·dpd(cpsk )
†cdsk
+ Vdpe
ik·dpd(cdsk )
†cpsk
+ 2Vdd
[
cos(kxex) + cos(kyey)
]
(cdsk )
†cdsk
(A1)
where p0, 
d
0 are the on-site energies, Vpp, Vpd = Vdp, Vdd
are the tight-binding coupling-elements and dpd is the
relative distance vector between the two effective atoms
within the unit cell. As we do not include spin-orbit cou-
pling, we do not explicitly write out the spin-dependence
in the following. The outcome is a conduction band
mainly originating from a d-type transition metal or-
bital and a valence band mainly originating from a p-
type chalcogen orbital. In the region of the examined
high symmetry point, we obtain a angular symmetric
Mexican-hat shaped band with a small band gap and
a high band mixing. However, assuming a fast angular
redistribution of carrier via electron-phonon scattering as
e.g. reported in Ref. 67, the fundamental results of this
investigation are also transferable to non-parabolic band
structures.
Appendix B: Equation-of-motion in the
time-dependent eigenbasis
We start from the total Hamiltonian
Htot = Hqp +Hint (B1)
consisting of a quasi-particle hamiltonian Hqp and an
interaction hamiltonian Hint. If the quasi-particle part
is time-dependent, as discussed in section II B, where
Hqp = Heff = HCohPh +HTB, the eigenvalues and eigen-
vectors of this Hamiltonian have to be calculated for ev-
ery time-step of the dynamical calculation. Such a time-
dependent basis is associated with a basis transformation
of the whole equation of motion for every time step as
discussed in the following.
We start using the eigenbasis of quasi-particle hamil-
tonian Hqp(t0) at a time t0. In this basis the equation of
motion for the reduced density matrix ρb1b2k = 〈cb2†k cb1k 〉
is
d
dt
ρb1b2k =
dρb1b2k
dt
∣∣∣
qp
+
dρb1b2k
dt
∣∣∣
int
(B2)
The quasi-particle part of the equation-of-motion can be
written as
dρb1b2k
dt
∣∣∣
qp
= hb1b2k ρ
b1b2
k − hb2b1k ρb2b1k (B3)
and the interaction part can be written in the general
form of
dρb1b2k
dt
∣∣∣
int
=
∑
Γ[ρ] (B4)
i.e. a sum over correlation contributions Γ, which are
functionals of the density matrices ρ.
For a time t1 > t0, the equation of motion
d
dt ρ˜
b1b2
k in
the new eigenbasis of the system at time t1 takes the form
d
dt
ρ˜b1b2k =
d
dt
[
U†ρb1b2k U
]
=
dU†
dt
ρb1b2k U + U
† dρ
b1b2
k
dt
U + U†ρb1b2k
dU
dt
(B5)
where U is a unitary matrix of the basis transformation
between the eigenbasis at the time t0 and the eigenbasis
at the time t1. For the quasi-particle part we obtain
U†
dρb1b2k
dt
|qpU = U†hb1b2k UU†ρb1b2k U
− U†T b2b1k UU†ρb2b1k U
= h˜b1b2k ρ˜
b1b2
k − h˜b2b1k ρ˜b2b1k
=
dρ˜b1b2k
dt
|qp
(B6)
The transformation of the interaction part can be done
in an analogous fashion, but the derivation depends on
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the level of approximation employed for the interaction.
We assume here that the interaction part can finally be
written in a general form as
dρb1b2k
dt
∣∣∣
int
=
∑
Γ˜[ρ˜] (B7)
One advantage of such a basis transformation is that
n˜bk = ρ˜
bb
k can be interpreted as the occupation of the
state |bk〉 at time t1. Therefore, the intuitive physical
picture used in common approximation schemes is pre-
served. However, the basis transformation is associated
with a transformation of diagonal density-contributions
nbk into off-diagonal coherence-contributions in conjunc-
tion with correlated correction-terms in the equation-of-
motion as shown above.
In the case of a sufficiently strong dephasing of the
coherences, the off-diagonal contributions in conjunction
with the correction from the correlation contribution can
be neglected in the equation of motion. Then, the car-
rier occupation adapts instantaneously to the new band
structure. We assume that the composition of the bands
does not change too fast and approximate the result of
this adaptation to be n˜bk ≈ nbk. We thus implement
the time-dependent basis in the description of the carrier
dynamics using time-dependent band-energies and wave-
functions including time-dependent Coulomb-matrix el-
ements due to the basis transformation with a time-
dependent screening. The band dynamics here lead to an
additional re-distribution of carriers into the new equilib-
rium distribution and a different pronunciation of intra-
and inter-band scattering pathways.
For example the Coulomb scattering terms for the oc-
cupation n˜bk at time t1 can be written as
d
dt
n˜bk =
2pi
~
∑
k2k3
∑
b2b3b4
˜ˆ
W
[
N˜ in − N˜out]δ(∆˜) (B8)
with
˜ˆ
W = W˜ bb2b3b4kk2k3k4
(
W˜ bb2b3b4*kk2k3k4 − W˜ bb2b4b3*kk2k4k3
)
(B9)
N˜ in =
(
1− n˜bk
)
n˜b2k2
(
1− n˜b3k3
)
n˜b4k4 (B10)
N˜out = n˜bk
(
1− n˜b2k2
)
n˜b3k3
(
1− n˜b4k4
)
(B11)
∆˜ = ˜bk − ˜b2k2 + ˜b3k3 − ˜b4k4 (B12)
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