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Seja 
n 
E 
j=O 
onde Dj denota 
' 
INTRODUÇÃO 
a. Dj u(t) = v(t), 
J 
. . . ( 1) 
, uma equaçao diferencial com coeficientes 
constantes. Essa equaçao é dita estável assintoticamente se o erro 
de u(t)' u(t) ----> o com 
O conceito de estW~ilidade é um conceito muito importante na 
teoria matemática de controle. 
Podemos provar que a equação ( 1} é est5.vel assintoticamente se1 
e somente se as partes reais de todos os zeros do polinômio caracterís 
tico associado. 
n 
f (x) = E a. xj 
J j=O 
sao negativas.· 
Por outro lado, muitas vezes, procuramos na prática aproximar a 
equaçao diferencial (1) por uma equação de diferença e podemos mostrar 
que essa equaçao de diferença é assintoticamente estável (no sentido 
da definição acima) se, e somente se, todas as raízes do polinômio ca-
racterístico associado estão dentro do círculo unitário. 
De fato, esses dois problemas sao casos especiais de dois pro-
blemas antigos·de matemática: o de Routh-Hurwitz e o de Schur-Cohn. 
No prime~ro devemos encontrar o número de zeros de um polinô-
mio dado nos semi-planos direito e esquerdo, e o segundo é um problema 
relacionado com a localização de zeros de um polinômio dentro e fora 
do círculo unitário. 
Existem vários métodós diferentes para a n~solução desses pro-
blemas. Alguns sao bem conhecidos na literatura: o método de solução 
através de formas quadráticas (~orno o método antigo de Fuji\vara); a 
técnica de equações mat:.riciaiS· (discutidas por 'faussky 1 íümmer 1 Chen 1 
Ostrowski e Schneider, Carlson e Schneider e outros); o método de 
Barnett e Datta usando uma certa matriz polinomial; o método das matri 
zes de Hankel dos parâmetros de lvlarkov obtido recentemente por Datta. 
Uma pergunta natural é: todos esses métodos são realmente inde-
pendentes? Para responder essa questão, fazemos nessa tese um estudo 
sobre os relacionamentos entre os métodos mencionados acima. 
Os resultados sao de importância fundamental no sentido de que 
eles nos dão uma base racional para escolher uma ou outra avaliacão pa 
. -
ra estes problemas de ponto de vista do cálculo automático. 
CAPITULO I 
ALGUNS CONCEITOS BÁSICOS SOBRE TEORIA DE MATRIZES 
Neste capítulo apresentamos um resumo de alguns resultados so-
bre a teoria de matrizes necessários para uma boa compreensão dos .as-
suntos desenvolvidos nos capítulos subsequentes. 
1.1 - MENOR DE UMA !·!ATRIZ E O TEOREMA DE CAUCHY-BINET 
DEFINICÃO 1.1 
O determinante da matriz obtida pela intersecção das linhas 
j 1 < j 2 < ••• < jk e um menor, da matriz A, de ordem k 
il, i21••>tik 
Notação: A 
Se i1 = •j lI i2 ~ j2, ... ,ik ~ jk o menor e chamado menor prig 
cipal. 
Se i1 j1 ~ 1, i2 ~ j2 ~ 2 1 • • • 1 ik ~ jk ~ k -nos temos os cha-
ma dos menores principais lideres. 
' 
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Um interessante resultado sobre o menor do produto de matrizes 
é dado no Teorema de Cauchy-Binet. 
TEOREMA 1.1 (Cauchy-Binet [ 14- vol. I] ) 
Sejam A~ (a .. ) 
l.J mxn 
uma matriz mxn e B = (b .. ) uma matriz 
l.J nxq 
nxq e C = A • É o produto de A e B então: 
c 
1 < . < . 
-
1 1 1 2 < • • • < 
< • • • < 
i < m 
p~ 
p < m 
p < q 
X B 
1.2 - FORMAS QUADRÁTICAS, HERMITIANAS E A REGRA DA INÉRCIA 
Uma matriz A e hermitiana 
transposta 
Seja 
Então 
conjugada de A. 
A ~ (aij) uma matriz 
uma forma hermitiana 
n 
* X Ax ~ E 
i,j = 1 
quando A ~ A*' onde A* (A)T, 
hermitiana de ordem n. 
associada com A - dada e por 
a 
' 
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onde x é um vetor coluna com componentes xi. 
Uma forma hermitiana x* Ax, pode ser escrita de várias manei-
ras na seguinte forma: 
n 
x* AX ); 
i=l 
n 
E 
. 
e X. ~ aik xk 
' i=l 
i= l, ... ,n 
dependentes nas variáveis 
(0) 
Corno 
sao números re.ais 
sao formas lineares in 
x.x. 
' ' 
o termo 
aixixi é positivo,negativo ou nulo de acordo com ai > O, ai < O ou 
ai = O. Então, uma forma herrnitiana A{x) pode ser representada na 
.forma (O) como uma soma de quadrados. Essa representação é dita ·repr~ 
sentação canônica da forma hermitiana A(x). 
REGRA DA INÉRCIA DE SYLVESTER 
Numa representação canônica da forma x* Ax, os numeras de qua-
drados positivos e negativos são independentes da seleção da represe~ 
tação. 
Urna forma hermitiana e dita: 
a) positiva definida se x* Ax > o Vx 
"' 
o 
b) negativa definida se x* Ax < o Vx r' o 
c) positiva semi-definida se x* Ax > o Vx r' o 
d) negativa semi-definida se x* Ax < o Vx 
"' 
o 
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Uma matriz A é positiva definida (semi-definida) se, a formahe~ 
mitiana asso-ciada com A é positiva definida (semi-definida) .Definimos 
matrizes negativas definidas (semi-definidas) analogamente. 
Notação: A > o positiva definida 
A < o negativa definida 
A > o positiva semi-definida 
A < o negativa semi-definida 
TEOREMA 1.2 (Jacobi [14- vo1. I]) 
Sejam o1 , o 2 , ... ,Dn os menores _principais lideres de uma ma-
triz. hermitiana A. Se D1 , i= l, ... ,n são diferentes de zero, os 
números de quadrados p'Üsitivos. e negativos numa representação canôni-
ca da forma hermitiana associada com A são respectivamente 
permanência.e variação dos sinais de sequência 
1,01 , ..• , D • n 
Usando este teorema podemos obter, para uma matriz hermitiana A, 
os seguintes critérios: 
i) A e positiva definida se 1 e somente se D. > 0 1 i ~ l, ... ,n. 
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ii) A é negativa. definida se, e somente se, (-l)i o 1 <O, i= l, .•• ,n. 
iii) A é positiva semi-definida, se e somente se, P1 > O, i 
onde P1 são os menores principais de A. 
1 1 • • • fi 1 
iv) A é negativa semi-definida se, e somente se, (-1) 1 Pi > O, 
i= 1, 2, ... , n. 
Uma matriz A - dita simétrica quando A AT onde AT -· a trans e ~ e 
posta de A. 
' 
No A uma matriz simétrica, definimos T caso em que e nos X Ax uma 
forma quadrática associada com A. Todos os resultados sobre a forma 
hermi·tiana, dados acima, são válidos também neste caso com algumas mo 
dificações Óbvias. i 
.1. 3 - ALGUNS RESULTADOS SOBRE AUTOVALORES DE UMA MATRIZ 
DEFINIÇÃO l. 2. 
Sejam A uma matriz quadrada de ordem n e À um número çomplexo 
tal que 
Ax = ÀX onde X f Ü 
Então À é chamado autovalor de A e x é chamado autovalor correspondeg 
te de À. 
O polinômio p{\) = det(A - ÀI) é chamado o polinômio caracterís 
tico de A e p(À) = O é chamada a equação caracteristica. 
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As raízes de p(À) O sao os autovalores de A. 
TE O REMA l. 3 • 
Seja A = (a .. ) 
lJ nxn 
uma matriz triangular inferior (superior}. 
Então os autovalores de A sao os elementos da diagonal principal: 
COROLÁRIO l. l 
Os elementos da diagonal principa~ de uma matriz D sao os au-
·tovalores de D. 
Um importante resultado _na teoria de autovalores é o Teorema de 
Cayley - Hamilton. 
TEOREMA 1.4 (Cayley- Hamilton [14- vol. I]) 
Sejam A uma matriz quadrada de ordem n e p(À) o polinômio ca 
racteristico de A. Então p(A) = O onde O e a matriz nula. 
Existe um conjunto de polinômios q(x) tais que q(A) = O. Um 
polinômio m(x)' de mínimo grau tal que m{A) = O é chamado polinômio 
minimal de A. 
DEFINIÇÃO l. 3. 
Uma matriz A é dita não-derogatória se o polinômio característi 
co é igual ao polinômio minimal .. 
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A transformação -1 -T A T e chamada transformação de sirnilarida-
de. A e T· são matrizes quadradas e T é não-singular. 
TEOREMA 1. 5. 
T A T -l e A têm os mesmos autovalores. 
As matrizes A e AT têm os mesmos autovalores. Se os autovalo-
res de -A sao 
TEOREMA 1.6 
Seja A uma matriz quadrada de ordem n cujos autovalores sao 
À 
n 
Então os autovalores de sao À m 1 
m m Àz, ••• ,Àn 
Em geral se P(A) é uma matriz polinômio na forma 
p (A) = C An + C An-1 + 
o 1 ... +C 1A+CI n- n então os autovalores 
-
de 
sao os autovalores de A. 
Os autovalores de uma matriz simétrica ou hermitiana sao reais. 
1.4 - TIPOS ESPECIAIS DE MATRIZES E FORMA CAN0NICA DE JORDAN. 
DEFINIÇÃO 1. 4. 
Uma matriz A e dita matriz de Hessenberg inferior(superior) se_ 
= o para j > i + 1 para i > j + 1) • 
' 
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Os elementos a. '+l (a.+l . ) , i = 1, ... ,n sao chamados ele-
1,1 1 ,l 
mentes da diagonal superior {inferior) . 
DEFINIÇÃO l. 5 
Uma matriz C na forma 
o l o 
o o l 
c = 
o o o 
~3 
e chamada matriz companheira. 
o polinômio característico de C e 
., 
. 
-~----
o 
o 
1 
a 
n 
det [C - H) 
A matriz C é ·uma matriz de Hessenberg inferior. 
DEFINIÇÃO 1.6. 
Uma matriz na forma 
n-l À -
s = 
o 
-s 
n 
l 
o 
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o 
l 
o -sn-l o 
o o o 
o 
.""' 
o o 
é chamada matriz de Schwarz.' 
o • • • o o 
o o o 
l o o 
o ·. o l 
o 
-----
Essa matriz também é uma matriz de Hessenberg inferior. 
f: interessante O:Çserva-r que qualquer matriz de Hessenberg infe-
rior(s:gpe:r:ior) com elemen-tos não nulos na diagonal superior (inferior) 
é não-derogatória. Assim a matriz companheira e a de Schwarz são nao-
derogatórias. 
Schwarz provou que para qualquer matriz A, não-derogatória sem-
pre existe uma matriz T não-singular tal que 
TA T -l = s 
onde s é uma matriz de Schwarz. 
Além disso as partes reais de todÔs os autovalores de A sao negati.vas, 
se e somente se, s 1 > O i=l, ... ,n. 
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DEFINIÇÃO 1. 7 
Uma matriz T e chamada tridiagonal se e matriz de Hessenberg 
inferior e superior. 
Se T = {t .. ) é tridiagonal temos ~J 
j<i-1, i,j=l, .... ,n. 
t .. ~ o 
~J 
para i > i + 1 e 
Para o proble~a de autovalor podemo~ assumir, sem perda de gen~· 
ralidade, que dada uma matriz A ela' é matriz de Hessenberg inferior(s~ 
perior) pois existe um métodc bom e numericamente estável (por exemplo, 
o método de_Householder [20] ) para transformar qualquer matriz na for 
ma de Hessenberg inferior (sÚperior) por similaridade. 
Além disso, podemos assumir que todos os elementos da __ diagonal 
superior (inferior) desta·matriz são diferentes de zero. Pois, seja 
A uma matriz de Hessenberg inferior que tem um elemento nulo na -diag~ 
nal superior. Então A pode ser escrita na forma 
o 
onde A1 e A2 sao matrizes de Hessenberg inferior e pelo menos uma 
delas tem os elementos da diagonal superior diferentes de zero. Então 
det(A - H) 
Se A1 ou A2 tem um elemento nulo na diagonal superior ela pode ser 
decomposta na forma acima e 
• 
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det(A - ÀI) = det(Al - ÀI) det (A2 - ÀI), •••.••. det (~ - U) 
i=l, ... ,k -sao matrizes de Hessenberg e nenhUTia destas ma 
trizes tem zero na diagonal superior. 
Então os autovalores de A são os autovalores de A1 ,A2 , ... ,~. 
o Teorema a seguir é um dos principais da Teoria de Matrizes. 
TEOREMA l. 7 
Para qualquer matriz de ordem n existe uma matriz P não-singu-
lar tal que-
= 
Jl \ 
_____ ... , _____ , 
' ' 
I J ~ 
l 2 l o L.o~j 
o . 
onde Ji sao submatrizes que têm a forma 
i l o 
o À i l 
J. = 
l 
o o o 
o o o 
e À. e um autovalor de A. 
l 
o 
o o 
À i l 
o À. 
l 
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Então y1 + v·2 + ..• + v 5 = n. As ordens de J. = l, ... ,s correspondem 1 
a multiplicidade de À .• Essa forma é dita a FORMA CANÔNICA DE JORDAN e 
1 
as matrizes Ji são chamados blocos de Jordan. 
v. 
Det(J. - H) ~ (À.- À) 1 
1 1 
-sao chamados divisores elementares da 
matriz A. Se tivermos ~ 1 os divisores elemen-
tares sao chamados divisores elementares lineares. Quando todos os au 
tovalores de A são distintos os divisores elementares são lineares. 
Para uma matriz simétrica ou hermitiana os divisores elementares sao 
sempre lineares. 
1.5 -EQUAÇÕES MATRICIAIS 
Toda equaçao da forma 
.+AXB =C ••• 
n n 
( l) 
é dita equaçao matricial geral. As matrizes Ai, Bi i= l, ... ,n e 
C são-conhecidas e a matriz X é incógnita. 
Para o estudo de localização de au·tovalores de uma ma·triz inte-
ressa-nos apenas alguns casos especiais dessa equação geral: 
AX + XB ~ c 
X - A X A* ~ I 
Daremos agora alguns- resultados básicos sobre a existência e u-
nicidade das soluções dessas equações: 
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TEOREMA 1. 8 
·A equaçao A X + X B = C tem uma solução única se, e somente se 
A e -B não tem nenhum autovalor em comum. 
A equação de Lyapunov A X + X A* = - I e um caso particular da 
-equaçao A X + X B = C. 
Na próxima_ seção mencionaremos alguns teoremas importantes s~Pre 
esta equaçao. Todavia, apresentaremos aqui alguns resultados interes-
santes. 
' Sejam À1 , À2 , ... , Àn os autovalores da matriz A, então os 
autovalores de A* sao, X 1 , X 2 , ... '. In . Portanto do Teorema 1. 8 
obtemos o seguinte resultado sobre a uniCidade da solução da equaçao 
de Lyapnov: 
I 
TEOREMA 1.9 
A equaçao de Lyaprmov A X + X A* = - I tem urna solução única 
se, e somente se A. + À. f:. O para todos os 
1 J i e j . 
Para rnatrizes.de Hessenberg, temos um resultado que nos dá um 
critério de existência e unicidade da solução da equação de Lyapunov, 
sem conhecimento dos autovalores. 
TEOREMA 1.10. 
Sejam A uma matriz de Hessenberg com co-diagonal nao nula e 
f (x) o polinÔmio característico de A. Então a equação de Lyapunov ·tem 
uma solução Única se, e somente se, f(-A) é nao singular. 
- 14 -
A equaçao X- AX A* =I é chamada da equaçao de Stein, pois 
foi P. Stein que a introduziu na literatura. 
Um resultado básico sobre esta equação é: 
TEOREMA l.ll. 
A equaçao X - A X A* = I tem uma solução única se, e some-nte 
se, Ài • Àj- 1 tO para todos os Ài i= l, ... ,n autovalores de A. 
Temos um teorema análogo ao teorema 1.10. 
' 
TEOREMA 1.12. 
Sejam A uma matriz de Hessenberg de ordem n com co-diagor.al 
não-nula e '''(X) = xn f(_!-) ,.onde f(x) e o polinômio característico 
'I' • :X 
* de A. Então a equaçao X - A XA --- I tem uma solução Única se, e so-
mente se, W(A) é não-singular. 
1.6. DEFINIÇÃO DE IN~RCIA DE UMA MATRIZ E ALGUNS TEOREMAS IMPORTANTES. 
DEFINIÇÃO 1.8 
A inércia de UIT\d matriz A é definida pela tripla (n(A),\J(A),ô(A)) 
onde TI (A) , v (A) , o (A) são respectivamente os números de autovalores 
de A com partes reais positiva's, negativas e nulas. 
A inércia de A é denotada por In(A) . 
Os teoremas sobre a ~nércia de uma matriz A e os que nos dão in 
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formações sobre a localização de autovalores de A no círculo unitá·-
rio, são chamados os Teoremas de Inércia. A seguir apresentaremos al 
guns teoremas de inércia que nós usaremos frequentemente. 
A regra da inércia de Sylvester, dada anteriormente pode ser re 
sumida da seguinte maneira: 
Sejam A e P matrizes qaadradas e P não-singular então: 
In(A) ~ In(PAP*) 
Outro resultado muitrJ interessante ·de Sylvester sobre a inércia 
de uma matriz A é 
In(P A) ~ In(A) 
onde P é positiva definida e A é hermitiana. 
o resultado fundamental sobre a inércia de uma matriz e de 
Lyapunov: 
TEOREMA 1.12. (Lyapunov) 
Seja A uma matriz quadrada de ordem n Então as partes re-
ais de todos os autovalores de A são negativos (isto é In(A)=(O,n,O)) 
se, e somente se, existe urna matriz X hermitiana e positiva defini-
da tal que 
X A + A* X ::::: - C 
onde e c e qualquer matriz positiva definida. 
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~ claro que o resultado de Lyapunov nao dá a inércia de A em 
termos da inércia de X completamente. O seguinte teorema é uma gene-
ralização da idéia de Lyapunov. 
TEOREMA 1.14 (Ostrowsky- Schneider [16] Taussky [ 19] ) 
Dada uma matriz A, existe uma matriz he~mitiana H tal que 
A*H + HA = C 
', 
onde C é positiva definida se, e somente se, ,~i"( A) = O. Neste caso 
In(A) = In(H) • 
Este teorema foi provado por Taussky para c = I e por Ostrow~ 
e Schneider para C qualquer. 
Outros resultad.os mais gerai_s foram obtidos com os seguintes 
teoremas: 
TEOREMA 1.15 ( CARLSON E SCHNEIDER [ 2] ) 
Se H -e não-singular e -A nao tem autovalores no eixo imagi-
nário (isto. e ó (A) = O) então AH + liA* > O iMplica In(A) = In(H). 
Baseado neste teorema Himmer provou um outro resultado. Indepe!:!_ 
dentmaente dele, Chcn chegou à mesma conclusão. 
TEOREHI\ 1.16 - (WiilllER - CHEN [ 22] [ 3] ) 
Seja X uma matriz bermitiana·tal que XA + A*X = s, onde S -e 
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2 n-1 hermitiana positiva semi-definida e posto (S,AS,A·s, ... ,A S) = n 
Então In(A) = In(X) e também nas condições acima ó(A) =O. 
A matriz 2 n-1 {S, AS, AS, ••• ,A S) é chamada a matriz de contra-
labi lidade. 
TEOREMA DE INilRCIA PARA UMA MATRIZ DE HESSENBERG 1.17 (DATTA [ 8) ) 
Seja -A ·uma matriz de Hessenberg superior (ínfe~íor) com diago-
nal inferior (superior) não-_nula, e X uma matriz simétrica tal que 
AX + XAT = W 
onde W é uma matriz positiva semi-definida com uma coluna de forma 
w = ( T a, 0 ••• 0) a r' O 
I 
(0, ••• ,0, a)) a r' O então: 
i) A nao tem nenhum autovalor com parte real nula. 
ii) Os numeras de autovalores de A com partes reais positivas e ne 
gativas são respectivamente os números de autoValores positivos e 
negativos de X. (isto é In(A) = In(X)). 
TEOREHA 1.18. (TAUSSKY - !IILL - IHMHER [ 18) , [ 15) , [ 2l) ) 
Seja A uma nxn matriz complexa. Então existe uma nxn matriz 
hermitiana H com A*HA - A > O se, e somente se, A nao tem autova-
lores de mÓdulo unitário. 
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Se A*HA- H> O, então A tem n(H) (v(H)) autovalores de módu-
lo maior (menor) que um. 
TEOREMA 1.19 (CARLSON- DATTA (5] ) 
Seja A uma nxn matriz complexa sem autovalor de módulo um. Se 
ja H uma nxn matriz hermitiana não-singQlar tal que A*HA- H> O. 
Então A tem n (H) (v (H)) autovalores de módulo maior (menor) que 
um. 
TEOREMA 1. 20 (WIMMER - ZEIBUR [ 24] 
Seja X uma matriz hermitiana tal que 
A*XA - X = C 
onde C é urna matriz hermitiana, positiva semi-definida e posto 
(C, A*C, 2 A* C, ••• , Então A não tem nenhum autovalor 
z com jz J = 1, e o número de autovalores com módulo menor (maior)que 
um, é igual ao número de autovalores negativos (positivos) de X. 
Um teorema análogo a este para matriz de Hessenberg é demonstra-
do por Datta. 
TEOREHA 1. 21 (DATTA [ 8] ) 
Sejam A uma nxn matriz real de Hessenberg superior {inferior) 
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com diagonal inferior (superior) nao nula e H uma matriz simétrica 
tal que 
onde ~\1 ê uma matriz positiva semi-definida, que tem urna coluna na 
forma 
w = (0, •.. ,0, a)T a 'I' O [(a, 0, .•• ,0) a 'I' O] 
então: 
i) A nao tem nenhum autovalor com módulo unitário 
ii) Os numeras de autovalores de A dentro e fora do círculo unitá-
rio são respectivamente os números de negativos e positivos auto-
valores de H. 
1.7- O BEZOUTIANTE 
Sejam f(x) = n-l + a 1 x + .•. + an 'I' o e 
dois polinômios de 
Então a forma 
B(f,gi X , ... ,x l) o n- = -B(g,f·, X X ) o•···r n-1 
f(x)g(y) - f(y)g(x) n-l 
= E K(f) = 
X - y k,"-=0 
grau n. 
-·2o-
como função geradora, é chamada a forma de Bezout de f e g. A 
matriz simét,rica B = (bk,.t) é chamada a NATRIZ DE BEZOUT. 
Uma propriedade fundamental do Bezoutiante e: o posto de Bezou-
tiante é igual à ordem do Último menor principal não-nulo da matriz 
de Bezout B = (bk,.t), se ao construirmos os ~oncecutivos menores priQ 
cípais começarmos do canto direito inferior. 
Algumas propriedades fundamentais da matriz de Bezout B sao 
dadas nos seguintes lemas: 
LEHA 1.1 (DATTA [5) 
A matriz de Bezout B associada ao Bezoutiante de dois polinô-
mias f (x) e g(x) de mesmo grau -n, e tal que 
BA 
onde A -e a matriz companheira associada a f (x) • 
LEHHA 1. 2 (BARNETT [ 1) , DATTA [ 41 ) 
A matriz de Bezout B associada com a Bezoutiante de dois p::üinô-
mias f{x) e g(x) de mesmo grau satisfaz 
B = U g(A), onde 
f ( x) n-1 
- a x 
n 
A -e a matriz companheira associada a . 
- a x n-1 
n-2 
e 
u = 
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- a3 - a4 • • • - an 
- a 
n 
l 
l 
o 
o o o O· 
o o o o 
l 
l o 
o o 
o o 
l. 8 - MATRIZES DE HANI<E:L DOS PARÂNETROS DE NARKOV E ALGUI1AS DE 
PROPRIEDADES o 
-----
Seja f (x) n n-1 n-2 = an+l·x - a x - a x n n-1 
SUAS 
(an+l = l) e m g (x) = b x -m+l - b X - b 2 l dois polinô -
mios de grau n e m com coeficientes reais; m < n. As quantidades 
Si, i= -1,0, 1, 2, ... definidas por 
g (x) 
f (x) + • • . 
sao chamadas Parâmetros de Harkov associados à função racional 
g(x) 
R(x) = ---
f(x) 
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As matrizes 
so sl . . . 8k-l 
sl sz . . . sk 
Hkk = k = 1, 2, ... ,n 
5k-1 sk 
. • . 8 2k-2 
' 
sao as chamadas matrizes de Ilankel dos Parâmetros de Matkov. 
Existe uma -relação recursiva para gerar-os coeficientes das ma-
trizes de Hankel. Por exemplo, no caso n = m esta relação -e dada 
por 
= - b 
n 
. . . ( 2) 
(t = n, n+l, rt+2, ... ) 
-Algumas propriedades das matrizes de I-Iankel sao dadas. nos segui~ 
tes lemas: 
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LEMA l. 3 - (DATTA [ll) ) 
Sejam f(x) e g(x) dois polinômios de grau n. Então a 
matriz de Hankel dos Parâmetros de Markov é tal que 
onde A -e a matriz companheira de · f(x) . 
LEMA 1.4 (-DATTA- [ll) 
Seja 
então 
f (-x) 
f(x) 
(K =O, l, 2, ... ) 
LEMA 1.5 (DATTA [ll] ) 
Sejam 
f (-x) 
f (x) 
= 
= s . + 
-1 
e V a matriz definida por 
+ + • • • 
s l + --.,- + ••• 
x·· 
H 
nn 
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s 
-1 o o . . . o 
s 
o 
-s 
-1 o • . . o 
v = s1 -s -s . . . o o -1 
• 
. . 
então v 2 =_I, onde I -e ·matriz identidade de ordem n. 
1. 9 A INJ:;RCIA DE UHA HNfRIZ I!ERHITIANA. 
Nui tas vezes nes·-e.·a -tese r encontraremos o problema de achar a 
inércia de uma matriz hermi tiana. --Gostaríamos de discutir alguma manei 
ra prática de se fazer isso. 
Se os menores principais lÍderes de A sao diferentes de zero, 
podemos usar o mé-todo de Jacobi dado anteriormente. r.Ias como no método 
de Jacobi precisa-se calcular os determinantes, ele não é Útil na prá-
tica. 
A melhor maneira é primeiramente transformar A numa matri?. tri 
diagonal por sirnilariUacle usando o método estável c eficiente de House 
holder [20_1 e depois aplicar o seguinte teorema da inércia de uma ma-
triz tridiagonal, obtido recentemente por Himmer [23] • 
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TEOREMA 1. 22 
Seja 
o • . o o 
o o 
T = 
o o 
o o -c 
- n 
uma matriz tridiagonal..' com a 1 , b1 e c1 i = 1, ... ,n reais a 1 t O e 
i::;::2,3, ••• ,n. 
Então 
Iu(T) =I>! (D) 
1:: claro que o teorema acima também tem algun1as rcs triçÕes . No c a 
so deste teorema não poder ser aplicado, temos que resolver o problema 
de autovalores da matriz triadiagonal obtida. 
' 
CAPÍTULO II 
DEFINIÇÕES E ALGUNS PROCESSOS PARA RESOLUÇÃO DOS PROBLEMAS 
DE ROUTH-HURHITZ E SCHUR-COHN 
Neste capítulo nós apresentaremos os problemas de Routh-Hunlitz e 
Schur-Cohn, e alguns mé.todos conhecidos para solução destes problemas. 
2 ,l - DEFINIÇÕES 
O problema de Routh-Hun~itz cons~ste basicamente em localizar os 
,zeros de um dado polinômio nos semi-planos esquerdo e direito, 'trata-
se em particular de determinar condições necessárias e suficientes pa-
ra que todos os zeros pertençam ao semi-plano esquerdo. 
o problema de Schur-Cohn é o de encontrar o número de zeros de um 
polinÔmio dentro do círculo unitário, estabelecendo em particular uma 
condição necessária e suficiente para que todos os zeros pertençam ao 
círculo unitário. 
2, 2 - PROCESSOS DE SOLUÇÕES PAHA O PROBLEHA DE ROUTH-HUTIWITZ. 
2, 2.1 - PROCESSO DE ROUTH. 
O algoritmo de Routh, que apresentaremos a seguir, determina o nú 
mero de zeros de um polinômio real no semi-plano direito. 
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Dado um polinômio real 
f (x) + ... 
forma-se o esquema abaixo conhecido como o Esquema de Routh. 
ao al az • 
bo bl b2 • 
' 
c cl cz o 
d dl ctz 
' 
~ ~ 
o 
onde as quantidades c
0
, d 0 , c 1 , d 1 etc .•. sao encontradas a par-
tir dos coeficientes do polinômio da seguinte marieira: 
b -1 dl = 
a -?. 
b2 -
b 
o 
c 
o 
b 2 
c2 
. . 
O teorema de Routh diz que o número de zeros de f(x) que está no 
semi-plano direi to é igual. ao número de vuriações de sinal da primeira 
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coluna do Esquema de Routh. Em particular, todos os zeros tem parte re-
al negativa se 1 e somente se, todos os elementos da primeira coluna do 
esquema são diferentes de zero e de mesmo sinal. 
2. 2. 2 - PROCESSO DE llURIHTZ. 
o critério ele Hurwitz é obtido da seguinte maneira; 
Seja f ( z) 
b 
o 
a 
o 
11 
n 
o 
= o para 
= o para 
n-2 
+ a 1 z 
bl 
al 
b 
o 
k > 
k > 
. 
. 
• • 
• 
n [-y-1 
+ . 
b 
n-l 
an-1 
n n-2 
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O Teorema de Hurwitz estabelece que todos os zeros de f(z) tem 
parte real n_egativa se, e somente se, os determinantes Ai i= l, ... ,n 
sao todos positivos. Os determinantes Ai i l, .•. ,n sao conheci-
dos como determinantes de Hurwitz. 
2.2.3 - PROCESSO DE FUJIWARA. 
Fujiwara, um rnatem.ático japonês, resolveu os problemas de Routh-
Hun~itz e Schur-Cohn uSando o conceito da Bezoutian. 
Dado um polinÔmio f (x) , Fujhvara escolheu convenientemente outro 
polinômio g(x), e mostrou que a in~rcia da matriz hermitiana, chamada 
a matriz de Fujiwara, construída da maneira, abaixo discutida, a par-
tir da matriz de Bezoilt associada a f(x) e g(x) 1 resolve o problema 
dado. 
A seguir apresentaremos o método de Fujiwara para resolver o pro-
blema de Routh-Hurwitz. 
TEOREMA 2.1 (ROUTH-HURWI'rZ - FUJIIVI\RA [ 4] ) 
Sejam f (x) n-1 - a x 
n 
g(x) ~f(-x). De-
fina a matriz de Fujiwara FRII = (fi,k) construída da matriz de nezout 
B ~ (b. k) de f(x) e g(x) 
l, 
como 
f. k l, (-1)
1 b. k i,k = 0,1, ... , n- 1 
l, 
( 3) 
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Assuma que FRH é não-singular (n(FRH) + v(FRH) = n). Então: 
i) os numeres de zeros de f(x) com parte real negativa e. positiva 
sao respectivamente os números de autovalores positivos e negati 
vos de FRH~ isto e, In(A) = In(-FRH), onde A é a matriz com-
panheira de f(x). 
ii) FRH é positiva definida se, e somente se, todos. os zeros de 
f(x) tem parte real negativa. 
2. 2. 4 - PROCESSO DAS EQUAÇÕES - HA1'RICIAIS 
Baseado no Teorema 1.14 o problema de Routh-HurNitz produz a 
conhecida equação matricial de Lyapunov 
AX + XA* = ·- I (4) 
onde A é uma matriz companheira e I e a matriz iSientidade .Se f (x) 
não tem zeros puramente imaginários, (isto é ô (A) = O) e se In(X)= 
= (rr, v, 6), então é o número de zeros de f(x) no semi-plano es-
- -querdo e v e o numero de zeros no semi-plano direito. 
No caso em que A é uma matriz real a equação matricial ( 4} se 
reduz a 
AX+XAT=-I. 
Das discussões acima, qbserva-se que para este processo precisa-
se da resolução numérica da equação ( 4} . Existem vários métodos na li te-
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ratura para fazer isso. Apresentamos aqui um método de DATTA-DATTA,que 
funciona para uma matriz de Hessenberg inferior com elementos não nu-
los ná diagonal superior. Como a matriz companheira é um caso especial 
desta matriz, este método pode ser usado para resolver, em particular, 
o problema de Routh-Hurv~itz. 
2. 2. 4. a) - HÉTODO DE DATTA-DA1'TJI. PJI.RA SOLUÇÃO DA EQUJI.ÇÃO MATRICIAL ( 4) 
[ 7 J • 
Sejam A=<(aij) uma matriz de Hessenberg inferior com diagonal su-
perior unitária e as n sucessivas linhas de X. Então 
a equacão matricial (4) se reduz par~ , 
(i = 1, ... ,n-1) 
e. 
l 
(5) 
onde e. é a i-ésirna linha da matriz identidac1e I . Eliminando 
l 
x2 , x 3 , ••• ,xn estas equações produzem um sistema de equaçÕes na forma: 
onda 
- g (JI.) = c 
C = -eT + g (A) 
n n-l · 
T 
en-1- gn-2 + ··· + 
f. (-x), 
l 
i = 1, .... ,h-1, sendo f. (x) 
l 
n -(-l) gl (A) 
( 6) 
e 
o polinômio caracteristi-
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co da submatriz obtida de A eliminandO-se as i primeiras linhas e 
colunas. g(x) ; f(~x) onde f(x) é o polinômio caracteristico de A. 
A primeira linha x 1 de X é encontrada resolvendo o sistema (6) 
e as outras são obtidas recursivamente de (5). 
Um método, para calcular a matriz polinômio de uma matriz de Hes-
senberg inferior com dj_agonal superior unitária, é encontrado em [ 7 J 
No caso particular· em que A é uma Tíl.atriz companheira de ordem n e 
g(x) é um polinômio de grau n, 
do de [ 7] nos dá o seguinte algoritmo para compu·tar g{A). 
sejam-ç1 , g 2 , ... ,gn as linhas de g(A). Então 
A i= 2, 3, ... ,n 
Exemplo: 
Seja 
f (x) 3 2 + 1 ~ X - 2-- X -
" 
um polinÔmio de grau 3 
Então: 
o 1 o 
o o 1 
A ~ 
l -1 2 
b 
n 
o méto 
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-2 o -4 
g(A) = -4 2 -8 e C = 
-8 4 -14 
Seja X = 1 a 19 linha de X. 
Então resolvendo o sistema 
T 
- g(A) x1 = C 
1 x1 = (-8, - - 2-, 4) 
1 1 
= (- -2- ' - 4 ' - --,-2) 
5 
'* = (4, - 1 x 3 = -e 2 - X,1.n - 2-, - -) 3 
-Logo 
-8 -
1 
temos 
1 
2 4 
1 X = -
-2- -4 z-
4 1 5 -
-2- 3 
o 
1 
-6 
2. 2. 5 - PROCESSO DA 1!1\'HliZ POLINÔI!IO (DAT'rA [ 4] ) • 
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Vimos no método de Datta, apresentado na seção 2.2.4.a), que 
matriz do sistema de equação lineares que soluciona a equaçao (4) 
-g(A). (a matriz A -e a matriz companheira de f (x)) • 
a 
-e 
NÓs rrostrarerros agora que g{li) = g(A) pode ser usado para. resolver 
o problema de Routh-Hurvii tz. Sabemos que o número de zeros de f(x) 
com parte real positiva e negativa são iguais respectivamente ao núme-
ro n' de quadrados negativos e ao numero TI de quadrados positivos na 
representação normal da matriz FRH de Fujiwara. Seja 
o o • . • o 1 
o o 
-----
( 7) 
1 o . o o 
uma matriz de permutação. 
Desde que tem o mesmo nÚP.lero de quadrados positivos 
nega ti vos que a F RI.:r, pelo TE O :REMA l. 2 (J"acobi) 
Tr 1 = V(l, F 1 , • ' F ) n 
temos: 
onde são o~ menores principais líderes de 
( 8) 
e 
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De ( 3) ternos que = BP e então podemos concluir que 
h(h-1). 
= ( -1) B , 
n 
h=1,2, ..• ,n para n impar e F = h 
h (h+1) 
( -1) 2 Br.• 
h = 1, 2, ... ,n para n par, onde Bi i= 1, ... , n sao os menores 
principais lideres de P-1BP. 
onde 
e 
Então de (8) temos 
' 
11" 1 = V(l,ElBl' E2B2 ,. •• , EnBn) 
h (h-1) 
En = ( -1) 2 
h(h+1) 
En = ( -1) 2 
h = 1, ... ,n para n impar 
h= l, ... ,n para n par 
nhas de Bezout B associada com f(x) e g(x) - f(-x). 
Pelo lema 1.1 temos que 
h 
n 
hk = -ak+lhn + hk+lA 
(9) 
o o o ( 10) 
o o o ( 11) 
(k = n-L n-2, •.. ,3,2,1) 
Definimos 
L = 
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R= g(A) P, onde P é dada em (7), e 
/' 
n 
-a 
n-1 
• 
-a 3 
-a 2 
o 
1 
-a 
n 
-a 4 
-a 3 
-a 
o . 
o . 
l . 
' 5 . 
. . 
• . 
. . 
. . 
o 
o 
o 
1 
-a 
n 
o 
o 
o 
. . • 
( 12) 
o 
1 
Sabemos de anterior que pi =pi-lA i = 2, 3, ..• 1 n e pode-
mos verificar facilmente que p1 = hn. Então se Pi, P2, ... ,p~ sao as 
linhas de R, temos 
p I = h p 
l n 
P2 = p2P = 
= h pp-1 
n 
plAP = h 
p • AP = 1 
anolagamente 
l\.P , 
AP = 
n 
p -1 AP 
i=3,4, ... ,n 
Corno 
P- 1BP 
- 37 -
-Vamos supor agora que as linhas de LR sao 
o 
o 
= 
o 
1 
o . . 
o . . 
1 . . 
=-a p' + p' = 
n 1 2 
=-a h P + hn PP- 1 AP 
n n 
= (- a h + h A) P 
n n n 
= h . p 
n-1 
analogamente 
w. = h . l p ~ n-J.+-
por 
. o I h1 p 
. 1 o h2 p 
. o o 
o • . . o o h p 
n 
(11) 
i = 3, 4, ... ,n. 
h p 
n 
h n-1 
= 
então: 
p 
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nos temos 
LR 
ou 
(PL) R ~ BP ~ F RI! • 
Desde que, pelo Teorema 1.1 (Cauchy-Binet), os menores princi-
cipais lÍderes da- LR e R sao os mesmos podemos enunciar o seguinte 
Teorema: 
TEOREMA 2. 2 (DATTA [ 4] ) 
Seja f{x) um polinômio de grau --n _cuja matriz companheira é A 
e se'ja R a matriz formada de f(-A) por troca da Última coluna pela 
primeira, da penúltima.- .com a segunda e assim sucessivamente. Então os 
menores principais lÍderes D. de- R, i= l, ... ,n 
l 
são todos reais, e 
se nenhum deles é zero, f(x) tem p zeros com parte real negativa e 
q zeros com parte real positiva, onde p e q são iauais respectiva 
~ -
mente ao número de permanência e variação do sinal da sequência 
onde E sao .definidas por (9) e (lO) • 
n 
Exemplo: 
Seja f(x) ~ x 3 2 6x + llx - 6 
~ 6 ~ - 11 
3) 
6 
-.39-
e 
o 1 o 
A = o o 1 
6 -11 6 
Então 
-12 o -12 
f (-A) = -72 120 -72 
-432 720 -312-
e 
-12 o -12 
R = -72 120 -72 
-312 720 -432 
onde n 1 = -12 
Então o numero de zeros de f(x) com parte real positiva· e igual a 
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2.2.6 -PROCESSO USANDO A MATRIZ DE SCI!IvARZ 
Baseado no resultado de Schwarz apresentado no capítulo 1, enun-
ciaremos um teorema que estabelece mais um processo para a solução do 
problema de Routh-Hurwitz. 
TEOREMA 2 • 3 [ 10 ] 
Seja S uma matriz de Schwarz tal que s 1 # O l, ... ,n. 
Então: 
i) f(x} nao possui nenhUm zero purainente imaginário. 
ii) o número ~.de zeros de f(x) com partes reais negativas e positivas 
sao respectivamen.te os numeras positivos e negativos da sequência. 
f: claro que para o uso deste processo, precisam,os computar a ma-
triz de Schwarz a partir da matriz companheira A do polinômio f(x) 
dado. Realmente; o problema de Routh-Hunvitz é resolvido imedia·tamente 
logo que a matriz A seja transformada na matriz de Schwarz. 
Abaixo, apresentaremos um método de Datta para fazer isso. Es~e 
método é válido para qualquer ma-triz de Hessenberg in f c ~or, com ele-
mentos não nulos na diagonal superior, e assim pode ser usado para a 
matriz companheira em particular. 
- 41 -
2.2.6.a) MÉTODO PARA CONSTRUIR UI!A !·!ATRIZ DE SCHWARZ A PARTIR DE UNA 
NATRIZ DE HESSENBERG. 
(DATTA [ 10] ) 
Seja H uma matriz de Hessenberg inferior com os elementos da d!_ 
agonal superior não nulos. Então o seguinte 
se de matrizes X não-singulares tais qu~ 
matriz de Schwarz. 
i) Escolhe-se x 1 = (a, O, •.. ,O) 
X. 
' 
a ;' O 
algoritmo computa 
-1 XHX = S, onde 
ii) Calcula-se x2 , x 3 , ..• ,xn recursivamente. 
i= 2, 3, ... ,n-l 
Exemplo: 
l l o 
Seja H = -1 l 2 
1 2 3 
Sejam x 1 , x 2 , x 3 as linhas de X. 
uma elas 
s -e a 
Escolhemos 
portanto 
e 
-1 X 
Como a matriz 
xl = 
x2 = 
x3 = 
X = 
(1, o, 
( 1' 1, 
x2H + 
1 
1 
1 
-1 
o 
-s 3 
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O) 
O) 
S3xl = 
o 
1 
2 
o 
1 
-1 
1 
o 
(S 3' 
o 
o 
2 
o 
o 
1 
-2-
o 
1 
2 ' 2) 
e de Sch\'larz temos que 
Logo s = 
o 
4 
- 5 
o 
- 43 -
1 
o 
16 
5 
o 
1 
5 
2.2.7 - PROCESSO DAS MATRIZES DE HANKEL DOS PARÂMETROS DE HARKOV 
Baseado nos resultados sobre as matrizes de Hankel dos paramêtros 
de Harkov, apresentados na seção 1.7 do capítulo 1 enunciaremos mais 
um teorema p(ira resolver o problema- de Routh-Hurwitz. Este teorema ,foi 
obtidc por Datta recentemente.--
TEOREMA 2. 1 (DATTA [ 11] 
Sejam f (x) e g (x) f(-x) dois polinômios de grau n e seja H 
nn 
a matriz de Hankel dos parâmetros de Harkov associada a f (x) e g.(x) • 
Assuma que H 
nn 
e não-singular e dGfina H' =VI-I (V definida no le-
nn nn 
ma 1.5). 
a) 
b) 
Então: 
i) f (x) não tem nenhum uutovalor puram~mte imaginário. 
i i) os nl1meros de zeros de f {x) com partes reais positivas e ne-
gati v as são respccti vamcn'tc~ ps números éic autovalores posi ti-
vos e negativos de Il' 
nn 
todos os zeros de f(x) ter.t parte real positiva (negativa) se-, 
e somente se H 1 é positiva (negativa) definida. 
nn 
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Exemplo: 
Seja f(x) = x 2 - 3x + 2 
g(x) = f(-x) = x 2 + 3x + 2 
Calculando os coeficien-tes de Harkov pela relação (2) temos: 
s = 
-1 
Logo 
H22 = 
1 o 
6 -1 
Os autovalores de 
Portanto 
1, s 
o 
6 
18 
18 
3~ 
H' sao 
nn 
= 6' s1 = 18, 
' 
1 
e 
-
--
6 
B2 + 1-IIT% 
2 
1il 
76 
s2 = 
H22 --
e 
i) f(x) nao tem autovalores puraraente imaginários. 
32 
v H22 = 
82 - /ól9fí T---
-i i) o número de zeros de f(x) com partes rea.i.s positivas e igual a 
dois, que é o de autovalores positivos de H2_2 . 
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2.3- PROCESSOS DE SOLUÇÕES PARA O PROBLEHA DE SCHUR- COI!N. 
2.3.1- PROCESSO DE SCHUR- COHN 
Seja f(x) = n X n-1 - a x 
n 
Então usando a forma hermitiana: 
11 = 
n 
l: 
j=1 
n 
E 
j=1 
(an+l = 1). 
um polinômio de 
.. 12 
• o -- a.._ • +1 u 
n-J n 
Schur e Cohn obtiveram o seguinte resultado 
TEOPEHt-~ 2. 5 - (SCIIUR - COEm) 
Se para um polinômio f(x) os determinantes: 
grau n . 
6k = 
-a 1 
-a 2 
• 
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o . • . o 
• o 
-"k -ak-1. . . -a 
1· 
-a 
n 
f 
-a 
n-k+2 
o 
1 
. . o 
. . . o 
1 
1 
(k--l, ... ,n) 
1 
o 
o 
-a 1 
o 
o 
., 
-a 
n 
1 
o 
-a2 
-a 1 
1 
(an+l = l) 
• · -an-k+2 
-a 
· n-k+3 
1 
-"k 
-a 1 
sao todos diferentes de zero, então f(x) não tem zero no círculo 
!zl = 1, e p zeros dentro do círculo 1 sendo p o número de variação 
do sinal da sequência 
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Os determinantes ôi sao chamados de determinantes de Schur-
-Cohn. 
2 o 3 o 2 - PROCESSO DE FUJIIVARA -
TEOREHA 2 o 6 - (SCHUR - COIIN - FUJilvARA [ 4 ] ) 
Seja g(x) = xn f(-1-) 
.x e seja a matriz de Fujiwara 
definida por 
f. k = b. 1 k 1, l,n-- ( 13) 
F = (f. k) 
se 1., 
onde B = (b. k) é a matriz de Dezout associada a f(x) e g(x). 
l, 
i) 
i i) 
Assuma que 
Então: 
f (x) tem 
dele. 
F e não-singular 
se 
(w(F ) + V(F ) = n) o 
se se 
TI(F ) zeros dentro do círculo unitã.rio e 
se 
v(F5 c) fora 
P e posi t.i v a definida se, e somen'tE:~ se 1 todos os zeros pertcn se 
cem ao cí'rculo uni-tário. 
2 .:!o 3 - PROCESSO DA EQUAÇÃO l'"'\TRICIA!"o 
De acordo com o TeorQma 1.18, a equaçao matricial associada com 
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-o problema de Schur-Cohn e 
A*X A - X = I (14) 
onde A -e matriz companheira de f (x) • 
Se a equaçao matricial (14) admite uma solução hermitiana X com 
ó (x) ~ O, então f(x) tem TI (X) zeros fora do circulo unitário e 
v (X) zeros dentro dele ... 
2.3.3.a. ~~TODO DE SOLUÇÃO PARA A EQUAÇÃO MATRICIAL (14) (DA1'TA [ 7] ) 
Seja A uma matriz de Hessenberg _inferior com diagonal superior 
unitária. Sejam x1 , x?, ... ,x ~ n as 
equação matricial ( 14),. .se reduz a 
g (i\) = C' 
onde 
C' ~ eT (-A) n - gn-1 
~ 
sao as 1inhas da matriz I e 
n sucessivas linhas de X. 
( 15) 
= xnf. (-1-) i = 1, ... ,n-1 
1 X 
sendo fi (x) o polinômio característico da suhmatriz obtida de 
eliminando as primeiras i linhas c colunus 
f(x) e o polinômio característico de A. 
A 
A 
onde 
A primeira linha x1 da matriz X é encontrada resolvendo o sis-
tema (15) e x,..,, ... ,x sao obtidas recursivamente da seguinte relação: 
'· n 
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i 
* x A = -e. + x - E i+l l. i . . . (16) 
j=1 
As matrizes polinÔmias necessárias podem ser computadas usando o 
algoritmo dado anteriormente. 
Exemplo: 
Seja f (x) 3 . 2 = x -. 3x 
Então 
o 1 o . 
---- -
A = . o o 1 
o o 3 
g (x) 
1 -3 o\ 
g (A) = o 1 -3 
o o -B 
Calculando temos 
o 
C' = O 
1 
Resolvendo o sistema 
temos 
Logo 
e 
9 
x3 = (- -a-· 
x2 X A* + = 3 
j{l X A* + = 2 
Portanto 
e2 
el 
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g (A) 
3 
-8-, 
= (- 3 
= 
_l_) 
8 
-8-
' 
= 
(___12___ 
8 ' 
15 
C' 
7 
-8-
'· 
3 
-8-, 
3 
-8-· - -8-
X 3 7 = 
-8- -8-
9 3 
-
-8- - 8 
_3_) 
8 
_9_) 
8 
9 
-
-8-
3 
-
'8 
l 
-
-8-
2.3.4- PROCESSO DA ~!ATRIZ POLINi'ltlHl (DATTA [ 4] ) 
Nostramos no método da seçao anterior que a matri7. do sister.1a que 
a equação matricial (14) é . g(Ã). NÓs mostraremos agora. que os menores 
principais de "?j(A) = g(Ã) resolvem o problema de Schur - Cohn. 
De ( 13) temos 
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F ~ B P 
se • • • 
(17) 
onde P é a matriz definida em (7). 
e sao respectivamente as su-
cessivas linhas de B e g(A), podemos verificar como no caso de Routh 
Hurwitz que 
h ~ (1 - ala1 - ala2 - a -ala3 - a 1 , ... ,-a1 a - ã2) ~ p1 n n' n- n 
' 
' 
hk ~ - ak+1 h + hk+l A, k ~ 1, 2 1 • • • 1 n-1 n 
e então a fundamental relação entre a matriz de llezout B e g(A) po-
de ser escrita como 
LR ( 13) 
onde P e definida em ( 7) e L R em ( 12) . 
De (17), (F) e (12) temos 
. . (19) 
Aplicando o Teorema 1.1 (Cauchy - Binet) em ( 19) podenos concluir 
que as matrizes e g (A) tem os mesmos menores principais líd~. 
res. Então os menores principais l.fderes de g (A) são todos reais. 
Desde que -l P F5 c P ··tem o mesmo número de quadrados positivose 
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nega ti vos que F 1 o Teorema 2.6 (Schur- Cohn - Fujiwara) junto se com 
o Teorema 1..2 (Jacobi) resulta 
TEOREMA 2. 7 (DATTA [ 4 ] ) 
Sejam 
panheira de 
n-1 
- a x 
n 
f (x) • Gefinimos g(x) 
• - a 2x 7"" a 1 e A a matriz com-
n 1 -~ x f(-x-). Entao os menores prin-
cipais lÍderes D.' 
' 
i= 1, ... 1 n de 9(A) sao todos reais e se nenhum 
deles é zero f(x) tem p zeros dentro do círculo unitário e q zeros 
fora dele, onde p e q são respectivamente o número de permanência 
e variação do sinal da sequência 
Exemplo: 
Seja f (x) 3 = X 
g(x) 
A = 
3 
- ·-2 
1 
2 
f(-1-) = 
X 
o 
o 
1. 
4 
1 -
1 
o 
-1 
3 
2 
1 
4 
-----
2 
X + X 
o 
1 
3 
2 
1 
- -4-
= 
3 
X 
1 
-2-- 1 2 i) 
então 
e 
g(A) 
15 
16 
~ 
-
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15 
16 
5 
32 
5 
--
64 
125 
256 
5 5 
-
-4- a-
5 5 
16 16 
15 5 
- --
32 32 
750 
819 2 
Então o número de zeros de f(x) dentro do círculo unitário é i-
gual a 
~ P(1, 15 
-ri5' 
125 
:'56 
750 --,i~-) ~ 3 8192 
2. 3. 5. PROCESSO USANDO A I!ATRIZ DE H/'BKEI, DOS PARÂ!lETROS DE Hl\RI,OV. 
Para o problema de Schur - Cohn escolhemos 1 f(--·) . 
X 
SejÇJ. 
Hnn a matriz de Hankel dos parâmetros de Narkov associada a f(x) e 
í! ( x) • 
Definimos a matriz 
H~n = Hnn U P U-l = Hnn P' • • • (20) 
ondG U está definida no -lema 1.2 e P em (7). 
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Assuma que Hnn e não-singular. Então: 
TEOREMA 2.8 (DATTA [ ll] ) 
a) i) 
ii) 
b) 
f(x) não tem nenhum zero de módulo 1. 
o número de zeros de f(x) com módulo menor (maior) que um 
- - ( ) ' e igual ao numero de autovalores positivos negativos de Hnrí 
H' é positiva (negativa) definida se, e somente se todos os 
nn 
zeros de f(x) tem mÓdulo menor que um. 
Exemplo: 
Logo 
- ---- -
Seja 
f (x) 2 .1 (x1 1 i 1 i = X X + 
-z- = -z- + -2- x2 = 
-z - -zl ' 
g (x) 2 f(-1-) 1 2 l = X = 
-y- X - X + 
. X 
Calculando os coeficientes de Harkov pela relação {2) temos: 
H22 = 
l 
-2-, 
-
l l 
-z- -4-
1 1 
4 -2-
3 1 
4 -4-
' UPU- 1= e II 2 ':l=Il ~- nn 
1 l 
""4 -2-
Os autovalores de 
Portanto 
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H 1 sao: À ;;:; 
nn l 
co + /80 
32 
i) f(x) nao têm nenhum zero de m9dulo um. 
• 
20 - IM 
32 
ii) o numero de zeros de f(x) co~ módulo menor que um e igual a dois 
que é o número de autovalores positivos de H2 2 ,, 
-----
( 
CAPITULO III 
RELACIONAMENTOS ENTRE OS PROCESSOS DE SOLUÇÃO 
PARA OS PROBLEMAS DE ROUTH-HURWITZ E SCHUR-COHN 
Neste capítulo daremos algumas relações entre os-processos de 
solução para os problemas de Routh-Hm:wi tz e Schur.-Cohn apresentados m 
capítulo anterior 
3.1 RELACIONAMENTO ENTRE OS PROCESSOS DE ROUTH E HURWITZ 
---- -· 
Com os coeficientes do Esquema de Routh nós podemos formar uma 
matriz triangular inferior de ordem n, usualmente conhecida como matriz 
de Routh 
bo bl b2 
o c o cl 
R = 
o o d 
o • 
Esta matriz é equivalente a matriz de Hurwitz 
' 
57 - I 
b b1 b2 b n-1 o 
a a1 a2 a n-1 o 
o b b1 b n-2 
H ~ 
o a 
o a1 a n-2 
o o b"' b n-3 
' 
• • 
"-, 
"k ~ o para K > [!!] 2 
bk ~ o para K > [n-1] 2 
no sentido de que para todo p < n os correspondentes menores de or-
dem p das primeiras p- linhas são iguais. 
Esta equivalência possibilita escrever os elementos do 
de Routh em termos dos menores da matriz H de Hurwi tz, 
Temos b 
o 
Esquema 
! 
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Então os elementos do Esquema de Routh sao: 
li 2 3 
H 1 2 1 
1 2 
H 1 2 
----
' 
, • o • 1 
I 0 • 0 I 
Esta relação nos permite uma reformulação do Teorema de Routh ·na 
forma do seguinte teorema conhecido corno o Teoremu de Ro.uth-Hurwi tz: 
TEOREMA 3.1 (Routh-Hurwitz [ 14 vol. II]) 
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O número k de raízes da equação polinomial f(z) =O no semi-plano 
direito{Re {z} > 0) é igual ao número de variação do sinal da ' seque!! 
cia 
~2 ~n 
~1' ... ' 6n-l 
onde /1i i = l, • • • I n sao os determinantes de Hurwi tz 
3.2 RELACIONAMENTO ENTRE OS PROCESSOS DAS EQUAÇÕES MATRICIAIS E FU ~ 
JIWARA ( DAT!A [5] ) 
3;2.1. PROBLEMA DE ROUTH-HURWITZ. -~ 
Demonstraremos o, Teorema 2.1 (Routh-Hurwitz-Fujiwara) p-Jr meio ·da equa-
çao de Lyapunov. Mostraremos que a matriz de Fujiwara FRH satisfaz_ uma 
equação matricial do tipo de Lyapunov e o resul-tado de Fujiwara segue 
do Teorema 1.15 (Carlson-Schneider) 
DEMONSTRAÇÃO DO TEOREMA 2.1 
De (3) temos 
= D B (21) 
onde D = dg (1, -1, 1, . , (- 1 ) n-1) 
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Daremos esta demonstração considerando caso n Ímpar e n par 
1) Caso n Ímpar. 
Pelo lema 1.1 e nós obtemos de (21) 
isto é 
(22) 
Verifica-se facilffiente que 
. ·--
- ---
onde 
O· o o 2 a 
o o o o 
o o o 2 a 3 L = 1 
. . . ( 2 3) 
o o o 
o o 2 a 
Então em (22) nós temos 
ou 
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F 
RH 
A 
A 
o 
Os coeficientes fij da matriz de Fujiwara FRH sao 
(Datta [ 13]) 
.. 
fíj = O se i + j 
f .. ~ -2 lJ 
~ (-l)k+i 
·k~l 
impar 
{o conju~to an+l = -1) 
N ••• (24) 
l 
dados por: 
se i+j = par 
Logo a Última linha fn de FRH e a negativa da transporta da Últi-
ma coluna de L1 
= - ( 2 a 1 , 
Então 
o 
o o 
o 
o 
o, o o ., o, 
o 
o o 
o 
o 
2 a ) 
n 
o 
2 4an 
( 25) 
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2) caso n par 
Neste caso nos temos 
T 
- DA D 
onde 
Em (22) resulta 
L -2-
o o 
o o 
(}_ 
o o 
N· 2 
o 
••• ( 26) 
(27) 
A Última linha fn de Frui neste caso também é a negativa da trans 
posta da Última ·coluna de L2 isto e 
Então 
' 
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o o o o 0-
o 2. 4a2 o o 4a 2an 
o o o o o 
o 4a2a 4 o • • o 4a4an 
N2 = L2 FRH = ( 28) 
. T 
= -fn fn = 
o o o o o 
' 
o 4a 2an o o 4a
2 
n 
------
Nl e ·N 2 sao Óbviamente matrizes negativas definidas. 
Segue do lema l.Í- e da relação (21) que 
FRH = D u g(A) 
Como FRH e simétrica nos temos 
Como FRH é nao singular ternos que g{AT) t~mbém o é 
Sejam Àl, À2 , ..• ,Àn os autovalores de A~ então os autovaloresde 
g(AT) = g(A*) são g(::\1 ), ·g(À 2), • • ., g(Àn) 
Desde que 
~ 64 ~ 
• 
e A é real, concl uírnos que ô (A) = O. 
A parte i) do Teorema 2.1 segue agora d? Teorema 1.15. 
Suponhamos que as partes reais de todos os zeros de f{x) -sao ne-
gativas. Então ô(A) = O.Como a matriz de Fujiwara FRH satisfaz as 
-equaçoes matriciais (24) e (27) (de acordo com n impar e par) -e e nao 
singular segue do Trorema l.lS.(Carlson e "Schneider) que In(A) = In(-FRH) .En-
tão neste caso FRH é_ ?ositiva definida. Por outro lado, se FRH ê posi-
tiva definida, da relação 
F . 
RH 
temos que g(A) é não-singular. Isto nos· dá qu~ O(A)=O. Então Irt(A)= 
In{-FRH} e daqui concluímos que as partes reais de todos os zeros de 
f{x) são negativas. I 
3.2.2. PROBLEMA DE SCHUR-COHN 
Anàlogamente ao problema de Routh-Hurui tz provaremos o Teorema 2. 7 
(Schur- Cohn- Fujiwara) via uma equação matricial. 
De ( 13) temos: 
~ BP (29) 
onde P é a matriz de permutação definida em (7) . 
Do lema 1.1 e da relação (29) podemos escrever 
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Multiplicando por A a direita fica 
• (30) 
Verifica-se facilmente que P .P..PA = I + L3 onde 
'2 
-1 an+ala2 a1 
o o o 
-:. 
L = • 3 • • ( 31) 
--- --- -~ 
o o o 
e I é a matriz identidade de ordem n. 
Então de (30) nos ternos 
ATF A - F (I 
se se + L3) -· o isto é 
ATF A- F = F L3 = N3 se se se (32) 
Construída a matriz F , pela relação (29) onde a ma-triz B e en-
se 
centrada pelo lema 1.2, verifica-se que a Última coluna de Fsc neste ca 
so também ê a negativa da ·transposta da primeira linha .e1 de L3 ,portan-
to: 
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= 
= 
A matriz N3 e claramente negativa semi-definida. 
------
Do lema 1.2 e da relação (29) temos 
F se = Ug(A)P 
D:!sde que Esc é simétrica 
( \r Fsc·=Fsd = 
e a nao singularidade de F se implica na não-singularidade de g(AT). 
Os autovalores de g(AT) = g(A*) sao g(À 1 ), g(\ 2 ), o o o, g(Àn) o Pa-n 
ra todo i=l, ... , n. Então g(À.) = 1f {1- À.- À.) sao diferentes de zero. 
- l j=l l J 
Portan·to À.• À. f. 1 para todo i, j, isto é, f{x) nao têm autovalores de 
l J 
módulo 1. 
Do Teorema 1.19 podemos concluir a parte i) do Teorema 2.7. 
A demons-tração da parte i i) do Teorema 2. 7 é análoga 2i. parte 1_1_) 
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do Teorema 2.1 (Routh-Hurwitz-Fujiwara). 
3. 3 RELACIONAMENTO ENTRE OS PROCESSOS DE M/\. TRIZ POLINDMIO E DA EQUAÇÃO 
MATRICIAL. 
3.3.1 PROBLEMA DE ROUTH-HURWITZ. 
Daremos a prova do Teorema 2.2 usando a equaçao matricial de 
Lyapunov estabelecendo assim o relacionamento entre os processos da Ma-
triz Polinômio e Equação Matricial 
Consideraremos a caso n impar. O caso n par é análogo com algumas 
modificações óbvi-as. ---. 
Da relação (21) e do lema 1.2 podemos escrever a seguinte relação: 
•. 
FRH ~ DUf(-A) . . . (34) 
Em (24) temos a relação 
FRHA + ~ ( 35) 
Usando (34) em (35) obtem-se 
DUf(-A)A + ATDUf(-A) 
Multiplicando ambos os lado:; pela matriz P definida em ( 7) fica 
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Como f(-A) -1 p=ReP=P podemos escrever a seguinte relação:· 
.~DURPAP + BA ~ P DOR ~ N' 
Tornando PAP 
ma se torna 
T 
= C temos PA P T C e fazendo X = BDUR, a relação aci 
N - = PN P e negativa semi-definida e X ê simétrica pois X -- PFRHP, on-1 
de FRH está definida T em (34), X ~ PFRHP, ~X. 
Verifica-se facilmerite que_ 
an 1 o . o 
' 
a n-1 o 1 . . . o 
CT= 
o o l 
o o o 
Precisaremos agora do seguinte lema: 
Lema 3.1 (Datta [6]) 
Seja H = (h .. ) uma nxn matriz de Hessenberg inferior com diagonal 
>] 
' 
- 69 
superior unitária. 
Se P{H) é um polinômio em H de grau menor ou igual a n, então as 
sucessivas colunas ande P(H) satisfazem a relação recursiva 
onde 
a 
n-1 = 
n 
an-i = Bn-i+l an-i+l a k:n-i+2 
i = 2,3, .•. , n-1 
• • • I cn sao as colunas de f(-CT) então pelo lema 
----, 
T 
c . =c c '+1 n-1. n-1. i=l,2,3 .•. n-1 
3.1 
Agora a não-singularidade da matriz de Fujiwara FRH implica na 
não-singularidade de f(-A) e portanto, f(-ÇT) = f(-PATP) =Pf(-AT)P é 
também - singular. Então linearmente independeu-na o cl' c2' ... , c sao n 
tes mas 
T eTc CTCTc T2 c 
Cn-1 = C cn' c = = = c n n-2 n-1 n 
eTc 
2 T3 n-1 
c = = CTCT c = c c c1 = CT c n-;3 n-2 n n n 
T T2 n-1 logo cn' c cn' c c n' CT cn sao 
linearmente independentes 
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Verifica-se facilmente que a Última coluna N_n de N' e 
= 
Podemos concluir portanto que Nn' 
lineramente independentes, pois a 1 ~ O. 
... , 
sao 
(Sejam \ 1 , À2 , ..• , Àn os autovalores de A então os autovalores 
de f(-A) são 
n 
(-1) n TI (X.+\,) i = 1, • • • n j=1 ~ J 
" Como f.( -A) é na o singular À. + Àj ~ t o v i_.j o que implica que A 
na o tem autovalor com parte real nula, logo A e não:-singular, portanto 
al f O). 
o pos·to de N', C~N l, o • o , n-1 (CT) N' é igual a n. Pelo Teorema 
1.16 
In(c) = In(-X) 
Logo In(A) = In(-X) pois os autovalores de C e A sao os mesmos 
... , x os menores principais lideres de X. 
n 
Então 
pelo Teorema l.2(Jacobi) os números de autovalores positivos e negati -
vos de X são respectivamente os números de permanência e variação dos 
sinais de sequência 
o •• , X 
n 
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corno 
1_1 )n-1 o . . . o o 
• 
X = PDUR = •R 
-a 3 -a 4 . . . -1 o 
a2 a3 . . . an 1 
Pelo teorema 1.1 (Cauchy-Binet} podemos concluir o Teorema 2.2 
3.3.2 PROBLEMA DE SCHUR-COHN ( DATTA [ 6] ) 
Provaremos o TEOREMA 2.7. usando a equaçao matricial de Lyapunov, 
estabelecendo assim a relação entre os dois processos de soluções para 
o problema de Schur.-Cohn. 
Da relação (13) e do lema 1.2 podemos ascrever a seguinte relação: 
F se = PEg(A) P • • • (36) 
onde E U definida no lema 1. 2. 
Em ( 32) temos 
Usando ( 36) ·temos PEg(A)P 
Multiplicando ambos os lados por P e usando o fato de que P 2 = I 
temos 
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T· 
PA P(Eg(A))PAP - Eg(A) " ~ N 
Chamando PAP = M e Eg(A) = T a relação acima fica 
MTTM- T = N" 
i 
N" = PN3P é negativf! semi-definida e T e simétrica pois T ~ PF P ~ TT. se 
Verifica-se facilmente que 
a 
n 
1 o o 
a o 1 o n-1 •. 
-
. 
----
MT ~ 
o o 1 
o o • o 
T Se rn1 , m2 , ••• , mn sao as n sucessivas colunas de g(M ), 
pelo lema 3.1 podemos deduzir a seguinte lei de formação: 
m . 
n-1 
T M m .+1 n-1 i = l, 2, ... , n-1 
então 
A nao singularidade de g(A} implica na nao singularidade de g(MT) 
pois 
Comam 1 = n-
mos concluir que 
m 
n-2 
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T 
Mrnn'"""' 
linearmente independentes. 
... , pode-
sao 
Efetuando alçruns cálculos chegamos que a Última coluna N de N" é 
n 
= (1 -
o que nos permite concluir que 
linearmente 
cipal lÍder 
Logo o 
N', 
n 
independent-es 
de g (A) ) ) 
pos·to de {Nu., 
2 (l-a 
'f o ' 1 
MTN" 1 ... , 
... , 
-pois este e 
(MT) 
n-1 Nu) -e 
N~ 
n 
sao 
primeiro 
igual a 
menor prin-
n. 
Como Me A tem os mesmos autovalores, pelo TEORE~ffi 1.20 o número 
de autovalores de A com módulo menor (maior) que um é igual ao numero 
de autovalores positivos e negativos de T. 
Se T1 , T2 , ... , Tn sao os menores principais lÍderes de T, en-
tão pelo Teorema 1.2 (Jacobi) os números de autovalores positivos e 
negativos de T são respectivamente os ~úrneros de permanência e varia-
ção dos sinais da sequência 
• • • I T n 
- 74 -
Mas pelo Teorema 1.1 os menores principais lideres de T são os 
mesmos Di i=l, ... , n de g(A), provando assim o TEOREMA 2.7. 
3.4. RELACIONAMENTO ENTRE OS PROCESSOS DE EQUAÇÃO MATRICIAL E USANDO 
A MATRIZ DE SCHWARZ. 
3.4.1 PROBLEMA DE ROUTH-HURWITZ 
Daremos uma prova do Teorema 2. 3 por meio da equaçao de Lyapunov; 
mostraremos que a matriz de Schwa-rz satisfaz esta equação e o 
rema 2. 3. s~gue do Teorema 1.17 de Datta. 
Seja 
b 1 o 
-s o l n_ 
s = 
o o o 
o o o 
uma matriz de Schwarz onde si + O Vi 
o 
o 
o o 
o 1 
-s 
1 
i=l, ... ,n. 
~ fácil ver que existe uma matriz diagonal 
D = dg 
s1 
( s ) ' 
2' 5 3'' •• ' 5 n 
o o o I s ) 1 
Teo-
' 
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tal que 
SD + DST = -dg{0,0, •.. ,0,2si) = -W 
s e uma matriz de Hessenberg inferior com diagonal superior unitá 
ria·. W é positiva semi-definida (s1 f 0). Então pelo Teorema 1.13 de· 
Datta ternos: 
a) s não tem autovalores puramente imaginários 
b) In(S) - In(-D) 
Portanto o número de autovalores com partes reais negativas e 
positivas são respectivamente os números de termos positivos e negati-
.vos .da sequência 
s . 
n 
3.5 RELACIONAMENTO ENTRE OS PROCESSOS DA EQUAÇÃO MATRICIAL 
DE HANKEL DOS PARÃME1'ROS DE MARKOV. 
3. 5.1 PROBLEMA DE ROUTH-HURWITZ 
E MATRIZ 
Daremos a demonstração do Teorema 2.4 por meio da Equação Matri -
cial de Lyapunov e do Teorema 1.15 estabelecendo assim o relacionamen-
to entre os dois métodos. 
SeJ·a H 1 =V H onde V é a mesma definida do lema 1.5. 
nn nn 
O lema 1.3 nos dá que 
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2 
= AHnn como V = I obtemos 
VH 1 AT = AVH' 
nn nn 
s 
n-1 
isto é 
o 
De (2) e do lema 1.4 podemos dizer que 
-VAV = 
então em (37) temos 
AH' - H1 AT = 
nn nn 
A 
Q H' = Q" l nn 
( 3 7) -
o 
para n impar 
para n par 
n impar 
n par 
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V · f· c a s s h' e· a la 1 · h d H' e - la- coluna d Q •"--er1 1 - e que e 1 - 1n a e nh q 1 e a e 1 enl.UJ: 
-(s 
o' • • 
• • 
T 
= -q l 
s ) = 
n-1 
T 
ql 
n impar 
n par 
Q' e Q" sao representadas por (h')Th' sendo l 1 portanto matrizes po-
sitivas semi-definidas. 
Então a matriz H' e tal que em cada caso. 
onde 
nn 
AH' + H' AT = Q 
nn nn 
Q e uma matriz simétrica e positiva 
Desde que H é não-singular, 
nn 
~= f (x) 
• 
(38) 
semi-definida. 
f(-xl 
f (x) implica que f(x) e 
f(-x) não tém zeros em comuns [14 vol.II] portanto f(x) r.ao tem autova-
lares puramente imaginários, e f (-A) -~ ?~o singular-. Logo H~n é a única 
solução da equação matricial {38) (vide seção-1.5- Capítulo I). 
Como H~~ -também é solução de (38) ternos que H~n é simétrica. A 
não-singularidade de Hnn implica na não-singularidade de H~n· 
Aplicando o Teorema 1.15 na relação (38) temos completa a 
tração da parte a) do Teorema 2.4. 
dernons-
Seja H' positiva {negativa) definida. Então pela parte ii) do Te~ 
nn 
rem~ 2.4 todos os zeros de f(x) tem parte real positiva (negativa). 
Reciprocamente, se todos os zeros de f(x) tem parte real positiva 
(negativa) f(x) e f(-x) 
H1 são não-singulares. 
nn 
não tem zeros comuns, isto 'implica que H 
nn 
e 
Desde que o número de zeros de f(x) com parte real positiva. (nega-
tiva) é igual ao número de autova~ores positivos (negativos) de 
temos que H' é positiva (negativa) definida. 
nn 
H' 
nn ' 
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3.5.2. PROBLEMA DE SCHUR-COHN. 
Anàlogamente ao problema de Routh-Hurwitz provaremos o 
2.8 via equação matricial e pela aplicação do Teorema 1.20. 
Em (20) temos 
H' 
nn 
-1 Sabemos que U existe· e UA = 
Desde que 
AH = nn 
AH' p' 
nn 
AH' 
nn = 
= 
H 
. . . 
AT 
nn 
H P ' nn 
( 3 9) 
' 
H' -p,A'I; 
nn 
H' P'ATP' pois 
nn 
T Multiplicando por A em ambos os membros temos 
o • 
mas 
= 
(P') 2 = I 
(40) 
(41) 
TEOREMA 
usando (39} 
U(PAPA) U- 1 
Verifica-se facilmente que 
PAPA 
( 
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onde L3 é definida por (31) 
Então U(I + 
I + = (42) 
Observando a relação entre os • parametros de Markov e os coeficien 
tes de g(x), (2) podemos ver que a primeira linha de 
2 
a2+alan) L3 = (a1-l, an+ala2, . . = . ' 
(-s l +as 2. + ••• + a2s , - s 2+a s 3+ •.• +a3s , ... ~-s) 
- _ n- n n- o n- n n- o o 
-l -l ~ ~ -l Se u = (U, , ) então a Última linha de _u pode se gerada usan-lJ 
do a seguinte relação recursiva: 
-l l u 
nl = 
-l -l + -l + -l R 2, u = an-·R+2unl a u a u = n nR n-R+3 n2 n n,R-1 • • • 1 
= 
a s a 
n
5 l a s n-l n o n 
/ 
-s 
-sl . -S n-l p o ' 
De (40) e (42) temos 
I 
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Ali' AT H' ~ H' K ~ K 
nn nn nn 1 
onde K ~ H' K1 ~ Hnn P'K nn 1 
Verifica-se facilmente que 
/_s 
-s 
o l -s 2 -s n-1 
o o o • o 
P'K ~ .. l 
' 
o o - ,. ___ o 
Corno a primeira coluna h 1 de Hnn e a negativa da transposta da 
primeira linha de P'K1 temos que -
K = H P'K 
nn l 
~ 
negativa semi-definida 
Então 
AH' AT-
nn H' nn = K • • • 
onde K é negativa semi-definida 
( 4 3) 
Corno Hnn é não-singular os elementos da primeira linha de Hnn 
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nao sao todos nulos. Seja o (i+l)-ésimo elemento s. diferente de zero, 
l 
e seja ki a (i+l)-ésima coluna de K, então 
k. = 
l 
-s. 
l 
-s. 
l 
s n-1 
o o o 
-s. 
l 
-s. 
l 
s n-1 
o 
' 
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Os resultados destes produtos sao devidos à relação (2) • Então a 
matriz (k., -Ak., ••• , An-\..) é 
1 1 1 
n n 
= (-1) Si 
• 
s 1. n-
• • 
Como Hnn é não-singular e si I= O 
n-1 
• A -. ki) ;:: n 
Então posto (K, AK, ..• , An-lK) = --n 
s 
n-l 
s 
n 
s 2n-2 
Novamente a não-singularidade de Hnn implica que f(x) e g(x} 
xnf(!) não tem zeros em comum, o que implica que g(A) é não~singular 
X 
LOgo H' é a Única solução de (43) e é também simétrica. 
nn 
= 
Aplicando o Teorema 1.20 em (43) concluímos a parte a) do Teore-
ma 2.8. 
A demonstração da parte b) e direta do ítem ii) da parte a). 
3.6 RELACIONAMENTO ENTRE A MATRIZ DE HANKEL DOS PARP~TROS DE MARKOV E 
A MATRIZ POLINOMIAL 
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Abaixo damos um resultado recente de Datta [12] que estabelecepm 
relacionamento entre a Matriz de Hankel dos Parâmetros de Marcov e a 
matriz polinômio associada. Claramente, esse resultado pode ser usado 
para estabelecer o relacionamento entre o processo da matriz de Hankel 
dos parâmetros de Markov e o processo da Matriz Polinômio, tanto para 
o problema de Routh-Hurwitz como para o problema de Schur-Cohn. 
TEOREMA 3. 2 (Datt:a [ 12] ) 
Seja f(x) = n n-1 X -a X 
n 
e g(x) um polinômio qualquer de grau n. 
Então: 
g(A)=Hnn 
-a 2 
1 
-a 3 
-a 
. . 4 
o 
-a x -a 2 l 
=a 
n 
1 
o 
1 
o 
o 
onde A é a matriz compaheira de f(x) e Hnn é a matriz de Hankel dos 
parâmetros de Markov associada a f(x) e g(x}. 
• 
CAPÍTULO IV 
DISCUSSÕES 
Esta Dissertação consiste em estudar os diversos métodos e seus re 
lacionamentos para a solução de dois problemas: o de Routh-Hurwitz e o 
de Schur-Cohn. Pâra.este objetivo dividimos o trabalho em tres capítu-
los, No primeiro capÍtulo apresenta~os um resumo· de alguns tópicos da 
Teoria de Matrizes necessár:ios para um bom entendimento dos posteriore$. 
Citamos neste capitulo os principais teoremas de inércia como, por excm 
plo Lyapunov, Carlson e Schneider, Teorema da inércia para uma matriz 
de Hessenberg de Datta, \ür.uncr e Zeibur, Ch-en-e Nimrner e outros. Fize-
mos um resumo sobre as matrizes ele Hankel dos Parâmetros de Ilarcov e 
algumas de suas propriedades. 
Na Última seção apresentamos uma maneira de achar a inércia de uma 
matriz hermitiana visto· que esta é uma si·tuação que enfrentamos nos p:r@ 
xirnos capi·tulos. 
No capítulo dois apresentumos os processos para u solução dos pro-
blemas. Para o de Routh-IIur;:~i tz: método de Rou-th, Hun:i tz, I:quações H~ 
tr.iciais, Hatriz Polinômio, Fujiwara, método uscmdo a matriz de Schwarz1 
:w.étodo usando a matriz de Ilankel dos Parâmetros de Harkov. Para o pro-
blema de Schur-Cohn: método de Schur, Cohn, Fuji\'lara, Equaç3i_o Iíatricial, 
r.latriz Polinômio e método usando a ma-triz de Ilunkel Jos Parâmetros de 
Narkov. 
Urna ques-tão interessante que surge neste ca[Jf tu lo é ver se método 
de Schwarz que .funciona para o problema de Routh··Hur-:tJi tz tawbérn pode 
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ser aplicado a resolução do problema de Schur-Cohn. 
No capitulo tres fazemos alguns relacionamentos entre os métodos 
estudados no capitulo dois. 
Nos quadros abaixo mostramos esquematicamente os processo~ que fo-
ram relacionados neste capítulo. 
PROBLE11A DE ROUT!I-HURI'IITZ 
' 
Nétodo de Método de 
-
.. Routh I-Iunvi tz 
-- ---
Hétodo usando a !"lêt_odo da nétodo de 
matriz de Schwarz Equação Hatricial Pujh1ara 
' 
' 
-· 
Método da JI.·I,~ tor1 O usaril1o a ma-
Nàtriz triz de Hankel dos 
Polinômio P<lrâmctros de Marko; 
. 
_ ___..__ .. 
' 
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PROBLEMA DE SCHUR - COHN 
Hétodo de 
Schur-Cohn 
Método da Hétodo da 
Equação-Matricial Matriz Polinômio 
-
-
-
- -
-
' 
Método de -- Hétodo usando a Ha 
-
Fujiwara triz de Hankel dos 
Parâmetros de 1·1ruXQ\ 
Para darmos as ·demonstrações dos Teoremas Eouth-IIun'litz-Fujiwara ,e 
Schur-Cohn-Pujiwo.ra via cquacões matriciais, usamos os teoremas de i~ 
- ' 
nércia de Carlson-Schneider e Taussky-\'Jill-Wirnmer. "t: interessante ver 
se os teoremas de iné-rcia de uma matriz de Hessenberg (Dat·ta) podem 
ser usados para esta finaliçlad.e. Poc1emos formular a mesma questão no 
relacionamento entre equo.ção matricial e o mé-todo usando a matriz de 
Hankel dos Parâmetros de Harlcov. 
1 -
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