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ABSTRACT
　　　Accurate　software　reliability　assessment　is　one　of　the　current　issues　to　assess　software　qual－
ity　of　software　systems　of　which　the　size，　complex輌ty，　and　divers苗cation　have　grown　drasti－
cally．　This　doctoral　dissertation　discusses　several　methods　of　improved　estimation／prediction
accuracy　fbr　so銑ware　quality／reliability　assessment．　Especially，　stochastic　software　reliability
modeling　which　enables　us　to　assess　software　reliabihty　more　accurately　is　discussed．　This
dissertation　consists　of　the　four　main　parts．
　　　In　the丘rst　part　discretized　software　reliability　modehng　and　its　application　to　optimal
software　release　problems　are　discussed．　This　par仕bcuses　on　accuracy　improvement　of　conven－
tional　conti皿ous．time　software　reliability　models　by　discretizing　techniques　such　as　integrable
dif艶rence　methods．　The　discretized　software　reliab輌lity　models　proposed　in　this　part　have　bet－
ter　perfbrmance　than　the　conもinuous－time　ones　in　terms　of　the　effort　of　parameter　estimation，
goodness－o£fit　to　actual　data，　and　predictability．　The　second　part　d輌scusses　software　reliability
growth　modeling　with　several　key　factors　related　to　the　software　reliability　growth　process，　such
as　testing－coverage　and　testing－eHbrt　expenditures，　based　on　a　nonhomogeneous　Poisson　pro－
cess　and　stochastic　diffbrential　equations，　respectively．　TakiIIg　these　factors　into　consideration
in　software　reliability　modeling　is　effective　to　develop　plausible　software　reliability　growth　mod－
els．　In　the　third　part　generalized　software　reliability　modeling　techniques　based　on　an　infinite
server　queueing　and　order－statisticsもheories　are　discussed．　These　generalization　apProaches　are
expected　to　be　plausible　sofむware　reliability　modeling　since　these　generalized　software　reliability
models　proposed　in　the　third　part　describe　the　software　failure．occurrence　phenomenon　or　the
fault－detection　phenomenon　comprehensively．　The　fbrth　parもtreats　software　reliability　mode1－
ing　under　imperfect　debuggillg　enviΣonment　which　is　assumed　that　debugging　activities　can　not
always　correct　and　detect　faulもs　perfectly　in　the　testing－phase　du血g　software　development．
　　　Each　chapter　shows　numerical　examples　of　software　reliability　analysis　based　on　the　so銑ware
reliabihty　models　proposed　in　this　disserもation　by　using　actual　fault　data．　The　final　chapter
summarizes　the　results　obtained　in　this　dissertation　and　refbrs　to　the　future　researches　on
plausible　software　reliability　modeling　and　its　applications　to　project　mallagement　problems．
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Chapter　1
Introduction
1．1 software　Quality／Reliability
　　　Computer　systems　play　an　important　role　in　our　modern　information　society．　They　are
used　in　diverse　area，　fbr　example，　seat　reservation　systems，　ollline　transaction　systems，　hospital
patient　mollitorillg　systems，　air　tra伍c　control　systems，　and　so　on．　If　the　computer　systems　once
cause　failures，　it　is　possible　that　inconvenience　to　our　social　life　is　caused，　our　property　is　dam－
aged，　and　people　are　injured　or　killed　as　the　most　critical　case．　The　computer　systems　consist　of
the　hardware　and　sof七ware　subsystems．　It　is　said　that　the　hardware　has　atもained　high　produc－
tivity，　quality，　and　rehability　by　progress　of　production　technologies　and　redundancy　techniques．
Accordingly，　the　main　concern　about　productivity，　quality，　and　reliability　of　computer　systems
has　been　changing　from　the　hardware　into　the　software　systems．30ヵωαre　eηg仇εer仇g［3，20］is
an　academic丘eld　treating　these　issues　about　the　software　systems．　The　main　issue　of　software
engineering　is　to　improve　the　productivity　and　quality　of　software　systems　by　using　scienti6c
approaches．　The　software　development　technologies　discussed　in　software　engineering　can　be
classi丑ed　into　the　inherent　and　management　technologies．　The　inherent　technologies，　such　as
specification，　design，　coding／programmmg，　testillg／validation，　maintenance　techniques，　aid　the
so我ware　development　directly　And　the　management　technologies，　such　as　quality／reliability，
perfbrmance／econolnic　assessmellt，　and　project　management　techniques，　support　the　software
development　process　indirectly．　This　dissertation　discusses　the　management　technologies　in
terms　of　software　quality／reliability　and　project　management．
　　　S〔沸ωαre　4μαZ吻is　defined　as　the　attribute　measuring　how　well　the　software　product　meets
stated　user　functions　and　requirements｛3L　Therefbre，　it　is　very　important　to　trans｛brm　the
user，s　requirements（external　quality　characteristics）into　the　quality　character輌stics　of　the　so銑一
ware　system　developers（internal　quality　characteristics）．　T’he　external　quality　characteristics
1
2Quality　Characte亘stics
α1靱）ter　1．　IntrodUC右jo丑
uali　Sub－Characteristics
Fig．1．1：Software　quality　characteristics　and　sub－characteristics（ISO／IEC　9126）．
have　been　standar（lized　as　the｛bllowing　six　characterist輌cs　by　ISO／IEC：Functionality，　rel輌abil－
ity，　usability，　e伍ciency，　maintainability，　and　portability［52，55］（see　Fig．1．1）．　h　the　software
quality　characteristics　standardized　by　ISO／IEC，3切句ωαre　re麗α6磁句is　defined　as　the　aもtribute
that　a　so丘ware　system　will　perfbrm　withouもcausing　a　software　failuτe　over　a　g輌ven　tirne　period，
under　specified　operational　environment［51，52，56］．　Accordingly，　the　software　quality　charac－
teristic　of　sof七ware　reliabihty　has　been　considered　to　be　a“mt63か6e　4脇li垣，　of　software　products．
And　software　reliability　characteristics　are　di丘brent　from　hardware　ones　since　a　sof七ware　system
never　deteriorates．
　　　Asoftware　system　is　a　product　which　consists　of　the　programs　and　documellts　produced
through　the　software　development　process，　and　are　produced　along　with　the　fbllowing　so銑ware
development　process：Requirement　speci6cation，　design，　coding，　andもesting・Fig．1．2　shows　a
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　Design
Fig．1．2：Ageneral　sofbware　development　process（water－fall　paradigm）．
general　so銑ware　development　process　called　a　water－fall　paradigm［57］．　Therefbre，　the　software
development　managers　has　to　control　the　software　development　process　systematically　to　satisfy
the　so丑ware　qual輌ty．　Then，‡oZα／但α～‘垣ηzαηαgeアηε励（abbreviate（l　asτ（2、丑のis　consi（lered　to　be
one　of　the　key　technologies　to　produce　more　high　quality　software　products［64］．　The　concept
of　the　TQM　fbr　so銑ware　development　means　to　assure　the　quality　of　software　products　in　each
phase　to　the　next　phase，　such　as　preventing　software　faults　from　causing　software　failures　as
much　as　possible　and　deもecting　i拭roduced　faults　in　the　sof乞ware　system　as　early　as　possible．
In　practical　software　development，　the　software　quality　is　evaluated　alld　assured　in　the　testing－
phase　which　is　the　6nal　phase　of　the　software　development．　That　is，　a　lot　of　software　faults
introduced　in　the　so丘ware　syste］【n　throughもhe　first　three　phases　of　the　sof㌃ware　development
process　by　human　activities　are　detected　finally．　TherefOre，　we　can　see　that　continual　software
process　improvement　is　very　important　to　eliminate　faults　introduced　during　software　deveレ
opment　process　to　reduce　maintenance　cost　during　operation　phase．　The　present　concept　of　a
software　quality　control　is　that　good　software　process　makes　good　software　products．　In　recent
years，　cα1ραb‘∬勿η2α劫π勿7η04ε1（abbreviated　as　OMノ∪）［16］has　been　proposed　as　one　of　the
key　technologies　fbr　software　process　improvement．
1．2 Software　Reliability　Engineering
　　　There　is　now　a　general　agreement　on　the　need　to　increase　software　reliability　by　ehminating
faults　introduced　during　software　development．　It　needs　measurement／assessment　technologies
4SoRware　Reliabili巧
　　Technology
Fig．　1．3：
Production
Technology
Chapter　1．1htroduc亡fo丑
Fault　Avoidance　Technique
Fault　Tolerance　Technique
Systematic　Specification　Technique
Failure　Mode　and　E｛瀧ct　Analysls
　　　　　　　　　　　　　　　　　　　Measurement　and　Assessment
Management　　　　　　　　Techniques
　　　　　　　　　　　　　　　　　　　Data　Collection　Procedure
Sof七ware　reliability　technologies［52］．
of　software　reliability　in　the　software　development　process　to　produce　software　products　keep－
ing　high　degree　of　reliability．　Up　to　now，　a　lot　of　sof毛ware　reliability　technologies　have　been
discussed，　and　are　roughly　classified　intoρrod1μcれoγ↓‡ecんγzoZogy　and　mαγ↓αgemeγ話‡ecんγ↓oZogy．
Fig．1．3　shows　such　software　reliability　technologies　briefly［52］．　The　production　technology　is
de丘ned　as　techniques　related　to　improving　and　maintaining　sof㌃ware　reliability　direcもly．　The
management　technology　is　de6ned　as　techniques　related　to　managing　soΩware　reliability，　such
as　assessing　and　predicting　sof㌃ware　reliability．
　　　S（ぴ1ωαγ’eγre鹿α6記麗y　eγλgjγ乙eeγ1τγzg［7，10，38，51，52，55ラ56］（abbreviated　as　5」RE）is　a　discipline
of　applying　engineering　principles　and　quantita、tive　techniques　to　assure　and　enhance　softwεしre
reliability，　and　known　as　a　subdispline　of　sof毛ware　engineering．　Research　onもhe　SRE　has　been
conducting　during　the　past　25　years　to　grapple　with　the　problems　mentioned　above．　The　main
purposes　on　the　SRE　are　measuring，　predicting，　and　controlhng　reliability　of　a　software　system．
Fig．上4　shows　SRE　activities　along　with　the　software　development　process［10ラ52］．
　　　Now，　we　de6ne　the　fbllowing　terminologies　related　to　the　SRE　as　follows［38，51，52，54－56］：
。s（沸ωαre垣～μre
　　An　unacceptable　departure　of　program　operation　from　the　program　requirements．
03（沸ωαγbe丸㍑1舌
　　Adefect　in　the　program　which　causes　a　software　failure．
　　called　a　36り1ωαre　bμ9．
The　software　fault　is　usually
03（泣ωαre　e宵or
　　Human　action　that　results　in　a　software　system　containing　a　software　fault・
Thus，　the　software　fault　is　considered　to　be　a　manifbstation　of　a　software　error。　The　severity　of
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Operat▲on Maintenance
゜Determine　f口nctional　prof目e
’De竈ne　and　classi砂倒ures
・Identifシusers‘reliab韮ity　requirements
・Conduct　trade－off　stydies
°Set　reliability　o句ectives
・Allocate　reliabili砂among　cornponents
’Controho　meet　reliability　o切ective
・Focus　resources　based　on血nctional　pro丘le
・Manage　fault　introductlon　andμopagation
・Measure　reliabill敏of　acquired　software
’Determine　operation　pro61e
’Conduct　reliability　testing
’Track　to　testing－progress
・Predict　additional　testlng　needed
・Ce撤4　that　reliability　o句ective　are　met
゜Predict　postヰelease　staff　needs
°Mo加or丘eld　reliabili巧vs．　o切ective
・Track　on　customer　satisfaction　with　reliability
・Predict　new　feature　introduction　time　by
　monitoring　reliabiiity
・Guide　product　and　process　improvemem　with
　reliability　measures
Fig．1．4：SRE　activities　over　the　software　product　li允一cycle　phases．
the　level　of　software　failures　may　be　able　to　classify　into　several　categories，　such　as　catastrophic，
critical，　major，　and　minor，　depending　on　their　irnpact　on　our　social　lifb［38］．
1．3 Software　Reliability　Models
　　　So銑ware　reliability　models　are　Inathematical　tools　based　on　stochastic　and　statistica、l　prin－
ciples　to　assess　software　reliability（luantitatively　Fig．　L5　shows　the　hierarchical　classi丘cation
of　software　rehability　models［52，55］．　The　software　reliability　models　are　roughly　classi五ed
intoαπα勿‡乞cαI　model3　and　em餌πcαI　model8．　The　role　of　the　analytical　modehs　to　derive　and
analyze　several　sof七ware　rel輌ability　measures，　such　as　the　fault　c◎ntent　in　the　so銑ware　system，
6 C勉μer　1．血troducむfon
Software　Reliabi員ty
　　　　Mode蓋s
Analytical
Models
Emp垣cal
Mode▲s
Dynamic　Models
（SoRware　Reliabi1輌智Grow也Models）
Contmuous
Time　Models
・Nonhomogeneous　Poisson　process
CぱHPP）model
・Markov　process　model
・Statis6cal　data　analysis（SI）A）mode
　　（・・1幻gistic　curve　mode1
　　－Gomper紘cuτve　model
　　　etc．）
§竃竃i鑑1］
Fig．1．5：Ahierarchical　classification　of　software　reliability　models［55］．
so貴ware㍍ilure　rate，　software　reliability，　and　mean　time　between　software　failures，　by　develop．
illg　a　modehnder　suitable　assumptions　about　reliability　factors　in　the　testing　and　operational
phases．　The　purpose　of　the　empirical　modehs　to　analyze　characteristic　factors　of　so銑ware
development　process　and　software　complexity　by　using　empirical　data．　For　examples，　a　Mc－
Cabe　complexity　measure［38，57］is　a　weU－known　model　as　one　of　the　empirical　models，　wh輌ch
assesses　the　complexity　of　control　How　graph　of　a　program　by　usillg　the　cyclomatic　number．
Additionally，　the　analytical　model　is　also　class伍ed　into吻ηαmc　mo∂eZ　and　3‡α君‘c　mo4e乙The
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dynamic　model　is　often　caUed　a　8（沸ωαアe　re臨閲吻groω‡んmo∂el（abbreviated　as　5iRα∪）．　This
model　describes　the　software　fault－detection　or　so銑ware　failure－occurrence　phellomenon　during
the　testingεmd　operational　phases　as　the　software　reliability　growth　process　by　executing　a
implemented　software［29，51，52，56｜．
　　　Many　so銑ware　reliability　growth　models　have　been　developed　over　the　past　three　decades．
The　existing　models　are　classified　from　various　view　points　by　several　researchers．　Speci6callyラ
Yamada［52，56］has　classified　the　software　reliability　growth　models　into　the　fbllowing　three
categorles：
・S〔沸ωαre∫協んre－OC醐reηce励ze　mo∂eZ：
　　The　stochast輌c　modelもaking　notice　of　the　time－interval　between　software　failure．occurrences．
・5（泣ωαre輌1か∂e‘ec翻0ηCO肌6　mo4el：
　　The　stochastic　model　taking　notice　of　the　cumulative　number　of　faults　detecもed　or　software
　　failures　occurring　over　a　speci6e（l　time　period．
・3〔沸ωαreα”αi励i物model：
　　The　stochastic　model　describing　the　time－dependent　behavior　of　a　so丑ware　system　which
　　altemates　up　and　down　states．
　　　Especially，　the　software　fault－detection　count　model　based　on　aηoηんomogeηeoμ31）02330η
proce33（abbreviated　as」V∬PP）is　one　of　the　well－known　stochastic　software　reliability　growth
models．　Several　NHPP　mode玉s　have　been　practicaUy　utilized　fbr　assessing　software　reliability　in
many　computer　manufacturers　and　software　houses　in　terms　of　the　simplicity　and　applicability
of　the　NHPP　models。　The　main　issue　in　the　NHPP　model　is　to　estimate　the　mean　value
負mction　indicating　the　expected　cumulative　number　of　faults　detected　up　to　a　certain　time　point
［381．The　NHPP　models　can　be　applied　to　several　illterestillg　issues，　such　as　optimal　software
release［11，22，35，59］，optimal　testing－resource　allocation［63］，　alld　software　maintenance　service
contract　problems［40］．
1．4 Software　Reliability　Growth　Modeling
　　　This　dissertation　treats　so｛、ware　reliability　growth　modeling　which　enables　us　to　assess
software　reliability　quantitativeW　Then，　we　here　discuss　the　concepts　and　some　quantities　for
software　rehab輌lity　growth　modeling．
8Fig．1．6
C垣pter　1．力重roduc古jo丑
ぱo＝0，So＝0）
Time
（×：SoRware　fault－detection　or　s◎ftware　failure－occurrence）
：The　stochastic　quantities　related　to　the　software　fault－detection　and　software－failure
　occurrence　phenomena．
　　　Through　the　testing－phase　in　the　software　development　process，　software　faults　are　detected
and　removed　w輌th　a　lot　of　testing－efR）rt　expenditures．　Then，　the　number　of　faults　remaining　in
the　sofむware　system　is　decreasing　as　the　testing－time　goes　on．　This　means　that　the　probability
of　so琵ware　fault－detection　or　sof七wεしre　faihlre－occurrence　is　decreasing　so　that　the　software
reliability　is　increasing　and　the　time－interval　between　software　failures　becomes　longer　with　the
testing－time．　These　phenomena　can　be　modeled　by　using　probability　and　sもatistica▲theories．
That　is，　we　can　define　the　fbllowing　random　variables　on　the　number　of　detected　faults　and　the
software　failure－occurrence　time（see　Fig．1．6）：
ノV（τ）＝the　cumulative　number　of　faults　detected　up　to　timeτ（or　the　cumulative　number
　　　　　　　of　software　failures　observed　up　to　timeτ），
　　S丘＝もheん一th　software　failure．occurrence　time（κ＝1，2，…；50＝0），
　Xん＝the　time－interval　between（ん一1）－st　andん一th　software　failures
　　　　　　　（ん＝1，2，…　　；Xo二＝0）．
Fig．1．6　shows　the　occurrence　of　event｛N（り＝た｝sinceんfaults　have　been　detected　up　to　time
Z．By　using　these　definitions，　we　have　the　relationships　as
　　　　　　　　　　ん
　　　　sドΣ晃，　xドs・－5レ・・　　　　　　　　　　　　（1・1）
　　　　　　　　　乞＝1
　　　Based　on　these　quantities，　we　can　derive　several　software　reliability　assessment　measures　by
1．5．Puη）oses　and　O疋ga皿jzatjoロof　T11元s　S血dy 9
considering　the　probabi］輌ty　distributions　of」V（τ），　Xた，　and　Sん．　The　fault　count　data（ち，yi）（乞＝
1，2，…；0＜オ1＜孟2＜…）which　mean　that　the　number　of　faults，防，　d頭11g　the　t輌me－interva1
（0，ち］is　the　realization　of　the　stochastic　quantity　2V（¢）．　And　the　failure－occurrence　time　data
3乞（τ＝1，2，…　　；0≦81≦32≦…　）are　the　realizations　of　stochactic　quantities　S乞・
　　　As　to　sofもware　reliability　measurement　and　assessment，　the　testing－time　and　operation　time
are　based　on　the　fbllowing　uIlits：
（1）the　calender　time，
（2）the　execution　time　or　CPU　time，
（3）　the　testing－ef最）rt　expenditures，
（4）the　number　of　test　runs　or　executed　test　cases，
（5）　the　rat輌o　of　testing－progress．
Ordinally，　the　continuous－time　models　assess　software　reliability　measured　on　the　basis　of　the
units　taking　continuous　values　such　as　the　execution／CPU　time．　On　the　other　hands．　the
discrete－time　models　is　based　on　the　basis　of　the　units　taking　discrete　values　such　as　the　number
of　test　runs．
1．5 Purposes　and　Organization　of　This　Study
　　　Measuring　and　assessing　software　reliabihty　quantitatively　and　accurately　in　the　testing．
phase　or　operation　phase　are　one　of　the　important　activities　of　project　management　to　develop
highly　reliable　software　products．　In　the　testing－phase　sofτware　development　managemers　can
get　the　situation　of　software　reliability　growth　process　by　analyzing　the　observed　data，　such
as　the　fault　count　data　and　software　failure－occurrence　time　data．　Applying　an　SRGM　for
assessing　software　reliability　can　also　enable　the　software　developm、ent　managers　to　discuss
several　issues　related　to　project　management，　such　as　optimal　software　release（or　shipPing）
problems，　optimal　testing－resource　allocation　problems，　and　statistical　so狂ware　testing－progress
contro1．　Accordingly，　SRGM，s　have　been　utilized　in　many　actual　software　project　as　one　of　the
fulldamental　technologies五）r　quantitative　assessment　of　software　reliability．
　　　During　three　decades，　many　SRGM，s　have　been　proposed　in　transactions　and　conf6rences
on　software　eng輌neer輌ng．　However，　u頭）rtunately，　very　fbw　of　the　SRGMs　propopsed　ma玉nly
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in　1980’s　have　been　used　in　pract輌cal　sof逢ware　reliability　assessment．　In　recent　years，　as　a　role
of　computer　sysもems輌s　expanding　rapidly，　the　size，　complexity，　and　diversi丘cation　of　soΩware
systems　are　growing　drastically　Furthermore，　software　development　technologies　have　been
also　changing　recently．　Under　the　background　above，　many　researchers　on　software　reliability
engineering　have　pointed　out　that　there　are　liInitations　on　the　accuracy　of　assessment　and　esti．
mation　of　software　reliability．　Fbr　the　purpose　of　solving　these　problems　above，　this　dissertation
discusses　several　methods　of　improved　estimation／prediction　accuracy　fbr　software　reliability
assessment．　Especially，　several　kinds　of　stochastic　sofヒware　reliability　modelings，　such　as　dis・・
cretized　software　reliability　modehng，　software　rehability　modeling　with　serveral　facもors　related
to　the　software　reliability　growth　process，　generalized　software　reliability　modeling，　and　software
reliability　modeling　under　imperfect　debugging　activities，　which　enable　us　to　assess　software
reliability　more　accurately，　are　discussed．　This　d輌ssertation　is　composed　of　the　fbllowing　fbur
main　parts．
　　　In　the　first　part　consisted　of　Chapters　2　and　3（liscretized　softwa，re　reliability　modeling　and
its　application　to　optimal　software　release　problems　are　discussed．　This　part　fbcuses　on　accuracy
improvement　of　conventional　continuous－time　software　reliability　growth　models　by　discretiz－
ing　techniques　called　integrable　di艶rence　methods　and　by　trans食）rm輌ng　discrete　determinlstic
models　into　stochastic　models，　respectively．　Each　colltent　of　these　chapters　in　the　firsもpart　is
as　follOWS：
●　Chapter　2：Soゾ1ωαre　ReZ乞αbili匁Mo∂el飢g　Bα8ed　oη∫n‘egrα祝e　D泥γreηce　Egμαれoγz8
　　Chapter　2　discusses　sof予ware　reliability　growth　modeling　based　on　i就egrable　dif丘rence
　　equations．　Especially，　discreもe　exponential　and　inHection　S－shaped　SRGM，s　which　are
　　derived　from　the　original　NHPP　models　by　using　Hirota，s　bilinearization　methods　are
　　proposed，　respectively．　After　that，　goodness－o臼it　comparisons　of　our　discrete　models　with
　　existing　deterministic　discrete　models　are　perfbrmed　by　using　actual　data　sets．　Further，
　　optimal　software　release　problems　under　simultaneous　cost　and　reliability　requirements
　　based　on　the　proposed　discrete　SRGM，s　are　discussed．
●Chapter　3：360cんα3舌乞c　50カωαre　RelZα硯吻Mo∂elτηg　Bα8ed　oηZ）乞3cre孟㌘e45D、4　Mo4el5
　　Chapter　3　proposes　stochastic　discrete　so丘ware　reliability　growth　models　by　modifying
　　discrete　statistical　data　analysis（abbreviated　as　SDA）models　which　are　deterministic
　　models，　such　as　discrete　logistic，　Gompertz，　and　modified　exponenもial　curve　models．　And
　　we　test　whether　proposed　stochastic　models　have　better　perfbrmance　than　the　ordinary
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　　　　　discrete　SDA　models．　Additionally，　several　so銑ware　reliability　assessment　measures　are
　　　　　derived　based　on　the　stochastic　properties．
　　　The　second　parもdiscusses　software　reliab輌lity　growth　mc（leling　with　several　factors　related　to
the　software　reliability　growth　process　m　the　tesもing－phase，　such　as　testing－coverage　and　testing－
e葺brt　expenditures．　Taking　these　factors　related　to　the　software　rehability　growth　process　into
consideration　in　software　reliability　modeling　is　very　important　to　aim　at　accuracy　improvement
of　quantitative　software　reliability　assessment．　The　second　part　consists　of　Chapters　4　and　5
in　the　fbllowing：
　　　●　Chapter　4：30」老ωαre．Re鹿αb磁勿Mo∂el仇gωπん7セ3君mg－Ooueγrαge
　　　　　Chapter　4　discusses　software　reliability　growth　modeling　with　testing－coverage．　The
　　　　　testing－coverage　is　one　of　the　ilnportant　metrics　related　to　the　sof予ware　reliability　growth
　　　　　process．　Our　testing－coverage　dependent　SRGM　is　developed　by　fbrmulating　the　relation－
　　　　　ship　between　the　testmg－coverage　maturity　process　and　the　software　reliability　growth
　　　　　process　described　by　an　NHPP．　Based　on　our　model，　several　testing－coverage　dependent
　　　　　software　reliability　assessment　measures　are　derived．
　　　⑧　Chapter　5：．乙ogπorγnαI　Proce335’（栃ωαre」配ε∬α6τ1πy　Mode∬γzgωπん　丑3がηg一鰯9γ’舌
　　　　　Chapter　5　discusses　a　continuous－state　space　software　reliability　growth　modeling　with　a
　　　　　もesting．eflbrも抗ctor　by　applying　a　mathematica▲technique　of　stochastic　di｛琵rential　equa－
　　　　　tions　of　It6もype　and　its　parameters　estimation．　And　we　show　goodness－o田t　comparisons
　　　　　among　our　model　and　existing　lognormal　processes　SRGM’s　by　using　actual　data　sets．
　　　The　third　part　discusses　generahzed　software　reliability　growth　modehng　techniques．　Gen－
eralization　or　unification　frameworks　of　software　reliability　modeling　are　expected　to　enab▲e
software　development　managers　to　develop　a　plausible　SRGM．　The　generalization　frameworks
in　this　dissertation　mean　the　modeling　frameworks　which　can　develop　several　types　of　softw蹴e
rel輌ability　models　according　to　the　software　failure－occurrence　pattems　in　the　actual　testing－
phase．　In　recent　years，　many　researchers　attempt　to　generalize　o斑nify　various　SRGM，s．　In　this
part　generalization　approaches　fbr　continuous　and　discrete　SRGM，s　are　proposedラrespectively．
The　third　part　consists　of　Chapters　6　and　7　which　have　the　fbUowing　contents：
　　　gChapter　6：θeηeアα↓μαI　D‘3cre‡ε5の壁ωαre　Re∬α6‘1τ勿ルfodel仇9ωπんProgrαm　5㌘e
　　　　　Chapter　6　discusses　generalized　discrete　sofもware　reliability　growth　modeling　in　which
　　　　　the　software伍ilure－occurrence　times　obey　a　discrete　probability　distribution．　EspeciaHy，
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our　generalized　discrete　sof予ware　reliability　growth　models　enable　us　to　assess　software
reliability　in　consideration　of　the　e日ect　of　the　program　size．　And　several　software　reliabil－
ity　assessment　measures　based　on　the　uni量ed　framework　fbr　discrete　software　reliability
growth　modeling　are　derived．　Additionally，　optimal　software　release　problems　based　on
our　generalized　discrete　SRGM　are　also　discusssed．
§　Chapter　7：∫頑γ～髭e　Seγ・uer（2μeμeCηg　Mod1e∬π9∫oγ15（沸ωαアe　IZε1乞α6乞κ勿ノ133e38γπeη彦
　　Chapter　7　proposes　an　generalization　fTamework　for　software　reliability　growth　model－
　　ing　by　infinite　server　queueing　theory．　Our　infinite　server　queueing　model　fOr　sof㌃ware
　　reliability　assessment　is　developed　by　using　the　basic　concept　of　the　well－known　delayed
　　S－shaped　software　reliability　growth　modeling．　Finally，　the　ralationship　between　our　in－
　　6nite　server　queueing　model　and　existmg　NHPP　models　is　discussed　with　the　physical
　　interpretation　fbr　the　fault－detection　phenomenon．
　　　The　fburth　part　treats　imperfbct　debugging　modeling　fbr　software　reliability　assessment．
The　imperfbct　debugging　model　is　developed　by　assuming　an　imperfect　debugging　environ－
ment　where　latent　faults　are　not謝ways　detected　and　corrected　perfectly　and　the　debugging
activities　may　have　a　possibility　that　new　faults　are　introduced．　The　imper艶ct　debugging　en－
vironment　can　be　considered　as　a　suitable　assumption　for　an　actual　testing－phase．　The　fburth
part　discussed　as　Chapter　8　treats　the　fo▲lowing　content：
⑧　Chapter　8：50ノ老ωαγre」ReZ乞αb乞1πy　Mo∂e五γlgωπん1mjoe≠c‡De6μ99‘γ↓g　Ac£乞仇万ε3
　　Chapter　8　proposes　software　reliabiliもy　growth　models　which　incorporate　2－types　of　imper一
　　飴ct　debugging　activities，　such　as　the　activities　introducing　new　faults　and　the　imper飴ct
　　fault　correction　activities，　simultaneously．　Then，　several　software　reliability　assessment
　　measures　based　on　our　models　are　derived．　Further，　the　estimation　methods　of　model
　　parameters　are　discussed．
　　　Each　chapter　provides　numerical　examples　of　software　reliability　analysis　based　on　the　soft－
ware　reliability　mode▲s　proposed　in　this　dissertation　by　using　actual　fault　data．　The　final
chapter　summarizes　the　results　obtained　in　this　dissertation　and　refers　to　the　fuもure　researches
on　plausible　software　reliability　modeling　and　its　applications　to　software　project　management
problems．
　　　　　　　Par意I

Chapter　2
So貨ware　Re旦iability　ModeHng　Based
on　Integrab豆e　D並蚤erence　Equations
2。1 Introduction
　　An　SRGM　is　one　of　the趣ndamental　tech垣ques　to　assess　software　reliability　quantita－
tively．　In　particular，　the　SRGM　based　on　an　NHPP　is　known　as　a　useful　too▲for　assessing
and　predicting　software　reliability　of　the　developed　software　system．　At　present，　the　NHPP
models　contribute　to　software　re玉iability　assessmenもin　many　computer　ma皿factures　and　soft－
ware　houses．　However，　because　the　size，　complexity，　and　diversiHcation　of　software　systems
have　grown　drastically　in　recent　years，　software　development　managers　require　SRGM，s　which
enable　us　to　assess　software　reliability　more　accurately　than　conventional　SRGM’s　proposed　so
far．　As　one　of　the　e伍ci題t　techniques　to　improve　the　perfbrmance　of　the　SRGM，s，　discretized
software　rehability　growth　model輌ng　techniques　have　been　proposed．　The　discrete　SRGM，s
c孤be　derived　by　discretizing　the　original　continuous－time　SRGM’s　via　using茄励α’3　b乞吻一
eαγ・⑫α抗oηme6んo∂3［14，31］．　Satoh［44］εしnd　Satoh　and　Yamada［47］have　proposed　a　discrete
Gompertz　curve　model　and　a　sof乞ware　reliability　assessment　method　fbr　discrete　logisitc　curve
models，　respectively．　They　have　performed　goodness－o田t　comparisons　among　these　discrete
SDA　models　by　using　a　new　goodness－of二fit　evaluation　criterion［46］．
　　In　this　chapter，　discretized　NHPP　models，　such　as　a　discrete　exponential　SRGM　and　a
discrete　inHection　S－shaped　SRGM，　derived　by　discretizing　the　original　continuous－time　NHPP
models　are　discussed．　Our　discrete　NHPP　models　discussed　in　this　chapter　are　derived　by　special
dif飴rence　methods　applying　the　Hirota，s　bilinearization　methods　to　the　bas輌c　assumptions
of　conventional　continuous－time　NHPP　models．　Generally，　the　ordmary｛brward　or　central
dif艶rence　equations　do　not　have　exact　solutions，　i．e．，　the　dif丘rence　equations　do　not　conserve
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the　properties　of　the　continuous－time　NHPP　models．　However，　the　discretization　methods
by　using　the　Hirota，s　bilinearization　methods　can　overcome　the　problems　above．　And，　our
discretized　NHPP　Inodels　can　easily　obtain　the　parameter　estimates　by　using　the　method　of
least－squares．
2．2 Continuous－Time　NHPP　Models
　　III　this　secもion　we　discuss　conventionεしl　continuous－time　NHPP　mlodels，　such　as　an　exponen－
tial　SRGM　and　an　inaection　S－shaped　SRGM，　which　are　treated　in　this　chapter．
2．2ユ　Exponential　SRGM
　　　An　exponential　SRGM［13］is　based　on　the　assumption　that　the　number　of　faults　detected　at
testing．time孟is　proportional　to　the　current　number　of鉱ults　in　a　program．　Let　H（りdenote　the
expected　cumu正ative　number　of　software　faults　detected　up　to　arbitrary　testing．time♂from　the
test　beginning．　Thenラwe　can　obtain　the　fbllowing　dif丘rential　equation　from　the　assumptions
of　the　exponential　SRGM：
　　　　頗（孟）
　　　　　　　　　　＝＝6［α一H（τ）］　　　　（α＞0ラb＞0），　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．1）
　　　　　　由
whereαrepresents　the　expected　total　number　of　potential　faults　detected　in　an　infinitely　long
duration　or　the　expecte（l　init輌a▲fault　content，　an（16the　fault－detection　rate　per　fault．　Solving
the　differential　equation　in　Eq．（2．1）with　respect　to　H（孟），　we　can　obtain　the　solution　as
万（孟）＝α（1－・－bt）． （2．2）
This　modehs　also　known　as　the　Goel－Okumoto　model．
2．2．21n且ection　S－shaped　SRGM
　　An　inHection　S－shaped　SRGM［33］is　based　on　the　dependency　of　faults　in　terms　of　the
software　architecture　and　program　path．　Let∫（りdenote　the　expected　cumulative　number　of
software　faults　detected　up　to　tesもing－time孟from　the　test　begi皿ing．　Then，　we　can　obtain　the
following　dif丘rential　equation　based　on　the　assumptions　of　the　inHection　S－shaped　SRGM：
　　　　d1（£）
　　　　　　　　　＝D（∬（の）［α一∫（τ）］，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．3）
　　　　　　説
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where　D（∫（孟））represents　the　fault－detection　rate　per　fault　considering　with　fault－detection　skill
of　the　testing－team，　which　is　fbrmulated　as
　　　　D（∫（古））－b［1＋（・一り∬…）1（・〉・，b＞・，・〉…≦1≦1）・　（2・4）
In　Eqs．（2．3）and（2．4），αrepresents　the　expected　initial　fault　content，　b　the　fault－detection
rate　per伍ult，　and　I伍e　inHection　rate　which　indicates　the　ratio　of　the　number　of　detectable
faults　to　the　totahumber　of　faults　in　the　pmgram．　Substituting　Eq．（2．4）into　Eq．（2．3），　we
can　obtain　the　fbllowing　solution　by　solving　the　dif丘rential　equation　with　respect　to．τ（舌）：
　　　　∫（重）一；呈：．芸！（・〉・），　　　　　　（2・5）
where　c　represents　the　inHecもion　parameter　defined　by　c＝（1一り／1∵rhe　inflection　point　of　the
growth　curve　of　the　inflection　S－shaped　SRGM　is　derived　as
　　　　τ一1°lc・　　　　　　　　　　（2・6）
Then，
　　　　∫げ）一誕1）・　　　　　　　（2・7）
We　can　understand　that　the　inHection　point　of　the　inHecもion　S－shaped　SRGM　is　dep飽d　on
the　inHect輌on　parameter　c　or　Z　froln　Eq．（2。6）．　And，　we　can　see　that　the　in且ection　point　does
not　exist　when／＝1．　That　is，　this　model　is　a　Hexible　SRGM　which　means　the　shape　of　the
growth　curve　can　be　changed　from　an　exponential　curve　into　an　S－shaped　one　as　the　value　of
the　inflection　parameter　I　takes　1→0．
2．3 Discrete　NHPP　Modeling
　　Now　we　assume　that　a　discrete　counting　process｛∧㌦，η≧0｝（η＝0，1，2，…　）representing
the　cumulative　Ilumber　of　faults　detected　up　toπ一th　testing－period　has　the負）llowing　properties
based　on　a　continuous一もime　NHPP［36］：
　　　　P・｛凡＝づハ陥＝o｝一｛3｝¢exp［－A。］（叩一・，1，2，…），　　（2・8）
where　Pr｛A｝means　the　probability　of　event　A　Aπin　Eq．（2．8）is　a　mean　v瓠ue　function　of　the
discrete　counting　process，　which　represents　the　expected　cumulative　number　of　faults　detected
up　toη，th　testing－period．　The　discrete　counting　process｛凡，η≧0｝ぴ＝0，1，2ラ…　）obeying
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the　above　stochastic　properties　is　called　a　（1‘3cγ・e‘e　IV丑P1）in　this　chapter．　In　this　section
we　develop　two　types　of　me孤value　functions　of　discrete　NHPP’s，　i．e．，　we　develop　discrete
exponential　and　inHecもion　S－shaped　SRGM’s，
estimation　methods　fbr　these　discrete　SRGM，s
2．3．1
re pectively．　And　we　also　discuss　parameter
r specもiv ly．
Discrete　exponential　SRGM
　　　We　propose　a　discrete　analog　of　the　original　exponential　SRGM　which　is　the　simplest　fbm
among　the　SRGM，s．　Let　Hπdenote　the　expected　cumulative　number　of　faults　detected　up　to
η一th　testing－period　from　the　test　beginning．　Then，　we　derive　a　discrete　exponential　SRGM　as
　　　　　ノ毛＋1－」尻＝δb（α一1毛），　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．9）
from　the　assumptions　of　the　continuous－time　NHPP　model　in　Eq．（2．1）by　discretization　meth－
ods　based　on　the　Hirota，s　bilinearization　methods．　Solving　the　above　illtegrable　di艶rence
equation，　we　can　obtain　an　exact　solution　1礼in　Eq。（2．9）as
　　　　　Hπ＝α［1－（1一δb）η］　　　　（α＞0，　6＞0），　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．10）
whereδrepresents　the　constant　time－interva1，αthe　expected　total　number　of　potential　faults
to　be　detected　in　an　infinitely　long　duration　or　the　expected　initial　fault　content，　and　6　the　fault
detection　rate　per　fault．　Asδ→0，　Eq．（2．10）converges　to　an　exact　sohltion　of　the　original
exponential　SRGM　which　is　described　by　the　differential　equation　as　Eq．（2．1）．
　　　The　discrete　exponential　SRGM　in　Eq．（2．10）has　two　parameters，αand　b，　which　have　to
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　バbe　estimated　the　values　by　using　an　actual　data．　The　parameter　estimates　a　and　b　which　are
the　estimated　values　ofαand　6　can　be　obtained　by　the｛bllowing　procedure　using　the　method
of▲east－squares．　First，　we　derive　the　following　regression　equaもion　from　Eq．（2．9）：
　　　　玲＝ノ4十B1塩，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．11）
where　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　’
互＝1毛＋一耳。
．4＝δαb
B＝一δ6．
（2．12）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ヘ　　　　　　　　　　　パBased　on　regression　analysis，　we　can　estimateメ1　and　B　which　are　the　estimaもes　of．4　and　B　in
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　バEq．（2．11）．　Th飽，　the　parameter　estimaもes　a　and　6　can　be　obtained　as
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ぢin　Eq．（2．11）is　independent　ofδbecauseδis　not　used　in　calculating｝㌃in　Eq．（2．12）．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　バHence，　we　can　obtain　the　same　parameter　estimates　a　and　b，　respectively，　when　we　choose　any
value　ofδ．
2．3．2　Discrete　inHection　S－shaped　SRGM
　　We　also　propose　a　discrete　a斑og　of　the　original　inHection　S－shaped　SRGM．　Let　1竺denote
the　expected　cumulative　number　of　faults　detected　up　toπ一th　testing－period　from　the　test
beginning．　Then，　we　can　derive　a　discrete　inHection　S－shaped　SRGM　as
　　　　」。＋1＋δ・61＋δb（与2りぽ・1］一δb（1二）砧・・，　　　（2・14）
from　the　assumptions　of　the　continuous－time　NHPP　model　in　Eq．（2．3）by　using　the　Hirota’s
bilinearization　methods．　Solving　the　above　integra、ble　dif董erence　equation　in　Eq．（2．14）with
respect　to　1竺，　we　can　obtain　an　exact　solutionみL　as
九一｣1二1＠〉一・〉－1），　（2．15）
whereδrepresents　the　constant　time－interval，αthe　expected　totahumber　of　potential　faults
to　be　detected　in　an　infinitely　long　duration　or　the　expected　initial　fault　content，　b　the　fault
detection　rate　per　fault，　and　c　the　inflection　parameter．　The　infiection　parameter　is　define（l　as
c＝（1一り／Iwhere　hs　the　inflection　rate　which　indicates　the　ratio　of　the　number　of　detectable
faults　to　the　totahumber　of　faults　in　the　software　system．　Asδ→0，　Eq．（2．15）converges　to
an　exact　solution　of　the　original　i面ection　S－shaped　SRGM　which　is　described　by　the　di狂erential
equation　as　Eq，（2．3），
　　The　inHect輌on　point　can　be　derived　as　the　following．　Defining　the　dif丘rence　operator　as
　　　　△∫・≡み＋1宍，　　　　　　　　（2ユ6）
we　show　that　the　inflection　point　occurs　when
万一 G＋16：∵［〆｜＋1）　　　（2ユ7）
where［の］represents　the　Gaussian　symbol　fbr　any　reahumberエ，　and
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Moreover，　we　defineτ＊＊as
　　　　　孟＊＊＝γ乙’δ．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．19）
Whenη’is　an　integer，　we　can　show　thatが＊converges　the　inHection　point　of　the　original
inHection　S－shaped　SRGM　asδ→Oas　fbllows：
ブー一δP。9援　1）一δ→1°lca・δ→α　　（2・2°）
　　　By　the　way，　the　inHection　S－shaped　SRGM　is　regarded　as　a　Riccati　equation．　Hirota［14］
has　proposed　a　discrete　Riccati　equation　which　has　an　exacもsoluもion．　A　Bass　mode1［2］which
forecasts　the　innovation　diffusion　of　products　is　also　a　R玉ccat輌equation．　Satoh［45］has　pro－
posed　a　discrete　Bass　model　which　can　overcome　the　shortcomings　of　the　ordinary　least－square
procedures　in　the　continuous－time　Bass　model．
　　　The　discrete　inflection　S－shaped　SRGM　has　the　three　parameters，α，　b，　and　I．　These　pa－
rameter　can　be　estimated　by　the　fo1玉ow輌ng　estimaもion　procedure．　First，　we　derive　a　regression
equation　to　estimate　the　model　parameters　from　Eq．（2．14）．　The　regression　equation　is　obtained
as
　　　　玲＝＝ノ4十B、～（π十（フLれ，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．21）
where
互＝∫。＋一∫。
κπ＝五＋塩＋1
L。＝∫。∫π＋1
A　＝δα6z
B　　＝：δ6（1－2り／2
0　　＝一δ6（1－1）／α．
（2．22）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム　　　　ム　　　　　　　　　　　　　　ムBased　on　regression　analysis，　we　can　obtain．A，　B，　and　O　which　are　the　estimates　oL4，　B，　and
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム　　　　　　　　　　　　ム0，respectively．　There五）re，　we　can　obtain　a，　b，　and　I　which　are　the　parameter　estimates　ofα，　b，
and～from　Eq．（2．22），　respectively，　as　fbllows：
垢，Z（η，　and　Ln
1ζれ，and　Lπ
respective▲y，　when　we　chooseεtny　value　ofδ．
a一互／（＜　　＜＜　 ???．????
パ　　　　　　　　　　　　　　ハ　　　　　　　　　ムパ6二＝2　　B2一ノ40／δ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．23）
τ一（1－8／㎡君・一互∂）／2・
　　　　 　　in　Eq．　（2．21）are　independent　ofδbecauseδis　not　used　in　calculating｝㌃，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム　　　　　　　　　　　　　ム　 　in　Eq．（2．21）．　Hence，　we　can　obtain　the　same　parameter　estimates　a，　b，　and　Z，
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　　　We　perfbrm　goodness－o£蓋t　comparisons　of　our　discrete　NHPP　models　with　the　discrete
SDA　models　which　are　logistic　and　Gompertz　curve　models［44，46，47］．　First，　we　arrange　the
五）110wing　f〈）ur　data　sets　used　in　the　model　comparisons：
　・DS1［52］　：（¢丘，！ノ大）（え＝1，2，…，25；τ25＝25，y25＝136）where九is　measured　on　the
　　　　　　　　　　　　basis　of　CPU｝10urs，
　・DS2［6］　　　：　（舌兎，3ノ丘）（た＝1，2，…，12；舌12＝12，　y12＝2657）where‡んis　measured　on　the
　　　　　　　　　　　　basis　of　months，
　・DS3［44］：（孟丘，批）（ん＝1，2う…，59；舌5g＝59，　y5g＝5186）where九is　measured　on　the
　　　　　　　　　　　　basis　of　weeks，
　・DS4［6］　：（τム悟）（ん＝1，2，…，35；重35＝35，y35＝1301）where毎is　measured　on　the
　　　　　　　　　　　　basis　of　month，
where仇represents　the　cumulative　number　of　faults　detected　up　to　testing－time¢ん．　The　data
sets　of　DSI　and　DS2　indicate　exponential　growth　curves，　and　those　of　DS3　and　DS4　indicate
S－shaped　growth　curves，　respectively．
2．4．1　Comparison　criteria
　　　We　conduct　goodness－o£6t　comparisons　in　terms　of　aρredZc舌eわe励ue　error［52］，　a　me肌
3qμαre　eγアoγ当abbreviated　as　M3五））［38，52，551，εmd／1んα琉e’3乞ψγ・mα‘joγλcrπeηoγ↓（abbreviated
as／1∫（元）［1，43］．
　　　The　predicted　relative　error　is　a　useful　criterion　fbr　indicating　the　relative　errors　between
the　predicted　number　of　faults　detected　up　to　the　termination　time　of　testing　by　using　the　part
of　observed　data　from　the　test　begin垣ng　and　the　observed　number　of　fau▲ts　detected　up　to　the
termination　time．　Let　Re［‡e］denote　the　predicted　relative　error　at　arbitrary　testing－timeτe．
Then，　the　predicted　relative　error　is　given　by
　　　　馴一9（τe；£q）－4，　　　　　　　　　　（2．24）
　　　　　　　　　　　　　　　　9
where　g（‡e；孟4）is　the　estimated　value　of　the　mean　value　function　at　the　termination　time古g
by　using　the　observed　data　by　the　arbiもrary　testing－timeオe　（0≦τe≦τq），　and（Z　the　observed
cumulative　number　of　faults　detected　by　the　termination　time．
　　　The　value　of　MSE　is　calculated　by　dividing　the　sum　of　squared　vertical　distance　between
the　observed　and　estimated　cumulat輌ve　numbers　of　faults，批and　g（勾，　detected　during　the
time－interval（0，瑚，　respectively，　by　the　number　of　observed　data　pairs．　That　is，　supposing
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that　K　data　pairs（孟k，仇）（ん＝1，2，…，κ）are　observed，　we　can五）rmulate　the　MSE　as
　　　　　MSE－÷£鳳勾］・，　　　　　　（225）
　　　　　　　　　　　　　　た＝1
whereず（τん）denotes　the　estimated　value　of　the　expected　cumulative　number　of　faults　by　using
exact　solutions　of　each　model　by　arbitrary　testing－timeτん（1Cご1，2，…　　，1（）．　The　model　having
the　smallest　value　of　the　MSE丘ts　besもto　the　observed　data　set．
　　　And，　the　AIC　enables　us　to　select　the　optimal　model　among　ones　estimated　by　the　method
of　maximum－likelohood．　The　AIC　is　known　as　a　goodness－o品t　evaluation　criterion　considering
with　the　number　of　model　parameters．　The　value　of　AIC　is　calculated　by
AIC＝　2×（the　logarithmic　maximum－likelihood）
　　　　　　　　　　　　　　　　　　　　　　　　　　　十2×（the　number　of　f士ee　model　parameters）．（2．26）
Note　that　the　value　of　AIC　themselves　are　not　sign輌丘cant．　The　absolute　value　of　difference
among　their　values　are　signi6cant．　We　can　judge　that　the　model　having　the　smallest　value　of
AIC丘ts　best　to　the　actual　data　set　when　their　dl旺erences　are　greater　than　or　equal　to　l．　When
their　dif丘renCeS　are　leSS　than　1，　there　are　nO　Signi丘Can七
2．4．2 Results　of　model　comparison
　　　First，　Figs．2．1－2．5　shows　the　results　of　model　comparisons　based　on　the　predicted　relative
error　for　DSIラDS2，　DS3，　and　DS4，　respectively．　From　Figs．2．1　and　2．2，　we　can　see　that　the
discrete　exponential　SRGM　can　accurately　predict　the　cumulative　number　of　faults　detecもed　up
to　the　termination　time　throughout　all　the　testing－time．　And，　from　Figs．2．3　and　2．4，　we　can　see
that　the　discrete　inHection　S－shaped　SRGM　does　not　always　predict　accurately　the　cumulative
number　of　faults　detected　up　to　the　termination　time　in　the　early　testing－time．　However，　the
discrete　inHection　S－shaped　SRGM　can　predict　more　accurately　than　any　other　SRGM　used　in
these　mode▲comparisons　as　the　testing－time　goes　on．　Considering　that　practical　activities　on
software　reliab輌lity　assessment　is　started　after　60％of　the　testing　progress［17］，　we　can　say　that
the　discrete　infiection　S－shaped　SRGM　is　superior　in　the　prediction　of　faults　detected　up　to　the
termination　time　of　the　testing　a｛逢er　60％of　the　testing－progress．
　　　Table　2．1　shows　the　result　of　model　comparisons　based　on　the　MSE　fbr　the　each　model．
From　Table　2．1，　we　can　see　that　the　discrete　inHection　S－shaped　SRGM　6ts　better　to　all　data
sets　except　fbr　DS2．　In　these　model　comparisons　based　on　the　MSE，　the　results　depend　on　the
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Fig．2．5：The　model　comparison　between　the　discrete　Gompertz　curve　and　the　discrete　in－
　　　　　　　　　Hection　S－shaped　SRGM　based　on　the　predicted　relative　error　fbr　I）S3．
Table　2．1：The　result　of　model　comparisons　based　on　the　MSE．
Data
Set disc「et?Rnentialdiscrete　inflectionS－shaped　SRGMd漂蕊麟c disﾇ，（霊f「tz
DSl
DS2
DS3
DS4
39．643
1762．5
25631
11722
12．141
2484．0
9598．1
438．59
101．92
27961
149441
49741
72．854
13899
19579
27312
（SRGM：Software　Reliability　Growth　Model）
Table　2，2The　result　of　model　comparisons　between　the　discrete　exponentia▲and　the　discrete
inHection　S－shaped　SRGM’s　based　on　the　AIC，
Data
Set diSC「et?Rnentialdiscrete　in丑ectionS－shaped　SRGMabsolute　valueof（li窟erence
DSl
DS2
DS3
DS4
110．031
115．735
617．434
315．069
1◎9．195
118．752
606．132
274．818
0．836
3．017
11．30
40．25
number　of　model　parameters　of　each　mode1．　Accordingly，　we　provide　Table　2．2　which　shows
the　result　of　model　comparisons　based　on　the　AIC　K）r　the　discrete　exponential　having　two
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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム　　　　　　　　　　　　　　　　　　　　　　　　　　　　ハTable　2．3　The　estimated　parameters　of　Hπfbr　DSI　and　L　for　DS3．
（? 6（δ＝1） 〈? γゾ ［川　π
島　　　139．956
L　　　5217．88
0．113
0．09062．350　　8．3838 9
parameters　and　inHection　S－shaped　SRGM，s　having　three　parameters　which丘t　better　to　the
actual　data　sets　than　the　others．　From　Table　2．2，　the　model　comparison　based　on　the　MSE　can
be　validated．
　　From　these　three　results　of　goodness－of．fit　colnparisons，　we　can　conclude　that　the　discrete
exponential　SRGM　is　more　useful　model　fbr　software　reliability　assessment　for　the　observed
data　which　indicates　an　exponenもial　growth　curve，　and　the　discrete　inHection　S－shaped　SRGM
is　more　useful　one　fbr　the　assessment　after　60％of　the　testing－progress　ratio　for　the　observed
data　which　indicates　an　S－shaped　growth　curve．
2。5 Software　Reliability　Assessment　Measures
　　　In　this　section　we　derive　several　software　reliability　measures　for　our　proposed　models，　such
as　expected　number　of　remaining　faults，　fault　detection　rates，　software　reliabihty　functions，　and
reliability　growth　rates，　which　are　useful　for　assessing　so愉are　reliability　quantiもatively．　We
adopt　I）SI　and　DS3　fbr　the　discrete　exponential　SRGM　and　the　discrete　i姐ection　S－shaped
SRGM，　respectively．　First，　Table　2．3　shows　the　obtained　parameter　estimates　and　the　related
quantities　of　these　models．　By　using　these　parameter　estilnates，　Figs．2．6　and　2．7　depict　the
estimated　mean　value　functions　of　H亘in　Eq．（2．10）and∫竺in　Eq．（2ユ5）ラrespectively．
2．5．1　Expected　number　of　remaining　faults　　　　　　．
　　The　expected　number　of　remaining　faults　indicate　the　expected　number　of　undetected　faults
in　the　software　system　by　arbitrary　testing－period　from　the　test　beginning、　Then，　the　expected
number　of　remain玉ng　faults　at　n一もh　test輌ng－period，　A仁，　is　formulated　as
・M。≡E四
　　　＝E［No。一凡］
　　　＝α一Aη， （2．27）
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where　E［・］means　the　expectation．　Figs．2．8　and　2．9　show　the　estimated　expected　number　of
relnaining　faults　based　on　the　discrete　exponential　and　the　discrete　i面ection　S－shaped　SRGM＞s，
ハ　　　　　　　　　　　ム　．M‘and　M；，　for　DSI　and　DS3，　respectively．　From　Figs．2．8　and　2．9，　we　can　estimate　the
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ムへexpected　nulnber　of　remailling　faults鳩4　fbr　DSI　to　be　about　8　faults，孤d　M68　for　DS3　to　be
about　gO　faults．
2．5．2 Fault　detection　rate
　　We　discuss輌ほ∂eτec力oη耐e8　as　new　simple　measures　for　quantitative　software　reliabihty
assessment．　The　expected　number　of　faults　detected　during　each　period　is　derived　by　di｛丘ring
the　discrete　mean　value　function　asδ＝1，　which　is　substitute　for　the　intensity　function　of
the　continuous－time　NHPP　model．　However，　this　is　not　enough　to　use　as　a　useful　assessment
measure　because　it　gives　only　the　number　of　faults　detected　during　each　testing－period　to　the
software　development　managers．　It　is　important　to　know　how　much　faults　are　detected　during
each　testing－period｛br　the　initial　fault　content．　Accordingly，　we　introduce　a　new　reliability
assessment　measure　which　represents　the　ratio　of　the　number　of　faults　detected　during　each
period　to　the　estimated　expected　initial　fault　cont頭t　as　f6110ws：
Dπ≡（Aπ一An＿1）／a， （2．28）
Figs．2ユO　and　2．11show　the　estimated　fault　detection　rate　fbr　DSI　and　DS3，　respectively．　From
these五gures，　we　can　estimate　the　fault　detection　rate　D25　fbr　I）SI　to　be　about　6・321×10－3．
An（玉we　can　also　estimate　D5g　for　I）S3　to　be　about　1・477×10－3．
2．5．3　Software　reliability　function
　　　We　derive　3¢㌦耽渤αb2励吻由oη3　which　are　also　ones　of　the　useful　software　reliabllity
assessment　measures．　The　software　reliability　function　is　derived　as
R（η，ん）≡Pr｛∧㌦＋九一～V竺＝Ol八㌦＝ω｝
　　　　　　＝expト｛Aπ＋ん一Aπ｝1． （2．29）
by　using　the　properties　of　the　discrete　NHPP　in　Eq．（2．8）．　Now　we　supposeδ＝1．　Then，もhe
estimated　software　reliability　functions　for凪after　the　testing　termination　timeπ＝25（CPU），
昆。（25，ん），・・d允・∫。a銑・・th・t・・ti・g　t・・mi・ati・・tim・η一59（week・）、鳥（25，ん），・・e・h・w・
in　Figs．2．12　and　2．13，　respectively　Assuming　that　the　software　users　operate　these　software
under　the　same　environmmt　as　the　software　testing，　we　can　estimate　the　software　rel▲ability
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ムRe（25，1．0）長）r　the　discrete　exponential　SRGM　to　be　about　O・46．　And　we　can　also　estimate　one
ム民（59，0．1）for　the　inHection　S－shaped　SRGM　to　be　about　O・48．
2．5．4　Reliability　growth　rate
　　　In　addition　to　the　software　reliability　functiorl輌n　Eq．（2．29）うwe　consider　30ヵωαre　reZταb‘存勿
groω君1↓rα診e3　which　can　reflect　the　influence　of　debugging－effbrもon　so銑ware　reliability　during
each　testing－period．　The　software　relぬbility　growth　rate　is　fbrmulated　as
　　　　r（πハん）≡≡1Z（7τうん）＿R（η＿1，ん）．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．30）
by　using　Eq．（2．29）．　Suppose　thatん＝1．　Then，　the　estimated　sofむware　reliability　growth
rates　fbr、尻（DS1）and　fbr塩（DS3），　reピ，1）and　ri（η，1），　are　shown　in　Figs．2．14　and　2．15，
respectively
　　　In　Fig．2．14，　fbr　givenん＝1，　we　can　seeもhaもthe　software　reliability　growth　rate　per
period　increases　by　around　n＝25．　We　can　estimate　the　software　reliability　growth　rate　at　the
testing　termination　time　of　DSI　to　be　about　r（25，1）～4・353×10『2，　i．e．，　it　is　gained　sof毛ware
reliabi▲ity，ア（25，1）～4・353×10－2，　during　the　period　between　24一もh　and　25－th　testing．　In　Fig．
2．15，we　can　also　see　that　the　testing　by　about　40－th　period　does　not　contribute　to　the　software
reliability　growth．　Theref6re，　we　can　say　that　it　is　neccessary　to　test　more　after　around　40－th
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Fig．2ユ5：The　estimated　software　reliability　growth　rate，完（η，1），　for　DS3．
testing－period，　We　can　also　estimate　it　aもthe　termination　time　of　the　testing　of　DS3　to　be
aboutγ・（59，1）駕2・155×10－2．
2．6 Op6mal　Sof七ware　Release　Problems
　　　The　costs　of　developing　a　software　system　entail　on　great　expenses．　Especially，　it　is　reported
that　the　cost　of　the　testing－phase　is　expended　more　than　40％of　software　developing　costs［5］、
Accordingly，　sof七ware　developing　managers　have　a　great　interest　how　to　develop　a　reliable
software　system　economically．　Generally，　the　longer　testing　is　expected　to　attain　a　more　reliable
so銑ware　system．　However，　the　tot副cost　of　testing－phase　is　expected　to　be　more　increasing，
and　the　testing　is　not　always　finished　by　the　specified　day　of　deliver）㌦On　the　other　hand，　if　the
total　testing－time　is　too　short，　the　testing　cost　is　reduced，　but　the　customers’risk　is　caused　by
operating　the　unreliable　software　system．　That　isラthere　is　the　trade－o音relationship　to　derive
the　optimal　time　to　re▲ease　the　software　from　the　testing－phase　to　the　operational　phase．
　　　Problems　determining　when　to　stop　the　testing　or　release　to　the　user　in　consideration　of
the　so丘ware　rehabihty，　the　related　costs，　and　the　delivery　have　be四called　oρ力mα130∫初αre
releα3ερro61em8．　Up　to　now，　based　on　several　SRGM’s，　optimal　sof予ware　release　policies　based
on　the　total　software　cost　have　been　discussed　by　Foreman　and　Singpurwalla［11］，　Okumoto
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and　Goel［35］，　Yamada　and　Osaki［59］，　and　other　many　researchers．　Additionally，　in　recent
years，　Kimura　et　a1．［22］have　discussed　optimal　software　release　policies　which　consider　both
the　present　value　of　the　total　software　cost　and　the　warranty　period　in　which　the　developer　has
to　pay　the　cost　for五xing　any　detected　faults．
　　　In　this　section　we　discuss　discrete　optimal　software　release　pohcies　based　on　the　discrete
NHPP　models　proposed　in　this　chapter．　That　is，　we　derive　the　optimal　policies　to　estimate
atermination　time　of　testing　which　minimizes　the　total　expected　software　cost．　And　then，
we　also　discuss　discrete　optimal　software　release　policies　with　simultaneous　cost　and　reliability
requirements　from　the　software　quality　control　point　of　view．　Finally，　applying　fault　count
data　observed輌n　practical　testing－phases，　we　show皿merical　examples五）r　the　derived　optimal
software　release　policies．
2．6．1　Cost－optimal　software　release　policies
　　　We　discuss　cost－optimal　so鋤are　re▲ease　policies　based　on　the　discrete　NHPP　models　which
have　the　discrete　mean　value　functions　denoted　by　Aπgenerally．　The　following　n◎tations　are
de6ned：
　c1　：debugging　cost　per　one　fault　in　the　testing－phase，
c2：debugging　cost　per　one　fualt　in　the　operational　phase，　where　c1〈c2，
　c3　：testing　cost　per　constant　period．
　　　First，　let　Z　be　the　software　release　period．　Then，　the　expected　cost　fbr　debugging　faults
detected　in　the　testing－phase　is　derived　as　c1Az，　the　expected　cost　fbr　debugging　faults　detected
in　the　operational　phase　as　c2（α一Az），and　the　testing　cost　by　Z－th　period　as　c3Z．　Accordingly，
the　expected　total　so銑ware　cost　O2　which　indicates　the　expected　total　cost　during　the　testmg－
phase　and　the　operational　phase　can　be　fbrmulated　as
　　　　Oz＝c1Az十c2（α一Az）十c3　Z．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．31）
　　　The　cost－optimal　software　release　period　is　the　testing－period　which　miIlimizes　the　totaI
expected　sof毛ware　cost　Oz　in　Eq．（2．31），　From　Eq．（2．31），　we　can　derive　the　fOllowing　equation：
　　　　　≒°z－c2元c1［，、竺c1－W・1，　　　　　（2・32）
where　Wz　represents　the　expected　number　of　faults　detected　during　a　Z－th　period．　AdditionaUy，
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we　define　the　fbllowing　notation：
〈η〉一 o㍑＋蕊蕊］＋1）　　　　（2・33）
where［η］represents　the　Gaussian　symbol　fbr　any　reahumberη．
　　When　the　discrete　exponential　SRGM　in　Eq．（2ユ0）is　applied　to　Eq．（2．31），　W多which
represents　Wz　in　Eq．（2．32）for　the　discrete　exponential　SRGM　is　derived　as
　　　　W多＝＝δαb（1一δb）z’　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．34）
From　Eq．（2．34），we　can　con6rm　the　following　properties：
　　　　Wノ膓＋1　＜仰ノ多，　　　　酩＝δα6，　　　　W二）：＝0．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（2．35）
That　is，　W膓in　Eq．（2．34）is　a　monotonically　decreasing　function　in　terms　of　the　testing－period
Z．Therefbre，　we　obtain　cost－optimal　release　policies　as　fbllows：
OptimaユReユease　Policy　1－1
　　Suppose　that　c2＞c1＞Oand　c3＞0．
　　　（1）　If　W8≦☆，　then　the　optimal　sof毛ware　release　period　is　Z＊＝0．
　　　（2）lf　W8＞☆・th・・w・h・v・th・釦ll・wi・g　an・・1y・・1・ti・n　Z－Z・
　　　　　　　　（2．31）：
　　　　　　　　　　　　　　　　1・［＝］
　　　　　　　　　　　　Z・r。（・一δ6）・
　　　　　　　Thus，　the　optimal　sof㌃ware　release　period　is　Z＊＝〈る〉．
minimizing　Eq．
（2．36）
　　　Next，　we　discuss　optimal　software　release　policies　based　on　the　discrete　inHection　S－shaped
SRGM　in　Eq．（2．15）．　From　Eq．（2．15），　the　expected　number　of毎ults　detected　during　a　Z－th
testing－per輌od　W2　in　Eq．（2．32）has　a　maximum　value　at　the　fOllowing　inHection　poinもZfbr
the　discrete　inHecti皿S－shaped　SRGM：
2一z認㌶△肋1＋1）　　　（2・37）
where
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△暢representing　the長）rward　di艶rence　of　W膓is　con丘rmed　that△照｛＞Oand△W三≦0．
There五）re，　we　obtain　the　optimal　release　policies　based　on　the　discrete　inHection　S－shaped
SRGM　as　follows：
Optimal　Release　Policy　1－2
　　SupPose　that　c2＞c1＞Oand　c3＞0．））???（（
（3）
If暢≦☆，　th・n　th・・ptim・1・・銑w・re・e1・a・e　p・・i・d　Z＊i・Z＊－0・
If形〉。、竺c1＞曙・th・・w・hav・・…ly・・1・ti皿Z・s・ti・取i・g暢≧吉・・d
瞬1＜☆・Wh・・th・Gi・0・〈0・・、〉，　th・・ptim・1・・柚・・e・e1・a・ep・・i・d　Z＊
is　2P＊＝0．　When　the　Co　is　Oo≧0＜zo＞，　Z＊is　Z＊；＜Zo＞．
If碗〉☆，　th・・w・h・v・an・頭・・▲・ti・n　Z・sati・塚i・g暢≧☆・・d酩＋1＜
☆．Thus，　the　optimal　software　release　period　Z＊is　Z＊＝＜Zo＞．
2．6．2 Cost－reliability－optimal　so合ware　release　policies
　　　Additionally，　we　discuss　optimal　software　release　problems　which　take　both　total　software
cost　and　reliability　criteria　into　consideration　simultaneously．　In　an　actual　software　develop－
ment，　the　software　developing　manager　has　to　spend　and　control　the　testing　resources　minimiz．
ing　the　total　software　cost　and　satisfying　the　sof七ware　reliabi▲ity　requirement　rather　than　only
minimizing　the　cost．
　　　Now，1et．Ro（0＜Ro≦1）be　a　sof予ware　rehability　objective．　Using　the　sof毛ware　re▲iabil輌ty
function　in　Eq．（2．29），　we　can　derive　optimal　so銑ware　release　policies　which　minimize　the
expected　total　sof七ware　cost　in　Eq．（2．31）with　satisfying　the　so銑ware　reliability　objective．Ro．
Thus，　the　optimal　software　release　prob▲em　can　be　formulated　as　follows：
　　　　　　　　：麗㌫≧R。，Z≧。｝・　　　（2・39）
Supposingんis　a　constant　value，　we　can　obtain　the　fbllowing　properties　as　to　the　discrete
software　rehability　function　in　Eq．（2．29）：
R（z十1，ん）＞R（z，ん）， R（0，ん）＝exp［－Aん］， R（・・，ん）＝1． （2．40）
Therefbre，　we　can　see　that　the　discrete　software　reliability　f「unction，　R（Z，ん），　is　a］〔nonotonically
increasing　funct玉on　in　terms　of　the　testing－period　Z　when　we　suppose　thatんis　a　constant　value．
Accordingly，　if　IZ（0，ん）＜、『～o，　then　we　have　only　finite　solution　ZI　satisfying　R（Z，ん）≦Ro　an（玉
／Z（Zヰユ，ん）〉、Ro．　Furthermore，　if、R（0，ん）≧、Roラthen、R（Z，ん）≧Ro長）r　any　nomlegative　integer．
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Therefbre，　in　this　case，　we　discuss　an　optima玉software　release　period　based　on　only　the　cost
criterion．
　　From　the　dis斑ssion　above，　cost－reliability－optimal　software　release　policies　based　on　the
discrete　exponential　SRGM　in　Eq．（2．10）can　be　obtained　as　fbllows：
Optimal　Release　PoHcy　2－1
　　SupPose　that　c2＞c1＞0，　c3＞0，0＜Ro≦1，　andん≧0．
　　　（1）　If㎎≦☆and　R（0，ん）＜Ro，then　the　optimal　so銑ware　release　per輌od　is　Z＊＝Z1．
　　　（2）　If　W8≦吉and　R（0，ん）≧Ro，　then　the　optimal　software　release　period　is　Z＊＝0．
　　　（3）　If町＞c2竺，、　and　R（0，ん）＜Ro，　then　the　optimal　software　release　period　is　Z＊＝
　　　　　　　m①（｛＜Zo〉，z、｝．
　　　（4）　Ifレ階＞c2竺c、　and　R（0，ん）≧Ro，　then　the　optimal　sofもware　release　period　is　Z＊＝
　　　　　　　＜Zo＞．
　　And　also，　based　on　the　discrete　inHection　S－shaped　SRGM　in　Eq．
release　policies　cεm　be　obtained　as　fbllows：
Optimal　Release　Policy　2－2
　　Suppose　that　c2＞c1＞0，　c3＞0，0＜Ro
（1）
（2）
（3）
（4）
（5）
（6）
（2．15），optimal　software
　　　　　　　　　　　　 　　　　　　　　　　　　　　≦1，andん≧0．
If暢≦～告・nd　R（0，九）d・，　th・・th・・ptim・1・・銑w・・e・el・a・e　p・・i・d　Z＊i・
Z＊＝Z1．
IfW膓≦☆・nd　R（0，ん）≧R・，　th・・th・・ptim・1・・銑w・・e・e1・a・e　p・・i・d　Z＊i・
Z＊＝0．
If暢〉～嵩〉曙・・dR（0，ん）d・・th・nth・・ptim・1・・加・・e・el・a・e　p・・i・d　Z＊
is　Z⊆Z、　when　O。＜C〈ZO〉，　and　Z＊＝max｛〈Z。〉，　Z1｝　　　　　　　　　 　　　　　　　　　　　　　　　　　　　　　　　　 　　　　　　　　　　whenσ・≧0〈z。〉．
If暢〉詮〉碗・・dR（0，ん）≧R・，　th・nth・・ptim・1・・銑w・・e・e1…ep・・i・dZ＊
is　Z＊＝Owhel100＜0＜zo＞，　and　Z＊＝＜Zo＞when　Oo≧0〈zo＞．
瓢三。献鵠ん）dG，　then　the°ptimal　s°』「e「e’ease　pe「i°d宕is
I叫〉☆・・dR（0，ん）≧R・，th・・th・・ptim・1・・銑w・・e・el…eZ＊i・Z＊一〈Z・〉・
2．6．3　Numerical　examples
　　We　show　numerical　examples　for　the　derived　optimal　so銑ware　release　policies　discussed　in
this　section　by　using　fault　count　data　observed　in　actual　testing－phases．　We　use　DSl　and　DS3
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Table　2．4：Numerical　examples　of　cost－optimal　software　release　policies　fbr　the　discrete　expo－
　nential　SRGM．
clc2c3Z＊Wz・ C3／（C2－C1）Oz・（×102）????2　30　0
2　20　0
2　10　4
4　10　13
8　10　20
16　10　26
32　10　32
　1．586×10
　1．586×10
　　9．803
　　3．321
　　1．431
6．955×10－1
3．380×10－1
　　　　30
　　　　20
　　　　10
　　3．333
　　1．429
6．667×10一1
3．226×10｝1
2．799
2．799
3．579
3．579
4．284
4．920
5．524
Table　2．5Numerical　examples　of　cost－optim司software　release　policies　fbr　the　discrete　inHec－
tion　S・・shaped　SRGM、
CI　　C2 C3 Z＊Wz・（×102）c3／（c2－c、）Oz・（×102）????????????????????180
150
100
100
100
100
100
?????
1．437
1．479
0．975
0．331
0．142
0．065
0．032
　　　180
　　　150
　　　100
0．333×102
0ユ43×102
0．067×102
0．032×102
104．4
102．6
91．72
105．2
114．9
123．5
131．5
fbr　the　discrete　exponential　SRGM　and　the　discrete　inHection　S－shaped　SRGM，　respectively，
which　are　the　same　data　sets　used　in　Section　2．5．　In　this　section，　we　supposeもhat　c1＝1to
consider　the　relative　software　costs．
　　　First，　we　show　numerical　examples五）r　the　cost－optimal　software　release　pohcies　discussed
in　Subsection　2．6．1．　Tables　2．4　and　2．5　show　the　cost－optimal　sofむware　release　periods　derived
from　the　Optimal　Release　Policy　1－1　and　the　Optimal　Release　Policy　1－2，　respectively
From　Tables　2．4　and　2．5，　we　can　say　that　the　cost－optimal　software　release　period，　Z＊，becomes
large　as　the　debugging　cost　per　one　fault　in　the　operational　phase　increases．　That　is，　it　is
necessary　to　conduct　the　testing　more　as　the　maintenance　cost　increases．　Fig．2．16　depicts　the
behaviors　of　Cz　and　W膓，　where　c1＝1，　c2＝4，　and　c3＝10．　Additionally，　Fig．2．17　shows　the
behaviors　of　Clv　andルγ↓，　where　c1＝1，　c2＝4，　and　c3＝100．
　　　Next，　we　show　numerica▲examples　K）r　the　cost－reliability－optimal　software　release　policies
discussed　in　Subsection　2・6・2・　For　the　specified　operational　periodん＝1an（］the　rehability
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Fig．2．16：The　cost－optimal　software　release　policy　fOr　c1＝・1，
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object輌ve　Ro＝0・8，　the　cost－reliability－optimal　software　release　problem　can　be］brmulated　as
二瓢2、）≧α8，Z≧。｝・ （2．41）
Suppose　that　the　cost．opt輌mal　software　release　policies　have　been　discussed　a　case　of　c1＝1，
c2＝4，　and　c3＝10　fbr　the　discrete　exponentia玉SRGM　and　that　of　c1＝1，　c2＝4，　and　c3＝100
for　the　discrete　inHection　S－shaped　SRGM，　respectively．　Then，　for　the　discrete　exponential
SRGM，　we　can　estimate　Z1＝36　because　R（35，1）＜Ro　and　R（36，1）＞Ro．　And　then，　because
W8＞c3／（c2－c1）and　R（0，1）＝1・296×10－7＜Ro，　the　cost－reliability－optimal　software
release　period　is　estimated　Z＊＝max｛＜Zo＞，　Z1｝＝max｛13，36｝＝36　by　using　the　Optimal
Release　Policy　2－1（3）（see　Fig．2．18）．　For　the　inHection　S－shaped　SRGM，　we　can　estimate
Z1＝84　because　R（83，1）　＜　盈o　and　R（84，1）　＞　Ro．　Then，　because囑　＞　c3／（c2－c1）and
丑（0，1）＝2・364×10－59〈丑o，Z＊is　estimated　as　Z＊＝max｛〈Zo＞，　Z1｝＝max｛41ラ84｝＝84
by　using　the　Optimal　Release　Policy　2－2（5）（see　Fig．2．19）．　In　Figs．2．18　and　2．19，　we
can　understand　the　importance　that　the　software　development　managers　need　to　estimate　an
optimal　software　release　period　by　considering　not　only　minimizing　the　total　expected　software
cost　but　also　satis｛ying　the　reliabiUty　objective．　For　example，　in　Fig．2．18，　ifもhe　software
development　managers　employ〈Zo＞＝13　minimizing　the　expected　total　software　cost　as
the　optimal　so銑ware　release　period，　the　reliability　objective　Ro＝0．8　is　not　satis6ed　because
lZ（ヱ3，1）＝3．611×10－2．　However，　by　considering　the　reliabihty　objective　IZo＝0・8，　the　software
testing　has　to　be　gone　on　to　satisfy　the　reliability　objective　Ro・
2．7 Concluding　Remarks
　　Wb　have　proposed　discrete　NHPP　models　which　have　exact　solutions　derived丘om　the　con－
tinuous　exponential　SRGM　and　inHection　S－shaped　SRGM，　respectively．　And　we　have　discussed
that　the　propose（i（玉iscrete　NHPP　models　have　better　perfbrmance　for　so丘ware　reliabaity　as－
sessment　in　terms　of　the　predicted　relative　error　and　the　MSE　than　the　discrete　SDA　models．
And，　we　have　derived　several　software　rehability　assessment　measures，　such　as　the　number　of
remaining　faults，　the　fault　detection　rates，　the　software　rehability　functions，　and　the　reliability
growth　rates，　for　the　discrete　NHPP　models．　Additionally，　we　have　discussed　the　cost－optimal
and　cost－reliability－optimal　software　release　problelns　based　on七he　discrete　NHPP　models．　In
an　actual　software　development，　the　software　developing　manager　has　to　spend　and　control　the
testing　resources　wit｝1　minimizing　the　total　software　cost　and　satis砂ing　the　so銑ware　reliabil一
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Fig．2．18：The　cost－reliability－optima▲so丘ware　release　policies　on　the　subject　of　Ro＝0・8
　　　　　　　　　　　based　the　discrete　exponential　SRGM　fbr　DS1．
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Fig。2．19：The　cost－reliability－optimal　software　release　po▲icies　on　the　subject　of　Ro＝0・8
　　　　　　　　　　based　on　the　discrete　inHect呈on　S－shaped　SRGM数）r　DS3．
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ity　requirements．　Finally，　we　have　shown　numer輌cal　examples長）r　our　discrete　NHPP　models
an（l　the　derived　optimal　software　release　policies　by　using　fault　cou航data　collecte（量in　actual
software　develop】丑en．t　projects．
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3．1 Introduction
　　Software　reliability　assessment　is　one　of　the　important　issues　to　provide　reliabile　computer
systems　of　which　the　size，　complexity，　and　diversiGcation　are　growing　up　drasticaUy　in　recent
years．　An　SRGM　is　known　as　one　of　the　fundamental　techniques　to　assess　and　predict　software
reliabihty　quantitatively．　The　SRGM，s　have　beemnodeled　by　using　any　stochastic　processes　to
descr玉be　a　software　failure．detection　phenomenon　or　a　software　failure．occurrence　phenomellon
in　the　testing　or　operational　phases。　Especially，　the　SRGM　based　on　an　NHPP，　so－called　an
NHPP　model，　can　describe　software　reliabihty　growth　process　easily　in　the　testing－phase　by
assuming　a　mean　value　function　of　the　NHPP．　According▲y，　the　NHPP　models　have　been　utilized
in　actual　so｛逢ware　development　projects．
　　On　the　other　hand，　deterministic　SRGM，s，　such　as　logistic　and　Gompertz　curve　models，　also
have　been　practically　utilized　fbr　software　reliability　assessment．　The　determinisitc　SRGM’s　are
called　SDA　models．　These　models　are　useful　to　predict　the　initial　fault　content　and　to　describe
software　reliability　growth　process　in　the　developed　software　system　by　regression　analysis．
In　recent　years，　discretized　SDA　models　have　been　proposed　to　assess　sofむw叙e　reliability　more
precisely　than　the　continuous－time　SDA　models．　Especially，　Satoh［44］have　proposed　a　discrete
Gompertz　curve　model　and　its　application　to　an　SRGM．　And，　Satoh　and　Yamada［47］have
discussed　software　reliability　assessment　methods　using　discrete　logisitc　curve　models．　And　they
have　performed　goodness．o品t　comparisons　among　these　discretized　SI）A　models　by　using　a
new　goodness－o鑓t　evaluation　criterion［46］．　However，　the　continuous－time　and　the　discrete一
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time　SDA　mo（玉els　can　not　provide　several　software　reliability　assessment　measures，　such　as　a
software　reliability舳nctionラan　instantaneous　MTBF，　which　are　useful　quantitative　metrics　fbr
software　reliabihty　assessment・
　　　In　this　chapter　we　discretize　a　modi6ed　exponential　curve　model，　which　is　one　of　the　typica▲
SDA　models，　and　discuss　its　parameter　estimation　method丘rst．　And，　we　propose　stochastic
software　reliability　growth　models　based　on　the　discretized　SDA　models　including　the　discrete
modi五ed　exponential　curve　model　by　revising　unsuitable　properties　ofもhe　discretized　SDA
models丘）r　practical　appllcation．　Additiona▲ly，　we　perfbrm　goodness－of－fit　comparisons　of　the
proposed　models　with　the　discretized　SDA　models　by　us輌ng　data　sets　collected　in　actual　testing．
phases．　And　several　software　reliability　assessment　measures　derived　from　the　proposed　models
are　also　discussed　in　this　chapter．
3．2 Discretized　SDA　Models
　　　In　this　section，　we　discuss　discretized　SDA　models，　such　as　logistic　and　Gompertz　curve
models，　and　their　parameter　estimation　methods［44，46，47］．　And，　we　derive　a　discrete　modi－
6ed　exponential　curve　model　and　its　parameter　estlmation　method　by　discretizing　the　origina▲
continuous－time　one．　These　discrete　SDA　models　can　be　derived　by　discretizing　the　original
continuous－time　SDA　models　via　using　Hirota’s　bilinearization　methods［14］．
3．2．1 Discrete　logistic　curve　model
　　　Let　Lπbe　the　cumulative　number　of　faults　detected　up　toπ一th　testing－period．　Then，　a
discrete　logistic　curve　mode1［46，47］is　derived　as　the　fbllowing　dif丘rence　equation　based　on　the
assumptions　of　the　original　continuous－time　logistic　curve　model：
　　　　　L・＋rL・一δ…L・＋・（ん一Lπ）’　　　　　　　　（3ユ）
The　exact　solution　of　Eq．（3．1）is　derived　as
　　　　　　　　　　　　　　　ん
　　　　　L・「酬1一δα）・（ん〉°，α〉°，m＞°），　　　　　（3・2）
whereえ，α，　and　m　are　the　constant　parameters　to　be　estimated　by　regression　analysis，　andδ
the　constant　time－interva▲．　We　can　see　that　parameteパin　Eq．（3．2）represents　the　initia▲fault
content　in　the　software　system　because
、Lη→κ　asη→○○． （3．3）
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There　are　two　types　of　discrete　l◎g輌stic　curve　mode玉s：Morishita　type［28］and　Hirota　type［14］．
Eq．（3．1）is　the　discrete　logistic　curve　model　proposed　by　Morishita．
　　Aregression　equation　to　esもimate　the　parametersん，α，　and　m　ls　obtained　as
　　　　玲＝ノ4十」3Lπ＋1，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．4）
by　rewriting　Eq．（3．ヱ），　where
　　　　Lπ＋1
互＝　　　　　与
．4＝
　　　　1一δα
　　　　　　　　δα
B＝一ん（1一δα）
（3．5）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ハ　　　　　　　　　　　　　ムBy　regress輌on　analysisラwe　can　estimate　A　and　B　which　are　the　estimates　of．A　and　B　in　Eq．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム（3．4）．Then，　the　parameter　estimatesん，6i，　and命which　are　the　estimated　value　oぽ，α，　and
mcan　be　obもained　as
　　　　　　　パ〈　　1－．4
ん＝　　〈
　　　　　B1
ハα＝1－一ス
　　　　　　　．4　　〈
＿　　Σ農、（ん一Lπ）
m＝Σ農1（Lπ（1一δ∂））
（3．6）
3．2．2　Discrete　Gompertz　curve　model
　　Satoh［44］has　proposed　a　discrete　Gompertz　curve　model．　Let　Gπbe　the　cumulative　number
of　faults（letected　up　toη一th　testing－period，　the　discrete　Gompertz　curve　model　can　be　derived
as
G・＋・－G・iGπτ）δ’°gb，　　　　　　（3・7）
by　discretizing　the　original　continuous－time　Gompertz　curve　modeL　The　exact　solution　of　Eq．
（3．7）is　obtained　as
　　　　Gη＝んα（1＋δlogb）π　　　　（κ＞0，0＜α〈1，0＜b＜1），　　　　　　　　　　　　　　　　　　　　　　　　（3．8）
by　solving　the　integrable　dif距rence　e（1uation　in　Eq．（3．7）with　respect　to　Gη．　In　Eq．（3．8），ん，
α，and　b　are　the　constant　parameters　which　are　estimated　by　regression　analysis，δthe　constant
time－interval．　Parameterたrepresents　the　initial　fault　content　because
　　　　（夕π→ん　　as　　γλ→Oc．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．9）
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　　Aregression　equation　to　estimate　the　parametersκ，α，　and　b　is　obtained　as
　　　　y二＝ノ1十Blog（Dη，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．10）
by　rewriting　Eq．（3．7），　where
y二＝：log（豆n＋1－109（3π
ノ4＝一δ（log　b）（logκ）
B＝δlog　b
　　　　　　　　　　　　　　　＜　　　＜
◎一』）
＿　　　　Σ。＝、
　　　　　　　　　　 　　　　 　　　　　ムThe　parameter　estimatesκ，α，　an（玉bcan　be　given　by
α＝exp
バ6＝exp
Σ二（。、1・g宰　　　　　　ム1十δlog　b）η）（??）
，
　　　　　　ヘ　　　　　　　　　　　　パwhere、4　and　B　are　the　estimates　of、4　and　B
estimated　values　ofん，α，　and　b．
（3．11）
（3．12）
　　　　　　　　　　　　　　　　ム　　　　　　　　　　　　　　　　　　パin］Eq．　（3．10），　andた，　a，　and　b　are　also　the
3．2．3　Discrete　Modi丘ed　Exponential　Curve　Model
　　We　propose　a　discrete　modi6ed　exponential　curve　model　to　discuss　typical　SDE　models
exhaustively　This　discrete　model　is　derived　by　discretizing　the　original　continuous－time　one．
We　apply　the　Hirota’s　bilinearization　method［14］to　derive　an　integrable　di危r飽ce　equation
for　the　modi6ed　exponential　curve　mode1．　Then，　we　can　obtain　a　difference　equation　which
conserves　the　properties　of　the　original　dif琵rential　e（王uation　fbr　the　modified　exponential　curve
mode1．
　　Let　Eπbe　the　cumulative　number　of　faults　detected　up　toγτ一th　testing－period．　the　discrete
modified　exponential　curve　model　can　be　derived　as
　　　　Eπ＋1－Eη＝＝一δlogγb（ん一Eπ），　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．13）
based　on　the　assumptions　of　the　original　continuous－time　one．　The　exact　solution　of　Eq．（3．13）
is　derived　as
　　　　Eη＝ん一・（1十δlog　r）η　　　　　　（ん＞0，0＜γ’＜1，　g＞0），　　　　　　　　　　　　　　　　　　　　（3．14）
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by　solving　the　integrable　dif丘rence　equation　in　Eq．（3ユ3）．　In　Eq．（3．14），κ，9，　and　r　are　the
constant　parameters　to　be　estimated　by　regression　analysis，　andδthe　constant　time－interva1．
Parameterんindicates　the　initial　fault　content　in　the　so丘ware　system　because
　　　　E。→たasη→。。．　　　　　　　　　　　　　　　　　（3．15）
We　can　see　that　Eq．（3．14）converges　to　an　exact　solution　of　the　continuous－time　modi6ed
exponential　curve　model　asδ→0．　That　is，
　　　　｝i評・一、｝i隅［ん一9（1＋δ1・g・）π］
　　　　　　　　　　　＝　　ん一gr¢．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．16）
　　Aregression　equationもo　estimate　the　parametersκ，　r，　and　4　is　obtained　as
　　　　玲＝ノ4、十BEη＋1，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．17）
by　rewriting　Eq．（3．13），　where
互＝Eπ十1－Eπ
ノ4＝一δた109γ’
B＝δlog　r
（3ユ8）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム　　　　　　　　　　　パBy　regression　analysis，　we　can　estimate．4　an（1』3　which　are　the　estimates　oL4　and　B　in　Eq．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム（3．17）．Then，　the　parameter　estimatesん，デ，　and∂which　are　the　estimated　values　ofん，　r，　and
q，respectively，　can　be　obtained　as　follows：
　　　　　4＝
陥inEq．
　　　　　　ハー　　　A
㍑＝一一六
」：）
＿　Σ三1（£－E。）
Σ三、（1＋δ1・9司
（3．19）
　　　　　　　　（3．17）is　independent　ofδbecauseδis　not　used　in　calculating｝㌦in　Eq．（3．18）．　Henceラ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　we　can　obtain　the　same　parameter　estimates　ofんラF，　and∂respectively，　when　we　choose　any
value　ofδ．
3．3 NHPP　Modeling　Based　on　Discretized　SDA　Models
　　　The　discretized　SDA　models　discussed　in　Section　3．2　are　deterministic　rnodels　which　do　not
assume　stochastic　properties　lbr　the　fault－detection　phenomen皿in　the　testing－phase．　There－
fore，　we　can　not　derive　typical　software　reliability　assessment　measures　which　are　useful　quanti－
tative　metrics　for　software　reliability　assessment．　In　this　chapter，　we　develop　stochastic　SRGM’s
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based　on　the　discretized　SDA　models　by　incorporating　discrete　counting　processes，　which　can
be　more　widely　used　than　the　ordinary　discretized　SDA　models．　That　is，　we　describe　behavior
of　the　expected　cumulative　number　of　faults　detected　up　to　arbitrary　testing－period　based　on
the　those　deterministic　models．
　　　First，　we　assume　that　the　discrete　counting　process｛ハら，η≧0｝b＝0，1，2，…　）repre－
senting　the　cumulative　number　of　faults　detected　up　to　n－th　testing－period　has　the　fbllowing
properies　based　on　the　continuous－time　NHPP：
（P－1）：∧陥＝Owith　probability　1．
（P－2）：The　discrete　counting　process｛凡，η　≧　0｝　（η　＝　0，1う2，…　）has　independent
　　　　　　　lncrements．
　（P－3）：For　arbitrary　testing－periodsητandηゴ（0≦η乞≦η」），
　　　　　　　　　　　　P・ぽ棚、一・｝一｛A・・≠・｝⑳exp［一｛A仁A。」］
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（駕＝0，1，2，…　　）う　　　　（3．20）
　　　　　　　where　Pr｛A｝indicates　the　probability　of　an　event／1．
We　can　rewrlte　Eq．（3．20）as
　　　　P・｛∧㌦＝川ハ陥＝0｝一｛3p　exp［－A。］（叩一・，1，2，…），　　（3・21）
which　is　the　same　as　Eq．（2．8）．　In　Eq．（3．21），　Aηin　Eqs．（3．20）and（3．21）is　a　mean　value
function　of　the　discrete　NHPP，　which　represents　the　expected　cumu▲ative　number　of　faults
detected　up　toη一th　testing－period．
　　We　derive　discrete　MIPP　models　with　the　mean　value　functions　Lπ，　Gπ，　and　Eπfor　the
discrete　logistic，　Gompertz，　and　modi丘ed　exponential　curve　models　to　describe　the　behavior　of
the　expected　cumulative　number　of　detected　faults，　respectively．　However，　we　should　note　that
　　　　　　　　　　　ん
　　　　　Lo＝　　　 　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．22）
　　　　　　　　　1－Fm，
　　　　Go二＝んα，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．23）
　　　　Eo＝ん一9，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．24）
which　imply　that　these　discrete　models　do　not　satisfy　the　property　of　the　discrete　NHPP　and
they　have　unsuitable　properties　for　practical　applications．　Accordingly，　we　haveもo　devise　Lπ，
Gη，and　Eηas
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⑧discrete　logistic　curve　model　based　on　the　discrete　NHPP
　　　　L7HPP一兎｛、＋m（i一δα）。一、』m｝，
⑧discrete　Gompertz　curve　model　based　on　the　discrete　NHPP
　　　　G7HPP一ん｛・（1＋δ1°gb）㌧・｝，
⑧discrete　modi丘ed　exponential　curve　model　on　the　discrete　NHPP
　　　　E穿HPP＝ん｛1－（1十δlogγ〕π｝，
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（3．25）
（3．26）
（3．27）
to　der輌ve　discrete　NHPP　models　based　on　the　discretized　SDA　models，　respectively．　Applying
these　models　above　asもhe　mean　value　functions　of　the　discrete　NHPP，s，　we　can　derive　use掘
software　reliability　assessment　measures　such　as　software　reliability　functions，　instantaneous
MTBF，s．
　　Next，　we　discuss　paralneter　estimation　methods　for　the　proposed　stochastic　models　in　Eqs．
（3，25）寸3．27）．We　write　these　mean　value　functions　as　Aπgenerally　in　this　section．　As　the
parameter　estimation　methods　in　this　chapter，　we　use　the　method　of　maximum－likelihood［38，
52ラ54，55］．Now，　suppose　that　we　have　observed　K　data　pairs（隔，仇）（瓦＝0，1，2，…　，κ）with
respect　to　the　total　faults，　yん，　deもected（玉uring　constant　time－interva1（0，γ1兎］（0〈γλ1＜η2＜
…＜ηK）．Then，　we　can　derive　the五）且owing　likelihood　fullction　from　the　properties　of　the
discrete　NHPP：
　　　　L　…三　Pr［∫V竺1＝胆，ハ㌦2＝y2，…　，凡κ＝3ノκ］
　　　　　　　－Hp・［」㌦一㌦、一批一眺一・］
　　　　　　　　　　ん＝1
　　　　　　　－・Xpトし］亘｛A☆2：！一拠1），　　　（3・28）
whereηo＝Oand　yo＝0．　Then，　the　logarithmic　hkelihood　function　is　derived　as
　　　　　　　　　　　ズ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ん
　　　　1・L一Σ（肥擁．1）1・［A。、一』］－A。ビΣ1・［（挑一y・－1）！］・　　　（3・29）
　　　　　　　　　　ん＝1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　κ＝1
The　parameter　estimaもes　of　each　discrete　NHPP　model　proposed　in　this　chapter　can　be　obtained
by　solving　the　simultaneous　logarithmic　likelihood　functions　which　is　derived　by　partially　diffbr－
entiating　the　logarithmic　likelihood　fulltion　in　Eq．（3．29）in　terms　of　the　unknown　parameters．
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3．4　Model　Comparisons
　　　We　perform　goodness－o仁丘t　comparisons　of　the　proposed　stochastic　discretized　models　based
on　the　discrete　NHPP’s　in　Section　3．3　with　the　discretized　SDA　models　in　Section　3．2　in　terms
of　the　predicted　relative　error　and　the　MSE　which　have　been　discussed　in　Section　2．4．　First，
we　arrange　data　sets　used　in　model　comparisons　in　this　chapter　as　fbllows：
DS1［56］：（πか仇）（た＝1，2，…，21；τ21＝21，y21＝46）whereηんis　measured　on　the
　　　　　　　　　basis　of　daysラ
DS2［38］：（ηた，脇）（ん＝1，2，…，10；τ10＝10，仇o＝93）where砺is　measured　on　the
　　　　　　　　　basis　of　hours．
The　data　set　caUed　DSl　in　this　chapter　indicates　an　S－shaped　growth　curve，　and　DS2　an
exponential　one．　Therefbreラwe　use　I）SI　fbr　the　discrete　NHPP　models　based　on　the　logistic
and　Gompertz　curve　models，　and　DS2　for　the　model　based　on　the　modi6ed　exponential　curve
model．
　　　We　show　the　results　of　model　comparisons．　Figs．3．1弓．3　show　the　resuIts　of　the　model
comparisons　based　on　the　predicted　relative　errors五）r　the　discrete　NHPP　models　based　on　the
logistic，　Gompertz，　and　modi五ed　exponential　curve　models，　respectively　From　these　figures，
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Table　3．1　：　The　results　of　model　comparisons　based　on　the　MSE．
Data　set Model MSE
DS1 ・Discrete　logistic　curve　mode1
・1）iscrete　logistic　curve　model　based　on　an　NHPP
5．272
1．443
DS1 ・D輌screte　Gompertz　curve　model
・Discrete　Gompertz　curve　model　based　on　an　NHPP
1．862
1．497
DS2
・1）iscrete　mod輌fied　exponential　curve　model
・Discrete　modi丘ed　exponential　curve　model　based　on　an
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we　can　say　that　our　each　stochastic　model　propopsed　in　this　chapter　provides　more　stable　and
better　prediction　than　the　discrete　SDA　model．　And，　we　can　also　see　that　stable　predictions
are　provided　after　60％of　theもesting－progress　ratio貴）r　all　models　proposed　in　this　chapter．
Additionally，　Table　3．1　shows　the　results　of　model　comparisons　based　on　the　MSE．　From　the
table，　we　can　see　that　the　proposed　discretized　stochastic　models　fit　better　to　the　actual　data
than　the　discretized　SDA　models．　From　the　results　o£goodness－of一丘t　comparisons，　we　can
say　that　the　proposed　stochastic　models　have　better　perf6rmance　fbr　the　software　reliability
assessment　in　terms　of　the　predicted　relative　error　and　the　MSE．
3．5 Software　Reliability　Assessment　Measures
　　　We　can　derive　use面metrics允r　quantitative　sofもware　reliability　assessment　based　on　the
proposed　discretized　stochast輌c　SRGM’s　by　using　the　properties　of　the　discrete　NHPP’s．　h　this
section，　several　software　reliability　assessm飽t　measures　such　as　software　reliability　functions
and　instantaneous　MTBPs　are　derived　based　on　the　properties　of　the　discrete　NHPP．
3．5．1 So丘ware　reliability　functions
　　　We　can　derive　so輪are　reliability　functions　by　using　the　properties　of　the　discrete　NHPP．
Given　that　the　tesもing　has　been　going　on　up　toπ一th　testing－period　by　whichωsoftware　faults
have　been　detected，　the　software　re口ability　function　is　defined　as　the　propability　that　a　software
抗ilure　does　not　occur　in　the　time　interv品（η，η十ん1（ん＝0，1ラ2，…）．　Then，もhe　so我ware
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reliability　function，　R（γL，ん），　can　be負）rmulated　as
R（γ↓，ん）≡Pr｛凡＋ん一凡＝Ol∧㌦＝ω｝
　　　　　　＝exp仁｛Aπ＋九一Aπ｝］　　（π，ん＝0，1，2，…　）， （3．30）
which　is　the　same　as　Eq．（2．29）．　Supposeδ＝1and　that　the　software　users　operate　these
software　under　the　same　environments　as　the　software　testing　environmenもafter　releasing　those
software　at　these　testingもermination　time．　Figs．3．4　and　3．5　depict　the　estimated　software
reliability負mction　fbr　L7∬PP　andθ㌃HPP　after　the　testing　termination　timeη＝21（days）of
DSI　and　fbr　E汀HPP　after　the　testing　termination　time　n＝10（hours）of　DS2，　respectively．　As
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　パto　DS1，　we　can　estimate　the　software　rel輌ability，丑（2ユ，1），五）r　the　discrete　logisもic　curve　model
based　on　the　discrete　NHPP　to　be　about　O・224，　fbr　the　discXete　Gompertz　curve　model　based
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ムoll　the　discrete　NHPP　to　be　about　O・164，　respectively．　And　we　can　also　estimate　R（10，1）for
the　discrete　modified　exponential　curve　model　based　on　the　discrete　NHPP　to　be　about　O・233
by　using　DS2．
3．5．2 Instantaneous　MTBF，s
　　We　also　estimate加3孟肌¢αηeoμ3ルrmF／3（meα川‘meδe加eeη3（栃ωαアeμ九re8）which　have
been　used　as　one　of　the　substitution　of　measures　of　MTBF．　The　instantaneous　MTBF　can　be
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Fig．3．4：The　esもimated　so銑ware　reliability　functions　of　L7HPP　and　G㌃HPP五）r　DSL
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Fig．3．5：The　esもima毛ed　so銑ware　reliabiliもy　function　of　E㌃HPP　fbr　I）S2．
obtained　as
　　　　　　　　　　　　　　　　　　　1
　　　　　MTBF∫（π）＝　一，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（3．31）
　　　　　　　　　　　　　　　　　　Zn
where石is　fbrmulated　as砺＝Aη＋1－Aπ．　Figs．3．6　and　3．7　show　the　time－dependent　be－
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　havior　of　the　estimated　instantaneous　MTBF’s，　respectively　We　can　estimate　MTBF∬（21）飽r
the　discrete　logistic　curve　model　based　on　the　discrete　NHPP　to　be　about　O・669（days），　for
the　discrete　Gompertz　curve　model　based　on　the　discrete　NHPP　to　be　about　O・553（days），
　　　　　　　　　　　　　　　　　　　　　　　　　　　　べ　　　　　　　　　respectively　And　alsoうwe　can　estimate　MTBF∬（10）Ibr　the　discrete　modi丘ed　exponential　curve
model　based　on　the　discrete　NHPP　to　be　about　O・686（hours）．
3．6 Concluding　Remarks
　　　In　this　chapter　we　have　discretized　a　modified　exponential　curve　model　which　is　one　of　the
typical　SDA　models，　and　developed　a　discrete　modi6ed　exponential　curve　model　by　using　the
Hirota’s　bilinearization　method．　Based　on　the　discretized　SDA　models　including　the　discretized
modi丘ed　exponential　curve　mode1，　which　are　the　deterministic　models，　we　have　developed
discretized　stochastic　models　by　incorporating　counting　processes　such　as　discrete　NHPP，s．　The
proposed　models　can　describe　the　time－dependent　behavior　of　software　reliability　grow施process
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Fig．3．7：The　estimated　instantaneous　MTBF　of　E∬HPP　fbr　I）S2．
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stochastically　with　conserving　the　basic　properties　of　the　discretized　SDA　models．　AdditionaUy，
we　have　discussed　that　the　proposed　stochastic　models　based　on　the　discretized　SDA　models
have　better　perfbrmance　fbr　software　reliability　assessment　in　terms　ofもhe　predicted　relative
error　and　the　MSE　in　the　goodness－o鑓t　comparisons　in　Section　3．4．　Several　so銑ware　rehability
assessment　measures　which　are　useful　meもrics長）r　quanもitat輌ve　software　reliabiliもy　assessment
have　been　derived．
Part　II
　RE］LIABILITY　FACTO藍S

Cぬapter　4
Software　Re且ia髄蹴y　Mode㌦g　w祉
Tiesting－Coverage
4。1 Introduction
　　　Software　reliability　assessment　is　one　of　the　important　issues　to　produce　reliable　software
systems，　An　SRGM　has　been　utilized　as　one　ofもhe　fundamental　techniques　fOr　quantitative　as－
sessment　of　sofむware　reliability．　The　SRGM　describes　the　software　fault－detection　phenomenon
or　the　software　failure－occurrence　phenomenon　by　applying　stochastic　and　statistical　theories．
Especially，　it　is　weU－known　that　NHPP　model　can　characterize　software　reliability　growth　pro－
cess　simply　by　supposing　a　suitable　mean　value　function　of　the　NHPP．　Accord輌ngly，　the　NHPP
model　has　been　utilized　fbr　so我ware　reliability　assessment　in　many　practical　software　deve1－
opment　project　from　high　applicability　and　simplicity　of　the　model　sもructure　of　the　NHPP
point　of　view［18］．　Up　to　now，　several　specific　NHPP　models　have　been　proposed　such　as
imperfbct　debugging　SRGM’s［19，72］，　testing－domain　dependent　SRGM，s［68］．　The　testing－
domain　dependent　SRGM，s　have　been　derived　by　considering　the　time－dependent　behavior　of
atesting－domam　coverage　which　is　a　factor　related　to　the　software　reliability　growth　process．
　　　In　this　chapter　we　fbcus　on　tesもing－coverage　as　a　key　factor　related　to　the　software　rehability
growもh　process．　The　testing－coverage　is　one　of　the　important　measures　to　evaluate　the　quality　of
testing　and　tested　sof毛ware　products．　There　are　several　researches　on　the　relations垣p　between
the　testing－coverage　and　the　sofもware　reliabili句　Speci6cally，　Fujiwara　and　Yamada［12］and
Malaiya　et　aL［27］have　proposed　software　rehability　growth　models　w輌th　the　testing－coverage，
respectively　And　Pham　alld　Zhang［39］have　also　proposed　an　NHPP　model　and　software　cost
models　with　the　testillg－coverage．　However，　our　approach　is　different　from　these　approaches
above　in　terms　of　the　relationship　between　the　testing－coverage　and　the　software　reliability
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growもh　process．　First　we　propose　an　altemative　testing．coverage　function　to　describe　time．
dependent　behavior　of　testing－coverage　maturity　process．　Then，　we　K）rmulate　the　relationship
between　the　attained　testing－coverage　and　the　number　of　detected　faults、　Estimation　methods
五）runknown　parameters　of　the　alternative　tesもing－coverage　fullction　and　our　SRGM　are　also
discussed，　respectively．　Finally，　we　derive　several　software　reliability　assessrnent　measures　which
are　useful　metrics　for　quantitative　software　reliability　assessment，　and　show　numerical　examples
of　so丘ware　reliability　analysis　based　on　the　proposed　model　by　using　an　actual　data　set．
4．2 Testing－Coverage
　　　Testing－coverage　is　one　of　the　important　measures　to　evaluaもe　the　quality　of　testing　and
tested　so仕ware　products．　The　typical　testing－coverage　measures　are　classi6ed　into　severalもypes
in　termS　Of　COntrOl　f10w　teSting　aS　fbllOwS：
⑧Statement　coverage：It　is　measured　on　the　basis　of　the　statement－paths　that　have　been
　　executed　at　least　once　by　the　test－cases．　This　is　called　CO　testmg－coverage　measure．　The
　　CO　testing－coverage　measure　should　satisヵ100％testing－coverage　in　actual　testing．
⑧Branch　coverage：It　is　measured　on　the　basis　of　the　branch－paths　that　have　been　executed
　　at　least　once　by　the　test－cases．　This　is　called　CI　testing－coverage　measure．　It　is　said　that
　　at　least　85％of　CI　testing－coverage　shou▲d　be　attained　from　a　qualiもy　assurance　point　of
　　view［64］、
⑧Path　coverage：It　is　measured　on　the　basis　of　the　all　distinct　program　paths　that　have
　　been　executed　at　least　once　by　the　test＿cases．
Most　SRGMうs　are　ordinally　developed　by　characterizingもhe　relationship　betweenもhe　testing－
time　and　the　number　of　detected　so銑ware　faults．　Accordingly，　we　Ileed　to　character輌ze　the
relationship　between　the　testing－time　and　the　testing－coverage　to　develop　an　SRGM　considering
with　testing－coverage　maturity　process　first．　In　th輌s　section　we　discuss　basic　concepts　to　describe
time－dependent　behavior　ofもesting－coverage　maturity　process．
4．2．1 Formulation
　　　First　we　propose　a　basic　equation　to　describe　time－dependent　behavior　of　testing－coverage
maturity　process，　wh輌ch　is　caUed　anα1τemα6初e君e8‡仇g－couerαge九ηc庇oηin　this　chapter．　For
developing　the　equation，　we　assume　that　the　testing－coverage　maturity　rate　at　any　testing－time
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is　proportional　to　the　difCerence　betwe題the　target　vahle　andもhe　current　one　of　testing－coverage．
Letting　O（りbe　the　ratio　of　testing－coverage　attained　by　arbitrary　testing－timeε，　we　can　derive
the　fbllowing　d輌f艶rential　equation　from　the　assumption：
　　　　　∂o（¢）
　　　　　　　　　　＝β（τ）［α一〇（τ）］　（0＜α≦1．0，β（の≧0），　　　　　　　　（4．1）
　　　　　　∂ε
whereαilldicates　the　target　vahle　of　testing－coverage　to　be　attained，　andβ（孟）the　testing－
coverage　maturity　ratio　at　arbitrary　testing－time古．　We　can　easily　obtain　the　altemative　testing－
coverage　function　by　solving　the　above　differential　equation　with　respect　to　O（♂）．
4．2．2　Formulation　with　testing－skiU
　　　The　testing－coverage　helps　software　development　managers　to　evaluate　whether　the　test－
cases　have　been　desigr【e（l　to　detect　faults　effectively　Accordingly，　the　time－depelldent　behavior
of　the　testing－coverage　depends　on　a　testing－skill　of　test－case　designers．　In　this　chapter　we
assume　that　the　testing－skill　of　test－case　designers　increases　as　the　ratio　of　testing－progress
goes　on．　SupPose　that　the　testing－skill　factor　for　the　test－case　designers　is　given　as
　　　　　　　　6翻
　　　　　　　　　　　．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．2）　　r＝　　　　　　　　bs£α
Then，　we　extendβ（τ）輌n　Eq．（41）as　fbllows：
　　　　β（孟）≡B（・（孟））－6，己。＋（1ヲ）°（τ）｝，　　　　　　　（4．3）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　α
where　b岨represents　the　initial　testing－skill　facもor　of　the　test－case　designers，63‡αthe　steady－
state　one，　and　r　the　inflection　coef五c輌ent．　Substituting　Eq．（4．3）into　Eq．（4．1）ラwe　can　obtain
the　fbllowing　equation　by　solving　the　differentia▲equation　in　Eq．（4．1）：
　　　　・（り一二≒．e三；；；：i，　　　　　　　（4・4）
where　z＝（1－r）μ．　We　call　Eq．（4．4）anα1‡erηα励e‡e3伽9－couerαge丸幅20ηω批；e3励9－8襯
mthis　chapter．　The　infiection　point　of　the　alternative　testing－coverage　function　in　E（1．（4．4）is
derived　as
　　　　τ㌧1篇：・　　　　　　　　（4・5）
Then，　we　have
　　　　・げ）一号（1－；）・　　　　　　（4・6）
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猛Eq．（4．4），0（¢）indicates　an　exponential　growth　curve　when　r＝1fbr　the　case　tha、もthe
internal　program　structure　is　simple，　and　indicates　an　S・・shaped　one　called　a　logistic　curve
as　r→Ofor　the　case　that　the　internal　program　structure　is　complex　and　the　testillg－effort
increases　more　and　more　as　the　testing－time　goes　on．
4。3
4．3．1
So我ware　Reliability　Modeling
NHPP　model
　　Time－dependent　behavior　of　a　software　fault－detection　phenomenon　or　a　failure－occurrence
phenomenon，　i．e．，　the　software　rehability　growth　process，　has　been　fbrmulated　by　using　a　count．
ing　process　ordinarily　An　NHPP　which　is　one　of　the　counもing　processes　is　widely　used負）r
so丘ware　reliability　growth］modehng．　A　counting　process｛N（τ），孟≧0｝is　said　to　be　an　NHPP
with　mean　value　function　H（のif　IV（¢）obeys　the　fbllowing　distribution：
Pr｛1V（／）＝n｝＝
｛H（¢）｝π
　　　　exp｛－H（τ）｝
π！
昨／㌦（・）d・，
（η二ご0，1う2，…　　），
，
（4．7）
whereん（丁）is　the　intensity　function　representing　the　instantaneous　fault．detection　rate．　The
time－dependent　behavior　of　the　fault－detection　process　is　characterized　by　the　mean　value
function　H（りwhich　means　the　expected　number　of　faults　detected　in　the　time－interva1（0，舌］．
In　this　chapter　we　assume　that　the　expected　number　of　faults　detected　at　testing－timeτis
proportional　to　the　expected　current　fault　content．　Accordingly，　we　can　obtain　the　fb▲10wing
dif琵rential　equation：
　　　　狙（り
　　　　　　　　　　＝6（孟）［α一H（の］，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4。8）
　　　　　　砒
whereαrepresents　the　expected　init輌al　fault　content　in　the　software　system，εmd　6（τ）the　fault－
detection　rate　per　fault　at　testing－time♂．　The　mean　value　function　can　be　derived　as
昨・（1－・xp［一∠㌦（・）∂・］），
（4．9）
by　solving　the　dif艶rential　equation　in　Eq．（4．8）．　Most　NHPP　models　can　be　characterized　by
6（のin　Eq．（4．8）or　Eq．（4．9），　e．g．，　Eq．（4．9）is　so－ca▲led　a　Goel－Okumoto　SRGM［13］when
6（り≡6．
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4．3．2Modeling　with　testing－coverage
　　　In　this　sectioll　we　propose　a　software　reliability　growth　model　considering　with　testing－
coverage　ma斑rity　process　based　on　the　NHPP．　First　we董brmulate　the　relationship　between　the
testing－coverage　maもurity　process　and　the　expected　Ilumber　of　detected　faults．
　　　Supposing　that　the　expected　number　of　faults　detected　at　testing－time£is　proportional　to
the　expected　current　fault　content　and　the　attained　testing－coverage　at　testing－time孟ラwe　can
負）rmulate　the　relationship　as　the　fbllowing　equation　by　using　Eq．（4．4）：
　　　　　d芸（古）／∂61君L［・一聯）1，　　　　　　　　　　（41・）
where　8　is　the　fault－detection　rate　per　attained　testmg・・coverage　and　per　fault．　That　is，　b（孟）in
Eq．（4．8）or（4．9）is　given　as　6（孟）≡60（τ）＝8・c（りin　which　c（£）≡dC（り／d1孟．　Then，　we　can
obtain　the　following　solution　by　solvillg　the　differential　equation　in　Eq．（4．10）with　respect　to
Ho（舌）：
　　　　　1丁（フ（τ）＝α［1－exp｛－8・0（£）｝］．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4・11）
We　de丘ne　the　NHPP　model　with　mean　vahe　function　in　Eq．（4．11）as　an　SRGM　with　the
testmg－coverage．　It　is　noted　that　the　mean　vaJue　function　with　the　testing－coverage　in　Eq．
（4．11）has　the　fbllowing　property：
　　　　　1輌m1了o（古）＝α（1－exp［－3・αD，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4・12）
　　　　　‡→・oo
which　implies　that∬c（りin　Eq．（4．11）does　not　converge　on　the　initial　fault　contentαin　the
software　system　even　ifτ→oO．　Therefbre，｛α一Ho（○◇）｝represents　the　expected　total　fault
content　to　be　detected　on　the　other　testing－coverage　factors．
4．4 Parameter　Estimation
　　　We　discuss　methods　of　parameter　estimation　for　the　alternative　testing－coverage　function
in　Eq．（4．4）and　the　SRGM　in　Eq．（4．U），　respectively．　We　suppose　that　K　data　pairs
（τた，　⑦ん，　3ノ兎）（え＝0，1，2，・一，κ）with　respect　to　the　total　number　of　detected　faults，禦かand　the
total　attained　testing－coverage，ωん，　during　the　time－interva1（0，¢ん］（0＜孟、＜孟2＜…＜娠）are
observed．
　　　We丘rst　discuss　an　estimatlon　method　for　the　alternative　testing－coverage　function　in　Eq．
（4．4）．　The　method　of　least－squares　is　applied　to　Eq．　（4ユ）tra、nsfbrmed　into　an　integrable
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dif丘rence　equation．　Concretely　speaking，　first　we　derive　the｛bllowing　integrable　dif丘r飽ce
equation　via　usillg　the　Hirota，s　bilinearization　methods［14］from　the　di亀rential　equation桓
Eq．（4．1）withβ（£）in　E（1．（4．3）：
　　　　C。＋・＋《。＋δb・ε・（；－2「）［α＋α・・］一δb・‘・号一「）α・・…　（4・13）
Solving　the　above　difference　equation　y輌elds　an　exact　solution　of（㌦repΣesenting　the　testing－
coverage　attained　byγゲth　testing－period　as
α一α
A［1－G嘉li三）η{・G嘉lil）η］セ〉ぴ・≦・≦1），　　（414）
whereδrepresents　the　constant　tiIne－intervalラthat　is，τ＝nδ．　We　should　note　that　Eq．（4．13）
conserves　the　characteristics　of　the　dif琵rential　equation　in　Eq．（4．1）w輌thβ（孟）in　Eq．（4。3）．
That　is，　the　difference　equation　in　Eq．（4．13）has　an　exact　solution，　and，　asδ→0，　Eqs．（4．13）
and’（4．14）converge　on　the　original　dif丘rential　equation　in　Eq．（4．1）withβ（τ）in　Eq．（4．3）and
the　exact　solution　in　Eq．（4．4）of　the　dif琵rential　equation，　respectively　These　properties　above
are　fbatures　of　the　integrable　dif発rence　equation　derived　by　using　the　Hirota，s　bilinearization
methods．　From　Eq．（4．13），　a　regression　equation　to　get　parameter　estimates　can　be　derived　as
　　　　y亮＝ノ4十Blj（π十B2」〔ンn，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．15）
where
　　　　　　　　　　＝ぴ＋一C㌦
　　　　　　　K。＝（㌦＋（㌦＋、
　　　　　　　L。＝0η0π＋、
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4ユ6）
　　　　　　　　　　＝δαrbs‡α
　　　　　　　B1　＝δb5重α（1－2r）／2
　　　　　　　B2＝一δb3£α（1一り／α．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　バ　　　ハ　　　　　　　　　　　エUsing　Eq．（4．15），　we　can　estimate、4，　B1，脇d　B2　by　using　the　observed　testing－coverage　data，
which　areもhe　estimates　of　A，　B1，　and　B2，　respectively．　Therefbre，　we　can　obtain　the　parameter
　　　　　　　　　　ハestimates∂，　bs‡α，　and　F　from　Eq．（4．16）as　fblows：
　　　　　　　∂一互／（ム　　　　ムム　　　ムB1－AB2－B1）
　　　　　　　G2瓦2一萬／δ　　　　　　　　（4・17）
　　　　　　　デー（・一瓦／偏2一辰）／2・
4．5．Soflware　Reljabjljty　Assessmell　t　Measuτes 67
γ二，κπ，and　Lπin　Eq．（4．15）are　independent　ofδbecauseδis　not　used　in　calculating｝㌦，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ムKπ，and五πin　Eq．（4．15）．　Hence，　we　can　obtain　the　same　parameter　estimates　a，　bs¢α，　and声
which　are　the　estimated　valuesα，　b3εα，　and　r，　respect輌vely，　when　we　choose　any　va玉ue　ofδ．　It
is　said　that　this　method　can　get　more　accurate　parameter　estimates　than　the　ordinary　method
of　least－squares．
　　Second　we　discuss　an　estimation　method允r　the　mean　value　functio垣n　Eq．（4．11）．　We
use　the　method　of　maximum－likelihood　to　get　the　parameter　estimates，　a　and合which　are　the
estimated　values　ofαand　3，　respectively，　ill　the　mean　value　function．　Then，　the　logarithmic
likelihood　function　is　given　as
　　　　　　　　　　ズ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ヱぐ
　　　　1・L一Σ（虻y品）・1・［H・（舌・）一聯・－1）］ユ・（孟κ）一Σ1吻・一山，　（4・18）
　　　　　　　　　　丘＝1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ん＝1
from　the　properties　of　the　NHPP，　Furthermore，　we　can　derive　the　fbllowing　simultaneous　equa－
tions　by　p叙もially　dif丘rent輌ating　the　logarithmic　likelihood　function，　ln　L，　with　respect　to　pa－
rametersαand　3：
　　　　∂lnL　∂1nL　　　　　　∂。＝∂，＝0・　　　　　　　　　　　（4・19）
By　solving　the　above　simultaneous　equations　numerically，　we　can　estimate　a　and合which　are
もhe　esもimates　ofαand　3，　respectively．
4．5　Software　Reliability　Assessment　Measures
　　Inもhis　secti皿we　derive　several　software　reliability　assessment　measures　which　are　useful
fbr　quant輌tative　assessment　of　software　reliability　and　the　progress　of　the　software　testing．
Spec輌丘cally，　we　derive　a　software　reliability　function，　instantaneous　and　cumulative　mean　times
between　software　failures（abbreviated　as　MTBF，s）．
4．5．1　Software　reliability　function
　　Given　that　the　testing　or　the　user　operation　has　be銀going　up　to　timeτ，　the　probability
that　a　software　failure　does　not　occur　in　the　time－iIlterval（ち君十司＠≧0，£≧0）is　derived　as
　　　　1砒（ω［τ）＝exp［一｛1ゴ（‡十ω）－17（¢）｝1，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．20）
from　the　properties　of　the　Eq．（4．7）．　R＠1τ）in　Eq．（4．20）is　caUed　a　software　reliability
function．　We　can　estimate　the　software　reliability　by　using　this　equation．
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4．5．2　1nsもantaneous　MTBF
　　　We　discuss　an　instantaneous　MTBF　which　has　been　used　as　one　of　the　substitution允r
MTBF．　An　inst孤taneous　MTBF　is　approximately　g輌ven　by
　　　　　　　　　　　　　　　　l　　　　MTBF・（の＝姻　　　　　　　　　　（4・21）
4．5．3　Cumulative　MTBF
　　　Acumulative　MTBF　is　also　the　substitution　for　the　MTBF．　The　cumulative　MTBF　is
apProximately　derived　as
　　　　　　　　　　　　　　　　　孟
　　　　MTBF・（の＝H（τ）・　　　　　　　　　　（4・22）
If　the　instantaneous　MTBF　in　Eq．（4．21）and　the　cumulative　MTBF　in　Eq．（4．22）もake　on　a
large　value，　respectively，　then　we　decide　that　the　software　system　becomes　more　rehable．
4．6　Numerical　Examples
　　For　evaluating　the　per丘）rmance　of　our　model，　we　show　numerical　examples　and　a　result　of
goodness－o鑓t　test五）r　our　model　by　using　CO　testing－coverage　measure　data　recorded　along
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Fig．4．2：The　estimated　mean　value　function　with　its　95％con五dence　Iimits．
with　fault　count　data　collected　from　a　practical　software　development　project　fOr　an　embedded
software　system．　There　are　totally　296　faults　detected　and　90．6％of　the　CO　testing－coverage
measure　attained　within　24　weeks．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　へ　　　Fig．4．1　shows　the　estimated　altemative　testing－coverage　function　O（舌）of　Eq．（4．4）in　which
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ムthe　parameter　estimates　are　obtained　asδi＝90．796，　b、£α＝0．388，　and　2＝52．338．　From恒g．
4．1，we　can　see　that　the　estimated　alterllative　testing－coverage　function　fits　well　to　the　actual
CO　testing－coverage　measure　data．　Next，　Fig．4，2　shows　the　estimated　mean　value　function
ム　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム
亙o（τ）of　Eq．（4．11）and　its　95％con丘dence　limits，　where　the　parameter　estimates　of　Ho（孟）are
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　バobtained　as　a＝919．9　and合＝0．4282．　And　the　1007％confidence　limits　for　Hc（τ）are　derived
as
　　　　　バ　　　　　　　　　　　　　　　　　　　　　ム　　　　　H（フ（‡）土．κ7　　Hc（τ），　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．23）
whereκγindicates　the　100（1十・γ）／2　percent　point　of　the　standard　normal　distribution．　Eq．
（4．23）is　derived　by　using　the　asymptotic　normality　of　the　maximum－likelihood　estimates［58］．
　　　恥rthermore，　Fig．4．3　depicts　the　estimated　software　reliability　function　at　the　termination
of　the　testing　in　Eq．（4．20）．　If　we　assume　that　the　developed　software　system　is　used　in　the
operation　phase　which　has　the　same　environrn題t　as　the　testing．phase，　we　can　estimate　the
software　rehability　after　3　weeks　from　the　termination　time　of　the　testing，　R（3｜24），　to　be
70
　　　　1
　　　0．9
　　　0．8
あ?
エ．璽　0．7
る
圧?
90・6?
の
　　　0．5
　　　0．4
　　　0．3
??」????????????????﹈???????
???????
????
O
C力apter　4．　So鋤are　Relfabflity　Modelmg　w舳丑8t元ng－Coverage
0 　　　　　1　　　　　　2　　　　　　3　　　　　　4　　　　　　5
　　　　　　　　　　0peratbn　Time（number　of　weeks）
Fig．4．3：The　estimated　software　reliability
6
0246810121416182022　　　　　　　　　　　　　　TeSting　Time（nUmber　Of　WeekS）
　　Fig．4．4：The　estimated　instantaneous　MTBF．
24
4．7．Goodness－ofこFiε7bst 71
about　O・554．　And　Fig．4．4　shows　the　estimated　instantaneous　MTBF　From　Fig．4．4，　we　can
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　est輌mate　the　instantaneous　MTBF　at　the　terminatioll　time　of　the　testing，　MTBF∬（24），　to　be
about　3・024（weeks）。
4．7 Goodness－ofLFit　Test
　　　We　conduct　a　statlstical　goodness－o仁丘t　test　of　our　model　fbr　the　observed　fauIt　count
data．　That　is，　we　compare　the　observed　empirical（or　sample）distribution　with　the　theoretical
distribution．　h　the　fields　of　so銑ware　reliability　growもh　modeling，（掘一Sgμαred（X2）九3孟and
1ζoZmogoγηu－5「m加ηo幻丑3君have　been　used　as　the　nonparametric　goodness－o輻丘t　test　techniques
［4，38，51］．The）（2　goodness－of－6t　test　is　applicable　to　both　continuous－time　and　discrete－time
theoretical　dis垣buもions，　and　be　used　when　the　parameters　of　the　distribution　are　estimated
based　on　the　method　of　maximum－likelihood．　However，　this　test　is　valid　only　for　large　sample
size　sinceもhis　test　assumes　large　sample　normality　of　the　observed　number　of　data　pairs．　On
the　other　hand，　the　Kolmogorov－Smimov（abbreviated　as　K－S）goodness－o鑓t　test　assumes　a
continuous－time　theoretical　distribution　only，　and　is　valid　fOr　both　small　and　large　sample　size．
Therefore，　we　apply　the　K－S　goodness－of二fit　test　as　the　goodness－of二fit　techni（lue　in　this　chapter．
　　　The　K．S　goodness－of二fit　test　is　conducted　along　with　the　following　procedure［38，50－52，56］．
Suppose　that　F＠）is　a　continuous－time　theoretical　distribution　function　of　the　random　variable
Xand（の1，瓢2，…　，賜；町≦エ2≦…　≦賜）are　the　order　statistics　which　are　the　realization　of
X．Then，　the　K－S　test』唐狽≠狽奄唐狽奄メC　D，輌s　given　by
：1瓢）一‘L⌒1｝｝・　　（424）
where，　F＠∂corresponds　to
　　　　　F＠∂一㌶，　　　　　　　（425）
in　the　case　of　the　NHPP　model　with　the　mean　value　f皿ction　H（りin　Eq．（4．7）．　Thus，　supposing
that　we　have　observedπdata　pairs（τ乞，批）（Z＝0，1，2，…，π）with　respect　to　the　total　faults，
脇，detected　dur輌ng　constant　time－interval（0，司（0＜／1＜£2＜…＜孟π），　the　K－S　test　statistic，
D，can　be　rewritten　as
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The　K－S　test　statistic　1）is　needed　to　compared　with　a　critical　value　dπ；α，　whereれrepresents
the　number　of　data　pairs　andαalevel　of　significance　which　is　ordillally　given　as　O・010r
O・05．That　is，　we　judge　that　the　applied　NHPP　model　fits　to　the　observed　data　aもalevel　of
significanceαif　D＜∂π；α．　A　table　of　the　critical　va1促s∂π；αare　provided　in　the　related　books
（see［38，50－52，56］）．
　　　The　result　of　the　goodness－of－fit　tesもbased　on　the　K－S　goodness－ofこfit　test　of　our　model　fbr
the　observed　data　introduced　in　Section　4・6　can　be　obtained　as．D＝0・0947＜（ゴ24；o．05＝0・2693．
　　　　　　　　　　　　　　　　　　　　　ムThen，　we　can　verify　that　Ho（Z）fits　to　the　applied　observe（l　data　at　the　5％1evel　of　significance
from　the　result　of　the　K－S　goodness－of二fit　testing．
4．8 Concluding　Re］marks
　　　We　have　discussed　software　reliability　growth　modeling　with　testing－coverage　which　is　one
of　the　key　factors　related　to　the　software　reliability　growth　process　in　this　chapter、　And　we　have
also　discussed　parameter　estimation　methods　of　our　models．　Specifically，　we　have　obtained　the
parameter　estimates　of　the　alternative　testing－coverage　fUnction　by　using　the　regression　anεしlysis
based　on　the　integrable　difference　equation　derived　from　the　original　di茄er四tial　equaもion．　Then，
we　have　derived　several　software　reliability　assessment　measures，　such　as　the　software　reliability
function，　the　instantaneous　and　cumulative　MTBPs．　After　that，　we　have　shown　numerical
examples　of　the　estimated　altemative　testing－coverage　f逗nction　and　the　estimated　our　SRGM
by　using　CO　testing－coverage　measure　data　recorded　along　with　fault　count　data　collected　in　an
actual　testing－phase．　Finally，　we　have　conducted　a　statistical　goodness－of－6t　test　of　our　mode1
五）rthe　actual　data　based　on　the　K－S　goodness－o£fit　test．
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5。1 Introduction
　　Quantitative　software　reliability　assessment　is　one　of　the　most　important　issues　to　produce
reliable　software　systems．　An　SRGM　has　been　utilized　to　assess　software　rehab輌lity　quantita－
tively　since　1970，s．　The　SRGM　can　describe　a　software　fault－detection　phenomenon　or　a　soft－
ware　failure－occurrence　phenomenon　in　the　testing　or　operational　phase　by　applying　stochastic
and　statistical　theories．　Especially，　an　NHPP　which　treats　the　fault－detection　phenomenon　as　a
discrete－state　space　has　been　often　app▲ied　to　software　reliabi▲ity　growth　modeling．　The　NHPP
model　enables　us　to　characterize　software　reliability　growth　process　simply　by　supposing　an
appropriate　mean　value負1nction　of　the　NHPP．
　　In　contrasもwith　discrete－state　space　SRGM，s　such　as　NHPP　models，　c皿t輌nuous－state　space
SRGM，sもo　assess　software　reliability　Ibr　large　scale　software　systems　have　been　proposed　so　far．
Speci丘cally，　Yamada　et　aL［71］have　discussed　a　framework　of　continuous・・state　space　software
reliabi狙ty　growth　modeling　based　on　stochastic　differential　equations　of　It6　type，　and　have　com－
pared　the　continuous－state　space　SRGM　with　the　NHPP　models．　Recently，　Yamada　et　aL［65］
have　proposed　several　SRGM，s　based　on　stochastic　di葺erential　equations　of　Itδtype，　such　as
exponential，　delayed　S－shaped，　in且ection　S－shaped　stochastic　di飽rential　equation　models，　of
which　the　fault－detection　rates　per　unit　time　per　one　fault　have　been　characterized　by　using
basic　assumpti皿s　of　existing　exponential，　delayed　S－shaped，　and　in且ection　S－shaped　SRGM，s，
respectively．　And，　Tamura　et　aL［49］have　proposed　continuous－state　space　SRGM　fbr　dis－
tributed　development　environment　and　its　parameter　estimation．
　　However，　these　cont祖uous－state　space　SRGM，s　have　not　taken　the　ef琵ct　of　testing－eHbrt
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into　consideration．　The　testing．e登brt，　such　as　number　of　executed　test－cases，　attained　tesもing．
coverage，　or　CPU　hours　expended　in　the　testing－phase，輌s　well－known　as　one　of　the　most　impoト
tant　factors　related　to　the　software　reliability　gτowth　process、　Yamada　et　al、［67］has　proposed
atesting－eHbrt　dependent　SRGM’s　based　on　the　NHPP，s．　Under　the　above　background，　there
is　necessity　to　discuss　a　testing－eHbrt　dependent　SRGM　on　a　continuous－state　space　fbr　the
purpose　of　developillg　a　plausible　continuous－state　space　SRGM．
　　　This　chapter　proposes　a　continuous－state　space　sof、ware　reliability　growth　model　with　a
testing－eHbrt　factor　by　applying　a　mathematical　technique　of　stochastic　dif艶rential　equations　of
It6　type，　and　conducts　goodness－o｛二丘t　comparisons　between　our　model　and　existing　continuous．
state　space　SRGM’s．　First　we　extend　a　basic　differential　equaもion　describillg　the　behavior　of
the　cumulative　number　of　detected　faults　to　stochastic　differential　equations　of　Itδtype　by　con－
sidering　with　the　testing－effbrt　expend輌もures　through　the　testing－phase，　and　derive　its　solution
process　which　represents　the塩ult－detection　process．　Then，　we　discuss　estimation　methods　for
unknown　parameters　in　our　models．　And　we　then　compare　our　model　with　existing　cont輌nuous－
state　space　SRGM，s　by　using　several　goodness－o田t　evaluation　criteria．　Finally，　we　derive
software　reliability　assessment　measures　based　on　a　probability　distribution　of　the　so汕ion　pro－
cess，　and　show　numerical　examples　for　derived　software　reliabihty　assessment　measures　by　using
an　actual　fault　count　daもa．
5．2 Framework　of　Modeling
　　In　this　section　we　discuss　a　framework　of　continuous－state　space　software　reliability　growth
modeling．　Letting」V（τ）be　a　random　variable　which　represents　the　number　of　faults　detected　up
to　timeちwe　can　derive　the　fbllowing　linear　dif琵r題tial　equation　from　the　common　assumptions
for　sof七ware　reliability　growth　modeling［29，38，54］：
∂」V（孟）
　　　　　＝b（り｛α一1v（f）｝
　碗
（α＞o，b（τ）＞o）， （5．1）
where　6（りindicates　the　fault－detection　rate　at　testing－time孟and　is　assumed　to　be　a　non－
negative　fUnction，　an（1αthe　initial　fault　content　in　the　software　system．　Eq．（5．1）describes
the　behavior　of　the　decrement　of　the　fauit　content　in　the　software　system．
　　Especially，　in　large－scale　sofむware　developmentラthe　fault－detection　process　in　the　actual
testing－phase　is　influence（l　by　several　uncertain　testing－factors　such　as　testing－skiU　and　debug－
ging　environment．　Accordingly，　we　should　take　these　uncertain　factors　into　consideraもion　in
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software　reliability　growth　modeling．　Thus，　we　extend　Eq．（5．1）to　the　fbllowing　equation：
　　　　　∂N（£）
　　　　　　　　　　：＝｛b（の＋ξ（‡）｝｛α一N（り｝，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．2）
　　　　　　dτ
whereξ（τ）is　a　noise　that　describes　an輌rregular丑uctuat輌on．　For　the　purpose　of　making　its
solution　a　Markov　process，　we　assume　thatξ（‡）in　Eq．（5．2）is　giv題as
　　　　ξ（τ）＝σ7（り　　　（σ＞0），　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．3）
whereσindicates　a　positive　constant　representing　the　magnitude　of　the　irregu玉ar舳ctuation
and　7　a　standardized　Gaussi脇white　noise．
　　We　transfbrm　Eq．（5．2）into　the　fbllowing　stochastic　di品ential　equation　of　It6　type：
　　　　dN（‡）一｛b（‡）一；σ・｝｛・－N（り｝d孟＋σ｛・－N（ε）｝卿，　　　（5・4）
where　W（孟）is　a　one－dimensional　Wiener　process　which　is　Ibrmally　de6ned　as　an　integration　of
the　white　noiseγ（‡）with　respect　to　time¢．　The　Wiener　process　W重）is　a　Gaussian　process，
and　has　the長）llowing　properties：
　　　（a）Pr［レγ（0）＝0］＝1，
　　　（b）E［仰ノ（τ）］＝0，
　　　（C）E［W（舌）W（τ’）］＝min［君，紘’］，
where　Pr［・］and　E［・］represent　the　probability　and　expectation，　respectively．　Next，　we　derive
asolution　process　IV（τ）by　using　the　It6’s　fOrmu玉a．　The　solution　process　IV（τ）can　be　derived
as
　　　　N（τ）一・卜・xp｛一ズ6（・）d・一σ卿）｝］・　　　　（5・5）
Eq．（5．5）implies　that　the　solution　process」V（孟）obeys　a　geometric　Brownian　motion　or　a
lognormal　process［21，26，37］．　And　the　transition　probability　distribution　of　the　solution　process
N（君）is　derived　as
一ηIN（・）一・｝一Φibg≒砦）り，　　（56）
consequently，　byもhe　properties（a）《c）an（l　the　assumption　that　W『（¢）is　a　Gaussian　process．
Φ（・）in　Eq．（5．6）indicates　a　standardized　normal　distribution　function　de6ned　as
　　　　Φ＠）一±工・xp（　y2－一z）吻・　　　　　　（5・7）
　　By　assuming　a　specific　appropriate　funct輌on　6（りin　Eq．（5．5）which　characterizes　the　sof予ware
reliability　growth　process，　we　can　derive　several　SRGM’s．
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5．3　Lognormal　Process　SRGM　with　Testing－ef£ort
　　We　develop　a　continuous－state　space　SRGM　with　the　ef飴cもof　testing－efbrもbased　on　stochas－
tic　di飽rential　equations　which　obey　the　lognormal　process　in　this　chapter．　Theもesting－effbrt，
such　as　the　number　of　executed　test－cases，　aもtained　testing－coverage，　or　CPU　hours　expended　in
the　testing－phase，　is　one　of　the　important　factors　which　i姐uence　a　software　reliability　growth
process　in　an　actual　testing　Phase．　Therefbre，もhe　testing－efK）rt　should　be　taken　into　consider－
ation　ill　so銑ware　reliability　growth　modeling．
5．3．1Modeling
　　　For　the　purpose　of　developing　a　continuous－state　space　SRGM　with　the　e飽ct　of　the　testing－
e舐）rt，　we　characterize　6（りin　Eq．（5．5）as
　　　　b（孟）≡bT（£）＝＝γ㍉s（Z）　　　　（0＜r＜1），　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．8）
whereアrepresents　the　fault．detection　raもe　per　expended　testing－effort　at　testing－time　Z　and
5（り≡d卵）／虚in　which　S（りis　the　amount　of　testing－effbrt　expended　by　arbitrary　testing－
time¢．　Then，　based　on　the　framework　of　continuous－state　space　modehng　in　the　previous
section，　we　can　obtain　the　fbllowing　solution　process：
　　　　N（の三妬（τ）
　　　　　　　　　一ト・xp｛イ輌一σ卿）｝1
　　　　　　　　　＝α［1－exp｛－rS（‡）一σ珂ノ（の｝］．　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．9）
The　transition　probability　distribution　function　of　the　solution　process　in　Eq．　（5．9）can　be
derived　as
P・駆蝸（・）一・］一Φ（1°9・㌃S（舌））・　　　（5…）
We　should　speci廊the　testing－e丑brt　function　8（τ）in　Eq．（5．8）もo　utilize　the　solution　process
礼τ（‡）in　Eq．（59）as　an　SRGM．
5．3．2　　Testing－effort　function
　　We　need　to　speci射asuitable　function　3（りin　Eq．（5．8）to　describe　the　time－dependent
behavior　of　testing－eHbrt　expenditures　in　the　testing－phase．　In　this　chapter　we　apply　a　Weibull
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curve　to　the　testing－e貿brt　function　3（り．　The　Weibull　curve　is　formulated　as
3（¢）＝αβmτm－1exp｛一β舌m｝（α＞0，β＞0，m＞0）． （5．11）
Then，
S（の一
轣E（τ）d・一α［1－・xpげ｝L （5．12）
whereαis　the　total　amount　of　testing－eflbrt　expenditures，βthe　scale　parameter，　and　m　the
shape　parameter　characterizingもhe　shape　of　the　testing－e猛ort　function，
　　The　Weibull　curve　has　a　useful　property　to　describe　the　time．dependent　behavior　of　the
expended　testing－eHbrt　expenditures　during　the　testing－phase　approximately　We　can　obtain
the　exponential　curves　when　m＝1in　Eqs．（5ユ1）and（5．12）．　And　when　m＝2，　we　can
derive　Rayleigh　curves．　Accordingly，　we　can　see　that　the　We輌bull　curve　is　a　useful　function　as
atesting－ef五）rt　function　which　can　describe　the　time－dependent　behavior　of　the　testing－effbrt
expenditures　through　the　testing－phase且exibly
5．4 Estimation　Methods　fbr　Unknown　Parameters
　　We　discuss　estimation　methods　of　unknown　parameters　of　the　testing－ef［brt　function　in
Eq．　（5．ユ1）and　the　solut輌on　process　in　Eq，　（5，9），　respect輌vely　Suppose　thatκ（玉ata　pairs
（孟ゴ，yゴ，πゴ）（」＝0，1ラ2，…　，K）with　respect　to　the　total　number　of　faults，πゴ，　detected　during
the　time－interval（0，ち］（0＜‡1〈‘2＜…＜£κ），　and　the　amount　of　testing－ef五）rt　expenditures，
防，expended　atちare　observed・
5．4．1 Testing－effort　function
　　Asもo　a　parameter　estimation　method五）r　the　testing－effort　function　in　Eq．（5．11），we　apply
the］〔nethod　of　least　squares．　First　we　take　the　na組ra，110garithm　of　Eq．（5．11）as
1093（¢）＝logα十logβ十10g　m十（m－1）109τ一βτm・ （5．13）
Then，　the　sum　of　the　squares　of　verもical　distances　from　the　data　points　toもhe　estimated　values
is五）rmulated　as
　　　　3（α，β，m）＝Σ｛logyゴーlo93（ち）｝2・　　　　　　　　　　　　（5・14）
　　　　　　　　　　　　　　　　ゴ＝1
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　　　　　　　　　　　　　　　　　　　　　　ムThe　parameter　estimates∂，β，孤d命of　the　parameterα，β，　and　m　which　minimize　S（α，βラm）
in　Eq．（5．14）can　be　obtained　by　solving　the　following　simultaneous　equations：
　　　　器一＝：一・・　　　　　　　（5ヨ5）
5．4．2　　Solution　process
　　　Next　we　discuss　a　parameter　esもimation　method　for　the　solution　process　in　Eq．（5．9）by
using　the　method　of　maximum－likelihood．　Let　us　denoteもhe　joint　probability　distribution
function　of　the　process砺（£）as
　　　　P（諺1，η1；孟2，π2；…；Zκ，隈）＝
　　　　　　　　　　Pr［∧ら（孟1）≦η1，∧元τ（£2）≦η2，…　珊（£κ）≦γ↓κ1妬（0）＝0］，　　　　　　　　　　　（5．16）
and　also　denote　its　density　as
　　　　P（老1，η1；¢2，η2；…；τκ，ηκ）一∂ゆ（‡器竺i蒜£κ，ηK）・　　（5・17）
Then，　we　can　constract　the　likelihood　fUnction　I　for　the　observed　data　pairs（ち，ηゴ）（ブ　＝
0，1，2，…　　，．κ）as
　　　　I＝ρ（老1，π、；¢2，π2；…；εκ諏）．　　　　　　　　　　　　　　（5・18）
For　convenience　in　mathematical　manipulaもions，　we　need　to　derive　the　logarithmic　likehhood
血nction　by　taking　the　natural　logarithm　of　Eq．（5．18）．　The　logarithmic　likelihood負mction　is
denoted　by
　　　　。乙≡log　I．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．19）
　　The　likelihood　function　I　in　Eq．（5．18）can　be　reduced　to　the　fbllowing　equation　by　using
the　Bayes，五）rmula　and　a　Markov　property［36，50］：
　　　　1－rIρ（いゴ1ち．・，πゴ．・），　　　　　　　　　　　（5・20）
　　　　　　　ゴ＝1
where　1）（・｜τo，ηo）is　the　conditional　probabiliもy　density　under　the　condition　of砺（τo）＝ηo．　The
transition　densityρ（ち，πゴ▲τゴー・，η3L1）in　Eq．（5．20）can　be　obtained　by　partially　d輌f長〕rentiating
the　fbllowing　transition　probability　of妬（りunder　the　condition妬（ち＿1）＝ηゴ＿1ラ
醐（ち）≦晒（ち一1）…－d一Φ
ibg（蹄！諜一S（杣），
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．21）
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with　respect　toηゴ．　Conse（1uently，　the　likelihoo（玉function　hn　Eq．
1一
j（。　）σiπい、．、）・・xp
（5．20）can　be　rewritten　as
［1・9（聡1）一・｛S（ち）－3（τ、．1）｝］2
，
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2σ2（ち一ち＿1）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．22）
and　the　logarithmic　likelihood　function　is　then　derived　as
　　　　L－一£1・g四一κ1・gσ一緩1・92－；・9（ち鋼
　　　　　　　　　　ゴ＝］
　　　　　　　　　　　　　　　　　　　　　　　　－2鰺［1°g（斗竺（州2・（523）
From　Eq．（5．23），　we　can　obtain　the　fbllowing　slmultaneous　logarithmic　likilihood　equations：
；書一ξ。≒＋±書≒；、［1・9（蹄）ヲ｛3（ち）－S（孟・－1一ち＿］）（α一ηの（α一ηゴ＿1））｝］一ぴ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（524）
芸一計ξ｛S（ち）－5（ち一・）｝・鷺｛S（ち）－S（ち一・）｝1・9（α蒜1）ト・，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（5．25）
蒜一÷±ξ［1・g陰1）一・｛s（ち　　　　　　　　　ち一ち＿1）－S㈲｝L・　（526）
Eqs．（5．25）and（5，26）can　be　transformed　into
・一
ﾌ｛5（ち）蒜≒1雑毒1），　　　（527）
♂一÷ξ［1・g（竺C1）一・｛S（ち）－S（‡ゴー1　　　　　　　ち一ち一1）｝］2，　　（528）
respectively．　Thereforeラwe　can　eliminate　the　two　parameters，　r　andσ，　in　Eq．（5．24）by
substituting　Eqs．　（5。27）and　（5．28）into　Eq．　（5．24）．　Consequently，　the　maximum　likelihoo（l
esitmates　a，デ，　and∂of　the　parametersα，　r，　andσby　solving　the　nonlinear　equations　with　one
variable，　respectively．
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5．5　Software　Reliability　Assessment　Me＆sures
　　　In　this　section　we　derive　several　sofむware　reliability　assessment　measures　which　are　useful　fbr
quantitative　assessment　of　software　reliability　alld　the　progress　control　of　the　software　testing－
process．　Specifically，　we　derive　instantaneous　and　cumulative　MTBPs　in　this　chapter．
5．5．11nstantaneous　MTBF
　　　We　discuss　an　instantaneous　MTBF　which　has　been　used　as　one　of　the　substitution　fOr　an
MTBF．　The　instantaneous　MTBF　is　approximately　given　by
　　　　　　　　　　　　　　　　　　巌
　　　　MTBF・（り＝E［晒（オ）r　　　　　　　　　（5・29）
We　need　to　derive　E［∫Vナ（£）］which　represents　the　expected　number　of塩ults　detected　up　to
arbitrary　testing－timeτto　obtain　E［d八己（孟）］in　Eq．（529）．　By　noting　that仰ノ（τ）～N（0ラ£），　the
expected　number　of　faults　detected　up　to　arbitraryもesting－time¢is　obtained　as
　　　　E［剛一・［1－・xp｛一（・S（の争｝1・　　　　（5・3・）
Since　the　Wiener　process　has　the　independent　increment　property，　W（りand　d▽（りare　sta．
tisもically　independent　with　each　other，　and　E［（Mノ（り］＝0，　E［d理τ（の］in　Eq．（5．29）is　finally
derived　as
　　　　E［∂醐一ψ・（孟）⊃σ・｝・xp｛一（・卵）一；σ・鋼・　　　　（5・31）
The　instantaneous　MTBF　in　Eq．（5．29）can　be　calculated　by　substituting　Eq．（5．31）into　Eq．
（5．29）．
5．5．2Cumulatlve　MTBF
　　Acumulative　MTBF　is　also　the　substitution　fbr　the　MTBF．　The　cumulative　MTBF　is
apProximately　derived　as
　　　　　　　　　　　　　　　　　　z　　　　MTBF・（τ）＝恥（£）r　　　　　　　　　（5・32）
If　the　instantaneous　MTBF　in　Eq．（5．29）and　the　cumulative　MTBF　in　Eq．（5．32）take　on
large　values，　respectively，　then　we　decide　thatもhe　sofむware　system　becomes　more　rel輌able．
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Table　5．1：The　results　of　model　comparisons．
Proposed　Exponential　Delayed　S－shaped　Inflection　S－shaped
　　model　SDE　model　　　　SDE　model　　　　SDE　model
MSE　DSl
　　　　　DS2
1367．63
1370．8
　　22528
1332．34
6018．65
　36549
6550．37
1986．8
AIC　DSl
　　　　　DS2
306．15
125．51
325．32
125．18
315．98
131．65
318．57
126．47
（SDE：stochastic　difCerential　equation）
5．6 Model　Comparisons
　　　We　show　results　of　goodness－o鑓t　comparisons　between　our　model　and　other　continuous－
state　space　SRGM，s［65］，　such　as　exponential，　delayed　S－shaped，　and　inHect輌on　S－shaped
stochastic　di艶rential　equations，　in　terms　of　the　MSE　and　AIC　introduced　in　Sect玉on　2．4．　As
to　the　goodness－o鑑t　comparisons，　we　use　two　actual　data　sets［6］named　as　DSl　and　DS2，
respectively．　DSI　and　I）S2　indicate　an　S－shaped　and　exponential　reliability　growth　curves，
respective董y．
　　　Table　5．1　shows　the　results　of　model　comparisons　based　on　the　MSE　and　the　AIC，　respec－
tively．　However　the　model　comparisons　based　on　the　AIC　is　not　sign苗cant　only　for　DS2，　we
can　see　that　our　model　improves　perfbrmance　of　the　MSE　and　the　AIC　as　compared　with　other
continuous－state　space　SRGM’s　used　in　these　goodness－o仁丘t　comparisons　in　this　section．
5．7 Numerical　Examples
　　　We　show　numerical　examples　by　using　testing－eHbrt　data　recorded　along　with　detected　fault
count　data　collected　from　the　actual　testing．　In　this　testing，1301　faults　are　totaHy　detected
and　1846．92（testing－hours）are　totally　expended　as　the　testing－effort　within　35　months［6L
　　　Fig．5．1shows　the　estimated　testing－e丘brt　function　9（τ）in　Eq．（5ユ1）in　which　the　parameter
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ムestimates　are　obtained　as∂＝2253．2，β＝4．5343×10…4，　and合＝22580．　Fig．5．2　shows
the　estimated　expected　number　of　detected　faults　in　Eq．（5．30）where　the　parameter　estimates
are　obtained　as　a＝・1435．3，声＝L4122×10－3，　an（1∂＝3．4524×10－2．　Furthermore，　Fig．5．3
shows　the　time－depedent　behavior　of　the　estimated　instantaneous　and　cumulative　MTBPs　in
Eqs．（5．29）an（玉（5．32）ラrespective取　From　Fig．5．3，　we　can　see　that　the　software　reliabihty．
decreases　in　the　early　testing．phase，　andもhen，　it　grows　as　the　testing　procedures　go　on．　We　can
82 Ch　ap　ter　5・Lo9110rmal　Proces8　So丘ware　Reljab∫1jty　Modelmg　wjtll　Tbstfη9－Effbrt
　　　｛30
　　　120
　　　110
　　　1008
S　90?
δ　80
エ泊　70
苫　60?
6　50?
器　40
ト　　30
　　　20
　　　　10
　　　　0
?＝??????????」???????????????
0　2　4
???????????????ー??ー???
??
??
Fig．
Actual
Fltted
6　8　10］21416　182022242628303234363840
　　　　　　　　Testmg　Tlme（number　of　months）
5．1：The　estimated　testing．、e旺ort　funcもion．
0　2
Fig．5．2
Actual
Fl杜ed
　4　6　8　fO　12丁416182022242628303234363840
　　　　　　　　　　　Testlng　Tlme（number　of　months）
：The　estimated　expected　number　of　detected　faults．
5．8．Collcludf1ユg　Remar1（s 83
0．5
40
30
20
」0
??」?＝?????〉〉↑??????????
0
hstantaneous　MTBF
　Cum山ative　MTBF……一一・
0　　2　　4　　6　　8　10　12　14　16　18　20　22　24　26　28　30　32　34　36　38　40
　　　　　　　　　　　　　Tes宣ing　Time（number　of　months）
Fig．5．3：The　estimated　instantaneous　and　cumulative　MTBF’s．
estimateもhe　instantaneous　MTBF　at　the　termination　time　of　the　testing，　MTBF∬（35），　to　be
about　O．1297（about　4．5　months），　and　the　cumulative　MTBF，　MTBFo（35），　to　be　about　O．0269
（about　O．9　months）、
5．8 Concluding　Remarks
　　　In　this　chapter　we　have　discussed　continuous－state　space　software　reliability　growth　mod－
el輌ng　based　on　a　lognormal　process　with　the　effect　of　testing．eflbrt　by　using　a　mathematical
technique　of　stochastic　d玉f琵rentia正equations　of　Itδtype　and　estimation　rnethods　fbr　the　pa－
rameters　of　the　testing－effbrt　function　and　the　solution　process，　respectively．　Then，　we　have
conducted　goodness－o£6t　comparisons　between　our　model　and　existing　continuous－state　space
SRGM，s　in　terms　of　the　MSE　and　the　AIC　by　using　actual　data　sets，　respectively．　Finally，　we
have　also　shown　numerical　illustrations　for　the　software　reliability　assessment　measures　such
as　the　instantaneous　and　cumulative　MTBF，s．　We　believe　that　software　developm頭t　man－
agers　can　grasp　the　rela、tionship　between　the　attained　sof七ware　reliability　an（l　the　testing－effort
expenditures　through　the　testing－phase　by　using　our　sof予ware　reliability　growth　model，　and
our　model　also　enables　software　development　managers　to　decide　how　much　testing－effort　are
expended　to　attain　the　reliability　objective．

　　　　　　　Part　III

Chapter　6
Generalized　Discrete　Software
Reliability　Modeling　with　Program
Size
6．1 Introduction
　　Assessing　software　reliability　in　a　testing－phase　is　one　of　the　important　issues　to　develop
ahighly　reliable　sof毛ware　system．　During　the　testing－phase，　an　implemented　software　system
is　tested　to　detect　and　correct　faults　latent　in　the　so卵are　system．　We　can　describe　the
software　failure・・occurrence　or　fault．detection　phenomenon　by　analyzing　the　related　actuaユdata
collected　in　the　testing－phase．　An　SRGM　is　known　as　a　useful　mathematical　tool　to　describe
these　phenomena　above　in　the　testing－phase，　to　assess　software　reliability　quantitatively，　to
decide　the　time　to　release五）r　operational　use，　and　to　evaluate　the　maintenance　cost　fbr　faults
undetected　during　the　testing－phase．
　　As　a　ro▲e　of　software　systems　is　expanding　rapidly，　the　size，　complexity，　and　diversi6cation　of
software　systems　are　growing　drastically輌n　recent　years．　Accordingly，　we　need　to　develop　more
plausible　SRGM’s　which　enable　us　to　assess　software　re▲iability　more　accurately．　As　one　of　the
solutions，　generalized　approach　fbr　software　reliability　growth　modeling　have　been　proposed　so
far　based　on　order－statistics［24］，in舳ite　server　queueing　theory［8］，Markov　processes［23，29，48］，
and　so　on．　Especially，　Langberg　and　Singpurwalla［24］have　proposed　a　generalized　SRGM　by
using　the　assumption　that　the　fault－detection　times　can　be　regard　as　order－statistics．　And　they
have　also　discussed　that　sever副NHPP　models　can　be　classi6ed　by　the　fault－detection　times
distr玉bution．　These　generahzed　SRGM’s　has　a　useful　characteristic　that　we　can　easily　obtam　a
suiぬble　SRGM　by　re且ecting　the　software　failure－occurrence　or　fault－detection　phenomenon　to
the　generalized　assumptions．　However，　most　of　the　generalized　SRGMs　have　been　discussed
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in　terms　of　continuous－time　SRGM，s．　Consider輌ng　that　there　are　discrete　so銑ware　reliabil．
ity　growth　models　to　describe　the　software　reliability　growth　process　depending　on　discrete
testing．time　such　as　the　number　of　days（or　weeks），　the　number　of　executed　test－cases［60］，
we　need　to　discuss　a　generalized　discrete　software　reliability　growth　modeling　approach．　h
recent　researchesラ1｛uang　et　aL［15］have　discussed　a　unified　scheme　of　d輌screte　NHPP　models
by　applying　the　concept　of　weighted　arithmetic，　weighted　geometric，　or　weighted　harmonic
means．Σ）ohi　et　al．［9｜have　proposed　a　generalized　discrete　software　reliability　model　based
on　the　idea　of　cumulative　Bernoulli　trials．　And，　Okamura　et　a1．［341　have　discussed　a　uni6ed
framework　of　discrete　NHPP　modeling　based　on　the　concepts　of　cumulative　binomial　trials　and
order＿statistics．
　　　In　this　chapter　we　discuss　a　uniHed　framework　fbr　discrete　software　reliabi▲ity　growth　model－
ing　in　which　the　software　faUure－occurrence　times　obey　a　discrete－time　probability　distribution．
Based　on　the　framework，　we　then　discuss　a　generalized　discrete　SRGM　which　enables　us　to
assess　software　reliability　in　collsideration　of　the　e艶ct　of　the　program　size．　We　can　consider
that　the　ef琵ct　of　program　size　is　one　of　the　important　factor　in舳encing　not　only　the　testing．
coverage　maturity　process　and　also　the　sof毛ware　reliability　growth　process．　And　we　derive
several　generalized　software　reliability　assessment　measures　based　on　the　concept　of　the　gen－
eralization　framewor1（．　Af毛er　that，　we　discuss　parameter　estimation　based　on　the　method　of
max輌mum－likelihood　for　our　generalized　discrete　SRGM．　Additionally，　we　discuss　optimal　soft－
ware　release　problems　with　simultaneous　cost　and　reliability　objectives　based　on　our　generahzed
discrete　SRGM．　Finally，　we　depict　numerical　illustrations　of　our　generalized　discre迄e　model　and
its　applicati領to　derived　optimal　release　policies　by　using　actual　fault　count　data
6．2 Generalized　Modeling
　　　We　discuss　a　uni丘ed仕amework　for　discrete　so銑ware　reliability　growth　modeling　in　which
the　probability　distribution　of　each　fault－detection　time　obey　a　discrete－tilne　probabi▲ity　dis－
tribution．　Based　on　the　framework，　we　develop　a　generalized　discrete　binomial　process　model
with　the　e艶ct　of　the　program　size．
6．2．1 Uni丘ed　framework
　　　In　a　testing．phase　the　software　failure－occurrence　times　can　be　regar（玉ed　as　order－statistics，
Okamura　et　aL［34］have　discussed　a　uni丘ed　framework　for　discrete　software　rehability　growth
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modeling　based　on　the　order－statistics．　The　u垣Hed　framework　is　based　onもhe　foUowing　as－
sumptlons：
（A1）Whenever　a　so鋤are　failure　is　observed，　the㍍ult吐ich　caused　lt　will　be　detected　imme－
　　　　diaもely，　a漁d　no　new　faults　are　introduced　in　the　fault－detection　procedureラ
（A2）Each　so我ware　failure　cccurs　at　independently　and　identically（listributed　time　with　the
　　　　discrete　probabihty　distribution　P（τ）（乞＝0，1，2，…　），
（A3）The　initial　number　of血ults　in　the　software　system，ハら（＞0），　is　a　random　variable，　and
　　　　is　finite．
Wb　can　develop　a　generalized　discrete　SRGM　based　on　the　assumptions　above．　First，　let
｛］V（り，乞＝0，1，…｝denote　a　discrete　stochastic　process　representing　the　number　of　faults
detected　up　toτ一th　test輌ng－period．　Then，　the　conditional　probabihty　that　m　faults　are　detected
up　to乞一th　testing－period　given　thatハタ）＝7z　is　derived　as
　　　　P・｛N（の一輌＋（；）｛P（の｝m｛1－Pω｝・－m・　　（6・1）
Accordingly，　we　have　the　probability　mass　function　that　m　faults　are　detected　up　to砧h　testing－
per呈od　as
P・｛2V（乞）－m｝一ｰ（；）｛Pω｝m｛1－P（勾｝π一mp・⑭
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（m＝0，1，2，・一）．　　　　　　　　　（6．2）
　　　The　stochastic　behavior　of　the　software　fau玉t－detection　or　the　failure－occurrence　phenomenon
in　the　testing－phase　can　be　characterized　by　giving　a　suitable　probability　mass　function　of　the
initia▲fault　contentハ陥．　Okamura　et　aL　l34］have　discussed　a　generalized　discrete　NHPP　model
for　software　reliability　assessment　by　assuming　that　the　initia1伍ult　content，　A陥，　obeys　a　Poisson
distribution，　and　proposed　a　parameter　estimation　method　based　on　the　EM　algorithm．
62．2　Generalized　discrete　binomial　process　modeling
　　In　this　chapter　we　propose　a　generalized　discrete　binomial　process　model　fbr　software　reli－
ability　assessment　by　considering　the　case　that　the　probability　distribution　of　the　initial　fault
content，的，　obeys　a　binomial　distribution　with　parameters（K，λ），　which　is　given　as
　　　　P・｛的＋（貨）λ・（㌔λ）K－・（・〈λ＜1；η一・，1，…，κ）・　（6・3）
Eq、（6．3）has　the　lb玉10wing　physical　assumptions：
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The　software　system　consists　ofκlines　of　code（LOC）at　the　beginning　of　theもesting．
phase，
Each　code　has　a　fault　with　a　constant　probabilityλハ
Each　software　failure　caused　by　a　fault　remaining　in　the　software　system　occurs　indepen．
dently　and　randomly．
These　assumptions　are　useful　to　apply　a　binomial　distr輌bution　as　a　probability　mass　function
of　an　initial　fault　content　in　the　software　system　to　software　reliability　growth　modeling，　and
to　incorporate　the　effect　of　the　program　size　into　software　re玉iability　growth　modeling．
　　　Substituting　Eq．（6．3）into　Eq．（6．2），　we　can　derive　the　probability　mass　function　of　the
number　of　faults　detected　up　to乞一th　testing－period　as
　　　　　P・｛聯）－m｝コ三）｛λP（乞）｝m｛1一λP（の｝κ一m（一・・1，2，…K）・（6・4）
Frorn　Eq．（6．4），　we　can　see　that　the　number　of　faults　detected　up　to乞一th　testing－period　obeys
abinomial　process　if　the　probability　mass　function　of　the　initial　fault　content　is　the　binomial
distribution　as　Eq．（6．3）．
6．2．3　Discrete　failure－occurrence　times　distribution
　　　We　need　to　speci勘adiscrete　fai▲ure－occurrence　times　distribution　to　develop　an　SRGM．
In　this　chapter　we　apply　a　discrete　WeibuU　distribution［30］to　the　discrete　failure－occurrence
times　distribution．　Its　probability　distribution　function　is　given　as
　　　　　Pω一1－（仁Pピ　（仁1，2，…；β＞0，0＜P＜1）．　　　　　（6．5）
In　Eq．（6．5），　p　represents　the　probability　that　a　software　failure　caused　by　a　fault　is　observed
per　one　testing－period，　andβthe　shape　parameter．
　　　We　focus　on　the　cases　thatβ＝1andβ＝2，　respectively，　as　the　speci品casesおr　the
discrete　Weibull　distribution　in　Eq．（6．5）．　Whenβ＝1in　Eq．（6．5），　the　distribution　becoInes
ageometric　distribution：
　　　　Pω一1－（1－P）乞　（乞一1，2，…；0＜P〈1），　　　　　　　　（6、6）
which　has　the　constant　failure　rate．　The　geometric　distribution　means　that　a　so銑wεtre　fai▲ure
occurs　at　any　testlng－period　decreases　geometrically，　which　represents　the　case　that　the　internal
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program　structure　is　simple孤d　the　testing－skill　of　test－case　designers　is　high．　Whenβ＝2，
the　distribution　can　be　regard　as　a　discrete　Rayleigh　distribution：
　　　　P（の一1－（1一ρピ　（τ＝1，2，…；0〈P＜1），　　　　　　　（6．7）
which　has　the玉ncreasing　failure　rate．　Applying　the　discrete　Ray玉eigh　distribution　to　a　software
failure－occurrence　times　distribution　means　thaもthe　internal　program　structure　is　complex　and
the　initial　testing－skill　of　test－case　designers　is　lowラhowever，　the　testing－skill　of　them　improves
more　and　more　as　the　testing－period　goes　on．
6．3　Generalized　Reliability　Assessment　Measures
　　　Software　reliability　assessment　measures　are　well－known　as　useful　metrics　which　enable　us　to
assess　software　reliability　quantitatively．　In　this　section　we　derive　several　generahzed　software
reliability　assessment　measures　based　on　the　uni6ed　framework　of　discrete　software　reliability
growth　modeling．
6．3．1　Expectation　and　variance　of　the皿mber　of　detected　faults
　　Information　on　the　current　number　of　detected　faults　is　one　of　the　important　me垣cs　to
estimate　the　degree　of　testing－progress．　There］bre，　the　expectation　an（］variance　of　the　number
of　detected　faults　are　useful　measures　because　the　number　of　fauユts　detected　up　toτ一th　testing．
periodう1V（のin　Eq．（62），　is　treated　as　a　random　var呈able．
　　The　expectation　of　the　number　of　detected　faults，　E［1V（z）］ラis　derived　as
E［腓曇Σピ）｛P（乞）｝・｛仁Pω｝・一・p・輌
　　　　　　　　　　　＝E［Aタ）］P（り．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6．8）
And　the　variance，　Var［1v（τ）］，　is　also　derived　as
　　　　var［∫V（り1＝E［1Vω2］一（E［NωD2
　　　　　　　　　　　　＝Var［珊］｛Pω｝2十E［Wb］P（の｛1－P（の｝．　　　　　　　　　　　　　　　　　　（6．9）
Therefore，　if／Vb　obeys　the　binomial　distribution　in　Eq．（6．3），　they　are　given　as
　　　　　　E［∫VB（り］＝KλP（乞），　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6ユ0）
　　　　Var［1V8ω｜＝KλPω｛1一λP（乞）｝，　　　　　　　　　　　　（6・11）
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respectively　We　can　see　thatκλin　Eq．（6．10）represents　the　expected　initia臨ult　content
when　No　obeys　the　binomial　distribution．
6．3．2　Software　reliability　function
　　Aso銑ware　reliability　function　is　one　of　the　well－known　sof毛ware　reliability　assessment　mea－
sures．　Given　that　the　testing　or　the　operation　has　been　going　up　to乞一th　testing－period，　the
discrete　software　reliability　function　is　def短ed　as　the　probability　that　a　software　faihlre　does
not　occur　in　the　time－interval（Z，乞十ん］（X，ん＝0，1，…）［60］．　Accordingly，　we　can　formulate　the
discrete　sof㌃ware　reliability　fUnction　R（乞，ん）as
　　　　R（乞，ん）一ΣP・｛N（乞＋ん）弍IN（の一ん｝P・｛N（乞）一ん｝
　　　　　　　　　　　　為
　　　　　　　　　　一Σ［｛P（乞）｝た｛1一⑭｝…んΣ（《）｛1－P剛η・P・｛的一｝］・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6．12）
by　using　Eq．（62）．　Therefore，　if　No　obeys　the　b油omial　distribution　in　Eq．
software　reliability　function　can　be　derived　as
　　　　RB（τ，九）＝［1一λ｛P（x十ん）－P（乞）｝］1ζ，
by　using　Eq．（6．12）．
（6．3），the　discrete
（6．13）
6．3．31nstantaneous　and　cumulative　MTBPs
　　As　substitutions　for　an　ordinary　MTBF，　we　derive　instantaneous　and　cumulative　MTBF’s．
The　ordinary　MTBF　can　not　be　derived　because　the　generalized　SRGM　has　the　fbllowing
properties：
　　　　　F＠，0）＝1－．R（↑，0）＝0，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6ユ4）
　　　　F（乞，。・）＝1－R（τ，。・）
　　　　　　　　　　　－1一Σ｛P（り｝π・P・W一η｝，　　　　　　　　（6ユ5）
where昂，ん）represents　the　probability　that　a　so丘ware　failure　occurs　in　the　time－interval
（Z，乞十ん1、These　equations　above　implies　that　the　probability　distribution　function，　F（i，ん），
does　not　satisfy　the　properties　of　the　ordinary　probability　distribution　function．　Accordingly，　we
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need　to　utilize　discrete　instantaneous　and　cumulative　MTBF’s　as　substitutions　fbr　the　ordinary
MTBF．
　　Using　Eq．（6．8），　we　can　formulate　the　discrete　instantaneous　MTBF　as
　　　　　　　　　　　　　　　　　　　　　　　l
　　　　MTBF・（z）＝E［N（‘＋・）］－E［N（り］・　　　　　　　（6・16）
And　the　discrete　cumulative　MTBF　can　also　given　as
　　　　　　　　　　　　　　　　　　τ
　　　　MTBF・（り＝E［N（の］・　　　　　　　　　（6・17）
By　substituting　Eq．（6．10）into　Eqs．（6．16）an（玉（6．17），　we　can　obもain　specified　instantaneous
and　cumulative　MTBF’s，　respectively．
6．4 Parameter　Estimation
　　In　this　section　we　discuss　parameter　estimation　for　the　generalized　discrete　binomial　process
model　in　Eq．（6．4）based　on　the　method　of　maximum－likehhood．　Suppose　that　we　have　observed
Jdata　pairs（ちう防）（」＝0，1，2，…，」）with　respect　to　the　cumulative　number　of　faults，坊，
detected　during　a　constant　time－interval（0，ち1（0＜‡1＜τ2＜…＜孟」）．　The　likelihood
function　I　for　the　generalized　discrete　binomial　process　model，1VB（り，　can　be　derive（玉as
　　　　I≡Pr｛NB㈲刊1，1VB（‡2）＝y2，…，IVB（♂」）＝ッ」｝
　　　　　　　　」
　　　　　－Hp・｛聯ゴ）－yゴ｜N・（ち一・）r－・｝P・｛聯・）－y1｝，　　　　（6・18）
　　　　　　　ゴ＝2
by・・i・g　th・B・y・曲・m・la　a・d　thr　M・・k・v　p・・perty［36，50］・The　c・nditi・nal　p・・b・bility　i・
Eq．（6．18），　Pr｛ハ己（ち）＝防11VB（ち＿1）＝坊＿1｝，　can　be　shown　as
　　　　Pr｛1VB㈲＝防μVB（ち．1）＝駒一・｝
　　　　　　　　　　　　　　　　　一（㌶：D｛・（麺）｝防一…｛1－・（硫）｝κ…め，　（6・19）
by　considering　that　we　can　regardち＿1　as　the　initial　time　and　that　the　distribution　range　of
∧「8（りis　O≦1VB（り≦K一坊＿1．　In　above　equεしtion，　setting
　　　　・（ち一・，ち）一λ｛写（3篭ll1）｝，　　　　　（6・2・）
we　can　rewrite　Eq．（6．18）as
I一j隠D｛z（ち一1，ち）ピー一・｛1－・』）｝κ一・　（a21）
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by　using　Eq．（6。19），　where‡o＝0，　yo＝0，　and　P（Zo）＝0．　Accordingly，　the　logarithmic
l輌kelihoo（l　function　can　be　derived　as
　　　　log　I≡L
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　
　　　　　　　　－1・gKL1・g｛（K⇒」）！｝一Σ1・9｛（ツゴーy」－1）！｝＋ツ・1・gλ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ＝1
　　　　　　　　　　　　　　ノ
　　　　　　　　　　　　＋Σ（駒’一坊’－1）1・g｛P（孟ゴ）－P（孟ゴー・）｝＋（κ一y・）1・9｛1一λP（舌・）｝，　（6・22）
　　　　　　　　　　　　　　ゴ＝1
by　taking　the　naturaUogarithm　of　Eq．（6．21）．
　　　When　we　apply　the　discrete　Wdbull　distribution　in　Eq．（6．5）to　the　so我ware　failure－
occurrence　times　distribution，　i．e．，　P（の＝1－（1一ρ）‘β，　the　logarithmic　likelihood　function
can　be　given　as
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　
　　　　L－▲・gκLl・9｛（κ噺）！｝＋y・1・gλ一Σ｛（yゴーyゴ．1）！｝
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ＝1
　　　　　　　　　　　　ノ
　　　　　　　　　　＋Σ（防｝坊一1）1・9｛（1－P）‡日一一（仁P）£ダ｝
　　　　　　　　　　　」＝1
　　　　　　　　　　　　　　　　　＋（κ一yJ）1・g卜λ｛・＋P）‡儂｝輻　　　　（6・23）
by　using　Eq．（622）．　In　this　case　that　the　value　of　the　parameterβin　Eq．（6．5）is　supposed，　we
have　to　estimate　the　parametersλand　p輌f　we　can　know　the　program　sizeκ．　The　simultaneous
logarithmic　likelihood　equati皿s　with　respect　to　the　paralnetersλand　p　can　be　derived　as
　　　　芸一㌘＋ぽ・）・｛（1一が一1｝仁λ｛1三（1一ρ）弓｝一・，　（6・24）
器一曇い・－1）｛（1一ρ）ψ、≒仁が｝｛綱・C1－‡ダー・（1－P）靹
　　　　　　　　　　　一（κ一綱λ（1一が｝1｝、＋1（1一ρ）、．｝一・，　　（6・25）
「esPectively・Solving　Eq．（6．24）with　respect　toλ，　we　can　obtain
　　　　λ一κ｛1－6－P）・3｝・　　　　　　　（6・26）
Substitut玉ng　Eq．（6．26）into　Eq．（6．25），　we　can　obtain　the　fbllowing　equation：
τi当1霊1一ξ（　　）｛（1－P）、≒が｝
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　・｛¢ダ（1イダーL‡0．1卜P）・乳・－1｝．　　（6．27）
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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　バAccordingly，　we　can　obtain　the　max輌mum－likelihood　estimatesλandβof　the　unknown　param－
etersλandρ，　respectivelyラby　solving　the　sirnultaneous　likelihood　functions　in］Ei）qs．（626）and
（627）numerically．
6。5 Optimal　Software　Release　Problems
　　Sof㌃ware　deveユoping　managers　have　a　great　interest　in　how　to　develop　the　reliable　software
product　economically　and　when　to　release　the　software　to　the　customers［59］．　In　this　section
we　discuss　discrete　cost－optima正sof七ware　release　policies　based　on　our　generalize（玉discrete
binomial　process　model．　And　then，　we　also　discuss　discrete　opt玉mal　software　release　policies
with　simultaneous　cost　and　re▲iability　requirements　in　consideration　of　software　quality　contro▲
point　of　view．　In　this　chapter　we　discuss　the　case　that　the　geometric　distribution　in　Eq．（6．6）
is　applied　to　the　software　failure－occurrence　times　distribution．
6．5．1　Cost．opt輌mal　so丘ware　release　policies
　　We　discuss　cost－optimal　so仕ware　release　policies　based　on　our　generalized　discrete　binomial
process］皿odel．　First　of　al▲，　the　fol▲owing　notations　are　defined：
　c1：debugging　cost　per　one　fault　in　the　testing＿phase，
c2：debugging　cost　per　one　fualt　in　the　operationεしl　phase，　where　c1〈c2，
　c3：testing　cost　per　constant　period．
　　Let　Z　denote　the　software　release　period．　Then，　the　expected　total　software　cost　O（Z）
which　indicates　the　expected　total　cost　during　the　testing　and　operational　phases　is　fbrmulated
as
　　　　0（Z）＝c1E［1V8（Z）］十c2（κλ一E［」VB（Z）D十c3　Z　　　　　　　　　　　　　　　　　　　（6．28）
The　cost－optimal　software　release　period　is　derived　by　minimizing　the　expected　total　software
cost　O（Z）in　Eq．（6．28）．　From　Eq．（6．28），　we　can　derive　the　following　equations：
　　　　C（z＋1）－o（z　　　δ）－c2元c1［，、竺crW（Z）］，　　　（6・29）
where　W（Z）represents　the　expected　number　of　detected　faults　during　a　Z－th　testing－period．
And，　we　need　to　define　the　fbllowing　notation　to　discuss　the　discrete　software　release　policies：
＜…o　㍑＝°（［η］＋1）　　　（6・3・）
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where［πlrepresents　the　Gaussian　symbol　fbr　any　real　numberπ．
　　In　the　case　that　the　software　failure－occurrence　times　distribution　obeys　the　geometric　dis－
tribution，　we　can　confirm　thatルγ（Z）has　the負）llowing　properties：
w（z十1）＜w（z）
W（0）＝κλP
W（○○）＝0
， （6．31）
for　any　nonnegative　interger　Z（≧0）since　O＜p〈1．　That　is，　we　can　see　that　W（Z）is　a
monotonicaUy　decreasing　function　in　terms　of　the　testing－period　Z（≧0）．　Therefbre，　we　can
obtain　the　cost－optimal　sof七ware　release　policies　as　fbllows：
［Cost－Optimal　Release　Policyl
　　Suppose　that　c2＞c1＞Oand　c3＞0．
　　　（1）IfW（0）≦☆，　th・・the　c・・t－・ptim・1・・銑w・・e・e1・a・e　p・・i・d　i・Z≡0・
　　　（2）lf～吉くW（0），　th・・w・hav・th・飴ll・wi・g…nly・・1・ti・・Z－Z・mi・imi・i・g
　　　　　　　　Eq．（6．28）：
　　　　　　　　　　　　石一1°9蕊］．　　　　（6。32）
　　　　　　　Thus，　the　optimal　software　release　period　Z＊＝＜Zo＞．
6．5．2　Cost－reliability－optimal　software　release　policies
　　　Further，　we　discuss　the　opも輌ma▲software　release　problems　which　take　both　total　software　cost
and　reliability　criteria　into　consideration　simultaneously．　In　the　actual　software　development，
the　softwεしre　developing　manager　has　to　spend　and　control　theもesting　resources　under　both
minimizing　the　total　software　cost　and　satisfying　the　software　reliability　requirement　rather
than　only　minimizing　the　cost．
　　　Now，　let　Ro（0＜Ro≦1）be　the　sof七ware　reliability　objective．　Using　the　discrete　software
reliability　function　in　Eq．（6．13），　we　can　discuss　the　optimal　software　release　policies　which
minimize　the　total　expected　software　cost　in　Eq．（6．28）with　satisfying　the　software　reliability
objeCtive　Ro．　That輌s，　the　cost－rehability－optimal　software　release　problem　can　be五）rmulated
as　K）110WS：
　　　　　　　　霊麗㌫）≧R。，Z≧。｝・　　　（6・33）
Supposingんis　a　constant　value，　we　can　see　that　the　discrete　software　reliability　function
RB（Z，ん）is　a　monotonically　increasing　function　in　terms　of　the　testing－period　Z　when　the
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software㍍ilure－occurrence　times　obeys　the　geometric　distribution．　Accordingly，　if　RB（0，ん）＜
Ro，　then　we　have　only　finite　solution　ZI　satisfying　IZB（Z－1，九）＜Ro　and　RB（Z，九）≧Ro・
Furthermore，　if　RB（0，ん）≧Ro，　then　RB（Z，ん）≧Ro｛br　any　nonnegative　integer　Z．　Therefbre，
in　this　case，　we　have　to　discuss　optimal　software　release　policies　based　on　only　the　cost　criterion．
From　the　discussion　above，　the　cost－reliability－optimεしl　software　release　policies　cεしn　be　obtained
as　lbllOWS：
［Cost－Reliab輌lity－Optimal　Release　Policy］
　　Suppose　that　c2＞c］＞0，　c3＞0，0〈Ro≦1
（1）
（2）
（3）
（4）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　，and九≧0．
If叩）≦。，竺，、　and　R・（0，ん）≧R・，　th・・the　c・・t－reli・bil輌ty－・ptim・1・・ftw・・e・el・a・e
period　2r＊＝0．
If　W（0）≦☆and　RB（0，ん）＜Ro，　then　the　cost－reliability－optimal　software　release
period　2「＊ご・Z1．
IWノ（0）〉☆・・d　R・（0，九）≧R・・th・n　the　c・・t－・eli・bility－・ptim・1・・丘w・・e・e▲・爺・
period　Z＊＝＜Zo＞．
If　W（0）＞1告and　RB（0，ん）＜Ro，　then　the　optimal　software　release　period　Z＊＝
max｛＜Zo〉，　z、｝．
6。6 Numerical　Examples
　　We　show　numerical　examples拓r　our　generalized　discrete　binomial　process　model　in　Eq．（6．4）
by　using　actual　fault　count　data　cited　by　Ohba［321　and　RADC固．　We　call　these　data　DSl　and
DS2　in　this　chapter，　respective玉y．　DSI　consists　of　19　da尤a　pairs（ち，防）（元＝0，1ラ2，…　，19；τ1g＝
19，穿1g・＝328）and　the　program　sizeκof　this　sof逢ware　system　is　1．317×106（LOC）．　And　DS2
consists　of　35　data　pairs（ちう的）（ゴ＝0，1，2，…，35；τ35＝35ラy35＝1301）and　its　program
size　lκis　1240×106（LOC）．1）SI　and　DS2　show　exponentiaユand　S－shaped　reliability　growth
curves，　respectively。　Therefbre，　we　use　DSI　in　the　case　that　the　software　failure－occurrence
times　distribution　obeys　the　geometric　distribution，　and　DS2　in　the　case　that　the　distribution
obeys　the　discrete　Rayleigh　distributionラrespectively．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　バ　　Figs．6．1　and　6．2　depicts　the　estimated　expected　number　of　detected　faults，　E［∫VB（り］’s，　and
its　95％confi（呈ence正imits　in　case　of　the　geometric　alld　the　Rayleigh　software　l』ilure－occurrence
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ムtimes　distributions，　respectively．　The　1007％c皿6dence　limits　for　E［～VB（り］are　derived　as
　　　　バ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　E［1VB（の］±、κ，㎡Var［1VB（τ）］，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（6．34）
whereκ午indicates　the　100（1十午）／2　percent　point　of　the　standard　normal　distribution［58L
As　to　Fig．6．1　the　estimates　of　the　unknown　parametersλand　p　have　been　obtained　that
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Fig．6．1The　estimaもed　expected　number　of　detected鉱ults　in　the　case　of　the　geometric
software　failure－occurrence　times　distribution　and　its　95％con五dence　hmits　fbr　DS1．
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Fig．6．2The　estimated　expected　number　of　detected　faults　in　the　case　of　the　Rayleigh　soft．
ware　failure－occurrence　times　distribution　and　its　95％con6dence　limits負）r　DS2．
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ハλ＝0．340×10－3andρ＝0．052，　respectively，　by　using　the　method　of　maximum－likelihood
discussed　in　Section　6．4．　By　using　the　estimates，　the　expected　initial　fault　content　can　be
　　　　　　　　　　　ム　　　　　バest輌mated　asκ・λ～513．　In　Fig．6，2　the　estjmates　of　the　unknown　parametersλandρhave
　　　　　　　　　　　　　　　　へbeen　obtained　thatλ＝0．316×10－2　andρ＝0．107×10－1，　respectively．　Accordingly，　we　can
estimate　the　expected　initial　fεLulもcontentもo　be　about　l328．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム　　　Figs．6．3　and　6．4　show　the　estimated　software　reliability　functions，　RB（τ，1），s，　by　us輌ng
the　estimated　parameters，　respectively　By　usingもhe　estimated　software　reliability　fUnctions，
バRB（乞う1），we　can　estimate　the　software　reliabilities　at　the　60－th　testing－period　to　be　about　O・342
in　Fig．6．3　and　at　the　45－thもesting－period　to　be　about　O・579　m　Fig．6．4，　respective1）た
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　一　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Figs．6．5　and　6．6　depict　the　estima短d　insta丑taneous　MTBF’sう1147「BFB（の’s，　respectively．
In　Fig．6．5，　we　can　estimate　the　instantaneous　MTBF　at　the　60－th　test輌ng－period　to　be　about
O・933（weeks）or　to　be　about　157（hours）．　And　we　also　estimate　one　at　the　45－th　testing・・period
to　be　about　O　4．833（months）in　Fig．6．6．
　　　Next　we　show　numerical　examples　for　discussed　optimal　softw雛e　release　policies，　such　as
the　cost－optimεしhnd　the　cost－reliability－optimal　release　po▲icies，　respectively．　Fig．6．7　depicts
derived　cost－optimal　sof㌃ware　release　policy　fOr　c1＝1，　c2＝32，　and　c3＝10．　In　this　case，　Cost－
Optimal　Release　Policy（2）is　applied，　then　we　can　estimate　that　the　cost－op垣mal　software
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release　period　Z＊＝83（weeks）．　And　Fig．6，8　shows　the　numerical　examples　fbr　derived
cost．reliabihty－optimal　software　release　policy．　For　the　specific　operational　periodん＝1and
the　reliability　objecもive　Ro＝0・8，　the　cost－reliability－optimal　software　release　problem　can
be　discussed　in　the　followings、　Suppose　that　the　cost－optimal　software　release　policy　have
been　discussed　about　the　case　of　c1　＝　1，　c2　＝32，　and　c3　＝　10．　We　can　estimate　Z1＝　90
because　R（89，1）＝0．798＜Ro　and　R（90，1）＝0．807＞Ro．　Since　Wノ（Z）　＞c3／（c2－c1）and
R（0う1）＝2・280×10－12＜Ro，　Z＊is　estimated　as　Z＊＝max｛＜Zo＞，　Z1｝＝max｛83，90｝＝90
by　using　the　Cost－Reliability－Optimal　Release　Policy（4）．　In　Fig．6．8，　we　can　understand
an　importance　that　the　software　development　managers　should　estimate　the　optimal　software
release　period　by　considering　not　only　minimizing　the　total　expected　software　cost　but　also
satisfying　the　reliability　objective．
6．7 Concluding　Remarks
　　We　have　discussed　a　generalization　for　discrete　so愉are　reliability　growth　modeling．　We
have　then　developed　generalized　discrete　binomial　process　model　based　on　the　unified　f≧amework
by　assuming　that　a　probability　distribution　of　the　initial　fault　c皿tent　obeys　the　binomial
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distribution，　which　enables　us　to　assess　software　reliability　in　consideration　of　the　ef琵ct　of　the
program　size．　After七hat，　we　have　derived　generalized　discrete　software　reliability　assessment
measures　based　on　the　concept　of　the　uni6ed　framework．　And，　parameter　estimation　method
based　on　the　method　of　maximum－likelihood　fbr　our　generalized　discrete　binomial　process　model
have　been　discussed．　Additionally，　as　one　of　the　apphcations　of　our　generahzed　discrete　binomia▲
process　mode1，　we　have　discussed　optima玉software　release　problems　with　simultaneous　cost
and　a　reliability　objective．　Finally　we　have　shown　numerical　examples　Ibr　software　reliability
assessment　based　on　our　generalized　discrete　binomial　process　models　and　its　app五ication　to
derived　optimal　release　policies　by　using　actual　fault　count　data．
C盤apter　7
1面n鮎eServer　Queuemg　Mode旦ing露or
So窺ware鼠e亘iabihty　Assessment
7。1 Introduction
　　　Quarltitative　assessment　of　software　reliability　in　a　testing－phase　is　important　to　provide
asof七ware　keeping　high　degree　of　reliability　for　users　because　a　testing－phase　is　located　in
the　6nal　stage　of　the　software　development　process．　Up　to　now，　as　mathematical　models
to　assess　software　reliability，　several　SRGM，s　have　been　utilized長）r　assessing　the　degree　of　the
ach呈evement　of　sof毛ware　qua玉ity，　deciding　the　time　to　release　for　operationahse，　and　evaluating
the　maintenance　cost　for　faults　undetected　during　the　testing－phase．　Most　of　SRGM，s　have　been
modeled　by　any　stochastic　processes　to　describe　the　software　fault－detection　phenomenon　or
the　sof毛ware　f㌦ilure－occurrence　phenomenon．　Especiallyラit　is　known　that　an　NHPP　model　can
describe　software　reliability　growth　process　easily　by　supposing　the　mean　vahle　function　of　the
NHPP　intuitively．　On　the　other　hand，　for　most　of　NHPP　models，　it　has　been　pointed　out　that
it　is　di伍cult　to　understand　physical　interpretation五）r　the　fault－detection　phenomenon　by　many
researchers．　As　one　of　the　methods五）r　solving　this　problemラseveral　generalizat玉on　methods　for
SRGM，s　have　been　proposed．　h　recent　years，　Dohi　et　aL［8］has　proposed　a　general　approach　to
existing　SRGM，s　by　regarding　the　software　failure－occurrence　phenomenon　as　an　in6nite　server
queue・
　　In　this　chapter　we　discuss　generalized　sof㌃ware　re玉iability　growth　modeling　by　applying　an
in6nite　server　queueing　thoery　to　basic　assurnptions　of　a　delayed　S－shaped　SRGM［58，661，which
is　a　different　approach　from　the　infinite　server　queueing　models　proposed　by　Dohi　et　aL［81．　The
de▲ayed　S－shaped　SRGM　is　one　of　the　SRGM，s　which　can　analyze　the　physicahnterpretation
for　the　fault－detection　phenomenon．　This　SRGM　has　been　developed　by　supposillg　that　the
ユ05
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fault－detection　phenomenon　consists　of　successive　software　failure－detection　and　fault－isolation
processes．　In　an　actual　testing－phase，　we　can　consider　that　the　time　for　analyzing　or　isolating
the　causes　of　software　failures　do　not　always　take　a　constant　values．
　　　We　discuss　a　concept　of　conditiona▲distribution　of　arrival　times，　which　is　utilized　fbr　de．
veloping　our　infinite　server　queueing　model．　After　that，　based　on　the　concepts　of　the　delayed
S－shaped　SRGM　and　the　conditional　distribution　of　arrival　times，　we　develop　an　in6nite　server
queueing　model　considering　the　time　distribution　of　the　f訓1t－isolation　process　fbr　software　re．
liability　assessment．　Finally，　we　mention　that　our　in丘nite　server　queueing　model　is　a　genera▲
approach負）r　several　SRGM，s　described　by　NHPP’sラand　show　numerical　examples　fbr　our　model
by　using　actual　fault　count　data．
7．2 Delayed　S－shaped　SRGM
　　　In　this　section　we　discuss　an　SRGM　based　on　an　NHPP　and　a　concept　of　the　delayed　S－
shaped　software　reliability　growth　modeling［58，66］which　is　the　basic　concept　fbr　developing
皿rinfinite　server　queueing　modeL
　　　First，　let　｛Z（¢），孟　≧　0｝　be　the　counting　Process　representing　the　cumulative　number　of
fau▲ts　detected　up　to　time‡（¢≧0）．　Supposing　that　Z（τ）obeys　an　NHPP，　we　can　formulate
the　fault－detection　phenomenon　as
Pr｛Z（τ）＝η｝＝
｛万（り｝η
　　　　exp｛－1了（τ）｝
η！
昨／㌦（£）d孟
（7z＝0ラ1，2，…　　）
， （7．1）
where、H（君）is　the　mean　value　function　which　indicates　the　expectation　of　Z（の，i．e．ハthe　expected
cumu▲ative　number　of　faults　detected　up　to　timeτ，　andん（‡）called　an　intensity　funct輌on　which
indicates　the　instantaneous　fault－detection　rate　at　time舌．　Eq．（7．1）玉mplies　that　the　software
reliability　growth　process　in　the　testing－phase　is　characterized　by　the　mean　value　function　17（τ）
or　the　intensity　functionん（τ）．
　　　Genera▲1y，　the　cause　ana▲ysis　to　detect　software　faults　occurring　software　failures　is　con－
ducted玉n　the　tesもing－phase，　Accordingly，　the　delayed　S－shaped　SRGM　has　been　developed　by
supposing　that　the　fault－detec垣on　process　is　consisted　of　successive　software　failure．．detection
and　fau玉t－iso▲ation　processes。　That　is，　this　SRGM　regards　analyzing　the　software　failure－
occurrence　phenomenon　and　iso▲ating　the　faults　causing　software　failures　as　the　fault－detection．
Z2，　De似γed　5一頭aped　SRGM『
α 功（の
So加aオe　Failuエe－
cetection　Process
Sofしware　Fault－
Isolat輌on　Process
　　　　砥∫）
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Fig．7．1：Abasic　concept　of　delayed　S－shaped　software　reliability　growth　modeling。
　　　The　delayed　S－shaped　SRGM　is　derived　by　the　fbllowing　procedure．　First　of　al1，　let　m（τ）be
the　expecte（l　cumula、tive　number　of　so銑ware］㌦ilures　detected　up　to　timeτinもhe　sof㌃ware　failure－
detection　process．　Then，　we　can　obtain　the　fbllowing　dif丘rential　equation　by　the　assumptions
of　the　delayed　S－shaped　SRGM：
　　　　　dm（り
　　　　　　　　　　二＝わ1［α一η2（り］，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（7．2）
　　　　　　d諺
whereαind玉cates　the　expected　initial　fault　content　in　the　software　system，　and　b1（＞0）the
failure－occurrence　rate．　Next，1ettingルf（τ）be　the　expected　cumulative　number　of　faults　isolated
（or　detected）up　to　time孟in　the　fault－isolation　process，　we　can　also　obtain　the　following
di艶rential　equation　by　assumptions　of　the　delayed　S－shaped　SRGM：・
　　　　　dM（τ）
　　　　　　　　　　＝～）2［m（孟）－M（ε）］，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（7．3）
　　　　　　dオ
where　b2（＞0）represents　the　f5ult－detection　rate．　Suppose　that　6＝61＝b2　approximate起
Then，　M（£）can　be　derived　from　Eqs．（7．2）and（7．3）as
　　　　M（τ）＝α［1－（1＋bτ）exp｛－6孟｝］．　　　　　　　　　　　　　（7．4）
The　mean　value　funtion　M（りin　Eq．（7．4）is　called　a　dε1αye∂S－5九αρe∂8（沸祖αrεrel乞αb‘1吻
groω重九％∂el［58，66］．　Fig．7ユshows　the　concept　of　the　delayed　S－shaped　SRGM．　AdditionaUy，
let　MG（孟）be　the　expected　cumulative　number　of　faults　detected　up　to　time舌in　case　of　61≠b2．
Then　the　mean　value　fUnCtiOn　MC（りiS　Cal玉ed　a　g¢ηεアα庇e∂∂elαye∂5「－3んαρe∂3（泣ωαre　re㌦6乞1鋤
9γ・oω孟九mo∂e／［62］，　and　is　derived　as
　　　　拠）一・卜r≒（・xp｛－b1悦｝…xp剛）1，　　　（7・5）
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where　u＝62／6玉which　represents　the　relative　measure　between　the仕e（luency　of　the　fault－
occurrence　and　the　isolation　progress　rate．
7。3 In舳ite　server　Queueing　Modeling
　　　Two　events　of　so銑ware　failure－occurrence　phenomenon　and　fault－detection　process　have
dif花rent　meaning　each　other．　Thus，　the　faults　are　not　always　detected　even　if　the　sof予ware
faihlres　are　occurred．　And　the　time　spent　by　analyzing　the　causes　of　each　software　failure　is
randomly　behaved　by　difK〕rence　of　the　di伍culty　of　isolating　and　detecting　each　fault．　First　of　all，
in　this　section　we　introduce　a　concept　of　conditional　distribution　of　arrlval　times　which　is　need
for　developing　an　inf誼ite　server　queueing　mode1．　After　that，　util玉zing　the　concept，　we　develop
an　infinite　server　queueing　model［36，41ラ42，50］to　treat　above　situation　comprehensively．　And
we　also　propose　SRGM，s　considαing　the　time　distribution　of　fault－isolation　process．
7．3．1 Conditional　arrival　times　distribution
　　　Befbre　developing　an　il1丘nite　server　queueing　modelラwe　need　to　discuss　a　concept　of　con－
ditional　distribution　of　arrival　times．　In　this　section　we　discuss　the　conditional　arrival　times
distribution　in　case　that　the　events　occur　in　accordance　with　an　NHPP　formulated　as　Eq．（7ユ）．
　　　Let　S1，52，…，5ηbe　theηarrival　times　of　a　counting　process｛Z（リラ£≧0｝which　obeys
an　NHpp　with玉ts　mean　value　function　lげ（りand　intensity　functionん（孟）in　Eq．（7．1）．　Now　we
consider　the　conditional　distribution　of　the　6rst　arr玉val　time，　S1，given　that　there　was　an　event
in　the　time－interval［0，‘］，　For　s〈τ，　the　conditional　distribution　is　derived　as
Pr｛S1≦31▲Z（τ）＝1｝＝
H（31）
　　H（舌）
イ1；融・ （7．6）
Similarly，　we　can　derive　the　joint　conditional　distribution　of　51　and　S2　as負）llows：
Pr｛S］≦81，S2≦321Z（孟）＝＝2｝
　　　　　　　　H（s1）［H（52）－H（5、）］
　　　　＝2！
　　　　　　　　　　　　　　［H（り］2
　　　　　　　　　　　　　　　　rl二1娠）
一2！ﾚ12元51
［Hω］2
∂zldz2， （7．7）
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where　31〈82≦τ．　Then，　if　we　condition　that　Z（‡）＝π，　the　joint　conditio聰1　distribution　ofη
arrival　times　is　given　by
Pr｛S1≦8、，S2≦32，…，S。≦8。IZ（り＝η｝
　　　　　　　　　　　　一π！ぴ聞諸讐）鋤d・・…妬・ （7．8）
TherefOre，　given　that　Z（♂）＝γ↓，　the　joint　conditional　density　ofηarrival七imes　is　derived　as
五）IIOWS：
　　　　　　　　　　　　　　　　　　　　　　　　　　rl二1ん㈲
∫（¢、，孟2，…，孟。lz（τ）＝η）＝η！
　　　　　　　　　　　　　　　　　　　　　　　　　　　［即）］㌧
（7．9）
Eq．（7．9）imphes　that　unordered　random　variables　ofηarrival　times　Sb　S2，…，Sn　are　inde－
pendent　and　identically　distributed　with　the　density
∫＠）一
o孝　 　　　（0≦¢≦オ）
（otherwise），
（7．10）
if　we　c皿dition　that　Z（り＝η［411．　Of　course，　if　Z（‡）obeys　aんomogeηeoμ3　Po乞350ηproce33
（abbreviated　as∬PP）which　is　the　special　case　for　the　NHPP，　theηarrlval　times　given　Z（τ）＝η
are　independent　and　identically　distributed　uniformly　on　the　interval［0ラf｜．
　　Additionally，　we　also　introduce　a　useful　conditional　probability　related　to　the　conditi皿al
arrival　times　distribution　discussed　above．　If　3＜τand　O≦m≦η，　then
　　　　　　　　　　　　　　　　　　　　　　Pr｛Z（孟一5）＝γτ一m，　Z（5）＝m｝
Pr｛Z（8）＝γn▲Z（τ）＝η｝＝
一（；）（
　Pr｛Z（£）＝γτ｝
各8）m（1－：6ザ・ （7．11）
Eq．（7．U）implies　that　m　events　occured　by　time　s（〈孟）are　independent　and　each　event　ls
occurred　with　a　probability亙（3）／H（のrespectively，　g玉ven　that　Z（‡）＝れ．　That　is，　the　condi－
tional　distribution　of　Z（3）given　that　Z（τ）＝ηobeys　a　binomial　distribution　with　parameters
（π，万（8）／H（孟））・
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Infinite　server　queueing　modeling
　　We　develop　an　in6nite　server　queueing　modehbr　software　reliability　assessment　based　on
the　fbllowing　assumptions：
（A－1）
（A－2）
（A－3）
　　　Let　a　counting　Process｛X（τ），
number　of　software　failures　observed　up　to　time¢，　and　also　a　counting　process｛N（τ），孟≧0｝
be　the　one　indicating　the　cumulative　number　of　faults　detected　up　to　time　Z．　Suppose　that　the
test　has　been　begun　at亡＝0．　Then，　the　distribution　fUnction　of／V（りis　given　by
The　expected　cumulative　number　of　software　failures　are　observed　according　to
an　NHPP　with　the　mean　value　function　A（τ）and　the　intensity負mctionλ（り．
The　observed　so銑ware　failure　is　directly　analyze（l　in　the　fault－isolation　process
when　the　software　failure　is　observed．　After　the　software　fa輌lure　analysis，　the
software　fault　is　detected．
The　fault－isolation　times　are　assumed　to　be　independent　w輌th　a　common　distri－
bution∬（孟）．
　　　　　　　　　　　　　　　　　　　　　£≧0｝be　the　random　variable　indicaもing　the　cumulative
Pr｛N（孟）＝γL｝書酬オ）一欄一」｝［Aそ）P∧・ （7．12）
And，　for　j　so銑ware　f㌦ilures　observed　up　to　timeτ，　the　probabili七y　thatηfaults　are　detected
Sof㎞are　Failure－
Detect輌on　Process
　　　Aω
→…　　鯵
Sof㎞aエe　Fault－
IS。lat輌。n　Pr。CeSS　1司ω
hUaF
?
aF
〜
?????????????????…??………??…?………………???
｝…‥叩11‥…一‥｝
…???????｝……‥11‥…‥11
Fig．7．2：0ur　in6nite　server　queueing　model　with　the　time　distribution　of　fault．isolation　pro．
　　　　　　　　　ceSS．
7．4．Relaεメo丑5、hjp£o　Exj8亡」刀g　SRGM，8 111
via　the　fεしult－isolation　process　is　given　as
　　　　　P・｛N（孟）一刷一元｝一（；）｛P（ε）｝・｛1－P（孟）｝・一・，　　　（7・13）
where　p（τ）means　the　probability　that　an　arbitrary　one　fault　is　detected　by　time舌ラand　also
1）（τ）is　given　by
　　　　ρ（τ）イ輌d鵠），　　1　　　（7・14）
by　using　the　Stieltjes　convolution　and　the　concepts　of　the　conditional　arrival　times　distribution．
Substituting　Eqs．（7．13）and（7．14）inもo　Eq．（7．12），　we　obtain　the　distribution　function　of　the
cumu▲ative　number　of　faults　detected　up　to　time¢as
P・｛」v（り＝η｝ヱτ三）4A（z）］ηexp［イF⑭A（・・）］・　　（7ユ5）
Eq．（7．15）i・eq・i・・1・nt　t…NHPP　with　m・an　va1・・血・・ti・・ぽト・）dA＠）・Th・t　i・，　N（‡）
h・・a・NHPP　with　m…v・1・・f…ti・・㍑F（τ一コc）dA＠）．　Fig．72・h・w・the　c・・cept・f・u・
in6nite　server　queueing　modeling．
7．4 Relationshiμo　Existing　SRGMうs
　　　We　have　developed　the　in五nite　server　queueing　model　for　software　reliability　assessment，
and　derived　an　SRGM　considering　the　time　distribution　of　the　fau▲t－isolation　process　in　the
preceding　section．　Using　Eq．（7ユ5），　we　can　characterize　the　time－dependent　behavior　of　fault－
detection　phenomenon　by　determining　A（£）and　F（りwhich　indicate　the　expected　cumu正ative
number　of　software　failures　observed　up　to垣me¢and　the　time　distribution　function　of　fauユt一
輌so▲ation　process，　respectively．　Accor（ling］y，　we　can　easily　refiect　the　physical　phenomenon　for
the　successive　sof毛ware　failure－occurrence　and　the　fault－detection　on　so琵ware　reliability　growth
modeling　concretely　and　simply．
　　　And，　Eq．（7．15）can　be　considered　as　an　general　description　for　several　NHPP　models．
Speci6cally，　for　example，　Eq．（7ユ5）is　equivalent　to　the　generalized　delayed　S－shaped　SRGM
in　Eq．（7．5）essentially　if　A（りand　F（りin　Eq．（7ユ5）are　supposed　as
　　　　A（君）＝α（1－e－bり，　　F（£）＝1－e一α‡，　　　　　　　　　　　　　　　　　　　　　　　（7ユ6）
respectively．　In　Eq．（7．16），αrepresents　the　expected　initia▲fault　content　in　the　software　sys－
tem，　b　the　failure－occurrence　rateラα（＞0）the　reciprocal　of　the　expectation　of　the　exponentia1
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distribution，　i．e．，　the　expectation　of　the　Poisson　distribution．　Furthermore，　by　supposing　that
η＝b＝α輌nEq．（7ユ6），　Eq．（7．15）is　equivalent　to　the　delayed　S－shaped　SRGM　in　Eq．
（7．4）．Thus，　using　Eq．　（7．15），　we　can　eas輌ly　un（lerstan（l　the　phys呈cal　interpretation　of　the
fault－detection　phenomenon，　and　reHect　it　on　software　reliability　growth　modeling．　Table　7．1
summarizes　the　relationships　betweell　the　in丘nite　server　queueing　model　and　existing　NHPP
m・d・1・wh・・e　M・（孟）一∬F（£一・）dA＠）．
7。5　Numerical　Examples
　　　In　this　section　we　show　severahumerical　examples　K）r　software　reliability　assessment　by
using　actua▲observed　data．　We　suppose　that　A（りand　F（舌）are　giv四as
　　　　　A（孟）＝α（1－〆）　　（0＜r＜1），　　　　　　　　　　　　　　　　　　　　　　　　　　　（7．17）
and
　　　　　F（¢）＝・1－expLα£］，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（7．18）
respectively．　This　case　is　one　of　the　cases　listed　in　Table　7．1．　We　apply　the　MLE　to　estimate　the
mo（玉el　parameters．　Supposing　that　we　observed、κdata　pairs（古ん，批）（ん＝0，1，2，…，、κ；0＜
‡1＜¢2＜…＜孟κ）with　respect　to　the　total　faults，擁，　detected　during　constant　time－interva▲
（0，川，we　can　derive　the　fbllowing　logarithmic　likelihood　function　from　the　properties　of　the
NHPP：
　　　　　　　　　　　ピ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　び
　　　　　1・L一Σ（擁一仇．1）・1・［M・（訂拠・．・）］謂・（ω一Σ1・［y四・－1］・　（7・19）
　　　　　　　　　　ん＝1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　た＝1
We　can　derive　the　following　simultaneous　equations　by　partia▲1y　di任erentiating　the　logarithmic
likelihood｛覧mtion　in　Eq．7．19　with　respect　to　the　parametersα，　r，　andα，　respectively：
　　　　　∂島L－∂曇五一∂£L－・・　　　　　　（7・2・）
Accordingly，　by　solving　numerically　the　above　equations，　we　can　estimate　a，デ，　and　6i，　which
are　the　estimates　ofα，　r，　andα，　respectively．
　　　We　use　a　PL／I　apPlication　program　test　data　consisting　of　19　data　pairs（毎，ω（ん＝
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1，2，…，19；孟1g＝19，ylg＝328）［321．　Fig．7．3　shows　the　estimated　mean　va▲ue　function　Ms（り
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　and　the　95％con6d田ce　Iimits　of　it　where　the　estimated　parameters　of　M5（£）are　a＝459．08，
デ＝0．1916，and　a＝0．0682．　The　100・γ％confidence　limits　is　derive（l　as
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ルf5（亡）：ヒ・κ7V・λ45（り，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（7．21）
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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Fig．7．3：The　estimated　mean　value　function，ハ45（£）．
where　K7　illdicates　the　100（1十D／2　percent　point　of　the　standard　normal　distribution［58］
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　We　also　apply　the　K－S　goodness－o錨t　test　discussed　in　Section　4．7　to　evaluate　whether　M5（τ）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　6ts　statistically　to　the　observed　data．　We　veri6ed　thatハ45（舌）丘ts　to　the　observed　data　with　the
5％leve玉of　significance　by　the　K－S　goodness－of二fit　testing
7．5．1 Software　reliability　function
　　　Given　that　the　testing　or　the　operation　has　been　going　llp　to　time孟，　the　probability　that　a
software　failure　does　not　occur　in　the　time－interval［孟，；十勾＠≧0，τ≧0）is　derived　as
R5（∋透）＝exp［一｛Ms（；十工）－M5（τ）｝］ラ （7．22）
from　Eq．（7．1）．　Eq．（7．22）is　cal▲ed　a　software　reliabihty負mction．　We　can　estimate　the　sofむware
reliability　by　using　this　equation．　Fig．7．4　shows　the　estimated　software　reliabillty　with　respect
toτ＝19（weeks）wh玉ch　is　the　termination　time　of　the　testing．　Assuming　that　the　software
users　operate　the　software　product　under　the　same　environment　as　the　testing，　fbr　example，　we
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ムcan　estimate　the　software　reliabHity　Rs（0ユ119）to　be　about　O・410．
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　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ムFig．7．4：The　estimate（i　sof七ware　reliability　Rs（ωμ9）．
7．5．2　1nstantaneous　MTBF
　　We　also　estimate　an　instantaneous　MTBF　which　has　been　used　as　one　of　the　substitution
of　measures　of　MTBF．　An　instantaneous　MTBF　can　be　obtained　as
　　　　　　　　　　　　　　　　　l
　　　　MTBF・（り＝ん，（X）・　　　　　　　　　　（7・23）
whereん5（りindicaもes　the　intensity　function　of　the　NHPP．　Fig．7．5　shows　the　time－dependent
behavior　of　the　instantaneous　MTBF　in　Eq．（7．23）．　Using　Eq．（7．23），　we　can　estimate　the
mean　time　between　failures，　MTBF∫（19），　to　be　about　O・112（weeks）．
7．6 Concluding　Remarks
　　In　this　chapter，　we　have　discussed　an　in6nite　server　queueing　model　considering　the　time
distribution　of　the　f㌦u玉t－isolation　process　based　on　the　concept　of　the　de正ayed　S－shaped　sofτware
reliability　growth　modeling．　Generally，　it　is　considered　that　the　time　spent　by　analyzing　the
causes　of　each　sof予ware　failure　is　r孤domly　behaved　by　difference　of　the　di伍culty　of　isolating
and　detecting　each　fault．　Accordingly，　this　chapter　has　treated　with　the　random　behavior　of
the　isolation　times　fbr　each　software　fault　by　developing　the　in6nite　server　queueing　model．
Additionally，　this　chapter　has　shown　that　this　model　can　easily　express　the　phys輌cal（量escription
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for　the　fault－detection　phenomenon，　and　can　describe　several　NHPP　models　as　the　specia玉cases．
Finally，　having　assumed　that　A（り＝α（1－〆）and　F（の＝1－exp［一α司，　we　have　shown　the
reslllt　of　goodness－o仁6t　testing　to　the　actual　data　and　several　numerical　examples　by　using
fault　count　data　observed　in　the　actua▲testing－phase．
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Chapter　8
So翫ware　Reliability　Modelmg　wit血
Imper佑ect　Debugging　Activmes
8。1 Introduction
　　Assessing　software　reliability　in　a　testing－phase　located　in　the　final　phase　of　the　software
development　is　one　of　the　important　project　management　activities　to　produce　highly－reliable
software　systems．　A　software　reliability　assessment　method　based　on　a　software　reliability
growth　model　has　been　known　as　one　of　the　fundamental　technologies　for　assesssing　software
reliability　quantitatively，　and　applied　for　practicahse．　The　SRGM　is　a　mathematical　tool
based　on　probability　and　stat玉stical　theories，　which　can　describe　the　software　reliabiliもy　growth
process　by　regarding　the　number　of　faults　detected　up　to　arbitrary　testing－time　as　a　random
variable．　Therefbre，　most　of　the　SRGM’s　have　been　developed　by　applying　counting　processes
such　as　NHPP，s．
　　The　SRGM，s　can　be　classified　illto　the負）llowing　two　models：perfect　and　imperfect　de－
bugging　models．　The　per飴ct　debugging　models　are　modeled　by　assuming　a　perfect　debugging
environment　in　which　faults　latent　in　a　software　system　are　always　detected　and　corrected　per－
fectly　by　the　debuggingεしctivities．　On　the　other　hand，　the　imperfect　debugging　models　are
developed　by　assuming　an　imperfbct　debugging四vironment　where　faults　are　not　always　de．
tected　and　corrected　perf6ctly　an（l　the　debugging　activities　have　a　possibility　that　new　faults
are　introduced．　We　can　see　that　the　imper允ct　debugging　environment　is　a　suitable　assumption
fbr　software　reliability　growth　modeling　since　debuggingεしctivities　can　not　always　detect　correct
faults　per艶ctly　in　the　actualもesting－phase．　There貴）re，　a　lot　of　SRGMラs　developed　by　assuming
the　imperfecもdebugging　environment　have　been　proposed　so　far．　Yamada［53］，　Yamada　and
Sera［61］，　Yamada　et　a▲．［69］，孤d　Zeephongsekul［72］have　been　proposed　several　types　of　im一
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perf℃ct　debugging　models　based　on　NHPP，s　by　collsideringもhaもnew　faults　are　introduced　by
imperfもct　debugging　activities，　respectively．　And　Yamada　et　a1．［70］has　extented　a　we11－known
Goe1－Okumoto　model　to　an　imperfect　debugging　model　by　using　only　a　per琵ct　debugging　rate．
Thus，　imper允ct　debugging　models　proposed　so　far　treat　the　fbllowing　twoもypes　of　imperfbct
debugging　activities　separately：
（1）　The　imperfect　correcting　activities　which　introduce　new　faults，
（2）　The　imperfect　correcting　activit輌es　which　introduce　no　new　faults．
　　　However，　it　is　possible　that　these　two　types　of　imperfbct　debugging　activities　are　happened
simultalleously　in　the　actual　testing－phase．　Accordingly，　we　need　to　consider　the　two　types
of　impeffect　debugging　activities　simultaneously　for　developing　plausible　imperfect　debugging
models．　In　this　chapter　we　develop　imperfbct　debugging　Inodels　which　incorporate　the　two　types
of　imperfbct　debugging　activities　silnultaneously　based　on　the　NHPP，s．　Then，　we　derive　several
software　reliability　assessment　measures　based　on　our　models．　Further，　we　discuss　estimation
methods　of　model　parameters，孤d　show　numerical　examples　of　our　model　by　using　actual　fault
count　data、　Finally，　we　conduct　goodness－oFfit　comparisons　among　our　Inodels　by　using　actual
data　sets．
8．2
8．2．1
Imperfbct　Debugging　Modeling
NHPP　model
　　　We　develop　imperfect　debugging　models　based　on　NHPP，s．　An　NHPP　model　is　one　of
the　SRGM’s　having　the　follow輌ng　stochastic　properties　with　respect　to　a　counting　process，
｛N（‘），孟≧0｝，representing　the　number　of　faults　detected　during　a　constant　time－illterval（0，孟］：
Pr｛2V（り＝7z｝＝
　　　　　　　　　　　　　　　　れ！
｛H（‡）｝π
exp｛一H（り｝
　　　　　　　（η＝0，1，2，…　　）
?
（8．1）
where　H（りis　called　the　mean　value　function　which　represents　the　expected　number　of　faults
detected　during　the　time－interval（0，‡］，andん（τ）the　intensity　function　represenもing　the　instan－
taneous　fau1も一detection　rate．　The　stochastic　behavior　of　the　fault－detection　phenomenon　can　be
characterized　by　assuming　a　suitable　mean　value　functlon刀（¢）．　Most　of　the　mean　value　func－
tions　are　developed　by　assurning　bεしsicεしlly　that　the　number　of　faults　detected　at　testing－t輌me
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τis　proportional　to　the　current　residual　fault　content．　Accordingly，　we　can　obtain　the　fbllow－
illg　differential　equation　characもerizing　the　time－dependent　behavior　of　the　expected　number　of
deもected　faults：
　　　　　頗（舌）
　　　　　　　　　　＝b（‘）［α一11（舌）］　　　　（α＞0，　6（£）≧0），　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（8．2）
　　　　　　∂τ
if　we　assume　the　perfect　debugging　environment．　In　Eq．（8．2），αrepresents　the　expected　initial
fault　content，　and　b（りthe　fault－detection　rate　per　fault　at　testing－time£．
8．2．2　Modeling　with　2－types　of　imperfect　debugging　activities
　　We　propose　NHPP　models　by　considering　two　types　of　imperfect　debugging　activities，　such
as　the　activities　which　introduce　Ilew　faults　and　the　activities　which　introduce　no　new　faults。
Our　imperfect　debugging　models　are　developed　by　expanding　the　basic　assumptions　of　Eq．
（8．2）．That　is，　we　expand　Eq．（8．2）into　the　fbllowing　dif琵rential　equation：
　　　　口（孟）
　　　　　　　　　　；b（孟）［α（¢）－pH（τ）］　　　（α（孟）≧α，0＜p≦1），　　　　　　　　　　　　　　　　　　　　　　（8．3）
　　　　　　庇
where　p　represents　the　perfect　debugging　rate，α（りthe　number　of　faults　in　the　software　system
at　testing－time‡considering　with　the　ilnperfbct　debugging　which　introduces　new　faults．　Ac－
cordingly，（1－p）denotes　the　probability　of　the　imper允ct　debugging　which　introduce　no　new
faults．　Solving　Eq．（8．3）with　respect　to、H（舌），　we　obtain　the　fbUowing　equation：
昨・　（・
mズα（・）6（・）・醐・l
z（‡）イb（・）∂・
（8．4）
　　We　need　to　give　suitable　functionsα（τ）and　b（f）in　Eq．（8．4）to　develop　a　speci量c　imperfect
debugging　model，　respectively．　As　to　the　functionα（孟），　it　is　very　di伍cult　to　observe　it　when
new　fεLults　are　introduced。　Therefore，　we　consider　the　fbllowing　two　functions　which　describe
the　time－dependent　behavior　of　the　expected　total　numbers　of　faults　in　the　software　system　by
taking　the　numbers　of　introduced　faults　into　consideration：
　　　　α1（τ）＝α、exp間　（β＞0），　　　　　　　　　　　　　（8・5）
　　　　・，（τ）＝α，（1＋7Z）．（7＞0），　　　　　　　　　　　　　（8・6）
respectively．　In　Eqs．（8．5）and（8．6），αz（乞＝1，2）represent　the　expected　numbers　of　initial
inherent　faults，βand　7　new　faults　introduction　rates　fbr　the　expected　numbers　of　initial　inherent
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㍍ults，　respectively．　We　can　see　that　Eqs．（8．5）and（8．6）mean　that　the　expected　numbers　of
faults　in　the　software　system　increase　exponentially　and　linearly　with　consもant　increasing　rates，
respectivel｝㌧　Substituting　Eqs．（8．5）and（8．6）into　Eq．（8．4）and　solving　Eq．（8．4），　we　can
obtain　the　following　equations：
　　　　昨P£1睾β（・xp［βト・xp［一酬　　　　　　（8・7）
　　　　邸）一÷｛　　　　　7（1－　　　　P62）（仁・xp［一酬＋7τ｝・　　　　（8・8）
respective玉y，　where　we　set　b（舌）…≡b乞（乞＝1，2）（consta丑t　vahles）．　In　this　chapter　we　call　the
NHPP　models　with　Eqs．（8．7）and（8．8）as　Model　l　and　Model　2，　respectively．
　　　In　Eqs．（8．7）and（8．8），　we　can　see　that　the　mean　value　functions，疏（り（乞；1，2），　haveもhe
K）llowing　Properties：
That　is，　the　numbers　of　faults　detected　in　in丘nitely　long　duration　are　in6nity，　respectively，　sillce
these　functions　assume　that　new　faults　are　introduced　when　debugging　activities　are　conducted．
In　existing　imper允ct　debugging　mode▲s，　the　Littlewood－VerraU　mode1［25］，もhe　Welbull　process
model［29］，　and　the　logarithmic　Poisson　execution　time　model［29］have　the　same　properties　as
Eq．（8．9）especially．
8．3 Reliability　Assessment　Measures
　　　After　characterizing　the　software　failure－occurr四ce　or　fault－detection　phenomenon　by　using
an　SRGM，　it　is　important　to　utilize　several　software　reliabi胱y　assessment　measures　derived
from　the　applied　SRGM　fbr　quantitative　assessment　of　software　rel輌ability．　In　this　section　we
derive　reliability　assessment　measures，　such　as　software　re▲iability　functions　and　hazard　rates，
based　on　our　proposed　models．
8．3．1　Sof毛ware　rehability　function
　　　The　software　reliability負mction　is　one　of　the　well．known　sof七ware　reliability　assessment
measures．　Given　that　the　testing　or　the　operation　has　been　going　up　to　testing－timeちthe
software　reliability　function　is　defined　as　the　probability　that　a　software　failure　does　not　occur
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in　the　time－interva1（ち諺十ω］（Z≧0，ω≧0）．　Accordingly，　the　sof㌃ware　reliability　function
R（∋z）can　be　fbrmulated　as
　　　　R（〆τ）三≡eXP［一｛1了（孟十ω）－11（τ）｝］，　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（8．10）
based　on　properties　of　the　NHPP．　Substituting　Eqs．（8．7）and（8．8）into　Eq．（8．10）ラwe　c孤
derive　software　reliabil玉ty　functions　as
　　　　綱）一・xp卜P慧β（・xp｛呼）］一・xp卜pb1（‡＋・）］一・xp例）＋・xp仁pblt］］，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（8．11）
　　　　R・（釧z）一・xp［÷｛（1－（・xp國鋼］一・xp［－P6・£］）－7孟｝］，　（8・12）
respectively．
8．3．2　　且azard　rate
　　The　hazard　rate　represents　the丘equency　of　sof七ware］臨ilure－occurrence　per　unit　testing－
time，　and　is飴rmulated　as
・昨一Z‡Lん（τ十工），　　　　　（8・13）
where　z＠1舌）△τrepresents　the　probability　that　a　software　failiure　occurs　during　a　small
time－interva1（Z十ω，重十工十△‡］given　that　a　so｛毛ware　failure　has　not　been　occurring（玉u斑1g　a
time－interval（ちτ十⑦］（τ≧0，コc≧0）．　Substituting　Eqs．（8．7）and（8．8）into　Eq．（8ユ3），　we
obtain　the　following　hazard　raもe　functions：
　　　　・剛一譜β（β・xp［β（剖］輌p酬τ＋・・）］），　　（8・14）
　　　　。，＠｜¢）一巴｛exp［一ρ～）2（亡十」じ）］（P6，－7）＋7｝，　　　　　　　（8．15）
　　　　　　　　　　　　　P
respectively．
8．4　Parameter　Estimations
　　We　discuss　the　methods　of　parameter　estimation　for　our　impe漉ct　debugging　models．　First
of　allラwe　discuss　p田ametersρ，βハand　7　m　Eqs．（8．7）an（玉（8．8）．　Ordinarily，　estimating
these　parameters　by　using　fault　count　data　or　software　fai▲ure－occurrence　times　data　is　very
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dif五cult．　Therefbre，　we　speci封these　parameters　experimentally　in　this　case．　However，　we　set
the　parametersβand　7　by　using　fault　introducもion　rates　cz（乞＝1，2）負）rmulated　as
　　　　，、一α・の一α・（乞一・，2），　　　　　　　　（8ユ6）
　　　　　　　　　　　ατ
respectively　In　Eq．（8．16），Tdenotes　the　completion　time　of　the　testing．　Using　Eqs．（8．5）and
（8．6），we　can　derive　the　l』ult　introduction　rates　as
c1＝exp［βT］－1，
c2＝7T，
（8ユ7）
（8．18）
respectively　In　the　case　that　the　fault　introduction　rates　have　been　given　asε乞（乞＝1，2），　the
parametersβand　7　can　be　calculated　as
　　　　β一：1・g（δ1十1），　　　　　　　　（8・19）
　　　　　　　　1　　　　7一テε・・　　　　　　　　　　　　　　（8・20）
£rom　Eqs．（8．17）and（8．ユ8），　respect玉vely
　　Next　we　discuss　the　methods　of　parameter　estimation　forαz　and　b乞（Z＝1，2）．　In　this　chapter
we　estimate　the　parametersα乞and　6↑（乞＝1，2）based　on　the　methods　of　maximum－likelihood
by　using　the　set　and　cεしlculated　parametersρ，β，　and　7，　respectively．　Supposing　that　K　data
pairs（九，批）（ん＝0，1，2，…　，κ）have　been　observed　wiもh　respect　toもhe　cumulative　number
of　faults，擁ラdetected　during　a　constant　time－interva玉（0，ぷ0＜τ1＜τ2＜…＜娠），　we　can
derive　the　logarithmic　likelihood　functions　as
　　　　　　　　　　　κ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　κ
　　　　MにΣ（yド蜘）・1・田・（勾一邸・－1）仁H蔽）一Σ1輌一路・］
　　　　　　　　　　兎＝1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　k＝1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（乞＝1，2），　　　　　（8．21）
based　on　the　properties　of　NHPP，s［36，41，501．　Accordingly，　the　parameter　estimates禽and
バ6τ（i＝1，2）of　parametersα乞and　6《can　be　obtained　by　solving　the　following　simultaneous
likelihood　functions　numerically：
　　　　∂£iL∂；三L・（乞一1，2）・　　　　　（822）
which　are　derived　from　Eq．（8．21），　respectively．
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Numerical　Exa腿ples
　　　We　show　numerical　examples　of　our　models　by　using　actual　fault　count　data．　This　data
set　consists　of　35　data　pairs　（τん，yん）（瓦　＝　1，2，・・守，35；　舌35　＝　1846．92　（hours），y35　＝　1301）
［61．　In　this　numerical　examples　we　setρ＝095　andεz＝0．3（X＝1，2）．　Then，　we　can
calculateβ＝1．421×10｝4　and　7＝・1．624×10－4　by　using　Eqs．（8．19）and（8．20），　respectively
Using　these　parameters　set　as　above，　we　can　obtain　para］meter　estimates　a1＝1．073×103，
ム　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム61＝L730×10－3，　a2＝1．066×103，　and　62＝1．740×10－3　by　using　the　meもhods　of　maximum－
likelihood，　respective玉y．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ム　　　　　　　　　　　　　　　　　　　　ム　　　Figs．8．1　and　8．2　depict　the　estimated　mean　value　fullctions，　H1（£）and疏（τ），　respectively．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　バ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ムAnd，　Figs．8．3　and　8．4　show　the　estimated　software　reliabilities　R1＠11846，92）and　R2＠1
1846．92）af七er　the　terminaiton　time　of　the　testing（；35＝1846．92（hours）），　respectively．　If　we
assume　that　the　developed　software　system　is　used　in　the　operational　phase　which　is　assumed
to　have　the　same　environment　of　the　testing－phase，　we　can　estimate　the　software　reliabilities
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　バafむer　5　hours　from　the　termination　time　of　the　testing　to　be　about　R1（511846．92）㌶0．255　and
パR2（511846．92）陪0．271　from　Figs．8．3　and　8．4，　respectively．　Furtherrnore，　Figs・8・5　and　8・6
show　the　estimated　hazard　rates，21＠｜1846．92）and　22＠i1846．92），　respectively　From　Figs．
8．5and　8．6，　we　can　estimate　the　hazard　raもes　after　800　hours　from　the　termination　time　of　the
testing　to　be　about　21（800｜1846．92）駕0．237　andあ（80011846．92）民0．628・
8．6 Goodness－of二fit　Comparisons
　　　We　compare　our　two　types　of　imperfect　debugging　models　proposed　in　this　chapter　in
terms　of　mean　square　errors（MSE）discussed　in　Section　2．4．　In　these　model　comparisons　the
parameters　are　set　p＝0．95，β＝L421×10－4，　and　7＝1．624×10－4　which　are　the　same　as　in
Section　8．5，
・DS1［6］
・DS2［6］
・DS3［12］
・DS4［44｜
and　we　use　the負）110wing　fau▲t　count　data：
：（妬仇）（ん＝1，2，…　，35；古35＝35，y35＝1301）where鬼is　measured　on　the
　basis　of　hours．
：（九，仇）（ん＝1，2，・一，19；τ1g＝19，ylg＝328）where£たis　measured　on　the
　basis　of　weeks．
：（輻批）G＝1，2，…　，24；¢24＝24，y24＝296）where九is　measured　on　the
　basis　of　weeks．
：（妬批）（ん＝1，2，…，59；τ5g＝59，y5g＝5186）where孟んis　measured　on　the
　basis　of　weeks．
8．6．Collcludjヱヱg　Rema「1（s 129
Table　8．1：The　results　of　model　comparisons　based　on　the　MSE（P＝0．95，β
　　and・γ＝1．624×10｝4）
＝1．421×10－4
　　　　　　　　　　　　，
DS1 DS2 DS3 DS4
ModeU4051．39243．375690．43849086．4
Model　2　3913．79　237．192　674．719　45486．4
　　　Table　8．1　shows　the　results　of　model　comparisons　based　on　the　MSE　In　Table　8．1，　we　can
say　that　Model　2　has　better　perlbrmance　than　Model　l　in　terms　of　the　MSE　when　we　set　the
parameter　as　p＝0．95，β＝1．421×10－4，　and　7；1．624×10－4．　That　is，　we　can　a▲so　say　that
it　is　better　to　assume　a　linearユy　increasing　function　representing　the　expected　number　of　faults
considering　with　new　introduced　faults　like　Eq．（8．6）in　these　model　comparisons．
8．7 Concluding　Remarks
　　　We　have　proposed　two　types　of　imper飴ct　debugging　models　based　on　the　NHPPハs，　consid－
ering　with　two　types　of　imper艶c七debugging　activities　simultaneously，　such　as　the　activities
which　introduce　new　faults　and　imperfbct　fault　correction　activities．　Then，　we　have　derived
software　reliability　assessment　measures，　such　as　the　reliability　functions　and　the　hazard　rate
functions，　based　on　the　stochastic　properties　of　the　NHPP’s．　Further，　we　have　discussed　the
methods　of　parameter　estimation　for　our　proposed　models，　and　shown　numerical　examples　by
using　actual　fault　count　data．　Finally，　we　have　conducted　goodness－o伍t　comparisons　among
our　proposed　imper飽ct　debugging　models　in　terms　of　the　MSE　by　using　K）ur　actual　data　sets．

ParもV
Closing
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C血ap重er　9
Condusion
　　　This　dissertation　has　discussed　stochastic　software　reliabihty　growth　modeling　for　the　pur－
pose　of　improvement　of　software　reliability　assessment．　The　main　contributions　obtained　and
the　future　studies　remaining　in　the　respective　chapters　are　sllmmarized　as　follows：
　　　The　6rst　part　has　discussed　discretized　sofむware　reliability　growth　modeling　and　its　appli－
cation　to　optimal　software　release　problems．
＠Chapter　2　has　provide（玉discrete　NHPP　models　by　using　Hirota’s　bilinearization　methods，
　　which　have　better　per｛brmance　than　the　discretized　SDA　models　in　terms　of　the　MSE　and
　　the　predicted　relative　errors，　and　has　der玉ved　optimal　software　release　policies　based　on
　　our　discrete　NHPP　models　as　one　of　the　interesting　issues　for　an　application　technique
　　to　software　project　management．　Compared　with　the　case　for　the　continuous　NHPP
　　models，　our　discrete　NHPP　models　proposed　in　Ghapter　2　are　expected　to　contribute
　　to　decreasing　labor　of　software　development　managers　for　software　reliability　assessment
　　because　the　proposed　parameter　estimation　procedures　of　our　models　can　get　estimates
　　easily．　And　we　can　also　obtain　the　inHection　parameter　along　w玉th　the　other　parameters
　　in　applying　the　discrete　inHection　S－shaped　SRGM　to　the　observed　data，　simultaneously．
　　On　the　continuous－time　inHection　S－shaped　SRGM，　it　is　known　that　we　cannot　obtain　the
　　inHection　parameter　along　with　the　other　parameter　estimates　accurately．　Further　studies
　　are　needed　to　examine　the　goodness－of一丘t　of　the　proposed　two　discrete　NHPP　models
　　by　using　more　observed　data　sets，　and　to　deal　with　problems　on　software　development
　　management　such　as　estimating　the　optimal　allocation　of　testing－ef長）rt　expenditures．　And
　　also，　the　optimal　software　release　policies　derived　in　Chapter　2　need　to　be　investigated　in
　　actual　software　testing　in　terms　of　the　validity．
＠Chapter　3　has　developed　stochastic　mode▲s　by　incorporating　the　discrete　NHPP’s　into
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the　discrete　SDA　models　including　the　discrete　modi丘ed　exponential　curve　model　which
has　been　derived　in　this　dissertation．　Our　proposed　models　in　Chapter　3　can　describe
software　re▲iability　growth　process　stochastically　with　conserving　the　basic　properties
of　the　discrete　SDA　models．　By　developing　stochastic　models　based　on　the　discrete
SDA　models，　several　software　reliability　assessment　measures　which　are　useful　metrics
飴rquantitative　so銑ware　reliability　assessment　can　be　derived．　We　need　further　studies
so　that　we　can　examine　performance　of　the　proposed　model　more　by　using　many　sets　of
faults　count　data　collected　in　actual　so丘wεtre　projects．
　　The　second　part　has　provide（玉software　reliability　growth　modeling　with　several　factors，　such
as　testing－coverεしge　and　testing－effort　expendituresラrelated　to　the　software　reliability　growth
process・
gChapter　4　has　discussed　software　reliability　growth　modeling　with　testing－coverage　ma－
　　turity　process　in　the　testing．phase．　Especially，　the　testing－coverage　maturity　process
　　with　testing－sk玉ll　of　test－case　designers　has　been　described　by　developing　the　altemative
　　testing－coverage　fllnction．　After　that，　the　SRGM　with　testing－coverage　maturity　process
　　has　been　developed　by　characterizing　the　relationship　between　the　testing－coverage　matu－
　　rity　process　and　the　sof七ware　reliability　growth　process．　Incorporating　the　testing－coverage
　maturity　process　into　describing　the　software　reliab玉lity　growth　process　is　very　signi6cant
　for　improvement　of　the　accuracy　of　software　reliability　assessment．　However，　we　have
　to　research　more　about　the　useful　softw・are　reliability　assessment　measures，　and　examine
　per貴）rmance　of　the　proposed　model　by　using　several　actual　data　which　are　measured　on
　the　CI　and　path　testing－coverage　criteria．
●Chapter　5　has　provided　a　lognormal　process　SRGM　with　testing－eflbrt　expenditures．　The
　　testing－effort　is　one　of　the　important　metrics　inHuencing　the　software　reliability　growth
　　process．　Software　developing　managers　can　grasp　the　relationship　between　the　attained
　　software　reliability　and　the　amount　of　testing－effort　expenditures　by　using　our　software
　　reliability　growth　model　proposed　in　Chapter　5，　and　our　model　also　enables　software
　development　managers　to　decide　how　much　testing－e凪）rt　are　expended　to　attain　the
　reliability　objective，　However，　further　studies　are　needed　to　examine　the　validity　of　our
　model　for　practical　applications　by　using　more　actual　data．
　　　In　the　third　part　generalization　techniques　fbr　continuous　or　discrete－time　software　relia－
bility　growth　modeling．　Our　generalization　frameworks　for　software　reliability　modeling　are
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dif丘rent　from　the　conv題tional　framework　under　which　an　SRGM　is　developed　by　solving　a
dif丘rential　equation　modele（玉on　suitable　assumptions．　Our　generahzed　frameworks　proposed
in　this　dissertation　have　a　usefu▲characteristic　that　so銑ware　development　managers　cεしn　easi正y
obtain　a飴asible　SRGM　by　analyzing　the　fault－detection　phenomenon．
働Chapter　6　has　d輌scussed　generalized　discrete　software　reliability　growth　modeling．　Es－
　　peciallyうgeneralized　discrete　binomial　process　models　with　the　effect　of　the　program　size
　　have　been　proposed．　And　optimal　software　release　pohcies　based　on　our　models　have　been
　　also　derived．　The　discrete　binomial　process　SRGM’s　proposed　in　Chapter　6　are　suitable
　　fbr　software　reliability　assessment　for　a　small　or　medium　size　software　product　since　the
　　binomial　distribuもion　in　Eq．（6．3）representing　the　initial　number　of　faults　in　the　software
　　system　can　be　regarded　as　a　Poisson　distribution　as　the　parameterκ一一〉Oo．　Our　general－
　　ized　discrete　modeling　fbr　sof七ware　re▲iabil玉ty　aseessmellt　proposed　in　Chapter　6　enables
　　us　to　obtain　a　suitable　SRGM　easily　by　analyzing　the　software　failure－occurrence　times
　　distribution　in　the　actua▲testing－phase　and　applying　its　suitable　probability　distriblltion
　　function　to　our　generalized　discrete　model．　In　Chapter　6，　though　we　have　applied　the　ge－
　　ometric　and　Rayleigh　distributions　as　the　software　failure－occurrence　times　distributions，
　　we　have　been　planning　to　develop　f℃asible　software　failure－occurrence　t輌mes　distributions
　　wh玉ch　enable　us　to　descr玉be　the　times　distribution　Hexibly　in　the　future．　An（玉then，　we
　　have　to　discuss　the　validity　of　our　generalized　discrete　model　for　actual　software　reliability
　　assessment　in　the　future　studies．
gChapter　7　has　provided　a　generalization　framework　for　software　reliability　growth　model－
　　ing　based　on　the　NHPP　by　using　an　infinite　server　queueing　theory．　By　using　this　general－
　　ized　SRGM，　the　time－dependent　behavior　of　fault－detection　phenomenon　is　characterized
　　by　A（りand　F（老）which　indicate　the　mean　value　function　of　software　fai垣re－occurrence
　　phenomenon　and　the　distribution　function　of　isolation　time，　respectively．　But，　there　are
　　several　problems　for　applying　this　SRGM　to　the　actual　testing－phase．　We　have　shown　nu－
　　merical　examples　in　Chapter　7　by　assuming　that　A（り＝α（1－〆）and　F（り＝1－exp卜α司
　　intuitively　However，　we　have　to　research　on　how　to　assume　A（りand　F。（τ）in　ac知al
　　testing－phase，　which　is　an　important　issue　for　practical　software　reliability　assess］〔nent　as
　　future　studies．
　　　The　fourth　part　discusses　software　reliability　growth　modeling　under　imper艶ct　debugging
env玉ronment．　The　imperfect　debugging　modeling　is　considered　as　one　of　the　effective　approach
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数）r企asible　software　reliability　growth　modeling　because　debugging　activities　do　not　always
remove　faults　per負〕ctly玉n　an　actual　testing－phase．
⑱Chapter　8　has　proposed　imper允ct　debugging　models　with　2－types　of　imperfbct　debugging
　　activities，　such　as　the　activities　introducing　new　faults　and　the　imper艶ct血ult－correction
　　activities，　simultaneously　based　on　NHPP，s．　Our　imperfect　debugging　models　have　been
　　developed　by　extending　the　basic　assumptions　of　software　reliability　modeling　based　on
　　the　NHPP．　In　further　studies，　we　have　been　planning　to　develop　more　plausible　imperfect
　　debugging　mo（玉els　which　can　describe　software　reliability　growth　process　with　the　two
　　types　of　imperfect　debugging　activities　more　speci6cally　by　using　other　suitable　stochastic
　　processes。　And　we　have　to　evaluate　the　validity　ar【d　usefu▲ness　of　our　models　fbr　practicaユ
　　software　reliability　assessment．
　　　We　have　discussed　stochastic　modehng　K）r　developing　feasible　software　reliabi胱y　growth
mode玉s　and　accurate　software　rehability　assessment　through　this　dissertation　comprehensively．
As　the　future　studies，　we　have　to　discuss　application　methods　of　our　models　to　several　software
project　mangement　isssues，　such　as　the　earned　value　management（abbreviated　as　EVM）and
software　project　risk　management．　And，　these　models　proposed　in　this　dissertation　can　be
regard　as　black－box　models　which　ignore　the　software　architecture　and　the　contro日ow　of　input
data．　Accordingly，　we　need　to　research　on　white－box　software　reliability　modeling，　such　as　the
modeling　with　module　compositionsうfbr　accurate　sofむware　reliabi▲ity　assessment．　Addition－
ally，　we　have　to　research　on　software　reliabillty　assessment　methodologies　fbr　recent　software
developent　environment　such　as　an　open　source　software　development　project　as　the　future
studies．
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