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Abstract
We introduce a notion of L2-Betti numbers for locally compact, second countable, unimodular groups.
We study the relation to the standard notion of L2-Betti numbers of countable discrete groups for
lattices. In this way, several new computations are obtained for countable groups, including lattices
in algebraic groups over local fields, and Kac-Moody lattices.
We also extend the vanishing of reduced L2-cohomology for countable amenable groups, a well
known theorem due to Cheeger and Gromov, to cover all amenable, second countable, unimodular
locally compact groups.
Resumé
Vi introducerer L2-Betti tal for lokalkompakte, anden tællelige, unimodulære grupper. Disses relation
med L2-Betti tal for gitre i lokalkompakte grupper undersøges. Således fås flere nye udregninger for
tællelige grupper, for eksempel for gitre i algebraiske grupper over lokale legemer, og Kac-Moody
gitre.
Vi viser også at den reducerede L2-kohomologi forsvinder for alle amenable anden tællelige, uni-
modulære lokalkompakte grupper. Dette udvider et velkendt resultat af Cheeger og Gromov for
tællelige grupper.
Preface
This is an updated version of the version of my thesis, defended on January 18, 2013, taking comments,
corrections, and discussion of the committee into account, and fixing a couple of additional howlers
as well. Of course, any remaining inaccuracies are entirely my fault.
- HDP, February 2013.
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Chapter 1
Introduction
It is good to have an end to
journey toward; but it is the
journey that matters, in the
end.
Ernest Hemingway
The theory of L2-Betti numbers has proved tremendously useful, particularly in group theory
and geometry (see Section 2.1 for a quick panoramic glance). For a discrete group  , the L2-Betti
numbers are positive extended-real numbers n
(2)
( ) 2 [0;1℄; n 2 N
0
. They are coarse enough to be
computable in many interesting cases, yet reflect enough properties of   that their computation is
not a meaningless exercise.
The goal of the present text is to suggest a definition of L2-Betti numbers for locally compact
(unimodular) groups. Let me indicate what I think are some good reasons to engage in such a task.
Lattices and orbit equivalence
Measurable group theory is the study of groups, for instance countable discrete groups, via their
actions on measure spaces. The standard setup is a countable discrete group   acting on a standard
probability space (X;) freely, and preserving the measure. Many striking methods and results have
been developed in this area, and in particular dealing with rigidity, that is, how much information is
retained by the orbit equivalence relation R( y X) induced by the action? See e.g. [37,38,55,74,88].
D. Gaboriau proved in [41] that R( y X) completely remembers the L2-Betti numbers of  . In
fact, a stronger result holds allowing one to conclude that the L2-Betti numbers are proportional for
groups which are measure equivalent in the sense of Gromov. The prototypical examples of measure
equivalent groups come from considering two lattices  ;  G in a locally compact group. Then the
actions  y G= and y G=  are measure equivalent, and the conclusion is that n
(2)
( ) =  
n
(2)
()
for all n  0, and where  is in fact the ratio of covolumes.
In particular, when G is discrete and    G is a finite index subgroup one has n
(2)
( ) = [G :
 ℄  
n
(2)
(G). This was well known since the beginning, and the fastest proof is via cohomology: the
L
2-Betti numbers can be defined as n
(2)
( ) := dim
L 
H
n
( ; `
2
 ) where the dimension dim
L 
is the
extended von Neumann dimension function of Lück. By the Shapiro lemma, Hn( ; `2 ) ' Hn(G; `2G)
for all n and this immediately implies the claim by an easy observation relating L -dimension to LG-
dimension.
This suggests a cohomological proof of Gaboriau’s theorem in the special case of lattices by es-
tablishing similar results when the ambient group G is a locally compact group and   is a lattice in
G.
1
2Higher L2-Betti numbers
The ideas just mentioned are part of a more general program concerning the (co)homological algebra
point of view of L2-Betti numbers. Namely, if one can establish relations between the cohomology of
lattices and that of the ambient group in some sense, then the hope would be that one can bypass the
oftentimes very wild behaviour of discrete groups and consider instead more mildly mannered locally
compact groups.
In the following this manifests in particular in several non-vanishing results for higher L2-Betti
numbers. By ’higher’ we mean typically n
(2)
( ) for n  3, or maybe even just n  2. While several
results are known for vanishing of L2-Betti numbers, also the higher ones, non-vanishing results are,
to the best of my knowledge, only known for lattices in Lie groups (due to Borel [11]), and for product
groups via the Künneth formula (and groups measure equivalent to these). On the other hand, many
more interesting non-vanishing results are known for the first L2-Betti number.
The following argument is a little doctored, since it relies on results proved below instead of
intuition. Nevertheless, we obtain below several natural non-vanishing results for higher L2-Betti
numbers of lattices in locally compact groups.
Not all graphs are Cayley graphs
For a finitely generated group   and a (finite) symmetric generating set S, the Cayley graph G( ; S)
has vertex set   and an edge (;  0) whenever  1 0 2 S. The first L2-Betti number of   can be
described in terms of the space of harmonic Dirichlet functions on G( ; S). Recall that a function
f :  ! C is a harmonic Dirichlet function if it satisfies (given no s 2 S has order two, 1 =2 S)
8 2   : f() =
1
℄S
X
s2S
f(s); and
X
2 ;s2S
jf()  f(s)j
2
<1:
In particular, 1( ) = 0 if and only if the only harmonic Dirichlet functions are the constant ones.
The definition of harmonic Dirichlet functions makes sense on any locally finite countable graph,
and Gaboriau in [42] defines a notion of first L2-Betti number, 1
(2)
(G) for any locally finite, vertex-
transitive, unimodular graph G, i.e. there is a closed, unimodular subgroup G  Aut(G) which acts
transitively on the vertex set of G. As in the group case, the definition fits such that 1
(2)
(G) vanishes
if and only if the only harmonic Dirichlet functions are the constant ones, and further, 1
(2)
( ) =

1
(2)
(G( ; S)) for a finitely generated group  . Using the machinery for standard equivalence relations,
the (non-)vanishing of the first L2-Betti number has important percolation-theoretic implications for
the graph.
If one could extend the equality of first L2-Betti numbers for   and its Cayley graphs to an equality

1
(2)
(G) = 
1
(2)
(G) this would further strenghten the interplay between probability and group theory.
Locally compact groups are interesting!
Finally I would offer what I consider the most compelling reason to define and study a notion of
L
2-Betti numbers for locally compact groups: locally compact groups are interesting in their own
right; and this is self-evident. Hence no excuses are really needed: it is OK to study locally compact
groups as an end in itself, and given the relevance of L2-Betti numbers for the special class of discrete
groups, generalizing the definition with that in mind is a natural thing to do.
3Presently I want to discuss some aspects of L2-Betti numbers of locally compact groups in an informal
manner. The main results will be stated more formally below.
The homological algebra approach
Whereas the original definition of L2-Betti numbers (Atiyah and Cheeger-Gromov [3,21]) was geomet-
ric / analytic in nature and intent, Lück in the nineties recast it completely within the framework of
homological algebra [66]. Considering, for instance, the cohomologies Hn( ; `2 ) these carry naturally
a right-action of the group von Neumann algebra L  of  , which allows to define the L2-Betti numbers
as the L -dimension

n
(2)
( ) := dim
L 
H
n
( ; `
2
 )
in the sense of Lück. The dimension function dim
L 
is defined for any L -module, in the purely
algebraic sense that we consider L  just as a ring. Recall (see e.g. Appendix A) that L  comes
equiped with a canonical trace  , on which the dimension function depends, so that we may write
dim
(L ;)
when we want to emphasize this. Lück’s approach allows to bring to bear all the usual tools
of classical homological algebra, including spectral sequences.
The definition of L2-Betti numbers we make below is in this spirit. That is, given a locally compact
unimodular group G (below we have also the blanket assumption that G be second countable), we
want to construct a dimension function dim
LG
on the category of LG-modules and then define the
L
2-Betti numbers as the LG-dimensions of suitable cohomology spaces.
In the general locally compact group case, the group von Neumann algebra comes equiped with a
canonical weight (see Appendix A), which we usually denote  . Further,  is a trace exactly when G
is unimodular, and extends the construction of the trace on the von Neumann algebra of a discrete
group. In general  depends on the choice of scaling of the Haar measure  on G, whence so will the
dimension function.
Whereas the trace is finite in the discrete case, one only has a semi-finite trace in general. Even
in the case where G is a compact group, so that LG has a finite trace, the canonical trace which we
use is not finite unless G is discrete.
The first goal of this text is to make a definition (see Section 3.1)

n
(2)
(G;) := dim
(LG; )
H
n
(G;L
2
G)
of L2Betti numbers for any locally compact (second countable) unimodular G. If we take for granted
that a nice dimension always exists, this still leaves open the choice of a "suitable" cohomology theory.
Which cohomology, exactly?
While one could in principle take a locally compact group G, forget the topology, and consider
cohomology H(G; ) := Ext
CG
(C ; ) where CG := span
C
fÆ
g
j g 2 Gg is the usual group algebra of
a discrete group, this is not exactly very useful. Indeed, considering for instance the second degree
cohomology one ideally wants this to classify some class of extensions; but if we forget the topology,
we are only classifying extensions of the discrete group G. This is not necessarily bad in any objective
sense, but of course it is natural to consider a construction which retains some topological information
about G.
Constructing such a theory is not as straight-forward as one might like. Indeed, the way to take
into account the topology of G is to consider only modules with some additional structure, for instance
4one can consider topological vector spaces on which G acts continuously. This presents new obstacles.
Indeed, the category of topological vector spaces admitting a continuous action of G is not abelian,
and so does not fall within the classical framework for homological algebra.
Nonetheless, several useful cohomology theories have been contructed for locally compact groups.
In particular, the measurable cohomology groups of C.C. Moore [76–79], and continuous cohomology
[14, 48]. The choice of measurable cohomology is not so crazy, recalling Weil’s result that the Haar
measure essentially determines the topology. Fortunately, recent results [4] show that the two theories
coincide for Fréchet modules, in particular L2G; however, we do choose to work in the framework of
continuous cohomology since this seems the more studied of the two, with many useful results already
in the literature.
The continuous cohomology Hn(G;L2G) is itself a vector space with a natural (quotient) topology,
which is not necessarily Hausdorff. We will also consider the largest Hausdorff quotient Hn(G;L2G)
and the associated reduced L2-Betti numbers ofG. In Proposition 3.8 we show that dim
LG
H
n
(G;L
2
G) =
0 if and only if Hn(G;L2G) = 0. The same is not true for Hn(G;L2G), even for G countable discrete:
in that case n
(2)
(G) = 0 for all n when G is amenable, but it is known that H1(G;L2G) is Hausdorff
if and only if G is non-amenable whence in particular H1(G;L2G) 6= 0. In particular this remark
also should indicate that the question of whether the cohomology is Hausdorff is interesting in and of
itself.
Scope of the definition
As just mentioned, we define the L2-Betti numbers for locally compact unimodular groups, also
assuming second countability. Here are some remarks to justify working with specifically these objects.
At first glance we might take the word ’group’ for granted here, but in fact it is the most arbitrary
of all the choices pertaining to the scope. The only reason for restricting attention to groups (instead
of say, groupoids) is that this was the most immediate concern, and of course conceptually a necessary
first step in any case. We leave further generalizations to future work.
Local compactness is an obvious requirement. The class of groups admitting a Haar measure
essentially correspond to locally compact groups by a classical theorem of Weil, and without a Haar
measure and the group von Neumann algebra one eventually construct from that, I just don’t know
how to define a suitable dimension function. (Nor is it clear what exactly the right coefficient module
would be, given that we approach the problem from the point of view of cohomology.)
Unimodularity seems equally obvious then. The canonical weight on the von Neumann algebra is
a trace exactly when the group is unimodular, and again this is needed for the dimension function
(to be canonical given the group).
Finally, there is the requirement that the group G should be second countable, i.e. that it has
a countable neighbourhood basis. This ensures in particular that L2G is separable. It also implies
that G is -compact, which crucially lets us write spaces of cochains in continuous cohomology as
countable projective limits. Countability is needed here because the dimension function does not in
general behave "continuously" under uncountable projective limits, just like the Haar measure will
not be continuous under countable unions/intersections.
But we also want G to have a countable neighbourhood basis at the identity. Indeed, we develop
the dimension function only in the context of -finite von Neumann algebras since certain arguments
to show (non-)vanishing of dimension boil down essentially to "=2n type arguments on an orthogonal
decomposition 1 =
P
i2I
p
i
of the identity in LG. In order to do this we need the index set I to be at
5most countable, and in certain situations I see no other way to ensure this but to force it as a blanket
assumption.
By the Birkhoff-Kakutani theorem [75, Theorem 1.22], having a countable neighbourhood basis at
the identity implies that G is metrizable (with a right-invariant metric). Then -compactness implies
that G is separable whence in fact second countable. Thus the assumption.
I do want to comment that many things should still hold even if we drop the assumption of -
compactness, and I think that this is a reasonable thing to do. For instance, I do not see any a priori
reasons why it is not interesting to consider uncountable discrete groups, but there are as mentioned
above some problems of analysis associated with this. For instance, it is not clear to me, and indeed
may even fail, that dim
L 
H
n
( ; `
2
 ) = dim
L 
H
n
( ; `
2
 ) when   is an uncountable discrete group.
Thus there may be some loss of flexibility in the definition. Secondly, I do not at the time of writing
know any examples of say, locally compact groups G which are metrizable but not separable, and
would be obviously interesting from the point of view of L2-invariants.
Cocompact lattices
In general, establishing an equality

n
(2)
(G;) = ovol

( )  
n
(2)
( ) (1.1)
when   is a lattice in G turns out to be more subtle than in the case of finite index inclusions of
discrete groups. In Chapter 4 we establish equation (1.1) in the special case where   is a cocompact
lattice in G. This turns out to be much easier than the general case since the Shapiro lemma in
continuous cohomology provides an isomorphism Hn( ; `2 ) ' Hn(G;L2G) when   is cocompact,
but not in general.
Another subtlety compared to the finite index case is the comparison of the dimension functions.
For a finite index inclusion     of discrete groups we can restrict the L  action on any module E
to an action of L, and we have dim
L
E = [  : ℄  dim
L 
E.
For an inclusion    G where   is a lattice in G, this is not the case, and indeed one can produce
examples where dim
LG
E = 0 but dim
L 
E = 1 (see Example 4.6). In Section 4.1 we show that
equality holds on Hilbert modules, and we then change dimensions by approximating the cohomology
by such, in the sense of projective limits.
Connected groups; Lie groups
By the solution of Hilbert’s fifth problem [75], any connected locally compact group is a compact
extension of a Lie group. We will show that extensions by compact groups do not change the L2-Betti
numbers, and so computation in this case reduces to (connected) Lie groups, at least in principle.
A theorem of van Est allows to relate the continuous cohomology of a Lie group G with the
(relative) cohomology of its Lie algebra g, significantly simplifying computations. Then, when G is
semi-simple, one decomposes L2G using detailed knowledge of the representation theory, analyzing
the cohomology of each discrete series representation individually. In the first serious test of our
definition, we compute in Section 3.16 the L2-Betti numbers of SL
2
(R) in a very direct and explicit
manner along the outline just given.
Passing to the Lie algebra and the (relative) cohomology of this, one loses a priori all topological
information about Hn(G;L2G). An important consequence of the LG-module structure is that one
6can still use the Lie algebra to show that the reduced cohomology Hn(G;L2G) vanishes. Indeed by
the remarks above, this follows if the LG-dimension of the Lie algebra cohomology vanishes. Thus
in this important special case, the dimension function implicitly allows to keep track of topological /
analytic information.
Totally disconnected groups
From a technical perspective, there is really no reason to restrict attention to discrete groups instead
of (unimodular) totally disconnected groups.
Recall that any totally disconnected group G contains a neighbourhood basis at the identity
consisting of compact open subgroups (K
n
)
n2N
. While a compact open subgroup K need not be
normal (in which case we would consider the countable discrete group G=K), the inclusion K  G
still in many ways resembles a discrete group. In particular, convolution by the indicator function
1
(K)
1
K
on L2G is a projection with range L2(KnG), and whereas in general dim
LG
L
2
G =1, we have
dim
LG
L
2
(KnG) =
1
(K)
. Further, the projections 1
(K
n
)
1
K
n
increase to the identity in G. This adds a
layer to every argument where one argues to use this approximation, after which everything proceeds
as normal.
In particular, the proof that one can define L2-Betti numbers via homology or cohomology as
one pleases has a very direct generalization to totally disconnected groups. In fact, early on in
the project I worked exclusively with continuous cohomology since that was what I knew from the
monographs [14, 48], but as work progressed so did the realization dawn that many things could be
written down easier and in a more direct manner, using homology. There are (to my eyes) surprisingly
few research papers involving continuous homology, compared to the substantial literature devoted
to cohomology.
We also establish equation (1.1) for any lattice in any totally disconnected group. There is still
no direct isomorphism of cohomologies but there is a map, and along the lines of the remarks just
made the property which allows us to conclude that this map is an isomorphism "up to dimension"
is exactly that everything happens on finite direct sums of spaces of the form L2(KnG) for K  G a
compact open subgroup.
Amenable groups
A very important result is the vanishing of all the L2-Betti numbers of any (infinite) amenable discrete
group. The main result in the present text is an extension of this to all (unimodular, second countable)
locally compact groups.
This was already established in degree one for connected groups, essentially by Delorme [24], the
same paper as the property (T ) result. The proof in that paper is very explicit and concrete. However,
wanting to establish the vanishing in all degrees, we are forced to take a more general approach, using
structure theory (for connected amenable groups) and spectral sequences to reduce the computation
to explicit groups - in fact we can reduce it all the way down to an explicit computation for R.
In the other extreme we have totally disconnected amenable groups. Backing up earlier discussion,
we provide a proof of vanishing directly generalizing a proof for discrete groups. In fact we provide
also a second proof, generalizing Lück’s proof for discrete groups via dimension flatness of the group
von Neumann algebra, though without so many details.
7Spectral sequences
One consequence of the fact that the category of topological modules over a locally compact group G
is not abelian is that the Hochschild-Serre spectral sequence cannot be constructed in full generality.
To get around this we need to develop several versions of the Hochschild-Serre spectral sequence
to account for all the different possibilities. The obvious first step is that we need to use a spectral
sequence for the inclusion G
0
E G, where G
0
is the connected component of the identity in G. The
quotient G=G
0
is a totally disconnected group, and with this in view we develop a notion of "quasi-
continuous cohomology", which allows that the coefficient modules are Hausdorff only up to mod’ing
out by a zero-dimensional (in the sense of LG-dimension) submodule.
While one can get around using the Hochschild-Serre spectral sequence developed in this context
by a more direct argument, since we are only after vanishing, the idea is that the quasi-continuous
cohomology is a natural theory to consider for totally disconnected groups in complete generality.
Simple examples
We compute along the way the L2-Betti numbers of several examples and classes of groups, including
SL
2
(R, Sp
2n
(F
q
((t))), and all amenable groups. He is one example not touched upon:
1.1 Problem. Compute the L2-Betti numbers of a (topologically) simple, totally disconnected
group without lattices, e.g. the group contructed in [5].
Exact categories
Thanks in large part to the author’s lack of knowledge, the framework for homological algebra used
throughout is somewhat haphazard. Everything should fall within the framework of exact categories
and be expressed as such, though we only make a tiny digression on this in Appendix D. Too bad!
Statement of results
The main text is divided in two parts: the first, consisting of five chapters (3 through 7) develops the
central theme, namely the L2-Betti numbers of locally compact groups. The second, consisting of five
appendices (A through E) develops various auxiliary results. In addition there is the introduction you
are presently reading, and a brief ’prologue’ chapter, containing some general references of interest
for L2-Betti numbers.
Of these, Chapters 3 through 7 represent original research and ideas carried out during my time as
a Ph.D. student at the University of Copenhagen, as do Appendices B and D. The remaining chapters
and appendices are mainly expository in nature, even if they may contain material that has not been
published elsewhere, or maybe just not exactly in the form presented here. While the text is logically
structured in such a way that one should start at Appendix A, read through all of the appendices and
then wrap around to Chapter 3, I expect that expert readers can safely start at Chaper 3 and refer
to the appendices as needed.
Appendix A recalls various standard results and fixes notation to be used throughout.
8Results on the dimension function
In Appendix B we consider a -finite von Neumann algebra A with a semi-finite, faithful normal
tracial weight  . On the category of right-A -modules we then construct a dimension function dim
(A ; )
such that:
 For any projection p 2 A we have
dim
(A ; ) p(L
2
 ) =  (p);
where L2 is the Hilbert space in the GNS contruction for (A ;  ). In other words, dim
(A ; )
extends the well known von Neumann dimension,
 When  is a finite trace, our definition reduces exactly to that of Lück [66].
The dimension dim
(A ; )E is defined as the supremum of "von Neumann dimensions" (Tr
 )(p)
of modules pA n, where p 2M
n
(A ) is a projection, embedding in E.
We refer to the dimension function dim
(A ; ) as the extended von Neumann dimension, Lück’s
dimension function, or simply A -dimension. It has a a number of nice properties that one would
expect from a "dimension", i.e. it satisfies continuity properties for increasing unions and decreasing
intersections, and a version of the rank theorem from linear algebra. See Theorem B.1 for a summary.
The first part of the appendix is devoted to proving all these basic properties.
One very important difference between the extended von Neumann dimension and the classical
dimension of vector spaces is that one can have A -modules E 6= 0 such that dim
(A ; )E = 0. In
Section B.26 we prove a very useful criterion for vanishing of A -dimension, due to Sauer [90] for
finite trace:
Lemma. (See Lemma B.27) Let E be a right-A -module. Then dim
(A ; )E = 0 if and only if for
every x 2 E there is a sequence of projections p
n
% 1 in A such that x:p
n
= 0 for all n.
This result, referred to as the (or Sauer’s) local criterion, is useful since it enables one to show
vanishing of A -dimension not by analyzing all possible embeddings of projective modules, but by
considering the action on individual given elemenents, where analysis is conceptually much easier and
more direct.
When the trace is finite, one can consider a subcategory of the category of all modules consisting
of rank complete modules, and there is a (idempotent) completion functor into this. In Section
B.39 we recall this and make some further remarks. In particular, we advocate an analogy between
rank complete A -modules and vector spaces (in particular, every vector space is a rank complete
C -module), with A -equivariant linear maps corresponding to linear maps. With this in mind we
prove an extension theorem for morphisms between rank complete modules:
Theorem. (See Theorem B.41) Suppose that  is a finite, faithful, normal trace on A Let E 
F and Y be rank complete A -modules. Then any A -module homomorphism ' 2 homA (E; Y )
extends to an A -morphism ' 2 homA (F; Y ).
While the proof is a standard application of Zorn’s lemma, this observation has a number of useful
consequences. An abstract way of stating the result is that, on the category of rank complete modules,
the functor homA ( ; Y ) is exact.
9By definition, semi-finiteness of A means that the identity is an orthogonal sum of finite pro-
jections. This allows us to compare the dimension function for (A ;  ) with dimension functions for
finite traces, defined on corners of A . Through this, the above result leads to "dimension exactness"
results for the hom-functor homA ( ;A ) and, by adjointness, for the induction functor  
A B where
A  B is an inclusion of semi-finite von Neumann algebras. See Theorem B.50.
These results circumvent the unfortunate fact that in the semi-finite case, one does not seem to
have a suitable notion of rank completion. In Section B.52 we consider an alternative construction
of a localization of the category of all modules wrt. morphisms that are isomorphisms in dimension
(i.e. have zero A -dimensional kernels and cokernels) which does not require the completion. This
section is by intention less formal, and no proofs are given.
We also show in Section 4.1 the following result. In the statement,  is a Haar measure on G,  the
corresponding canonical tracial weight, and  the canonical, normalized trace on the von Neumann
algebra of the discrete group H.
Theorem. (See 4.3) Let G be a second countable unimodular locally compact group and H a
lattice in G. Then for every projection p 2M
n
(LG); n  1
dim
(LG; )
pL
2
 
n
=
1
ovol

(H)
 dim
(LH;)
pL
2
 
n
:
Topological modules and relative homological algebra
The rest of the appendices establish various results in continuous cohomology of locally compact
groups, and cohomology of Lie algebras. These theories are both "relative" cohomology theories in
that one restricts the short exact sequences under consideration in the definition of "injective" and
"projective" module [50].
In the first of these, Appendix C, we recall the construction of continuous cohomology. This
is well known, see e.g. [14, 48]. Thus we only briefly recall the main points, and note that the
cohomology spaces Hn(G;L2G) are LG-modules for any locally compact, unimodular group G, and
more generally Hn(G;E) are right-A -modules whenever E is a topological G-A -module, meaning
a topological (Hausdorff) vector space with a continuous action of G and a commuting action of A
such that each a 2 A acts continuously.
We also recall the construction of continuous homology, in particular H
n
(G;E), which we do in
slightly greater detail since there appears to be no comprehensive account available.
In Appendix D we discuss a more general notion of continuous cohomology which takes the dimen-
sion function into account, termed quasi-continuous cohomology and denoted HQ. A bit loosely,
we consider modules that still have a topology, but now this is assumed to be Hausdorff only up to
taking quotients by zero-dimensional (in the sense of A -dimension) submodules.
This allows a more general construction of the Hochschild-Serre spectral sequence than is possible
in continuous cohomology, in particular:
Theorem. (See Theorem D.24) Let H E G be a closed normal subgroup and assume that G
is totally disconnected (whence so are H and G=H). Then there is a Hochschild-Serre Spectral
sequence abutting to HQ(G;L
2
G) with E
2
-term
E
p;q
2
= H
p
Q(G=H;H
q
Q(H;L
2
G)):
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This is very much in accordance with the slogan that we should try to put totally disconnected
groups within the same framework as discrete groups whenever possible.
Finally in Appendix E we recall the notion of smooth cohomology for Lie groups. This coincides
in fact with continuous cohomology, but has the advantage that there is a direct relation with the
cohomology of Lie algebras, due to van Est (see Theorem E.11).
As we have already remarked upon above, keeping track of the dimension function allows in certain
cases a substitute for having a topology on the Lie algebra cohomology, and we give the definitions
with this in mind.
For the reader’s convenience we also give proofs of two versions of the Hochschild-Serre spectral
sequence in this setting (see Theorems E.17 respectively E.19). The first is a well known version for
inclusions of Lie algebras, appearing also in the standard monographs [14, 48] in various guises, and
we make only minor changes in the exposition. The second is a "mixed case" version, which allows
us to consider the case of a discrete subgroup of a Lie group G, in particular the case where G has
infinite centre.
The definition of L2-Betti numbers
Chapter 3 contains the definition of L2-Betti numbers for locally compact, second countable unimod-
ular groups,

n
(2)
(G;) := dim
(LG; )
H
n
(G;L
2
G);
where  is the canonical weight on the group von Neumann algebra LG, corresponding to the Haar
measure  on G, L2G is a right-LG-modules via the anti-isomorphism of LG with its commutant,
and Hn(G; ) is continuous cohomology.
We generalize two basic results from discrete groups, namely the computation of the zero’th L2-
Betti number

0
(2)
(G;) =
8
<
:
0 ; G non-compact
1
(G)
; G compact
; (1.2)
and a vanishing result for abelian groups:
Theorem. (See 3.11) n
(2)
(G;) = 0 for all n  0 for any non-compact abelian group.
Finally, we compute the L2-Betti numbers of SL
2
(R) by analyzing the representation theory. See
3.17.
Results on lattices
Using Lemma 4.3, relating the dimension functions dim
LG
and dim
LH
when H is a lattice in G, we
show in Chapter 4 one of our main results:
Theorem. (See Theorem 4.8) Let G be a second countable, unimodular locally compact group
with Haar measure  and suppose that G contains a cocompact lattice H
0
. Then for every lattice
(not neccesarily cocompact) H in G and every n we have

n
(2)
(H) = ovol

(H)  
n
(2)
(G;):
11
The cocompactness ensures that we have an (homeomorphic) isomorphismHn(H
0
; `
2
H
0
) ' H
n
(G;L
2
G)
of LH-modules, by the Shapiro lemma. That this is a homeomorphism implies, by results on discrete
groups explained in the prologue, that we can, essentially, assume that the cohomology Hn(G;L2G)
is Hausdorff. This allows us, along the lines explained above, to approximate the cohomology by a
limit of Hilbert spaces, on which the two dimension functions in play coincide.
In the general case of a lattice   in G, the Shapiro lemma does not give an isomorphism of
L
2-cohomology, but only an L -equivariant (continuous) linear map
H
n
(G;L
2
G)
 //
H
n
(G;Coind
G
 
`
2
 ) ' H
2
( ; `
2
 )
where the coinduced L -module is CoindG
 
`
2
  ' L
2
lo
(G= ; `
2
 ), the space of locally square integrable
`
2
 -valued functions on the quotient G= ; by definition this is the space of functions  : G=  ! `2 
which are measurable and such that
R
K
kk
2
`
2
 
d < 1 for all compact subsets K  G= , where  is
the left-invariant finite measure on G= .
In particular, L2G ' L2(G= ; `2 ) embeds continuously in CoindG
 
`
2
 , inducing the map  above.
For totally disconnected groups, everything can be considered relative to some compact open sub-
group, so in spirit the situation here is closer to
H
n
(G;L
2
(KnG))
 //
H
n
(G; (Coind
G
 
`
2
 )
K
)
and we can then argue that the L -modules L2(KnG) respectively (CoindG
 
`
2
 )
K are isomorphic up
to dimension, in the sense that the natural inclusion of the former in the latter has cokernel with
L -dimension zero. This leads to:
Theorem. (See Theorem 5.9) Let G be a totally disconnected, second countable, unimodular
locally compact group with Haar measure , and suppose that   is a lattice in G. Then for all
n  0

n
(2)
( ) = ovol

( )  
n
(2)
(G;):
The examples Sp
2n
(F
q
((t)))
In Section 5.29 we apply the results relating the L2-Betti numbers of lattices in totally disconnected
groups to the following situation: Let F
q
be a finite field with cardinality q and consider the non-
Archimedean local field of formal Laurent series F
q
((t)).
It is known that the symplectic groups Sp
2n
(F
q
((t))) for n  2 contain lattices, but that no such
lattice is cocompact.
Using the action of Sp
2n
(F
q
((t))) on its Bruhat-Tits building, we show that once the residue field
F
q
is sufficiently large, the top L2-Betti number n
(2)
(Sp
2n
(F
q
((t))); ) 6= 0. This implies then:
Theorem. (See 5.31) For any lattice    Sp
2n
(F
q
((t))) we have, when q is sufficiently large,

n
(2)
( ) > 0.
This result is interesting since the lack of cocompact lattices means exactly that there are no
discrete groups acting "nicely" on the Bruhat-Tits buildings, in particular with finite fundamental
domain. This means that the analysis we do to compute the L2-Betti numbers does not a priori pass
to the action of a discrete group, so that the approach of passing through the ambient locally compact
group and using the change of dimension theorem seems to be the most natural way to compute the
L
2-Betti numbers of such lattices.
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Amenable groups
Recall that a (second countable) locally compact group G, where we fix a left-Haar measure ,
is amenable if it admits a left-invariant mean on L1(G;), that is, a positive linear functional
m : L
1
(G) ! C such that m(1) = 1 where 1 : g 7! 1 for all g 2 G, and m(g:f) = m(f) for all
g 2 G and f 2 L1(G;). Equivalently, G is amenable if and only if it admits a Følner sequence, that
is a sequence (F
n
) consisting of (Borel) subsets F
n
 G of finite measure, such that for any (Borel)
F  G of finite measure,
(F
n
:FF )
(F
n
)
!
n
0
where  denotes the symmetric difference.
Our main result is an extension of Cheeger-Gromov’s vanishing result for L2-Betti numbers of
amenable countable discrete groups [21] to locally compact groups.
Theorem. (See Theorems 7.10 and 7.12) Let G be a non-compact, amenable, second count-
able, unimodular locally compact group. Then for all n  0

n
(2)
(G;) = 0:
The result itself is joint with D. Kyed and S. Vaes [58], where it is established by entirely different
methods.
Here, our approach is based on structure theory for locally compact groups, and the various spectral
sequences developed in the appendices. In fact, these reductions allow us to split the proof essentially
in two cases:
(i) First, we show that the theorem holds when G is totally disconnected. It is not surprising that
the proof is a direct generalization of a proof for discrete groups.
(ii) Second, we have to show that when G is a second countable, unimodular locally compact group
and R embeds in G as a closed subgroup, then dim
LG
H
n
(R; L
2
G) = 0 for all n  0. See Lemma
7.6.
Product groups
In chapter 6 we establish the following Künneth formula for locally compact groups.
Theorem. (See Theorem 6.5) Let G;H be totally disconnected, second countable, unimodular,
locally compact groups with Haar measures  respectively . For all n  0

n
(2)
(GH; ) =
n
X
k=0

k
(2)
(G;)  
n k
(2)
(H; ):
Using the "structural result" in Theorem 7.12 this implies essentially that, since we can compute
the L2-Betti numbers of any connected Lie group, the computation of n
(2)
(G;) for any group G
reduces to the computation of the L2-Betti numbers of the totally disconnected group G=G
0
.
This leads also to non-vanishing results of (higher) L2-Betti numbers of certain Kac-Moody lat-
tices, see Theorem 6.9. This provides in particular non-vanishing results for a large class of simple,
finitely generated (or even finitely presented) discrete groups by results in [18].
Chapter 2
Prologue
The purpose of this chapter is to give a brief account of various results which, besides their own
intrinsic interest, when taken together shows that the theory of L2-Betti numbers is interesting in a
broad mathematical sense.
Needless to say, omissions and unsuppressed bias runs rampant. Sorry.
2.1 L2-Betti numbers for countable discrete groups
Let M be a compact Riemannian manifold with universal covering ~M . Denote by L2n( ~M) the
Hilbert space of square-integrable complex-valued exterior n-forms on ~M . These are Hilbert modules
over the group von Neumann algebra L(
1
(M)) of the fundamental group of M .
Atiyah defines in [3] the L2-Betti numbers n
(2)
(
~
M) as the von Neumann dimensions of the space
of square-integrable harmonic n-forms Hn( ~M), where L2n( ~M) = dn 1

(
~
M)H
n
(
~
M) d


n+1

(
~
M)
is the Hodge-Kodaira decomposition.
2.2 Theorem. (Dodziuk [26]) The L2-Betti numbers are homotopy invariants of M .
While the "L2-Euler characteristic" defined by 
(2)
(M) :=
P
dimM
n=0
( 1)
n
 
n
(2)
(
~
M) coincides with
the usual Euler characteristic, the L2-Betti numbers have the advantage that they behave well under
finite coverings, i.e. if N !M is a k-sheeted covering, then

n
(2)
(
~
M) = k  
n
(2)
(
~
N);
which is not true for the classical Betti numbers.
Similarly, one may define the L2-Betti numbers of (the universal covering of) a finite simplicial
(or CW) complex.
In [21], a general notion of L2-Betti numbers n
(2)
( ) is defined for any countable discrete group  , in
such a way that for a compact Riemannian manifoldM (respectively finite simplicial- or CW-complex
X), n
(2)
(
1
(M)) = 
n
(2)
(
~
M) (repsectively n
(2)
(
~
X)). A good introduction and survey is [31].
In fact, the notion is defined more generally in [21]: via singular cohomology one defines for any
(free) action of a   on a topological space X a sequence of L2-Betti numbers n
(2)
(X;  ), coinciding
with n
(2)
( ) if the space is contractible.
2.3 Theorem. ( [21]) For   infinite amenable, n
(2)
( ) = 0 for all n  0.
This theorem shows in particular that if X is a K( ; 1)-space for   amenable, then (X) = 0. I
do not know of a proof of this fact which doesn’t go through L2-Betti numbers.
Let ~X be the universal cover of the finite K( ; 1)-space X := ~X= . That is, X is a finite CW-
complex and   = 
1
(X) is its fundamental group. While the L2-Betti numbers n
(2)
( ) = 
n
(2)
(
~
X;  )
do not coincide with the classical Betti numbers n(X) (that is the whole point!) it is nevertheless an
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important part of the theory to establish comparison results. The following result, due to W. Lück,
is central, and has motivated many further developments. Most results of this type are called ’Lück
approximation theorems’ in homage. See e.g. [8, 28, 33, 93] for further developments.
2.4 Theorem. (Lück’s Approximation Theorem [62]) Suppose that   = 
1
(X) is residually
finite and let ( 
k
) be a decreasing sequence of normal subgroups with trivial intersection. Then

n
(2)
( ) = lim
k

n
(
~
X= 
k
)
[  :  
k
℄
:
In contrast to Theorem 2.3, [21] shows also that for the free groups F
k
on k generators, 1
(2)
(F
k
) =
k   1 and all other n
(2)
(F
k
) = 0. There are many interesting results using the first L2-Betti number;
see the discussion below.
2.5 Conjecture. (Chern-Hodge) Let M be a closed connected Riemannian manifold of even
dimenion dimM = 2m, and suppose M has (strictly) negative sectional curvature. Then
( 1)
n
(M) > 0.
For m = 1 the conjecture follows from the Gaus-Bonnet theorem, and for m = 2 was proved by
Milnor, see [102].
2.6 Theorem. (Gromov [46]) The Chern-Hodge conjecture holds for M Kähler hyperbolic.
Related to the Chern-Hodge conjecture is also the following conjecture (we state only parts of it).
See [66, Chapter 11].
2.7 Conjecture. (Hopf-Singer) Let M be a closed, connected Riemannian manifold of evendi-
mension dimM = 2m, and supposeM has (strictly) negative sectional curvature. Then m
(2)
(
~
M) >
0 and all other n
(2)
(M) = 0.
Let M be be a closed, aspherical manifold of even dimension dimM = 2m. Then n
(2)
(M) = 0
for n 6= m
A groundbreaking work in the theory of L2-Betti numbers is the paperGa02 of Gaboriau. There,
Gaboriau proves that the L2-Betti numbers are measure equivalence invariants. Recall that two
countable groups  ; are measure equivalent (ME) with compression constant  if there is a standard
measure space (X;), in general with (X) =1, admitting commuting actions of   and  each with
a fundamental domain F
 
respectively F

with finite measure, and  := (F
 
)=(F

) (caveat: ME is
an equivalence only omitting , which is not symmetric in  ;).
2.8 Theorem. (Gaboriau [41]) If   is ME to  with compression constant , then for all n,

n
(2)
( ) =   
n
(2)
():
Gaboriau’s proof goes through a definition of L2-Betti numbers in general for a standard measure-
preserving equivalence relation on a standard probability space. He then shows that n
(2)
( ) =

n
(2)
(R(  y (X;))) for any essentially free measure-preserving action of   on a standard proba-
bility space X.
This gives in particular a more conceptual proof of the vanishing theorem of Cheeger-Gromov for
amenable groups, since the orbit equivalence relation generated by any free measure-preserving action
of an amenable group is hyperfinite.
Here is another application of this fact.
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2.9 Theorem. (Gaboriau [41]) Let 0 // N //   //  // 0 be a short exact sequence of
groups and suppose that N; are infinite and that 1
(2)
(N) < 1 (e.g. N is finitely generated).
Then 1
(2)
( ) = 0.
This implies in particular that if   is finitely presented, then the deficiency of def( ) := maxfg r j
  = h
1
; : : : ; 
g
j w
1
; : : : ; w
r
ig satisfies def( )  1.
Another breakthrough was the work of Lück who put the theory properly inside the framework of
homological algebra, using his extended von Neumann dimension [63–65]. See also his comprehensive
book [66].
the extended von Neumann dimension dim
(A ;) is defined, given a finite von Neumann algebra A
with a fixed faithful normal trace  , on the category of all modules over A , in the algebraic sense
of a module over the ring A . It enjoys many nice properties that one would want in a "dimension
function".
Using this, Lück can define directly the L2-Betti numbers as

(2)
n
( ) := dim
(L ;)
Tor
C 
n
(L ; C ):
This was unified with Gaboriau’s work in [90] where Sauer gives an algebraic definition of the L2-
Betti numbers of a discrete measurable groupoid. In general, the homological algebra framework of
Lück is generalized by Connes and Shlyakhtenko in [22] who define, for R a weakly dense -subalgebra
of a finite tracial von Neumann algebra A , the L2-Betti numbers of R as

(2)
n
(R;  ) := dim
(A 
A op;
)Tor
R
R
op
n
(A 
A
op
; R):
This provides a general framework and allows e.g. a definition of L2-Betti numbers for quantum
groups [57].
The attentive reader will have noticed that we have discussed both L2-Betti numbers with the
index in superscript, and L2-Betti numbers with indix in the subscript. The convention is that we
write n
(2)
( ) or (2)
n
( ) depending on whether the exact definition of "L2-Betti number" is based on
cohomology respectively homology.
Generally speaking it is clear that all definitions agree under suitable finiteness assumptions, e.g. it
is obvious that the definitions of Lück versus Cheeger-Gromov coincide for groups with classifying
spaces admitting a finite model. However, for contable groups in general there are some subtleties
since e.g. the definition of Cheeger-Gromov relies on projective limits here and in that case one does
not necessarily "see" all non-trivial cocycles in the algebraic sense. We show in an addendum, see
Section 2.15 that there is in fact no difference; probably these results are well-known to the experts,
but I did not manage to find an exact statement of this in the litterature.
The main step in the argument is the following result
2.10 Theorem. (Thom, see [85,97,98]) For any countable group   and all n  0,
dim
(L ;)
Tor
C 
n
(L ; ) = dim
(L ;)
Ext
n
C 
(C ; `
2
 ):
In particular, one can describe the first L2-Betti number of   as

1
(2)
( ) = dim
(L ;)
Z
1
( ; `
2
 )=B
1
( ; `
2
 );
where Z1( ; `2 ) is the space of 1-cocycles, i.e. maps  :  ! `2  such that (gh) = g:(h) + (g) for
all g; h 2  . Next we will describe a number of results revolving around the first L2-Betti number,
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arguably the coolest and most popular of all the L2-Betti numbers, but first we state the following
important problem:
2.11 Problem. It is well known that for any countable group   there is an inequality

1
(2)
( )  ost( )  1;
where ost( ) is the cost as defined and studied in [61] and [40]. Does equality hold in general?
A countable discrete group   is called unitarizable if every uniformly bounded representation of
  in Hilbert space is similar to a unitary distribution. It is known that every amenable group is
unitarizable [23,25,94], and is an open question whether the converse is also true. A partial result in
this direction is the following result, due to Epstein and Monod, keeping in mind that the L2-Betti
numbers all vanish for amenable groups.
2.12 Theorem. ( [35]) Every countable discrete, residually finite group   with 1
(2)
( ) > 0 is
non-unitarizable.
It was well-known that F
2
, the free group on two generators is non-unitarizable, and it is easy to
deduce from this that any discrete group containing F
2
is non-unitarizable as well. However, using
results from [85], an example of a residually finite torsion group   with 1
(2)
( ) > 0 was constructed
in [83]. See also [67].
On the other hand, [85] contains a quite striking Freiheitssatz, stipulating that any torsion-free
countable discrete group   such that every non-zero element in the complex group ring acts on `2 
without kernel contains a free non-abelian subgroup if 1
(2)
( ) > 0. It is an open problem whether
there exists a torsion-free group not satisfying the first part of the hypothesis.
Returning to the Hopf-Singer conjecture, Sauer and Thom were able to prove the following partial
result using homological algebra machinery and measured groupoids.
2.13 Theorem. (Sauer-Thom [91]) The Hopf-Singer conjecture holds for any closed, aspherical
manifold with poly-surface fundamental group.
Finally let us mention
2.14 Theorem. (Sauer-Thom [91]) Let H E G with G countable discrete. Suppose that both
groups H and G=H are infinite, and that m
(2)
(H) = 0 for 0  m < n. If n
(2)
(H) < 1 then

n
(2)
(G) = 0.
2.15 Some Duality Results for Discrete Groups
2.16 Lemma. Let A be a -finite, semi-finite von Neumann algebra with a faithful, normal,
tracial weight  , and let M be a right-A -module. Let Q be a submodule of the dual M
0
:=
homA (M;A ) which separates points on M .
(i) Then, considering Q as a left-A -module (with A acting by post-multiplication) we have
dim
 
M  dim
 
Q:
(ii) Further, the same statement holds with homA (M;L2 ) in place of M
0
.
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Proof. (i): Let P be a  -fg. projective submodule of M , say P ' pA n. Then we have P
0
' A np and
from the hypothesis it follows readily that the restriction map r : Q ! P
0
has (algebraically) dense
image.
It follows then that
dim
 
r(Q) = dim
 
P
0
=  (p) = dim
 
P:
This proves (i). The second claim is entirely analogous, or even better it follows directly from the
observation that M
0
is rank dense in homA (M;L2 ).
2.17 Corollary. For any right-A -module M ,
dim
 
M
0
= dim
 
PM:
Proof. Recall that PM is that quotient ofM by the algebraic closure of f0g in M . Thus M
0
= (PM)
0
and separates points on this. On the other hand, PM embeds in the dual of M
0
and separates points
on this by definition.
If   is a countable discrete group we define a duality between `2-cohomology H( ; `2 ) and
homology with coefficients in the group von Neumann algebra H

( ; L ), where we consider L  a
left-L -right- -module, as follows. For  :  n ! `2  and f 2 C  n 
 L , which we identify with
finitely supported functions into L  we define
hf; i :=
X
2 
n
f():() 2 `
2
 :
Note that the sum is finite so that this is well defined.
By a straight-forward computation (which we leave out) one then sees the following result.
2.18 Proposition. For all f 2 C  n 
 L  and  :  n ! `2 ,
hd
n
f; i = hf; d
n
i:
2.19 Theorem. Let   be a countable discrete group. Then we have
dim
L 
H
n
( ; `
2
 ) = dim
L 
H
n
( ; `
2
 )
= dim
L 
H
n
( ; L ) = dim
L 
PH
n
( ; L ):
This theorem should be seen as a generalization of [85, Corollary 2.4]. The middle equality, which
is by far the most substantial, is proved in [85, p. 6] (for general refence, see also [97, 98]). We will
give a more direct proof of this equality below as well.
Proof. The first and third equalities are consequences of the following two equalities:
dim
L 
H
n
( ; `
2
 ) = dim
L 
PH
n
( ; L ): (2.1)
dim
L 
H
n
( ; `
2
 ) = dim
L 
H
n
( ; L ): (2.2)
The first of these, (2.1), follows straight from the previous proposition once we note that since
  is countable discrete, L2
lo
( 
n
; `
2
 ) = f :  
n
! `
2
 g is isomorphic as a right-L -module to
hom
L 
(L
2

( 
n
; L ); `
2
 ).
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The second will take some more work but the basic observation is that while one cannot detect
whether a cocycle  :  n ! `2  is a coboundary by considering its restriction to finite sets, once
a cycle is a boundary it stays a boundary, so to speak. This means we can actually get precisely
H
n
( ; L ) as an inductive limit of finite-dimensional modules.
For allm;n 2 N let S(m)
n
   be finite sets, all containing the identity, incresing inm to  , and such
that (S(m)
n+1
)
2
 S
(m)
n
. Denote K(m)
n
=
Q
n
i=1
S
(m)
n
the n-fold direct product of S(m)
n
with itself. It is then
easy to see that the (co)boundary maps give well-defined maps dn
(m)
: F(K
(m)
n
; `
2
 ) ! F(K
(m)
n+1
; `
2
 )
and similarly the boundary maps so that we get complexes
0! `
2
 
d
0
(m)
  ! F(K
(m)
1
; `
2
 )! : : :
and
0 L 
d
(m)
0
    CK
(m)
1

 L  : : : :
Identifying CK(m)
n

 L  with functions K(m)
n
! L  we get again by restriction a duality h; i
m
,
for brevity usually we drop the subscript, by
hf; i
m
:=
X
2 
n
f():( );
f 2 CK
(m)
n

 L 
 2 F(K
(m)
n
; `
2
 )
:
This is L -bimodular and by a direct calculation satisfies the analogue of the previous proposition:
for all m 2 N ; n  0 we have
hd
(m)
n
f; i = hf; d
n
(m)
i: (2.3)
Denote Bn
(m)
:= Im d
n 1
(m)
; Z
n
(m)
:= ker d
n
(m)
; B
(m)
n
:= Im d
(m)
n
; Z
(m)
n
:= ker d
(m)
n 1
. Then we have the
following
2.20 Lemma. For all  2 F(K(m)
n
; `
2
 )
(i)  2 Zn
(m)
, 8f 2 B
(m)
n
: hf; i = 0.
(ii)  2 Bn
(m)
kk
2
, 8f 2 Z
(m)
n
: hf; i = 0.
Similarly, for all f 2 CK(m)
n

 L 
(iii) f 2 Z(m)
n
, 8 2 B
n
(m)
: hf; i = 0.
(iv) f 2 B(m)
n
(alg)
, 8 2 Z
n
(m)
: hf; i = 0.
We postpone the proof of this lemma until after we finish the proof of the theorem.
Denoting H(m)
n
:= Z
(m)
n
=B
(m)
n
and Hn
(m)
:= Z
n
(m)
=B
n
(m)
kk
2 the lemma then tells us that
dim
L 
H
n
(m)
= dim
L 
PH
(m)
n
= dim
L 
H
(m)
n
where the final equation holds since everything is finitely generated.
To finish the proof we need to show that H
n
( ; L ) = lim
!
H
(m)
n
and Hn( ; `2 ) = lim
 
H
n
(m)
.
The inductive limit is clear: There is are inclusion maps '
m
: H
(m)
n
! H
n
( ; L ) whence a map
from the inductive limit. This is obviously bijective.
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In the projective limit case we get (by restriction) maps 
m
: H
n
( ; `
2
 ) ! H
n
(m)
whence a map
into the projective limit lim
 
m
H
n
(m)
and this has rank dense image, e.g. since we have a commutating
square
H
n
( ; `
2
 )
// //

lim
 
m
H
n
(m)


H
n
( ; `
2
 )
//
lim
 
m
H
n
(m)
where  has rank dense image by an easy "=2n argument.
For injectivity we have to show that  2 Bn( ; `2 ) if and only if 
m
:= 
m
() 2 B
n
(m)
for all m.
This follows the same observation as in surjectivity: For the left-to-right implication we note that
d
n 1

k
!
k
 in F( n; `2 ) if and only if for all m we have dn 1
(m)
(
m
(
k
)) = 
m
(d
n 1
(m)

k
)!
k

m
.
For the converse implication simply take, for given finite set K   n and " > 0, an m such that
K  K
(m)
n
and an  2 F(K(m)
n 1
; `
2
 ) such that k
m
  d
n
(m)
k
2
< " and then again this is the same as
k
m
  
m
(d
n

0
)k
2
< " where 
0
is the extension of  by zero.
this finishes the proof of the theorem.
Proof of the lemma. The equivalences (i) and (iii) are obvious by the remark just before the lemma,
i.e. that the duality is compatible with the (co)boundary maps. So are the left-to-right implications
of (ii) and (iv).
For the right-to-left implication of (ii) suppose that  =2 Bn
(m)
kk
2 and let P 2 M
℄K
(m)
n

 L  be the
projection onto the orthogonal complement of Bn
(m)
kk
2 . Then one of the rows (p
i
) is non-zero and
letting f(k) = p
ik
; k 2 K
(m)
n
we get a non-zero cycle (since hf;Bn
(m)
i = 0 by construction of P ) and
we may choose i such that hf; i 6= 0 since P 6= 0. This proves (ii).
For (iv) we do essentially the same thing: Let f =2 B(m)
n
(alg)
and recall that there is a projection
Q 2M
℄K
(m)
n

L  such that B(m)
n
(alg)
= (CK
(m)
n

LG)Q. Then again this means f:(1 Q) 6= 0 so that
we may take a  2 (1  Q)(CK(m)
n

 `
2
G) such that hf; i 6= 0. For instance we may again take  an
appropriate non-zero column of 1 Q.
As for (ii) we see by (i) that  is a cocycle since Q: = 0 implies that hB(m)
n
; i = 0.
Finally we give a proof of the middle equality which is, in our restricted setting, more direct than
the general proof given in [97].
Proof of (*). Consider the complex of inhomogeneous chains for computing `2-homology:
0 L  F

( ; L )    (2.4)
Since rank-completion is a dimension-exact functor, the `2-Betti numbers can equally well be com-
puted as dimensions of the complex
0 c(L ) c(F

( ; L )    (2.5)
Then we make the observation that the completions are, as L -modules,
c(F

( 
n
; L )) = ff :  
n
! U( ) j 80 6= p 2 Proj(L )9F   
n
nite 8 2  
n
n F : (1  p):f() = 0g:
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It is easy to see that the dual of this is exactly F( n;U( )). Hence, since taking duals is dimension-
preserving exact functor on the category of rank-complete modules, we get that the `2-Betti numbers
are the dimensions of homology spaces of the dual complex
0! U( )! F( ;U( ))!    (2.6)
By an "=2i type argument, F( n;U( )) is the rank-completion of F( n; `2 ), and then appealing to
dimension-exactness of rank-completion we are done, recalling from above that the coboundary maps
on inhomogeneous cochains are indeed dual to the boundary maps in inhomogeneous chains.
Chapter 3
L
2-Betti numbers of locally compact groups
3.1 The general definition of L2-Betti numbers
Recall from Appendix C the setup for continuous cohomology as a derived functor from the category
E
G;A of topological G-A -modules to the category of A -modules, where G is a locally compact group
and A a semi-finite tracial von Neumann algebra. In particular, given a choice of Haar measure  on
a lcsu group G we can define the n’th (cohomological) L2-Betti number

n
(2)
(G;) := dim
 
H
n
(G;L
2
G)
where  is the canonical weight on LG corresponding to . In particular, our definition coincides
with the usual one in case G is a countable discrete group and  the counting measure.
By uniqueness of the Haar measure up to scaling by strictly positive reals, the sequence (n
(2)
(G;))
n
of L2-Betti numbers is unique up to a scaling constant not depending on n. (See Proposition 3.3 be-
low.)
We also define a reduced version of the L2-Betti numbers. For countable discrete groups these
coincide with the (non-reduced) L2-Betti numbers defined above (see Section 2.15) but the situation
is not so clear in the non-discrete case, so we introduce notation to formally distinguish these.

n
(2)
(G;) := dim
 
H
n
(G;L
2
G);
where Hn(G;L2G) := Hn(G;L2G)=f0g, the closure taken in the topological space Hn(G;L2G),
which is not necessarily Hausdorff. In other words, Hn(G;L2G) ' ker dn=im dn 1 is the largest
Hausdorff space which is a continuous image of Hn(G;L2G).
Alternatively we could take Lück’s definition [66, Definition 6.50] and extend it by recalling also
from Appendix C that the continuous homology H
n
(G;LG) is a left-LG-module. We define the n’th
(homological) L2-Betti number as

(2)
n
(G;) := dim
 
H
n
(G;LG):
As noted in Section 2.15 it is shown in [85] that the cohomological and homological L2-Betti
numbers coincide for countable discrete groups. In Chapter 5 we show that all three definitions
coincide on the more general class of totally disconnected lcsu groups.
Also note that we have not defined a reduced version of the homological L2-Betti numbers since
it is not clear what that would be. It is natural to consider the reduced cohomology and associated
version of the L2-Betti numbers in light of the use of projective limits, and also because Hausdorff
cohomology is inherently interesting [14, Section IX.3] - recall for instance that amenability of G
is characterized by H1(G;L2G) being non-Hausdorff. On the other hand the situation seems more
complicated for inductive topologies where it appears natural to consider closures in weak topologies.
In particular, inductive topologies can be harder to work with than projective ones.
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3.2 Remark. Generally it would be interesting to explore the options offered by the compar-
ison theorems for different cohomology theories in the recent [4]. In particular, there is an
isomorphism id : Hn(G;L2G)  ! Hn
Borel
(G;L
2
G) by [4, Theorem A].
We finish this section with some basic results.
3.3 Proposition. Let G be a lcsu group and  2 (0;1). Let  be a Haar measure on G and
denote by 

the scaled Haar measure satisfying 

(A) =   (A) for every measurable subset A
of G. Then for all n  0

n
(2)
(G;

) =
1


n
(2)
(G;)
and similarly for the reduced and homological L2-Betti numbers. In particular, the vanishing of
L
2-Betti numbers is independent of the choice of Haar measure
Proof. Denote by  

respectively  the canonical weights on LG corresponding to 

respectively
. Then it is easy to check that  

(x

x) =
1

 (x

x) for all x 2 LG2
 
, and the proposition follows
immediately from this.
3.4 Proposition. If G is compact, then n
(2)
(G;) = 0 for all n  1.
Proof. The cohomology vanishes by [48, Chapter III, Corollary 2.1].
3.5 Lemma. Let G be a lcsu group. For every symmetric subset K of G, denote hKi := [
n2N
K
n.
Then.
dim
 
ff 2 L
2
G j (d
0
f)j
K
= 0g =
1
(hKi)
:
In particular, for every (closed) subgroup K of G, the projection P
K
in LG onto the right-
submodule of L2G consisting of functions constant on left-K-cosets has trace  (P
K
) =
1
(K)
.
Proof. Indeed fix K denote by F the module in the left-hand side above and note that it is closed in
L
2
G. Let P be the projection onto F in L2G. Now let P
0
be a fixed but arbitrary subprojection of P
with  (P
0
) <1.
Then P
0
is given by left convolution by a left-bounded function f
0
2 L
2
G. We have then for all
h 2 L
2
G and all  2 G; s 2 K
Z
G
f
0
(t)h(t
 1
s
 1
)d(t) = (f
0
 h)(s
 1
)
= (f
0
 h)() =
Z
G
f
0
(t)h(t
 1
)d(t):
Substituting s 1t for t on the left-hand side we conclude that in fact for all s 2 K,

s
f
0
= f
0
:
It follows that f
0
is constant on hKi so that this has finite measure if f
0
is non-zero. In particular, if
P has non-zero trace, we may always find a non-zero f
0
, proving the claim in the case (hKi) =1.
On the other hand suppose (hKi) < 1. Then since P = P
hKi
is the projection of L2G onto the
submodule of functions constant on cosets of hKi, given by convolution by 1
(hKi)
1
hKi
it has trace
 
 

 
1
(hKi)
1
hKi
!!
=
1
(hKi)
:
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3.6 Proposition. Let G be a lcsu group. If G is not compact then (for any choice of Haar
measure)

0
(2)
(G;) = 0:
On the other hand, if G is compact and we normalize the Haar measure such that (G) = 1,
then 0
(2)
(G;) = 1.
Proof. This follows directly from Lemma 3.5.
The following lemma will be used in the next chapter to allow a change of dimension from a group
to a subgroup. It shows, roughly speaking, that the reduced L2-cohomology of a locally compact
group is, up to dimension, a projective limit of Hilbert spaces in a sufficiently nice way.
3.7 Lemma. Let G be a locally compact, 2nd countable group and n 2 N . Let (K
i
)
i2N
be an
increasing sequence of compact subsets of Gn, cofinal in the net of compact subsets. Let H be
a closed, unimodular subgroup of G and  the tracial weight on LH induced by some choice of
Haar measure.
Denoting by Z
i
respectively B
i
the closures in L2(K
i
; L
2
G) of the images of Zn(G;L2G) re-
spectively Bn(G;L2G) under restriction to K
i
, we have
dim
LH
H
n
(G;L
2
G) = lim
i!1
dim
(LH; )
Z
i
	B
i
;
an increasing limit of dimensions of closed, invariant subspaces of H
L2G ' K
L2H with H;K
Hilbert spaces.
In particular, if G is also unimodular and dim
(LH; )
E = dim
(LG;
~
 )
E for every closed LG-
submodule E of H 
L2G then

n
(2)
(G; ~) = dim
(LH; )
H
n
(G;L
2
G):
Proof. Letting 
i
: L
2
lo
(G
n
; L
2
G)! L
2
(K
i
; L
2
G) and 
ij
: L
2
(K
j
; L
2
G)! L
2
(K
i
; L
2
G) be restriction
maps, this induces a projective system (Z
i
=B
i
; 
ij
) and there is an injective map of LH-modules
 : H
n
(G;L
2
G)! lim
 
Z
i
=B
i
:
Denote H
i
:= Z
n
(G;L
2
G)=
 1
i
(B
i
). The 
i
induce injective morphisms of LH-modules 
i
: H
i
!
Z
i
	 B
i
with dense image, whence by Lemma B.34 we have
dim
(LH; )
H
i
= dim
(LH; )
Z
i
	 B
i
:
Further, we have \
i

 1
i
(B
i
) = B
n
(G;L
2
G). Hence the claim follows by Theorem B.31 in case
dim
(LH; )
H
n
(G;L
2
G) < 1. (The projective limits theorem is applied here both to the projective
system (Z
i
=B
i
)
i
and the images of the decreasing LH-modules  1
i
(B
i
) in the reduced cohomology.)
On the other hand, the claim is also clear if dim
(LH; )
H
n
(G;L
2
G) =1 by injectivity of .
3.8 Proposition. Let G be a lcsu group. Then for all n  0
H
n
(G;L
2
G) = 0 if and only if n
(2)
(G;) = 0:
In particular the vanishing of n
(2)
(G;) implies the vanishing of reduced L2-cohomology in degree
n.
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There is a caveat here that vanishing of n
(2)
(G;) does not imply that the cohomologyHn(G;L2G)
vanishes. An example is provided e.g. by any amenable, countably infinite discrete group and n = 1.
Proof. This is a direct consequence of the previous lemma and the faithfulness of the dimension
function on standard Hilbert space.
3.9 Abelian groups
In this paragraph we exploit the following observation to show that the L2-Betti numbers all vanish
for abelian (non-compact) groups. The point is that if Q 2 LG is a central projection then as right-
LG-modules we have an isomorphism Hn(G;Q(L2G)) ' Hn(G;L2G):Q, which is just given by the
inclusion map of L2
lo
(G
n
; Q(L
2
G)) in L2
lo
(G
n
; L
2
G).
3.10 Proposition. Let (A ;  ) be a semi-finite, -finite, tracial von Neumann algebra and
suppose that (Q
k
) is an increasing sequence of central projections in A with limit the identity.
Then for any right-A -module M
dim
(A ; )M = lim
k
dim
(A ; )M:Qk = lim
k
dim
(Q
k
A ; (Q
k
))
M:Q
k
:
Further, the limit is increasing.
Proof. The second equality and the inequality ’’ in the first are clear. To prove that the left-hand
term is at most equal the middle term let P  M be a  -finite projective submodule, P ' pA n for
some n and p 2M
n
(A ).
Then also P:Q
k
is a  -finite projective submodule of M:Q
k
and P:Q
k
' (1
n

Q
k
)pA
n. This gives
dim
 
P:Q
k
= (Tr
n

  )((1
n

Q
k
)p)% (Tr
n

  )(p):
The proposition follows since P was arbitrary.
3.11 Theorem. Let G be a lcsu, non-compact abelian group. Then for all n  0,

n
(2)
(G;) = 0:
Before the proof we recall some facts about the Fourier transform.
Let ^G be the unitary dual of the abelian locally compact group G, and denote by F : L2G! L2 ^G
the unitary extension of the Fourier transform. Recall that this is an isomorphism, and that it sets up
a spatial isomorphism between the action of L1G on L2G by convolution and that of (a weak-operator
dense subalgebra of) L1 ^G acting on L2 ^G, extending to a spatial isomorphism of LG and L1 ^G.
By the characterization of the canonical weight  on LG (that  (xx) <1, x = (f); f 2 L2G
and in that case  (xx) = kfk2
2
) we see that  corresponds just to integration against ^, the Haar
measure on ^G. (This is normalized such that F is an isometry.)
Proof. We show that in fact there is a sequence (Q
k
) of central projections in LG increasing to the
identity and such that for all k the cohomology Hn(G;Q
k
(L
2
G)) = 0. By the previous proposition
this implies the theorem.
By [48, Chapter III, Proposition 3.1(i)] it is enough to find the Q
k
such that for every k there is a
g 2 G such that (1  (g))j
Q
k
(L
2
G)
is invertible.
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To this end let fg
i
g
i2N
be a countable dense subset of G and define for i; j 2 N subsets B
i;j
of ^G
by
B
i;j
= f 2
^
G j j(g
i
)  1j 
1
j
g:
Then we get ([
i;j
B
i;j
)
{
= f1g 
^
G. Since G is non-compact the dual is non-discrete so that this has
measure zero. It follows that if we denote by C
i;j;l
 B
i;j
pairwise disjoint sets with finite measure
and B
i;j
= [
l
C
i;j;l
, then 1  (g
i
) is invertible when restricted to V
i;j;l
= F
 1
(1
C
i;j;l
:L
2
^
G). Hence if we
let the Q
k
be (exhausting) finite sums of the projections in LG (corresponding to) multiplication by
1
C
i;j;l
the claim follows since for any such finite sum we get
H
n
(G; (
fin
1
C
i;j;l
)(L
2
G)) = 
fin
H
n
(G;1
C
i;j;l
(L
2
G)) = 0:
Actually the proof clearly yields the following stronger statement:
3.12 Porism. Let G be a lcsu group with non-compact centre. Then n
(2)
(G;) = 0 for all n  0.
3.13 Compact normal subgroups
3.14 Theorem. Let G be a lcsu group and K a compact, normal subgroup. Denote by  = 

the push-forward of the Haar measure  on G to H := G=K.
Then for all n  0

n
(2)
(G;) = 
n
(2)
(H; ):
This theorem is proved in two parts: first we identify the relevant cohomology spaces, then we
justify the change of dimension funtion.
The first part is in fact clear: by [48, Chapter III, Corollary 2.2], see also Proposition C.37, we get
immediately an isomorphism of LG-modules
H
n
(G;L
2
G) ' H
n
(H;L
2
H): (3.1)
Alternatively this follows from an application of the Hochschild-Serre spectral sequence in continuous
cohomology. See e.g. [48, Chapter III, Section 5].
Here the LG-action on L2H is the usual one via. the identification L2H = L2(KnG).
To see that the dimension functions fit, we note the following (surely well-known)
3.15 Lemma. The orthogonal projection P
H
: L
2
G! L
2
H
1
K
is central in LG, and P
H
LG ' LH.
Further, the inclusion of LH  LG in this way, is given on LH2
 

by extension of functions
 7!

 with (hk) = (h). In particular, it is trace-preserving.
Proof of the Theorem. By equation (3.1), all we need to show is that
dim
(LH; 

)
H
n
(H;L
2
H) = dim
(LG; )
H
n
(H;L
2
H):
This follows directly from the lemma: Any f.g. projective LH-module is also a f.g. projective LG-
module, with identical trace. On the other hand, the action on the right-hand side is nothing but
(:T )(h) = (h):(P
H
T ) for h 2 Hn and, say,  an inhomogeneous cocycle.
Then clearly any f.g. projective LG-submodule of the cohomology, is identically a f.g. projective
LH-submodule.
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3.16 The example SL
2
(R)
We now compute 1
(2)
(SL
2
(R); ) by exploiting knowledge of the representation theory to give a precise
description of H1(SL
2
(R); L
2
(SL
2
(R))). The end result, Theorem 3.17, follows in fact already from
Theorem 4.8 and the well-known fact that F
2
is a lattice in SL
2
(R), and that the latter has cocompact
lattices, e.g. by the uniformization theorem, or more generally by [10, Theorem C]. Alternatively,
and we emphasize this point, one can view Theorem 3.17, through Corollary 4.8, as a new proof that

1
(2)
(SL
2
(Z)) =
1
12
whence 1
(2)
(F
2
) = 1, by entirely different means than in [21].
The latter theorem, [10, Theorem C] coupled with Theorem 4.8 and the methods in [11] gives a
more general version of equation (3.4) below than presented here, but the concrete example SL
2
(R)
already illustrates the approach. Note that while the emphasis in [11] is on the L2-cohomology of
symmetric spaces, we focus on group cohomology and the computation of von Neumann dimension,
which is not described in [11]. We also use the trace on the von Neumann algebra of the ambient locally
compact group instead of passing to the von Neumann algebra of a lattice, using e.g. [2, Equation 3.3]
(see also [45, Theorem 3.3.2]), further streamlining the computation.
In this example we fix
G := SL(2;R) =
( 
x y
u v
!
2M
2
(R) j xv   uy = 1
)
:
For convenience we recall some basic facts about G. Recall that the Iwasawa decomposition
G = KP
+
= KAN is a bijection G = K  P+ as sets, where
K =
( 
os  sin 
  sin  os 
!
j  2 R
)
' T;
A =
( 
e
t
0
0 e
 t
!
j t 2 R
)
; N =
( 
1 s
0 1
!
j s 2 R
)
;
A
+ is the subset of A for which t > 0, and P+ = AN . We denote by u

a general element of K and by
p a general element of P+. Note that K and P+ are subgroups of G, with K maximal compact. We
denote general elements of A by a
t
and of N by n
s
. Then the Haar measure  on G is d = 1
2
e
2t
ddtds.
Alternatively, one has the polar decomposition G = K _[KA+K = KA+K, and in this setting the Haar
measure has the form d = 1
2
sinh(2t)d
1
d
2
dt.
We write g respectively k for the Lie algebras of G respectively K.
Now by [48, p. 124] there are exactly two simple (g; k)-modules with non-vanishing first cohomol-
ogy, denoted there E
1
. These are invariant submodules of H
0;1
- the Hilbert space of maps f : G! C
satisfying (here (B:X)’s refer to p. 278 in [48])
(B:1) f(g:p) = a
 2
f(g); f(g:( 1
2
)) = f(g); g 2 G; p 2 P
+
(B:2)
1
2
Z
K
jf(k)j
2
dk <1:
Clearly H
0;1
is isomorphic to L2( 
2
;

2
) since f 2 H
0;1
is given by its values on K, but in order to write
the action of G in the most convenient form we consider a different realization. Following [43, Chapter
VII] we denote by F+
 1
the set of functions on the closed unit disc in C , analytic in the interior and
infinitely differentiable on the boundary. Then G acts on this by
(g:)(w) = 
 
aw + b

bw + a
!
(

bw + a)
 2
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where
g =
 
 
 Æ
!
;
a =
1
2
((+ Æ) + i(   ))
b =
1
2
((  Æ)  i( + Æ))
:
By [43, Chapter VII, Section 5.4] there is a G-invariant inner product on this given by (here
dw = dx+ idy)
(; ) =
i
2
Z
jwj<1
(w)(w)dwd w
=
Z
x
2
+y
2
<1
(x+ iy)(x+ iy)dxdy:
Denote by H+ the Hilbert space completion. This is a unitary representation of G with an
orthogonal basis fwkg
k2f0g[N
consisting of monomials. For each u

2 K the eigenvectors of this are
exactly the wk; k = 0; 1; : : : with corresponding eigenvalues e2(k+1)i. It follows in particular that the
space of K-finite vectors is the linear span E+
1
= spanfw
k
g.
Next we want to determine explicitly representatives of the cocycles in H1(G;E+
1
). This is done by
applying [48, Chapter II, Proposition 5.1]. Recall the Cartan decomposition g = kp where k = R:X
0
and p = spanfX
1
; X
2
g for
X
0
=
 
0 1
 1 0
!
; X
1
=
 
1 0
0  1
!
; X
2
=
 
0 1
1 0
!
:
For the complexifications p
C
and g
C
we have p
C
= spanfX

g with X

= X
1
 iX
2
, and the brackets
in g
C
are given by
[X
0
; X

℄ = 2iX

; [X
+
; X
 
℄ =  4iX
0
:
Denoting by  the action of G on H+ we have for the corresponding representation d of the complex
Lie algebra G
C
d(X
0
)w
k
= i2kw
k
; (3.2)
d(X

)w
k
=
(
0 if X

= X
 
and k = 0
(2 2k)w
k1
otherwise
: (3.3)
Now by [48, Chapter II, Proposition 5.1] we have H1(g; k; E+
1
) = Homk(pC ; E
+
1
). By the above, it
follows directly that
H
1
(g; k; E+
1
) = C :
+
; where 
+
:
X
+
7! w
0
= 1
X
 
7! 0
: (3.4)
Recall that the way one realizes a simple, admissible discrete series moduleH inside L2G is through
matrix coefficients g 7! (g:; )
H
; ;  2 H. Here we consider the matrix coefficients for H+, 
m;n
:
g 7! ((g)w
m
; w
n
). Then for all n 2 N
0
, F n := spanf
m;n
j m 2 N
0
g  L
2
G with the right-regular
representation is isomorphic to the module E+
1
. So is, for all m 2 N
0
, F
m
:= spanf
m;n
j n 2 N
0
g with
the left-regular representation.
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To see that indeed H+ is square integrable, i.e. in the discrete series, and find out exactly how it
embeds in L2G we compute the “top left” matrix coefficient

0;0
(u

1
a
t
u

2
) = ((u

1
a
t
u

2
)w
0
; w
0
)
H
+
= ((a
t
u

2
):w
0
; (u
 
1
)w
0
)
H
+
= e
2i(
1
+
2
)
((a
t
)w
0
; w
0
)
H
+
= e
2i(
1
+
2
)

i
2
Z
jwj<1
(w sinh t+ osh t)
 2
dwd w
= e
2i(
1
+
2
)
(osh t)
 2

i
2
Z
jwj<1
(1  ( w tanh t))
 2
dwd w
= e
2i(
1
+
2
)
(osh t)
 2
;
where the final equality follows e.g. by a power series expansion of the integrand. Then we get
k
0;0
k
2
2
= 2
4
:
Denote by A
1
:= spanf
m;n
j m;n 2 N
0
g. Then for the left-regular representation, the space of
K-finite vectors in A
1
is exactly the (algebraic) direct sum AÆ
1
:= 
alg
n2N
0
F
n. Clearly these are all
smooth, so AÆ
1
= (A
1
1
)
(K)
. Further, this is invariant under the right-action of LG.
Similarly we can denote for E 
1
an A
 1
etc.
We are now in position to make the final steps of the computation. Denoting by ^G
d
the set of
discrete series representations we have for (L2G)
d
, the discrete part of L2G,
(L
2
G)
d
= 
!2
^
G
d
A(!)
where A() denotes the bi-module of matrix coefficients. In particular A
1
= A(H
+
). Here the comple-
ment of (L2G)
d
is a direct integral wrt. a diffuse measure whence, since only finitely many admissible
modules have non-vanishing cohomology (see [48, Chapter II, Corollary 4.2]), this does not contribute,
cf. [48, Chapter III, Proposition 2.6]. By the same theorem H1(G; (A
1
)
?
\ (L
2
G)
d
) = 0.
By [48, Chapter III, Proposition 1.6] and van Est’s theorem [48, Chapter III, Corollary 7.2] (See
also [48, Remark 3.5, Chapter II]) we have H1(G;A
1
) ' H
1
(g; K;AÆ
1
) ' H
1
(g; k; AÆ
1
), and checking
Guichardet’s explicit formula for the van Est isomorphism (p.227 in [48]) this is an isomorphism of
right-LG-modules. See also Theorem E.11.
By the explicit description in equation (3.4) it follows that, as right-LG-modules, H1(g; k; AÆ
1
) ' F
0.
Thus we need to compute  (P ) for the orthogonal projection P onto this subspace. We claim that
P is given by left-convolution by  = 1
2
3

0;0
. Indeed by the computation of k
0;0
k
2
above the formal
degree of H+ is d(H+) = 1
2
2
, so we get
(
~
  )() =
1
4
6
Z
G
(g
 1
:w
0
; w
0
)
H
+
(g
 1
:w
0
; w
0
)
H
+
d(g)
=
1
2
4
(:w
0
; w
0
)
H
+
(w
0
; w
0
)
H
+
= ():
It follows that ~ is left-bounded since it acts as an isometry on the range of the (in principle
possibly unbounded, affiliated) operator of left-convolution by . Then it follows from this that
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is also left-bounded since the group is unimodular. Further the calculation shows that () is an
orthogonal projection and clearly this is P as claimed.
Thus by the same calculation as above with  = 1 we get  (P ) = kk2
2
=
1
2
2
.
One gets an entirely analogous calculation for E 
1
, and adding the two we have shown:
3.17 Theorem. With the Haar measure  on SL
2
(R) induced by the Lebesgue measure on T
with total mass  (i.e. d = 1
2
sinh(2t)d
1
d
2
dt as above),

1
(2)
(SL
2
(R); ) = 
1
(2)
(SL
2
(R); ) =
1

2
:
Proof. The first equality holds since G is non-amenable, so that H1(G;L2G) is Hausdorff cf. [48,
Chapter III, Corollary 2.4].
The second follows by the discussion above.

Chapter 4
Cocompact lattices
In this chapter we prove (Theorem 4.8) that whenever H is a cocompact lattice in the lcsu group G
then the L2-Betti numbers of H and G coincide up to scaling by the covolume of H. In fact it then
follows that this is the case for any lattice in G, by a result of D. Gaboriau.
In the first section we prove a more general result about changing the dimension function from
dim
(LG; )
to dim
(LH;)
when H is a lattice in G, without the assumption of cocompactness. This
extends the well-known (easy) fact that for a finite index inclusion of discrete groups, the dimension
functions satisfy
dim
(LG; )
E = [G : H℄  dim
(LH;)
E
for any LG-module E, when the traces are normalized such that  (1) =  (1) = 1. The question is
slightly more subtle when G is a general lcsu group, and one cannot expect equality to hold generally
(see Example 4.6).
4.1 The dimension function for lattices in a locally compact group
In this section we compare the dimension function dim
(LG; )
, where  is the tracial weight on LG for
a lcsu group G, to dim
(LH;)
where  is the canonical trace on LH for a lattice H of G with finite
covolume. For simplicity we fix the choice of Haar measure  on G such that the covolume is 1.
Since LG acting on L2G from the left commutes with the right-action of LH on L2G = L2(G=H) 
L2H
we have an inclusion LG  B(L2(G=H))
LH, so that there is another natural candidate for a tracial
weight on LG, namely Tr 
  . In the sequel we show that these are in fact the same weight on LG.
This is surely known, but I was not able to find a reference. Recall the construction of  from the
preliminaries.
The idea here is to decompose  as a sum of vector states, each implementing a copy of  , the
trace on LH, on pairwise orthogonal right-H-invariant subspaces of L2G, each isomorphic to L2H.
The following lemma will allow us to do this in a convenient manner. Denote by F
r
:= s
r
(G=H) a
cross-section of the canonical projection G! G=H (see preliminaries).
4.2 Lemma. Let fe
n
g
n2N
be an orthonormal basis of L2F
r
, and let "; Æ > 0 and N 2 N be given.
Then there is a finite family fK
i
g
finite
of pairwise disjoint (relatively) compact (in G) subsets
of F
r
, and an open subset V of G containing the identity such that:
(i) Denoting by 1
K
i
the indicator function of K
i
, the distance from e
n
to spanf1
K
i
j all ig is
at most " for 1  n  N .
(ii) (V )  Æ, and 1
K
i

~1
K
i
has support contained in V for all i.
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Further, we may take V to be contained in any given neighbourhood of the identity in G, and
we may also take fK
i
g to be consistent with any given finite partition of F
r
by Borel sets, in
the sense that each K
i
lies in at most one equivalence class of the partition.
Proof. Let V be any open suset of G, containing the identity, contained in some given open set if
needed, and with measure (V )  Æ. Choose a compact subset C of F
r
such that (F
r
nC) 
"
2
. Let
s
n
; n = 1; : : : ; N be step functions, supported on C, such that ke
n
  s
n
k
2
 " for all n = 1; : : : ; N .
Let fS(n)
i
g
i=1;:::;i
n
be the supports of the characteristic functions defining s
n
for n = 1; : : : ; N .
By continuity of the group operations, there is for each t 2 C a relatively compact neighbourhood
U(t) of t such that U(t)U(t) 1  V . Then clearly for U any (Borel) subset of any U(t), the convolution
1
U
 1
U
 1
= 1
U

~1
U
has support contained in V .
Now we finish the proof by noting that C can be covered by finitely many U(t
1
); : : : ; U(t
m
). Let
fK
0
i
g
i=1;:::;l
be a relabeling of the family of intersections fU(t
j
) \ S
(n)
j
0
j 1  j  m; 1  j
0
 i
n
g. Then
we can take
K
i
= K
0
i
n

[
i 1
j=1
K
0
j

:
The very final statement is clear.
Now let us fix an orthonormal basis fe
n
g of L2F
r
, with e
1
= 1
F
r
, and a countable, decreasing,
relatively compact neighbourhood basis fV
j
g
j2N
around 1 in G. Then for each j 2 N we choose,
recursively, a family fK(j)
i
g
i2I
j
as in Lemma 4.2, say with " = Æ = 2 j and V = V
j
, such that the j’th
family is consistent with the (j   1)st family. We put

(j)
i
:=
1
K
(j)
i
k1
K
(j)
i
k
2
=
1
K
(j)
i
p
(K
(j)
i
)
; 
j
:=
X
i2I
j

(j)
i

~

(j)
i
:
Then the ((j)
i
)
i
are pairwise orthogonal, 
j
is C
0
with support contained in V
j
, and
k
j
k
1
=
X
i2I
j
1
(K
(j)
i
)
Z
G
Z
G
1
K
(j)
i
(s)
~1
K
(j)
i
(s
 1
t)d(s)d(t)
=
X
i2I
j
1
(K
(j)
i
)
Z
G
1
K
(j)
i
(s)
Z
G
1
K
(j)
i
(t
 1
s)d(t)d(s)
=
X
i2I
j
1
(K
(j)
i
)

Z
G
1
K
(j)
i
(s)d(s)

Z
G
1
K
(j)
i
(t
 1
)d(t)

=
X
i2I
j
(K
(j)
i
)
(


(F
r
)  2
 (j+1)
(F
r
)
)
=
(
1  2
 (j+1)
1
)
:
Here inequality ’’ in the final line follows from Lemma 4.2(i) since e
1
= 1
F
r
.
Denoting by '
k
() :=
P
i2I
k
h
(k)
i
; 
(k)
i
i the sum of vector states we see that for every left-bounded
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f 2 L
2
G
'
k
((
~
f  f)) =
X
i2I
k
h(
~
f  f)
(k)
i
; 
(k)
i
i
=
Z
G
(
~
f  f)(t) 
0

X
i2I
k

(k)
i

~

(k)
i
1
A
(t)d(t)
=
Z
G
(
~
f  f)(t)
k
(t)d(t)
!
k
(
~
f  f)(1)
= kfk
2
2
=  ((
~
f  f)):
On the other hand, denoting by M
k
the span of f(k)
i
g
i2I
k
these are increasing finite dimensional
subspaces with dense union in L2(G=H) so that for P
M
k
the orthogonal projections of L2F
r
onto these
we get with Tr the trace on B(L2(G=H)) = B(L2F
r
)
'
k
((
~
f  f)) = (Tr 
  )

(P
M
k

 1)( ~f  f)(P
M
k

 1)

= (Tr 
  ) (((f)(P
M
k

 1))

(f)(P
M
k

 1))
= (Tr 
  ) ((f)(P
M
k

 1)(f)

)
%
k
(Tr 
  )((f)(f)

)
= (Tr 
  )((
~
f  f)):
4.3 Lemma. Let G be a lcsu group and H a countable discrete subgroup with covolume 1. Then
for every projection p 2M
n
(LG).
dim
 
pL
2
 
n
= dim

pL
2
 
n
:
Proof. By the above, Tr 
  is equal to  on the set of projections in LG. Hence the claim follows
by this and Lemma B.34.
4.4 Theorem. (Restriction) Let G be a lcsu group and H a countable discrete subgroup with
covolume 1. Then for every  -fg. LG-module M , we have
dim
 
M = dim

M;
with  the canonical weight on LG corresponding to the Haar measure,  the trace on LH, and
where we on the right hand side consider M an LH-module in the canonical manner, via. the
embedding of LH in LG.
Proof. Suppose that M is  -fg with presentation 0 ! K ! L ! M ! 0 and L = p(LGn) for some
p 2M
n
(LG) with finite trace. Then in fact L  (LG2
 
)
n so that we can consider it as a submodule of
p:(L
2
G)
n. Then by additivity, Lemma B.34 and Lemma 4.3 we get
dim
 
M = dim
 
L  dim
 
K
= dim
 
L
kk
2
  dim
 
K
kk
2
= dim

L
kk
2
  dim

K
kk
2
= dim

L  dim

K
= dim

M:
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4.5 Corollary. With notation as in the theorem, for any LG-module M ,
dim
 
M  dim

M:
4.6 Example. The following example shows that the inequality in the previous corollary can
in fact be strict, which is not the case if one considers only countable discrete groups.
Let G be a non-discrete lcsu group and H a lattice (cocompact or not). Then  (p) = 1
for the canonical tracial weight  on LG and any non-zero projection p 2 LH. It follows that
the LG-module E := LG=LG2
 
has non-zero LH-dimension, by Sauer’s local criterion, since
1:p = p 6= 0 in E for p 6= 0 in LH.
However, clearly dim
(LG; )
E = 0, again by the local criterion.
4.7 L2-Betti numbers of cocompact lattices
We identify CoindG
H
`
2
H ' L
2
lo
(X; `
2
H), where we denote X := G=H, and under this identification
the action of G is (recall that  is the canonical cocycle for the inclusion H  G; see preliminaries
for definition of r; s
r
)
(g:)(x) = r(g
 1
:s
r
(x)):(g
 1
:x) = (x; g):(g
 1
:x):
Hence L2G embeds canonically in CoindG
H
`
2
H as a left-G-right-LH-modules. This yields maps
i
n
: H
n
(G;L
2
G) = H
n
(G;L
2
(X; `
2
H))! H
n
(G;Coind
G
H
`
2
H): (4.1)
The next theorem uses Theorem 2.19 to establish equality of L2-Betti numbers of a locally compact
group and all its lattices under the assumption of the existence of at least one cocompact lattice. This
should be seen as a strong indication that equality holds generally, but the use of Gaboriau’s machinery
is somewhat unsatisfactory.
4.8 Theorem. Let G be a lcsu group with Haar measure  and suppose that G contains a
cocompact lattice H
0
. Then for every lattice (not neccesarily cocompact) H in G and every n
we have

n
(2)
(H) = ovol

(H)  
n
(2)
(G;):
Proof. Let n be given. We can assume that H
0
has covolume 1.
Since H
0
is cocompact the morphism Hn(G;L2G) ! Hn(H
0
; `
2
H
0
), given by i
n
and the Shapiro
lemma (see Lemma C.15), is an isomorphism of right-LH
0
-modules and a homeomorphism. Then
using first Lemma 4.3 combined with 3.7, and then appealing to 2.19 we get

n
(2)
(G;) = 
n
(2)
(H
0
) = 
n
(2)
(H
0
):
If the right-hand side of this is infinite the statement now follows. If it is finite we get by Theorem
4.4 and Theorem 2.19
dim
 
B
n
(G;L
2
G)
L
2
lo
=B
n
(G;L
2
G)  dim
(LH
0
;)
B
n
(G;L
2
G)
L
2
lo
=B
n
(G;L
2
G)
= dim
(LH
0
;)
B
n
(H
0
; `
2
H
0
)
L
2
lo
=B
n
(H
0
; `
2
H
0
) = 0:
Then by additivity the claim follows again by the computation above. Hence we have shown the
statement for H = H
0
. For general H it follows now by the theorem of Gaboriau on the measure
equivalence-invariance of `2-Betti numbers [41, Theorem 6.3].
Chapter 5
Totally disconnected groups
In this chapter we restrict attention to totally disconnected groups, where several simplifications can
be made. The slogan is that the theory in this setting is a natural extension of the theory of `2-
Betti numbers for discrete groups. In particular, the bar resolutions for totally disconnected groups
constructed in Section C.36, where one relativizes with respect to a compact open subgroup, can be
approximated by modules with finite dimension over the group von Neumann algebra.
This observation, along with the dimension-exactness properties of induction- and hom-functors is
applied in Sections 5.1 and 5.8 to first extend the duality and change of coefficient results for discrete
groups of section 2.15, and then to prove equality of L2-Betti numbers of lattices and the ambient
totally disconnected group, see Theorem 5.9.
In Section 5.20 we show that the definition of L2-Betti numbers coincides with the definition due to
Gaboriau [42] of the first L2-Betti number of a locally finite, vertex-transitive unimodular graph. We
also consider actions on simplicial complexes, and make some remarks about general L2-Betti numbers
of actions of (totally disconnected) locally compact groups, in the spirit of Cheeger-Gromov’s original
definition for countable groups [21].
In Section 5.33 we prove that all L2-Betti numbers of any (non-compact) totally disconnected,
amenable lcsu group vanish. Consistently with the slogan of this chapter, any proof that works for
countable groups should extend naturally and effortlessly to totally disconnected groups. I chose my
favorite exposition, that of Lyons [69], and the proof is a direct generalization.
We also sketch a second proof which is more algebraic, generalizing Lück’s ideas for dimension
flatness of the inclusion C    L  for countable discrete groups, in Section 5.39.
Note that the vanishing in degree one for amenable groups follows already from the results of
Gaboriau in [42] and the equivalence of definitions in Theorem 5.22. One can for instance use [34] to
conclude vanishing for the first L2-Betti number of the graph.
5.1 Duality results for totally disconnected groups
Let G be a totally disconnected lcsu group, and fix a compact open subgroup K and a Haar measure
 on G such that K has measure one. In this section we set up a duality of the complexes of inho-
mogeneous (co)chains in C.37 and C.39 and extend the results of Section 2.15 to totally disconnected
groups.
5.2 Theorem. (Change of coefficients) Let G be a totally disconnected lcsu group. For every
n  0

(2)
n
(G;) = dim
(LG; )
H
n
(G;L
2
G); 
n
(2)
(G;) = dim
(LG; )
H
n
(G;LG):
We need the following easy observation for the proof.
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5.3 Lemma. Fix n and let L be a fundamental domain for the action of K on Gn
K
. Let E be a
topological G-LG-module, dense in a quasi-complete module ~E. For f 2 F

(G
n
K
; E) we have f 2
span
C
ff
0
  f
0
:k j f
0
2 F

(G
n
K
; E); k 2 Kg if and only if (f) = 0, where : F

(G
n
K
; E)! F

(L;
~
E)
is the LG-linear map given by
(f) := L 3 x 7!
Z
K
(f:k)(x)d(k) 2
~
E:
Proof of Theorem 5.2. We consider complexes
L

:    F

(G
n
K
; L
2
G)
oo
F

(G
n+1
K
; L
2
G)
d
noo
  
oo
M

:    F

(G
n
K
; (LG
2
 
; US))
'
n
OO

n

oo
F

(G
n+1
K
; (LG
2
 
; US))
'
n+1
OO

n+1

d
noo
  
oo
N

:    F

(G
n
K
; LG)
oo
F

(G
n+1
K
; LG)
d
noo
  
oo
where US indicates the ultra-strong topology on LG2
 
and the maps '

; 

are induced by the relevant
inclusions.
Denote by L
n
the map  of the lemma in the Gn
K
-term of the top complex, etc. The maps '

; 

commute with the 

and since the 

are also LG-morphisms it is clear that the inclusions
'
n
(kerM
n
)  ker L
n
and 
n
(kerM
n
)  kerN
n
are rank dense.
It follows that the induced morphisms '

: C
K
M

! C
K
L

and 

: C
K
M

! C
K
N

are rank-
isomorphisms in all degrees.
This proves the statement about homology. Cohomology is handled entirely analogously.
For f 2 F

(G
n
K
; LG);  2 F(G
n
K
; LG) we define
hf; i :=
X
(g
i
)2G
n
K
f(g
1
; : : : g
n
):(g
1
; : : : ; g
n
) 2 LG:
This is well-defined since f is finitely supported.
5.4 Lemma. The duality h ; i induces a duality of C
K
F

(G
n
K
; LG) and F(Gn
K
; LG)
K, and under
this duality:
(i) F(Gn
K
; LG)
K
' hom
LG
(C
K
F

(G
n
K
; LG); LG) as right-LG-modules.
(ii) hd
n
f; i = hf; d
n
i.
In particular,
dim
(LG; )
H
n
(G;L
2
G) = dim
(LG; )
PH
n
(G;LG):
Proof. (i) follows directly from the corresponding statement
F(G
n
K
; LG) ' hom
LG
(F

(G
n
K
; LG); LG) ;
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which is clear.
(ii) is a direct computation, which we leave out.
By (i) and (ii) it follows that Hn(G;LG) ' hom
LG
(PH
n
(G;LG); LG) and then the final claim
follows by Theorem B.50. (Observe that, along the lines of Theorem 5.2 one shows readily that also
dim
(LG; )
H
n
(G;LG) = dim
(LG; )
H
n
(G;L
2
G).)
Now let for all m;n 2 N , S(m)
n
 G be compact subsets such that:
 For all m;n, the compact open subgroup K  S(m)
n
, and for all n 2 N , we have S(m)
n
% G.
 For all m;n, (S(m)
n+1
)
2
 S
(m)
n
.
We may construct such a (double-)sequence as follows. Let fg
i
g  G be a countable set such that
G = [
i
g
i
K. Put T
m
= [
m
i=1
g
i
K.
Then let for all m;n,
S
(m)
n
=
(
T
2
m n
m
; m  n;
K; m < n
:
Denote by F (m)
n
the (finite) K-invaiant (wrt. the action on the first coordinate) subsets of Gn
K
generated by the projections of
Q
n
i=1
S
(m)
n
in Gn
K
.
Then one checks that, just as in Section 2.15, we get complexes as in the following diagram,
Mm

:   
//
F(F
(m)
n
; LG)
K
d
n
//
h ; i
F
(m)
n✤
✤
✤
F(F
(m)
n+1
; LG)
K //
h ; i
F
(m)
n+1
✤
✤
✤
  
Nm

:    C
K
F(F
(m)
n
; LG)
oo C
K
F(F
(m)
n+1
; LG)
d
noo
  
oo
Then we can refine the analysis of the previous lemma to show:
5.5 Lemma. Under the duality h ; i
F
(m)
n
:
(i) F(F (m)
n
; LG)
K
' hom
LG
(C
K
F(F
(m)
n
; LG); LG) as right-LG-modules.
(ii) hd
n
f; i = hf; d
n
i.
In particular,
dim
(LG; )
H
n
(G;L
2
G) = dim
(LG; )
H
n
(G;LG):
Proof. Again (i) and (ii) are clear.
To see the final statement note that, since on F (m)
n
a K-invariant element  2 F(F (m)
n
; LG)
K takes
values in the module of fixed points (LG)
\
(g
i
)2F
(m)
n
K
g
1
= 1
\
(g
i
)2F
(m)
n
K
g
1
LG, the F(F (m)
n
; LG)
K all have
finite LG-dimension, whence so do the C
K
F

(G
n
K
; LG)-spaces by (i) and Lemma 2.16.
Now consider complexes
Lm

:   
//
F(F
(m)
n
; L
2
G)
K
d
n
//
F(F
(m)
n+1
; L
2
G)
K //
   :
By rank density arguments these have cohomology with dimension
dim
 
H
n
(Lm

) = dim
 
H
n
(Lm

) = dim
 
H
n
(Mm

):
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We now claim that Hn(G;L2G) is rank-isomorphic to the projective limit lim
 
H
n
(Lm

). Indeed,
there is a map  into the projective limit by restriction of inhomogeneous cocycles.
Injectivity is straight-forward: If  2 F(Gn
K
; L
2
G)
K is in the closure of the space of cocycles, then
clearly it maps to zero in all Hn(Lm

) by restriction. Conversely, if  is an inhomogeneous cocycle map-
ping to zero by restriction for all m, we take for each fixed m a sequence m
i
in dn 1(F(F (m)
n 1
; L
2
G)
K
)
converging to the restriction of , and extend it by zero to a sequence m;0
i
2 F(G
n 1
K
; L
2
G)
K. Clearly
the net dn 1(m;0
i
), ordered lexicographically, converges to .
To see surjectivity, let k be the submodule of the projective limit consisting of elements that have
representative sequences (
m
)
m
of inhomogeneous cocycles such that for m  k we have 
m
j
F
m 1
n
 

m 1
2 d
n 1
(F(F
(m 1)
n 1
; L
2
G)
K . Then we have \
k

k
 im() since for such an element we can recur-
sively define an equivalent representative which is an inhomogeneous cocycle on all of Gn
K
. But since
everything is finite dimensional each 
k
is rank dense in 
k 1
whence by induction in the projective
limit. The claim follows now by the countable annihilation lemma.
By the isomorphism up to rank of Hn(Lm

) and Hn(Mm

), compatible with restriction maps, the
projective limits have the same dimension, so that, since everything is finite dimensional
dim
 
H
n
(G;L
2
G) = dim
(LG; )
lim
 m
H
n
(Mm

):
By (i) and (ii) we can apply the dimension-preservation of the hom-functor, Theorem B.50 to get
dim
(LG; )
H
n
(Mm

) = dim
(LG; )
H
n
(Nm

);
and this is compatible with restriction, repectively inclusion maps, i.e. these are dual maps also,
whence
dim
(LG; )
im(H
n
(Mm

)! H
n
(Mm 1

)) = dim
(LG; )
im(H
n
(Nm 1

)! H
n
(Nm

)):
Finally, the homologyH
n
(G;LG) the direct limit of homology ofNm

, whence the statement follows
by the projective respectively injective limit formulas, see Theorem B.1.
5.6 Theorem. Let G be a totally disconnected lcsu group. Then for all n  0,

n
(2)
(G;) = 
(2)
n
(G;) = 
n
(2)
(G;):
Proof. In view of the previous lemma, it is sufficient to show the second equality. It follows from
Lemma 5.4(i),(ii) and the dimension exactness and -preserving properties of the hom-functor hom
LG
( ; LG)
on countably generated modules, Theorem B.50 that
dim
(LG; )
H
n
(G;LG) = dim
(LG; )
H
n
(G;LG):
Then by Theorem 5.2 the statement follows.
We observe that the proofs in this section do not rely on the fact the coefficients are specifically
the group von Neumann algebra of the group in question. We use only the rank isomorphism of LG
and L2G in Theorem 5.2, and the dimension exactness and -preserving properties of hom
LG
( ; LG)
on countably generated modules. Hence we single out the following result for easy reference.
5.7 Porism. Let G be a totally disconnected group and ~G a lcsu group such that G  ~G. Then
for all n  0
dim
(L
~
G;
~
 )
H
n
(G;L
2
~
G) = dim
(L
~
G;
~
 )
H
n
(G;L
~
G):
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5.8 Lattices in totally disconnected groups
Denote in this section 
n
: H
n
(G; Ind
G
H
L
2
H) ! H
n
(G;L
2
G) the maps induced by the inclusion
Ind
G
H
L
2
H

 ! L
2
G

=
L
2
H


L
2
Y , where Y := HnG, see Definition C.34. Let us be more specific:
By definition, an element in IndG
H
L
2
H is represented by an equivalence class of functions in
L
2

(G;L
2
H). Recall that this means functions f which are compactly supported Borel maps into the
Borel structure on L2H given by the norm topology, and such that
R
G
kfk
2
d <1.
Further, by the condition that functions be compactly supported, we have a canonical inclusion
L
2

(G;L
2
H)  L
1

(G;L
2
H), and since functions in the latter allow an integral
R
G
fd 2 L
2
H we get
an induced map ( f) :=
R
G
(f(g)
 1
Y
):gd of IndG
H
L
2
H into L2G, and this is an injective morphism
of left-LH-modules.
Recall from the previous section the construction of the sets F (m)
n
 G
n
K
and consider the complexes
Mm

:   
d
(m)
n // C
K
F(F
(m)
n
; L
2
G)
d
(m)
n 1 //
  
d
(m)
0 // C
K
L
2
G
//
0 :
Recall that H
n
(G;L
2
G) ' lim
!
H
n
(Mm

; d
(m)

). Similarly, we get a sequence of complexes
Nm

:   
d
(m)
n // C
K
F(F
(m)
n
; Ind
G
H
L
2
H)
d
(m)
n 1 //
  
d
(m)
0 // C
K
Ind
G
H
L
2
H
//
0
with coefficients in IndG
H
`
2
H instead of L2G, and H
n
(G; Ind
G
H
`
2
H) ' lim
!
H
n
(Nm

; d
(m)

).
5.9 Theorem. Let G be a totally disconnected lcsu group and H a lattice in G. Then for all
n  0,

n
(2)
(H) = ovol

(H)  
n
(2)
(G;):
Proof. We can assume without loss of generality that the covolume is one. See Proposition 3.3.
Since the inclusion (m)
n
: Nm
n
! Mm
n
has dense image and the ambient modules are (isomorphic
to) p(n)(L2Gn
0
) for some projections p(n) with finite trace, it follows by Lemma B.34 and the local
criterion that (m)
n
has rank dense image for the LH-module structure.
Then by the inductive limit formula it follows that
dim
(LG; )
H
n
(G;L
2
G) = sup
m
inf
m
0
:m
0
m
dim
(LG; )
im(H
n
(Mm

)! H
n
(Mm
0

))
= sup
m
inf
m
0
:m
0
m
dim
(LH;)
im(H
n
(Mm

)! H
n
(Mm
0

))
= sup
m
inf
m
0
:m
0
m
dim
(LH;)
im(H
n
(Nm

)! H
n
(Nm
0

))
= dim
(LH;)
H
n
(G; Ind
G
H
L
2
H);
where the change of dimension in the second equality follows e.g. by Lemma 4.3 and additivity.
Now the theorem follows by changing the coefficients, cf. Theorem 5.2.
5.10 Simplicial actions of totally disconnected groups
In this section we give the definitions and some basic results for L2-Betti numbers for actions of totally
disconnected groups on simplicial (or CW-) complexes. These are equivariant homotopy invariants.
When the totally disconnected lcsu group G acts on the contractible simplicial complex  with
compact stabilizers, the L2-Betti numbers of the action coincide with those of the group. For our
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examples this is actually the only case we need; regardless, I find it more natural to give the general
definitions.
We give only quite brief proofs and indications. Generally speaking, the results and proofs are
very well known in the discrete case, and not much is gained from laboriously expounding on the
details; on the other hand, we study in Section 5.20 below the special case of actions on graphs, where
we give exhaustive details.
5.11 Definition. Let  be a countable simplicial (respectively CW) complex and G a totally
disconnected, lcsu group acting continuously and with compact stabilizers on . We define the
simplicial (respectively cellular) L2-cohomology of the action as the cohomology of the complex
(where F
alt
(
i
; ) denotes spaces of alternating functions wrt. the action of S
n
on the n-skeleton

n
of .)
M : 0 // F
alt
(
0
; L
2
G)
G
d
0
//
F
alt
(
1
; L
2
G)
G
d
1
//
  
where the coboundary maps are given by (in the simplicial case - the cellular case is similar)
(d
n
)(v
0
; : : : ; v
n
) =
n
X
i=0
( 1)
i
(v
0
; : : : ; ^v
i
; : : : ; v
n
);
and the spaces of functions on the n-skeletons are endowed with the topology of pointwise
convergence. We denote this
H
n
(2)
(;G) = H
n
ell
(;G;L
2
G) = H
n
(M):
Then we define L2-Betti numbers of the action as

n
(2)
(;G;) := dim
 
H
n
(2)
(;G):
Similarly we define the L2-homology as the homology of the complex
N

:   
d
1 //
C
G
F
;alt
(
1
; LG)
d
0 //
C
G
F
;alt
(
0
; LG)
//
0 ;
where G acts on LG by T:g = Tg for T 2 LG, and the boundary maps are
(d
n
f)(v
1
; : : : ; v
n+1
) =
X
Æ2
n+1
:Æ=(v;v
1
;:::;v
n+1
)
f(Æ):
Here the spaces are endowed with their inductive topologies, and we denote
H
(2)
n
(;G) = H
ell
n
(;G;L
2
G) = H
n
(N

):
The (homological) L2-Betti numbers are then defined as

(2)
n
(;G;) = dim
(LG; )
H
(2)
n
(;G):
5.12 Theorem. Let G be a totally disconnected lcsu group acting continuously and with compact
stabilizers on the countable simplicial complex . Then for all n  0 the homological and
cohomological L2-Betti numbers of the action coincide,

n
(2)
(;G;) = 
(2)
n
(;G;):
Further, the L2-Betti numbers of the action are invariant under G-homotopy of , and if 
is contractible then for all n  0

n
(2)
(;G;) = 
n
(2)
(G;): (5.1)
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Proof. We prove the final part first. Suppose that s is a contraction of , i.e. a contraction of the
complex
0
//
C
" //
F
alt
(
0
; C )
s
0
jj
d
0
//
F
alt
(
1
; C )
s
1
nn
d
1
//
  
Observe that, by definition of the coboundary maps, we can arrange that on any given finite subset
F of 
i 1
, the values of sij
F
;  2 
i
depend only on the values of  on some finite subset of 
i
. (For
instance, start with some contraction of the complex to compute homology F
;alt
(

; C ) ! C ! 0
and let s be the duals.)
Consider the spaces F
alt
(

; C ) 

alg
L
2
G as subspaces of F
alt
(

; L
2
G). Then it is clear that the
induced maps si : F
alt
(
i
; C ) 

alg
L
2
G ! F
alt
(
i 1
; C ) 

alg
L
2
G are bounded, whence they extend
continuously to a contraction of the injective resolution 0! L2G! F
alt
(

; L
2
G).
We leave out the entirely analogous prove of equality for homology L2-Betti numbers.
We leave out the proof of the homotopy invariance. For the equality of homological and cohomo-
logical L2-Betti numbers, we just remark that the proof is entirely analogous to the duality results of
Section 5.1. In any case, since we only use the case where  is contractible, this follows from Theorem
5.6 and the part already proved.
We note that any totally disconnected (2nd countable) group acts on a contractible countable
simplicial complex with compact stabilizers. In fact there is a universal model for such a complex,
EG, constructed as follows [6].
Denote W := _[
K
G=K, the disjoint union of coset spaces over all compact open subgroups of G.
Then we let EG be the infinite Milnor join W W     . Note this is countable since there are only
countably many compact open sets in G.
5.13 Corollary. For any totally disconnected lcsu group G and all n  0,

n
(2)
(G;) = 
n
(2)
(EG;G;):
We note for reference that the equalities of the previous theorem and corollary actually follow by
equality of the cohomology spaces:
5.14 Porism. Let G be a (totally disconnected) lcsu group acting continuously on the con-
tractible, countable simplicial complex . Then for all n  0,
H
n
(G;L
2
G) = H
n
(2)
(;G) and H
n
(G;LG) ' H
(2)
n
(;G):
The next results show how to compute the L2-Betti numbers of a simplicial action of G in terms
of the spaces of `2-chains and -cochains on the simplicial complex. For the statements, denote by 
n
the n-skeleton of the simplicial complex , i.e. the set of n-simplices. There is a canonical action of
S
n+1
on this, and we denote by `2
alt
(
n
) the space of `2-functions f on 
n
such that for all v 2 
n
and all  2 S
n+1
we have f(:v) = sign()f(v). We then get a complex
0
//
`
2

0

0
//
`
2
alt
(
1
)

1
//
`
2
alt
(
2
)

2
//
  
42
where the coboundary maps n are given by
(
n
f)(v
0
; : : : ; v
n
) =
n
X
i=0
( 1)
i
f(v
0
; : : : ; ^v
i
; : : : ; v
n
):
We denote by `2
Æ
(
n
) closure of the space spanned by finite cycles, equivalently the orthogonal
complement of ker 
n
and by `2
?
(
n
) the closure of the image of 
n 1
. We might also denote by
Z
n
(2)
() and Z(2)
n
() the spaces of `2 n-cocycles, respectively -cycles, i.e. the kernels of n respectively

n
:= (
n
)
; we denote then also Bn
(2)
() and B(2)
n
() the spaces of `2 n-(co)boundaries, where we do
not automatically take the closure.
We identify `2
alt
(
n
) with a subspace of the direct sum of right-LG-modules `2(G
s
nG) where s
runs over a fundamental domain for the action of G on 
n
and G
s
is the stabilizer. This in particular
gives a right-LG-module structure on `2
alt
(
n
), and the coboundary maps are LG-equivariant.
5.15 Proposition. Let  be a locally finite countable simplicial complex with a continuous
action of the totally disconnected lcsu group G, such that the stabilizers are compact.
Suppose that the action is cofinite, i.e. in each n-skeleton 
n
there is a finite fundamental
domain for the ation. Then the L2-Betti numbers of the action can be computed as the LG-
dimensions of cohomology spaces Hn
(2)
(G; ) ' H
n
(M; ) of the complex
M : 0 // `2
0

0
//
`
2
alt

1

1
////
  
where each `2
alt

i
is a finite-LG-dimensional Hilbert module, isomorphic as such that fin
i
L
2
(K
i
n
G) with the K
i
compact open.
The L2-homology can be computed as H(2)
n
(;G) ' H
n
(N

; 

), using the complex
N

:   

1 //
`
2
alt

1

0 //
`
2
alt

0
//
0 ;
where the boundary maps 
i
:= (
i
)
 are the adjoints of the coboundary maps.
Furthermore, the reduced and unreduced L2-cohomology have the same LG-dimension, coin-
ciding also with the dimension of the L2-homology:

(2)
n
(;G;) = 
n
(2)
(;G;) = dim
 
H
n
(M; ) = dim
 
ker 
n
.
im 
n 1
= dim
 
`
2
alt

n
	 (`
2
Æ

n
 `
2
?

n
) <1:
Proof. The first equality is clear. The equality of dimension for reduced and non-reduced cohomology
of the complex M follows by additivity and Lemma B.34.
Denote for each n  0 by L
n
a fundamental domain for the action of G on 
n
. Then there are
isomorphisms of LG-modules fitting into a morphism of complexes
0
//
F
alt
(
0
; L
2
G)
G

0


d
0
//
F
alt
(
1
; L
2
G)
G

1


d
1
//
  
0
//
`
2

0

0
//
`
2
alt

1

1
////
  
where the 
n
are essentially evaluation on the fundamental domains. Specifically, if Æ = g:Æ
0
for a
Æ
0
2 L
n
one puts (
n
)(Æ) = (Æ
0
)(G
Æ
0
g
 1
).
We leave out the straight-forward details here. See Section 5.20 for more details in low degree.
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To compute the dimensions of subspaces of `2
alt

n
, we have the following lemma.
5.16 Lemma. Let G be a totally disconnected lcsu group and fix a Haar measure . Let K
i
; i =
1; : : : ; n be compact open subgroups of G and denote for all i the projections p
i
:=
1
(K
i
)
(1
K
i
),
where  is the left-regular representation of G. Then there are isomorphisms of right-LG-
modules p
i
:L
2
G ' L
2
(K
i
nG) and for submodule E  
i
L
2
(K
i
nG) we have
dim
(LG; )
E =
n
X
i=1
1
(K
i
)
hP
E
:
1
K
i
;
1
K
i
i
L
2
(K
i
nG)
;
where P
E
is the orthogonal projection onto the closure of E and the 1
K
i
are understood as the
indicator on the points K
i
2 K
i
nG in the discrete countable set K
i
nG, and L2(K
i
nG) is equiped
with the inner product induced by counting measure on K
i
nG.
Proof. This follows from rank-density considerations and the following observation: namely, let
C
j
; j 2 N be a decreasing neighbourhood basis at the identity in G with each C
j
a compact open
subgroup. Then the tracial weight  on LG is given by
 (T

T ) = lim
j!1
1
(C
j
)
kT:1
C
j
k
2
2
:
Then we can take C
j
 \
i
K
i
5.17 Theorem. Let G be a locally compact, 2nd countable unimodular group acting continuously
as degree zero automorphisms on a locally finite, countable simplicial complex . Assume that
 is contractible, that the stabilizer of any given simplex (ordered or unodered) is compact in
G, and that the action is cocompact (i.e. cofinite).
Denoting by 
n
the n-skeleton of , by L
n
a fundamental domain for the action of G on

n
, and by P
n
the orthogonal projection onto `2
alt
(
n
)	 (`
2
Æ
(
n
) `
2
?
(
n
)) then, for all n 2 N
0

n
(2)
(G;) = 
n
(2)
(G;) = dim
 
`
2
alt
(
n
)	 (`
2
Æ
(
n
) `
2
?
(
n
))
=
X
s2L
n
1
(G
s
)
hP
n
1
s
;1
s
i
`
2

n
:
Proof. This follows directly from the previous proposition and lemma, and Theorem 5.12.
5.18 Corollary. Keep notation and assumptions as in the theorem. Denote further by ~L
n
a
fundamental domain for the action of G on 
n
=S
n+1
, i.e. the set of unordered n-simplices.
Suppose that  is an infinite tree. Then n
(2)
(G;) = 0 for n 6= 1 and

1
(2)
(G;) = dim
 
`
2
alt
(
1
)  dim
 
`
2
(
0
)
=
0

X
e2
~
L
1
1
(G
e
)
1
A
  1:
More generally, if  has dimension n  1 then m
(2)
(G;) = 0 for m > n and

n
(2)
(G;)  dim
 
`
2
alt
(
n
)  dim
 
`
2
alt
(
n 1
)
=
0

X
s2
~
L
n
1
(G
s
)
1
A
 
0

X
s2
~
L
n 1
1
(G
s
)
1
A
:
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The final theorem of this section shows in particular that our definition corresponds to that of [21]
for countable discrete groups.
5.19 Theorem. Let  be a countable simplicial complex with a continuous action of the totally
disconnected lcsu group G and suppose that the stabilizers are all compact. Let (k); k 2 N be
an (increasing) exhaustion of  by locally finite, G-invariant subcomplexes on which the action
is cofinite. Such an exhaustion always exists.
For any fixed n  0, denote for k  l by R
k;l
the restriction of the projection onto `2
alt

(k)
n
	
(`
2
Æ

(k)
n
 `
2
?

(k)
n
) to `2
alt

(l)
n
	 (`
2
Æ

(l)
n
 `
2
?

(l)
n
).
Then:

(2)
n
(;G;) = sup
k2N
inf
n
dim
 
im

H
(2)
n
(
(k)
;G)! H
(2)
n
(
(l)
;G)

j l  k
o
= sup
k2N
inf
n
dim
 
Z
(2)
n
(
(k)
)  dim
 

B
(2)
n
(
(l)
) \ `
2
alt
(
(k)
) j l  k
o
= sup
k2N
inf
n
dim
 
imR
k;l
j l  k
o
:
and this also coincides with n
(2)
(;G;) = 
n
(2)
(;G;).
Proof. Clearly we can exhaust  by subcomplexes on which the action is cofinite. Then all we have
to see is that a stabilizer of any n-simplex must act with finite orbits on the set of n+ 1 dimensional
simplices containing this as a face. But this is clear since stabilizers are compact by hypothesis and
open by continuity of the action.
Now consider the complexes
N

:   
//
C
G
F
;alt
(
n
; LG)
//
  
d
1 //
C
G
F
;alt
(
1
; LG)
d
0 //
C
G
F
;alt
(
0
; LG)
//
0
Nk

:   
//
C
G
F
;alt
(
(k)
n
; LG)

OO
//
  
d
1 //
C
G
F
;alt
(
(k)
1
; LG)

OO
d
0 //
C
G
F
;alt
(
(k)
0
; LG)

OO
//
0
Then H
n
(N

) ' lim
!
k
H
n
(Nk

), and since the modules H
n
(Nk

) all have finite dimension by Propo-
sition 5.15 whence the claim follows by the inductive limits formula, see Theorem B.1.
The coincidence of homological and cohomological L2-Betti numbers was already noted in Theorem
5.12.
5.20 Groups acting on locally finite graphs
In this section we show explicitly how to take an action of a group G on a graph and construct a partial
injective resolution of L2G from this. The end result is Theorem 5.22 which shows that the first L2-
Betti number of a unimodular, vertex-transitive closed subgroup of automorphisms of a locally finite
graph coincides with the first L2-Betti number of the graph as defined by Gaboriau [42, Definition
2.10].
This is written to be quite independent of Section 5.10. One can also read it as a more detailed
proof of a slightly more general version Theorem 5.17, in degree one. This version says that one can
compute the L2-Betti numbers up to degree n+ 1 using an n-connected simplicial complex.
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By a graph we mean a one-dimensional simplicial complex, that is, a graph G convists of a set of
vertices V and a set of edges E  V V such that E is disjoint from the diagonal and symmetric. For
an edge e = (v; u) 2 E we denote the opposite edge e = (u; v). For vertices u; v 2 V we write v  u
if (v; u) 2 E (equivalently (u; v) 2 E) and say that v and u are neighbours in this case. When we
consider e.g. a path in the graph G we will say, slightly abusing language, that the path is the sum of
its edges.
Throughout this section (unless explicitly stated otherwise) let G be a lcsu group acting contin-
uously as a vertex-transitive group of automorphisms on a countable, connected, locally finite graph
G = (V; E), and assume that the stabilizer of any given simplex is compact in G. We fix once and for
all a basepoint  2 V.
Let G

be the stabilizer of . Since the action is continuous this is a compact, open subgroup of
G. We fix the Haar measure  on G such that (G

) = 1. We freely identify V with G

nG as well as
with G=G

, the former by g:$ G

g
 1 so that the action by G is inverse right multiplication in this
case. We fix sections s
l
respectively s
r
of the canonical projections G! G

nG resp. G=G

.
5.21 Remark. If G is discrete and G

= f1g, this implies that G is a Cayley graph for G with
(finite) symmetric generating set S = fg 2 G j g:  g.
Note that by [42, Proposition 2.9 / Definition 2.10], the definition of 1(G) in [42] satisfies

1
(G) = 
1
(2)
( ) when G is a Cayley graph of the finitely generated group  . Theorem 5.22 is
then the natural extension of this to locally compact groups.
In order to state Theorem 5.22, denote
`
2
alt
(E) = ff 2 `
2
E j f(e) =  f(e)g
and consider the coboundary map  : `2V ! `2
alt
E given by ()(u; v) = (v)  (u). Then we denote
`
2
?
(E) := (`
2
V)
kk
2
.
Also we consider the "cycle space" `2
Æ
(E), i.e. the closed span of alternating charateristic functions
of cycles,
`
2
Æ
(E) := span
(
n
X
i=0
(Æ
(v
i
;v
i+1
)
  Æ
(v
i+1
;v
i
)
) j 8i : (v
i
; v
i+1
) 2 E ; v
n+1
= v
0
)
:
Note that this coincides with notation in Section 5.10 for the simplicial complex  = G.
5.22 Theorem. Let G be a lcsu group acting continuously as a vertex-transitive group of
automorphisms on a countable, connected, locally finite graph G = (V; E), and assume that the
stabilizer of any given simplex is compact in G. Let  2 V and fix the Haar measure  on G
such that (G

) = 1.
Denote by P the orthogonal projection onto (`2
?
(E)  `
2
Æ
(E))
?
 `
2
alt
(E) and for e 2 E, ~Æ
e
:=
1
2
(Æ
e
  Æ
e
). Then

1
(2)
(G;) =
1
p
2
X
v
hP
~
Æ
(;v)
;
~
Æ
(;v)
i
`
2
E
=
X
v
hPÆ
(;v)
; Æ
(;v)
i
`
2
E
:
The proof is given below, after all the auxilliary results.
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In the interest of generality we will presently consider coefficients in a general quasi-complete
topological G-LG-module E instead of L2G.
Consider modules
F
0
:= ff : V ! Eg;
F
1
:= ff : E ! E j 8e 2 E : f(e) =  f(e)g;
both with the topology of pointwise convergence. These are left G-modules by (g:f)() = g:f(g 1)
and right-LG-modules by post-multiplication.
Fix once and for all an unoriented spanning tree T of G. Recall that adding an (oriented) edge
(v
0
; v
1
) to T , the resulting graph contains exactly one oriented cycle 
(v
0
;v
1
)
, the fundamental cycle
of (v
0
; v
1
). Note that this is a simple cycle, i.e. it does not intersect itself, and that any cycle is a sum
of simple cycles, in the obvious sense.
We denote by C(T ) the set of (oriented) fundamental cycles, endowed with discrete topology. We
may leave out the superscript if this causes no confusion. We then set
F
2
:= ff : C ! E j 8 2 C : f() =  f()g;
the bar as usual denoting reversal of direction. We endow also F 2 with the topology of pointwise
convergence.
5.23 Remark. It is well-known, and straight-forward to check, that the set of alternating
characteristic functions on undirected fundamental cycles, i.e. functions of the form 1

  1

where  is an oriented fundamental cycle, forms a Banach space basis of the cycle space `2
Æ
(E).
By the preceding remark, we can identify F 2 with the set of alternating functions f : fall ylesg !
L
2
G such that if  =
P
i

i
is the unique decomposition of  into fundamental cycles, possibly with
repetitions, then f() =
P
i
f(
i
) and still f() =  f(). In particular this identification gives the
G-action as
(g:f)() = g:f(g
 1
:) := g:
 
X
i
f(g
 1
:
i
)
!
:
5.24 Proposition. The F i; i = 0; 1; 2, are injective.
See also [14, Chapter X, Section 2.4].
Proof. We prove the claim for F 1, the two others being entirely analogous. Consider a diagram
F
1
B
9?w
>>⑥
⑥
⑥
⑥
A
uoo
v
OO
0
oo
where u is strengthened injective with left-inverse s : B ! A. We have to show the existence of a
G-map w : B ! F 1 making the diagram commute. To this end we define for b 2 B.
(wb)(v
0
; v
1
) =
1
2
1
X
i=0
Z
G

v

s
r
(v
i
)k:s(k
 1
s
r
(v
i
)
 1
:b)

(v
0
; v
1
)d(k);
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For a 2 A we then compute
(w Æ u)(a)(v
0
; v
1
) =
1
2
1
X
i=0
Z
G

v

s
r
(v
i
)k:s(k
 1
s
r
(v
i
)
 1
:u(a))

(v
0
; v
1
)d(k)
=
1
2
1
X
i=0
Z
G

v

s
r
(v
i
)k:s(u(k
 1
s
r
(v
i
)
 1
:a))

(v
0
; v
1
)d(k)
=
1
2
1
X
i=0
Z
G

v

s
r
(v
i
)k:k
 1
s
r
(v
i
)
 1
:a)

(v
0
; v
1
)d(k)
=
1
2
1
X
i=0
Z
G

v(a)(v
0
; v
1
)d(k) = v(a)(v
0
; v
1
):
Thus the diagram commutes. Clearly w is linear and, noting that g 1s
r
(v
0
) = s
r
(g
 1
:v
0
)k
0 for some
k
0 depending on g and v
0
, we get
w(g:b)(v
0
; v
1
) =
1
2
1
X
i=0
Z
G

v

s
r
(v
i
)k:s(k
 1
s
r
(v
i
)
 1
g:b)

(v
0
; v
1
)d(k)
=
1
2
1
X
i=0
Z
G

v

gg
 1
s
r
(v
i
)k:s(k
 1
(g
 1
s
r
(v
i
))
 1
:b)

(v
0
; v
1
)d(k)
=
1
2
1
X
i=0
Z
G

v

gs
r
(g
 1
v
i
)k
0
k:s((k
0
k)
 1
s
r
(g
 1
:v
i
)
 1
:b)

(v
0
; v
1
)d(k)
=
1
2
1
X
i=0
Z
G

v

gs
r
(g
 1
v
i
)k:s(k
 1
s
r
(g
 1
:v
i
)
 1
:b)

(v
0
; v
1
)d(k)
=
1
2
1
X
i=0
Z
G

g:v

s
r
(g
 1
v
i
)k:s(k
 1
s
r
(g
 1
:v
i
)
 1
:b)

(g
 1
:v
0
; g
 1
:v
1
)d(k)
= g:(wb)(g
 1
:v
0
; g
 1
:v
1
):
Thus w intertwines the G actions. This proves the claim for i = 1.
Define 
G
: E ! F
0 and the coboundary maps di
G
: F
i
! F
i+1
; i = 0; 1, by
(
G
)(v) = ; v 2 V;
(d
0
G
f)(v
0
; v
1
) = f(v
1
)  f(v
0
); (v
0
; v
1
) 2 E
and
(d
1
G
f)() = f(v
0
; v
1
) + f(v
1
; v
2
) +   + f(v
n 1
; v
n
) + f(v
n
; v
0
);
where  is an oriented fundamental cycle,
 =
v
0
v
1??⑧⑧⑧⑧⑧⑧⑧
v
2
//
v
n 1
✤
✤
✤
✤
✤
✤
v
n
oo
__❄❄❄❄❄❄❄
:
Thus we have a (truncated) complex
0
//
E
 //
F
0
d
0
G //
F
1
d
1
G //
F
2
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with the F i injective. Next we define a (truncated) contraction as follows. Define s0
G
: F
0
! E by
s
0
G
f = f();
s
1
G
: F
1
! F
0 by
(s
1
G
)(v) =
8
<
:
0 ; v = 
f(; v
(v)
1
) + f(v
(v)
1
; v
(v)
2
) +   + f(v
(v)
t(v) 1
; v) ; v 6= 
;
where (; v(v)
1
; : : : ; v) is the unique path in T from  to v. And finally, we define s2
G
: F
2
! F
1 by
(s
2
G
f)(e) =
(
0 ; e 2 T
f(
e
) ; e =2 T
:
5.25 Proposition. For the maps defined above we have s0
G
Æ 
G
= 1
E
and

G
Æ s
0
G
+ s
1
G
Æ d
0
G
= 1
F
0
;
d
0
G
Æ s
1
G
+ s
2
G
Æ d
1
G
= 1
F
1
:
Proof. Let f 2 F 0 and v 2 V. For v =  we get
(
G
Æ s
0
G
+ s
1
G
Æ d
0
G
)(f)() = (
G
Æ s
0
G
)(f)() + 0 = f():
For v 6= , with (; v(v)
1
; : : : ; v) the path in T from  to v as above, we get
(
G
Æ s
0
G
+ s
1
G
Æ d
0
G
)(f)(v) = (
G
Æ s
0
G
)(f)(v) + (s
1
G
Æ d
0
G
)(f)(v)
= f() + (d
0
G
f)(; v
(v)
1
) +   + (d
0
G
f)(v
(v)
t(v) 1
; v) = f(v):
Next, we have if (v
0
; v
1
) 2 T
(d
0
G
Æ s
1
G
+ s
2
G
Æ d
1
G
)(f)(v
0
; v
1
) = (s
1
G
f)(v
1
)  (s
1
G
f)(v
0
) + 0
=
8
<
:
f(v
0
; v
1
) ; in case v
0
= v
(v
1
)
t(v
1
) 1
 f(v
1
; v
0
) ; in case not, i.e. v
1
= v
(v
0
)
t(v
0
) 1
= f(v
0
; v
1
):
For (v
0
; v
1
) =2 T we get that
(d
0
G
Æ s
1
G
+ s
2
G
Æ d
1
G
)(f)(v
0
; v
1
) = (s
1
G
f)(v
1
)  (s
0
G
f)(v
0
) + (d
1
G
f)(
(v
0
;v
1
)
)
= f(; v
(v
1
)
1
) +   + f(v
(v
1
)
t(v
1
) 1
; v
1
) 
 f(; v
(v
0
)
1
)       f(v
t(v
0
) 1
; v
0
) +
+f(v
0
; v
1
) + f(v
1
; v
2
) +   + f(v
n
; v
0
)
= f(v
0
; v
1
):
Here the final equality is by the picture below

v
(v
1
)
1
= v
(v
0
)
1
2T
OO

2T
__❄
❄
❄
v
j
2Too
v
n
2T⑧
⑧
⑧
⑧
v
0
2T
__❄❄❄❄❄❄❄
v
1
=2T
??⑧⑧⑧⑧⑧⑧⑧
v
2
2T //
2T
✤
✤
✤

(v
0
;v
1
)
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from which one notes that for instance v
2
= v
(v
1
)
t(v
1
) 1
and v
n
= v
(v
0
)
t(v
0
) 1
.
5.26 Remark. Note that all maps di
G
; s
i
G
; i = 0; 1; 2 are continuous.
It follows now automatically that the complex 0! E

G
 ! F
0
d
0
G
 ! F
1
d
1
G
 ! F
2 is exact, and that the
coboundary maps are strengthened. (Compare [48, p. 332].)
By standard homological algebra arguments, the simply connectedness of this complex implies
that
H
1
(G;E) ' H
1
((F

)
G
):
From hereon in we again focus on the case where E = L2G in order to relate the right-hand side
of the previous equation to the `2-spaces appearing in Theorem 5.22. First note that
h : (F
0
)
G

 ! ff 2 L
2
G j 8g 2 G : f j
G

g
= onst: g ' L
2
(G

nG)
where the isomorphism h is evaluation in . By the identification ofG

nG with V (recall: G

g
 1
$ g:)
we identify (F 0)G with `2V where now the right-action of G on L2(G

nG) corresponds to the usual
left-action on `2V. Hence there is a correspondence between closed LG-submodules of L2(G

nG) and
closed invariant subspaces of `2V.
Fix a fundamental domain L
1
for the action of G on E . Note that L
1
consists of oriented edges.
We can and will take the edges in L
1
to have the form e = (; v) and we denote by G
e
(or G
(;v)
) the
stabilizer of (such an edge) e. Then again we get an isomorphism by evaluation at the edges in L
1
:
(F
1
)
G

 ! F
1
alt

M
e2L
1
ff 2 L
2
G j 8g 2 G : f j
G
e
g
= onst: g =
M
e2L
1
L
2
(G
e
nG);
where F 1
alt
is the submodule consisting of  = (
e
)
e2L
1
such that 
e
(g) =  
e
0
(g
0
) where g:e = g0:e0.
In particular, if G does not flip any edges (discrete case: no generators of order 2), L
1
splits as
L
1
= fe
1
; : : : ; e
℄L
1
=2
g
_
[fe
1
; : : : ; e
℄L
1
=2
g and the summands corresponding to the latter term may then
be ignored. One should keep in mind though that this will change calculations by a factor 2 at some
point.
Note also that each G
e
is a compact open subgroup.
Denote for e 2 L
1
by 
e
the map on ff 2 L2G j 8g 2 G : f j
G
e
g
= onst: g = L
2
(G
e
nG) into `2
alt
(E)
given by (
e
f)(g:e) = f(G
e
g
 1
). Then the map  := 
e2L
1
i
e
is an ismorphism
 : F
1
alt

 ! `
2
alt
(E):
5.27 Lemma. With notation as above, the diagram
(F
0
)
G

hÆev

d
0
G //
(F
1
)
G

Æev

`
2
V
 //
`
2
alt
(E)
commutes.
Further, under the isomorphism  Æ ev, the kernel of the coboundary map d1
G
j
(F
1
)
G is exactly
`
2
Æ
(E)
?
 `
2
alt
(E).
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Proof. We first prove commutativity of the diagram. We have for e = (; v) 2 L
1
,
(i Æ ev Æ d
0
G
)(f)(g:e) = (d
0
G
f)(; v)(g
 1
) = f(v)(g
 1
)  f()(g
 1
):
On the other hand, letting v = h: we get
( Æ h Æ ev)(f)(g:e) = (h Æ ev)(f)(gh:)  (h Æ ev)(f)(g:)
= f()(h
 1
g
 1
)  f()(g
 1
)
= (h:f())(g
 1
)  f()(g
 1
) = f(h:)(g
 1
)  f()(g
 1
):
Thus we have shown the first part of the lemma. Let  = (e
1
; : : : ; e
n
) be a fundamental cycle and
f 2 (F
1
)
G. Then
(d
1
G
f)()(g) =
n
X
i=1
f(e
i
)(g) =
n
X
i=1
(i Æ ev)(f)(g
 1
:e
i
):
If the left-hand side vanishes, we see that (i Æ ev)(f) sums to zero around every fundamental cycle,
and since these span the cycle space, around every cycle. Thus f 2 `2
Æ
(E)
?.
Running the equations in reverse gives the other inclusion, showing the second part.
5.28 Lemma. For e 2 L
1
, the adjoint of 
e
is given by


e
= (G
e
)  
 1
j
G:e
:
Proof. This is trivial.
Proof of Theorem 5.22. The equality of the right-hand sides is a direct computation, using e.g. that
hPÆ
e
; Æ
e
i =  hPÆ
e
; Æ
e
i since PÆ
e
is an alternating function.
By Lemma 5.27, H1(G;L2G) ' `2
alt
(E)=((`
2
V)  `
2
Æ
(E)) as topological vector spaces. Further, it
follows by additivity and Lemma B.34 that the dimension of the right-hand side is equal to that of
`
2
alt
(E)	 (`
2
?
(E) `
2
Æ
(E)). To see this note that dim
 
`
2
alt
(E) < 1 since this is isomorphic, as a right-
LG-module, to a subspace of 
e2L
1
`
2
(G
e
nG), which has finite LG-dimension by Lemma 3.5 (see also
Lemma 5.16). It follows from this that

1
(2)
(G;) = (Tr
℄L
1

  )(
 1
P):
Let e = (; v
0
) 2 L
1
. Then G

splits as the disjoint union G

= G

(v
0
)
_
[G

(v
1
)
_
[   
_
[G

(v
n(e)
)
where G

(v
i
):v
0
= v
i
. In particular G

(v
0
) = G
e
. Further, each G

(v
i
) is a translate of G
e
whence
they all have the same measure (G

(v
i
)) = (G
e
) =
1
n(e)+1
.
The statement now follows directly from the observation that the restriction of  to the corner
(1
G
e
)LG(1
G
e
) is given by  ((1
G
e
)x

x(1
G
e
)) =
1
(G
e
)
2
 kx:1
G
e
k
2
2
. Thus
 


 1
j
G:e
P
e

= (n(e) + 1)  (
p
(G
e
))
2
h
 1
j
G:e
P
e
:1
G
e
;1
G
e
i
L
2
G
= (n(e) + 1)hPÆ
(;v
0
)
; Æ
(;v
0
)
i
`
2
E
=
n(e)
X
i=0
hPÆ
(;v
i
)
; Æ
(;v
i
)
i
`
2
E
:
Summing over e 2 L
1
finishes the proof.
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5.29 Examples from actions on buildings
A rich class of actions by groups on contractible simplicial complexes comes from algebraic groups
acting on their associated Bruhat-Tits buildings. In [29] the cohomology of algebraic groups with
coefficients in unitary representations, including L2G, was investigated using the associated buildings.
In particular, [29, Proposition 8.5] gives the top L2-Betti number of such a group G given that the
pair (X;G), with X the building, is in their class Bt. This amounts to a condition on the size of
the residue field, depending on the dimension of X. (In the terminology of [29], the results give the
L
2-Betti numbers of the building; this amounts to the same thing, by Theorem 5.17.)
In this section we investigate a special case, obtaining a non-zero lower bound on the top L2-Betti
number n
(2)
(Sp
2n
(K); ) for K a non-archimedean local field, under slightly weaker assumptions, and
using a much more elementary argument than is needed for [29, Proposition 8.5]. We can take this
more elementary approach, avoiding the use of almost orthogonality, since we want, in this example,
to apply the result to obtain non-vanishing results for `2-Betti numbers of non-cocompact lattices, for
which the more detailed knowledge of the L2-cohomology in [29] is not needed.
For a general reference to buildings see [15], and for the buildings associated to reductive groups
see [16]. We recall, see [15, Chapter V, Section 2A], that a BN -pair in a group G consists of subgroups
B and N of G satisfying
 G = hB;Ni and T := B \N is normal in N .
 The quotient W := N=T = hSi is a Coxeter group.
(BN1) C(s)C(w)  C(w) [ C(sw) for all s 2 S;w 2 W where we write C(w) = BwB and recall that
this is independent of the representative of w.
(BN2) sBs 1 6 B; s 2 S.
Given a BN -pair we can construct a building with a (strongly) transitive action of G by declaring the
special subgroups of G to be conjugates of groups of the form BhS 0iB with S 0  S and then  is the
simplicial complex with simplices the special subgroups of G ordered by reverse inclusion (with G the
empty, or  1-dimensional simplex). The action of G is by conjugation. Recall that equivalently one
can consider special cosets, being the left-translates of the cosets of special subgroups and G acting
by left-translation [15, Chapter V, Section 2B].
For us the point of the strong transitivity of the action is that there is a unique orbit of simplices
of maximal dimension, namely the conjugates of B (for this reason, when thinking of B as a simplex
in the building we call it the fundamental chamber), and that B is the stabilizer of the fundamental
chamber.
Let K be a local field (we assume that it has charateristic p 6= 2) with a discrete valuation
 : K

! Z, valuation ring A and residue field k = A=A where  2 A is such that () = 1.
Following usual conventions we set (0) = 1 as well. We then consider the linear algebraic group
G(K) = Sp
2n
(K); 2  n 2 N . Recall that this is the subgroup of GL
2n
(K) consisting of matrices
g 2 G(K) such that
g
T
 
0 1
n
 1
n
0
!
g =
 
0 1
n
 1
n
0
!
:
We will consider also the groups G(A) and G(k) defined by the same relation in addition to the
requirement that the entries be in A respectively k. Then we have an embedding  : G(A) ! G(K)
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and a projection  : G(A) ! G(k), the latter given by (entrywise) reduction modulo . Also note
that since A is compact open (in K) so is G(A) (in G(K)).
We let N be the group of symplectic monomial matrices, i.e. those with exactly one non-zero
entry in each row and each column. We let B be the inverse image under  of the subgroup of upper
triangular matrices in G(k), and normalize the Haar measure on G(K) such that (B) = 1.
One then verifies that this is a BN -pair for G(K) and that the generators of the Weyl group W
verifying the axioms are represented in G(K) by the matrices S = fs
1
; : : : ; s
n 1
; r
n
; r
0
1
g where the s
i
are
permutation matrices corresponding to the (double transpositions) permutations (i i+1)(2n i 1 2n 
i) 2 S
2n
; i = 1; : : : ; n  1, r
i
the permutation matrices corresponding to (i 2n  i) 2 S
2n
; i = 1 : : : ; n,
i.e.
s
1
=
0
B
B
B
B
B
B
B

0 1
1 0
1
2n 4
0 1
1 0
1
C
C
C
C
C
C
C
A
; : : : ; s
n
=
0
B
B
B
B
B
B
B
B
B
B

0 1
1
n 2
1 0
0 1
1
n 2
1 0
1
C
C
C
C
C
C
C
C
C
C
A
r
1
=
0
B
B

0 1
1
2n 2
1 0
1
C
C
A
; : : : ; r
n
=
0
B
B
B
B

1
n 1
0 1
1 0
1
n 1
1
C
C
C
C
A
r
0
1
= r
1
0
B
B


1
2n 2

 1
1
C
C
A
=
0
B
B

0 
 1
1
2n 2
 0
1
C
C
A
:
Given all this it is easy to check (by Gaussian elimination!) that the stabilizer of each (n   1)-
dimensional face of the fundamental chamber splits into a disjoint union of ℄k+ 1 cosets of B so that
labeling these faces f
0
; : : : ; f
n
we get by Corollary 5.18

n
(2)
(G;)  1  (n+ 1) 
1
℄k+ 1
=
℄k  n
℄k+ 1
:
Backtracking, we really only rely on the fact that each special subgroup BhsiB; s 2 S decomposes
as a union of ℄k+1 cosets of B, and remarking without elaboration that the same is true for SL
n
(K)
we summarize the above in the following
5.30 Theorem. Let n 2 N be given and let K be a non-archimedean local field of charac-
teristic p 6= 2 and with cardinality of the residue field ℄k > n. Then for G equal to either of
Sp
2n
(K); SL
n
(K) we have

n
(2)
(G;) > 0:
In particular, applying Theorem 5.9, we get the following result.
5.31 Corollary. With notation and assumptions as in the theorem, if H is a lattice in G then

n
(2)
(H) > 0.
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5.32 Remark. (i) Note that Corollary 5.31 includes the case where K is a local field of
positive characteristic, e.g. a function field, in which case it is well-known, see [36, Section
3.1.1], [70, Chapter IX, 1.6(viii)], that Sp
2n
(K) admits lattices, but no cocompact lattices.
As far as I am aware the result was previously unknown in this case. Of course, when
there is a cocompact lattice this acts on the building as well, and the action is cofinite
so that the analysis above passes directly to the lattice. Then by [41, Theorem 6.3] the
nonvanishing passes to every other lattice. Hence the most interesting case of Corollary
5.31 is the case of positive characteristic.
(ii) For vanishing in degree different from n, see e.g. [14, Theorem 3.9], or [29, Theorem 5.1].
(iii) We note also that [14, Theorem 3.9] (see also [20]) gives a description similar to how the
result in [11] gives equation (3.4). In particular, with more detailed analysis, one might
be able to remove the restriction on the size of the residue field in Theorem 5.30.
5.33 Vanishing in the amenable case
In this section we show that for any totally disconnected, amenable lcsu groupG, the L2-Betti numbers
vanish, n
(2)
(G;) = 0; n  1.
The proof follows that of Lyons in [69], which is itself a refinement of earlier proofs [27, 30], and
is not radically different from the proof given by Cheeger and Gromov in [21, Theorem 0.2]. The
core idea, which notably also appears in Elek’s observation that the analytic zero divisor conjecture
is equivalent to the algebraic zero divisor conjecture in the case of amenable groups [32], is to approx-
imate the LG-dimension using dim
C
on finite-dimensional subspaces of `2G spanned by elements in a
Følner sequence.
Let for the moment be a simplicial complex with a cofinite, continuous action of G, with compact
stabilizers, and suppose that G is amenable. Denote by L a fixed fundamental domain for the action
of G on , and by (F
k
) a Følner sequence in G. Recall this means that for any F  G such that
(F ) <1,
 ((F
k
:F n F ) [ (F n F
k
:F ))
(F
k
)
!
k
0:
Note that L is not necessarily a simplicial complex. We denote by L the closure of L in , i.e. the
smallest simplicial subcomplex containing L. More explicitly this consists of all simplices which are
faces in some simplex in L.
Then we define an exhaustion of  by subcomplexes  (k) := F
k
:

L and define the (combinatorial)
n-boundary, where  (k)
n
is the n-skeleton of  (k),

n
 
(k)
:=  
(k)
n
n F
k
:L
n
:
For any subset S  
n
of the n-skeleton of , we write (S) :=
P
Æ2S
(G
Æ
).
The theorem of Dodziuk and Mathai then is the following.
5.34 Theorem. ( [27,30]) Suppose that G is an amenable countable discrete group, acting freely
(on unordered simplices) and cofinitely on the simplicial complex , and suppose that F
k
 G is
a Følner sequence in the sense above. Then denoting by L a fundamental domain for Gy ,

n
(2)
(;G) = lim
k

n
( 
(k)
)
℄F
k
;
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where 
n
( 
(k)
) are the ordinary Betti numbers of the finite simplicial complex  (k).
The same statement holds with  instead a CW-complex.
Denote for k 2 N the orthogonal projection of `2
alt

n
onto `2
alt
 
(k)
n
, a finite dimensional vector
space, by 
 
(k)
. For E  `2
alt

n
a closed subspace (not necessarily invariant) we define
dim
 
(k)
E := Tr
`
2

n
(
 
(k)
P
E
) =
X
2 
(k)
n
hP
E
1

;1

i
`
2
 
(k)
n
:
The following proposition is a slight generalization of observations due to Eckmann [30] in the
discrete case.
5.35 Proposition. Let G be an amenable totally disconnected lcsu group, acting continuously,
cofinitely, and with compact stabilizers on a simplicial complex  and fix an n  0. Let L; (F
k
),
etc., be as above. Denote K := \
Æ2L
n
G
Æ
. We can and will take the F
k
to be unions of cosets of
K.
For any closed subspace E  `2
alt

n
the hollowing holds:
(i) For all k 2 N
0  dim
 
(k)
E  dim
C

 
(k)
(E);
and dim
 
(k)
E = dim
C

 
(k)
(E) if and only if E  `2
alt
 
(k)
n
,
(ii) If F  `2
alt

n
is a closed subspace and E ? F then for all k
dim
 
(k)
E  F = dim
 
(k)
E + dim
 
(k)
F:
In particular dim
 
(k)
E  dim
 
(k)
~
E whenever E  ~E.
(iii) Suppose E is a closed invariant subspace. Then for all k 2 N :
0  dim
 
(k)
E   (F
k
)  dim
 
E  ℄
n
 
(k)

(
n
 
(k)
)
(K)
;
(iv) Denote F := [
Æ2L
n
fg 2 G j g:Æ 2

L n Lg. Then
(
n
 
(k)
)  ℄L
n
 (F
k
:F n F
k
):
In particular, dim
 
E = lim
k
dim
 
(k)
E
(F
k
)
whenever E is a closed invariant subspace.
Proof. Part (i) is clear: the positivity since P
E
is a projection onto a subspace of `2
alt

n
 `
2

n
, and
the upper bound by the computation
dim
C

 
(k)
(E) = Tr(Ran[
 
(k)
P
E
℄)  Tr(
 
(k)
P
E

 
(k)
) = Tr(
 
(k)
P
E
);
using that the operator norm k
 
(k)
P
E

 
(k)
k  1 whence the positive operator 
 
(k)
P
E

 
(k)
is domi-
nated by its range projection.
The final part of (i) is trivial, as is (ii).
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To prove (iii) we compute, using invariance,
(F
k
)  dim
 
E =
X
g2F
k
G=K
X
Æ2L
n
(K)
[G
Æ
: K℄
hP
E
:1
g:Æ
;1
g:Æ
i
`
2
 
(k)
n
=
X
2F
k
:L
n
hP
E
:1

;1

i;
whence since 1  P
E
,
(F
k
)  dim
 
E + ℄
n
 
(k)

X
2F
k
:L
n
hP
E
:1

;1

i+
X
2
n
 
(k)
hP
E
:1

;1

i = dim
 
(k)
E  0:
This proves the first inequality and the second is trivial.
For (iv) we just note that if we denote for  2 
n
 
(k) in the orbit of some fixed 
0
2 L
n
the set
F

:= fg 2 G j g:
0
= g then (G

) = (F

) and [
2
n
 
(k)
\G:
0
F

 F
k
F nF
k
. The statement follows
directly from this.
The very final statement is clear since F
k
is a Følner sequence.
Let now G act on a contractible simplicial complex , not necessarily cofinitely, and let (i) be
an increasing exhaustion of  by G-invariant subcomplexes whereupon the action is cofinite. Fix
fundamental domains L(i), also increasing in i. Denote the finite exhaustions of (i) as above by
 
(i;k).
We prove now that (2)
n
(;G;) = 0. By Theorem 5.19, this means we have to show that for every
i,
dim
 
h
[
j:ji
(

B
(2)
n
(
(j)
) \ `
2
alt
(
(i)
n
))
i
?
= dim
 
Z
(2)
n
(
(i)
)
?
: (5.2)
First, the proof of [69, equation (4.2)] now transfers verbatim to our setting, which we record for
convenience:
5.36 Lemma. (Compare [69, equation (4.2)]) For each i,
dim
 
Z
(2)
n
(
(i)
) = lim
k
1
(F
k
)
dim
C
B
k
( 
(i;k)
):
Then we compute:
dim
 
h
[
j:ji

B
(2)
n
(
(j)
) \ `
2
alt

(i)
i
?
= lim
k
1
(F
k
)
dim
 
(i;k)
h
[
j:ji
B
(2)
n
(
(j)
) \ `
2
alt

(i)
i
?
 lim inf
k
1
(F
k
)
dim
C

 
(i;k)

h
[
j:ji
B
(2)
n
(
(j)
) \ `
2
alt

(i)
i
?

 lim inf
k
1
(F
k
)
dim
C

 
(i;k)

h
[
j:ji
[
l
B
n
( 
(j;l)
) \ `
2
alt

(i)
i
?

:
For any l, we have B
n
( 
(j;l)
) \ `
2
alt
 
(i;k)
 B
n
( 
(j;l)
) \ `
2
alt

(i), so we deduce
dim
 
h
[
j:ji

B
(2)
n
(
(j)
) \ `
2
alt

(i)
i
?
 lim inf
k
1
(F
k
)
dim
C

 
(i;k)

h
[
j:ji
[
l
B
n
( 
(j;l)
) \ `
2
alt
 
(i;k)
i
?

= lim inf
k
1
(F
k
)
dim
C

Z
n
( 
(i;k)
)
?
\ `
2
alt
 
(i;k)

;
where the equality holds because  is acyclic, so that Z
n
( 
(i;k)
)  [
j:ji
[
l
B
n
( 
(j;l)
).
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But the orthogonal complement of the cycles in a finite complex is just the space of coboundaries,
and then by Lemma 5.36 we conclude that
dim
 
h
[
j:ji

B
(2)
n
(
(j)
) \ `
2
alt

(i)
i
?
 lim inf
k
1
(F
k
)
dim
C
B
n
( 
(i;k)
)
= lim
k
1
(F
k
)
dim
C
B
n
( 
(i;k)
) = dim
 
Z
(2)
n
(
(i)
)
?
\ `
2
alt

(i)
:
Now (5.2) follows since, by the inclusion [
j:ji

B
(2)
n
(
(j)
)\`
2
alt

(i)
 Z
(2)
n
(
(i)
), the other inequality
is trivial. This proves the claim.
5.37 Theorem. Let G be a totally disconnected amenable lcsu group. Then

n
(2)
(G;) = 0; n  1:
Proof. Combining the above with Theorem 5.6 and Theorem 5.19 we have

n
(2)
(G;) = 
(2)
n
(G;) = 
(2)
n
(EG;G;) = 0:
For easy reference we single out the following slightly more general statement, as a consequence
of the theorem.
5.38 Corollary. Let G be a totally disconnected amenable lcsu group and ~G a lcsu group such
that G  ~G. Then for all n  1
dim
(L
~
G;
~
 )
H
n
(G;L
2
~
G) = 0:
Proof. By Porism 5.7 it is sufficient to prove the claim for homology instead of cohomology, and by
Theorem 5.2 we can take coefficients in L ~G instead of L2 ~G. That is, it suffices to show
dim
L
~
G
H
n
(G;L
~
G) = 0:
But here we have isomorphisms  : L ~G 

LG
(C
K
F

(G
n
K
; LG)) ! C
K
F

(G
n
K
; L
~
G). Indeed, this
follows from the fact that we kan describe the quotients C
K
( ) algebraically as the kernels of maps
 cf. Lemma 5.3.
These obviously commute with boundary maps, i.e. induce an isomorphism of complexes
  
// C
K
F

(G
n
K
; LG))

LG
L
~
G
d
1 //

'

  
//
LG

LG
L
~
G
//

=

0
  
// C
K
F

(G
n
K
; L
~
G)
d //
  
//
L
~
G
//
0
:
Hence by the dim-exactness of the induction functor L ~G

LG
  in Theorem B.51 we get the desired
conclusion.
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5.39 An algebraic approach
In this section we take an algebraic approach to the vanishing of L2-Betti numbers for totally discon-
nected groups, based on the general operator algebraic framework for Følner sequences in [1]. Since
we have already one proof above, we will favor brevity over giving exhaustive details below.
Let G be a totally disconnected lcsu group and denote by H (G) the associated Hecke algebra,
i.e. the convolution -algebra of compactly supported, locally constant, complex-valued functions on
G. This is not unital, but it is idempotented, i.e. the multiplication map H (G) 

C
H (G) ! H (G) is
surjective, and H (G) = [
n
p
n
H (G)p
n
is an increasing union of corners with p
n
2 H (G) idempotents (in
our case we have an almost canonical choice for the p
n
, namely the indicator functions of compact open
subgroups constituting a topological basis at the identity; in this case the p
n
are also self-adjoint).
As noted in [14, Chapter XII], the category of (non-topological) smooth G-modules EfA ;G is equiva-
lent to the category of non-degenerate H (G)-modules, and moreover, many of the results and methods
of homological algebra usual proved under a blanket assumptions that the rings or algebras in ques-
tion have a unit, actually hold more generally over idempotented algebras. Further, it is clear the
two notions of "projective" in EfA ;G are equivalent. Since also the category E
f
A ;G is abelian we write
H
f
n
(G;E) := Tor
H(G)
n
(E; C ) for a module E 2 EfA ;G.
5.40 Proposition. Let E be a quasi-complete topological A -G-module. Then, canonically,
H
n
(G;E) = H
n
(G;E
1
) = H
f
n
(G;E
1
):
We leave out the proof, referring instead to the ideas in [14, Chapter XII].
Since the A -module structure is canonical on Hf
n
(G;E), so it follows by standard theorems in
homological algebra (see e.g. [105, Theorem 2.7.2]) that we may compute the homology by taking a
projective resolution of the second variable in the Tor-functor.
Further, since Tor "commutes" with direct limits, we have

(2)
n
(G;) = dim
(LG; )
H
n
(G;LG) = dim
(LG; )
H
f
n
(G;LG
1
) = dim
(LG; )
lim
!
m
H
f
n
(G;LGp
m
):
It follows from rank-density arguments and the inductive limit formula that it is then sufficient to
show that for all m  1 we have for the corners
0 = dim
(LG
p
m
; (p
m
))
H
f
n
(G;LG
p
m
) = dim
(LG
p
m
; (p
m
))
Tor
H(G)
p
m
n
(LG
p
m
; C ):
But now the algebras are unital, and further the corners LG
p
m
of the group von Neumann al-
gebra, are finite, tracial von Neumann algebras, and the corners H (G)
p
m
are weakly dense, unital
-subalgebras.
The result then follows directly from the dimension flatness result [1, Theorem 4.4] since the tower
C  H (G)
p
m
 LG
p
m
has the strong Følner property, as defined in [1], for all m when G is amenable.

Chapter 6
Product groups
I already am a product
Lady Gaga
Künneth theorems relate the (co)homology of products to that of the factors. The original result
[56] deals with the Betti numbers of a product of manifolds. For L2-Betti numbers, a Künneth formula
was proved in [21] for countable groups.
In the context of locally compact groups, the continuous cohomology of products is studied in [14,
Chapters X, XII]. In that book, the authors study principally the case where the coefficient modules
are admissible in some sense, which allows, under suitable circumstances, to forget the topology on
the coefficient modules and reduce the computation to a computation in the category of vector spaces.
The idea in this chapter is similar, but since the coefficient modules we are interested in are
not admissible, we instead reduce the computation to a purely algebraic one "up to dimension".
For this, working with homology seems more appropriate since the corespondence with an algebraic
tensor product of complexes is more direct. This and the need to work with modules that have finite
dimension restricts the statement of Theorem 6.5 to cover only totally disconnected groups.
6.1 Products of totally disconnected groups
Let ~G = GH be a product of totally disconnected lcsu groups. Let K  G and L  H be compact
open subgroups, ~K := K  L, and for n  0
Q
tot
n
:=
n
X
i=0
F

((G=K)
i+1
 (H=L)
n+1 i
; L
2
~
G):
We denote by Q
i;j
the term F

((G=K)
i
 (H=L)
j
; L
2
~
G) for i; j  0 and note that
Q
i;j
' F

((G=K)
i
;F

((H=L)
j
; L
2
~
G))
as a G-module, and similarly when considering Q
i;j
as an H-module. (Actually the isomorphisms are
as ~G-modules.)
Consider boundary maps d0
i;j
: Q
i+2;j
! Q
i+1;j
and d00
i;j
: Q
i;j+2
! Q
i;j+1
for i; j  0, given by the
usual ones restricted to the relevant arguments:
(d
0
i;j
f)(g
1
; : : : ; g
i+1
; h
1
; : : : ; h
j
) =
i+1
X
k=0
( 1)
k
0

X
g2G=K
f(g
1
; : : : ; g
k
; g; g
k+1
; : : : ; g
i+1
; h
1
; : : : ; h
j
)
1
A
(d
00
i;j
f)(g
1
; : : : ; g
i
; h
1
; : : : ; h
j+1
) =
j+1
X
k=0
( 1)
k
0

X
h2H=L
f(g
1
; : : : ; g
i
; h
1
; : : : ; h
k
; h; h
k+1
; : : : ; h
j+1
)
1
A
:
Using the results in Chapter 7 it is not hard to show that a Künneth formula holds in complete generality for a
product of two lcsu groups.
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Hence we can fit everything into a third quadrant double complex
Q
0;0
= L
2
~
G
  
//
Q
i;1
//
  
//
Q
1;1
99ssssssssss
...
OO
...
OO
  
//
Q
i;j
OO
//
  
//
Q
1;j
OO
...
OO
...
OO
Computing the spectral sequence for linear spaces associated with this complex we see that the E2-
term is zero everywhere whence the complex
(Q
tot

; d
0
+ d
00
)
//
L
2
~
G
//
0
is a resolution of L2 ~G. Since a direct sum of strengthened maps is strengthened the resolution is
also strengthened. (A more direct approach to show that (Qtot

; d
0
+ d
00
) is a strengthened resolution
is to write down an explicit contraction s0 + s00 where s0 and s00 are contractions of the horizontal,
respectively vertical, subcomplexes.)
By the isomorphism Q
i;j
' F

((G=K  H=L)
i
;F

((H=L)
j
; L
2
~
G)) for j  i, and similarly for the
opposite inequality, Q
i;j
is a projective topological L ~G- ~G-module for all i; j  1.
Let S
m
; T
m
be finite K-invariant subsets of G=K respectively H=L, increasing with union G=K =
[
m
T
m
and H=L = [
m
S
m
. Denote by M i
m
the submodules
M
i
m
:= spanff   f:g j f 2 F

((G=K)
i
; L
2
G); g 2 Gg \ F

(T
i
m
; L
2
G):
Similarly we denote N i
m
for H=L. Then we consider complexes
Gm

:   
d
i+1 //
F(T
i+2
m
; L
2
G)=M
i+2
m
d
i //
F(T
i+1
m
; L
2
G)=M
i+1
m
d
i 1 //
  
Hm

:   
d
i+1 //
F(S
i+2
m
; L
2
H)=N
i+2
m
d
i //
F(S
i+1
m
; L
2
H)=N
i+1
m
d
i 1 //
  
The next lemma is a type of result we already used in the previous chapter, in a slightly different
formulation, stating that one can write a certain complex as an inductive limit and then compute the
homology as the inductive limit of homology modules.
6.2 Lemma. The inclusion maps 
m;m
0
: F(T
i+2
m
; L
2
G) ! F(T
i+2
m
0
; L
2
G) for m  m0 induce an
inductive system (
m;m
0
: Gm
i
=M
i
m
! Gm
0
i
=M
i
m
0
), and the maps 
m;m
0 commute with the boundary
maps. Hence there are maps of LG-modules
lim
!
H
n
(Gm

)! H
n
(G;L
2
G)
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for all n  0. These are isomorphisms. Similarly,
lim
!
H
n
(Hm

)! H
n
(H;L
2
H)
are isomorphisms.
Proof. All the needs proving is that for all i, the maps
lim
!
F

(T
i+1
m
; L
2
G)=M
i+1
m
! C
G
F

((G=K)
i+1
; L
2
G)
(exist and) are isomorphisms. Existence, continuity, and surjectivity are all trivial. Injectivity is true
by construction.
6.3 Porism. Denoting Q
i;j;m
:= F

(T
i
m
 S
j
m
; L
2
~
G) and R
i;j;m
:= M
i
m


N
j
m
we consider the com-
plexes
Qm

:   
//Ln
i=0
Q
i+1;n+1 i;m
=R
i+1;n+1 i;m
//
  
Then the morphisms
lim
!
H
n
(Qm

)! H
n
(
~
G;L
2
~
G)
are isomorphisms.
Observe that the Q
i;j;m
are Hilbert spaces, and by a 3 3 argument, Q
i;j;m
=R
i;j;m
' Gm
i


Hm
j
. We
denote these quotients Qm
i;j
:= Q
i;j;m
=R
i;j;m
.
6.4 Lemma. Consider the inclusions 
i;j;m
: Gm
i


alg
Hm
j
! Q
i;j;m
=R
i;j;m
. Then whenever E  Gm
i
and F  Hm
j
are LG- respectively LH-submodules, we have
dim
L
~
G

i;j;m
(E 

alg
F ) = dim
LG
E  dim
LH
F:
Proof. Since the Gm
j
and Hm
i
are finite dimensional Hilbert modules over the respective von Neumann
algebras (e.g. the Gm
i
are summands in direct sums fin
i
L
2
(G=K
i
) for compact open subgroups K
i
)
we can assume that E;F are closed, hence images of projections p; q, respectively, in finite matrix
algebras over the resective von Neumann algebras, which can be assumed to be of the same rank,
i.e. p 2M
k
(LG); q 2M
k
(LH) for some k.
The claim is then obvious since 
i;j;m
(E 

alg
F ) is isomorphic to the image of p
 q.
6.5 Theorem. (Künneth formula) Let ~G = G  H be a product of totally disconnected lcsu
groups and fix Haar measures  on G and  on H. For all n  0,

(2)
n
(
~
G;
 ) =
n
X
k=0

(2)
n
(G;)  
(2)
n k
(H; ):
Proof. Since dim
(L
~
G;
~
 )
Qm
n
< 1 for all m;n, Lemma 6.2 and the inductive limit formula imply that
it is sufficient to show that for all m;n we have
dim
(L
~
G;
~
 )
H
n
(Qm

) =
n
X
k=0
dim
(LG; 

)
H
n
(Gm

)  dim
(LH; 

)
H
n k
(Hm

):
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We deduce this from Lemma 6.4 as follows. Consider the diagram (where the tensor products are
purely algebraic)
// Qm
i+1;j 1
d
0
i 1;j 1 //Qm
i;j 1
//
Gm
i+1

 Hm
j 1

i+1;j 1;m
77♣♣♣♣♣♣♣♣♣♣♣
d
i 1

1 // Gm
i

 Hm
j 1

i;j 1;m
88rrrrrrrrrr
//
Qm
i;j
d
00
i;j 2
OO
d
0
i 2;j //Qm
i 1;j
OO
Gm
i

 Hm
j
1
d
j 2
OO

i;j;m
88rrrrrrrrrrr
d
i 2

1//
OO
Gm
i 1

 Hm
j

i 1;j;m
88rrrrrrrrrr
OO
which is part of a larger diagram for the inclusion map of double complexes 
;;m
: (Gm


Hm

; d
d)!
(Qm
;
; d
0
+ d
00
). In this case we consider the image E := im d00
i;j 2
+ im d
0
i 1;j
. Then we have (note that
we can always take the closure or not as we please, cf. Lemma B.34)
dim
(L
~
G;
~
 )

E = dim
(L
~
G;
~
 )
im d
00
i;j 2
+ dim
(L
~
G;
~
 )
im d
0
i 1;j 1
  dim
(L
~
G;
~
 )
im d
00
i;j 2
\ im d
0
i 1;j 1
= dim
(LG; 

)
im d
i 1
 dim
(LH; 

)
Hm
j 1
+ dim
(LG; 

)
Gm
i
 dim
(LH; 

)
im
d
j 2
  dim
(LG; 

)
im d
i 1
 dim
(LH; 

)
im d
j 2
:
Thus, considering Qm
n
=
P
n
i=0
Qm
i+1;n+1 i
we know the L ~G-dimension of the image E
n
of d0 +
d
00
: Qm
n+1
! Qm
n
as well as that of the image E
n 1
of d0 + d00 : Qm
n
! Qm
n 1
in terms of LG- and
LH-dimensions of images of boundary maps. We also know that
dim
(L
~
G;
~
 )
Qm
n
=
n
X
i=0
dim
(LG; 

)
Gm
i+1
 dim
(LH; 

)
Hm
n+1 i
:
Now the theorem follows (by additivity, since everything is finite) from a direct computation of
dim
(L
~
G; )
H
n
(Qm

) = dim
(L
~
G;
~
 )
Qm
n
  dim
(L
~
G;
~
 )
E
n
  dim
(L
~
G;
~
 )
E
n 1
;
substituting the expressions above.
6.6 Products of totally disconnected groups and semi-simple groups
The next theorem is an observation extending the the Künneth formula in Theorem 6.5, by using the
classical result that semi-simple Lie groups always contain cocompact lattices. This will be used in
the next chapter to show that, at least in principle, the computation of L2-Betti numbers of any lcsu
reduces to the computation of L2-Betti numbers of some totally disconnected lcsu group.
6.7 Theorem. Let G;H be lcsu groups and suppose that G is a connected semi-simple Lie
group with finite centre, and that H is totally disconnected. Then

n
(2)
(GH; ) =
n
X
k=0

k
(2)
(G;)  
n k
(2)
(H; ):
Proof. By [12,13] G contains a cocompact lattice   whence for all k we have k
(2)
(G;) = ovol

( )
 1


k
(2)
( ). Thus the statement follows from the Künneth formula for totally disconnected gorups, The-
orem 6.5, applied to  H.
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6.8 A comment on Kac-Moody groups
Kac-Moody groups are constructed by Tits in [99]. In particular, given certain root datum one can
associate to any finite field F
q
a locally compact group G(F
q
), which contains a BN -pair, leading
to a strongly transitive continuous action on a building X, with compact stabilizers. Further, G is
topologically simple [18], in particular unimodular. Hence we are well within the framework of Section
5.10. The dimension dimX of the building does not depend on the "ground field" F
q
.
Further, while it is highly non-trivial, and in many case apparently still an open problem to decide
whether G has any lattices [36, Section 3.5], it is known [89] that the product G  G contains a
lattice  , sometimes referred to as a Kac-Moody lattice. Important questions concerning such lattices
concern their similarities and differences compared to S-arithmetic lattices.
When X is in the class B+ of [29], i.e. when q  42
2 dimX
25
, it follows directly from [29, Theorem B
and Corollary I] that n
(2)
(G;) 6= 0 exactly for n = dimX. We conclude:
6.9 Theorem. Let   be a Kac-Moody lattice in G(F
q
) G(F
q
) for some complete Kac-Moody
group G(F
q
) with q  42
2 dimX
25
where X is the building associated with G(F
q
). Then

n
(2)
( )
(
= 0 ; n 6= 2dimX
> 0 ; n = 2dimX
:
6.10 Remark. By the simplicity results for Kac-Moody lattices in [18], Theorem 6.9 leads
to examples of finitely generated simple discrete groups   for which 2n
(2)
( ) > 0. As remarked
in [18], it even happens that some of these are finitely presented.

Chapter 7
Killing the amenable radical
In this chapter we extend Theorem 5.37 to cover all amenable lcsu groups (Theorems 7.10 and 7.12).
Using the Hochschild-Serre spectral sequence we actually prove a stronger result, namely the vanish-
ing of L2-Betti numbers given that the amenable radical, i.e. the maximal closed amenable normal
subgroup, is non-compact. The vanishing of reduced L2-cohomology for amenable lcsu groups with
non-compact amenable radical is joint with D. Kyed and S. Vaes [58], established there by different
means.
Having previously handled the totally disconnected case, what remains is to prove vanishing of
L
2-Betti numbers for connected amenable lcsu groups, and to stitch the two results together.
The first part uses the solution of Hilbert’s fifth problem by Montgomery, Zippin, and others.
See [75]. This reduces the problem essentially to solvable Lie groups, and then through structure
theory for Lie groups and the Hochschild-Serre spectral sequence, to R. The proof of vanishing of
L
2-Betti numbers of abelian groups (see Theorem 3.11) does not seem to apply here since we actually
have to prove vanishing with coefficients in a larger Hilbert space - the L2-space of the ambient group.
Hence we reprove the result in this generality also. See Lemma 7.6.
A vanishing result for reduced L2-cohomology of connected solvable Lie groups in degree one was
obtained, essentially, in [24, Théoreme V.6], and the extension to connected amenable groups carried
out in [71].
The second part then stitches the two vanishing results together - that for connected and that
for totally disconnected amenable groups - using the Hochschild-Serre spectral sequence in quasi-
continuous cohomology.
On the way we obtain a "structural result" for L2-Betti numbers of locally compact groups: it
is known that, modulo the amenable radical, every lcsu group is a direct product of a semi-simple
connected Lie group with trivial centre, and a totally disconnected group; hence the Künneth formula,
Theorem 6.7, reduces the computation of L2-Betti numbers to totally disconnected groups, at least
in principle.
7.1 Reduction to totally disconnected groups; structure theory
Let G be a locally compact group. Given any family fH
i
g
i2I
of amenable closed normal subgroups of
G, the closed subgroup H generated by the H
i
is normal, and one sees readily enough by the extension
and continuity properties of amenability (see e.g. [7, Proposition G.2.2]) that H is again amenable.
Thus H is the largest closed, normal, amenable subgroup of G - the amenable radical, and we
denote in general this by H = Ramen(G). See also [39, 73]
In general, it is known that for any locally compact group G, the quotient G=Ramen(G) has a
finite index open, normal subgroup G such that G = L  H with L a semi-simple, connected Lie
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group with trivial center, and H a totally disconnected group [73, Theorem 11.3.4]. The same is true
if one considers just the "connected" amenable radical, as we now show.
7.2 Definition. For any locally compact group G we denote by Ramen
0
(G) := Ramen(G
0
),
where G
0
is the connected component of the identity in G, the "connected amenable radical" of
G.
Observe that since G
0
is a characteristic subgroup in G, and Ramen(G
0
) characteristic in G
0
, it
follows that Ramen
0
(G) is characteristic, in particular normal, in G.
7.3 Remark. The terminology "connected amenable radical" is an abuse of language since the
amenable radical in a connected group need not be connected (it might very well be countable
discrete), nor is there necessarily a connected amenable normal subgroup which is maximal
among all such.
The following is entirely analogous to [73, Theorem 11.3.4]. I thank N. Monod for explaining this
to me.
7.4 Proposition. Let G be a locally compact 2nd countable group. Then the quotient G=Ramen
0
(G)
contains a finite index open, normal subgroup G;0, canonically isomorphic to a direct product
G
;0
= LH where L is a semi-simple connected Lie group with trivial centre and H is totally
disconnected.
Proof. Denote ~G := G=Ramen
0
(G) and let  be the canonical projection  : G ! ~G onto this.
Since G=G
0
is totally disconnected it follows that ~G
0
= (G
0
) (we write here ~G
0
for the connected
component of the identity in ~G, instead of the more explicit ( ~G)
0
), and we note that this has trivial
centre. Indeed, if ~Z is the centre of ~G
0
, then we have a short exact sequence
0
//
Ramen(G
0
)
//

 1
(
~
Z)
//
~
Z
//
0
Since the outer groups are amenable, so is the middle group, contradicting the maximality of Ramen(G
0
)
unless ~Z is trivial.
Applying the same argument twice more with ~Z a compact normal subgroup, respectively the
solvable radical, instead of the center, we conclude the ~G
0
is a Lie group (by the solution to Hilbert’s
fifth problem [75]), respectively a semi-simple Lie group.
Consider the action of ~G on its connected component by conjugation and denote the kernel of the
induced homomorphism K := ker( ~G! Out( ~G
0
)).
Let k 2 K. Then there is a g
0
2
~
G
0
such that for every h 2 ~G
0
, we have khk 1 = g
0
hg
 1
0
whence
g
 1
0
k 2 Z
~
G
(
~
G
0
). Thus
K =
~
G
0
 Z
~
G
(
~
G
0
) := fgh j g 2
~
G
0
; h 2 Z
~
G
(
~
G
0
)g:
Further, since the center of ~G
0
is trivial, this is in fact a direct product, K = ~G
0
 Z
~
G
(
~
G
0
).
We observe that since ~G
0
has trivial center, the centralizer Z
~
G
(
~
G
0
) embeds into ~G= ~G
0
whence it
is totally disconnected.
Finally K has finite index in ~G since ~G
0
is a semi-simple (centre-free, without compact factors)
Lie group whence Out( ~G
0
) is finite: essentially, outer automorphisms of the simple factors correspond
to automorphisms of Dynkin diagrams. See the argument and references in the proof of [73, Theorem
11.3.4]. Thus G;0 := K works with L = ~G
0
and H = Z
~
G
(
~
G
0
).
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7.5 The amenable radical in a connected group
We prove some auxiliary lemmas needed in the next section.
7.6 Lemma. Let H be a non-compact connected lcsu group, and G lcsu group such that G
0
is
a Lie group, and H is a closed subgroup of G. Suppose that H=K is an abelian Lie group for
some compact normal subgroup K. Then
dim
(LG; )
H
n
(H;L
2
G) = 0; n  0:
Proof. Let K be a compact normal subgroup of H such that A := H=K is an abelian Lie group,
which is connected since H is. Note that A is non-compact, and that we may take it without compact
factors, whence A ' Rm for some m  1.
Then by the Hochschild-Serre spectral sequence for groups (see Theorem C.41) it is sufficient to
show that dim
(LG; )
H
n
(A; (L
2
G)
K
) = 0 for all n  0.
First we observe (by induction on m) that by the Hochschild-Serre spectral sequence for Lie
algebras, see Theorem E.17 and Lemma E.3 it is sufficient to prove the claim for A = R. Since this
has dimension one and is non-compact, we need in fact just show that dim
(LG; )
H
1
(A; (L
2
G)
K
) = 0.
Let I  A be the closed unit interval I = [0; 1℄ and denote by z the canonical generator (z = 1) of
Z  A. To avoid confusion we write the group A multiplicatively, including its subgroups.
Let  2 C(A; (L2G)K) be an inhomogeneous (continuous) cocycle. By [48, Chapter III, Corollary
2.5] and Sauer’s local criterion, it is sufficient to show that there is a sequence p
k
of projections in
LG, increasing to the identity, and such that ():p
k
is bounded in L2-norm for all k.
We can write any element x 2 A as x = rzi; i 2 Z; r 2 I. Then we have
(x) =
8
>
>
<
>
:
(r) + r(z
i 1
+   + z + 1):(z) ; x = rz
i
; i  1
(r) ; i = 0
(r)  rz
 i
(z
i 1
+   + z + 1):(z) ; x = rz
 i
; i  1
:
Since (I) is bounded by compactness of I, it is thus sufficient to find our p
k
such that, for each
k, on the range projection of (z):p
k
, the operators q
i
:= z
i
+    + z + 1 are bounded in operator
norm, uniformly in i (but possibly depending on k).
Denote by jj
LZ
the absolute value jxj
LZ
= (x

x)
1
2 in the ring of operators affiliated with the (finite)
von Neumann algebra LZ (recall this is isomorphic to the ring of measurable complex-valued unctions
on the unit circle). Then we have an inequality of unbounded affiliated operators
jq
i
j
LZ
 2j(z   1)
 1
j
LZ
; i  1:
Let p0
k
be a sequence of spectral projections of the right-hand side, increasing to the identity in LZ,
and such that j(z   1) 1j
LZ
p
0
k
is bounded for all k. Then also q
i
p
0
k
is bounded in norm for all k, and
for fixed k the bound is uniform in i.
By polar decomposition we get an increasing sequence of source projections (i.e. right supports)
p
k
2 LG of p0
k
:(z) 2 L
2
G, increasing to the right support p
0
of (z). If this is not the identity, add
the orthogonal complement p?
0
= 1  p
0
to each projection p
k
. This completes the proof.
7.7 Lemma. Let n  0 and let   be a countable discrete subgroup of a lcsu group G. If n
(2)
( ) = 0
then
dim
(LG; )
H
n
( ; L
2
G) = 0:
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Proof. By Porism 5.7 it is sufficient to show that dim
LG
H
n
( ; LG) = 0. Let (P

; d

) ! C ! 0 be a
projective resolution of the trivial  -module C . Then H
n
( ; LG) is the n’th homology of the complex
  
1
d //
LG

C 
P
n
1
d //
  
//
LG

C 
P
0
//
0
  
1
1
d //
LG

L 
L 

C 
P
n
1
1
d//
  
//
LG

L 
L 

C 
P
0
//
0
:
The statement then follows by the hypothesis (2)
n
( ) = 0 (see Theorem 2.19) and the dimension-
exactness of the induction functor LG

L 
 , see Theorem B.51.
7.8 Lemma. Let G
0
be a connected lcsu group, let K be the maximal compact normal subgroup,
and denote  : G
0
! G
0
=K the canonical projection. Then (Ramen(G
0
)) = Ramen(G
0
=K) has
connected component which is either trivial or non-compact.
Proof. Indeed, the connected component Ramen(G
0
=K) is a characteristic subgroup of G
0
=K. In
particular, it is normal, whence it is either trivial or non-compact by maximality of K.
7.9 The vanishing result
We now use the Hochschild-Serre spectral sequence in various guises, and structure theory for locally
compact groups and Lie groups, to deduce our main result, vanishing of reduced L2-cohomology for
lcsu groups with non-compact, normal amenable subgroups, from the results of previous sections. As
mentioned in the chapter introduction, this result appears in joint work with D. Kyed and S. Vaes [58],
esteblished there by different means.
7.10 Theorem. (see also [58]) Let G be a lcsu group. If Ramen
0
(G) is non-compact, then

n
(2)
(G;) = 0; for all n  0:
Proof. It is sufficient, by Theorem 3.14 to prove the theorem for G=K where K is the maximal
compact normal subgroup of G
0
, the connected component of the identity in G.
Hence we may assume that G
0
is a connected Lie group with no compact normal subgroups. By the
previous lemma, Ramen
0
(G) then is either (countably-)infinite discrete, or it contains a characteristic,
non-compact, amenable, connected Lie group H, which is then normal in G since the connected
amenable radical is characteristic. Thus the proof splits in two cases:
(i) Suppose first that   := Ramen
0
(G) is discrete. Then by the "mixed case" Hochshild-Serre
spectral sequence (Theorem E.19), Lemma 7.7, and the countable annihilation lemma, we see
that for all n  0,
dim
(LG; )
H
n
(k  g
0
; L
2
G
(1;G
0
)
) = 0:
(Caveat: Here k is the Lie algebra of a maximal compact subgroup in G
0
. Such a subgroup need
of course not be normal.)
Since G
0
is connected, this gives directly by the van Est theorem that dim
(LG; )
H
n
(G
0
; L
2
G) = 0.
Finally, by the Hochschild-Serre spectral sequence in quasi-continuous cohomology, Theorem
D.24, the statement now follows in this case. Alternatively one can avoid quasi-continuous
cohomology and proceed by a stadnard double-complex argument, see Section 7.13.
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(ii) In the second case, H := Ramen
0
(G)
0
is a non-compact connected amenable Lie group, normal
in G. Hence H has non-compact solvable radical by [87, Theorem 14.3], which is then also
normal in G, so we assume without loss of generality that H is solvable.
Let f1g = H(m)EH(m 1)EH(m 2)E   EH(1) = H 0EH(0) = H be the derived series of H. Note
that each H(k) is connected. Let k
0
be the minimal k
0
= k such that H(k) is compact. Then
H
(k
0
 1) satisfies the hypotheses of Lemma 7.6 whence we conclude that
dim
(LG; )
H
n
(H
(k
0
 1)
; L
2
G) = 0; for all n  0:
By the connectedness ofH(k0 1) this is the same as dim
(LG; )
H
n
(k(k0 1)  h(k0 1); L2G(1;G0)) = 0.
See Lemma E.3.
then using the Hochschild-Serre spectral sequence for Lie algebras, see Theorem E.17, k
0
times
(formally this should of course be structured as an induction argument on k
0
), along with the
countable annihilation lemma, it follows that
dim
(LG; )
H
n
(k  g
0
; L
2
G
(1;G
0
)
) = 0; for all n  0:
Since G
0
is connected we get now by the van Est theorem
dim
(LG; )
H
n
(G
0
; L
2
G) = 0:
As in case (i) we finish the proof of this case with an appeal to the Hochschild-Serre spectral
sequence in quasi-continuous cohomology, see Theorem D.24.
The two cases having now been proved, we are done.
7.11 Proposition. Let H  G be a finite index inclusion of lcsu groups. Then, letting  be
a fixed Haar measure on H and  the Haar measure on G such that L2(G;) ' L2(H; ) 

`
2
(G=H;
1
[G:H℄
, we have
dim
(LG; )
E = dim
(LH; )
E;
for any LG-module E, where  =  

=  



1
[G:H℄
 Tr is the canonical tracial weight on LG.
In particular, n
(2)
(G;) = 
n
(2)
(H; ) for all n  0.
We leave out the easy verification. We also note that a finite index subgroup is automatically open
whence lcsu, given that the ambient group is so.
We can now combine all this with Corollary 5.38 to show:
7.12 Theorem. (see also [58]) Let G be a totally disconnected lcsu group. If G has non-compact
amenable radical, then n
(2)
(G;) = 0 for all n  0.
On the other hand, if Ramen(G) is compact, then G=Ramen(G) contains an open finite index
subgroup G which is isomorphic to a direct product of a connected semi-simple Lie group L,
with trivial centre, and a totally disconnected group H (both groups lcsu), and

n
(2)
(G;

) =
n
X
k=0

k
(2)
(L; )  
n k
(2)
(H; );
where  is the Haar measure on G pulled back from the Haar measure on G, declaring this to
have covolume one in G=Ramen(G).
In particular, if G is non-compact amenable, then Hn(G;L2G) = 0 for all n  0.
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Proof. If Ramen
0
(G) is non-compact, the claim follows from the previous Theorem 7.10.
So suppose that Ramen
0
(G) is compact. Then by Proposition 7.4 we have G=Ramen
0
(G)DG
1
'
LH
1
with L as advertised, H
1
a totally disconnected lcsu group, and G
1
having finite index. Hence
by Theorem 6.7 we have

n
(2)
(G
1
;  ) =
n
X
k=0

k
(2)
(L; )  
n k
(2)
(H
1
; ):
Hence the claim follows, if Ramen(G) is compact, by Theorem 3.14 and Proposition 7.11.
Finally, Ramen(G
1
) = 1  Ramen(H
1
) and so if Ramen(G) is non-compact, then Ramen(H
1
) is
non-compact. Hence we need to show that in this case, all the L2-Betti numbers of H
1
vanish. But this
follows by Corollary 5.38 and the Hochschild-Serre spectral sequence in quasi-continuous cohomology,
Theorem D.24.
If Ramen(H
1
) is compact then we take H := H
1
=Ramen(H
1
).
The very last claim follows by Proposition 3.8.
7.13 Avoiding quasi-continuous cohomology
This section provides a work-around to the use of the Hochschild-Serre spectral sequence in quasi-
continuous cohomology. It is not different in an essential way, but since we only use the spectral
sequence for vanishing results, it is possible, if one wishes, to replace it by a more direct double
complex argument as follows
7.14 Proposition. Let G be a lcsu group, and H a closed normal subgroup in G such that the
quotient Q := G=H is totally disconnected.
If dim
(LG; )
H
n
(H;L
2
G) = 0 for all n  0 then n
(2)
(G;) = 0 for all n  0.
Proof. Fix a compact open subgroup K of Q. We consider a first quadrant double complex of
LG-modules (that is, we consider everything purely algebraically, with no regard for the topologies
involved) given by
K
p;q
:= F((Q=K)
p+1
; C(G
q+1
; L
2
G)
H
)
Q
;
endowed with coboundary maps d0 : Kp;q ! Kp+1;q which are the usual coboundary map on the bar
resolution of the topological Q-LG-module C(Gq+1; L2G)H of Section C.36, and d00 : Kp;q ! Kp;q+1
which applies the coboundary map d
H
: C(G
q+1
; L
2
G)
H
! C(G
q+2
; L
2
G)
H pointwise.
Then there is a spectral sequence 0Ep;q
2
of LG-modules abutting to the total cohomology, and the
E
2
-terms are (as LG-modules)
0
E
p;q
2
=
(
H
q
(G;L
2
G) ; p = 0
0 ; p > 0
;
which follows as usual by the fact that C(Gp+1; L2G)H is an injective topological Q-LG-module,
whence the cohomology, which is computed by the bar resolution we consider here, vanishes when
p > 0.
Thus this spectral sequence collapses, and the total cohomology of our complex is just the L2-
cohomology of G, as LG-modules. (In fact as topological spaces as well, but we won’t use this.)
On the other hand there is a spectral sequence 00Ep;q
2
also abutting to the total cohomology, where
the E
2
-terms are given as the cohomology of complexes H;q(d00). Hence it is sufficient to show that
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dim
LG
H
p;q
(d
00
) = 0 for all p; q. Let  2 ker d00 \ Kp;q. Then clearly (x
0
; : : : ; x
p
) 2 ker d
H
for all
x
0
; : : : ; x
p
2 Q=K.
First we construct a linear section
s : F((Q=K)
p+1
; d
H
(C(G
q+1
; L
2
G)
H
))
Q
! F((Q=K)
p+1
; C(G
q+1
; L
2
G)
H
)
Q
:
Indeed, just take any linear (not necessarily continuous, LG-linear) section s
0
of the couboundary
map d
H
j
C(G
q+1
;L
2
G)
H from its image d
H
(C(G
q+1
; L
2
G)
H
). Then fix a fundamental domain Z for the
action of Q on (Q=K)p+1. Given  2 F((Q=K)p+1; d
H
(C(G
q+1
; L
2
G)
H
))
Q we define s() on Z by
s()(x
0
; : : : ; x
p
) =
1
(Q
(x
0
;:::;x
p
)
)
Z
Q
(x
0
;:::;x
p
)
x:s
0
((x
0
; : : : ; x
p
))d(x);
where  is the Haar measure on Q and Q
(x
0
;:::;x
p
)
is the stabilizer of the point (x
0
; : : : ; x
p
) 2 Z. Then
s()j
Z
extends (uniquely) to a Q-invariant function which we call s(). It follows that the image of
d
00 is exactly F((Q=K)p+1; d
H
(C(G
q+1
; L
2
G)
H
))
Q. (Note: it is not really important that s be linear.)
By hypothesis and the countable annihilation lemma, the inclusion of LG-modules
F((Q=K)
p+1
; d
H
(C(G
q+1
; L
2
G)
H
))
Q
 F((Q=K)
p+1
; ker d
H
\ C(G
p+1
; L
2
G)
H
)
Q
is rank dense. Hence we have indeed by the local criterion dim
LG
H
p;q
(d
00
) = 0 for all p; q  0.

AppendixA
Preliminaries on groups and von Neumann algebras
In this chapter we recall some basic notation and results in group theory and operator algebras. We
give no proofs. Most of the results are standard and so we do not explicitly give attributions.
A.1 Locally compact groups
By a locally compact group we mean a group G with a locally compact Hausdorff topology in which
the group operations are continuous. A general reference on locally compact groups is [75]. Generally
we will assume, unless explicitly mentioned otherwise, that G is 2nd countable, i.e. that its topology is
generated by a countable family of open sets. Every such group has a left- and a right-Haar measure,
that is, left- respectively right-translation invariant positive Radon measures on the Borel -algebras.
These two measures are determined uniquely up to scaling by the properties of being left- respectively
right-invariant. We may sometimes abuse language and say e.g. "the left-invariant Haar measure".
A locally compact group is called unimodular if its left- and right-Haar measures coincide. We
abbreviate ’locally compact 2nd countable unimodular’ by ’lcsu’.
Given a left-invariant Haar measure  on the locally compact groupG, we can define for every g 2 G
a measure 
g
on G by 
g
(X) := (Xg) for X  G any Borel set. Clearly 
g
is left-invariant whence
there exists a positive real number 
G
(g) such that 
g
(X) = 
G
(g)  (X) for all Borel subsets X.
The map G 3 g 7! 
G
(g) does is independent of the choice of , and is a continuous homomorphism
into (R
+
; ), called the modular function. In particular we observe that any (topologically) simple
group G is unimodular.
Observe that a closed subgroup of a unimodular locally compact group need not be unimodular.
In fact, any locally compact group G embeds in a cross-product R o G which is unimodular. (The
action is in fact induced by the modular function in order to force this.)
However, any open subgroup is (automatically also closed and) unimodular if the ambient group
is. So is any closed, normal subgroup.
Every locally compact 2nd countable group is a complete separable metrizable space with a right-
invariant metric. (This is due to Birkhoff and Kakutani, see [75, Theorem 1.22].)
By the Baire category theorem one then concludes the following result, allowing us to talk about
short exact sequences of groups in a natural way.
A.2 Proposition. Let  : H ! G be an injective, continuous homomorphism of 2nd countable
groups. If the image (H) is closed in G then  is a homeomorphism onto its image.
The next theorem summarizes some useful facts about quotients.
A.3 Theorem. Let G be a 2nd countable locally compact group and H a closed subgroup. Then
the quotient G=H is a locally compact Hausdorff space, and there is a bounded Borel section
(i.e. mapping compact sets to relatively compact sets) of the canonical projection G! G=H.
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Further, the left-invariant Haar measure on G induces a left-invariant measure on G=H
exactly when 
G
(h) = 
H
(h) for all h 2 H, and such a measure is always unique up to scalar
multiplication.
For a general result on the existence of a bounded section, see [54]. In the case whereH is countable
discrete and G is 2nd countable there is an easier argument, see e.g. [7, Proposition B.2.4].
We define the covolume of H as the ovol

(H) = (G=H) whenever there is a left-invariant
measure  on the quotient G=H. When H is discrete in G (the only case we consider in the present
text) ovol

(H) := (s
r
(G=H)) where s
r
is a section as in the theorem, and  a left-invariant Haar
measure on G. Recall that if G has a discrete subgroup with finite covolume then G is unimodular [7,
Proposition B.2.2(ii)].
We recall also the solution to Hilbert’s fifth problem by Montgomery, Zippin, and Gleason. A
topological group G is called almost connected if the quotient G=G
0
is compact (in its quotient
topology), where G
0
is the connected component of the identity in G.
A.4 Theorem. ( [75]) Let G be an almost compact 2nd countable locally compact group. Then
for any neighbourhood U of the identity in G, there is a compact, normal subgroup K  U in G
such that G=K is a Lie group.
In particular, this implies that any connected, 2nd countable locally compact group contains a
maximal compact normal subgroup, and the quotient is then a Lie group.
Recall also that if G is a totally disconnected, 2nd countable locally compact group, then G
contains a decreasing sequence of compact open subgroups, forming a neighbourhood basis of the
identity.
A.5 von Neumann algebras
A good general textbook on von Neumann algebras is [52, 53]. A more comprehensive reference for
specialists is [95, 96]
A von Neumann algebra is a -subalgebra A of B(H), the algebra of bounded operators on a
Hilbert space H, which is closed in weak operator topology (WOT), equivalently in strong operator
topology (SOT). By von Neumann’s density theorem this is equivalent to A 00 = A , where A 00 := (A 0)0
is the double commutant. (By definition the commutant of a set S of operators is S 0 := fy 2 B(H) j
8x 2 S : yx = xyg.)
von Neumann algebras were introduced by Murray and von Neumann in a series of papers [80–
82, 103], then called rings of operators. One of the main early results was a classification into types.
We say that a von Neumann algebra A is finite if it has a faithful (see below) finite trace  : A ! C ,
i.e. a positive linear functional satisfying  (xy) =  (yx) for all x; y 2 A .
We say that A is semi-finite if it has a faithful semi-finite tracial weight, i.e. a weight  : A
+
!
[0;1℄ such that the ideal A 2
 
of "square integrable" operators x 2 A satisfying  (xx) <1 is weakly
dense in A . The weight  is extended by linearity to the subspace of A spanned by positive elements
on which  is finite.
Finally, A is purely infinite if it has no non-trivial trace.
Recall that a trace  is faithful if  (xx) = 0 implies that x = 0, and normal if it is a sum of
positive functionals which are ultraweakly continuous on the unit ball of A . We call the pair (A ;  )
a (semi-)finite tracial algebra if A is a von Neumann algebra and  a (semi-)finite, faithful normal
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tracial weight. Unless explicitly stated otherwise, A is always assumed -finite, i.e. any set of pairwise
orthogonal non-zero projections is countable.
Let G be a locally compact group and  a left-Haar measure on G. The representation  : G !
B(L
2
(G;)) given by
((g):)(h) = (g
 1
h)
is called the left-regular representation. The closure spanf(g) j g 2 Gg of the linear span of (G) in
the weak-operator topology is the group von Neumann algebra LG of G.
If G is unimodular then LG carries a canonical tracial weight [84, Theorem 7.2.7]  , which is
faithful, normal, and semi-finite. One can construct this  by taking a sequence (	
n
)  L
1
G such
that
(	
n
)%
n
1 and (	
n
)
SOT
  !
n
1;
and then finding 
n
2 L
2
G such that 
n

~

n
= 	
n
  	
n 1
, where ~
n
(t) := 
n
(t
 1
). Then  =
P
1
n=1
h 
n
; 
n
i, the sum of vector states, and  is charaterized by  (xx) < 1 if and only if there is
some left-bounded f 2 L2G such that x = (f), in which case  (xx) = kfk2
2
.
The GNS construction L2 and associated representation of LG, with respect to the canonical
trace  on the lcsu group G is spatially equivalent to L2G. In particular, LG2
 
 L
2
G and one
checks that the right-action of LG on the two-sided ideal LG2
 
extends by continuity to a right-action
on L2G in this way. Hence we often think as L2G as a right-LG-module and a G-LG-module in
this way. An alternative way to say this is that it is well-known that LG is anti-isomorphic to its
commutant on LG2
 
which, by the spatial equivalence, is isomorphic to the von Neumann algebra
RG := spanf(g) j g 2 Gg where  is the right-regular representation of G on L2G. Hence we may
think if the right-action of LG on L2G in the natural manner, as the extension of the convolution
action of L1G from the right.
We refer to standard textbooks for a treatment of functional calculus and spectral theory, but let
us state the bare minimum:
Theorem. Let A be a von Neumann algebra and A 2 A a self-adjoint operator. Then the
spectrum sp(A)  R and there is a (essentially unique) -homomorphism from the algebra of
bounded Borel functions into A .
In particular one has for any interval I  sp(A) a projection e
I
2 A , called a spectral projection
of A. As I increases to all of R, the spectral projections increase to the identity in A .
More generally the theorem holds if A is any closed, densely defined (self-adjoint) operator affil-
iated with A . In particular, any function  2 L2G acts by (say, right-) convolution on LG2
 
, which
we still think of as a subspace of L2G, and as such is an affiliated operator. Hence there are spectral
projections e of  in A increasing to the identity and such that e: = :e is a bounded convolution
operator. For convenience, observe that by the functional calculus we have:
Proposition. Let  be a normal, faithful, semi-finite trace on A . Then any projection p 2 A
has a subprojection in A 2
 
. In particular, there is a set (p
i
)
i2I
of pairwise orthogonal projections
p
i
2 A
2
 
such that 1 =
P
i2I
p
i
.

AppendixB
Extended von Neumann dimension for semi-finite traces
In this chapter we generalize the framework of Lück’s extended von Neumann dimension to cover also
the case of modules over a semi-finite von Neumann algebra with a fixed tracial weight.
Lück introduced the extended von Neumann dimension and its applications to L2-invariants in a
series of papers [64, 65] (see also his comprehensive book [66]). This dimension function extends the
usual von Neumann dimension for Hilbert modules over a finite tracial von Neumann algebra to a
dimension function on any purely algebraic module over the von Neumann algebra as a ring.
Using this, one is able to apply homological algebra methods directly to the study of L2-Betti
numbers of discrete groups. See also Section 2.1.
In Section B.2 we extend Lück’s definition to the case of modules over a semi-finite von Neumann
algebra. For the convenience of the reader, we summarize the important properties which we will
need in the theorem below.
B.1 Theorem. (compare [66, Theorem 6.7]) Let A be a -finite, semi-finite von Neumann
algebra and let  be a faithful, normal, semi-finite tracial weight on A . Then to any (right-
)A -module M we can associate an extended positive real number, the  -dimension dim
 
M . On
the category of (right-)A -modules, this has the following properties:
(i) Extension of von Neumann dimension. (See Lemma B.34.)
If p is a projection in A , then dim
 
p(L
2
 ) =  (p).
(ii) Additivity. (See Theorem B.22.)
For any short exact sequence of A -modules
0
//
M
//
N
//
Q
//
0
the  -dimensions satisfy dim
 
N = dim
 
M + dim
 
Q.
(iii) Inductive limits. (Proof is verbatim as in [66, Theorem 6.13].)
Let ((E
i
)
i2I
; 
ij
) be an inductive system of A -modules with connecting maps 
ij
: E
i
! E
j
,
and suppose that for each i 2 I there is a j  i such that dim
 
im
ij
<1. Then
dim
 
lim
!
E
i
= sup
i2I
inf
j:ji
dim
 
im
ij
:
(iv) Projective limits. (See Theorem B.31.)
Let (fE
i
g
i2I
; f
ij
g
i;j2I
) be a projective system of A -modules with connecting maps 
ij
: E
j
!
E
i
, and suppose that there is a subsequence (i
k
)
k2N
of indices such that for all i 2 I, i  i
k
for some k, and that dim
 
E
i
k
<1 for all k. Then
dim
 
lim
 
E
i
= sup
i2I
inf
j:ji
dim
 
im
ij
:
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(v) Compression / reciprocity. (See Theorem B.35.)
Let p be a projection in A with central support the identity. Consider the semi-finite
tracial algebra (A
p
;  
p
) = (pA p;  (p  p)). For any right-A -module M we have for the
right-A
p
-module Mp
dim
(A ; )M = dim(A
p
; 
p
)
Mp:
In section B.26 we consider the notion of rank density in the semi-finite setting, following [90,97,98].
Unlike the finite case there seems to be no suitable notion of rank metric and -completion, but the
local criterion for vanishing of dimension is still a key technical tool. It shows in particular that the
vanishing of dimension is a purely algebraic property; that is, independent of the particular trace
chosen on the von Neumann algebra.
We continue this discussion with some remarks about rank completion in the finite case in Section
B.39. In particular, we offer an alternative approach to "dimension exactness" results for hom- and
induction functors, based on an extension theorem reminiscent of the Hahn-Banach theorem from
functional analysis. Using the compression property, Theorem B.1(v), we are then able to extend the
dimension exactness results to the semi-finite case.
When we consider L2-Betti numbers, this will allow us to transfer methods of proof from countable
discrete groups to totally disconnected groups in a very direct manner.
As an interesting side note, we obtain a new proof that for a trace-preserving inclusion A  B of
finite von Neumann algebras, the induction functor B 
A   is dimension-flat and -preserving. (See
Theorem B.51.)
B.2 Dimension function for semi-finite tracial algebras.
In this section we construct Lück’s dimension function in the semi-finite case and develop some of
its properties. All the results in this section are essentially due to Lück and for finite von Neumann
algebras may be found in [66, Chapter 6], though there may be some differences in the proofs owing
to personal taste.
One key difference compared to the finite case is that whereas the dimension of a finite tracial von
Neumann algebra A as a module over itself is 1, it is infinite in the semi-finite (non-finite) case.
B.3 Notation. In this section, unless explicitly stated otherwise, A is a semi-finite, -finite
von Neumann algebra and  a fixed but arbitrary faithful, normal, semi-finite tracial weight on
A .
Recall that for x 2 A 2
 
we denote kxk
2
:=
q
 (x

x).
To avoid redundancy, we restrict ourselves, unless explicitly mentioned, to consider right-
modules. Every result stated below also holds for left-modules.
We start with some algebraic preliminaries. Recall the following
B.4 Definition. (i) A ring R is right (respectively left) semi-hereditary if every finitely gen-
erated right (respectively left) ideal in R is projective. We say that R is semi-hereditary if
it is both right and left semi-hereditary.
(ii) A ring R is left (respectively right) Rickart if the left (respectively right) annihilator of
every element in x 2 R can be written as Re (respectively eR) for some idempotent e 2 R,
depending on x. We say that R is Rickart if it is both left and right Rickart.
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Clearly, von Neumann algebras are Rickart since, say, the right annihilator of x 2 A is exactly
[ker(x)℄A where [ker(x)℄ is the orthogonal projection onto the kernel of x acting on L2 , and similarly
the left annihilator.
B.5 Proposition. Every von Neumann algebra A is semi-hereditary.
Proof. This follows by [60, Proposition 7.63], since M
n
(A ) is also a von Neumann algebra, hence
Rickart.
For a proof of the following lemma and a general introduction see [60] (this is p. 43).
B.6 Lemma. Let A be a von Neumann algebra. Then every finitely generated submodule of a
projective A -module is projective.
Following Lück we define an algebraic notion of closure of submodules. This measures, in dimension
terms, the difference between a submodule and its annihilator in the dual, see Section 2.15.
B.7 Definition. Let N  M be right-A -modules. The (algebraic) closure N
(M)
of N in M is
the submodule
N
(M)
:= fx 2M j 8f 2 homA (M;A ) : N  ker f ) x 2 ker fg:
We may also use the notation N
(alg)
if the ambient module is clear from context.
Recall also that we denote by TM the closure of 0 in M and call this the torsion part of M , and
by PM the quotient M=TM and call this the projective part of M .
B.8 Lemma. Let M;N be A -modules. Then for every f 2 homA (M;N) and every submodule P
of M , we have f

P
(M)

 f(P )
(N)
. Also, if f is surjective, then for every submodule Q of N ,
f
 1

Q
(N)

= f
 1
(Q)
(M)
.
Proof. For the first part, if f(m) =2 f(P )
(N)
then there is a g 2 homA (N;A ) with g(f(m)) 6= 0 and
f(P )  ker g. Then P  ker g Æ f so that m =2 P
(M)
.
For the second part, the inclusion ‘’ follows directly from the definition of algebraic closure.
For the opposite inclusion let x 2 f 1

Q
(N)

and h : M ! A vanish on f 1(Q). We have to show
that h(x) = 0.
Since ker f  kerh, we get an induced A -map h : N ! A such that (h Æ f)(m) = h(m) for all
m 2M . In particular h vanishes on Q = f(f 1(Q)) whence on f(x), as had to be shown.
B.9 Lemma. Suppose that M is a submodule of A n. Then the algebraic closure of M (in A n)
is the largest submodule N containing M and such that
N \ (A
2
 
)
n
= M \ (A
2
 
)
n
kk
2
\ (A
2
 
)
n
: (B.1)
Proof. If N is such that ’’ holds in equation (B.1) then for x 2 N and f 2 homA (A n;A ) with
M  ker f , if f(x) 6= 0 there is a projection p in A 2
 
such that xp; f(x)p 6= 0, a contradiction. Thus
N M
(A n)
.
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If ’ 6’ holds in (B.1), say the difference containing x, we may build a morphism into A separating
this from M , since qx 6= 0 with q the projection onto the orthogonal complement of M \ (A 2
 
)
n
kk
2
.
Then compose q with the projection onto an appropriate summand in A n.
Hence in this case we find a non-zero x 2 N nM
(A n)
. In particular we see that N = M
(A n)
satisfies
’’ in (B.1), finishing the proof.
B.10 Corollary. With notation as in the lemma, the closure of M is exactly pA n where
p 2M
n
(A ) is the orthogonal projection onto M \ (A 2
 
)
n
kk
2
.
Proof. The inclusion pA n  M
(A n)
follows directly from the lemma. Further 1   p vanishes on M
since it vanishes on M \ (A 2
 
)
n so that this inclusion is an equality.
Combining this with Lemma B.8 we get the following result, due to Lück in the finite case (see [66,
Theorem 6.7]).
B.11 Theorem. Suppose that M is a finitely generated right-A -module. Then for every sub-
module P , M splits as a direct sum M ' P
(M)
M=P
(M)
. Further, M=P
(M)
is finitely generated
and projective.
We include the short proof for completeness.
Proof. Let 0! N ! A n  !M ! 0 be a presentation of M .
Lemma B.8 tells us that we have an exact sequence
0! N ! 
 1
(P )
(A n)

 ! P
(M)
! 0:
By the previous corollary,  1(P )
(A n)
= pA n for some orthogonal projection p 2 M
n
(A ), and now
the claim follows by the fact that M=P
(M)
' (1
n
  p)A
n.
B.12 Definition. Let M be a right-A -module. We say that M is  -finitely generated, or just
 -fg, if there is an exact sequence of right-A -modules
0! N ! pA
n
!M ! 0
where p is a projection in M
n
(A ) with finite trace Tr
n

  .
The next definition generalizes Lück’s dimension function to the semi-finite case.
B.13 Definition. Keep Notation B.3 and suppose that M is a  -fg projective right-A -module.
Then M ' qA n where q 2 M
n
(A ) is a projection with (Tr
n

  )(q) < 1. We define the
 -dimension of M as dim
 
M := (Tr
n

  )(q) with the same q as above.
It is implicit in the definition, but not immediately clear, that dim
 
M is independent of the
chosen projection q. That this is in fact the case is the content of the following theorem. Recall also
that any finitely generated, projective A -module has the form pA n for some projection p, i.e. p is a
self-adjoint idempotent.
B.14 Theorem. Suppose that M  N are  -fg projective right-A -modules. Then for any p; q
such that M ' pA n and N ' q:A n as in Definition B.13, (Tr
n

  )(p)  (Tr
n

  )(q).
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We postpone the proof to give a few corollaries and extend the domain of definition of dim
 
.
B.15 Remark. A priori we should consider M ' pA m and N ' q:A n in the statement of
Theorem B.14. However, if e.g. m < n we have also M ' (p 0
n m
)A n so that the assumption
that m = n in the theorem is not restrictive.
B.16 Corollary. For M a  -fg. projective module, dim
 
M is well-defined.
Proof. Trivial.
B.17 Definition. (B.13 continued) We extend the domain of definition of dim
 
to all right-
modules (as in the finite) case by defining for any right-A -module N the  -dimension as
dim
 
N := supfdim
 
M jM  N is  -fg projective submodule g:
B.18 Corollary. Whenever M  N we have
dim
 
M  dim
 
N:
Proof. Trivial.
Proof of Theorem B.14. By the isomorphismsM ' pA n andN ' q:A n we consider decompositions
M  ker p = A
n
= N  ker q
and an isomorphism  : M  ! M (1)  N given by the inclusion of M in N . Then we define an
A -(right-)linear map  in homA (A n;A n) by
 =   0:
By A -linearity this is implemented by left-multiplication by a matrix in M
n
(A ), so that it extends
to an A -linear map  : L2 n ! L2 n.
Denote M
2
= M \ (A 2
 
)
n
kk
2
 L
2
 
n, similarly N
2
, and observe that by Corollary B.10, p (resp. q)
is the orthogonal projection ontoM
2
(resp. N
2
). Then we have, for the operator p

p : L
2
 
n
! L
2
 
n,
Ran
kk
2
(p

p) M
2
:
We show that equality does in fact hold, by showing that ker(p) = M?
2
. The inclusion ’’ is just the
definition of p : L2 n ! M
2
. Now, if this inclusion is strict, then K = M
2
\ ker p 6= 0, and this is a
closed right-A -invariant subspace of L2 n.
Now by Lemma B.9, M
2
\(A 2
 
)
n
= M \(A 2
 
)
n since M , being a summand, is (algebraically) closed
in A n, so that K\(A 2
 
)
n is empty. But this is impossible since now if 0 6=  2 K, there is a projection
e 2 A such that 0 6= e 2 A n and then we may further cut this by a sufficiently large projection in
A 2
 
to obtain a contradiction. To construct such an e, let first e
1
be a non-zero spectral projection of


1

1
, where 
1
is the first coordinate of . Continuing, we can take a non-zero spectral projection e
2
of e
1


2

2
e
1
, and so on to get e
1
 e
2
     e
n
such that :e
n
6= 0. Then we take e = e
n
.
Thus in summary, p is a bounded operator with Ran
kk
2
(p

) = M
2
and range contained in N
2
.
The final step then is to apply polar decomposition to the operator (where the inclusion A op  B(L2 )
is the one given by right-multiplication)
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0 0
p 0
!
2


2n
i=1
A
op

0
\ B(L
2
 
n
 L
2
 
n
):
This yields a partial isometry v in M
2n
(A ) such that vv = p0 and vv  0q, and the theorem
follows.
B.19 Proposition. If the (right-)A -module M contains a finitely generated projective submod-
ule which is not  -fg, then dim
 
M =1.
Proof. This is clear as every projection in M
n
(A ) with infinite trace has subprojections with arbi-
trarily large trace.
B.20 Remark. The previous proposition shows that the choice in Definition B.13’ to take the
supremum over  -fg projective submodules instead of over all projective submodules is arbitrary
and makes no difference.
B.21 Proposition. (Compare [66, Assumption 6.2(2)]) Let N be a submodule of the finitely
generated projective module P . Then
dim
 
N = dim
 
N
(P )
(B.2)
Proof. Let M  N be a finitely generated submodule. Since A is semi-hereditary, M is projective.
By Corollary B.18, dim
 
M  dim
 
N
(P )
since also N
(P )
is projective. We have to show that we can
choose M such that dim
 
M is as close to dim
 
N
(P )
as we like.
We follow the proof of Theorem B.14 with N
(P )
in place of N .
Denote by v
M
the partial isometry constructed from M by applying the 2 2 matrix trick as in
the proof of Theorem B.14. Let fx
i
g
i2I
 N be dense in N \ (A 2
 
)
n
kk
2
and denote by I
0
the set of
finite subsets of I. Then the orthogonal projection q onto N \ (A 2
 
)
n
kk
2
is the least upper bound of
projections q
I
0
onto the closed right-A -invariant subspace generated by fx
i
g
i2I
0
over I
0
2 I
0
. Now
given I
0
2 I
0
, if M is the submodule of N generated by fx
i
g
i2I
0
. Then (v
M
v
M
)A n = M whence
dim
 
M = (Tr 
  )(v

M
v
M
)
= (Tr 
  )(v
M
v

M
) = (Tr 
  )(q
I
0
):
The proposition then follows since  is normal.
The next result is again just a restatement of part of [66, Theorem 6.7].
B.22 Theorem. (additivity of dimension) The dimension function dim
 
is additive, in the
sense that for every short exact sequence of right-A -modules
0! L!M ! N ! 0;
we have
dim
 
M = dim
 
L+ dim
 
N
with the usual convention regarding +1.
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Proof. This is now verbatim as in [66, Theorem 6.7], noting that the statement is clear when all the
modules are  -fg projective.
B.23 Theorem. (continuity of dimension) The dimension function dim
 
is continuous, in
the sense that for any submodule N of a  -fg module M ,
dim
 
N = dim
 
N
(M)
:
Proof. Indeed, from the short exact sequence 0! L! pA n  !M ! 0 we get short exact sequences
0! L! 
 1
(N)

 ! N ! 0
and by Lemma B.8,
0! L! 
 1
(N)
(pA n)

 ! N
(M)
! 0: (B.3)
Since all dimensions are finite (this is where we use the  -fg assumption), and the middle terms have
the same dimension by B.21, additivity finishes the proof.
B.24 Corollary. For every  -fg module M , TM contains no projective submodules.
Proof. By the above, dim
 
TM = 0, recalling that TM = f0g
(M)
by definition. This shows the claim
since  is faithful and A is semi-hereditary.
B.25 Proposition. (See also [66, Theorem 6.24]) Suppose that M is a closed right-A -
invariant subspace of L2 n. Then
dim
 
M = (Tr
n

  )(P
M
)
where P
M
is the orthogonal projection onto M .
Proof. Let P be a  -fg projective submodule of M , and consider a splitting pA m = P  ker q
P
.
Clearly we may take m = n, and the inclusion i of P in M then extends to a map  = i  0 of A n
into M  L2 n. Since A is unital, this has the form
(a
1
; : : : ; a
n
) =
0
B
B


11
   
1n
...
. . .
...

n1
   
nn
1
C
C
A
0
B
B

a
1
...
a
n
1
C
C
A
:
where the 
i
2 L
2
 
n. We denote  = (
ij
).
Now,  2 L2(Tr
n

 ) so that it is an affiliated operator to M
n
(A ). Thus we may take a spectral
projection (of ) e 2 M
n
(A ) such that e is bounded. Further, clearly  = q
P
, and applying as
above polar decomposition to the operator
 
0 0
q
P
e 0
!
2


2n
i=1
A
op

0
\ B(L
2
 
n
 L
2
 
n
)
we get again as in the proof of Theorem B.14 that
dim
 
P = (Tr
n

  )([q
P
e℄) + (Tr
n

  )(q
P
  [q
P
e℄)
 (Tr
n

  )(P
M
) + (Tr
n

  )(q
P
  [q
P
e℄):
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Finally we note that letting e increase to the identity, the final term decreases to 0 since it is always
finite ((Tr
n

  )(q
P
) < +1 by assumption).
This shows the inequality ’’ of the statement of the proposition, and since the other is true
by continuity of dimension in projective modules, Proposition B.21, noting that M \ (A 2
 
)
n
(A n)
=
P
M
(A
n
), we are done.
B.26 Rank density and projective limits
In [97, 98] the key technical tool is the notion of rank completion of an A -module. Whenever A is
a finite tracial von Neumann algebra, the action on any module induces a pseudo-metric, the rank
metric, with respect to which any A -linear map is uniformly continuous. The (Hausdorff) completion
of a module with respet to the rank metric is again an A -module, in fact it is a module over the ring
of operators affiliated with A , and the construction is functorial. Then one can exploit nice properties
of the category of rank complete modules, and the close connection with the category of all modules.
Given a semi-finite tracial von Neumann algebra A , the situation seems a bit less direct. A
heuristic reason for this can that the set of operators affiliated with A is no longer a ring; in order to get
a ring, one has to fix the trace  on A and consider only the  -measurable operators, see [96, Chapter
IX]. But in the finite case the rank completion is entirely "algebraic" in the sense that it does not
depend on the choice of trace. Further, as we observe below, vanishing of dimension is also "algebraic"
in this sense, even in the semi-finite case. Since the main point of studying the rank completion is
that it reflects precisely vanishing of dimension, studying modules over the  -measurable operators
is not sufficient then.
However, one can directly generalize to the semi-finite case the underlying technical observation,
namely the local criterion for vanishing of dimension due to Sauer, appearing as [90, Theorem 2.4].
In this section we do just that, and use it to prove several important properties of the dimension
function (see B.31 and B.34).
We also prove a result relating the dimension function for modules over a tracial algebra (A ;  )
to that for modules over the corner (A
p
;  (p)) when p is a projection in A . See Theorem B.35.
This allows in particular to pass to the finite setting, and in the remainder of the chapter we will use
this correspondance and the properties of rank completion in the finite case to deduce "dimension
exactness" results in the semi-finite case, which can to some extend make up for the lack of a suitable
notion of rank completion.
B.27 Lemma. (Sauer’s local criterion [90]) Let (A ;  ) be a semi-finite, -finite tracial von
Neumann algebra.
(i) Let M  N be (right-)modules over A . Suppose that for every x 2 N there is a sequence
(p
n
) of projections in A such that p
n
% 1 and for all n, x:p
n
2M . Then
dim
 
N=M = 0; and dim
 
M = dim
 
N:
(ii) Let M be a (right-)module over A such that dim
 
M = 0. Then for every x 2 M there is
a sequence (p
n
) of projections in A such that x:p
n
= 0 for all n 2 N and p
n
% 1.
Proof. The proof of (i) is verbatim as in [90, Theorem 2.4] so we leave it out.
For (ii) we consider for given x the homomorphism  : A ! x:A  M defined by a 7! x:a. Then
x:A ' A = ker so that in particular dim
 
A = ker = 0. It follows that ker
(A )
= A since otherwise
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A =ker
(A )
would be a f.g. projective module (by Theorem B.11) embedding into a zero-dimensional
module, which is a contradiction.
From this we get that ker\A 2
 
is dense in L2 in 2-norm, hence dense in the weak topology. In
particular, for every non-zero projection q 2 A 2
 
there is an a 2 ker  such that qa 6= 0. This implies
that qaa 6= 0 and then that aaq 6= 0.
Finally we may then consider the spectral projections of aa corresponding to intervals [";1) with
" > 0. From the above, there is such a projection e for which eq 6= 0, and since e = a(af(aa))
where f(t) = t 1 for t  " and f(t) = 0 for t < ", we have e 2 ker. Since q was arbitrary in A 2
 
the
statement now follows by are standard maximality argument: by Zorn’s lemma we can find a maximal
family (p
i
)
i2I
of pairwise orthogonal projections p0
i
2 A such that for any finite subset I
0
 I we have
x:
0

X
i2I
0
p
0
i
1
A
= 0:
Indeed, the set of such families is non-empty by the argument above. One orders the set of such
families by inclusion and it is then clear that any chain has an upper bound. Hence by Zorn’s lemma
we get a maximal element as claimed.
Then we have
P
i2I
p
0
i
= 1 in A since otherwise we can apply the argument above with q = 1 
P
i
p
0
i
to contradict maximality. The index set I is countable by the -finiteness of A . Taking I = N we
are then done with p
n
=
P
n
i=1
p
0
i
.
B.28 Definition. An inclusion satisfying the conditions of Lemma B.27(i) is said to be rank
dense.
As an application of Sauer’s local criterion we show how the dimension function behaves under
projective limits. The result is stated for finite traces in [66, Theorem 6.18] but the proof is not
given there. This will be an important technical tool as it will allow us to restrict cocycles in group
cohomology to compact sets and that way work with Hilbert spaces instead of complete metrizable
spaces.
But first we state the following lemma needed for the proof. It allows to generalize "=2n-type
arguments from the finite case to the semi-finite case. Specifically if (A ;  ) is a finite tracial von
Neumann algebra and p
n
are projections in A such that  (p
n
)  1  
"
2
n
then it is easy to see that
 (^
n
p
n
)  1   " so that we can get an approximation to the identity in this way. We state the
analogous trick for semi-finite tracial algebras as follows.
B.29 Lemma. (Countable annihilation) Let E be an A -module and suppose that (E
i
)
i2N
; (F
i
)
i2N
are sequences of submodules in E such that for every i, E
i
 F
i
is rank dense. Then \
i
E
i
 \
i
F
i
is rank dense as well.
Proof. Let x 2 \
i
F
i
and denote by S
i
the set of projections p in A such that x:p 2 E
i
. Note that S
i
is hereditary (p  q and q 2 S
i
implies p 2 S
i
).
It is sufficient, by our blanket assumptions that A be -finite, to show that whenever p
1
2 S
1
is
non-zero with finite trace, there is a non-zero subprojection of p
1
in \
i
S
i
.
To see this, fix some 0 < " <  (p) and suppose that we have found projections p
2
     p
n 1
such that p
n 1
2 \
n 1
i=1
S
i
and  (p
n 1
) > ".
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Choose a projection p such that x:p
n 1
p 2 E
i
and p
n 1
p has range projection (i.e. left support)
with trace > ". Then we can take p
n
2 S
n
a sufficiently large spectral projection of p
n 1
pp
n 1
and
still have trace  (p) > ".
Then ^
n
p
n
works and is non-zero (the trace is  (^
n
p
n
)  ".
We will give a second proof just below, which more directly shows how this extends the "=2n trick.
First we single out a useful reformulation, which is the one most often used.
B.30 Corollary. Let E  F be a rank dense inclusion of A -modules. Then the inclusion
F(N ; E)  F(N ; F ) is rank dense as well.
Next we give the alternative
Proof of Lemma B.29. Let q(j); j 2 N be a countable (by -finiteness) set of pairwise orthogonal
projections in A such that
1 =
X
j2N
q
(j)
; and  (q(j)) <1 for all j:
Denote E(j)
i
:= E
i
q
(j) and F (j)
i
:= F
i
q
(j). Then for any i; j the inclusion E(j)
i
 F
(j)
i
is a rank dense
inclusion of modules over the finite tracial von Neumann algebra (A
q
(j)
;  (q
(j)
)). It is easy to see by
an "=2n argument that for every j 2 N , the inclusion \
i
E
(j)
i
 \
i
F
(j)
i
is rank dense.
Thus, given x 2 \
i
F
i
we can find for each j 2 N an increasing sequence p(j)
n
%
n
q
(j) of projections
p
(j)
n
2 A
q
(j) such that x:p(j)
n
= x:q
(j)
p
(j)
n
2 \
i
E
(j)
i
for all n 2 N . It follows that, letting p
n
:=
P
n
k=1
p
(k)
n
,
we have p
n
%
n
1 in A and x:p
n
2 \
i
F
i
for all n, as had to be shown.
B.31 Theorem. (Projective limits) Let (fE
i
g
i2I
; f
ij
g
i;j2I
) be a projective system of (right-
)A -modules - where (A ;  ) is a semi-finite, -finite, tracial von Neumann algebra, and denote
the projective limit E := lim
 
E
i
. Suppose that there is a subsequence (i
k
)
k2N
of indices such
that for all i 2 I, i  i
k
for some k, and that dim
 
E
i
k
<1 for all k. Then
dim
 
E = sup
i2I
inf
j:ji
dim
 

ij
(E
j
):
We first prove the following special case.
B.32 Lemma. If fF
m
g
m2N
are A -modules, F
m
 F
m+1
, F
m
& 0 and dim
 
F
m
0
<1 for some m
0
,
then dim
 
F
m
!
m
0.
Proof. We can assume without loss of generality that m
0
= 1 so that dim
 
F
m
< 1 for all m. Let
" > 0 be given. Choose M
1
 F
1
f.g. projective module such that dim
 
M
1
> dim
 
F
1
 
"
2
.
Having chosen M
1
;M
2
; : : : ;M
n 1
f.g. projective modules such that M
i
M
i 1
\ F
i
and
dim
 
M
i
> dim
 
F
i
 
i
X
j=1
"
2
j
we note that since the map F
n
=(M
n 1
\ F
n
) ! F
n 1
=M
n 1
induced by the inclusion F
n
 F
n 1
is
injective we get by monotonicity and additivity
dim
 
M
n 1
\ F
n
> dim
 
F
n
 
n 1
X
j=1
"
2
j
:
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Thus we can choose a f.g. projective module M
n
M
n 1
\ F
n
such that
dim
 
M
n
> dim
 
F
n
 
n
X
j=1
"
2
j
:
This way we get inductively a decreasing sequence of f.g. projective submodules M
n
satisfying this
inequality for all n.
We claim that dim
 
\
1
n=1
M
n
(M
1
)
= 0. Given this the lemma easily follows since by Corollary B.10,
M
n
(M
1
)
' p
n
A n1 with the p
n
a decreasing sequence of projections inM
n
1
(A ). Hence dim
 
M
n
(M
1
)
!
n
0, so lim sup
n
dim
 
F
n
 ". But " > 0 was arbitrary.
To see the claim just note that M
n
is rank dense in M
n
(M
1
)
for all n whence by the countable
annihilation lemma, B.29, the intersection \
n
M
n
= 0 is rank dense in \
n
M
n
(M
1
)
. This is equivalent
to the latter having dimension zero, as was claimed.
Proof of the theorem. We consider first the inequality ’’. Let d; " > 0 be given and suppose that
N is a submodule of E with d  dim
 
N < 1. Then since ker
i
j
N
& 0, where the 
i
: E ! E
i
are
the canonical maps, we can choose by Lemma B.32 an i
0
such that dim
 
ker
i
0
j
N
< ".
Then for all j > i
0
we get 
i
0
j
(E
j
)  (
i
0
j
Æ 
j
)(N) = 
i
0
(N) so that by additivity
inf
ji
0
dim
 

i
0
j
(E
j
)  d  ":
Since d; " were arbitrary the claim follows.
Next we prove the opposite inequality. We may assume that dim
 
E is finite since otherwise the
claim is trivially true. We have that E ' lim
 
k
E
i
k
and it is easy to see that it is enough to prove the
claim for the projective system fE
p
g
p2fi
k
g
.
Denote Eq
p
:= 
pq
(E
q
)  E
p
and write also E1
p
:= \
q:qp
E
q
p
and 1
pq
:= 
pq
j
E
1
q
: E
1
q
! E
1
p
.
We claim that the 1
pq
are dim
 
-surjective, i.e. that the cokernels are zero-dimensional. To see
this, let p < q  q
2
and consider the map

E
q
2
q
\ 
 1
pq
(E
1
p
)

=E
1
q
pqj
  ! E
1
p
=
1
pq
(E
1
q
):
This is surjective by construction for every q
2
 q, and letting q
2
! 1 the domains decrease to to
zero and the claim follows by Lemma B.32.
Next we claim that the maps 
p
: E ! E
1
p
have cokernels with vanishing  -dimension as well.
Let x 2 E1
p
and e
1
be any  -finite projection, 0 < " <  (e
1
), such that x:e
1
2 
1
p (p+1)
(E
1
p+1
) and
choose x
1
= x
1
:e
1
2 E
1
p+1
such that x:e
1
= 
1
p (p+1)
(x
1
). By the same argument as in the proof of
Lemma B.29 we get a subprojection e
2
 e
1
such that x
1
:e
2
2 
1
(p+1) (p+2)
(E
1
p+2
) and " <  (e
2
).
Continuing in this fashion and putting e = ^
q
e
q
we get x:e = 
p
((: : : ; x:e; x
1
:e; : : : )) 2 
p
(E) and
 (e)  ". Now since e
1
was arbitrary the claim follows from this and Sauer’s local criterion.
Finally the theorem follows now by Lemma B.32 and the definition of E1
p
.
B.33 Remark.  Note that the assumption of a sequence such that (...) was not used in
the first part of the proof.
 Also note we can replace the assumption that the dim
 
E
i
k
<1 with the weaker assumption
that for each i there is an i
0
 i such that dim
 

ii
0
(E
i
0
) <1.
Next we give some applications of Theorem B.31 extending the result of Proposition B.25.
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B.34 Lemma. Let (A ;  ) be a semi-finite, -finite, tracial von Neumann algebra, and let L
be a right-A submodule of the countable (Hilbert space) sum M := H
L2 with H a separable
Hilbert space. Then
dim
 
L = dim
 
L
kk
2
= (Tr 
  )(P ) (B.4)
with P 2 B(H)
A the orthogonal projection onto L
kk
2.
Proof. Assume first that dim
 
L < 1. Let K be a  -fg projective submodule of L
kk
2 . Let (p
n
)
be a sequence of projections in A 2
 
increasing to the identity and let q
n
; n 2 N be the projection
p
n
     p
n
 0    with n first summands equal to p
n
and the others zero. Then since q
n
L
kk
2

q
n
K
kk
2 it follows that
dim
 
q
n
L = dim
 
q
n
L
kk
2
 dim
 
q
n
K
kk
2
= dim
 
q
n
K:
The first equality here holds since q
n
L\(A 2
 
)
n, being a finite-dimensional submodule of A n is rank
dense in its algebraic closure in A n. By Corollary B.10 this is isomorphic exactly to pA n with p the
projection onto q
n
L
kk
2 . Then the equality follows by Proposition B.25. Similarly the final equality.
On the other hand, the kernels of q
n
j
L
and q
n
j
K
decrease to zero, so that by additivity and Theorem
B.31, this proves the first equality of (B.4).
Further, it is clear, using again Proposition B.25, that
dim
 
q
n
L
kk
2
= (Tr
n

  )([q
n
P ℄)
= (Tr
n

  )([Pq
n
℄)%
n
(Tr 
  )(P );
from which the second equality follows. This proves the lemma in case dim
 
L <1.
If dim
 
L = 1 then the first equality is trivial. The second follows, e.g. by the case just proved,
since L contains submodules with arbitrarily large, finite  -dimension whence P contains subprojec-
tions with arbitrarily large trace.
The next theorem shows that the semi-finite dimension function can in fact be treated entirely
within the finite setting in many cases. This extends the fact noted at the end of the proof of [22,
Theorem 2.4] that if (A ;  ) is a II
1
-factor, q a projection in A and V a right-A -module, then
dim
qA q V q =
1
 (q)
 dimA V:
B.35 Theorem. (Compression) Let (A ;  ) be a -finite, semi-finite tracial von Neumann alge-
bra and p a projection in A with central support the identity. Consider the semi-finite tracial
algebra (A
p
;  
p
) = (pA p;  (p  p)). For any right-A -module M we have for the right-A
p
-module
Mp
dim
(A ; )M = dim(A
p
; 
p
)
Mp:
B.36 Observation. Suppose that A is a -finite type II
1
algebra with faithful normal tracial
weight  . Then there is a projection p 2 A with central support the identity and such that
 (p) <1.
Indeed by a standard maximality argument we find a set fp
i
g
i2N
of projections, with pairwise
orthogonal central supports summing to the identity, and such that  (p
i
) < 1 for all i. Then
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for each i there is a sequence (p
i;n
)
n2N
of subprojections of p
i
decreasing to zero and such that
the central supports C
p
i;n
= C
p
i
.
The claim now follows since for each i there is an n(i) such that  (p
i;n(i)
) <
1
2
i
and we may
take p =
P
i
p
i;n(i)
.
The proof of Theorem B.35 relies on the following observation, which we single out. Let N be
a right-A -module and let M be a rank-dense submodule. Then Mp is still rank dense in Np when
both are considered as A
p
-modules.
Indeed if x 2 Np we need to find a sequence of projections in q
n
2 A
p
such that x:q
n
2 Mp and
q
n
% p = 1A
p
. Let q0
n
2 A be projections such that (x:p):q0
n
2 M and q0
n
% 1. Then let the q
n
be
sufficiently large spectral projections of pq0
n
p.
We are now ready for the proof.
Proof of Theorem B.35. Let P ' qA n be a  -fg. projective module. Considering p
11
= e
11

 p 2
M
n

A where e
ij
are the matrix units, note that p
11
has central support the identity in M
n

A .
Then by the comparison theorem [53, Theorem 6.27] and a standard maximality argument we see
that q =
P
i2N
q
i
with the q
i
pairwise orthogonal and q
i
. p
11
, say by v
i
q
i
v
i
 p
11
. We compute
dim
 
(P ) = (Tr
n

  )(q)
=
X
i
(Tr
n

  )(q
i
)
=
X
i
(Tr
n

  )(v

i
q
i
v
i
)
=
X
i
 
p
(v

i
q
i
v
i
)
and by Lemma B.34 it is easy to see that this is exactly dim
 
p
P . It follows from this and the remarks
preceding the proof, using also additivity, that dim
 
M = dim
 
p
M whenever M is  -fg.
In particular dim
 
M  dim
 
p
M for any M .
For the opposite inequality we may suppose that dim
 
M < 1 since otherwise there is nothing
to prove. Then Q, the inductive limit of the net of  -fg. submodules of M is rank dense in M . By
the remarks preceding the proof it is also rank dense with respect to the right-A
p
-module structure,
so the equality follows by equality for  -fg. modules and the inductive limit formula (see Theorem
B.1).
It was observed in [59] that vanishing of dimension, being an algebraic property of the module
cf. Sauer’s local criterion, is independent of the choice of faithful normal trace. This still holds true
in the semi-finite case.
On the other hand, in the semi-finite case, at least for purposes of continuous cohomology, we have
no good substitute for rank completion (see Section B.39).
To stay within the finite setting, we will find the following simple observation useful.
B.37 Proposition. Let A be a semi-finite, -finite von Neumann algebra. Then there is a
finite projection p
0
2 Proj(A ) with central support the identity, and a faithful normal trace  
0
on A such that  
0
(p
0
) = 1.
In particular, we single out the follwoing
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B.38 Corollary. Let E be an A -module. Then with p
0
;  
0
as in the proposition, and denoting
the corner A
p
0
:= p
0
A p
0
, we have with dimA E = 0 if and only if dim(A
p
0
; 
0
(p
0
 ))
Ep
0
= 0.
B.39 Some remarks on rank completion
In this section, unless explicitly stated otherwise, (A ;  ) is a finite tracial von Neumann algebra. We
want to study the notion of rank-completion of modules over A , with the aim of giving a simple,
self-contained proof of the fact that the homological and cohomological L2-Betti numbers agree for
countable groups in the addendum to the prologue (Section 2.15).
The notion of rank ring was introduced by von Neumann, and the structure of complete rank
rings first investigated in [44,49]. These ideas were applied to the study of L2-invariants by A. Thom
in [97, 98].
However, the proof that homological and cohomological L2-Betti numbers agree alluded in [85, p.
6], relying on Thom’s powerful observations in homological algebra, is in some sense not very direct.
(Unless the reader finds the Grothendiek spectral sequence very direct.)
In this section we prove a Hahn-Banach extension type theorem for rank-complete modules,
which will immediately imply the result we are after, from a direct computation with inhomoge-
neous (co)chains. As a bonus, we also recover self-injectivity of the ring of affiliated operators by an
argument which is in spirit very different from that in [44, Corollary 15].
B.40 Definition. For any A -module E we define a function rk: E ! [0; 1℄, called the rank
function, by
rk  := supf (p) 2 Proj(A ) j :p = 0g
?
:
We take for granted the following simple facts; see [97, 98].
(i) The rank function induces a pseudo-metric d on E by d(; ) := rk(   ).
(ii) We denote by c(E) the Hausdorff completion of E with respect to this metric.
(iii) The rank completion c(A ) of A is a ring, and c(E) is naturally a c(A )-module.
(iv) Rank completion is a covariant functor. Any A -morphism ' : E ! F is uniformly continuous,
and the image c(') of this under rank completion is the continuous extension.
(v) For rank complete modules E;F , any A -morphism is automatically a c(A )-morphism, and any
such morphism has closed image.
In this setting, Sauer’s local criterion implies that a submodule E
0
 E is dense in rank topology
if and only if dimA E=E0 = 0.
B.41 Theorem. Let (A ;  ) be a finite, -finite tracial von Neumann algebra. Let E  F ,
and Y be rank-complete A -modules. Then any A -morphism ' 2 homA (E; Y ) extends to an
A -morphism ' 2 homA (F; Y ).
The proof is a standard argument using Zorn’s lemma:
It turns out this theorem was known, and appears in Goodearls’s book, von Neumann Regular Rings. I thank the
thesis committee for pointing this out to me.
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Proof. Let ' 2 homA (E; Y ) be given and consider
 := f(L; ') j E  L  F; c(L) = L; varphi 2 homA (L; Y ); ' extends 'g:
We order  by declaring that (L
1
; '
0
1
)  (L
2
'
0
2
) if L
1
 L
2
and '0
2
extends '0
1
.
Observe that  is nonempty since (E;') 2 . If J   is a chain (i.e. a totally ordered subset)
we define a pair (L; ') 2  as follows:
Put L = c

[
(L
0
;'
0
)2J
L

and define a '
0
on [
(L
0
;'
0
)2J
L by '
0
j
L
0
= '
0 for all L0 occuring in pairs in
J . This is well-defined since J is totally ordered. Then let ' be the continuous extension of '
0
to
the rank-completion L. Note that this is indeed an A -morphism by the functoriality of c, (iv) above.
Clearly (L; ') is an upper bound for J in . Hence by Zorn’s lemma  contains a maximal
element, which we denote (L; ') from here on. We have to show that L = F .
Suppose for a contradiction that this is not the case and choose  2 F n L. Denote by L0 the
submodule of F generated (algebraically) by L and , and consider for Q := L0=L the right-A -
morphism  : A ! Q given by (a) = :a+ L.
Since L is complete in rank metric, it is in particular closed in L0, so that the kernel ker  A is
closed in rank metric as well. It follows then by Sauer’s local criterion that for any submodule K of
A such that ker  ( K, we have
dimA K= ker > 0:
By continuity of dimension, Theorem B.23, we conclude that ker is algebraically closed in A ,
whence Q ' qA for some projection q 2 A .
In particular, Q is a projective A -module, so it follows that L0 splits as a direct sum of modules,
L
0
= LQ. In particular we may extend ' to c(L0) by zero on Q, reaching the contradiction.
B.42 Remark. The standard application of this theorem is the case where Y = c(A ).
B.43 Corollary. On the category of rank complete modules, the functor homA ( ; c(A )) is
exact, and for any rank complete module E,
dimA E = dimA homA (E; c(A ));
where the right-hand module is a left-A -module by post-multiplication.
Proof. The first part is a special case of the theorem. To prove the equality of dimensions, see Lemma
2.16.
By spectral theory, A is rank-dense in its ring of affiliated operators, U(A ). Conversely, c(A ) is
a submodule of U(A ) by [96, Chapter IX, Theorem 2.5].
Thus c(A ) = U(A ), canonically via. an isomorphism extending the identity map on A .
B.44 Corollary. (Goodearl [44]) The ring of affiliated operators U(A ) is self-injective.
In the proof we use synonymously c(A ) and U(A ) for emphasis.
Proof. Consider a short exact sequence of U(A )-modules
0
//
E
 //
F
 //
Q
//
0 :
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We may consider these also as A -modules and as such the rank completions make sense. It is
obvious that homc(A )( ; c(A )) = homA ( ; c(A )) on the category of rank complete modules. It then
follows that the sequence
0 hom
U(A )(c(E);U(A ))oo homU(A )(c(F );U(A ))


oo
hom
U(A )(c(Q);U(A ))


oo
0
oo
is exact. It is also obvious that homc(A )( ; c(A )) = homc(A )(c( ); c(A )). This completes the proof.
B.45 Remark. In general, one should think of the rank metric as a generalization of the
discrete metric, in particular when A = C , the rank metric is the discrete metric, and every
vector space is a complete A -module.
B.46 Dimension exactness result for semi-finite tracial algebras
Lück shows in [66, Theorem 6.29] that given a (trace-preserving) inclusion of finite von Neumann
algebras A  B, the induction functor   
A B is a faithfully flat (dimension-preserving) functor
from the category of A -modules to the category of B-modules.
The same is not necessarily true for the functor homA ( ;B). Indeed, it is not even true in the
case A = B. (To see this, consider e.g. the module homA (Z;A ) for any zero-dimensional A -module
Z.)
However, because the right-A -module c(A ) is also a left-A -module in a nice way, the Hahn-Banach
type theorem B.41 implies that, restricting the domain to countably generated modules, homA ( ;A )
is in fact dimension-exact. Let us formalize exactly meaning of this statement:
B.47 Definition. A short sequence E  // F  // Q of A -modules such that  Æ  = 0 is called
dimension exact at F if dim
(A ; ) ker= im() = 0.
Let E0 be a category of A -modules. A functor (either contra- or covariant) f : E0 ! EA
into the category of all A -modules is called dimension exact if it maps short dimension exact
sequences to short dimension exact sequences.
The functor f is called dimension preserving if dim
(A ; ) fE = dim(A ; )E for all objects E 2 E0.
The properties of dimension exact functors are best stated at the end of the chapter, after in-
troducing the notion of a quasi-morphism (see Proposition B.58). We now prove some results about
dimension exactness using the extension theorem.
B.48 Theorem. Let A be a finite von Neumann algebra and B a semi-finite von Neumann
algebra, both -finite, and such that A  B.
Then on the category of countably generated modules, the functor homA ( ;B) (say, from
right-A -modules to left-B-modules) is dimension-exact. More generally, the same is true on
the category of modules with a countably generated rank dense submodule.
Proof. We already know from B.41 that the functor homA ( ; cA (B)) is exact on rank-complete
modules. Hence the first part of the theorem will follow from the fact that for any countably generated
left-A -module Z the inclusion of left-B-modules
homA (Z;B)  homA (Z; cA (B))
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is rank-dense.
By the countable annihilation lemma and the assumption on Z, it is sufficient to show that the
inclusion B  cA (B) of left-B-modules is rank-dense. Let f 2 cA (B). Then there is a sequence of
projections p
n
2 A such that f
n
:= f:p
n
2 B for all n, and p
n
% 1.
For each n, let q0
n
2 B be the range projection (left support) of f
n
. Then we claim that for all m,
actually q0
m
:f 2 B. Indeed, we have for n  m that q0
m
:f
n
= f
m
whence taking the limit, q0
m
:f = f
m
.
Clearly the q0
n
are increasing, and letting q
n
:= q
0
n
+ (_
m
q
0
m
)
?, we have q
n
:f 2 B for all n and
q
n
% 1 as had to be shown. The final part of the theorem is now obvious, since if Z  Z 0 is a rank
dense inclusion, one considers the diagram
homA (Z;B)  homA (Z; cA (B))
homA (Z
0
;B)  homA (Z
0
; cA (B))
:
This completes the proof.
B.49 Remark. The proof given above can be shortened a bit, and perhaps made conceptually
more clear, by noting that cA (B) is contained in the set of operators affiliated with B, and then
appealing to spectral theory.
On the other hand, the given proof is more general, at least formally, and should be compared
with established notions of "dimension-compatibility" for bimodules [59,90].
The next result specializes to the case A = B to get a more optimal result.
B.50 Theorem. Let (A ;  ) be a semi-finite, -finite tracial von Neumann algebra. Then
the functor homA ( ;A ) is dimension exact and -preserving when restricted to the category of
countably generated modules.
Further, the same statement holds considering the category of modules which contain a rank
dense countably generated submodule.
The point of the last part, which trivially follows from the first, is that the property of an A -
module being countably generated up to rank density is stable under passing to submodules. Hence
the theorem implies, via the usual kernel-cokernel short exact sequences arising from a (long) complex
of A -modules, that passing to duals, the cohomology is rank-isomorphic to the dual of homology (and
vice versa), so long as the terms in the complex are countably generated up to rank. See Proposition
B.58.
Proof. Let 0 // E  // F  // Q // 0 be a short dimension exact sequence of countably gener-
ated left-A -modules. We can assume without loss of generality that A contains a projection p with
finite trace  (p) = 1 <1 (we normalize it for notational convenience only) and central support the
identity; otherwise we could take an increasing sequence p
n
% 1 with  (p
n
) < 1 and start out by
considering the two sequences as follows, with C
p
n
the central support of p
n
,
0
//
C
p
n
E
 //
C
p
n
F
 //
C
p
n
Q
//
0
and
0 hom
C
p
n
A (Cp
n
E;C
p
n
A )oo hom
C
p
n
A (Cp
n
F;C
p
n
A )


oo
hom
C
p
n
A (Cp
n
Q;C
p
n
A )


oo
0
oo
:
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Having proved the statement in the assumed case, it would follow that the lower sequence is dimen-
sion exact and with same dimensions as the upper one. Then one takes the limit in n cf. Proposition
3.10.
We recall also from the remarks preceding Theorem B.48 that the present claim is true in case  
is finite.
Denote by A
p
:= pA p the corner. Since the functor X 7! pX from A -modules to A
p
modules is
exact and dimension-preserving, and homA
p
( ;A
p
) is dimension exact and dimension preserving on
countably generated modules, it is sufficient to compare the short dimension exact sequence
0 homA
p
(pE;A
p
)
oo
homA
p
(pF;A
p
)


oo
homA
p
(pQ;A
p
)


oo
0
oo
with the complex
0 homA (E;A p)
oo
homA (F;A p)


oo
homA (Q;A p)


oo
0
oo
of right-A
p
-modules.
For this, consider for ' 2 homA (X;A p), X a countably generated left-A -module, the restriction
'j
pX
2 homA
p
(pX;A
p
). The map ' 7! 'j
pX
is clearly A
p
-linear.
Clearly this commutes with ;  whence we get a map of complexes
0 homA (E;A p)
oo
 j
pE

homA (F;A p)


oo
 j
pF

homA (Q;A p)


oo
 j
pQ

0
oo
0 homA
p
(pE;A
p
)
oo
homA
p
(pF;A
p
)


oo
homA
p
(pQ;A
p
)


oo
0
oo
Hence the claim is proved once we show that in general ' 7! 'j
pX
is a rank-isomorphism. It
is clearly surjective. Suppose that 'j
pX
= j
pX
. Letting v
i
be partial isometries in A such that
P
i
v
i
v

i
= 1 and v
i
v
i
 p for all i, we may write each generator x
k
; k 2 N as a formal (i.e. we don’t
really mean anything rigorously by this comment) infinite sum x
k
=
P
v
i
:(v

i
:x
k
). In particular, by the
countable annihilation lemma, the module XÆ generated by all finite sums
P
fin
k;i
v
i
(v

i
:x
k
) is rank-dense
in X.
Further, we have 'j
X
Æ
= j
X
Æ . Since for every x
k
, ('   )(x
k
) has range in A subequivalent to
p, it follows then that ('   )(x
k
):p
(k)
n
= 0 for projections p(k)
n
%
n
p in A
p
. By the standard "=2n
argument, it follows that ('  ):p
n
= 0 for p
n
%
n
p in A
p
, as had to be shown.
Finally, we shall come full circle and prove a version of [66, Theorem 6.29] in our setting. For
applications we only need a dimension exactness statement, so that is what we show. If the inclusion
is trace-preserving, the functor will be dimension preserving as well.
B.51 Theorem. Let A  B be an inclusion of semi-finite, -finite tracial von Nemann algebras.
We do not assume it to be trace-preserving.
Then the induction functor  
A B is dimension exact.
It seems likely that one could use a direct generalization of Lück’s proof. However, we prefer to
base the argument on Theorem B.48 whence indirectly on the Hahn-Banach type theorem B.41.
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Proof. Let 0 // E  // F  // Q // 0 be a short dimension exact sequence of right-A -modules.
Considering p
n
%
n
1 in A with finite trace  A (pn) <1, we get a map of complexes
0
//
E 
A B

1 //
F 
A B

1 //
Q
A B
//
0
0
//
lim
!
Ep
n

A
p
n
B
p
n

1 //
OO
lim
!
Fp
n

A
p
n
B
p
n

1 //
OO
lim
!
Qp
n

A
p
n
B
p
n
//
OO
0
where we note that the vector spaces in the lower complex are modules over every B
p
n
but not
necessarily over B, and the vertical arrows are injective with rank-dense image, in the obvious sense.
Hence it is sufficient to show that the complex
0
//
Ep
n

A
p
n
B
p
n

1 //
Fp
n

A
p
n
B
p
n

1 //
Qp
n

A
p
n
B
p
n
//
0
is dimension-exact for every n.
Supposing that E;F are countably generated as A -modules, this follows now by the previous two
theorems, since the tensor product is adjoint to hom (see e.g. [105, Proposition 2.6.3]), i.e. we have
natural isomorphisms homB
p
n
(Ep
n

A
p
n
B
p
n
;B
p
n
)
'
 ! homA
p
n
(Ep
n
;B
p
n
) and similarly for F;Q.
To finish the proof then, it is sufficient to note that the tensor product "commutes" with colimits
[105, Theorem 2.6.10]
B.52 Quasi-morphisms and localization
In this section we discuss the rank completion from a category-theoretic point of view, on a somewhat
informal level, in order to motivate the approach in Appendix D. Let (A ;  ) be a finite, -finite tracial
von Neumann algebra.
(i) We may think of the category of rank-complete modules over A as a full subcategory of the
category of all A -modules, consisting of those modules that are Hausdorff complete in a canonical
uniform structure. This is an abelian subcategory.
Further, there is a functor c from the category of all modules to the category of rank-complete
modules, which is idempotent (c(c(E)) = c(E)), and sends dimension-exact sequences to exact
sequences.
(ii) Alternatively, we may think of the category of rank-complete modules as the localization of the
category of all modules in the Serre subcategory consisting of all modules and morphisms into
zero-dimensional modules [91, Section 2.6].
The result is that one formally invert all dimension-isomorphisms, i.e. morphisms ' : E ! F
such that dim
(A ;) ker' = dim(A ;) oker' = 0.
As we have already discussed above, for a semi-finite (B;  ) there seems to be no nice way to
implement a rank-completion functor similarly to (i). The obstruction, in spirit, seems to be that here
there is a difference between the space of operators affiliated with B, and the ring of  -measurable
operators. In particular, the latter depend on the choice of  , but rank-completion is an entirely
algebraic process thanks to Sauer’s local criterion, and is thus independent of  .
Possibly one could consider the approach in (ii) and just localize in the subcategory generated by
morphisms into zero-dimensional modules. However, this is complicated by the fact that in general
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when the algebra is semi-finite, we like to restrict attention to modules that are also topological
spaces and morphisms that are continuous, and we want to preserve some of that information. In
particular, we might not want to invert all rank-isomorphisms, but only those also with nice bi-
continuity properties. A more direct, category-theoretic way to say this is that we are in practice
working with exact categories, suggesting the following
B.53 Problem. Investigate, if possible, the notion of rank-completion wrt. a semi-finite, -
finite tracial von Neumann algebra (B;  ) via localization of exact categories.
However, we will need some abstract setup to replace rank-completion in the setting of topological
modules over B. To motivate the developments in Appendix D, we make the following observation,
adding one point to our list of approaches to rank-completion in the finite case:
(iii) Consider the category of all modules over A and let f : E ! F be a morphism. Then f is a
rank-isomorphism, i.e. c(f) : c(E)! c(F ) is an isomorphism, if and only if there are submodules
E
00
 E
0
 E and F 00  F 0  F such that
dimA E=E
0
= dimA E
00
= dimA F=F
0
= dimA F
00
= 0;
and an isomorphism f
0
: E
0
=E
00
! F
0
=F
00 fitting into a commutative diagram
E
f //
F
E
0
f j
E
0 //
OO

F
0
OO

E
0
=E
00
f
0 //
F
0
=F
00
:
Hence an approach, which is in the spirit of Problem B.53, is to instead add morphisms to the
category of A -modules and consider them up to equivalence in the sense of the diagram above.
B.54 Definition. Let (B;  ) be a semi-finite, -finite tracial von Neumann algebra. We
consider the category with objects B modules and morphisms equivalence classes of quasi-
morphisms, where a quasi-morphism E ! F is a partially defined morphism f
0
: E
0
0
=E
00
0
! F
0
0
=F
00
0
where E 00
0
 E
0
0
 E, F 00
0
 F
0
0
 F ,
dimB E=E
0
0
= dimB E
00
0
= dimB F=F
0
0
= dimB F
00
0
= 0;
and two quasi-morphisms f
0
; f
1
are equivalent if there is a quasi-morphism f
2
and a commutative
diagram
E
0
0
=E
00
0
f
0 //
F
0
0
=F
00
0
E
0
2
=E
00
2
f
2 //
OO

F
0
2
=F
00
2
OO

E
0
1
=E
00
1
f
1 //
F
0
1
=F
00
1
:
Abusing terminology, we also call such an equivalence class of quasi-morphisms a quasi-
morphism.
Also somewhat misleading, we call this category the category of quasi-modules.
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The following statements are then easy to check. We leave out the details here, but see Appendix
D for similar propositions in the topological case.
B.55 Proposition. The category of quasi-modules is abelian. The canonical functor q from
the category of B-modules is dimension-exact.
B.56 Proposition. A morphism f : E ! F of B-modules is a dimension isomorphism if and
only if it is invertible in the category of quasi-morphisms.
B.57 Proposition. If P is a projective A -module, then qP is also a projective quasi A -module.
If E is an injective B-module with no non-trivial zero-dimensional submodules, then qE is
also an injective B-module.
The difference between finite and semi-finite cases here is curious. Even curiouser is that it
seemingly disappears in the topological case: In the algebraic case it is not at all reasonable to require
that P has no non-trivial co-dimension zero submodules, but in the topological case it is reasonable
to require that P has no non-trivial, co-dimension zero, closed submodules. See Appendix D.
Let us comment on the case of a discrete group   and its group von Neumann algebra L . Then we
can think of the cohomology H
n
( ; E) as the n’th left-derived functor of of the co-invariants functor
C
 
on the category of L - -modules.
This construction also gives a homology, HQ
n
( ; qE) if we consider instead the co-invariants functor
on quasi L -modules with commuting action of  . This gives a square of functors
E
///o/o/o/o/o

O
O
O
qE

O
O
O
H
n
( ; E)
q ///o/o/o
?
where in the question mark we have, going round one way qH
n
( ; E) and round the other HQ
n
( ; qE).
The standard way to formalize the commutativity of this diagram in an abstract argument, is to
refer to a Grothendieck spectral sequence [105, Section 5.8] (this argument is emplyoed for the rank
completion in [97]). In concrete case one may proceed by analyzing the bar resolution, as we do in
Appendix D for the continuous cohomology.
Finally, we list some properties of dimension exact functors for easy reference.
B.58 Proposition. Let (A ;  ) be a semi-finite, -finite, tracial von Neumann algebra.
Let E0 be a category of A -modules and f : E0 ! EA a functor.
(i) The functor f is dimension exact if and only if q Æ f is exact.
(ii) If  is finite then f is dimension exact if and only if c Æ f is exact.
(iii) Suppose f is contravariant and dimension exact. Then for any complex (E 0

; d

) ! 0 in
E0 such that the (kernels, images, and) homology is defined in E0, we have q(Hn(f(E 0

))) '
q(f(H
n
(E
0

))) for all n. Similarly for covariance and interchanging homology and cohomol-
ogy.
(iv) In case (iii) above, suppose that f is also dimension preserving. Then
dim
(A ; )H
n
(f(E 0

)) = dim
(A ; )Hn(E
0

):
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AppendixC
Continuous (co)homology for locally compact groups
C.1 Continuous cohomology
We recall here quite briefly the definition of continuous cohomology for locally compact groups. For
exhaustive details we refer to the book by Guichardet [48], on which this section is based, or to [14];
the latter occasionally referred to as ’the orange book from hell’.
Let G be a locally compact group, and suppose as a blanket assumption that it is 2nd countable.
A continuous (or topological) left-G-module is a topological vector space E with an action of G such
that the map G E 3 (g; e) 7! g:e 2 E is continuous.
Let (A ;  ) be a semi-finite tracial von Neumann algebra.
We consider the category E
G;A of topological G-A -modules, i.e. continuous G-modules which are
in addition locally convex Hausdorff spaces, and carry a commuting right-action of A by continuous
maps.
The morphisms in this category are the continuous G-A -linear maps.
C.2 Definition. (See [48, Appendix D.1]) A morphism  : E ! F in the category of topo-
logical G-A -modules is called strengthened if both maps ker ! E and  : E= ker ! F have
continuous, A -linear left-inverses (not necessarily G-linear).
The category of topological G-modules is not abelian, so the standard constructions of homological
functors in such categories do not apply. One way to get around this is to restrict the class of short
exact sequences under consideration in the definition of injective objects; this is the approach of
"relative homological algebra" [50].
C.3 Definition. (See [48, Chapter III]) A topological G-A -module E is (relatively) injective
if, given any diagram
E
U
9?w
??⑦
⑦
⑦
⑦
V
uoo
v
OO
0
oo
in which the bottom row is exact with u strengthened, there is a morphism w : U ! E making
the diagram commute.
In the sequel we will just call these injective, with the tacit understanding that we really
mean relatively injective, in this sense.
Given a topological G-A -module E, the space of continuous maps C(G;E) is endowed with the
projective topology induced by the maps C(G;E)! C(K;E
q
) whereK runs over the compact subsets
of G and q over a separating family of semi-norms on E (strictly speaking, we take a net of such),
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E
q
here denoting the Banach space completion of the semi-normed space (E; q). This is a topological
G-A -module when given either of the G-actions
(g:f)(t) = g:f(g
 1
t) or (g:f)(t) = g:f(tg):
Unless explicitly stated otherwise, we always equip it with the former.
C.4 Theorem. (see [48, Chapter III, Proposition 1.2]) For any topological G-A -module E,
the module C(G;E) is an injective module in the category of topological G-A -modules.
In the usual manner we thus observe that the category of topological G-A -modules has sufficiently
many injectives and proceed to construct, for any given E, an injective resolution
0
//
E
 //
C(G;E)
d
0
0 //
C(G
2
; E)
d
1
0 //
   ;
where (e)(g) = e and the cobooundary maps are given by
(d
n
0
)(g
0
; : : : ; g
n+1
) =
n+1
X
i=0
( 1)
i
f(g
0
; : : : ; ^g
i
; : : : ; g
n+1
): (C.1)
C.5 Definition. Let E be a topological G-A -module and
0
//
E
 //
E
0
d
0
//
E
1
//
  
d
n 1
//
E
n
d
n
//
  
any injective strengthened resolution of E, we define the n’th cohomology of G with coefficients
in E by
H
n
(G;E) := ker d
n
j
E
G
n
.
im d
n 1
j
E
G
n 1
:
This is a not necessarily Hausdorff topological vector space which carries a right-action of A
by continuous maps, and this structure, including the topolgy, is independent of the choice of
injective resolution.
The independence of choice of injective resolution is a proposition. The proof follows e.g. that
in [48, Chapter III, Section 1], with only a minimal amount of extra book keeping for the A -action.
If E is complete one may consider locally square integrable functions instead of continuous func-
tions. Specifically, for K  G compact, L2(K;E) is the projective limit of spaces L2(K;E
q
) where
the q ranges over a separating net of semi-norms, ordered in the natural manner. Then L2
lo
(G;E) is
defined as the projective limit of the L2(K;E) over compact subsets. This is equiped with the action
of G, defined again by (g:)(t) = g:(g 1t).
Note that this construction applies with any Borel space X, equiped with a Radon measure, in
place of G with its Haar measure, to yield a space L2
lo
(X;E). In order to get a Fréchet space, it
is preferable to have a cofinal (in the set of compact subsets with its natural ordering by inclusion)
sequence of compact sets (X
n
), with union X, cf. the following.
C.6 Observation. Since G is 2nd countable and E is complete, then the second projective limit
in the definition of L2
lo
(G;E) has a cofinal subsequence. Indeed let fU
n
g be a relatively compact
neighbourhood basis for G. The consider the family K
N
= [
N
n=1
U
n
; N 2 N .
In particular we note that if E has a countable neighbourhood basis at the origin then so
does each L2(K;E
q
) whence so does L2
lo
(G;E) so that if E is complete metrizable, then so is
L
2
lo
(G;E).
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C.7 Theorem. (see [48]) For any complete topological G-A -module E, the topological G-A -
module L2
lo
(G;E) is injective, and there is a strengthened resolution
0
//
E
 // 2
lo
(G;E)
d
0
0 //
L
2
lo
(G
2
; E)
d
1
0 //
   ;
where the coboundary maps are the same as in equation (C.1).
C.8 Remark. Note that this all applies in particular to discrete groups  , endowing F( ; E)
with the topology of pointwise convergence.
However, a special feature of the discrete group case is that one isn’t forced to consider any
structure on E, aside for the algebraic module assumptions. Thus one can embed the category
of topological modules into an abelian category of all modules in a purely algebraic sense.
Of course, the bar resolution exists in both categories, with the same underlying modules, so
the embedding into the larger category just allows one greater freedom in choosing an injective
resolution, if one does not need to carry over the topological structure in a canonical manner.
The next result gives explicitly the isomorphism allowing the usual description of cohomology by
inhomogeneous cochains.
C.9 Theorem. Compare [48, Chapter III, Section 1.3] Let G be a locally compact, 2nd
countable group and E a complete topological G-A -module.
Define maps T n : L2
lo
(G
n
; E) ! L
2
lo
(G
n+1
; E)
G, the latter a G-A -module with the action
(g::a)(t) = g:(g
 1
t):a, by
(T
n
)(g
0
; : : : ; g
n
) = g
0
:(g
 1
0
g
1
; : : : ; g
 1
n 1
g
n
);
and coboundary maps dn : L2
lo
(G
n
; E)! L
2
lo
(G
n+1
; E) by
(d
n
)(g
1
; : : : ; g
n+1
) = g
1
:(g
2
; : : : ; g
n+1
) +
n
X
i=1
( 1)
i
(g
1
; : : : ; g
i
g
i+1
; : : : ; g
n+1
) +
+( 1)
n+1
(g
1
; : : : g
n
):
Then the T n are isomorphisms of topological A -modules and the diagram
0
//
E
T
0

d
0
//
L
2
lo
(G;E)
T
1

d
1
//
  
0
//
L
2
lo
(G;E)
G
d
0
0 //
L
2
lo
(G
2
; E)
G
d
1
0 //
  
commutes, whence the T n induce A -linear (homeomorphic) isomorphisms of cohomology Hn(d) '
H
n
(G;E).
Proof. It is clear that T n is well-defined and continuous. A direct computation shows that the diagram
does indeed commute.
To get an inverse, let  2 L2
lo
(G
n+1
; E) be a G-invariant element and consider the element ~ 2
L
2
lo
(G;L
2
lo
(G
n
; E)) given by
~
(g
0
)(g
1
; : : : ; g
n
) = g
 1
0
:(g
0
; g
0
g
1
; : : : g
0
  g
n
):
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Then ~ is invariant under the left-regular representation (i.e. G acting on L2
lo
(G;L
2
lo
(G
n
; E)) by
(g:)(g
0
)(g
1
; : : : ; g
n
) = (g
 1
g
0
)(g
1
; : : : ; g
n
)), so there is an element (T n) 1 2 L2
lo
(G
n
; E) such that
for a.e. g
0
2 G,
((T
n
)
 1
)(g
1
; : : : ; g
n
) =
~
(g
0
)(g
1
; : : : ; g
n
):
One then checks directly that this does indeed provide an inverse. Notice in particular that continuity
of the inverse is automatic by the closed graph theorem.
Similarly, starting from modules of continuous functions instead of locally square integrable ones,
one gets a cocycles description. This implies in particular that any locally square integrable cocycle
is cohomologous (i.e. represents the same class in cohomology) to a continuous one, a fact which is
not at all abvious at a glance.
C.10 The Shapiro lemma
For completeness we provide a proof of the Shapiro lemma in continuous cohomology. Compare
e.g. [48].
C.11 Lemma. ( [48, Chapter III, Lemma 4.3]) Let G be a locally compact, 2nd countable group
and H be a closed subgroup of G. Let E be a complete topological H-A -module. Then the
(complete, topological) H-A -module L2
lo
(G;E) with H-action (h:)(t) = h:(h 1t) and A -action
by post-multiplication, is injective.
Thus we get an injective resolution of E in the category E
H;A as follows
0
//
L
2
lo
(G;E)
d
0
0 //
L
2
lo
(G
2
; E)
d
1
0 //
  
The next lemma describes explicitly an isomorphism passing from the standard (bar) resolution of
E to this. In the statement, fix a section s
r
of G  ! G=H, and let for all g 2 G the element r(g) 2 H
be the unique element in H such that g = s
r
((g)):r(g).
C.12 Lemma. Let G be a locally compact, 2nd countable group, H a closed subgroup, and E
a complete topological H-A -module. Let O 2 C

(G) satisfy
R
Od = 1. Consider the maps
v
n
2
: L
2
lo
(H
n+1
; E)! L
2
lo
(G
n+1
; E), both left-H-modules as above, given by
(v
n
2
)(g
0
; : : : ; g
n
) =
Z
G
n+1
O(t
0
g
0
)   O(t
n
g
n
)(r(t
0
)
 1
; : : : ; r(t
n
)
 1
)d
n+1
(t
i
):
These are H-A -maps, the diagram
0
//
E
 //
id

L
2
lo
(H;E)
d
1
0 //
v
0
2

  
0
//
E
 //
L
2
lo
(G;E)
d
0
0 //
  
commutes, and the vn
2
induce A -linear (homeomorphic) isomorphisms on cohomology.
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Proof. Let K  G be a compact subset and denote K 0 = supp(O) K 1. Then the estimate
kv
n
2
()j
K
n+1
k
2
2
 (K)  kOk
2
2
 kj
(r(K
0
)
 1
)
n+1
k
2
2
;  2 L
2
lo
(H
n+1
; E)
shows that vn
2
is well-defined, and upon substituting     for , that it is continuous.
It is clear that vn
2
are H-A -morphisms and that the diagram commutes.
For the final statement we consider similarly maps wn
2
: L
2
lo
(G
n+1
; E)! L
2
lo
(H
n+1
; E) defined by
(w
n
2
)(h
0
; : : : ; h
n
) =
Z
G
n+1
O(h
 1
0
t
0
)   O(h
 1
n
t
n
)(t
0
; : : : ; t
n
)d
n+1
(t
i
):
Then (these are continuous H-A -morphisms and) the diagram
0
//
E
//
id

L
2
lo
(H;E)
d
1
0 //
v
0
2

  
0
//
E
//
id
OO
L
2
lo
(G;E)
d
0
0 //
w
0
2
OO
  
commutes. Thus the compositions v
2
Æ w

2
and w
2
Æ v

2
are homotopic to the identity maps, whence
induce the identity on cohomology from which the claim follows.
C.13 Definition. (Coinduced module) Let G be a 2nd countable locally compact group and H
a closed subgroup. Let E be a complete topological H-A -module.
Consider the space L2
lo
(G;E). We endow this with the H-action given by (h:)(t) = h:(th),
as well as the left-G-action given by (g:)(t) = (g 1t). These commute, and both commute
with the right-A -action by post-multiplication, whence CoindG
H
E := L
2
lo
(G;E)
H is a complete
topological G-A -module, called the coinduced module of E wrt. G.
C.14 Remark. Suppose for simplicity that H is discrete and G is unimodular. Note then that
the coinduced module identifies as a space with L2
lo
(G=H;E). Letting  : G  G=H ! H be a
cocycle representative for the inclusion H  G, e.g. (g; x) := s
r
(g:x)
 1
gs
r
(x), the G-action is
given in this setting by
(g:)(x) = (g; x):(g
 1
:x):
C.15 Lemma. (Shapiro) Let G be a locally compact, 2nd countable group, H a closed sub-
group, and E a complete topological H-A -module. Consider maps n : L2
lo
(G
n+1
; E)
H
!
L
2
lo
(G
n+1
;Coind
G
H
E)
G, where the H-action on the domain is (h:)(t) = h:(h 1t), given by
(
n
)(g
0
; : : : ; g
n
)(g) = (g
 1
g
0
; : : : ; g
 1
g
n
):
These are isomorphisms of topological A -modules and the diagram
0
//
L
2
lo
(G;E)
H
d
0
0 //

0

L
2
lo
(G
2
; E)
H //

1

  
0
//
L
2
lo
(G;Coind
G
H
E)
G
d
0
0 //
L
2
lo
(G
2
;Coind
G
H
E)
G //
  
commutes.
In particular, the n induce A -linear (homeomorphic) isomorphisms on cohomology Hn(H;E) '
H
n
(G;Coind
G
H
E) for all n.
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Proof. It is clear that n is well-defined, continuous, and that the diagram commutes. Thus we need
simply to produce an inverse. Note that this will automatically be continuous by the closed graph
theorem.
Thus suppose we are given  2 L2
lo
(G
n+1
;Coind
G
H
E)
G. Then we consider much as above ~ 2
L
2
lo
(G;L
2
lo
(G
n+1
; E)) defined by
~
(g)(g
0
; : : : ; g
n
) = (g; gg
 1
0
g
1
; : : : ; gg
 1
0
g
n
)(gg
 1
0
):
Then again ~ is invariant under the left-regular representation, whence there is  n 2 L2
lo
(G
n+1
; E)
such that for a.e. g 2 G,
(
 n
)(g
0
; : : : ; g
n
) =
~
(g)(g
0
; : : : ; g
n
):
A direct computation shows that in fact  n 2 L2
lo
(G
n+1
; E)
H, and we get for a.e. g 2 G that
(
 n
Æ 
n
)()(g
0
; : : : ; g
n
) =
~
(
n
)(g)(g
0
; : : : ; g
n
)
= (
n
)(g; gg
 1
0
g
1
; : : : ; gg
 1
0
g
n
)(gg
 1
0
)
= (g
0
; : : : ; g
n
):
Similarly, for a.e. g; g
0
2 G we get
(
n
Æ 
 n
)()(g
0
; : : : ; g
n
)(g) =
~
(g
0
)(g
 1
g
0
; : : : ; g
 1
g
n
)
= (g
0
; : : : ; g
n
)(g):
Hence  n is the inverse of n, proving the claim.
C.16 Continuous homology
Unlike continuous cohomology, homology does not appear to have recieved much attention in the
literature. In fact I have only managed to find two papers dealing with the subject, namely [9, 86].
Since there appears to be no comprehensive account of continuous homology in the literature, we give
the definitions and details of the basic results here.
C.17 Definition of continuous homology
Let E be a complete, topological A -G-module. Note that we have swapped the actions compared
to the previous section, so that E is a left-A -right-G-module, and that this will be our standard for
modules that appear as coefficients in homology.
Consider again the subspaces L2(K;E) of L2(G;E), over K  G compact. We let L2

(G;E) be the
inductive limit of these over compact subsets K, endowed with the inductive topology. This identifies
with the space of compactly supported functions in L2(G;E) and the topology is the strongest topology
such that the inclusion maps L2(K;E) ! L2

(G;E) are all continuous. Note that this is in general
stronger than the subspace topology induced by the inclusion L2

(G;E)  L
2
(G;E).
We will in this section also require G to be 2nd countable. Then the inductive limit is strict [92,
Chapter II, 6.3], the space L2

(G;E) is complete [92, Chapter II, 6.6], and the subspace topologies on
L
2
(K;E)  L
2

(G;E), for every compact subset K, is the original Hilbert space topology. For more
details on inductive limits see e.g. [92, Chapter II, Section 6].
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There are two ways in which we may make this a right-G-module,
(f:g)(t) = f(gt):g (C.2)
(f:g)(t) = f(tg
 1
):g; (C.3)
and both will come into play. Further, L2

(G;E) inherits a left-action of A by post-multiplication on
E, and this commutes with both right-actions of G above. Hence L2

(G;E) is a complete topological
A -G-module.
C.18 Definition. We consider the full subcategory of topological A -G-modules consisting of
those that are complete and all morphisms between these. Denote this EA ;G
A complete topological A -G-module E is (relatively) projective if whenever we are given a
diagram, in this category,
E
v

9?w
~~⑥
⑥
⑥
⑥
W
 //
V
//
0
where the row is exact with  strengthened and v is a continuous A -G-map, there is a continuous
A -G-map w : E !W making the diagram commute.
As for injective modules, we always suppress the ’relative’.
C.19 Theorem. (Compare [9]) For every complete A -G-module E, the complete A -G-module
L
2

(G;E) is projective. In particular, the category of complete topological A -G-modules has
sufficiently many projectives.
Proof. We consider here the G-action (C.2). A completely analogous proof works for the other action.
Let O 2 C

(G) be such that
R
G
Od = 1, for some fixed choice of (left-)Haar measure  on G. Then
for f 2 L2

(G;E) and g 2 G we define a new function f
g
2 L
2

(G;E) by
f
g
(t) = O(tg
 1
)f(t); t 2 G:
Then clearly the map g 7! f
g
is continuous with compact support. We also note that for  2 G,
we have (f:)
g
= (f
g
 1
): by a direct computation, and that
Z
G
f
g
d(g) = f:
Now suppose we are given a diagram as above, with s a right-inverse of . Then we define a map
w : L
2

(G;E)! W by
wf =
Z
G
s(v(f
g
):g
 1
):gd(g):
By the above, this is easily seen to be a G-equivariant continuous linear map, and further we get
( Æ w)(f) =
Z
G
( Æ s)(v(f
g
):g
 1
):gd(g)
=
Z
G
v(f
g
)d(g)
= v

Z
G
f
g
d(g)

= v(f):
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Also, note that w is A -linear by the trivial observation that, for any g 2 G and f 2 L2

(G;E), we
have (x:f)
g
= x:f
g
for all x 2 A
As for the final claim, recall that for any K  G compact, the inclusion of L2(K;E) in L1(K;E) is
continuous, whence so is the inclusion of L2

(G;E) in L1

(G;E) and we may define an evaluation map
 : L
2

(G;E)! E by
(f) =
Z
G
f(g)d(g):
This is clearly surjective with an A -linear right-inverse e 7! O()e.
For arbitrary n 2 N we consider the right-modules L2

(G
n
; E) with either of the two usual general-
izations of the actions (C.2),(C.3). Then L2

(G
m+n
; E) identifies with L2

(G
m
; L
2

(G
n
; E)) in the usual
manner and we get the following
C.20 Corollary. For all n 2 N , the modules L2

(G
n
; E) are projective.
C.21 Theorem. For E a complete topological A -G-module we get a projective resolution
  
d
0
1 //
L
2

(G
2
; E)
d
0
0 //
L
2

(G;E)
 //
E
//
0
where the boundary maps d
0
n
: L
2

(G
n+2
; E)! L
2

(G
n+1
; E) are given by
(d
0
n
f)(g
1
; : : : ; g
n+1
) =
n+1
X
j=0
( 1)
j
f
j
(g
1
; : : : ; g
n+1
); where
f
j
(g
1
; : : : ; g
n+1
) =
Z
G
f(g
1
; : : : ; g
j
; g; g
j+1
; : : : ; g
n+1
)d(g):
Proof. The proof follows exactly the proof in the discrete case. The contraction here is given by
(sf)(g
1
; : : : ; g
n+1
) = O(g
1
)f(g
2
; : : : ; g
n+1
)
for some fixed O 2 C

(G) positive with integral one.
Let C
G
denote the functor from complete topological A -G-modules to complete topological A -
modules given by
C
G
E = E=spanfe:g   e j e 2 E; g 2 Gg:
C.22 Definition. Let E be a complete topological A -G-module. The n’th continuous homology
H
n
(G;E) is the n’th homology of the complex
  
d
0
1 // C
G
E
1
d
0
0 // C
G
E
0
//
0
for any projective strengthened resolution E

 //
E
//
0 of E.
Although we can consider the quotient topology on H
n
this does not appear to be particularly
relevant, and usually we consider H
n
(G;E) simply as an algebraic A -module.
107
C.23 Lemma. Let E be a complete topological A -G-module and let o : E ! E be the zero-map.
Suppose that (E
i
; d
i
) and (F
i
; f
i
) are strengthened projective resolutions of E in EA ;G, and
v
i
: E
i
! F
i
morphisms such that the diagram
  
//
E
2
d
1 //
v
2

E
1
d
0 //
v
1

E
0
d
 1 //
v
0

E
//
o

0
  
//
F
2
f
1 //
F
1
f
0 //
F
0
f
 1 //
E
//
0
commutes.
Then there is a (equivariant) contraction (s
i
), i.e. morphisms s
i
: E
i
! F
i+1
such that
v
i
= f
i
Æ s
i
+ s
i 1
Æ d
i 1
.
In particular, the v
i
induce the zero-map in homology H

(C
G
E

)! H

(C
G
F

).
Proof. We put s
 1
= 0. Since the E
i
are projective we may inductively construct the s
i
such that
f
i
Æ s
i
= v
i
  s
i 1
Æ d
i 1
in the usual manner.
The rest is obvious.
C.24 Theorem. Let E be a complete topological A -G-module.
Suppose that (E
i
; d
i
) and (F
i
; f
i
) are strenghtened projective resolutions of E. Then there are
(equivariant) morphisms u
i
: E
i
! F
i
and v
i
: F
i
! E
i
such that the diagram
  
//
E
2
d
1 //
u
2
		
E
1
d
0 //
u
1
		
E
0
d
 1 //
u
0
		
E
//
0
  
//
F
2
f
1 //
v
2
II
F
1
f
0 //
v
1
II
F
0
f
 1 //
v
0
II
E
//
0
commutes.
Further, the u
i
and v
i
induce mutually inverse isomorphisms on homology H

(C
G
E

) '
H

(C
G
F

)
Proof. Since d
 1
is surjective and E
0
is projective we get u
0
: E
0
! F
0
such that f
 1
Æ u
0
= id Æ d
 1
.
Suppose we have u
0
; : : : ; u
k 1
such that the diagram
  
//
E
k 1
d
k 2 //
u
k 1

E
k 2
d
k 3 //
u
k 2

  
d
 1 //
E
//
0
  
//
F
k 1
f
k 2 //
F
k 2
f
k 3 //
  
f
 1 //
E
//
0
commutes.
Then by exactness Im d
k 1
is closed and u
k 1
(Im d
k 1
)  Im f
k 1
. Thus from the diagram
E
k
u
k 1
Æd
k 1

F
k
f
k 1//
Im f
k 1
//
0
and projectivity of E
k
we get a morphism u
k
: E
k
! F
k
such that f
k 1
Æ u
k
= u
k 1
Æ d
k 1
.
By recursion we get the u
k
as claimed. Similarly we construct the v
k
as claimed.
Then id  v
k
Æ u
k
is zero on homology by the lemma, and so is id  u
k
Æ v
k
.
108
C.25 Remark. It follows by the open mapping theorem, since we are working only with complete
modules, that the functor C ( ) is right-exact, so that
H
0
(G;E) ' C
G
(E):
C.26 Remark. If   is a countable discrete group, then L2

( ; E) is just the space of finitely
supported functions on  , usually denoted F
0
( ; E).
Then the space of functions spanned by the f:g f is in fact closed, as an element f 2 F
0
( ; E)
is in this space if and only if
P
g2 
f(g):g
1
= 0 (Here the 1 depends on which right-action we
are considering.)
Thus the construction of continuous homology agrees with the usual definition in the case
of countable discrete groups.
C.27 Inhomogeneous chains
For E a complete G-module we denote by ~L2

(G
n
; E) the right-G-module which has L2

(G
n
; E) as its
underlying space, but with G acting by (f:g)(t) = f(gt), i.e. we forget about the action on E.
C.28 Lemma. The map u : L2

(G;E)!
~
L
2

(G;E) given by (uf)(g) = f(g):g is an isomorphism of
topological A -G-modules, where the action on the domain is (C.2).
Proof. The only non-trivial part is that u is well-defined and continuous.
To show that u is well-defined it is enough to consider the restriction to compact sets. Further, to
show then that u is continuous, we have to show that for each inclusion i
K
: L
2
(K;E)! L
2

(G;E), the
composition uÆ i
K
is continuous. This has image in L2(K;E) as well, and since the subspace topology
on this is just the original topology, this all comes down to showing that u
K
:= uj
K
is well-defined
and continuous for each compact set K.
Now by [48, Lemma D.8] the set of linear maps fe 7! e:g j g 2 Kg is equicontinuous, and it follows
by [92, III.4.1] (essentially the definition of equicontinuity) that for a given semi-norm p on E there
is a semi-norm q on E and a constant C such that for all e 2 E; g 2 K; p(e:g)  Cq(e). Further we
can take q in whatever family of separating semi-norms we wish.
Thus u
K
(ff j q
K
(f)  Cg)  ff j p
K
(f)  1g from which the claim follows since p was arbitrary.
Now consider the diagram
L
2

(G;E)
T

u
xxqqq
qq
qq
qq
q
~
L
2

(G
2
; E)
~
d
0
0 //
~
L
2

(G;E)
 //
E
//
0
in which T is the map Tf =
R
G
f(g):gd(g), ~d
0
0
is the same map as d
0
0
on the underlying space
L
2

(G
2
; E), and similarly  is integration over G. The triangle commutes, whence under the isomor-
phism u, the kernel of T identifies with that of .
C.29 Proposition. In the diagram above we have
ker  = spanff:g   f j f 2
~
L
2

(G;E); g 2 Gg:
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For the proof we need to following auxilliary
C.30 Lemma. The set of characteristic functions of the form 1
AA
; A  G;  2 G has dense
linear span in L2

(GG).
Proof. Let fg
n
g
n2N
be a dense set in G and fU
n
g
n2N
a neighbourhood basis in G. Then it is easy to
see that fU
m
 (g
n
U
m
)g is a neighbourhood basis in GG, from which the claim readily follows.
Proof of the proposition. For this we just note that
~
d
0
0
1
AA
= (A)(1
A
  1
A
) = (A)(1
A
:
 1
  1
A
):
By the lemma Im ~d
0
0
 spanff:g   fg, and since spanff:g   fg  ker  is obvious the proposition
follows by exactness.
C.31 Theorem. Define maps T
n
: L
2

(G
n+1
; E)! L
2

(G
n
; E) and d
n
: L
2

(G
n+1
; E)! L
2

(G
n
; E) by
(T
n
f)(g
1
; : : : ; g
n
) =
Z
G
f(g; gg
1
; : : : ; gg
1
g
2
   g
n
):gd(g);
(d
n
f)(g
1
; : : : ; g
n
) =
Z
G
[f(g; g
1
; : : : ; g
n
):g +
n
X
j=1
( 1)
j
f(g
1
; : : : ; g; g
 1
g
j
; g
j+1
; : : : ; g
n
) +
+( 1)
n+1
f(g
1
; : : : ; g
n
; g)℄d(g):
Then T
n
induces an isomorphism of topological vector spaces T
n
: C
G
L
2

(G
n+1
; E)

 ! L
2

(G
n
; E)
and the diagram
  
//
L
2

(G
n+2
; E)
T
n+1

d
0
n //
L
2

(G
n+1
; E)
T
n

//
  
//
L
2

(G;E)
//
T
0

0
  
//
L
2

(G
n+1
; E)
d
n //
L
2

(G
n
; E)
//
  
//
E
//
0
commutes, whence H
n
(G;E) ' H
n
(d

).
Proof. For n  1 denote by ^L2

(G
n
; E) the right-G-module with underlying space L2

(G
n
; E) and
G acting by post-multiplication. Then we have an isomorphism of modules u : L2

(G
n+1
; E)

 !
L
2

(G;
^
L
2

(G
n
; E)) given by
(uf)(g)(g
1
; : : : ; g
n
) = f(g; gg
1
; : : : ; gg
1
   g
n
);
and with inverse (u 1f)(g; g
1
; : : : ; g
n
) = f(g)(g
 1
g
1
; g
 1
1
g
2
; : : : ; g
 1
n 1
g
n
).
Then we note simply that T
n
is nothing but T
0
applied to this, and the first claim follows from
the proposition above.
A direct computation shows that the diagram does indeed commute.
C.32 The Shapiro lemma
We now prove a version of the Shapiro lemma for continuous homology.
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C.33 Proposition. Let H be a countable discrete subgroup, E a complete A -H-module. Then
L
2

(G
n
; E), equiped with the action
(f:h)(t) = f(th
 1
):h; h 2 H; t 2 G
is a projective A -H-module.
Of course the same will hold with the action (f:h)(t) = f(ht):h.
Proof. This is much the same as the proof of theorem C.19. Choose O 2 C

(G) such that
R
G
Od = 1.
Put for f 2 L2

(G;E); g 2 G
f
g
(t) = O(gt
 1
)f(t); t 2 G:
Consider for g 2 G also the element r(g) be the unique element in H such that g = s
r
((g))  r(g),
where s
r
is a section of the map G  ! G=H. Then given a diagram
L
2

(G;E)
v

9?w
zz✉
✉
✉
✉
✉
W
 //
V
//
0
and denote the right-inverse to  by s. Then we define the map w : L2

(G;E)!W by
wf =
Z
G
s(v(f
g
):r(g)
 1
):r(g) d(g):
One sees then easily that this is a continuous H-map using (f:h)
g
= (f
gh
 1
):h, and that the diagram
then commutes.
This proves the statement for n = 1, and one extends this to L2

(G
n
; E) as before.
Now suppose that E is a complete A -H-module and consider L2

(G;E) an A -H-module as in the
previous proposition. Then also G acts on this from the right by (f:g)(t) = f(gt) and this commutes
with the A -H-action.
C.34 Definition. (Induced module) The induced module of E wrt. G is defined as
Ind
G
H
E = C
H
L
2

(G;E)
with the G-action as above. Since that commutes with the A -action, IndG
H
E is a complete
topological A -G-module.
C.35 Lemma. (Shapiro) For n 2 N we define maps 
n
: L
2

(G
n
; Ind
G
H
E)! C
H
L
2

(G
n+1
; E) by
(
n
f)(g
1
; : : : ; g
n+1
) = f(g
1
g
 1
2
; g
2
g
3
; : : : ; g
n
g
 1
n+1
)(g
1
):
These are isomorphisms of topological A -modules and the diagram
  
//
L
2

(G
n
; Ind
G
H
E)

n

d
n 1 //
L
2

(G
n 1
; Ind
G
H
E)

n 1

//
  
  
// C
H
L
2

(G
n+1
; E)
d
0
n 1 // C
H
L
2

(G
n
; E)
//
  
commutes. In particular, the 
n
induce (topological, if we like) A -linear isomophisms on
homology H
n
(G; Ind
G
H
E)

 ! H
n
(H;E).
Proof. We leave out the straight-forward proof.
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C.36 Bar resolutions for totally disconnected groups
Let G be a totally disconnected, locally compact 2nd countable group, and fix a compact open
subgroup K in G. Normalize the Haar measure  on G such that (K) = 1. Let E be a quasi-
complete topological G-A -module.
Define a right-action of Kn on Gn by
(g
1
; : : : ; g
n
):(k
1
; : : : ; k
n
) := (g
1
k
1
; k
 1
1
g
2
k
2
; : : : ; k
 1
n 1
g
n
k
n
) = (1; k
 1
1
; : : : ; k
 1
n 1
) (g
1
; : : : ; g
n
) (k
1
; : : : ; k
n
):
Denote by Gn
K
the set of equivalence classes. Since each class is compact open in Gn, this is a
countable set. Further, Gn
K
carries a left-action of K by multiplication in the first variable.
We also note, that whenever (g
1
; : : : ; g
n
) represents a class in Gn
K
, we can form the multipliction
g
1
  g
n
, representing a class in G=K, independent of the choice of representative.
The following is a trivial generalization of [48, Chapter III, Corollary 2.2].
C.37 Proposition. For G a totally disconnected, 2nd countable, locally compact group, we
have an isomorphism of Hn(G;E) and the n’th homology of the complex
0! E
K
d
0
 ! F(G
K
; E)
K
d
1
 ! F(G
2
K
; E)
K
!    ;
where the coboundary maps are the usual ones on inhomogeneous cochains, and the spaces of
cochains are endowed with the topology of pointwise convergence.
Next we construct a similar "bar" resolution in homology for totally disconnected, 2nd countable G.
Fix still a compact open subgroup K of G. Let E be a complete topological A -G-module.
Considering the right-K-action on L2

(G;E) defined by (:k)(g) = (gk 1), this commutes with
(C.2), and the module of fixed points identifies, algebraically, with C [G=K℄ 
 E, with the right-G-
action (C.2) given here by (Æ
gK

):h = Æ
h
 1
gK

 (:h). The left-A -action is a:(Æ
gK

) = Æ
gK

 (a:).
We write F

(G=K;E) for this module, endowed with the subspace topology from L2

(G;E), which
coincides with the natural inductive topology. This is a complete topologcial A -G-module.
C.38 Proposition. For any complete topological A -G-module E, the module F

(G=K;E) is
projective.
Hence so is F

((G=K)
n+1
; E) for any n  0.
Proof. Given a diagram in EA ;G
F

(G=K;E)
9?w
%%❑
❑
❑
❑
❑
❑
v

B
u //
A
s
kk //
0
with s a continuous A -linear right-inverse of u, the morphism w : F

(G=K;E) ! B can be defined
by
w(Æ
gK

 ) =
Z
K
s(v(Æ
gK

 ):gk):k
 1
g
 1
d(k):
One checks readily enough that this is an A -G-morphism and makes the diagram commute.
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Similarly to above, we want to compute homology using inhomogeneous chains arising from this
complex. We leave out the straight-forward proof.
C.39 Theorem. Define maps T
n
: C
G
F
n
((G=K)
n+1
; E)! C
K
F

(G
n
K
; E) by
T
n
: Æ
(g
0
K;:::;g
n
K)

  7! Æ
(g
 1
0
g
1
;g
 1
1
g
2
;:::;g
 1
n 1
g
n
)

 :g
0
:
Notice that, replacing all the g
i
with g
i
k
i
, this is well-defined in F

(G
n
K
; E) exactly up to the
action of k
0
.
Define also boundary maps d
n
: C
K
F

(G
n+1
K
; E)! C
K
F

(G
n
K
; E) by
d
n
: Æ
(g
0
;:::;g
n
)

  7! Æ
(g
1
;:::;g
n
)

 :g
0
+
+
n
X
i=1
( 1)
i
Æ
(g
0
;:::;g
i 1
g
i
;g
i+1
;:::g
n
)

  + ( 1)
n+1
Æ
(g
0
;:::;g
n 1
)

 :
The T
n
are isomorphisms of topological A -modules, and the following diagram commutes.
  
// C
G
F

((G=K)
n+2
; E)
d
0
n //
T
n+1

C
G
F

((G=K)
n+1
; E)
//
T
n

  
  
// C
K
F

(G
n+1
K
; E)
d
n // C
K
F

(G
n
K
; E)
//
  
In particular, the T
n
induce A -isomorphisms on homology H
n
(G;E) ' H
n
(d

).
C.40 Some remarks on the Hochschild-Serre spectral sequence
The Hochschild-Serre spectral sequence in group cohomology computes the cohomology Hn(G;E) of
an extension
0
//
H
//
G
//
Q
//
0
of discrete groups, in terms of the groups H;Q. It was constructed in [51], and in [68]. (It is often
also referred to as the Lyndon-Hochschild-Serre spectral sequence.)
Recall the end result: for such an extension there is a spectral sequence, abutting to Hn(G;E),
with E
2
-term Ep;q
2
= H
p
(Q;H
q
(H;E)). General references to spectral sequences are [72, 105]. We
recall just that the spectral sequence abutting to the cohomology means that at each n there is a
filtration Hn(G;E) = Hn(G;E)
n
 H
n
(G;E)
n 1
   H
n
(G;E)
0
= f0g such that
E
p;q
1
' H
p+q
(G;E)
p
=H
p+q
(G;E)
p+1
for all p; q, where E;
1
is the infinity page of the spectral sequence. See the references above for its
exact construction, or just take to heart the following: in this text we only use spectral sequences
for vanishing result, and the E;
1
are subquotients of the E;
2
. (In general, whenever constructing
a spectral sequence to compute something, one hopes and prays that it "collapses" at the E
2
-term,
i.e. that this coincides with the infinity page.)
The double complex argument used to construct the Hochschild-Serre spectral sequence for co-
homology of discrete groups can be carried out in the continuous case as well, except that one
has to show at one point that, considering the pointwise application d00 of the coboundary map
d
G
: C(G
q
; E)
H
! C(G
q+1
; E)
H in the complex
  
//
C(Q
p
; C(G
q
; E)
H
)
Q
d
00
//
C(Q
p
; C(G
q+1
; E)
H
)
Q
d
00
//
C(Q
p
; C(G
q+2
; E)
H
)
Q //
  
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one wants to show that the homology of the middle term is isomorphic to C(Qp(Hq(H;E))) for which
one needs a continuous section of the coboundary map d
G
on C(Gq; E)H. (There is also an issue of
definition when Hq(H;E) is not Hausdorff.)
However, this is the only obstruction to carrying through the double complex argument, whence
by the closed graph theorem we get the following version of the spectral sequence in continuous
cohomology. As usual we are taking into consideration the action of a semi-finite tracial von Neumann
algebra A .
C.41 Theorem. (See e.g. [48, Chapter III, Section 5]) Let H be a closed normal subgroup
of the locally compact (second countable) group G, and let E be a topological G-A -module.
Suppose that E is a Fréchet space and that Hn(H;E) is Hausdorff for all n  0.
Then there is a spectral sequence with E
2
-term Ep;q
2
= H
p
(G=H;H
q
(H;E)), abutting to the
continuous cohomology Hn(G;E).
In a similar direction we next show that one can compute the continuous homology by slightly
more general resolutions than projective ones, i.e. a type of flat resolution lemma.
C.42 Definition. Let E be a complete topological A -G-module. We call E 
-acyclic if
H
n
(G;E) = 0; for all n  1:
C.43 Proposition. Let G be a lcsu group and E a complete topological A -G-module. Suppose
that (P

; 

)
 //
E
//
0 is a strengthened resolution in EA ;G of E by 
-acyclic modules. Then
for all n  0
H
n
(C
G
P

; 

) ' H
n
(G;E)
as A -modules.
We note that, as formulated, and as the proof goes below, the isomorphism here is in the algebraic
sense, i.e. an isomorphism of A -modules in the category E(alg)A . As remarked upon earlier (e.g. in the
introduction) we are generally not so interested in the (quotient) topology on continuous homology,
but we also remark that checking all the maps appearing should give an straight-forward verification
that the isomorphism above is indeed a homeomorphism as well, when both sides are endowed with
the relevant quotient topologies.
Proof. Write a double complex Kp;q := L2

(G
p
; P
q
) for p; q  0 and boundary maps d0 : L2

(G
p
; P
q
)!
L
2

(G
p 1
; P
q
) induced by the usual boundary maps on the complex L2

(G

; P
q
) of P
q
-valued inhomoge-
neous chains, for every q, and d00 being pointwise application of .
Considering the Kp;q as just (algebraic) A -modules, there are two (homology) spectral sequences
in this context (i.e. in the category E(alg)A ) abutting to the total homology. Considering complexes
M
(p)
:   
d
00
//
H
p
(K
;q
; d
0
)
d
00
//
H
p
(K
;q 1
; d
0
)
d
00
//
  
//
0
N
(q)
:   
d
0
//
H
q
(K
p;
; d
00
)
d
0
//
H
q
(K
p 1;
; d
00
)
d
0
//
  
//
0
;
the spectral sequences have E2-terms as follows.
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For the first spectral sequence the E2-term is 0E2
p;q
= H
q
(M
(p)
). Then we observe that since P
q
is

-acyclic for all q, we have (the first equality is clear)
H
p
(K
;q
; d
0
) = H
p
(G;P
q
) =
(
0 ; p > 0
C
G
P
q
; p = 0
Hence this spectral sequence collapses at the second page and Htot
n
(K
;
; d
0
+ d
00
) = E
2
0;n
=
H
n
(C
G
P

).
For the other spectral sequence we have 00E2
p;q
= H
p
(N
(q)
). We want to show that this collapses
and computes the homology H

(G;E) since we already know that it abuts to the total homology. We
claim that
(N
(q)
)
p
'
(
0 ; q > 0
L
2

(G
p
; E) ; q = 0
Indeed it is clear that the kernel of the boundary map d00 : L2

(G
p
; P
q
)! L
2

(G
p
; P
q 1
) (with P
 1
:=
0) is exactly L2

(G
p
; ker(
q 1
P
q
! P
q 1
)). Further, since the resolution of E by (P

) is strenghtened,
there are continuous A -linear sections s
q
: im 
q
! P
q
, and these extend by pointwise application
then to sections of d00. This shows the claim for q > 0. For q = 0 we are looking at
  
//
L
2

(G
p
; P
1
)
d
00
//
L
2

(G
p
; P
0
)
//
0 :
By the same argument, the quotient identifies with L2

(G
p
; P
0
= im(
0
)) and indeed since we also
have P
0
= im(
0
) ' E (A -linearly and homeomorphically) the claim follows.
Then one checks readily enough that d0 induces the canonical boundary map on inhomogeneous
chains, completing the proof of the proposition.
C.44 Remark. We mention for completeness that, of course, there is a Hochschild-Serre
spectral sequence in continuous homology as well, and that one can compute the continuous
cohomology using (the corresponding notion of) acyclic resolutions too.
AppendixD
Quasi-continuous cohomology for locally compact groups
In this chapter we make some further remarks on rank completion, along the lines of Section B.52.
That is, we consider a construction of a localization (at least in principle) of the category og topological
G-A -modules with respect to the rank (dimension) isomorphisms, where we explicitly represent the
inverses as "quasi-morphisms" in some sense (Definition D.3).
The end result is that when H E G is a closed normal subgroup of the lcsu group G, then if the
quotient is totally disconnected, we can in fact construct a Hochschild-Serre spectral sequence "up to
dimension". We emphasize that this is a structural approach, in the sense that once we specify which
morphisms to invert and in what sense, the rest falls out quite naturally.
I also remark that, even though from a technical point of view, this chapter is superfluous in order
to prove the results in the main text, it should be viewed within the context of the slogan that totally
disconnected groups should be placed on the same footing as discrete groups, whence it is intrinsically
useful to develop tools that behave exactly as they do for discrete groups whenever possible.
This chapter is intended as a casual digression; a spark, not a flame so to speak. As such, I refrain
from giving exhaustive details.
D.1 Localizing the category of topological modules
In this section (A ;  ) is a semi-finite, -finite tracial von Neumann algebra. We consider throughout
this chapter vector spaces with topologies that are not necessarily Hausdorff. It is understood that
the topologies are still vector topologies in the sense that all the vector operations are continuous.
D.2 Proposition. Let E be a not necessarily Hausdorff topological vector space, and in
addition an A -module such that each a 2 A acts as a continuous linear map.
Suppose E is has a countable neighbourhood basis at each point. Then:
(i) If E is Hausdorff, the maximal zero-dimensional submodule, f 2 E j 9p
n
% 18n : :p
n
= 0g
is closed in E.
(ii) In general, if f0g, the topological closure of f0g in E has A -dimension zero, then the
topological closure of any zero-dimensional submodule is zero-dimensional.
Proof. To prove (i) suppose that (e
k
)
k
is a sequence of points in E, each of which are annihilated
by appropriate, arbitrarily large projections in A . Denote E
k
:= e
k
:A the A -module algebraically
generated by e
k
. Then consider  :=
Q
k
E
k
as a module with diagonal action and

k
:= f(
i
) 2  j 8i = 1; : : : ; k : 
i
= 0g:
By additivity of A -dimension, 
k
  is rank-dense for all k. Hence by the countable annihilation
lemma, f0g = \
k

k
is rank-dense in .
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In particular, there exist p
n
% 1 such that for all k; n we have e
k
:p
n
= 0. Hence if e
k
!
k
e, then
e:p
n
= 0 for all n. This proves (i).
Part (ii) is the same except we get just e:p
n
2 f0g, from which the claim then follows.
D.3 Definition. A quasi-topological G-A -module is a vector space E with a not necessarily
Hausdorff vector topology, such that:
(i) E carries a continuous action of G, and a commuting action of A by continuous linear
maps,
(ii) the topological closure of any zero-dimensional submodule is itself zero-dimensional.
A quasi-morphism f : E ! F of quasi-topological modules is an equivalence class of G-A -linear
continuous maps defined on subquotients,
f
0
: E
0
0
=E
00
0
! F
0
0
=F
00
0
;
where all spaces appearing are submodules, the E 0
0
; F
0
0
are closed in the respective ambient mod-
ules, and such that
dimA E=E
0
0
= dimA E
00
0
= dimA F=F
0
0
= dimA F
00
0
= 0
and two such maps f
0
; f
1
are equivalent if there is an f
2
and a commutative diagram
E
0
0
=E
00
0
f
0 //
F
0
0
=F
00
0
E
0
2
=E
00
2

OO
f
2 //
F
0
2
=F
00
2

OO
E
0
1
=E
00
1
f
1 //
F
0
1
=F
00
1
where
dimA E=E
00
2
= dimA E
00
2
= 0:
D.4 Remark. By Proposition D.2, condition (ii) in the definition above is satisfied if:
 Each point in E has a countable neighbourhood basis,
 The topological closure of f0g in E has A -dimension zero.
D.5 Proposition. There is a canonical composition of morphisms between quasi-topological G-
A -modules, and this induces the structure of a category with objects quasi-topological modules
and morphisms the quasi-morphisms in the sense of Definition D.3.
Proof. Let f
0
respectively g
1
be representatives of morphisms f : E ! F respectively g : F ! Q. Then
f
0
is equivalent to the morphism f
2
: (E
0
0
\ f
 1
0
(F
0
1
))=E
00
0
! (F
0
0
\ F
0
1
) /(F
00
0
\ F
0
1
+ F
00
1
\ F
0
0
) and g
1
to
the morphism g
3
: (F
0
0
\ F
0
1
) /(F
00
0
\ F
0
1
+ F
00
1
\ F
0
0
) ! Q
0
1
/(Q
00
1
+ g
1
(F
00
0
\ F
0
1
)) . Then the composition
g
3
Æ f
2
: (E
0
0
\ f
 1
0
(F
0
1
))=E
00
0
! Q
0
1
/(Q
00
1
+ g
1
(F
00
0
\ F
0
1
))
represents a quasi-morphism g Æ f : E ! Q.
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Hence we talk about the category of quasi-topological modules. If need be we denote it EQ
G;A .
Denote by Q the canonical embedding functor from topological modules satisfying the conditions in
D.3 to the category of quasi-topological modules, and denote by P functor from quasi-topological
modules to topological modules of forming the quotient by the maximal zero-dimensional submodule,
which we denote by T
max
( ).
Whenever f : E ! F is a quasi-morphism and f
0
: E
0
0
=E
00
0
! F
0
0
=F
00
0
a representative, we can con-
struct a new representative f
1
: E
0
0
=T
max
(E
0
0
)! F
0
0
=T
max
(F
0
0
) which is even a morphism of topological
modules since the T
max
( ) are closed submodules. We call any such representative a canonical
representative.
D.6 Lemma. Let f; g : E ! F be quasi-morphisms. Fix representatives f
0
; g
1
. Denote E 00 := E 0
0
\
E
0
1
and let E 00 := T
max
(E
0
) be the maximal zero-dimensional submodule of E 0. Let F 00 := T
max
(F )
be the maximal zero-dimensional submodule of F .
Then f and g are equivalent if and only if the induced morphism (f
0
  g
1
) : E
0
=E
00
! F=F
00
has zero-dimensional image.
Proof. Obvious.
D.7 Definition. A morphism f : E ! F of quasi-topological modules is injective if every
(equivalently any) representive has zero-dimensional kernel, surjective if every (equivalently
any) representative has zero-dimensional cokernel.
We say that an injective morphism f : E ! F is strengthened if it has a left-inverse (con-
tinuous) A -quasi-morphism (i.e. not necessarily G-linear) s : F ! E, in the sense that the
composition of quasi-morphisms s Æ f is equivalent to the identity on E.
In general, we say that f is strengthened if both injective morphisms  : ker f ! E and

f : E= ker f ! F are strengthened.
Note that the modules ker f and E= ker f are only defined up to dimension zero, i.e. up to iso-
morphism as quasi-topological modules. They are only explicit, as modules, once we choose a repre-
sentative. Hence we tend to think of kernels in the categorical sense, i.e. as (isomorphism classes of)
embeddings of the "kernels". Observe that the category of quasi-topological modules has all kernels,
but the not every morphism need have a well-defined cokernel inside the category.
D.8 Lemma. (rearrangement) Let f : E ! F be a quasi-morphism and f
0
a representative.
(i) For every pair of submodules F 00
1
 F
0
1
with F 0
1
closed in F and such that dimA F 00
1
=
dimA F=F
0
1
= 0, there is an equivalent representative f
1
 f
0
such that f
1
: E
0
1
=T
max
(E
0
1
) !
F
0
1
=T
max
(F
0
1
) and E 0
1
 E
0
0
is a closed submodule with codimension zero.
(ii) For every pair of submodules E 00
1
 E
0
1
with E 0
1
closed in E and such that dimA E 00
1
=
dimA E=E
0
1
= 0, there is an equivalent representative f
1
 f
0
such that f
1
: E
0
1
=T
max
(E
0
1
)!
F
0
1
=T
max
(F
0
1
) and F 0
1
 F
0
0
is a closed submodule with codimension zero.
We leave out the straight-forward proof.
D.9 Lemma. The definition of ’strengthened’ in D.7 is meaningful, i.e. if we fix representatives
f
0
; f
1
of f and denote by 
i
: E
0
i
! E
0
i
=E
00
i
the projection, then the induced quasimorphisms
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
0
: 
 1
0
(ker f
0
) ! E and f
0
: E
0
0
= ker f
0
! F are strengthened if and only if the analogous quasi-
morphisms 
1
;

f
1
are. Thus the definition is independent of the specific realization of the kernel
of f .
A morphism f : E ! F of weak G-A -modules is strengthened if and only if it has a (canon-
ical) representative which is a strengthened morphism of topological modules in the sense of
Definition C.2.
Proof. The first part is clear. Indeed, it expresses just the fact the a quasi-morphism has a well-defined
kernel in the sense of category theory.
The ’if’ in the second part is obvious.
The ’only if’ part follows by choosing canonical representatives and repeatedly applying Lemmas
D.6 and D.8.
D.10 Definition. A quasi-topological G-A -module E is (relatively) injective if whenever we
have a diagram
E
0
//
A
v
OO
u //
B
9?w
``❅
❅
❅
❅
where u : A! B is a strengthened morphism in the sense of Definition D.7, there is a morphism
w : B ! E making the diagram commute.
D.11 Proposition. The canonical ’embedding’ functor Q from topological G-A -modules to the
category of quasi-topological G-A -modules sends injectives with no non-trivial, closed, zero-
dimensional G-A -submodules, to injectives.
Proof. Obvious.
D.12 Proposition. The category of quasi-topological modules has sufficiently many injectives.
Proof. Let E be a quasi-topological module. Denote by E 00 the maximal zero-dimensional submodule.
Then P(E) = E=E 00 is a topological G-A -module whence there is an injective topological G-A -
module F such that P(E) embeds in F .
Since P(E) satisfies the conditions of the previous proposition, clearly we can choose F such that
it does as well, e.g. F = C(G;P(E)) works.
By the previous proposition, F is injective the the category of quasi-topological modules, and E
embeds in F in this category.
D.13 Definition. A diagram E
f //
F
g //
Q of quasi-topological modules is exact (or, more
explicitly, quasi-exact or dimension exact) at F provided that there are composable (as maps)
choices of representatives f
0
; g
1
such that im f
0
 ker g
1
, and that this inclusion is rank dense.
D.14 Theorem. Let E;F be quasi-topological G-A -modules, 0 // E  // (E

; d

) a strength-
ened resolution of E, and 0 // F  // (F

; f

) a complex with each F
i
an injective quasi-
topological module.
Then any quasi-morphism u : E ! F lifts to a sequence of quasi-morphisms u

: E

! F

compatible with the coboundary maps, and any such lift is unique up to G-A -homotopy.
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Note that all statements in the theorem (’resolution’, ’injective’, ’unique’, etc.) refer to the category
of quasi-topological modules.
Proof. One can prove this explicitly by choosing canonical representatives along all of (E

; d

) and
then constructing the lifting inductively, all the time keeping track of domains "to the left" of the
current step, taking intersections (possible by the countable annihilation lemma) each time to make
sure everything is nicely defined.
Alternatively, the statement is true generally in exact categories [17, Section 12], and we show
below in Theorem D.19 that EQ
G;A is exact.
D.15 Definition. For a quasi-topological module E we define the quasi-continuous cohomology
H
n
Q(G;E) as the n’th cohomology of the complex
0
//
E
G
0
d
0
//
E
G
1
d
1
//
  
where 0 // E  // (E

; d

) is any injective strengthened resolution of E.
This is an A -module defined up to quasisomorphism.
That is, computing HnQ using two different injective resolutions, the two cohomology spaces are
"algebraically" quasi-isomorphic as A -modules. In particular, if A is finite, they have isomorphic
rank-completions.
If A is semi-finite, we could fix a trace  
0
on A and p
0
a projection with  
0
(p
0
) < 1 and
central support the identity, and then proceed to define Hn
(Q;p
0
)
(G;E:p
0
) as the rank-completion of
the cohomology space HnQ(G;E:p0). This is then unique.
D.16 Theorem. For any topological G-A -module E, we have
dimA H
n
(G;E) = dimA H
n
Q(G;Q(E)):
More generally, for any quasi-topological G-A -module F ,
dimA H
n
Q(G;F ) = dimA H
n
(G;P(F )):
D.17 Exact structure
As mentioned in the introduction, it should be possible to put the relative homological algebra con-
structions in the present text entirely within the framework of exact categories. Our reference for
exact categories is [17].
Let us consider the class E of kernel-cokernel pairs in the category of quasi-topological G-A -
modules as follows. Let a kernel-cokernel pair
E
 //
F
 //
Q
be in E if both quasi-morphisms ;  are strengthened.
D.18 Lemma. Let  : E ! Q be a surjective quasi-morphism. Then  is strengthened if and
only if it has a right-inverse in EQ
1;A .
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See [17, Definition 2.1] for the definition of an exact caegory.
D.19 Theorem. The class E defined above induces an exact structure on the category of
quasi-topological modules.
Proof. Axioms [E0℄ and [E0op℄ are trivial.
By construction the admissible monics and epics are precisely the strengthened injective respec-
tively surjective quasi-morphisms. Axioms [E1℄ and [E1op℄ follow directly from this.
To see that [E2℄ holds consider a push-out diagram
E
u //
v

U
v
✤
✤
✤
V
u
//❴❴❴
F
with u strengthened injective. Choose canonical representatives u
0
; v
0
defined on the same domain
E
0
0
=T
max
(E
0
0
) and such that u
0
: E
0
0
=T
max
(E
0
0
) ! U
0
0
=T
max
(U
0
0
) is a strengthened morphism in the
category of topological modules, with left-inverse s : U 0
0
=T
max
(U
0
0
)! E
0
0
=T
max
(E
0
0
). Define
F := ((U
0
0
=T
max
(U
0
0
)) (V
0
0
=T
max
(V
0
0
))) =im (u
0
 ( v
0
)):
and consider the natural morphisms u := 1 0 and v := 0 1 into this in the diagram.
Now one checks easily enough that this defines a push-out diagram in EQ
G;A and that the morphism
u is strengthened injective with left-inverse s : (x; y) 7! x+ (v Æ s)(y).
The final axiom [E2op℄ is entirely analogous to this.
D.20 The Hochschild-Serre spectral sequence
In this section we construct a Hochschild-Serre spectral sequence in quasi-continuous cohomolgy, under
suitable assumptions. In order to do this, we first need to justify our use of the spectral sequence
associated with a filtration / double complex in the category of quasi-topological A -modules.
This is straight-forward: one just proceeds as usual, and everytime one encounters an countable
intersection of closed submodules, one appeals to the countable annihilation lemma, glance furtively
left and right, and then proceed as if everything was OK.
Compare the following e.g. with [48, Proposition A.9].
D.21 Proposition. Let Kp;q be a first quadrant double complex of quasi-topological A -modules
with coboundary maps
d
0
: K
;q
! K
+1;q
; d
00
: K
p;
! K
p;+1
;
and denote
0
H
p;q
(K) := (ker d
0
\K
p;q
)=d
0
(K
p 1;q
);
00
H
p;q
(K) := (ker d
00
\K
p;q
)=d
00
(K
p;q 1
):
Suppose that 0Hp;q(K); 00Hp;q(K) are quasi-topological A -modules (in their quotient topology)
for all p; q  0. Then, considering the complexes
0Hp : 0 // 0Hp;0(K)
d
00
// 0
H
p;1
(K)
d
00
//
  
00Hq : 0 // 00H0;q(K)
d
0
// 00
H
1;q
(K)
d
00
//
  
;
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there are two spectral sequences 0Ep;q
2
= H
q
(
0Hp) respectively 00Ep;q
2
= H
p
(
00Hq), both abutting to
H

tot
(K) in the category of algebraic quasi-A -modules.
Here is an application. (Compare [59, Lemma 3.9].)
D.22 Definition. A quasi-topological G-A -module E is called acyclic if HnQ(G;E) is equivalent
to zero, i.e. dimA HnQ(G;E) = 0, for all n  1.
D.23 Proposition. Let 0 // E  // (E

; d

E
) be a strengthened resolution, in the category of
quasi-topological modules, of E by acyclic modules E

. Then
H
n
Q(G;E) = H
n
(((E

)
G
; d

E
));
in the category of (algebraic) quasi-A -modules.
One way to prove this is again to appeal to exact categories. However, here is a direct proof.
Proof. We can assume without loss of generality that E
i
is in fact Hausdorff for all i, with no closed
submodules of dimension zero. Define a double complex Kp;q := C(Gp; E
q
)
G for all p; q  0 with the
coboundary maps d0 the canonical coboundary map on the bar resolution C(G; E
q
) of E
q
, respectively
d
00 the pointwise application of d
E
.
Then by hypothesis already we have 0Hp;q(K) = HpQ(G;Eq) which is zero in the category of quasi-
topological A -modules since E
q
is acyclic, unless p = 0 in which case we get EG
q
. By Proposition
D.21 there is a spectral sequence abutting to H
tot
(K) and this has E
2
-term, using notation from that
proposition,
0
E
p;q
2
= H
q
(
0Hp) =
(
0 ; p > 0
H
q
((E
G

; d

E
)) ; p = 0
:
Here the equalities are in the sense of (algebraic) quasi-A -modules.
Hence the spectral sequence collapses at the E
2
-term, and Hn
tot
(K) = H
n
((E

; d

E
)). (Again, "up
to dimension".)
Since the resolution of E by E

is strengthened, there is for each i  0 a closed A -submodule
F
i
 E
i
of codimension zero, such that di
E
j
F
i
is strengthened in the category of (proper) topological
G-A -modules. It follows directly from this and the countable annihilation lemma that
00
H
p;q
(K) =
(
C(G
p
; ker d
0
E
) ' C(G
p
; E) ; q = 0
0 ; q > 0
:
Hence we get the spectral sequence with E
2
-term 00Ep;0
2
= H
p
(G;E) (up to dimension), and zero-
dimensional elsewhere; the spectral sequence collapses whenceHn
tot
(K) = H
n
(G;E) (up to dimension).
This finishes the proof.
D.24 Theorem. (Hochschild-Serre) Let G be a lcsu group and H a closed normal subgroup
such that G=H is totally disconnected. Suppose that Hn(H;L2G) is a quasi-topological LG-
module for all n. Then there is a Hochschild-Serre spectral sequence abutting to H(G;L2G)
with E
2
-term
E
p;q
2
= H
p
Q(G=H;H
q
(H;L
2
G)) ' H
p
Q(G=H;G
q
(H;L
2
G)):
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Proof. Write a double complex
K
p;q
:= F((G=H)
p+1
; C(G
q+1
; E)
H
)
G
in E1;A , the category of topological A -modules. Then do the usual diagram chase and show the claim
explicitly that, for d00 : Kp; ! Kp;+1 pointwise application of the coboundary map on C(Gq+1; E)H
one gets an isomorphism of topological quasi-modules
H
q
(K
p;
; d
00
) ' C((G=H)
p+1
; H
q
(H;E))
G
:
This is where the assumption that G=H be totally disconnected is used, so that there are no
obstacles to lifting a pointwise coboundary to a global one. We leave out the details.
Of course, the "right" proof should go through a Grothendieck spectral sequence for derived
functors in exact categories. I leave it for future work.
AppendixE
Homological algebra for Lie groups and Lie algebras
E.1 Cohomology of Lie groups; a technical lemma
Let X be a (smooth, 2nd countable) manifold and E a quasi-complete topological vector space. We
denote by C1(X;E) the space of smooth functions X ! E, in the "strong" sense that a function is
f : X ! E differentiable in a point x 2 X if, choosing a chart U around x, the induced function f
jU
has all derivatives in local coordinates. This is equivalent to f being weakly differentiable, i.e. that
x 7! he
0
; f(x)i being differentiable for all e0 in the topological dual of E. Equivalently, C1(X;E) '
C
1
(X)


E, the projective tensor product, when E is complete. Both equivalent characterizations are
due to Grothendieck. See [104, Chapter 4.4 and Appendix 2] for more details.
We endow C1(X;E) with the topology of uniform convergence, on compact sets, of all derivatives;
as such it is again a quasi-complete space.
If G is a Lie group acting on X by diffeomorphisms, and acting continuously on E, and A is a
semi-finite, -finite, tracial von Neumann algebra with a commuting right-action on E, then C1(X;E)
is a topological G-A -module when endowed with the actions
(g::a)(x) = g:(g
 1
:x):a:
As in [48, Chapter III, Proposition 1.3], the modules C1(Gn; E) are all injective as topological
G-A -modules, whence we may compute the cohomology H(G;E) using the complex
0! C
1
(G;E)
G
! C
1
(G
2
; E)
G
!   
and the usual coboundary maps. For more details we refer to [48, Chapter III, Proposition 1.5].
Next we give the definitions needed to state [48, Chapter III, Proposition 1.6]. Recall that the
space of smooth vectors in E is the set of vectors e 2 E such that the function g 7! g: from G to E
is smooth. We denote this space E(1;G)
This is a subspace of E, and since the latter is quasi-complete it is dense in E [19]. Clearly it is
also stable under the A -action.
E.2 Proposition. ( [48, Chapter III, Proposition 1.6]) For any Lie group G and any quasi-
complete topological G-A -module E,
H
n
(G;E) = H
n
(G;E
(1;G)
); n  0:
The point of considering the space of smooth vectors is that the G-module structure induces an
action of g, the Lie algebra of G, on E(1;G) as follows. If we denote by  the action of G, then one
defines the derived action d of g by
d(x):e =
d
dt





t=0
(R 3 t 7! exp(tx):e) :
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Further, E(1;G) is a quasi-complete topological vector space where the topology is given by the
inclusion in C1(G;E) mapping e 2 E(1;G) to the smooth function g 7! g:e.
In Section E.5 we set up cohomology theory for Lie algebras and explain the connection with group
cohomology. Presently we prove a technical lemma for later use.
Consider an extension of Lie groups N E G. A priori, for a G-module E, the inclusion of spaces
of smooth vectors E(1;G)  E(1;N) might be strict. However, in certain arguments involving the
Hochschild-Serre spectral sequence, it will be necessary for us to consider the cohomology spaces
H
n
(N;L
2
G
(1;G)
), similarly to the previous proposition.
E.3 Lemma. Let G be a lcsu group such that G
0
, the connected component of the identity, is a
Lie group. Then the inclusion L2G(1;G0)  L2G is rank dense.
In particular, for any connected subgroup H of G
0
, the map Hn(H;L2G(1;G0))! Hn(H;L2G(1;H))
in (smooth) cohomology induced by the inclusion L2G(1;G0)  L2G(1;H) is a rank isomorphism.
Proof. By the initial remarks of [48, p. 347] we have for any (quasi-complete) topological right-G
0
-
module E and any f 2 C

(G
0
);  2 E,
  f :=
Z
G
0
f(g):gd
G
0
2 E
(1;G
0
)
;
where 
G
0
is Haar measure on G
0
.
Now we just identify L2G ' L2(G
0
; L
2
(G
0
nG)) and note that for  2 L2(G
0
; L
2
(G
0
nG)) we have
  f in the sense above identified with the usual convolution product of  2 L2G with the "smooth"
measure fd
G
0
supported on G
0
, since the action of G
0
on L2(G=G
0
) is trivial.
E.4 Remark. There should be a more natural approach to this, which would also give directly
a more general result in Lemma 7.6. Namely, given any locally compact 2nd countable group
G, one can define the smooth functions into a continuous module as suggested in [48, Chapter
III, Section 9]. Then the following should be true:
(i) For any subgroup H  G and any  in any topological G-module E, if G 3 g 7! g: is
smooth, then so is H 3 h 7! h:.
(ii) Convolution by any compactly supported smooth function has image in the smooth vectors.
(iii) There is a smooth approximate unit in L1G.
E.5 Cohomology of Lie algebras
In this section we briefly recall the definition of (relative) Lie algebra cohomology. Our approach will
be based on that of [48], since it allows slightly more general coefficient modules than that of [14],
though we will borrow some structural ideas from the latter.
Throughout this section, g will be a real Lie algebra and k a Lie subalgebra which is reductive in
g, in the sense that the adjoint representation of k in g is semi-simple. In particular, this is always
the case when g is the Lie algebra if a real Lie group and k of a compact subgroup.
Also, (A ;  ) will be a fixed semi-finite, -finite tracial von Neumann algebra.
E.6 Definition. A g-module is a real (or, by restriction, complex) vector space E with a Lie
algebra action g ! End(E), i.e. a linear map into the codomain, mapping brackets in g to the
natural bracket in End(E).
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Equivalently, E is a module over the universal enveloping algebra A(g) of g. If E is a
complex vector space, then this is also equivalent to being an A
C
(g)-module where A
C
(g) is the
complexification of the universal enveloping algebra.
We say that E is a g-A -module if E (is a complex vector space and) also carries a commuting
action of A .
A morphism ' : E ! F of g-A -modules is a (complex-)linear map such that '(X:e:T ) =
X:'(e):T for all X 2 g; e 2 E; T 2 A .
E.7 Definition. An injective morphism of g-A -modules is k-strengthened if it has a k-A -linear
left-inverse.
A morphism ' : E ! F is k-strengthened if both morphisms  : ker'! E and ' : E= ker'! F
are k-strengthened.
A g-A -module E is k-injective if given any diagram
E
B
9?w
>>⑦
⑦
⑦
⑦
A
uoo
v
OO
0
oo
where the bottom row is k-strengthened exact, there is a morphism w : B ! E making the
diagram commute.
E.8 Proposition. Let E be a g-A -module and F a k-module. The g-A -module homk(A(g); homR(F;E))
is k-injective, where k acts by
k:a =  ak; a 2 A(g); respectively (k:)(f) =  (k:f);  2 hom
R
(F;E)
and g by
(g:)(a)(f) = g:((a)(f))  (ga)(f):
Further, considering the case F = n(g=k) with action
k: (X
1
^    ^X
n
) =
n
X
i=1
X
1
^    ^ [k;X
i
℄ ^    ^X
n
;
there is a k-strengthened exact resolution of E
0
//
E
 //
homk(A(g); E)
d
0
//
  
//
homk(A(g)
 
n
(g=k); E)
d
n
//
  
where (e)(a) = (a)e with  : A(g)! R the trivial representation, and
(d
n
)(a
 (X
1
^    ^X
n+1
)) =
n+1
X
i=1
( 1)
i+1
((aX
i
)
 (X
1
^    ^
^
X
i
^    ^X
n+1
)) +
+
X
1i<jn+1
( 1)
i+j
(a
 ([X
i
; X
j
℄ ^X
1
^    ^
^
X
i
^    ^
^
X
j
^    ^X
n+1
)):
Proof. This is essentially proved in [48, Chapter II, Lemma 2.5-7], so we leave out the details.
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Notice that we have an obvious identification
homk(A(g); homR(
n
(g=k); E)) ' homk(A(g)
 (
n
(g=k)) ; E) (E.1)
where on the right-hand side, k acts trivially on E and on the domain by
k: (a
 (X
1
^    ^X
n
)) = a

 
n
X
i=1
X
1
^    ^ [k;X
i
℄ ^    ^X
n
!
  (ak)
 (X
1
^    ^X
n
):
E.9 Remark. More generally, equation (E.1) holds for any F in place of ng=k, and we can
then further identify this with bilinear maps A(g) F ! E satisfying the obvious condition
f((ak)
 (X
1
^    ^X
n
)) =
n
X
i=1
f (a
 (X
1
^    ^ [k;X
i
℄ ^    ^X
n
)) :
E.10 Definition. The relative cohomology of the inclusion k  g with coefficients in the g-A -
module E is the A -module defined, up to isomorphism by
H
n
(k  g; E) := ker

d : (E
n
)
g
! (E
n+1
)
g

= im

d : (E
n 1
)
g
! (E
n
)
g

;
for any k-injective resolution 0! E ! E of E.
For the the proof of uniqueness up to isomorphism, see [48, Chapter II, Section 1].
E.11 Theorem. (van Est [100, 101]) Let G be a connected real Lie group and K a maximal
compact subgroup. Let g respectively k be their (real) Lie algebras.
Let E be a quasi-complete topological G-A -module. Then for any n  0 there is an isomor-
phism of (algebraic) A -modules
H
n
(G;E) ' H
n
(k  g; E1) = Hn(k  g; (E1)
(K)
):
Proof. By [48, Chapter III, Proposition 1.6] and van Est’s theorem [48, Chapter III, Corollary 7.2] (See
also [48, Remark 3.5, Chapter II]) we have Hn(G;E) ' Hn(g; K;E
(K)
) ' H
n
(g; k; E
(K)
), and checking
Guichardet’s explicit formula for the van Est isomorphism (p.227 in [48]) this is an isomorphism of
right-A -modules.
E.12 The Hochschild-Serre spectral sequence
In this section we construct the Hochschild-Serre spectral sequence to compute the relative cohomology
for an extension of Lie algebras. There is a construction of the spectral sequence in the "absolute"
case in [48], that is, the case where k = f0g. There is another construction in [14, Section I.6], in a
slightly different setting than what we are after here. For convenience we will give a more streamlined
construction in the setup we need.
As in the previous section, A is a fixed semi-finite, -finite, tracial von Neumann algebra, k  g
an inclusion of real Lie algebras with k reductive in g. We study extensions, so fix also an ideal h in
g and denote l := h \ k. Then l is an ideal in k.
Denote the quotients g0 := g=h and k0 = k=l. For reference we state the following easy facts:
E.13 Lemma. With the setup above:
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(i) k is a direct sum of Lie algebras k = l k0,
(ii) l is reductive in h and k0 is reductive in g0.
(iii) Every A(h)-invariant subspace of g has an A(h)-invariant complement.
Given a g-A -module E, this gives rise to two new modules:
 The h-A -module obtained by restricting the g-action,
 and the g0-A -module Eh.
The next two lemmas show that both constructions preserve relative injectivity.
E.14 Lemma. Let E be a g-A -module and F a k-module. Then the module homk(A(g); homR(F;E))
as in Proposition E.8 is l-injective as an h-module.
Proof. The idea is to write homk(A(g); homR(F;E)) ' homl(A(h); homR(F 0; E)), as h-A -modules, for
some l-module F 0, and then appeal to the first part of Proposition E.8.
First, since k0 is an ideal in k, we have an identity of k-modules g = h  V  k0 with V  g some
k-invariant subspace, by the previous lemma.
Choose a linear basis fX
i
g
n
i=1
of g such that X
i
2 h for 1  i  n
1
, X
i
2 V for n
1
+ 1  i  n
2
,
and X
i
2 k0 for n
2
+ 1  i  n.
Then the Poincaré-Birkhoff-Witt Theorem implies directly that A(g) ' A(h) 
 U 
 A(k0) where
in general we denote by A( ) the kernel of the augmentation map (trivial representation). Here U
is the span of simple tensors of X
i
’s with n
1
+ 1  i  n
2
.
Since V  k0 is stable under the adjoint representation of k0, it follows that U 0 := U 
 A(k0) is a
module under right-multiplication by A(k0).
Then, inspired by [14, Eq. (2), p. 35] we want to show that
homk(A(g); homR(F;E)) ' homl(A(h); homR(U
0

A(k0) F;E)):
Here l acts on U 0 
A(k0) F by
k:(X
i
1

    
X
i
s

 f) =
0

s
X
j=1
X
i
1

    
 [k;X
i
j
℄
    
X
i
S
1
A

 f + (X
i
1

    
X
i
s
)
 (k:f):
This makes sense since [l; k0℄ = 0, i.e. the enveloping algebras commute.
The exact same formula defines also an action on U 
 F , and we have an obvious isomorphism of
l-modules
hom
R
(U
0

A(k0) F;E) ' homR(U 
 F;E):
Then the desired isomorphism is simply a matter of using the identification as in remark E.9 and
checking that the obvious conditions on multilinear maps A(g)  F ! E versus A(h)  U  F ! E
coincide.
E.15 Lemma. If E is a k-injective g-A -module, then the g0-A -module Eh is k0-injective.
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Proof. This is straight-forward: suppose we have a diagram of g0-A -modules
E
h
B
9?w
>>⑥
⑥
⑥
⑥
A
uoo
v
OO
0
oo
with the bottom row k0-strengthened exact, and denote by s : B ! A a k0-A -linear left-inverse of u.
We may consider A;B;E is g-A -modules via. the quotient homomorphism g ! g0, and then the
maps u; v are g-linear and s is k-linear.
Hence by hypothesis, since Eh is a g-submodule of E, there is a g-A -morphism w : B ! E such
that w Æ u = v. Further, for any Y 2 h; b 2 B we have
Y:w(b) = w(Y:b) = w(0) = 0;
so in fact w(B)  Eh, which completes the proof.
Next we need to define a g0-action on the cohomology Hn(l  h; E) when E is a g-A -module. We
have two natural ways to construct such an action, arising from two different injective resolutions of
E:
(i) First note that the h-action on homl(A(h) 
 n(h=l); E) extends directly to a g-action, since h
is an ideal, whence we have an induced action of g0 on the h-fixpoints.
(ii) Similarly we have the natural g action on the l-injective h-module homk(A(g) 
 n(g=k); E),
extending the h-action whence inducing a g0-action on the fixpoints.
E.16 Lemma. The actions of g0 on H(l  h; E) induced by (i) and (ii) above coincide.
Proof. We have canonical g-A -linear embeddings

n
: homl(A(h)
 
n
(h=l); E)! homk(A(g)
 
n
(g=k); E):
One checks easily enough that these commute with the coboundary maps, and extend the identity on
E, whence it follows that they induce the identity map on Hn(l  h; E), and these conjugate the two
g0-actions by the g-linearity of 
n
.
Now we can construct the Hochschild-Serre spectral sequence as follows. First define the bi-
complex
K
p;q
:= homk0

A(g0)
 p(g0=k0); homk(A(g)
 
q
(g=k); E)h
g0
;
where the second hom-space is a k0-module with trivial action.
This carries two canonical coboundary maps d0 of degree (1; 0) repsectively d00 of degree (0; 1).
Indeed, we take d0 to be the coboundary map of Proposition E.8 with homk(A(g) 
 q(g=k); E)h in
place of E, and d00 to be the pointwise application of the coboundary map on the complex homk(A(g)



(g=k); E)h.
Then we have two filtrations on the cohomology of the total complex K with Kn := 
p+q=n
K
p;q,
carrying the coboundary map d := d0 + d00 - one by restricting the p index and one by restricting the
q index, which gives rise to two spectral sequences to compute Hn(K). To describe these, denote
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H
p;q
(d
0
) := ker(d
0
: K
p;q
! K
p+1;q
)= im(d
0
: K
p 1;q
! K
p;q
); (E.2)
and similarly Hp;q(d00).
(i) The coboundary d00 induces a coboundary map to form for any p a complex
M(p) : 0 // Hp;0(d0) // Hp;1(d0) //   
and there is a spectral sequence 0Ep;q
2
= H
q
(M(p)) abutting to Hp+q(K).
(ii) The coboundary d0 induced a coboundary to form for any q the complex
N(q) : 0 // H0;q(d00) // H1;q(d00) //   
and there is a spectral sequence 00Ep;q
2
= H
p
(N(q)) abutting to Hp+q(K).
Using these two spectral sequences, we are ready to show the following.
E.17 Theorem. (Hochschild-Serre) Let g be a Lie algebra, h an ideal in g, and k a subalgebra
of g which is reductive in g. Let E be a g-A -module.
Then with notation as in the beginning of this section (see also Lemma E.13), there is a
spectral sequence Ep;q
2
= H
p
(k0  g0; Hq(l  h; E)) abutting to Hp+q(k  g; E).
Proof. We have already seen above that there is a spectral sequence 00E abutting to the total coho-
mology of the double complex Kp;q. The proof then consists of two parts: first we show that the total
cohomology coincides with the relative cohomology Hn(k  g; E); second that the spectral sequence
00
E in part (ii) has E
2
-term as claimed in the statement.
First we observe that
H
p;q
(d
0
) = H
p
(k0  g0; homk(A(g)
 
q
(g=k); E)h):
By Lemma E.15, the coefficient module is k0-injective whence this vanishes when p > 0. When p = 0,
we get
H
0;q
(d
0
) =

homk(A(g)
 
q
(g=k); E)h
g0
= homk(A(g)
 
q
(g=k); E)g:
Hence it follows that the spectral sequence 0E has 0E0;q
2
= H
q
(k  g; E) and 0Ep;q
2
= 0, for all
p > 0. Thus it collapses at 0E
2
and since it abuts to the total cohomology we have shown that
H
n
tot
(K
;
) = H
n
(k  g; E).
Next, to show that the spectral sequence 00E in part (ii) above has E
2
-term as stated, we need to
show that
H
p;q
(d
00
) ' homk0(A(g
0
)
 
p
(g0=k0); Hq(l  h; E)):
Recall that the coboundary d00 acts by the usual coboundary applied pointwise in the complex
homk0

A(g0)
 p(g0=k0); homk(A(g)
 

(g=k); E)h
g0
and that the coefficient complex itself, L : homk(A(g) 
 (g=k); E)h computes the cohomology
H

(l  h; E) by Lemma E.14, and does so consistently with the canonical g0 action on the latter by
Lemma E.16.
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It is of course clear that if  2 ker d00 \Kp;q then (a 
X
1

    
X
p
) 2 ker(dL : L
q
! Lq+1) for
all a 2 A(g0); X
1
; : : : ; X
p
2 g0=k0.
We need to show then, that if  is a coboundary pointwise, then it is globally a coboundary. That
is, we need to lift a choice of linear section of dL to a global, g0-equivariant section of d00; fix such
a section s and note that we can and will choose a k0-linear section, since the relevant complex is
k0-strengthened. We indicate a lifting to finish the proof:
Let fY
i
g
m
1
i=1
be a linear basis of k0 and extend this to a linear basis fY
i
g
m
i=1
of g0. For every (finite)
multi-index  = (
i
)
i=1;:::;I
with m
1
 
I
     
1
 1 (the 
i
not necessarily distinct), we put
e

:= Y

I

   Y

1
2 A(k0)  A(g0):
Then we define idempotent maps 

: A(g0)! A(g0) for m  i
j
 m
1
+ 1 by


(Y
i
J

    
 Y
i
1

 e

0
) =
(
0 ; if 
0
6= 
Y
i
J

    
 Y
i
1
; if 
0
= 
:
Observe that every 

is right-A(k0)-linear by the Poincaré-Birkhoff-Witt Theorem, and that
a =
X



(a)
 e

; a 2 A(g0):
(For the lawyers: e
;
:= 1 and 
;
is the augmentation map.)
Then the section we’re looking for is given by
(s)(a
X
1

    
X
p
) =
X



(a):s(e


X
1

   X
p
):
E.18 The mixed case
Theorem E.17 allows us in particular to apply the Hochschild-Serre spectral sequence to inclusions
of connected Lie groups H  G. However, in many cases we also want to consider inclusions where
H is not necessarily connected; a particular inclusion of interest is Z(G)  G when the center is
infinite discrete. But in this case, the cohomology space H1(Z(G); L2G) is non-Hausdorff, so the
Hochschild-Serre spectral sequence for groups does not apply directly.
To get around this we work out a version of Theorem E.17 which is directly applicable. Let G be a
connected Lie group, E a quasi-complete topological G-A -module, and H a discrete, normal subgroup
of G. Denote G0 := G=H, again a connected Lie group, and let g0 be its Lie algebra and k0 the Lie
subalgebra of a maximal compact subgroup. Let E be a quasi-complete topological G-A -module.
Since C1(Gn; E(1;G)) is an injective topological H-A -module for each n (similarly to [48, Chapter
III, Lemma 4.2], noting that there is a locally smooth section of the quotient map), the continuous
cohomology Hn(H;E(1;G)) is the cohomology of the complex
(L)H : 0 // C1(G;E(1;G))H

0
//
C
1
(G
2
; E
(1;G)
)
H

1
//
  
The spaces Ln are smooth for the G-action (See [48, Section D.4.2]) whence (Ln)H is smooth for
the induced G0-action (again this follows since the quotient map G ! G0 is a local diffeomorphism).
Hence this has the structure of a g0-module, and the coboundary maps commute with this whence we
get a g0-module structure on Hn(H;E(1;G)). In this setup we can now show:
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E.19 Theorem. Keep notations as above. There is a spectral sequence (of A -modules, i.e. in
E
(alg)
A ) E
p;q
2
= H
p
(k0  g0; Hq(H;E(1;G))) abutting to H(k  g; E(1;G)).
Proof. Write again the double complex of A -modules.
K
p;q
:= homk0(A(g
0
)
 
p
(g0=k0); (Lq)H)g
0
:
The coboundary maps here are d0 : K;q ! K+1;q given for each fixed q by the coboundary maps in
Proposition E.8 with (Lq)H in place of E. The vertical coboundary maps d00 : Kp; ! Kp;+1 given by
pointwise application of the coboundary maps .
Then we have two spectral sequences of A -modules, both abutting to the total cohomology of
K
;. As usual we analyze the E
2
-terms. First, we have a complex
M(p) :    // Hp(K;q; d0)
d
00
//
H
p
(K
;q+1
; d
0
)
d
00
//
  
and the E
2
-term is the first spectral sequence is 0Ep;q
2
= H
q
(M(p)). But clearly, by the van Est theorem
(M(p))
q
= H
p
(k0  g0; (Lq)H) = Hp(G0; (Lq)H):
Since (Lq)H is an injective G0-module, this vanishes except for p = 0 where (M(0))
q
' (Lq)G
0
'
C
1
(G
q+1
; E
(1;G)
)
G. The coboundary maps d00 induce the  on M(0) whence
0
E
p;q
2
=
(
0 ; p > 0
H
q
(k  g; E(1;G)) ; p = 0
Thus the total cohomology coincides with H(k  g; E(1;G)). For the second spectral sequence we
have complexes
N(q) :   
d
0
//
H
q
(K
p;
; d
00
)
d
0
//
H
q
(K
p+1;
; d
00
)
d
0
//
  
and 00Ep;q
2
= H
p
(N(q)). As in the proof of Theorem E.17 we need to show that
(N(q))
p
' homk0(A(g
0
)
 
p
(g0=k0); Hq(H;E))g
0
:
In fact, this is shown just as in that proof, once we note that the in complex (L)H, we can lift
an element in im q K 0-invariantly to an element in (Lq)H element, whence ditto k0-invariantly (where
K
0 is a maximal compact subgroup). In fact this is not a priori true, but we note that any element
in Kp;q takes its values in ((Lq)H)
(K
0
)
, the space of K 0-finite vectors. Thus, since linear maps are
automatically continuous on finite-dimensional spaces we can choose a linear section s
q
of qj
((Lq)H)
(K
0
)
and replace it with
R
K
0
k
0
:s
q
(k
0 1
).
This finishes the proof.
E.20 Remark. Note that in fact Theorem E.17 follows by (an extension of) the previous
theorem (to general closed subgroups H), by the van Est theorem.
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