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Abstract Lorenz(1963) $\mathrm{o}\mathrm{b}\mathrm{t}_{)}\mathrm{a},\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{d}$ numerical results by integrating a sim-
ple third order system of ordinary differential equations on a computer. These
equa,tions were derived from a, simple model of the $\mathrm{w}\mathrm{e}\mathrm{a}$,ther and Lorenz was
trying to show that the solutions of ordinary differential equations could be
(in $\mathrm{p}\mathrm{r}\mathrm{a},\mathrm{c}\mathrm{t},\mathrm{i}\mathrm{c}\mathrm{e}$ ) unpredicta,ble despit, $\mathrm{e}$ being deterministic. Here we consider the
syst,em of $\mathrm{s}\mathrm{t}_{0}\mathrm{c}\mathrm{h}\mathrm{a}\mathrm{S}\mathrm{t},\mathrm{i}\mathrm{C}$ differential equa,lions of the Lorenz type where the drift
a,nd diffusion coefficients a,re allowed to be increasing functions in a small
$\mathrm{p}\mathrm{a}_{}\mathrm{r}\mathrm{a},\mathrm{m}\mathrm{e}\mathrm{t},\mathrm{e}\mathrm{r}\epsilon>0$ . Then, by a, spa,ce-time transformation, we derive a new
stocha,$\mathrm{s}\mathrm{t}_{)}\mathrm{i}\mathrm{c}$ system from $\mathrm{t},\mathrm{h}\mathrm{e}.\mathrm{L}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{n}\mathrm{Z}$-like $\mathrm{e}.\mathrm{q}\mathrm{u}\mathrm{a}.’ \mathrm{t},\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}$ and show that this new
$\mathrm{s}\mathrm{y}\mathrm{s}\mathrm{t}_{J}\mathrm{e}\mathrm{m}$ tends to the stocha,stic Duffing oscillator as $\epsilonarrow 0$ . This research is
$\mathrm{m}\mathrm{o}\uparrow_{J}\mathrm{i}\mathrm{V}\mathrm{a},\mathrm{t}\mathrm{e}\mathrm{d}$ by a singula,$\mathrm{r}$ perturbation problem for stochastic oscillators, such
a,s the Duffing model, the Lie’nard model.
1 Lorenz Model and Duffing Oscillator
The Lorenz equations first a,rose in 1963 from a, drastically over-simplified
model of therma,1 convection in a, layer of fluid. In their ‘usual’ form they are
$\frac{dx}{d\#}$ $=$ $-\sigma(x-y)$ ,
$\frac{dy}{dt}$ $=$ $rx-y-Xz$ ,
$\frac{dz}{d\theta}$ $=$ $-bz+xy$ ,
where the $\mathrm{p}\mathrm{a}$,rameters $\sigma,$ $b$ a,nd $r$ are real and positive. The values chosen by
Lorenz a,re
$\sigma=10$ , $b= \frac{8}{3}$ a,nd $r=28$ ,
but in the context of bifurcation theory it is usual to treat $\sigma$ and $b$ as fixed
a,nd allow $r$ to vary. In the original context, $r$ act,ed as a measure of the
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imposed tempera,ture difference between the bottom of the fluid layer and
the top, which is what was driving the convective motion. In the same vein,
$x$ mea,sured the flow speed, while $y$ and $z$ denoted certain broad features of
t,he tempera,ture distribution (see Addison (1997, pp.125-126)).
The Lorenz equations are symmetric under the operation
$(x, y, z)arrow(-X, -y, z)$ ,
$\mathrm{a}$, fact that) will be useful later and has stationary points a,t the origin $(0,0,0)$
a,nd a\dagger , solutions of $x=y$ (from $dx/dt=0$ ) and $bz=x^{2}$ (from $dz/dt–0$ )
and so
$b(r-1)x-x=03$ (from $dy/dt=0$ ).
Hence $\uparrow J\mathrm{h}\mathrm{e}\mathrm{r}\mathrm{e}$ a,re two $0\uparrow_{r}\mathrm{h}\mathrm{e}\mathrm{r}$ stationary points (see Glendinning (1994, p.359)
and R,asband (1990, p.96) $)$ ,
$C_{\pm}=(\pm\sqrt{b(r-1)},$ $\pm\sqrt{b(r-1)},$ $r-1)$
provided $r>1$ . A little linear analysis shows that the origin is stable if
$0<r<1$ and loses stability in a, pitchfork bifurcation at $r=1$ , creating the
two non-trivial stationa,ry points which are (initially) stable. To determine
the $\mathrm{s}\mathrm{t}\mathrm{a}$,bility of $\mathrm{t}_{J}\mathrm{h}\mathrm{e}\mathrm{S}\mathrm{e}$ points we look at the following Jacobian matrix:
This $\mathrm{h}\mathrm{a},\mathrm{s}$ eigenva,lues given by the roots of
$\lambda^{3}+(\sigma+b+1)\lambda^{2}+b(\sigma+r)\lambda+2\sigma b(r-1)=0$
when evalua,ted at either $C_{+}$ or $C_{-}$ . Not,e $\mathrm{t}\mathrm{h}\mathrm{a},\mathrm{t}$ since $C_{-}$ is the image of
$C_{+}$ under the $\mathrm{s}\mathrm{y}\mathrm{m}\mathrm{m}\mathrm{e}\dagger\prime \mathrm{r}\mathrm{y}$ the $\mathrm{s}\mathrm{t}\prime \mathrm{a},\mathrm{b}\mathrm{i}\mathrm{l}\mathrm{i}\dagger \mathrm{y}$ properties of the two stationary points
must, be the same. We can look for bifurcations of the stationary points, i.e.
va,lues of the $\mathrm{p}\mathrm{a}$,rameters for which either $\lambda=0$ or $\lambda=i\omega$ are solutions of
the eigenva,lue equat,ion. The Jacobian matrix at the origin is
a,nd so there is one eigenvalue $\mathrm{o}\mathrm{f}-b$ with the $z$-axis as its associated eigenvec-




which gives $\lambda_{-}<0$ and $\lambda_{+}>0$ . At $r=1$ the eigenvalue $\lambda_{-}=0$ . So as $r$
passes through 1, there is a bifurcation with a change of stability.
Let) us consider a schematic diagram of Rayleigh-Benard convection be-
t,ween two horizontal plates. The bottom plate is at a temperature $T_{b}$ which
is greater than that of the top plate, $T_{t}$ . For small differences between the
$\mathrm{t}_{t}\mathrm{w}\mathrm{o}$ temperatures, $\mathrm{h}\mathrm{e}\mathrm{a},\mathrm{t}$, is conducted through the stationary fluid between the
plates. However, when $\tau_{b}-T_{t}$ becomes large enough, buoyancy forces within
the heated fluid overcome internal fluid viscosity and a pattern of counter-
rotating, steady recirculating vortices is set up between the plates. Lorenz
noticed $\mathrm{t}\mathrm{h}\mathrm{a},\dagger,$ , in his simplified mathematical model of Rayleigh-Benard con-
vection, very small differences in the initial conditions blew up and quickly
led to enormous differences in tlle final behaviour. He $\mathrm{r}\mathrm{e}\mathrm{a}$,soned $\mathrm{t}\mathrm{h}\mathrm{a},\mathrm{t}$ if this
type of behaviour could occur in such a, simple dynamical system, then it
ma,$\mathrm{y}$ also be possible in much more complex physical system involving con-
vection: the weather syst, $\mathrm{e}\mathrm{m}$ . Thus, a very small perturbat,ion, caused for
instance by a butterfly fla,pping its wings, would lead rapidly to complete
change in future weather patterns. The system of the Lorenz equations has
two nonlinearities, the $xz$ term and the $xy$ term, and exhibits both periodic
and chaotic motion depending upon the values of the control parameters $\sigma,$ $r$
and $b$ . The parameter $\sigma$ is the Prandtl number which relates the energy
losses within the fluid due to viscosity to those due to thermal conduction;
$r$ corresponds to the dimensionless measure of the temperature difference
between the plates known as the Rayleigh number; and $b$ is related to the
$\mathrm{r}\mathrm{a}\mathrm{t}_{)}\mathrm{i}\mathrm{o}$ of the vertical height of the fluid layer to the horizontal extent of the
convective rolls within it. Note also that the variables $x,$ $y$ and $z$ are not spa-
tial $\mathrm{c}\mathrm{o}-\mathrm{o}\mathrm{r}\mathrm{d}\mathrm{i}\mathrm{n}\mathrm{a},\mathrm{t}_{)}\mathrm{e}\mathrm{s}$ but rather represent the convective overturning, horizontal
temperature varia,tion, and vertical temperature variation respectively.
Now, consider the numerical case where
$\sigma=10$ and $b= \frac{8}{3}$ .
The origin
$x=0$ , $y=0$ , $z=0$
is clea,rly an stationa,ry point for all $r$ , but it turns out to be stable according
to linear theory only for $r<1$ . If we increase $r$ beyond 1 we find two ‘new’
stationary points
$x=y=\pm\sqrt{\frac{8}{3}(r-1)}$ , $z=r-1$ .
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These exist for all $r>1\mathrm{b}\mathrm{u}\dagger$, turn out to be linearly stable only for $1<r<$
24.74. No other stationa,ry points exist. Some typical numerical solutions in
the $\mathrm{c}\mathrm{a}$,se where $r=28$ can be obta,ined by using the program C. The chaotic
$\mathrm{n}\mathrm{a}$,ture of these solutions is evident, not just because of their irregularity,
but because of their extreme sensitivity to initia,1 conditions. With an initial
difference of 1 part in 1000 the oscillation sequences are seen diverging as $t$
becomes $\mathrm{g}\mathrm{r}\mathrm{e}\mathrm{a}\mathrm{t},\mathrm{e}\mathrm{r}\uparrow,\mathrm{h}\mathrm{a}\mathrm{n}$ about 13. Moreover, even if we reduce the discrepancy
in $\mathrm{t},1_{1}\mathrm{e}\mathrm{i}\mathrm{n}\mathrm{i}\dagger,\mathrm{i}\mathrm{a},1$ conditions by a factor of 100, to just 1 part in 100000, we
only ma,nage to keep the solutions together for a little longer, till $t$ is about
16, after which they once a,ga,in go their separate ways (see Acheson (1997,
pp. 158-161)).
Lorenz saw this behaviour to be a genera,1 property of irregular oscilla-
$\},\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}$ in nonlinea,$\mathrm{r}$ systems; indeed, he realized that this extreme sensitivity
to $\mathrm{t}_{\mathit{1}}1_{1}\mathrm{e}$ init,ia,l conditions was essentia,$11\mathrm{y}\mathrm{t},\mathrm{h}\mathrm{e}$ cause of irregularity. He realized,
too, $\mathrm{t},\mathrm{h}\mathrm{e}$ practical implications, rema,rking in his 1963 paper that
... When our results... are a,pplied to atmosphere, ... they indicate
$\mathrm{t}_{)}\mathrm{h}\mathrm{a},\mathrm{t}$, prediction of the sufficiently distant future is impossible by any method,
unless $\{_{J}\mathrm{h}\mathrm{e}$ present conditions are known exactly. In view of the inevitable
$\mathrm{i}\mathrm{n}\mathrm{a}$,ccura,cy and incompleteness of weather observations, precise very-long-
ra,nge foreca,sting would seem t,o be non-existent.
If we view the Lorenz equations as a fiuid flow in phase space, writing
$u=-\sigma(x-y)$ etc., t,he divergence of the flow is
$\frac{\partial u}{\partial x}+\frac{\partial\uparrow)}{\partial y}+\frac{\partial w}{\partial z}=-\sigma-1-b$, $\cdot$ . . $(\#)$
which is $\mathrm{n}\mathrm{e}\mathrm{g}\mathrm{a},\mathrm{t}\mathrm{i}\mathrm{V}\mathrm{e}$; this va,lue is estimated at $-13 \frac{2}{3}$ in the particular case
where $\sigma=10$ a,nd $b= \frac{8}{3}$ . Consider, then, a small blob of phase fluid initially
$\mathrm{c}\mathrm{e}\mathrm{r}\mathrm{l}(,\mathrm{r}\mathrm{e}\mathrm{d}$ on (5, 5, 5). Beca,use this represents a whole set of slightly different
initial conditions, $\mathrm{a},1\mathrm{l}\mathrm{d}$ because we know the outcome to be sensitive to these,
we know $\mathrm{t},l_{1}\mathrm{a},\uparrow$) $\dagger_{J}\mathfrak{l}_{1}\mathrm{e}$ blob will become greately deformed and spread about all
over the a,ttractor in quite a short time. Yet beca,use of the result $(\#)$ the blob
must) ma,nage to do this while decreasing in volume a,ll $\mathrm{t}_{J}\mathrm{h}\mathrm{e}$ time. Moreover, a
divergence of –13.667 corresponds to a quite spectacular $\mathrm{r}\mathrm{a}$,te of shrinking.
A good inf,roduction to $\mathrm{t}_{r}\mathrm{h}\mathrm{e}$ deterministic Lorenz syst,em is given in Guck-
enheimer and IIOIIIIS (1983), Spa,rrow (1983) a,nd Lichtenberg and Lieberman
(1982) who discuss the deriva,$\mathrm{t}_{J}\mathrm{i}\mathrm{o}\mathrm{n}$ from fluid dyna,mics. Noise-driven oscilla-
tor a,na,logue to the deterministic Lorenz equations are investigated by va,rious
a,ut,hors, who a,re, for example, $\mathrm{c}\mathrm{i}\mathrm{t}$,ed in Schaffer and $\mathrm{T}\mathrm{r}\mathrm{u}\mathrm{t}_{\mathit{1}}\mathrm{y}$ (1989).
A simple forccd, damped nonlinear oscilla,tor is known as the Duffing
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oscillator, and $\mathrm{h}\mathrm{a}_{j}\mathrm{s}$ the equation of motion
$m \frac{d^{2}x}{dt^{2}}+k\frac{dx}{dt}+\beta x^{3}=A_{f}\cos\omega t$ .
$\mathrm{W}\mathrm{i}\mathrm{t}\mathrm{h}\mathrm{o}\mathrm{u}\uparrow,\mathrm{l}\mathrm{o}\mathrm{s}\mathrm{s}$ of generality, we may simplify the equation of motion of the
Duffing oscila,tor by setting the mass, $rn$ , spring $\mathrm{s}\mathrm{t}\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{n}\mathrm{e}\mathrm{S}\mathrm{S}_{)}\beta$ , and the angular
frequency, $\omega$ , to $\mathrm{u}\mathrm{n}\mathrm{i}\mathrm{t}$) $\mathrm{y},$ $\mathrm{t}_{J}\mathrm{o}\mathrm{g}\mathrm{e}\mathrm{t}_{)}$
$\frac{d^{2}x}{dt^{2},}+k\frac{dx}{dt}+x^{3}=A_{f}\cos t$ .
We now have only $\mathrm{t}_{J}\mathrm{w}\mathrm{o}$ control parameters: $\mathrm{a}$, damping coefficient $k$ , and
the a,mplitude of forcing, $A_{f}$ . By va,rying these two parameters we can loca,te
reginles of periodic a,nd chaotic oscillations (see Addison (1997, pp.120-122)).
The above equation is a special $\mathrm{c}\mathrm{a}$,se of the following equa,tion:
$\frac{d^{2}x}{dt^{2}}+k\frac{dx}{dt}+\alpha x+\beta x^{3}=AJ\cos t$ .
Let us consider the point mass $m$ in a spring oscillator, which moves to and
fro under $\mathrm{t}_{)}\mathrm{I}_{1}\mathrm{e}$ action of a spring. Let $x=0$ denote the equilibrium point, at
which the spring is neither extended nor compressed, a,nd let the force exerted
by the spring be $F(x)$ in the negative $x$-direction. In general, this will be a
complica,ted funct,ion of $x,$ $\mathrm{d}_{\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{r}},\mathrm{m}\mathrm{i}\mathrm{n}\mathrm{e}\mathrm{d}$ by the detailed elastic properties of
the spring, but we do know that $F(\mathrm{O})=0$ , because the spring force must be
zero at the equilibrium $\mathrm{p}_{\mathrm{o}\mathrm{i}\mathrm{n}\uparrow \mathrm{J}}x=0$ . The above-cited equation arises quite
naturally from the forced oscillator problem of
$m \frac{d^{2}x}{dt^{2}}=-F(x)$ ,
with $rn=1$ , if the spring behaves the sa,me way in compression as it does
in $\mathrm{e}\mathrm{x}\mathrm{t}$,ension, so that $\Gamma\forall(-x)=-F(x)$ , i.e. $F(x)$ is an odd function of $x$ .
If we confine attention to small values of $|x|$ , so that the particle is close to
the equilibrium point, we may approximate $F(x)$ by the first two terms of its
Taylor series $\mathrm{a},\mathrm{b}_{\mathrm{o}\mathrm{u}1}lx=0$ and then obtain $F(x)\approx\alpha x+\beta x^{3}$ , because there
$\mathrm{c}\mathrm{a}\gamma \mathrm{n}$ be no $x^{2}$ term. The coefficient $\beta=\frac{1}{6}F’’’(0)$ may be positive or negative,
depending on the $\mathrm{n}\mathrm{a}\mathrm{r}\dagger,\mathrm{u}\mathrm{r}\mathrm{e}$ of the spring (see Acheson (1997, p.164)).
Our resea,rch is motivated by a, singular perturbation problem for stocha,s-
tic oscilla,tors as described in Narit,a $(1993, 1994)$ .
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2 Derivation of Stochastic Duffing Oscillator
from Lorenz System
Let $(\Omega, \mathrm{F}, P)$ be a, probability space with an increasing family $\{\mathrm{F}_{t}, t\geq 0\}$
of $\mathrm{s}\mathrm{u}\mathrm{b}-\sigma$-algebras of $\mathrm{F}$ , and let $W(t)=(w\mathrm{o}(t), w_{1}(t),$ $w2(t))$ be a three-
dimensiona,1 Brownian motion process adapted to $\mathrm{F}_{t}$ . Then we consider the
following system of stocha,stic differential equations of the Lorenz type:
$dx(t)$ $=$ $-\sigma[x(t)-y(t)]dt$ ,
(2.1) $dy(t)$ $=$ $[rx(t)-y(t)-X(t)Z(t)]dt+\delta_{1}dw1(t)$ ,
$dz(t)$ $=$ $[-bz(t)+x(t)y(t)]dt+\delta_{2}dw_{2}(t)$
with $\dagger_{J}\mathrm{h}\mathrm{e}$ fa,mily $\{\sigma, r, b, \delta_{1}, \delta_{2}\}$ of positive constants.
Definition 2.1 Let $\epsilon$ be a small parameter such that $0<\epsilon<<1$ . For the
solution $(x(t), y(t),$ $z(t))$ of (2.1), define $x^{\epsilon}(t),$ $y^{\epsilon}(t)$ and $z^{\epsilon}(t)$ by
$. \prime r_{(t)=x}^{\epsilon},(\frac{\epsilon t}{\sqrt{\sigma}})$ , $y^{\epsilon}(t)=y( \frac{\epsilon t}{\sqrt{\sigma}})$ , and $z^{\epsilon}(t)=z( \frac{\epsilon t}{\sqrt{\sigma}})$ .
Then it is easy to see that $(x^{\xi}(t), y(\mathcal{E}t),$ $Z\epsilon(t))$ satisfies the following system




Here a,nd hereafter, $\overline{w}_{1}(t)$ and $\overline{w}_{2}(t)$ are (new) one-dimensional Brownia, $\mathrm{n}$
$\mathrm{m}\mathrm{o}\dagger)\mathrm{i}\mathrm{o}\mathrm{n}$ processes which a,re defined by
$u^{-})1(t)= \sigma^{1/}4\frac{1}{\sqrt{\epsilon}}w_{1}(\frac{\epsilon t}{\sqrt{\sigma}})$ and $\overline{vJ}_{2}(t)=\sigma^{1/4}\frac{1}{\sqrt{\epsilon}}w_{2}(\frac{\epsilon t}{\sqrt{\sigma}})$ ,
so that they a,re a,da,pted to $\mathrm{F}_{t}$ and independent each other.
Definition 2.2. For \dagger ,he solution $(x^{\xi}(t), y(\epsilon t),$ $Z^{\epsilon}(t))$ of (2.2), define $\xi^{\epsilon}(t),$ $\eta^{\epsilon}(t)$
and $q^{\epsilon}(t)$ by
$\xi^{\epsilon}(t)=\frac{\epsilon}{\sqrt{2\sigma}}x^{\epsilon}(t)$ , $\eta^{\epsilon}(t)=-\frac{\epsilon^{2}}{\sqrt{2}}(x^{\epsilon}(t)-y(\epsilon t))$
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a,nd $q^{\epsilon}(t)= \frac{\epsilon^{2}}{\sigma}(\sigma z^{\epsilon}(t)-\frac{1}{2}x(t)^{2)}\epsilon$ .
Moreover, for the positive parameters $\sigma$ and $b$ , define $a,$ $\beta$ and $h$ by
$a= \frac{b}{\sqrt{\sigma’}}$ $\beta=\frac{2\sigma-b}{\sqrt{\sigma}}$ and $h= \frac{\sigma+1}{\sqrt{\sigma}}$ .
Then $(\xi^{\epsilon}(t), \eta^{\xi}(t),$ $q^{\xi}(t))$ satisfies t,he following syst,em of stochastic differential
equations:
$d\xi^{\epsilon}(t)$ $=$ $\eta^{\epsilon}(t)dt$ ,
$d\eta^{\xi}(t)$ $=$ $-[(\epsilon h)\eta(\epsilon t)+\xi\epsilon(t)^{3}+\{q^{\mathrm{g}}(t)-\epsilon^{2}(r-1)\}\xi^{\epsilon}(t)]dt$
(2.3)
$+( \frac{1}{\sqrt{2}}\delta_{1}\sigma^{-}1/4)\epsilon^{5/2}d\tilde{w}_{1}(t)$ ,
$dq^{\epsilon}(t)$ $=$ $[-(\epsilon a)q^{\epsilon}(t)+(\epsilon\beta)\xi\epsilon(t)^{2}]dt+(\delta_{2}\sigma-1/4)\epsilon d5/2\tilde{w}_{2}(t)$ .
Remark 2.1. In the system (2.3), the solutions $\xi^{\epsilon}(t)$ and $q^{\epsilon}(t)$ can be
rega,rded as the response to the stochastic Duffing oscillator and $\mathrm{t}_{J}\mathrm{h}\mathrm{e}$ Ornstein-
Uhlenbeck type process, respectively, as follows:
$\frac{d^{2}\xi}{dt^{2}}+(\epsilon h)\frac{d\xi}{dt}+\xi 3\{+q-\mathcal{E}^{2}(_{\Gamma}-1)\}\xi=(\frac{\delta_{1}}{\sqrt{2}}\sigma^{-1/4)}\epsilon^{5/2}\frac{d\overline{w}_{1}}{dt}$ ,
and
$\frac{dq}{dt}=-(\epsilon a)q+(_{\mathcal{E}}\beta)\xi 2(+\delta 2\sigma-1/4)\epsilon^{5/}\frac{d\tilde{w}_{2}}{dt}2$ ,
where $\frac{d\overline{w}_{1}}{dl}$ and $\frac{d\overline{w}_{2}}{dt}$ are $\mathrm{t},\mathrm{I}_{1}\mathrm{e}$ formal white noises.
For the $\mathrm{a}\mathrm{n}\mathrm{a}$,lysis we treat t,he case when $r>1$ and allow the coefficients
$\delta_{1}$ and $\delta_{2}$ of the $\mathrm{i}\mathrm{n}\mathrm{t},\mathrm{e}\mathrm{n}\mathrm{s}\mathrm{i}\mathrm{t}\mathrm{y}$ of the fluctuation to blow up.
Assumption 2.1 In the original system (2.1), the coefficients $r,$ $\delta_{1}$ and $\delta_{2}$
depend on a small para,meter $0<\epsilon<<1$ as follows:
(i) $r=1+\epsilon^{-2}$ , that is $\epsilon\sqrt{r-1}=1$ .
(ii) $\delta_{1}=\delta_{1}(\epsilon)=c_{1^{\mathcal{E}}}k-5/2$ with constants $c_{1}>0$ and $k\geq 0$ .
(iii) $\delta_{2}=\delta_{2}(\epsilon)=c_{2}\epsilon^{l-5/2}$ with constants $c_{2}>0$ and $l\geq 0$ .
Assumption 2.1 implies the following circumstances:
$\bullet\delta_{1}(\epsilon)\uparrow\infty \mathrm{a},1\mathrm{l}\mathrm{d}\delta_{2}(\epsilon)\uparrow\infty$ a,s $\epsilon\downarrow 0$
provided t,hat $0 \leq k<\frac{5}{2}$ and $0 \leq l<\frac{5}{2}$ .
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$\bullet$ $\delta_{1}(\epsilon)\downarrow 0$ and $\delta_{2}(\epsilon)\downarrow 0$ as $\epsilon\downarrow 0$ provided that $k> \frac{5}{2}$ and $l> \frac{5}{2}$ .
$\bullet$ $\delta_{1}(\epsilon)\equiv c_{1}$ and $\delta_{2}(\epsilon)\equiv c_{2}$ provided that $k=l= \frac{5}{2}$ .
Under Assumption 2.1, $\mathrm{t}_{\mathrm{J}}\mathrm{h}\mathrm{e}$ system (2.3) can be written by the following form:
$d\xi^{\epsilon}(t)$ $=$ $\eta^{\epsilon}(t)dt$ ,
$d\eta^{\epsilon}(t)$ $=$ $-[(\epsilon h)\eta^{\epsilon}(t)+\xi\epsilon(t)^{3}+\{q^{\epsilon}(t)-1\}\xi^{\epsilon}(t)]dt$
(2.4)
$+ \epsilon^{k}(\frac{1}{\sqrt{2}}c_{1}\sigma-1/4)du^{-})1(t)$ ,
$dq^{\epsilon}(t)$ $=$ $\epsilon[-aq^{\xi}(t)+\beta\xi^{\epsilon}(t)^{2}]dt+\epsilon^{l}(c_{2}\sigma^{-})1/4d\overline{w}_{2}(t)$ .
Our goal is to obtain the limit processes of the above system (2.4) as
$\epsilonarrow 0$ . For this purpose, taking $\epsilon=0$ in (2.4), we can derive the following
system of reduced equations:
$d\xi(t)=\eta(t)dt$ ,
(2.5) $d \eta(t)=-[\xi(t)^{3}+\{q(t)-1\}\xi(t)]dt+\varphi(k)(\frac{1}{\sqrt{2}}c_{1})\sigma^{-1/4}du-)1(t)$ ,
$dq(t)=\psi(l)(C_{2}\sigma^{-})1/4d\overline{w}_{2}(t)$ ,
where
(2.6) $\varphi(k)=\{$ $01$ $\mathrm{i}\mathrm{f}\mathrm{i}\mathrm{f}$ $k>0k=0$ , and $\psi(l)=\{$ 1 if $l=0$ ,
$0$ if $l>0$ .
Remark 2.2 The solutions $\xi(t)$ and $q(t)$ of the above system (2.5) can be
rega,rded a,s $\mathrm{t}_{\mathit{1}}\mathrm{h}\mathrm{e}$ response to the stochastic Duffing oscillator and the Brownian




with the forma,1 wtli(, $\mathrm{e}$ Iloises $\frac{d\tilde{w}_{1}}{dt}$ and $\frac{d\tilde{w}_{2}}{dt}$ .
$\mathrm{T}\mathrm{t}\mathrm{l}\mathrm{e}\mathrm{s}\mathrm{y}_{\mathrm{S}}\dagger,\mathrm{e}\mathrm{m}(2.1)$ with $\delta_{1}=\delta_{2}=0$ is the deterministic Lorenz model,
in which the $\mathrm{B}\mathrm{r}\mathrm{o}\mathrm{w}\mathrm{I}\mathrm{l}\mathrm{i}\mathrm{a},\mathrm{t}\mathrm{l}$ nlot)ion processes do not a,ppear; moreover, the ex-
pression of the limit system (2.5) with $c_{1}=c_{2}=0$ is equivalent to that with
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$\varphi(k)=0$ a,nd $\sqrt$) $(l)=0$ . The deterministic case when $\varphi(k)=0$ and $\psi(l)=0$
is forma,lly obta,ined by Andreychikov and Yadovich (1981), that is intro-
duced by Neima,rk and Landa (1992, pp.15-16) without the proof. Our main
theorem corresponds to an extension of the above deterministic case to the
stocha,$\mathrm{s}\mathrm{t}_{)}\mathrm{i}\mathrm{c}$ one with mathematica,lly rigorous proof. In particular, Theorem
4.3 shows \dagger ,ha,t the $\mathrm{s}\mathrm{y}\mathrm{s}\mathrm{t},\mathrm{e}\mathrm{m}(2.4)$ with $\beta=0$ converges to the stochastic sys-
tenl (2.5) in the sense of mean squa,re as $\epsilonarrow 0$ . This involves the asymptotic
beha,viour of the system (2.1) with large parameters $r,$ $\delta_{1}$ and $\delta_{2}$ as described
in Assumption 2.1.
In Rema,rk 2.2, the second-order stochastic differentia,1 equation for $\xi(t)$
can be interpreted as the equation of forced motion (without damping) of a
pa,rticle on a, spring which provides a restoring force:
forcing term $=F(t)$ $\equiv$ $\varphi(k)(\frac{1}{\sqrt{2}}c_{1}\sigma^{-1}/4)\frac{d\tilde{w}_{1}}{dt}$ ,
coefficient, in restoring force $=$ $q(t)-1$ .
3 Stochastic Lorenz System
For the solutions $x(t),$ $y(t)$ and $z(t)$ of SDE(2.1), define $X(t)$ by
$X(t)=(x(t), y(t),$ $z(t))$ .
Assumption 3.1. Let $X_{\mathrm{O}}=(x_{0}, y_{0}, Z_{0})$ be any three-dimensional random
vector independent of the Brownia,$\mathrm{n}$ motion process $W(t)=(wo(t), w_{1}(t),$ $w2(t))$
for $t\geq 0$ , such that
$E[|X_{0}|^{2m}]<\infty$ for an integer $m\geq 1$ .
Then we have the following theorems.
Theorem 3.1. Suppose t,hat Assumption 3.1 holds for $X_{()}$ . Then there exists
$\mathrm{a}$, pathwise unique solution $X(t)$ of SDE(2.1) $\mathrm{w}\mathrm{i}\uparrow)\mathrm{h}$ the initial state $X(0)=X_{0}$ .
Moreover, for $(x, y, z)\in R^{3}$ , define $V(x, y, z)$ by $V(x, y, z)= \frac{1}{2}(x^{2}+y^{2}+z^{2})$ .
Then
$E[(1+V(X(t)))^{m}]\leq E[(1+V(X_{0}))^{m}]\exp[c(m)t]$ for all $t\geq 0$ ,
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where $C(m)=rn\{(\sigma+r+\delta^{2})+2\delta^{2}(m-1)\},$ $\delta^{2}=\frac{1}{2}(\delta_{1}^{2}+\delta_{2}^{2})$ and $m$ is
the same $\mathrm{i}_{\mathrm{I}1\{,\mathrm{e}}\mathrm{g}\mathrm{e}\mathrm{r}$ a,s that in Assumption 3.1.
In the following we give the outline of the proof.
Let, $V=V(x, y, z)$ be the function as given in the hypothesis. Denote
by $L\mathrm{t}_{J}\mathrm{h}\mathrm{e}$ differential generator associa,ted with SDE(2.1). Then it is easy to
see tha,t
$LV\leq(\sigma+r)V+\delta^{2}$ for all $(x, y, z)\in R^{3}$ ,
where $\delta^{2}=\frac{1}{2}(\delta_{1}^{2}+\delta_{2}^{2})$ . Note $\mathrm{t}\mathrm{h}\mathrm{a},\mathrm{t}$ the function $V$ is radially unbounded,
$\mathrm{n}\mathrm{a},\mathrm{m}\mathrm{e}\mathrm{l}\mathrm{y}$
$V(x, y, z)arrow\infty$ as $(x^{2}+y^{2}+z^{2})^{1/}2arrow\infty$ .
Then, according to nonexplosion criteria for solutions of SDEs by the Lya-
punov function method, as follows from Hasminskii (1980), $\mathrm{M}\mathrm{c}\mathrm{K}\mathrm{e}\mathrm{a}\mathrm{n}$ (1969)
a,nd Na,rita $(1982\mathrm{a},\mathrm{b})$ , any solution of SDE(2.1) with the initial state $X(0)=$
$X_{0}$ cannotJ explode. Hence SDE(2.1) has a pathwise unique solution. Ap-
ply Ito’s form\‘ula, concerning stocha,stic differentials to the Lya,punov function
$(1+V)^{m}$ a,nd take mathematical expectations. Then Gronwall’s lemma yields
$\mathrm{t},\mathrm{h}\mathrm{e}$ estimate of $\mathrm{t}_{J}\mathrm{h}\mathrm{e}$ moment,s of the solution.
Theorem 3.2. Le\dagger , $X(t)$ be the $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{t},\mathrm{i}\mathrm{o}\mathrm{n}$ of SDE(2.1) with the initial state
$X(0)=x\mathrm{O}$ . For a,ny $k>0$ , set
$D(k)=\{(x, y, z)$ : $rx^{2}+y^{2}+b(z-r)^{2} \leq c+\frac{k}{\sigma}\}$ ,
where $c=br^{2}+\delta^{2}$ and $\delta^{2}=\frac{1}{2}(\delta_{1}^{2}+\delta_{2}^{2})$ . Denote by $D(k)^{\mathrm{c}}$ the complement
of $D(k)$ in $R^{3},$ $\mathrm{t}\iota_{1\mathrm{a}},l$ is $D(k)^{\mathrm{c}}=R^{3}\backslash D(k)$ .
Suppose t,ha,$\mathrm{t}$ the initial $\mathrm{s}\mathrm{t}\mathrm{a}$,te $X_{0}=(x_{0}, y_{0}, z\mathrm{o})$ is deterministic and that
$X_{()}\in D(k)^{c}$ . $\Gamma\{\mathrm{o}\mathrm{r}$ such solution $X(t)$ , define the random time $\tau(D(k)^{\mathrm{c}})$ by
$\tau(D(k)\mathrm{c})=\inf\{t : X(t)\not\in D(k)^{c}\}$ .
Then
$E[_{\mathcal{T}}(D(k)c)] \leq\frac{1}{k}U(x_{0})$ ,
where $U(X)=, \frac{1}{2}(rx^{2}+\sigma y^{2}+\sigma(z-2r)^{2})$ for $X=(x, y, z)\in R^{3}$ .
In $\mathrm{t}_{1}\mathrm{h}\mathrm{e}$ following we give the outline of the proof.
Let $U=U(x, y, z)$ be the function a,s given in the hypothesis. Denote
by $L$ the differentia,1 generator associated with SDE(2.1). Then $U_{\mathrm{S}}\mathrm{a}" \mathrm{t}\mathrm{i}_{\mathrm{S}}\mathrm{f}\mathrm{i}\mathrm{e}\mathrm{s}$
$LU<-k$ for a,ll $(x, y, z)\in D(k)^{\mathrm{c}}$ .
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Set $\tau=\tau(D(k)c)$ . Apply Ito’s formula to the function $U$ and take mathe-
matical expectations. Then, the above-cited inequality yields
$0\leq E$ [ $U$ ( $X$ ( $\tau$ A $t$ ))] $\leq$ $U(X_{0})-k\cdot E[\tau\wedge t]$ ,
namely, $E$ [ $\tau$ A $t$ ] $\leq$ $\frac{1}{k}U(x_{0})$ for any $t>0$ ,
where $\tau$ A $t= \min\{\tau, t\}$ . Since $t$ is arbitrary, the assertion of the theorem
holds.
Let $x^{\epsilon}(t),$ $y^{\epsilon}(t)$ a,nd $z^{\epsilon}(t)$ of SDE(2.2) be the same processes as those in
Definition 2.1, so that, they satisfy SDE(2.2). Set
$X^{\epsilon}(t)=(x^{\epsilon}(t), y^{\epsilon}(t),$ $Z^{\epsilon}(t))$ .
Then we ha,ve the following theorem.
Theorem 3.3. Le\dagger , $X^{\epsilon}(t)$ be the solution of SDE(2.2) with the initial state
$X^{\epsilon}(\mathrm{O})=X_{0}$ a,nd suppose that $X_{0}$ satisfies Assumption 3.1. Then $X^{\epsilon}(t)$ is the
$\mathrm{p}\mathrm{a}$
,thwise unique solution of SDE(2.2). Moreover, for $(x, y, z)$. $\in R^{3}$ , define
\dagger ,he function $V(x, y, z)$ by $V(x, y, z)= \frac{1}{2}(x^{2}+y^{2}+z^{2})$ . Then
$E[(1+V(X^{\epsilon}(t)))^{m}]$ $\leq$ $E[(1+V(x \mathrm{o}))m]\exp[\frac{1}{\sqrt{\sigma}}\epsilon\cdot C(m)t]$
for all $t\geq 0$ ,
where $C(m)=m\{(\sigma+r+\delta^{2})+2\delta^{2}(m-1)\},$ $\delta^{2}=\frac{1}{2}(\delta_{1}^{2}+\delta_{2}^{2})$ and $m$
appea,rs in Assumption 3.1.
In the following we give the outline of the proof.
Denote by $L^{\epsilon}$ the differential generator $\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{o}\mathrm{c}\mathrm{i}\mathrm{a}\dagger,\mathrm{e}\mathrm{d}$ with $X^{\epsilon}(t)$ . Then, the
function $V(x, y, z)$ as given in the hypothesis of the theorem satisfies
$L^{\epsilon}V=( \frac{1}{\sqrt{\sigma}}\epsilon)LV$ $\leq$ $( \frac{1}{\sqrt{\sigma}}\epsilon)\{(\sigma+r)V+\delta^{2}\}$
for all $(x, y, z)\in R^{3}$ ,
where $L$ is the differential generator associa,ted with the solution $X(t)$ of
SDE(2.1). Apply Ito’s formula, to the function $(1+V)^{m}$ and take math-
ematical expectations. Then Gronwa,$11’ \mathrm{s}$ lemma yields the estimate of the
moments of the solution.
Let $\xi^{\epsilon}(t),$ $\eta^{\epsilon}(t)$ a,nd $q^{\epsilon}(t)$ be the same processes as those defined in Defi-
nition 2.2. Set
$x^{\epsilon}(t)=(\xi\xi(t), \eta^{\xi}(t),$ $q^{\mathrm{g}}(t))$ .
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Then, by a, straightforward calculation of stochastic differengtials we can
$\mathrm{o}\mathrm{b}\mathrm{t}J\mathrm{a},\mathrm{i}\mathrm{n}$ the following theorem.
Theorem 3.4. The process $\chi^{\epsilon}(t)$ satisfies SDE(2.3). In particular, suppose
$\mathrm{t},\mathrm{h}\mathrm{a}\dagger,$
$r,$
$\delta_{1}$ and $\delta_{2}$ depend on a small parameter $\epsilon$ such that $0<\epsilon<<1$ ,
sa,tisfying Assumption 2.1. Then $\chi^{\epsilon}(t)$ satisfies SDE(2.4).
For t,he solut,ions $\xi(t),$ $\eta(t)$ and $q(t)$ of SDE(2.5), set
$\chi(t)=(\xi(t), \eta(t),$ $q(t))$ .
Assumption 3.2 Let, $\chi_{0}=(\xi_{0}, \eta_{0}, q0)$ be any three-dimensional random
vector independent, of the Brownian motion process, such that
$E[|\chi_{0}|^{4m}]<\infty$ for an integer $m\geq 1$ .
Then we have \dagger ,he following theorem.
Theorem 3.5. Suppose $\mathrm{t}\mathrm{h}\mathrm{a},\mathrm{t}$ Assumption 3.2 holds for $\chi_{0}$ . Then there exists
a pathwise unique solution $\chi(t)$ of SDE(2.5) with the initial state $\chi(0)=\chi_{0}$ .
Moreover, for $(\xi, \eta, q)\in R^{3}$ , define $U(\xi, \eta, q)$ by $U( \xi, \eta, q)=\frac{1}{4}\xi^{4}+\frac{1}{2}\eta^{2}+\frac{1}{4}q^{4}$ .
Then
$E[(1+U(\chi(t)))]\leq(1+E[U(x\mathrm{o})])\exp[C(k, l)t]$ for all $t\geq 0$ ,
where
$C(k, l)$ $=$ $(3+6\psi(l)\sigma^{-}\cdot C_{2})1/22$
$+ \frac{1}{2}[\sigma^{-1/2}\{\varphi(k)+\frac{1}{2}c_{1}2\psi(l)\cdot 3c^{2}\}2+1]$ .
In the following we give the outline of the proof.
Let $\overline{I_{J}}^{\mathrm{O}}$ be $\mathrm{t}_{)}\mathrm{h}\mathrm{e}$ differentia,l generator associated with the solution $\chi(t)$ ,
a,nd let $U(\xi, \eta, q)$ be the function as given in the hypothesis of the theorem.
Then $U$ satisfies
$\overline{L}^{0}U\leq A(l)U+B(k, l)$ for a,ll $(\xi, \eta, q)\in R^{3}$
$\mathrm{w}\mathrm{i}\mathrm{l})\mathrm{h}$ constants $A(l)>0$ depending on $l$ and $B(k, l)>0$ depending on $k$
and $l$ . Namely, the $\mathrm{r}\mathrm{a}$,dia,lly unbounded function $U$ satisfies the criterion of
nonoccurrence of an explosion, a,nd hence the pathwise uniqueness holds for
\dagger ,he solution of SDE(2.5). Apply Ito’s formula to the function $1+U$ and t,ake
mathema,1,ical $\mathrm{e}\mathrm{x}_{\mathrm{f}^{)\mathrm{e}}}\mathrm{c}\{,\mathrm{a},(,\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{S}$. Then Gronwall’s lemma yields the estimate of
the $\mathrm{m}\mathrm{o}\mathrm{m}\mathrm{c}\mathrm{r}\mathrm{l}\mathrm{t}_{\mathrm{S}}$) of $\mathrm{t},1_{1\mathrm{e}\mathrm{s}\mathrm{o}}1\mathrm{u}\mathrm{t}\mathrm{J}\mathrm{i}\mathrm{o}\mathrm{I}\mathrm{l}$.
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4Identification of Limit Process
According to Theorem 3.4, the process $\chi^{\epsilon}(t)=(\xi^{\xi}(t), \eta^{\epsilon}(t),$ $q^{\mathrm{g}}(t))$ satisfies
SDE(2.4) under Assumption 2.1. The following theorem guarantees \dagger ,he path-
wise uniqueness for solutions t,o SDE(2.4).
Theorem 4.1. Let $\chi_{0}=(\xi_{0\eta_{0},q\mathrm{o}},)$ be the random vector sa,tisfying As-
sumption 3.2. Suppose $\mathrm{t}\mathrm{h}\mathrm{a},\mathrm{t}$ the parameters $\sigma$ and $b$ satisfy the relation
2 $\sigma=b$ , na,mely, $\beta=0$ .
Then there exists a pa,lJhwise unique solution $\chi^{\epsilon}(t)$ of SDE(2.4). Moreover,
for $(\xi, \eta, q)\in R^{3}$ , set $U( \xi, \eta, q)=\frac{1}{4}\xi^{4}+\frac{1}{2}\eta^{2}+\frac{1}{4}q^{4}$ Then
$E[(1+U(x^{\epsilon}(t)))]\leq E^{\tau}[(1+U(\chi_{0}))]\exp[I\iota(’)\epsilon t]$ for all $t\geq 0$ ,
where
$I1^{\Gamma}(_{\mathit{6}})$ $=$ $I_{1_{1}^{\Gamma}}(\epsilon)+I\zeta 2(\epsilon)$ ,
$I\iota_{1}’(\epsilon)$ $=$ $\frac{1}{2}+\frac{1}{2}(\epsilon^{2k}\cdot\frac{1}{2}C_{1}^{2}+\epsilon 32l.)c_{2}^{2}\sigma^{-1/2}$
a,nd $I_{1_{2}^{\Gamma}}(\epsilon)$ $=$ $3+6\epsilon^{2l.2-1/2}C_{2}\cdot\sigma$ .
In $\mathrm{t},\mathrm{h}\mathrm{e}_{d}$ following we give the outline of the proof.
By $\overline{L}^{\epsilon}$ denote the $\mathrm{d}\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{e}\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{l}\mathrm{t}\mathrm{i}\mathrm{a}\mathrm{l}$ generator associated with SDE(2.4), and
let $U=U(\xi, eta, q)$ be the same function as that in the hypothesis. Then it
is easy to see tha,t
$\overline{L}^{\epsilon}U\leq K_{1}(\epsilon)+I\mathrm{i}_{2}^{\Gamma}(\epsilon)U$ for all $(\xi, \eta, q)\in R^{3}$
with the cons $(,\mathrm{a}\mathrm{n}\mathrm{t}_{\mathrm{S}I1_{1}}’(\epsilon)$ and $I1_{2}^{r}(\mathit{6})$ as given in the preceding. Na,mely, $U$ is a
$\mathrm{r}\mathrm{a}$,dially unbounded Lyapunov function that satisfies the sufficient condition
for nonoccurrence of an explosion, which guarantees the pathwise uniqueness
for the $\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{u}$ }) $\mathrm{i}\mathrm{o}\mathrm{n}$ of SDE(2.4). Moreover, apply Ito’s formula to the function
$1+U$ a,nd ta,ke $\mathrm{m}\mathrm{a}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{m}\mathrm{a}\}_{)}\mathrm{i}\mathrm{C}\mathrm{a},1$ expectations. Then Gronwall’s lemma yields
$\mathrm{t},\mathrm{h}\mathrm{e}\mathrm{e}\mathrm{s}\mathrm{t}_{)}\mathrm{i}\mathrm{m}\mathrm{a},\mathrm{t},\mathrm{e}p$ of the moment of the solution.
Theorem 4.2. Let $\chi_{0}=(\xi_{0}, \eta 0, q_{\mathrm{t}}))$ be the $\mathrm{r}\mathrm{a}$,ndom vector independent of
the Brownian mot,ion process, such tha,t
$E[ \frac{1}{4}\xi_{()}^{4}+\frac{1}{2}\eta_{0}+2\frac{1}{4}q_{()}^{4}]<\infty$ .
Le\dagger , $\chi^{\epsilon}(t)$ and $\chi(t)$ be the solutions of SDE(2.4) with $\beta=0$ and SDE(2.5),
respectively, sucll that $\chi^{\epsilon}(0)=\chi(0)=\chi_{0}$ . For any $M>0$ , define $\tau_{M}^{\epsilon}$ and
$\tau_{M}$ by
$\tau_{M}^{\epsilon}=\inf\{t:|\chi^{\epsilon}(t)|\geq M\}$ and $\tau_{M}=\{t:|\chi(t)|\geq M\}$ .
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$\Gamma\star \mathrm{u}\mathrm{r}\mathrm{t}jl_{1}\mathrm{e}\mathrm{r}$ , for $\mathrm{a},\mathrm{I}\mathrm{l}\mathrm{y}t\geq$ $()$ , se\dagger , $t_{M}^{\epsilon}= \min\{t, \tau_{M}^{\epsilon}, \tau_{M}\}$ . Let $T<\infty$ be arbitrary
and be fixed. Then
$E[|\chi^{\mathcal{E}}(t^{\mathrm{g}})M-\chi(t_{M}^{\epsilon})|^{2}]$ $\leq$ $H(\epsilon, T, M)\exp[I(\tau, M)t]$
for all $0\leq t\leq T$,
where II $(\epsilon, M, T)$ is a positive constant which depends on $\epsilon,$ $T$ and $M$ , sat-
isfying
$H(\epsilon, T, M)arrow 0$ as $\epsilonarrow 0$ ,
$\mathrm{a},1\mathrm{l}\mathrm{d}\mathit{1}(T, M)$ is a positive consta,nt which depens only on $T$ and $M$ .
The above-mentioned theorem is obtained by an application of the trun-
cation procedure, Schwarz’s inequality and Gronwall’s lemma.
Theorem 4.3. Let, $\chi_{0}=(\xi_{0,\eta_{0},q\mathrm{o}})$ be any three-dimensional random vector
$\mathrm{s}\mathrm{a},\dagger,\mathrm{i}_{\mathrm{S}}\mathrm{f}\mathrm{y}\mathrm{i}\mathrm{r}\mathrm{l}\mathrm{g}$ Assumption 3.2. Suppose that the parameters a and $b$ satisfy the
relation
2 $\sigma=b$ , namely, $\beta=0$ .
$\mathrm{L}\mathrm{e}\dagger)\chi^{\epsilon}(t)$ and $\chi(t)$ be the solutions of SDE(2.4) a,nd SDE(2.5), respetively,
such $\mathrm{t}\mathrm{h}\mathrm{a},\mathrm{t}\chi^{\epsilon}(0)=\chi(0)=\chi_{0}$ . $\mathrm{L}\mathrm{e}\mathrm{t}_{J}T<\infty$ be arbitrary and be fixed. Then
$E^{\mathrm{i}}[|\chi^{\epsilon}(t)-x(t)|^{2}]arrow 0$ as $\epsilonarrow 0$
for every $t\leq T$ .
$1\mathrm{r}\mathrm{l}$ the following we give the outline of the proof.
Consider $t$ in the interval $[0, T]$ . Then
$\chi^{\epsilon}(t)-x(t)=(\chi^{\epsilon}(t)-\chi(\epsilon t_{M}^{\epsilon}))+(\chi^{\mathcal{E}}(t\epsilon M)-\chi(t_{M}^{\in}))+(\chi(t_{M}^{\epsilon})-x(t))$ ,
$\mathrm{a},\mathrm{r}\mathrm{l}\mathrm{d}$ so
$\Gamma_{\lrcorner}\{[|\chi^{\epsilon}(t)-\chi(t)|^{2}]$ $\leq$ 3 $[E[|\chi^{\epsilon}(t)-\chi(\epsilon t_{M}^{\epsilon})|^{2}]+E[|\chi^{\epsilon}(t_{M}\epsilon)-\chi(t_{M}^{\epsilon})|^{2}]$
$+E[|\chi(t_{M}^{\epsilon})-x(t)|^{2}]]$ ,
where $t_{M}^{\epsilon}= \min\{t, \mathcal{T}_{M}^{\mathcal{E}}, \tau_{M}\}$ , a,nd $\tau_{M}^{\epsilon}$ a,nd $\tau_{M}$ are the same random times as
Lhose in Theorem 4.2. By Theorems 4.1 and 3.5, note that $\chi^{\epsilon}(t)$ and $\chi(t)$
cannot, explode, so that
$t_{M}^{\epsilon}arrow t$ as $Marrow\infty$ with probability 1,
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and hence
$x^{\epsilon}(t^{\xi}M)arrow\chi^{\epsilon}(t)$ as $Marrow\infty$ and $x(t^{\in})Marrow\chi(t)$ as $Marrow\infty$
with probability 1. Moreover, Theorem 4.1 and Theorem 3.5 imply that
$E[|\chi^{\mathrm{g}}(t_{M}\epsilon)|^{2}]<\infty$ and $E[|\chi(t_{M}\epsilon)|^{2}]<\infty$ uniformly in $M$ and $\epsilon$ .
Therefore, by Theorem 4.2 we can obtain the conclusion of the theorem.
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