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1. Introduction and main results
Since the almost sure versions were presented by the papers of Brosamler [1] and Schatte [2], a plenty of literature have
been devoting to consider all kinds of almost sure limit theorems (ASLT for short) and establishing almost sure versions
of many known limit theorems. Some profound results were gained for independent and dependent random variables. For
i.i.d. variables, we refer to Stadtmüller [3] for an introduction in detail. For more related results on ASLT, see [4,5]. Csáki and
Gonchigdanzan [6] proved ASLT for the maximum of stationary weakly dependent Gaussian sequences. Chen and Lin [7]
extended the results in [6] to the nonstationary case. Lin [8] partially extended the result of Csáki and Gonchigdanzan [6] to
the case of strongly dependent Gaussian sequence and obtained the following theorem.
Theorem A. Let {ξn} be a sequence of stationary standard Gaussian random variables with covariances rij = r|j−i| satisfying
|rn − r/ log n| log n(log log n)1+ε = O(1), r ≥ 0. (1.1)
{ξn} is weakly dependent for r = 0 and strongly dependent for r > 0.
If
an = (2 log n)1/2 (1.2)
and
bn = (2 log n)1/2 − 12 (2 log n)
−1/2(log log n+ log(4π)), (1.3)
then
lim
n→∞
1
log n
n−
k=1
1
k
I

ak

max
1≤i≤k
ξi − bk

≤ x

=
∫ +∞
−∞
exp(−e−x−r+
√
2rz)φ(z)dz, a.s. (1.4)
Weng et al. [9] considered the ASLT of strongly dependent Gaussian vector sequences.
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Onemightwonder if a similar result holdswhen {ξn} is nonstationary. After all,many sequences have somenonstationary
character in many science fields. In this paper, we investigate the ASLT for strongly dependent standard Gaussian sequences
in some nonstationary cases under somemild conditions. Throughout the present paper, c denotes a positive constantwhich
may change from line to line and a = O(b) is denoted by a ≪ b. Φ(x) and φ(x) stand for the standard normal distribution
function and its density function, respectively.
We consider a more general sequence i.e., the nonstationary Gaussian sequence with a trend termwhose definition is as
follows. Let ηi = ξi +mi where {ξi} is a standardized Gaussian sequence with covariance rij. The constantsmi satisfy
βn = max
1≤i≤n
|mi| = o((log n)1/2) as n →∞. (1.5)
m∗n is defined so that |m∗n| ≤ βn and
1
n
n−
i=1
exp(a∗n(mi −m∗n)− 1/2(mi −m∗n)2)→ 1, as n →∞, (1.6)
where
a∗n = an − log log n/(2an), an = (log n)1/2. (1.7)
Define
bn = an − (log log n+ log 4π)/2an. (1.8)
We first show the following ASLT.
Theorem 1.1. Let {ηi} be defined by ηi = ξi +mi where {ξi} is the standard Gaussian sequence with covariance rij satisfying
|rij − r/ log(j− i)| log(j− i)(log log(j− i))1+ε ≤ c, (1.9)
where and in what follows r ≥ 0 and i < j. Suppose that {mi} and m∗n satisfy (1.5) and (1.6), respectively. Then
lim
n→∞
1
log n
n−
k=1
1
k
I

ak

max
1≤i≤k
ηi − bk −m∗k

≤ x

=
∫ +∞
−∞
exp(−e−x−r+
√
2rz)φ(z)dz, a.s. (1.10)
Theorem 1.2. Let {ξn, n ≥ 1} be a standard Gaussian sequence with covariance rij satisfying (1.9), we have
lim
n→∞
1
log n
n−
k=1
1
k
I

ak

max
1≤i≤tk
ξi − bk

≤ x

=
∫ +∞
−∞
exp(−de−x−r+
√
2rz)φ(z)dz, a.s. (1.11)
where {tn} is an increasing sequence of positive integers such that limn→∞ tn/n = d (d > 0).
This paper is organized as follows. The next section contains some technical lemmas and its related proofs. The proofs of
the main results appear in Section 3.
2. Some technical lemmas
To prove the main results, we need some lemmas.
Lemma 2.1. Let {ξn} be a sequence of nonstationary Gaussian random variables with zero mean, unit variance and covariances
rij such that sup(|rij|, i ≠ j) < 1 satisfying (1.9). ρn = r/ log n. Let the constants {uni} be such that n(1−Φ(uni)) ≤ c. We have
−
1≤i<j≤dn
|rij − ρn| exp

− u
2
ni + u2nj
2(1+ wij)

≤ c
(log log n)1+ε
, (2.1)
where d > 0 andwij = max(|rij|, ρn).
Proof. Write δ(k) = supj−i>k{wij, 1 ≤ i < j ≤ dn}. Clearly 0 ≤ δ(0) < 1. Let α be such that 0 < α < (1− δ(0))/(1+ δ(0))
and β = nα . We have−
1≤i<j≤dn
|rij − ρn| exp

− u
2
ni + u2nj
2(1+ wij)

=
−
j−i≤β
|rij − ρn| exp

− u
2
ni + u2nj
2(1+ wij)

+
−
j−i>β
|rij − ρn| exp

− u
2
ni + u2nj
2(1+ wij)

=: I1 + I2.
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We define vn by vn = uni, if n ≤ c and n(1 − Φ(vn)) = c , if n > c , where c satisfies the condition n(1 − Φ(uni)) ≤ c in
Lemma 2.1. Since vn has the same character as that in the proof of Lemma 2.1 in [8], using the argument similar to the proofs
of Lemma 4.3 in [10] and Lemma 2.1 in [8], we write
I1 ≤ 2
−
j−i≤β
exp

− u
2
ni + u2nj
2(1+ δ(0))

≤ 2
−
j−i≤β

exp

− v
2
n
2(1+ δ(0))

· exp

− v
2
n
2(1+ δ(0))

≤ 2nnα exp

− v
2
n
1+ δ(0)

≤ cn1+α−2/(1+δ(0))(log n)1/(1+δ(0)).
Since 1+ α − 2/(1+ δ(0)) < 0, we have I1 ≤ n−c . Let p = [nα] and we can obtain
I2 ≤ log nn2
−
j−i>β
|rij − ρn| n
2
log n
exp

− u
2
ni + u2nj
2(1+ δ(p))

. (2.2)
Because of the bound of n(1− Φ(uni)), with the argument similar to Lin [8], we have
n2
log n
exp

− u
2
ni + u2nj
2(1+ δ(p))

≪ cnc/(c+log nα) = O(1). (2.3)
Note that log nα < log(j− i), so we have
log n
n2
−
j−i>β
|rij − ρn| ≤ log nn2
−
j−i>β
rij − rlog(j− i)
+ log nn2 −j−i>β
 rlog(j− i) − ρn

≤ 1
αn2
−
j−i>β
|rij log(j− i)− r| + rn2
−
j−i>β
 log nlog(j− i) − 1
 =: J1 + J2. (2.4)
Some simple calculations immediately induce
J1 ≤ 1
αn2
−
j−i>β
1
(log log(j− i))1+ε ≪
c
(log log n)1+ε
, (2.5)
and
J2 ≤ 1log nα
∫ ∫
0≤x<y≤d
log |y− x|dxdy ≪ c
(log log n)1+ε
. (2.6)
Combining (2.2)–(2.6), we have I2 ≪ c/(log log n)1+ε . Note I1 ≤ n−c , so we can prove the desired result. 
Lemma 2.2 (Leadbetter et al. [10], Theorem 4.2.1, Normal Comparison Lemma). Suppose X1, X2, . . . , Xn are standard normal
variables with covariance matrix Λ1 = (Λ1ij), and Y1, Y2, . . . , Yn similarly with covariance matrix Λ0 = (Λ0ij), and ρij =
max(|Λ1ij|, |Λ0ij|), assuming that maxi≠j ρij =: δ < 1. Further, let u1, . . . , un be real numbers. Then
|P(Xj ≤ uj, j = 1, . . . , n)− P(Yj ≤ uj, j = 1, . . . , n)| ≤ K1
−
1≤i<j≤n
|Λ1ij −Λ0ij| exp

− u
2
i + u2j
2(1+ ρij)

(2.7)
with some positive constant K1 depending only on δ.
Remark 2.1. Somemore refined results similar to Lemma 2.2 can be found in [11]. Using Lemma 2.2 or Corollary 2.1 in [11]
will deduce the results of the present paper.
Lemma 2.3. Let ξ1,ξ2, . . . ,ξn be standard stationary Gaussian variables with constant covariance ρn = ρ/ log n and ξ1, ξ2,
. . . , ξn satisfy the conditions of Theorem 1.2. Denote Mn = maxi≤nξi and Mn = maxi≤n ξi. Assume n(1− Φ(uni)) ≤ c. Then
|E(I(ξ1 ≤ un1, . . . ,ξn ≤ unn)− I(ξ1 ≤ un1, . . . , ξn ≤ unn))| ≪ (log log n)−(1+ε). (2.8)
Proof. Using Lemma 2.1 for d = 1 and 2.2, the proof can be gained simply. 
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Lemma 2.4. Let X1, X2, . . . be a sequence of bounded random variables. If Var(
∑n
k=1
1
kXk)≪ log2 n(log log n)−(1+ε) for some
ε > 0, then
lim
n→∞
1
log n
n−
k=1
1
k
(Xk − EXk) = 0 a.s.
Proof. The proof can be found in [6]. 
3. The proofs of main results
The Proof of Theorem 1.1. Let an = (2 log n)1/2 and bn = (2 log n)1/2 − 12 (2 log n)−1/2 (log log n+ log(4π)). Since
lim
n→∞
1
log n
n−
k=1
1
k
I

ak

max
1≤i≤k
ηi − bk −m∗k

≤ x

= lim
n→∞
1
log n
n−
k=1
1
k
I

ξ1 ≤ xak + bk +m
∗
k −m1, . . . , ξk ≤
x
ak
+ bk +m∗k −mk

we first show
lim
n→∞
1
log n
n−
k=1
1
k

I

ξ1 ≤ xak + bk +m
∗
k −m1, . . . , ξk ≤
x
ak
+ bk +m∗k −mk

− P

ξ1 ≤ xak + bk +m
∗
k −m1, . . . , ξk ≤
x
ak
+ bk +m∗k −mk

= 0, a.s. (3.1)
Denote uki = xak + bk + m∗k − mi, where the definitions of mi, m∗k , ak and bk can be found in (1.2), (1.3), (1.5) and (1.6),
respectively. We evidently have uki ∼ (2 log k)1/2. Note a known result k(1 − Φ(x/ak + bk)) ≤ c in [10] or other classic
extreme literature. Using (11) and (12) in [8], it is readily seen that
k(1− Φ(uki)) ≤ c. (3.2)
So using Lemma 2.3, it is sufficient to prove
Var

n−
k=1
1
k
I(ξ1 ≤ uk1, . . . , ξk ≤ ukk)

≪ log2 n(log log n)−(1+ε). (3.3)
Let ζ , ζ1, ζ2, . . . be independent standard normal variables. It can be shown that ς1 = (1 − ρk)1/2ζ1 + ρ1/2k ζ , ς2 =
(1−ρk)1/2ζ2+ρ1/2k ζ , . . . have a constant covariance ρk = r/ log k. By cr -inequality for r = 2, the left-hand side of (3.3) can
be written as
Var

n−
k=1
1
k
I(ξ1 ≤ uk1, . . . , ξk ≤ ukk)−
n−
k=1
1
k
I((1− ρk)1/2ζ1 + ρ1/2k ζ ≤ uk1, . . . , (1− ρk)1/2ζk + ρ1/2k ζ ≤ ukk)
+
n−
k=1
1
k
I((1− ρk)1/2ζ1 + ρ1/2k ζ ≤ uk1, . . . , (1− ρk)1/2ζk + ρ1/2k ζ ≤ ukk)

≤ 2Var

n−
k=1
1
k
I((1− ρk)1/2ζ1 + ρ1/2k ζ ≤ uk1, . . . , (1− ρk)1/2ζk + ρ1/2k ζ ≤ ukk)

+ Var

n−
k=1
1
k
I(ξ1 ≤ uk1, . . . , ξk ≤ ukk)
−
n−
k=1
1
k
I((1− ρk)1/2ζ1 + ρ1/2k ζ ≤ uk1, . . . , (1− ρk)1/2ζk + ρ1/2k ζ ≤ ukk)

=: 2(H1 + H2).
Write H1 as
E

n−
k=1
1
k
(I(ζ1 ≤ (1− ρk)−1/2(uk1 − ρ1/2k ζ ), . . . , ζk ≤ (1− ρk)−1/2(ukk − ρ1/2k ζ ))
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− P(ζ1 ≤ (1− ρk)−1/2(uk1 − ρ1/2k ζ ), . . . , ζk ≤ (1− ρk)−1/2(ukk − ρ1/2k ζ )))
2
=
∫ +∞
−∞
E

n−
k=1
1
k
(I(ζ1 ≤ (1− ρk)−1/2(uk1 − ρ1/2k z), . . . , ζk ≤ (1− ρk)−1/2(ukk − ρ1/2k z))
− P(ζ1 ≤ (1− ρk)−1/2(uk1 − ρ1/2k z), . . . , ζk ≤ (1− ρk)−1/2(ukk − ρ1/2k z)))
2
dΦ(z). (3.4)
Let Yk = I(ζ1 ≤ (1−ρk)−1/2(uk1−ρ1/2k z), . . . , ζk ≤ (1−ρk)−1/2(ukk−ρ1/2k z))−P(ζ1 ≤ (1−ρk)−1/2(uk1−ρ1/2k z), . . . , ζk ≤
(1− ρk)−1/2(ukk − ρ1/2k z)). Write the expectation in (3.4) as
E

n−
k=1
1
k
Yk
2
=
n−
k=1
1
k2
E|Yk|2 + 2
−
1≤k<l≤n
|E(YkYl)|
kl
=: J1 + J2.
J1 ≪∑nk=1 1k2 <∞. For J2, similarly to the proof of the main result in [8], we have
|E(YkYl)| ≪
l∏
i=k+1
Φ((1− ρl)−1/2(uli − ρ1/2l z))−
l∏
i=1
Φ((1− ρl)−1/2(uli − ρ1/2l z)).
Noting (3.2) and according to the proof of Lemma 2.1 in [8], there is a vli ≤ uli where vli ∼ (2 log l)1/2. So, using the definition
of ρl, we can gain (1−ρl)−1/2(uli−ρ1/2l z) ≥ c(log l)1/2. Let ul be such that l(1−Φ(ul)) = 1. Then we have uli ≥ ul for some
c. Similarly to the proof Lemma 2.4 in [7], we have |E(YkYl)| ≪ k/l. So
J2 ≪
−
1≤k<l≤n
1
kl

k
l

≪ log n ≪ log2 n(log log n)−(1+ε).
So H1 ≪ log2 n(log log n)−(1+ε).
H2 = Var

n−
k=1
1
k
(I(ξ1 ≤ uk1, . . . , ξk ≤ ukk)− I(ς1 ≤ uk1, . . . , ςk ≤ ukk))

≤ E

n−
k=1
1
k
(I(ξ1 ≤ uk1, . . . , ξk ≤ ukk)− I(ς1 ≤ uk1, . . . , ςk ≤ ukk))
2
≤ E

n−
k=1
1
k2
(I(ξ1 ≤ uk1, . . . , ξk ≤ ukk)− I(ς1 ≤ uk1, . . . , ςk ≤ ukk))2

+ 2
−
1≤i<j≤n
|E((I(ς1 ≤ ui1, . . . , ςi ≤ uii)− I(ξ1 ≤ ui1, . . . , ξi ≤ uii))
ij
× (I(ς1 ≤ uj1, . . . , ςj ≤ ujj)− I(ξ1 ≤ uj1, . . . , ξj ≤ ujj)))|
=: I1 + 2I2.
Clearly I1 <∞. Using Lemma 2.3, we have
I2 ≤
−
1≤i<j≤n
|E(I(ς1 ≤ uj1, . . . , ςj ≤ ujj)− I(ξ1 ≤ uj1, . . . , ξj ≤ ujj))|
ij
≤
−
1≤i<j≤n
(log log j)−(1+ε)
ij
≪
n−
j=3
1
j(log log j)1+ε
j−1
i=1
1
i
≪
n−
j=3
log j
j(log log j)1+ε
≪ log n
n−
j=3
1
j(log log j)1+ε
≪ log2 n(log log n)−(1+ε).
So the proof of (3.3) is completed. We will show
P(ξ1 ≤ xan + bn +m
∗
n −m1, . . . , ξn ≤
x
an
+ bn +m∗n −mn)→
∫ +∞
−∞
exp(−e−x−r+
√
2rz)φ(z)dz,
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as n →∞. According to Lemmas 2.1 and 2.2, it is sufficient to prove
P

(1− ρn)1/2ζ1 + ρ1/2n ζ ≤
x
an
+ bn +m∗n −m1, . . . , (1− ρn)1/2ζn + ρ1/2n ζ ≤
x
an
+ bn +m∗n −mn

=
∫ +∞
−∞
P(ζ1 ≤ (1− ρn)−1/2(un1 − ρ1/2n z), . . . , ζn ≤ (1− ρn)−1/2(unn − ρ1/2n z))φ(z)dz
→
∫ +∞
−∞
exp(−e−x−r+
√
2rz)φ(z)dz. (3.5)
Using a simple calculation, we have (1 − ρn)−1/2(uni − ρ1/2n z) = x+r−
√
2rz
an
+ bn + o(a−1n ). So the argument similar to the
proof of Theorem 6.5.1 in [10] can show (3.5). The latter deduces
lim
n→∞
1
log n
n−
k=1
1
k
P

ξ1 ≤ xak + bk +m
∗
k −m1, . . . , ξ1 ≤
x
ak
+ bk +m∗k −mk

=
∫ +∞
−∞
exp(−e−x−r+
√
2rz)φ(z)dz, (3.6)
as n →∞. Combining (3.1), (3.3) and (3.6), the proof is completed. 
The Proof of Theorem 1.2. Let y = ∞ in Theorem 1 in [12], we can get
P

ak

max
1≤i≤tk
ξi − bk

≤ x

→
∫ +∞
−∞
exp(−de−x−r+
√
2rz)φ(z)dz.
Note limn→∞ tn/n = d (d > 0) and Lemma 2.1, so the remainder of the proof is similar to that of Theorem 1.2. We thus
omit it. 
Acknowledgments
The authorswould like to thank the referees for their careful reading of themanuscript andmany constructive comments
which improve the paper greatly. The authors’ research was supported by the Scientific Research Fund of School of Science
SUSE under Grant 09LXYA02.
References
[1] G. Brosamler, An almost everywhere central limit theorem, Math. Proc. Cambridge Philos. Soc. 104 (1988) 561–574.
[2] P. Schatte, On strong versions of the central limit theorem, Math. Nachr. 137 (1988) 249–256.
[3] U. Stadtmüller, Almost sure versions of distributional limit theorems for certain order statistics, Statist. Probab. Lett. 58 (2002) 413–426.
[4] I. Berkes, E. Csáki, A universal result in almost sure central limit theory, Stochastic Process. Appl. 94 (2001) 105–134.
[5] Z. Peng, Z. Tan, S. Nadarajah, Almost sure central limit theorem for the products of U-statistics, Metrika 73 (2011) 61–76.
[6] E. Csáki, K. Gonchigdanzan, Almost sure limit theorem for the maximum of stationary Gaussian sequences, Statist. Probab. Lett. 58 (2002) 195–203.
[7] S. Chen, Z. Lin, Almost sure max-limits for nonstationary Gaussian sequence, Statist. Probab. Lett. 76 (2006) 1175–1184.
[8] F. Lin, Almost sure limit theorem for the maxima of strongly dependent Gaussian sequences, Electron. Comm. Probab. 14 (2009) 224–231.
[9] Z. Weng, L. Cao, Z. Peng, Almost sure convergence for the maxima of strongly dependent stationary Gaussian vector sequences, J. Math. Anal. Appl.
367 (2010) 242–248.
[10] M.R. Leadbetter, G. Lindgren, H. Rootzén, Extremes and Related Properties of Random Sequences and Processes, Springer, New York, 1983.
[11] W.V. Li, Q.M. Shao, A normal comparison inequality and its applications, Probab. Theor. Relat. Fields. 122 (2002) 494–508.
[12] L. Zhang, The asympotic joint distribution of maximum and sum of Gaussian sequence with strong dependence, Acta Math. Appl. Sinica 29 (2006)
111–115 (in Chinese).
