Abstract. We study asymptotic behaviors near the boundary of complete metrics of constant curvature in planar singular domains and establish an optimal estimate of these metrics by the corresponding metrics in tangent cones near isolated singular points on boundary. The conformal structure plays an essential role.
Introduction
Assume Ω ⊂ R 2 is a domain. We consider the following problem: ∆u = e 2u in Ω, (1.1)
The equation (1.1) is known as Liouville's equation. For a large class of domains Ω, (1.1) and (1.2) admit a solution u ∈ C ∞ (Ω). Geometrically, e 2u (dx 1 ⊗ dx 1 + dx 2 ⊗ dx 2 ) is a complete metric with constant Gauss curvature −1 on Ω. Our main concern in this paper is the asymptotic behavior of solutions u near isolated singular points on boundary.
The higher dimensional counterpart is given by, for Ω ⊂ R n , n ≥ 3, ∆u = 1 4 n(n − 2)u n+2 n−2
in Ω. (1.3) Geometrically, u 4 n−2 n i=1 dx i ⊗ dx i is a complete metric with the constant scalar curvature −n(n − 1) on Ω. More generally, we can study, for a function f , ∆u = f (u) in Ω. (1.4) The study of these problems has a rich history. Bieberbach [2] studied the problem (1.1) and (1.2) and Loewner and Nirenberg [21] studied the problem (1.3) and (1.2). They proved that there exists a solution in every bounded domain satisfying the inner and outer sphere condition. Lazer and McKenna [17] proved the existence of solutions of (1.1) and (1.2) in domains satisfying the outer sphere condition. If f is monotone, Keller [12] established the existence for (1.4) and (1.2) . We refer to the survey paper [3] for more information on the equations (1.1) and (1.3) .
In a pioneering work, Loewner and Nirenberg [21] studied asymptotic behaviors of solutions of (1.3) and (1.2) and proved an estimate involving leading terms. A similar estimate can be established for solutions of (1.1) and (1.2). Kichenassamy [13] , [14] The first author acknowledges the support of NSF Grant DMS-1404596. The second author acknowledges the support of NSFC Grant 11571019.
expanded further if Ω has a C 2,α -boundary. See also Bandle and Marcus [4] and Diaz and Letelier [7] , for example, for more general f . Moreover, if Ω has a smooth boundary, an estimate up to an arbitrarily finite order was established by Andersson, Chruściel and Friedrich [1] and Mazzeo [23] . In fact, they proved that solutions of (1.3) and (1.2) are polyhomogeneous. All these results require ∂Ω to have some degree of regularity. The case where ∂Ω is singular was studied by del Pino and Letelier [6] and Marcus and Veron [22] . However, no explicit estimates are known in neighborhoods of singular boundary points.
Other problems with a similar feature include complete Kähler-Einstein metrics discussed by Cheng and Yau [5] , Fefferman [8] , and Lee and Melrose [18] , the complete minimal graphs in the hyperbolic space by Han and Jiang [11] , Lin [19] and Tonegawa [24] and a class of Monge-Ampère equations by Jian and Wang [15] .
Now we return to (1.1)-(1.2) and study behaviors of solutions near boundary. For bounded domains Ω ⊂ R 2 , let d be the distance function to ∂Ω. Then, d near ∂Ω has the same regularity as ∂Ω. We first employ a blowup process to make a reasonable guess of the form of leading terms. When the domain is at least C 1 , blowing up at a boundary point yields a half space whose boundary is the tangent line of the original domain. The solution over the half-space, say {(x 1 , x 2 ) : x 2 > 0}, is given by the one-variable function − log x 2 . However, the half-space may not match the original domain locally at the blowup point. Therefore, we need to modify this one-variable function. Due to the regularity of the boundary, the function − log d, defined in the original domain, is a good replacement of − log x 2 . This informal discussion provides a good reasoning that − log d should be the leading term when the domain is more than C 1 . Although u is smooth inside the domain due to the regularity of solutions to elliptic equations, the leading term − log d has the same regularity as the boundary and is not always smooth near the boundary.
In fact, under the condition that ∂Ω is C 2 , the solution u of (1.1)-(1.2) satisfies (1.5) |u + log d| ≤ Cd, where C is a positive constant depending only on the geometry of ∂Ω. (See Theorem 3.1.) The proof of (1.5) is by the maximum principle, specifically, by a comparison of u and the corresponding solutions in the interior tangent balls and outside the exterior tangent balls, respectively. We also point out that Cd in the right-hand side is optimal under the assumption that the boundary is C 2 . Refer to [21] for a similar estimate for solutions of (1.3) and (1.2).
In this paper, we study asymptotic behaviors of u near isolated singular points on ∂Ω. We first describe our setting and employ the blowup process as above to make a reasonable guess of the form of the leading terms.
Taking a boundary point, say the origin, we assume ∂Ω has a conic singularity at the origin in the following sense: ∂Ω in a neighborhood of the origin consists of two C 2 -curves σ 1 and σ 2 , intersecting at the origin with an angle µπ for some constant µ ∈ (0, 2). Here, the origin is an end point of the both curves σ 1 and σ 2 . Let l 1 and l 2 be two rays starting from the origin and tangent to σ 1 and σ 2 there, respectively. Then, an infinite cone V µ formed by l 1 and l 2 is considered as a tangent cone of Ω at the origin, with an opening angle µπ. Solutions of (1.1)-(1.2) in V µ can be written explicitly. In fact, using polar coordinates, we write
Here, l 1 corresponds to θ = 0 and l 2 to θ = µπ. Then, the solution v µ of (1.1)-(1.2) in V µ is given by (1.6) v µ = − log µr sin θ µ .
The blowup process suggests that v µ should provide a good approximation of u near the origin. However, we encounter the same problem that the tangent cone may not match the original domain locally at the blowup point. For a remedy, we need to modify v µ to get a function defined in Ω near the origin. Let d, d 1 and d 2 be the distances to ∂Ω, σ 1 and σ 2 , respectively. Then, d = min{d 1 , d 2 } near the origin. For µ ∈ (0, 1], we define, for any x ∈ Ω,
We note that f µ in (1.7) is well-defined for x sufficiently small and that {x ∈ Ω :
} is a curve from the origin for µ ∈ (0, 1] near the origin. The case µ ∈ (1, 2) is slightly more complicated since {x ∈ Ω : d 1 (x) = d 2 (x)} has a nonempty interior and d(x) = |x| there. We can still use (1.7) to define f µ (x) for x ∈ Ω with d 1 (x) = d 2 (x) and we need to modify for x ∈ Ω with d 1 (x) = d 2 (x). We will provide such a modification in Section 5, specifically by (5.39). We now state our main result in this paper.
Theorem 1.1. Let Ω be a bounded domain in R 2 and ∂Ω ∩ B r 0 consist of two C 2 -curves σ 1 and σ 2 intersecting at the origin at an angle µπ, for some constant µ ∈ (0, 2) and some r 0 > 0. Suppose u ∈ C 2 (Ω) is a solution of (1.1)-(1.2). Then, for any x ∈ Ω ∩ B δ ,
where f µ is the function defined in (1.7) for µ ∈ (0, 1] and in (5.39) for µ ∈ (1, 2), d is the distance to ∂Ω, and δ and C are positive constants depending only on µ, r 0 and the C 2 -norms of σ 1 and σ 2 .
The estimate (1.8) generalizes (1.5) to singular domains and is optimal. The power one of the distance function in the right-hand side cannot be improved without better regularity assumptions of the boundary. The proof of Theorem 1.1 is based on a combination of conformal transforms and the maximum principle. An appropriate conformal transform changes the tangent cone at the origin to the upper half plane. The new boundary has a better regularity at the origin for µ ∈ (1, 2) and becomes worse for µ ∈ (0, 1). Such a change in the regularity of the boundary requires us to discuss asymptotic behaviors of solutions near C 1,α -boundary and near C 2,α -boundary.
The paper is organized as follows. In Section 2, we provide some preliminaries for solutions of (1.1)-(1.2). In Section 3, we study the asymptotic expansions near C 1,α -boundary and derive an optimal estimate. In Section 4, we study the asymptotic expansions near C 2,α -boundary and derive the corresponding optimal estimate. In Section 5, we study asymptotic behaviors near isolated singular points and prove Theorem 1.1.
We would like to thank Matthew Gursky for suggesting the problem to investigate asymptotic behaviors of solutions of (1.3) and (1.2) near singular boundary points, a project we will pursue elsewhere.
Preliminaries
In this section, we collect some well-known results concerning solutions of (1.1)-(1.2). Let x 0 ∈ R 2 be a point and r > 0 be a constant. For Ω = B r (x 0 ), denote by u r,x 0 the corresponding solution of (1.1)-(1.2). Then,
For Ω = R 2 \ B r (x 0 ), denote by v r,x 0 the corresponding solution of (1.1)-(1.2). Then,
These two solutions play an important role in this paper. Now, we state the well-known existence and uniqueness of solutions of (1.1)-(1.2). Refer to [17] for a proof.
Theorem 2.1. Let Ω be a bounded domain in R 2 satisfying a uniform exterior cone condition. Then, there exists a unique solution u ∈ C ∞ (Ω) of (1.1)-(1.2).
To end this section, we prove a preliminary result for domains with singularity. We note that a finite cone is determined by its vertex, its axis, its height and its opening angle.
Lemma 2.2. Let Ω be a bounded domain in R 2 satisfying a uniform exterior cone condition. Suppose u ∈ C 2 (Ω) is a solution of (1.1)-(1.2). Then, for any x ∈ Ω with d(x) < δ,
where δ and C are positive constants depending only on the uniform exterior cone.
given by (2.1). By the maximum principle, we have
Next, there exists a cone V , with vertex p, axis − → e p , height h and opening angle 2θ, such that V ∩ Ω = ∅. Here, we can assume h and θ do not depend on the choice of p ∈ ∂Ω.
2). Then, by the maximum principle, we have
We have the desired result.
Expansions near C 1,α -boundary
In this section, we study asymptotic behaviors near C 1,α -portions of ∂Ω. A similar estimate for solutions of (1.3) and (1.2) can be found in [21] under the C 1,1 -assumption of the boundary. Let Ω be a bounded domain in R 2 and ∂Ω ∩ B r 0 (x 0 ) be C 1,α for some x 0 ∈ ∂Ω, r 0 > 0 and α ∈ (0, 1]. Suppose u ∈ C 2 (Ω) is a solution of (1.1)-(1.2). Then,
where d(x) is the distance from x to ∂Ω, and r and C are positive constants depending only on r 0 , α and the C 1,α -norm of ∂Ω.
Proof. We take R > 0 sufficiently small such that ∂Ω ∩ B R (x 0 ) is C 1,α . We fix an x ∈ Ω ∩ B R/4 (x 0 ) and take p ∈ ∂Ω, also near
. By a translation and rotation, we assume p = 0 and the x 2 -axis is the interior normal to ∂Ω at 0. Then, x is on the positive x 2 -axis, with d = d(x) = |x|, and the x 1 -axis is the tangent line of ∂Ω at 0. Moreover, a portion of ∂Ω near 0 can be expressed as a C 1,α -function ϕ of x 1 ∈ (−s 0 , s 0 ), with ϕ(0) = 0, and
Here, s 0 and M are positive constants chosen to be uniform, independent of x. We first consider the case α = 1. For any r > 0, the lower semi-circle of
By fixing a constant r sufficiently small, (3.1) implies B r (re 2 ) ⊂ Ω and B r (−re 2 ) ∩ Ω = ∅.
Let u r,re 2 and v r,−re 2 be the solutions of (1.1)-(1.2) in B r (re 2 ) and R 2 \ B r (−re 2 ), given by (2.1) and (2.2) respectively. Then, by the maximum principle, we have
For the x above in the positive x 2 -axis with |x| = d < r, we obtain
This implies the desired result for α = 1. Next, we consider α ∈ (0, 1). Recall that x is in the positive x 2 -axis and |x| = d. We first note Let u r,q and v r,−q be the solutions of (1.1)-(1.2) in B r (q) and R 2 \ B r (−q), given by (2.1) and (2.2) respectively. Then, by the maximum principle, we have
Evaluating at such an x, we obtain
This implies the desired result for α ∈ (0, 1).
Remark 3.2. Domains are assumed to be bounded in Theorem 3.1 so that it is easier to compare u = ∞ on ∂Ω with functions of finite values. Our main interest is estimates near x 0 ∈ ∂Ω. A similar remark holds for some results in the rest of the paper.
Expansions near C 2,α -boundary
In this section, we study asymptotic behaviors near C 2,α -portions of ∂Ω. Under the condition of the C 2,α -boundary, Kichenassamy [13] proved that exp(−u) is C 2,α up to the boundary by establishing Schauder estimates for degenerate elliptic equations of Fuchsian type. Such a C 2,α -regularity implies an expansion up to order 1 + α, which will be needed in this paper. Since we only need this expansion, instead of the full C 2,α -regularity in [13] , we will use the maximum principle to present a more direct proof, which is consistent with the proof of Theorem 3.1. It is straightforward to derive the upper bound and extra work is needed for lower bound. We also note that the curvature of the boundary is only C α in the present case and hence cannot be differentiated.
Theorem 4.1. Let Ω be a bounded domain in R 2 and ∂Ω ∩ B r 0 (x 0 ) be C 2,α for some x 0 ∈ ∂Ω, r 0 > 0 and α ∈ (0, 1). Suppose u ∈ C 2 (Ω) is a solution of (1.1)-(1.2). Then,
where d(x) is the distance from x to ∂Ω, κ(y) is the curvature of ∂Ω at y ∈ ∂Ω with |y − x| = d(x), and r and C are positive constants depending only on r 0 , α and the C 2,α -norm of ∂Ω.
Proof. We take R > 0 sufficiently small such that
. The proof consists of several steps.
Step 1. Set
A straightforward calculation yields
By Theorem 3.1 for α = 1, we have
for some constant C 0 depending only on the geometry of Ω. In particular, v = 0 on
where G, I x ′ and I d are at least continuous functions inΩ ∩ B R (x 0 ). We note that G has a positive lower bound and I d has the form (4.4)
where κ is the curvature of ∂Ω. Set, for any constant r > 0,
Step 2. We now construct supersolutions and prove an upper bound of v. We set
and, for some positive constants A and B to be determined,
We write
First, we note e 2v ≥ 1 + 2v.
Then,
Hence,
Straightforward calculations yield
where C is a positive constant depending only on the geometry of Ω near x 0 . Note
for some positive constant K depending only on the geometry of Ω near x 0 . Then,
Since α < 1, we can take r sufficiently small such that
for some positive constant c 0 . By taking r small further and choosing
We take A large further such that
Then, we take B large such that c 0 B ≥ CA.
Therefore,
By the maximum principle, we have v ≤ v in G r .
Step 3. We now construct subsolutions and prove a lower bound of v. By taking the same w as in (4.5) and setting, for some positive constants A an B to be determined,
We first assume
Arguing as in Step 2, we obtain
We require
for some positive constant c 0 . If A ≥ 2K + 2C, we have
we have S(v) ≥ 0. In order to have v ≥ v on ∂G r , it is sufficient to require
In summary, we first choose
for some r small to be determined. Then, we choose r small satisfying (4.7) such that A ≥ 2K + 2C and (4.6) holds. Therefore, we have
By the maximum principle, we have v ≥ v in G r .
Step 4. Therefore, we obtain
By taking x ′ = 0, we obtain, for any d ∈ (0, r),
This is the desired estimate.
We point out that the proof above can be adapted to yield a similar result as in Theorem 4.1 for the equation (1.3).
Expansions near Isolated Singular Boundary Points
In this section, we study asymptotic behaviors of u near isolated singular boundary points and aim to derive optimal estimates concerning leading terms. We will prove Theorem 1.1 by a combination of conformal transforms and the maximum principle.
Throughout this section, we will adopt notations from complex analysis and denote by z = (x, y) points in the plane.
We fix a boundary point; in the following, we always assume this is the origin. We assume ∂Ω in a neighborhood of the origin consists of two C 2 curves σ 1 and σ 2 . Here, the origin is an end of both σ 1 and σ 2 . Suppose l 1 and l 2 are two rays from the origin such that σ 1 and σ 2 are tangent to l 1 and l 2 at the origin, respectively. The rays l 1 and l 2 divide R 2 into two cones and one of the cones is naturally defined as the tangent cone of Ω at the origin. By a rotation, we assume the tangent cone V µ is given by, for some positive constant µ ∈ (0, 2),
Here, we used the polar coordinates in R 2 . In fact, the tangent cone V µ can be characterized by the following: For any ε > 0, there exists an r 0 > 0 such that
Our goal is to approximate solutions near an isolated singular boundary point by the corresponding solutions in tangent cones. To this end, we express explicitly the solutions in tangent cones. For any constant µ ∈ (0, 2), consider the unbounded cone V µ defined by (5.1). Then, the solution of (1.1)-(1.2) in V µ is given by
For µ ∈ (0, 1) and θ ∈ (0, µπ/2), we have d = r sin θ and
For µ ∈ (1, 2), if θ ∈ (0, π/2), we have d = r sin θ and the identity above; if θ ∈ (π/2, µπ/2), we have d = r and
We note that the second terms in (5.3) and (5.4) are constant along the ray from the origin. This suggests that Lemma 2.2 cannot be improved in general if the boundary has a singularity. Next, we modify the solution in (5.2) and construct super-and subsolutions. Define
, and (5.6)
where v µ is given by (5.2) and A is a positive constant.
Lemma 5.1. Let V µ be the cone defined in (5.1), and u µ and u µ be defined by (5.5) and (5.6), respectively. Then, u µ is a supersolution and u µ is a subsolution of (1.1) in V µ , respectively.
Proof. We calculate in polar coordinates. For functions of r only, we have
Note r = |z|. A straightforward calculation yields
Hence, u µ is a supersolution in V µ . The proof for u µ is similar. In fact, we have
Hence, u µ is a subsolution in V µ .
Next, we quote a classical formula describing how solutions of (1.1) change under one-to-one holomorphic mappings. See [3] .
Lemma 5.2. Let Ω 1 and Ω 2 be two domains in R 2 . Suppose u 2 ∈ C 2 (Ω 2 ) is a solution of (1.1) in Ω 2 and f is a one-to-one holomorphic function from Ω 1 onto Ω 2 . Then,
Proof. Note that g 2 = e 2u 2 (dx ⊗ dx + dy ⊗ dy) is a complete metric with constant Gauss curvature −1 on Ω 2 . Since the Gauss curvature of the pull-back metric remains the same under the conformal mapping, then g 1 = f * g 2 = e 2u 1 (dx ⊗ dx + dy ⊗ dy) is a complete metric with constant Gauss curvature −1 on Ω 1 . Hence, u 1 solves (1.1) in Ω 1 .
Next, we prove that asymptotic expansions near singular boundary points up to certain orders are local properties.
where r and C are positive constants depending only on r 0 , µ and the C 2 -norms of σ 1 and σ 2 .
Proof. Taking µ such that µ < µ < min{ √ 2µ, 2} and set
For some constant δ 1 > 0, we have
By Lemma 2.2, we have, for A 1 sufficiently large,
The estimate above obviously holds on ∂Ω 1 ∩ B δ 1 . By Lemma 5.1 and the maximum principle, we have
In particular, we can take δ 2 < δ 1 such that
As in the proof of Lemma 5.1, we can verify that u 1 − log 1 + A|z| 1 µ is a subsolution of (1.
for some positive constant M . For any given point z = (x, y) with 0 < x < δ and y > ϕ(x), let p = (x ′ , ϕ(x ′ )) be any closest point to z on σ with the distance d. Then, for |z| sufficient small,
where C is a positive constant depending only on M and α.
Proof. First, we note d ≤ |z| since d is the distance of z to σ. Then,
If |y| ≤ x/4, then |z| ≤ 5x/4 and hence
This implies the desired result.
We are ready to discuss the case when the opening angle of the tangent cone of Ω at the origin is less than π. We first introduce the leading term. Let ∂Ω in a neighborhood of the origin consist of two C 2 -curves σ 1 and σ 2 intersecting at the origin at an angle µπ, for some constant µ ∈ (0, 1]. Define, for any z ∈ Ω,
where d is the distance to ∂Ω. We can also write, for z sufficiently small,
where d 1 and d 2 are the distances to σ 1 and σ 2 , respectively. We note that f µ = − log d if µ = 1.
Theorem 5.5. Let Ω be a bounded domain in R 2 and ∂Ω ∩ B r 0 consist of two C 2 -curves σ 1 and σ 2 intersecting at the origin with an angle µπ, for some constants µ ∈ (0, 1] and r 0 > 0. Suppose u ∈ C 2 (Ω) is a solution of (1.1)-(1.2). Then, for any z ∈ Ω ∩ B δ ,
where f µ is given by (5.11), d is the distance to ∂Ω, and δ and C are positive constants depending only on µ, r 0 and the C 2 -norms of σ 1 and σ 2 .
We first describe the proof. Our goal is to approximate the solution u in Ω by the corresponding solution v in the tangent cone V of Ω at the origin in terms of the distance d to ∂Ω. Take a conformal transform T , with T (0) = 0, such that Ω = T (Ω) has a C 1,µ -boundary near the origin. Then, the tangent cone V of Ω at the origin is a half-plane. We can approximate the solution u in Ω with the corresponding solution v in the tangent cone V in terms of the distance d to ∂ Ω. To transform such an approximation of u by v to that of u by v, we need to discuss the relation between d and d. We are able to establish an optimal relation when points are relatively away from the boundary. We consider two cases by different methods: points away from the boundary by a curve transversal to the boundary at the origin (Case 1 in the proof below) and points bounded by the above curve and another curve tangent to the boundary at the origin up to degree 2 (Case 2 below). For these two cases, the conformal transform T plays an important role. For the rest of the points (Case 3 below), we construct appropriate functions and compare u and v directly by the maximum principle.
Throughout the proof, we need to estimate various geometric quantities, such as distances to curves and angles between two straight lines. Many of these estimates are trivial if the boundary σ i is a line and, these estimates follow from approximations if σ i is a C 2 -curve.
Proof. We first consider the case µ = 1. In this case, σ 1 σ 2 is a C 1,1 -curve near the origin, since σ 1 and σ 2 are C 2 up to the origin and form an angle π at the origin. Then, the conclusion follows from Theorem 3.1 for α = 1.
We now consider the case µ < 1. We denote by d 1 and d 2 the distances to σ 1 and σ 2 , respectively. We only consider the case
We also denote by M the C 2 -norm of σ 1 and σ 2 . We will prove (5.12) with d = d 1 . In the following, C and δ are positive constants depending only on µ, r 0 and the C 2 -norms of σ 1 and σ 2 .
By restricting to a small neighborhood of the origin, we assume σ 1 and σ 2 are curves over their tangent lines at the origin. We also assume σ 1 is given by the function y = ϕ 1 (x) satisfying ϕ 1 (0) = 0, ϕ ′ 1 (0) = 0 and |ϕ
Consider the conformal homeomorphism T : z → z 1 µ . For (5.13) z = (x, y) = (|z| cos θ, |z| sin θ),
we write (5.14)
Set σ i = T (σ i ), i = 1, 2, and σ = σ 1 ∪ σ 2 . We first study the regularity of σ. By expressing σ by y = ϕ( x), we claim
where M is a positive constant depending only on M and µ.
To prove (5.15), we assume σ 1 = T (σ 1 ) is given by y = ϕ 1 ( x). To prove the estimate of ϕ 1 , we note |y| ≤ Cx 2 on σ 1 and |z| ≤ C x µ on σ 1 for |z| sufficiently small. Then, on σ 1 ,
This is the first estimate in (5.15). Next, we prove estimates of derivatives of ϕ 1 . By (5.13) and (5.14), we note that ( x, y) on σ 1 is given by
µ , and
With x ≤ C x µ , we get the second and third estimates in (5.15) . This finishes the proof of (5.15) for x ≥ 0. A similar argument holds for x < 0.
We now discuss three cases for z ∈ Ω ∩ B δ with d 1 (z) ≤ d 2 (z), for δ sufficiently small. We set 16) and . We point out that γ 1 is transversal to σ 1 , or the positive x-axis, at the origin, and that γ 2 is tangent to σ 1 at the origin.
We will prove (5.12) in Ω 1 , Ω 2 , and Ω 3 by considering these three cases separately. In the first case, we prove (5.12) in Ω 1 , for any c 0 > 0. In the second case, we prove (5.12) in Ω 2 , for any c 0 > 0 sufficiently small and any c 1 > 0. We fix c 0 in this case. In the third case, we prove (5.12) in Ω 3 , for an appropriate c 1 > 0.
Let V be the tangent cone of Ω at the origin given by (5.1) and v be the solution of
δ . Let u + and u − be the solutions of (1.1)-(1.2) in Ω + and Ω − , respectively. By the maximum principle, we have
We take δ small so that T is one-to-one on Ω + . We point out that Ω + is a bounded domain in Ω and that Ω − is an unbounded domain containing Ω. In the following, we compare u + and u − with v and establish (5.22) and (5.23). First, we compare u + with v. Set Ω + = T (Ω + ) and let u + be the solution of (1.1)-(1.2) in Ω + . We will compare u + in Ω + with the corresponding solution v in the tangent cone V of Ω + at the origin and then use the relations between u + and u + and between v and v to get the desired estimate concerning u + and v. By (5.15), the curve σ given by y = ϕ( x) satisfies
Theorem 3.1 implies, for z close to the origin,
where d is the distance from z to the curve σ. Therefore, for z close to the origin, 
By a simple geometric argument, we have θ ≥ θ 0 for some positive constant θ 0 , for |z| sufficiently small. Here, θ is the angle between Oz and the positive x-axis, as in (5.13). As a consequence, we get |z| ≤ Cy ≤ C y µ . Hence,
Therefore, Therefore, we obtain
Next, we compare u − with v. We could use the similar method as comparing u + and v as above to achieve this. Instead, we transform the unbounded domain Ω − to a bounded domain conformally and reduce the present situation to what we just discussed. Then, we can employ (5.22) directly. To this end, we fix a point P ∈ Ω c − and consider the conformal homeomorphism T : z → 1 z−P . We assume that T maps Ω − to Ω − , V to V , σ i to σ i , and l i to l i . Then, σ i and l i are C 2 -curves with bounded C 2 -norms in a small neighborhood of T (0) since T is smooth in B |0P |/2 . The tangent cone of Ω − at T (0), denoted by V , has an opening angle µπ since T is conformal. Let u − , v and v be the solutions of (1.1)-(1.2) in Ω − , V and V , respectively. By Lemma 5.2, we have
By applying (5.22), with u + in Ω + replaced by u − and v in Ω − and V , respectively, and v in V replaced by v in V , we have
We note that the distance d from z to ∂ Ω − is comparable to that from z to ∂ V since ∂ Ω − and ∂ V are tangent at T (0). Therefore,
and hence
By combining (5.18), (5.22) and (5.23), we have
By the explicit expression of v in (5.2), it is straightforward to verify v(z) + log µ|z| sin arcsin
We hence have (5.12) for z ∈ Ω 1 ∩ B δ . Case 2. We consider z ∈ Ω 2 ∩ B δ and discuss in two cases. Case 2.1. First, we assume T is one-to-one in Ω. Set Ω = T (Ω) and let u be the solution of (1.1)-(1.2) in Ω. Let p = ( x ′ , y ′ ) be the closest point on σ 1 to z = ( x, y) with the distance d. We first demonstrate that we are able to put a ball in Ω and another ball outside Ω, both of which are tangent to ∂ Ω at p, and then compare u with the corresponding solutions associated with these tangent balls. Based on this, we can compare u with the solution in some half-space, which is close to the tangent cone V of Ω at the origin. Then, we can compare u with the solution v ′ in some cone, which is close to the tangent cone V of Ω at the origin, as shown in (5.30). Last, we compare v ′ with v in (5.35). We now proceed with the proof.
For z ∈ Ω 2 , d 1 < c 0 |z|. If c 0 is small, then | y| ≤ c * | x|, for some constant c * small. This follows easily from the relation between z and z, as given by (5.13) and (5.14). By Lemma 5.4, we have
Note that |z| is comparable with x and that | z| is comparable with x. With x ′µ ≤ |z| and by (5.15), we have
and similarly
Next, we claim, for any x sufficiently small,
where K is a positive constant depending only on M and µ. We prove (5.26) in three cases. If x ≥ |z| 1 µ /3, then, with µ ∈ (0, 1), 
and |z|
Then, (5.26) follows. If x ≤ 0, we have
and
Then, (5.26) also holds. We note that the left-hand side of (5.26) is given by the difference of ϕ and its linear part at x ′ . Hence, the graph of ϕ, viewed as a graph over its tangent line at ( x ′ , ϕ( x ′ )), is bounded by two parabolas. Hence, we have, for some R = C ′ |z|
where n is the unit inward normal vector of σ 1 at p and C ′ is some positive constant. Let u R, p+R n and v R, p−R n be the solutions of (1.1)-(1.2) in B R ( p + R n) and R 2 \ B R ( p − R n), given by (2.1) and (2.2), respectively. Then, by the maximum principle, we have
and hence, at z,
Let q be the closest point on σ 1 to z, with the distance given by d 1 . By d 1 < c 0 |z| for c 0 small, we have q ∈ B |z|/3 (z) if |z| is small. Therefore,
With (5.27), we obtain | u( z) + log d| ≤ Cd 1 .
Let l be the tangent line of σ 1 at p and l ′ be the line passing the origin and p. Then, the slopes of these two straight lines are bounded by C|z| by (5.24) and (5.25). Therefore, the included angle θ between l and l ′ is less than C|z|, and hence,
Let V ′ be the half-plane above the line l ′ and v ′ (z) be the solution of (1.
and let v ′ be the solution of (1.1)-(1.2) in V ′ . By Lemma 5.2, we get
Combining with (5.29), we have
We point out that the choice of v ′ depends on z.
Next, we compare v ′ with the solution v in the tangent cone V of Ω at 0. To this end, we need to compare dist(z, ∂V ′ ) with d 1 , which is the distance from z to σ 1 . Recall that q is the closest point on σ 1 to z and that p is the closest point on σ 1 to z. Denote p = T −1 p. Set p = (x ′ , ϕ 1 (x ′ )) and q = (x, ϕ 1 (x)). We first claim
To prove (5.31), we will compare x ′ , x with x. Since q = (x, ϕ 1 (x)) is the closest point on σ 1 to z = (x, y) with the distance d 1 , by Lemma 5.4 with α = 1, we have
Since p = ( x ′ , y ′ ) is the closest point on σ 1 to z = ( x, y) with the distance d, by Lemma 5.4 again, we have
where we used (5.28) in estimating d. Hence, with p = (x ′ , ϕ 1 (x ′ )),
Next, we compare x * and x. We write z = (x, y) = (|z| cos θ, |z| sin θ). Hence,
Note T −1 ( x, ϕ 1 ( x)) is a point on σ 1 and denote this point by (x * , y * ) = (r * cos θ * , r * sin θ * ). The definition of T implies
and then |θ * | ≤ C|z|.
Moreover,
cos θ * .
|z| and hence
Therefore, (5.31) follows from (5.32), (5.33), and (5.34). Denote by l ′ and l the straight lines passing the origin and intersecting σ 1 at p and q, respectively. Then, the difference of their slopes can be estimated by
and a similar estimate holds for the angle between l ′ and l. These estimates follow from a simple geometric argument and the C 2 -bound of ϕ 1 . Then, with c 1 |z|
Denote by θ the angle between the line l and the tangent line of σ 1 at q. Then,
and hence u Ω (z) + log µ|z| sin arcsin
We need to estimate |z| 
By (5.9), we have
For c 0 small, we have
if δ is smaller. Then, it is straightforward to verify that u D + log(1 + A|z| 2 ) is a supersolution of (1.1) in Ω ∩ B δ . By Case 1, we have
We set, for two constants a and b,
where κ is the curvature of σ 1 , evaluated at the closest point on σ 1 to z. We can take positive constants a and b depending only on M and µ such that
By Lemma 2.2, we have
for δ sufficiently small. By taking A large and the maximum principle, we have
Similarly, we obtain
and hence (5.12) for u Ω in Ω 2 ∩ B δ . We note that µ < 1 is not used here. We actually proved the following statement: If
We consider z ∈ Ω 3 ∩ B δ . We point out that we will not need the transform T in this case.
Let q be the closest point on σ 1 to z and set B * = B 1 20c 1
where n is the unit inward normal vector of σ 1 at q. Note that B * is a ball tangent to σ 1 at q and that ∂B * intersects γ 2 at two points. Denote by Q one of these intersections with the larger distance to the origin. Then for c 1 = c 1 (M, µ) large, we have dist(O, Q) < 3|z|. With
By what we proved in Case 2, we have
For some positive constants a and b, set
Let u * be the solution of (1.1)-(1.2) in B * . By taking a and b depending only on M and µ, we have φ > 0, ∆φ < 0 in Ω 3 ∩ B δ , and u ≤ u * + φ on γ 2 ∩ B * .
We note that Ω 3 ∩ B * consists of two parts, ∂B * ∩ Ω 3 and γ 2 ∩ B * , and that u * = ∞ on ∂B * . By the maximum principle, we obtain
With |u * + log d 1 | ≤ Cd 1 , we have, at the fixed z,
Since we can always put a ball outside Ω and tangent to ∂Ω at q due to µ < 1, we get
Therefore, we obtain |u(z) + log d 1 | ≤ Cd 1 , and hence (5.12) for z ∈ Ω 3 ∩ B δ by (5.38). By combining Cases 1-3, we finish the proof of (5.12). Now, we discuss the case when the opening angle of the tangent cone of Ω at the origin is larger than π. We first introduce the leading term. Let ∂Ω in a neighborhood of the origin consist of two C 2 -curves σ 1 and σ 2 intersecting at the origin at an angle µπ, for some constant µ ∈ (1, 2). Define, for any z ∈ Ω,
where d, d 1 and d 2 are the distances to ∂Ω, σ 1 and σ 2 , respectively, θ is the angle anticlockwise from the tangent line of σ 1 at the origin to − → Oz. We note that {z ∈ Ω : d 1 (z) = d 2 (z)} has a nonempty interior for µ ∈ (1, 2) and that f µ is well-defined for z sufficiently small. It is straightforward to verify that ∂{z ∈ Ω : d 1 (z) < (or >)d 2 (z)} ∩ Ω near the origin is a line segment perpendicular to the tangent line of σ 1 (or σ 2 ) at the origin. In fact, let σ 1 be given by a function y = ϕ(x) ∈ C 2 ([0, δ]), for some constant δ > 0, satisfying ϕ(0) = 0 and |ϕ
We now claim that ∂{z ∈ Ω : Let Ω be a bounded domain in R 2 and ∂Ω ∩ B r 0 consist of two C 2 -curves σ 1 and σ 2 intersecting at the origin at an angle µπ, for some constants µ ∈ (1, 2) and r 0 > 0. Suppose u ∈ C 2 (Ω) is a solution of (1.1)-(1.2). Then, for any z ∈ Ω ∩ B δ , |u(z) − f µ (z)| ≤ Cd(z), where f µ is the function defined by (5.39), and δ and C are positive constants depending only on µ, r 0 and the C 2 -norms of σ 1 and σ 2 .
where d 1 is the distance from z to the curve
and d 2 is the distance from z to the curve
Then, we proceed similarly as in Case 2 in the proof of Theorem 5.5. Case 3. We consider z ∈ Ω 3 ∩ B δ . We take q ∈ σ 1 with the least distance to z, and denote by l the tangent line of σ 1 at q. We put q at the origin of the line l. A portion of σ 1 near q, including the part from the origin to q, can be expressed as a C 2 -function ϕ in (−s 0 , s 0 ), with ϕ(−s 0 ) corresponding to the origin in R 2 and ϕ(0) corresponding to q, i.e., ϕ(0) = 0. Then, In the present case, M is uniform, independent of z; however, s 0 depends on z. We should first estimate s 0 in terms of d 2 . We note, for d 2 sufficiently small, By what we proved in Case 2, we get
Combining with (5.45), we have, for |z| sufficient small, u ≥ v R,q−R n in Ω 3 ∩ ∂B 3|z| (z).
Set φ = ad 1 − bd 2 1 . We can take two positive constants a and b depending only the geometry of Ω such that φ > 0, ∆φ < 0 in Ω 3 ∩ ∂B δ , and v R,q−R n ≤ u + φ on γ 2 ∩ B δ .
By the maximum principle, we obtain v R,q−R n ≤ u + φ in Ω 3 ∩ B 3|z| (z).
By |v R,q−R n + log d 1 | ≤ Cd 1 ,
we have u(z) ≥ − log d 1 − Cd 1 .
Since we can always put a ball inside Ω and tangent to ∂Ω at q due to µ > 1, we get
Therefore, |u(z) + log d 1 | ≤ Cd 1 , and hence u(z) + log µr sin arcsin
This is the desired estimate for z ∈ Ω 3 ∩ B δ .
Remark 5.7. We point out that the estimates in Theorem 5.5 and Theorem 5.6 are local; namely, they hold in Ω near the origin, independent of Ω away from the origin.
Remark 5.8. The function f µ in Theorem 5.5 and Theorem 5.6 is locally Lipschitz since it involves the distance function, which is Lipschitz, and is piecewise C 2 . In fact, f µ is C 2 except along a curve given by d 1 = d 2 for µ ∈ (0, 1) and except along two curves for µ ∈ (1, 2). On the other hand, we can replace f µ by a function which is C 2 in Ω ∩ B δ and maintain the same estimates as in Theorem 5.5 and Theorem 5.6.
Remark 5.9. With a slightly more complicated argument, we can prove the following estimate: if σ 1 and σ 2 are C 1,α -curves, for some α ∈ (0, 1), then for any z ∈ Ω ∩ B δ ,
where f µ is given by (5.11) for µ ∈ (0, 1] and by (5.39) for µ ∈ (1, 2), and δ and C are positive constants depending only on the geometry of ∂Ω. This estimate can be viewed as a generalization of Theorem 3.1.
