INTRODUCTION
The eyes are the windows of the mind, and humans achieve more information from vision than through other approaches, thus vision is the most important sensation of humans. It was shown by statistics that 80% of all information we obtain came from vision. Visual information is a kind of multimedia information, and it is popular due to such advantages as vividness in expression and abundance in content. We can achieve a lot of important knowledge from visual information and our life is thus greatly improved. Meanwhile, with the development of IT and multimedia technology, large information source libraries such as the Internet come into being. In particular, since the late 1990s, the thrive of digital cameras and the development of the Internet have made more and more multimedia information frequently appear in our daily life. Therein, information mainly conveyed by images, audios and videos has become the mainstream of information service and exchange and plays important roles in research, daily life, communication and so on. Images have descriptive ability and abundant content beyond the capacity of texts, so people prefer to transmit and achieve information via images. An image contains a large amount of information, and the storage of images in the Internet increases astonishingly. Related researches show that currently the amount of data computers all over the world generate and store doubles every other month. There was a research predicted from databases which were five years before that the amount of information in the Internet would increase exponentially. In addition, certain materials show that this pattern will be followed for a long time. Therefore, besides convenience, the mass data has brought many abstruse problems as well: so much visual information has exceeded the receptive capacity of us and the large amount of data have made it harder and harder to process and achieve useful information. In the information explosive ocean, we find it difficult to find required information efficiently. Users may spend large amount of time and energy to find related information, which only turns out unsatisfying. Then, how to pick out the truly useful information in mass data? Visual Intelligence, i.e. Computer Vision, is an important component of Artificial Intelligence. It is a discipline working on how to make a machine 'see' and can help us with information searching in mass data. In the process of searching, the first step is to obtain the image information, then the content of the image is analyzed and comprehended and related knowledge is obtain via the description of the image. Image analysis and comprehension is the primary task during image information analysis in computers and an important part of Visual Intelligence.
Meanwhile, the classification of visual objects is critical in image analysis and comprehension. Thus, in the face of increasing mass of images, the automatic classification and extraction of visual objects have become more and more urgent. Visual object classification is to automatically perform object classification on an image or to judge whether an image belongs to a certain class as well as locate and extract target objects from sequential images. It is a hot and difficult problem in Computer Vision and Pattern Recognition and critical to image comprehension and retrieval [1] . For human beings, vision is a learning process of thinking and perception. Its basic approach is: visual organs receive information from outside as sensors, and then they transmit the received stimulus to the brains, which generates a vivid semantic description for visual objects after processing the information. Any visual object has its features and the description of the features is an important prerequisite of visual object classification [2] .
Similar to visual information process via human eyes and brains, visual object classification performs learning and sorting on semantic concepts by the features of bottom-layer visual objects and then builds complicated object classification model. The basic idea is: first describe the visual objects and build a model, then adapt the model based on the class of visual objects via Machine Learning, and finally use the adapted model to classify unknown objects. The description of visual objects is to find the objects and describe them via their features. This process mainly faces two challenges. The first one resides in the features of visual objects. Up to now there have been a lot of researches on image features for classification at home and abroad, in which the contents of images are presented by objective visual features such as colors, textures, shapes, spatial relations and so on. However, computers are not capable of high-level semantic description like human being, and the low-level features they can describe are lagging far behind the high-level semantic features humans can understand, i.e. there is a huge semantic gap between low-level visual features in images and semantic description. The existence of semantic gap disables computers to describe visual objects effectively and brings challenges to visual object classification. The second challenge is the difficulty in image object extraction due to visual angle variance, brightness variance, scale variance, object transformation, partial blocking, complicated background and variance within the same class of objects. In addition, the continuing increase of image data makes traditional manual extraction extremely infeasible. All the above influences also add to the semantic gap. Therein, brightness variance is caused by the change of light, scale variance by the rotation of objects and change of shooting angle, and variance within the same class by different postures and appearances of the same object.
The traditional method of visual object classification is to manually label the objects in images and extract features as well as performs classification according to the labels. Its short coming is that it costs an enormous amount of time and effort to work on large or even mass amount of image data and it is also prone to generate errors that we cannot accept. Moreover, in this information explosion era, new images emerge ceaselessly, which makes the instant update of manual labels impossible. So it is infeasible to label all images once for all. In addition, Recently, Bag of Words image presentation model has drawn more and more attentions in the area of image classification. It is originally a simplified postulated model to process natural language and retrieve information. In this model, a text can be presented as an unordered set of words, regardless of grammar and word sequences. It was primarily applied to text classification (Lewis, 1998). Now, more and more Bag of Words models are widely employed in visual object classification. The basic idea is to extract local features of an image set in the first place, then quantify these features, and finally present the images as a set of several visual words. Essentially the model is divided into two parts: (1) coding process, which substitutes descriptors with expressions more suitable for classification; (2) merging process, which summarizes features after coding in wider ranges. In the coding process, K-Means, GMM, Sparse Coding are generally used. In the merging process, SPM and Spatial-LTM are frequently employed. KMeans is a distance based clustering algorithm, i.e. the closer two objects are, the more similar they are supposed to be, and finally all data can be divided into k clusters. Sparse Coding is popular these years. It uses as few as possible data points for coding, provided that sparse effectiveness is maintained. However, some problems exist in these popular coding methods, mainly: (1) they leave out the spatial relations among local feature, which makes the generated visual words weak in discrimination and spatial description; (2) they can only judge the existence of an object, but not its location, which causes weak labeling of image.
To address the above problems, i.e. the time-consuming effort in manual labeling and the unsuitability of unsupervised methods in real image classification, Multiple Instance Learning (MIL) is applied to classification of weakly labeled images (i.e. only the existence of objects is known). In this kind of learning, every image in a set is regarded as a bag. Extract the features in blocks and regions or local as samples of this bag so that each bag corresponds to a sample set.
Each bag has a training label, which is positive when the image contains the target object and [7] [8] [9] built high order image features based on visual words and showed good results in experiments [7] selected important features and screened low order features for high order features using discrete AdaBoost algorithm. Compared to traditional method of enumeration, this method avoids a large amount of calculation. However, this method is complicated that every time new features are to be selected, AdaBoost algorithm is used to classify training data. [9] proposed a method that searched for meaningful visual phrase vocabulary. First of all, each visual word are combined with its Knearest neighbors to form visual word group. Then the redundancy in visual phrases is dealt with via mode summary and top-to-bottom update method. Visual Synset [8] consists of visual phrases.
It is compared with traditional Bag of Words model and proved to be better than the latter.
However, similar to the method proposed by [9] , K-nearest Neighbor is also used to construct visual phrases in this method.
MIL can address problems in weak labeling effectively. It is a discriminative training model and brings high-precision classification. But some problems exist in the large numbers of MIL algorithms, so they cannot be applied to visual object classification directory. To overcome the 
RELATED WORKS
In this chapter, we will introduce the framework of visual object classification based on SPM algorithm [11] . Then we will introduce SIFT descriptor [12] , which is a frequent used local feature in this article. In the end, an important algorithm in visual object classification, Multiple Instance Learning (MIL), is presented. The matching function of Level l is defined as:
To combine all sub-blocks, the pyramid matching kernel is defined as:
Pyramid with three levels is shown as figure 1: Transform. Due to its robustness, SIFT is an important feature throughout this article. In the last section, the local feature used in SPM is a SIFT descriptor. This section will briefly introduce its strong points and generation. SIFT descriptor has the following advantages:
(1) SIFT is a local feature, which is invariant to rotation, scaling and change of light and stable in a certain extent of changes in visual angle, affine transformation and noise.
(2) It contains abundant information and has great specificity, so it is applicable to fast and accurate matching among mass feature data.
(3) It has a large quantity that even a few objects can generate a number of SIFT features.
(4) It is high-speed, which makes extraction convenient and fast and satisfies the requirement of real-time.
(5) It is extensible and easy to combine with other feature vectors.
Before the extraction of SIFT, an image is presented in multiple scales. Gauss Kernel
Convolution is the only transformation kernel to realize scalar changes of images, and it is the only linear kernel:
Therefore, the presentation of a two-dimensional image in different scales can be obtained from the convolution of the image and Gauss Kernel:
Therein, σ is called Scale Space Factor. The smaller σ is, the less smooth the image is and the smaller the scale is. Large scale corresponds to general features of the image, and small scale to detailed features.
Firstly, SIFT algorithm detects features in the scale space and confirms the location and scale of key points. Then, it sets the direction of gradient as the direction of the point. Thus the scale and direction invariance of the operator are realized. Key points are the extreme values in both the two-dimensional space of the image and DoG scale space. DoG operator is calculated as:
Find out all local extremes in DoG space and group them as candidate key points. Then delete the low-contrast key points and unstable skirt response points (for DoG algorithm will generate strong skirt responses) to strengthen the stability and resistance to noise of matching. After obtaining the candidate key points, accurately determine the locations of key points using surrounding data points. Therein, the locations and scales of key points are determined via fitting three dimensional quadratic functions.
Calculate the direction of a key point via the distribution of the direction of gradient of its neighboring pixels and set the direction parameters for each key point to ensure the rotation invariance of the operator. The algorithm samples in the window centered at the key point and calculate the direction of gradient in the neighboring area via histogram. The range of gradient histogram is 0~360 degree, in which each column spans 10 degrees and there are 36 columns.
The peak value of the histogram is the principal direction of the neighboring gradient, i.e. the direction of this key point. In this histogram, if a peak value that is 80% of the principal peak exits, the corresponding direction is the auxiliary direction of this key point. A key point may be assigned to several directions (one principal and more than one auxiliary), which can increase the robustness of SIFT feature.
Up to now, the detection of key points is completed. Each key point has three parameters:
location, scale and direction. Thus an SIFT feature region can be determined. A SIFT feature vector contains the information of direction in neighborhood and therefore enhances the antinoise ability as well as provides a good fault tolerance for matching with deviated locations. Get an 8×8 window centered on the key point. First of all, rotate the axis to the direction of key point.
Then assign a weight to each direction using Gauss Smooth Filter and calculate the direction histogram of every sub-window. Generally, each key point is described by 4×4 seed points. Thus, 128 data points are generated for one key point. Now SIFT vector is free from the influence of In this article, we use an MIL algorithm developed from DD algorithm and MILES algorithm.
In 1998, O. Maron and T. Lozano-Perez proposed DD based Multi-instance algorithm. The algorithm aims to find the point with the largest diverse density, i.e. target feature t, which is defined as the following: for a point in the feature space, the more positive bags appears around it and the farther negative instances are from it, the larger its diverse density is. Suppose the bags are independent on each other, then the formula can be expressed according to Bayes:
Noise-or model can be employed to specialize the product in the above formula: 
In this formula, σ is the parameter to adjust the scale. Since there are multiple local extremes in the diverse density space, the above formula can be solved by Expectation Maximization (EM).
Each positive instance is selected as the starting point for searching, thus when t is located via Gradient Descent algorithm, selection can be performed on each property of instance features.
However, due to the problem in calculation amount, DD algorithm several rounds of searching. Y. 
The similarity between Instance x k and Bag B i is measured by:
Given l + positive bags and l -negative bags, all the similarity measurements of between bags and instances form the following matrix: 
Each row of the matrix is the similarities between an instance and every bag. In this instanceto-bag mapping space, the MIL problem is converted to a Supervised Learning problem. Perform learning on the above matrix via SVM or 1-Norm SVM as follows: The detailed generation process will be given as follows.
Given a labeled image, we first detect key points using the method proposed by [19] [20] [21] 
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In addition, considering the histogram of visual phrases is better for image presentation, the similarity can be defined as:
In the above formula, h ij (p k ) is the number of visual phrases contained in the j th region of X i and Σh ij is the total number of visual phrases contained in the image. Traditional method can be used to solve the problem. Considering the mapping matrix is a sparse one, L1-norm SVM is still used for image classification.
MIL based on the above formula is MVPL, short for Multiple Visual Phrase Learning.
Histogram of visual phrases can better distinguish the descriptive information of different classes of images. In addition, visual phrases contain the relations of visual words extracted from images, so they are more discriminative and descriptive than visual words.
EXPERIEMNTS AND ANALYSIS
Image sets used in the experiments are Caltech 101 and Scene 15, which this section will introduce briefly. As introduced in the last chapter, Caltech 101 contains images related to visual objects such as animals, vehicles and flowers. There are 102 image classes and each class contains 31 to 800 images, whose sizes are 300×300 pixels or so. Scene 15 contains indoor scenes (such as offices, kitchens and living room), outdoor scenes (such as the appearances of buildings, cities and streets) and natural scenes (such as dunes, mountains and forests). Each class contains 200 to 400 images, whose average size is 300×250 pixels. Figure 2 shows three randomly picked images from each class. First of all, we experiment on the length of visual word set via VM-MIL and the result is shown in Table 1 . It is shown that with the increase of visual word length, the recognition accuracy gradually increases, but the amount of calculation also goes up. Therefore, we fix N1 to 200 in the following experiments, thus the length of visual word set is set to 5600. On the basis of visual word set with the length of 5600, we construct a visual phrase vocabulary whose length is about 40,000 with the visual phrase generation algorithm proposed in this chapter. The comparisons among visual phrases based MIL, Spatial-LTM and SPM are shown in Table 2 . It is shown that VW-MIL is already obviously better than Spatial-LTM and SPM. The accuracy of MVWL is almost **% higher than VW-MIL and nearly **% higher than Spatial-LTM and SPM. The classification performance of visual phrases is even better than visual words. and artificial scenes (such as highway and suburb), and it is the most thorough scene dataset. The experiment is repeated for 10 times and its configuration is the same as in SPM algorithm First of all, we experiment on the length of visual word set via VM-MIL. We quantize the SIFT features of each image class into visual words via K-Means, and the number of visual words in each class N2 is increased gradually from 200 to 1000, correspondingly the total number of visual words increases from 3000 to 15000. The result is in Table 3 . It is shown that when the total length of visual words is 15000 we have the highest accuracy. Considering the calculation efficiency, we fix N2 to 1000 in the following experiments, thus the length of visual word set is set to 1500. On the basis of visual word set with the length of 15000, we construct a visual phrase vocabulary whose length is about 25,000. The comparisons among the best results of VW-MIL, MVWL, MVPL and SPM are shown in Table 4 . .
