Summary: SPOCTOPUS is a method for combined prediction of signal peptides and membrane protein topology, suitable for genome-scale studies. Its objective is to minimize false predictions of transmembrane regions as signal peptides and vice versa. We provide a description of the SPOCTOPUS algorithm together with a performance evaluation where SPOCTOPUS compares favorably with state-of-the-art methods for signal peptide and topology predictions. Availability: SPOCTOPUS is available as a web server and both the source code and benchmark data are available for download at
INTRODUCTION
Topology prediction of integral transmembrane (TM) proteins is an important part of proteomics studies as a correctly predicted topology provides important clues to the function of a protein, as well as a template for further experimental studies. Many methods exist that predict topology (i.e. a specification of the membrane spanning regions and their in/out orientation with respect to the membrane) with high accuracy (Jones, 2007; Käll et al., 2004; Sonnhammer et al., 1998; Tusnády and Simon, 1998; Viklund and Elofsson, 2004) .
For most topology predictors as well as signal peptide (SP) predictors, an N-terminal TM region is often difficult to distinguish from a signal peptide, as these both consist of a stretch of mainly hydrophobic residues (Krogh et al., 2001; Tusnády and Simon, 1998) . When applied to whole-genome data, it is particularly important for a topology predictor not to falsely predict actual SPs as TM regions or vice versa as this may lead, for example, to inaccurate functional assignments.
Here we present SPOCTOPUS, an algorithm for combined prediction of SPs and membrane protein topology. SPOCTOPUS is an extension of OCTOPUS (Viklund and Elofsson, 2008) , adding the feature of SP prediction to the original topology prediction algorithm. Specifically, the purpose of SPOCTOPUS is to maximize discrimination between SPs and TM regions. In addition, we present * To whom correspondence should be addressed. a brief study of the performance of SPOCTOPUS compared with state-of-the-art methods for both SP prediction per se and combined SP and TM prediction.
SPOCTOPUS
SPOCTOPUS consists of a neural network and a dynamic programming algorithm based on a hidden Markov model (HMM). Input data are a sequence profile that are created by running BLAST with an e-value cutoff of 10 −5 and using the raw frequencies of the resulting multiple sequence alignment. For each residue, a window of 29 residues is used as input. The hidden layer consists of eight nodes and the output layer consists of a single node trained to output the value 1.0 for each residue situated in an SP and the value 0.0 for any other residue. For the 70 most N-terminal residues of a particular amino acid sequence this neural network is used to obtain an SP preference score (S-value).
Based on this sequence of preference scores, a protein is predicted to contain an SP if a stretch of 13 residues has a geometric mean of the preference score that is higher than 0.56. This cutoff was determined based on the results presented in Supplementary  Figure 1 . If an SP is predicted, the most likely length and location of the SP is determined by running the sequence of S-values through a dynamic programming algorithm similar to a linear three-state HMM, with a two-character alphabet [SP (= S-value) and non-SP (= 1.0 − S-value)]. Each sequence path starts in the first state (non-SP state), transits via the second state (SP state) to the third state (non-SP state). All transition probabilities are set to 1.0 and the emission probabilities to 1.0 for non-SP in the non-SP states and 1.0 for SP in the SP-state. Consequently, the predicted SP length and location is the state path with the highest geometric mean of X leading non-SP residues, Y following SP residues and Z trailing non-SP residues, where X +Y +Z = N and N ≤ 70 is the length of the input sequence.
To predict the topology for the rest of the sequence, the original version of OCTOPUS is used, with the exception that if an SP has been predicted, these residues are labeled with 'S' and subsequently remain unchanged by the OCTOPUS prediction. The end of a predicted SP region is also fixed to the outside.
For training and testing of SPOCTOPUS a dataset of 1275 sequence with SPs (S), 45 sequences with both TM regions and SPs (M), 247 sequences with only TM regions (T) and 1087 sequences with neither TM regions nor SPs (G) were used. This dataset was The fraction of over-predicted SPs (false positives) were counted for sequences with only TM regions (column 3) and sequences with neither TM regions nor SPs (column 5). The fraction of undetected SPs (false negatives) were counted for sequences with both SPs and TM regions (column 2) and sequences with only SPs (column 4). Column 6 presents the Matthew correlation coefficient (MCC) based on the results in columns 2-5. Results for SPOCTOPUS were obtained using 10-fold cross-validation.
originally compiled by Käll et al. (2004) . For the optimization of the neural network parameters all SP residues were used as positive examples while the 50 first residues (if non-SP) of the S-, M-and T-datasets were used as negative examples. In addition, two datasets consisting of 613 and 546 sequences with experimentally determined C-terminal locations for membrane proteins in Escherichia coli (Rapp et al., 2004) and Saccharomyces cerevisiae (Kim et al., 2006) respectively were used for additional performance evaluation. Since only the C-terminus is known, and not the full topology, accuracy in Table 2 is measured per residue (corresponding to the known points) rather than per TM segment.
PERFORMANCE EVALUATION
To verify the efficiency of SPOCTOPUS we have compared it to state-of-the-art methods for predicting SPs, SignalP3.0 (Bendtsen et al., 2004) and SPEP (Fariselli et al., 2003) , and one earlier method that integrates TM and SP predictions, Phobius (Käll et al., 2004) . All results presented for SPOCTOPUS, i.e. both for SP prediction (Table 1 ) and topology prediction (Table 2) , were obtained using 10-fold cross-validation. In addition, two simple methods that combine OCTOPUS and SignalP3.0 were tested. In the first method (OCTOPUS-SP-MASK) a predicted signal peptide is masked away before the OCTOPUS is run, while in the second method (OCTOPUS-SP-LABEL) the OCTOPUS prediction is also constrained such that the end of the signal peptide is located on the outside.
In a first test, all methods were benchmarked for their ability to distinguish between TM regions and SPs in a set of proteins compiled previously by Käll et al. (2004) . As can be seen in Table 1 , SPOCTOPUS compares favorably with Phobius, and in particular, SPOCTOPUS is slightly better than Phobius at avoiding false positive SP predictions, both in TM and globular proteins. Compared with both SignalP3.0 and SPEP, SPOCTOPUS detects fewer SPs, but is considerably better at avoiding false positive SPs in TM proteins. In total, SPOCTOPUS correctly identifies 1275/1320 SPs and predicts only 22 of them as TM regions. Conversely, 172/185 N-terminal TM regions are correctly predicted while nine are predicted as SPs (Supplementary Table 1 ). An analysis of the signal peptides missed by each of the methods is included in Supplementary  Table 2 .
The aim of SPOCTOPUS is that it should be useful for largescale studies of TM proteins. To test the accuracy on this type of data, we used whole-genome data from both E.coli and S.cerevisiae, for which the location of the C-terminal has been determined experimentally.
Here, SPOCTOPUS also has a slightly higher accuracy compared with Phobius (Table 2) . Compared with the original OCTOPUS algorithm, SPOCTOPUS performs slightly better by correctly reorienting the loop regions for a subset of the proteins with predicted signal peptides. By combining OCTOPUS and SignalP3.0 a similar performance to SPOCTOPUS can be obtained. We attribute the observed performance increase of SPOCTOPUS compared with earlier predictors to (i) the use of multiple sequence alignments rather than single sequences, (ii) the combination of different machine learning techniques (HMMs and ANNs) and (iii) the increase in training data available, especially in the amount of known TM protein structures. 
