Abstract. We consider the method of particular solutions for numerically computing eigenvalues and eigenfunctions of the Laplacian on a smooth, bounded domain Ω in R n with either Dirichlet or Neumann boundary conditions. This method constructs approximate eigenvalues E, and approximate eigenfunctions u that satisfy ∆u = Eu in Ω, but not the exact boundary condition. An inclusion bound is then an estimate on the distance of E from the actual spectrum of the Laplacian, in terms of (boundary data of) u. We prove operator norm estimates on certain operators on L 2 (∂Ω) constructed from the boundary values of the true eigenfunctions, and show that these estimates lead to sharp inclusion bounds in the sense that their scaling with E is optimal. This is advantageous for the accurate computation of large eigenvalues. The Dirichlet case can be treated using elementary arguments and will appear in [5] , while the Neumann case seems to require much more sophisticated technology. We include preliminary numerical examples for the Neumann case.
Introduction
In this paper we consider Laplace eigenfunctions on a smooth bounded domain Ω ⊂ R n . As is well known, the positive Laplacian
is self-adjoint. Here and below, d n denotes the directional derivative with respect to the outward unit normal vector at ∂Ω. These are known as the Laplacian with Dirichlet, resp. Neumann, boundary conditions and will be denoted ∆ D , resp. ∆ N . In either case, there is an orthonormal basis of L 2 (Ω) consisting of real eigenfunctions. We denote an orthonormal basis of Dirichlet eigenfunctions u j , j = 1 . . . ∞, and an orthonormal basis of Neumann eigenfunctions v j , j = 1 . . . ∞, with Dirichlet/Neumann eigenvalues E j = λ 2 j , resp.Ẽ j = µ 1 Note that our sign convention is opposite to that of [5] for the Dirichlet case; see (1.1). The smooth domain Ω ⊂ R 2 is shown in Fig. 4 . u is restricted to lie in the span of a finite number of numerical basis functions satisfying the Helmholtz equation at each E, and the minimization uses dense linear algebra [5] . A small value (e.g. at the dot shown) implies closeness to a Dirichlet eigenvalue.
We will denote the spectrum of ∆ D , resp. ∆ N by spec D , resp. spec N . Also, we will denote the normal derivative d n u j at ∂Ω by ψ j , and the restriction of v j to ∂Ω by w j . Thus ψ j , w j are functions on ∂Ω, which we will refer to as the boundary traces of eigenfunctions u j , resp. v j .
The Method of Particular Solutions [6, 3] is a numerical method for finding eigenvalues and eigenfunctions of the Laplacian on a Euclidean domain. In the case of the Dirichlet boundary condition, the method consists of choosing an energy (positive real number) E, and looking for the solution u to the Helmholtz equation (∆ − E)u = 0 that comes closest to satisfying the boundary condition, in the sense that it minimizes (or approximately minimizes) the L 2 norm of the boundary trace of u (in L 2 (∂Ω)). In practice u is restricted to a sufficiently large numerical subspace and the minimization is done via dense linear algebra (a generalized eigenvalue or singular value problem [3, 5] ). We then think of this minimum L 2 norm on the boundary as a function of E (see Fig. 1 ), and numerically try to find the (near) zeros of this function as we move along the E-axis. Clearly, if we find a Helmholtz u with u L 2 (∂Ω) , then E is a Dirichlet eigenvalue, and u is a Dirichlet eigenfunction. We would expect, therefore, that if u L 2 (∂Ω) is very small, then E is close to a Dirichlet eigenvalue, and u is close to (i.e. makes a small angle with) the corresponding eigenspace.
An inclusion bound is a quantitative estimate of this form, taking the form (for eigenvalues)
for some constant C independent of E and exponent α. This tells us how small we must make the 'tension' t[u] in order to achieve any desired accuracy in our numerically computed eigenvalue. We are primarily interested in high energy estimates, i.e. E large, so our goal is to obtain such an estimate which is sharp as E → ∞, that is, with the smallest possible α. (Ideally, for practical applications, we also want a constant C that is small and computable, that is, expressed in terms of geometric quantities such as the measure, surface measure, inradius, etc., of our domain Ω. But we will not address that issue here.)
This article is a report on completed work on the Dirichlet case [5] , and an announcement of work in progress on the Neumann case. Full details will appear elsewhere.
Dirichlet boundary condition
We begin by proving that there are upper and lower bounds (2.1)
where C depends only on Ω. These are classical and well-known estimates, but we give the proof since it follows from a calculation that we need later on anyway. The proof is via a Rellich-type identity, involving the commutator of ∆ with a suitably chosen vector field V . The basic calculation is
If u = u j is a Dirichlet eigenfunction with eigenvalue λ 2 j , then three of the terms on the RHS vanish, and we obtain
If we choose V so that, at the boundary, it is equal to the exterior unit normal, then the RHS is precisely ψ j 2 . (If not indicated, norms will be assumed to be L . This lower bound is due to Rellich [10] . It turns out that there is a very useful generalization of the upper bound in (2.1), proved recently by the authors, that applies to a whole O(1) frequency window:
n be a smooth bounded domain and let ψ i be defined as above. Then the operator norm of the finite rank operator
is bounded by Cλ 2 , where C depends only on Ω.
Remarks:
• This is quite a strong estimate, since by the lower bound of (2.1) there is a lower bound of the form cλ 2 on the operator norm of any one term in the sum.
• This is closely related to the phenomenon of 'quasi-orthogonality' of ψ i and ψ j , when |λ i − λ j | is small. Indeed, this estimate implies that when |λ i − λ j | ≤ 1, then the inner product ψ i , ψ j is usually small compared with λ 2 . See Barnett [2] .
• This is also closely related to an identity of Bäcker, Fürstberger, Schubert and Steiner [1] . 
In fact, the proof is almost unchanged: we use (2.2) again. Now the term (∆ − λ 2 )u(V u) is no longer zero, but by assumption
, so by Cauchy-Schwarz this term is O(λ 2 ). We treat the term u(V (∆ − λ 2 )u) similarly, after first integrating the vector field V by parts (which produces no boundary term since u vanishes at ∂Ω). The rest of the argument runs as above. This was also noticed by Xu [12] . Notice that this condition applies in particular to a spectral cluster, that is, for u ∈ range
. We then use a T T * argument: We define an operator T from range
We can express T in terms of the eigenfunctions by
That is, it is just the normal derivative of the element a i u i of this spectral subspace. Then, as we have just shown,
* is precisely the operator (2.3) appearing in the statement of the theorem.
Dirichlet inclusion bound
As mentioned above, a Dirichlet inclusion bound is an estimate on the distance from E to spec D in terms of t[u] defined in (1.1) of a Helmholtz solution u. A classical result along these lines is the Moler-Payne inclusion bound [9] . This says that
where t[u] is defined in (1.1) and C depends only on Ω. The proof in [9] uses very little about the Dirichlet problem in particular. Recently, Barnett [3] , followed by the authors [5] , improved this bound by a factor of √ E:
Theorem 3.1. There exist constants c, C depending only on Ω such that the following holds. Let u be any nonzero solution of (∆ − E)u = 0 in C ∞ (Ω), and let u min be the Helmholtz solution minimizing t [u] . Then
Remark 3.2. There is always a Helmholtz solution that minimizes t[u]; see [5] .
Proof. The result is trivial if E ∈ spec D ∆. Suppose that E is not an eigenvalue, and consider the map Z(E) that takes f ∈ L 2 (∂Ω) to the (unique) solution u of the equation
where the operator A(E) :
Here and in the remainder of the article, we take the symbol min u to mean the minimum over the space of Helmholtz solutions.
To prove (3.2), we show that Z(E) has the expression
from which (3.2) follows immediately. To express Z(λ), suppose f is given and u = Z(E)f . We write u = a i u i as a linear combination of Dirichlet eigenfunctions. Then, using the Helmholtz formula and Green's identities,
The lower bound in Theorem 3.1 is easy to prove: we note that A(E) is a sum of positive operators in (3.2), so the operator norm of A(E) is bounded below by the operator norm of any one summand. So, using the upper bound in (2.1),
where E j is the closest eigenfrequency to E. Since (min t[u]) −2 = A(E) , this proves the lower bound.
To prove the upper bound, we use Theorem 2.1. We need to show that
To do this, we break up the sum (3.2) into the 'close' eigenfrequencies in the interval [λ − 1, λ + 1] and the rest. The estimate (3.4) for the close eigenfrequencies is immediate from Theorem 2.1.
For the far eigenfrequencies, we first treat those that lie in the interval [λ/2, 2λ]. These can be broken up into frequency windows of width 1, which are distance 1, 2, 3, etc from the chosen frequency λ. Then, in (3.2), the numerator for each window have operator norm bounded by E, and the denominator is n 2 E. Since n −2 is finite, the contribution from these eigenvalues is O(1). For the the eigenfrequencies not lying in [λ/2, 2λ], it is not hard to see that the contribution is only O(E −1/2 ), since we get a factor E 2 in the denominator. So the far eigenfrequencies altogether only contribute only O(1) to the operator norm of A(E).
Finally we observe that
for every E, since the distance from E to the spectrum can be at most ∼ √ E (this follows by considering an approximate eigenfunction supported in a ball contained in Ω). Thus the contribution from the near eigenvalues dominates, and we see that (3.4) is true for all E, completing the proof.
Similar reasoning gives a bound for the distance between u and the closest eigenfunction:
Theorem 3.3. There is a constant C depending only on Ω, such that the following holds. Let E > 1, let E j be the eigenvalue nearest to E, and let E k the next nearest distinct eigenvalue. Suppose u is a solution of (∆ + E)u = 0 in C ∞ (Ω) with u L 2 (Ω) = 1, and letû j be the projection of u onto the E j eigenspace. Then,
For the proof, see [5] .
Neumann boundary condition
We next consider the method of particular solutions for computing Neumann eigenvalues and eigenfunctions. The Neumann boundary condition is d n v| ∂Ω = 0. It seems natural to minimize (cf. (2.3))
over nontrivial solutions v of (∆ −Ẽ)v = 0, sincet Id [v] = 0 implies thatẼ is a Neumann eigenvalue and v a Neumann eigenfunction. Notice, though, that we could equally well minimize the quantitỹ
for any invertible operator F on L 2 (∂Ω). It turns out that there is an essentially optimal choice of F (which depends onẼ), which is not the identity. Indeed the main point of this article is to determine this optimal F .
The form of F is suggested by the local Weyl law for boundary values of eigenfunctions. This law [7, 8] says that the boundary traces of eigenfunctions are, on the average, distributed in phase space T * (∂Ω) according to
where c,c are constants depending only on dimension. This is in the sense of expectation values; that is, for any semiclassical pseudodifferential operator A on ∂Ω with principal symbol a(y, η), (y, η) ∈ T * ∂Ω, we have (4.2)
where N D , N N are the Dirichlet, resp. Neumann eigenvalue counting functions.
Here y ∈ ∂Ω, (y, η) ∈ T * (∂Ω) and |η| 2 is calculated with respect to the induced metric on the boundary. See [8] .
Here we have adopted the semiclassical scaling, that is the wavevectors at eigen- To see what goes wrong with using the naive measuret Id of the 'boundary condition error', let us attempt to follow the same reasoning as in Section 3. We can certainly show that
The problem is that the w j do not behave as uniformly as the Dirichlet traces ψ j ; we have a lower bound
but the sharp upper bound is
(This estimate follows from Tataru [11] .) The reason why, in Theorem 3.1, we were able to get upper and lower bounds on d(E, spec D ) of the same order in E was that the lower bound on the operator norm of a single term ψ j ψ j , · was of the same order as the upper bound on the sum j ψ j ψ j , · over a whole spectral cluster |λ − λ j | ≤ 1. In the Neumann case, usingt Id will lead to a gap of at least µ 1/3 =Ẽ 1/6 between the upper and lower bounds on d(Ẽ, spec N ).
Notice, however, that if we take our Moral, (4.3), seriously, then we could expect to find good upper and lower bounds on the quantity (1 − h 2 j ∆ ∂Ω ) 1/2 + w j instead. Indeed, this is the case, and we have the following exact analogues of (2.1), and Theorem 2.1:
n be a smooth bounded domain, and let w j be the restriction to ∂Ω of the jth L 2 -normalized Neumann eigenfunction v j . Then there are constants c, C such that
(ii) the operator norm of
is bounded by C.
Example 4.2. On the unit disc, Neumann eigenfunctions have the form v(r, θ) = ce inθ J n (µ n,l r), where J ′ n (µ n,l ) = 0, and from (2.2) we derive
Since zeroes of J ′ n are at least π apart, we see that the operator norm (4.7) in the case of the unit disc is precisely √ 2. So we see in the case of the unit disc that Theorem 4.1 holds with c = C = √ 2. Also note that when l = 1, µ n,1 ∼ n + cn 1/3 , and then w j ∼ µ 1/3 j . These are 'whispering gallery modes', which saturate the bound (4.6).
We now sketch some parts of the proof of Theorem 4.1. Let us show how to obtain an upper bound for a single function w j , that is, prove
This already contains the crucial difficulties in the proof.
We return to (2.2), and deduce from it, using a vector field V equal to d n at the boundary, that
(This is not quite as straightforward as in the Dirichlet case, as one needs to show that the left hand side is O(µ 2 j ). This requires some integration-by-parts and relies on estimate (4.6) .) It follows, using (∆−µ 2 j )v j = 0 at ∂Ω, and that ∆ = −d 2 n +∆ ∂Ω at the boundary, modulo first order operators, that
That is,
So it remains to show that
Intuitively, this quantity should be very small, since the operator (h
is microsupported in the elliptic region where we expect eigenfunctions should be negligible (the wavenumber on the boundary exceeds µ j hence waves are evanescent in the normal direction). However, there is a difficulty since the microsupport of (h
+ meets the boundary of the hyperbolic region {|η| ≤ 1}.
To prove (4.8), we break up w j spectrally into three pieces. Choose a smooth function φ of a real variable such that φ(t) = 0 for t ≤ 5/4 and φ(t) = 1 for t ≥ 7/4. Then we decompose
valid for h j sufficiently small, e.g. h 2/3 j ≤ 1/2, and therefore
Roughly speaking, here the first piece I is supported in the frequency range 1 ≤ |η| ≤ 1 + Ch 2/3 , the second piece II is supported in the frequency range 1 + ch 2/3 ≤ |η| ≤ 2 and the third piece III is supported where |η| ≥ 3/2. We now estimate each piece I, II and III separately.
Estimating I. We can estimate this piece purely using L 2 spectral theory. To do this we observe that on the support of (1
. The required estimate now follows from this and (4.6). The other estimates are more intricate, and rely on expressing the boundary value of Neumann eigenfunctions in terms of themselves and the semiclassical double layer potential. More precisely, let D h denote the integral operator
j . Iterating this we find that (4.10)
hj w j , N = 1, 2, . . . According to [8] ,D N h is the sum of a semiclassical FIO microsupported in the hyperbolic region {|η| < 1} in both variables; a pseudodifferential operator of order −N , in the sense that it maps L 2 (∂Ω) to H N (∂Ω) with norm O(h N ); and an operator microsupported close to {|η| = 1} in both variables.
Estimating III. We use (4.10) with N = 2, and write III as
hj w j .
When we compose (h
h , we obtain a pseudodifferential operator of order −1, that is, mapping L 2 (∂Ω) to H 1 (∂Ω) with norm O(h), since φ(h 2 ∆ ∂Ω − 1) is microsupported away from {|η| ≤ 1}, and the estimate again follows from this and (4.6).
Estimating II. This is the most delicate estimate, since the spectral cutoff φ h 2 j ∆ ∂Ω − 1/h 2/3 j is only localizing frequencies at a distance h 2/3 away from the hyperbolic set {|η| ≤ 1} where D h is an order zero operator. To deal with this we use the following lemma:
Lemma 4.3. The operator
can be represented as an oscillatory integral (4.12) (2πh)
where
and b satisfies estimates
The proof will be given in a future article. This function loses a factor h −2/3 when differentiating in either y or ξ and such a symbol class does not lead to a sensible calculus (in the sense of having a composition formula, etc). By contrast, with a judicious choice of the a jk function in (4.13), one can arrange that the principal symbol of (4.12) is
which satisfies the better estimates in (4.14), in that there is no loss of powers of h when differentiating in y.
We can write down an oscillatory integral representation for the operator D h as an intersecting Lagrangian distribution. Using this and the oscillatory integral representation for operator (4.11) given by the lemma, and using (4.10) with N = 1, we can write the operator in II as an oscillatory integral involving one factor of D h . In this integral, the phase is non-stationary on the support of the symbol. Using integration by parts in a standard way, we can show that this operator has an operator norm bound of O(h 1/3 ), which combined with (4.6) gives the result. 
Neumann inclusion bound and numerical demonstration
Using Theorem 4.1 as a crucial tool, we propose the following method of particular solutions (MPS) for finding Neumann eigenpairs: at each energyẼ = µ 2 we minimize the quantity
where (cf. Moral (4.3)) the invertible boundary operator is F µ (∆ ∂Ω ) and
The effect of F µ is roughly to boost the amplitudes of spatial frequencies on the boundary which are close in magnitude to the overall wavenumber µ; however, it is regularized to limit this boost to a finite value taking heed of the scaling (4.6). This leads to the identity, analogous to (3.1) and (4.4),
where again, the min is to be taken over Helmholtz solutions v. First we give a few words about why (5.3) holds. As before, (min 
Then a T * T argument, analogous to that in the proof of Theorem 2.1, gives (5.3).
+ , we can use Theorem 4.1 (together with (4.6)) to prove the following tight Neumann inclusion bound (analogous to Theorem 3.1):
Theorem 5.1. There exist constants c, C depending only on Ω such that the following holds. Let v be a nonzero solution of (∆ − µ 2 )v = 0 in C ∞ (Ω). Lett Fµ [v] be as in (5.1), and let v min be the Helmholtz solution minimizingt Fµ [v] . Then
We postpone the full proof to a future publication. Comparing to the Dirichlet case, we note that there are no factors of Ẽ in the bound (i.e. α = 0); this is to be expected dimensionally since the Neumann tensiont Fµ [v] already contains an extra derivative compared to the Dirichlet tension t [u] .
We end with some preliminary numerical demonstrations of our Neumann MPS in n = 2 dimensions. The lowest curves shown in a) and b) of Fig. 2 are the Neumann analogs of Fig. 1 , for the unit disc, comparing two choices of the operator F . It is clear that the naive choice F = Id leads to large variations in slopes, whereas choosing F = F µ given by (5.2) causes these slopes to become very similar. As discussed, the disc allows Neumann modes whose value L 2 norms on the boundary vary as widely as is possible. Fig. 3 shows, at higher energies, the same but for the smooth planar domain shown in Fig. 4 ; the difference in slopes of the lowest curve is less striking. However, we have also plotted curves showing the higher generalized eigenvalues relevant to the numerical implementation of the MPS [3] . It is clear that our proposed F operator causes these higher curves to acquire not only very uniform slopes but much less 'interaction' between the curves, both of which should lead to an improved numerical method.
Finally, in Fig. 4 we plot a Neumann eigenfunction computed with our proposed MPS using F as in (5.2). The tensiont Fµ [v] was found to be less than 10 −6 . The constant C in Theorem 5.1 is unknown, but the local slope of tension graph was measured to be about 0.5, corresponding to C ≈ 2. Thus the inclusion bounds on the eigenvalue are [2096.240168, 2096 .240172], i.e. about 9 digits of relative accuracy. Computation took a few seconds on a laptop, using a basis set of size 400, and 450 quadrature points on ∂Ω. The F operator was approximated to spectral accuracy using trigonometric polynomials on the boundary. We note that applying F in higher dimensions n ≥ 3 will prove more of a challenge.
