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RESUMEN
En el diseño simultáneo de proceso se diseña al mismo tiempo el proceso y su sistema de control. En este artículo 
se presenta una metodología para el diseño simultáneo, basada en los Métodos de Teoría de Conjuntos en Con-
trol. En estos métodos además de verificar que la propiedad de controlabilidad se cumpla, es posible cuantificar 
la controlabilidad y por tanto, complementa el tratamiento clásico para la verificación de la propiedad de contro-
labilidad. La metodología propuesta se aplica con éxito al conocido problema de referencia (benchmark) del CSTR, 
y se observa que después de aplicada la metodología, se debe disminuir el volumen del reactor, con el fin de tener 
un mejor valor del indicador de controlabilidad, que se evidencia en un mejor desempeño del lazo cerrado.
Palabras Clave: Diseño Simultáneo; Modelo Semifísico de Base Fenomenológica; Métodos de Teoría de Conjuntos 
en Control, Problema de referencia CSTR.
ABSTRACT
In simultaneous design of process both the process and its control system at the same time are designed, but pro-
cess’ controllability in a binary way is evaluated. This paper introduces a methodology for simultaneous design, 
based on Set-Theoretic Methods in Control. In the given methods there is a different approach of understanding 
the process’ state controllability, which is complementary to the classical look, because it is possible to quantify 
controllability. The proposed methodology is successfully applied to a CSTR’s benchmark, and it is observed that 
after the methodology is applied, the reactor volume must be decreased, in order to get a best value of control-
lability’s indicator, which it is evidenced in an improved performance of the closed loop.
Key words: Simultaneous design; Phenomenological based semiphysical model; Set-Theoretic Methods in Con-
trol; CSTR Benchmark.
1.  INTRODUCCIÓN
El diseño de procesos y su control es un área de investiga-
ción que emerge debido a las altas exigencias del mercado 
en términos de consumo energético y de calidad. Estas exi-
gencias, junto con la alta interacción dinámica de los proce-
sos complejiza, no sólo el diseño mismo del proceso, sino 
también su control. Lo anterior ha ocasionado que la forma 
tradicional de diseñar procesos químicos y su control; esto 
es, de manera secuencial [1], [2], metodología en la cual 
primero se diseña el proceso de tal forma que se garanticen 
un criterio económico en el estado estacionario y luego se 
http://dx.doi.org/10.15665/rp.v13i1.355
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diseña su sistema de control, no pueda satisfacer adecua-
damente el desempeño del proceso durante su operación, 
incluso es posible diseñar procesos que no se pueden con-
trolar una vez ya diseñados o cuyo desempeño es bastante 
precario debido a la poca controlabilidad del proceso.
El diseño simultáneo de proceso y su control, también co-
nocido como diseño integrado [3], [4], es una metodolo-
gía de diseño, en la cual; además de satisfacer los criterios 
económicos del estado estacionario, se consideran aspec-
tos de controlabilidad dinámica desde las primeras etapas 
del diseño del proceso [5]. En la literatura abundan pro-
puestas para abordar el diseño simultáneo de procesos y 
su control [6], [7], [8] [9]. Algunas propuestas se enmarcan 
en las etapas iniciales del diseño, esto es, donde se define 
la estructura de la planta o el tipo de equipo y la estructura 
de control, siendo quizás la propuesta más conocida den-
tro de este ámbito las del tipo planta completa (plant wide). 
Otras propuestas se enmarcan en el diseño de detalle; es 
decir, el dimensionamiento de los equipos y la sintonía del 
controlador, cuya aproximación más usual consiste en una 
optimización tomando como variables de decisión tanto 
los parámetros del equipo, como los parámetros de sinto-
nía del controlador self-optimization [10]. Algunos autores 
por su parte consideran que la sintonía del controlador es 
una actividad dinámica que se realiza en línea y que pue-
de cambiar debido a cambios en la demanda, la materia 
prima, rediseño de equipos, entre otros [11]. En este senti-
do, es conveniente separar el dimensionado del equipo de 
la sintonía del controlador.
Dentro de la metodología de diseño simultáneo debe ga-
rantizarse una adecuada controlabilidad del proceso, en 
las diferentes propuestas de la literatura se utilizan dos 
paradigmas de controlabilidad, el concepto clásico dado 
por Kalman [12] o el de controlabilidad entrada-salida; sin 
embargo, independientemente del paradigma selecciona-
do, los métodos de evaluación de la controlabilidad utili-
zados sólo permiten verificar si la propiedad se cumple o 
no. En los últimos años, los métodos de teoría de conjun-
tos aplicados a control se han venido aplicando con éxito, 
especialmente en el diseño de controladores predictivos 
basados en modelos [13, 14, 15, 16, 17]. Los conjuntos per-
miten no sólo verificar que se cumpla o no la propiedad 
de controlabilidad, sino que además brinda una medida 
cuantitativa que permite estimar que tan controlable es el 
proceso, aportando por tanto mayores elementos de juicio 
a la hora de diseñar un sistema de control.
Por lo anterior en este trabajo se propone una metodología 
de diseño simultaneo, específicamente para el diseño de 
detalle, en la cual es posible dimensionar el equipo de tal 
forma que el proceso sea lo más controlable posible, a di-
ferencia de los otras metodologías propuestas, donde sólo 
garantizan la propiedad de controlabilidad. Para ello, en 
la Sección 2 se describen los conceptos necesarios. Luego, 
en la Sección 3 se describe la metodología propuesta. En 
la Sección 4, se aplica la metodología al benchmark de un 
CSTR y se realiza la discusión de los resultados obtenidos. 
Finalmente en la Sección 5 se presenta la conclusión.
2. TEORÍA
La controlabilidad es la habilidad que tiene un sistema de 
control para alcanzar un estado final determinado desde 
cualquier estado inicial; es decir, responde a preguntas 
como: ¿puede el sistema ser llevado desde un estado inicial 
x0 a un estado final xf?, ¿puede esto hacerse para cualquier 
par de estados inicial y final? A continuación se indica la 
definición formal de la controlabilidad de estados y se in-
dica cómo se realiza su análisis desde la teoría de conjun-
tos. Finalmente en la subsección 2.3 se propone un indica-
dor que permite cuantificar la controlabilidad de estado.
2.1 Controlabilidad de Estados
En 1960 R.E. Kalman [12] definió el concepto de contro-
labilidad para un sistema lineal invariante en el tiempo. 
Considere que el estado futuro ( )tx  del sistema dinámico 
que estaba en el estado 0( )tx  en el tiempo 0t , está dado por 
la función de transición
0 0( ) ( ; ( ), )t t t t= Φx x  0( )t t≥   (1)
“Un estado x  de la planta se dice que es ‘controlable’ si 
existe una señal de control 1( )tu  definida sobre un interva-
lo finito 10 t t≤ ≤  tal que 1( , ,0) 0tΦ =x .
En general, el tiempo 1t  dependerá de x . Si cada estado 
es controlable, de la planta se dice que es ‘completamente 
controlable’ ”.
Para verificar la controlabilidad en los procesos lineales se 
comprueba el orden de la matriz de controlabilidad, y para 
el caso no lineal, se utiliza el álgebra de Lie, si la dimen-
sión de la matriz es del mismo orden del espacio de estado, 
entonces el sistema es controlable [18,19, 20]; es decir, se 
obtiene una solución binaria, el proceso es o no controla-
ble. Un enfoque diferente mediante el cual es posible ana-
lizar la Controlabilidad de Estado es por medio de los Mé-
todos en Teoría de Conjuntos en Control (MTCC), la cual 
en los últimos años se ha venido utilizando en diferentes 
aplicaciones de control [13], [14], [15], [16]. Los MTCC son 
equivalentes a la controlabilidad de estado, tal como se de-
muestra en [17]; no obstante, los MTCC permiten no sólo 
determinar si la controlabilidad de estado se verifica o no, 
sino que además indica que tan controlable es el sistema 
dinámico y permite incluir las restricciones en los estados 
y en la acción de control de una manera natural [14].
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A continuación se indican las definiciones de los conjuntos 
más usuales en el marco de los MTCC. Además, se propo-
ne el Conjunto Reversible y su cuantificación, como una 
herramienta para abordar el análisis de controlabilidad de 
estado de sistemas reversibles.
2.2 Teoría de Conjuntos y Controlabilidad de Estados
En los MTCC se definen una serie de conjuntos, cuya aso-
ciación de elementos tienen algo en común; es decir, se 
definen conjuntos que satisfacen alguna propiedad como 
la alcanzabilidad, la controlabilidad, la invarianza, la es-
tabilidad, entre otros. A continuación se retoman las de-
finiciones de los Conjuntos Alcanzable y Controlable y se 
propone una definición para el Conjunto Reversible, dado 
que son los conjuntos relevantes en el análisis de la Con-
trolabilidad de Estado. Para ello, se considera el sistema 
dinámico no lineal indicado en (2).
f t tx x u( ( ), ( ), )=           (2)
Donde nX R∈ ⊆x  es el vector de estados, mU R∈ ⊆u  es 
el vector de entradas de control admisibles, qR∈Θ⊆è  
son los parámetros del sistema, los cuales pueden variar 
para analizar propiedades en el sistema, y ( , )⋅ ⋅f  está de-
finido en el espacio X U× . Y sea φ  una función de tran-
sición que representa la transición desde el estado inicial 
0 0( 0)t =x  hasta el estado final 1 1 0 0( ) ( ; ( ), )t t t tφ=x x
Definición 1. Conjunto Alcanzable: Dado un con-
junto τΩ , el Conjunto Alcanzable ( )tR τΩ  desde τΩ  
en el tiempo t τ>  es el conjunto de todos los vecto-
res de estado x , para los cuales existe un ( ) ττ ∈Ωx  y 
( ) U⋅ ∈u  tal que ( )t =x x , donde U  es el conjunto de 
acciones de control admisibles para el sistema, y X  
es el conjunto de estados admisible para el sistema. 
( ) { | : ( , , , )}tR z X x u U z t x uτ τ φ τΩ = ∈ ∃ ∈Ω ∧ ∈ = .
Definición 2. Conjunto Controlable: Dado el conjunto τΩ , el 
Conjunto Controlable ( )tC τΩ  hacia τΩ  en un tiempo t τ<  
es el conjunto de todos los vectores de estado x , para los cua-
les existe un ( ) U⋅ ∈u  tal que si ( )t =x x  entonces ( ) ττ ∈Ωx . 
( ) { | : ( , , , ) }t tC z X u U t x uτ φ τΩ = ∈ ∈ ∈Ω .
En [21] se demuestra que si el interior del Conjunto Alcan-
zable es diferente de vacío, y el sistema es débilmente rever-
sible, entonces el sistema es controlable; por tanto, con base 
en la definición de reversibilidad débil dada por [21], junto 
con las definiciones de Conjunto Alcanzable y de Conjunto 
Controlable [13] es posible definir el Conjunto Reversible, 
el cual da cuenta de la controlabilidad de estado.
Definición 3. Conjunto Reversible: Dado un conjunto tΩ , 
el Conjunto Reversible ( )t tτ Ω  desde tΩ  y hacia tΩ , es la 
intersección entre el Conjunto Alcanzable ( )t tR Ω  desde tΩ  
y el Conjunto Controlable ( )t tC Ω  hacia tΩ  en un mismo 
tiempo t  ( ) ( ) ( )t t t t t tR Cτ Ω = Ω ∩ Ω .
Estas definiciones indican, que el Conjunto Alcanzable 
está formado por los puntos en el espacio de estado a los 
que es posible llegar con las acciones de control disponi-
bles desde la condición inicial. El Conjunto Controlable 
está formado por los puntos desde los cuales es posible 
volver al punto de operación con las acciones de control 
disponibles. Y el Conjunto Reversible, los puntos en el es-
pacio de estado, a los que el proceso puede llegar desde el 
punto de operación, y también regresar, con las acciones 
de control disponibles.
Para poder operar con dichos conjuntos es necesario esti-
marlos. En [22] se desarrolla una metodología para calcular 
el conjunto alcanzable y el conjunto controlable para siste-
mas lineales. Y la extensión al caso no lineal fue realizado 
por [15], y existe una amplia literatura dedicada al cálculo 
de los conjuntos [23], [24]. En este trabajo se utiliza el al-
goritmo propuesto por [25], que se indica a continuación.
q
q
Algoritmo 1. Algoritmo para el cálculo de Conjuntos
Entrada: min max min max, , , , , , , ,o t x x u u ε δx f
Salida: ( ), ( ), ( )t t t t t tR C τΩ Ω Ω






≥      (3)
2: Se muestrea uniformemente el conjunto U , entre minu  y maxu  con N  número de muestras, y se obtiene así iu , con 1,2,...,i N= .
3: Se resuelven las ecuaciones diferenciales para cada muestra de iu , empezando en 0x  hasta un tiempo t . El Conjunto Alcanzable 
( ( ))t tR Ω  es la solución del sistema ( , )ix u=x f  y el Conjunto Controlable ( ( ))t tC Ω  es la solución del sistema ( , )ix u= −x f .
4: Una vez obtenida la nube de puntos se delimita cada conjunto mediante el comando convhull de Matlab®, y se calcula el Conjunto 
Reversible ( ( ))t tτ Ω .
5: Se verifica la dimensión del Conjunto Reversible. Si esta dimensión es igual a la dimensión del espacio de estado del sistema, el 
sistema es localmente controlable alrededor de 0x .
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Una vez calculados los conjuntos es necesario tener una 
medida de éstos, para ello se propone un indicador de su 
tamaño.
2.3 Indicador de Controlabilidad de Estado
Con el objetivo de tener una idea de que tan controlable 
es un sistema dinámico, se propone el Indicador de Con-
trolabilidad de estado mostrado en la Ecuación 4, el cual 
establece una relación entre el tamaño del Conjunto Re-




















Ω = ∫             (5)
Esta propuesta se debe a que el Conjunto Alcanzable es 
el conjunto de los estados que se puede alcanzar desde el 
punto de operación, y el Conjunto Reversible es el conjun-
to de los estados desde el cual es posible volver al punto 
de operación, por lo tanto, su cociente estaría indicando 
de los valores de los estados que el proceso puede alcan-
zar, desde que fracción de ellos es posible regresar a la 
condición de operación, con una ventaja adicional, que se 
encuentra entre cero (0) y uno (1), pues el máximo tamaño 
del conjunto Reversible es el tamaño del Conjunto Alcan-
zable.
3.  METODOLOGÍA
En esta sección se indican los conceptos relacionados con 
el diseño de procesos, el diseño de los sistemas de control 
y el diseño simultáneo, y finalmente se explica la metodo-
logía diseño simultáneo propuesta, la cual se prueba en 
un Tanque Reactor Continuamente Agitado (CSTR, por 
sus siglas en inglés), problema de referencia ampliamente 
utilizado en el diseño de procesos, en el diseño de control 
y en el diseño simultáneo.
3.1. Diseño Simultáneo de Procesos y Control
Como se mencionó, los equipos de procesos y su sistema 
de control se diseñan de forma independiente y secuen-
cial. En el diseño de proceso, desde el punto de vista téc-
nico, se busca satisfacer los balances de materia y de ener-
gía en estado estacionario, además, de las consideraciones 
económicas, de seguridad, ambientales; entre otras. Lo an-
terior, junto con el avance de los equipos de cómputo ha 
ocasionado que el dimensionado de los equipos se realice 
por medio de una optimización. En cuanto al sistema de 
control su diseño va desde el paramiento de variables, la 
estructura de control, el tipo de controlador y su sintonía. 
Al igual que en el diseño de procesos es bastante usual 
utilizar la optimización como herramienta para encontrar 
el mejor sistema de control para un proceso dado.
El diseño simultáneo de procesos y su control, tal y como 
se indicó en la introducción, busca integrar el diseño de 
proceso con el diseño del sistema de control; esto es, in-
cluir consideraciones de controlabilidad dinámica en el 
diseño del proceso, y al igual que en el diseño tradicional, 
esta labor es sustentada en la optimización. No obstante, 
debido a que desde la mirada tradicional (algebra de Lie) 
la controlabilidad de estado es una propiedad que se veri-
fica o no se verifica, las propuestas actuales en la literatura 
de diseño simultáneo sólo comprueban que se verifique la 
controlabilidad del proceso. En esta propuesta, se utiliza 
el indicador de controlabilidad de estado indicado en la 
Sección 2.3, lo que permite no sólo satisfacer la controla-
bilidad del proceso, sino maximizarla. A continuación se 
describe detalladamente la propuesta.
3.2 Metodología para el Diseño de Proceso con criterios 
de controlabilidad
La propuesta de metodología para el diseño simultáneo 
se presenta en la Figura 1. Es necesario conocer el proceso 
que se va a diseñar, dado que algunos parámetros son es-
tablecidos por las sustancias mismas, ejemplo: densidad, 
solubilidad, energía de activación, entre otras. Además, 
las condiciones de operaciones o requisitos de produc-
ción, hacen que algunas variables tales como flujos, tam-
bién estén determinadas. Con base en esto es necesario 
determinar qué parámetro es posible utilizar como cri-
terio de diseño. Después de esto, el primer paso consiste 
en obtener un modelo dinámico del proceso a diseñar y a 
controlar. Para ello, se realizan los balances de materia y 
energía dinámicos del proceso, y así se obtiene un Modelo 
Semifísico de Base Fenomenológica del proceso [26].
Después de obtenido el modelo, el segundo paso consiste 
en calcular el Conjunto Alcanzable 0( ( ))tR x  y el Conjun-
to Controlable 0( ( ))tC x  del proceso a diseñar, para ello se 
utiliza el Algoritmo 1. Para el cálculo de estos conjuntos 
es necesario un valor nominal del parámetro de diseño, el 
cual se obtiene desde los balances en estado estacionario. 
Luego de calculados los dos conjuntos, se verifica la exis-
tencia del Conjunto Reversible 0( )t xτ .
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Figura 1. Metodología para el Diseño Simultáneo de Pro-
ceso y Control.
Figure 1. Methodology for Simultaneous Process and Con-
trol Design.
El tercer paso consiste en calcular el tamaño del Conjunto 
Alcanzable y del Conjunto Reversible, y luego calcular el 
Indicador de Controlabilidad. Después, como cuarto paso 
se calculan los Conjuntos Alcanzable y Controlable para 
un valor diferente al nominal del parámetro de diseño. 
Esto con el fin de observar si el parámetro de diseño afecta 
o no, la controlabilidad de estado del proceso. Si el pará-
metro de diseño no modifica la controlabilidad de estado, 
es necesario volver al inicio y seleccionar otro parámetro 
de diseño, y tal como se indicó, para la selección del pará-
metro es necesario el conocimiento del proceso a diseñar. 
En el caso que el parámetro de diseño sí modifique el In-
dicador de Controlabilidad, se sigue con el quinto paso, el 
cual es optimizar el Indicador de Controlabilidad, tenien-
do como variable de decisión el parámetro de diseño.
El problema de optimización se indica en la Ecuación 6. 


























Por último se realiza el diseño del proceso, con base en el va-
lor óptimo del parámetro, y el respectivo sistema de control.
4. RESULTADOS
En esta sección la metodología de diseño simultáneo pro-
puesta, descrita en la Figura 1, es aplicada al Benchmark 
de un CSTR presentado por Bequette [27]. Tal como está 
indicado en la metodología, con base en un modelo del 
proceso se calculan los conjuntos alcanzable, controlable y 
reversible, para así obtener el indicador de controlabilidad 
propuesto y proceder a optimizarlo, modificando el pará-
metro de diseño adecuado. Luego de esto, se diseñan dos 
sistemas de control, uno para el caso nominal y otro para 
el óptimo, y se comparan sus regiones terminales, al igual 
que el desempeño del lazo cerrado para llevar el proceso 
al punto de operación desde una condición inicial fija.
4.1. Selección del Parámetro de Diseño
Tal como se indicó en la sección 3.2 es necesario conocer 
el proceso que se va a diseñar para seleccionar el pará-
metro de diseño, en el caso particular de un reactor es el 
volumen de éste, por lo que se analiza el efecto de este 
parámetro en la controlabilidad del proceso.
4.2. Modelo Semifísico de Base Fenomenológica  
(Balances de Materia y Energía)
El modelo semifísico de base fenomenológica del CSTR 
presentado por Bequette [27] es descrito por las Ecuacio-
nes (7) y (8). Donde x1 = Ca y x2 = T, son los estados del pro-
ceso, u1 = F0 y u2 = Tj son las acciones de control del proceso, 
y θ = V el parámetro de diseño. Los valores de los pará-









= −                                    (7)
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u T x Hk xdx UA u x
dt C Cθ ρ θρ
−
− ∆ −
= − +      (8)
4.3. Cálculo del Conjunto Alcanzable y del Conjunto 
Controlable
Para calcular el Conjunto Alcanzable y el Conjunto Con-
trolable se utiliza el Algoritmo 1 y con el fin de tener más 
estabilidad en el método numérico, los estados se normali-
zan entre cero y uno. Para el estado uno (la concentración) 
se tiene un rango de 0 a 2000 Kmol/m3, y para el estado 2 
(la temperatura) el rango es de 273 a 373 K. en la Figura 2 
están representados los Conjuntos Alcanzables y Contro-
lables para el CSTR. Estos conjuntos fueron calculados con 
el valor nominal para el volumen, dado por [28], el cual es 
de 2,41 m3.
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Variable Valor Unidades
ko 2.8267 e11 [1/min] Constante cinética de reacción
Ea 75361.0 [J/mol] Energía de Activación
R 8.31 [J/mol K] Constante de los gases
Ca in 2114.5 [mol/m3] Concentración de entrada
V 2.41 [m3] Volumen del Reactor
∆H -9.0721 e4 [J/mol] Entalpia de Reacción
ρ 1000.0 [Kg/m3] Densidad de Solución
Cp 3571.3 [J/Kg] Calor específico de Solución
Cp j 3728.87 [J/Kg K] Calor específico del líquido en la chaqueta
U 2.45 e4 [J/min m2 K] Coeficiente de transferencia de calor
A 8.18 [m2] Área de transferencia de calor
Fj 0.3376 [m3/min] Flujo de líquido en la chaqueta
Vj 0.24069 [m3] Volumen de la chaqueta
Tin 295.0 [K] Temperatura de entrada
Ca min 0.0 [mol/m3] Concentración mínima
Ca span 2000.0 [mol/m3] Rango de la concentración
Tmin 273.0 [K] Temperatura mínima
Tspan 100.0 [K] Rango de Temperatura
Tabla 1. Parámetros CSTR Benchmark [28]
Table 1. Parameters for CSTR Benchmark [28]
Figura 2. Conjunto Alcanzable y Controlable Nominal.
Figure 2. Reachable and Controlable Set for Nominal case.
Si se tiene en cuenta la controlabilidad clásica, el proce-
so a diseñar con el volumen nominal y el punto de ope-
ración, es controlable, dado que el interior del Conjunto 
Controlable es diferente de vacío, pero con esta visión no 
es posible ver hasta qué puntos de operación el proceso es 
controlable. Mientras la controlabilidad de estado, desde 
los Métodos de Teoría de Conjuntos en Control, indican 
 
que también el punto de operación es controlable, dado 
que pertenece al Conjunto Controlable, pero el proceso 
está muy cerca de llegar a la región de no controlabilidad, 
dado que por encima de la frontera del Conjunto Contro-
lable existen valores que pertenecen al Conjunto Alcanza-
ble pero no al Controlable, lo que indica, que el sistema 
con las acciones de control disponible puede llegar a esa 
región, pero no volver, situación que no es posible obser-
var desde la controlabilidad clásica.
4.4 Cálculo del Conjunto Reversible y del indicador de 
Controlabilidad
Como se observa en la Figura 2, el Conjunto Alcanzable y 
el Conjunto Controlable se intersecan, dicha intersección 
representa al Conjunto Reversible; además, se observa que 
el interior del Conjunto Reversible para el valor del volu-
men nominal, es diferente de vacío y existe. Para el cálcu-
lo del Indicador de Controlabilidad se calcula el tamaño 
de los conjuntos con el comando convhulln de Matlab®, el 
cual calcula el hipervolumen de conjuntos convexos, obte-
niéndose para el caso del volumen nominal que el Indica-
dor de Controlabilidad tiene un valor de 49,65 %.
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Figura 3. Tamaño del Conjunto Alcanzable, Controlable y 
Reversible.
Figure 3. Size of Reachable, Contrable and Reversible Set.
Figura 4. Indicador de Controlabilidad.
Figure 4. Controllability Indicator.
Figura 5. Conjunto Alcanzable y Controlable Óptimo. 
Figure 5. Reachable and Controlable Set optimal case.
4.5 ¿El parámetro de diseño modifica el Indicador de 
Controlabilidad?
Después de calculado cada conjunto, y siguiendo con la 
metodología, es necesario analizar si el parámetro modi-
fica la controlabilidad del equipo, para ello se calculan el 
tamaño de cada conjunto para diferentes valores del pará-
metro de diseño. En la Figura 3 se representan los tama-
ños de los Conjuntos Alcanzable, Controlable y Reversible 
ante modificaciones del volumen del reactor. En la Figu-
ra 4 se ilustran los valores de la propuesta del Indicador 
de Controlabilidad para diferentes valores del parámetro 
de diseño, y se observa que el indicador sí cambia ante 
modificaciones del volumen del reactor. También, de la 
Figura 3, se observa que el tamaño del Conjunto Contro-
lable aumenta en la medida que se disminuye el volumen 
del reactor, mientras, el tamaño del Conjunto Alcanzable 
tiene un tamaño similar para diferentes valores. Lo que 
indica que en la medida que se disminuya el volumen del 
reactor, el proceso llega a puntos de operación similares, 
pero es posible volver desde más puntos de operación, en 
otras palabras, se aumenta la controlabilidad del proceso 
en la medida que se disminuya el volumen del reactor. 
Situación que es coherente desde la ingeniería de proce-
sos, dado que, si el volumen disminuye, y se conserva la 
magnitud de las acciones de control, estas tendrán mayor 
impacto sobre el proceso.
4.6 Optimizar la controlabilidad del proceso
Siguiendo con la metodología es necesario optimizar el In-
dicador de Controlabilidad. En la Figura 4, se observa que 
el Indicador de Controlabilidad para valores menores a 1,8 
m3 es del 100 %, por lo que se presentan varios valores en 
el parámetro de diseño que son óptimos. Utilizar un opti-
mizador en este caso no encontraría un mejor valor, dado 
que la mayoría de los métodos de optimización se basan en 
el gradiente, e iteraría para valores menores a 1,8 m3. Por 
lo tanto, se utiliza como criterio para la selección de un vo-
lumen el tiempo de residencia en el reactor. Para el caso 
nominal el tiempo de residencia con la máxima acción de 
control es de 6 minutos, mientras para el volumen de 1,8 
m3 es de 4,5 minutos, que es una disminución del 25 % en el 
tiempo de residencia, lo que implica una mejora en la con-
trolabilidad del proceso, sin afectarse la cinética. Con base 
en esto, se procede a calcular los Conjuntos Alcanzable y 
Controlable para el volumen de 1,8 m3, obteniendo así la 
Figura 5, en el cual se observa que el Conjunto Controlable 
aumenta de tamaño, cubriendo así el Conjunto Alcanzable, 
lo que implica que el Conjunto Reversible es el Conjunto 
Alcanzable, y así se tiene un Indicador de Controlabilidad 
de 100 %.
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Al comparar las Figura 2 y Figura 5, se observa que la 
forma y tamaño del Conjunto Alcanzable son similares 
en ambos casos, pero la forma y tamaño del Conjunto 
Controlable son diferentes para las dos situaciones, sien-
do mayor para el volumen de 1,8 m3, además, se observa 
que los dos conjuntos se mueven con respecto al punto de 
operación. De forma adicional, se observa que el Conjun-
to Reversible se vuelve el Conjunto Alcanzable, ya que el 
desplazamiento de los Conjuntos Alcanzable y Controla-
ble, al igual que el aumento del Controlable, hacen que 
esto suceda. De igual forma, el punto sigue siendo contro-
lable, pero ya cualquier punto que pertenezca al Conjunto 
Alcanzable, será posible regresarlo al punto de operación, 
obteniendo así un indicador de controlabilidad de 100 %.
Es necesario aclarar que lo que se desea optimizar es el 
Indicador de Controlabilidad, y por tanto, la región termi-
nal del controlador que se diseñe sólo será estable en una 
región del Conjunto Reversible. La estrategia de control 
seleccionada (PID, MPC), junto con la sintonía de los pa-
rámetros del controlador, determinarán qué tanto de esa 
región terminal cubriría del Conjunto Reversible.
4.7. Sistema de Control
El último paso en la Metodología para el Diseño Simultáneo 
es realizar el diseño del equipo con el valor del parámetro 
que optimiza el Indicador de Controlabilidad, al igual que 
diseñar el sistema de control. Dado que hay dos acciones 
de control, es necesario realizar la sintonía de dos controla-
dores, cada uno se sintoniza independientemente del otro 
sin utilizar técnicas de control cooperativo o similar. En este 
caso se prueban dos métodos de sintonía, ubicación de po-
los, con la ayuda del pidtool de Matlab®, y Ziegler-Nichols 
para ambas situaciones: nominal y óptima. Los valores de 
los parámetros de sintonía por ubicación de polos están in-
dicados en la Tabla 2, y por Ziegler-Nichols en la Tabla 3.
Tabla 2. Parámetros PID Ubicación de Polos.
Table 2. PID Parameters Pole Location.
Caso Kp Ti Td N
Nominal Concentración 2.953 e-4 1.727 e-1 0 100
Nominal Temperatura 4.751 1.039 e-1 0 100
Óptimo Concentración 1.735 e-4 1.968 e-1 0 100
Óptimo Temperatura 1.599 1.557 e-1 0 100
Tabla 3. Parámetros PID Ziegler-Nichols.
Table 3. PID Parameters Ziegler-Nichols.
Caso Kp Ti
Nominal Concentración 2.25 e-4 4.167 e-3
Nominal Temperatura 4.5 5.55 e-3
Óptimo Concentración 2.25 e-4 1.38 e-2
Óptimo Temperatura 6.75 4.902 e-3
Es necesario evaluar, de todo los puntos que pertenecen 
al Conjunto Controlable calculado, cuáles de esos puntos, 
el sistema de control diseñado está en capacidad de llevar 
el proceso al punto de operación, esto se conoce como Re-
gión Terminal del Controlador. Pero, dado que numérica-
mente es imposible llegar a un punto en RN se utiliza el 
criterio de Zona de Estabilidad, en la cual se dice que un 
sistema de control es adecuado si logra llevar el estado a 
una banda del 3% alrededor del punto de operación. Con 
base en esto, se calcula la región terminal del PID propues-
to para el proceso en los casos nominal y óptimo, sin tener 
en cuenta las perturbaciones. El resultado de este cálculo, 
con ubicación de polos, está representado en la Figuras 
6, y con Ziegler-Nichols, en la Figura 7. Para la obtención 
de la región terminal se aleatoriza los estados con valores 
dentro del Conjunto Controlable, luego de esto, se selec-
ciona uno de estos puntos, y si el sistema de control logra 
llevarlo a la banda del 3% alrededor del punto de opera-
ción, en un tiempo finito, en este caso 20 minutos, el valor 
del estado seleccionado pertenece a la Región Terminal de 
los Controladores.
De las Figuras 6 y 7, se observa que de todos los puntos 
del Conjunto Controlable, sólo desde una parte de este, 
el sistema de control logra llegar a la Zona de Estabilidad 
en el tiempo seleccionado. Además, al comparar las zonas 
terminales del proceso con el volumen nominal y óptimo, 
se observa que para ambos métodos de sintonía, la región 
terminal con el volumen óptimo es mayor, esto se debe a 
que el Conjunto Controlable en el caso óptimo es mayor, 
por lo que es posible tener más puntos del espacio de esta-
dos para evaluar en la Región Terminal. Además, si bien, 
la optimización del volumen del CSTR mejora considera-
blemente la región controlable, el tipo de controlador, y su 
sintonía, restringen considerablemente a la región de con-
trolabilidad, de ahí que en esta propuesta no se incluyan 
los parámetros de la sintonía del controlador en el optimi-
zador, más bien, el diseñador deberá encontrar la estrate-
gia de sintonía que tome la mayor cantidad de volumen 
del conjunto controlable.
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Figura 7. Región Terminal PID Ziegler-Nichols: Derecha caso Nominal, Izquierda caso Óptimo.
Figure 7. PID Terminal Region for Ziegler-Nichols: Right Nominal case, Left Optimal case.
Figura 6. Región Terminal PID ubicación de polos: Derecha caso Nominal, Izquierda caso Óptimo.
Figure 6. PID Terminal Region for pole location: Right Nominal case Left Optimal case.
Finalmente, se realiza una simulación del proceso en lazo 
cerrado, con el fin de comparar los indicadores de desem-
peños de los controladores. En este trabajo se evalúan los 
indicadores: IAU (Integral Absolute U, es un indicador del 
esfuerzo que realiza la acción de control); IAE (Integral Ab-
solute Error, es un indicador del error acumulado); y IATE 
(Integrated Time and Absolute Error, es un indicador del 
error acumulado y ponderado en el tiempo). Para realizar 
la simulación, se utilizan los parámetros de la ubicación 
de polos, y se selecciona un punto del espacio de estados, 
Ca = 1200 mol/m3 y T = 315 K, este punto pertenece al Con-
junto Alcanzable en ambos casos, es decir, nominal y ópti-
mo, pero este punto no pertenece al Conjunto Controlable 
en el caso nominal. Los indicadores de desempeño de los 
dos controladores, para las dos situaciones, nominal y óp-
timo, están presentados en la Tabla 4. De forma adicional, 
el comportamiento de los estados durante la simulación, 
en ambos casos, están representados en la Figura 8, y las 
acciones de control en la Figura 9.
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Figura 8. Lazo Cerrado Estados: Derecha caso Nominal, Izquierda caso Óptimo.
Figure 8. Closed loop States: Right Nominal case, Left Optimal case.
Figura 9. Lazo Cerrado Acciones de Control: Derecha caso Nominal, Izquierda caso Óptimo.
Figure 9. Close loop Control actions: Right Nominal case, Left Optimal case.
   
En las Figuras 8 y 9 está representado el comportamiento 
de los estados y las acciones de control para el caso nomi-
nal y óptimo. Se puede observar que ambos estados que-
dan cerca de la condición de operación deseada. Además, 
se aprecia que la acción de control dos, Temperatura en la 
chaqueta, se satura rápidamente, pero aún así, el sistema 
de control logra dejar la temperatura del reactor, estado 
dos, en la zona de estabilidad.
En las Figuras 8 y 9, se observa que los controladores tie-
nen la capacidad de llevar los estados a valores cercanos 
del set-point, por lo que es necesario cuantificar el compor-
tamiento de los controladores, para ello se calculan dife-
rentes indicadores de desempeño, cuyos resultados están 
en la Tabla 4. De esta Tabla, se observa que los indicadores 
de desempeño IAE e ITAE, en el caso óptimo son menores 
al compararse con su respectivo en el caso nominal, tanto 
para el controlador de concentración como el controlador 
de temperatura. El índice de desempeño de las acciones 
de control (IAU), es menor para el controlador de concen-
tración en el caso óptimo, sin embargo, para el de tempe-
ratura son similares, esto último ocurre porque la acción 
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de control de la temperatura se satura en el valor mínimo, 
pero aún así de las Figuras 8 y 9, se observa que los estados 
quedan cerca al valor de set-point establecido.
Tabla 4. Indicadores de Desempeño para el Controlador.
Table 4. Performance Indicators for the Controller.
Caso IAU [C] IAE ITAE IAU [T] IAE ITAE
Nominal 13 9857 70074 16414 476 3908
Óptimo 8 8538 56869 16697 350 2424
5. CONCLUSIONES
En este trabajo se presentó una metodología para el diseño 
simultáneo del proceso y su control en la etapa de diseño de 
detalle, en la cual se optimizan los parámetros del equipo de 
tal forma que se maximice la controlabilidad de estado. Para 
ello, fue necesario además, proponer un indicador para la 
controlabilidad del proceso. La metodología se desarrolló 
teniendo como base los Métodos de Teoría de Conjuntos en 
Control. La idea principal de la metodología es calcular el 
tamaño de los Conjunto Alcanzable y Reversible, y con base 
en ello, optimizar el Indicador de Controlabilidad para el 
proceso. La metodología se probó con éxito en un benchmark 
de un CSTR. Los resultados muestran que es posible opti-
mizar la controlabilidad de estado del proceso, dado que 
a pesar que el proceso es controlable originalmente, está 
muy cerca de llegar a una condición de no controlabilidad. 
Además, la región terminal de los controladores aumenta 
después de optimizar el Indicador de Controlabilidad, y las 
simulaciones en lazo cerrado corroboran el resultado, dado 
que el controlador presenta mejores indicadores después 
de la optimización. Para trabajos futuros, la metodología 
propuesta se debe extender teniendo en cuenta las pertur-
baciones del proceso, un método de optimización en el cual 
se pueda incluir más de un parámetro de diseño y las consi-
deraciones económicas, al igual que un método de sintonía 
que maximicen la región terminal.
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