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Chromatin is a macromolecule mainly composed by DNA and histones. Chromatin not only has the 
function of compacting the DNA in order to make it fit into the nucleus, but also plays an active role 
in the regulation of all biological processes using DNA as template in eukaryotes, such as 
transcription, DNA replication and DNA repair. The architectural organization of chromatin can play 
an important role in gene expression by regulating the diffusion of molecules via binding interactions 
and molecular crowding. In this respect, understanding how variations of chromatin architecture 
affect nuclear dynamics is of fundamental importance.  
Among the techniques that are able to probe the nuclear interior, fluorescence microscopy is sensitive, 
specific and does not require strong manipulation of the sample, allowing also measurements to be 
performed in living samples. But not all the fluorescence microscopy techniques have the adequate 
temporal resolution to follow the dynamics of the nuclear environment. Fluorescence Correlation 
Spectroscopy (FCS) is able to probe chromatin accessibility and molecular crowding in live cells by 
measuring fast diffusion of molecules in the range between microseconds and milliseconds.  In 
particular, single point FCS (spFCS) has a high temporal resolution but lacks spatial information. 
Conversely, spatially-resolved methods, like scanning FCS, have in general limited temporal 
resolution. 
The aim of this thesis is to overcome these limitations through the Intensity Sorted FCS technique. 
This technique is able to probe fast molecular diffusion in nuclear environment distinguishing 
between different regions of the space at a high temporal resolution. This achievement is due to the 
idea of dividing a whole FCS measurement, performed through a slow scan of the beams, into short 
temporal segment: each segment is analyzed and for each one an ACF is calculated. Then the ACFs 
are sorted into two populations basing on the intensity of a reference trace, that specifically 
distinguish the two nuclear regions probed: for each set of ACFs corresponding to a region, the 
average ACF is calculated. In this way it is possible to retrieve statistically robust information about 
diffusion in two distinct nuclear regions in the same measurement.  
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The method was successfully implemented on a custom setup, and applied in studying diffusion of 
untagged monomeric GFP in regions of different chromatin compaction, namely euchromatin and 
heterochromatin/perinucleolar heterochromatin, in normal cells or following treatments knowing to 
affect chromatin compaction, showing its ability to highlight differences in diffusion of a small inert 
probe despite the high intercellular variability. The technique was also used to study the diffusion of 
proteins known to interact with chromatin, like for instance, transcription factors.  
Intensity Sorted FCS was also extended to commercial setups, and was implemented on a commercial 
Laser Scanning Microscope, in a line scan FCS configuration: the basic concept of dividing the 
measurement into segments and sorting them basing on a reference intensity is maintained, while the 
temporal resolution was lower. This technique was applied in the study of the Estrogen Receptor 
mobility under different hormonal treatments, in a project in collaboration with the Baylor College 
of Medicine in Houston. 
Finally, Intensity Sorted FCS was coupled with super-resolution. Among the super-resolution 
techniques, STimulated Emission Deplession is applicable to laser scanning microscopes: to 
overcome the limitations it presents in its coupling with FCS, the additional lifetime information is 
exploited. The novel SPLIT technique, being able to tune the excitation volume in a post-processing 
way in the same measurement, and to intrinsically eliminate the fluorescence background coming 
from the out-of-focus planes, was used in addition to FLCS in order to perform three-dimensional 
diffusion studies in living cells, at sub-diffraction spatial scales. The coupling of the STED-FLCS 
technique to the Intensity Sorted FCS method allows to perform super-resolved dynamic 
measurements in different nuclear compartments, obtaining different diffusion laws associated to 
each nuclear compartment in a single measurement.  
The introduction of this method, and the possibility to couple it with super-resolution, opens new 
ways into the exploration of the nuclear environment, at interesting spatial scales (chromatin fibers 
being of a size ranging from tens to a hundred nanometers), and could thus provide important 
lacking information about nuclear environment that can help better understand the important 
crosstalk between structure and function in the nucleus. 
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1. Introduction to FCS 
In this chapter, the basics of fluorescence are introduced and, after a summary about fluorescence 
microscopy, in particular fluorescence dynamics techniques, the concept of Fluorescence Correlation 
Spectroscopy is explained, together with related techniques based on the analysis of fluctuations.  
1.1   Fluorescence 
Fluorescence is a process involving light emission by a molecule brought to an excited electronic 
state. The electronic states of a molecule can be represented by the Jablonski diagram (1) (Fig. 
1.1.1): when an electron is excited by light absorption, it jumps on a higher electronic level at the 
singlet state. After a fast internal conversion, that involves vibrionic relaxation and brings the 
electron to the first excited singlet state (S1), the electron can return to the singlet ground state 
either by emitting a photon (fluorescence, spontaneous emission with a rate kf) or non-
radiatevely (rate kn). There are several examples of non-radiative processes: for instance, with 
very low probability, the electron can be transferred to a triplet state (intersystem crossing), from 
which it decays in a slower way (quantum-mechanically forbidden transition), emitting a photon 
(phosphorescence kp). Another way in which the energy can be dissipated is the internal collision 
between particles, namely quenching, the rate of which strongly depends on the concentration of 
the particles (kq). In general, kn is the total rate which includes all the possible non-radiative 
processes (2). 




Fig. 1.1.1 Jablonski diagram. The Jablonski diagram illustrates the electronic states of a molecule and 
the transitions between them. The states are arranged vertically by energy and grouped horizontally by 
spin multiplicity. The vibrational ground states of each electronic state are indicated with thick lines, the 
higher vibrational states with thinner lines. Radiative transitions involve the absorption, if the transition 
occurs to a higher energy level, or the emission, in the reverse case, of a photon and are indicated by 
straight arrows. Non-radiative transitions arise through several different mechanisms: vibrational 
relaxation (the relaxation of the excited state to its lowest vibrational level), internal conversion (when a 
vibrational state of an electronically excited state can couple to a vibrational state of a lower electronic 
state), or intersystem crossing (a transition to a state with a different spin multiplicity), which can give rise 
to phosphorescence.  
The fraction of the excited electrons that decay emitting fluorescence is called quantum yield 







=       Eq. 1 
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The quantum yield, often described as the number of emitted photons relative to the number of 
absorbed photons, represents the efficiency of the fluorescence process. The quantum yield is 
always less than 1, because of the losses in energy due to internal conversion: this process is much 
faster (about 10-12s) than fluorescence (about 10-8s), so a fraction of energy is dissipated by the 
system in order to reach thermal equilibrium. This phenomenon is called Stokes shift, and 
accounts also for the higher wavelength of the emitted photon in respect to the absorbed one.  
Another important fluorescence property is the fluorescence lifetime (4)(), that is the average 
time the molecule stays in its excited state before emitting a photon. If a population of 
fluorophores is excited at time t=0, the lifetime is the time it takes for the number of excited 









0 .      Eq. 2 
Generally, the fluorescence lifetime has values in the order of nanoseconds, and it is typical of 
each fluorophore, greatly influenced by the environment and insensitive to the concentration of 
the fluorophores. Thanks to these important features, it is possible, using Fluorescence Lifetime 
Imaging Microscopy (5), to retrieve information about the environment of a fluorophore, to 
distinguish between two fluorophores emitting in the same spectral range, and to monitor, for 
example, intracellular changes in viscosity or pH.  
Every molecule that, once excited, returns to the ground state emitting a photon without 
intersystem crossing, is a fluorophore. Fluorescence is in general typical of aromatic molecules 
(an exception is given by the group of lanthanides, in which the fluorescence occurs from 
excitation of the electrons in the f orbitals, shielded from the solvent by more populated orbitals 
around them): a well characterized fluorophore is quinine, that lead also to the development of 
the first spectrofluorometer at NIH in the ‘50s. 




Fig. 1.1.2 Absorption and emission spectra of EGFP. A typical fluorescence spectrum of the green 
fluorescence protein. It is possible to see the peaks in absorption at about 490nm, and in excitation at about 
510nm. The spectra was generated using the ThermoFisher Scientific online tool SpectraViewer. 
Fluorescence emission is generally presented as emission spectra, which are the plot of the 
fluorescence intensity versus the wavelength. The fluorescence emission peaks are the probability 
a fluorophore, if excited, would emit a photon at that wavelength. The difference between the 
most probable emission wavelength and the most probable absorption wavelength is known as 
Stokes shift. The peaks, which represents the discrete vibrionic levels of the molecule, broaden 
and merge in a continuous spectrum for fluorophores used for biological application, due to the 
fact that both the use and the characterization of these fluorophores usually occur at room 
temperature (Fig. 1.1.2). An important feature of emission is that it is independent of the excitation 
wavelength (2).  
1.2  Fluorescence microscopy 
The phenomenon of fluorescence has been greatly exploited in optical microscopy. Optical 
microscopy (or light microscopy) is a branch of microscopy which uses visible light and optical 
components (lenses and mirrors) to convey and magnify images of small samples.  
The visible spectrum is the portion of the electromagnetic spectrum visible to the human eye with 
wavelengths from about 390 to 700 nm, but also infrared or ultra-violet lights are often used in 
optical microscopy techniques.  
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Optical components may range from the afore-mentioned lenses and mirrors, to optical filters, 
polarizing elements, coatings, prisms. In addition to that, sources of light consisting in halogen 
lamps, LEDs or lasers and optomechanical elements, like piezo scanning stages and 
galvanometric mirrors, are usually necessary (2). 
Historically, light microscopy is the oldest form of microscopy: the optical microscope was 
probably invented at the beginning of the 17th century. In 1595 Zacharias Jansen (1580–1638) 
created an instrument based on two lenses (with the second lens further magnifying the image 
produced by the first) able of magnifications up to 9 times (Fig. 1.2.1 a). In 1623, Galileo Galilei 
published the development of a “telescope” customized to see the objects very near, later refined 
in order to have three bi-convex lenses, being able to magnify about 30 times (Fig. 1.2.1 b). 
Subsequently, Robert Hooke (1635–1703) further improved the microscope, adding features as a 
stage to hold the specimen, an illuminator, and coarse and fine focus controls. The most 
significant improvements in light microscopy were achieved in the nineteenth century, when 
business partners Carl Zeiss (1816–1888) and Ernst Abbe (1840–1905) added the substage 
condenser and developed superior lenses (thanks to the Abbe sine condition) that greatly reduced 
chromatic and spherical aberration, while permitting vastly improved resolution and higher 
magnification. 
 
Fig. 1.2.1 The first microscopes. Reconstructions of Jansen’s (a) and Galilei’s (b) microscopes. 
The simplest among all the optical microscopy illumination techniques is represented by bright-
field microscopy. The sample is illuminated by a transmitted white light and contrast between the 
observed structures is caused by differences in light absorbance. The main drawback of this 
technique is the low contrast with most biological samples, resulting slightly more useful only for 
samples which have an intrinsic color. In addition to that, all the structures of the sample are 
observed super-imposed at the same time, without specificity, and different structures 
characterized by similar absorbance values will result the same in the final image (6).  
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Several methods have been developed in order to improve the contrast, for example dark field 
microscopy, where the unscattered light is not collected by the objective, or the phase contrast 
microscopy (7) (for which Frits Zernike was awarded with the 1953 Nobel Prize in Physics), 
which exploits the phase-shift of the light when crossing a specimen. Another useful technique is 
the histochemical staining of the specimen, using substances that recognize specific biological 
structures and absorb a defined wavelength of light, first introduced by Camillo Golgi and Ramon 
y Cajal (Fig. 1.2.2), awarded with the 1906 Nobel Prize for Physiology or Medicine. 
 
Fig. 1.2.2 Golgi and Cajal. Camillo Golgi (on the left) and Ramon y Cajal (on the right) were both 
awarded with the Nobel Prize in 1906 for their staining techniques, which allowed the observation of fine 
structures in the brain. 
However, today the most popular contrasting technique is fluorescence, which requires the use of 
fluorophores as structure-specific markers in order to visualize only the structure of interest 
against a dark background. There are many fluorescent molecules that bind a biological molecule 
of interest, like the DNA-binding dyes, as ethidium bromide, which intercalates between the DNA 
bases; alternatively, it is possible to perform an immunofluorescence staining that exploits the 
highly specific binding of a labelled antibody to its antigen. In addition, there are several 
fluorescent proteins that can be genetically fused to a protein of interest, thus allowing the direct 
visualization of a target molecule inside living cells (8). 
The exploitation of the process of fluorescence in optical microscopy thus allows for high-
specificity and high-contrast of the images. Nonetheless, the use of fluorophores has some 
drawbacks that other light contrast techniques do not have, like photobleaching and 
phototoxicity. In addition, other effects can degrade the image quality, as for example the out-
of-focus fluorescence: since the fluorophores are present in the whole cell volume, but only one 
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plane is in focus at a given time, the fluorescence derived from the other planes adds up, creating 
a blurred background that lowers the contrast of the resulting image (2).  
To overcome this limitation, confocal microscopy was developed (9), providing the microscope 
with an optical section capability. In fact, the name confocal derives from the insertion in the 
detection optical path of a pinhole at a given distance (10), that rejects the fluorescence coming 
from the out-of-focus planes (Fig. 1.2.3). In this way, only the fluorescence emitted from the 
fluorophores in the plane in focus will be detected. Anyway, this improvement in axial resolution 
comes at the cost of a drop in signal intensity: the detector must be a very sensitive one, generally 
a photomultiplier tube (PMT) or an avalanche photodiode (APD), which transform the photons 
detected into an electrical signal processed by a computer.  
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Fig. 1.2.3 Confocal optical setup. The schematic shows a typical confocal optical setup: Green light 
coming from the laser goes to a dichroic mirror which reflects it through the objective lens to the sample. 
The fluorescence light (red) goes back following the same path but this time passes through the dichroic 
and goes to the detector while passing through the pinhole. Note the light coming from the in-focus plane 
(deep red) goes right through the pinhole, while the light coming from out-of-focus planes (light red) is 
blocked. 
The excitation light source is usually a monochromatic laser beam focused into a point of the 
sample. This is scanned across the sample point by point generally through galvo mirrors. The 
minimum extension of the excitation spot can be calculated, and is restricted by the diffraction of 






==      Eq. 3 
Hence, the minimum distance at which two structures must be located for being resolved (i.e. 
visualized like two separate entities) d , is proportional to the excitation wavelength  , and the 
numerical aperture NA , equal to the refractive index of the immersion medium n , times the sine 
of the semiangle of aperture  , namely half of the angle at which the light coming from the 
sample is collected by the objective. 
The distribution of the light into the spot is usually parametrized as a 3D Gaussian function, with 
x-y full width at half maximum (FWHM) corresponding to the Abbe’s limit, while along the z 
axis it is usually set as ~3 times the lateral resolution. The diffraction limited spot is referred to 
as the Point Spread Function (PSF), characteristic of each microscope objective with a defined 
wavelength of excitation: the image is thus the convolution of the fluorophore real spatial 
distribution with the PSF (Fig. 1.2.4).  
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Fig. 1.2.4 Convolution. The schematic shows how the image obtained by a microscope is the convolution 
of the real fluorophore distribution with the PSF typical of that microscope. 
A microscopy image is structurally very useful, but it gives information about a single moment 
in time. Time lapse fluorescence microscopy, which is the sequential acquisition of stack of 
images, allows studying cellular dynamics, but is generally limited to relatively slow processes. 
It is of great importance to study also the dynamics of cellular processes at a molecular level. In 
this case, the study of the molecular diffusion inside the cell, requires a high temporal resolution 
(in the order of the milliseconds, generally). In this view, several microscopy techniques have 
been developed that allow dynamic measurements with an adequate temporal resolution. 
1.3  Fluorescence dynamics techniques 
The implementation of fluorescence microscopy opened the way to the development of different 
techniques that can probe the dynamics of molecules in solution or inside a cell. These dynamic 
methods can be divided into three classes (Fig. 1.3.1): the perturbation methods, which rely on 
local photo-induced bleaching (or photo-activation) of fluorescence and the recording of the 
spatial distribution of the fluorescence signal over time; the correlation methods, which are 
based on the study of the spontaneous fluorescence fluctuations derived from the passage of 
fluorescent probes through a small detection volume; the Single Particle Tracking methods, 
which follow the motion of single fluorescent molecules directly over time.  
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Fig. 1.3.1 Fluorescence dynamic methods. Schematic representation of the three categories of the 
fluorescence dynamic methods. In perturbation methods, an area is bleached and the variation in the 
fluorescence is recorded over time (a). In Single Particle Tracking methods, an area of the cell is imaged 
(dashed circle), and in this area, a single fluorescent molecule is followed in its path, giving a three-
dimensional trajectory as output (b). In correlation methods, the fluorescence fluctuations are recorded in 
a point, and their autocorrelation function gives as an output, the auto correlation curve (c).  
Among the perturbation methods, Fluorescence Recovery After Photobleaching, or FRAP, 
Fluorescence Loss in Photobleaching, or FLIP, and Continuous Photobleaching, or CP, are 
the most used (Fig. 1.3.2).  
In FRAP, a small region of interest of the cell is bleached with high laser power, and the 
fluorescence recovery is measured: the redistribution of fluorescent molecules inside the bleached 
region up to an equilibrium state is directly proportional to the velocity of the probes. 
Traditionally, FRAP measurements are done in an imaging modality, which is limited by the 
acquisition speed of the microscope used, usually at least a few tens of milliseconds per image. 
This limitation can be overcame by point FRAP, which uses the small observation volume of a 
confocal microscope to record pre- and post-bleach intensities of fluorescence, allowing a 
temporal resolution below the millisecond range (12). 
In a typical FLIP experiment, two regions have to be defined: a region of interest (ROI) where 
the fluorescence will be recorded during the experiment, and a bleaching area, usually near the 
ROI. This area will be bleached several times during the measurement, and the fluorescence 
intensity decrease in the ROI is recorded over time. The loss in fluorescence is due to the mobile 
fraction of the protein labelled: incomplete loss of fluorescence means that there are proteins that 
are bound and do not move to the bleached region. This technique is used, for instance, for the 
study of the exchange rates between organelles (13). 
On the other hand, in CP, the decrease of the fluorescence intensity in a defined region of interest 
is recorded as a function of time under continuous illumination, until an equilibrium is reached. 
The output of the experiment is a decay signal of the fluorescence that usually shows a biphasic 
behavior: a fast initial decay due to the bleaching of an immobilized or slowly moving probe, and 
a slower asymptotic decay deriving from the bleaching of the fast mobile fraction of the probe, 
reaching an equilibrium with the freely moving probe coming from outside the investigated 
volume (14).  




Fig. 1.3.2 Perturbation methods. Schematic representation of the perturbation methods. In FRAP, a ROI 
is bleached and the recovery of fluorescence intensity is recorded over time (a). In FLIP technique, an area 
is bleached over time, while the fluorescence intensity decay is recorded in a near ROI (b). In CP, the 
fluorescence intensity diminution is recorded in a ROI continuously illuminated (c). 
All the techniques mentioned above are based on photobleaching, which requires high laser 
intensities on the cell. To prevent the photodamage of the living sample, others techniques can be 
used instead. 
For instance, SPT techniques (15) are useful tools to investigate protein dynamics with nanometer 
spatial resolution and sub-second temporal precision. A series of images at a given time interval 
are acquired, and then processed in order to find the entities of interest (generally, proteins 
genetically labeled with fluorescent proteins). The center of the light spot produced by the 
fluorescent molecule can be localized with up to 10nm precision, yielding the coordinates of each 
fluorescent molecule in each image frame: this information is used to reconstruct the particle 
trajectory and, for example, to calculate the Mean Square Displacement (MSD) of the particle. 
The MSD can also be used to characterize the protein motion, for example to highlight anomalous 
diffusion. Since SPT is based on the acquisition of a series of image, the temporal resolution of 
this technique is generally limited to the image acquisition speed of the camera. It generally works 
very well for studying motion in 2D whilst its application to study 3D motion is more challenging. 
Elegant methods have been proposed to overcome this limitation, for instance a faster technique 
based on the scanning of the excitation spot around the particle, named orbital tracking (16–18).  
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 Anyway, even if the principal drawbacks of SPT techniques have been successfully overcome in 
the last years, this methodology is still applicable only if few particles are labelled in the field of 
view and is not suitable to study the 3D diffusion of fluorescent molecules at a higher 
concentration.  
1.4   Fluorescence Correlation Spectroscopy 
Fluorescence Correlation Spectroscopy (FCS) is a technique widely used in the study of cellular 
protein dynamics, since it uses low laser intensities, and it does not suffer from the constrain of 
having only a few particles labelled in the sample, although possessing the sensitivity of a single 
particle method.  
At the time of its introduction in 1972 by Magde, Elson and Webb (19), FCS was a technique 
very hard to implement, suffering from poor signal quality and large ensemble number. The 
introduction of the confocal microscope paved the way for FCS to become a routinely used 
technique (20, 21). In fact, a confocal optical setup has the great advantage of confining the 
detection volume to the sub-femtoliter range, reducing thus the amount of fluorescent particles 
analyzed at the same time. In addition, the introduction of very sensitive detectors enhances the 
quality of the signal recorded. 
Basically, the fluctuations in the fluorescent intensity ( )tF  arising from the passage of the 
fluorescent probes through the illuminated volume are recorded by usually an Avalanche 
Photodiode Detector (APD). These raw data are then processed to calculate the fluorescence 
intensity ( )tF . On this, the auto-correlation curve is computed, using the following Auto 
Correlation Function (ACF) formula: 
( )
( ) ( )
( )















            Eq. 4 













is the time average of the 
signal, ( ) ( ) ( )tFtFtF −= are the fluctuations around the mean value ( )tF , and  is the 
correlation time (Fig. 1.4.1). The resulting autocorrelation curve is a measure of the self-
similarity of the signal, so its width is linked to the average residence time of the molecules inside 
the observation volume. 




Fig. 1.4.1 Fluorescence Correlation Spectroscopy. In FCS, the laser light creates an observation volume, 
inside which the fluorescent particles move entering and exiting the illumination spot. The fluorescence 
fluctuation arising from the passage of the fluorescent probes through the observation volume are recorded 
(b), and analyzed by an autocorrelation function to obtain an autocorrelation curve (c), whose amplitude 
and width are related to the average number of particles presented in the illumination spot and the diffusion 
coefficient of the fluorescent molecules, respectively. 
By fitting the curve with a theoretical model that best describes the motion of the particles in 
exam and the shape of the detection volume, it is possible to retrieve many useful information. 



































K = is the ratio between the axial and the longitudinal extension of the PSF, N is the 
average number of molecules,   is a shape factor related to the distribution of light in the 
detection volume (e.g. 3535.0= for a Gaussian PSF), and G is the limiting factor for →t , 




=0 if 0=G , the height of the ACF is inversely proportional to 
the number of molecules present in the detection volume. In addition, the characteristic correlation 






0= .      Eq. 6 
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It is thus clear that from an FCS measurement it is possible to retrieve crucial information about 
the motion of the particles in the detection volume, from the time dependence of ( )tG , and about 
their concentration and brightness, from the thermodynamic property ( )0G (22). 
However, the interpretation of the correlation curve it is not always clear. For instance, the good 
theoretical model must be applied in order to avoid errors in the estimation of the diffusion 
coefficient. This can be clear to a trained eye from the shape of the curve, but sometimes it is 
hard, even for an expert, to determine which fit will give the best results. In addition, as it appears 
clearly in the equation (Eq. 5), the measurement strongly depends on the shape and size of the 
illumination spot. It is thus necessary a volume calibration. Anyway, the size of the volume not 
only depends on the setup, but is influenced by different factors that is often hard to identify and 
quantify. For instance, optical aberrations due to the coverslip varying thickness, the refractive 
index mismatch or astigmatism can easily led to even 50% error in diffusion coefficient estimation 
(23). Another important issue is the uncorrelated background light, which leads to an 
overestimation of the concentration due to a decrease in the curve amplitude. Also photobleaching 
can affect both the amplitude and the shape of the correlation curve, and depletion of fluorophores 
and consequently decaying intensities over time lead to deformed curves, as well as the presence 
in the observation volume of particularly bright aggregates. In addition, FCS has a high temporal 
resolution, but fundamentally lacks of spatial information. In order to overcome this limitation, 
several strategies have been developed during the years, creating a wide range of fluorescence 
correlation spectroscopy-based techniques.  
1.5   FCS-based techniques 
In the section above, basics of confocal single-point FCS were introduced. In respect to the SPT 
techniques, a classical FCS experiment does not allow to have information about the type of 
motion the particle is experiencing. In order to address this question, a new FCS-based technique, 
namely spot-variation FCS (24), has been described. In this kind of measurement, the detection 
volume size is varied, for example enlarging or reducing the pinhole size of a classical confocal 
microscope. The resulting different diffusion coefficient calculated for each volume are then 
plotted as the diffusion time against the squared observation volume size (diffusion law): the 
linear fit of these data provides information, through its intercept, about the motion of the 
molecule (for example, the diffusion is Brownian if the intercept is in the zero point of the graph). 
Another method through which is possible to retrieve a diffusion law is by moving the observation 
volume in the z-axis (z-scan FCS) (25). This method is based on the characteristic shape of a 
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two-photon excitation observation volume: this illumination scheme  (26) offers various 
advantages, such as the reduction of the out-of-focus fluorescence, allowing a more precise 
shaping of the observation volume, and the reduction of photobleaching and then of phototoxicity. 
In addition, this illumination allows measurements to be performed also in turbid media (27).  
Anyway, all these techniques still lack of spatial information, and have their disadvantages to 
study slow protein motion or interactions that occur at distances greater than the excitation beam 
waist. The introduction of the spatial dimension leads to several advantages, such as the 
parallelization of detection, which in turn decreases the acquisition time, and the elimination of 
the need of volume calibration. The simplest technique that introduces the space in the 
measurement is dual-focus FCS (28), in which two confocal spots are positioned at a defined 
distance, typically of hundreds of nanometers. In this way, not only the two auto-correlation 
curves can be retrieved, but also the cross-correlation between the two foci, which describes the 
probability that a molecule, present in the first detection volume at time t , is in the second 
detection volume at time +t . This technique is very accurate in measuring diffusion times, and 
can also be applied to quantify the molecular flow. 
On the other hand, in Image Correlation Spectroscopy (ICS), entire images are acquired, and 
for example in the Temporal ICS (TICS) each pixel acts as a single detection volume, allowing 
massively parallelization of the measurements. ICS is usually implemented on laser scanning 
microscopes, but the temporal resolution is limited by the mechanical scanning of the beams, so 
this technique can be used only for the study of very slow dynamics (29). An advantage can be 
gained if the illumination is in wide-field mode, like in Total Internal Refraction-FCS (TIR-
FCS) (30), or using a light-sheet illumination microscope (31), where the limitation is given by 
the acquisition speed of the camera, instead of the speed of the scanning system.  
The introduction of ICS and the use of images allows not only the analysis of temporal 
fluctuations, but also of the spatial ones, using spatial correlations in the image (32).  It is possible 
to gain further temporal resolution if the time delay between image parts is included into the 
analysis, as it happen in Raster Image Correlation Spectroscopy (RICS) (33), which can study 
both very fast and slow dynamics. It is worth to note that, if some heterogeneity is present into 
the image, it can be hidden by the averaging process. However, it is also possible to analyze sub-
regions of the image, and then obtain the correlation of the fluctuation locally, using this 
information to construct, for example, diffusion or flow maps (34). Finally, a good compromise 
between temporal resolution and parallelization can be obtain by scanning FCS, tipically used 
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for the study of intermediate diffusion, such as in membranes, in both the line scanning (35) and 
circular scanning (36, 37) configurations. 
In conclusion, FCS-based techniques are a powerful tool for the study of dynamic, especially in 
the interior of a living cell, and can be efficiently implemented on different optical setups, 
allowing the study of different temporal ranges in different points in space, giving also interesting 
information about the fluorescent particles concentration, and brightness (that can also be used to 
study chemical reactions, or molecular complexes formation). 
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2. Nuclear organization and mobility studied by FCS 
In this second chapter, the organization of the eukaryotic cell nucleus will be introduced, as an 
interesting biological application. Then, a brief summary about the importance of the nuclear 
dynamics and the techniques recently used for studying it, will be given, along with the issues that 
this type of measurements could encounter.  
2.1  Chromatin organization in the eukaryotic cell nucleus 
The nucleus is a cellular organelle typical of eukaryotic, probably derived from a symbiotic event 
occurred between an Archea and a bacterial cell (38). It accomplishes many fundamental 
functions in the cell physiology, among them it also has a structural and organizational role (39). 
The most important role for the nucleus is the storage of genetic information: inside it in fact the 
genomic DNA, which contains the largest part of the cell genes, is strictly packed by specific 
proteins named histones. The association of 147 bp of DNA with an histone octamer with a pair 
of each of the core histones H2A, H2B, H3 and H4, is called a nucleosome (a disc-shaped complex 
of around 11nm in diameter), the fundamental unit of chromatin together with the linker histone 
H1 (40). This macromolecular complex has not only the fundamental function of storing and 
preserving the genome information during each cell cycle, but also plays important roles in the 
survival of the cell since it regulates the DNA replication, and in this way, the production of the 
right proteins for each particular type of cell. In fact, it has been shown that chromatin structure 
has a role in the regulation of gene expression (41). Consequently, chromatin plays crucial roles 
in lineage commitment, senescence, differentiation and tumorigenesis (42–44). Recent studies 
show that chromatin, not only affects some cellular processes itself, but also creates a 
nanoenvironment that greatly influences the biochemical and biophysical reactions occurring in 
the nucleus (45, 46). Interestingly, it seems that chromatin, and then the subnuclear compartments, 
are self-organizing (47), and that physical processes, like phase separation (48), are the driving 
force of subnuclear compartments formation, like the more compacted heterochromatin (called 
in this way in opposition to the less dense chromatin, called euchromatin), but also of several 
nuclear processes (49, 50).  




Fig. 2.1.1 Chromatin organization in the nucleus. Schematic representation of chromatin formation and 
its organization into the eukaryotic cell nucleus. The DNA is highly compacted and packed by histone 
proteins in order to form the nucleosomes, which are in turn less or more compacted in order to form the 
euchromatin and the heterochromatin compartment, respectively. As it is shown in the figure, transcription 
can occur only in the euchromatin compartment, where the nucleosomes leave a free DNA space to the 
polymerase to attach and process the DNA. 
Anyway, it is worthy to note that the genome organization and structure are highly dynamic 
themselves, as the whole nuclear environment (51). It has been reported that nucleosomes move 
at a velocity of 1.2 nm/ms, and the same temporal scale is shown by chromatin fibers movement, 
while the overall chromatin reorganization occur in large regions (1-5 m) in several seconds. In 
addition, processes like DNA transcription and replication require the coordination in time and 
space of multiple macromolecular complexes so that they can timely assemble over an accessible 
DNA responsive element. Moreover, early experiments clearly established that transcription 
factors and other nuclear proteins interactions were more dynamic than expected, showing 
relatively rapid diffusion, ranging from 0.1 to 10 m2/s (52, 53). Thus, it remains fundamentally 
important to determine how proteins move within different regions of the nucleus that are 
comprised of markedly-heterogeneous chromatin density, and maintain their ability to reach and 
bind to their target sequences. 
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2.2  FCS in the nucleus 
Since the great importance that dynamics have in nuclear organization and functionality, it is 
fundamental the study of the nuclear environment from both a structural and a dynamic point of 
view. This can be accomplished by using fluorescence microscopy methods, that are suitable to 
be used in live cells, are more specific than other methods, like electron microscopy, and have a 
single cell sensitivity, differently from molecular biology or biochemical methods. Anyway, as 
stressed before, not all the microscopy techniques possess the high temporal resolution needed 
for studying fast dynamics: for this reason, more and more studies have relied on dynamic 
microscopy techniques in order to study the motion of molecules in the nucleus (54, 55).  
For instance, a great effort has been done in order to characterize the formation of sub-chromatin 
domains, and dynamic methods such as FRAP, FLIP and FCS have helped in this important task 
(48, 56, 57). In addition, Heterochromatin Protein 1-alpha has been shown to be a key regulator 
of genome organization, and its dynamic has been greatly studied (31, 48, 58–60). FCS has been 
widely used to study the dynamics of molecules interacting with chromatin, such as transcription 
factors (61–63), or the polymerases themselves (64). Several other studies have tried to infer 
something about nuclear organization and chromatin compaction by the study of the motion of 
inert probes (Fig. 2.2.1) (65–69). In fact, it is possible to retrieve information about nuclear 
organization even with an inert probe: the motion is free from binding sites, but it is influenced 
by the environment in term of obstacles to free diffusion and chromatin compactness, apart from 
molecular crowding. It is also worthy to note that these features can influence the motion of 
particles in a way that is proportional to the size of the probe used. 
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Fig. 2.2.1 Probes for nuclear dynamic measurements. Schematic representation of the difference 
between inert (a) or interacting (b) probes in the study of nuclear environment. 
It is important, as said before, to introduce also a spatial reference into the measurements: since 
the nuclear environment is highly heterogeneous, probing this heterogeneity by studying potential 
changes into the surrounding dynamics is a fundamental task. In order to achieve this goal, several 
strategies have been used that allow the construction of diffusion maps into the nucleus. For 
example, maps of nuclear diffusion coefficients have been obtained by sequential acquisition of 
single-point FCS (66), using light sheet illumination (31, 64), or by parallel acquisition of FCS 
data at multiple observation volumes (63, 70). Recently, a diffusion map in the nucleus of living 
HeLa cells expressing untagged GFP has been obtained using Local-RICS (34), highlighting 
differences in diffusion inside a very compact and small environment as the nucleolus.  
2.3  Issues  
All the FCS methods presented above were successful in studying the dynamics of molecules in 
the nucleus, even if the environment is crowded and hard to inspect.  
Anyway, there are still several issues to be taken into account. For instance, nuclear heterogeneity 
has different spatial scales, and in some cases the spatial resolution offered by a conventional 
diffraction limited optical setup is too poor to gain information at the nanoscale organization level. 
In fact, several chromatin structures seems to have dimension ranging from the tens of nanometers 
range to less than 150nm (71, 72). 
In addition, all the spatially-resolved FCS methods reported above will only provide an accurate 
description of the mobility properties in different nuclear regions if these regions are immobile 
during FCS data acquisition.  
In the following sections, a novel method that tries to overcome these limitations will be 
presented. 
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3. Intensity sorted FCS 
In this chapter, a novel method based on an extension of scanning fluorescence correlation 
spectroscopy (FCS) is presented. Here the data are sorted and analyzed in short time segments: the 
sorting of segments is based on a fluorescence intensity threshold in the same or a different reference 
channel. The implementation of this technique on a custom optical setup is explained in section 3.2, 
while section 3.4 shows the results obtained by the application of the method in the nucleus of living 
cells, using both inert and interacting probes. In the end, the results and possibly future works are 
discussed.  
3.1  The idea 
As shown in the previous chapter, measurements of FCS in specific regions of the nucleus can be 
hard to perform, especially due to the fact that the nucleus itself is a very dynamic environment, 
and the structures in exam can move significantly during the acquisition time of a FCS 
measurement. A significant advantage can be gained if the different chromatin regions are 
identified with the help of a reference marker (73). For instance, the intensity of a fluorescent 
protein can be used to identify specific sub-nuclear regions or, simply, the intensity of a DNA 
marker (e.g. Hoechst) can be used to identify regions of different chromatin density (74). In this 
case, the reference intensity can be used as a bona fide marker to assign, during data analysis, each 
single-point FCS measurement to a specific chromatin region. In this respect, the acquisition of a 
brief FCS measurement is fundamental to ensure that the probed region does not move 
significantly during each measurement. On the other hand, the poor statistics resulting from a short 
FCS acquisition must be compensated by averaging over many FCS measurements assigned to the 
same chromatin region. 




Fig. 3.1.1. Schematic implementation of the method. The excitation spot is scanned in a circular line 
across the specimen (a) and the fluorescence from one or more channels is continuously recorded (b). The 
whole measurement is divided into short segments of duration Tseg and for each segment the corresponding 
ACF is calculated (b). The ACFs are then sorted into two or more populations, based upon the value of the 
reference intensity Is, and for each population the average ACF is calculated (c). 
This idea is implemented by performing a “slow” scanning of the excitation beams across the 
nucleus. The fluctuation analysis is performed by dividing the whole acquisition into a large 
number of short temporal segments and considering each segment like an independent FCS 
measurement, tagged with an intensity value of the reference marker. The ACFs calculated from 
these short segments are first sorted into two or more populations, corresponding to specific 
chromatin regions, and then averaged. As a result, this intensity-sorted FCS approach yields, for 
each measurement, an ACF associated to each chromatin region (Fig. 3.1.1). In addition, since 
each measurement is acquired from a single cell, it is possible to measure the dynamic properties 
of different compartments cell-by-cell, thus avoiding the intracellular mobility differences being 
distorted due to the intercellular variability.  
3.2  Technique implementation 
The schematic implementation of the method is depicted in Fig. 3.1.1. The excitation volume of a 
confocal microscope is slowly scanned along a circular line across the specimen (Fig. 3.1.1 a), 
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similarly to what is done in orbital scanning (16, 37), while the fluorescence intensity from one or 
more spectral channels is continuously recorded at high temporal resolution (Fig. 3.1.1 b). This 
slow circular scan acquisition mode should not be confused with the afore-mentioned circular 
scanning FCS technique (36). Here, the slow scan is a strategy to continuously acquire single-point 
FCS data at consecutive locations along the scanned path. The whole intensity trace I recorded in 
one channel is divided into short temporal sequences, or segments, of duration Tseg (much shorter 
than the line scan time) and from each segment a short-sequence (ss) ACF is calculated (Fig. 3.1.1 
b). Then the ssACFs are sorted based on the value of intensity Is associated to each segment (Fig. 
3.1.1 c). The intensity Is used for sorting the ACFs can be the intensity recorded in the same or in 
another channel. For instance, if the orbit is scanned across two distinct regions (Fig. 3.1.1 a), 
detectable by a difference in the intensity Is (Fig. 3.1.1 b), one can obtain an ACF associated to 
each region by averaging only the ssACFs corresponding to segments whose intensity is below or 
above a given threshold, respectively (Fig. 3.1.1 c). 
The duration Tseg of the segments must be short enough to resolve intensity variations in the sorting 
intensity channel Is but long enough to properly sample fluorescence intensity fluctuations and 
prevent deformation of the ACFs. In order to estimate a reasonable lower limit for Tseg we 
simulated molecules undergoing Brownian motion with diffusion coefficient D through a Gaussian 
observation volume of lateral waist w and axial waist wz>>w. We divided the resulting intensity 
trace in segments of duration Tseg, then the ssACF was calculated and averaged over all segments. 
The extent of deformation of the ACF depends on the ratio between Tseg and the characteristic 
width of the fluctuations, tD=w
2/4D (Fig. 3.2.1 a). The deformations of the undersampled ACF 
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Where b is set to 0. For shorter values of Tseg the ACF are characterized by shorter values of tD
s, 
negative values of bs, and slightly larger values of the amplitude Gs(0). We can consider Tseg10
2tD 
as a lower limit for the duration of the short-sequence. In fact, for Tseg>10
2tD, the more meaningful 
parameters tD and G(0) deviate by less than 5%, in keeping with the rule of thumb that the 
acquisition time of FCS data has to be at least two orders of magnitude longer than the 
characteristic correlation time (75). 
 
Fig. 3.2.1 Simulations on the effect of the segment length variation. Short-sequence (ss)ACFs calculated 
from simulated data for different values of Tseg/tD. (a) Deviation of the fitting parameters (Eq.7) of the 
ssACF for different values of Tseg/tD (b). 
Another point to take into account is how slow must we scan in order to ignore the correlations 
due to the motion of the beam. The complete ACF function that describes a model of free diffusion 

















































    (Eq. 9) 
Where R is the radius of the orbit and v is the scanning speed, given by v=2R/T, where T is the 
period of the orbit. In our case, since we sample many segments along the orbit, is t<Tseg<<T, so 
we can rewrite Eq. 9 as: 







































    (Eq. 10) 








2tD, the latter condition can also be written as v<<0.4D/w0. For instance, for 
D20m2/s and w0200nm, v<<40m/s. For an orbit diameter of 3m this corresponds to a 
scanning frequency f<<4Hz. 
3.3  Materials and Methods 
3.3.1 Optical Setup 
The measurements were performed on a custom microscope, obtained from modification of a 
previous setup (77). The excitation at 485nm was provided by a pulsed laser line (LDH-D-C-
485, 80MHz, PicoQuant, Berlin, DE), while the excitation at 407nm was provided by a 
continuous-wave (CW) diode laser (Cube 1069413/AQ407nm/50mW, Coherent, Santa Clara, 
CA, US). The laser power was measured at the objective back aperture. The beams were 
combined and co-aligned using different laser beam dichroic mirrors, then deflected by two 
galvanometric scanning mirrors (6215HM40B, CTI, Cambridge Technologies, Bedford, MA, 
US) and directed toward the 1.40 NA 100x objective (HCX PL APO 100/1.40/0.70 Oil, Leica 
Microsystems, Wetzlar, DE) by the same set of scan and tube lenses as the ones used in a 
commercial scanning microscope (Leica TCS SP5, Leica Microsystems, Wetzlar, DE). The 
fluorescence light was collected by the same objective lens, de-scanned, passed through the 
laser beam dichroic mirrors, then separated by a fluorescence beam splitter in two channels 
(detection bands 525/50 nm and 445/45nm) before being focused (focal length 60 mm, AC254-
060-AML, Thorlabs, Newton, NJ, US) into fiber pigtailed single-photon avalanche diodes 
(PDM Series, Micro Photon Devices, Bolzano, Italy). All imaging operations were automated 
and managed by the software ImSpector (Max Planck Innovation, Munchen, DE) with the 
exception of circular scanning, managed by the software SimFCS. For FCS measurements, 
photons were detected by a time-correlated-single-photon-counting (TCSPC) card (SPC-830, 
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Becker & Hickl, Berlin, DE), synchronized with the reference signal provided by the pulsed 
diode laser.  
 
Fig. 3.3.1 Experimental setup. 3AS: three Axis Stage; AD: Achromatic Dichroic; AOM: Acoustic 
Optical Modulator; BE: Beam Expander; BPF: Band Pass Filter; DM: Dichroic Mirror; FI: Faraday 
Insulator; GMs: Galvo Mirrors; GTP: Glan-Thompson Polarizer; HWP: Half Wave Plate; MF: Multi-
mode Fiber; OL: Objective Lens; PBS: Polarized Beam Splitter; PMF: Photo Multiplier Fiber; RM: 
Removable Mirror; SL: Scanning Lens; SMF: Single Mode Fiber; SPAD: Single Photon Avalanche 
Photodiode Detector; TCSPC: Time Correlated Single Photon Counter; TL: Tube Lens. The excitation 
is provided by a 488nm laser line, that is focused on the sample passing through the objective. Both the 
STED (577nm continuous wave laser), and the 405nm laser lines were co-aligned in order to be 
superimposed on the specimen. The fluorescence emitted is split in detection, in order to separate the 
fluorescence deriving from the Hoechst 33342 (445nm) and from the Green Fluorescence Protein 
(525nm).  
3.3.2 Cell Culture 
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A stable HeLa cell line expressing the protein AcGFP1 was used for all the untagged-GFP 
experiments. For the p53 and HP1alfa experiments, a HeLa wild-type (WT) cell line was used 
for transfection. The cells were cultured in DMEM supplemented by 10% Fetal Bovine Serum, 
2mM glutamine, 100U penicillin and 0.1mg/ml streptomycin (Sigma Aldrich, Saint-Louis, MI, 
US). For the estrogen receptor-α (ER) experiments a stable HeLa cell line with a hundred-copy 
integration of the estrogen-responsive unit of the prolactin gene (Sharp et al., 2006), which 
stably expresses a GFP-tagged version of ER (GFP-ERα:PRL-HeLa cell line), was used (78). 
The GFP-ERα:PRL-HeLa cell line (Sheila) was grown in high-glucose DMEM without phenol 
red supplemented with 5% charcoal dextran stripped Tet(-)FBS, 200ug/ml Hygromycin B and 
0.8 ug/ml Blasticidin S (Thermo Fisher Scientific, Waltham, MA, US) and 1 nM Z-4-
Hydroxytamoxifen (Sigma Aldrich, Saint-Louis, MI, US).  The day before the experiment, 
freshly split cells were plated on 8-well chamber (glass bottom, thickness 170±5 µm) (Ibidi, 
Planegg, DE) and grown overnight. 
3.3.3 Treatments 
HP1alfa-GFP (AddGene #17652) and p53-GFP plasmid (kindly provided by D. Mazza, The 
European Center for Nanomedicine, Ospedale San Raffaele) transfection was performed using 
the Effectene Transfection Kit (Qiagen), following manufacturer’s instructions. Nuclear 
staining was performed incubating the cells for 15min at 37°C with a solution of Hoechst 
33342 (Thermo Fisher Scientific, Waltham, MA, US; stock solution 20mM) in PBS, at a final 
concentration of 4M. The cells were then washed 4 times with PBS 1X. Energy depletion 
was obtained incubating the cells for 30min at 37°C with DMEM supplemented with 50mM 
2-deoxyglucose (2-DG, Sigma) and 10mM sodium azide (Sigma Aldrich, Saint-Louis, MI, 
US) (79). Cells were then imaged directly in ATP-depletion medium. Treatment with solutions 
of different osmolarity was performed by addition to the cell of hypo-(190 mOsm) or hyper-
osmolar (570 mOsm) solutions for 15min at 37°C (80): the cells were then imaged directly in 
the incubation solution. The Sheila cells were treated with 10nM 17--estradiol (E2, Sigma 
Aldrich, Saint-Louis, MI, US) diluted in Live Cell Imaging Solution (Thermo Fisher Scientific, 
Waltham, MA, US) for one hour to trigger the GFP-ER binding to the array, and then imaged 
directly in the same incubation solution. In all the other cases measurements were performed 
on cells kept in Live Cell Imaging solution. 
3.3.4 Experiments 
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All the measurements were performed by scanning a circular orbit through the cells nuclei, 
chosen in such a way to cross the nuclear regions of interest.  For measurements on untagged 
GFP, the parameters were the following: the 488nm laser power was set to 15W, while the 
405nm laser power at 2.5W; the orbit diameter was set at 3m, while the scan period was 
about 16.7s. Each measurement was recorded for 132s. For the ER and HP1- experiments, 
the laser powers of the 488nm and 405 nm were set at 5W and 1W, respectively; the orbit 
diameter was 1.5m, while the scan period was set to about 68 s, and each measurement lasted 
264s. For p53-GFP experiments, the orbit diameter was 1.5m, while the scan period was set 
to about 68s, and each measurement lasted 264s. The scan position was chosen in order to 
cross the perinucleolar heterochromatin (visualized by the Hoechst stain), passing through the 
nucleolus that will be discarded during the analysis. 
3.3.5 Data Analysis and Fitting 
Calculation of the intensity sorted ACFs was performed in Matlab. Each measurement file was 
first divided into segments, whose duration was calculated based on the estimated probe 
mobility: for untagged GFP, the segment duration was set at about 131ms, while for the HP1-
−GFP, p53-GFP and GFP-ER the segment was 1.05sec long. For each segment, an ACF and 
an intensity value were calculated. The nanosecond temporal information available in the 
TCSPC file was used to remove the detector afterpulse in the confocal FCS data, using a 
custom fluorescence lifetime correlation spectroscopy (FLCS) routine (81). ACFs were only 
calculated for the green channel, as the Hoechst intensity was used only as a reference channel. 
Intensity sorting was performed by averaging all the ACFs of segments whose intensity was 
below and/or above specific threshold values. Variations of the intensity trace due to 
photobleaching were removed by a non-linear detrend prior to sorting. In all the experiments 
with untagged GFP, the ACFs were fitted using a one-component diffusion model (Eq.8). In 
the experiments with HP1-−GFP, p53-GFP and GFP-ER, the ACFs were either fitted using 
































GtG         (Eq. 11) 
or (for the ER-GFP experiments) the diffusion and binding model (Full model) described in 
(62). For the two-component diffusion model, a global fit was performed for each experiment, 
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keeping the two values of diffusion coefficients, Dslow and Dfast, shared between the 
measurements and instead letting vary the amplitudes corresponding to the fast and slow 
diffusing components. One- and two-component diffusion fits were performed in Origin. The 
Full Model fits were performed in Matlab. 
3.3.6 Simulations 
All the simulations were performed using SimFCS (available at http://www.lfd.uci.edu/). 
3.4  Results 
3.4.1 Measurement of the GFP diffusion in the nucleolus vs nucleoplasm 
As a validation of the method, differences in the diffusion coefficient of GFP in the nucleolus 
and the nucleoplasm of HeLa cells were first measured. It has been previously shown that 
even for a small inert probe like GFP, there is a clear difference in the values of the diffusion 
coefficient measured in the nucleoplasm in respect to the nucleolus (34, 70, 82). In this case, 
the GFP intensity level was used as a reference marker to distinguish the two nuclear regions. 
In fact, the nucleolus of a cell expressing GFP appears dimmer than the nucleoplasm due to a 
different concentration of GFP in the two compartments (Fig. 3.4.1.1 a, b). The intensity trace 
showed easily-detectable regions of low and high intensity, corresponding to the nucleolus 
and the nucleoplasm, respectively (Fig. 3.4.1.1 c). By specifically selecting only the short FCS 
segments corresponding to these low and high intensity regions (Fig. 3.4.1.1 c), the sorted 
ACFs corresponding to the nucleolus (Fig. 3.4.1.1 e) and the nucleoplasm (Fig. 3.4.1.1 f) were 
generated. By the fit of the ACF it was possible to retrieved the averaged (n=13 cells) diffusion 
coefficient of GFP in the nucleolus (11.3 ±4.5 m2/s, mean ± s.d.) and in the nucleoplasm (21 
± 6.2 m2/s) (Fig. 3.4.1.1 g). These values are in keeping with the values reported in literature 
(34, 70, 82), demonstrating that our analysis method works properly.  




Fig. 3.4.1.1 Measurement of GFP diffusion coefficient in the nucleoplasm and the nucleolus. Each 
measurement is performed on an individual cell (a), scanning the beams across the nucleolus (b). The 
GFP intensity trace is used for sorting the ACFs between the nucleolus (in blue) and the nucleoplasm 
(in red) (c). The total ACF without sorting (d) is compared to the mean ACF calculated from the 
fluctuations measured in the two regions (e, f). The average diffusion coefficient extracted from the 
fitting of the ACF of the nucleoplasm is significantly higher (24.3 ± 6.2m2/s) than the one shown by 
GFP in the nucleolus (12.5 ± 2.5m2/s) (g). Plot of the ratio between the diffusion coefficients 
calculated in the two compartments (h), with a linear fit (solid black line, the intercept is fixed to zero) 
yielding a slope of 0.43. The dashed red line represents the case in which the diffusion coefficients are 
the same in both the compartments. 
Interestingly, there is a high intercellular variability in the measured absolute values of 
diffusion coefficient (Fig. 3.4.1.1 g, h). However, the ratio between the two values of diffusion 
coefficient in each cell is quite conserved, as shown by a Dnl vs Dnp scatter plot (Fig. 3.4.1.1 
h). The evaluation of this ratio was performed through a linear fit of the data for each 
independent experiment (Fig. 3.4.1.1 h, Fig. 3.4.1.2): we obtained Dnl/Dnp =0.45 ± 0.02 (mean 
± s.d. of the slope values from 5 independent experiments, Fig. 3.4.1.2).  




Fig. 3.4.1.2 Results of the additional measurements of untagged GFP diffusion in the 
nucleoplasm (x-axis) and nucleolus (y-axis). The results indicate the reproducibility of the method, 
leading to an average slope of 0.45 with a standard deviation of 0.02. (a) Diffusion coefficients 
calculated on 15 cells with a slope of 0.43. (b) Diffusion coefficients calculated on 15 cells with a 
slope of 0.43. (c) Diffusion coefficients retrieved from measurements done on 11 cells with a slope of 
0.45. (d) Diffusion coefficients calculated on 20 cells, with a slope of 0.48. 
These results show, as expected, that the diffusion of GFP is reduced in the nucleolus with 
respect to the nucleoplasm, due to higher molecular crowding.  
3.4.2 Measurement of GFP diffusion in euchromatin vs heterochromatin. 
Next, we checked if the technique was able to detect differences of GFP diffusion between 
regions of high and low chromatin density (hereafter referred to as hetero- and eu-chromatin) 
using as a reference the intensity of Hoechst-stained DNA (Fig. 3.4.2.1). First, the 
measurements were performed in the nucleoplasm of HeLa cells, in regions far from the 
nucleolus (Fig. 3.4.2.1 a, b). In this way, it was possible to use the Hoechst intensity as a 
quantitative reference for nuclear DNA concentration, defining regions of eu-chromatin (low 
Hoechst signal) and hetero-chromatin (high Hoechst signal) (Fig. 3.4.2.1 c) and to generate 
the corresponding ACFs (Fig. 3.4.2.1 d, e).  




Fig. 3.4.2.1 Measurement of the diffusion coefficient of untagged GFP in eu- vs hetero-chromatin 
(a-f) and in euchromatin vs perinucleolar heterochromatin (g-k). (a-e) Each measurement is 
collected from a single nucleus stained with Hoechst (in blue in a, b), far from the nucleolus (b). Basing 
on the Hoechst intensity trace (c), the FCS segments are sorted into two populations: the 
heterochromatin, in red, and the euchromatin, in blue. The averaged ACFs are then calculated and a 
single component fit was performed, giving a value of Dec=31.5m2/s for the euchromatin (d) and 
Dhc=29.4m2/s for the heterochromatin (e). (f) Scatter plot of the two values of diffusion coefficients 
Dhc and Deu measured on different cells, showing a slightly higher diffusion coefficient in the 
euchromatin. The solid line is a linear fit through the origin (slope= 0.89). (g-k) When selecting the 
perinucleolar heterochromatin, the beams are scanned through the periphery of a nucleolus (g,h) and 
both the GFP (green line) and Hoechst (gray line) intensities are used as references (i). The two average 
ACFs corresponding to the euchromatin (j) and perinucleolar heterochromatin (k) are calculated and 
fitted, providing a value of 17.6m2/s and 10.6m2/s, respectively. When results from the analysis of 
multiple cells are displayed in a scatter plot (l), a more marked difference between the two values of 
diffusion coefficient is observed (slope =0.7). 
The differences found in the values of the diffusion coefficient of GFP (n=23 cells) between 
euchromatin (21.8 ± 5.6 m2/s) and heterochromatin (19.6 ± 5.4 m2/s) were not significant 
when considering the average of measurements performed on multiple cells. Conversely, in 
the scatter plot of the two values of diffusion coefficients measured in each cell (Fig. 3.4.2.1 
f), the ratio between the diffusion coefficient in hetero- and eu-chromatin was less than 1 
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(Dhc/Deu= 0.87 ± 0.05, mean ± s.d. of the slope values from 5 independent experiments, Fig. 
3.4.2.2), despite the high variability between measurements performed on different cells.  
 
Fig. 3.4.2.2 Results of the additional measurements of untagged GFP diffusion performed on the 
nucleoplasm of cells marked with Hoechst. For each experiment the diffusion coefficients calculated 
on heterochromatin (y-axis) and euchromatin (x-axis) are plotted (a) Diffusion coefficients calculated 
on 16 cells, with a slope of 0.81 (b) Measurements done on 15 cells, with diffusion coefficients linear 
fit having a slope of 0.81. (c) Diffusion coefficients measured on 10 cells, with a slope of 0.94. (d) 
Diffusion coefficients retrieved on 8 cells, with a slope of 0.88. 
Interestingly, the technique highlighted a greater difference in the case of perinucleolar 
heterochromatin (Fig. 3.4.2.1 g-k). In this case, the beams were scanned across the 
perinucleolar heterochromatin (Fig. 3.4.2.1 g-h) and both the GFP and Hoechst intensities 
were used as references to discard the FCS segments belonging to the nucleolus (low GFP 
signal), and generate the ACFs corresponding to the perinucleolar heterochromatin (high GFP 
signal, high Hoechst signal) and the euchromatin (high GFP signal, low Hoechst signal) (Fig. 
3.4.2.1 i-k). For the perinucleolar heterochromatin a ratio of Dhc/Deu= 0.7 ± 0.07 (mean ± s.d. 
of the slope values from 4 independent experiments, Fig. 3.4.2.1 l, Fig. 3.4.2.3) was obtained. 




Fig. 3.4.2.3 Results of the additional measurements of untagged GFP diffusion in euchromatin 
(x-axis) versus perinucleolar heterochromatin (y-axis). (a) Diffusion coefficients calculated on 8 
cells, with a slope of 0.78. (b) Measurements done on 9 cells, with the diffusion coefficients linear fit 
having a slope of 0.6. (c) Diffusion coefficients measured on 5 cells, with a slope of 0.73. 
3.4.3 Monitoring the diffusion coefficient of GFP during chromatin compaction 
changes  
In order to test in which extent chromatin compaction affects GFP diffusion in different 
chromatin regions, the cells were treated with solutions known to induce changes in the 
compaction of chromatin. Solutions of different osmolarities induced visible changes in nuclei 
morphology (Fig. 3.4.3.1 a, e, i) that are reflected in a large difference in the diffusion 
coefficients of GFP measured in different compartments. Indeed, if the cells were treated with 
a hypo-osmolar solution, the diffusion coefficient of GFP was higher than in controls 
(Deu=30.1 ± 7.8m
2/s and Dhc=29.6 ± 6.8m
2/s, mean ± s.d., n = 9 cells); when the cells were 
subjected to hyper-osmolar treatment, the diffusion coefficients calculated in both eu- and 
hetero-chromatin were significantly lower (Deu=7.2 ± 2.3m
2/s and Dhc=6.7 ± 2.3m
2/s, mean 
± s.d., n = 10 cells) compared to the controls (Deu= 23.5 ± 8.1m
2/s and Dhc=19.4 ± 6.1m
2/s, 
mean ± s.d., n = 10 cells).  




Fig. 3.4.3.1 Measurement of the untagged GFP diffusion coefficient after treatments affecting 
chromatin compaction state. All the measurements were performed comparing eu-and 
heterochromatin in the nucleoplasm of HeLa cells. (a-d) Control cells; (e-h) cells treated with a hypo-
osmolar solution; (i-l) cells treated with a hyperosmolar solution; (m-p) cells treated with an ATP-
depletion solution. The FCS segments are sorted based on the Hoechst intensity (b, f, j, n), to obtain 
average ACFs for eu- (blue) and hetero- (red) chromatin (c, g, k, o). With respect to the control (d, 
slope=0.94), the osmotic treatment greatly affects the absolute values of the diffusion coefficients, but 
not the ratio between them (h, slope=0.95; l, slope=0.89). The ATP-depleted cells show a less marked 
difference in the absolute values, but a higher difference between the diffusion coefficients calculated 
in the two compartments (p, slope=0.79). 
 
Interestingly, both the treatments affected only the absolute values of the diffusion 
coefficients, but not their average ratio Dhc/Dec, which was 0.92 ± 0.03 (mean ± s.d. of the 
slope values from 2 independent experiments, Fig. 3.4.3.2 b) for the hyper-osmolar treatment, 
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and 0.98 ± 0.03 (mean ± s.d. of the slope values from 2 independent experiments, Fig. 3.4.3.2 
a)  for the hypo-osmolar one (Fig. 3.4.3.1 h, l), meaning that the treatment has a similar impact 
on both eu- and hetero-chromatin compartments. Incubation with an ATP depletion solution 
induced a visible compaction of chromatin with respect to the control (Fig. 3.4.3.1 a, m), 
which led to a reduction of GFP diffusion coefficients in both eu- and hetero-chromatin 
(Deu=18.1 ± 4.7m
2/s and Dhc=15 ± 4.9m
2/s, mean ± s.d., n = 9 cells). In this case, however, 
the scatter plot of Dhc vs Dec (Fig. 3.4.3.1 p) indicates that ATP depletion results in a more 
prominent slow-down of GFP diffusion in heterochromatin (Dhc/Deu= 0.79 ± 0.08, mean ± s.d. 
of the slope values from 3 independent measurements, Fig. 3.4.3.2 c-e), possibly as a 
consequence of a larger increase of compaction in hetero- with respect to eu-chromatin. 
 
Fig. 3.4.3.2 Results of the additional measurements of untagged GFP diffusion in eu- vs hetero-
chromatin after treatments affecting chromatin compaction. The measurements were performed 
comparing eu- (x- axis) and heterochromatin (y-axis) in the nucleoplasm of HeLa cells. (a) Diffusion 
coefficients calculated on 8 cells treated with an hypo-osmolar solution, with a slope of 1 (b) Diffusion 
coefficients measured on 10 cells treated with a hyperosmolar solution, with a slope of 0.95. (c-e) 
Repetition of measurement of the untagged GFP diffusion coefficient after the ATP-depletion 
treatments. (c) Diffusion coefficients calculated on 18 cells with a slope of 0.67. (d) Measurement 
done on 13 cells with diffusion coefficients linear fit having a slope of 0.8. (e) Diffusion coefficients 
measured on 13 cells with a slope of 0.9. 
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3.4.4 Mobility of an interacting protein in different chromatin regions 
To show the applicability of the method also in using interacting probes, the mobility of three 
different proteins known to interact with chromatin, i.e. the transcription factor p53, the 
heterochromatin protein 1 (HP1-) and the estrogen receptor-  (ER), were studied.  
 
Fig. 3.4.4.1 Measurement of the mobility of interacting proteins in the nucleus: p53 and HP1-. 
(a-d) In the case of p53-GFP, the measurements were performed orbiting across the perinucleolar 
heterochromatin. (b) The intensities of both the Hoechst and the GFP signals are used as a reference 
for sorting the ACFs corresponding to the perinucleolar heterochromatin (red) and to the euchromatin 
(blue). (c, d) Analysis with a two-diffusion component model. (c) A global fit performed on the sorted 
ACFs (red: sorted ACF of the perinucleolar heterochromatin, blue: sorted ACF of the euchromatin) 
yields a shared value of diffusion coefficients Dslow= 0.5m2/s for the slow diffusing population and 
Dfast= 8m2/s for the fast diffusing one. (d) Scatter plot of the slow fraction calculated in the two probed 
nuclear regions (slope= 0.96). (e-h) In the case of HP1- the measurements were performed orbiting 
across the HP1- foci. (f) The intensity of the HP1- GFP signal is used as a reference for sorting the 
ACFs corresponding to the foci (red) and to the nucleoplasm (blue). (g) Global fit performed on the 
sorted ACFs, with a shared value of diffusion coefficients Dslow= 0.29m2/s for the slow diffusing 
population and Dfast= 6.7m2/s for the fast diffusing one. (d) Scatter plot of the slow fraction calculated 
in the two probed nuclear regions (slope= 1.03). 
The diffusion of the well-known transcription factor p53, whose importance is stressed also by 
its appointment as “the guardian of the genome”, was studied in the nucleoplasm and in the 
perinucleolar heterochromatin (Fig. 3.4.4.1 a-d). The slow fraction (0.5 m2/s) seemed to be 
slightly higher in the heterochromatin, the fitting curve having a slope of SFhc/SFnp = 0.91 ± 
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0.03 (mean ± s.d. of the slope values from 3 independent measurements, Fig. 3.4.4.2 a, b) (Fig. 
3.4.4.1 d).  
 
Fig. 3.4.4.2 Results of the additional measurements of interacting proteins diffusion in different 
nuclear compartments. (a-b) Repetition of measurements done on the mobility of p53 in the 
perinucleolar heterochromatin (x-axis) and in euchromatin (y-axis). The slow diffusing fraction of 
protein calculated in the perinucleolar heterochromatin is plotted against the fraction retrieved from the 
euchromatin. (a) Slow diffusing p53 fraction calculated on 9 cells with a slope of 0.9. The two diffusion 
coefficients retrieved are 8.63m2/s and 0.49 m2/s. (b) Slow diffusing p53 fraction calculated on 8 
cells with a slope of 0.88. The two diffusion coefficients retrieved are 7.88 m2/s and 0.36 m2/s. (c) 
Repetition of measurements done on the mobility of HP1- inside (x-axis) and outside (y-axis) the 
typical protein foci. The slow diffusing fraction of protein on the protein foci is plotted against the 
fraction retrieved from the nucleoplasm. (a) Slow diffusing HP1- fraction calculated on 19 cells with 
a slope of 0.97. The two diffusion coefficients retrieved are 25.3m2/s and 0.27 m2/s. 
In the experiments involving HP1-, an important protein involved in the generation and 
maintenance of the heterochromatin, the beam was scanned through the protein foci, 
distinguishable with the same 488nm channel because brighter than the nucleoplasm (Fig. 
3.4.4.1 e-h). In this case, the slow diffusive (0.3 m2/s) fraction seemed the same in the two 
compartments probed (SFfoci/SFnp = 1 ± 0.03, mean ± s.d. of the slope values from 2 
independent measurements, Fig. 3.4.4.2 c) (Fig. 3.4.4.1 h)  
Finally, the mobility of the estrogen receptor- (ER), a transcription factor member of the 
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nuclear receptor super-family and involved in regulation of specific genes in response to 
hormone binding, was investigated. In particular, the mobility of GFP-ER was tested in the 
surroundings of an engineered, readily- visible prolactin reporter gene “array” following 
stimulation with 10nM 17--estradiol for 1 hour (Fig. 3.4.4.3 a, b). Using GFP-ER intensity 
as a reference, the diffusion inside (high GFP-ER signal) and outside (low GFP-ER signal) the 
array (Fig. 3.4.4.3 c) was measured.  
 
Fig. 3.4.4.3 Measurement of the mobility of the estrogen receptor (ER) inside and outside an 
engineered prolactin gene array. (a, b) The measurements were performed orbiting across the 
prolactin gene array. (c) The intensity of the GFP-ER signal is used as a reference for sorting the ACFs 
corresponding to the array (red) and to the nucleoplasm (blue). (d,e) Analysis with a two diffusion 
component model. (d) A global fit performed on the sorted ACFs (red: sorted ACF of the array, blue: 
sorted ACF of the nucleoplasm) yields a shared value of diffusion coefficients Dslow=0.07m2/s for the 
slow diffusing population and Dfast=2.1m2/s for the fast diffusing one. (e) Scatter plot of the slow 
fraction calculated in the two probed nuclear regions (slope= 0.65). (f-i) Analysis with the Full Model, 
showing the fitted ACFs (f) and the scatter plots of the number of proteins (g, Nnp/Narray =0.69), the 
bound fraction (h, BFnp/ BFarray = 0.75) and the residence time (i, RTnp/RTarray= 0.59) for the 
nucleoplasm and for the array. 
The intensity-sorted ACFs were fitted using either a two components pure diffusion model or 
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a Full Model (FM) taking into account diffusion and binding (62). In the first case a slow 
(Dslow=0.07 m
2/s) and a fast diffusing component (Dfast=2.1m
2/s) were identified, in keeping 
with previous reports (83). Then the slow fraction (SF), calculated as SF=G0slow/(G0slow+G0fast), 
inside (SFarray) and outside (SFnp) the array (Fig. 3.4.4.3 e) was plotted. The result of the fit 
with the two-component diffusion model (Fig. 3.4.4.3 d), shows that the slow diffusing fraction 
was significantly higher in the array compared to the nucleoplasm, with a ratio SFarray/SFnp= 
0.73 ± 0.06 (mean ± s.d. of the slope values from 3 independent experiments, Fig. 3.4.4.3 e 
and Fig. 3.4.4.4). Then the fit was performed again, using the FM model, which is more general 
and yields several outputs including the number of particles (N), the bound fraction (BF) and 
the protein residence time (RT) on its binding site (62) (Fig. 3.4.4.3 g-i). Reflecting the 
increased density of estrogen response elements (EREs) at the engineered transcription locus, 
the number of ER molecules was higher in the array than in the nucleoplasm (Nnp/Narray=0.67 
± 0.03, mean ± s.d. of 3 independent experiments, Fig. 3.4.4.3 g and Fig. 3.4.4.5 a, d).  
 
Fig. 3.4.4.4 Repetition of measurements done on the mobility of the Estrogen Receptor inside (x-
axis) and outside (y-axis) a nuclear array of prolactin genes, after stimulation with 10nM 17--
estradiol for 1 hour. The slow diffusing fraction of protein calculated on array is plotted against the 
fraction retrieved from the nucleoplasm. (a) Slow diffusing ER fraction calculated on 30 cells with a 
slope of 0.75. The two diffusion coefficients retrieved are 3.1m2/s and 0.1 m2/s. (b) Slow diffusing 
ER fraction calculated on 19 cells with a slope of 0.79. The two diffusion coefficients retrieved are 3 
m2/s and 0.1 m2/s. 
Also, the fraction of molecules in a bound state was significantly higher on the array (BFnp/ 
BFarray =0.83 ± 0.07, mean ± s.d. of 3 independent experiments, Fig. 3.4.4.3 h and Fig. 3.4.4.5 
c, f). Finally, the average time the ER is found in the bound state was longer on the array 
(RTnp/RTarray= 0.65 ± 0.04, mean ± s.d.  of 3 independent experiments, Fig. 3.4.4.3 i and Fig. 
3.4.4.5 b, e).  




Fig. 3.4.4.5 Repetition of measurements done on the mobility of the Estrogen Receptor inside (x-
axis) and outside (y-axis) the array of prolactin genes, fitted by a Full Model. The measurements 
are performed on 30 (a-c), and 18 cells (d-f) plotting the number of molecules (n) found in the two 
regions (a, d; slopes 0.68 and 0.63, respectively), the average residence time of the ER on the binding 
site (b, e; slopes 0.68 and 0.67, respectively) and the fraction of bound protein (c, f; slopes 0.83 and 
0.91, respectively). 
3.5  Discussion 
In this chapter, an extension of the scanning FCS method for measurements in heterogeneous 
systems like the nucleus was presented. The Intensity Sorted-FCS method is based on slow, 
orbital-scanning FCS which gives as a result a whole photon trace: this is then split by intensity 
into segments that are analyzed individually. Here, the changes in intensity (on the main or on 
some additional channel) reflect the differences in chromatin structure. Then the FCS 
autocorrelation function (ACF) measured on each segment is bundled with other similar segments 
and the ACF decay in different regions of the nuclei can be compared with reasonable statistics. 
The method was used to probe the diffusion of inert GFP in different nuclear domains. As 
expected, the diffusion was slowed down in the nucleolus relative to the nucleoplasm, presumably 
due to higher molecular crowding. It is worth noting that the FCS segments corresponding to the 
interface between the two regions (Fig. 3.4.1.1 c) were not used in the analysis, as they are 
expected to show a mixed behavior. However, the capability of measuring mobility of proteins at 
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the boundary of nuclear domains could be of interest for models of chromatin organization based 
on phase separation (48).  When studying the GFP mobility in hetero- vs eu-chromatin, the slight 
difference between the diffusion coefficients is more marked when eu-chromatin is compared to 
perinucleolar heterochromatin.  A variation of the mobility of GFP was also appreciable when 
using treatments that alter chromatin structure.  These results indicate that, even for a small inert 
probe like GFP, chromatin and its compaction states can markedly influence diffusion rates, 
allowing the possibility of using such small inert probes to study chromatin organization and 
nuclear rheology in living cells. In fact, the single cell sensitivity of this method facilitates stressing 
the differences in protein mobility within different chromatin regions, without being affected by 
the intercellular variability. Indeed, previous FCS studies have been incapable of identifying 
differences in the mobility of monomeric GFP in nuclear compartments with different chromatin 
density (66). These results show instead that even the motion of a small inert probe (monomeric 
GFP) is affected by the higher degree of compaction of the heterochromatin regions. In this respect, 
a higher accuracy in the presented data may result from several important characteristics of the 
method. First of all, the high (microsecond) temporal resolution of the ACF ensures a proper 
sampling, especially if compared to scanning FCS (millisecond temporal resolution). Second, the 
efficient sorting of the short FCS measurements ensures that fluctuations are averaged only 
between regions with the same intensity-based fingerprint (for instance, in the case of 
heterochromatin, these are only the regions identified by the Hoechst peaks), even if these regions 
are not completely immobile during the whole acquisition. This is conceptually similar to 
performing FCS on a tracked subcellular region (84–86), although this tracking is performed a 
posteriori on the recorded intensity profile. A similar idea has been exploited in the context of 
RICS to perform fluctuation analysis on specific organelles (73). Finally, another advantage of 
this approach is the possibility of obtaining cell-by-cell estimates of the diffusion coefficients for 
each of the probed nuclear regions. In addition, this method has proven to be useful also in the 
study of proteins that interacts with chromatin, being able to discriminate between diffusion 
measured in different nuclear compartments. Although for p53 and HP1- were not found high 
differences, the method was indeed capable of distinguish between regions of hetero-chromatin 
(in the case of p53) or high concentration of fluorescent probes (in the case of HP1- ). In the 
second case, the ACFs calculated on the foci were strongly deformed by the non-diffusing 
component (the protein bound at the focus) and by its bleaching during the measurement, which 
results in a strong biased correlation. The fit was thus biased too, and this can be causal to the 
failure in detecting differences in the protein motion. A pre-bleaching step before the measurement 
may allow, in the future, a better estimation of the diffusion coefficients. The same issue was 
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encountered during ER measurements; thus, the array was pre-bleached in order to avoid the ACF 
deformation. In this case, the method was able to detect differences in diffusion at an engineered 
prolactin gene array (e.g., transcription locus), where the number of EREs and receptor proteins is 
higher than in the nucleoplasm. Interestingly, the use of a different fit (e.g. the Full Model fit), 
allows to retrieve important information about the binding and the residence time of the proteins 
on the array versus the other binding sites scattered throughout the nucleoplasm. The results indeed 
show that not only is more ER targeted to the gene array (e.g., brighter signal), but also a larger 
fraction of ER is in a bound state – rather than freely diffusing – at the gene array. Although there 
are thousands of ER binding sites present throughout the nucleus, ERE density within the prolactin 
gene array recruits and retains the receptor longer than elsewhere in the nucleoplasm.  
In summary, this new, statistically robust method can be used to perform accurate mobility 
measurements, at microsecond temporal resolution, in different compartments without the 
constraint of having the probed regions nearly immobile during FCS measurements. In addition, 
intensity sorted FCS is suitable to study the diffusion of small inert probes, but also the interaction 
of proteins with a slowly moving substrate. 
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4. Intensity Sorted FCS on a commercial laser scanning microscope 
This chapter will describe the implementation of the Intensity Sorted FCS method in a commercial 
setup. The main advantage of the ‘slow’ scan implementation described in the previous chapters is 
that it is possible to analyze the data as they were acquired in a single-point modality (ignoring the 
motion of the beams), thus keeping a high (microsecond) temporal resolution, which ensures a proper 
sampling of the ACFs and allows the study of highly dynamic processes. Unfortunately, this mode of 
acquisition is not available on commercial laser scanning microscopes (LSMs) but requires a 
customized hardware control. On the other hand, scanning FCS can be implemented in most 
commercial LSMs by autocorrelating the signal detected at each pixel during a fast line scanning 
acquisition. The temporal resolution of line scanning FCS is typically limited to the ~ms range. Here, 
I will show the results obtained on measurements done on interacting proteins, whose average 
diffusion time is relatively longer than that of untagged GFP, so the high temporal resolution of 
single-point FCS is not required. The experiments reported in this chapter are done in collaboration 
with the group of Prof. Michael Mancini at the Baylor College of Medicine, in Houston.  
4.1  Technique implementation 
In line-scanning FCS, the observation volume is linearly scanned on the sample with line 
frequency f (Fig. 4.1.1 a). Note that, since the temporal resolution is determined by the line 
scanning frequency, in this case the characteristic line time T=1/f must be shorter than the 
average diffusion time, for a proper sampling of the ACF (36, 75). The intensity traces of the line 
scans are arranged vertically to form a pseudo-image (Fig. 4.1.1 b), in which the horizontal axis 
indicates the position along the line and the vertical axis represents the time ti, an integer multiple 
of the scanning period T. For each position x, an autocorrelation function (ACF) is obtained by 














=     Eq. 12  
Here  denotes the average over all positions x and scans i. ix  is the spatial lag variable and 
iTi = is the discrete lag time.  
Thus, each column of the pseudo-image is treated as a single-point measurement, and is 
correlated with the pixels in the same spatial position but in the lines below (correlated in time).  




Fig. 4.1.1 Schematic representation of the implementation of the Intensity Sorted-FCS method in a 
commercial LSM. A line is repeatedly scanned on a sample (a), and each line is arranged vertically 
depending on the time of the acquisition, to generate a pseudo-image whose dimensions are (x, t) (b). The 
pseudo-image is divided into N smaller pseudo-images, and inside each pseudo-image, an ACF is 
generated for each pixel (b). The intensity image is built using the total photon count of each segment, 
(c). On this image, two selection masks are chosen basing on a low and high user-defined threshold (d), 
and the ACFs were sorted and averaged basing on these masks (e). 
This method thus produces Npxl ACFs, where Npxl is the number of pixel in a line. To perform 
the intensity sorting, the whole pseudo-image is segmented into Nseg smaller pseudo-images of 
size Npxl   Lseg, where Lseg= Tseg/T (Fig. 4.1.1 b). For each segmented pseudo-image, we 
calculate Npxl ACFs according to Eq. 12. Thus, the total number of segments ACFs obtained in 
this case is Npxl   Nseg. To efficiently sort the segment ACFs, the total photon counts detected 
during each segment are represented as an intensity image. This image will thus have a dimension 
of Npxl on the x-axis and Nseg on the y-axis (Fig. 4.1.1 c). On this image, two selection masks are 
decided (Fig. 4.1.1 d), basing on a user-defined threshold, to define two different chromatin 
regions (for instance, on the array versus outside the array). Finally, all the segment ACFs in 
each region are averaged, yielding the two sorted ACFs corresponding to the two regions (Fig. 
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4.1.1 e). Note that, also in this case, the duration of the segment Tseg must be based on the 
diffusion scale of the proteins studied. 
4.2  Materials and Methods 
4.2.1 Optical setup 
The experiments were performed on a Leica TCS SP5 gated- STED microscope, using a HCX 
PL APO ×100 100/1.40/0.70 oil immersion objective lens (Leica Microsystems, Mannheim, 
Germany). A pre-bleaching step was accomplished with a 592 nm STED laser. Excitation was 
provided by a white laser at 488 nm and fluorescence emission detected at 500–560 nm in a 
photon counting modality. 
4.2.2 Cell culture 
The measurement were done on the estrogen receptor-α (ER): a stable HeLa cell line with a 
hundred-copy integration of the estrogen-responsive unit of the prolactin gene (87), which 
stably expresses a GFP-tagged version of ER (GFP-ERα:PRL-HeLa cell line), was used (78). 
The GFP-ERα:PRL-HeLa cell line (Sheila) was grown in high-glucose DMEM without 
phenol red supplemented with 5% charcoal dextran stripped Tet(-)FBS, 200ug/ml 
Hygromycin B and 0.8 ug/ml Blasticidin S (Thermo Fisher Scientific, Waltham, MA, US) 
and 1 nM Z-4-Hydroxytamoxifen (Sigma Aldrich, Saint-Louis, MI, US).  The day before the 
experiment, freshly split cells were plated on 8-well chamber (glass bottom, thickness 170±5 
µm) (Ibidi, Planegg, DE) and grown overnight. 
4.2.3 Treatments 
The Sheila cells were treated with 10nM 17--estradiol (E2, Sigma Aldrich, Saint-Louis, MI, 
US) or with the antagonist ICI 182,780 (ICI) at 10nM concentration, both diluted in Live Cell 
Imaging Solution (Thermo Fisher Scientific, Waltham, MA, US) for one hour to trigger the 
GFP-ER binding to the array, and then imaged directly in the same incubation solution.  
4.2.4 Experiments 
The measurements were performed by scanning a 128 pixel line of 5.12m through the cells 
nuclei, chosen in a way to cross the array. The 488nm laser power was set at 1.5W, while 
the line time was set to 0.125ms (using the resonant scanner option at the line frequency 
f=8000Hz). Before the measurement, the array underwent a step of pre-bleaching, using the 
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maximum available power of 488 and 592nm laser lines, for 1min in an area of 2.5 m2. For 
each measurement, 4 million of lines were collected, and the whole measurement stack was 
divided into segment with duration Tseg= 10s each.  
4.2.5 Data Analysis and Fitting 
The whole measurement stack was analyzed by a custom Matlab routine and divided into 10s 
long segments. Intensity sorting was performed by averaging all the ACFs of segments whose 
intensity (calculated as the sum of the photon counting of the pixels contained in each column 
of the segment) was below and/or above specific threshold values. The sorted ACFs were 
fitted using a two-component diffusion model (Eq. 11).  
4.3  Results 
The diffusion of the ER inside and outside the prolactin engineered gene array (Fig. 4.3.1 a) was 
measured under E2 treatment with the Intensity Sorted FCS technique in a Line Scan 
implementation. In this measurement, performed on 10 different cells, the values of D for the 
slow (Dslow=0.03 m
2/s) and the fast diffusing component (Dfast=1.05 m
2/s) were in keeping 
with the results reported in Section 3.4.4. Basing on the selection masks defined on the Intensity 
Image (Fig. 4.3.1 b), the ACFs were efficiently sorted into two populations (4.3.1 c) and fitted 
using a two-component diffusion model. For each cell, the slow fraction (SF), calculated as SF= 
G0slow/(G0slow+G0fast), inside (SFarray) and outside (SFnp) the array was plotted (Fig. 4.3.1 d). The 
results show that the slow diffusing fraction was significantly higher in the array compared to 
the nucleoplasm, with a slope= 0.69, in keeping with the results obtained with the slow scanning 
modality (Chapter 3.4.4). 




Fig. 4.3.1 Application of the Line Scan Intensity Sorted FCS technique in the measurement of ER 
diffusion. The diffusion of the ER-GFP was measured inside and outside the prolactin gene array (a). The 
intensity of the GFP-ER signal is used to create an Intensity Image (b) in which each line corresponds to 
the maximum projection of a segment of the original measurement. The Intensity Image is then used as a 
reference for sorting the ACFs corresponding to the array (red) and to the nucleoplasm (blue). (c) Analysis 
with the two-diffusion component model: a global fit performed on the sorted ACFs (red: sorted ACF of 
the array, blue: sorted ACF of the nucleoplasm) yields a shared value of diffusion coefficients Dslow=0.03 
m2/s for the slow diffusing population and Dfast=1.05 m2/s for the fast diffusing one. (d) Scatter plot of 
the slow fraction calculated in the two probed nuclear regions (slope = 0.69). 
Then, the technique was used to investigate how the treatment with a different hormone, namely 
ICI, affects the diffusion of the ER. In this experiment, a set of 10 measurements performed on 
cells treated with E2 is used as a control and compared to the diffusion coefficients and the 
relatively slow fractions measured on 10 different cells treated with ICI (Fig. 4.3.2). The control 
measurements showed values of D for the slow (Dslow=0.04 m
2/s) and the fast diffusing 
component (Dfast=1.11 m
2/s) in keeping with the other results obtained with E2 treatment. In 
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addition, also the plot of the SF showed similar results (SFarray/SFnp= 0.7 ± 0.01, mean ± s.d. of 
the slope values from 2 independent experiments, Fig.4.3.2 d and Fig. 4.3.3 a).  
 
Fig. 4.3.2 Measurement of E2 diffusion coefficient in different nuclear compartments with different 
hormonal treatments. The diffusion of the ER-GFP inside and outside the prolactin gene array was 
measured under treatment with E2 (a) or ICI (e). The Intensity Image (b, f) are used as a reference for 
sorting the ACFs corresponding to the array (red) and to the nucleoplasm (blue). Analysis with the two-
diffusion component model: a global fit performed on the sorted ACFs (red: sorted ACF of the array, 
blue: sorted ACF of the nucleoplasm) yields a shared value of diffusion coefficients Dslow=0.04 m2/s and 
Dfast=1.11 m2/s for the controls (c) and Dslow=0.03 m2/s and Dfast=1.07 m2/s for the cells treated with 
ICI (g). The scatter plot of the slow fraction calculated in the two probed nuclear regions seems to show 
the same fit value for the ICI treatment (h) (slope= 0.64), than for the controls (d) (slope= 0.69). 
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When the cells were treated with ICI (4.3.2 e), the global fit performed on the sorted ACFs with 
the two-component diffusion model (4.3.2 g) gave diffusion coefficients similar to those obtained 
in the controls (Dslow=0.03 m
2/s and Dfast=1.07 m
2/s). The plot of the slow fraction calculated 
in the two regions showed a ratio SFarray/SFnp= 0.7 ± 0.06 (mean ± s.d. of the slope values from 
2 independent experiments, Fig.4.3.2 h and Fig. 4.3.3 b): the value of the slope is the same for 
cells treated with E2 and ICI. More experiments are needed in order to augment the statistics and 
get a more informative result. 
 
Fig. 4.3.3 Repetition of measurements done on the mobility of the Estrogen Receptor inside (x-axis) 
and outside (y-axis) the array of prolactin genes, upon treatment with E2 and ICI. The measurements 
are performed on 10 cells plotting the slow fraction calculated in both the array and the nucleoplasm. The 
cells were treated with E2 (a, slope 0.72), and the two diffusion coefficients retrieved are 1.21 m2/s and 
0.04 m2/s., and with ICI (b, slope 0.76), with diffusion coefficients of 1.03 m2/s and 0.05 m2/s. 
4.4  Discussion 
In this chapter, an extension of the Intensity Sorted FCS method for commercial setups was 
presented. This Intensity Sorted FCS method is based on a classical Line Scanning FCS 
experiment, with some post-processing modifications. In fact, the whole intensity carpet resulting 
from a Scanning FCS measurement is segmented into Nseg smaller pseudo images of dimensions 
Npxl   Lseg, and for each smaller pseudo-image an ACF for each pixel is calculated. Then the 
ACFs were sorted basing on user-defined Intensity Masks, calculated on an Intensity Image in 
which each pixel corresponds to the sum of all the photon counts detected during one segment. 
This method maintains the important characteristics of the slow-scan implementation of Intensity 
Sorted FCS, such as the single-cell sensitivity, the statistical robustness and the ability to probe 
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different nuclear region without the constrain of having them immobile during the measurement. 
One notable difference is the lower temporal resolution (in this case, using the Resonant Scanner 
option with a frequency of 8000Hz, limited to 0.125ms): although in the study of interacting 
proteins, such as the ER, the temporal resolution needed is substantially lower (with a diffusion 
coefficient ranging between ≈ 0.01 and ≈ 3 m2/s), the Line Scanning method wouldn’t probably 
be effective in measuring variation in small inert probes diffusion. 
Application of the Intensity Sorted FCS approach to scanning FCS data acquired on a commercial 
laser-scanning microscope, was able to quantify mobility in different nuclear regions based on 
an intensity reference, as shown by the study of the Estrogen Receptor diffusion. The results 
obtained with this method are in keeping with those obtained with the slow scan implementation, 
showing the same ability in discriminating between the array and the nucleoplasm, and in 
retrieving diffusion coefficients and protein concentrations in the two regions. In addition, the 
Line Scan implementation of Intensity Sorted FCS was used to study if, and how, the triggering 
of the ER with a different hormone affects its nuclear mobility. The results showed that the 
retrieved values of diffusion coefficients, as also the slow moving fraction of the protein on the 
array, were the same. This could mean that ICI, being an ER antagonist, does not act on the ER 
gene targeting and mobility, but maybe on its transcriptional activity. More experiments are 
needed in order to confirm this theory, and additional data analysis, such as the fit with the FM 
model, can shed light on the modalities ICI uses to stall ER activity. In addition, the effect of 
other hormones on ER mobility can be tested and efficiently studied with this new technique.  
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5. Super-resolution  
In this chapter, the concept of super-resolution, and in particular of Stimulated Emission Depletion 
(STED) technique, will be introduced. Then, the application of STED in FCS in living cells, as well 
as its combination with the intensity-sorting method presented before, will be illustrated.  
5.1  STimulated Emission Depletion microscopy 
As said before, any optical microscope is limited in its resolution by the diffraction of light. The 
resolution limitations are often referred to as the “diffraction barrier” or “diffraction limit” (88), 
which restricts the ability of optical instruments to distinguish between two objects separated on 
the lateral plane by a distance less than approximately half the wavelength of the light used to 
image the specimen (Eq. 3). This limit was majestically crumbled by the so-called super 
resolution techniques, whose inventors were granted with the 2014 Nobel Prize in Chemistry. 
Super-resolution techniques can be divided in three principal categories: single molecule 
localization microscopy (SMLM), structured illumination techniques and RESOLFT 
(REversible Saturable Optical Linear Fluorescence Transitions) like techniques (89). Among 
the latter, the most known and used is the Stimulated Emission Depletion, or STED, firstly 
introduced  by the Nobel Prize Prof. Stefan Hell in 1994 (90). 
STED microscopy can be considered an update of confocal scanning microscopy. In a scanning 
confocal microscope, as introduced before, the lateral resolution is determined by the spatial extent 
of the fluorescing area, which in turn is equal to the excitation area. The idea at the basis of STED 
microscopy is that any process that inhibits the fluorescence in the periphery and confines the 
fluorescence to the inner region of the excitation PSF leads to a smaller fluorescing area and 
therefore enhances the resolution. In a typical STED optical setup, an additional beam is 
superimposed to the excitation one (usually both pulsed): this STED beam is doughnut-shaped 
thanks to a vortex phase plate, an optical element having a phase singularity at his center creating 
destructive interference. 




Fig. 5.1.1 Schematic representation of the STED concept. The schematic shows how the doughnut-
shaped STED beam is superimposed to a confocal excitation spot: in the periphery of the spot, where the 
STED beam has its maximum intensity, the phenomenon of stimulated emission occurs, leading to a 
reduction in the observation volume due to the undetected different wavelength emission of the molecules 
undergoing stimulated emission.  
This technique, as its name suggests, is based on the process of stimulated emission: an incoming 
photon of a specific wavelength can interact with an excited atomic electron (in this context, 
belonging to the fluorescent molecule), causing it to drop to a lower energy level (Fig. 5.1.1). The 
liberated energy transfers to the electromagnetic field, creating a new photon with a phase, 
frequency and polarization that are all identical to the photons of the incident wave.  
In STED microscopy, the additional STED beam is superimposed to the excitation beam in order 
to force excited molecules to emit via stimulated emission, before they can fluoresce. The emitted 
photon is not detected as fluorescence signal, since depletion wavelength is chosen on the red part 
of the emission spectrum (longer wavelengths). The resolution achieved by STED is strongly 
dependent on the intensity of the STED beam, through the formula: 














    Eq. 13 
where 𝐼 is the intensity of the stimulated emission laser and SATI is the saturation intensity, or the 
intensity at which the resolution is improved by a factor 2 .  
 
Fig. 5.1.2 Graphical representation of the principle of operation of STED microscopy. In conventional 
confocal scanning microscopy (a) all the fluorescent molecules excited by the light probe (excitation beam) 
are allowed to fluoresce and contribute to the signal recorded by the detector. Conversely, in STED 
microscopy (b), the additional doughnut-shaped beam can inhibit fluorescence at the periphery of the 
excitation beam, narrowing the effective PSF and subsequently increasing the resolution achieved. 
Three practical conditions are necessary to achieve a consistent resolution improvement: the 
spatial condition (the excitation and STED beams need to be accurately co-aligned, in order to 
have the maximum of the excitation beams coinciding with the zero-intensity point of the depletion 
beam); the temporal condition (the depletion can occur only if the molecules the STED beam 
interact with are in the excited state S1: thus, the two beams should be carefully synchronized in a 
way that the STED pulse should be sent a few picoseconds after the excitation beam pulse); the 
spectral condition (the STED beam should only induce the stimulated emission and not excite 
the fluorophores. Since the absorption and emission spectra of fluorophores are partially 
superimposed, to fulfill this condition the STED beam wavelength is shifted toward the red tail of 
the emission spectrum, reducing also the emission cross-section, and consequently the STED beam 
efficiency: high STED power are thus required for achieving a significant improvement in 
resolution). Anyway, there are limitations imposed by the photobleaching and the subsequent 
photodamage of the sample for higher irradiated energy. On the other hand, an important property 
of STED microscopy is its compatibility with “conventional” fluorescence microscopy either in 
terms of instrumentation (a STED microscope is a confocal laser scanning microscope with an 
additional laser line) or in terms of dyes (fluorescent tags). An advantage of STED microscopy, 
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with respect to the stochastic super resolution techniques, is that this increase of resolution (Fig. 
5.1.2) can be completely obtained with optics without the need of additional image processing 
(91). 
Recently, several strategies based on the use of temporal information, have been exploited to 
implement STED at reduced peak powers. In these techniques, the STED architecture is the same 
of a canonical STED setup, apart from two important differences: the depletion laser works in a 
continuous mode, and for having a time-resolved experiment, a Time Correlated Single Photon 
Counting (TCSPC) module is connected to the detector. The techniques thus exploit the fact that 
the lifetime of the fluorophores is changed by the depletion beam, i.e. the average time they stay 
in the excited state is shortened, reaching a minimum in correspondence of the peaks of the 
doughnut-shaped STED beam, i.e. in the periphery of the observation volume. In this way, the 
STED laser imposes a spatial signature for the excited-state lifetime of the fluorophores within the 
excitation spot (Fig. 5.1.4): it is thus possible to map the lifetime of the fluorophores in space, and 
by recording the arrival time of each photons, arbitrarily decide which one to keep and which one 
to discard in order to shrink the observation volume. Two techniques have been described so far 
that use this time information to improve spatial resolution: they are the gated-STED (g-STED) 
and Separation of Photons by LIfetime Tuning (SPLIT-STED). The difference between them is 
the way they exploit the time information in order to reduce the effective excitation volume, with 
respective advantages and disadvantages that leads to the choice of the SPLIT-STED method in 
further super-resolved FCS experiments. 
In g-STED, the early photons (most probably coming from the periphery of the observation 
volume), are discarded thanks to a temporal window set in recording (time gating, or Tg). In this 
way, only photons arriving after the temporal gate Tg will be selected to produce the final image 
(92, 93). 
SPLIT-STED is based on the explicit separation of the position-dependent fluorophore dynamics 
(Fig. 5.1.4) generated in a continuous-wave (CW)-STED microscope (94). 




Fig. 5.1.4 Schematic representation of the spatial signature of excited-state lifetime imposed by the 
STED beam. The time-resolved STED methods are based on the change in lifetime of the fluorophores 
under the STED beam influence: in a confocal observation volume, the lifetime is the same at each position 
of the excited area (a). By superimposing a CW-STED beam, the lifetime inside the observation volume 
will change (b): there will be fluorophores with a faster decay (red) induced by the STED beam, and 
fluorophores with a slower/unaffected decay (green), belonging to the center of the observation volume. In 
this way, excited-state lifetime of a fluorophore changes according to its position (spatial signature). 
The doughnut-shaped, CW-STED beam affects the fluorescence decay rate of each fluorophore in 
a measure proportional to the STED beam intensity. As a result, the fluorescence lifetime τ is a 
function of the position of the fluorophore within the observation volume, being maximum at the 
center, and decreasing towards the periphery (Fig. 5.1.4 a). The spatial variation of the lifetime 




















       Eq. 14 
where 0  is the unperturbed excited-state lifetime of the fluorophore, r is the radial distance from 
the optical axis, 0w  is the waist of the Gaussian observation volume, or point spread function 
(PSF), of the confocal microscope, and Sk is a parameter that quantifies the relative variation of 







k 0=  is the ratio 
between the value of the STED intensity at radial position 0wr =  and the saturation value SATI for 
which the probability of decay due to stimulated and spontaneous emission are equal. The precise 
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value of Sk depends on the optical configuration, i.e., the intensity distributions, and on the 
properties of the sample. The decay of the fluorescence intensity ( )tJ STED  in the presence of the 


















      Eq. 15 
where b represents the fraction of uncorrelated background and 0I the amplitude of the decay. It 
is possible to calculate the value of Sk for a given fluorophore, and a given STED intensity, by 
fitting the experimental decay curve with Eq. 15.  
A distinctive feature of the SPLIT method, with respect to other time-resolved STED methods like 
g-STED, is the isolation of uncorrelated background (Fig. 5.1.5 c). 
 
Fig. 5.1.5 Example of the application of the SPLIT method. Microtubules in fixed HeLa cells labelled 
with the organic dyes Alexa Fluor 488 (a) and Oregon Green 488 (b). The confocal image, the SPLIT 
image, the time-gated STED image (obtained with a STED beam power of 40mW) and the intensity profile 
along the dashed line are shown. The colourmap represents the fluorescence intensity normalized to the 
maximum value of each image. (c) The time-gated image is compared with the SPLIT for the region 
highlighted in b. In the SPLIT series, the image 1 represents the photons coming from the center of the 
excitation volume, while the image 2 is constructed using the photons belonging to the periphery of the 
observation volume. It is clear how the technique is able to effectively separate these two populations of 
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photons, as well as the uncorrelated background (BKGD in the figure). The colourmap represents the 
fluorescence intensity expressed in counts per 0.1 ms. Scale bars, 2µm. (94) 
5.2  Toward STED-FCS in the nucleus 
Recently the STED technique has been coupled to FCS, in order to study diffusion of molecules 
at a spatial scale well below the limit imposed by the diffraction of light (95, 96). In addition, 
thanks to the change of the intensity of the STED beam or to the analysis of fluorescence dynamics 
(gated STED-FCS) (97), the coupling of STED with FCS allows the probing of molecular mobility 
at a decreasing scale. By plotting the transit time Dt of a molecule through the observation volume 
as a function of the observation area it is possible to obtain an FCS diffusion law, useful for 
discriminating between different types of motion, for example free diffusion or diffusion confined 
by microdomains (24). However, STED-FCS has been mainly used for studies on membranes and 
to a much lower extent to study three-dimensional motion of particles in the interior of living cells. 
In fact, the main problem encountered when performing STED-FCS in 3D is a significant increase 
in unspecific background signal (i.e. signal that doesn’t produce correlation) that damps the 
correlation amplitude and precludes accurate FCS measurements. The expected outcome of a 
STED-FCS experiment is that both the average transit time tD of the molecules through the 
observation volume and the average number N of molecules in the observation volume decrease 
with an increasing STED beam intensity. However, for fluorophores diffusing freely in 3D in 
solution, only the expected decrease of tD is observed, whereas N does not decrease accordingly. 
This issue has been ascribed to a reduced signal-to-background ratio caused by non-depleted, low-
brightness fluorescence signal from out-of-focus volume shells. 
Due to its intrinsic ability of discarding the non-correlated background (in the nanosecond 
temporal scale) from the analysis, SPLIT can be used in association with FCS, in order to reduce 
the observation volume in 3D, and attempt to overcome the above-mentioned specific issues. In 
order to do that, the technique has been upgraded thanks to the efficient filtering algorithm 
proposed for FLCS by the group of Enderlein. 
FLCS is a method that uses time-resolved detection for separating the FCS contributions 
associated with different fluorescence lifetime components (81). FLCS is based on the application 
of weighting functions to the detected photon counts before calculation of the ACF. Assuming the 
presence of two different lifetime population (i.e. the slow decaying one, belonging to the center 
of the observation volume, not affected by the STED beam, and the fast decaying population, 
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whose lifetime is shortened by the interaction with the depletion beam), a filtered ACF associated 
with the slowest component, and thus to a smaller effective observation volume, can be obtained 
by properly weighting the photons based on their arrival time on the nanosecond temporal scale 
(Fig. 5.2.1 c, d). The uncorrelated background is included in the FLCS analysis as an additional 
decay pattern: in each experiment, the relative fraction of uncorrelated background with respect to 
the decaying fluorescence signal is quantified by the parameter b in Eq. 15, which can be 
determined experimentally. By considering the uncorrelated background as an additional 
fluorescence intensity decay, it is thus possible to isolate the uncorrelated background from the 
total signal.  
 
Fig. 5.2.1 Schematic representation of the SPLIT-FLCS concept. (a) While the STED beam is generated 
by a Continuous Wave laser line, the excitation is provided by a pulsed laser source to exploit the variations 
in the fluorescence dynamics observed in the nanosecond time scale (t < T). (b) The spatial variations of 
fluorescence lifetime within the effective observation volume of the microscope can be modeled as a 
gradient in the radial direction, with the lifetime value being the highest at the center and decreasing towards 
the periphery. A molecule transiting within the observation volume will emit photons with different 
fluorescence lifetime according to the radial position. (c) The temporal fingerprints associated to different 
spatial positions can be used to weight the photons based on their time of arrival in the nanosecond time 
scale. For instance, the decay associated to the region defined by the radial position 1rr    can be used to 
generate a statistical filter that, by over-weighting the late-arriving photons, sort out only the intensity 
emitted from a smaller effective observation volume. (d) Correlation of the weighted photons on the time 
scale relevant for molecular diffusion (t > 1 μs >> T) results in a filtered ACF associated to fluctuations on 
PhD Thesis, Melody Di Bona 
64 
 
a smaller effective observation volume, namely an ACF which is narrower and has larger amplitude ( 1rr 
) (98). 
5.3  Single-point STED-FCS: results 
The SPLIT method is implemented on a STED microscopy configuration that uses pulsed 
excitation and a CW-STED beam (Fig. 3.3.1). The STED beam was generated by a CW optical 
pumped semiconductor laser (OPSL) emitting at 577 nm (Genesis CX STM-2000, Coherent, Santa 
Clara, CA, US), while the nanosecond temporal information was collected in a TCSPS file. The 
data were analyzed using a custom Matlab routine, while the fit was performed in Origin as 
previously described (Chapter 3.3). 
A careful calibration of the effective observation volume is necessary before performing the 
measurements inside a living cell. This was done using EGFP in solution, whose diffusion 
coefficient is known (90 m2/s). Point-FCS was performed, using an additional STED beam at 
50mW. The spatial variation of the lifetime was thus assessed by fitting the STED decay with Eq. 
15, giving a variation of 0w ranging from 139nm to 85nm (Fig. 5.3.1 a, b).  
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Fig. 5.3.1 SPLIT-FLCS performed on an EGFP solution. (a) Filtered ACFs of EGFP in PBS obtained 
at a STED power of 50mW for different values of the parameter 1r  ( 1r  = 11 0w , 2 0w , 0w , 0.5 0w , 
respectively, from top to bottom). Each of the ACFs is obtained from a FLCS-based separation into three 
components (b) and is associated to the calculated decay corresponding to the radial region 1rr  . Solid 
red lines are a fit of the data to Eq. 8 and the numbers indicate the recovered lateral size w  of the effective 
observation volume. (b) Filter weighting functions corresponding to the temporal signatures of the 
fluorophores located at distance 1rr   (solid blue line), the fluorophores located at distance 1rr   (red 
dash-dot line), and the fraction b of uncorrelated background (gray dashed line), respectively. 
Since the effective volume depends on the parameter r (Eq. 14) used in the post-processing, and 
not on a modulation in laser intensity, it is thus possible, using this method, to define different 
observation volumes in the same measurement. It is worthy to note that the effective resolution 
obtained using this technique depends uniquely on the signal-to-noise ratio, as it is clear by the 
increasing noise in the ACFs if going to smaller volumes. Thus, using brighter and more stable 
fluorophores, will lead to a significant enhancement in resolution, while keeping a lower STED 
laser intensity, that renders the method suitable to live cell measurements. After volume calibration 
in solution, the method was applied to measure untagged EGFP diffusion in the cytoplasm of living 
cells at different spatial scales. The filtered ACFs, obtained by decreasing the value of r , are 
characterized qualitatively by the same behavior observed for EGFP in solution, namely smaller 
width, larger amplitude, and lower signal-to-noise ratio (Fig. 5.3.2 a). Using the values of w  
obtained from the calibration with EGFP in solution one can retrieve the transit time Dt at different 
spatial scales (different area 
2w ) (Fig. 5.3.2 b). 




Fig. 5.3.2 Application of the SPLIT-FLCS method in the cytoplasm of living cells. (a) Representative 
filtered ACFs of EGFP in the cytoplasm of a HeLa cell at a STED power of 50mW for different values of 
the parameter 1r . Solid lines are a fit of the data to Eq. 8. (b) Transit time Dt  for different spatial scales, 
(ranging from ≈140 to ≈80nm), obtained as the average of single-point measurements in the cytoplasm of 
n = 12 different HeLa cells (mean ± s.d.). The dashed line is a fit to Eq. 6 (D = 25 μm2/s). (98) 
The same measurement was also performed on a different cytoplasmic protein, namely tubulin, 
fused to EGFP. By plotting the diffusion law obtained from these measurements, it is possible to 
discriminate between free Brownian motion (EGFP in cytoplasm), and trapped motion (tubulin-
EGFP), characterized by a positive intercept of the fit to Eq. 6 (Fig. 5.3.3). 




Fig. 5.3.3 Diffusion law retrieved for tubulin-EGFP in the cytoplasm of living cells. Transit time Dt
(solid squares) and apparent diffusion coefficient D (open squares) for different spatial scales, obtained as 
the average of single-point measurements in the cytoplasm of HeLa cells (n = 32, mean ± s.d.). The solid 
red line is a linear fit to the data. The dashed line represents a Brownian motion with D = 25 μm2/s. (98) 
Single point SPLIT-FLCS was also performed on the nucleus of living HeLa cells, retrieving 
different diffusion laws for the two GFP-tagged proteins probed, namely HP1- and PCNA 
(Proliferating Cell Nuclear Antigen), a protein deeply involved in DNA replication and repair. 
HeLa WT cells were transfected with PCNA (AddGene, plasmid # 14822) and HP1- fused to 
EGFP, and analyzed 24hours after transfection. Firstly, a calibration of the effective volumes was 
performed in a solution of EGFP in PBS. Then the STED measurement was performed on the 
nucleus of living transfected cells, with an excitation power of 7.5 W and a STED power of 
50mW.  
For PCNA (Fig. 5.3.4 c), the volumes retrieved ranged from 132 to 91nm, while the filtered ACFs 
showed the same behavior of untagged-GFP ACFs (Fig. 5.3.4 a). The diffusion law calculated 
with the average transit time seem to deviate from Brownian diffusion (Fig. 5.3.4 b). This could 
mean that the PCNA dynamic is dominated by the binding, that is nearly unrelated to the waist 
size, rather than by Brownian diffusion through the observation volume. It is worthy to note that 
the error bars are large, maybe indicating a high heterogeneity in the measurements due to the 
different spatial points in which the data were acquired. In addition, it is possible that the bleaching 
of the immobile structures affected our results in a significant way: more measurements are 
necessary in order to confirm this diffusion law. 




Fig. 5.3.4 Single-point SPLIT-FLCS in the nucleus of living HeLa cells transfected with PCNA-GFP. 
(a) Representative filtered ACFs of PCNA-GFP in the nucleus of a HeLa cell (c) at a STED power of 50mW 
for different values of the parameter 1r , leading to spatial scales ranging from 132 to 91nm. Solid lines are 
a fit of the data to Eq. 8. (b) Transit time Dt  for different spatial scales, obtained as the average of single-
point measurements in the cytoplasm of n = 15 different HeLa cells (mean ± s.d.). The solid line is a linear 
fit to the data. 
For HP1- (Fig. 5.3.5 c), the volumes retrieved ranged from 132 to 91nm, while the filtered ACFs 
showed the same behavior of untagged-GFP ACFs (Fig. 5.3.5 a). The diffusion law calculated 
with the average transit time also in this case suggests a deviation from a Brownian motion of the 
protein, suggesting a significant binding component (Fig. 5.3.5 b). As for PCNA measurements, 
the error bars showed the high heterogeneity in the data. 




Fig. 5.3.5 Single-point SPLIT-FLCS in the nucleus of living HeLa cells transfected with HP1-GFP. 
(a) Representative filtered ACFs of HP1- fused to GFP in the nucleus of a HeLa cell (c) at a STED power 
of 50mW for different values of the parameter 1r , leading to spatial scales ranging from 132 to 91nm. Solid 
lines are a fit of the data to Eq. 8. (b) Transit time Dt  for different spatial scales, obtained as the average of 
single-point measurements in the cytoplasm of n = 9 different HeLa cells (mean ± s.d.). The solid red line 
is a linear fit to the data. 
To overcome the limitation deriving from the heterogeneity of the nuclear environment, Intensity 
Sorted FCS can be useful: upgrading it with the SPLIT technique, it will be possible to obtain 
different diffusion laws in different compartments, probably reducing the scatter of the data, and 
thus the errors associated to the average transit times.  
5.4  Intensity Sorted STED-FCS 
The innovative STED-FCS method reported above was thus combined with the Intensity Sorted 
technique described in Chapter 3, in order to collect diffusion laws in different nuclear 
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compartments. In order to test the ability of this method to efficiently retrieve diffusion laws in 
different nuclear compartments, within the same measurement, the data were acquired on simpler 
model, i.e. inert monomeric GFP diffusion in the nucleolus compared to the nucleoplasm. 
For these measurements, the 488nm laser power was set to 15W, while the STED beam intensity 
(577nm) was kept at 50mW: the measurements were performed with an orbit diameter of 3m and 
a scan period of 16.7sec, while the whole measurement lasted 264s. For calibration of the effective 
detection volume, single-point STED-FCS was performed on a solution of purified AcGFP1 
(Clontech, Mountain View, CA, US) in PBS (Fig. 5.4.1). The measurements on solution were 
performed at an excitation power of 22.5W for a total acquisition time of 100s.  
 
Fig. 5.4.1 Calibration of the detection volume in a GFP solution. The diffusion coefficient of GFP in 
solution is fixed to 90 m2/s, and the fit is performed in order to retrieve the effective volumes for each 
mathematical filter used in the analysis. The ACFs are calculated using, from top to bottom, increasingly 
smaller number of photons: the fit gives a value of the effective volume size of 137, 126 and 114 nm, from 
top to bottom. 
The experiments were done in HeLa cells, orbiting across the nucleolus and using as a reference 
the GFP intensity level (Fig. 5.4.2 a, b). The GFP lifetime variations induced by the STED laser 
beam were used to filter the detected photons, identifying in this way three different effective 
volumes in the same measurement. The sorting of the data generated, for each cell, two sets of 
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ACFs, corresponding to the nucleoplasm (Fig, 5.4.2 c) and the nucleolus (Fig, 5.4.2 d). This 
corresponds to a separate spot-variation analysis for each compartment, shown as the average 
diffusion coefficient versus the square size of the effective observation volume (Fig. 5.4.2 e). At 
smaller spatial scales, we observed a slight increase of the diffusion coefficient, especially in the 
nucleolus, but also a much larger error bar.  
 
Fig. 5.4.2 Intensity-sorted STED-FCS in the nucleus. Each measurement is performed on an individual 
cell, scanning the beams across the nucleoli (a). (b) GFP intensity trace used for sorting the ACFs between 
the nucleolus (in blue) and the nucleoplasm (red). Three different volumes are selected in the post-
processing, with size w=137, 126 and 114 nm respectively. (c, d) ACFs corresponding to detection volumes 
of decreasing size (from top to bottom) along with the fit, for the nucleoplasm (Dnp=30; 32; 35 m2/s from 
top to bottom) (c) and the nucleolus (Dnl=22; 23; 26 m2/s from top to bottom) (d). (e) Average diffusion 
coefficient versus the square size of effective volume, for GFP in the nucleoplasm (red) and in the nucleolus 
(blue) (data represent mean ± s.d. of n=20 measurements on different cells). (f) Scatter plot of the diffusion 
coefficients measured in the two regions for each effective detection volume, together with the 
corresponding linear fit (slopes=0.48; 0.5; 0.55 from top to bottom). 
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This is probably due not only to cell-to-cell variability but also to the fact that reducing the size of 
the effective detection volume (weff = 137, 126 and 114 nm, from top to bottom) results in ACFs 
with a poorer signal-to-noise ratio (Fig, 5.4.2 c, d). We tested if the ratio between the diffusion 
coefficient in the nucleolus versus nucleoplasm was also preserved at different subdiffraction 
spatial scales, on a cell-by-cell basis (Fig. 5.4.2 f). The results are in keeping with those obtained 
with confocal intensity-sorted FCS (Fig.3.4.1.1), despite a higher scattering of the diffusion 
coefficients values that are probably ascribed to the SNR reduction of the ACFs at the smallest 
effective observation volumes. 
Taken together, these results show the compatibility of our approach with STED and that, in 
principle, intensity-sorted STED-FCS could be a useful tool to measure mobility in different 
nuclear regions at multiple sub-diffraction spatial scales. Note that the high temporal resolution 
allows an optimal temporal sampling of the ACF even if the average transit time measured in the 
nucleoplasm at the smaller effective observation volume is in the order of 100 s. The major 
limitation we encountered was related to the poor quality of the ACFs at smaller observation 
volumes. This aspect could be improved by using probes which are brighter and/or more 
photostable than GFP, for example using the genetically-encoded Halo- or SNAP- tags, that allow 
the use of brighter, more stable organic dyes. The increase in the number of photons collected 
could facilitate pushing the spot-variation analysis towards smaller spatial scales.  
Finally, it is worth noting that STED, by providing intensity features that are better resolved 
spatially, should also improve the sorting of the data. In our test system, i.e. nucleolus vs 
nucleoplasm, we did not exploit this advantage as the two regions extend over several micrometers 
and are easily distinguished with normal resolution.  
 
6. Conclusions 
The aim of this thesis work was to establish an FCS method able to discriminate between nuclear 
regions and to retrieve diffusion information relative to these nuclear compartments.  
The nuclear environment is highly heterogeneous and dynamic, and the principal issue about dynamic 
measurements in this organelle is due to the relatively rapid movement of its spatial features, for 
example the chromatin itself.  
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To overcome this issue, a novel FCS method was presented, namely Intensity Sorted FCS. This 
method is based on a slow scanning of the excitation volume, and on the division of the whole 
measurement into segments. Each segment, which corresponds to a short single point FCS 
acquisition, is then sorted into different populations basing on the intensity of a reference channel, 
which provides the spatial information. This intensity is thus a fingerprint of each segment, and allows 
to track the spatial features of the nucleus, even if they are moving during the measurement. In 
addition, given an intensity threshold that define the two populations (each corresponding to a region 
of high or low intensity), the ACFs calculated on each sorted segment, and thus corresponding to a 
given nuclear region, are averaged, assuring a proper statistical robustness.  
The advantages of this method are, apart from the high temporal resolution, which allows to 
appreciate differences in diffusion even of a small inert probe, the single-cell sensitivity and the 
intrinsic intensity fingerprint of the probed compartments.  
The application of the method on monomeric untagged GFP showed its applicability to measurements 
done on such small inert probes, being able to highlight differences in its mobility due to chromatin 
different compaction. In fact, by using Intensity Sorted FCS on the nucleus of HeLa cells expressing 
free monomeric GFP, it was possible to see a difference in its diffusion coefficient in euchromatin 
and heterochromatin. These two regions were differentiated based on the intensity of a Hoechst stain: 
the higher the Hoechst intensity, the higher the DNA content, thus defining the heterochromatin 
compartment. Moreover, the method showed its sensitivity in measuring differences in diffusion 
coefficients calculated in cells treated with solutions known to change chromatin compaction.  
To extend the application possibilities, Intensity Sorted FCS was used to study nuclear mobility of 
different proteins known to interact with chromatin or nuclear structures. Also in this case, the results 
showed the ability of the method to discriminate between different nuclear regions (for example 
between protein foci and the nucleoplasm), even if not all the proteins behave in the same way in the 
compartments studied. An interesting application of the method was on the Estrogen Receptor, in 
cells expressing a prolactin gene array, where the ER proteins accumulate under hormone treatment. 
In this case, the results opened several possibilities in the study of this nuclear receptor dynamic and 
function, as highlighted by the use of different fit models.  
All the Intensity Sorted FCS measurements were performed on a custom setup. The next step was to 
render this method available, at least in part, on commercial setups. For this reason, Intensity Sorted 
FCS was extended also to data acquired on a commercial LSM. This second approach is based on the 
scanning of the beams in a single line, repeated over time. The differences from a classical line-scan 
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FCS experiment are only in the analysis: as for the Intensity Sorted FCS, the whole measurement is 
divided into segments. Each segment (the column of a small pseudo-image) is used to calculate the 
ACFs and then, from the total photon counting of each segment, to create an Intensity Image on which 
two Intensity Selection Masks are built, basing on an user-defined threshold value. Each ACF is then 
sorted into the population corresponding to the high or low intensity mask. The method maintains the 
characteristics of the Intensity Sorted FCS technique, apart from the temporal resolution, that is 
limited in the range of milliseconds due to the mechanical scanning of the beams.  
Intensity Sorted FCS on a commercial Leica Sp5 LSM was successfully applied to the ER mobility 
study, giving results comparable to the ones obtained by Intensity Sorted FCS. In addition, in a project 
in collaboration with the Baylor College of Medicine in Houston, ER diffusion was studied under 
different hormonal treatments, showing the versatility of the method.  
Finally, in order to perform nuclear measurements at different sub-diffraction spatial scales, the 
concept of super-resolution measurements was introduced. STED is a super-resolution technique 
indicated for dynamic measurements. The exploitation of the novel method that couples STED with 
FLCS gave important results in the study of cytoplasmic diffusion and in the retrieval of cytoplasmic 
diffusion laws. In this thesis, the STED-FCS method was applied first in single point measurements, 
to demonstrate its ability to calculate diffusion laws in the nuclear environment. Then, this super-
resolution technique was added to the Intensity Sorted FCS method, showing the ability to retrieve 
diffusion laws associate to different nuclear compartments in the same measurement. 
Overall, each technique shown in this work aims to get precise dynamic information in a highly 
heterogeneous system, such as the eukaryotic cell nucleus. In addition, both of these methods, 
especially if coupled with super-resolution, would be useful to study the dynamics of chromatin at 
the nanoscale, eventually leading to interesting insights into nuclear structure-function relationships. 
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