Abstract. In this paper, we propose three important enhancements of the approximate cutting plane algorithm (CPA) to train Support Vector Machines with structural kernels: (i) we exploit a compact yet exact representation of cutting plane models using directed acyclic graphs to speed up both training and classification, (ii) we provide a parallel implementation, which makes the training scale almost linearly with the number of CPUs, and (iii) we propose an alternative sampling strategy to handle class-imbalanced problem and show that theoretical convergence bounds are preserved. The experimental evaluations on three diverse datasets demonstrate the soundness of our approach and the possibility to carry out fast learning and classification with structural kernels.
Introduction
Various kernels have been successfully applied to different Natural Language Processing (NLP) tasks, e.g. [13, 5, 17, 12, 6, 2] . However, previous work is limited to relatively small datasets. Indeed, the major drawback of kernel methods is the necessity to carry out learning in dual spaces, where training complexity typically is quadratic in the number of instances.
Recently, a number of efficient CPA-based algorithms have been proposed [10, 8] . Unfortunately, these algorithms scale well only when linear kernels are used. To address slow learning with non-linear kernels [12] propose to extract basis vectors to compactly represent cutting plane models, which speeds up both classification and learning. However, this requires to solve a non-trivial optimization problem when arbitrary kernel functions are used. Finding a set of basis vectors in high-dimensional spaces produced by arbitrary kernels, structural kernels in particular, is an open research area and is definitely worth further exploration.
Another approach of adapting CPA for non-linear kernels by reducing the number of kernel evaluations is studied in [23] , where sampling is used to reduce the number of basis functions in the kernel expansion. [16] showed that the same algorithm can be successfully applied to SVM learning with structural kernels on very large data obtaining speedup up factors up to 10 over conventional SVMs.
In this paper, we provide three important improvements of the approximate CPA with sampling. The proposed techniques make SVMs with structural kernels a viable tool to tackle real-world tasks. In particular, we first present an idea to use (Directed Acyclic Graphs) DAGs to compactly represent cutting plane models computed at each iteration of the CPA algorithm. This has the benefit of reducing the number of expensive kernel evaluations, since DAGs provide the means to avoid redundant computations over shared substructures. We present two algorithms that deliver impressive speedups for both training and testing. We also parallelize the code improving scalability even further. Finally, we provide an effective and sound method to handle class imbalanced datasets, which plays an important role to obtain the optimal balance between Precision and Recall.
Preliminaries: Cutting Plane Algorithm with Sampling
In this section, we illustrate a re-elaborated version of the cutting plane method (originally proposed in the context of structural SVMs) for binary classification. After briefly explaining it for linear SVMs, we point out the main source of inefficiency for the case when kernels are used. Next we present the idea of [23] to use sampling to alleviate high training costs for SVMs with non-linear kernels.
Cutting-plane algorithm (primal)
Consider a slight modification of SVM training problem, known as a 1-slack reformulation [10] , to derive CPA for binary classification 
where binary vector c = (c 1 , . . . , c n ) ∈ {0, 1} n forms a constraint that is a linear combinations of the constraints
The CPA is presented in Alg. 1. It starts with an empty set of constraints S and computes the optimal solution to the unconstrained problem (1) . Next, the algorithm forms a binary vector c to compute a cutting plane model defined by its offset
− ξ that is violated the most by the current solution w, which is included in the set of active constraints S (line 10). This way, a series of successively tightening approximations to the original problem is constructed. The algorithm stops when no constraints are violated by more than , which is formalized by the criteria in line 12.
Algorithm 1 Cutting Plane Algorithm (primal)
1: Input: (x1, y1), . . . , (xn, yn), C, 2: S ← ∅; t = 0 3: repeat 4:
(w, ξ) ← optimize (1) over the constraints in S /* find a cutting plane */ 5:
for i = 1 to n do 6: c
end for 8:
ciyiφ(xi) /* add a constraint to the set of constraints */ 10:
Cutting-plane algorithm (dual)
To enable the use of kernels, we need to solve the Wolfe dual of the problem (1). Its solution w lies in the feature space defined by a kernel K(
. It can be easily verified (by deriving the the dual from (1)) that primal and dual variables are connected via:
where
k y k φ(x k ) denotes the gradient of the cutting plane model added at iteration j and t is the size of the set S.
As one can see, with the use of kernels the gradient g (j) (that also defines the most violated constraint (MVC) added at iteration j) cannot be compactly represented as in the linear case by simply summing up n feature vectors since it now lies in the feature space spanned by φ(·). We will address the problem of compact representation of the cutting plane models in the next section.
Computing an inner product between the weight vector w and an example x i involves the sum of kernel evaluations for each example x k in the constraint j for each constraint in S. In particular, using the expansion of w from (2), the inner product required to compute the MVC (steps 5-9 in the Alg. 1), renders as:
The analysis of the inner product given by (3) reveals that the number of kernel evaluations at each iteration is O(tn 2 ). Indeed, the number of non-zero elements in each g (j) is proportional to the number of support vectors which grows linearly with the training size n [19] . Summing over all constraints in the set S, the complexity of (3) is O(tn). Since the inner product (3) needs to be computed for each training example (lines 5-7 in Alg. 1) we obtain O(tn 2 ) scaling behavior at each iteration.
The obtained quadratic scaling in the number of examples makes cutting plane training for non-linear SVMs prohibitively expensive for even mediumsized datasets. To address this limitation [23] proposed to construct approximate cuts by sampling r examples from the training set. The idea is to replace the expensive computation of the MVC (lines 5-7, Alg. 1) over all training examples n by a sum over a smaller sample r, s.t. the number of examples in g (j) is reduced from O(n) to O(r). In this case the double sum of kernel evaluations in (3) reduces from
Fast CPA for Structural Kernels
In this section we present an approach to significantly speed up the approximate CPA for structural kernels. We observe that for convolution structural kernels, e.g. tree kernels, the cutting plane model can be compactly represented as a Directed Acyclic Graph (DAG). This helps to speed up both the training and classification as the repeating kernel evaluations over shared substructures can be avoided. Most interestingly this approach can be parallelized during training thus making structural kernel learning practical on larger datasets.
Compacting cutting plane models using DAGs
In the previous section we have seen that computing an MVC at each iteration involves quadratic number of kernel evaluations. Using smaller samples to approximate the cutting plane helps to reduce the number of kernel evaluations.
Here we explore another avenue to reduce the number of kernel computations when convolution structural kernels are used. Indeed, when applied to structural data such as sequences, trees or graphs, we can take advantage of the fact that many examples share common sub-structures. Hence, we can use a compact representation of a cutting plane model to avoid redundant computations over repeating sub-structures. In particular, when dealing with tree-structured data, a collection of trees can be compactly represented as a DAG [1] . In the following we briefly introduce the idea behind using DAGs to compactly represent a tree forest and then show how it applies to speed up the learning algorithm.
DAG tree kernels
A DAG can efficiently represent a set of trees by including only the unique subtrees and accounting for the frequency of the repeated substructures. Given a collection of trees, there are various methods to efficiently build a corresponding DAG and allow for fast access to its tree nodes, see for example [1] . In our approach, for each node in a tree, we generate a string representation of its subtree. This requires linear time in the number of tree nodes and can be done at the preprocessing step. These strings are unique identifiers of each respective node and serve as keys in the hash table, whose values are pointers to the corresponding nodes. To perform efficient search within a DAG, we maintain a simple and efficient nested structure of two associative arrays. The first is a hash table, which given a node retrieves the set of nodes associate with the same production rule. Each entry in the retrieved set contains a tuple of a pointer to the node and its current frequency. In this way we can efficiently enumerate all the candidate substructures to compute the tree kernel [4] between a DAG and a given tree.
Tree Kernels (TKs). Convolution TKs compute the number of common substructures between two trees T 1 and T 2 without explicitly considering the whole fragment space. For this purpose, let the set T = {t 1 , t 2 , . . . , t |T | } be the substructure space and χ i (n) be an indicator function, equal to 1 if the target t i is rooted at node n and equal to 0 otherwise. A tree-kernel function over
and N T2 are the sets of the T 1 's and T 2 's nodes, respectively and
. The latter is equal to the number of common fragments rooted in the n 1 and n 2 nodes.
where f (n 1 ) is the frequency associated with n 1 in the DAG.
Proof. Let S(F ) the set of possible subtrees of F , i.e. the substructures whose leaves coincide with those of the original tree (in general
where r(t) is the root of the subtree t. The last expression is equal to n1:t∈S(F )
. Let S the unique subtrees of S, we can rewrite the above equation as: n1:t∈S (F )
Fast Computation of the MVC on Structural Data
Having introduced the DAG tree kernel, we redefine the inner product (3) required to compute the MVC by compacting g (j) into a single DAG model dag (j) :
Unlike (3), where each cutting plane g (j) is an arithmetic sum of training examples, here we take advantage of the fact that a collection of trees can be efficiently put into an equivalent DAG. Please note that computing a kernel K dag (·, ·) between an example and a DAG that represents a collection of trees yields an exact kernel value as shown in Th. 1. The benefit of such representation comes from the efficiency gains obtained by speeding up kernel evaluations over the sum of examples compacted into a single DAG. Now we are ready to present the new cutting plane algorithm (see Alg. 2) adapted for the use of structural kernels. The weight vector w (line 6) is now expanded over the dual variables α j obtained by solving Wolfe dual of (1) (line 5) and cutting plane models, each compactly represented by dag (j) . To compute the MVC we use a smaller set of examples uniformly sampled from the original training set. A binary vector c formed in (lines [8] [9] [10] [11] [12] defines the examples that are inserted into a DAG model (line 11). The obtained algorithm preserves all the theoretical benefits of the approximate CPA with sampling, while reducing the number of expensive kernel evaluations to compute the MVC.
To benefit even more from the compact representation offered by DAGs, we can put all cutting planes from the set S into a single DAG, such that the inner product (3) is reduced to a single kernel evaluation:
where dag (t) at iteration t is built by inserting nodes from dag (j) together with the frequency counts multiplied by the value of the corresponding dual variable α j . This ensures that a single K dag evaluation over the full DAG model makes Eq. 6 equivalent to computing a weighted sum of K dag using individual dag (j) in Eq. 5. Even though dag (t) has to be re-built at each iteration to Algorithm 2 Cutting Plane Algorithm (dual) using DAG model representation 1: Input: (x1, y1), . . . , (xn, yn), C, 2: S ← ∅; dag ← 0; t = 0; 3: repeat 4:
Update the Gram matrix G with a new constraint 5:
Sample r examples from the training set /* find a cutting plane */ 8:
end for 11:
/* add dag to the active set */ 14:
accommodate updated vector α, this imposes little computational overhead in practice. Another computational drawback of using full DAG model compared to the set of dag (j) is that in the former case we need to compute the update of the Gram matrix column (line 4 in Alg.
for 1 ≤ i ≤ t, while in the latter case it is obtained automatically from computing Eq. 5.
Even though the worst-case complexity for computing the MVC using both variants of using DAGs is still O(r 2 ), it is highly unlikely to observe in practice, where input examples tend to share many common substructures. This speeds up both training and classification by avoiding redundant kernel computations.
Parallelization
The modular nature of the CPA suggests easy parallelization. In fact, in our experiments, we observed that at each iteration 95% of the total learning time is spent on computing the MVC (steps 8-12, Alg. 2). This involves computing Eq. 5 over the set of individual DAGs or Eq. 6 using full DAG model for r training examples in the sample. This observation suggests high parallelizability of the code: using p processors the complexity of this pre-dominant part can be brought down from O(r 2 ) to O(r 2 /p).
Handling Class-Imbalanced data
In this section, we extend the theory of cutting-plane algorithm to tackle classimbalance problem. Our approach is based on an alternative sampling strategy that is effective for tuning up Precision and Recall on class-imbalanced data. We also provide a convergence proof of the proposed algorithm.
Cost-proportionate sampling
Conventional SVM problem formulation allows for natural incorporation of example dependent importance weights into the optimization problem. We can modify the objective function to include example dependent cost factors:
where z i is the importance weight of example i and 1 n n i z i ξ i serves as an upper bound on the total cost-sensitive empirical risk. This problem formulation where there is an individual slack variable ξ i for each example is typically referred to as "n-slack" formulation.
In the dual space, the example-dependent costs captured by cost factors z i translate into the box constraints imposed on each dual variables: 0 ≤ α i ≤ z i C, 1 ≤ i ≤ n such that the z i C sets an upper bound on the values of α i . This feature to integrate importance weights z i in the problem formulation is implemented in SVM-light software.
This natural modification of the quadratic problem, is, however, difficult to incorporate in the case of 1-slack formulation (1). Indeed, in the case of 1-slack formulation we have a single slack variable ξ that is shared among all the constraints. More importantly, moving to the dual space, the box constraints 0 ≤ α i ≤ C are no longer for each individual dual variable but for a sum: i α i . This makes the 1-slack problem formulation difficult to incorporate importance weights directly. Nevertheless, the idea of approximating the cutting plane model at each iteration via sampling suggests a straightforward solution.
Indeed, we can extend the original CPA to the case of cost-sensitive classification. A straight-forward way to do this is instead of using uniform sampling to build an approximation to the cutting plane model at each iteration (steps 8-12 in Alg. 2), we can draw examples according to their importance weights using the cost-proportionate rejection sampling technique (Alg. 3).
Algorithm 3
Here z i is the importance weight of the i-th example and Z is an upper bound on any importance value in the dataset. This process is repeated until we sample the required number of examples r. This modification enables the control over the proportion of examples from different classes that will form a sample used to compute the MVC.
Unlike the conventional approaches for addressing the class-imbalance problem, that either under-sample the majority class or over-sample the minority class from the training data, the rejection sampling coupled with CPA does not completely discard examples from the training set. At each iteration it forms a sample according to the pre-assigned importance weights for each example, such that examples from both the majority and minority classes enter the sample in the desired proportion. This process is repeated until the algorithm converges. Thus, the learner has the chance to incorporate relevant information present in the data over a number of iterations before it converges. This way, the method preserves the global view on the dataset and no relevant information is lost during the iterative optimization process unlike in the "one-shot" sampling methods.
Another benefit of this approach is that by increasing the importance weight of the minority class, we give its examples more chance to end up in the MVC and hence, become support vectors. This way the imbalanced support-vector ratio is automatically tuned to include more examples from the minority class, which gives more control over the class-imbalance problem. Proving this property could be an interesting theoretical result.
Theoretical Analysis of the Algorithm
Cost proportionate rejection sampling allows for natural extension of the binary classification to importance weighted binary classification. It achieves this task by re-weighting the original distribution of examples D according to the importance weights of examples such that the training is effectively carried out under the new distributionD.
In [24] it is shown that by transforming the original distribution D to a training set underD, one can effectively train a cost-insensitive classifier on a datasetD such that it will minimize the expected risk under the original distribution D. The proof is a straight-forward application of the definitions and simply follows by establishing an equivalence relationship between the expected cost-sensitive risk E (x,y,z)∼D [z∆(y, h(x))] under the original distribution D and the expected cost-insensitive risk E (x,y,z)∼D [∆(y, h(x))] under the transformed distributionD. The theorem produces an important implication that by transforming the original distribution D toD according to example-dependent importance weights, a classifier for the cost-sensitive problem over D can be obtained with a costinsensitive learning algorithm over D. We can use this finding to show that the convergence proof for the original CPA with uniform sampling naturally applies to the proposed version of the algorithm that uses cost-proportionate rejection sampling:
Theorem 3. (Convergence) Assume R = max 1≤i≤n φ(x i ) , i.e. R is an upper bound on the norm of any φ(x i ), and ∆ = max 1≤i≤n ∆(y, y i ) , the number of steps required by Alg. 2 using the sampling strategy of Alg. 3 is upper bounded by 8C∆R 2 / 2 .
Proof. We first note that the cost-proportionate rejection sampling (Alg. 3), used to build the approximate cutting plane model, at each step re-weights the original distribution D according to the importance weights of the examples. This means that we are effectively training a cost insensitive classifier that draws examples to build the cutting plane model from the transformed distributionD. By invoking the Translation Theorem (2), we establish that, to obtain a cost-sensitive classifier that minimizes the expected risk under the original distribution D, it is sufficient to learn a cost-insensitive classifier under the transformed distribution D. The CPA that draws examples from D using rejection sampling is equivalent to the original CPA applying uniform sampling to the transformed distribution D. Thus, we can reutilize the proof in [23] of the convergence bounds for the original CPA with uniform sampling overD. This states that CPA with uniform sampling terminates after at most 8C∆R 2 / 2 iterations. By applying such bound, we have proved the thesis of the theorem. Remarks. The main idea to obtain convergence bounds in [23] is to set an upper bound on the value of the dual objective and if there exists a lower bound on the minimal improvement of the dual objective at each iteration, then the algorithm will terminate in a finite number of steps.
Indeed, using the relationship between primal and dual problems, we have that a feasible solution of the primal problem (1), such as, for example: w = 0, ξ = ∆, forms an upper bound C∆ on the dual objective of 1. Next, in [20] it is shown that the inclusion of -violated constraint at each iteration improves the dual objective by at least /8R
2 . Since the dual objective is upper bounded by C∆, the algorithm terminates after at most 8C∆R 2 / 2 iterations. The derivation of the bound on the minimal improvement of the dual objective obtained at each step only depends on the values of and R and does not rely on the assumption about distribution of the examples. Also note that each cutting plane model built via rejection sampling is a valid constraint for the optimization problem (1).
Experiments
In our experiments we pursue a three-fold goal: (i) study the effects of compacting the cutting plane model by using DAGs on both training and classification runtimes; (ii) demonstrate the speedup factors one can obtain after straightforward parallelization offered by the CPA; and (iii) demonstrate the ability of the cost-proportionate sampling scheme to tune up Precision and Recall;
Experimental setup
We integrated CPA with uniform sampling as described in [23] within the framework of SVM-Light-TK [14, 9] to enable the use of structural kernels, e.g. tree kernels. For the DAG implementation we employ highly efficient Judy arrays 2 . For brevity, we refer to the CPA with uniform sampling as uSVM; uSVM where each cutting plane g (j) is compacted into a dag (j) as SDAG; uSVM with a single DAG that fits all active constraints in the set S as SDAG+; uSVM with rejection sampling as uSVM+j (Alg. 3), and SVM-light-TK as SVM. Parallel implementation relies on the OpenMP library.
To carry out learning, we used the subset tree (SST) kernel [4] since it has been indicated as the most accurate in similar tasks, e.g. [14] . As the stopping criteria of the algorithms, we fix the precision parameter at 0.001. The margin trade off parameter is fixed at 1.0. To measure the classification performance, we use Precision, Recall and F 1 -score. We ran all the experiments on machines equipped with Intel R Xeon R 2.33GHz CPUs carrying 6Gb of RAM under Linux.
Data and models
To evaluate the efficiency of the compact model representation offered by SDAG and SDAG+ algorithms with respect to uSVM, we use Semantic Role Labeling (SRL) benchmark, using PropBank annotations [15] and automatic Charniak parse trees [3] . SRL dataset has already been used to extensively test uSVM for structural kernels and we follow the same setting as described in [16] .
In the next set of experiments to study the ability of uSVM+j to tune up Precision and Recall we used two different natural language datasets: TREC 10 QA 3 (training: 5,483, test: 500) and Yahoo! Answers (YA) 4 (train: up to 300k, test: 10k) to perform two similar tasks of QA classification. The task for the first dataset is to select the most appropriate type of the answer from a set of given possibilities. The goal of the experiments on these relatively small datasets is to demonstrate that rejection sampling is able to effectively handle class imbalance similar to SVM. For Yahoo! Answers dataset the classification task was set up as follows. Given pairs of questions and corresponding answers learn if in a given pair the answer is the 'best' answer for a question. The goal of this experiment is to have a large classification task (300k examples in our experiments) to demonstrate that class-imbalance problem can be handled effectively at a scale where SVM becomes too slow. 
Results and Analysis
Compact model representation using DAGs. The goal of this set of experiments is to study computational savings that come from using a compact representation of individual (SDAG) or the full set (SDAG+) of cutting plane models in S. As the baseline for the learning and classification runtime comparison we use plain uSVM algorithm. To carry out training we use 100k of SRL dataset. The number of iterations for the algorithms is fixed at 300 and the rest of the parameters are kept at default values. For evaluating speedups obtained during classification phase we carry out learning on SRL subsets of increasing size and then test trained models on 10k of data. Runtime results for SDAG, SDAG+ and uSVM are reported in Table 1 (since SDAG and SDAG+ produce exact kernel evaluations, hence they train the same model as uSVM, accuracy is not of concern and is omitted). As one can see both SDAG and SDAG+ deliver significant speedups during the learning. SDAG+ is a clear winner here delivering speedups up to 20 when a large sample size is used. Regarding classification, SDAG+ is also the fastest, although as the number of support vectors of the learned model increases, the speedup factor decreases. This is due to the increased overhead of maintaining a single large DAG. As the number of elements in the DAG grows the inefficiencies from the implementation of the underlying data structure slow down the node lookup time. We plan to address this problem in the future. Tuning up Precision and Recall. We first report experimental results on question classification corpus on six different categories in Table 2 (since the dataset is small, we only report the accuracy). For both uSVM and uSVM+j, we fixed the sample size to 100. For uSVM+j, we picked the value of j from {1, 2, 3, 4, 5, 10} and use the best results obtained on the validation set. For SVM, we carried out tuning of j parameter on a validation set. It is important to note that such parameter has slightly different meaning for uSVM+j and SVM. For the former, it controls the bias to reject negative examples during sampling (Alg. 3) to compute MVC, while for the latter it defines the factor by which training errors on positive examples outweigh errors on negative examples. Table 2 . Handling class-imbalance problem on TREC 10 (top) YA (bottom). Ratio -proportion of negative examples w.r.t. positive; P/R -precision (P) and recall (R). The bottom row in YA is the performance using bag-of-words features on 75k subset. Analyzing the results from Table 2 (top), we can see that uSVM algorithm that uses uniform sampling obtains high Precision, as it minimizes the training error dominated by examples from negative class. This results in lower values of the Recall. Its rather high F 1 for ABBR dataset shows that the model simply misclassifies the examples from the minority class saturating the Precision. On the other hand, uSVM+j is able to establish a much better balance between Precision and Recall resulting in high F 1 scores across the majority of categories. Also the performance of SVM with the optimal set of parameters suggests that our method has a better capacity to control the imbalance problem than SVM. This can be explained by the fact, as suggested in [22] , that z i C imposes only an upper bound on dual variables α i , which results in poorer flexibility to control the class-imbalance with the j parameter of SVM.
The results on Yahoo! Answers are displayed in Table 2 (bottom). For uSVM and uSVM+j, we fix the sample size at 500. Due to the constant time scaling behavior of uSVM [23] , the training time for both uSVM and uSVM+j was slightly less than 10 hours across all subsets reported here. While being faster on small subsets of 5k, 10k and 25k, SVM begins to scale poorly on the subsets larger than 50k. Indeed, as studied in [23, 16] , CPA with sampling begins to outperform SVM starting from datasets of moderate size (around 50k in our experiments). SVM did not finish the training within 5 days for 150k and 300k subsets, hence there are missing values. We set the value of j parameter for uSVM+j equal to the ratio of negative to positive examples. This natural setting of j parameter for uSVM+j is driven by the intuition to make the distribution of examples from different classes approximately balanced inside each sample, such that the classifier learns on a balanced data. As one can see, this gives much better trade-off between Precision and Recall compared to uSVM. Looking at the results of SVM, we conjecture that here j parameter, similar to the results in previous experiments, is not flexible enough to deliver the optimal P/R tradeoff. Also note that training SVM on 100k subset requires almost 4 days, which makes uSVM+j a viable tool for advanced text classification on large datasets, where obtaining optimal balance between Precision and Recall is hindered by the class imbalance problem.
The bottom row of Table 2 reports the results using bag-of-words (BOW) feature representation on 75k subset. We note that SST kernel delivers an interesting 12% of relative improvement over BOW model on SVM. However, the main goal of this experiment was not to obtain the top classification performance on such noisy web data but rather to demonstrate that uSVM+j can efficiently deal with large imbalanced data. Parallelization. To assess the effects of parallelization, we tested parallel versions of SDAG and SDAG+ on 50k subset of Yahoo! Answers dataset using up to 8 CPUs. The achieved speedups over the sequential algorithm are reported in Figure 2 , where each curve corresponds to runtimes using different sample sizes: {100, 250, 500, 1000}. Increasing the sample size leads to the increase of the time spent to compute MVC, which makes the speedup achieved by parallelization for large sample sizes even more significant. Using the maximum number of 8 CPUs, we are able to achieve the speedup factor of about 7.0 (using sample size equal to 1000). Since classification can also be easily parallelized, we could experiment with larger sample sizes to obtain a more accurate model.
Related work
To improve the scaling properties of SVM-light, a number of efficient algorithms using CPA-based algorithms have been proposed. For example, SVM perf [10] exhibits linear computational complexity in the number of examples when linear kernels are used. While CPA-based approaches deliver state of the art performance w.r.t. accuracy and training time, they scale well only when linear kernels are used. The problem of efficient kernel learning for CPA has been studied in [11] , where cutting plane models are compacted by extracting basis vectors. This, however, leads to a non-trivial optimization problem when arbitrary kernel functions are applied.
Regarding learning with structural kernels, compact representation of tree forests offered by DAGs was applied for speeding up training of the voted perceptron algorithm in [1] . Another interesting idea of hash kernels for structured data is proposed in [18] , where hashing can generate explicit vector representation such that linear learning methods can be applied. However, it is likely that hashing all possible substructures generated by SST kernel, which is exponential in the tree length, will make the preprocessing step too expensive. Also, due to hash collisions, this method computes approximate kernel values and its implications on the accuracy need to be studied more extensively.
Concerning class-imbalance problem for SVM learning, the most widely adopted method is to introduce different cost factors in the objective function s.t. the training errors for positive and negative examples receive different penalties [21] . This approach is implemented as the j option in SVM-light [9] that has a superlinear scaling behavior, which prohibits its use on large datasets. Our approach to accomplish cost-sensitive classification shares the idea of reductions put forward in [24] together with the benefit of the conventional approach in SVMs [21] to incorporate importance weights directly into the optimization process.
Conclusions and Future Work
In this paper we have presented a set of techniques to make SVMs with structural kernels a more useful tool to apply in real-world tasks. First, we derive two learning algorithms SDAG and SDAG+ that compact cutting plane models using DAGs. This makes both learning and classification much faster when compared to the original CPA with sampling. Next, we present parallelized versions of both algorithms to deliver even faster runtimes. Finally, we propose an alternative sampling strategy to efficiently handle class-imbalanced data. The distinctive property of the proposed method is that it directly integrates the cost-proportionate sampling into the CPA optimization process, unlike the other sampling approaches based on the reductions idea of [24] . In other words, sampling is carried out iteratively, such that no information is discarded from training examples as in "one-shot" sampling methods.
