Abstract -A review of the stability theory of symmetrizable time-dependent difference schemes is represented. The notion of the operator-difference scheme is introduced and general ideas about stability in the sense of the initial data and in the sense of the right hand side are formulated. Further, the so-called symmetrizable difference schemes are considered in detail for which we manage to formulate the unimprovable necessary and sufficient conditions of stability in the sense of the initial data. The schemes with variable weight multipliers are a typical representative of symmetrizable difference schemes. For such schemes a numerical algorithm is proposed and realized for constructing stability boundaries.
Introduction
The theory of difference schemes interpreted as a base for proof of correctness and convergence of difference methods for solving boundary value problems as well as a method for investigating the existence and uniqueness of solutions, originates from the well-known papers of R. Courant, K. Friedrichs and H. Lewy [2] , O. Ladyzenskaja [19] , P. D. Lax and R. D. Richtmyer [20] , V. S. Rjaben'kii [24] , A. F. Filippov [6] . Detailed reviews concerning the first stage of the theory development, are included in books [25] and [23] . The peak of the difference schemes theory development is likely to take place in the mid-1960s. The theory of homogeneous difference schemes for the equation with variable and discontinuous coefficients was created at that time (A. N. Tichonov and A. A. Samarskiǐ [37] , [28] ). The alternating direction methods that permit effectively solving multidimensional time-dependent problems of mathematical physics became popular (for techniques for constructing and investigating such algorithms see N. N. Yanenko [39] , G. I. Marchuk [21] , A. A. Samarskii [29] , E. G. D'yakonov [3] ). Later one number of publications on the classical difference schemes theory began to be smaller than on the mathematical theory of the finite element method and projection-difference method theory similar to it (see [40] ). This is likely to be due to the fact that the FEM theory is more consistent with the up-to-date functionally-analytical methods for investigating partial differential equations. As for the difference schemes theory, after the mid-60th the splitting into separate directions that are not closely connected with one another and are characterized by further development of the apparatus and the appearance of finer special results was observed (see [1, 3-5, 21, 34] ).
At present the stability theory of nonstationary difference problems is one of the most intensively developing branches of the difference schemes theory. Its aim is to substantiate correctness of difference schemes proofs, construct a priory estimates, and obtain necessary and sufficient stability conditions as restrictions on given scheme parameters. In the general case, it is possible to interpret the difference scheme as an operator equation, maybe a nonlinear one, with operators acting in some linear vector space. To be more precise, the difference scheme is defined as a set of operator equations on a sequence of finite-dimensional spaces of grid functions. In so doing by the stability of a linear difference scheme is meant a continuous and grid-step uniform dependence of its solution on the initial data and the right-hand sides. It is well known (see [25, 29] ) that the significance of such a property as stability is that under very general assumptions the the solution of a stable difference problem correctly approximating the formulated problem of mathematical physics converges, with grid refinement, to the solution of the original problem. In this case, one says, for the sake of the brevity, that the stability and consistence imply the convergence. Adopting a somewhat different set of definitions, it can be shown that in the presence of approximation the stability is equivalent to convergence [20, 23] . The practical importance of stability is that more or less prolonged computations using an unstable scheme are impossible because of the disastrous accumulation of round-off errors.
To obtain a priori estimates that express the stability in a strict mathematical form, it is necessary to introduce particular norms in the corresponding spaces of the grid functions. In so doing, one should distinguish between papers dealing with the stability in general Banach spaces (see, e.g., review [36] and monograph [1] ) and papers concerning only spaces with the Hilbert metrics (see, e.g., [30] ). In the present paper we give a review of the direction in the stability theory of difference schemes that was first proposed by A. A. Samarskii [26, 27] and developed later in his papers with co-authors. Characterizing this direction in general, we can note the following of its special features. The difference scheme is defined here as an operator-difference equation in an Euclidean space and is interpreted as an independent object of investigation that is formally independent of any original differential equations. A single canonical form of linear two-level and three-level difference schemes is introduced, and stability conditions common for a given class of schemes are formulated in terms of inequalities for the scheme operators. In so doing, the investigation of each particular scheme consists in reducing it to the canonical form and verifying the corresponding operator inequalities.
Here we give a summary of this paper. In Section 2 the basic notions of A. A. Samarskii's stability theory of operator-difference schemes are expounded (see [26, 27, 29] ). Two-level difference schemes B y n+1 − y n τ + Ay n = 0, n = 0, 1, . . . , y 0 is given, ( Because the stability property is non-invariant relative to norm choice, the question arises about the necessity of condition (1.2) for the stability of scheme (1.1) in the spaces other than H A . It has been proved, that if both operators, A and B, are self-adjoint and at least one of them is positive, then inequality (1.2) is necessary for the stability in any norm. So, in that case the stability condition (1.2) cannot be weakened by the choice of the norm operator D. Examples exist (see [13] ), which demonstrate that the requirement of self-adjointness of both operators, A and B, is essential. In [8, 14, 31 ] the necessary and sufficient stability conditions that are not connected with the choice of the norm were obtained for the socalled symmetrizable difference schemes. The stability theory of symmetrizable difference schemes is expounded in Section 2 of the present paper. The difference scheme (1.1) is called symmetrizable if its transition operator S = I − τ B −1 A is symmetrizable, i.e., if there exists an invertible operator K : H → H such that the operatorS = KSK −1 is self-adjoint. The following theorem is valid. Let the operators A and σ in H be given. Let us consider the difference scheme y n+1 − y n τ + σAy n+1 + (I − σ)Ay n = 0, n = 0, 1, . . . , y 0 is given, (1.4) which we shall call the scheme with operator weights. Scheme (1.4) has the canonical form (1.1), where the operator B = I + τ σA is not self-adjoint, if A and σ are non-commuting. It will be shown in Section 3 that if A and σ are self-adjoint operators, then scheme (1.4) is symmetrizable, where the similarity transformationS = KSK The following theorem is proved in Section 3. Let us formulate some useful sufficient stability conditions following from Theorem 1.3.
Corollary 1.2. If the inequalities
Similar investigations have been carried out in Section 5 for difference schemes with variable weight multipliers approximating the 2-dimensional heat conduction equation. Here the difference scheme
is considered. In the general case, scheme (1.7) stability can be investigated numerically on the basis of a theorem analogous to Theorem 1.3. An analytical stability investigation of scheme (1.7) was carried out in [11] for the case of the chess distribution of weight multipliers, when σ ij = σ 1 , if i − j even and σ ij = σ 2 , if i − j odd, where σ 1 and σ 2 are given constants. We give one result of the above investigation Let us denote by µ α = σ α − 0.5, α = 1, 2. Let δ and ∆ be, respectively, the least and the largest eigenvalues of the five-point difference Laplace operator ∆ h . It was proved in [11] that in the case of chess the distribution the following conditions are necessary and sufficient for stability of scheme (1.7).
1
. Sections 4, 6 present some results of papers [12, 15, 17] , in which computing algorithms for constructing the stability boundaries for 1-dimensional and 2-dimensional difference schemes with variable weight multipliers were proposed and realized. Note that book [33] is devoted to difference schemes with operator multipliers.
Stability of operator -difference schemes

Operator -difference schemes
We assume that the reader has primary information about difference schemes (see e.g. [29] ). Further the frequently used model will be the difference schemes approximating the heat conduction equation
with boundary conditions of the first kind u(0, t) = u(1, t) = 0 and the initial condition u(x, 0) = u 0 (x). To construct a difference scheme, we introduce on the segment 0 x 1 the grid ω h = {x i = ih, i = 0, 1, . . . , N } with a step h = 1/N and the time grid ω τ = {t n = nτ, n = 0, 1, . . .} with a step τ > 0. Let us denote by ω h,τ = ω h × ω τ the space-time grid and by u n i = u(x i , t n ) -the value of the grid function u(x, t) in the node (x i , t n ). Let us replace in each grid point the derivative ∂ 2 u ∂x 2 by the second divided difference
and the time-derivative ∂u ∂t by the difference ratio
Hereinafter we will use the following notation for divided differences:
As a result, the heat conduction equation (2.1) will be replaced on the grid ω h,τ by the difference equation
This is the so-called explicit difference scheme for the heat conduction equation. The difference equation (2.2) is valid for i = 1, 2, . . . , N − 1, n = 0, 1, . . . and is completed by the initial and boundary conditions
. . , N − 1. We will denote hereinafter by y the solution of the difference problem.
Thus, we will consider the difference problem 
. Does it follow from the approximation that also the solution of the difference problem (2.3) converges to the solution of the original differential problem as τ → 0 and h → 0? No, not necessarily at all. An additional property of the difference scheme, which guarantees convergence of the scheme in the presence of approximation is exactly the stability property. The statement (see [6, 25] ) that if the scheme approximates the differential equation and is stable, then its solution converges as τ → 0, h → 0 to the solution of the original differential problem is right.
Let us introduce now the notion of the operator-difference scheme. Let H be a finitedimensional linear space. In applications, by H is meant a particular space of grid functions space. So, in the case of scheme (2. In this example, we actually have not one space, but a family of linear finite-dimensional spaces H h , depending on the parameter h = 1/N . The dimension of H h is equal to N − 1, and N → ∞ as h → 0. Let A be the linear operator on H with values in H (denoted as A : H → H). Since H is a finite-dimensional linear space, the operator A can be represented by its matrix. However, it is more convenient to define the difference operator by the rule which for each y ∈ H determines its value Ay. In the case of scheme (2.3), by the operator A is meant the operator of the second divided difference. Namely, if y = (y 1 y 2 . . . y N −1 ) T , then the operator A is defined by the following rule:
Let us return to the general notions of the theory of operator-difference schemes. We introduce the time grid
and the family of linear spaces {H h }. Let two linear operators be given, A = A h,τ and B = B h,τ defined on H h . We shall consider the elements y n = y h,τ (t n ) ∈ H h as functions of the discrete argument t n with values in H h . Referred to as the two-level operator-difference scheme is the first-order operator-difference equation
We shall consider the Cauchy problem for this equation: given y 0 ∈ H h , it is required to find the function y n ∈ H h , satisfying equation (2.6) for n = 1, 2, . . . The main assumptions about operators A and B are as follows. Operators A and B can depend on h, τ and t n , i.e., A = A h,τ (t n ), B = B h,τ (t n ). The principal assumption is the linearity of these operators. Another assumption is connected with the Cauchy problem solvability, namely we assume that for any y n the value of y n+1 on the upper layer can be determined uniquely. For a solution of equation (2.6) to be existent and unique, as to y n+1 , it is necessary to demand that B −1 is existent. Along with (2.6), the inhomogeneous operator-difference equation
is also considered, where f n = f h,τ (t n ) ∈ H h is a specified function. As a rule, below we shall omit indices h and τ .
Stability definitions of operator-difference schemes
Let us consider the two-level difference scheme
Suppose that we have changed the initial data and the right-hand sides, i.e., instead of y 0 and f n we gaveỹ 0 as the initial data andf n as the right-hand side. Usually such changes are supposed to be small. Let the norm y be introduced into H. Quantities δf n =f n − f n and δy 0 =ỹ 0 −y 0 are called perturbations of the right-hand sides and the initial data, respectively. The perturbed problem
has a solutionỹ n , different from the solution y n of problem (2.8). The solution perturbation is equal to z n =ỹ n − y n . Depending on the difference scheme's properties, the perturbation z n may either increase infinitely with increasing n (such a scheme is called unstable), or remain limited (stable scheme), or, finally, tend to zero as n → ∞ (asymptotically stable scheme). These definitions, though obvious, are not accurate. More precise definitions are needed for the theory development. The difference scheme (2.8) is said to be stable in the sense of the initial data and the right-hand sides or simply stable if constants M 1 > 0 and M 2 > 0 independent of τ and h exist and are such that the estimate
holds for the perturbationỹ n+1 − y n+1 . In other words, if the perturbations of the initial data and the right-hand sides are limited, then the solution perturbation should remain to be limited for all n. Let us construct the equation for error z n =ỹ n − y n . Subtracting equation (2.8) from (2.9), we get
Notice the following fact caused by the linearity of problem (2.8): the error equation (2.11) coincides up to the notations with the input equation (2.8). Therefore it is sufficient to study the behavior of the solution of problem (2.8).
Hence, the following definitions can be adopted. The difference scheme (2.8) will be called stable if for its solution at any initial data and any right-hand sides the estimate
with constants M 1 > 0 and M 2 > 0 independent of τ and h holds. It is necessary to distinguish between stability in the sense of the initial data and stability in the sense of the right-hand sides. Letf n = f n for all n, i.e., the right-hand side is not disturbed. Then for the perturbation z n =ỹ n − y n we obtain the homogeneous equation 
holds with the constant M 2 > 0 independent of τ and h. Let us rewrite (2.8) in the form solved relatively to y n+1 , i.e., in the form The proof follows immediately from the definitions. It is known that the stability in the sense of the right-hand sides follows from the uniform stability in the sense of the initial data. The following theorem is valid. 
For the proof see, e.g., [29] . Later on we shall suppose that the scalar product (y, v) is introduced into H and the norm is defined as y = (y, y). As soon as the scalar product is defined, such notions as adjoint operator, self-adjoint operator and positive operator can be introduced. The operator A * 
The operator A is the operator of the second difference derivative,
As is shown, e.g., in [29] , for any y, v ∈ H the identities
are valid, from which self-adjointness and positiveness of the operator A follow. Consequently, the equivalent definition of A is as follows: 27) where
A is the transition operator. Proof. Let us write down inequality (2.26) as (Dy n+1 , y n+1 ) (Dy n , y n ) and substitute here y n+1 = Sy n . Hence, for any y n ∈ H the inequality (DSy n , Sy n ) (Dy n , y n ) is valid, i.e., the inequality (S * DSy n , y n ) (Dy n , y n ), from which it follows that the operator inequality (2.28) is satisfied. The converse is also evident: estimate (2.26) follows from (2.28).
Subsequently most statements of the stability theory will be deduced from inequality (2.28) .
In this connection we shall need the following statements concerning the equivalence of the operator inequalities. We now prove two theorems about scheme (2.13) stability in the space H D , where D = A or D = B. These theorems were formulated and proved for the first time in the papers of A. A. Samarskii [26, 27] . is necessary and sufficient for the stability of scheme (2.13) in H A .
Proof. According to Theorem 2.2, the operator inequality (2.28) is necessary and sufficient for scheme (2.13) to be stable in H D . Let us demonstrate that under the conditions of Theorem 2.3 inequalities (2.29) and (2.28) are equivalent. Rewriting (2.28) 
we find the inequality AB
A.
exists. Therefore, it is possible to multiply the latter inequality on the left and simultaneously on the right by A . According to property 8 of operator inequalities, the last inequality is equivalent to (2.30).
Let us consider the so-called weighted scheme
where σ is a number. This is a special case of the two-level difference scheme (2.13), where B = I + στ A. The following theorem on the stability of the weighted scheme is the corollary of Theorem 2.3.
Theorem 2.5. Suppose σ is a real number, the operator A is self-adjoint, positive and n-independent. Then the difference scheme (2.32) to be stable in H A , the fulfillment of the operator inequality
is necessary and sufficient.
Symmetrizable difference schemes 3.1. Symmetrizable schemes
Let us recall some notions from linear algebra which will be necessary hereinafter. Let H be m-dimensional linear space and C : H → H is a linear operator in H. Suppose that c k are the eigenvalues of C and x k are the corresponding eigenvectors. The set of equations
can be written as one matrix equation
where
is a m × m matrix whose k-th column is the eigenvector x k , and Λ = diag (c 1 , c 2 , . . . , c m ) is a scalar matrix with the eigenvalues of C placed on the main diagonal. Since the set of eigenvectors may be linearly dependent, the matrix X, generally speaking, has no inverse. If the system of eigenvectors is linearly independent and thus constitutes the basis in H, then the matrix X is non-singular and equation (3.1) is equivalent to
Equality (3.2) means that the matrix C is similar to the scalar matrix Λ. Later on we shall consider the so-called symmetrizable operators.
Definition 3.1. The operator C : H → H is said to be symmetrizable if there exists an invertible operator K : H → H such that the operator
Equality (3.3) means that the operator C is similar to the self-adjoint operatorC, where similarity transformation is realized by the operator K.
The following statement contains symmetrizability criterion.
Proposition 3.1. The operator C : H → H is symmetrizable if and only if
1. All eigenvalues of C are real.
The set of eigenvector of C forms a basis in H.
We shall need one more criterion of symmetrizability not associated directly with the spectral properties of the operator C.
Proposition 3.2. The operator C : H → H is symmetrizable if and only if there exists a self-adjoint positive operator D : H → H such that the operator DC is self-adjoint.
Proof. Sufficiency. It follows from Definition 3.1 that (KCK
The latter equality can be written in the form
where D = K * K is a self-adjoint positive operator. Equality (3.5) means self-adjointness of the operator DC.
Necessity. Suppose that equality (3.5) is valid with some self-adjoint positive operator D. Then there exists an invertible operator L :
). As a result, equality (3.5) 
is a self-adjoint operator.
and represent it in the form
is a transition operator. A is symmetrizable.
In terms of the operators A and B the second symmetrizability criterion (see Proposition 3.2) can be formulated as follows. Let us give a typical example of a symmetrizable difference scheme. Consider the abstract weighted scheme
where σ is a number and A : H → H. The following Lemma is valid for an arbitrary difference scheme, not only for a symmetrizable one. Proof. According to Theorem 2.2, if a scheme is H D -stable, then the operator inequality (2.28) is fulfilled. Let s is any eigenvalue of the operator S and x is the corresponding eigenvector. For this vector Sx = sx, and according to (2.28) , the inequality (Dx, x) (S * DSx, x) is fulfilled, from where we find (Dx, x) (DSx, Sx) and (Dx, x) (Dsx, sx) = |s| 2 (Dx, x). Since x = 0, we get (Dx, x) > 0, and from the previous inequality it follows that |s| 2 1. 
Proof. Necessity. According to Lemma 3.1, stability implies that all eigenvalues of the transition operator S do not exceed 1 in module. The same is valid for the similar operatorS. We get −1 It is necessary to emphasize the important difference between the criterion of Theorem 3.1 and the previously formulated stability conditions. In theorems 2.3 and 2.4, the necessary and sufficient stability conditions were formulated for a fixed norm operator D. It was not known whether or not the scheme under these conditions is stable in some different norm. At the same time Theorem 3.1 gives the stability conditions that cannot be weakened by the norm choice. It will be recalled that this theorem has been proved under an additional assumption that the difference scheme is symmetrizable.
Remark 3.1. Inequality (3.11) is equivalent to inequality
A 2D, (3.13) where
In the next theorem an analogous criterion is formulated in terms of the operators A and B. . Finally, passing to inverse operators (see property 8 of operator inequalities), we get (3.14).
Let us consider the weighted scheme (3.10) . It was demonstrated in Proposition 3.5, that this scheme is symmetrizable. Let us now formulate the stability criterion of scheme (3.10). is necessary and sufficient.
Proof. Let us prove once more that scheme (3.10) is symmetrizable. The transition operator
A is self-adjoint. Moreover, for any self-adjoint positive operator D, commutative with operator
A,
A, 
Difference schemes with operator weight multiplier
The difference scheme
where A and σ are linear operators in H, is called difference scheme with operator weight multiplier. The scheme has the canonical form (3.6), where
Note that B is not, generally speaking, a self-adjoint operator, even if A and σ are self-adjoint operators. Indeed, the condition B * = B is equivalent to the commutativity of A and σ. Let us demonstrate now that under certain conditions scheme (3.17) is symmetrizable. It will be recalled that symmetrizability means the existence of an invertible operator K such that
is a self-adjoint operator. Substituting here B = I + τ σA, we arrive at the condition
which is always true. 
In our case we haveS = BSB −1
, i.e.,S = I − τ C, where
. From here we obtain thatS where µ min = σ min − 0.5. Let us estimate (Ay, y) from below through Ay
Hence, for any y ∈ H the following inequality is valid:
From (3.31) and (3.32) we deduce
Thus, condition (3.29) implies inequality (3.30), as was to be proved.
Difference schemes with variable weights for the heat conduction equation
The typical field of application of the stability theory of symmetrizable difference schemes is schemes with variable weights where A is the operator of the second difference derivative 36) and the operator σ is defined according to (3.34) . Let us apply Theorem 3.5 to scheme (3.35), (3.36) . In this case A is a positive operator, and
The operator σ is represented by a diagonal matrix, hence its minimal eigenvalue is σ min = min Let us show how the second difference derivative operator (3.36) can be given as the expansion of (3.40) .
For this purpose, it is necessary to define the spaces H and T that are not subjected to any boundary conditions. Note that dim H = N − 1, and dim H 1 = N . Besides, we introduce the scalar products
Then after easy calculations we find that the operator L * can be determined as follows: 
It follows from condition (3.45) that the inequality
is true, where
Consequently, the spectrum of C contains only two points, namely λ = 0 and λ = which, according to Theorem 3.6, is responsible for the stability of scheme (3.33) . Here
, and the operators L and L * are defined by (3.41) and (3.42). In the difference form the operator Q is defined as follows:
Therefore, the matrix Q = (q ij ) is a tridiagonal symmetric matrix of order N with elements
on the main diagonal and with elements
(3.53)
on the secondary diagonals. From Theorem 3.6 the next theorem concerning the necessary and sufficient stability conditions of scheme (3.33) with variable weight multipliers follows. 
Let us formulate the useful sufficient stability conditions following from Theorem 3.7.
Theorem 3.8. Suppose that the inequalities
Proof. According to the Gersgorin's theorem (see, e.g., [18] ), for non-negativity of all eigenvalues of Q it is sufficient to require
From here, by virtue of the equivalence of inequality |x 1 | + |x 2 | a for real x 1 and x 2 to the set of two inequalities
we obtain the conditions formulated above.
Stability criterion of the scheme with variable weight multipliers
It is useful to note that the matrix Q defined by (3.49), in the case of scheme (3.33) can be represented in the form
where I is an identity matrix of order
and M is a symmetric tridiagonal matrix independent of τ and h, which is defined only by the weight multipliers. The elements m ij of the matrix M are given as follows:
The stability investigation of scheme (3.33) with variable weight multipliers is reduced, according to Theorem 3.7, to the finding of the minimal eigenvalue q min of the problem Qv = qv (3.56) and the sign testing of q min : the scheme is stable if q min 0 otherwise it is unstable. Since Q = I + γM , the equalities q k = 1 + γm k are hold, where m k and q k are k-th eigenvalues of the matrices M and Q respectively. Therefore, it is necessary to solve the difference eigenvalue problem
Taking into account the form of the matrix M (see (3.55)), the eigenvalue problem under consideration can be written explicitly as follows: 
in H. The second criterion, which is equivalent to the first one, is given by the inequality , we arrive at the equivalent inequalitỹ
Consequently, all eigenvalues of the self-adjoint operatorP are nonnegative. Note that the spectra of the operatorsP and R coincide. Indeed, the operatorP and R are similar since the identity A
is fulfilled. Hence, the operator R has the same eigenvalues as that operatorP . 
Besides, we have R = I + τ Aµ=I + γM , where the operator M is defined as follows:
Therefore, it is necessary to solve the following eigenvalue problem:
Only in special cases it is possible to find the solution of (3.65) in analytical form. Let us consider one of such cases. Suppose that
We shall call scheme (3.33) with such a distribution of {σ i } the scheme with alternating weight multipliers. For such a scheme problem (3.65) takes the form 
To find this minimum, it is necessary to consider various cases of µ 1 and µ 2 . Suppose first that µ 1 µ 2 = 0. Then m
1 . The following lemma is a corollary of Lemma 3.6.
Here m
3. The minimal eigenvalue of the stability matrix (3.52) is equal to q min = 1+γ min
Let us formulate now the stability criterion of the scheme with alternating weight multipliers 
Conversely, if at least one of the group of inequality (3.74), (3.75) is valid, then the scheme (3.72), (3.73) is H A 2 -stable.
The proof follows immediately from Theorem 3.7 and Lemma 3.7. 
Stability boundaries of difference schemes with variable weights 4.1. The stability boundary and its properties
We shall consider multi-parameter difference schemes for the heat conduction equation
Let us replace the original problem by a difference scheme with variable weights
on a uniform grid with a time-step τ and a space-step h. Here σ i are weight multipliers.
It is wellknown that in the case of constant weight multipliers, i.e., when σ i = σ, i = 1, 2, . . . , N − 1, the stability criterion has the form of the inequality
where λ max = 4 h 2 cos 2 πh 2 is the maximal eigenvalue of the operator of the second difference derivative. Therefore, for σ < 0.5 there exists a stability boundary, i.e., such a critical value of γ equal to
that the scheme is stable at 0 < γ γ 0 (N, σ) and unstable at γ > γ 0 (N, σ). If σ > 0.5, then the scheme is absolutely stable, i.e., stable at any γ > 0. In this case, the stability boundary does not exist. For h → 0 and γ = const from (4.2) we derive the limit inequality
In this case, the stability boundary takes the value
which is minimal among all values of (4.3). Thus, calculations on a fixed grid move the stability boundary to the right as compared to the limit stability boundary γ 0 (σ, ∞). The stability criterion for scheme (4.1) was obtained in Section 3. It was proved that scheme (4.1) is stable if and only if the minimal eigenvalue q min of the symmetric tridiagonal matrix Q with elements where I is the identity matrix of the order N and M is a symmetric tridiagonal matrix
The matrix M is completely defined by its order N and by the vector of weight multipliersσ = (σ i ) N ) be the minimal eigenvalue of matrix (4.7). Then the minimal eigenvalue of the matrix Q is equal to q = 1 + γµ. If µ 0, then q 1 and, consequently, scheme (4.1) is absolutely stable, i.e., the stability boundary does not exists. If µ is independent of γ and µ < 0, then the stability boundary γ 0 (σ, N ) exists, such that
In this case, scheme (4.1) is stable for all γ γ 0 and unstable for γ > γ 0 . Proof. Necessity. Suppose that the scheme has a finite stability boundary, i.e., there is a number γ 0 > 0 such that the scheme is unstable for γ > γ 0 . Let us prove by contradiction that σ i < 0.5 at least for one i. Presume that σ i 0.5 for i = 1, 2, . . . , N − 1. Then the sufficient stability conditions (see Theorem 3.8)
are fulfilled for all γ > 0, consequently, scheme (4.1) is absolutely stable. Such a contradiction proves necessity of requirement σ i < 0.5 at least for one i. The matrix M can be treated as a linear operator in H N defined as follows:
It is not difficult to prove that for arbitrary v ∈ H N the identity
is fulfilled. Suppose that σ i < 0.5 for some i. Setting
For this it follows that the minimal eigenvalue µ of M is negative. Under the condition of Theorem 4.1, the number µ does not depend on γ, therefore, 1 + γµ < 0 for γ > −1/µ. Hence, the stability boundary γ 0 = −1/µ exists. The stability boundary can only increase if all weight multipliers increase simultaneously or if individual multipliers increase whereas the other ones are fixed. More precisely, the following theorem on monotonicity of the stability boundary in the sense of each variable σ i is valid. 
Proof. It follows from identity (4.11) that the minimal eigenvalue µ of the matrix M , which is equal to Proof. The stability boundary of scheme (4.1) with the vector of weight multipliers
is determined by the matrix 15) obtained from the matrix M (see (3.55) ) by the corresponding renumbering of variables µ i . On the other hand, it is easy to see that the matrices M andM are related by the equalitȳ 16) where P is a backward identity matrix. Since P
−1
= P , the symmetric permutation of the rows and columns, realized by (4.16), leaves invariant the characteristic polynomial, i.e., det(M − λE) = det(M − λE). In particular, the minimal eigenvalue of the matrices M and M coincide, hence the stability boundaries of such schemes are equal among themselves.
The stability property of the scheme with a fixed vectorσ = (σ 1 , σ 2 , . . . , σ N −1 ) can be described to a certain extent by the N -dimensional vectorᾱ = (α 1 , α 2 , . . . , α N ) , where α i is equal to (within sign) the quantity of diagonal predominance in i-th row of the matrix M , namely
If M is a matrix with diagonal predominance (then α i 0, i = 1, 2, . . . , N ) then, as it follows from Gersgorin theorem, it is nonnegatively definite, hence the matrix Q = I + γM is positively definite, and scheme (4.1) is absolutely stable. But if there is at least one positive value of α i , then the scheme is conditionally stable and thus the stability boundary exists. The vectorᾱ defined by (4.17) gives an a priori characteristic of the stability boundary, which can be obtained before estimating the minimal eigenvalue of the matrix M .
Let the number N of grid points be fixed. We denote n = N −1. We shall consider further vectors of weight multipliers consisting only of 0 and 1. As is accepted in Boolean algebra (see, e.g., [38] Thus, the group G k extracts all difference schemes (4.1) containing no more than k explicit equations that appear in succession.
The calculations made show that to the vectors entering into the same group there correspond close stability boundaries. A marked change in the stability boundary take place on passing from one group to another. The stability boundary moves to the left as the group number increases.
So, for n = 9 and m = 4 there exist four groups of vectors of weight multipliers. The first group (containing 9 vectors) contains no successive zero values at all. The value of the stability boundary here is equal approximately to 1. The second group (39 vectors) contains vectors, having no more than 2 zero multipliers that appear in succession. The stability boundary in this group is equal to γ 0 ≈ 0.7. The third group (15 vectors) contains vectors with 3 successive zeros, here γ 0 ≈ 0.6. The last, 4-th group (3 vectors) contains vectors with clusters of 4 zeros, and here γ 0 ≈ 0.56. Table 1 contains representatives of all groups for n = 9 and m = 4. Table 1 . Stability boundaries of scheme (4.1).
Group vector of weight multipliers
The negative influence of zero clusters on stability can be explained by the worsening of the diagonal predominance properties in the corresponding matrix M . Within each group mentioned the following factors have a positive influence on stability: symmetry of the arrangement zero in the weight multipliers vector, the long distance of zero elements (especially of several zero appearing in succession) from the boundary of the vectorσ, and the increase in the distance between zero elements.
Optimization of weight multipliers vectors
As before, we shall consider the set B It is not difficult to derive the lower estimates of stability boundaries for schemes with optimal and minimizing vectors. Proof. Applying Gersgorin theorem to matrix (3.55), we get the following estimate of its minimal eigenvalue: µ min It is easy to understand the behavior of vectors from the group G m (group of the worst vectors). The first vector from G m , i.e., the vector with the best stability boundary, is the vector containing zeros in the middle. Each next vector corresponding to a smaller stability boundary is obtained from the previous one by displacing cluster of the whole zeros by 1 position to the left. As a result, we arrive at the minimizing vector (4.18). Table 2 presents, as an example, the group of the worst vectors for n = 9 and m = 4. Unfortunately, we fail to formulate a theoretically substantiated algorithm for constructing an optimal vector. It may be suggested that the optimal vector is either one of the symmetric vectors from the group G 1 or the vector closest to the symmetric one. Table 3 presents three best vectors for n = 9 and m = 4. Analogous data are given in Table 4 for n = 9 and m = 5. On the basis of the numerical results obtained it is possible to formulate the following recommendations for constructing the best vectorσ max for given m and n.
• Suppose G l is the first nonempty group of vectors fromB
For example, the vectorσ max = (011010110) with γ 0 = 1.117 belong to G 1 , and the vector σ max = (001000100) with γ 0 = 0.598 belong to G 2 . In the latter case the group G 1 is absent.
• If the group G l includes symmetric vectors, then the vectorσ max is symmetrical. Otherwise there is one symmetry violation in the middle of the vectorσ max .
For example,σ max = (01101110) for n = 8 and m = 3,σ max = (0101011010) for n = 10 and m = 5. Here symmetry violation took place in the underlined middle positions. Note that the group G 1 does not contain symmetrical vectors in the case where n is even and m is odd.
• Suppose that the first nonempty group G l contains no symmetrical vectors. Then it will be necessary to select all vectors from G l that differ from symmetric ones only by presence of the pair (01) in the middle of the vector, and construct symmetrized vectors obtained by rejecting the pair (01) in each selected vector. The optimal vector can be chosen from the obtained set of symmetric vectors by the rules formulated above.
One can see from the calculations carried out that the above rule for constructing the optimal vector admits exceptions and, therefore, it cannot be proved theoretically. However, an error in the optimal vector leads to a negligibly small error in the stability boundary.
Conclusions
Let us formulate the main conclusions about the stability of the difference scheme (4.1).
1. The sufficient stability conditions are formulated according to (4.9).
2. The scheme is absolutely stable if and only if σ i 0.5 for i = 1, 2, . . . , N − 1.
3. If σ i < 0.5 at least for one i, then the minimal eigenvalue µ of matrix (4.7) is negative.
In this case, the stability criterion is the inequality γ = τ /h 2 γ 0 = |µ| −1 . The number γ 0 is called the stability boundary of scheme (4.1).
4.
The stability boundary is a nondecreasing function with respect to each variable σ i .
5.
The stability boundary depends on the sequence order of components in the vectorσ.
Schemes with reciprocally conjugate weight multipliers vectors have the same stability boundary. The other permutations of weight multipliers lead to different stability boundaries.
6. The familyB n n−m of weight multipliers (n = N −1, see Section 4.3) generates difference schemes consisting of m explicit equations and n − m implicit backwards equations, which differs from one another in the way of its alternation. The stability condition of the difference scheme (4.1) withσ ∈B n n−m is defined mainly by the maximal number k of successive explicit equations. Namely, the larger the value of k the more stronger the restriction on γ. In particular, the most severe restriction is required for the stability of the scheme withσ = (00 . . . 01 . . . 1), where all m zeros are arranged together.
7. On the setB n n−m there exists a single vectorσ max , the so-called optimal vector, for which the value of the stability boundary is maximal. This vector is one of the vectors with a minimal number of null components that appear in succession. As a rule, the optimal vector is symmetric or the closest to a symmetric one. The stability conditions of the difference schemes (5.1) are formulated in the form of operator inequalities. In this section we shall study the family of the difference schemes (5.1) for which
where σ : H → H is the self-adjoint operator and I is the identity operator. It is well known that for self-adjoint positive operator the decomposition We shall call the operator Q defined by (5.5) the stability operator. Thus, if a particular difference scheme (5.1), (5.3) is specified, then its stability investigation reduces to the construction of factorization (5.4) and subsequent nonnegativity control of the stability operator.
In this section such an investigation has been carried out for a difference scheme with variable weight multipliers for the two-dimensional heat conduction equation. Namely, family (5.6) of difference schemes with weights approximating the first boundary problem in a rectangle for the two-dimensional heat conduction equation with constant coefficients is considered. The scheme is reduced to the canonical form (5.1), (5.3), and then the decomposition A = L * L is constructed, where L is a difference analog of the gradient operator, and L * is a difference analog of the divergence operator. We prove that the corresponding stability operator can be represented in the symmetric form Q = I +γ
, where γ and M are operators, acting in H, such that γ depends only on the grid steps, and the operator M depends only on the weight multipliers.
It is noted that the spectrum of the operator Q is a combination of 1 (multiple eigenvalue) and the spectrum of some not self-adjoint operatorQ acting in a space of a much smaller dimension than the dimension of H. By virtue of the self-adjointness of Q its nonnegativity is equivalent to the nonnegativity of its minimal eigenvalue or, which is the same, to the nonnegativity of the minimal eigenvalue of the operatorQ. In accordance with Theorem 5.1, the latter requirement is necessary and sufficient for the difference scheme under consideration to be stable.
In Section 5.2, a particular case of the weight multipliers distribution, the so-called chess distribution, for which the eigenvalue problemQy = qy can be solved analytically is considered.
We consider the first boundary problem for the heat conduction equation 
Denote by ω h the set of interior points of Ω h (when i = 1, 2, . . . , N 1 − 1, j = 1, 2, . . . , N 2 − 1), and by γ h the boundary of Ω h . So, γ h is a set of points Ω h belonging to Γ. Let us denote y n ij = y(x ij , t n ), where x ij ∈ Ω h and t n ∈ ω τ . For the differential problem formulated above we consider the multi-parameters family of difference schemes
Here σ ij denote the numerical multipliers, and Λ is a five-point difference Laplace operator, Λ = ∆ h =Λ 1 + Λ 2 , where
Let us write the difference scheme (5.6) in the canonical form (5.1), where y n = y(t n ) ∈ H are functions of the discrete argument t n = nτ with values in H, and A and B are the linear operators acting in H. In our case, H is a linear space of functions defined on Ω h and vanishing on γ h . The scalar product in H is given by the rule
The operator A and the operator multiplier σ are defined as A = −Λ 1 − Λ 2 , and
Therefore, the difference scheme (5.6) is a particular case of the scheme with an operator weight multiplier, which was studied in Section 3.
Let us denote µ ij = σ ij − 0.5 and introduce the operator µ : H → H as (µy) ij = µ ij y ij . It is well known (see, e.g., [29] ) that the operator A : H → H defined above is self-adjoint and positive. To use Theorem 5.1, it is necessary to construct the decomposition A = L *
L.
For this purpose along with the main grid space H, we introduce the space H 1 of functions defined on the grid
and vanishing at j = 0 and j = N 2 . Likewise, H 2 is the space of functions defined on the grid ω
2 ), i = 0, 1, . . . , N 1 , j = 1, 2, . . . , N 2 and vanishing for i = 0 and i = N 1 . Scalar products in H 1 and H 2 are introduced as
Denote by H the direct sum of H 1 
The operators L *
as an operator that each element y ∈ H associate with the vector
) ∈ H. (5.10)
From the above definitions it immediately follows that for the difference operator 
(5.11) Let the operators K : H → H and γ : H → H be defined as
2 and I l are identity operators in H l , l = 1, 2. It is easy to see that for scheme (5.6 ) the stability operator Q = I + τ LµL * can be represented in the form , K and µ. According to Theorem 5.1, for stability of scheme (5.6) the nonnegativity of the minimal eigenvalue of the matrix Q is necessary and sufficient.
Along with the matrix Q let us consider the square matrix , the spectrum of the matrix Q consists of the spectrum of the matrix Q and the eigenvalue 1 of multiplicity dim H − dim H = N 1 N 2 − 1 (see [18] ). Hence, the stability investigation is reduced now to the finding of the sign of the minimal eigenvalue of matrix (5.13), whose order is approximately twice less than the order of the matrix Q.
Let us write the eigenvalue problemQy = qy in the difference form
From the statements formulated above and Theorem 5.1 it follows 
holds for its solution.
The chess distribution of weight multipliers
Only in a few particular cases it is possible to evaluate the eigenvalues of problem (5.14) in explicit form. Let us consider one of such cases, where the whole set {σ ij } consists of two parameters alternating in a certain order. Represent the set ω h of inner grid points as a combination of two nonoverlapping subsets R and W , which are defined as follows. For a fixed point x ij ∈ ω h let us denote by P ij the five-point pattern {x ij , x i±1 j , x i j±1 } using in sampling the Laplace operator. Let P ij (so-called neighborhood of x ij ) is a set of nodes with indexes (i ± 1, j) and (i, j ± 1). We shall say that the subsets R and W form a chess partition of the grid Ω, if Ω = R ∪ W and for all x ij ∈ Ω the following condition is satisfied:
In other words, the central node x ij of the pattern and its neighborhood P ij should belong to different subsets for all nodes from ω h . Suppose now that R and W form a chess partition, and let 16) where σ 1 and σ 2 are prescribed constants. We shall call the grid function σ ij , introduced in such a way, the chess distribution of weight multipliers. In this case, the eigenvalue problem (5.14) reduces to the system of difference equations
where i = 1, 2, . . . ,
Let us solve the eigenvalue problem (5.17). By analogy with the one-dimensional case we shall look for the eigenvector y ij in the form 18) where the numerical multipliers α and β are unknown, and
Substituting (5.18) and (5.19) into equations (5.17), we find that the coefficients α and β should satisfy the system
The determinant of system (5.20) is equal to 0 if the eigenvalues of problem (5.17) satisfy the equation
From here we find the equation q
for the eigenvalues q = 1 + m of the matrix Q. Here
the numbers δ and ∆ are respectively the minimal and maximal eigenvalues of the five-point difference Laplace operator, namely
The identities
were used on passing from equation (5.22) to (5.23) .
Therefore, the stability investigation of the difference scheme (5.6), (5.16) is reduced to finding the conditions for roots of equations (5.23), (5.24) to be nonnegative for all λ ∈ [δ, ∆].
The following lemma is proved easily. Applying the criterion formulated above to equations (5.23), (5.24), we find that for nonnegativity of q 1 and q 2 at fixed λ it is necessary and sufficient that 
where 6. The stability boundary of the difference schemes for the twodimensional heat conduction equation
Formulation of the problem
We shall consider the difference schemes with variable weight multipliers
Here σ ij are numerical multipliers and Λ is the five-point difference Laplace operator, Λ=Λ 1 + Λ 2 , where
The difference scheme (6.1) has the canonical form
where the operator A is defined as A = −Λ 1 − Λ 2 , and B = I + τ σA. Operator weight multiplier σ is defined as follows:
A more detailed description of the grids Ω h , ω h and γ h as well as the reducing of (6.1) to the canonical form are formulated in Section 5.1 (see (5.6)).
Let us consider the problem on numerical construction of stability boundaries for the difference scheme (6.1). Equation (6.1) depends on two grid parameters, γ 1 = τ /h 2 1 and γ 2 = τ /h 2 2 , which determine, along with σ = (σ ij ), whether or not the difference scheme is stable. Let the set of weight multipliers be fixed. Hereinafter we suppose that the weight multipliers σ ij do not depend on γ 1 and γ 2 .
Let us adopt the following terminology. The difference scheme (6.1) is said to be stable at point (γ 1 , γ 2 ) of the γ 1 Oγ 2 -plane, if it is stable at these values of γ 1 and γ 2 . We shall always suppose that γ 1 0 and γ 2 0, i.e., restrict ourselves to the first quadrant of the γ 1 Oγ 2 -plane. Let us call the stability domain the set of all points in the first quadrant, where the scheme is stable. The other points of the first quadrant form the instability domain of scheme (6.1). By the stability boundary of the difference scheme (6.1) is meant the curve in the quadrant γ 1 0, γ 2 0, separating the stability and instability domains. The scheme is said to be absolutely stable if it is stable at all points (γ 1 , γ 2 ) of the first quadrant. Hence, for the absolutely stable difference scheme the stability boundary does not exist.
The numerical investigation of stability boundaries is based on the following stability criterion (see Theorem 3.4). 
Numerical construction of stability boundaries
The numerical method for constructing stability boundaries is based on the transition from Cartesian coordinates (γ 1 , γ 2 ) to polar ones (r, ϕ), and the searching for a stability boundary on the rays ϕ = const. Scheme (6.1) is reduced to form (6.2), where A = −Λ. It is well known (see, e.g., [29] ) that the matrix τ A is symmetric and positive definite. According to Theorem 6.1, scheme It is important to note that matrices A 1 and A 2 do not depend on the grid parameters γ 1 and γ 2 .
Setting γ 1 = r cos ϕ and γ 2 = r sin ϕ, we find from (6.4) that τ A = rA ϕ , where
Thus, the sought parameter r enters into the matrix τ A as a numerical multiplier, and the matrix A ϕ is r-independent. Note that the operator A ϕ differs from τ A only by the positive multiplier, consequently, A ϕ is a symmetrical positive definite matrix. The stability matrix P = (τ A) + (τ A)µ(τ A) can be written as P = rP ϕ , where
The search for the stability boundary is based on the properties of the matrix P ϕ , contained in Theorems 6.2-6.5. Proof. Indeed, if r = 0, then P = rP ϕ = 0 and, according to Theorem 6.1, scheme (6.1) is stable. If r > 0, then the inequalities P 0 and P ϕ 0 are equivalent.
Let us consider the generalized eigenvalue problem
A ϕ µA ϕ x = λA ϕ x.
(6.7)
It will be proved in the following theorem that the property of having a fixed sign for the eigenvalues of problem (6.7) does not depend on ϕ. Proof. Suppose that γ 1 and γ 2 are any positive numbers. Let us give the angle ϕ = arctg(γ 2 /γ 1 ) and consider the M ϕ defined by (6.8) . It follows from Theorem 6.3 that the minimal eigenvalue λ min (ϕ) of the matrix M ϕ is nonnegative. Then for arbitrary r > 0 all eigenvalues of the matrix I + rM ϕ are greater than or equal to 1, so the matrix inequality I + rM ϕ 0 is valid. It follows that A ϕ + rA ϕ µA ϕ 0, and, according to Theorem 6.2, scheme (6.1) is stable at the point (γ 1 , γ 2 ).
The following theorem reveals the coordinates of the point of the stability boundary lying on the ray γ 2 = γ 1 tg ϕ. and only this point belongs to the stability boundary of the difference scheme (6.1).
Corollary 6.1. If σ ij < 0.5 at least for one weight multiplier, then there exists the stability boundary r = r(ϕ) which is a one-valued functions of ϕ.
Therefore, to evaluate the stability boundary of scheme (6.1) in the case where at least one of the weight multipliers is less than 0.5, it is sufficient for each ϕ ∈ [0, π/2] to find the minimal eigenvalue λ min = λ min (ϕ) of problem (6.7) and set r = −1/λ min (ϕ), γ 1 = r cos ϕ, γ 2 = r sin ϕ.
For numerical construction, we introduce the grid in ϕ with nodes ϕ k and carry out calculations only in nodes. Note that such calculations can be realized independently for each ray ϕ k .
Results of numerical calculations
The numerical calculations performed have shown that, as a rule, the stability boundary slightly differs from the segment of some straight line determined by the parameters σ ij . This straight line intersects with the stability boundary at points (γ 10 , 0) and (0, γ 20 ) (see Fig. 1 ). We shall call such a line the base straight line, and the points (γ 10 , 0) and (0, γ 20 ) the supporting points.
It is convenient to characterize the stability boundary by three quantities, namely coordinates γ 10 and γ 20 of the supporting points and the function z(ϕ) representing the deviation of the stability boundary from the base straight line. The function z(ϕ) is defined as z(ϕ) = r A (ϕ) − r B (ϕ), where r A (ϕ) and r B (ϕ) are respectively the polar radii of point A of the stability boundary and the point B of the base straight line corresponding to the same polar angle ϕ (see Fig. 1 ). Tables 5-9 give the values of the supporting points γ 10 Below examples of stability boundaries are discussed for various sets of weight multipliers.
Example 6.1. Influence of the value of the weight multiplier. Table 5 shows the dependence of the stability boundary on change in the value of the weight multiplier at one grid point while the weight multipliers at other points are fixed. In the calculations performed, N 1 = 10, N 2 = 7. The matrix σ had elements σ ij = 1 for (i, j) = (3, 2), σ 32 = t, where the parameter t was varied from 0 to 0.5. We can see that with increasing t the values of γ 10 and γ 20 increase sharply, and the stability boundary moves farther and farther away from the base straight line. Table 6 gives the values of γ 10 , γ 20 and z = max and N 2 = 4. Note that an increase in N 1 and N 2 does not lead to an appreciable change in the stability boundaries. Indeed, Table 7 presents data for the distribution σ = (σ ij ) analogous to the distribution of the sixth column in Table 6 , but with a doubled number of points in each direction. Enclosed in brackets are refined, compared to Table 6 , values. As we can see, the values of γ 10 and z = max 0 k 10 z (ϕ(k)) remained almost unaltered. 1 1 1 1 1 1 1 1 0  1 1 1 1 1 1 1 1 0  1 1 1 1 1 1 1 1 0  1 1 1 1 1 1 1 1 0  1 1 1 1 1 1 1 1 0  1 1 1 1 1 1 1 1 0  1 1 1 1 1 1 1 1 
