In bottom-up energy models endogenous technical change is introduced by implementing technology learning rates, which specify the quantitative relationship between the cumulative experiences of the technology on the one hand and cost reductions on the other. The main purpose of this paper is to critically analyze the choice of modeling and estimation strategies in learning curve analyses of power generation costs. We identify and discuss a number of theoretical and econometric issues involved in the estimation of learning curves. These include the presence of omitted variable bias and simultaneity, but also methodological problems related to the operationalization of theoretical concepts (i.e., learning-bydoing) and the associated use of data. We illustrate the importance of these issues by employing panel data for wind power installations in four western European countries, which are used to compare the results from different learning curve model specifications. The results illustrate that the estimates of learning rates may differ significantly across different model specifications and econometric approaches. The paper ends by outlining a number of recommendations for energy model analysts, who need to select appropriate energy technology learning rates from the empirical literature, or who choose to perform the empirical work themselves. r
Introduction
The introduction of learning curves for different energy technologies (primarily bottomup) energy system models has become increasingly common. The basic idea is that investments in new renewable energy technologies are more expensive than those in old technologies, but the costs of the former can be assumed to decrease with increases in their market share so that at some point they will become a more attractive choice than the old technologies, which are (it is often argued) more mature and experience fewer potentials for cost reductions [1] . 1 Cost reductions are the result of learning-by-doing, i.e., performance improves as capacity and production expand. Learning curves are used to empirically quantify the impact of increased experience and learning on the cost of a given technology, and specify thus, for instance, the investment cost as a function of cumulative capacity. In this way one obtains an endogenous representation of technical change, and the implementation of learning curves in large-scale energy system models connects future cost developments to current investments in new technology in a way that the cost of the new technology will depend on earlier energy system developments. 2 The introduction of learning in energy models may have important implications for the timing and the cost of environmental policies. High learning rates for new vs. old technologies support early, upfront investment in new technologies to reap the economic benefits of technological learning, and they also imply that the gross costs of climate policy may be comparatively low (e.g., [9] ). Naturally, in the long-run differences in learning rates across technologies will also influence the mix of technologies in use. For instance, bottomup models of the power generation sector typically assume that learning rates for wind and solar power are higher than the corresponding rates for, say, coal and nuclear power. This means that-given the implementation of sufficient technology support policies-the generation share of the former can increase substantially over time even if their current costs are high. Rosendahl [10] even suggests that if learning rates differ across carbon dioxide reduction measures, carbon taxes should be differentiated according to these rates (at least as long as the learning effects possess public good features).
The above suggests that if energy models are to generate meaningful and policy-relevant results, reliable estimates of the learning rates are needed. However, it is probably fair to conclude that previous empirical studies of learning rates provide few uniform conclusions about the size of these rates. For instance, McDonald and Schrattenholzer [11] show that the learning rate for wind turbines range between 8% and 18% depending on study, and similar differences exist for other technologies. 3 Given this, the recent research on moving away from deterministic learning estimates to the introduction of uncertainties in the ARTICLE IN PRESS 1 Still, McVeigh et al. [2] show that even though the costs of renewable energy technologies in the past have fallen far beyond expectations, they have often failed to meet expectations with respect to market penetration. This suggests that the costs of the traditional power sources have fallen as well and apart from cost disadvantages there exist additional legislative and institutional obstacles to increased renewable energy diffusion. 2 The energy system models that incorporate learning-by-doing for energy technologies typically have a bottomup structure, i.e., optimization models in which different technological options are explicitly specified. See, for instance, Messner [3] , Mattsson and Wene [4] , Kouvaritakis et al. [5] , Barreto and Kypreos [6] , and the survey article by Berglund and So¨derholm [7] . Rasmussen [8] introduces learning-by-doing in a top-down (general equilibrium) model. 3 See also Ibenholt [12] , who analyzes the causes of variation in learning rate estimates for the wind power technology. distribution of future costs is welcome (e.g., [9] ). However, in spite of this there exists a need to provide reliable mean estimates of learning rates.
The main purpose of this paper is to survey and critically analyze the choice of modeling and estimation strategies in learning curve analyses of energy technology costs. We hypothesize that differences in learning rates for a given technology are not only due to the use of differing datasets (with different variable definitions covering various time periods), but arise also as a result of the use of different model specifications and econometric techniques. This hypothesis is tested by comparing the results from different model specifications using the same panel dataset of wind power investment costs across four European countries over the time period 1986-2000. We conclude that the estimation of learning curves involves a number of important econometric, methodological and economic-theoretical issues that only rarely are acknowledged in previous work. While the specification of learning curve models have been discussed also in previous work (e.g., [13, 14] ), this paper differs from these earlier studies in that we identify a number of issues at the start and systematically investigate the consequences of acknowledging or ignoring these in the empirical analysis. For this reason the majority of the model estimations discussed employs an identical dataset (see Section 3 for details).
The paper proceeds as follows. In Section 2, starting from the traditional learning curve specification we introduce the theoretical and econometric topics to be addressed. Section 3 presents the data to be used in the empirical part of the paper and outlines some important model estimation issues, while Section 4 presents and discusses the empirical estimation results from different learning curve specifications for the European wind power sector. Finally, Section 5 provides some concluding remarks and implications.
The economics and econometrics of learning curve analysis

The traditional learning curve model and associated econometric problems
The simplest and-in energy technology studies-most commonly used specification of the learning curve (e.g., [15] [16] [17] ) relates the cost of the technology to the cumulative capacity installed. For the wind power case the learning curve equation can be written as
where CC nt is the chosen level of total installed wind power capacity in country nðn ¼ 1; . . . ; NÞ for a given year tðt ¼ 1; . . . ; TÞ used here as a proxy for learning. 4 C nt represents the real engineering unit cost (per kW) of installing a windmill, i.e., all investment cost items, such as grid connection, foundations, and the cost of the turbine, and d 0 is the corresponding cost at unit cumulative capacity. By taking the logarithm of Eq. (1) one obtains a linear model, which can be estimated econometrically and an estimate of d L can be obtained. We have
where e nt is an additive disturbance term which is assumed to have a zero mean, constant variance, and to be independent and normally distributed. The learning-by-doing rate is ARTICLE IN PRESS 4 We assume here (fairly realistically) that the installed capacity equals the cumulative capacity (i.e., no windmills have been shut down during the time period under study).
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d L (where d L o0 implies positive learning), and it shows the percentage change in cost due to a doubling of cumulative capacity. For instance, a learning rate of 14% implies that the cost is reduced to 86% of its previous level after a doubling of cumulative capacity. With this particular specification one assumes that the learning rate is equally high in the N countries (although this assumption could easily be relaxed by either employing country-specific estimations or by introducing interactive slope-dummy variables for the learning parameter d L ). Given the scope of this paper-the comparison of different model specifications using the same dataset-we do not pay particular attention to the presence of country-specific learning rates (see, however, [13] ).
Recently researchers have extended this simple formulation of the learning curve by incorporating also, for instance, cumulative R&D expenses directed towards wind power (e.g., [5] ) or an R&D-based knowledge stock (e.g., [18, 19] ) as additional explanatory variables. These latter specifications are commonly known as two-factor learning curves, and they produce also an estimate of the so-called learning-by-searching rate, which shows the impact on costs of a doubling in the R&D-based variable. Incorporating such R&D-based measures into bottom-up energy models permits an analysis of the optimal allocation of R&D funds among competing technologies (e.g., [6] ). The two-factor learning curve equation can thus be written as
where K nt is the R&D-based knowledge stock (defined in Section 2.2). The above two approaches are the most commonly used in previous studies aiming at empirically assessing technology learning rates in the energy sector. We highlight four different issues that deserve attention when estimating learning curves using econometric techniques and that often are ignored in previous work. 5 The first issue deals with the choice of dataset and definitions. Even though one relies on one specific dataset there exists a need to check for the effect of removing single observations, especially outliers that may greatly influence the learning rate estimate. It may also be the case that the learning rate varies over different time periods (e.g., [15] ). In the empirical section we drop a few early observations and investigate how this affects the estimates of the learning rate. We also consider the impact of using different variable definitions. As has already been noted learning-by-searching can be captured by implementing different R&D-based variables. Similarly, as a proxy for learning-by-doing one can also use cumulative production or other activity variables (in replacement of cumulative capacity).
Second, we pay particular attention to the way in which technology learning is operationalized. The choice of cumulative capacity as an indicator of learning-by-doing is of course not devoid of problems. Since this variable typically shows a strong increasing trend over time one may ask the question if cumulative capacity really captures the specific impact of learning-by-doing activities, or if it is just captures a general (exogenously given) technical progress. A similar argument could be made for the R&D-based knowledge stock, which also tends to show a strong positive trend. One simple way of testing for this possibility is the inclusion of a time trend in the learning equation. The idea is that if the
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We do not attempt here to provide an entirely comprehensive analysis of all possible econometric issues involved in the estimation of learning curves. For instance, we neither discuss explicitly the problem of multicollinearity (i.e., the presence of linear relationships among explanatory variables), and nor autocorrelation (i.e., the situation in which the successive values of the disturbance term are dependent). Still, the null hypothesis of no autocorrelation has been tested for all model specifications. learning coefficients are indeed picking up the learning activity impacts they should remain statistically significant also after a time trend has been added to the model. This test is performed in other studies (e.g., [20, 21] ), and some of these show that the impact of cumulative capacity on costs are very sensitive to the inclusion of a time trend in the traditional learning curve model. In contrast to these earlier studies we introduce a time trend in a large number of model specifications, something that, for instance, permits us to also investigate the robustness of learning-by-searching rates.
The third issue recognizes that the model specified in Eq. (1) assumes that the cumulative wind capacity is an exogenous (independent) variable. A windmill is not necessarily built because it is cheap and efficient, but rather it becomes cheap because it is built and operated. However, one principal reason for why wind generators invest in new capacity is because learning activities and R&D measures have brought down the costs of generating wind electricity. This suggests that both innovation and diffusion ought to be viewed as endogenous, i.e., they are simultaneously determined and should not be analyzed in isolation. 6 Technically endogeneity implies that in the learning equation in Eq. (2) the regressor CC nt and the disturbance term e nt are negatively correlated. This means that estimation by ordinary least squares (OLS) would yield biased and inconsistent estimates of d L and thus of the learning-by-doing rate (e.g., [22] ). In order to choose between a model specification that permits simultaneity and one that does not, one can employ the so-called Hausman specification test ([23] ). If this test suggests that we should not reject the null hypothesis that ln CC nt is an exogenous variable in the learning equation, we can use instrumental variable techniques to correct for endogeneity. Specifically, we can regress ln CC nt on a set of variables considered exogenous to ln CC nt , and then employ the fitted values from this first regression as instruments in place of ln CC nt in Eqs. (2) and (3) . In this paper, we compare the results obtained by acknowledging endogeneity to those where simple OLS estimation procedures have been used.
Our final methodological issue concerns the presence of so-called omitted variable bias. From econometric theory we learn that if an independent variable whose true regression coefficient is nonzero is excluded from the model, the estimated values of all the regression coefficients will be biased unless the excluded variable is uncorrelated with every included variable [24] . In the case of the learning curve model this could be a real problem since costs clearly are influenced by other variables than cumulative capacity, most notably input prices and scale effects. 7 In order to illustrate the potential importance of this problem, it is useful to see how one can integrate technology learning into a coherent microeconomic framework. In Section 2.2, we therefore integrate the learning curve model in Eq. (3) with the Cobb-Douglas cost function. This permits us to identify under what conditions the traditional learning curve (as outlined in Eq. (1)) is consistent with standard assumptions in neoclassical cost theory, and analyze the impact of leaving out important explanatory variables (e.g., input prices, scale effects, etc.) in the learning models.
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6 See also So¨derholm and Klaassen [19] , who employ the same dataset as that employed here and develop a simultaneous diffusion-innovation model for European wind power. 7 In many learning curve studies model performance is only evaluated by checking the t-statistics for each coefficient and the values of the R 2 measures (e.g., [11] ). However, even if the R 2 is close to one (1) and all coefficients are statistically significant, omitted variable bias may still pose a problem.
Deriving the learning curve from a Cobb-Douglas cost function
We here follow Berndt [24] and Isoard and Soria [25] and derive the learning curve model from a Cobb-Douglas cost function. This means that for our purposes the current unit cost of wind power capacity in country n during time period t, C C nt , is specified as:
where
Q nt is the level of wind-generated electricity output, P nti are the prices ði ¼ 1; . . . ; MÞ, of the M inputs required to produce and operate wind turbines (e.g., labor, energy, materials etc.), and r is the returns-to-scale parameter which in turn equals the sum of the exponents so that
The constraint in Eq. (5) ensures that the cost function is homogenous of degree one in input prices. That is, for a given output level, the unit cost doubles if all input prices double. Finally, A nt reflect advances in the state of knowledge.
Following the learning curve literature we can now assume that the state of knowledge in country i at time period t depends on learning-by-doing effects as expressed by the cumulative installed capacity of windmills up to time period t, CC nt . However, we also build on Klaassen et al. [18] and extend this traditional learning curve concept by considering cumulative R&D expenses on wind energy in the model. Specifically, we acknowledge that R&D support adds to what might be referred to as the R&D-based 'knowledge stock', and this we define as
where K nt is the R&D-based knowledge stock in country n and time period t, RD t are the annual R&D expenditures, x is the number of years it takes before R&D expenditures add to the knowledge stock, and g is the annual depreciation rate of the knowledge stock ð0pgp1Þ. Thus, this formulation takes into account the notions that: (a) R&D support does not have an instantaneous effect on innovation, but will only lead to tangible results after some years time; and (b) knowledge depreciates in the sense that the effect of past R&D expenses gradually becomes outdated [26] . Due to limited data availability the analysis only makes use of data on public R&D support towards wind power. The introduction of private R&D in the learning is clearly an important task for future research efforts, but this represents also a methodological challenge since R&D activities undertaken by private firms normally are more applied (and are thus also associated with shorter time lags, x). However, with the inclusion of both private and public R&D knowledge stocks there would exist a clear risk of double-counting; public R&D support can be used to promote private companies to conduct applied research and run demonstration projects. Moreover, in the empirical analysis we employ own-country government R&D in the knowledge stock, and no account is thus taken of international knowledge spillovers although these could clearly prove important in practice. By drawing on the extended learning curve concept we can now define the state of knowledge as
where d L is the traditional learning-by-doing elasticity, and where we refer to d K as the learning-by-searching elasticity. Substituting Eq. (7) into Eq. (4) yields a modified version of the Cobb-Douglas cost function:
This indicates that there are two advantages of specifying a two-factor (rather than a single-factor) learning curve. First, public R&D support is clearly a policy relevant variable that influences innovation, and its impact can be empirically assessed. Second, the introduction of R&D expenditures also means that omitted variable bias becomes less of a problem (i.e., the variations in costs that are due to R&D support are not wrongly attributed to, for instance, learning-by-doing activities). The impacts of the three input prices can be captured by the use of the GDP deflator. By assuming that the shares of the inputs in production costs are the same as those used as weights in the computation of the GDP deflator, we can effectively remove the price terms from Eq. (8) by considering real (rather than current) unit costs of wind power capacity, C R nt [24] . We obtain
where k 0 is defined as in Eq. (8) . This shows thus that only in the case where the overall impact of the input prices can be assumed to be reflected in the GDP deflator we can remove price observations from the cost function without introducing omitted variable bias in the model. Moreover, by taking natural logarithms and introducing the following definitions:
we obtain an econometric specification of the Cobb-Douglas cost function in Eq. (9) so that
where b 0 , b 1 , b 2 and b 3 are parameters to be estimated. From the parameter estimates one can easily derive the returns-to-scale parameter, r, and the two learning curve elasticities,
Eq. (10) equals the two-factor learning curve specification in Eq. (3) with one important exception. In Eq. (10) we incorporate scale effects by including Q nt into the learning curve equation; only in the restrictive case of constant returns to scale (i.e., r ¼ 1 and b 3 ¼ 0), Eq. (10) collapses to Eq. (3), and no omitted variable bias in the latter model will be present. If not, however, the leaving out of scale effects will cause bias in the parameter estimates, and one can easily determine the direction if this bias. For instance, in the case of increasing returns to scale (i.e., r41 and b 3 o0), estimation of the learning curve in Eq. (3) yields a higher estimate of the learning rates than if one includes the output variable [24] . Similarly, if returns to scale are negative the learning rate estimates obtained by estimating Eq. (3) will be biased downwards. In the empirical section we therefore include current output as an explanatory variable and compare this to model specifications (implicitly) assuming constant returns to scale.
Finally, we also add a fourth independent variable to the learning equation in Eq. (10), namely the feed-in price, P F nt (and the corresponding coefficient, b 4 ). This is the price windmill owners receive for the wind power generated and it includes state price support (per kWh). This inclusion captures the following potentially important relationships. First, a high feed-in price will induce wind energy generators to use high-cost sites with, for instance, poor wind conditions or expensive grid connections. As a result the average investment cost in country n increases as the marginal revenue of producing wind generated electricity is raised. This corresponds to developments in the mining industry where a soar in mineral prices (ceteris paribus) induces high-cost mines to come into operation (e.g., [27] ). Second, if feed-in prices increase, and the competition with other energy sources thus becomes less intense, innovation activities aimed at reducing costs will be less attractive on the part of the windmill owner.
Data and model estimation issues
Data descriptive and sources
In this paper, we make use of and extend the dataset employed in Klaassen et al. [18] , who focus solely on technology learning in the wind power sectors in three European countries. We employ pooled annual time series data over four European countries: Denmark (1986-1999), Germany (1990 Germany ( -1999 , Spain (1990 Spain ( -1999 , and the United Kingdom (1991-2000) . Following the above, the data used to estimate the different learning curve models include: (a) the cumulative capacity of windmills (MW); (b) the feedin price for electricity produced by windmills (US cents per kWh); (d) windmill investment costs (US$ per kW); (e) public R&D support for wind energy (1000 US$); and windgenerated electricity production (Mtoe). All prices and costs have been deflated to 1998 prices. Data on wind-generated power generation and the cumulative capacity of windmills, respectively, are available from the International Energy Agency's (IEA) Electricity Information. The prices received by wind producers have been drawn from Ibenholt [12] (Denmark, Germany, and the UK), and for Spain from the National Energy Commission in Spain (www.cne.es).
The investment cost data used here represent averages of various projects (with the exception of the UK 1992 observation, which is only based on one project), and are drawn from ISET [28] , Durstewitz [29] and Milborrow [30] . In contrast to most other estimates of windmill investment costs our data cover all investment costs items such as grid connections, foundations, electrical connection and not only the costs of the wind turbine. This is important since the non-turbine part of the investment costs may amount to as much as 10-40% of the total [31, 32] .
Annual public wind R&D expenditure data from the International Energy Agency's online database (www.sourceoecd.org) were used to construct the knowledge stock variable. To pursue this assumptions are needed on the time lag between R&D expenditures and their addition to the knowledge stock as well as the depreciation rate of the knowledge stock. Klaassen et al. [18] survey previous studies, and based on these they suggest a time lag of 2 years and a depreciation rate of 3%. These are also the assumptions employed in this paper. The IEA provides public R&D data for wind power starting in 1974. In this year the respective national R&D expenses were virtually (but not entirely) zero. These low figures represent our initial conditions when constructing the R&D-based knowledge stock. For instance, the knowledge stock reported in 1990 for a specific country is a function of the cumulative R&D expenses during the time period 1974-1987 and with a depreciation rate of 3% attached to the stock.
Figs. 1-4 show the time development of some of the key variables used in the empirical analysis. The investment costs displayed in Fig. 1 illustrate that over the relevant time period costs for investing in new wind mills have almost halved, albeit not continuously. On average, costs have been lower in Denmark, especially if compared to those prevailing in the UK. The differences in cost levels across the four countries are not only related to country-specific factors, but also reflect differences in the average size of the wind turbines installed. Fig. 2 shows the development of wind power capacity over time. Denmark has since 1986 experienced a consistent increase in wind power capacity, but more recently the capacity developments in Germany and Spain have been significant as well. From 1994, German wind power capacity exceeded Danish capacity, and Germany is today the largest producer of wind electricity worldwide. The corresponding development in the UK was much more modest during the studied time period. Denmark over the time period and even more so in Germany. 8 The decline in the UK stock after 1997 reflects the effect of rather sharp reductions in R&D expenses during the early 1990s; the depletion effect of old knowledge overweighs the creation of the new knowledge created in the more recent years. In Spain, the public R&D expenses are comparatively low and the knowledge stock depicts a rather modest increase during the 1990s. Finally, Fig. 4 shows the development of the electricity prices received by wind producers in the respective It is worth noting, however, that public R&D expenses in Germany fell in the late 1990s, but due to the 3-year time lag imposed, this effect does not affect the knowledge stock displayed in Fig. 3. countries. The UK is the only country that-under the time period we study-relied on a so-called competitive bidding system (the Non-Fossil Fuel Obligation). 9 In this system calls for tenders are made at alternating intervals. Wind power is given a quota, and the providers of the lowest asking prices are given contracts, and the contract price received by all wind generators equals the bidding price of the marginal producer. In the fixed feed-in price systems prevailing in the other 3 countries (although with some variations) during the studied time period, a long-term minimum price is guaranteed ex ante for electricity obtained from wind power. Fig. 4 shows that with the exception of the UK the respective feed-in-prices have not changed much over time, but there is a declining trend in all countries since the mid-1990s. Among the 3 countries employing fixed feed-in tariffs Germany has generally had the highest levels and Spain the lowest.
ARTICLE IN PRESS
Econometric issues
In estimating the learning equation we have to consider how to pool the panel dataset. We assume that the learning curve equations have an additive error structure, and we decompose this the error term, e nt , into two components so that
where l n is the country-specific effects, while n nt is the remainder stochastic disturbance terms. The country-specific errors may be interpreted as unobserved fundamental differences in windmill investment costs across the 4 countries. These may include geographic differences such as wind conditions and institutional arrangements related to, for instance, territorial planning and permitting procedures. We assume that these . Prices received by wind power producers, US cents per kWh (1998 prices). 9 In 2002, the Non-Fossil Fuel Obligation was replaced by the so-called Renewable Obligation system, which is a tradable renewable certificate system. differences are fixed over time for a given country, and we can then eliminate the countryspecific components by introducing dummy variables for NÀ1 of the countries. This approach is referred to as the fixed-effects model and it overcomes the bias in the estimation results that can occur in the presence of unobserved country effects that are correlated with the regressors (e.g., [33] ). It implies that the parameter estimates will be based on the time-series variations in the data sample. The remaining disturbance term, n nt , is assumed to be normally distributed with zero mean and constant variance.
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As was noted above both underlying theory and intuition suggest that cumulative capacity (the learning-by-doing indicator) could be viewed as being endogenous. We also need to consider the possibility that the feed-in price is endogenous. The feed-in price is likely to be revised downwards as wind power investments costs fall, since it then is less need for policy support. In order to test for endogeneity, we employed the Hausman specification test ( [23] ), and in those cases where the test indicated endogeneity, this problem of simultaneity was solved by the use of instrumental variables (see further Section 4). All regressions were performed in the statistical software Limdep.
Empirical comparisons of learning curve specifications
The different specifications of the learning curve models to be compared empirically are presented in Table 1 . Models I-III all build on the traditional learning curve concept in which investment cost is explained by cumulative capacity, but they differ with respect to variable definitions and use of data sample. In model I, a traditional learning curve based on all annual observations is estimated, while in model II we estimate the same equation but after having removed all observations prior to 1992 (a total of 11 observations). It is not entirely clear whether to expect that the learning rates based on the full sample compared to the corresponding estimates for the more recent (and shorter) sample would differ. One reason, though, why one could expect to obtain lower learning rates for the full sample (including the early years) is that as a technology matures the degree of competition in the input factor markets becomes stronger and as a result prices fall (e.g., [15] ). Clearly this is a market power issue and not an innovation impact, but since we do not explicitly 
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VIII corrected for endogeneity in P F acknowledge input prices in our model specifications any observed cost decreases will be attributed to learning (rather than price) impacts. In model III, we use a different proxy for learning-by-doing and substitute cumulative wind production (ln CQ nt measured in MWh) for cumulative capacity (MW). Models IV-VIII are designed to consider various versions of omitted variable bias. In model IV we extend the traditional learning curve equation (model I) by incorporating also scale effects through the introduction of the contemporaneous wind generation level. 10 Models V and VI represent different versions of the two-factor learning curve, where model V uses cumulative R&D expenditures (ln RD nt ) with no account taken of knowledge depreciation and time lags, while model VI-following Klaassen et al. [18] and So¨derholm and Klaassen [19] -includes the R&D based knowledge stock (thus with time lags and depreciation included) (ln K nt ). These models permit the estimation of learning-bysearching rates. In models VII and VIII we extend this two-factor learning curve further by adding also scale effects (model VII) and the impact of policy through feed-in prices (model VIII).
In model specifications IX-XII, we acknowledge the fact that cumulative capacity and also the feed-in price can be considered endogenous and thus simultaneously determined with investment costs. The Hausman test suggested that for models I, VI and VII we could reject the null hypothesis that ln CC nt is an exogenous variable. For model VIII only ln P F nt was found to be endogenously determined. The simultaneity problem was solved using instrumental variables where ln CC nt and ln P F nt were regressed on a set of variables (first lag as well as contemporaneous values) considered exogenous (e.g., electricity prices, age structure of existing coal-fired power plants, coal prices, etc.). 11 The fitted values of ln CC nt (models IX-XII) and ln P F nt (model XII), respectively, were then employed in the different learning equations. Finally, as was noted above (Section 2.1), in all models I-XII we also include a simple time trend, T, to test the robustness of the learning parameters obtained.
The parameter estimation results for the different learning curve models with no time trend included are presented in Table 2 together with calculated learning-by-doing andwhere applicable-learning-by-searching rates. Overall all models display relatively good fits with R 2 -values ranging from 0.67 to 0.97. However, the estimated learning-by-doing rates and learning-by-searching rates vary considerably across the different specifications of the learning curve.
When comparing models I and II we note that the estimated learning-by-doing rate is substantially higher in the shorter (and more recent) time period. The choice of dataset appears to have a significant effect on the results, and as was noted above these results are consistent with the hypothesis that the suppliers of wind turbines have had significant market power during the early diffusion phase of the technology. This leads to limited reported cost reductions for the initiation phase, but as competition between suppliers intensify, input prices are (ceteris paribus) lowered. Employing an alternative proxy for learning-cumulative wind generation-produces a higher learning-by-doing rate (than in the case where learning is measured through cumulative capacity). Thus, overall the above
10
Clearly, this is a rather rough indicator of returns-to-scale effects, but the limited data availability has prevented us from including, for instance, the sizes of the turbines installed over the entire time period studied. 11 For the countries included in this study, coal is overall by far the most important fuel in existing power generation mixes, and wind power capacity will increase with higher coal prices. An increase in the coal price makes existing coal-fired capacity less valuable as it implies fewer incentives to extend the lives and increase the utilization of existing coal plants. 
.12** (À27.89) À0.12** (À20.16) À0.11** (À14.26) - results indicate that the relatively simplistic traditional learning curve equation is data and definition sensitive and that results from these types of estimations need to be interpreted with some care. Adding scale effects to the basic learning curve model, as in model IV, also significantly affects results. The parameter estimate for ln Q nt is statistically significant at the one percent level while the estimate for ln CC nt becomes statistically significant only at the 15% level. The negative sign of the coefficient for ln Q nt implies that wind power developments in the four countries are exhibiting increasing returns to scale. As was noted in the theoretical discussion, failing to account for this scale effect generates a positive bias in the learning rate estimate. Our results show that in the absence of a returns-to-scale parameter (model I) the learning-by-doing rate equals almost 5%, while it is only 1.8% when the scale effect is introduced (model IV).
The results of the two-factor learning curve estimations show that the choice of R&D measure marginally affects the learning-by-doing rate, which ranges from 3.0% to 3.8% in models V and VI. With respect to the learning-by-searching rates the model specification including the R&D-based knowledge stock, however, produces a more than twice as high estimate than the model including cumulative R&D expenses. Adding additional variables, as in models VII and VIII, also changes the results. Still, the ln Q nt parameters are statistically insignificant in both model VII and model VIII, indicating that scale economies do not significantly lower costs (and no bias in the results will appear from omitting scale effects). The ln P F nt parameter in model VIII is statistically significant and positive implying that an increase in the feed-in price will lead to higher (average) investment costs.
In the models where we corrected for endogeneity in ln CC nt , models IX-XI, it is first of all worth noting that the estimated learning-by-doing rates are very stable across specifications (they range from 7.6% to 7.8%), but they are substantially higher than those generated by the corresponding models assuming exogeneity in ln CC nt (i.e., models I, VI and VII). In contrast, the learning-by-searching rates become substantially lower and even negative. In model XII, we corrected for the endogeneity of the feed-in price variable. The results from this model are rather close to those obtained in model VIII (with exogenous feed-in prices); the learning-by-doing rates are 3.1% and 3.4%, respectively, while the corresponding learning-by-searching rates are 13.2% and 18.2%. It is difficult to conclude what causes these differences in results between model specifications, but it is clear that simultaneity should be carefully considered in estimating learning curves. Table 3 repeats the model estimations I-XII but with a simple time trend added to each of the regressions. We also introduce an additional model (model 0), in which (apart from the country intercepts) the time trend replaces ln CC nt (i.e., ln
The results from model 0 show that the time trend picks up a significant part of the variations in average investment costs (R 2 equals 0.68), and the estimated coefficient is highly statistically significant. This should not appear surprising since investment costs show a clear decreasing trend over time (Fig. 1) . The results also show that for the traditional learning curve estimations (with only cumulative capacity included), the inclusion of the time trend implies significantly different estimates of the learning-by-doing rate. For instance, in model I the learning-by-doing rate decreases from almost 5% to 3% as the time trend is added to the estimations, suggesting that in the absence of the time trend too much variation may be wrongly attributed to industry-specific learning-by-doing activities (rather than to exogenous technical progress). Nevertheless, in model I with a 
.11** (À16.48) À0.11** (À15.84) À0.11** (À13.37) - time trend added the learning-by-doing impact is (although lower) still present as the learning parameter is highly statistically significant. Interestingly, for all of the extended models IV-XII, the estimates of the learning-bydoing parameter appear fairly insensitive to the inclusion of a time trend. The biggest difference is found in model VI, in which, though, the learning-by-doing rate ''only'' becomes 1 percentage point lower when a time trend is added. In addition, in all but one case (model VII) the learning-by-doing parameter remains statistically significant. Instead we find that the learning-by-searching rates are very sensitive to the time trend test. All these rates actually become negative, and in neither of the relevant models we find a statistically significant learning-by-searching parameter. The time trend tends thus to pick up most of the variation previously ascribed to the R&D-based knowledge stock, implying that the learning-by-searching estimates presented in Table 2 must be interpreted with much care.
In sum, the above results illustrate that the empirical estimates of learning rates may differ significantly across different model specifications even though the same dataset is used. The learning-by-doing rates reported in Tables 2 and 3 range from virtually 0-8%. This range is overall quite significant. Learning rate estimates for other electric power technologies often range between 1% and 10% (e.g., [11] ), so for the future competitiveness of wind power it makes a huge difference whether the learning-by-doing impact on cost reduction is, say, 2% or 8%. This reinforces the importance of addressing the kind of empirical measurement problems analyzed in this paper.
Concluding remarks
The concept of technological learning has been widely used since its introduction in the economics literature [34] , and it has gained substantial empirical support in many applications. However, while the direction of the impact of learning on costs is undisputed it remains less than clear what the size of this effect is. With the increased use of bottom-up energy models with endogenous learning it is becoming important for energy scenario analysis to get hold of reliable technology learning rates. In order to estimate learning rates we need to employ econometric methods and in this paper we have discussed and analyzed a number of important-but often neglected-econometric and theoretical issues in the empirical assessment of learning rates. The empirical analysis of learning effects in the European wind power sector illustrates that estimates of learning rates may differ significantly depending on whether or not one acknowledges these issues in the econometric models, and the reported differences are high enough to have a significant impact on optimal technology choices in the electric power sector.
From the analysis in this paper it is possible to point at some general guidelines for energy analysts who need to select empirical estimates of learning rates from the empirical literature and/or who plan to estimate these themselves. First, it is important to perform some type of sensitivity analysis by, for instance, considering: (a) the impact of removing some observations from the data sample; and (b) different variable definitions. This also means that if one is to rely on previous empirical learning curve studies, it probably makes most sense to consider the results from several such studies and to make some informed judgment about the mean estimate rather than to rely on the results from one single study. It must also be emphasized that the choice of learning rate estimates as inputs in large-scale energy system models will depend on the research question posed. For instance, if energy technology choices and mixes represent the main outcome of the research endeavor, relative learning estimates matter. It then becomes important to investigate differences in learning rates across different technologies, and test whether these differences remain stable with the use of different model specifications and data. On the other hand, absolute estimates of learning rates become particularly important if the research task is to assess the gross cost to the economy of, for instance, the introduction of carbon dioxide emission constraints.
Second, the problem of omitted variable bias needs to be taken seriously, not only in own econometric analyses of learning curves but also in considering other's work. Scale effects should be tested for, and when relying on previous studies any evidence on scale effects should be considered when selecting learning rates. For instance, a learning curve analysis of nuclear power failing to incorporate scale effects would, ceteris paribus, result in a positive bias of the learning rate. That is, by not incorporating the likely positive returns to scale in nuclear power generation a too large part of the cost reductions would be wrongly attributed to learning effects. Similarly, it must also be assessed whether input prices have played an essential role in affecting the cost structure of the specific technology over the time period under study. Moreover, it is equally important to consider the policy impacts on innovation. The learning curve literature recognizes that policy support in the form of investment grants and feed-in tariffs is necessary to encourage technology diffusion and thus learning-by-doing. Still, the measures implemented to bring about diffusion may in them-selves affect the incentives to undertake earning activities. For instance, fixed feed-in tariffs for wind power (such as those found in Germany and Spain) may discourage competition among various renewable energy sources and therefore deter innovation; they also tend to promote the diffusion of wind mils at high-cost sites. This notion parallels the so-called Lucas critique as it is outlined in the macroeconomics literature. Lucas [35] points out that it may be a bad practice for analysts to use an estimated econometric model found suitable for one time period when attempting to predict what will happen in another period but under a different set of policy rules. Most previous learning curve studies build on the presumption that the structure of the model employed is unaffected by any policy changes over the time period considered.
Third, the issue of simultaneity in the technology learning rate estimations addresses the fact that diffusion and innovation are not independent variables. This could (and should) be tested for with the help of appropriate statistical tests. The issue of simultaneity also raises the more fundamental question of what are the most appropriate causal relationships to consider when analyzing R&D efforts, innovation and technology diffusion. The economics literature on technological change and innovation provides some guidelines but much remains to be done before we can claim to have a more detailed understanding of the technology learning process.
Finally, the time trend test illustrated above should represent an important part of the assessment of the robustness of the estimations performed. Learning curve studies for renewable energy technologies must-more or less by definition-rely on time-series data, and these data typically show a strong upward or downward trend, making it difficult to distinguish between endogenous learning activities on the one hand and exogenous technical progress on the other. Overall this also emphasizes the need for more detailed studies of the sources of technical change and learning in the renewable energy sector.
