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We present a simple interpolation formula for the rate of an electron transfer reaction as a function of the
electronic coupling strength. The formula only requires the calculation of Fermi Golden Rule and Born-
Oppenheimer rates and so can be combined with any methods that are able to calculate these rates. We first
demonstrate the accuracy of the formula by applying it to a one dimensional scattering problem for which the
exact quantum mechanical, Fermi Golden Rule, and Born-Oppenheimer rates are readily calculated. We then
describe how the formula can be combined with the Wolynes theory approximation to the Golden Rule rate,
and the ring polymer molecular dynamics (RPMD) approximation to the Born-Oppenheimer rate, and used to
capture the effects of nuclear tunnelling, zero point energy, and solvent friction on condensed phase electron
transfer reactions. Comparison with exact hierarchical equations of motion (HEOM) results for a demanding set
of spin-boson models shows that the interpolation formula has an error comparable to that of RPMD rate theory
in the adiabatic limit, and that of Wolynes theory in non-adiabatic limit, and is therefore as accurate as any
method could possibly be that attempts to generalise these methods to arbitrary electronic coupling strengths.
I. INTRODUCTION
There has been a steady development of imaginary time
path integral methods for including the effects of nuclear tun-
nelling and zero point energy on the rates of electronically
adiabatic chemical reactions. The earliest was the thermal in-
stanton approximation introduced by Miller in 1975, which
uses a single imaginary time trajectory to capture the effect
of nuclear tunnelling.1 Although this approximation can be
very accurate, it is only applicable to problems in which the
rate is dominated by a single tunnelling path.2–4 It cannot be
used for reactions in solution, in which the configuration space
of the solvent leads to multiple contributing tunnelling paths.
In order to overcome this problem, methods which use sta-
tistical sampling of imaginary time paths are required. The
earliest such methods were quantum mechanical generalisa-
tions of transition state theory, such as centroid density quan-
tum transition state theory (QTST)5 and the quantum instan-
ton model.6,7 While these methods can be applied to reactions
in solution, they rely on the specification of a transition state
dividing surface, a poor choice of which can lead to a signif-
icant overestimation of the rate constant. This final difficulty
was overcome with the introduction of ring polymer molec-
ular dynamics8 (RPMD) reaction rate theory,9,10 which con-
tains a dynamical correction to QTST and gives a rate that
is rigorously independent of the choice of dividing surface.
There is now ample evidence that RPMD rate theory has ef-
fectively solved the problem of estimating quantum mechani-
cal reaction rates in complex systems,11–13 provided the Born-
Oppenheimer approximation is valid.
For reactions that involve transitions from one electronic
state to another, such as electron transfer and proton-coupled
electron transfer reactions, the Born-Oppenheimer approxi-
mation cannot be made. The most widely used method for
understanding these reactions is Marcus theory,14 which as-
sumes the reaction is in the non-adiabatic (Fermi Golden
Rule) limit and that the nuclei can be treated classically with
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harmonic free energy surfaces. As in the adiabatic case, one
can go beyond the classical Marcus treatment by using instan-
ton approaches15,16 and path integral sampling methods17,18
to include quantum mechanical effects in the nuclear motion.
And again as in the adiabatic case, one needs to use a path
integral sampling method to compute the rate in a complex
system such as a liquid, in which there can be many contribut-
ing tunnelling paths. The earliest such method was Wolynes
theory.17 This is based on a steepest descent approximation
to the time integral of a reactive flux autocorrelation function
in the non-adiabatic limit, which leads to a simple imaginary
time path integral expression for the rate constant that can
readily be applied to electron transfer reactions in complex
systems.19–21
Appropriate computational methods therefore exist for cal-
culating chemical reaction rates in both the adiabatic and non-
adiabatic limits. However, many real systems are not fully in
either of these limits. Sometimes this is because the separa-
tion between the adiabats is neither perturbatively small, nor is
it large enough that the Born-Oppenheimer approximation is
valid. In the case of electron transfer, it is well known that sol-
vent friction can drive a reaction away from the non-adiabatic
limit even when the electronic coupling is very small.22–26
There exist several analytical theories that are able to describe
the transition from non-adiabatic to adiabatic behaviour. For
example, Zusman theory22 extends Marcus theory14 to sys-
tems with strong solvent friction. However, there currently
exists no generally applicable and reliable simulation method
that can be used to calculate electron transfer rates for arbitrar-
ily complex systems between the adiabatic and non-adiabatic
limits, and that also includes the effects of zero point energy
and tunnelling.
Because of the success of RPMD in the adiabatic limit,
there have been several attempts to generalise it to treat non-
adiabatic systems.27–35 However each of these has its issues.
For example, kinetically constrained RPMD,31,32 which in-
troduces a dynamical electronic variable and a corresponding
system-dependent electronic mass parameter, has been shown
to be quantitatively inaccurate in the non-adiabatic limit for a
series of relatively simple spin-boson models.32 (Despite this,
it has been successfully applied to a study of electron trans-
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2fer in a protein environment, where it was used to reveal an
unexpected reaction mechanism.36) Non-adiabatic RPMD,28
which is based on the well-known (Meyer-Miller,37 Stock-
Thoss38) classical electron mapping approach, does not cor-
rectly preserve the quantum mechanical Boltzmann distribu-
tion. Mapping variable RPMD29 is a modified version of non-
adiabatic RPMD which does preserve the quantum Boltzmann
distribution, but it suffers from a pathological sign problem
that arises from a cancellation between positively and nega-
tively weighted regions of the ring polymer phase space. Stan-
dard Born-Oppenheimer RPMD rate theory can be applied
to some electron transfer reactions by explicitly including an
electron as a distinguishable particle, but this is limited to sys-
tems for which using a one electron pseudo-potential is a valid
approximation.39,40 Similar objections can be raised to all of
the other methods that have been suggested so far to extend
RPMD to electronically non-adiabatic reactions,27–34 none of
which is entirely satisfactory.
Here we suggest a simple method for including nuclear
quantum effects in the calculation of electron transfer rates
between the adiabatic and non-adiabatic limits that avoids
the need to find a non-adiabatic generalisation of RPMD. In
particular, we show how one can perform separate Golden
Rule and Born-Oppenheimer simulations and then interpo-
late between their results to calculate the electron transfer rate
for an arbitrary electronic coupling strength. Since there al-
ready exist well established methods for calculating the Born-
Oppenheimer and Golden Rule rates, the method we are sug-
gesting is immediately applicable to realistic simulations of
condensed phase electron transfer reactions. Furthermore, we
shall show that using the interpolation formula gives an error
comparable to that of RPMD rate theory in the adiabatic limit,
and Wolynes theory in the non-adiabatic limit, and is there-
fore as good as one could possibly hope to do by generalising
RPMD to treat non-adiabatic reactions. Our interpolation for-
mula is closely related to earlier expressions for the rate in
high-temperature limit of the spin-boson model,22–26,41–45 in
particular to expressions based on Padé resummations of the
perturbative series in the electronic coupling strength. And as
we shall show in Section III, it reduces to a known analytical
result, the Zusman equation,22 in the appropriate limit.
Section II summarises electron transfer rate theory and de-
scribes how Wolynes theory can be used to calculate the
Golden Rule rate, and RPMD reaction rate theory the Born-
Oppenheimer rate, for a typical condensed phase electron
transfer reaction. Section III introduces our new formula for
interpolating between the results of these calculations to ob-
tain an expression for the electron transfer rate at intermediate
electronic coupling strengths, and highlights some of its prop-
erties. Section IV investigates the accuracy of the interpo-
lation formula for a simple one-dimensional scattering prob-
lem for which the exact quantum mechanical, Golden Rule,
and Born-Oppenheimer rates are straightforward to calculate.
Section V combines the formula with the RPMD approxi-
mation to the Born-Oppenheimer rate and the Wolynes the-
ory approximation to the Golden Rule rate and applies it to
the spin-boson model in a demanding set of regimes – with
small and large nuclear quantum effects, low and high elec-
tronic coupling strengths, weak and strong solvent frictions,
and two very different thermodynamic driving forces. The
results are shown to agree well with exact quantum mechan-
ical rate constants obtained using the hierarchical equations
of motion (HEOM) method46–52 in all of these regimes. Sec-
tion VI concludes the paper, leaving an appendix to describe
an efficient implementation of RPMD for system-bath prob-
lems such as the spin-boson model considered in Section V.
II. THEORETICAL BACKGROUND
A. Electron transfer rates
The Hamiltonian for a condensed phase electron transfer
reaction can be written in the diabatic representation as
Hˆ = Hˆ0 |0〉〈0|+ Hˆ1 |1〉〈1|+∆(|0〉〈1|+ |1〉〈0|), (1)
where
Hˆi =
f
∑
ν=1
pˆ2ν
2mν
+Vi(qˆ). (2)
Here Hˆi is the nuclear Hamiltonian on state i with dia-
batic potential Vi(q), and ∆ is the diabatic electronic cou-
pling, which we shall take here to be a constant (the Condon
approximation).53
The exact quantum mechanical rate of transfer from state
|0〉 to state |1〉 can be obtained by considering how the popu-
lations of the two states return to equilibrium when the system
is prepared on state |0〉 with the initial density operator
ρˆ(0) =
1
βQr
∫ β
0
dλ e−(β−λ )Hˆ Pˆr e−λ Hˆ , (3)
where Pˆr = |0〉〈0| is the projection operator onto the reactant
state, Qr is the reactant partition function
Qr = Tr
[
e−β Hˆ Pˆr
]
, (4)
and β = 1/kBT . Provided the dynamics of the electron
transfer is such that a kinetic description is valid, the time-
dependent populations of the two states
Ps(t) = Tr
[
ρˆ(0)Pˆs(t)
]
, (5)
where
Pˆs(t) = e+iHˆt/h¯Pˆs e−iHˆt/h¯ (6)
with s = r and p and Pˆp = |1〉〈1|, will eventually settle down
to satisfy the kinetic equations
P˙r(t) =−kPr(t)+ k′Pp(t), (7)
P˙p(t) =−k′Pp(t)+ kPr(t), (8)
3in which k and k′ are the forward and backward electron trans-
fer rate constants. Using the fact that Pr(t)+Pp(t) = 1 in these
equations gives
P˙p(t) = k− (k+ k′)Pp(t) = (k+ k′)(
〈
Pp
〉−Pp(t)) (9)
and therefore54
k = lim
t→∞
P˙p(t)
1−Pp(t)/
〈
Pp
〉 , (10)
where (by detailed balance)
〈
Pp
〉
= lim
t→∞Pp(t) =
Tr
[
e−β Hˆ Pˆp
]
Tr
[
e−β Hˆ
] (11)
is the thermal equilibrium population of the product state and
we have introduced the limit as t→ ∞ in Eq. (10) to stress
that the kinetic description only becomes appropriate after an
initial transient period. (As t → ∞, both the numerator and
denominator of Eq. (10) tend to zero, but their ratio remains
finite and tends to k.)
Combining Eqs. (3), (5), and (6), one finds that the numer-
ator of Eq. (10) can be re-written as
P˙p(t) =
c˜ f s(t)
Qr
(12)
where
c˜ f s(t) =
1
β
∫ β
0
dλ Tr
[
e−(β−λ )Hˆ Fˆp e−λ Hˆ Pˆp(t)
]
(13)
is a Kubo-transformed55 flux-side correlation function, with
Fˆp =− ih¯
[
Hˆ, Pˆr
]
=+
i
h¯
[
Hˆ, Pˆp
]
=
i∆
h¯
(|0〉〈1|− |1〉〈0|) . (14)
This makes a connection with the original linear response the-
ory derivation of the forward quantum mechanical rate con-
stant by Yamamoto,56 who argued that Eq. (10) can often be
replaced to a good approximation by
k ' c˜ f s(tp)
Qr
(15)
for some appropriate “plateau time” tp. This plateau time is
supposed to be sufficiently short that very little population
has been transferred to the product state (Pp(tp)
〈
Pp
〉
), and
yet sufficiently long that the population dynamics has settled
down to conform to the kinetic behaviour in Eqs. (7) and (8).
Clearly, therefore, Eq. (15) rests on a separation of time scales,
and it will be most accurate for slow electron transfer reac-
tions. In fact, Eq. (15) becomes exact in the non-adiabatic
(∆→ 0) limit that we shall discuss next, even as tp→ ∞ (the
two limits being taken in such a way that ∆2tp → 0). How-
ever, away from the non-adiabatic limit, Eq. (15) only pro-
vides an approximation to the electron transfer rate, whereas
Eq. (10) remains exact. We shall therefore return to Eq. (10)
in Sec. II.C.
B. Wolynes theory
As we have just discussed, the forward electron transfer rate
in the non-adiabatic (∆→ 0) limit can be calculated as
k = lim
tp→∞
c˜ f s(tp)
Qr
, (16)
or equivalently as
k =
1
2Qr
∫ ∞
−∞
c˜ f f (t)dt, (17)
where
c˜ f f (t) =
1
β
∫ β
0
dλ Tr
[
e−(β−λ )Hˆ Fˆp e−λ Hˆ Fˆp(t)
]
(18)
is a flux-flux correlation function.57 In fact, the time integral
(from −∞ to ∞) of the trace in this expression can be shown
to be independent of λ , and so we can equally well write
k =
1
2Qr
∫ ∞
−∞
Tr
[
e−(β−λ )Hˆ Fˆp e−λ Hˆ Fˆp(t)
]
dt, (19)
for any value of λ in the range 0≤ λ ≤ β . If we now use the
expression for Fˆp in Eq. (14), and retain just the two leading
contributions of O(∆2), we find (after a little algebra) that this
reduces to the Fermi Golden Rule approximation to the rate
constant17,26
kGR=
∆2
h¯2Qr
∫ ∞
−∞
tr
[
e−(β−λ )Hˆ0e−iHˆ0t/h¯e−λ Hˆ1e+iHˆ1t/h¯
]
dt, (20)
in which the reactant partition function can now be written as
Qr = tr
[
e−β Hˆ0
]
and tr
[
· · ·
]
denotes a trace over the nuclear
degrees of freedom.
Wolynes17 made a steepest descent approximation to the
time integral in Eq. (20) to obtain
kGR ' ∆
2
Qrh¯
√
2pi
−βF ′′(λsp)e
−βF(λsp), (21)
where F(λ ) is an effective free energy defined by the equation
e−βF(λ ) = tr
[
e−(β−λ )Hˆ0e−λ Hˆ1
]
, (22)
and λsp is defined by the saddle point condition F ′(λsp) = 0.
The advantage of the steepest descent approximation is that
the resulting rate constant can be evaluated in a straight-
forward way using imaginary time path integral techniques.
Performing a standard n-bead path integral discretisation of
Eq. (22) gives18
e−βF(λl) ' 1
(2pi h¯)n f
∫
dn f p
∫
dn f q e−βnH
(l)
n (p,q), (23)
where βn = β/n, λl = lβn, and
H(l)n (p,q)= hn(p,q)+
l
∑
j=0
w(l)j V1(q j)+
n
∑
j=l
w(l)j V0(q j) (24)
4with
w(l)j =

0 if j = l and l ∈ {0,n}
1
2 if j ∈ {0, l,n} and l /∈ {0,n}
1 otherwise
(25)
and
hn(p,q) =
n
∑
j=1
f
∑
ν=1
[ p2j,ν
2mν
+
1
2
mνω2n
(
q j+1,ν −q j,ν
)2]
, (26)
where ωn = 1/βnh¯ and qn,ν ≡ q0,ν . It follows that the deriva-
tives of the free energy that are needed to evaluate Eq. (21)
can be written as
−βF ′(λl) =
〈
s(q0)
〉
λl
, (27)
and
−βF ′′(λl) =
〈
s(q0)s(ql)
〉
λl
−
〈
s(q0)
〉2
λl
, (28)
where s(q) =V0(q)−V1(q) and
〈A(q)〉λl =
∫
dn f p
∫
dn f q e−βnH
(l)
n (p,q)A(q)∫
dn f p
∫
dn f q e−βnH
(l)
n (p,q)
. (29)
The simplicity with which these quantities can be evaluated
makes it straightforward to apply Wolynes theory to arbitrar-
ily complex (anharmonic and multi-dimensional) condensed
phase problems.19–21 The theory exactly recovers Marcus the-
ory in the high temperature limit for the spin-boson model,
and it is known to be very accurate even at extremely low
temperatures, where nuclear quantum effects can increase the
rate over the Marcus theory prediction by several orders of
magnitude.18 It is conceivable that one could do better than
the steepest descent approximation and obtain a more accu-
rate imaginary time path integral approximation to the Fermi
Golden Rule rate in Eq. (20), for example along the lines sug-
gested recently by Richardson and co-workers.35 However,
this would not change the following argument because one
could then simply use this improved approximation instead of
Wolynes theory to provide the Golden Rule component of the
interpolation formula we shall discuss below.
C. RPMD rate theory
The Born-Oppenheimer approximation to the electron
transfer rate can be calculated whenever the reactants (state
|0〉) and products (state |1〉) can be separated by a position
space dividing surface. This is certainly the case for an acti-
vated electron transfer reaction in the normal Marcus regime,
where the projection operators Pˆr and Pˆp onto the reactant and
product states can equally well be replaced by
Pˆr = θ [−s(qˆ)] and Pˆp = θ [s(qˆ)], (30)
where θ(x) is the Heaviside step function and s(q) =V0(q)−
V1(q) as above. With such a definition for the dividing surface
[at s(q) = 0], the Born-Oppenheimer rate kBO can be calcu-
lated simply by considering the motion of the nuclei on the
ground adiabatic potential energy surface
U(q) =
V0(q)+V1(q)
2
− 1
2
√
(V0(q)−V1(q))2+4∆2. (31)
RPMD rate theory9,10 provides an appropriate way to cal-
culate the rate constant on this surface with the inclusion of
nuclear quantum effects. In view of Eqs. (10) to (12), the
n-bead RPMD approximation to the Born-Oppenheimer rate
constant in this context is54
kBO ' lim
t→∞
Q−1r c f s(t)
1− [Q−1r +Q−1p ]
∫ t
0 c f s(t)dt
, (32)
where c f s(t) is a RPMD flux-side correlation function
c f s(t)=
1
(2pi h¯)n f
∫
dn f p
∫
dn f qe−βnHn(p,q)θ˙[s(q)]θ[s(q(t))],(33)
Qr and Qp are the reactant and product partition functions
Qr =
1
(2pi h¯)n f
∫
dn f p
∫
dn f qe−βnHn(p,q)θ [−s(q)], (34)
Qp =
1
(2pi h¯)n f
∫
dn f p
∫
dn f qe−βnHn(p,q)θ [s(q)], (35)
Hn(p,q) is the adiabatic ring polymer Hamiltonian
Hn(p,q) = hn(p,q)+
n
∑
j=1
U(q j), (36)
and s(q) = 0 is an appropriate dividing surface in the ring-
polymer configuration space, the flux through which at time
t = 0 is given by
θ˙ [s(q)] = δ [s(q)]
n
∑
j=1
f
∑
ν=1
∂ s(q)
∂q j,ν
p j,ν
mν
. (37)
Since the RPMD rate is just a classical rate in the extended
phase space of the ring-polymer, it can be calculated using any
of the techniques that have been developed over the years for
overcoming the rare event problem in the calculation of clas-
sical reaction rates. In the test calculations reported below, we
have used the Bennett-Chandler method,58,59 which provides
a straightforward way to calculate the ratios of c f s(t), Qr, and
Qp that are required in Eq. (32). RPMD rate theory also has a
number of other desirable features, including the following:
1. It is a full-dimensional theory in which all degrees of
freedom are treated on an equal footing.
2. It is parameter-free: a given reaction at a given temper-
ature has a unique RPMD rate, which can be converged
simply by increasing the number of ring-polymer beads.
53. The RPMD rate constant is independent of the choice
of the dividing surface,10 and it is rigorously consistent
with the quantum mechanical equilibrium constant (i.e.,
the forward and reverse RPMD rates exactly satisfy the
quantum mechanical detailed balance condition).
4. The theory becomes exact in the high-temperature
(classical) limit, and it is also exact for the shallow tun-
nelling through a parabolic barrier.9
5. In the low temperature (deep tunnelling) regime, where
the classical rate is too small by several orders of mag-
nitude, the RPMD rate is typically within a factor of
two of the exact quantum mechanical result. Moreover
it provides an approximate bound on the exact result,
because RPMD is known to underestimate the rates of
symmetric reactions and to overestimate those of asym-
metric reactions. This has been found to be the case for
a variety of reactions for which the exact quantum me-
chanical rates could be computed for comparison,60–63
and also established theoretically from the connection
between RPMD rate theory and semiclassical instanton
theory.2
We are not aware of any other electronically adiabatic reac-
tion rate theory that shares all of these desirable features and
is also routinely applicable to the calculation of chemical re-
action rates in complex (anharmonic and multidimensional)
systems such as liquids.
III. INTERPOLATION FORMULA
In the previous section, we have given expressions for the
exact electron transfer rate constant k(∆), the Fermi Golden
Rule rate constant kGR(∆), and the Born-Oppenheimer rate
constant kBO(∆), all of which can clearly be calculated as a
function of the electronic coupling strength ∆. For an elec-
tron transfer reaction in solution, Wolynes theory can be used
to provide an estimate of kGR(∆), and RPMD rate theory an
estimate of kBO(∆), for any value of ∆. However, there is
as yet no equally simple and reliable way to estimate the ex-
act electron transfer rate constant k(∆) for values of ∆ away
from the non-adiabatic (Golden Rule, β∆ 1) and adiabatic
(Born-Oppenheimer, β∆ 1) limits.
To solve this problem, let us now consider combining the
results of the Golden Rule and Born Oppenheimer calcula-
tions with the simple interpolation formula
k(∆)' kIF(∆) = kGR(∆)kBO(∆)kGR(∆)+ kBO(∆= 0) . (38)
This has the correct limiting behaviour for both small and
large ∆, as illustrated in Fig. 1. As β∆ → 0, kBO(∆) and
kGR(∆) + kBO(∆ = 0) both tend to kBO(∆ = 0), which then
cancels top and bottom in Eq. (38) to leave kIF(∆) ' kGR(∆),
the correct non-adiabatic rate constant. And when β∆ 1,
kGR(∆) + kBO(∆ = 0) tends to kGR(∆), which then cancels
with the kGR(∆) in the numerator to leave kIF(∆) ' kBO(∆),
the correct adiabatic rate constant. In effect, the right-hand
log(β∆)
lo
g(k
(∆
))
kGR(∆)
kBO(∆)
kIF(∆)
kBO(∆=0)
FIG. 1. Illustration of the behaviour of the interpolation formula in
Eq. (38). For small β∆, kIF(∆) approaches the Golden Rule rate con-
stant kGR(∆), and for large β∆ it approaches the Born-Oppenheimer
rate constant kBO(∆), as discussed in more detail the text.
side of Eq. (38) is a Padé-like approximant to k(∆) which is
straightforward to compute even for a liquid phase electron
transfer reaction, and which interpolates correctly between the
non-adiabatic and adiabatic limits.
It is clear that the interpolation formula in Eq. (38) can only
be used when the Born-Oppenheimer rate constant is well
defined for all relevant values of ∆. So the formula cannot
be used in the Marcus inverted regime. And in the normal
regime, we require that the reaction barrier is large compared
to kBT , at least in the non-adiabatic limit. More formally, we
require that defining the reactants and products using a po-
sition space dividing surface on the lower adiabatic surface
is not significantly different to using the diabatic projection
operators in the non-adiabatic limit, so that to a good approx-
imation
Qr(∆= 0) = tr
[
e−β Hˆ0
]
' tr
[
e−β HˆBO(∆=0)θ(−s(qˆ))
]
, (39)
Qp(∆= 0) = tr
[
e−β Hˆ1
]
' tr
[
e−β HˆBO(∆=0)θ(s(qˆ))
]
, (40)
where HˆBO(∆= 0) is the Born-Oppenheimer Hamiltonian on
the (cusped) lower adiabatic surface with zero electronic cou-
pling. With this expected range of validity in mind we can
now consider two important properties of the interpolation
formula.
The first of these properties is that the formula satisfies de-
tailed balance. That is
kIF(∆)
k′IF(∆)
=
Qp(∆)
Qr(∆)
, (41)
where kIF(∆) and k′IF(∆) are the forward and backward rate
constants and Qr(∆) and Qp(∆) are the reactant and prod-
uct partition functions. This can be seen by first noting that
6Eq. (38) gives
kIF(∆)
k′IF(∆)
=
kBO(∆)
k′BO(∆)
· 1+ k
′
BO(∆= 0)/k
′
GR(∆)
1+ kBO(∆= 0)/kGR(∆)
. (42)
Provided Eqs. (39) and (40) are satisfied, we also have
Qp(∆= 0)
Qr(∆= 0)
=
kBO(∆= 0)
k′BO(∆= 0)
=
kGR(∆)
k′GR(∆)
, (43)
because the Born-Oppenheimer and Fermi Golden Rule rates
each satisfy detailed balance. Hence
kBO(∆= 0)
kGR(∆)
=
k′BO(∆= 0)
k′GR(∆)
, (44)
and combining this with Eq. (42) gives
kIF(∆)
k′IF(∆)
=
kBO(∆)
k′BO(∆)
=
Qp(∆)
Qr(∆)
. (45)
The second important property of Eq. (38) is that it reduces
to a known analytical result, the Zusman equation,22 under the
appropriate conditions. The Zusman equation gives an analyt-
ical expression for the rate constant in the classical limit for
the spin-boson model, extending Marcus theory to include the
effect of friction along the reaction coordinate. The Zusman
equation is given explicitly in Section V but for now we sim-
ply note that it can be written in a form reminiscent of Eq. (38)
as
kZUS(∆) =
kMT(∆)kA(∆= 0)
kMT(∆)+ kA(∆= 0)
, (46)
where kMT(∆) is the Marcus theory rate and kA(∆ = 0) is the
classical rate on the cusped ground adiabatic potential in the
limit of high friction. The obvious difference between this and
Eq. (38), which for the classical spin-boson model becomes
kIF(∆) =
kMT(∆)kA(∆)
kMT(∆)+ kA(∆= 0)
, (47)
is that it predicts kZUS(∆)→ kA(∆ = 0) rather than kA(∆) for
large ∆. Hence the Zusman equation misses the fact that in-
creasing ∆ lowers the adiabatic reaction barrier. This is be-
cause the derivation of the Zusman equation assumes that
β∆ 1. Under these circumstances kA(∆) ' kA(∆ = 0), and
the classical limit of our interpolation formula reduces to the
Zusman equation.
The breakdown of the Zusman equation for large electronic
coupling is well known, and there already exist classical the-
ories which can be used to calculate rates in this regime.41–45
Our approach is closely related to several of these theories
when it is applied to the high temperature limit of the spin-
boson model. In particular, we note that Eq. (47) is very simi-
lar to an interpolation formula proposed by Gladkikh et al.,45
which corrects the Zusman equation by interpolating between
the rates for the cusped and parabolic barriers in the adiabatic
limit. The present approach can thus be viewed as a generali-
sation of these previous interpolation formulas which is capa-
ble of treating general anharmonic condensed phase problems
and including the effects of tunnelling and zero point energy.
10 15 20 25 30 35 40
βA
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
lo
g 1
0(
Φ
)
(a)
(b)
(c)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
FIG. 2. Contour plot of the maximum error as defined in Eq. (52) for
the scattering model. The exact rate k(∆) was calculated using the
log derivative method, as were kGR(∆) and kBO(∆).
IV. SCATTERING MODEL
As a first test of the accuracy of the interpolation formula
in Eq. (38), we shall consider a simple one-dimensional curve
crossing model with the following diabatic potential energy
curves:
V0(q) = Ae+q/L, (48)
V1(q) = Ae−q/L. (49)
This provides a useful test problem because not only can we
calculate the exact rate to go from state |0〉 to |1〉, but we
can also calculate each of the components of the interpola-
tion formula exactly. The exact rate k(∆) and the ground
adiabatic Born-Oppenheimer rate kBO(∆) can each be calcu-
lated as Boltzmann averages of appropriate cumulative reac-
tion probabilities,
k(∆) =
1
(2pi h¯)Qr
∫ ∞
0
e−βEN(E)dE, (50)
where Qr =
√
m/2piβ h¯2 is the reactant partition function per
unit length. The cumulative reaction probability N(E) that
determines the exact non-adiabatic rate k(∆) can be calcu-
lated using the coupled channel log derivative method,64 and
the Golden Rule rate kGR(∆) can be extracted from the ∆2
dependence of k(∆) in the limit as ∆ → 0. For the Born-
Oppenheimer rate kBO(∆), N(E) can be calculated using a
single channel log derivative method on the ground adiabatic
potential energy surface. The fact that all three rates k(∆),
kGR(∆) and kBO(∆) can be calculated exactly allows us to test
the accuracy of the interpolation formula in Eq. (38) sepa-
rately from that of the approximate path integral techniques
(Wolynes theory and RPMD rate theory) which are required
for condensed phase problems.
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FIG. 3. Plots demonstrating the accuracy of the interpolation formula for the three points labeled in Fig. 2. All three systems have βA = 18,
with (a) Φ= 22.4, (b) Φ= 4.54, and (c) Φ= 0.0635. The exact rate k(∆) was calculated using the log derivative method, as were kGR(∆) and
kBO(∆). The classical Golden Rule rate was calculated using Eq. (54).
The behaviour of this model system is completely de-
termined by three dimensionless parameters: β∆, βA, and
mL2/β h¯2. Keeping the last two of these parameters fixed we
define the error in the interpolation formula as a function of
β∆ using the equation
E(β∆) =
∣∣∣∣ log2(kIF(β∆)k(β∆)
)∣∣∣∣. (51)
This allows us to define the maximum error for a particular
βA and mL2/β h¯2 as
Emax = max
β∆<0.8βA
E(β∆), (52)
where the range of β∆ is limited to ensure that the reaction
is always activated. This is a more useful measure of the er-
ror than the percentage error as it treats underestimation and
over estimation on an equal footing, and is in keeping with
the usual way that errors are discussed for RPMD, which is
expected to be within a factor of 2 of the exact rate in the
deep tunnelling regime. Note that Emax = 1 corresponds to
the interpolation formula being out by at most a factor of 2
and Emax = 0 corresponds to it being exact for all values of
β∆.
Figure 2 shows Emax as a function of the two remaining free
parameters, which we take to be βA and the dimensionless
parameter Φ defined as
Φ= βA
√
2β h¯2
pimL2
. (53)
This parameter can be related to the instanton action for a
linear approximation to the diabatic potentials in the non-
adiabatic limit and it quantifies how “quantum mechanical"
the reaction is. We see that in the classical regime, log10(Φ)<
0, the error is essentially solely a function of Φ and ap-
proaches a plateau with Emax just above 0.1, corresponding
to the interpolation formula being within a factor of 1.1 of
the exact rate for the full range of β∆. For log10(Φ) > 0,
the error grows as the problem becomes more quantum me-
chanical. However Emax remains below 1 for log10(Φ)< 1.5,
corresponding to the interpolation formula being within a fac-
tor of 2 of the exact rate throughout this regime. As an il-
lustration of the physical regimes that the plot spans, note
that the point labelled (a) corresponds to a strongly quantum
mechanical system with βA = 18, T = 50K, L = 0.5a0, and
m = 1000me, whereas the point labelled (c) corresponds to a
system in which the mass associated with the nuclear motion
has been increased to m= 19000me.
Figure 3 shows the rate as a function of β∆ for the three
labelled points in figure 2. The plot shows the exact rate as
well as the result of the interpolation formula evaluated using
the exact Born-Oppenheimer and Fermi Golden Rule rates. To
illustrate the importance of nuclear quantum effects we also
include the classical limit of the Golden Rule rate which is
given by53
kcl-GR =
∆2
h¯2Qr
√
pim
2β
L
A
e−βA. (54)
We see that the interpolation formula is capable of capturing
the full range of behaviour, from the highly quantum mechan-
ical in system (a) to the essentially classical in system (c). It is
also of note that as Φ decreases the value of β∆ at which the
reaction begins to behave adiabatically also decreases. This
can be understood by noting that Φ is related to the Landau-
8Zener adiabaticity parameter53
P(∆) =
2pi∆2
h¯〈|v|〉cl|δF | (55)
where 〈|v|〉cl is the classical average thermal velocity,
1
2
〈|v|〉cl = 1√
2pimβ
, (56)
and δF = 2A/L. We see that Φ = 1/P(kBT ) and so gives a
measure of how non-adiabatic the reaction is expected to be
at β∆ = 1. In system (a), Φ 1, and the rate is firmly non-
adiabatic at β∆ = 1, whereas in system (c), Φ 1, and the
rate is firmly adiabatic at β∆ = 1. This connection between
Φ (or equivalently the instanton action) and the Landau-Zener
adiabaticity parameter can be thus be used to account for the
fact that increased nuclear tunnelling tends to make a reaction
more non-adiabatic.
V. SPIN-BOSON MODEL
The spin-boson model is the prototypical non-adiabatic sys-
tem that is used to model electron transfer reactions in con-
densed phase environments. Written in the “reaction coordi-
nate” form, the diabatic potentials of this model are given by23
V0(Q,q) =
1
2
Ω2
(
Q+
√
Λ
2Ω2
)2
+Vsb(Q,q), (57)
V1(Q,q) =
1
2
Ω2
(
Q−
√
Λ
2Ω2
)2
+Vsb(Q,q)− ε, (58)
where
Vsb(Q,q) =
Nb
∑
ν=1
1
2
ω2ν
(
qν − cνQω2ν
)2
, (59)
andΛ is the Marcus theory reorganisation energy (note that we
shall work throughout this section with mass-weighted coor-
dinates). The influence of the bath on the reaction coordinate,
Q, is fully described by the associated spectral density, which
is formally defined as
J(ω) =
pi
2
Nb
∑
ν=1
c2ν
ων
δ (ω−ων). (60)
The bath is then taken to be infinite, corresponding to a con-
tinuous spectral density. Here we choose to consider a purely
Ohmic spectral density,
J(ω) = γω, (61)
which gives rise to Langevin dynamics along the reaction co-
ordinate in the classical adiabatic limit. This model problem
allows us to investigate the accuracy of our newly proposed
method in a variety of different regimes, from underdamped
(γ < 2Ω) to overdamped (γ > 2Ω) motion along the reaction
coordinate, from high frequencies (large Ω) to low frequen-
cies (small Ω), and for the full range of non-adiabatic (small
∆) to adiabatic (large ∆) behaviour.
The reaction coordinate form can be related to the
conventional spin-boson model by a normal mode
transformation.23,65,66 In the conventional form, the di-
abatic potentials are just sums of uncoupled displaced
harmonic oscillators,
V0(x) =
Nb
∑
ν=0
1
2
ω¯2ν
(
xν +
c¯ν
ω¯2ν
)2
, (62)
V1(x) =
Nb
∑
ν=0
1
2
ω¯2ν
(
xν − c¯νω¯2ν
)2− ε, (63)
where xν , ω¯ν and c¯ν are the transformed (mass weighted) co-
ordinates, frequencies and couplings respectively. In order to
map between the two forms one simply needs to know the re-
lation between the spectral density for the coupling of nuclear
coordinates to the electronic state
Jσ (ω) =
pi
2
Nb
∑
ν=0
c¯2ν
ω¯ν
δ (ω− ω¯ν), (64)
and the spectral density J(ω) for the coupling of the bath to
the reaction coordinate. This mapping is given by23,65,66
Jσ (ω) =
Λ
2
Ω2J(ω)
(ω2−Ω2+R(ω))2+ J2(ω) , (65)
where
R(ω) =
2ω2
pi
P
∫ ∞
0
J(u)
u(u2−ω2)du, (66)
and P denotes the Cauchy principal value. For the Ohmic
spectral density considered here, R(ω) = 0, and the electronic
spectral density becomes
Jσ (ω) =
Λ
2
γΩ2ω
(ω2−Ω2)2+ γ2ω2 , (67)
which is typically referred to as the Brownian oscillator spec-
tral density.
The spin-boson model provides a useful system for testing
new methods because it is possible to obtain exact numeri-
cal results for this model for comparison. Despite this, pre-
vious attempts to extend RPMD to treat non-adiabatic rates
have only been tested in certain limiting regimes, for example
by comparison with Zusman theory or the quantum Golden
Rule rate. Here we test the validity of Eq. (38) by comparison
with numerically exact results generated using the hierarchi-
cal equations of motion (HEOM) method,46–52 which allows
us to examine a wider range of physically relevant regimes.
In order to calculate the rate using HEOM we again make
use of Eq. (10) with Pˆr = |0〉〈0| and Pˆp = |1〉〈1|. Since it is
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FIG. 4. Plot comparing the rates predicted by the interpolation formula [Eq. (38)], Zusman theory [Eq. (70)], and the numerically exact HEOM
method, for the spin-boson model with Brownian oscillator spectral density [Eq. (67)]. The Born-Oppenheimer and Golden Rule rates used
in the interpolation formula were calculated using RPMD rate theory and Wolynes theory, respectively.
computationally impractical to prepare the initial density ma-
trix in the form of Eq. (3), we instead follow the procedure
of Shi et al.,67 in which the system is initially prepared on
the reactant diabat with the bath in thermal equilibrium on the
average diabatic potential, and is then equilibrated in the ab-
sence of coupling (∆= 0). The resulting initial condition can
be expressed as
ρˆ(0) = lim
t→∞
e−iHˆ0t/h¯e−β ˆ¯H |0〉〈0|e+iHˆ0t/h¯
Tr
[
e−β ˆ¯H |0〉〈0|
] . (68)
where
ˆ¯H =
Hˆ0+ Hˆ1
2
. (69)
With this modified initial condition the time-dependent pop-
ulations of the two electronic states again eventually settle
down to conform to Eqs. (7) and (8), allowing the exact
HEOM forward electron transfer rate to be calculated from
Eq. (10).
To highlight the importance of nuclear quantum effects, and
the effect of the changes in shape and height of the adiabatic
barrier with ∆, we also compare the results of the interpola-
tion formula to the Zusman equation, which for the spin-boson
model as described here is22,68
kZUS(∆) =
β ∆
2
h¯
Ω2
4γ
(
1− ε2Λ2
)
exp
[
−β (Λ−ε)24Λ
]
∆2
h¯
√
piβ
Λ +
Ω2
4γ
√
βΛ
pi
(
1− ε2Λ2
) . (70)
This can be seen to be identical to Eq. (46) with the identifi-
cations
kMT(∆) =
∆2
h¯
√
piβ
Λ
exp
[
−β (Λ− ε)
2
4Λ
]
, (71)
and
kA(∆= 0) =
Ω2
4γ
√
βΛ
pi
(
1− ε
2
Λ2
)
exp
[
−β (Λ− ε)
2
4Λ
]
. (72)
In the following we use RPMD to calculate the Born-
Oppenheimer rate constant, kBO(∆), and Wolynes theory to
calculate the Golden Rule rate constant, kGR(∆), although we
reiterate that the interpolation formula can be used with any
methods which are applicable to these two limits. Previous
path integral studies of system-bath models have opted to dis-
cretise the spectral density using a procedure such as that de-
scribed in the original RPMD rate theory paper,9 increasing
the number of modes in the discretisation until the results were
converged to the infinite bath limit. Here instead we note that,
working in the reaction coordinate form, we can analytically
integrate out all but one nuclear degree of freedom.69 This re-
sults in an effective renormalised ring-polymer Hamiltonian
for the single remaining nuclear coordinate (the reaction co-
ordinate, Q), which makes the calculations trivial. In the case
of RPMD the dynamics of the full system plus bath are then
recovered using a Generalised Langevin Equation (GLE). Full
details of the derivation of this GLE and the renormalised
Hamiltonian, along with how they are implemented numeri-
cally, are given in the appendix. In principle we could apply
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the same procedure to calculate the Wolynes theory rates, but
for the spin-boson model there is no need since F(λ ) can be
written directly in terms of an integral of Jσ (ω).70
Figure 4 compares the rates obtained using the interpola-
tion formula with the exact HEOM results for the spin-boson
model described above. In these calculations we used a typ-
ical Marcus reorganisation energy of Λ = 60kBT , with a se-
ries of different driving forces (ε), solvent frictions (γ), and
reaction coordinate frequencies (Ω). The interpolation for-
mula is seen to give excellent agreement with the exact re-
sults in all of the regimes considered, with the largest error, of
just under 30%, observed in the overdamped high frequency
systems at intermediate values of β∆ (β h¯Ω = 4, γ = 32Ω,
βε = 0 and 15). The interpolation formula is also seen to
be most accurate for the overdamped low frequency systems.
This is to be expected from its connection with the Zusman
equation (see Section III), which is derived in the limit of low
frequency and high friction. It is of note, however, that the
interpolation formula is much more accurate than the Zusman
equation at even moderate values of β∆, due to the failure of
Zusman theory to capture the effect of ∆ on the adiabatic re-
action barrier. This breakdown illustrates the importance of
testing new methods against numerically exact results rather
than relying on comparisons to analytical formulas which can
turn out to have limited accuracy. (There are of course more
accurate formulas than the Zusman formula for the classical
limit of the spin-boson model,43,45 as we have already men-
tioned in Secs. I and III. However, even these are no substitute
for the numerically exact HEOM results we have compared to
here.)
The Zusman equation also fails to capture the effects of nu-
clear tunnelling and zero point energy, which for the under-
damped high frequency systems lead to over an order of mag-
nitude increase in the rate constant in the non-adiabatic limit.
Since both Wolynes theory and RPMD are able to accurately
capture the effect of tunnelling and zero point energy, so too is
the interpolation formula when these two theories are used as
input. The success of the interpolation formula in this regime
(large Ω and underdamped) is particularly encouraging as it
is the opposite of the regime where the Zusman equation is
valid. We note that, as was seen in Section IV, the greater nu-
clear tunnelling in this regime means that the Golden Rule ex-
pression for the rate continues to be accurate even for β∆> 1.
The much smaller increase in the rate observed for the over-
damped high frequency systems illustrates the reduction of
nuclear tunnelling due to friction.65 This can be understood
in the ring-polymer perspective by considering the renormal-
isation of the normal mode frequencies of the ring-polymer
due to friction, ωk →
√
ω2k + γωk (see the appendix). It fol-
lows from this renormalisation that a larger value of γ leads
to a smaller radius of gyration of the ring-polymer and a more
classical-like dynamics.
The success of the interpolation formula in such a wide
range of parameter regimes is clearly encouraging. How-
ever, it is important to remember its limitations. The for-
mula it is only expected to be accurate when the reactants and
products can equally well be defined using either a position
space dividing surface or diabatic state projection operators
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FIG. 5. Plot of the exact HEOM rate versus β∆ for a spin-boson
model with a Brownian oscillator spectral density, deep in the Mar-
cus inverted regime (ε = 2Λ). The interpolation formula in Eq. (38)
cannot be used for this problem because the Born-Oppenheimer rate
is not well-defined.
in the non-adiabatic limit. In the most extreme case of the
Marcus inverted regime there is no position space description
of the reaction and a Born-Oppenheimer rate cannot be de-
fined. Figure 5 illustrates the behaviour of the exact HEOM
rate as a function of β∆ for an underdamped high frequency
system with a driving force of ε = 2Λ, deep inside the in-
verted regime. At small β∆ the rate is well described by the
Golden Rule, but at large β∆ the rate begins to decrease as it
approaches an adiabatic limit in which there is no transfer of
population between the upper and lower adiabats. This kind
of system clearly cannot be studied with the interpolation for-
mula in Eq. (38). We have included it here to provide both
an honest illustration of one of the limitations of the current
approach and a challenge for future work.
Despite this limitation we would like to stress that the in-
terpolation formula can still be very accurate even when the
barrier to reaction is low. For example, in Fig. 4b the barrier
on the lower adiabatic surface becomes very small as β∆ be-
comes large, dropping all the way to 1.2kBT when β∆ = 10.
But the rate predicted using the interpolation formula still
agrees very well with the exact rate calculated using HEOM
with diabatic state projection operators.
VI. CONCLUSION
In this paper, we have shown how the RPMD rate theory
and Wolynes theory approximations to Born-Oppenheimer
and Fermi Golden Rule rates can be combined in a sim-
ple interpolation formula that accurately predicts the rates
of non-adiabatic reactions with arbitrary electronic coupling
strengths. The accuracy of the interpolation formula has been
demonstrated by comparison with exact results for both a sim-
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ple one-dimensional scattering problem and a demanding se-
ries of spin-boson models. In particular, the use of the ex-
act HEOM method to provide benchmark results for these
spin-boson models has allowed us to explore a wide range
of chemically relevant regimes, from underdamped to over-
damped dynamics, small to large nuclear quantum effects,
and the full range of electronic coupling strengths, from the
non-adiabatic to adiabatic limits. Previous methods have not
been tested in such wide ranging and challenging regimes. We
hope that the exact results presented here will prove a use-
ful test set against which future methods can be evaluated. It
would also be interesting to see some of the existing meth-
ods which have been proposed for calculating non-adiabatic
reaction rates tested against the same set of problems, rather
than compared with simple analytical formulas for the rate
which have limited ranges of applicability. In order to facil-
itate this, we have tabulated the numerical data we used to
produce Fig. 4 in the supplementary material.
Since RPMD rate theory and Wolynes theory are both read-
ily applicable to truly complex (anharmonic and multidimen-
sional) problems, it will be interesting in future work to ap-
ply the interpolation formula to more realistic models of elec-
tronically non-adiabatic reactions and use it to answer some
chemically interesting questions. We note in particular that
the formula is well suited to quantifying the degree of elec-
tronic non-adiabaticity in a reaction, as well as assessing the
relative importance of electronic coupling and solvent friction
in driving a reaction away from the non-adiabatic limit, as
we have shown in some of our examples. Further qualita-
tive insights into the reaction mechanism can also clearly be
gained from the Born-Oppenheimer and Golden Rule calcula-
tions that the interpolation formula combines.
Having said this, there are clearly still some open issues
which warrant further theoretical work. In addition to the in-
ability of the interpolation formula to treat systems in the Mar-
cus inverted regime, we still need to investigate its accuracy
for systems in which the Condon approximation breaks down,
and for systems such as proton-coupled electron transfer reac-
tions which can have multiple competing reaction pathways.
Further work is also needed in order to treat systems in which
multiple electronic states are involved, such as in superex-
change mediated electron transfer, and to develop approaches
that can treat both the incoherent rate processes considered
here and also the coherent dynamics relevant to condensed
phase electronic spectra, which current non-adiabatic meth-
ods such as Wolynes theory cannot describe.
SUPPLEMENTARY MATERIAL
In the supplementary material, we tabulate the RPMD rate
theory, Wolynes theory, interpolation formula, and numeri-
cally exact HEOM rates we used to prepare each of the eight
panels in Fig. 4.
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Appendix A: An efficient implementation of RPMD for
system-bath problems
In this appendix we describe an efficient implementation
of RPMD and other path-integral based methods for system-
bath problems with harmonic baths, which is based on an-
alytically integrating out the effect of the bath in the ring-
polymer picture. In Section A1 we give an overview of the
approach, detailing the key equations that were implemented.
In Section A2 we show how one can integrate out the effect
of the bath in RPMD/Wolynes theory for the general case of
an arbitrary number of system coordinates coupled to a har-
monic bath. In Section A3 we specialise the general result for
the model problem considered in section V. Finally, in Sec-
tion A4, we describe how we numerically integrated the GLE
satisfied by the system variables in RPMD.
1. Overview
Both the RPMD and Wolynes theory calculations for the
spin-boson model can be transformed into trivial problems,
which only explicitly include one nuclear degree of freedom,
the reaction coordinate. Starting from the diabatic potentials
[Eqs. (57)-(59)], we can write both the RPMD and Wolynes
theory Hamiltonians in the form
H(n)(P,Q,p,q) = H(n)s (P,Q)+H
(n)
sb (Q,p,q) (A1)
where
H(n)sb (Q,p,q)=
n
∑
j=1
Nb
∑
ν=1
[
p2j,ν
2mν
+
1
2
mνω2n (q j+1,ν −q j,ν)2
+
1
2
mνω2ν
(
q j,ν − cνQ jmνω2ν
)2]
.
(A2)
Integrating out the effect of the bath on the system allows us
to write an effective Hamiltonian which only contains the re-
12
action coordinate. For the Ohmic spectral density this renor-
malised ring-polymer Hamiltonian is simply
H˜(n)s (P,Q) = H
(n)
s (P,Q)+
n−1
∑
k=0
1
2
γωkQ˜2k (A3)
where Q˜k and ωk = 2ωn sin(kpi/n) are the position and fre-
quency of the kth normal mode of the free ring-polymer along
the reaction coordinate. We see that friction has the effect of
increasing the stiffness of the ring-polymer springs. As dis-
cussed in the text, this is consistent with the well known ef-
fect of friction in reducing tunnelling and making the system
behave more classically.65
For static quantities such as the Wolynes rate and the quan-
tum transition state theory (QTST) part of the RPMD rate,
one can simply do path integral molecular dynamics (PIMD)
with the renormalised system Hamiltonian in Eq. (A3). How-
ever, when evaluating dynamical quantities such as the RPMD
transmission coefficient, the dynamical effect of the bath must
also be included. This results in a Generalised Langevin
Equation (GLE) for the motion along the reaction coordinate,
which for the problem considered in section V takes the form
˙˜Qk =P˜k (A4a)
˙˜Pk =− ∂ H˜
(n)
s
∂ Q˜k
−
∫ t
0
Kk(t− τ)P˜k(τ)dτ+Fk(t) (A4b)
where
Kk(t) = 2γδ (t)− γωk
+ γω2k tJ0(ωkt)(1−
pi
2
H1(ωkt))
− γωkJ1(ωkt)(1− pi2ωktH0(ωkt))
(A5)
is the friction kernel, Jn(x) is the nth Bessel function of the first
kind, and Hn(x) is the nth Struve H function. To integrate these
equations of motion we use a modified form of the algorithm
suggested by Berkowitz, Morgan and McCammon71 which
makes use of the exact evolution of the free ring-polymer (as
detailed in section A4). Note that, since ω0 = 0, the cen-
troid friction kernel is proportional to a delta function, and so
the non-Markovian behaviour originates in the internal ring-
polymer modes. This reflects the fact that whilst the Ohmic
spectral density in the classical limit corresponds to Marko-
vian dynamics of the reaction coordinate, this is not true quan-
tum mechanically.
2. Derivation
Here we derive the Generalised Langevin Equation (GLE)
for a ring-polymer Hamiltonian with Ns physical system co-
ordinates which are linearly coupled to Nb harmonic oscil-
lators, applying the approach of Cortés et al.69 to the ring-
polymer system bath model. We begin by writing the total
ring-polymer Hamiltonian as
H(n)(P,Q,p,q) = H(n)s (P,Q)+H
(n)
sb (Q,p,q) (A6)
where (Q,P) and (q,p) denote coordinates and momenta of
the system and bath respectively, and
H(n)sb (Q,p,q) =
n
∑
j=1
Nb
∑
ν=1
[
p2j,ν
2mν
+
1
2
mνω2n (q j+1,ν −q j,ν)2
+
1
2
mνω2ν
(
q j,ν −
Ns
∑
µ=1
cµνQ j,µ
mνω2ν
)2]
.
(A7)
Throughout we use Latin subscripts to denote ring-polymer
coordinates and Greek subscripts for physical degrees of free-
dom. Transforming from the bead representation to the nor-
mal mode representation of the free ring-polymer gives
H(n)sb (Q˜, q˜, p˜) =
n−1
∑
k=0
Nb
∑
ν=1
[
p˜2k,ν
2mν
+
1
2
mνω2k q˜
2
k,ν
+
1
2
mνω2ν
(
q˜k,ν −
Ns
∑
µ=1
cµν Q˜k,µ
mνω2ν
)2]
,
(A8)
where again ωk = 2ωn sin(kpi/n) are the normal mode fre-
quencies of the free ring-polymer. From this it is clear that
the bath does not couple the normal modes of the system ring-
polymer and hence it is straightforward to integrate out the
effect of the bath on the system in this representation. The
equations of motion are
˙˜Qk,λ =
P˜k,λ
mλ
, (A9a)
˙˜Pk,λ =−
∂H(n)s
∂ Q˜k,λ
+
Nb
∑
ν=1
cλν
(
q˜k,ν − cν · Q˜kmνω2ν
)
, (A9b)
˙˜qk,ν =
p˜k,ν
mν
, (A9c)
˙˜pk,ν =−mν ω˜2k,ν q˜k,ν + cν · Q˜k, (A9d)
where ω˜k,ν =
√
ω2ν +ω2k and we have rewritten
∑Nsµ=1 cµν Q˜k,µ = cν · Q˜k.
The equations of motion for the bath degrees of freedom
¨˜qk,ν + ω˜2k,ν q˜k,ν =
cν · Q˜k
mν
, (A10)
can be solved using the standard method of undetermined co-
efficients. The corresponding homogeneous differential equa-
tion is
¨˜qk,ν + ω˜2k,ν q˜k,ν = 0, (A11)
giving the complementary function
q˜k,ν(t) = ak,ν cos
(
ω˜k,ν t
)
+bk,ν sin
(
ω˜k,ν t
)
. (A12)
Hence we consider the particular solution
q˜k,ν(t) = ak,ν(t)cos
(
ω˜k,ν t
)
+bk,ν(t)sin
(
ω˜k,ν t
)
, (A13)
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and require that
a˙k,ν(t)cos
(
ω˜k,ν t
)
+ b˙k,ν(t)sin
(
ω˜k,ν t
)
= 0. (A14)
Differentiating Eq. (A13) twice and using Eq. (A14) gives
˙˜qk,ν(t) =− ω˜k,νak,ν(t)sin
(
ω˜k,ν t
)
+ ω˜k,νbk,ν(t)cos
(
ω˜k,ν t
) (A15)
and then
¨˜qk,ν(t) =− ω˜2k,νak,ν(t)cos
(
ω˜k,ν t
)
− ω˜2k,νbk,ν(t)sin
(
ω˜k,ν t
)
− ω˜k,ν a˙k,ν(t)sin
(
ω˜k,ν t
)
+ ω˜k,ν b˙k,ν(t)cos
(
ω˜k,ν t
)
.
(A16)
Hence using Eq. (A10) it follows that
cν · Q˜k(t)
mν
=− ω˜k,ν a˙k,ν(t)sin
(
ω˜k,ν t
)
+ ω˜k,ν b˙k,ν(t)cos
(
ω˜k,ν t
)
,
(A17)
which can be rearranged using Eq. (A14) to give
cν · Q˜k(t)
mν ω˜k,ν
sin
(
ω˜k,ν t
)
=−a˙k,ν(t) (A18a)
cν · Q˜k(t)
mν ω˜k,ν
cos
(
ω˜k,ν t
)
= b˙k,ν(t). (A18b)
Integrating gives
ak,ν(t) = ak,ν(0)−
∫ t
0
cν · Q˜k(τ)
mν ω˜k,ν
sin
(
ω˜k,ντ
)
dτ (A19a)
bk,ν(t) = bk,ν(0)+
∫ t
0
cν · Q˜k(τ)
mν ω˜k,ν
cos
(
ω˜k,ντ
)
dτ, (A19b)
which when substituted into Eq. (A13) gives
q˜k,ν(t) =
∫ t
0
cν · Q˜k(τ)
mν ω˜k,ν
sin
(
ω˜k,ν(t− τ)
)
dτ
+ak,ν(0)cos
(
ω˜k,ν t
)
+bk,ν(0)sin
(
ω˜k,ν t
)
.
(A20)
Finally, integrating by parts and inserting the appropriate
boundary conditions gives
q˜k,ν(t) =
cν · Q˜k(t)
mν ω˜2k,ν
− cν · Q˜k(0)
mν ω˜2k,ν
cos
(
ω˜k,ν t
)
−
∫ t
0
cν · ˙˜Qk(τ)
mν ω˜2k,ν
cos
(
ω˜k,ν(t− τ)
)
dτ
+ q˜k,ν(0)cos
(
ω˜k,ν t
)
+
p˜k,ν(0)
mν ω˜k,ν
sin
(
ω˜k,ν t
)
.
(A21)
Having solved for q˜k,ν(t), we can now substitute this back
into Eq. (A9b) to obtain the GLE for an arbitrary system bath
model,
˙˜Pk(t) =−∂ H˜
(n)
s
∂ Q˜k
−
∫ t
0
K(k)(t−τ) · ˙˜Qk(τ)dτ+F(k)(t). (A22)
Here we have defined
∂ H˜(n)s
∂ Q˜k
=
∂H(n)s
∂ Q˜k
+α (k) · Q˜k (A23)
with
α(k)λµ =
Nb
∑
ν=1
(
cλνcµν
mνω2ν
− cλνcµν
mν ω˜2k,ν
)
, (A24)
which accounts for the renormalisation of the system Hamil-
tonian due to the presence of the bath, and we have collected
together the remaining effects of the bath into a friction kernel
K(k)λµ(t− τ) =
Nb
∑
ν=1
cλνcµν
mν ω˜2k,ν
cos
(
ω˜k,ν(t− τ)
)
(A25)
and a fluctuating force
F(k)λ (t) =
Nb
∑
ν=1
cλν
((
q˜k,ν(0)− cν · Q˜k(0)mν ω˜2k,ν
)
cos
(
ω˜k,ν t
)
+
p˜k,ν(0)
mν ω˜k,ν
sin
(
ω˜k,ν t
))
.
(A26)
It is straightforward to show that, for a system at thermal
equilibrium, the fluctuating force and the friction kernel are
related by the fluctuation-dissipation theorem
〈F(k)λ (0)F
(k)
µ (t)〉= 1βnK
(k)
λµ(t). (A27)
The easiest way to see this is to note that the ring polymer
Hamiltonian in Eq. (A6) can be rewritten as
H(n) = H˜(n)s + H˜
(n)
sb (A28)
where each term is written in renormalised form as
H˜(n)s = H
(n)
s +
n−1
∑
k=0
1
2
Q˜
T
k α
(k)Q˜k (A29a)
H˜(n)sb =
n−1
∑
k=0
Nb
∑
ν=1
[
p˜2k,ν
2mν
+
1
2
mν ω˜2k,ν
(
q˜k,ν − cν · Q˜kmν ω˜2k,ν
)2]
. (A29b)
Since the fluctuating force in Eq. (A26) only depends on the
bath degrees of freedom, and since the result of doing so is
independent of Q(0) ≡ {Q˜k(0)}n−10 , the thermally averaged
force-force correlation function can be evaluated with the dis-
tribution e−βnH˜sb(t=0)/ tr
[
e−βnH˜sb(t=0)
]
, which leads directly to
Eq. (A27). Note also that, in the infinite bath limit, the fluc-
tuating force is Gaussian (by the Central Limit Theorem), and
since
〈
F(k)λ (0)
〉
= 0, a knowledge of the friction kernel com-
pletely specifies the form of the fluctuating force.
Finally, we note that the expressions for α(k)λµ and K
(k)
λµ(t) in
Eqs. (A24) and (A25) can be recast in terms of the spectral
density
Jλµ(ω) =
pi
2
Nb
∑
ν=1
cλνcµν
mνων
δ (ω−ων), (A30)
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either as
α(k)λµ =
2
pi
∫ ∞
0
Jλµ(ω)
ω
− Jλµ(ω)ω
ω2+ω2k
dω (A31)
and
K(k)λµ(t) =
2
pi
∫ ∞
0
Jλµ(ω)ω
ω2+ω2k
cos
(√
ω2+ω2k t
)
dω, (A32)
or equivalently as
α(k)λµ =
2
pi
∫ ∞
0
Jλµ(ω)
ω
−
J(k)λµ(ω)
ω
dω (A33)
and
K(k)λµ(t) =
2
pi
∫ ∞
0
J(k)λµ(ω)
ω
cos(ωt)dω, (A34)
where we have defined
J(k)λµ(ω) = θ(ω−ωk)Jλµ(
√
ω2−ω2k ) (A35)
with θ(x) being the Heaviside step function.
3. One Dimensional System with Ohmic Spectral Density
The problem considered in Section V consists of a single
system coordinate (the reaction coordinate) coupled to a bath
with an Ohmic spectral density J(ω) = γω . The frequencies
which enter the renormalisation of the system Hamiltonian are
therefore simply
αk =
2
pi
∫ ∞
0
γω2k
ω2+ω2k
dω, (A36)
where, since there is only one physical system coordinate, we
have changed notation slightly so that the subscript refers to
the normal mode. This integral is easily evaluated to give
αk = γωk. (A37)
The friction kernel can also be evaluated analytically for this
problem by considering
Kk(t) =
2
pi
∫ ∞
0
Jk(ω)
ω
cos(ωt)dω (A38)
with
Jk(ω) = θ(ω−ωk)γ
√
ω2−ω2k . (A39)
This can be rearranged into the form
Kk(t) =
2
pi
∫ ∞
ωk
γ
√
ω2−ω2k − γω
ω
cos(ωt)dω
+2γδ (t)− 2
pi
∫ ωk
0
γ cos(ωt)dω,
(A40)
and then straightforwardly evaluated to give
Kk(t) =2γδ (t)− γωk
+ γω2k tJ0(ωkt)
(
1− pi
2
H1(ωkt)
)
− γωkJ1(ωkt)
(
1− pi
2
ωktH0(ωkt)
)
,
(A41)
where Jn(x) is the nth Bessel function of the first kind and
Hn(x) is the nth Struve H function.
The GLE for each internal mode of the ring polymer in a
one-dimensional system coupled to a bath with Ohmic spec-
tral density can thus be written as
˙˜Qk =
P˜k
m
(A42a)
˙˜Pk =− ∂ H˜
(n)
s
∂ Q˜k
− 1
m
∫ t
0
Kk(t− τ)P˜k(τ)dτ+Fk(t), (A42b)
where
∂ H˜(n)s
∂ Q˜k
=
∂V (n)s
∂ Q˜k
+ω2k Q˜k+ γωkQ˜k. (A43)
4. Generalised Langevin Equation: Numerical Integration
The standard integration scheme used to evolve RPMD can
be written in the form
P˜′k← P˜(i)k +
∆t
2
f (i)k (A44a)
Q˜(i+1)k ← cos(ωk∆t)Q˜(i)k +
1
mωk
sin(ωk∆t)P˜′k (A44b)
P˜′k← cos(ωk∆t)P˜′k−mωk sin(ωk∆t)Q˜(i)k (A44c)
P˜(i+1)k ← P˜′k+
∆t
2
f (i+1)k (A44d)
where f (i)k is the external force on the the k
th normal mode
(excluding the ring polymer spring force) at time step i, and
P˜′k is a temporary value of the momentum (between the two
time steps). For simplicity we shall consider just a single
system coordinate; the extension to more degrees of freedom
is straightforward but notationally cumbersome. Following
Berkowitz et al.,71 we start by considering the standard ring-
polymer integration scheme in its position only form (analo-
gous to the difference between the Verlet and velocity Verlet
algorithms)
Q˜(i+1)k ← 2CkQ˜(i)k − Q˜(i−1)k + f (i)k
∆t2
m
Sk (A45a)
P˜(i)k ←
m
Sk
Q˜(i+1)k − Q˜(i−1)k
2∆t
, (A45b)
where Ck = cos(ωk∆t) and Sk = 1ωk∆t sin(ωk∆t).
Firstly we incorporate the renormalisation of the Hamilto-
nian in the exact ring-polymer evolution by replacing Ck →
15
C˜k = cos(ω˜k∆t) and Sk → S˜k = 1ω˜k∆t sin(ω˜k∆t), with ω˜k =√
ω2k + γωk. Then we use the fact that the external force
fk(t) =−∂V
(n)
s
∂ Q˜k
− 1
m
∫ t
0
Kk(t− τ)P˜k(τ)dτ+Fk(t) (A46)
can be discretised using the trapezium rule to give
f (i)k '−
∂V (n)s
∂ Q˜(i)k
− 1
m
i
∑
j=0
w jK
( j)
k P˜
(i− j)
k ∆t+F
(i)
k , (A47)
where w j are the integration weights and F
(i)
k is a particular
realisation of the fluctuating force, the generation of which is
discussed later. Using this with Eq. (A45b) for the momenta
gives
Q˜(i+1)k (1+
∆t2
4m
K(0)k ) =2C˜kQ˜
(i)
k − Q˜(i−1)k (1−
∆t2
4m
K(0)k )
− 1
m
i
∑
j=1
w jK
( j)
k P˜
(i− j)
k ∆t
∆t2
m
S˜k
− ∂V
(n)
s
∂ Q˜(i)k
∆t2
m
S˜k+F
(i)
k
∆t2
m
S˜k.
(A48)
Finally, we rearrange this into a form analogous to the usual
ring polymer integration scheme to obtain
P˜′k← P˜(i)k
(
1− ∆t
2
4m
K(0)k
)
(A49a)
P˜′k← P˜′k−
∆t2
2m
i
∑
j=1
w jK
( j)
k P˜
(i− j)
k +
∆t
2
F(i)k (A49b)
P˜′k← P˜′k−
∆t
2
∂V (n)s
∂ Q˜(i)k
(A49c)
Q˜(i+1)k ← cos(ω˜k∆t)Q˜(i)k +
1
mω˜k
sin(ω˜k∆t)P˜′k (A49d)
P˜′k← cos(ω˜k∆t)P˜′k−mω˜k sin(ω˜k∆t)Q˜(i)k (A49e)
P˜′k← P˜′k−
∆t
2
∂V (n)s
∂ Q˜(i+1)k
(A49f)
P˜′k← P˜′k−
∆t2
2m
i+1
∑
j=1
w jK
( j)
k P˜
(i+1− j)
k +
∆t
2
F(i+1)k (A49g)
P˜(i+1)k ← P˜′k
(
1+
∆t2
4m
K(0)k
)−1
. (A49h)
This can be implemented by noting that Eqs. (A49c)-(A49f)
are just the usual integration scheme with modified spring
constants, to which one simply needs to add the thermostat-
ting steps in Eqs. (A49a), (A49b), (A49g) and (A49h). We
also note that, since the dynamics of the centroid (k = 0)
mode is Markovian, we can simply use the usual path inte-
gral Langevin equation (PILE)72 integration scheme for this
mode with the appropriate friction constant.
As described by Berkowitz et al.,71 the fluctuating force
Fk(t) can be obtained on the necessary time grid using a dis-
crete Fourier transform. This can be achieved by first writing
the fluctuating force as
Fk(t)=
∫ ∞
0
Gk(ω)
(
ξa(ω)cos(ωt)+ξb(ω)sin(ωt)
)
dω, (A50)
where ξa(ω) and ξb(ω) are Gaussian random noise terms sat-
isfying
〈ξa(ω)〉= 〈ξb(ω)〉= 0 (A51a)
〈ξa(ω)ξa(ω ′)〉= δ (ω−ω ′) (A51b)
〈ξb(ω)ξb(ω ′)〉= δ (ω−ω ′) (A51c)
〈ξa(ω)ξb(ω ′)〉= 0, (A51d)
and
Gk(ω) =
√
2
piβn
Jk(ω)
ω
. (A52)
More formally ξa(ω) and ξb(ω) are derivatives of Wiener
processes, wa(ω) and wb(ω) respectively, and as such we can
write
Fk(t) =
∫ ∞
0
Gk(ω)cos(ωt)dwa(ω)
+
∫ ∞
0
Gk(ω)sin(ωt)dwb(ω).
(A53)
Here the integrals are Stratanovich stochastic integrals defined
as
∫ ωmax
0
g(ω)dw(ω)=ms-lim
N→∞
[
N−1
∑
j=0
g(ω j)+g(ω j+1)
2
× (w(ω j+1)−w(ω j))],
(A54)
in which the nodes ω j form an ordered subdivision 0 = ω0 <
ω1 < · · ·ωN = ωmax of the interval [0,ωmax] and ‘ms-lim’ de-
notes a limit in mean square. Note that from the definition of
a Wiener process
w(ω j+1)−w(ω j) =
√
(ω j+1−ω j)ξ ( j) (A55)
where {ξ ( j); j = 0, . . . ,N} is a Gaussian stochastic process
with zero mean and unit variance.
Since we wish to obtain Fk(t) on a discrete time grid, with
spacing ∆t, we truncate the integrals in Eq. (A53) at the
Nyquist critical frequency
Fk(i∆t)'
∫ pi
∆t
0
Gk(ω)cos(ωi∆t)dwa(ω)
+
∫ pi
∆t
0
Gk(ω)sin(ωi∆t)dwb(ω)
(A56)
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and then take a finite N approximation to each integral, using
a evenly spaced grid in frequency space with ω j = j∆ω and
∆ω = piN∆t . This gives
Fk(i∆t)'F(i)k =
N
∑
j=0
a( j)k cos(i jpi/N)+b
( j)
k sin(i jpi/N), (A57)
where we have defined
a( j)k =
{
Gk(ω j)ξ
( j)
a
√
∆ω if 0 < j < N
Gk(ω j)ξ
( j)
a
√
∆ω
2 if j = 0 or N
(A58a)
b( j)k =
{
Gk(ω j)ξ
( j)
b
√
∆ω if 0 < j < N
Gk(ω j)ξ
( j)
b
√
∆ω
2 if j = 0 or N,
(A58b)
in which {ξ ( j)a } and {ξ ( j)b } are independent sets of uncorre-
lated normal deviates with zero mean and unit variance. Since
this has the form of a discrete half-complex-to-real Fourier
transform it is straightforward to implement numerically. This
will return a series of 2N time points, of which only the first N
should be used since the average of the force-force correlation
function will recur. Hence N must be at least as large as the
number of time-steps. Note that one must also ensure that N
is sufficiently large to avoid aliasing.
This scheme is very simple to implement and proved effi-
cient enough for the present calculations. However, we note
that if one were to consider a problem with a larger system di-
mension it might become advantageous to use a multivariate
Ornstein-Uhlenbeck process, in a manner analogous to that
adopted by Ceriotti et al.73 in their construction of methods
for solving GLEs.
1 W. H. Miller, J. Chem. Phys. 62, 1899 (1975).
2 J. O. Richardson and S. C. Althorpe, J. Chem. Phys. 131, 214106
(2009).
3 S. Andersson, G. Nyman, A. Arnaldsson, U. Manthe and H. Jóns-
son J. Phys. Chem. A 113, 4468 (2009).
4 J. O. Richardson, J. Chem. Phys. 148, 200901 (2018).
5 G. A. Voth, D. Chandler, and W. H. Miller, J. Chem. Phys. 91,
7749 (1989).
6 W. H. Miller, Y. Zhao, M. Ceotto and S. Yang, J. Chem. Phys.
119, 1329 (2003).
7 J. Vanicek, W. H. Miller, J. F. Castillo, and F. J. Aoiz, J. Chem.
Phys. 123, 054108 (2005).
8 I. R. Craig and D. E. Manolopoulos, J. Chem. Phys. 121, 3368
(2004).
9 I. R. Craig and D. E. Manolopoulos, J. Chem. Phys. 122, 084106
(2005).
10 I. R. Craig and D. E. Manolopoulos, J. Chem. Phys. 123, 034102
(2005).
11 R. Collepardo-Guevara, I. R. Craig and D. E. Manolopoulos, J.
Chem. Phys. 128, 144502 (2008).
12 N. Boekelheide, R. Salomon-Ferrer and T. F. Miller III, Proc.
Natl. Acad. Sci. USA 108, 16159 (2011).
13 S. Habershon, D. E. Manolopoulos, T. E. Markland and T. F.
Miller III, Ann. Rev. Phys. Chem. 64, 387 (2013), and references
therein.
14 R. A. Marcus and N. Sutin, Biochim. Biophys. Acta 811, 265
(1985).
15 J. O. Richardson, R. Bauer, and M. Thoss, J. Chem. Phys. 143,
134115 (2015).
16 J. O. Richardson, J. Chem. Phys. 143, 134116 (2015).
17 P. G. Wolynes, J. Chem. Phys. 87, 6559 (1987).
18 J. E. Lawrence and D. E. Manolopoulos, J. Chem. Phys. 148,
102313 (2018).
19 C. Zheng, J. A. McCammon and P. G. Wolynes, Proc. Natl. Acad.
Sci. USA 86, 6441 (1989).
20 J. S. Bader, R. A. Kuharski, and D. Chandler, J. Chem. Phys. 93,
230 (1990).
21 C. Zheng, J. A. McCammon and P. G. Wolynes, Chem. Phys. 158,
261 (1991).
22 L. D. Zusman, Chem. Phys. 49, 295 (1980).
23 A. Garg, J. N. Onuchic and V. J. Ambegaokar, J. Chem. Phys. 83,
4491 (1985).
24 J. T. Hynes, J. Phys. Chem. 90, 3701 (1986).
25 I. Rips and J. Jortner, J. Chem. Phys. 87, 2090 (1987).
26 M. Sparpaglione and S. Mukamel, J. Chem. Phys. 88, 3263
(1988).
27 P. Shushkov, R. Li and J. C. Tully, J. Chem. Phys. 137, 22A549
(2012).
28 J. O. Richardson and M. Thoss, J. Chem. Phys. 139, 031102
(2013).
29 N. Ananth, J. Chem. Phys. 139, 124102 (2013)
30 J. R. Duke and N. Ananth, Faraday Discuss. 195, 253 (2016).
31 A. R. Menzeleev, F. Bell, and T. F. Miller III, J. Chem. Phys. 140,
064103 (2014).
32 J. S. Kretchmer and T. F. Miller III, Faraday Discuss. 195, 191
(2016).
33 S. N. Chowdhury and P. Huo, J. Chem. Phys. 147, 214109 (2017).
34 X. Tao, P. Shushkov and T. F. Miller III, J. Chem. Phys. 148,
102327 (2018).
35 M. J. Thapa, W. Fang and J. O. Richardson, J. Chem. Phys. 150,
104107 (2019).
36 J. S. Kretchmer, N. Boekelheide, J. J. Warren, J. R. Winkler, H. B.
Gray, and T. F. Miller III, Proc. Natl. Acad. Sci. USA 115, 6129
(2018)
37 H-D. Meyer and W. H. Miller, J. Chem. Phys. 70, 3214 (1979).
38 G. Stock and M. Thoss, Phys. Rev. Lett. 78, 578 (1997).
39 A. R. Menzeleev, N. Ananth, and T. F. Miller III, J. Chem. Phys.
135, 074106 (2011).
40 J. S. Kretchmer and T. F. Miller III, J. Chem. Phys. 138, 134109
(2013).
41 D. F. Calef and P. G. Wolynes, J. Phys. Chem. 87, 3387 (1983).
42 E. Pollak, J. Chem. Phys. 93, 1116 (1990).
43 I. Rips and E. Pollak, J. Chem. Phys. 103, 7912 (1995).
44 A. Starobinets, I. Rips and E. Pollak, J. Chem. Phys. 104, 6547
(1996).
45 V. Gladkikh, A. I. Burshtein, and I. Rips, J. Phys. Chem. A 109,
4983 (2005).
46 Y. Tanimura and R. Kubo, J. Phys. Soc. Jpn. 58, 101 (1989).
47 Y. Tanimura, Phys. Rev. A 41, 6676 (1990).
48 Y. Tanimura, J. Phys. Soc. Jpn. 75, 082001 (2006).
49 Y. A. Yan, F. Yang, Y. Liu, and J. S. Shao, Chem. Phys. Lett. 395,
216 (2004).
17
50 R. X. Xu, P. Cui, X. Q. Li, Y. Mo, and Y. J. Yan, J. Chem. Phys.
122, 041103 (2005).
51 R. X. Xu and Y. J. Yan, Phys. Rev. E 75, 031107 (2007).
52 J. S. Jin, X. Zheng, and Y. J. Yan, J. Chem. Phys. 128, 234703
(2008)
53 A. Nitzan, Chemical Dynamics in Condensed Phases (Oxford
University Press, Oxford, 2006).
54 I. R. Craig, M. Thoss and H. Wang, J. Chem. Phys. 127, 144503
(2007).
55 R. Kubo, J. Phys. Soc. Jpn. 12, 570 (1957).
56 T. Yamamoto, J. Chem. Phys. 33, 281 (1960).
57 W. H. Miller, S. D. Schwartz and J. W. Tromp, J. Chem. Phys. 79,
4889 (1983).
58 C. H. Bennett, in Algorithms for Chemical Computations, ACS
Symposium Series No. 46, edited by R. E. Christoffersen (Amer-
ican Chemical Society, Washington, 1977), p. 63.
59 D. Chandler, J. Chem. Phys. 68, 2959 (1978).
60 R. Collepardo-Guevara, Y. V. Suleimanov and D. E. Manolopou-
los, J. Chem. Phys. 130, 174713 (2009); J. Chem. Phys. 133,
049902 (2010).
61 Y. V. Suleimanov, R. Collepardo-Guevara and D. E. Manolopou-
los, J. Chem. Phys. 134, 044131 (2011).
62 R. Perez de Tudela, F. J. Aoiz, Y. V. Suleimanov and D. E.
Manolopoulos, J. Phys. Chem. Lett. 3, 493 (2012).
63 Y. V. Suleimanov, R. Perez de Tuleda, P. G. Jambrina, J. F.
Castillo, V. Saez-Rabanos, D. E. Manolopoulos and F. J. Aoiz,
Phys. Chem. Chem. Phys. 15, 3655 (2013).
64 B. R. Johnson, J. Comp. Phys. 13, 445 (1973).
65 A. J. Leggett, Phys. Rev. B 30, 1208 (1984).
66 M. Thoss, H. Wang and W. H. Miller, J. Chem. Phys. 115, 2991
(2001).
67 Q. Shi, L. Chen, G. Nan, R. Xu and Y. Yan, J. Chem. Phys. 130,
164518 (2009).
68 L. Hartmann, I. Goychuk and P. Hänggi, J. Chem. Phys. 113,
11159 (2000).
69 E. Cortés, B. J. West and K. Lindenberg, J. Chem. Phys. 82, 2708
(1985).
70 U. Weiss, Quantum Dissipative Systems, 3rd ed. (World Scien-
tific, Singapore, 2008).
71 M. Berkowitz, J. D. Morgan and J. A. McCammon, J. Chem.
Phys. 78, 3256 (1983).
72 M. Ceriotti, M. Parrinello, T. E. Markland and D. E. Manolopou-
los, J. Chem. Phys. 133, 124104 (2010).
73 M. Ceriotti, G. Bussi and M. Parrinello, J. Chem. Theor. Comput.
6, 1170 (2010).
On the calculation of quantum mechanical electron transfer rates:
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TABLE I: βε = 0, βΛ= 60, β h¯Ω= 0.5 and γ = 32Ω.
log10(kβ h¯)
log10(β∆) HEOM IF RPMD Wolynes
−1.0 −9.19 −9.20 −8.25 −9.14
−0.9 −9.01 −9.02 −8.24 −8.94
−0.8 −8.85 −8.86 −8.24 −8.74
−0.7 −8.70 −8.71 −8.24 −8.54
−0.6 −8.57 −8.58 −8.23 −8.34
−0.5 −8.46 −8.47 −8.22 −8.14
−0.4 −8.36 −8.38 −8.21 −7.94
−0.3 −8.29 −8.31 −8.19 −7.74
−0.2 −8.22 −8.24 −8.16 −7.54
−0.1 −8.16 −8.18 −8.12 −7.34
0.0 −8.10 −8.11 −8.07 −7.14
0.1 −8.02 −8.02 −8.00 −6.94
0.2 −7.92 −7.92 −7.91 −6.74
0.3 −7.79 −7.79 −7.78 −6.54
0.4 −7.62 −7.62 −7.62 −6.34
0.5 −7.41 −7.41 −7.41 −6.14
0.6 −7.15 −7.15 −7.15 −5.94
0.7 −6.82 −6.83 −6.83 −5.74
0.8 −6.42 −6.43 −6.43 −5.54
0.9 −5.95 −5.95 −5.95 −5.34
1.0 −5.41 −5.39 −5.39 −5.14
TABLE II: βε = 0, βΛ= 60, β h¯Ω= 0.5 and γ =Ω.
log10(kβ h¯)
log10(β∆) HEOM IF RPMD Wolynes
−1.0 −9.12 −9.13 −7.37 −9.12
−0.9 −8.93 −8.93 −7.37 −8.92
−0.8 −8.73 −8.73 −7.36 −8.72
−0.7 −8.54 −8.54 −7.36 −8.52
−0.6 −8.34 −8.35 −7.35 −8.32
−0.5 −8.16 −8.16 −7.34 −8.12
−0.4 −7.97 −7.98 −7.32 −7.92
−0.3 −7.80 −7.80 −7.29 −7.72
−0.2 −7.63 −7.64 −7.25 −7.52
−0.1 −7.47 −7.48 −7.21 −7.32
0.0 −7.32 −7.33 −7.14 −7.12
0.1 −7.17 −7.18 −7.05 −6.92
0.2 −7.01 −7.02 −6.93 −6.72
0.3 −6.84 −6.84 −6.78 −6.52
0.4 −6.63 −6.63 −6.59 −6.32
0.5 −6.38 −6.38 −6.36 −6.12
0.6 −6.08 −6.08 −6.06 −5.92
0.7 −5.71 −5.71 −5.70 −5.72
0.8 −5.27 −5.27 −5.27 −5.52
0.9 −4.76 −4.76 −4.76 −5.32
1.0 −4.17 −4.17 −4.17 −5.12
TABLE III: βε = 0, βΛ= 60, β h¯Ω= 4 and γ = 32Ω.
log10(kβ h¯)
log10(β∆) HEOM IF RPMD Wolynes
−1.0 −9.05 −9.05 −7.04 −9.05
−0.9 −8.85 −8.85 −7.04 −8.85
−0.8 −8.66 −8.65 −7.04 −8.65
−0.7 −8.46 −8.46 −7.04 −8.45
−0.6 −8.27 −8.26 −7.03 −8.25
−0.5 −8.08 −8.07 −7.02 −8.05
−0.4 −7.91 −7.88 −7.02 −7.85
−0.3 −7.74 −7.70 −7.00 −7.65
−0.2 −7.58 −7.53 −6.98 −7.45
−0.1 −7.43 −7.37 −6.95 −7.25
0.0 −7.29 −7.22 −6.91 −7.05
0.1 −7.16 −7.07 −6.86 −6.85
0.2 −7.02 −6.93 −6.78 −6.65
0.3 −6.87 −6.77 −6.68 −6.45
0.4 −6.69 −6.60 −6.54 −6.25
0.5 −6.46 −6.39 −6.35 −6.05
0.6 −6.19 −6.14 −6.11 −5.85
0.7 −5.86 −5.82 −5.80 −5.65
0.8 −5.47 −5.43 −5.42 −5.45
0.9 −5.00 −4.96 −4.95 −5.25
1.0 −4.46 −4.41 −4.41 −5.05
TABLE IV: βε = 0, βΛ= 60, β h¯Ω= 4 and γ =Ω.
log10(kβ h¯)
log10(β∆) HEOM IF RPMD Wolynes
−1.0 −8.00 −8.00 −4.78 −8.00
−0.9 −7.80 −7.80 −4.78 −7.80
−0.8 −7.60 −7.60 −4.78 −7.60
−0.7 −7.40 −7.40 −4.78 −7.40
−0.6 −7.20 −7.20 −4.78 −7.20
−0.5 −7.00 −7.00 −4.78 −7.00
−0.4 −6.80 −6.80 −4.77 −6.80
−0.3 −6.59 −6.59 −4.77 −6.60
−0.2 −6.39 −6.39 −4.76 −6.40
−0.1 −6.19 −6.18 −4.74 −6.20
0.0 −5.98 −5.97 −4.72 −6.00
0.1 −5.77 −5.75 −4.69 −5.80
0.2 −5.56 −5.53 −4.65 −5.60
0.3 −5.34 −5.30 −4.58 −5.40
0.4 −5.10 −5.05 −4.49 −5.20
0.5 −4.84 −4.79 −4.37 −5.00
0.6 −4.56 −4.51 −4.20 −4.80
0.7 −4.23 −4.18 −3.96 −4.60
0.8 −3.85 −3.81 −3.66 −4.40
0.9 −3.41 −3.37 −3.27 −4.20
1.0 −2.89 −2.87 −2.80 −4.00
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2TABLE V: βε = 15, βΛ= 60, β h¯Ω= 0.5 and γ = 32Ω.
log10(kβ h¯)
log10(β∆) HEOM IF RPMD Wolynes
−1.0 −6.34 −6.35 −5.44 −6.30
−0.9 −6.17 −6.18 −5.44 −6.10
−0.8 −6.01 −6.02 −5.44 −5.90
−0.7 −5.86 −5.88 −5.43 −5.70
−0.6 −5.74 −5.76 −5.43 −5.50
−0.5 −5.63 −5.65 −5.42 −5.30
−0.4 −5.54 −5.57 −5.40 −5.10
−0.3 −5.47 −5.49 −5.39 −4.90
−0.2 −5.41 −5.43 −5.36 −4.70
−0.1 −5.36 −5.37 −5.32 −4.50
0.0 −5.30 −5.30 −5.27 −4.30
0.1 −5.22 −5.23 −5.21 −4.10
0.2 −5.13 −5.13 −5.12 −3.90
0.3 −5.02 −5.01 −5.00 −3.70
0.4 −4.87 −4.86 −4.85 −3.50
0.5 −4.68 −4.67 −4.66 −3.30
0.6 −4.46 −4.43 −4.43 −3.10
0.7 −4.18 −4.18 −4.18 −2.90
0.8 −3.87 −3.87 −3.86 −2.70
0.9 −3.53 −3.51 −3.51 −2.50
1.0 −3.18 −3.15 −3.15 −2.30
TABLE VI: βε = 15, βΛ= 60, β h¯Ω= 0.5 and γ =Ω.
log10(kβ h¯)
log10(β∆) HEOM IF RPMD Wolynes
−1.0 −6.28 −6.28 −4.55 −6.28
−0.9 −6.08 −6.09 −4.54 −6.08
−0.8 −5.89 −5.89 −4.54 −5.88
−0.7 −5.69 −5.69 −4.53 −5.68
−0.6 −5.50 −5.50 −4.52 −5.48
−0.5 −5.31 −5.31 −4.51 −5.28
−0.4 −5.13 −5.13 −4.49 −5.08
−0.3 −4.96 −4.96 −4.46 −4.88
−0.2 −4.79 −4.80 −4.43 −4.68
−0.1 −4.64 −4.65 −4.38 −4.48
0.0 −4.49 −4.50 −4.32 −4.28
0.1 −4.35 −4.36 −4.23 −4.08
0.2 −4.20 −4.20 −4.12 −3.88
0.3 −4.03 −4.04 −3.98 −3.68
0.4 −3.83 −3.84 −3.81 −3.48
0.5 −3.59 −3.62 −3.59 −3.28
0.6 −3.33 −3.35 −3.33 −3.08
0.7 −3.02 −3.03 −3.02 −2.88
0.8 −2.67 −2.67 −2.67 −2.68
0.9 −2.28 −2.27 −2.27 −2.48
1.0 −1.88 −1.86 −1.86 −2.28
TABLE VII: βε = 15, βΛ= 60, β h¯Ω= 4 and γ = 32Ω.
log10(kβ h¯)
log10(β∆) HEOM IF RPMD Wolynes
−1.0 −6.21 −6.21 −4.25 −6.21
−0.9 −6.02 −6.01 −4.25 −6.01
−0.8 −5.82 −5.82 −4.25 −5.81
−0.7 −5.63 −5.62 −4.25 −5.61
−0.6 −5.44 −5.43 −4.24 −5.41
−0.5 −5.25 −5.24 −4.24 −5.21
−0.4 −5.08 −5.05 −4.23 −5.01
−0.3 −4.91 −4.88 −4.22 −4.81
−0.2 −4.75 −4.71 −4.20 −4.61
−0.1 −4.61 −4.55 −4.17 −4.41
0.0 −4.48 −4.41 −4.13 −4.21
0.1 −4.36 −4.28 −4.08 −4.01
0.2 −4.24 −4.14 −4.01 −3.81
0.3 −4.10 −4.00 −3.91 −3.61
0.4 −3.94 −3.84 −3.78 −3.41
0.5 −3.75 −3.65 −3.62 −3.21
0.6 −3.53 −3.44 −3.42 −3.01
0.7 −3.26 −3.19 −3.17 −2.81
0.8 −2.95 −2.89 −2.88 −2.61
0.9 −2.61 −2.56 −2.56 −2.41
1.0 −2.25 −2.24 −2.23 −2.21
TABLE VIII: βε = 15, βΛ= 60, β h¯Ω= 4 and γ =Ω.
log10(kβ h¯)
log10(β∆) HEOM IF RPMD Wolynes
−1.0 −5.34 −5.34 −2.13 −5.34
−0.9 −5.14 −5.14 −2.13 −5.14
−0.8 −4.94 −4.94 −2.12 −4.94
−0.7 −4.74 −4.74 −2.12 −4.74
−0.6 −4.54 −4.54 −2.12 −4.54
−0.5 −4.34 −4.33 −2.12 −4.34
−0.4 −4.14 −4.13 −2.11 −4.14
−0.3 −3.94 −3.93 −2.11 −3.94
−0.2 −3.73 −3.72 −2.10 −3.74
−0.1 −3.53 −3.51 −2.09 −3.54
0.0 −3.33 −3.31 −2.07 −3.34
0.1 −3.12 −3.09 −2.04 −3.14
0.2 −2.91 −2.88 −2.00 −2.94
0.3 −2.70 −2.65 −1.95 −2.74
0.4 −2.47 −2.42 −1.87 −2.54
0.5 −2.24 −2.18 −1.76 −2.34
0.6 −1.98 −1.93 −1.62 −2.14
0.7 −1.70 −1.65 −1.44 −1.94
0.8 −1.40 −1.36 −1.21 −1.74
0.9 −1.07 −1.04 −0.94 −1.54
1.0 −0.73 −0.75 −0.68 −1.34
All rates converged to within σ(log10(kβ h¯)) =±0.01.
