ABSTRACT With the advent of global 5G networks, the Internet of Things will no longer be limited by network speed and traffic. With the large-scale application of the Internet of Things, people pay more and more attention to the security of the Internet of Things. Once the Internet of Things system suffers from malicious attacks, not only the serious loss of information will lead to the paralysis of the Internet of Things equipment. Aiming at the security problem of the Internet of Things, this paper puts forward the LM-BP neural network model. The LM-BP neural network model is applied to an intrusion detection system, and the intrusion detection flow under LM-BP algorithm is given. LM algorithm has the characteristics of fast optimization speed and strong robustness and uses this characteristic to optimize the weight threshold of traditional BP neural network. Through establishing LM-BP neural network classifier, KDD CUP 99 intrusion detection data set is imported into an LM-BP neural network classifier, and the best results are obtained through continuous training. Finally, the experimental simulation results show that this model has higher detection rate and lower false alarm rate than the traditional BP neural network model and PSO-BP neural network model for DOS, R2L, U2L, and Probing, thus this modified model has certain promotion value.
I. INTRODUCTION
With the deployment of 5G network all over the world, the application of Internet of Things is more and more extensive. The problem about the security performance of the Internet of Things is becoming increasingly prominent. Because the application of the Internet of Things involves various fields, such as smart home, smart supply chain customization, and smart environment monitoring system [1] , [2] , the importance of its network security is self-evident. Once the Internet of Things system suffers from external malicious attacks, such as network viruses and hacker intrusion, the harm caused by malicious code attacks will be irreparable.Therefore, in order to improve the security of the Internet of Things in various fields, it is imperative to build a
The associate editor coordinating the review of this manuscript and approving it for publication was Chunsheng Zhu. researchers. The basic structure of IOT intrusion detection system mainly includes host-based intrusion detection system and network-based intrusion detection system [6] . With the development of technology, interdisciplinary technology is increasingly applied to Internet of Things intrusion detection system. The efficiency and performance of the Internet of Things intrusion detection system have also been significantly improved. Facing the problems of network complication and attack diversification, the research direction of scientific researchers is also developing towards intellectualization and distribution [7] . Ke et al. proposed a network intrusion detection algorithm using genetic algorithm to optimize neural network weights. The genetic algorithm is used to find out the most suitable weight of BP neural network, compared with the traditional network intrusion detection algorithm, the training sampling time of this algorithm is shorter, and it has good intrusion identification and detection effects [8] ; Raman and other scholars proposed an intrusion detection technology based on Online Sequential Extreme Learning Machine (OS-ELM). This technology uses alpha analysis to reduce the time complexity, and uses a set of feature selection technologies based on filtering, correlation and consistency to discard irrelevant features, experiments show that this method is an effective network intrusion detection method [9] ; Jabez et al. use neighborhood anomaly factor (nof) to measure anomaly data sets. In order to improve the performance of intrusion detection system, the training model consists of large data sets and distributed storage environment. Experimental results show that this method can effectively identify anomalies [10] ; According to the characteristics of global optimization and swarm intelligence of artificial bee colony algorithm, Xiajiong et al. optimizes the traditional BP neural network to avoid the problems of falling into local optimization and slow convergence speed, and applies it to intrusion detection system to improve the accuracy of model detection [11] ; Mehmood et al.have studied the security knowledge of intelligent wireless sensor networks and cluster-based intrusion detection mechanism, and the Internet of Things intrusion detection security system has been greatly improved through KB-IDS system [12] ; Lin et al. studied fair resource allocation in edge computing intrusion detection system to ensure the security of Internet of Things devices [13] . Researchers' research results on the Internet of Things intrusion detection system provide theoretical knowledge and application examples for the security of the Internet of Things [14] . However, to solve the problem of low detection rate has always been the focus of the research institute. Improving the efficiency of intrusion detection in the Internet of Things is the key issue of current research. Ke G, Raman and Lin F all use intelligent algorithm to optimize the intrusion detection system of the Internet of Things, which improves the intrusion detection to a certain extent. However, it is still unable to meet the current requirements for the security of the Internet of Things, which means that the intrusion detection rate of the Internet of Things still needs to be improved. Jabez, Ja, Xiajiong S and Mehmood, Amjad improve the performance of intrusion detection system by researching and optimizing the equipment of intrusion detection system. However, in this era of large data intelligence, it is obvious that improving the intrusion detection rate of the Internet of Things from the intelligent algorithm is the key. However, with the large-scale application of 5G network in the Internet of Things, there is an urgent need to further optimize and improve the performance of the Internet of Things intrusion detection system. The process of Internet of Things intrusion detection mainly includes data collection, data analysis and alarm response [15] , [16] . Among them, data acquisition mainly includes host data, network data and user's behavior and status, and collects information of key nodes in computer network. Data analysis mainly includes three categories: pattern matching, statistical analysis and integrity analysis. The first two are real-time intrusion detection analysis methods, the latter are non-real-time intrusion detection analysis methods. Alarm and response are the response modes of IDS based on information analysis results, which are mainly divided into two kinds: active response and passive response. (As shown in Figure 2 .) This research mainly aims at the shortcomings of low detection rate, high false alarm rate and poor scalability of the Internet of Things intrusion detection system, and proposes LM-BP neural network model [17] , [18] . LM algorithm is used to optimize the weight threshold of the traditional BP neural network algorithm based on its fast optimization speed and strong robustness. On the basis of previous research, LM-BP neural network model is applied to the Internet of Things intrusion detection system to further improve the detection rate and reduce the false alarm rate. In this paper, the following aspects of work have been done as a whole: Firstly, in the second chapter, the theoretical knowledge of LM (Levenberg-Marquard) algorithm and traditional BP neural network algorithm is introduced and summarized in detail. Through the analysis of their basic algorithm theory and the steps to solve the problem, and then find the relationship between them, and in the third chapter, build the LM-BP neural network model. Finally, in the fourth chapter, the feasibility of the model is obtained by using KDD CUP 99 data set for network training through experimental simulation.
II. LM-BP ALGORITHM MODEL
A. LM ALGORITHM LM (Levenberg-Marquard) algorithm is a function that can be used to find the parameter vector that minimizes the function value.
The basic form of LM algorithm is:
where, x k , x k+1 denotes gradient, assume that the error function used in the BP neural network is:
In the above formula, e k representation error, y lk is the set expected output, andȳ k is the calculated actual output. The performance index F (x) adopted by the network can be expressed as:
Therefore,The number j gradient component is:
The matrix form of the gradient is:
where, J T (x) denotes the transposed Jacobian determinant The LM algorithm formula is derived as follows:
LM algorithm solves the 3D image [19] and contour diagram of the objective function, as shown in the figure.3 below: 
B. BP NEURAL NETWORK ALGORITHM
BP neural network algorithm [20] is a concept put forward by scientists headed by Rumelhart and McClelland in the 1980s. Nowadays, the research and application of BP neural network have developed rapidly and penetrated into various disciplines. Neural network algorithm is not only a research object, but has been widely used in actual production and life. For example, big data analysis, fuzzy data mining, image recognition of automatic sorting system for products, etc. [21] . Until now, the development of BP neural network algorithm has not solved the disadvantages of slow learning speed, large amount of training and adjustment to converge and easy to fall into local optimization. The schematic diagram of BP shenjiang network is shown in Figure 4 .
The BP neural network carries out training and learning in a guided way. When the learning mode is provided to the BP neural network, The activation values of neurons reach each node of the input layer of the output layer from the input layer through the hidden layer, and point-to-point calculations are made with each node of the hidden layer, The calculation method is weighted sum and activation; using each value calculated by the hidden layer, then the same method is used to calculate with the output layer. The hidden layer uses Sigmoid as the activation function (as shown in the Figure 5 .), while the output layer uses Purelin. This is because Purelin can keep the previous numerical scaling of any range, which is convenient for comparison with sample values, while Sigmoid can only have a numerical range of 0∼1; At first, the values of the input layer are respectively transmitted to the hidden layer through network calculation, and then transmitted to the output layer in the same way. The final output value is compared with the sample value to calculate the error. The partial derivative of the error is calculated by using the final output result of forward propagation (the partial derivative is obtained after forward propagation), and then with this partial derivative and this hidden layer is weighted and summed, Such a layer by layer to pass down(hidden layer partial derivative weighted sum), up to the input layer(Input layer is not calculated)(Partial Derivative Weighted Sum from First Hidden Layer to Input Layer), Finally, the weight is updated by using the partial derivative obtained by each node. BP algorithm is a learning method in which the error function decreases according to the gradient [22] . (As shown in Figure. 5 )
The output error of the neural network is defined as follows:
It is expanded from the hidden layer to the input layer in turn. In order to be guided by the principle of continuously decreasing errors, the adjustment amount of the weight should be as follows:
In this way, through certain deduction, the calculation formula for adjusting the weight of each layer can be obtained, and the form of written vector is as follows:
In the formula,
n×m are the connection weight matrices of the hidden layer to the output layer and the input layer to the hidden layer respectively. The learning and training process of BP neural network is divided into four steps. The specific steps are as follows:
(1) Firstly, the network is initialized, not only the BP neural network parameters are assigned, but also the weight coefficients are randomly selected artificially; (2) inputting the data samples of learning training, calculating the estimated values of each layer of the network, then comparing with the real values, and finally calculating the output error of the BP neural network; (3) according to the error back propagation rule, adjusting the weights between hidden layers and between hidden layers and input layers; (4) Repeat steps 2 and 3 until the final prediction error meets the predetermined error range or the training times of the network reach their preset times.
C. LM-BP MODEL
LM algorithm is a fast algorithm that can be used to solve the nonlinear least squares problem. It is improved on the basis of Gauss-Newton algorithm, and combines Gauss-Newton method and gradient descent method. It has both local characteristics of Gauss-Newton method and global characteristics of gradient descent method. Therefore, it can effectively prevent BP algorithm from not obtaining global optimization due to entering local minima. Because LM algorithm uses the second derivative information and addsparameter correction algorithm to LM-BP, the convergence speed is much faster and the algorithm is stable than the traditional BP network using gradient descent method. After the t o -th output, the total error data is obtained:
And then get:
Considering the above formula as a linear system,θ i is obtained by Gauss-Newton method:
However, there is no guarantee that any t 0 and x(i) are full rank. Therefore, according to An Improved Method of GaussNewton Method LM Algorithm,
, and the learning algorithm becomes: However, there is no guarantee that any sum is of full rank. Therefore, according to LM algorithm, an improved Gaussian-Newton method, the learning algorithm is replaced by:θ
Finally, the σ parameter correction algorithm is added to obtain the final error learning algorithm:
In this way, that proces of continuously correcting and adjust the weights of each layer through error back propagation can be realized until the output error ω of the network is reduce to a preset acceptable level. The following figure is a pre-simulation diagram of the training algorithm program using LM training algorithm to improve the gradient descent method of BP neural network [23] . (As shown in Figure 6 .)
The improved BP neural network is applied to the intrusion detection system under the complex network environment of the Internet of Things to make it play a higher performance and protect the security of the Internet of Things [24] - [26] .
III. INTRUSION MONITORING SYSTEM BASED ON LM-BP MODEl
The traditional BP algorithm mainly has the defects that training is easy to fall into paralysis, convergence speed is slow, and it is easy to fall into a local optimal value without obtaining a global optimal solution. The improved algorithm basically overcomes these two shortcomings and applies it to intrusion detection system. The operation process of the system is as follows:
(1) Using the data acquisition module of the intrusion detection system to acquire data sources in the network; (2) Put the extracted part of the collected data into the training library of the system to form the initial training set, which plays a cornerstone role in the future system optimization; (3) Selecting a neural network training data set from a training library, wherein the data set is divided into two parts, one part is used for optimizing the connection weight value, and the other part is used for optimizing the learning rate; (4) Using data sources to optimize the connection weight and learning rate of the neural network respectively, and adjusting the neural network with the optimized weight and rate; (5) Using the improved neural network detection module to detect intrusion behavior; (6) continuously revising the knowledge base and training base after adjustment; (7) Stop system adjustment when the system is in a better state, otherwise enter the optimization process. In this way, through the adjustment of the above steps, the system can have a better performance and can work stably. The system operation flow is shown in Figure 7 .
By combining LM algorithm with traditional BP neural network [27] , a LM-BP neural network model is established. Whether the improved BP neural network can improve the security of the Internet of Things needs further experimental simulation. This is what we will focus on in the next chapter.
Firstly, the improved BP neural network is combined with the Intrusion Detection System of the Internet of Things [28] . Then simulate the actual network intrusion, and see if the improved BP neural network has better performance to deal with the complex environment of the Internet of Things, so that the system has a better stability.(The intrusion detection system architecture is shown in Figure 8 .)
IV. EXPERIMENTAL SIMULATION AND RESULT ANALYSIS
This paper uses LM-BP neural network model to carry out the Internet of Things intrusion detection experiment. The environment used in the experiment is the simulation on Win10 system and MATLAB2014a platform. This intrusion detection experiment uses KDD CUP 99 data set [29] , [30] , which is an intrusion detection evaluation project carried out by U.S. Department of Defense Advanced Program(DARPA) at MIT Lincoln Laboratory at the end of the 20th century [31] . The DARPA Intrusion Detection Assessment Project, whose main purpose is to detect and evaluate the performance of intrusion detection systems. An important result of the evaluation project is the establishment of a data set simulating various attacks, The training data set includes 7 weeks of network traffic data, including about 5 million records, and the testing training set includes 2 weeks of network traffic data, totaling about 2 million records. Later, the data set became the famous KDD CUP 99 data set because it was used in the KDD CUP 99 competition. Although it is a bit old, KDD CUP 99 dataset is still one of the important benchmarks for evaluating intrusion detection technology.
A. IDS TECHNICAL INDEX
In order to evaluate the performance of the Internet of Things intrusion detection model, this experiment mainly considers Statistics related to intrusion detection: detection rate and false alarm rate [32] , [33] . 1) False alarm rate refers to the probability that the system will alarm with normal behavior as abnormal behavior. F indicates the false alarm rate, A indicates the number of false alarms, B indicates the total number of normal behavior samples, C indicates the total number of attack samples. The false alarm rate expression is:
2) Detection rate refers to the probability that the system can normally alarm when the host and network are attacked by intrusion. D represents the detection rate, x represents the number of intrusion alerts, and y represents the number of intrusion attacks. The detection rate expression is:
The two technical indexes of false alarm rate and detection rate can fully reflect the intrusion detection capability of LM-BP neural network algorithm, and evaluate how many attacks and incorrect classifications the system can detect. From this, we can see that a good intrusion detection model should make the detection rate as large as possible and the false alarm rate as small as possible.
B. KDD CUP99 DATASET PREPROCESSING 1) CONVERT CHARACTER FEATURES TO NUMERIC FEATURES
First, Python and IPython are used to load and preprocess data. The original data in KDD CUP 99 data set contains non-numerical data, while LM-BP model cannot calculate and process non-numerical data. In order to make the calculation more reflect the information contained in the data itself, we need to realize the conversion of character-based features into numerical features [34] . If these data are simply discarded, there will be great errors in the calculation. The original data set is shoun in Table 2 .
It is not difficult to find out from observation that the nonnumerical data are the 2nd, 3rd, 4th and last item. We will replace all the data except the last item with numerical values. To process the data obtained into the data needed by the neural network, the first step is to replace the data. The replaced data are shown in Table 3 .
It is not difficult to find from Table 3 that non-numerical data do not exist except the last item, and can now be brought into the model for calculation. 
2) NUMERICAL STANDARDIZATION
Let X ij be the numerical standardization value of X ij :
AVG j is the average value, STAD j is the average absolute deviation formula (22) , which is more robust to isolated points than standard deviation. In the above calculation formula, the following judgment shall be made:
x If AVG j = 0, then X ij = 0; y If STAD j = 0, then X ij = 0.
3) NUMERICAL NORMALIZATION
Normalize each normalized value to [0,1] interval. Let X ij be the normalized value of X ij .
X max = max X ij (25) C. MODEL PERFORMANCE TEST
In order to verify the intrusion detection model of the Internet of Things based on LM-BP neural network algorithm, we first construct LM-BP neural network classifier. Since KDD CUP99 is a feature and has 5 classification results [35] , [36] , this method sets the number of input neurons to 41 and the number of output neurons to 5. After many experiments, when the number of hidden layers is 15, the experimental performance is the best. The performance of intrusion detection technology based on LM-BP neural network is shown in Figure 9 . and Figure 10 . Goal indicates the root mean square error of the training network stop, and Best indicates that it exhibits the best performance at the 74th time. At the beginning, the error between the Test and the Validation target will decrease. With the increase of training amount, the test error will continue to decrease, but the Validation error will increase. When the Validation error continues to increase, there will be a tendency of over-fitting, and training will generally be stopped after six consecutive increases. With the increase of training times, the gradient gradually decreases. When training is 80 times, the invalid detection times have already been 6 times, and the experiment is terminated. In order to better verify the performance of the model, this paper selects a set of sample data sets, each data set uses 1000 records as test data sets, including 800 normal records and 200 intrusion records. There are different numbers of attack types in the four sample data, and the ability of LM-BP neural network, PSO-BP neural network and BP neural network [37] to detect different attacks can be tested. As shown in table 4:
The sample data were compared with LM-BP neural network, PSO-BP neural network and BP neural network [38] . After the experiment, the intrusion detection results of the three algorithms are shown in the following figure 11: Fig. 11 shows that LM-BP algorithm is superior to PSO-BP algorithm and BP neural network algorithm in both false alarm rate and detection rate in intrusion detection VOLUME 7, 2019 training test based on KDD CUP 99 data set. Therefore, LM-BP neural network algorithm has a certain desirability, and has a certain applicability to the Internet of Things intrusion detection system. Finally, we obtained the average detection rate and false alarm rate of DOS, R2L, U2R, and Probing attack types [39] [40] under the three algorithms to make an average comparison. the comparison results are shown in fig. 12 and fig. 13 . According to Fig. 12 and Fig. 13 , the detection rate of intrusion detection system is completely different under LM-BP, PSO-BP and traditional BP neural network algorithm, and the detection rate is quite different even under the same algorithm for different types of intrusion. Among them, DOS intrusion is the most typical type. The detection rate of this intrusion type is 93.31% and the false alarm rate is 1.34% under LM-BP algorithm. This algorithm has certain advantages in building intrusion detection system. What needs attention is that: except for the high detection rate of DOS and the low false alarm rate, LM-BP algorithm and other algorithms show low performance in detection of R2L and U2L intrusion types. This is the key issue we will focus on in the future. With the rapid development of the Internet of Things, the performance requirements of intrusion detection are getting higher and higher. However, the low performance of detection of R2L and U2L intrusion types is obviously not suitable for the future development trend of network security. Therefore, further research will be done to improve the performance of LM-BP algorithm and other algorithms in Intrusion detection. Make the development of the Internet of Things safer and more secure.
V. CONCLUSION
In the process of studying the Internet of Things intrusion detection system, starting from the essence of the Internet of Things intrusion detection system, combined with the established LM-BP neural network model, the performance optimization of the Internet of Things intrusion detection system is realized, thus enhancing the security performance of the Internet of Things. Through the experimental simulation analysis, the LM-BP neural network model established in this paper has obvious advantages over PSO-BP neural network model and BP neural network model, which improves the detection rate of DOS, R2L, U2L and Probing attack types and reduces the false alarm rate at the same time. Therefore, under the background of the continuous upgrading of the global Internet of Things and the landing of 5G, it will provide reference and reference for better service of smart home, smart campus and smart supply chain customization. At the same time, it will accelerate the deployment of the global Internet of Things and promote the development of economic industry in a more efficient direction.
In this paper, the LM-BP neural network model established by the Intrusion Detection System of the Internet of Things has some defects. Although the detection rate of the LM-BP model is higher than that of the PSO-BP model and the traditional BP neural network model, the overall detection rate is still relatively low. Secondly, the data set selected in this paper is KDD CUP 99 data set, which also has some limitations. In the future, how to improve the overall detection rate of LM-BP neural network and how to better implant the algorithm into the intrusion detection system will be the focus of our research. 
