A conjecture posed by S. Hayajneh and F. Kittaneh claims that given A, B positive matrices, 0 ≤ t ≤ 1, and any unitarily invariant norm it holds
Introduction
We begin this paper with some notations and definitions. The context here is the algebra of n×n complex entries matrices, but the proofs adapt well to other (infinite dimensional) settings in operator theory, so let us assume that A stands for an operator algebra with trace, for instance A = M n (C) with its usual trace, or A = B 2 (H), the Hilbert-Schmidt operators acting on a separable complex Hilbert space with the infinite trace, or A = (A, T r) a C * -algebra with a finite faithful trace.
Definitions 1.1. Let ||| · ||| denote an unitarily invariant norm on A, which we assume is equivalent to a symmetric norm, that is
|||XY Z|||| ≤ X ∞ |||Y ||| Z ∞ whenever Y ∈ A (from now on · ∞ will denote the norm of the operator algebra).
For convenience we will use the notation τ (X) = Re T r(X). Let |X| = √ X * X stand for the modulus of the matrix or operator X, then the (right) polar decomposition of X is given by X = U|X| where U is a unitary such that U maps Ran|X| into Ran(X) and is the identity on Ran|X|
Consider the inequality
for positive invertible operators A, B > 0 in A, and z ∈ C. We introduce some notation regarding vertical strips in the complex plane: let
we will study the validity of (1) in both S 0 and S 1/4 .
Intimately related to the expression above are the inequalities
and
for positive matrices A, B ≥ 0 in A, where
the name b t is due to Bourin, who conjectured inequality (3) for n × n matrices in [5] , and
is named after Heinz, and the well-known [7] inequality
Recently, S. Hayajneh and F. Kittanneh proposed in [6] that the stronger (2) should also be valid in M n (C); however, numerical computations (see Section 3) show that, at least for the uniform norm, this is false.
If we focus on the case |||X||| = X 2 = T r(X * X) 1/2 (the Frobenius norm in the case of n × n matrices) and we write
where we have repeatedly used the ciclicity of τ (i.e. τ (XY ) = τ (Y X)) and the fact that τ (Z * ) = τ (Z). Likewise
Thus, proving that b t 2 ≤ h t 2 amounts to prove that
and in fact, it is clear that both inequalities are equivalent -as remarked in [6] -.
Main results
We will divide the problem in regions of the plane (or the line), and then we will also consider the possiblity of attaining the equality; we will see that this is only possible in the trivial case, i.e. when A, B commute. We recall the generalized Hölder inequality, that we will use frequently: let
This is just a combination of the usual Hölder inequality together with
provided s ≥ 1 and
(see [8] , Theorem 2.8, for more details).
The inequality in the strip S 1/4
We begin with an easy consequence of an inequality due to Araki-Lieb and Thirring.
Lemma 2.1. If A, B ≥ 0 and r ≥ 2, then
Proof. Note that
which, by the inequality of Araki-Lieb and Thierring (see [2] , and note that r/2 ≥ 1) is less or equal than
which in turn equals τ (AB).
Note that if we exchange the variables z → 1 − z and exchange the role of A, B, it suffices to consider half-strips or half-intervals around Re(z) = 1/2.
Proposition 2.2. If 0 < A, B and z ∈ S 1/4 , then
Proof. Let z = 1/2 + iy, y ∈ R denote any point in vertical line of the complex plane passing through x = 1/2. Then
by the Cauchy-Schwarz inequality and the fact that A iy , B iy are unitary operators. Then by the previous lemma,
Now consider z = 1/4 + iy, y ∈ R, a generic point in the vertical line over x = 1/4, then noting that
where we used again the previous Lemma and the generalized Hölder's inequality,
whenever p, q, r ≥ 1 and 
Inequality becomes equality
Let us consider the special case when the inequality above becomes an equality. We begin with a lemma that we will use in several ocasions, and will be useful when we drop the assumption on nonsingularity of A, B.
Lemma 2.4. Let A, B ≥ 0, and assume
In either case, A commutes with B.
Proof. Name X = A 1/2 B 1/2 , and considering the inner product induced by τ , X, Y = τ (XY * ),
But Cauchy-Schwarz inequality becomes an equality if and only if X = λX * for some λ > 0, and since both operators have equal norm
and this implies that A commutes with B. On the other hand,
so what we have is just another way of writing the first equality condition.
Proposition 2.5. Let A, B > 0 and assume that there is z 0 ∈ S 1/4 such that
Then A commutes with B and
Proof. First consider the case when equality is reached in an interior point of the strip S 1/4 . Note that by the maximum modulus principle, this would mean that the function
is constant in the strip S 1/4 , in particular equality holds at z 0 = 1/2, and by the previous Lemma, A commutes with B.
Now suppose equality is attained in the frontier, for instance at z 0 = 1/4 + iy for some y ∈ R. Let X = B 
Arguing as in the previous Lemma, there exists λ > 0 such that X = λY ,
Cancelling B 1/4 on the left and A 1/4 on the right we obtain
but now both elements have the same norm and this shows that λ = 1; then
and since A, B > 0, the existence of analytic logarithms shows that again A commutes with B. By symmetry, the same argument applies for any z 0 = 3/4 + iy in the other border of the strip.
Corollary 2.6. If A does not commute with B, the inequality is strict:
in some open set Ω ⊂ C containing the closed strip S 1/4 .
If we allow A, B to be non invertible, holomorphy is lost, but nevertheless in the same spirit we have the following result.
Proposition 2.7. For given A, B ≥ 0, there exists δ = δ(A, B) > 0 such that
holds in the interval [1/4 − δ, 3/4 + δ]. If A does not commute with B, the inequality is strict in the whole (1/4 − δ, 3/4 + δ).
Proof. If A commutes with B, then the assertion is trivial. If not, arguing as in the last part of the proof of the previous proposition, we must have strict inequality
for t = 1/4, t = 3/4, and then by continuity the inequality extends a bit out of the closed interval [1/4, 3/4] .
Consider t ∈ (1/4, 1/2) and put X = B ≥ 1 and define 1/p = t − 1/4 ∈ (0, 1/4), 1/q = 3/4 − t ∈ (1/4, 1/2), note also that 1/p + 1/4 = t, 1/q + 1/4 = 1 − t. By reiterated use of Hölder's inequality compute
Now apply Lemma 2.1 to each of the four terms (note that p > 4 and q > 2), and we have
If we assume equality of the traces, then
and in particular, it must be that A ]; this is a particular instance of [1, Theorem 2.10 ].
Counterexamples
In this section we exhibit specific cases of different kind. In Example 3.1 we choose A, B such that 2 Note that this is another proof of the inequality for real t ∈ [ The following is the graph of f (t) = − b t (A, B) ∞ + h t (A, B) ∞ for t ∈ [0, 
