Abstract-
Introduction
Social network analysis [1] views social relationships in terms of network theory consisting of nodes and ties (also called edges, links, or connections).
Nodes are the individual Communities [3, 7, 10] within the networks, and ties are the relationships between the Communities. Measures of centrality [2, 8 ,15] Recently, online social networks have gained significant popularity and are now among the most popular sites on the Web. Unlike the Web, which is largely organized around content, online social networks [4, 5 ,11] content, and create links to any other users with whom they associate. The resulting social network provides a basis for maintaining social relationships, for finding users [9, 20] with similar interests, and for locating content and knowledge that has been contributed or endorsed by other users.
Network centrality (or centrality) [8] is used to identify the most important/active people at the centre of a network or those that are well connected. Numerous centrality measures such as degree, closeness, betweenness [2, 12] , information, eigenvector [17] , and dependence centrality have been used for characterizing the social behaviour and connectedness of nodes within networks. The logic of using centrality measures is that people who are actively involved in one or more communities [16, 19] will generally score higher with respect to centrality scores for the corresponding network.
Numerous studies in SNA [6] have proposed a diversity of measures to study the communication patterns and the structure of a social network. One of the most studied measures is centrality. Centrality describes a community's relative position within the context of his or her social network [4, 13] .
Background and related work
There are four measures of centrality that are widely used in network analysis: degree centrality, betweenness, closeness, and eigenvector centrality.
Degree centrality
Degree centrality [8] is defined as the number of links incident upon a node (i.e., the number of ties that a node has). Degree is often interpreted in terms of the immediate risk of node for catching whatever is flowing through the network (such as a virus, or some information). If the network is directed (meaning that ties have direction), then we usually define two separate measures of degree centrality, namely in degree and out degree. In degree is a count of the number of ties directed to the node, and out degree is the number of ties that the node directs to others.
For positive relations such as friendship or advice, we normally interpret in degree as a form of popularity, and out degree as gregariousness.
For a graph G: = (V,E) with n vertices, the degree
The definition of centrality can be extended to graphs. Let v * be the node with highest degree centrality in G. Let X: = (Y,Z) be the n node connected graph that maximizes the following quantity (with y * being the node with highest degree centrality in X):
Then the degree centrality of the graph G is defined as follows:
H is maximized when the graph X contains one node that is connected to all other nodes and all other nodes are connected only to this one central node (a star graph).
In this case
so the degree centrality of G reduces to:
Betweenness centrality
Betweenness [8, 12] 
Sum this fraction over all pairs of vertices (s,t).
Or, more succinctly:
where σ st is the number of shortest paths from s to t, and Brandi's algorithm [21] will divide final centrality scores by 2 to account for each shortest path being counted twice.
Closeness centrality
In topology and related areas in mathematics, closeness [8] is one of the basic concepts in a topological space.
Intuitively we say two sets are close if they are arbitrarily near to each other. The concept can be defined naturally in a metric space where a notion of distance between elements of the space is defined, but it can be generalized to topological spaces where we have no concrete way to measure distances.
In graph theory closeness is a centrality measure of a vertex within a graph. Vertices that are 'shallow' to other vertices (that is, those that tend to have short geodesic distances to other vertices with in the graph) have higher closeness. Closeness is preferred in network analysis to mean shortest-path length, as it gives higher values to more central vertices, and so is usually positively associated with other measures such as degree.
In the network theory, closeness is a sophisticated measure of centrality. It is defined as the mean geodesic distance (i.e., the shortest path) between a vertex v and all other vertices reachable from it: The information centrality [8, 18] 
An extension to networks with disconnected components has been proposed by Opsahl (2010).
Eigenvector centrality
Eigenvector centrality [17] is a measure of the importance of a node in a network. It assigns relative scores to all nodes in the network based on the principle that connections to high-scoring nodes contribute more to the score of the node in question than equal connections to low-scoring nodes.
Betweenness centrality is mostly used to find and measure subgroup and community membership whereas degree and closeness centrality are used for characterizing influential members. Although network centrality measures are easy to calculate using computer programs such as Pajek [24] and UCINET [23] , there has been no consensus among researchers as to the most meaningful centrality measure to use for finding subgroup members . In extremely large social networks, computational efficiency may become an issue in selecting which centrality measure to use. With respect to three commonly used centrality measures, degree centrality is the easiest to calculate, closeness centrality is more complex and between ness centrality has the highest calculation complexity.
3.Proposed measurement methodology
Assume the traversal of a message (e.g., news or rumour) originating from some source s over a network and intending to finally reach some destination t in the network along a path, and assume that each node in the network has only its own local view (i.e., has information only of its outgoing neighbours). Thus, when the message is at a current node v, the node v forwards the message based on its local view to one of its outgoing neighbours chosen uniformly at random.
The message continues to travel in this manner until it reaches the destination node t, and then stops. containing few links [22] , and so this seems to be a reasonable assumption in the context of social networks.
Based on these assumptions, we define C-path centrality:
DEFINITION (C-Path Centrality) For every vertex v of a graph G = (V;E), the C-path centrality Cc(v) of v is defined as the sum, over all possible source nodes s, of the probability that a message originating from s goes through v, assuming that the message traversals are only along random simple paths of at most C edges.
Estimating C-Path centrality
We present a randomized approximation algorithm for 
Example
Above mentioned centrality measures work on 
CONCLUSION
This paper present a new approach for identifying highly influential nodes based on their C-path centrality score, according to the following observations. First, we observe that the value of the C-path centrality is irrelevant: it is the relative "importance" of communities (as measured by C-path centrality) that matters. Second, we observe that for the vast majority of applications, it is sufficient to identify categories of nodes of similar importance. Third, we observe that distant communities in social networks are unlikely to influence each other.
