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Abstract—Trajectory owner prediction is the basis for many
applications such as personalized recommendation, urban plan-
ning. Although much effort has been put on this topic, the
results archived are still not good enough. Existing methods
mainly employ RNNs to model trajectories semantically due to
the inherent sequential attribute of trajectories. However, these
approaches are weak at Point of Interest (POI) representation
learning and trajectory feature detection. Thus, the performance
of existing solutions is far from the requirements of practical
applications. In this paper, we propose a novel CNN-based
Trajectory Owner Prediction (CNNTOP) method. Firstly, we
connect all POI according to trajectories from all users. The
result is a connected graph that can be used to generate more
informative POI sequences than other approaches. Secondly,
we employ the Node2Vec algorithm to encode each POI into
a low-dimensional real value vector. Then, we transform each
trajectory into a fixed-dimensional matrix, which is similar
to an image. Finally, a CNN is designed to detect features
and predict the owner of a given trajectory. The CNN can
extract informative features from the matrix representations of
trajectories by convolutional operations, Batch normalization,
and K-max pooling operations. Extensive experiments on real
datasets demonstrate that CNNTOP substantially outperforms
existing solutions in terms of macro-Precision, macro-Recall,
macro-F1, and accuracy.
Index Terms—human mobility, trajectory mining, CNN, clas-
sification, POI embedding
I. INTRODUCTION
Internet applications such as Foursquare, Twitter, Google
Places, Instagram, and Airbnb, provide Location-based So-
cial Network (LBSN) data, which includes social network
among users and/or check-in locations. Such information
enables human mobility understanding [1]–[4] and is crucial
for applications like personalized recommendation, intelligent
transportation systems, urban planning [5], [6], and so forth.
A critical task of human mobility understanding is to
predict the owner of a given trajectory, which is defined
as the pathway followed by certain users. Determination
of the owner-trajectories relationship greatly benefits many
real-world applications through performance enhancement for
personalized recommendation and urban plan improvement
for traffic mitigation. Bike or car-sharing APPs, like Mobike
and Uber, collected a large amount of trajectory data. For a
specific application, the owner of a given trajectory typically
corresponds to the owner of the account of the APP. However,
this general understanding is invalid if the account is shared
by multiple users. Users of multiple trajectory-collecting APPs
may also sign in different APPs with various usernames.
The trajectory-user relationship, therefore, cannot be clearly
defined when data from multiple APPs are analyzed in aggre-
gation without further manipulation.
The trajectory owner prediction is essentially determined by
trajectory models. Existing modeling methods for human tra-
jectories mainly include Markov Chains (MC) and Recurrent
Neural Networks (RNN). MC-based approaches [6] assume
strong independence among non-adjacent locations. Thus they
cannot capture the long term dependency of locations in a
trajectory. Generally, RNNs are thought to be the ideal can-
didate for modeling trajectories since they can take variable-
length trajectories as input and capture long term dependency
of locations. TULER [7] is the first method that leverages
RNN to address trajectory and user linking. TULVAE [8]
improves TULER by combining RNN and VAE to address
data sparsity, structural dependency, and shallow generation.
Although the above methods are suitable for capturing geo-
graphic and semantic features for some tasks such as next
location prediction [9], their performance at capturing features
for trajectory owner prediction is far from being satisfactory.
In summary, existing approaches have two weaknesses. On
the one hand, they ignore the fact that the owner of a trajectory
is mainly determined by some key POIs or POI tuples such
as apartments, working places, and leisure venues. Therefore,
existing approaches treat trajectories as sequences and lever-
age RNN to learn trajectory representations. However, it is
reported that RNN-based approaches are good at capture long
term semantics but weak at feature detection compared to
Convolutional Neural Networks (CNNs) in Natural Language
Processing (NLP) [10]. On the other hand, they employ
word2vec algorithm to generate POI embeddings directly from
trajectories, which leads to low-quality POI embeddings due
to inadequate POI sequence coverage. Therefore, the trajectory
representation which depends on POI embeddings is not
efficient enough to discriminate its owner.
In this paper, we propose a novel CNN-based Trajectory
Owner Prediction (CNNTOP) to overcome the above weak-
nesses. CNNTOP represents trajectories with matrices and
leverages CNN to efficiently detect features to predict the
owner of a given trajectory. The main contributions of this
work are as follows:
1) CNNTOP connects all trajectories to form a linked graph
and employs the Node2Vec algorithm to encode each
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POI into a low-dimensional real value vector. Compared
with existing designs, our scheme can generate more
effective POI sequences and POI representations.
2) CNNTOP represents trajectory segmentations with ma-
trices and designs a Convolutional Neural Network to
detect trajectory features from corresponding matrices.
Compared with existing solutions, our scheme can ef-
ficiently extract trajectory features for predicting corre-
sponding owners.
3) Extensive experiments are conducted on three real-
world datasets. The performances of different methods
are compared. Moreover, parameter sensitivity is also
analyzed.
The remainder of this paper is organized as follows. In
Section II, we present the existing work related to trajectory
owner prediction. After that, the problem statement is given
in Section III. Section IV describes our design for efficient
trajectory owner prediction. Section V presents the evaluation
method and experimental results. We summarize the paper and
outline the direction for future work in Section VI.
II. RELATED WORK
In this section, we review some related work on owner pre-
diction for trajectories, including sequential methods based on
Markov Chains and RNN-based methods. Then, we introduce
the convolutional neural network which we employ to solve
the TOP problem in this work.
Human Trajectory Representation. Trajectory Owner Pre-
diction (TOP) is a critical aspect of human mobility under-
standing, which has recently attracted dense interests from
academia and industry [6], [11]–[13]. The performance of the
TOP problem depends on trajectory representation. Markov
chain-based approach [14] employs Markov chain and other
tricks to predict human mobility. This kind of method cannot
take into account long term dependency due to the Markov
property. TULER [7] adopts word2vec algorithm [15] to learn
low-dimensional vector representations of POIs and employs
RNN to encode a given trajectory to a real-value vector. A
supervised classifier is designed in TULER to map vector
representations of trajectories to users. DeepMove [9] and
DPLink [16] also leverage RNN to learn trajectory repre-
sentations. TULVAE [8] is an improved version of TULER.
It incorporates a VAE model in the RNN seq2seq pipeline
to mitigate data sparsity, structural dependency, and shallow
generation. Generally speaking, RNN is very suitable for
modeling sequential data since it can take variant length
sequence as input and output a fixed-length vector. However,
the performance of modeling trajectories with RNN depends
on specific tasks. As to the TOP problem, the performance of
existing RNN-based methods is far from real applications.
Convolutional Neural Network (CNN). CNN is a kind of
deep neural network, which is characterized by its convolu-
tional layers and pooling layers. Typically, the input layer is
followed by a convolutional layer and then a pooling layer.
After that, there may be multiple convolutional layer and
pooling layer combinations. Then, a fully connected layer
is followed. LeNet [17] is a classic instance of CNN. The
convolutional layers are used for feature detection. The pooling
layers are used for selecting main features and preventing
overfitting. It can also keep invariant such as translation and ro-
tation. CNN is typically used for detecting meaningful patterns
in images, for example, facial expression recognition [18],
object detection [19]. Recently, CNN has also been used to
process sequential data, for example, Neural Machine Trans-
lation [20], text classification [21]. Extensive experiments
have demonstrated that the performance of RNN or CNN for
sequential data modeling depends on how important it is to
understand the whole sequence semantically [22]. For many
NLP tasks such as modeling sentence pairs [10], sentence
classification [21], CNN outperforms RNN. Therefore, it is
promising to solve the TOP problem with CNN.
In summary, existing solutions mainly treat trajectories as
time series and model them with Markov chains or RNNs.
However, trajectory owner prediction is more sensitive to fea-
ture detection. Thus we propose a novel CNN-based approach
to address the TOP problem. As far as we know, our work is
the first one that employs CNN for trajectory owner prediction.
III. PROBLEM STATEMENT
We consider the trajectory owner prediction problem as
follows. With an LBSN system, there are many users and POIs.
The set of users can be denoted as U = {u1, u2, . . . , uN},
where N is the number of users. The set of POIs is denoted
by L = {l1, l2, . . . , lm}, where m is the number of POIs.
Users report their check-ins sequentially. Consequently, each
user has a long POI trajectory. Let Tui =< li1, li2, . . . , lin >
denote a trajectory generated by the user ui during a time
interval, where lij ∈ L is a POI. Since there are many users
in an LBSN system, a lot of trajectories are generated in a
given period. Furthermore, long trajectories can be subdivided
into many segments. Therefore, we have a set of trajectories
T = {t1, t2, . . . , tM}, where M >> N . For clarity, we present
two example trajectories below.
8 622 474 474 474 481 482 482 83
8 83 270 487 270 270 83 83 471
The first number, i.e. 8, is the user ID. Following that are the
POI IDs which user 8 has been. Thus, both the above two
trajectories are generated by user 8.
Based on above settings, The trajectory owner prediction
problem can be formally defined as below.
Definition 1: Trajectory owner prediction problem. Suppose
we are given 1) a user set U = {u1, u2, . . . , uN}, 2) a POI set
L = {l1, l2, . . . , lm}, 3) a trajectory set T = {t1, t2, . . . , tM},
and 4) a subset Ts ⊂ T and the owner of each trajectory in Ts
is known. Based on above inputs, trajectory owner prediction
aims to output the owner of each trajectory in T \ Ts.
IV. METHODOLOGY
This section describes the trajectory owner prediction
methodology. We first present the architecture of CNNTOP.
Then, we describe the POI representation learning. After
HF
E
A
G
D
B
C
I
Trajectory2graph
H
F
E
A
G
D
B
C
I
Node2vec
a
b
c
d
e
f
g
h
i
A B C DEFG
B I H F H A D
T1:
T2:
Fig. 1: The process of POI embedding. Firstly, trajectories
are connected to form a graph. Then, Node2Vec algorithm is
applied to embed POIs to low-dimensional space.
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Fig. 2: The CNN-based trajectory classification. The matrix
representations of trajectories are constructed according to
the POI embeddings and check-in order in trajectories. A
convolutional neural network is employed to extract features
of a trajectory and predict its owner.
that, the prediction algorithm is put forth. Finally, the model
training is depicted.
A. CNNTOP Architecture
Trajectory owner prediction mainly depends on the trajec-
tory representation which is in turn determined by the POI
embeddings. Since users and trajectories are typically linked
by some key POIs or POI tuples, which is very similar to n-
gram features of texts, algorithms that are good at detecting
n-gram features are preferred here. Inspired by that CNNs
are good at n-gram feature detection [10], we employ 1-D
CNN to extract features of trajectories. As to POI embedding,
which should fully reflect the geographical property, we con-
sider network embedding algorithm to address this problem.
Therefore, CNNTOP is comprised of two parts. The first part
is POI representation learning which is illustrated in Fig.1. The
second part is CNN-based trajectory owner prediction which
is depicted in Fig.2. We present the details of the two parts as
follows.
B. POI Representation Learning
POI representation learning maps POIs to low-dimensional
vectors, which is crucial for trajectory owner prediction. Good
POI representations lead to good trajectory representations and
thus achieve high performance for owner prediction. Generally,
POI representation should incorporate enough geographical
features to reflect the mutual relation among POIs. Thus, the
key POIs or POI tuples could be detected to predict the owner
of a given trajectory. For each trajectory, it is obviously a
sequence. Therefore, existing approaches treat trajectories as
sentences and encode each POI by utilizing word2vec [15]
algorithm. Different from that, we first construct a graph G.
The nodes of the graph G are all the POIs. If there is a user
who moved from li to lj , there is an edge from li to lj . In this
way, we can construct a linked graph. This process is dubbed
Trajectory2Graph in the Fig.1.
Then, we employ Node2Vec [23] algorithm to embed each
POI into a low-dimensional vector. Essentially, Node2Vec
leverages word2vec [15] algorithm, which is an algorithm for
learning a vector representation of a word based on the context
in a large corpus, to embed nodes to low-dimensional real-
value vectors. However, the key difference is that Node2Vec
employs random walks on a graph to generate sequences while
word2vec directly takes use of existing sequences. There-
fore, the former can produce more sequences. Specifically,
Node2Vec performs a biased random walk to balance depth-
first sampling and breadth-first sampling, which control walks
by two parameters p and q to capture structural equivalence
and homophily. The flexibility of Node2Vec in exploring
neighborhoods enhances the node representation learning. Af-
ter several rounds of random walks, we obtain a set of node
sequences of G and then send them to the word2vec algorithm.
Let F : L → RS be the function which maps nodes to
low-dimensional vectors. Here S is the dimensionality of the
embedding space (S generally ranges from tens to hundreds).
To embed POIs to low-dimensional vectors, the objective
function of Node2Vec is defined below:
max
F
∑
l∈L
[− logZl +
∑
li∈N(l)
F (li) · F (l)], (1)
where Zl =
∑
c∈L exp(F (l) · F (c)), N(l) ⊂ L is the
network neighborhood of node l generated through random
walk strategy. Finally, we learn a vector Vl corresponding
to each POI l ∈ L in an S dimensional space. The space
complexity of the algorithm is O(d2|L|) where d is the average
degree of the graph G.
Compared with existing solutions, the POI representation
learning method of CNNTOP has two advantages. Firstly,
more POI sequences can be generated. For existing solutions,
the POI sequences for POI representation learning is from tra-
jectories, for example, < l1, l2, l3, l4, l5 >, < l5, l6, l7, l8, l9 >.
However, there are no POI sequences cross the above two sam-
ples, for instance, < l3, l4, l5, l6, l7 >, and < l4, l5, l6, l7, l8 >.
Since CNNTOP construct a connected graph, all the aforemen-
tioned sequences can be generated. Secondly, more informa-
tive POI sequences can be generated. Since Node2vec employs
biased random walks to generate POI sequences. Appropriate
control of depth-first sampling and breadth-first sampling can
yield sequences that embody sufficient structural information.
Therefore, the sequences generated in this way can lead to
more efficient POI representations.
C. Trajectory Owner Prediction
Based on the vector representations of POIs, we can con-
struct matrix representations of trajectories. For each trajec-
tory, we arrange corresponding POI vectors as rows of a
matrix sequentially. In this approach, we obtain the matrix
representation of a trajectory. Now that the trajectories are
represented as matrices, we can treat each trajectory as an
image. Therefore, we can employ CNN to process each
trajectory. We designed a five-layer CNN to do this, which
is depicted in Fig.2.
The first layer is the input layer which is an h ×
embedding size matrix X , where embedding size is the
same as the length of node vectors. The h represents the
length of a given trajectory segmentation and can be fixed
or variable. If h is fixed, it is very convenient for model
training with mini-batch SGD. In order to have h fixed, for
some cases where the lengths of trajectories are less than h,
we append one or more same padding vectors to the end
of them. The elements of the padding vector are averages
of corresponding dimensions of all vector representations of
POIs. If h is variable, the trajectory matrix can represent a
variable-length trajectory without padding. In this case, we
can only employ SGD algorithm to train our model, which is
time-consuming.
The second layer is the convolutional layer. CNNTOP
adopts three kinds of convolutional kernels which are m ×
embedding size. The m is configured as 2, 3, and 4 respec-
tively. The embedding size is also the same as the length
of node vectors. The number of each kind of convolutional
kernel is 64. To prevent the “gradient disappear” problem, the
activation function of this layer is the Rectified Linear Unit
(ReLU). Essentially, CNNTOP employs 1-D convolution to
detect n-gram features in trajectories. In short, the output of
this layer is shown below.
Oconv = ReLU(CONV (Wconv, X) + bconv), (2)
where CONV , Wconv , and bconv are convolutional operation,
filters and bias, respectively.
The third layer is the Batch Normalization (BN) [24]
layer, which is used to normalize the output of the con-
volutional layer by adjusting and scaling the activations of
the convolutional layer. The BN operation can improve the
speed, performance, and stability of CNNTOP. The output of
this layer is denoted by BN(Oconv), where BN is Batch
Normalization operation.
The fourth layer is the pooling layer. We adopt k-max
pooling to preserve the top k important values from the output
of each Batch Normalized convolutional operation. In this way,
CNNTOP can extract the most important features while keeps
the outputs of pooling operation for different trajectories in
the same size. The output of the pooling layer is depicted as
formula 3.
Ci = P (BN(Oconv)), (3)
where P is the k-max pooling operation.
After the pooling layer, we obtain vector representation of
a trajectory by concatenation of Ci. The result is denoted by
C = [C1 : C2 : . . . : Cn], where n is the number of convolu-
tional kernels. Then, a fully connected layer is followed. The
output of the fully connected layer is the input of the softmax
function. Through it, the probability distribution of different
categories is calculated as formula 4.
yˆ = softmax(WC +B), (4)
where W and B are weights and bias of the fully connected
layer, respectively. The output yˆ ∈ RN is the prediction
probability distribution, where N is the number of users or
labels.
For each trajectory, the loss function is defined as the cross-
entropy of the prediction and the ground truth. It can be
calculated as below:
L(yˆ) = −
N∑
i=1
yilog(yˆi), (5)
where yi is the i-th element of y which is the one-hot encoding
vector of the ground truth owner.
D. Model Training
To accelerate the training process, we use Adam algo-
rithm [25] to optimize the objective function which is shown
below.
min− 1
B
B∑
j=1
m∑
i=1
yjilog(yˆji), (6)
where B is the number of instances in the current batch of
trajectories. The mini-batch training of a CNN model requires
the same size inputs. However, trajectories typically have dif-
ferent lengths. To tackle this problem, we pad each trajectory
to the same size. If the length of the longest trajectory is l,
the dimension of the matrix representations of all trajectories
should be l × embedding size. For trajectories with length
s(s < l), we append l − s padding vectors to the end of
them. The elements of the padding vector are the averages of
corresponding elements of all POI vectors.
V. EVALUATION
In this section, we first describe the datasets. Then, we
introduce the baselines and performance metrics, respectively.
Finally, we present the experimental results.
A. The Datasets
We conduct our experiments on three publicly available
datasets: Brightkite1, Foursquare2, and Gowalla3. All these
datasets contain users and their check-in sequences. The
statistics of the original datasets are described in TableI. To
perform experiments, we further process the original datasets.
For each user, we subdivide his/her check-in sequences into
1http://snap.stanford.edu/data/loc-brightkite.html
2https://sites.google.com/site/yangdingqi/home/foursquare-dataset
3http://snap.stanford.edu/data/loc-gowalla.html
TABLE I: Summary statistics of datasets.
Dataset #Users #Trajectories #POIs AverageLength Range
BrightKite 100 7089 757 143.14 [1, 139]
200 15501 1602 299 [1, 116]
Foursquare 100 13079 6443 238 [1, 24]
200 24175 11050 216 [1,55]
Gowalla 100 3683 2283 57 [1, 29]
200 7421 4667 58 [1, 55]
sub-sequences (trajectories) based on the given time interval
which we define to be six hours to reflect the periodicity of
human activity. The label of each trajectory is its owner.
B. Baselines
There are many methods addressing trajectory owner pre-
diction. Among them, TULER [7] and TULVAE [8] obtained
the best performance so far. Therefore we mainly compare our
method with them.
TULER predicts the trajectory owner via trajectory em-
bedding. First, TULER employs the word2vec algorithm to
embed POIs to low-dimensional vectors. Then, an RNN with
Gated Recurrent Unit (GRU) or LSTM is used to transform a
trajectory into a low-dimensional semantic vector. The output
layer of the RNN is softmax which outputs the probability
distribution of users for a given trajectory. Although TULER
has several variants, including TULER-LSTM, TULER-GRU,
TULER-LSTM-S, TULER-GRU-S, Bi-TULER, HTULER-L,
HTULER-G, and HTULER-B, we only compare the perfor-
mance with Bi-TULER since it has the best performance
among all the variants.
TULVAE can be treated as an improved version of TULER.
It is a variant of the seq2seq model. It first employs RNN to
encode a trajectory into a vector. Then, a VAE is followed.
After that, an RNN decoder is connected. In this way, the
latent representation of a trajectory can be further bounded.
Therefore, TULVAE mitigates the problem of data sparsity
and obtain better performance than that of TULER.
C. Performance Metrics
Essentially, the trajectory owner prediction is a multiclass
classification problem. Therefore, we will use average accu-
racy (ACC@k), macro-Precision (macro-P ), macro-Recall
(macro-R), and macro F1-score (macro-F1) to evaluate our
method. The ACC@k metric is formulated as:
ACC@k =
#correctly predicted trajectories@k
#trajectories
(7)
To present the details of the remainder metrics, we need to
define some metrics for a specific class. For a specific class
label Ci, we treat Ci as a positive class, but all other classes
as negative ones. Thus we have the following metrics.
• TPi: the number of instances which the algorithm outputs
is positive while the ground truth is also positive.
• TNi: the number of instances which the algorithm out-
come is negative while the ground truth is also negative.
• FPi: the number of instances which the algorithm outputs
is positive whereas the ground truth is negative.
• FNi: the number of instances which the algorithm out-
puts is negative whereas the ground truth is positive.
Based on the above metrics, the calculation of the afore-
mentioned performance metrics are as follows:
macro-P =
∑l
i=1
TPi
TPi+FPi
l
(8)
macro-R =
∑l
i=1
TPi
TPi+FNi
l
(9)
The macro-F1 is the harmonic mean of macro-P and
macro-R, which is depicted as below.
macro-F1 = 2 ∗ macro-P ∗macro-R
macro-P +macro-R
(10)
D. Experimental results
We report the experimental results from three aspects.
We first consider the performance comparison among dif-
ferent approaches. The performance metrics include ACC@k,
macro-P , macro-R, and macro-F1. The experimental re-
sults are depicted in Table II. In the table, we compare
the performance of CNNTOP, TULVAE, and Bi-TULER. For
Brightkite dataset, we randomly select 100 and 200 users to
construct the experimental datasets, which are indicated by
Brightkite(100), Brightkite(200), respectively. We do the same
on datasets Foursquare and Gowalla. Thus, the experiments are
conducted on six datasets. The performance of CNNTOP is
shown in bold. The rows just below the CNNTOP performance
show the improved values of corresponding metrics. Since
different dataset has different inherent properties such as loca-
tion density, average trajectory length, CNNTOP has different
performances on these datasets. Specifically, the performance
improvement of ACC@1 ranges from 14.85% to 33.78%. The
improvement of ACC@5 ranges from 15.19% to 28.28%. The
improvement of macro-P ranges from 16.21% to 60.62%. The
improvement of macro-R ranges from 25.19% to 61.59%. The
improvement of macro-F1 ranges from 21.27% to 61.11%. In
summary, as to different datasets, CNNTOP far outperforms
the baselines at all metrics.
Then, we evaluate the impact of trajectory length on the
prediction performance. If a method has very different per-
formances on different trajectory lengths, its usage scenario
is limited. Therefore, the insensitivity of performance to tra-
jectory length is expected. We evaluate the impact of trajec-
tory length on the prediction performance on Brightkite(100),
Foursquare(100), and Gowalla(100), respectively. Trajectory
lengths of 20 and 30 are chosen to conduct experiments. The
results are depicted in Fig. 3, 4, and 5, respectively. CNNTOP-
20 and CNNTOP-30 are results of CNNTOP corresponding
to trajectory length of 20 and 30, respectively. Similarly,
Bi-TULER-20 and Bi-TULER-30 are results of Bi-TULER
on trajectory length of 20 and 30, respectively. Likewise,
TABLE II: Performance comparison of different methods.
Dataset Method ACC@1 ACC@5 macro-P macro-R macro-F1 ACC@1 ACC@5 macro-P macro-R macro-F1
Trajectory Length = 20 Trajectory Length = 30
B
ri
gh
tK
ite
(1
00
) Bi-TULER 49.8% 61.3% 21.10% 20.38% 20.74% 51.00% 63.12% 21.23% 21.01% 21.12%
TULVAE 63.8% 71.93% 30.05% 29.20% 29.62% 62.84% 73.01% 31.40% 28.07% 29.77%
CNNTOP 92.19% 95.95% 90.67% 90.79% 90.73% 91.97% 95.81% 90.57% 90.60% 90.59%
improvement 28.33% 24.02% 60.62% 61.59% 61.11% 29.13% 22.80% 59.17% 62.53% 60.82%
B
ri
gh
tK
ite
(2
00
) Bi-TULER 51.34% 64.22% 25.55% 21.23% 23.19% 50.18% 60.19% 25.31% 22.64% 23.90%
TULVAE 57.82% 67.07% 34.82% 29.87% 32.16% 56.90% 67.10% 34.48% 30.18% 32.19%
CNNTOP 91.60% 95.35% 90.61% 91.32% 90.97% 91.63% 95.34% 89.96% 90.15% 90.06%
improvement 33.78% 28.28% 55.79% 61.45% 58.81% 34.73% 28.24% 55.48% 59.97% 57.87%
Fo
ur
sq
ua
re
(1
00
)
Bi-TULER 13.03% 28.15% 15.72% 8.89% 11.36% 16.79% 26.86% 17.59% 10.19% 12.91%
TULVAE 45.37% 54.50% 48.73% 38.72% 43.15% 45.85% 54.68% 47.12% 39.16% 42.77%
CNNTOP 64.34% 72.73% 64.94% 63.91% 64.42% 64.84% 73.71% 65.10% 64.16% 64.63%
improvement 18.97% 18.23% 16.21% 25.19% 21.27% 18.99% 19.03% 17.98% 25.00% 21.86%
Fo
ur
sq
ua
re
(2
00
)
Bi-TULER 7.62% 13.14% 8.06% 5.18% 6.31% 6.99% 13.03% 8.24% 4.76% 6.04%
TULVAE 32.38% 40.32% 34.13% 27.39% 30.39% 31.95% 40.49% 33.40% 26.92% 29.81%
CNNTOP 56.22% 64.85% 56.94% 56.80% 56.87% 56.40% 64.52% 57.11% 56.88% 56.99%
improvement 23.84% 24.53% 22.81% 29.41% 26.48% 24.45% 24.03% 23.71% 29.96% 27.18%
G
ow
al
la
(1
00
) Bi-TULER 23.68% 36.04% 8.30% 6.74% 7.44% 26.25% 38.35% 9.09% 8.07% 8.55%
TULVAE 46.66% 59.38% 37.55% 25.05% 30.06% 47.19% 59.05% 35.74% 25.36% 29.67%
CNNTOP 65.34% 74.57% 73.84% 71.87% 72.84% 66.90% 74.57% 74.14% 72.58% 73.35%
improvement 18.68% 15.19% 36.29% 46.82% 42.78% 19.71% 15.52% 38.40% 47.22% 43.68%
G
ow
al
la
(2
00
) Bi-TULER 11.51% 25.13% 6.86% 4.70% 5.58% 12.40% 21.54% 6.93% 5.03% 5.83%
TULVAE 46.77% 54.65% 44.87% 33.81% 38.57% 47.04% 55.10% 45.90% 34.14% 39.16%
CNNTOP 61.62% 69.97% 66.09% 65.55% 65.82% 61.54% 69.16% 65.66% 66.02% 65.84%
improvement 14.85% 15.32% 21.22% 31.74% 27.25% 14.50% 14.06% 19.76% 31.88% 26.68%
TULVAE-20 and TULVAE-30 are results of TULVAE. Ac-
cording to Fig. 3, 4, and 5, we can see that the performance
of CNNTOP is far better than that of Bi-TULER and TULVAE
which are two most recently proposed solutions. Specifically,
on datasets Brightkite and Foursquare, there are imperceptible
differences between CNNTOP-20 and CNNTOP-30. Due to
the intrinsic properties of Gowalla dataset, CNNTOP-20 and
CNNTOP-30 exhibit different performances. However, the
difference is very tiny. According to the above analysis, we
can safely conclude that CNNTOP is not sensitive to trajectory
length while the baselines have different performances on
different settings.
Finally, we consider the parameter sensitivity of CNNTOP.
The parameters considered in the experiments include POI
embedding dimensions and trajectory lengths. The results are
illustrated in Fig. 6, 7, 8, 9, 10, and 11. For all the cases, the
trends of ACC@1 are similar. Specifically, the ACC@1 in-
creases as the POI embedding dimension increases. CNNTOP
almost achieves the best accuracy when the POI embedding
dimension is 30. For dimensions larger than 30, there are
no notable fluctuations of accuracy. For other performance
metrics, i.e., macro-P , macro-R, and macro-F1, the trends
for trajectory lengths of 20 and 30 on the same dataset are also
similar. However, there are notable differences on different
datasets. Specifically, Fig. 6 shows that the three metrics on
ACC@1 macro−P macro−R macro−F1
0
10
20
30
40
50
60
70
80
90
100
pe
rc
en
ta
ge
TULER−20
TULER−30
TULVAE−20
TULVAE−30
CNNTOP−20
CNNTOP−30
Fig. 3: Performance comparison of different approaches with
trajectory lengths of 20 and 30 on Brightkite(100).
trajectory length of 20 decreases a little at the embedding
dimension 15 and increases again at the embedding dimension
bigger than 20. Figure 7 shows that the three metrics on
the trajectory length of 30 almost keep increasing from the
embedding dimension 10. In contrast with the performance on
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Fig. 4: Performance comparison of different approaches with
trajectory lengths of 20 and 30 on Foursquare(100).
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Fig. 5: Performance comparison of different approaches with
trajectory lengths of 20 and 30 on Gowalla(100).
Brightkite, the above three metrics of CNNTOP on Foursquare
are slightly different, which is illustrated in Fig. 8 and 9.
Generally, the three metrics decrease as the POI embedding
dimension increases. Specifically, Fig. 8 shows that the above
three performance metrics on trajectory length 20 decreases
a little as the POI embedding dimension increases from 10.
From dimension 20 to 30, the three metrics keep stable. After
that, the three metrics increase and decrease again at dimension
35. However, the ranges of fluctuations are all less than five.
Figure 9 shows that CNNTOP with trajectory length of 30 has
similar performance on the dataset Foursquare. When it comes
to CNNTOP on the Gowalla dataset, the performances are very
similar, which are illustrated in Fig. 10 and Fig. 11. The trends
of accuracy with different POI embedding dimensions are
similar to that of Brightkite and Foursquare. As to trajectory
lengths of 20 and 30, the metrics macro-P , macro-R, and
macro-F1 increase from POI embedding size of 10. When
the embedding dimension is 25, all the performance metrics
almost achieve the best and there are some small fluctuations
after that.
According to the above analysis, the trends of accuracy
with different settings are very similar. Due to the intrinsic
properties of different datasets, such as POI density, average
trajectory length, the trends of macro-P , macro-R, and
macro-F1 are slightly different. However, the general fluc-
tuations are very small. Therefore, the accuracy of CNNTOP
is not sensitive to different datasets while the other three
metrics are slightly different on different datasets. As to the
same dataset, the impact of trajectory length on performance
is limited. In short, for practical usage, we recommend setting
the POI dimension as 30 to achieve good performance.
VI. CONCLUSION AND FUTURE WORK
In this work, we propose CNNTOP to address the trajectory
owner prediction. CNNTOP includes two parts. The first part
maps POIs to low-dimension real value vectors. Based on
the POI vectors, the matrix representations of trajectories are
constructed. The second part is a CNN-based classifier that
maps the matrix representations of trajectories to probabil-
ity distributions of trajectory owners. Extensive experiments
demonstrate that CNNTOP outperforms existing solutions. In
the future, we will build an end-to-end model to address this
problem since task-specific POI representation can efficiently
boost performance.
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