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The Finite State MAC with Cooperative Encoders
and Delayed CSI
Ziv Goldfeld, Haim H. Permuter and Benjamin M. Zaidel
Abstract—In this paper, we consider the finite-state multiple
access channel (MAC) with partially cooperative encoders and
delayed channel state information (CSI). Here partial cooperation
refers to the communication between the encoders via finite-
capacity links. The channel states are assumed to be governed by
a Markov process. Full CSI is assumed at the receiver, while at the
transmitters, only delayed CSI is available. The capacity region
of this channel model is derived by first solving the case of the
finite-state MAC with a common message. Achievability for the
latter case is established using the notion of strategies, however,
we show that optimal codes can be constructed directly over the
input alphabet. This results in a single codebook construction
that is then leveraged to apply simultaneous joint decoding.
Simultaneous decoding is crucial here because it circumvents
the need to rely on the capacity region’s corner points, a task
that becomes increasingly cumbersome with the growth in the
number of messages to be sent. The common message result is
then used to derive the capacity region for the case with partially
cooperating encoders. Next, we apply this general result to the
special case of the Gaussian vector MAC with diagonal channel
transfer matrices, which is suitable for modeling, e.g., orthogonal
frequency division multiplexing (OFDM)-based communication
systems. The capacity region of the Gaussian channel is presented
in terms of a convex optimization problem that can be solved
efficiently using numerical tools. The region is derived by first
presenting an outer bound on the general capacity region
and then suggesting a specific input distribution that achieves
this bound. Finally, numerical results are provided that give
valuable insight into the practical implications of optimally using
conferencing to maximize the transmission rates.
Index Terms—Capacity region, Common message, Convex op-
timization, Cooperative encoders, Delayed CSI, Diagonal vector
Gaussian Multiple-access channel, Finite-state channel, Multiple-
access channel, Simultaneous decoding, Strategy letters.
I. INTRODUCTION
Temporal variations, a characteristic typical of wireless
channels, may occur due to atmospheric changes, changes
in the environment, the mobility of transmitters and/or re-
ceivers or time-varying intentional or unintentional interfer-
ence. Since accurate channel state information (CSI) at both
the transmitting and the receiving ends is crucial for efficient
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communications, measures are commonly incorporated in the
communication protocol to enable channel state estimation.
For example, the long term evolution (LTE) cellular commu-
nication standard relies on pilot signals transmitted at pre-
scheduled time intervals and frequency slots to estimate the
channel’s state [1]. Performed at the receiver, these estimations
are then typically fed back to the transmitter, but obtaining
perfect CSI at both ends of the channel in practical systems is
a formidable challenge. More often than not, CSI is subject to
channel estimation errors and feedback is not instantaneous
due to some inevitable processing delay, and as a result,
receivers and transmitters typically have access to only par-
tial CSI. The impact of such partial CSI on the achievable
performance, therefore, has attracted much attention in recent
years. In the case of multiuser communication, performance
is affected not only by channel characteristics, but also by
interactions between the users. In particular, different forms
of cooperation between the transmitting and receiving ends,
a subject of growing interest in recent years (e.g., [2], [3]),
may significantly enhance performance. This paper aims to
investigate the combined impact of both partial CSI and co-
operation. More specifically, we focus on a two-user finite state
Markov multiple access channel (FSM-MAC), with partially
cooperative encoders and delayed CSI, as illustrated in Fig. 1
and explained in the following text.
In the communication scenario under discussion, each of
the two encoders wishes to send an independent private
message through a time-varying MAC to the decoder. Delayed
CSI is assumed to be available at the encoders, while full
delayless CSI is assumed at the decoder. Different users may
be subject to different CSI delays. It is further assumed that
prior to each transmission block, the two encoders are allowed
to hold a conference. More specifically, it is assumed that
the encoders can communicate with each other over noise-
free communication links of given capacities. We restrict the
discussion to the case in which the conference held between
the encoders is independent of the CSI.
The non-state-dependent MAC with partially cooperative
encoders was first introduced by Willems [4], who also derived
the capacity region for the discrete memoryless setting. Special
cases of this channel model include that in which the encoders
are ignorant of each other’s messages (i.e., the capacities of
the communication links between them are both zero) and that
in which the encoders fully cooperate (i.e., the capacities of
the communication links are infinite). The first setting, where
no conference is held, corresponds to the classical MAC, for
which the capacity region was determined by Ahlswede [5]
and Liao [6]. In contrast, in the second setting, where total
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Fig. 1: FSM-MAC with partially cooperative encoders, CSI at the decoder and delayed CSI at the encoders with delays d1 and d2.
cooperation is available, the encoders can act as one by fully
sharing their private messages via the conference. The capacity
region for this case is the part of the first quadrant below the
so-called total cooperation line. This triangle-shaped region
always contains the capacity region for the classical MAC.
In his proof of achievability for the conferencing MAC,
Willems [4] introduced a coding scheme based on the capacity
region for the MAC with a common message, derived by
Slepian and Wolf in [7]. Willems showed that in order to
achieve the capacity region, the encoders should use the
cooperation link to share parts of their private messages and
then use a coding scheme for the ordinary MAC with a com-
mon message. Although Willems’s model allows interactive
communication between the encoders, it was shown both in
[4] and later in [8] that a single round of communication
between the encoders (referred to as a “pair of simultaneous
monologues” in [4]) suffices to achieve optimality.
Additional multiuser settings that involve cooperation be-
tween users through communication links of finite capacities
have been extensively treated in the literature. See, for ex-
ample, [9] and [10] for studies of the MAC, [2] and [11]–
[16] for studies of the interference channel with cooperating
nodes, [17] for the broadcast channel, [18] and [19] for
cooperative relaying and [3] and [20] and references therein for
cooperation in cellular architectures. A comprehensive survey
of cooperation and its role in communication can be found in
[21]. It is important to note, however, that in all of the above
settings the channel was not assumed to be time-varying.
Multiuser settings that combine both time-varying channels
and user cooperation are obviously of major interest as well.
A Gaussian fading MAC with cooperating encoders that have
access to delayless CSI was considered in [22] and in [23]. As
in our case, these works assume that cooperation is allowed
only before the CSI becomes available at the encoders. The
case in which the CSI becomes available to the encoders prior
to transmission is treated in [24], where a MAC with perfect
noncausal CSI is considered. The coding scheme introduced
in [24] uses conferencing to share parts of the messages as
well as CSI.
The notion of modeling time-varying channels as state-
dependent channels dates back to Shannon [25], who charac-
terized the capacity of the state-dependent, memoryless point-
to-point channel with independent and identically distributed
(i.i.d.) states available causally at the encoder. To establish
achievability, Shannon presented a code construction that
relied on “strategies” (or “strategy letters”) [26], a notion
we also exploit in this paper. Gelfand and Pinsker [27], and
later Heegard and El Gamal [28], studied the case in which
the encoder observes the channel states noncausally. In both
[27] and [28] a single letter expression for the capacity is
derived using random binning. In [29], Goldsmith and Varaiya
considered a fading channel with perfect CSI at both the
transmitter and the receiver. It was shown that in such a case,
the optimal strategy is to employ waterfilling over time.
As was already stated, because perfect CSI is difficult to
obtain in practical systems, models that involve partial or
imperfect CSI have attracted a lot of attention in recent years.
At first, different settings involving an i.i.d. state sequence
with imperfect CSI were treated. Initially, various point-to-
point channel scenarios with partial CSI were studied. Among
others, the causal, noncausal, rate-limited and noisy cases were
addressed [30]–[32]. Extension of the result to the MAC with
rate-limited CSI can be found in [33]. In [34], the authors
derive the capacity region for the MAC with asymmetric
quantized CSI at the encoders, where the quantization models
the imperfection in the channel state estimation (full CSI at
the decoder is assumed). Later, in [35] Lapidoth and Steinberg
provided an inner bound for the capacity region of the MAC
with strictly causal CSI at the encoders. In contrast to the
point-to-point setting, where strictly causal CSI regarding an
i.i.d. state sequence does not increase capacity, the capacity
region of the MAC with causal CSI is strictly larger than
the corresponding region without CSI. Li et al. presented
an improved inner bound for the same setting in [36]. A
comprehensive monograph on channel coding in the presence
of side information can be found in [37], where an i.i.d.
state sequence is assumed. An information theoretic model
for a single user channel involving delayed CSI and a state
process that is no longer restricted to be memoryless and i.i.d.
was first introduced by Viaswanathan [38], who derived the
capacity while assuming a FSM channel. This result was later
generalized by Caire and Shamai in [26], where they addressed
3a point-to-point channel in which the CSIs at both encoder and
decoder admit some general joint probability law. A general
capacity formula, which relies on the notion of inf-information
rate [39], is then provided for the case of state processes
with memory. The result is then shown to boil down to a
single-letter characterization in the case in which perfect CSI
is available to the receiver, the CSI at the transmitter is given
by a deterministic function of the channel state, and the two
processes are jointly stationary and ergodic. By an appropriate
choice of the above deterministic function, the result for
Viswanathan’s delayed CSI model [38] is obtained as a special
case of the result in [26]. A generalization of the point-to-
point results of [26] to the MAC was presented by Das and
Narayan in [40]. The generality of the channel model therein
leads to multiletter characterization of the capacity region in
various settings, which unfortunately provides limited insight
into practical encoding schemes for channel models in this
framework.
Taking a practically oriented approach, we focus in this
paper on a specific channel definition that leads to single-
letter results. Following [38], we model temporal variations
by means of a FSM channel [41], [42]. The channel state
is determined on a per symbol basis and governed by the
underlying FSM process. An important extension of this
idea to the multiuser case was introduced by Basher et al.
in [43], presenting the FSM-MAC with delayed CSI and
non-cooperating encoders, i.e., where no conference is held
(see also [44] for a related source coding analysis). In the
proof of the capacity region for this model, achievability was
established by employing a coding scheme based on rate-
splitting and multiplexing-coding combined with successive
decoding at the receiver. Successive decoding was used in [43]
to demonstrate that the two corner points of the capacity region
are achievable. The whole capacity region is then achievable
via time-sharing. Although the setting in [43] constitutes a
special case of the general model in [40], the main contribution
of [43] is the single-letter characterization of the capacity
region and the detailed construction of the coding scheme.
In the current paper, accounting for the availability of a
conferencing link between the encoders, we take a different
approach than that taken in [43]. We base the proof of
achievability on the coding scheme for the MAC with a
common message as presented in [4], and therefore, we start
by deriving the capacity region for the FSM-MAC with a
common message and the same CSI properties as in [43].
We thus provide a solution to what has been, until now, an
unsolved problem. Next, using the achievable scheme for the
common message setting, the achievability of the conferencing
region is established. We note that the large number of corner
points induced by the presence of an additional transmission
rate (namely, the rate of the common message) render the
provision of an achievable coding scheme for the common
message setting based on achieving the region’s corner points
an awkward task. Moreover, the use of rate-splitting and
multiplexing-coding when a common message is involved
yields a rather complex coding scheme which we sought to
avoid.
Therefore, we present an alternative coding scheme that
employs strategy letters in the code construction (cf., e.g., [25],
[26] and [40]) and simultaneous decoding. However, unlike
the case of Shannon’s classical result for the point-to-point
channel with causal encoder CSI, here we show that optimal
codes can be constructed directly over the input alphabet (as
also shown for certain special cases in [40]). Namely, a single
codebook is generated for each of the three messages over
a super-alphabet that corresponds to the different realizations
of the delayed CSI available at the encoders. At each time
instance, a symbol that is correlated with the current available
delayed CSI is selected by the encoders and transmitted to
the channel. Thus, in contrast to previous works involving
delayed CSI (cf., [38] and [43]), here rate-splitting is no longer
required. The decoder then uses its access to full CSI (which
deterministically defines the delayed state sequences as well)
to reduce each codeword (originally constructed over a super-
alphabet) to a sequence over the input alphabet and executes
a simultaneous decoding scheme based on joint typicality.
Indeed, one of the most signicant contributions of our paper
is this coding scheme for the MAC with a common message
and delayed CSI. Not only does it successfully avoid the
unnecessary complexity of its rate-splitting and multiplexing
counterpart and relies on a simpler codebook construction, it
also achieves every possible point in the region rather than
only the corner points. Furthermore, this two-user coding
scheme is easily extendable to the case of multiple users with
a single common message.
Based on the general results for the FSM-MAC with confer-
encing, we continue with the derivation of the capacity region
for the special case of a vector Gaussian FSM-MAC with
diagonal channel transfer matrices. This channel model can be
used to represent an orthogonal frequency-division multiplex-
ing (OFDM)-based communication system, employing single
receive and transmit antennas, where the diagonal entries of
the channel matrices represent the orthogonal sub-channels
used by the OFDM scheme.
To derive the capacity region for the latter channel, we use
a multivariate extension of a novel tool first derived in [45]
(namely, a necessary and sufficient condition for a Gaussian
triplet of random variables to satisfy a certain Markov rela-
tion), and demonstrate that Gaussian multivariate distributions
maximize certain mutual information expressions under a
Markovity constraint. The scalar version of this tool was
employed by Lapidoth et al. [46] to provide an outer bound for
the capacity region of the scalar Gaussian non-state-dependent
MAC with conferencing encoders. Wigger and Kramer also
used this tool in their solution for the capacity region of the
three-user, non-state-dependent MIMO MAC with conferenc-
ing [47]. The need to use the tool from [45] stems from the fact
that the input distribution of the conferencing channel must
admit a certain Markovity constraint. For cases in which no
Markov relation needs to be satisfied, the traditional approach
to proving the optimality of Gaussian multivariate distributions
involves employing either the Vector Max-Entropy Theorem
(a direct extension of [48, Theorem 12.1.1]) or a conditional
version of it. Here, however, this approach fails since replacing
a non-Gaussian vector satisfying the Markovity condition by
a Gaussian vector of the same covariance matrix may result
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Fig. 2: FSM-MAC with a common message, full CSI at the decoder and delayed CSI at the encoders with delays d1 and d2.
in a Gaussian vector that violates the Markovity condition.
To overcome this issue we use a sufficient and necessary
condition on the (auto- and cross-) covariance matrices of the
involved Gaussian random vectors for them to admit a Markov
relation [49, Section 2, Theorem 1].
We note that although Gaussian input vectors are shown
to be optimal in this setting, the original form of the ca-
pacity region involves a non-convex optimization problem.
To circumvent this difficulty, new variables are introduced to
convert the optimization problem into a convex problem that
can then be solved using numerical tools such as CVX [50].
The capacity region for the corresponding scalar Gaussian
channel can be immediately derived from the result for the
vector channel setting and serves as an extension of the result
in [46] to the state-dependent case. The capacity region of
the vector Gaussian FSM-MAC with a common message and
the same CSI properties can also be easily derived from the
result for the conferencing channel by exploiting the strong
correspondence between the two models and using a simple
analogy.
To gain some insight into the practical implications of the
results we conclude this paper with a specific example, namely,
a scalar AWGN channel with two possible states (‘Good’
and ‘Bad’). Numerical results are included to demonstrate
the impact of different channel parameters on the capacity
region and the optimal input distribution. Our interpretation
of interactions between the different parameters produces
valuable insights.
The remainder of the paper is organized as follows. In
Section II we describe the two communication models of
interest – the FSM-MAC with a common message and delayed
CSI and the FSM-MAC with partially cooperative encoders
and delayed CSI. In Sections III and IV, we state the capacity
results for the common message and conferencing models,
respectively. Each result is followed by its proof. Section V
follows with the definition of the vector Gaussian FSM-MAC
with diagonal channel transfer matrices and the derivation
of the maximization problem defining its capacity region.
The regions for the corresponding common message model
and the scalar setting are given as special cases. The two-
state Gaussian example is discussed in this section as well.
Finally, Section VI summarizes the main achievements and
insights presented in this paper along with some possible
future research directions and extensions.
II. CHANNEL MODELS AND NOTATION
In this paper, we investigate the capacity region of the
FSM-MAC with partially cooperative encoders, full CSI at
the decoder (receiver) and delayed CSI at the encoders (trans-
mitters), as illustrated in Fig. 1. To this end, we first consider
a different setting, which is the FSM-MAC with a common
message and the same CSI properties, as depicted in Fig. 2.
The derivation of the capacity region for the latter common
message setting forms the basis for the achievability proof for
the former setting where a conferencing link exists between
the encoders. Since most definitions for both channels follow
similar lines, we start by defining the common message setting
and then extend the description for the setting of partially
cooperative encoders.
We use the following notations. Matrices are denoted by
nonitalicized capital letters, e.g., X. Calligraphic letters denote
sets, e.g., X , while the cardinality of a set X is denoted by ∣X ∣.Xn stands for the n-fold Cartesian product of X . An element
of Xn is denoted by xn = (x1, x2, . . . , xn), and its substrings
as x
j
i = (xi, xi+1, . . . , xj); when i = 1, the subscript is omit-
ted. We use the notation xn/i = (x1, . . . , xi−1, xi+1, . . . , xn).
Whenever the dimension n is clear from the context, vectors
(or sequences) are denoted by boldface letters, e.g., x. Random
variables are denoted by uppercase letter, e.g., X , with similar
conventions for random vectors. Xji stands for the sequence
of random variables (Xi,Xi+1, . . . ,Xj), while X stands for
Xn. The probability of an event A is denoted by P[A], while
P[A∣B ] denotes conditional probability of A given B. Proba-
bility mass functions (PMFs) are denoted by the capital letter
P with a subscript that identifies the random variable and its
possible conditioning. For example, for two jointly distributed
random variables X and Y , let PX , PX,Y , and PX ∣Y denote,
respectively, the PMF of X , the joint PMF of (X,Y ), and the
conditional PMF of X given Y . In particular, when X and
Y are discrete, PX ∣Y represents the stochastic matrix whose
elements are given by PX ∣Y (x∣y) = P[X = x∣Y = y]. We omit
5the subscripts if the arguments of the distribution are lower
case versions of the random variables.
A. FSM-MAC with a Common Message and Delayed CSI
The FSM-MAC with a common message considered in
this paper is illustrated in Fig. 2. The MAC setting consists
of two senders and one receiver. Each sender j ∈ {1,2}
chooses a pair of indices, (m0,mj), uniformly from the set{1, ...,2nR0} × {1, ...,2nRj}, where m0 denotes the common
message and mj , j ∈ {1,2}, denotes the private message of
the corresponding sender. The choices of m0, m1 and m2 are
independent. The input to the channel from encoder j ∈ {1,2}
is denoted by Xnj = (Xj,1,Xj,2, . . . ,Xj,n), and the output of
the channel is denoted by Y n = (Y1, Y2, . . . , Yn).
At each instance of time, the FSM channel is assumed to be
in one of a finite number of states S = {s1, s2, ..., sk}. In each
state, the channel is a discrete memoryless channel (DMC),
with input alphabets X1,X2 and output alphabet Y . Let the
random variable Si denote the channel state at time i. Simi-
larly, we denote by X1,i,X2,i and Yi the inputs and the output
of the channel at time i. The channel transition probability
distribution at time i depends on the state Si and the inputs
X1,i,X2,i at time i, and it is given by P (yi∣x1,i, x2,i, si). The
channel output at any time i is assumed to depend only on the
channel inputs and state at time i. Hence,
P (yi∣xi1, xi2, si) = P (yi∣x1,i, x2,i, si). (1)
The state process, {Si}ni=1, is assumed to be an irreducible,
aperiodic, finite-state, homogeneous and stationary Markov
chain and is therefore ergodic. The state process is independent
of the channel inputs and output when conditioned on the
previous states, i.e.,
P (si∣si−1, xi−11 , xi−12 , yi−1) = P (si∣si−1). (2)
Furthermore, we assume that the state process is independent
of the messages M0, M1 and M2, i.e.,
P (sn,m0,m1,m2) = n∏
i=1
P (si∣si−1)P (m0)P (m1)P (m2).
(3)
We assume that full CSI is available at the decoder (i.e.,
the decoder knows Si at each time instance i). However, the
encoders are only assumed to have access to delayed CSI, with
delays d1 and d2 for Encoder 1 and Encoder 2, respectively.
We let Si−dj , j ∈ 1,2, denote the channel state at time i − dj ,
and assume without loss of generality that d1 ≥ d2. Now, let
K be the one-step state-transition probability matrix of the
Markov process that governs the channel states, and let π be
its steady state probability distribution. The joint distribution
of (Si, Si−d) is stationary and is given by
πd(Si = sl, Si−d = sj) = π(sj)Kd(sl, sj), (4)
where Kd(sl, sj) is the (l, j)-th element of the d-step tran-
sition probability matrix Kd of the Markov state process.
To simplify the notation, we define the joint distribution of
the random variables (S, S˜1, S˜2) as the joint distribution of(Si, Si−d1 , Si−d2), i.e.,
PS,S˜1,S˜2(sl, sj , sv) = π(sj)Kd1−d2(sv, sj)Kd2(sl, sv), (5)
where (sj, sl, sv) ∈ S3.
Definition 1 (Code Description). A (n,2nR0,2nR1,2nR2,d1, d2)
code for the FSM-MAC with CSI at the decoder and delayed
CSI at the encoders with delays d1 and d2 consists of:
1) Three sets of integers M0 = {1,2, ...,2nR0}, M1 ={1,2, ...,2nR1} and M2 = {1,2, ...,2nR2}, referred to
as the message sets.
2) Two encoding functions fj , j ∈ {1,2}. Each function fj
is defined by means of a sequence of functions fj,i, i ∈{1,2, . . . , n}, that depend only on the pair of messages(M0,Mj), and the channel states up to time i−dj . The
output of Encoder j at time i, Xj,i ∈ Xj , is given by
Xj,i =
⎧⎪⎪⎨⎪⎪⎩fj,i(M0,Mj), 1 ≤ i ≤ djfj,i(M0,Mj, Si−dj ), dj + 1 ≤ i ≤ n . (6)
3) A decoding function:
ψ ∶ Yn × Sn →M0 ×M1 ×M2 . (7)
The average probability of error for the(n,2nR0 ,2nR1 ,2nR2 , d1, d2) code is given in (8) at the
bottom of the page. We use standard definitions of
achievability and of the capacity region [48]. Namely, a
rate triplet (R0,R1,R2) is achievable for the FSM-MAC if
there exists a sequence of (n,2nR0 ,2nR1 ,2nR2 , d1, d2) codes
with P (n)e → 0 as n →∞. The capacity region is the closure
of the set of achievable rates (R0,R1,R2).
B. FSM-MAC with Partially Cooperative Encoders and De-
layed CSI
The FSM-MAC with partially cooperative encoders and de-
layed CSI is depicted in Fig. 1. The channel definition relies on
Subsection II-A, while taking the common message set to be
M0 = ∅. Here, however, conferencing between the encoders
is introduced under the assumption that conferencing links
of fixed and finite capacities C12 and C21 exist between the
encoders. Accordingly, the amount of information exchanged
between the encoders during the conference is bounded by C12
and C21. The conference is assumed to take place prior to the
transmission of a codeword through the channel and consists
of ℓ consecutive pairs of communications, simultaneously
transmitted by the encoders. Each communication depends on
the message to be transmitted by the sending encoder and
previously received communications from the other encoder.
We denote the communications transmitted from encoder
j ∈ {1,2} to the other encoder by V ℓj . Note that here the state
P (n)e = 1
2n(R0+R1+R2)
∑
(m0,m1,m2)
∑
sn
PSn(sn)P[ψ(Y n, sn) ≠ (m0,m1,m2) ∣ (m0,m1,m2) was sent , Sn = sn] (8)
6process is also assumed to be independent of the conference
communications, i.e.,
P (sn, vℓ1, vℓ2) = P (sn)P (vℓ1, vℓ2) = n∏
i=1
P (si∣si−1)P (vℓ1, vℓ2).
(9)
Definition 2 (Code Description). A (n, ℓ,2nR1 ,2nR2 , d1, d2)
code for the FSM-MAC with CSI at the decoder, delayed CSI
at the encoders with delays d1 and d2, and conferencing links
with capacities C12 and C21 consists of:
1) Two sets of integers M1 = {1,2, ...,2nR1} and M2 ={1,2, ...,2nR2}, referred to as the message sets.
2) Two encoders, where each encoder is completely de-
scribed by an encoding function, fj , and a set of ℓ
(ℓ ≥ 1) communication functions, {hj,1, hj,2, . . . , hj,ℓ},
j ∈ {1,2} (similar definitions were also used in [4]).
3) The encoding function, fj , maps the message Mj , j ∈{1,2}, and what was learned from the conference with
the other encoder into channel codewords of length n.
Each function fj is defined by means of a sequence of
functions fj,i that depend only on the message Mj , the
received communications from the other encoder in the
conferencing stage, and the channel states up to time i−
dj . We emphasize that since encoding occurs only after
the conferencing stage has finished, each fj,i depends
on all received communications.
4) Each of the two communication functions h1,i and
h2,i, i ∈ {1,2, . . . , ℓ}, maps the message M1 (or M2,
respectively) and the sequence of previously received
communications from the other encoder V i−12 (or V i−11 ,
respectively), onto the i-th communication V1,i (or V2,i,
respectively). More specifically, the communications are
defined as:
V1,i = h1,i(M1, V i−12 ) ; V2,i = h2,i(M2, V i−11 ). (10)
5) The encoding function for Encoder 1 satisfies
X1,i =
⎧⎪⎪⎨⎪⎪⎩
f1,i(M1, V ℓ2 ), 1 ≤ i ≤ d1
f1,i(M1, V ℓ2 , Si−d1), d1 + 1 ≤ i ≤ n , (11)
and the encoding function for Encoder 2 is defined
analogously (using the private message M2, the
communications V ℓ1 and the delay d2).
6) The random variable Vj,i, for j ∈ {1,2} and i ∈{1,2, . . . , ℓ} ranges over the finite alphabet Vj,i. A
conference is (C12,C21)-permissible if the sets of com-
munication functions are such that [4]:
ℓ∑
i=1
log ∣V1,i∣ ≤ nC12 ; ℓ∑
i=1
log ∣V2,i∣ ≤ nC21. (12)
7) A decoding function:
ψ ∶ Yn × Sn →M1 ×M2. (13)
The average probability of error for the(n, ℓ,2nR1 ,2nR2 , d1, d2) code is given by (14) at the
bottom of the page. The achievable rates and the capacity
region for this channel are defined analogously to their
definitions in Section II-A.
III. THE CAPACITY REGION OF THE FSM-MAC WITH A
COMMON MESSAGE AND DELAYED TRANSMITTER CSI
In this section we state the capacity region of the FSM-
MAC with a common message and delayed transmitter CSI,
after which we present its proof.
Theorem 1. The capacity region of the FSM-MAC with a com-
mon message, CSI at the decoder and asymmetrically delayed
CSI at the encoders with delays d1 and d2, such that d1 ≥ d2,
is the union of all sets of rate triplets (R0,R1,R2) ∈ R3+
satisfying:
R1 ≤ I(X1;Y ∣X2, U,S, S˜1, S˜2) (15a)
R2 ≤ I(X2;Y ∣X1, U,S, S˜1, S˜2) (15b)
R1 +R2 ≤ I(X1,X2;Y ∣U,S, S˜1, S˜2) (15c)
R0 +R1 +R2 ≤ I(X1,X2;Y ∣S, S˜1, S˜2) , (15d)
where the union is over all joint distributions
PU ∣S˜1PX1 ∣S˜1,UPX2 ∣S˜1,S˜2,U . The joint distribution of(S, S˜1, S˜2) is specified in (5) and ∣U ∣ ≤ ∣X1∣ ⋅ ∣X2∣ ⋅ ∣S ∣3 + 2.
Furthermore, the capacity region is convex.
Proof:
A. Converse
We need to show that for every achievable
rate triplet (R0,R1,R2), there exists a joint
distribution PS,S˜1,S˜2PU ∣S˜1PX1 ∣S˜1,UPX2 ∣S˜1,S˜2,UPY ∣X1,X2,S
such that the inequalities in (15) are satisfied. Since(R0,R1,R2) is an achievable rate triplet, there exists a(n,2nR0 ,2nR1 ,2nR2 , d1, d2) code with a probability of error
P
(n)
e that becomes arbitrarily small with the increase of the
block length (see (8)). By Fano’s inequality,
H(M0,M1,M2∣Y n, Sn) ≤ n(R0 +R1 +R2)P (n)e +H(P (n)e )≜ nǫn, (16)
where clearly ǫn → 0 as P (n)e → 0. It therefore follows that
H(M1∣Y n, Sn) ≤H(M0,M1,M2∣Y n, Sn) ≤ nǫn (17)
H(M2∣Y n, Sn) ≤H(M0,M1,M2∣Y n, Sn) ≤ nǫn (18)
H(M1,M2∣Y n, Sn) ≤H(M0,M1,M2∣Y n, Sn) ≤ nǫn. (19)
For the sake of brevity we focus here on the upper bound
on R1, while noting that all other upper bounds in (15) can be
P (n)e = 1
2n(R1+R2)
∑
(m1,m2)
∑
sn
PSn(sn)P[ψ(Y n, sn) ≠ (m1,m2) ∣ (m1,m2) was sent , Sn = sn] (14)
7analogously derived using the same auxiliary random variable
definition. It now follows that
nR1 =H(M1)
(a)≤ I(M1;Y n, Sn) + nǫn
(b)= I(M1;Y n∣Sn) + nǫn
(c)≤ H(M1∣Sn,M0,M2)−H(M1∣Y n, Sn,M0,M2)+nǫn
(d)= n∑
i=1
I(M1;Yi∣Sn,M0,M2, Y i−1) + nǫn
(e)= n∑
i=1
[H(Yi∣Sn,Xn2 ,M0,M2, Y i−1)
−H(Yi∣Sn,Xn1 ,Xn2 ,M0,M1,M2, Y i−1)] + nǫn
(f)≤ n∑
i=1
[H(Yi∣X2,i, Si, Si−d1 , Si−d2 ,M0, Si−d1−1)
−H(Yi∣X1,i,X2,i, Si, Si−d1 , Si−d2 ,M0, Si−d1−1)] + nǫn
(g)= n∑
i=1
I(X1,i;Yi∣X2,i, Si, Si−d1 , Si−d2 , Ui) + nǫn (20)
where:
(a) follows from (17);
(b) follows because M1 and Sn are independent;
(c) follows because M1 and (M0,M2) are independent
given Sn (first term) and since conditioning reduces entropy
(second term);
(d) follows by the mutual information chain rule;
(e) follows because Xn1 is a deterministic function of(M0,M1, Sn) and Xn2 is a deterministic function of(M0,M2, Sn);
(f) follows since conditioning reduces entropy (first
term), and because when conditioned on (X1,i,X2,i)
and Si, the channel output at time i is independent of(M0,M1,M2, Si−1, Sni+1,X i−11 ,Xn1,i+1,X i−12 ,Xn2,i+1, Y i−1)
(second term);
(g) follows by defining Ui ≜ (M0, Si−d1−1).
Note that the definition of the auxiliary random variable Ui
represents the common message and the common knowledge
of the state sequence at time i (except for Si−d1), which, in
fact, encompasses all common information shared by the two
encoders at this instant of time. We can therefore conclude
that the rate R1 must satisfy the following upper bound:
R1 ≤ 1
n
n∑
i=1
I(X1,i;Yi∣X2,i, Si, Si−d1 , Si−d2 , Ui) + ǫn. (21)
In a completely analogous manner it can be shown that
R2 ≤ 1
n
n∑
i=1
I(X2,i;Yi∣X1,i, Si, Si−d1 , Si−d2 , Ui) + ǫn (22)
R1+R2 ≤ 1
n
n∑
i=1
I(X1,i,X2,i;Yi∣Si, Si−d1 , Si−d2 , Ui)+ǫn (23)
R0 +R1 +R2 ≤ 1
n
n∑
i=1
I(X1,i,X2,i;Yi∣Si, Si−d1 , Si−d2) + ǫn.
(24)
The upper bounds in (21)-(24) can also be rewritten by
introducing a new time sharing random variable Q that is
uniformly distributed over the set {1,2, ..., n}. For example,
the upper bound in (21) can be rewritten as
R1≤ 1
n
n∑
i=1
I(YQ;X1,Q∣X2,Q,SQ, SQ−d1,SQ−d2 ,UQ,Q= i)+ǫn
= I(YQ;X1,Q∣X2,Q, SQ, SQ−d1 , SQ−d2 , UQ,Q) + ǫn. (25)
By rewriting the rate bounds (22)-(24) in the same manner as
(21) is rewritten into (25), it is clear that the obtained region
is convex. This follows directly by the presence of the time
sharing random variable Q in the conditioning of all the mutual
information terms.
Next, by denoting X1 ≜ X1,Q, X2 ≜ X2,Q, Y ≜ YQ, S ≜
SQ, S˜1 ≜ SQ−d1 , S˜2 ≜ SQ−d2 and U ≜ (UQ,Q), we get:
R1 ≤ I(X1;Y ∣X2, U,S, S˜1, S˜2) + ǫn (26a)
R2 ≤ I(X2;Y ∣X1, U,S, S˜1, S˜2) + ǫn (26b)
R1 +R2 ≤ I(X1,X2;Y ∣U,S, S˜1, S˜2) + ǫn (26c)
R0 +R1 +R2 ≤ I(X1,X2;Y ∣S, S˜1, S˜2) + ǫn, (26d)
where (26d) holds due to
R0+R1+R2 ≤ I(X1,Q,X2,Q;YQ∣SQ, SQ−d1 , SQ−d2 ,Q) + ǫn
(a)≤ I(X1,Q,X2,Q, UQ;YQ∣SQ, SQ−d1 , SQ−d2 ,Q) + ǫn
(b)≤ I(X1,Q,X2,Q, UQ,Q;YQ∣SQ, SQ−d1 , SQ−d2) + ǫn
(c)≤ I(X1,X2, U ;Y ∣S, S˜1, S˜2) + ǫn
(d)= I(X1,X2;Y ∣S, S˜1, S˜2) + ǫn. (27)
Here:
(a) and (b) follow from the fact that conditioning reduces
entropy;
(c) follows from the definition of (X1,X2, Y,U,S, S˜1, S˜2);
(d) follows from the Markov relation Y − (X1,X2, S) −(U, S˜1, S˜2), which is induced from the channel model.
Taking the limit as n →∞, one obtains the bounds as in (15).
To complete the proof of the converse, it is left to show that
the following Markov relations hold:
U − S˜1 − (S, S˜2) (28a)
X1 − (S˜1, U) − (S, S˜2) (28b)
X2 − (S˜1, S˜2, U) − (X1, S). (28c)
The proof of (28) is given in Appendix A.
B. Achievability
To establish achievability, we need to show that for a fixed
ǫ > 0, a fixed distribution
PU ∣S˜1PX1 ∣U,S˜1PX2 ∣U,S˜1,S˜2 , (29)
and rates (R0,R1,R2) that satisfy the inequalities in (15),
there exists a sequence of (n,2nR0 ,2nR1 ,2nR2 , d1, d2) codes
such that P (n)e → 0 as n→∞.
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Fig. 3: The codewords t0(m0) and t1(m1) that are associated with some message pair (m0,m1) ∈ M0 ×M1. The shaded regions correspond to the
symbols chosen by Encoder 1 when the sequence of delayed CSI realizations is s˜1 = (2,1, k, . . . ,1), and when t0,1(m0,2) = u2, t0,2(m0,1) = u2,
t0,3(m0, k) = u∣U∣ and t0,n(m0,1) = u1.
Without loss of generality, we assume that the finite-state
space is the set S = {1,2, ..., k}. By the underlying assump-
tions of the channel model, we take the delays (d1, d2) to
be fixed and finite integers. Moreover, throughout this proof
we use the following notations. For an arbitrary finite set
A = {a1, a2, . . . , a∣A∣}, we denote by (xa)a∈A a column vector
of size ∣A∣ with elements {xa1 , xa2 , . . . , xa∣A∣}. As stated
in Section II, sequences of length n are denoted by bold
lowercase letters, while random sequences are denoted by bold
uppercase letters. Consider now the following encoding and
decoding scheme.
1) Codebook Generation: Generate a common message
codebook that comprises 2nR0 codewords t0(m0), m0 ∈M0,
assembled from n symbols from the super-alphabet U ∣S ∣,
which are drawn in an i.i.d. manner. Each codeword t0(m0)
is distributed according to the product distribution
P[T0 = t0] = n∏
i=1
PT0(t0,i), (30)
where t0,i ∈ U ∣S ∣, for i ∈ {1,2, . . . , n} (each t0,i can thus be
treated as a column vector of size ∣S ∣ with elements in U
ordered by the natural order of the set S), and
PT0(t0) = P[T0 = t0] = ∏˜
s1∈S
PU ∣S˜1=s˜1(us˜1 ∣s˜1), (31)
where t0 = (us˜1)s˜1∈S . Each codeword can hence be viewed
as a matrix of dimension ∣S ∣ × n with elements in U , where
each row is associated with a different (delayed) state s˜1 ∈ S.
Accordingly, we denote by t0,i(m0, s˜1,i) the s˜1,ith element of
the ith symbol of the codeword t0(m0).
Next, generate the codebook associated with the private
message set M1 that comprises 2nR1 codewords t1(m1),
m1 ∈M1, assembled from n symbols from the super-alphabet
X
∣U ∣⋅∣S ∣
1 drawn in an i.i.d. manner. Accordingly, the distribution
of each codeword t1(m1) is given by
P[T1 = t1] = n∏
i=1
PT1(t1,i), (32)
where t1,i ∈ X ∣U ∣⋅∣S ∣1 , for i ∈ {1,2, . . . , n} (here each t1,i can
be treated as a column vector of size ∣U ∣ ⋅ ∣S ∣ with elements in
X1), and
PT1(t1) = P[T1 = t1]= ∏
(u,s˜1)∈U×S
PX1 ∣U=u,S˜1=s˜1(x1,(u,s˜1)∣u, s˜1), (33)
where t1 = (x1,(u,s˜1))(u,s˜1)∈U×S . Each codeword can therefore
be viewed as a matrix of dimension (∣U ∣⋅∣S ∣)×n with elements
in X1, where each row is associated with a different pair(u, s˜1) ∈ U×S. The element of the ith symbol of the codeword
t1(m1) that is associated with the pair (t0,i(m0, s˜1,i), s˜1,i) is
denoted by t1,i(m1, t0,i(m0, s˜1,i), s˜1,i).
Finally, generate the codebook associated with the private
message set M2 in a manner analogous to codebook gen-
eration for M1, but here, the symbols of each codeword
are elements in X ∣U ∣⋅∣S ∣
2
2 . Namely, the distribution of each
codeword t2(m2), m2 ∈M2, is
P[T2 = t2] = n∏
i=1
PT2(t2,i), (34)
where t2,i ∈ X ∣U ∣⋅∣S ∣22 , for i ∈ {1,2, . . . , n}, and
PT2(t2) = P[T2 = t2]= ∏
(u,s˜1,s˜2)∈U×S2
PX2 ∣U=u,S˜1=s˜1,S˜2=s˜2(x2,(u,s˜1,s˜2)∣u, s˜1, s˜2),
(35)
where t2 = (x2,(u,s˜1,s˜2))(u,s˜1,s˜2)∈U×S2 . Again, each codeword
can be viewed as a matrix of dimension (∣U ∣ ⋅ ∣S ∣2) × n
with elements in X2, where each row is associated with
9a different triplet (u, s˜1, s˜2) ∈ U × S2. We denote by
t2,i(m2, t0,i(m0, s˜1,i), s˜1,i, s˜2,i) the element of the ith symbol
of the codeword t2(m2) that is associated with the triplet(t0,i(m0, s˜1,i), s˜1,i, s˜2,i). All codebooks are revealed to both
encoders and to the decoder.
2) Encoding: To transmit the message triplet(m0,m1,m2) ∈ M0 × M1 × M2, the encoders adhere
to the following scheme. First, note that the delayed CSI
becomes available at both encoders only after the first d1
channel uses. Therefore, the initial d1 symbols transmitted
by Encoder j, j ∈ {1,2}, are arbitrarily chosen from Xj
(note that the choice of these symbols has no effect on the
achievable rates since d1 is fixed and finite, see the discussion
in the sequel). The manner in which the encoders choose the
symbols transmitted at times i ∈ {d1 + 1, . . . , n} is described
next.
Encoder 1: At each time i ∈ {d1 + 1, . . . , n}, En-
coder 1 has access to s˜1,i. This delayed CSI is first used
to choose an element from the codeword associated with
the common message m0. Namely, Encoder 1 starts by
choosing ui(m0, s˜1,i) ≜ t0,i(m0, s˜1,i). Having ui(m0, s˜1,i),
Encoder 1 refers to the codeword t1(m1) and chooses
x1,i(m1, ui(m0, s˜1,i), s˜1,i) ≜ t1,i(m1, ui(m0, s˜1,i), s˜1,i). En-
coder 1 then sends x1,i(m1, ui(m0, s˜1,i), s˜1,i) to the channel.
Encoder 2: Encoder 2 selects its channel input in manner
analogous to that used by Encoder 1. First, recall that at
each time i ∈ {d1 + 1, . . . , n}, Encoder 2 has access to
both (s˜1,i, s˜2,i). Thus, using s˜1,i, the encoder first chooses
ui(m0, s˜1,i) = t0,i(m0, s˜1,i). The ith channel input from En-
coder 2 is then chosen to be x2,i(m2, ui(m0, s˜1,i), s˜1,i, s˜2,i) ≜
t2,i(m2, ui(m0, s˜1,i), s˜1,i, s˜2,i).
An illustration of the codewords’ structure for some pair(m0,m1) ∈ M0 × M1 and the corresponding transmitted
symbols is shown in Fig. 3. The structure of the codewords
associated with the message set M2 is analogous, and is
therefore omitted from the figure. We also note that the above
construction of the codebooks and transmitted sequences can
be regarded as a manifestation of the functional representation
lemma [51, Appendix B].
3) Decoding Process: Upon receiving the whole channel
output sequence y and the sequence of channel states s (as-
sumed fully known at the receiver), a joint typicality decision
rule is employed to decode the transmitted sequences. Note
that since the delayed CSI available to each of the encoders
is a deterministic function of the state sequence, the decoder
can immediately reconstruct the sequences s˜1 and s˜2 from the
latter.
The decoder searches for a triplet (mˆ0, mˆ1, mˆ2) ∈ M0 ×
M1×M2 such that (36) at the bottom of the page is satisfied,
where T (n)ǫ (U,X1,X2, S, S˜1, S˜2, Y ) denotes the jointly ǫ-
strongly typical set as defined in [51, Chapter 2], and
u(mˆ0, s˜1)≜{ui(mˆ0, s˜1,i)}ni=1 ={t0,i(mˆ0, s˜1,i)}ni=1
x1(mˆ1,u(mˆ0, s˜1), s˜1)≜{x1,i(mˆ1, ui(mˆ0, s˜1,i), s˜1,i)}n
i=1
={t1,i(mˆ1, ui(mˆ0, s˜1,i), s˜1,i)}n
i=1
x2(mˆ2,u(mˆ0, s˜1), s˜1, s˜2)≜{x2,i(mˆ2,ui(mˆ0,s˜1,i),s˜1,i,s˜2,i)}n
i=1
={t2,i(mˆ2, ui(mˆ0, s˜1,i), s˜1,i, s˜2,i)}n
i=1
.
If such a unique triplet is found, it is declared as the decoded
message triplet; otherwise, the decoder outputs a random
message triplet.
We note here that although Encoder 1 (respectively, Encoder
2) arbitrarily chooses the first d1 symbols of each codeword,
these choices have a vanishing effect on the typicality test
(36). This is since the underlying assumption of the channel
model is that both d1 and d2 are fixed, while the total block
length n can grow without bound. Therefore, to simplify the
analysis that follows, we henceforth ignore the fact that the
first symbols of each transmitted sequence do not follow the
prescribed input distribution (29).
By error probability analysis (see Appendix B), we get that
for the probability of error to vanish as n → ∞, the rate
constraints in (15) must be satisfied. We have thus shown that
if (R0,R1,R2) is inside the rate region specified in Theorem
1, then there exists a sequence of (n,2nR0 ,2nR1 ,2nR2 , d1, d2)
codes such that P (n)e → 0 as n →∞. This completes the proof
of the achievability part.
Remark 1. The cardinality bound on the auxiliary random
variable U is straightforwardly established using the convex
cover method (see [51, Appendix C] for details) and is
therefore omitted.
Remark 2. The capacity region of the corresponding channel
in which no CSI is available to Encoder 1 can be obtained
from the capacity region in Theorem 1 by omitting S˜1 from
all mutual information expressions in (15) and from the joint
distribution over which the union is taken. Similarity, when
considering the case in which the CSI at both encoders is
absent, the capacity region can also be obtained from the result
in Theorem 1 by omitting S˜1 and S˜2 from the corresponding
expressions. Now, based on the underlying assumptions on the
properties of the Markov state process, when d1 is increased
without bound, the delayed channel state Si−d1 becomes
independent of the pair (Si, Si−d2), which, in turn, implies
that S˜1 and (S, S˜2) are independent (see (5)). Thus, it can be
shown that when d1 is increased without bound, the capacity
region in Theorem 1 approaches the corresponding region
of the case in which no CSI is available to Encoder 1.
Using similar arguments, one can show that when d2 is also
increased without bound, the capacity region reduces to the
corresponding capacity region with no encoder CSI.
Remark 3. Based on practical considerations, a rate-splitting
and multiplexing coding scheme as used, e.g., in [43], can
(u(mˆ0, s˜1),x1(mˆ1,u(mˆ0, s˜1), s˜1),x2(mˆ2,u(mˆ0, s˜1), s˜1, s˜2), s, s˜1, s˜2,y) ∈ T (n)ǫ (U,X1,X2, S, S˜1, S˜2, Y ), (36)
10
be considered for the current setting. We note, however,
that the single codebooks approach employed here exhibits
a simpler construction, and also lends itself more easily to
error probability analysis.
IV. THE CAPACITY REGION OF THE FSM-MAC WITH
PARTIALLY COOPERATIVE ENCODERS AND DELAYED
TRANSMITTER CSI
In this section we state the capacity region of the FSM-MAC
with partially cooperative encoders and delayed transmitter
CSI followed by its proof.
Theorem 2. The capacity region of FSM-MAC with partially
cooperative encoders, cooperation link capacities C12 and
C21, CSI at the decoder and asymmetrically delayed CSI at
the encoders with delays d1 and d2, such that d1 ≥ d2, is the
union of all sets of rate pairs (R1,R2) ∈ R2+ satisfying:
R1 ≤ I(X1;Y ∣X2, U,S, S˜1, S˜2) +C12 (37a)
R2 ≤ I(X2;Y ∣X1, U,S, S˜1, S˜2) +C21 (37b)
R1 +R2 ≤ I(X1,X2;Y ∣U,S, S˜1, S˜2) +C12 +C21 (37c)
R1 +R2 ≤ I(X1,X2;Y ∣S, S˜1, S˜2), (37d)
where the union is over all distribution
PU ∣S˜1PX1 ∣S˜1,UPX2 ∣S˜1,S˜2,U . The joint distribution of(S, S˜1, S˜2) is specified in (5) and ∣U ∣ ≤ ∣X1∣ ⋅ ∣X2∣ ⋅ ∣S ∣3 + 2.
Furthermore, the capacity region is convex.
Proof:
A. Converse
Given an achievable rate (R1,R2), we need to
show that there exists a joint distribution of the form
PS,S˜1,S˜2PU ∣S˜1PX1 ∣S˜1,UPX2 ∣S˜1,S˜2,UPY ∣X1,X2,S such that
the inequalities in (37) are satisfied. Since (R1,R2) is an
achievable rate-pair, there exists an (n, l,2nR1 ,2nR2 , d1, d2)
code with an arbitrarily small error probability P (n)e . By
Fano’s inequality (and with some abuse of notation),
H(M1,M2∣Y n, Sn) ≤ n(R1 +R2)P (n)e +H(P (n)e ) ≜ nǫn,
(38)
where ǫn → 0 as P (n)e → 0. It hence follows that
H(M1∣Y n, Sn) ≤H(M1,M2∣Y n, Sn) ≤ nǫn (39)
H(M2∣Y n, Sn) ≤H(M1,M2∣Y n, Sn) ≤ nǫn. (40)
As in the proof of Theorem 1, we focus on the upper bound
on R1 and note that the upper bounds on all other rates can
be straightforwardly obtained in an analogous manner. For R1
we have the following:
nR1 =H(M1) (a)≤ I(M1;Y n, Sn) + nǫn
(b)= I(M1;Y n∣Sn) + nǫn
(c)≤H(M1∣Sn,M2)−H(M1∣V ℓ1 , V ℓ2 , Y n, Sn,M2) + nǫn
(d)= I(M1;V ℓ1 , V ℓ2 ∣Sn,M2)+I(M1;Y n∣V ℓ1 , V ℓ2 , Sn,M2)+nǫn
(e)= H(V ℓ1 ∣Sn,M2)+ n∑
i=1
I(M1;Yi∣V ℓ1 , V ℓ2 , Sn,M2, Y i−1)+nǫn
(f)≤ H(V ℓ1 ) + n∑
i=1
[H(Yi∣V ℓ1 , V ℓ2 , Sn,Xn2 ,M2, Y i−1)
−H(Yi∣V ℓ1 , V ℓ2 , Sn,Xn1 ,Xn2 ,M1,M2, Y i−1)]+nǫn
(g)≤ ℓ∑
j=1
H(V1,j)
+
n∑
i=1
[H(Yi∣X2,i, Si, Si−d1 , Si−d2 , V ℓ1 , V ℓ2 , Si−d1−1)
−H(Yi∣X1,i,X2,i, Si, Si−d1 , Si−d2 , V ℓ1 , V ℓ2 , Si−d1−1)]+nǫn
≤ ℓ∑
j=1
log ∣V1,j ∣
+
n∑
i=1
I(X1,i;Yi∣X2,i, Si, Si−d1 , Si−d2, V ℓ1 ,V ℓ2 , Si−d1−1)+nǫn
(h)≤ nC12+ n∑
i=1
I(X1,i;Yi∣X2,i, Si, Si−d1 , Si−d2 , Ui)+nǫn (41)
where:
(a) follows from (39);
(b) follows because M1 and Sn are independent;
(c) follows because M1 and M2 are independent given Sn
(first term) and since conditioning reduces entropy (second
term);
(d) follows by adding and subtracting the term
H(M1∣V ℓ1 , V ℓ2 , Sn,M2);
(e) follows because V ℓ1 and V ℓ2 are fully determined by(Sn,M1,M2) while V ℓ2 is a deterministic function of(M2, V ℓ1 ) (first term), and from the the mutual information
chain rule (second term);
(f) follows since conditioning reduces entropy (first term),
and because Xn1 is a deterministic function of (M1, V ℓ1 , Sn)
while Xn2 is a deterministic function of (M2, V ℓ2 , Sn) (second
and third terms);
(g) follows since conditioning reduces entropy (first and
second terms) and because when conditioned on (X1,i,X2,i)
and Si, the channel output at time i is independent of(V ℓ1 , V ℓ2 ,M1,M2, Si−1, Sni+1,X i−11 ,Xn1,i+1,X i−12 ,Xn2,i+1, Y i−1);
(h) follows from (12) and by defining Ui = (V ℓ1 , V ℓ2 , Si−d1−1).
Note that the auxiliary random variable U at time i was
defined as Ui ≜ (V ℓ1 , V ℓ2 , Si−d1−1). Accordingly, it represents
the information shared during the conference (i.e., the parts
of the private messages available to both encoders) and the
common knowledge of the states. This is completely analogous
to the role of Ui in the common message setting (cf. Theorem
1 and Section III-A).
Applying similar arguments to R2 and R1 + R2, one can
conclude that any achievable rate-pair (R1,R2) must satisfy
the following inequalities:
R1 ≤ 1
n
n∑
i=1
I(X1,i;Yi∣X2,i, Si, Si−d2 , Si−d1 , Ui) +C12 + ǫn
(42)
R2 ≤ 1
n
n∑
i=1
I(X2,i;Yi∣X1,i, Si, Si−d2 , Si−d1 , Ui) +C21 + ǫn
(43)
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R1 +R2 ≤ 1
n
n∑
i=1
I(X1,i,X2,i;Yi∣Si, Si−d2 , Si−d1 , Ui)
+C12 +C21 + ǫn (44)
R1 +R2 ≤ 1
n
n∑
i=1
I(X1,i,X2,i;Yi∣Si, Si−d2 , Si−d1) + ǫn. (45)
The expressions on the right-hand side of the inequalities in
(42)-(45) represent empirical averages of mutual information
(taken over the code symbols). These inequalities can be
alternatively represented by introducing a new time-sharing
random variable Q, uniformly distributed over {1, . . . , n}, as
in Subsection III-A. Starting again with the upper bound on
R1, this yields
R1 ≤ 1
n
n∑
i=1
I(YQ;X1,Q∣X2,Q, SQ, SQ−d2 , SQ−d1 , UQ,Q = i)
+C12 + ǫn
= I(YQ;X1,Q∣X2,Q, SQ, SQ−d2 , SQ−d1 , UQ,Q) +C12 + ǫn
(46)
Applying the same procedure to the rest of the upper bounds,
while denoting X1 ≜ X1,Q, X2 ≜ X2,Q, Y ≜ YQ, S ≜
SQ, S˜1 ≜ SQ−d1 , S˜2 ≜ SQ−d2 and U ≜ (UQ,Q), we get
R1 ≤ I(X1;Y ∣X2, U,S, S˜1, S˜2) +C12 + ǫn (47a)
R2 ≤ I(X2;Y ∣X1, U,S, S˜1, S˜2) +C21 + ǫn (47b)
R1 +R2 ≤ I(X1,X2;Y ∣U,S, S˜1, S˜2) +C12 +C21 + ǫn (47c)
R1 +R2 ≤ I(X1,X2;Y ∣S, S˜1, S˜2) + ǫn, (47d)
where the justification for (47d) follows similar steps to those
presented in (27). Moreover, note that the fact that the obtained
region is convex follows from the same arguments given in
Section III-A.
Completion of the proof of the converse relies on showing
that the following Markov relations hold:
U − S˜1 − (S, S˜2) (48a)
X1 − (S˜1, U) − (S, S˜2) (48b)
X2 − (S˜1, S˜2, U) − (X1, S), (48c)
which is accomplished by applying the same line of arguments
employed in Appendix A, while replacing M0 with (V ℓ1 , V ℓ2 ).
B. Achievability
To prove the achievability of the capacity region,
we need to show that for a fixed distribution of the
form PU ∣S˜1PX1 ∣S˜1,UPX2 ∣S˜1,S˜2,U and for (R1,R2) that sat-
isfy the inequalities in (37), there exists a sequence of(n, ℓ,2nR1 ,2nR2 , d1, d2) codes for which P (n)e → 0 as n→∞.
The idea behind this proof is to convert the conferencing
problem into a setting that corresponds to the FSM-MAC
with a common message considered in Section III, and then
rely on Theorem 1 to show that the capacity region with
conferencing is, indeed, achievable. This is accomplished by
sharing as much of the original private messages (m1,m2) as
possible through the conferencing links to construct a common
message. The parts of the original messages not shared by the
encoders constitute the private messages in the new setting.
Next, the coding scheme introduced in Section III-B for the
FSM-MAC with a common message can be employed.
We start by defining:
R˜1 =min{R1,C12} (49a)
R˜2 =min{R2,C21}, (49b)
and rewriting the inequalities in (37) as
(R1 − R˜1) ≤ I(X1;Y ∣X2, U,S, S˜1, S˜2) (50a)
(R2 − R˜2) ≤ I(X2;Y ∣X1, U,S, S˜1, S˜2) (50b)
(R1 − R˜1) + (R2 − R˜2) ≤ I(X1,X2;Y ∣U,S, S˜1, S˜2) (50c)
(R˜1+R˜2)+(R1−R˜1)+(R2−R˜2)≤ I(X1,X2;Y ∣S, S˜1, S˜2).
(50d)
In view of this representation, we construct a coding scheme
by splitting the sets Mj = {1,2, . . . ,2nRj}, for j ∈ {1,2},
into 2nR˜j cells, each containing 2n(Rj−R˜j) messages, and
introducing the functions
c1 ∶ M1 → {1,2, . . . ,2nR˜1} (51a)
c2 ∶ M2 → {1,2, . . . ,2nR˜2} (51b)
e1 ∶ M1 → {1,2, . . . ,2n(R1−R˜1)} (51c)
e2 ∶ M2 → {1,2, . . . ,2n(R2−R˜2)}. (51d)
Here, for every message mj , where j ∈ {1,2}, cj returns
its cell number, cj(mj), while ej returns its index number,
ej(mj), within the cell cj(mj). For the sake of simplicity,
we assume here that 2nR˜1 , 2nR˜2 , 2n(R1−R˜1) and 2n(R2−R˜2)
are integers, although the same approach can be formalized
for real numbers as well. Also note that the partitioning above
is deterministic.
Now, for every message pair (m1,m2) ∈ M1 ×M2 we
define the triplet (m′0,m′1,m′2) where
m′1 ≜ e1(m1) (52a)
m′2 ≜ e2(m2) (52b)
m′0 ≜ (c1(m1), c2(m2)). (52c)
Note that the above definitions dictate that m′1 ∈{1,2, . . . ,2n(R1−R˜1)}, m′2 ∈ {1,2, . . . ,2n(R2−R˜2)} and m′0 ∈{1,2, . . . ,2nR˜1} × {1,2, . . . ,2nR˜2}. Since by definition R˜1 ≤
C12 and R˜2 ≤ C21, it is possible for Encoder 1 to transmit
c1(m1) to Encoder 2 and for Encoder 2 to transmit c2(m2)
to Encoder 1 via the respective conferencing links. There-
fore, following the conferencing stage, both encoders know
m′0 = (c1(m1), c2(m2)). m′1 and m′2 are viewed as the new
private messages.
The above setting can hence be viewed as a FSM-MAC with
a common message. The messages to be transmitted are given
by the triplet (m′0,m′1,m′2), where m′0 ∈ {1,2, . . . ,2nR˜1} ×{1,2, . . . ,2nR˜2}, m′1 ∈ {1,2, . . . ,2n(R1−R˜1)} and m′1 ∈{1,2, . . . ,2n(R1−R˜1)}, while (50) holds by assumption. By
Theorem 1, it now immediately follows that the new message
triplet (m′0,m′1,m′2) can be transmitted to the decoder with
an arbitrarily small probability of error. The decoder can,
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therefore, reliably reconstruct the message pair (m1,m2) and
the rate-region (37) is therefore achievable.
Remark 4. Using arguments similar to those presented in
Remark 2, we obtain that when either (or both) of the delays
is increased without bound, the capacity region in Theorem
2 approaches the corresponding region where the CSI at the
appropriate encoder(s) is absent.
V. THE VECTOR GAUSSIAN FSM-MAC WITH DIAGONAL
CHANNEL TRANSFER MATRICES, CONFERENCING AND
DELAYED CSI
In this section we consider the vector Gaussian FSM-
MAC with diagonal channel transfer matrices, partially co-
operative encoders and delayed CSI. For every time instance
t ∈ {1, . . . , n}, the channel model under consideration is:
Yt = G1(st)X1,t +G2(st)X2,t +Zt, (53)
where {G1(s)}s∈S and {G2(s)}s∈S are N × N diagonal
matrices, which are deterministic functions of the channel state
S = s. We denote the diagonal entries of these matrices by
g1,i(s) and g2,i(s), respectively, for i ∈ {1, . . . ,N} and s ∈ S.
Moreover, we assume that {G1(s)}s∈S ,{G2(s)}s∈S ⊂ CN×N .
For every t ∈ {1,2, . . . , n}, X1,t,X2,t ∈ CN and Yt ∈ CN
are the channel input vectors and the channel output vector,
respectively. {Zt}nt=1 is a proper complex zero mean additive
white Gaussian noise (AWGN) process, independent of X1,t
and X2,t for every t ∈ {1,2, . . . , n}. Thus, each noise sample is
distributed according to Zt ∼ CN (0, I), where I is the identity
matrix of dimensions N × N . The input vector signals are
assumed to satisfy the average power constraints
tr(ΣX1X1) ≤ P¯1 ; tr(ΣX2X2) ≤ P¯2, (54)
where we use the standard notation ΣXY = E[XY†], and A†
denotes the conjugate transpose of the matrix A.
The motivation for examining the channel model in (53)
stems from the fact that it can be used to represent an OFDM-
based communication system, employing single receive and
transmit antennas. OFDM is an efficient technique used to
mitigate frequency selective fading, which is typical in modern
wideband communication systems (see, e.g., [1], [52]). The
underlying idea behind OFDM is to split the channel’s band-
width into N separate sub-channels through which orthogonal
signals are transmitted. By doing so, not only is the impact
of intersymbol interference (ISI) dramatically reduced, but the
transfer functions of each of the sub-channels boil down to
multiplicative scalar gains. These gains are modeled by the
diagonal entries of the channel matrices defined above. In
this section we derive the maximization problem that specifies
the capacity region for the vector Gaussian channel under
consideration and convert it into a convex problem. The
solution of this convex maximization problem, which can be
easily obtained using a numerical tool such as CVX [50], also
yields the optimal power allocation strategy among the sub-
channels, which is another essential factor in an OFDM-based
transmission.
A. Capacity Region
Theorem 3. The capacity region of the power-constrained
vector Gaussian FSM-MAC with diagonal channel trans-
fer matrices, partially cooperative encoders, cooperation
link capacities C12 and C21, delayed CSI and aver-
age power constraints (P¯1, P¯2) is the union of all
sets of rate pairs (R1,R2) ∈ R2+ satisfying (55) at
the bottom of the page, where the union is over
all {γ1,i(s˜1)}i∈{1,...,N},s˜1∈S , {γ2,i(s˜1, s˜2)}i∈{1,...,N},(s˜1,s˜2)∈S ,{P1,i(s˜1)}i∈{1,...,N},s˜1∈S , {P2,i(s˜1, s˜2)}i∈{1,...,N},(s˜1,s˜2)∈S ⊂R
that satisfy the constraints:
∑˜
s1
π(s˜1) N∑
i=1
P1,i(s˜1) ≤ P¯1 (56a)
∑˜
s1
π(s˜1)∑˜
s2
Kd1−d2(s˜2, s˜1) N∑
i=1
P2,i(s˜1, s˜2) ≤ P¯2 (56b)
0 ≤ γ1,i(s˜1) ≤ P1,i(s˜1), ∀ i ∈ {1, . . . ,N}, s˜1 ∈ S (56c)
0 ≤ γ2,i(s˜1, s˜2) ≤ P2,i(s˜1, s˜2), ∀i ∈ {1, . . . ,N}, (s˜1, s˜2) ∈S2.
(56d)
The corresponding capacity region for the analogous setting
with a common message can be obtained from Theorem 3 by
R1 ≤ ∑˜
s1
π(s˜1)∑˜
s2
Kd1−d2(s˜2, s˜1)∑
s
Kd2(s, s˜2) N∑
i=1
log (1 + ∣g1,i(s)∣2γ1,i(s˜1)) +C12, (55a)
R2 ≤ ∑˜
s1
π(s˜1)∑˜
s2
Kd1−d2(s˜2, s˜1)∑
s
Kd2(s, s˜2) N∑
i=1
log (1 + ∣g2,i(s)∣2γ2,i(s˜1, s˜2)) +C21, (55b)
R1 +R2 ≤ ∑˜
s1
π(s˜1)∑˜
s2
Kd1−d2(s˜2, s˜1)∑
s
Kd2(s, s˜2) N∑
i=1
log (1 + ∣g1,i(s)∣2γ1,i(s˜1) + ∣g2,i(s)∣2γ2,i(s˜1, s˜2))
+C12 +C21, (55c)
R1 +R2 ≤ ∑˜
s1
π(s˜1)∑˜
s2
Kd1−d2(s˜2, s˜1)∑
s
Kd2(s, s˜2) N∑
i=1
log (1 + ∣g1,i(s)∣2P1,i(s˜1) + ∣g2,i(s)∣2P2,i(s˜2, s˜1)
+ 2g1,i(s)g∗2,i(s)
√(P1,i(s˜1) − γ1,i(s˜1))(P2,i(s˜1, s˜2) − γ2,i(s˜1, s˜2))), (55d)
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taking:
R˜0 = C12 +C21 (57a)
R˜1 =max{0,R1 −C12} (57b)
R˜2 =max{0,R2 −C21}, (57c)
where R˜0 denotes the common message rate, and R˜1 and
R˜2 denote the rates of the private messages (according to
the common message channel definition in Section II-A). The
result is summarized in the following Corollary.
Corollary 4. The capacity region of the power-constrained
vector Gaussian FSM-MAC with diagonal channel transfer
matrices, a common message, delayed CSI and average power
constraints (P¯1, P¯2) is the union of all sets of rate triplets(R0,R1,R2) ∈ R3+ satisfying (58) at the bottom of the page,
where the union is over the domain satisfying the constraints
(56).
Note that the capacity regions in Theorem 3 and Corollary 4
are both given in the form of a convex optimization problem,
which can be solved efficiently using numerical tools. In
the following proof we first derive a slightly different, yet
equivalent, region for the Gaussian conferencing model. This
equivalent capacity region involves a nonconvex optimization
problem that we then convert into a convex problem by an
appropriate change of optimization variables.
Proof: A straightforward extension of the result stated in
Theorem 2 yields the capacity region of the general vector
FSM-MAC with partially cooperative encoders, delayed CSI
and power constraints as in (54). The region is given by the
closure of the set of rate pairs (R1,R2) ∈ R2+ that satisfy (cf.
(37))
R1 ≤ I(X1;Y∣X2,U, S, S˜1, S˜2) +C12 (59a)
R2 ≤ I(X2;Y∣X1,U, S, S˜1, S˜2) +C21 (59b)
R1 +R2 ≤ I(X1,X2;Y∣U, S, S˜1 , S˜2) +C12 +C21 (59c)
R1 +R2 ≤ I(X1,X2;Y∣S, S˜1, S˜2), (59d)
for some joint distribution of the form
PSS˜1S˜2PU∣S˜1PX1∣S˜1,UPX2 ∣S˜1,S˜2,U, (60)
where U is an auxiliary random vector with bounded cardinal-
ity. The convexity of the capacity region in (59) follows from
arguments of a nature similar to those presented in Section
III-A, namely, by relying on a time-sharing random variable.
Note that the structure of the conditional PDF in (60) implies
the Markov relations:
U − S˜1 − (S, S˜2) (61a)
X1 − (U, S˜1) − (S, S˜2) (61b)
X2 − (U, S˜1, S˜2) − (S,X1). (61c)
The proof of Theorem 3 consists of two main parts. First,
we provide an outer bound for the general capacity region in
(59). Then, by choosing a jointly proper complex Gaussian
distribution for (X1,U,X2), we show that the upper bound
is indeed achievable and thus characterizes the actual capacity
region.
The outer bound for the capacity region is obtained by
substituting the random vectors (X1,U,X2) in (59) with
appropriately chosen jointly proper complex Gaussian ran-
dom vectors (XG1 ,VG,XG2 ), which satisfy a certain Marko-
vian relation. We conclude that the chosen random vectors(XG1 ,VG,XG2 ) indeed admit the desired Markov relation
using the following lemma [49, Section 2, Theorem 1].
Lemma 5. Let (A,B,C) be jointly proper complex Gaussian
random vectors. Then (A,B,C) form a Markov chain A −
B −C if and only if their covariance matrices satisfy:
ΣAC = ΣABΣ−1BBΣBC . (62)
As before, we restrict the detailed derivation to the upper
bound on R1, while noting that all other bounds in (59) can
be straightforwardly treated in an analogous manner. To this
end, we rewrite the bound on R1 as (cf. (5))
R1 ≤ ∑
s˜1∈S
π(s˜1) ∑
s˜2∈S
Kd1−d2(s˜2, s˜1)
× ∑
s∈S
Kd2(s, s˜2)I(X1;Y∣X2,U, s, s˜1, s˜2) +C12 (63)
and proceed with upper bounding each of the mutual informa-
tion terms in the sum. Consider:
I(X1;Y∣X2,U, s, s˜1, s˜2)(a)= h(G1(s)X1 +Z∣U, s, s˜1)−h(Z)
(b)≤ h(G1(s)X1 +Z∣V, s, s˜1) − h(Z)
R1 ≤ ∑˜
s1
π(s˜1)∑˜
s2
Kd1−d2(s˜2, s˜1)∑
s
Kd2(s, s˜2) N∑
i=1
log (1 + ∣g1,i(s)∣2γ1,i(s˜1)), (58a)
R2 ≤ ∑˜
s1
π(s˜1)∑˜
s2
Kd1−d2(s˜2, s˜1)∑
s
Kd2(s, s˜2) N∑
i=1
log (1 + ∣g2,i(s)∣2γ2,i(s˜1, s˜2)), (58b)
R1 +R2 ≤ ∑˜
s1
π(s˜1)∑˜
s2
Kd1−d2(s˜2, s˜1)∑
s
Kd2(s, s˜2) N∑
i=1
log (1 + ∣g1,i(s)∣2γ1,i(s˜1) + ∣g2,i(s)∣2γ2,i(s˜1, s˜2)), (58c)
R0 +R1 +R2 ≤ ∑˜
s1
π(s˜1)∑˜
s2
Kd1−d2(s˜2, s˜1)∑
s
Kd2(s, s˜2) N∑
i=1
log (1 + ∣g1,i(s)∣2P1,i(s˜1) + ∣g2,i(s)∣2P2,i(s˜2, s˜1)
+ 2g1,i(s)g∗2,i(s)
√(P1,i(s˜1) − γ1,i(s˜1))(P2,i(s˜1, s˜2) − γ2,i(s˜1, s˜2))), (58d)
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(c)≤ h(G1(s)XG1 +Z∣VG, s, s˜1) − h(Z) (64)
≤ N∑
i=1
{h(g1,i(s)XG1,i +Zi, V Gi ∣s, s˜1) − h(V Gi ∣s˜1)} − h(Z)
= N∑
i=1
⎧⎪⎪⎨⎪⎪⎩log
⎛
⎝(πe)2
⎡⎢⎢⎢⎢⎣
1 + ∣g1,i(s)∣2
⎛
⎝E[∣X
G
1,i∣2∣s˜1]
−
∣E[XG1,i(V Gi )∗∣s˜1]∣2
E[∣V Gi ∣2∣s˜1] ⎞⎠
⎤⎥⎥⎥⎥⎦ ⋅E[∣V Gi ∣2∣s˜1]
⎞⎠
− log ((πe)E[∣V Gi ∣2∣s˜1]) − log (πe)⎫⎪⎪⎬⎪⎪⎭
(d)= N∑
i=1
log
⎛⎜⎜⎝1+∣g1,i(s)∣2P1,i(s˜1)
⎡⎢⎢⎢⎢⎢⎢⎣
1−
∣E[XG1,i(V Gi )∗∣s˜1]∣2
P1,i(s˜1)E[∣V Gi ∣2∣s˜1]
⎤⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟
⎠
(e)= N∑
i=1
log (1 + ∣g1,i(s)∣2β1,i(s˜1)P1,i(s˜1)) (65)
where:
(a) follows from (53) and the Markov relations (61);
(b) follows by substituting the random vector U, for any given
S˜1 = s˜1, with a new random vector: V(s˜1) ≜ E[X1∣U, s˜1].
Note that this is the optimal estimator in the minimum mean
square error (MMSE) sense of X1 given U, for each specified
delayed CSI S˜1 = s˜1. By substituting U (for some S˜1 = s˜1)
with V(s˜1) we increase the first entropy term in view of the
fact that V(s1) is a deterministic function of the pair (U, s˜1),
while h(Z) is not affected by the substitution. Moreover, one
can easily confirm that (X1,V,X2) satisfy the covariance
condition (62), i.e., the relation
ΣX1X2(s˜1, s˜2) = ΣX1V (s˜1)Σ−1V V (s˜1)ΣVX2(s˜1, s˜2) (66)
holds for every (s˜1, s˜2) ∈ S2. Note that the dependance of the
covariance matrices on the states is induced by the Markov
relations (61);
(c) follows from the maximum differential entropy lemma [51,
Section 2.2] and by introducing the triplet (XG1 ,VG,XG2 ) of
zero-mean jointly proper complex Gaussian random vectors
with the same auto- and cross- covariance matrices as those
of (X1,V,X2). Replacing (X1,V,X2) with (XG1 ,VG,XG2 )
thus increases the first entropy term. Moreover, by Lemma 5,
we conclude that the Gaussian triplet (XG1 ,VG,XG2 ), for any
given (S, S˜1, S˜2) = (s, s˜1, s˜2), is Markov, i.e., the relation
XG1 (s˜1) −VG(s˜1) −XG2 (s˜1, s˜2) holds.
(d) follows from defining P1,i(s˜1) ≜ E[∣X1,i∣2∣s˜1] and
P2,i(s˜1, s˜2) ≜ E[∣X2,i∣2∣s˜1, s˜2] (note that these are in fact the
i-th diagonal entries of the covariance matrices ΣXG
1
XG
1
(s˜1)
and ΣXG
2
XG
2
(s˜1, s˜2), respectively. For this reason, the con-
straints in (56a)-(56b) follow immediately from (54) by ap-
plying the law of total expectation);
(e) follows from defining
β¯1,i(s˜1) = RRRRRRRRRRRRRR
E[V Gi (XG1,i)∗∣s˜1]√
E[∣XG1,i∣2∣s˜1]E[∣V Gi ∣2∣s˜1]
RRRRRRRRRRRRRR
2
= ∣E[V Gi (XG1,i)∗∣s˜1]∣2
P1,i(s˜1)E[∣V Gi ∣2∣s˜1] , (67)
where we use the notation α¯ = 1−α, α ∈ R. We also introduce
the definition
β¯2,i(s˜1, s˜2) = RRRRRRRRRRRRRR
E[V Gi (XG2,i)∗∣s˜1, s˜2]√
E[∣XG2,i∣2∣s˜1, s˜2]E[∣V Gi ∣2∣s˜1]
RRRRRRRRRRRRRR
2
= ∣E[V Gi (XG2,i)∗∣s˜1, s˜2]∣2
P2,i(s˜1, s˜2)E[∣V Gi ∣2∣s˜1] , (68)
that will be used to represent the additional rate constraints
in (55). Note that β¯1,i(s˜1) (respectively, β¯2,i(s˜1, s˜2)) is de-
fined to be the squared correlation coefficient between XG1,i
(respectively, XG2,i) and V Gi for a given delayed CSI S˜1 = s˜1
(respectively, delayed CSI pair (S˜1, S˜2) = (s˜1, s˜2)). Accord-
ingly, we have that β1,i(s˜1), β2,i(s˜1, s˜2) ∈ [0,1] for every
i ∈ {1, . . . ,N}. The upper bounds on R2, and both upper
bounds on the sum-rate R1 +R2, are similarly constructed.
Next, we show that the upper bounds are also achiev-
able. We take (X1,U,X2) to be zero-mean jointly proper
complex Gaussian random vectors that admit the Markov
relations (61) and for which the auto- and cross- covariance
matrices ΣX1X1(s˜1), ΣX2X2(s˜1, s˜2), ΣUU(s˜1), ΣX1U(s˜1)
and ΣX2U(s˜1, s˜2) are diagonal for every (s˜1, s˜2) ∈ S2.
Specifically, we take
ΣX1X1(s˜1) = diag({P1,i(s˜1)}Ni=1) (69a)
ΣX2X2(s˜1, s˜2) = diag({P2,i(s˜1, s˜2)}Ni=1), (69b)
and denote the diagonal entries of the covariance matri-
ces ΣUU(s˜1), ΣX1U(s˜1) and ΣX2U(s˜1, s˜2) by σ2Ui(s˜1),
E[X1,iU∗i ∣s˜1] and E[X2,iU∗i ∣s˜1, s˜2], respectively, where i ∈{1,2, . . . , n}. Moreover, (X1,U,X2) are chosen to have the
same entry-wise correlations as (XG1 ,VG,XG2 ), that is
∣E[UiX∗1,i∣s˜1]∣2
P1,i(s˜1)σ2Ui(s˜1) = β¯1,i(s˜1) (70a)∣E[UiX∗2,i∣s˜1, s˜2]∣2
P2,i(s˜1, s˜2)σ2Ui(s˜1) = β¯2,i(s˜1, s˜2). (70b)
It can now be shown that this choice for the random vectors(X1,U,X2) achieves the upper bounds (55). For conciseness,
we present only the calculation for R1 and note that the proof
for the remaining rate bounds is similar. As in (64), using the
channel model and the Markov relations (61), we have that:
I(X1;Y∣X2,U, s, s˜1, s˜2)=h(G1(s)X1+Z∣U, s, s˜1)−h(Z)
= h(G1(s)X1 +Z,U∣s, s˜1) − h(U∣s˜1) − h(Z). (71)
Clearly
h(Z) = log ((πe)N) (72)
h(U∣s˜1) = log ((πe)N N∏
i=1
σ2Ui(s˜1)). (73)
15
0 0.5 1 1.5
0
0.5
1
1.5
PSfrag replacements
C = 0
C = 0.1
C = 0.3
C = 0.5
C = 0.9
C12 = 0
C12 = 0.1
C12 = 0.3
C12 = 0.5
C12=0.9
C12 = 0
C12 = 0.1
C12 = 0.3
C12 = 0.5
C12 = 0.9
Symmetrical Capacities C12 = C21 and Delay d = 2
Infinity Capacity C12 < C21 =∞ and Delay d = 2
Single Capacity C12 ≥ C21 = 0 and Delay d = 2
R1 [bits/symbol]
R
2
[b
its
/sy
m
bo
l]
(a)
0 0.5 1 1.5
0
0.2
0.4
0.6
0.8
1
 
 
PSfrag replacements
C = 0
C = 0.1
C = 0.3
C = 0.5
C = 0.9
C12 = 0
C12 = 0.1
C12 = 0.3
C12 = 0.5
C12=0.9
C12 = 0
C12 = 0.1
C12 = 0.3
C12 = 0.5
C12 = 0.9
Symmetrical Capacities C12 = C21 and Delay d = 2
Infinity Capacity C12 < C21 =∞ and Delay d = 2
Single Capacity C12 ≥ C21 = 0 and Delay d = 2
R1 [bits/symbol]
R
2
[b
its
/sy
m
bo
l]
(b)
0 0.5 1 1.5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
 
 
PSfrag replacements
C = 0
C = 0.1
C = 0.3
C = 0.5
C = 0.9
C12 = 0
C12 = 0.1
C12 = 0.3
C12 = 0.5
C12=0.9
C12 = 0
C12 = 0.1
C12 = 0.3
C12 = 0.5
C12 = 0.9
Symmetrical Capacities C12 = C21 and Delay d = 2
Infinity Capacity C12 < C21 =∞ and Delay d = 2
Single Capacity C12 ≥ C21 = 0 and Delay d = 2
R1 [bits/symbol]
R
2
[b
its
/sy
m
bo
l]
(c)
Fig. 5: Capacity region for the two-state AWGN-MAC: (a) symmetrical, C12 = C21 ≜ C; (b) single cooperation link, C12 ≥ C21 = 0; (c) infinite cooperation
link, C12 < C21 = ∞.
Therefore, it is left to obtain an explicit expression for
h(G1(s)X1 +Z,U∣s, s˜1) = log ((πe)2N ∣Σ˜(s, s˜1)∣ ), (74)
where Σ˜(s, s˜1) is a block matrix of the structure
Σ˜(s,s˜1)=( I +G1(s)ΣX1X1(s˜1)G†1(s) G1(s)ΣX1U(s˜1)
Σ†X1U(s˜1)G†1(s) ΣUU(s˜1) ) .(75)
After some algebra it can be shown that:
∣Σ˜(s, s˜1)∣ = ( N∏
i=1
[∣g1,i(s)∣2P1,i(s˜1) + 1])
× ( N∏
i=1
[σ2Ui(s˜1) − ∣g1,i(s)∣2P1,i(s˜1)β¯1,i(s˜1)σ2Ui(s˜1)∣g1,i(s)∣2P1,i(s˜1) + 1 ])
= ( N∏
i=1
σ2Ui(s˜1)) ⋅ ( N∏
i=1
[∣g1,i(s)∣2β1,i(s˜1)P1,i(s˜1) + 1]) .
(76)
Substituting (76) along with (72), (73) and (74) into (71) and
summing the mutual information terms over all state triplets(S, S˜1, S˜2) = (s, s˜1, s˜2) in (63), we achieve the upper bound
for R1 conforming with (65). In a similar manner, all other
upper bounds can be shown to be achievable. This character-
izes the maximization problem defining the capacity region
for the diagonal vector Gaussian FSM-MAC with partially
cooperative encoders and delayed CSI. Note that through this
proof we have shown the optimality of the proper complex
Gaussian multivariate input distribution for this model.
We note that the problem of maximizing the achievable
rate region obtained using the above steps is not convex
since the argument of the logarithms involve products of the
optimization variables (e.g., the product P1,i(s˜1)β¯1,i(s˜1) in
(76)). Thus, to convert it into a convex maximization problem
we further substitute
γ1,i(s˜1) = β1,i(s˜1)P1,i(s˜1), ∀s˜1 ∈ S (77a)
γ2,i(s˜1, s˜2) = β2,i(s˜1, s˜2)P2,i(s˜1, s˜2), ∀(s˜1, s˜2) ∈ S2, (77b)
for every i ∈ {1, . . . ,N}. This substitution yields the rate
bounds in (55) and concludes the proof.
B. Two-State Scalar AWGN Channel Example
To gain some intuition on the capacity region of the MAC
with partially cooperative encoders and delayed CSI, we now
consider the scalar Gaussian channel with only two possible
states. The scalar channel corresponds to taking N = 1 in
the diagonal vector channel definition in (53). We denote the
two possible channel states by G and B (where G stands for
‘Good’ and B for ‘Bad’), thus, S = {G,B}. The two states
differ in their associated channel gains. When S = G, the gains
are g1(s = G) = g2(s = G) ≜ gG, whereas when S = B the
gains are g1(s = B) = g2(s = B) ≜ gB . We assume without
loss of generality that gG > gB . The Markov model of the
state process is illustrated in Fig. 4.
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Fig. 4: Two-state AWGN channel.
The state process is specified by the the transition probability
matrix:
K = ( P (G∣G) P (B∣G)
P (G∣B) P (B∣B) ) = ( 1 − b bg 1 − g ) , (78)
which induces the following stationary distribution:
π = ( π(G) π(B) ) = ( gg+b bg+b ) . (79)
We start by examining the impact of the cooperation link
capacities, C12 and C21, on the capacity regions in the partic-
ular case of symmetric CSI delays, i.e., d1 = d2 ≜ d. Note that
since d1 = d2, it immediately follows that S˜1 = S˜2 ≜ S˜. The
capacity region is presented in Fig. 5 for three different cases:
(a) symmetrical capacities, represented by, C12 = C21 ≜ C, (b)
single cooperation link, represented by, C12 ≥ C21 = 0 and (c)
one infinite cooperation link, represented by, C12 < C21 =∞.
The capacity regions were calculated by numerically solving
the optimization problem induced by Theorem 3 for the above
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Fig. 6: The sum-rate versus the cooperation link capacities C12 = C21 for three different cases of delayed CSI: (a) symmetrical delays, d2 = d2 = 2; (b)
infinite delay, 2 = d2 < d1 = ∞; (c) asymmetrical delays, 0 = d2 ≤ d1 = 2. The dashed line corresponds to the case where C12 = C21 = ∞.
three cases using CVX [50]. Throughout this example we
assume P¯1 = P¯2 = 10, gB = 0.01, gG = 1, g = b = 0.1 and
d = 2 (results of similar nature were observed for gB = 0.2
and gB = 0.3).
Note that in Fig. 5(a), which presents the region for the
symmetrical case, as C grows without bound, the capacity
region increases and eventually adopts a triangular shape. This
outcome is because the first three constraints on the rates(R1,R2), as given by (55a)-(55c), also grow without bound,
and thus, the binding constraint is the sum-rate constraint of
(55d). For the case of a single cooperation link shown in Fig.
5(b), the upper bound on R2 remains fixed as C12 grows,
since the constraint in (55b) does not change with C12 and
stays fixed at approximately 0.9642. Finally, for the case of
infinite cooperation link capacity C21 = ∞, as shown in Fig.
5(c), we have that the constraint on R2 in (55b) and the first
constraint on the sum-rate in (55c) are both redundant. Hence,
the only meaningful constraint on R2 is (55d), which does not
involve C21 (or C12).
Next, we demonstrate that the capacity region of this setting
grows as the cooperation link capacities grow, regardless of
the specific assumptions on the relation between the delays
of the CSI available at the encoders. To do so, we present
the maximum sum-rate versus the cooperation link capacities
for three different possible relations between the delays: (a)
d1 = d2 = 2, (b) 2 = d2 < d1 =∞ and (c) 2 = d1 ≥ d2 = 0. For
all three cases we assume C12 = C21 and use the same values
of the channel gains as before. The curves are shown in Fig.
6(a)-(c).
As expected, The sum-rate of case (c) (which exhibits the
best CSI properties of the three) reaches the highest value as
the capacities grow, whereas the sum-rate for case (b) (which
exhibits the worst CSI properties) reaches the lowest value.
Moreover, we note the correspondence between Fig. 6(a) and
Fig. 5(a) (both corresponding to the case of symmetrical
delays and equal cooperation link capacities). Evidence of this
correspondence is the fact that when C12 = C21 grow, the sum-
rate, in both figures, approaches its maximal value, which is
approximately 1.5 bits per symbol.
Another interesting aspect of the Gaussian channel exam-
ple is the impact of the signal-to-noise ratio (SNR) on the
correlations between the auxiliary random variable, U , and
the random variables X1 and X2. These correlations are
associated with the level of cooperation used in the scheme.
We assume that the transmit powers satisfy P1 = P2 ≜ P and
that g1 = g2 = 1, so that the SNR, in fact, equals P , and restrict
the analysis to the case where ∣S ∣ = 1, i.e., a single and constant
channel state [46]. We use throughout the same notations
and expressions for the rate bounds as in [46]. Note that for
the case where ∣S ∣ = 1, the maximization problem in (55)
turns out to be concave even without the transformation (77);
thus no transformation is needed. The remaining optimization
variables are β1 and β2, which are defined through (cf., (67)-
(68)) √
1 − β1 =
RRRRRRRRRRR E[UX1]√E[X21 ]E[U2]
RRRRRRRRRRR ≜ ρ1 (80a)√
1 − β2 =
RRRRRRRRRRR E[UX2]√E[X22 ]E[U2]
RRRRRRRRRRR ≜ ρ2. (80b)
We consider the case of symmetrical cooperation link capac-
ities, i.e., C12 = C21. By the symmetry of the maximization
problem in (β1, β2), optimality is achieved when β1 = β2. For
this reason we use the notation β1 = β2 ≜ β and plot a single
curve representing both correlations (which are calculated
directly from β according to (80)). The numerical results are
shown in Fig. 7. The dashed blue and green lines designate
the asymptotic value of the correlation and the critical SNR at
which the correlation drops from unity, respectively. Results
are shown for six different values of C12 = C21.
Although the effect of the SNR on the correlations could
not be calculated analytically, we use asymptotic evaluations
to gain some additional insight. Namely, we demonstrate that
the optimal correlation admits
ρ∗ = ⎧⎪⎪⎨⎪⎪⎩
1 , SNR ≤ SNRCrit√
1 − 2
22(C12+C21)+1
, SNR →∞ , (81)
where SNRCrit = 10 log10 ( 22(C12+C21)−14 )[dB].
We start by justifying the observation that the correlation
approaches 1 for small SNR values. For some positive value
of C12 = C21 and for P1, P2 ≪ 1, consider (cf. (55c)-(55d)):
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Fig. 7: Correlation as a function of SNR for different values of the capacities C12 = C21.
R1 +R2 ≤min⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
2
log (1 + β(g21P1 + g22P2)) +C12 +C21,
1
2
log (1 + g21P1 + g22P2 + 2g1g2√β¯2P1P2)
⎫⎪⎪⎪⎬⎪⎪⎪⎭
=1
2
log (1 + g21P1 + g22P2 + 2g1g2√β¯2P1P2) (82)
Now note that the last term in (82) is maximized for β∗ = 0,
which, in turn, implies that the correlation is equal to unity.
As shown in Fig. 7, for smaller values of SNR the correlation
is indeed higher, indicating that the scheme compensates for
the low SNR via cooperation.
The asymptotic evaluation for low SNRs is valid up to some
critical SNR value at which the correlation drops from its
maximal value of unity. We define this critical value of SNR
as
SNRCrit = sup {P ∣ ρ∗(P ) = 1}. (83)
To calculate SNRCrit we restrict the analysis to the segment
of SNRs at which the correlation is maximal (or equivalently,
β∗ = 0) and consider (82) taken for P1 = P2 = P and
g1 = g2 = 1. As shown in (82), when β∗ = 0 and P → 0,
the second logarithm achieves the minimum between the two
terms. Fixing β∗ = 0 and increasing P increases the second
logarithm in (82) while the first term remains unchanged and
equals C12 +C21. As long as
1
2
log (1 + 2P + 2β¯P)∣
β=0
< C12 +C21, (84)
18
the optimum in achieved for β∗ = 0. However, when (84) is
no longer valid, the optimal value of β must vary from 0.
Thus, calculating SNRCrit reduces to solving the following
equation:
1
2
log (1 + 2P + 2β¯P)∣
β=0
= C12 +C21, (85)
yielding,
SNRCrit = 22(C12+C21) − 1
4
. (86)
The value of SNRCrit [dB] is represented by the perpen-
dicular dashed green line in the plots shown in Fig. 7 and is
observed to agree with the numerical results. Note that as the
capacities C12 = C21 grow, so does the value of SNRCrit, and
hence, the transition between the low- and high-SNR regimes
occurs at higher SNR values.
As the SNR grows, the correlation asymptotically ap-
proaches some value in the interval (0,1); this value is
denoted by ρ∗∞. To find this asymptotic correlation, we present
the following analysis for the high-SNR regime (assuming
P1, P2 ≫ 1). We start by excluding β∗ = 0 as a possible
solution for this case (a fact which will be used subsequently).
Fixing C12 = C21 and substituting β = 0 into the sum-rate
bounds on R1 +R2 yields (cf. (55c)-(55d)):
R1 +R2 ≤min⎧⎪⎪⎨⎪⎪⎩
C12 +C21,
1
2
log (1 + g21P1 + g22P2 + 2g1g2√P1P2)
⎫⎪⎪⎬⎪⎪⎭
(a)= C12 +C21 (87)
where (a) follows from the fact that P1, P2 ≫ 1. We thus get
that for SNR →∞, by taking β = 0, the sum-rate is bounded
by the sum of the cooperation link capacities. However, since
C12 + C21 is a constant that does not depend on the powers
P1 and P2, we conclude that β∗ cannot be equal to zero.
Next, assuming β∗ > 0, we calculate β∗ by using some
approximations that are easily justified at a high SNR. First,
note that the first and second logarithms in (82) are mono-
tonically increasing and decreasing, respectively, in β. This
implies that the optimum is achieved at the value of β at
which the functions intersect, that is
1
2
log (1 + β(g21P1 + g22P2)) +C12 +C21
= 1
2
log (1 + g21P1 + g22P2 + 2g1g2√β¯2P1P2). (88)
Using the fact that for high SNR we have:
1
2
log (1 + β(g21P1+g22P2)) +C12 +C21
≈ 1
2
log (β(g21P1 + g22P2)) +C12 +C21
1
2
log (1 + g21P1 + g22P2 + 2g1g2√β¯2P1P2)
≈ 1
2
log (g21P1+g22P2+2g1g2√β¯2P1P2),
the equation in (88) reduces to:
β(g21P1 + g21P2)22(C12+C21) = g21P1 + g22P2 +2g1g2√β¯2P1P2 .
To further simplify the analysis we again assume a unit
channel gain, that is, g1 = g2 = 1. After some algebra we
obtain that the intersection point is given by
β∗ = (√P1 +√P2)2
22(C12+C21)(P1 + P2) + 2√P1P2 , (89)
which by taking P1 = P2 = P , reduces to
β∗ = 2
22(C12+C21) + 1 . (90)
Therefore, the optimal correlation at infinite SNR is given by
ρ∗∞ =√1 − β∗ =√1 − 2
22(C12+C21) + 1 . (91)
The value of ρ∗∞, for each value of the cooperation link
capacities C12 and C21, is represented by the horizontal dashed
blue line in the plots shown in Fig. 7. Note that the numerical
calculations indeed meet the asymptotic results for large values
of SNR.
To conclude, we interpret the numerical and analytical
results in terms of the optimal transmission strategies of the
users for each SNR regime. Recall that the symbols of the
codewords transmitted by the users are modeled by the random
variables X1 and X2. The fact that for low SNR the correlation
is at its maximal value of unity implies that both users tend
to transmit the same codewords, which, in turn, indicates that
they transmit the same message. However, the only common
information the users share is the common message that they
have created using the conference. Therefore, we conclude that
when the channel quality is low, the best strategy for the users
is to transmit the common message exclusively and to abandon
their private messages (i.e., the parts of their original messages
that they have not managed to share). As the SNR grows
beyond SNRCrit, the correlation between the code symbols
decreases to some positive value ρ∗ ∈ (0,1), asymptotically
approaching (91). This decrease in correlation is the result,
when a higher quality channel is experienced, of each user
transmitting not only the common (correlated) message, but
also the private (uncorrelated) message.
One can also get some additional insight by examining
the behavior of the correlation coefficient from the rate per-
spective. As long as the sum-rate falls below the sum of
the cooperation link capacities, i.e., R1 + R2 ≤ C12 + C21,
the transmission consists only of the correlated common
message; namely, the users are fully cooperative. However,
once the sum-rate crosses this threshold value, the transmitted
codewords incorporate both the common and private messages,
leading to a decrease of the optimal correlation coefficient.
VI. SUMMARY AND CONCLUDING REMARKS
In this paper we considered the FSM-MAC with partially
cooperative encoders and delayed CSI, and derived its capacity
region. The achievability proof used another result of this
paper, namely, the capacity region of the FSM-MAC with
a common message and delayed CSI. The latter result was
obtained by providing a coding scheme that relies on strat-
egy letters. Nonetheless, using the fact that the decoder has
access to full CSI, it was also shown that optimal codes
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can be constructed directly over the input alphabet. Thus,
a single codebook was constructed, a fact that formed the
basis for simultaneous joint decoding. This approach not only
successfully avoids the unnecessary complexity of a coding
scheme based on rate-splitting and multiplexing (in contrast
to previous works involving delayed CSI [38], [43]), but it
also circumvents the need to rely on the corner points of the
capacity region, which can render the analysis cumbersome
and inefficient when the number of corner points is large.
The general conferencing result was then applied to the spe-
cial case of the Gaussian vector MAC with diagonal channel
transfer matrices, which models OFDM-based communication
systems. The corresponding capacity region was given in the
form of a convex optimization problem and the optimality
of Gaussian Markovian inputs was established. This result
serves as a generalization of [46] to the vector state-dependant
case. Focusing on a two-state Gaussian FSM-MAC example,
the crucial role of cooperation for low SNR values was
demonstrated.
We finally note that an extension of the results to a more
general state-dependant MAC with partially cooperative en-
coders and CSI at both transmitters and at the receiver (as,
e.g., in [40]) is currently being investigated. Extensions of the
results for the Gaussian vector FSM-MAC to general MIMO
settings (see, e.g., [47]) and to the ISI channel are also being
considered.
APPENDIX A
PROOF OF THE MARKOV RELATION IN (28)
We prove the Markov relation (28) using the following
claims. The Markov property in (28a) follows from the fact
that (M0, Sq−d1−1) − Sq−d1 − Sq−d2 − Sq , ∀q ∈ {1, . . . , n} and
d1 > d2, and thus, due to the stationary property of the state
process, also (M0, SQ−d1−11 ,Q) − SQ−d1 − SQ−d2 − SQ.
To show (28b) consider the following relations
P (x1,q ∣sq, sq−d1 , sq−d2 , uq, q)
= P (x1,q ∣sq, sq−d1 , sq−d2 ,m0, sq−d1−1, q)
= ∑
m1∈M1
P (m1, x1,q ∣sq, sq−d1 , sq−d2 ,m0, sq−d1−1, q)
= ∑
m1∈M1
P (m1∣sq, sq−d1 , sq−d2 ,m0, sq−d1−1, q)
× P (x1,q ∣sq, sq−d1 , sq−d2 ,m0,m1, sq−d1−1, q)
(a)= ∑
m1∈M1
P (m1∣sq−d1 ,m0, sq−d1−1, q)
× P (x1,q ∣sq−d1 ,m0,m1, sq−d1−1, q)
= ∑
m1∈M1
P (m1, x1,q ∣sq−d1 ,m0, sq−d1−1, q)
= P (x1,q ∣sq−d1 ,m0, sq−d1−1, q), (92)
where (a) follows from the facts that M1 is independent
of Sn given M0 and X1,q is a deterministic function of
(M0,M1, Sq−d1 , Sq−d1−1). Now, since this is true for all
q ∈ {1, . . . , n} and because the auxiliary random variable is
defined as U = (M0, SQ−d1−1,Q), we conclude that
P (x1∣s, s˜1, s˜2, u) = P (x1∣s˜1, u). (93)
Finally, to show (28c) we use the following relations
P (x2,q ∣x1,q, sq, sq−d1 , sq−d2 , uq, q)
= P (x2,q ∣x1,q, sq, sq−d1 , sq−d2 ,m0, sq−d1−1, q)
= ∑
m2∈M2
P (m2, x2,q ∣x1,q , sq, sq−d1 , sq−d2 ,m0, sq−d1−1, q)
= ∑
m2∈M2
P (m2∣x1,q, sq, sq−d1 , sq−d2 ,m0, sq−d1−1, q)
×P (x2,q ∣x1,q, sq, sq−d1 , sq−d2 ,m0,m2, sq−d1−1, q)
(a)= ∑
m1∈M1
P (m2∣sq−d1 , sq−d2 ,m0, sq−d1−1, q)
× P (x2,q ∣sq−d1 , sq−d2 ,m0,m2, sq−d1−1, q)
= ∑
m1∈M1
P (m2, x2,q ∣sq−d1 , sq−d2 ,m0, sq−d1−1, q)
= P (x2,q ∣sq−d1 , sq−d2 ,m0, sq−d1−1, q), (94)
where (a) follows from the facts that M2 is indepen-
dent of (X1,q, Sn) given M0 and X2,i is independent of
(X1,q, Sq) given (M0,M2, Sq−d1 , Sq−d2 , Sq−d1−1). Again, the
above holds for every q ∈ {1, . . . , n}, and by the definition of
the random variable U , we conclude that
P (x2∣x1, s, s˜1, s˜2, u) = P (x2∣s˜1, s˜2, u).
APPENDIX B
ERROR PROBABILITY ANALYSIS FOR THE ACHIEVABILITY
PROOF OF THEOREM 1
We need to show that for the coding scheme presented in
Section III-B and for a rate triplet (R0,R1,R2) as given in
Theorem 1, P (n)e → 0 as n →∞. Define the event in (95) at
the bottom of the page for any s ∈ Sn (recall that a fixed state
sequence s induces a fixed pair of delayed state sequences(s˜1, s˜2)). Denote the transmitted messages by (m0,m1,m2).
Using (95), the probability of error, when averaged over the
ensemble of codebooks, can be written as in (96) at the bottom
of the next page. By the union bound, (96) is further upper
bounded by (97). We proceed with the following steps:
1) P [1]e → 0 as n→∞ by the law of large numbers.
2) To upper bound P [5]e consider the following:
P [5]e
(a)≤ ∑
(m˜0,m˜1,m˜2)≠(m0,m1,m2)
2
−n(I(U,X1,X2;Y ∣S,S˜1,S˜2)−δǫ)
≤ 2n(R0+R1+R2)2−n(I(U,X1,X2;Y ∣S,S˜1,S˜2)−δǫ)
= 2n(R0+R1+R2−I(U,X1,X2;Y ∣S,S˜1,S˜2)+δǫ) (98)
E(i, j, k, s) = {(U(i, s˜1),X1(j,U(i, s˜1), s˜1),X2(k,U(i, s˜1), s˜1, s˜2), s, s˜1, s˜2,Y) ∈ T (n)ǫ (U,X1,X2, S, S˜1, S˜2, Y )} (95)
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where step (a) is proven in App. C, and δǫ → 0 as n →
∞. Hence, for the probability P [5]e to vanish as n→∞,
the following must hold:
R0 +R1 +R2 < I(U,X1,X2;Y ∣S, S˜1, S˜2). (99)
The mutual information term in (99) can be rewritten
as,
I(U,X1,X2;Y ∣S, S˜1, S˜2)
(a)= I(X1,X2;Y ∣S, S˜1, S˜2) + I(U ;Y ∣X1,X2, S, S˜1, S˜2)
(b)= I(X1,X2;Y ∣S, S˜1, S˜2), (100)
where (a) follows from the mutual information chain
rule and (b) follows from the fact that Y is independent
of U given (X1,X2, S), by the underlying channel
model (see Section III-B).
3) The upper bounds on P [2]e , P [3]e and P [4]e are all
observed to be redundant, since in all three types of
events the codeword U is assumed incorrect, which
immediately implies that the codewords X1 and X2 are
also incorrect. Hence, requiring the probability of error
to vanish as n → ∞ produces the same upper bound
as in (99) but with respect to the partial sum-rates R0,
R0 + R1 and R0 + R2. It can therefore be concluded
that the upper bound in (99) is the dominating constraint.
4) To upper bound P [6]e consider the following steps:
P [6]e
(a)≤ ∑
m˜1≠m1
2
−n(I(X1;Y ∣X2,U,S,S˜1,S˜2)−δǫ)
≤ 2nR12−n(I(X1;Y ∣X2,U,S,S˜1,S˜2)−δǫ)
= 2n(R1−I(X1;Y ∣X2,U,S,S˜1,S˜2)+δǫ) (101)
where the proof of step (a) is provided in App. C, and
δǫ → 0 as n → ∞. It hence follows that P [6]e → 0 as
n→∞ as long as,
R1 < I(X1;Y ∣X2, U,S, S˜1, S˜2). (102)
5) Using similar arguments it can be shown that to guaran-
tee that P [7]e and P [8]e vanish as n → ∞ the following
conditions must hold,
R2 < I(X2;Y ∣X1, U,S, S˜1, S˜2) (103)
R1 +R2 < I(X1,X2;Y ∣U,S, S˜1, S˜2). (104)
Summarizing the above results, we get that the right-hand
side of (97) goes to zero as the blocklength n→∞ if the rate
bounds in (15) are satisfied.
APPENDIX C
PROOF OF (98) AND (101) IN APPENDIX B
For simplicity, the codewords associated with a message
triplet (m0,m1,m2) ∈ M0 × M1 × M2 are denoted by(u(m0),x1(m0,m1),x2(m0,m2)), thus omitting the func-
tional dependence of the codewords on the delayed state
sequences (s˜1, s˜2). Moreover, when referring to the condi-
tional ǫ-strongly typical set T (n)ǫ (U,X1,X2, Y ∣s, s˜1, s˜2), we
sometimes use the shortened notation T , to save space.
A. Proof of Step (a) in (98)
Consider the equalities,
P[(U(m˜0),X1(m˜0, m˜1),X2(m˜0, m˜2), s, s˜1, s˜2,Y)
∈ T (n)ǫ (U,X1,X2, S, S˜1, S˜2, Y )]
= ∑(u(m˜0),x1(m˜0,m˜1),x2(m˜0,m˜2),y)∈TP (u(m˜0),x1(m˜0, m˜1),x2(m˜0, m˜2),y∣s, s˜1, s˜2)
P (n)e = P[EC(m0,m1,m2, s)⋃ { ⋃
m˜0≠m0
E(m˜0,m1,m2, s)}⋃ { ⋃
(m˜0,m˜1)≠(m0,m1)
E(m˜0, m˜1,m2, s)}
⋃ { ⋃
(m˜0,m˜2)≠(m0,m2)
E(m˜0,m1, m˜2, s)}⋃ { ⋃
(m˜0,m˜1,m˜2)≠(m0,m1,m2)
E(m˜0, m˜1, m˜2, s)}
⋃ { ⋃
m˜1≠m1
E(m0, m˜1,m2, s)}⋃ { ⋃
m˜2≠m2
E(m0,m1, m˜2, s)}⋃ { ⋃
(m˜1,m˜2)≠(m1,m2)
E(m0,m1, m˜2, s)}] (96)
≤ P[EC(m0,m1,m2, s)]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
P
[1]
e
+ ∑
m˜0≠m0
P[E(m˜0,m1,m2, s)]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
P
[2]
e
+ ∑
(m˜0,m˜1)≠(m0,m1)
P[E(m˜0, m˜1,m2, s)]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
P
[3]
e
+ ∑
(m˜0,m˜2)≠(m0,m2)
P[E(m˜0,m1, m˜2, s)]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
P
[4]
e
+ ∑
(m˜0,m˜1,m˜2)≠(m0,m1,m2)
P[E(m˜0, m˜1, m˜2, s)]
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
P
[5]
e
+ ∑
m˜1≠m1
P[E(m0, m˜1,m2, s)]
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= ∑(u(m˜0),x1(m˜0,m˜1),x2(m˜0,m˜2),y)∈TP (u(m˜0),x1(m˜0, m˜1),x2(m˜0, m˜2)∣s, s˜1, s˜2)
×P (y∣u(m˜0),x1(m˜0, m˜1),x2(m˜0, m˜2), s, s˜1, s˜2). (105)
For the second term in the right-hand side (RHS) of the
last equality in (105) we have (106) at the bottom of
the page. Step (a) in (106) follows since given (s˜1, s˜2),(x1(m0,m1),x2(m0,m2)) were drawn independently of(x1(m˜0, m˜1),x2(m˜0, m˜2)), and (b) follows because the
channel output is independent of the incorrect inputs given
the correct inputs and states.
Substituting (106) into (105) we get
P[(U(m˜0),X1(m˜0, m˜1),X2(m˜0, m˜2), s, s˜1, s˜2,Y)
∈ T (n)ǫ (U,X1,X2, S, S˜1, S˜2, Y )]
= ∑(u(m˜0),x1(m˜0,m˜1),x2(m˜0,m˜2),y)∈TP (u(m˜0),x1(m˜0, m˜1),x2(m˜0, m˜2)∣s, s˜1, s˜2)
×P (y∣s, s˜1, s˜2)≤ ∣T ∣ ⋅ 2−n(H(U,X1,X2∣S,S˜1,S˜2)−δ(1)ǫ ) ⋅ 2−n(H(Y ∣S,S˜1,S˜2)−δ(2)ǫ )
≤ 2n(H(U,X1,X2,Y ∣S,S˜1,S˜2)+δ(3)ǫ )⋅2−n(H(U,X1,X2 ∣S,S˜1,S˜2)−δ(1)ǫ )
× 2−n(H(Y ∣S,S˜1,S˜2)−δ(2)ǫ )
= 2−n(I(U,X1,X2;Y ∣S,S˜1,S˜2)−δǫ)
where δǫ = ∑3i=1 δ(i)ǫ . This completes the proof of step (a) in
(98).
B. Proof of Step (a) in (101)
Analogous to the previous subsection we first write:
P[(U(m0),X1(m0, m˜1),X2(m0,m2), s, s˜1, s˜2,Y)
∈ T (n)ǫ (U,X1,X2, S, S˜1, S˜2, Y )]
= ∑(u(m0),x1(m0,m˜1),x2(m0,m2),y)∈TP (u(m0),x1(m0, m˜1),x2(m0,m2)∣s, s˜1, s˜2)
×P (y∣u(m0),x1(m0, m˜1),x2(m0,m2), s, s˜1, s˜2). (107)
By similar arguments to those used to obtain (106), the second
term in the RHS of (107) can be shown to satisfy
P (y∣u(m0),x1(m0, m˜1),x2(m0,m2), s, s˜1, s˜2)
= P (y∣u(m0),x2(m0,m2), s, s˜1, s˜2). (108)
Substituting (108) into (107) yields
P[(U(m0),X1(m0, m˜1),X2(m0,m2), s, s˜1, s˜2,Y)
∈ T (n)ǫ (U,X1,X2, S, S˜1, S˜2, Y )]
= ∑(u(m0),x1(m0,m˜1),x2(m0,m2),y)∈TP (u(m0),x1(m0, m˜1),x2(m0,m2)∣s, s˜1, s˜2)
×P (y∣u(m0),x2(m0,m2), s, s˜1, s˜2)≤ ∣T ∣⋅2−n(H(U,X1,X2 ∣S,S˜1,S˜2)−δ(1)ǫ )⋅2−n(H(Y ∣X2,U,S,S˜1,S˜2)−δ(2)ǫ )
≤ 2n(H(U,X1,X2,Y ∣S,S˜1,S˜2)+δ(3)ǫ )⋅2−n(H(U,X1,X2 ∣S,S˜1,S˜2)−δ(1)ǫ )
× 2−n(H(Y ∣X2,U,S,S˜1,S˜2)−δ(2)ǫ )
= 2−n(I(X1;Y ∣X2,U,S,S˜1,S˜2)−δǫ)
where δǫ = ∑3i=1 δ(i)ǫ . This establishes step (a) in (101).
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