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TEORIA DE LA DEFINICION EN SISTEMAS 
RUSSELLIANos• 
l. EL SISTEMA SUPERIOR DE FUNCIONES
la. INTRODUCCIÓN.
ESTUDIAMOS EN este trabajo la teoría de la definición respecto a sistemas
formales de tipo russelliano. Aunque no nos ,ceñiremos estrictamente a
un sistema determinado, trataremos principalmente el sistema superior
de funciones, cuyas características principales se indicarán en este capí­
tulo. El segundo capítulo está dedicad,o principalmente a la determina­
ción del criterio que a1ceptamos para considerar una expresión (o un
conjunto de expresiones), como una definición. Las ,caracterí&ücas más
importantes de este criterio son que esta expresión debe cumplir con la
condición de eliminabilidad 'Y de conservatividad.
Después se estudian las definiciones de predicados, y se exponen las
condiciones formales que éstas deben cumplir para estar de acuerdo con
el criterio aceptado. Los meta-teoremas MT4-l a MT4-5 demuestran que
efectivamente las condiciones indicadas cumplen con el criterio (capítu­
los 3 y 4) .
En seguida se estudian las diferentes condiciones formales para la de­
finición de functores, y se tratan los problemas específicos que presentan
éstos (capítulos 5 y 6) .
En relación a la introducción de estos functores a partir de un esque­
ma sentencia!, estudiamos los métodos de Hilbert y Berna�s, de Russell y
de Frege para resolver las dificultades inherentes a esto (Cap. 7). Por
último, se analizan las ,definiciones de símbolos individuales, de opera­
dores y otros (Cap. 8) .
.Usaremos las s�guientes abreviaciones:
D4-5
Ej.7-2
Cond ...
M.T. .. . 
Crit . .. .
Proc. .. .
para
" Definición NQ 5 del capítulo 4.Ejemplo N9 2 del Cap. 7.
Condición ...
Meta-teorema ...
Criterio ...
Procedimiento ...
" Primera Parte del trabajo presentado 
por el autor para optar al título de Pro­
fe$or Extraordinario de Lógica Simbólica 
de la Facultad de Ciencias Físicas y Ma· 
temáticas (N. de la R.). 
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lb. REGLAS DE FORMACIÓN PARA EXPRESIONES. 
Tomamos como base para nuestro estudio el sistema superior de fun­
ciones, pero frecuentemente nos restringiremos al sistema funcional bá­
sico (o de prilmer orden). Consideramos estos dos sistemas, sin mencio­
narlos especialmente como aplicados, en el sentido que pueden presen­
tarse símbolos de constantes, tanto proposicionales, como individuales, 
predi,cados 3/ functo!"es, con o sin axiomas adicionales. (En especial tene­
mos el sistema funcional .básico ampliado: 
a. con los axiomas de igualdad y el símbolo "=".
b. con los axiomas de la aritméti:ca y los símbolos numéricos) .
No haremos una ex;posición sistemática del sistema superior de fun­
ciones, sólo indicaremos algunas cara;cterísücas principales de éste. Esto 
nos servirá también para aclaraT la terminología que usaremos. (Aque­
llos términos que son de uso habitual en lógica simbólica no se indicarán 
en forma especial). 
Símbolos (o sipios). Los símbolos que figuran antes del ";" son los 
que usaremos principalmente, los que figuran después no se usarán en 
forma sistemática. Entre estos últimos tendremos frecuentemente signos 
compuestos por varias letras del alfabeto, que se considerarán por ,con­
vención, como un solo signo. Como norma general tenemos: si el signo 
habitual es una letra mayúscula �minúscula) , estos últimos empezarán
con mayúscula (minúscula) . 
l. Símbolos proposicionales.
a. variables ("P", "q", "r", ..... ) 
b. constantes ("P ,, ,, ,, . ''t., ''!" )a , · · qb , · · · ·, , , · · · · 
2. Símbolos individuales.
":>. 
a. variables
b. constantes 
(
"
 
"
 
"y" "z" '' "t" "v" 
) 
x, ,), J ' ' ' J " J , • . •  
("a", "b", "e'\ ... ; "sócrates", .. , "O", "l," "2", .. )
Predicados n-posicionales (o símbolos de funciones proposicionales 
n-posicionales)
a. variables
b. constantes
("F", "G'\ .. "H", .. "K", .. ) 
("P" "Q'' "R'' · ''Par" "Suma" ">" ) J , • • J • • •  ' J • •  ' ., • ' ' • •
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4. Functores.
a. variables
b. constantes
(
ª
f", ''g", "h", .... )
("ftt" · "l·z" ''pad ·e'' "+" "-" " J • •  ' .J • •  ' 1 J • •  ' ' • ' " ) : ' . . .  
5. Conectivas (constantes). (",.... .. /', "v", ":>", ". ", "==", ; "/", ... ) 
6. Operadores (constantes). ("E", "t..", '\", . . .  )
7. Símbolos especiales (const.) ( "( ", ")", ",")
8. Además consideramos como signos del sistema respectivo, los que se
introducen por definición. Se deberá indicar en cada caso a qué cate­
goría pertenecerá.
Los signos de las :clases 2, 3 y 4 se llaman símbolos (variables o. cons­
tantes) nombrativos. Estos se clasifican en tipos •y órdenes según la teoría 
habitual de los tipos. En los predicados usaremos preferentemente "F",
"G", "P" y "Q" como runo-posicionales, "H" y "R" como bi-posicionales y 
"K" como n-posicional de un orden mayor a l. 
Combinaciones de símbolos. Entre las diferentes secuencias de símbo­
los que podemos formar, nos interesan los siguientes: 
J. operadores. (ej. "(Ex)", "(x)", "(x,y)", "(t..x,F,K)"; "(tF)")
2. argumentos. (ej. "(y)", "(x,a,Par)", "(doble(x),5)")
3. esquemas.
A. esquemas nombrativos.
a. los signos de las clases 2, 3, y 4.
b. un functor seguido por su argumento. (ej. "f(h,x)",)
c. un'}.,, -operador seguido por su Oiperand. (ej. "()..x,)x-y" )
d. un L -operador seguido por su operand. (ej. "(LY) p")
(Este último a iveces lo llamamos esquema nom:brativo ambi­
guo (ver Se) ) .
B. esquemas sentenciales (o expresiones bien formadas).
(ej. "Fx", "x + 5 = a", "(F) K(F,a,fu)" ).
Si en un esq. nombrativo no figuran variables libres lo llamamos
nombre (en sentido estricto).
(ej. "a", "socrates", "Par", "()..x) x = 5", "doble(6:3)" ).
Si en un esq. sentencia! no figuran variables libres lo llamamos
frase. (ej. '".p.-:J q.", "(K) (EG) K(G)").
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4. operands. (son esq. nombrativos o esq. sentenciales) .
Algunas observaciones: 
l.  El  nombre "operador" es  ambiguo, ya  que se refiere tanto al  signo 
como a la combinación formada por los paréntesis, el signo y las va­
riables. Sin embargo, esto no producirá dificultades, ya que el con­
texto indicará a qué se refiere. 
2. Los operands para los operadores son siempre esq. sentenciales ex­
cepto para el 'A -operador, que puede ser tanto un esq. sentencia! co­
mo un nombrativo. (En el pri1mer caso, la 'A -expresión, es decir el
'A -operador con su operand, es un predicado, en el segundo caso es
un functor) .
3. En vez de "esq. nombrativos" se habla a veces de "expresiones del sis­
tema de tipos" (Carnap). (En inglés frecuentemente se usa "terms") .
4. En lugar de "esq. sentenciales" (o "ex.presiones bien formadas") usa­
remos muchas veces "expresiones" o "fórmulas", en aquellos casos en
que no se presentan dudas. ·Pero a veces servirán para indi,car ciertas
secuencias de símbolos que no forman esq. sentenciales.
5. Algunos sistemas disponen también de functores parciales y de esq.
nombrativos ambiguos. (Ver Cap. 7).
le. META-LENGUAJE. 
Como meta-len¡guaje usaremos:
A. El Castellano suplementado rnn las si1guientes expresiones:
Esq, ... Esqi, . . . para esquetm:as (tanto sentenciales 
como nomhrativos) 
Esn, . .. Esni, .. . t, ... ti, . .. s, . .. para esquemas nombrativos. 
para esquemas sentenciales. Ess, ... A, B, C, .. . 
V, .. . V1, . . .  Wn, . . .  U, . . . 
V, ... Vi, ... W, .. .
para variables de cualquier tipo. 
para variables de cualquier tipo, 
pero siempre de un orden supe­
rior a los v,, w1 • • •  que figuran en 
la misma expresión. 
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" � ,, para " es teorema " 
" =df" para "es definido" (véase 2e.). 
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Además usaremos los símbolos del sistema primario como nombres 
de sí mismo en los siguientes casos: 
l. Si aparecen en una fórmula junto con cualquier metasímbolo.
2. Si está entre comillas o en una línea aparte.
B. Algunas veces usaremos como meta-lenguaje un lenguaje simbólico.
En este caso también usaremos parte del simbolismo del sistema pri­
mario (por ej., en 2c. la formulación del Crit. 2-3, y en 4b.
el MT.4-3.) .
Observamos que hay algunos meta-símbolos qu:e son iguales al sim­
bolismo del sistema primario, sin embaz,go no se producirá confusión 
en la práctica. 
Id. AXIOMAS Y REGLAS AXIOMÁTICAS. 
Mencionamos aquí solamente aquellos axiomas (no son indepen­
dientes), que aparecerán en las demostra:ciones posteriores. En paréntesis 
cuadrados las abreviaciones que usaremos. 
a. axiomas del cálculo proposicional (usuales)
b. (x) Fx ::) Fy
c. Fy :)(Ex) Fx
e'. regla de exis tencialización
d. X=X 
e. y = X • Z = X . ::) • y = Z 
f. axioma de extensionalidad.
g. Regla de inferencia (o Modus Ponens)
h. Regla de sustitución
a. para variables proposicionales
b. cambio alfabético de varia1bles ligadas
c. sustirución par a variables individuales
d. sus,titución para rvariables de funciones proposicionales
[Prop.J 
[AxFI.J 
[AxF2.J 
[ exist.] 
[Axlg.l] 
[Axlg.2.] 
[extens.] 
[M. P.] 
[Sust. F] 
[ - -a.]
[ - - b.]
(-- c. J
[ - -d.]
i. de "p ::) Fx" se obtiene "P ::) (x)Fx"
con las .restricciones usuales.
[ Regla F l. ] 
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i'. Regla de la universilación 
J· de "Fx :::i p" se obtiene " (Ex )Fx :::i p " 
con las restricciones usuales. 
Nathan Sten1inet 
[Univ.] 
[Regla F 2.] 
Observamos que hemos formulado los axiomas y las reglas única­
mente para un sistema funcional de primer 011den. Convenimos en agre­
gar la letra " ' ", paira indicar que se trata del axioma o regla, corres­
pondiente al sistema superior. 
Así tenemos por ejemplo: 
b'. (v) Vv :::i Vw [AxF l ª] 
con las ,restricciones usuales. 
En todos los casos dejamos libre la posibilidad ,de usar tanto axiomas 
fomrnulados en el simbolismo primario (p. ej. AxFl ), como también es­
quemas axiomátD.Cos (p. ej. AixFl'). Veremos más adelante que tratare­
mos principalmente las definiciones como axiomas, por lo tanto pueden 
haber definiciones formuladas en lenguaje primario o también formula­
das en meta-lenguaje, llamadas esquemas de definición. (Nótese la di­
ferencia entre esquemas sentenciales, que se refieren a expresiones del 
sistema primario, y esquemas axiomáücos (y esquemas de definidón), 
que se refieren a expresiones del meta-le111guaje). 
2. TEORIA DE LA DEFINICION
2a. DEFINICIÓN FORMAL Y SEMIFORMAL 
a) Definición por medio de axiomas en lenguaje primario. En cier­
tas etapas del desarrollo de un sistema formal se incor.poran al ,conjunto 
primitivo de símbolos, nuevos símbolos. O también se introducen orde­
naciones nuevas de símbolos ya existentes. Para efectuar esto se aigregan 
axiomas nuevos que contienen estos símbolos o las notaciones que se 
desean introducir. Además se aigregan nuevas reglas ele formación de 
expresiones, o se modifican las ya existentes, para incorporar estas nue­
vas notaciones en el sistema así :ampliado. 
Si al agrega.r los axiomas y las reglas, el sü,tema cumple con las si­
guientes condiciones hablaremos de 1definiciones formales (respecto a 
un sistema) . 
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I) Eliminabilidad. De'he haber un proced�miento efectivo para elimi­
nar las notaciones nuevas 'Y reemplazarlas por notaciones equivalentes 
del sistema primitivo. 
2) Conservatividad. El número de teoremas del sistema antiguo debe
permanecer igual, o sea, se mantiene la misma estructura para éste. 
Una formulación más precisa se darrá en 2c. 
Ejemplo: si se aigrega a iun sistema en que se dispone de la constante 
"R" el siguiente axioma, 
D2-l Px == (E y) Rxy
esto sería una definición formal siempre que se modifiquen conveniente­
mente las reglas de fonmación. 
b) Definición por medio de una expresión en meta-lenimuaje. En lu­
gar de introducir las nuevas notaciones 1por axiomas formulados en len­
guaje primario, podemos efectuarlo por medio de una frase en meta­
lenguaje, que sería en este caso una regla axiomática. Se usa general-
mente una formula'Ción de un tenor aproximadamente a: "" ....... " es 
una notación alternatiiva de " .... : .. . " ". Si además se aJgregan nuevas 
reglas de formación como en el caso anterior, y si el sistema cumple 
con las condiciones de conservatividad y eliminabilidad, taimbién habla­
f'emos de una definzlción formal ('respecto a un sistema) . Por eljemplo: 
D2-2. a. " p = q " es una notación alternativa para 
"p:::iq.q:::ip" 
o la formulación más común,
b. p = q = df p ::) q . q ::) p 
El meta-símbolo "=••" se lee generalmente "es definido por" o "es 
.una abreviación de". (Nosotros adoptaremos más adelante principalmen­
te " son mutuamente derivables " o " se pueden su�tituir entre sí ") . 
e) Definición sin nuevas rnglas de formación. Hablamos de una de­
fini'Ción semi-formal (respecto a un sistema) en el caso que se usa una 
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formulación como en b), pero sin que se a1greguen reglas de formación, 
que permitirían incorporar las nuevas notaciones en el sistema formal. 
En este caso la frase en meta-lenguaje no constituye una regla axiomáti­
ca, sino permanece fuera del sistema. De tal modo, que cualquiera afir­
mación sobre el sistema, en que se menciona una fórmula en que aparece 
la notación nueva, se considerará por convención como si se refiere a la 
fórmula que resulta al .reemplazarla por la notación antigua. 
Se usa a veces este método, cuando se quiere evitar complicaóones, al 
aigreigar a un sistema formal todo un sistema de definiones. Por otra 
parte, si en el sistema no se disponen de expresiones del mismo tipo de 
las notaciones, que se desean introducir, entonces es ésta la forma más 
cómoda para agregar definiciones. Así, por ejemplo, en 1Un sistema básico 
de funciones no es posible introducir la siguiente definición formal: 
D2-3. E (x,F) = ., Fx (x es elemento de F) 
ya que no disponemos de predicados ,cuyos ar,gumentos pueden ser a su 
vez predicados. 
A pesar de estas diferencias, en la prá-ctica las formulaciones de las 
definiciones de los 3 tipos serán generalmente análogas, siempre que se 
tome la precaución de reformular adecua•damente las referencias a las 
reglas de formación en el caso e). Por lo tanto no los tratamos separaida­
mente, excepto algunos casos especiales, sino estudiaremos principalmen­
te la definiición formal, o sea, los casos a) y b ). 
En vez de " definición fonmal " hablaremos en general solamente de 
"definición", a menos que sea necesario para recalcar ciertos conceptos. 
2b. SÍMBOLOS Y NOTACIONES 
Frecuentemente en la teoría de la definición se estudia únicamente la 
defini:ción de símbolos. Aquí trataremos el concepto más amplio de defi­
ni1ción de ,notaciones, ele la cual la definición de símbolos será un caso 
partioular. 
En una definición de notación se intwducen en un determinado orden 
m símbolos nuevos (m = O o 1), junto con n símbolos antiguos (n � O). 
O sea, tenemos las siguientes posibilidades: 
a) se puede introducir un símbolo nuevo y aislado sin símbolos -antiguos,
(en este caso n = O ry m = 1).
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D2-4. P = ., (J..x) Qx v Rx 
D2-5. 2 = dt SÍ!§( 1)
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b) se puede introducir un símbolo nuevo, junto con un detenminado nú­
mero de símbolos primitivos en un cierto orden (en este caso m = 1 y
n > O).
D2-6. Pxy = ., Qyx 
D2-7. (E!x) Fx = ., (ExXy). Fy =y= x 
D2-8. G(L x) Fx = ., (E!x). Fx Gx 
e) no se introduce ningún símbolo nuevo sino solamente una ordena.ción
nueva de símbolos primitivos (en este caso m = O y n > 2).
D2-9. xF = ., ,_, Fx 
D2-10. pq = ., p . q 
D2-l l.  (x) Fx = ., ,_, (Ex) ,_, Fx 
D2-12. x =y= z = ., x =y.y= 2 
Aunque generalmente la intención es incorporar sólo una notación nueva 
a la vez, sin embargo, por la forma permitida a las definiciones, se intro­
ducen a veces simultáneamente diferentes notaciones. Así en D2-8 se 
incorpora "G (Lx)Fx" a los esquemas sentenciales, "(Lx)Fx" a los esque­
mas nombrativos (bajo ciertas condiciones), 1y '\" a los operadores. 
No hemos incluido la defini<Ción de 2 o más símbolos nuevos a la vez, 
ya que ello ocurre raras veces. Daremos aquí únicamente un ejemplo. 
Supongamos que nuestro lenguaje sea uno que tengan la simbolización 
de Lukasievicz. (En éste no se necesitan paréntesis para indicar el alcan­
ce de las conectirvas bi-posicionales, ya que ellos se anteponen a las expre­
siones). Podemos formular ahora la siguiente definición: 
D2-13. (P v q) = dt Apq 
por medio de la cual introducimos 3 símbolos, la conectiva "v", y los 
paréntesis izquierdo 'Y derecho. 
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2c. CRITERIO PARA LAS DEFINICIONES 
Nathan Steminet 
Daremos ahora una formulación más ,precisa del criterio que usare­
mos para considerar una ampliación ele un sistema wmo una definición. 
·P.rimero la formularemos para una definición de símbolos nuevos, la
cual, además, se refiere a un lenguaje determinado. Después la tdaremos
para la definición ele notación en general y, en seguida, compararemos
ambas formulaciones.
Crit. 2-l. Criterio de eliminabilidad. 
Una equivalencia C que define un símbolo s satisface el criterio ele 
eliminabilidad si y sólo si, para toda expresión B , en la que figura s hay 
una expresión A tal, que s no figura en A y C · :J · B = A es demostra­
ble a partir de los axiomas y definiciones precedentes. 
Crit. 2-2. Criterio de conservatividad. 
Una equivalencia C que define un símbolo s satisface el criterio de 
conservatividad si •y sólo si, no hay una expresión D tal, que s no figura 
en D y C :J D es demostrable a partir de los axiomas y definiciones pre­
cedentes, pero D no lo es. 
Al Crit. 2-1 se le llama tam'bién de retraducibilidad, ya que según él, 
exigimos que podaimos traducir calda expresión en que aparece el sím­
bolo nuevo, a una en la cual este símbolo no fiigura. Al Crit. 2-2 también 
se le di:ce de no-creatividad, ya que no se pueden crear teoremas nuevos, 
formulables en el simbolismo anüguo. 
La siguiente meta-definición nos servirá para formular el crüerio para 
una definidón ele notación, la cual tomaremos como base para nuestro 
estudio. 1Definiremos "Df (Ss, Si)'' -el sistema S2 es una definición para 
el sistema S1• Usaremos "Ess (A, Sn)" -A es un esquema sentencia! en 
Sn- y "Der (A, C1 , .•• , C,. , S.,)"- A es derivable de C1 , ••• , C,. en S ...
Crit. 2-3. Df (Sz, S1) = m•• (B ): · Ess (B, S1 v S,) · :J : 
(EA). Ess (A, S1). Der (A, B, S1 v S,) · Der (B, A,, S1 v S2) : (l) 
( A , C 1 , • • •  , C,. ): Ess ( A · C 1 • • •  Cn , S1) • :J . Der ( A , Cu ... , C,. , S 1 
v Si) = Der ( A , C 1 , • • •  , C,. , S1) : • (2) 
(EB ) · Ess (B, S1 v Si) · ,...., Ess (B , S1). (3) 
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o sea, s�oún (1) exigimos que para cualquier esquema sentencia! B del
sistema ampliado S1 v S2, hay un esquema sentencia! A del sistema pri­
mitivo S1 tal, que A y B son mutuamente derivables uno del otro en el
sistema ampliado. Según (2) , podemos formar una derivación en el siste­
ma ampliado, en la que intervienen sólo ex.presiones del sistema primiti­
vo, si ry sólo si, la podemos formar en el sistema primitivo (o sea, si A se
puede derivar de C 1, • • •  , Cn en S 1 • ), (3) exige que la ampliación intro­
duzca alguna notaición nueva, al existir por lo menos 1un B tal que B sea
esquema sentencia! en el sistema ampliado y no lo sea en el original.
(l) corresponde a eliminabilidad y (2) a conservatividad. (A una am­
pliación que cumple con (2) se le llama una extensión conse rvativa). 
Comparemos ahora las 2 formulaciones del criterio. LlaJm.aremos a) 
a Crit. 2-1 ry 2-2, y b) a Crit,. 2-3. 
a) exige que la definición sea formulada en lenguaje primario y que
sea una equivalencia, 
b) permite formuladones en meta-lenguaje, iy en el caso de una defini­
ción en lenguaje primario puede ser una o varias expresiones de cual­
quier tipo. CD2-14 a 17). 
a) exige que se irncorpore a�gún símbolo nuevo;
b) exige sólo que se incorporen esquemas sentenciales nuevos. (D2-9
a 12). 
a) deben existir en el sistema los símbolos "::J" y "=" ;
b) lo reemplaza por la relaición de derivabilidad. (Sin embarigo, esta
diferencia es sólo aparente, ya que en la mayoría de los sistemas la deri, 
vabilidad corresponde a "::J" y la derivabilidad mutua al "=") . 
a) exige que haya teorema en el sistema;
b) puede 11aber solamente derivación de ipremisas. (D2-15) . (Sin em­
barigo, vale lo mismo que en el anterior). 
Como vemos, lo único que b) exige del sistem¡i, es que exista la clase 
de los esquemas sentenciales y que haya entre algunos de ellos la ;reladón 
de derivabilidad. Sin embarigo, esto no significa que a) sea una formula­
ción defectuosa, sino solamente es más restrictiva que b ). En la práctica 
basta generalmente con a) para los sistemas usuales. 
Ejemplos de definiciones que :cumplen con Crit. 2-3 y no con Crit-
2-1 y 2-2:
D2-14. 1-- p == q. :J. p :J q q:::, p: p :J q . q :J p. :J. p == q
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En esta definición introducimos "=" por medio de un axioma en len­
guaje primario. Co1ID0 vemos, la fórmula no es una equivalencia, pero, sin 
embargo, cumple con eliminabilidad y conservatiivi1dad. (Corresponde a 
D2-2). 
Para el 2<? ejemplo, supongamos que tenemos un sistema en que 
disponemos del símbolo proposicional constante "p.", y que rige además 
la siguiente regla axiomática: 
A 1- A v B (de A obtenemos A v B, en que A y B son esquemas sen-
tendales cualesquiera) [R. Ax. l]. 
Si agregamos las siguientes dos reglas, ellas definirían el símbolo pro­
posicional "q .", de acuerdo a Crit. 2-3, 
D2-15. 
q. 1- p.
[R. Ax. 2] 
[R. Ax. 3] 
En este sistema, que corresponde a una parte restringida del cálculo 
proposicional, no tenemos teoremas, ni los podemos obtener si no agre­
gamos a�gún símbolo que corresponde al ":J ". 
Ejemplo N9 3. Kleene [Metamathe,matics], pág. 408, Teor. 42. Suponga­
mos que de algún predicado "P'' podemos demostrar: 
1- (E!w) P(w, V1 ,, .. , Vn) (w, y v1 ... Vn son variables diferentes). 
Entonces el siguiente axioma introduce el funotor "f." en el sistema, cum­
plierudo con eliminabilidad y conservatividad, 
D2-16. 1- P(f.(v1 } ... } Vn),v1 } ... } Vn). 
Ejemplo N9 4. Podemos introducir el predicado "P" por medio del si­
guiente axioma: 
D2-17. 1- Px.
La demostración se dará en 4d. 
En estos ejemplos se considera que los símbolos introducidos son del 
tipo cor,respondiente, y no son símbolos del sistema antiguo, de acuerdo 
a lo que se tratará en 3b. 
Hacemos notar que si hubiésemos reemplazado en Crit. 2-3 la elimina-
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bilidad ide las notaciones nuevas en los esquemas sentenciales, por la eli­
minabfüdad de éstos en las sentenáas, se podrían haber incluido en este 
tipo a las definiciones por recurrencia en su formulación usual. 
2d. FINES DE LA DEFINICIÓN 
Debido a las restricciones que hemos impuesto a las definiciones, ellas 
no constituyen una ampliación efectiva del sistema. Las ventajas que se 
obtienen al introducirlas son principalmente las siguientes: 
a) Abreviación. Una definición da la posibilidad de usar una fórmu­
la más corta, en luga.r de una expresión que en el sistema original tiene 
una mayor extensión. 
b) Revelación de aspectos implícitos. Por medio de una definición
podemos hacer resaltar conceptos que esta'ban implkitos en una expre­
sión, las cuales a veces después se pueden aislar y usar en forma indepen­
diente. Estos conceptos formales corresponden frecuentemente en ma'Yor 
o menor grado a conceptos intuitivos.
Así, en D2-l y 2-2 se introducen formulaciones más breves. Además, en
D2-2 se intrnduce el símbolo "=", que corresponde al concepto int::uitivo 
de "equivalente". Al usar D2-3 al contrario, resulta muchas veces una 
formulación más la11ga, pero por otra parte esta definición introduce el 
símbolo "E", que corresponde a la relación de "ser elemento". Este sím­
bolo ahora ya se puede usar en formulaciones como "K(E) :::> M (E)". 
D2-7 introduce una formulación más corta ;y que corresponde aidemás al 
concepto de "hay exactamente un ... ". 
Supongamos ahora que nuestro propósito sea demostrar una expre­
sión en un sistema determinado. !Podemos entonces intentar la demos­
tración en run sistema, ampliado con definiciones, teniendo a nuestra 
disposkión un mayor núimero de conceptos, además de ,reducir frecuente­
mente la longitud de las fórmulas que intervienen en ella. Por otra parte, 
cualquiera expresión que es demostrable en el sistema ampliaido, corres­
ponde a una expresión demostrable en el sistema original (véase MT 4-5). 
El agregar definiciones tampoco nos or�gina problemas nuevos respec­
to a la estlructura del sistema. Así, por ejemplo, si hemos introducido 
definiciones a un sistema consistente, éste siigue siendo consistente. Por 
otra parte, la introducción de axiomas o reglas que no cumplen con 
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conservati;vidad 'Y eliminabilidad, puede modificar radicalmente el siste­
ma respectivo. 
Las definiciones que se introducen tienen generalimente en vista obte­
ner los fines a) o b), aunque por la liberalidad del Crit. 2-3, podemos 
formular definidones que ni son más breves, ni revelan aspectos nuevos. 
D2-18. Px = ., Qx. 
Por cierto que en la práctica no habrá interés en introducir este tipo de 
definiciones, pero formalmente son lícitas. 
2e. DEFINIENS Y DEFINIENDUM; IMPLÍCITA Y EXPLÍCITA. 
Debido a que Crit. 2-3 exige la derivabilidad mutua entre la expre­
sión con notación nueva y atgunas otras con simbolización antigua, se usa 
de preferencia para las definiciones en lenguaje primario, fórmulas que 
tienen entre otras, la propiedad que el signo principal es "=" o "=", 
ya que con ello se puede demostrar esta ide:rivabilidad: En el caso de 1Una 
definición en meta-lenguaje por medio de una regla axiomática, se usará 
una forimula'Ción análoga que iteruga las mismas consecuencias; entre 
otros ·"son sustituibles entre sí" o "son mutuamente derivables". Gene­
ralmente se adopta entonces el meta-símbolo "= dr". (También se usa 
este símbolo en el caso de una definición sin nuevas reglas de forma­
ción. (2a. caso c) ). 
Nosotros usaremos también de preferencia el "= dr", pero considerán­
dolo un símbolo amb�guo en el sentido que puede cr-epresentair tanto al 
mismo "= .," del meta-lenguaje (o sea, como abreviación de "son susti­
tuibles entre sí", ... etc.), como también al "=" o al "=" del lenguaje 
primario. El contex:to indicará generalmente cuál de estos símbolos se 
quiso usair, en el caso que ello tenga aligiuna importancia especial. •Para 
distinguir las definiciones con"= d1" de los otros tipos (D2-14 a 17), las 
llamaremos a veces equivalerv.cias (en sentido amplio). 
Llamamos definiendum a la notación nueva, y la escribimos a la iz­
quierda del "= d1" 'Y definiens a la expresión en simbolismo primitivo 
que se escribe a la derecha. La notación nueva se llama notación defini­
da. Esta terminología rige también con ciertas modificaciones para- el 
caso qe no se trate de una equivalencia. 
En caso que en el definiendum parece un solo símbolo, 'hablamos de 
definición explicita, en otro caso de definición, implícita. (Algunos auto: 
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res llaman a los dos tipos "definición explícita en sentido amplio" (al 
primero "definición explícita en sentido estricto") , para contraponerlas 
generalmente a las definiciones por recurrencia). 
2/. RELACIONES CON LA DEFINICIÓN TRADICIONAL 
tAunque el concepto de defini'Ción que hemos determinado aquí tiene 
puntos de contacto, con lo que tradiicionalmente se llamaba definición, 
sin embargo hay aspectos que lo distinguen. Las condiciones clásicas de 
la definición corresponden generalmente a las siguientes: 
1) No de be ser circular.
2) No debe ser expresaida en un lenguaje oscuro o figuratirvo.
3) No :puede estar formulada negativamente.
4) Ella debe dar la esencia de lo que se define.
Si lo comparamos con nuestro criterio, vemos que: 1) aparece indirec­
tamente (véase 3b. - Cond. le). 2) está implícita en la idea de un sis­
tema formal. Condición 3) no se exige, ya que se considera una il"estric­
ción innecesaria, debido a que en la lógica moderna las expresiones nega­
tivas están a la par con las otras. Y 4) no se trata, ya que este problema 
cae fuera del campo de la lógica. 
k pesa..r que con las condiciones 1de la definición clásica, ni exduimos 
4) , se podrían formar definiciones que en gran parte cumplen rnn nues­
tro crirerio, ert la práctica las definiciones clásicas han or�g,inado fre­
cuentemente múltiples problemas. Ello se debe especialmente a que en
vez de usar sím'bolos o palabras completaimente nuevas, generalmente se
introdu·cen por convención palabras que ya tienen una determinada con­
notación, o palabras derivadas gramaticalmente de otras con una cierta
connotación. Y así en la discusión posterior los conceptos implícitos
en la expresión definida vuelven a oscurecer los problemas.
El uso en la definición formal de símbolos que en el lenguaje común 
tienen un cierto significado, tiene por finalidad únicamente sugerir una 
analogía para facilitar una mayor comprensión intuitiva, sin que este 
significado pueda interwenir en el desarrollo del sistema. 
3. DEFINICION DE PREDICADOS
3a. REGLAS DE FORMACIÓN 
En los capítulos siguientes trataremos las condiciones formales para 
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diferentes tipos de definiciones que cumplen con nuestro criterio (Crit. 
2-3) , entre ellos defini<Ciones de predicados, functores, conectivas, etc.
Estas condiciones presentan una gran analogía entre los diversos tipos,
por lo cual no será necesario entrar en detalles en todos. En el presente
capítulo y en el N9 4, trataremos, además 1de las definiciones de predica­
dos, aquellos problemas comunes a las otras definiciones, y se estudiará
después únicamente lo específico de las demás.
En una definición :podemos distinguir tres etapas. P.rimero se intro­
duce la notación nueva en el sistema por medio de una regla de forma­
ción de expresiones. En seguida se formula el axioma o la regla axiomáti­
ca. Por último, se debe demostrar que la ampliación idel sistema cumple 
con Crit. 2-3. 
Generalmente no se fo11mula una regla •de formación nueva en cada 
definición, sino se prevé en las reglas de formación primitivas la posi­
bilidad de aigregar constantes de una ca.tegoría determinada, por medio 
de una definición. Como ivemos, en este caso será siempre necesario indi­
car que la notación definida pertenecerá a tal o tal clase 1de símbolos o 
de expresiones. Sin emba11go, esto no se hace en la práctica, rya que gene­
ralmente por la forma que tiene la expresión definitoria se comprende 
de inmediato a qué categoría pertenece la notación nueva. 
En lo que sigue, nosotros tampoco formularemos una nueva regla de 
formación en ,cada definición, sino consideraremos que en las reglas de 
formación primitiva ya se mencionó la introducción de notaciones de­
finidas. Indicaremos uniicamente a qué categoría se incorpora ésta. 
3b. CONDICIONES PARA LA DEFINICIÓN DE PREDICADOS. 
A pesar que la introducción de una notación definida puede hacerse 
de va,rias maneras (D2-14 a 17), nosotros trataremos preferentemente las 
"equivalencias (en sentido amplio)", ,ya que las demás definiciones se 
pueden reducir en gran parte a ésta. 
Cond. 3-1. A. La expresión que define un predicado "P'', del tipo (t,),
tiene la forma 
a) P(vv . . .  , v,.) = dt Esq
y además se cumple lo siguiente:
b) "P" no es un símbolo primitivo ni ha sido definido previamente.
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e) Las únicas variables libres que posiblemente figuran en Esq son
V1 • . • •  v •. 
d) v1 • • •  v. son variables nombratirvos diferentes (n ;::: O).
e) En Esq figuran sólo símbolos primitivos o símbolos definidos pre­
viamente.
f) Si hay ocurrencia de v1 • • •  v. en el definiendum, o sea si n > O,
entonces v1 • •  , v. debe ser del tipo t,, y Esq es un esquema sentencia!
o un esquema nombrativo, del tipo (t,).
g) Si no hay ocunencias de v1 • • • •  v. en el definiendum, o sea s1
n = O, entonces Esq es un esquema nombrativo del tipo (t,).
B. En el caso que junto con la definición se ¡¡¡gregan otros axiomas en
el sistema ampliado (con o sin la nueva notación), las fórmulas que las
eliminan (ver 31c) deben ser teoremas del sistema primitivo.
Daremos ahora una lista de definición que cumplen con Cond. 3-1, y 
que nos servirán para estudiar después su relación con Crit. 2-3. En gene­
ral en todas las definiciones que daremos suponemos que los símbolos 
que figuran en el definiens son primitivos, o han sido definidos previa­
mente. Además en los ejemplos matemáticos, los functores que deben ir 
delante de los angumentos se escribirán a veces de acuerdo al uso habi­
tual, entre estos. 
D3-l. a. Hx =dt Ax·Rx (hombre =dt animal y racional)
b. H =d, (>.x)Ax · Rx
c. H =dt A ·  R
D3-2. a. Hx =d, (Ey)Pyx (x es hombre =dt hay un y tal que y es padre 
(humano) de x) 
c. H =•t (>.x) (Ey)Pyx
b. H =dt dom2 (P) ( .. =d, contra-dominio de relación P)
D3-3. a. x > y =•, y < x
b. x > y =dt (Ez) z' + y = x (z' es el NQ siguiente a z)
D3-4. Px =•r (Ey) x = 2y (x es par =df, ...... ) 
D3-5. a. Vx =•, x = x (x es elemento de la clase universal) 
b. Vx =u (F)·Fx :, Fx
D3-6. a. Rxy =•r Px (definición arbitraria, véase Proc. 3-3 y Ej. 3-7) 
b. Px =dt Q
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3c. CoND. 3-1 Y LOS PROCEDIMIENTOS DE ELIMINACIÓN. 
Nathan Stemmer 
La tercera etapa de una definición consiste en la demostración que 
efectivamente se cumplió con Crit. 2-3 (eliminabilidad y conservativi­dad) . En primer lugar mostraremos que existe un procedimiento efectivo para elimina,r las nota,ciones nuevas en todos los casos. Usaremos general­mente B ipara la expresión en que aparece el símbolo nuevo, A para la fórmula equivalente con el símbobo ya eliminado (la llamamos fórmula
de eliminación para B) , y C para el definiens. 
Definición explícita. 
Pro. 3-1 a. Si se define el predicado "P" por una definición explícita (ver 2c), la eliminación de "P" en la expresión B se hace en forma directa (salvo el caso previsto en b.). Quiere de­cir se transforma B en A reemplazando todas las ocurren­cias de "P" por el definiens respectivo. 
b. Si P( Esnv, . .. , Esnn) ocurre en IB' -y en Esn 1 . .  Esn,. ha y ocu­rren'CÍas libres de variables V, . • .  V¡ las cuales figuran liga­das en el definiens C, transformamos primero C en C' por 
medio de un cambio alfabético para eliminar los v, ... v1 (y así evita:r la captura de variables libres) . Por último cons­
truimos A de B en "forma directa", pero usarido .en vez del definiens original a C'. 
Ej; 3-1. · Eliminar "H" introducido según D3-lc. en 
(x)Hx :J Hy (B). 
Ya que no hay peligro de capturar variables libres la elimina­ción se hace en "forma directa", al reemplazar las ocurrencias 
de "H" por el definiens respectivo. 
(x) (A ·R)x :J (A ·R)y (A). 
Ej. 3-2. Eliminar "H" introducido según D3-2c. en 
(x)Hx :J Hy (B). 
Ya que "x" e "y" figuran libres en algunos (todos) de los ar­
gumentos de "P" y están ligadas en el definiens: 
(Ax) (Ey )Pyx (C )., transformados primero C en C' para eliminar "x" e "y" por medio de un cambio alfabético, 
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(J,..u) (Ez)Pzu (C'). 
Por úl:timo construimos en "forma directa" 
(x)((i..u) (Ez)Pzu)x :::) ( (]i.u) (Ez) Pzu)y (A). 
Podemos notar que si no hurbiéramos hecho el caJmbio alfabético en el 
definiens nos resultaría en rvez del teorema (A) (el icual se obtiene por sus­
titiución en AxFl) la siguiente expresión: 
(x) (Ey)Pyx :::) (Ey)Pyy (hemos elimina,do el '}.. -operador) , 
la cual no es teorema. (Traduciendo: Si para todos los x hay <un y que 
es padre de x, entonces haiy un y que es padre de)'). 
Ej. 3-3. Eliminar "H" introducido según D3-l. en: 
Pa (B) 
Ya que en B no ;hay ocurrencia de "H", obtenemos: 
Pa (A) (=B). 
Definición implicita. 
Proc. 3-2 a. Si se define "P" por medio de una definición implícita (ver 
2Jc.), la eliminación de "IP" se hace del siguiente modo: 
Si P(Emi, ... , Esn,.) ocurre en B, y no sucede lo previsto en 
b., tiransformamos primero el definiens C en D sustituyen­
do las ocurrencias de V, •. Vm (m:::;; n, (ver Cond. 3-lc.)) por
Esn1 • • •  Esn ... Después construimos A de B reemplazando
P(Esnv ... , EsnTI) por D. · · 
b. Si hay posibilidad de ca:pturar variables libres, se hace pri­
mero un cambio alfabético en C (iver Proc. 3-lb). Después
se sigue igual como en a.
Ej. 3-4. Eliminar ">" introducido según D3.13a. en 
p:::) X> y (B). 
Transformamos primero el definiens: 
y< X (C) 
en D al reemplazar "x" (=v1) por "x" (= Esn1) e "y"(= Esn,) 
por "y" (= v2), 
y< x (D). 
Por último construimos A reemplazando en B, 
p:::) y< X (A). 
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Ej. 3-5. Eliminar "P'' introducido según D3-4 en 
Nathan Stemmer 
(x)Px :J iPy (B). 
Ya que "y" figura libre en uno de los argumentos de "P", efec­
tuamos primero un caimbio alfabético en el definiens: 
(Ey)x=2y (C) 
(Ez) x = 2z (C'). 
Después se construyen los 'D a pa.rtir del definiens C' tal como 
en el ejemplo anterior. Por último obtenemos A reemplazando 
los D en B: 
(x) (Ex) x = 2z :J (Ez) y = 2z (A). 
Si no se efectúa el cambio alfabético obtenemos 
......... :J (Ey)y = 2y . (?). 
Proc. 3-3. Si se define "P'' por medio de una definición implícita y "P"
figura en B como argumento de algún predicado o functor (no 
es posible en un sistema básico de funciones) , transformamos 
primero el definiens C en C" al anteponer a él un A -opera­
dor con las variables del definiendum en el mismo orden. (En 
caso que haya variables v, . . .  v1 que figuran en el definiendum 
y no en el definiens (ver D3-6) , agregamos primero al defi-
niens · v, = v, ...... v1 = v1). En seguida podemos formar 
A, sustituyendo las ocurrencias de "P" en B en "forma direc­
ta por C". 
Ej. 3-6. Eliminar "E" introducido según D2-3 en 
k(E) = M (B). 
Ya que "E" figura como angumento del functor "k", transfor­
mamos primero el definiens C en C" al anteponer un A -ope­
rador 
(1,,x,F)Fx (C" ). 
Después construimos en "forma directa" 
k(Ax,F)Fx = M 
Ej. 3-7. Eliminar "R" introducido según D3-6 en 
(A). 
K(R) (B). 
Ya que "y" figura en el definiendum y no en el definiens C, 
transformamos iprimero C en e• agregando "y = y"
Px•y = y (C•). 
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Construimos ahora C" anteponiendo un A -operador 
(Ax,y)Px·y=y (C"). 
iPor último obtenemos en "forma directa": 
K(Ax,y)Px·y = y (A). 
Proc. 3-3'. Si como en el caso anterior "P" figura como argumento, y en 
el sistema no se dispone del A -operador, entonces el procedi­
miento es el siguiente. Tiransformamos primero B en D, re­
emplazando "P" en todos los lugares donde no es seguido por 
su, argumento, por una variable funcional del mismo rtipo, 
sea "F", la l()Ual por otro lado no aparece en B. Después cons­
truimos B' en la forma siguiente anteponiendo a D 
(v1 • • •  v,.)·F(v1 • • •  v,.) = P(v1 • • •  v,.)· -::J · D (B'). 
Esta fórmula es equivalente a B. 
Después A se puede formar a partir de B' según 'Proc. 3-2, 
,ya que "P" figura en él con su argumento. 
Ej. 3-8. Eliminar "H" introducido según ID3-la. en 
Especie(H)·Ha (B). 
Formamos primero "D" al reemplazar "H" en los lugares don­
de figura como angwmento, ;por la variable funcional uniposi­
cional "F", 
Especie(F)· Ha 
Construimos ahora B' anteponiendo a D, 
(x)·Fx = Hx. -::J ·Especie(F) · Ha
Por último construimos A de B según Proc. 3-2
(x):Fx. =.Ax. Rx:-::J :Especie(F):Ax.Rx 
(D). 
(B'). 
(A). 
Veremos ahora cómo las restricciones que hemos impuesto a Condición 
3-1 nos asegiuran la eliminaobilidad.
Cond. 3-ld. Al exiig,ir que las variables del definiendum sean todas 
diferentes impi,de definiciones como: 
D?3-l. Rxx = ., Qx v Px 
No se puede elimina:r "R" en una expresión como "Rab ". 
Cond. 3-le. Evita la " definición en doculo ", ya que se pide que en el 
definiens haiya sólo símbolos primiitivos (D? 3-2), o definidos previa­
mente (D? 3-3) , 
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D3-2?. Px = dt Qx . Px 
No se puede eliminar "P ". 
D?3-3 (i) 
D?3-3 (ii) 
Px = ., Qx 
Qx = d,Px 
Nathan Stemmef 
Tampoco se puede eliminar "P ", ·ya que " Q" se define po-steriormente. 
Cond. 3-lf. Al exigir que Vi, . . .  ,vn tengan el tipo t, (ya que" P" tiene 
tipo (t,) ) , no permite formular definiciones como las siguientes. Supon­
gamos que queremos introducir "R " que tiene tipo (0,0), por medio de: 
D?3-5. R(F, x) =•, ,.., F(x) 
Ya que "R" tiene el tipo (0,0), entonces "R(y,.z)" es un esquema sen­
tencia!; no podemos eliminar "R ", ya que ",-, y(z)" no es bien for­
mada. 
D?3-5. R(p,q) =dt p v q 
No podemos eliminar "R" en "Rab ". 
Como podemos observar en este caso (al igual que en el próximo), la 
modificación de las reglas de formación debe hacerse también con cierta 
precaución. Sin emba·rgo, tal cOlmo ya lo vimos .en 3a. esto no ofrece 
mayor dificultad. 
Cond. 3-lg. Al tra.tarse de una definidón explícita, el definiendum de­
be ser del mismo tipo que el definiens. 
D?3-6. Q = dt a , en que "Q" es del tipo (O), y "a" del tipo O . 
No podemos eliminar "Q" en "Q(x)" ya que "a(x)" no es expresión 
bien formada. 
Las otras restricciones impuestas a Cond. 3-1. son necesarias para 
asegurar la conservatividad (4c). 
4. EI.;IMINABILIDAD Y CONSERVATIVIDAD
4a. META-TEOREMA DE ELIMINABILIDAD. 
A partir de Cond. 3-1. y Proc. 3-1 a 3-3 podemos a'hora formular 
los si,g1uientes meta-teoremas. 
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MT4-l. Sea S1 v S2 una ampliación del sistema S1 ,de acuerdo a Cond. 
3-1. y sea B una esquema sentencia! cualquiera de S1 v s, (no
necesariamente icon la notación nueva), entonces:
a. Podemos construir efectivamente una fórmula A tal que,
b. A es un esquema sentencia! de S1, 
c. A == B en S1 v S2, (o sea Der(A,B,S1vS2).Der(B,A,S1vS2)) 
d. En A se mantiene el alcance 1·elativo de las conectivas y de los
operadores.
e. Si v1 . . .  Vm son variables libres en A también son libres en B.
f. Si B es un esquema sentencia! de S1, entonces A es la misma
fórmula B
Demostración: 
a. Ya que según Cond. 3-ld. no hay ambi�edad sobre las variables
a sustituir (vea D?3-l.).
b: iProc. 3-1 a 3-3, y Cond. 3-le, f, g. (vea Dd-2 a 6), 
c. Cond. 3-la, según los procedimientos indicados se hacen siempre
sustituciones de equivalentes.
d. Las sustituciones se han hecho en expresiones atómicas.
e. Cond. 3-k. (Lo inverso no es siempre válido (D3-6.)) .
f. Según Cond. 3-1 b, "P" en este caso no puede figurar en B 'Y por lo
tanto la eliminaición no se efectúa (Ej. 3-3) .
MT4-2. La fórmula de eliminación para el axi01ma de definición es ,un 
teorema. 
Según Cond. 3-la se obtiene por sustituición de "p == p ". 
(véase los procedimientos). 
4b. META-TEOREMA DE CONSERVATIVIDAD. 
Formularemos primero un meta-teorema auxiliar, que nos. facilitará 
la demostrnción de conservatividad. 
MT4-3. Si S1 v S2 es una ampliación de S1 de acuerdo a Co!]-d, 3-1, y si 
B, D1 ••• Dn son esquemas senrtenciales en S1 v S2 'Y A, C1 ••• C. 
las fórmulas de eliminación correspondientes a éstos, enton­
ces de 
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(1) 
obtenemos: 
Demostración: Ya que S1 vS, es una ampliación 1de S1 tenemos 
Der(A,C1 •• • Cn ... C.,S1) ::l Der(A,C1 ••• C.,S1 vS,) (3) 
Además ya que según MT4-lc: A,C1 ••• C,. == B,D1 ••• D. en S1 vS2 (4) 
podemos reemplazar en el implicado de (3) 
lo cual junto ton (1) queda en
(6) 
Ahora en caso que B, D1 • . •  D. son esquemas sentenciales del sistema 
ori1ginal S1, entonces las fórmulas de eliminación son de acuerdo a 
MT4-lf estos mismos, por lo tanto tenemos 
lo cual corresponde al criterio de conservatividad. (Ver 2c. Crit. 2-3, 
fórmula (2) con cambio alfabético). 
El siguiente ,meta-teorema, que es el de conservativi1dad lo formulare­
mos para un sistema funcional básiioo. La demostración para iun sistema 
superior de funciones seguiría estas mismas líneas, pero habría que con­
siderar un mayor número de axiomas. 
MT4-4. Bajo las mismas condiciones de MT4-3, y si S1 es un sistema 
básico de funciones tenemos: 
• Traduciendo: Si podemos derivar B de 
D,, .. D,. en el sistema ampliado S, v s,, 
entonces podemos derivar A de C, ... C,. 
en el sistema original S,. 
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Demostración: 
la. B se obtiene en una demostración aplicando SustF. a algún axio­
ma del cálculo ,proposicional . (En este ,caso puede tratarse sola­
mente de SustFa. (sustitución de variables proposicionales), ya 
que SustF b., e y d. (cambio alfabético de !Variables ligadas, susti­
tuición para variables individuales, sustitución para variables fun­
cionales) no puede presentarse aquí). Entonces también A se pue­
de demostrar a partir del mismo axioma, ya que según MT4-ld. 
en A se mantiene el mismo alcance relativo de las ,conectivas ri¡ 
operadores. 
b. B se demuestra aplicando SustF d. al u\xFl. ("(x)Fx :) Fy").
Entonces A se puede obtener en la misma forma, 1ya que según
Proc. 3-1 y 3-2 no hay peli,gro de ligar variables libres (ver Ej.
3-1, 3-2, 3-5) . (Apli,cación de SustF b. o c. es trivial, ya que éstas
no introducen la notación nueva (MT4-lf)).
c. B se demuestra aplicando SustF. a al1gún axioma adicional del
sistema primitivo; A se obtiene de la misma manera como en los
casos anteriores. (De a•cuerdo a Cond. 3-lb. la notación nueva no
puede figuraJI" en es:te axioma) .
d. B se demuestra apli<carndo SustF, a a1gún axioma que se haya in­
troducido en el sistema aimpliado junto ,con la definición; A se
demuestra entonces del mismo modo a partir de la fórmula de
eliminación que corresponde a este axioma, el cual según Cond.
3-lB es teorema en S1. 
e. B se demuestra aplicando SustF. c., al axioma de definición. En
este caso tenemos dos posibilida·des.
1) Si se sustituye alguna variable que aparece tanto en el definien­
dum como en el definiens, entonces el A corresporndiente es un
teorema demostrable de la misma manera como se trató en
MT4-2. (Ver ,también Ej. 4-1 ry 4-5).
. 2) Si se sustituye algún esquema nombrativo para una variable que 
figura en el definiendum pero no en el definiens, entonces en la 
fórmula de eliminación este esquema nombrativo no figura (ver 
Proc. 3-1 y 3-2), y A es el teorema mencionado en MT4-2. (Ej. 
4-2). 
La SustF a. no encuentra aplicación en este caso, ya que según
Cond. 3-lc. no ,pueden figurar variables proposicionales en la
definición. (Ver D?3-5).
SustF b. es trivial.
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SustF d. tampoco es posible en ·un sistema funcional de primer 
orden; sin embargo podemos notar que la demostración para un 
siste:n.a superior de funciones seguiría las mismas líneas que para 
SustF c.
Ila. B se deriva de D (axi.oma o premisa) por SustF. (usual o .res­
tringida). Entonces A se obtiene de C de la misma forma, tal co­
rno en casos le y d. (Si D es una premisa en S1 vS2 entonces C es 
premisa correspondiente en S1). . 
b. B se deriva de D por universilación. Entonces A se obtiene del
mismo modo ,del C respectirvo, ya que según MT4-lc. en C no
figuran varia'bles que pueden restringir la a;plica-ción de la regla,
mientras que ésta fuera permitida en D . . (Ver Ej. 4-3 y 4-6). (Lo
inverso no es siempre válido. (FJj. 4-4)).
III. B se deriva por regla de infererncia de D :::> B y D.
Podemos distinguir 2 posibilidades:
1) D no contiene la nota,ción definida, en este caso A se puede
obtener de C :::> A y C, ya que según MT4d. se mantiene el alcan­
ce de las conectivas y operadores en las fórmulas de eliminación.
2) En D figura la notación nueva; en tal caso también po:lemos
obtener A a partir de C :::> A y C, ya que si D es pre:nisa o deriva­
da de premisa, entonces C también lo es en S1 (Ila. ry b.) y si D es
teorema entonces según Cond. 3-IB la .C correspondiente es teore­
ma en el sistema primitivo. (:1 ry Ilb.). No es posible que se haya
derivado D a partir de al,gún axioma del sistema original, ya que
según Cond. 3-lb., la notación definida no apa,rece en ninguna 
fórmula de S
1
• (Vea Ej. 4-7 y 4-8). 
Por lo tanto siempre si podemos formar una derivación en el sistema 
nuevo, podemos formar una equivalente en el sistema original, ,con lo 
cual demostramos MT4-4. 
MT4-5. Una ampliaición de un sistema funcional de prii:ner on:len que 
se efectúa de acuerdo a Cond. 3-1 cumple con Crit. 2-3. (elimi­
nabilidad, ,conservatividad, y por lo menos un esquema sen­
tencia! nuevo) . 
Demostración: (1) MT4-I, (2) MT4-4 con 4-3, (3) P(vv . .  vn) es un es­
quema sentencia! en S1 vSi y no lo es en S1 • (Cond. 3-lb). 
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Los siguientes ejemplos ilustran la demostración de los me.ta-teoremas 
anteriores. 
Ej. 4-1. Supongamos que ampliamos el siste: na S1 para formar S1 v Sz 
por medio de la siguiente definición, 
[Def.] Rxy = ., Qx (1) 
Podemos formar ahora la siguiente demostración en el sistema ai:n­
pliado, 
[de 1 ] 1-- Rxy = Qx
[Sust F:, 2] 1-- Ray = Qa
La fórmula de eÜminación para (3) es la siguiente: 
Observamos que (3') es teorema en S1 • 
(2) 
(3) (= B)
Ej. 4-2. Tal como en el ejemplo anterior, pero cambiando la variable 
a sustituir, 
[Sust F.', 2] 1-- Rxa = Qx (3) (= B)
El A correspondiente es teorema en S1 • 
1-- Qx = Qx (3') (= A) 
Ej. 4-3. Siempre con la misma definición, pero ahora en ivez de sustitu­
ción, la :regla de universilación, 
[Premisa] 
[Univ , 2] 
Rxy :J Fz 
Rxy :J (z) Fz ("z" no figura libre en "Rxy") 
(2) (= D)
(3) (= B)
Podemos formar ahora la misma derivación en el sistema original. 
[Premisa en S1] Qx :J Fz
[Univ 2'] Qx :J (z) Fz (siempre "z" no figura libre) 
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(2') (= C) 
(3') (= A)
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Ej. 4-4. La siguiente derivaóón no es Hcita en S1 v S2• 
[Premisa en S 1 v Si] 
[Univ , 2 ?] 
Rxy:, Py 
Rxy:, (y) Py
(2) 
(3) ?
Nathan Stemmer 
Esta deriva,ción no es líciita, ya que "y" aparece en el implicante. 
Por otra parte, si fon:namos ahora la derivación con las fórmulas de 
eliminación en S1, ella no va contra la regla. 
[Premisa] 
[Univ, 2'] 
Qx:, Py 
Qx :, (y) Py 
(2') 
(3') 
Sistema superior de funciones. Como se dijo anteriormente, no trata­
remos en detalle la demostración para el sistema superior de funciones. 
Mencionaremos aquí so,lamente el caso para Axlg.l' y Axlig.2'. 
Ej. 4-4'. Supongamos que se define "P" por medio de la siguiente de­
finición: 
P = ., (11.x) Qx (1) 
Podemos forrmar ahora las siiguientes demostraciones en el sistema 
ampliado. 
a. [Sust. -P - , Axlg. l '] 1-- P = P
[Existen. a 2] 1-- (EH) H = P 
La fórmula ,de eliminación para (3) es 
(EH) H = (11.x) Qx 
Esta fórmula es teorema en el siste:n.a original. 
b. [Sust. en Axlg. 2'J 1-- H = P · G = P · :, · H = G 
(2) 
(3) (= B)
(4) (= A)
(5) (= B)
La fórmula de eliminación para (5) es demostrable en el sistema
primit:vo: 
1-- H = (>.x) Qx · G = (11.x) Qx · :, · H = G 
[ 84] 
(6) (= A).
Teoría de la definición en sistemas russellianos / Revista de Filosofía
Como podemos observar, Cond. 3-1 ,cumple .con conservatividad res­
pecto a estos axiomas, ya que en el sistema superio,r vale lo siguiente: 
MT 4-5'. (A) (E!V) (V = (Av1 , .•• Vn) A) (A es un esq. sentencia!, y 
V un predicado (variable) de un tipo correspondiente a " (v1, • • •  vn)·" 
O sea, podemos asociar a cada esq. sentencia} un predicado y éste es 
único. (Compárese con 6f. definición de functores) . 
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