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For an algebra A and an A-bimoduleM, let L(A,M) be the set of
all linear maps from A toM. A map δ ∈ L(A,M) is called derivable
at C ∈ A if δ(A)B + Aδ(B) = δ(C), for all A, B ∈ A with AB = C.
We call an element C ∈ A a derivational point of L(A,M) if ∀ δ ∈
L(A,M) the condition δ is derivable at C implies δ is a derivation.
We characterize derivable maps by means of Peirce decompositions
and determine derivational points for some general bimodules. As a
special case, we see that for a nest algebra A on a Hilbert space H,
every 0 = C ∈ A is a derivational point of L(A, B(H)).
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1. Introduction
Let A be a unital algebra,M be a unital A-bimodule, L(A,M) be the set of all linear maps from A
toM. A map δ ∈ L(A,M) is called a derivation if δ(AB) = δ(A)B + Aδ(B), for all A, B ∈ A. A map
δ ∈ L(A,M) is called derivable at C ∈ A if δ(A)B + Aδ(B) = δ(C), for all A, B ∈ A with AB = C. We
call an element C ∈ A a derivational point of L(A,M) if ∀ δ ∈ L(A,M) the condition δ is derivable at
C implies δ is a derivation. Amap δ ∈ L(A,M) is called a Jordan derivation if δ(A2) = δ(A)A+ Aδ(A),
for all A ∈ A.
Many authors have studied derivable maps. The problem to characterize maps that are derivable
at 0 is part of a general problem to characterize maps (more generally, additive maps from rings to
bimodules) by their actions on zero-products, see, e.g. [1–5,7–9,11]. Jordan derivations have been
extensively studied and it is easy to check that all Jordan derivations are derivable at the unit I of the
algebra; thus they are part of maps that are derivable at I. Recently, some have become interested
in maps that are derivable at elements other than 0 or I, see, e.g. [10,12–16]. In this paper, we give
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some general characterizations of derivable maps. The characterizations will be used to determine
derivational points for some general bimodules. Immediate consequences of our results generalize
several results in the literature.
LetX be a complex Banach space and B(X) be the set of all bounded linear operators onX . A subspace
lattice L of X is a collection of closed subspaces of X containing 0 and X such that for every family {Mr}
of elements of L, both∩Mr and∨Mr belong to L. For a subspace lattice L of X , let algL = {A ∈ B(X) :
AL ⊆ L, ∀ L ∈ L}. A totally ordered subspace lattice is called a nest . If L is a nest, then algL is called a
nest algebra., see [6] formore on nest algebras.When X is a Hilbert space, we change it toH. For Hilbert
spaces, we disregard the distinction between a closed subspace and the orthogonal projection onto it.
In Section 2, characterizations of derivable maps are given in terms of Peirce decompositions. In
Section 3, we determine derivational points of some general bimodules using the characterizations
obtained in Section 2. In Section 4, as an immediate consequence of our results, we see that if A is a
nest algebra on a Hilbert space H then every 0 = C ∈ A is a derivational point of L(A, B(H)).
2. Peirce decomposition and derivable maps
For a unital algebra A and an A-bimoduleM, we denote A′ = {M ∈ M : AM = MA, ∀ A ∈ A}.
A map δ ∈ L(A,M) is called a generalized derivation if there exists an Mδ ∈ A′ such that δ(AB) =
δ(A)B+ Aδ(B) −MδAB, for all A, B ∈ A. For anyM ∈ M, define δM(A) = MA− AM, ∀ A ∈ A. Clearly
δM is a derivation from A intoM. Such derivations are called inner derivations.
For any idempotent E1 ∈ A, let E2 = I− E1. For i, j = 1, 2, defineAij = EiAEj; this gives the Peirce
decomposition ofA:A = A11 +A12 +A21 +A22. For any A ∈ A, let Aij = EiAEj. Similarly, we define
Mij = EiMEj . We sayAij is left faithfulwith respect toM if for anyM ∈ M, the conditionMAij = {0}
impliesMEi = 0 and we say Aij is right faithful with respect toM if the condition AijM = {0} implies
EjM = 0. We say Aij is faithful with respect toM if it is both left faithful and right faithful. In this
paper, we will always let P = E1 and Q = E2 = I − P for simpler notations.
Throughout Sections 2 and 3, we will assume A is a unital algebra over a field F with |F|  4,M
is a unital A-bimodule, and A has a nontrivial idempotent P = E1 ∈ A such that the corresponding
Peirce decomposition has the following property: Every element of A11 is a linear combination of
invertible elements of A11 and every element of A22 is a linear combination of invertible elements
of A22. Algebras that satisfy these assumptions include all finite-dimensional unital algebras over an
algebraically closed field and all unital Banach algebras.
Proposition 2.0. Let V be a vector space over a field F with |F|  3. For any fixed u, v,w ∈ V , define
p(t) = ut2 + vt + w, ∀ t ∈ F . If p(t) = 0 has three distinct solutions in F then u = v = w = 0.
Theorem 2.1. For any C ∈ A such that C21 = 0, if  ∈ L(A,M) is derivable at C then there exists a
δ ∈ L(A,M) such that  − δ is an inner derivation and the following hold
(a) Pδ(P)A12 = A12δ(Q), ∀ A12 ∈ A12.
(b) δ(A12)A12 = A12δ(A12) = 0, ∀ A12 ∈ A12.
If A12 is left faithful with respect toM then
(c) Pδ(P)A11 = A11Pδ(P), ∀ A11 ∈ A11, i.e. Pδ(P) ∈ A′11.
(d) δ|A11 is a generalized derivation from A11 toM.
(e) δ|A11 is derivable at C11.
If A12 is right faithful with respect toM then
(f ) δ(Q)A22 = A22δ(Q), ∀ A22 ∈ A22, i.e. δ(Q) ∈ A′22.
(g) δ|A22 is a generalized derivation from A22 toM22.
(h) δ|A22 is derivable at C22.
Proof. Let M = P(Q)Q − Q(Q)P and define δ(A) = (A) − (MA − AM), ∀ A ∈ A. Then δ is
derivable at anyG ∈ A iff is derivable atG;moreover δ(Q) ∈ M11+M22.Write C = C11+C12+C22.
Fix anyA11 ∈ A11 that is invertible inA11 withA−111 ∈ A11 and Z22, W22 ∈ A22 such that Z22W22 = C22.
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Note that we can take anyW22 that is invertible inA22 withW−122 ∈ A22 and Z22 = C22W−122 to satisfy
Z22W22 = C22.
For any 0 = t ∈ F and A12 ∈ A12, a routine computation shows
[A11 + t(A11A12 + Z22)][(A−111 C − A12W22) + t−1W22] = C.
Since δ is derivable at C,
δ(C) = δ[A11 + t(A11A12 + Z22)] [(A−111 C − A12W22) + t−1W22]
+ [A11 + t(A11A12 + Z22)] δ[(A−111 C − A12W22) + t−1W22]
= t {δ(A11A12 + Z22)(A−111 C − A12W22) + (A11A12 + Z22)δ(A−111 C − A12W22)}
+ t−1 [δ(A11)W22 + A11δ(W22)] + δ(A11)(A−111 C − A12W22)
+ A11δ(A−111 C − A12W22) + δ(A11A12 + Z22)W22 + (A11A12 + Z22)δ(W22).
Since t is arbitrary, by Proposition 2.0 we get
{δ(A11A12 + Z22)(A−111 C − A12W22) + (A11A12 + Z22)δ(A−111 C − A12W22)} = 0 (2.1)
[δ(A11)W22 + A11δ(W22)] = 0 (2.2)
and
δ(C) = δ(A11)(A−111 C − A12W22) + A11δ(A−111 C − A12W22)
+ δ(A11A12 + Z22)W22 + (A11A12 + Z22)δ(W22)
= δ(A11)A−111 C + A11δ(A−111 C) + δ(Z22)W22 + Z22δ(W22)
− δ(A11)A12W22 − A11δ(A12W22) + δ(A11A12)W22 + A11A12δ(W22).
Since A12 in the above equation is arbitrary, we have
δ(C) = δ(A11)A−111 C + A11δ(A−111 C) + δ(Z22)W22 + Z22δ(W22).
and
−δ(A11)A12W22 − A11δ(A12W22) + δ(A11A12)W22 + A11A12δ(W22) = 0 (2.3)
By Eq. (2.2), δ(A11)Q + A11δ(Q) = 0. Since δ(Q) ∈ M11 +M22, we have
δ(A11)Q = A11δ(Q) = 0 (2.4)
Thus, δ(A11)W22 = 0, which gives A11δ(W22) = 0 when applied to Eq. (2.2). In particular,
Pδ(W22) = 0 (2.5)
Taking A11 = P in Eq. (2.3) we get
Pδ(A12W22) = δ(A12)W22 + A12δ(W22) − δ(P)A12W22 (2.6)
Multiplying P from the right of Eq. (2.6) gives
Pδ(A12W22)P = A12δ(W22)P (2.7)
By Eq. (2.5) and δ(Q) ∈ M11 +M22, δ(Q) ∈ M22. TakingW22 = Q in (2.7), we see
Pδ(A12)P = A12δ(Q)P = 0 (2.8)
Multiplying P from the left of Eq. (2.6), settingW22 = Q , and applying Eq. (2.8), we get
Pδ(A12) = Pδ(A12)Q + A12δ(Q) − Pδ(P)A12 = Pδ(A12) + A12δ(Q) − Pδ(P)A12.
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It follows that
Pδ(P)A12 = A12δ(Q) (2.9)
This proves (a).
Rewriting Eq. (2.1), we get
0 = δ(Z22)A−111 C + Z22δ(A−111 C) − [δ(A11A12)A12W22 + A11A12δ(A12W22)]
+ {δ(A11A12)A−111 C + A11A12δ(A−111 C) − δ(Z22)A12W22 − Z22δ(A12W22)}.
Replacing A12 with kA12, for any k ∈ F , we see
0 = δ(Z22)A−111 C + Z22δ(A−111 C) − k2[δ(A11A12)A12W22 + A11A12δ(A12W22)]
+ k{δ(A11A12)A−111 C + A11A12δ(A−111 C) − δ(Z22)A12W22 − Z22δ(A12W22)}.
Since k is arbitrary, by Proposition 2.0 we have
[δ(A11A12)A12W22 + A11A12δ(A12W22)] = 0.
Multiplying P from the left of this equation and applying Eq. (2.8), we get
A11A12δ(A12W22) = 0 (2.10)
It follows
δ(A11A12)A12W22 = 0 (2.11)
Taking A11 = P andW22 = Q in (2.10) and (2.11) completes the proof of (b).
TakingW22 = Q in Eq. (2.3), we get
δ(A11A12)Q = δ(A11)A12 + A11δ(A12) − A11A12δ(Q) (2.12)
Multiplying Q from the left of Eq. (2.12) and setting A11 = P, we have
Qδ(A12)Q = Qδ(P)A12 (2.13)
For any U11 ∈ A11 that is invertible in A11, by Eq. (2.8),
A11δ(U11A12)Q = A11δ(U11A12).
Using this with Eq. (2.12), we get
δ(A11U11A12)Q = A11δ(U11A12) + δ(A11)U11A12 − A11U11A12δ(Q)
= A11δ(U11A12)Q + δ(A11)U11A12 − A11U11A12δ(Q)
= A11[δ(U11)A12 + U11δ(A12) − U11A12δ(Q)]
+ δ(A11)U11A12 − A11U11A12δ(Q).
Thus
δ(A11U11A12)Q = A11δ(U11)A12 + A11U11δ(A12) + δ(A11)U11A12 − 2A11U11A12δ(Q).
On the other hand, by Eq. (2.12) again,
δ(A11U11A12)Q = δ(A11U11)A12 + A11U11δ(A12) − A11U11A12δ(Q).
From the last two equations, we get
δ(A11U11)A12 = A11δ(U11)A12 + δ(A11)U11A12 − A11U11A12δ(Q) (2.14)
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By Eqs. (2.9) and (2.14),
δ(A11U11)A12 = A11δ(U11)A12 + δ(A11)U11A12 − Pδ(P)A11U11A12.
If A12 is left faithful then from the last equation and Eq. (2.4), we get
δ(A11U11) = A11δ(U11) + δ(A11)U11 − Pδ(P)A11U11 (2.15)
The hypothesis that every element of A11 is a linear combination of invertible elements of A11
implies that Eq. (2.15) holds for all A11,U11 ∈ A11.
Taking U11 = P in Eq. (2.15), and applying (2.4) gives
δ(A11) = A11δ(P) + δ(A11)P − Pδ(P)A11 = A11δ(P) + δ(A11) − Pδ(P)A11.
Thus A11Pδ(P) = Pδ(P)A11, which proves (c).
Item (d) follows from (c) and Eq. (2.15) directly.
Multiplying Q from the left of Eq. (2.15) and setting A11 = P, we have the following which will be
used in Section 3
Qδ(U11) = Qδ(P)U11 (2.16)
Since IC = C and δ is derivable at C, it follows δ(I)C = 0. Combining this with Eq. (2.5), we have
Pδ(P)C11 = Pδ(P)CP = Pδ(I)CP = 0. For any A11,U11 ∈ A11 such that A11U11 = C11, by Eq. (2.15)
we get δ(A11U11) = A11δ(U11) + δ(A11)U11. This proves (e).
For any A22 ∈ A22, by Eq. (2.9), A12δ(Q)A22 = Pδ(P)A12A22 = A12A22δ(Q). If A12 is right faithful,
A12δ(Q)A22 = A12A22δ(Q) implies Qδ(Q)A22 = QA22δ(Q). Thus δ(Q)A22 = A22δ(Q). This proves
(f ).
For any invertible V22 ∈ A22, replacing A12 with A12V22 in Eq. (2.6) gives
Pδ(A12V22W22) = δ(A12V22)W22 + A12V22δ(W22) − δ(P)A12V22W22.
Multiplying P from the left of the last equation and applying Eq. (2.6) again, we have
Pδ(A12V22W22) = Pδ(A12V22)W22 + A12V22δ(W22) − Pδ(P)A12V22W22
= [δ(A12)V22 + A12δ(V22) − δ(P)A12V22]W22
+ A12V22δ(W22) − Pδ(P)A12V22W22.
On the other hand, replacingW22 with V22W22 in Eq. (2.6) gives
Pδ(A12V22W22) = δ(A12)V22W22 + A12δ(V22W22) − δ(P)A12V22W22.
From the last two equations, we see
A12δ(V22W22) = A12δ(V22)W22 + A12V22δ(W22) − Pδ(P)A12V22W22.
Applying Eq. (2.9), we get
A12δ(V22W22) = A12δ(V22)W22 + A12V22δ(W22) − A12δ(Q)V22W22.
If A12 is right faithful, the last equation and (2.5) give us
δ(V22W22) = δ(V22)W22 + V22δ(W22) − δ(Q)V22W22 (2.17)
The hypothesis that every element of A22 is a linear combination of invertible elements of A22
implies that Eq. (2.17) holds for all V22,W22 ∈ A22.
By Eqs. (2.7) and (2.8), A12δ(W22)P = 0. IfA12 is right faithful, we have Qδ(W22)P = 0; from this
and Eq. (2.5), we get
δ(W22) ∈ M22 (2.18)
Now (g) follows from (f ), and Eqs. (2.17) and (2.18).
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Since CI = C and δ is derivable at C, it follows Cδ(I) = 0; combining this with (f ) and (2.4),
we have δ(Q)C22 = C22δ(Q) = QC22δ(Q)Q = QCδ(I)Q = 0. For any V22,W22 ∈ A22 such that
V22W22 = C22, by Eq. (2.17) we get δ(V22W22) = δ(V22)W22 + V22δ(W22). This proves (h). 
3. Peirce decomposition and derivational points
Theorem 3.1. Let C ∈ A be such that QC = 0, and ∀ M ∈ M, MC = 0 implies MP = 0. If A12 is faithful
with respect toM, then C is a derivational point of L(A,M).
Proof. Suppose δ ∈ L(A,M) is derivable at C. Subtracting an inner derivation from δ, if necessary, we
can assume δ satisfies all the properties discussed in Theorem 2.1.
First we show ∀ Aij ∈ Aij, δ(Aij) ∈ Mij, ∀ i, j = 1, 2.
By (2.18), δ(A22) ∈ M22.
Since IC = C and δ is derivable at C, we get δ(I)C = 0. By the hypothesis, δ(I)C = 0 implies
δ(I)P = 0; thus, by (2.4), δ(P) = δ(P)P = δ(I)P = 0. By (2.16), Qδ(A11) = Qδ(P)A11 = 0, ∀ A11 ∈
A11. Combining with (2.4), we have
δ(A11) ∈ M11 (3.1)
By (2.9), A12δ(Q) = 0, ∀ A12 ∈ A12. Since A12 is faithful, Qδ(Q) = δ(Q) = 0.
By (2.8), Pδ(A12)P = 0. By (2.13), Qδ(A12)Q = Qδ(P)A12 = 0.
Since QC = 0, (I + A12)C = C. Since δ is derivable at C and δ(I) = δ(P) + δ(Q) = 0, it follows
A12δ(C) + δ(A12)C = 0. Multiplying Q from the left of the equation gives Qδ(A12)C = 0. Thus
Qδ(A12)P = 0, by the hypothesis. Therefore
δ(A12) ∈ M12 (3.2)
Since C = C11 + C12, Pδ(C) = δ(C) by (3.1) and (3.2). Since P(C + A21) = C and δ is derivable at
C, it follows
Pδ(A21) = 0 (3.3)
Since (P + A12)(C − A12A21 − A12 + A21 + Q) = C and δ is derivable at C,
δ(P + A12)(C − A12A21 − A12 + A21 + Q) + (P + A12)δ(C − A12A21 − A12 + A21 + Q) = δ(C).
Applying (3.1) − −(3.3) to the above equation, we get
δ(A12)A21 − δ(A12A21) + A12δ(A21) = 0 (3.4)
Multiplying Q from the right of (3.4) gives A12δ(A21)Q = 0. Since A12 is faithful, Qδ(A21)Q = 0;
combining with (3.3) we get δ(A21) ∈ M21.
To show δ is a derivation, it suffices to prove that for any Aij ∈ Aij, Akl ∈ Akl ,
δ(AijAkl) = δ(Aij)Akl + Aijδ(Akl) (3.5)
We will label each case as Case (ij, kl). Since δ(Aij) ∈ Mij, ∀ i, j = 1, 2, we only need to prove Eq.
(3.5) for j = k.
Case (11, 11) follows from Eq. (2.15).
Case (11, 12) follows from Eq. (2.12).
Case (12, 21) follows from Eq. (3.4).
Case (12, 22) follows from Eq (2.6).
Case (22, 22) follows from Eq (2.17).
It remains to show Cases (21, 11), (21, 12), and (22, 21).
Applying Case (12, 21), we get
δ(A12A21A11) = δ(A12)A21A11 + A12δ(A21A11) (3.6)
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Using Cases (11, 11) and (12, 21), we have
δ(A12A21A11) = δ(A12A21)A11 + A12A21δ(A11)
= δ(A12)A21A11 + A12δ(A21)A11 + A12A21δ(A11) (3.7)
By (3.6) and (3.7), A12δ(A21A11) = A12δ(A21)A11 + A12A21δ(A11). Since A12 is faithful, we get
δ(A21A11) = δ(A21)A11 + A21δ(A11), completing the proof of Case (21, 11).
Applying Case (12, 22), we get
δ(A12A21A12) = δ(A12)A21A12 + A12δ(A21A12) (3.8)
Using Cases (11, 12) and (12, 21), we have
δ(A12A21A12) = δ(A12A21)A12 + A12A21δ(A12)
= δ(A12)A21A12 + A12δ(A21)A12 + A12A21δ(A12) (3.9)
By (3.8) and (3.9), A12δ(A21A12) = A12δ(A21)A12 + A12A21δ(A12). Since A12 is faithful, we get
δ(A21A12) = δ(A21)A12 + A21δ(A12), completing the proof of Case (21, 12).
Applying Case (12, 21), we get
δ(A12A22A21) = δ(A12)A22A21 + A12δ(A22A21) (3.10)
Using Cases (12, 21) and (12, 22), we have
δ(A12A22A21) = δ(A12A22)A21 + A12A22δ(A21)
= δ(A12)A22A21 + A12δ(A22)A21 + A12A22δ(A21) (3.11)
By (3.10) and (3.11), A12δ(A22A21) = A12δ(A22)A21 + A12A22δ(A21). Since A12 is faithful, we get
δ(A22A21) = δ(A22)A21 + A22δ(A21), completing the proof of Case (22, 21). 
Corollary 3.2. Suppose A12 is faithful with respect toM. If C ∈ A such that QC = 0 and C11 is invertible
in A11 then C is a derivational point of L(A,M); in particular, P is a derivational point of L(A,M).
If B is an algebra containing A, then B is an A-bimodule with respect to the multiplication and
addition of B. In this case we have
Theorem 3.3. SupposeA12 is faithful with respect to B andA21 = {0}. IfA′ = F I then every 0 = C ∈ A
is a derivational point of L(A, B).
Proof. Suppose 0 = C ∈ A and δ ∈ L(A, B) is derivable at C, subtracting an inner derivation from δ
if necessary, we can assume δ satisfies the properties of Theorem 2.1.
First we claim that for any B ∈ B,
T12BT12 = 0, ∀ T12 ∈ A12 implies QBP = 0 (3.12)
Suppose T12BT12 = 0, ∀ T12 ∈ A12. For any non-zero A12, T12 ∈ A12, we have A12BA12 = 0,
T12BT12 = 0, and (A12 + T12)B(A12 + T12) = 0. It follows that
A12BT12 + T12BA12 = 0 (3.13)
For any A11 ∈ A11, replacing A12 in Eq. (3.13) with A11A12 gives
A11A12BT12 + T12BA11A12 = 0 (3.14)
Multiplying A11 from the left of Eq. (3.13) gives
A11A12BT12 + A11T12BA12 = 0 (3.15)
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By Eqs. (3.14) and (3.15), we see T12BA11A12 = A11T12BA12. Since A12 is arbitrary andA12 is faithful,
we have
T12BPA11 = A11T12BP (3.16)
Similarly, for any A22 ∈ A22, replacing A12 in Eq. (3.13) with A12A22 gives
A12A22BT12 + T12BA12A22 = 0 (3.17)
Multiplying A22 from the right of Eq. (3.13) gives
A12BT12A22 + T12BA12A22 = 0 (3.18)
By Eqs. (3.17) and (3.18), we seeA12A22BT12 = A12BT12A22. SinceA12 is arbitrary andA12 is faithful,
we have
A22QBT12 = QBT12A22 (3.19)
Let B′ = T12BP − QBT12. It follows from Eqs. (3.13), (3.16), and (3.19) that B′ commutes with A12,
A11, and A22; so B
′ ∈ A′. Thus, there exists a λ ∈ F such that B′ = λI. It follows T12BP = λP. Now
T12BT12 = 0 gives λT12 = 0, thus λ = 0 and T12BP = 0. Since T12 is arbitrary and A12 is faithful, we
have QBP = 0, completing the proof of (3.12).
Next, we show ∀ Aij ∈ Aij, δ(Aij) ∈ Bij, ∀ i, j = 1, 2.
By our assumption, A21 = {0}; and clearly δ(0) ∈ B21.
For any 0 = T12 ∈ A12, by Theorem 2.1(b) we have T12δ(T12) = 0. Multiplying Q from the right
and applying Eq. (2.13), we get T12Qδ(P)T12 = 0. Thus Qδ(P)P = 0, by (3.12). For any A11 ∈ A11, by
Eq. (2.16), Qδ(A11) = Qδ(P)PA11 = 0. Combining this with Eq. (2.4), we get δ(A11) ∈ B11.
For any A12, T12 ∈ A12, by Theorem 2.1(b) we get δ(A12)A12 = 0, δ(T12)T12 = 0, and δ(T12 +
A12)(T12 + A12) = 0. It follows that δ(A12)T12 + δ(T12)A12 = 0. Multiplying T12 from the left and
applying T12δ(T12) = 0, we get T12δ(A12)T12 = 0. Thus Qδ(A12)P = 0, by (3.12). By Eq. (2.13) we
see Qδ(A12)Q = Qδ(P)PA12 = 0. Together with Eq. (2.8), we have δ(A12) ∈ B12.
Finally, by Eq. (2.18), δ(A22) ∈ B22, ∀ A22 ∈ A22.
Since δ(P) ∈ B11 and δ(Q) ∈ B22, by Theorem 2.1(a)(c)(f ), δ(I) = δ(P) + δ(Q) commutes with
A12, A11, and A22; so δ(I) ∈ A′. Thus δ(I) = kI for some k ∈ F .
Since δ is derivable at C and IC = C, we have δ(I)C = 0; or kC = 0. Since C = 0, k = 0. Thus
δ(P) = δ(Q) = 0.
To see δ is a derivation, we only need to verify
δ(AijAkl) = δ(Aij)Akl + Aijδ(Akl).
We will again label each case as Case (ij, kl). Since δ(Aij) ∈ Bij, ∀ i, j = 1, 2, we only need to
consider cases for j = k. Since A21 = {0}, there are only 4 cases.
Case (11, 11) follows from Eq. (2.15).
Case (11, 12) follows from Eq. (2.12).
Case (12, 22) follows from Eq. (2.6).
Case (22, 22) follows from Eq. (2.17). 
4. Applications to algebras of operators on Banach spaces
Let X∗ be the topological dual of X . For any e ∈ X and f ∗ ∈ X∗, let e ⊗ f ∗ be the rank-one operator
defined by (e ⊗ f ∗)x = f ∗(x)e, ∀ x ∈ X . For any C ∈ B(X), we use ran(C) to denote the range of C.
Note that [10, Theorem 3.1] can be stated in the following slightly more general form, the same proof
in [10] will remain intact.
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Proposition 4.1 [10, Theorem 3.1]. Let A be a norm-closed unital subalgebra of B(X) such that ∨{x :
∀ 0 = x ⊗ f ∗ ∈ A} = X. If δ ∈ L(A, B(X)) is derivable at some C ∈ A and ran(C) is dense in X, then δ is
a derivation; i.e. C is a derivational point of L(A, B(X)).
Remark. Many subalgebras A of B(X) satisfy ∨{x : ∀ 0 = x ⊗ f ∗ ∈ A} = X , including J -subspace
lattice algebras and completely distributive subspace lattice algebras, in particular, nest algebras.
The following generalizes [13, Theorem 4.1].
Corollary 4.2. Let N be a nest on a Banach space X and A = algN be the corresponding nest algebra. If
C ∈ A such that either ran(C) is dense in X or C is injective, then C is a derivational point of L(A, B(X)).
Proof. Let x 
→ xˆ be the canonical map from X to X∗∗, then (x ⊗ f ∗)∗ = f ∗ ⊗ xˆ. A standard routine
verification shows ∨{x : ∀ 0 = x ⊗ f ∗ ∈ A} = X and ∨{f ∗ : ∀ 0 = f ∗ ⊗ xˆ ∈ A∗} = X∗. If
ran(C) is dense in X , we can apply Proposition 4.1 directly. If C is injective, then C∗ has dense range
in X∗. For any δ ∈ L(A, B(X)) that is derivable at C, define a linear map δ∗ : A∗ 
→ B(X∗) by
δ∗(A∗) = δ(A)∗, ∀ A∗ ∈ A∗. It follows that δ∗ is derivable at C∗. Thus δ∗ is a derivation by Proposition
4.1, this implies δ is a derivation. 
Lemma 4.3. For a Hilbert space H, every 0 = C ∈ B(H) is a derivational point of L(B(H), B(H)).
Proof. If ran(C) is dense in H, the conclusion follows from Proposition 4.1 with A = B(H).
Suppose 0 = C ∈ B(H) and ran(C) is not dense in H. We will apply Theorem 3.1 with A = M =
B(H). Let P be the orthogonal projection from H onto the closure of ran(C) and Q = I − P. Then
QC = 0, and ∀ M ∈ B(H), MC = 0 implies MP = 0. Clearly, A12 = PB(H)Q is faithful, so Theorem
3.1 applies. 
As a consequence of Theorem 3.3, we have
Theorem 4.4. Let L be a subspace lattice on a Banach space X and A = algL. If there exists a nontrivial
idempotent P ∈ A such that ran(P) ∈ L and PB(X)(I − P) ⊆ A then every 0 = C ∈ A is a derivational
point of L(A, B(X)).
Proof. We will apply Theorem 3.3 with B = B(X). Let Q = I − P. The condition ran(P) ∈ L implies
A21 = QAP = {0}. The condition PB(X)Q ⊆ A implies A12 = PB(X)Q is faithful. To see A′ = CI,
take any B ∈ A′, from BP = PB we get PBQ = QBP = 0. Thus B = B11 + B22. For any x ∈ ran(P) and
f ∗ ∈ X∗, x ⊗ f ∗Q ∈ A12. It follows from Bx ⊗ f ∗Q = x ⊗ f ∗QB that
B11x ⊗ f ∗Q = x ⊗ f ∗QB22 (4.1)
By (4.1), B11x ∈ Cx. Since x ∈ ran(P) is arbitrary, it follows B11 = λP for some λ ∈ C. Combining
with (4.1) we have, x ⊗ f ∗(λQ − B22) = 0. Thus B22 = λQ and B = λI. The conclusion now follows
from Theorem 3.3. 
The following generalizes [13, Theorem 3.1].
Corollary 4.5. LetN be a nest on a Banach space X andA = algN . If there exists a nontrivial idempotent
P ∈ A such that ran(P) ∈ N then every 0 = C ∈ A is a derivational point of L(A, B(X)).
Proof. Let Q = I − P, check PB(X)Q ⊆ A and then apply Theorem 4.4. 
Theorem 4.6. If A = algN is a nest algebra on a Hilbert space H then every 0 = C ∈ A is a derivational
point of L(A, B(H)).
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Proof. IfN = { 0, H}, thenA = algN = B(H), the conclusion follows from Lemma 4.3. If there exists
a nontrivial P ∈ N , the conclusion follows from Corollary 4.5. 
Theorem 4.6 generalizes several results in the literature, including [12, Theorem 2.7, 15, Theorem
3.1, 16, Theorem 3.2].
The author reported some results of this paper, including Theorem 4.6, at the 27th South Eastern
Analysis Meeting at the University of Florida on March 17—19, 2011.
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