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ABSTRACT
In recent years, public awareness of the impact caused by micron-sized particles such as
infectious aerosols or dust has increased drastically, ranging from severe public health con-
cerns to various environmental issues. In addition, airborne dust and volcanic ash ingested
by aircraft engines compromise the durability, performance, and safety of engine turbine
components. The transport and deposition of fine (. O(10µm)) particulates in turbu-
lence (e.g., dust or powder) is largely controlled by cohesive forces such as electrostatics
and van der Waals. Due to their small size and cohesive nature, tracking individual parti-
cles in turbulence is challenging, and is further complicated by significant uncertainties in
material properties. Although computational methods with varying levels of complexity
have been developed over past decades, accurate predictive models of cohesive particle
transport and deposition do not yet exist for large-scale simulations.
The main objective of this work is to develop a numerical framework tailored for re-
solving cohesive particle interactions in turbulence. Efficient algorithms are developed to
optimally resolve particle contact forces in a direct numerical simulation (DNS) frame-
work. The framework is then used to study the effect of electrostatics on particle transport
in turbulence. It is found that the short-range electric potential plays a key role in particle
clustering even in dilute suspensions. A follow-up study of charged aerosols in ionized
air identifies a feedback mechanism capable of generating atmospheric turbulence via an
electrohydrodynamic body force.
Turbulence-induced breakup of an aggregate of solid particles subject to van der Waals
is also investigated. A phenomenological model of the breakup process is developed that
acts as a granular counterpart to the Taylor analogy breakup (TAB) model commonly
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used for droplet breakup. Such a model is capable of predicting the onset of aggregate
breakup in the absence of a resolved turbulent flow field. Finally, particle deposition in
a turbulent pipe flow is studied in the presence of van der Waals and electrostatics. The
sensitivity of deposition rate to uncertainties in cohesive forces is efficiently quantified
using a multi-fidelity framework. Deposition is found more sensitive to electrostatics





1.1 Fine particulates in turbulent flows
In this dissertation, solid particles or liquid droplets of size below 20µm are considered
fine particulates, which generally refer to dust, powder, pollen, soot, smoke and aerosols
suspended in air. The transport and deposition of fine particulates in turbulent flows play
important roles in many engineering, environmental and medical systems. For example,
pathogen-laden aerosols can transmit infectious diseases during inhalation, which results
in long-range transmission and pose severe challenges to public disease control [115]. Var-
ious solid particulates emitted from combustion processes have been shown to contribute
to global warming [20] and cause cardiovascular diseases [86]. Other examples include
dry powder inhalers for drug delivery [12, 267, 268], dust ingestion in gas turbine en-
gines [9, 56, 21, 202] and fluidized bed reactors [165, 242, 146, 175], where particles are
commonly observed to form long chains and aggregates due to inter-particle attractive
forces such as electrostatics and van der Waals (see Fig. 1.1). In past decades, tremendous
efforts have been made to understand and predict the behavior of fine particle transport
and deposition in turbulent environments, which is crucial for the design and improvement
of the aforementioned systems.
Solid particles are typically classified into four groups based on solid-fluid density differ-
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Figure 1.1: Examples of fine particulates in turbulent flows. (a) Aircraft engines are susceptible to
sand and dust ingestion at takeoff, while other airborne particulates (e.g., volcanic ash and pollutants)
can contaminate the intake at higher altitudes (photo credit: Tim Grabert). (b) Severe corrosion of
turbine blades by ingested particles [263]. (c) Particle clumping due to van der Waals significantly
deteriorates the delivery efficiency of drug particles in dry powder inhalers (Photo credit: Dan Stanton).
(d) Triboelectrical charging of particles at the walls of fluidized bed reactors alter bubble dynamics and
increase wall deposition [37].
ence and particle size according to the classic Geldart classification [80] shown in Fig. 1.2.
The focus of this dissertation is on Geldart C-type particles (e.g. dust or powder in air)
in which inter-particle attractive forces (cohesion) are important [160, 251]. The dynam-
ical evolution and morphology of cohesive particles involve a complex interplay between
turbulent stresses and inter-particle attractive forces, both long-range (e.g., electrostatic
forces) and short-range (e.g., van der Waals forces). As a result, particle clumping can
arise under various circumstances, which is known to compromise the performance of
the aforementioned systems. For example, agglomeration has been shown to significantly
2
deteriorate the delivery efficiency of drug particles [12], accelerate turbine blade erosion
in gas turbine engines [87, 97] and defluidize two-phase reactors [165, 37]. Due to the
small size and opaque nature of these particles, however, experimental investigations
are limited to either a small number of particles under well-controlled conditions [95] or
measurements of quantities that do not require optical access [97, 40]. When particles
agglomerate into larger clumps, tracking a large number of tiny particles becomes in-
tractable experimentally. The remainder of the introduction will summarize the physical
processes associated with particle-laden turbulence, highlight key simulation challenges,
followed by the objectives and outlines of this dissertation.
Figure 1.2: Particle classification according to Geldart [80]. Transport of Group C-type particles such
as dust or powder with size ranging from 1 to 20µm are dominated by cohesive forces. Figure adapted
from Cocco et al. [38].
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1.2 Introduction to particle-laden turbulence
1.2.1 Particle transport in turbulence
Particle transport and dispersion in turbulent flows is a key aspect of a large number of
important processes, including cloud formation in the atmosphere [280], transmission of
infectious diseases [23, 22, 166], and various combustion and emission processes [123, 33].
Momentum coupling between the phases is primarily characterized by the particle volume
fraction φp, defined as the volume occupied by the particle phase over the entire volume
of consideration, as shown in Fig. 1.3. When φp < 10
−6, particles have very little effect
on each other or the fluid phase due to their low concentration (i.e., one-way coupled).
As the particle concentration increases (10−6 ≤ φp . 10−3), the momentum source of
the dispersed phase on the carrier-phase via drag becomes important such that particles
also modify the fluid dynamics (i.e., two-way coupled). At higher loading (φp & 10−3),
particle-particle interactions such as collisions become non-negligible and the particle-fluid
system is considered four-way coupled. For instance, droplet collision in a cloud plays a
key role in coalescence between water droplets, which dictates the onset of rainfall [280].
One of the key features of particle distribution in turbulent flows is the phenomenon of
preferential concentration [159, 60, 57]. Heavy particles tend to accumulate in regions of
high strain rate and avoid regions of high vorticity. This phenomenon is characterized by
the Stokes number St, defined as the ratio of particle-to-fluid inertia. For very small St,
particles follow fluid streamlines and act as tracer particles, whereas particles with large St
are inertial and less responsive to the carrier phase. At intermediate St, particle inertia is
comparable to the fluid such that particles are effectively ejected by the turbulent eddies
and cluster in high strain-rate regions. Preferential concentration is found to be most
profound when St is close to unity (see Fig. 1.4).
When particles carry electrical charge, such coupling between particles and the underly-
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Figure 1.3: Phase coupling regimes for particle-laden turbulence proposed by Elghobashi [59]. φp is the
particle volume fraction defined as volume occupied by the particle phase Vp over the entire volume of
the domain V . τp, τe, and τK are particle response time, turbulence eddy turnover time, and Kolmogorov
time scale respectively. Figure adapted from Kasper et al. [121].
ing carrier phase can lead to significant spatial segregation in charge density that induces,
or amplifies, an electric field. A recent study of the Sahara dessert showed that electric
fields contribute to an increase of up to ten times the amount of particles emitted into
the atmosphere [62]. A positive feedback was observed whereby the electric field increases
shear-induced dust lifting, which in turn introduces increased charges to the atmosphere
resulting in a stronger electric field [125]. Meanwhile, the relative importance between
fluid forces (i.e., drag) and electrostatic forces in turbulent flows remain elusive. When
drag is dominant, we expect the particles to preferentially concentrate in high strain rate
regions of the flow, with the level of clustering determined by the Reynolds number and
Stokes number [222]. With increasing charge magnitude, eventually Coulomb interactions
will have an order-one effect on the spatial distribution of particles. Note that due to the
long-range nature of electrostatics, particle-particle interactions become important even
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Figure 1.4: Instantaneous particle distribution in homogeneous isotropic turbulence with Taylor micro-
scale Reynolds number Reλ = 100 and different Stokes numbers. (a) St = 0 (Tracer), (b) St = 0.1, (c)
St = 1, and (d) St = 5. Figure adapted from Zhang et al. [278].
in dilute suspensions (one-way coupling regime).
Particle transport in turbulence is further complicated by the presence of other co-
hesive forces such as van der Waals. Development of aggregates of cohesive particles in
turbulent flows is affected by the turbulence in two different ways. The inertia imparted
on the particles by the turbulent fluctuations leads to enhanced collision rate, and hence
increases the rate of agglomerate formation. On the other hand, various fluid stress fluc-
tuations associated with the turbulent flow such as shear and rotation can tear apart the
agglomerates if sufficiently strong. Transport of cohesive particles is therefore particularly
responsive to local fluctuations in particle concentration and fluid velocities. As a result,
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the small time- and length-scales need to be resolved simultaneously in order to accurately
capture the physics associated with particle-particle interactions. Furthermore, particles
can modify the fluid phase due to high local particle volume fraction if agglomerates are
formed, and two-way coupling is therefore important even for systems with small φp on
average. Due to the complex interplay between cohesive particles and turbulence, the for-
mation and breakup of cohesive aggregates in turbulence is still an active area of research
and will be discussed in the following chapters.
As shown in Fig. 1.3, particles can in return modulate turbulence at large φp via two-
way coupling. Depending on the particle size and density, velocity fluctuations in the
carrier phase can be either augmented or attenuated by the presence of particles [8]. The
focus of this dissertation is on dilute suspension of fine particulates, for which turbulence
modulation due to momentum coupling is often negligible. However, charged particles
can affect turbulent kinetic energy through a different mechanism when the carrier phase
is ionized. The gradients in the electric potential induce molecular motions of the ionized
fluid, which is known as the electrohydrodynamic (EHD) force. One example is the
atmosphere for which the EHD force can be amplified by more than three orders of
magnitude in extreme conditions, such as thunderstorms, compared to typical fair weather
conditions [201, 214]. While the EHD force is known to induce turbulence in ionized
fluids, such as electrolytic cells [28], liquid films [232], and electrostatic precipitators [5],
and similar instabilities due to magnetohydrodynamics exist in plasmas [136, 229, 76],
the effect of self-induced electric field by charged particles on turbulence augmentation
via EHD force is less established.
1.2.2 Particle deposition in wall-bounded flows
Particles suspended in a fluid are commonly observed to be deposited on solid walls.
Measuring, predicting, and understanding the deposition rate are important in many
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medical and engineering applications such as dry powder inhalers [12, 267, 268], dust
ingestion in gas turbine engines [9, 56, 21, 202] and fluidized bed reactors [165, 242, 146,
175]. Similar physical processes take place in the atmospheric dispersal of pollutants [262,
109], the determination of indoor air quality [132, 131], the sedimentation of various
substances in rivers [164, 265], and heat transfer equipments [255]. For example, particles
sticking to heat exchanger surfaces can cause severe performance degradation of the device.
Deposition is known to be driven by either gravity for large particles (sedimentation) or
adhesive forces such as van der Waals attraction and electrostatics for Geldart-C particles.
Tremendous experimental and numerical efforts have been made toward understanding
and predicting particle deposition rates.
Many previous studies provide experimental measurements of the deposition velocity
Vdep defined as the particle mass transfer rate on the wall normalized by the bulk density
of particles [137, 73, 210, 257, 211]. The results fall into three distinct regimes in which
particle deposition is governed by different physics (see Fig. 1.5). For sub-micron particles,
the brownian motion becomes important, particles primarily deposit on the wall driven
by turbulent diffusion, this regime is called turbulent diffusion regime. As the particle
size increases, the deposition rate increases dramatically as the result of the interaction
between inertial particles and fluid turbulent eddies. These particles are preferentially
concentrated in high strain rate regions and ejected from turbulent eddies to the wall at
a relatively high velocity. This regime is named diffusion-impaction regime. The third
regime is known as the inertia-moderated regime where ballistic particles acquire sufficient
momentum from turbulent eddies to impact the wall directly. The deposition rate reduces
with increasing particle size due to the fact that larger particle inertia results in a delayed
response to the turbulence.
The complex and multi-physical nature of the particle deposition process make the
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Figure 1.5: Summary of experimental data for particle deposition in fully developed turbulent pipe flow.
Shaded region highlights the range of experimental measurements with significant uncertainties. Figure
adapted from Young and Leeming [274].
modeling extremely challenging. The most well-known theory is the ‘free-flight’ or ‘stop-
distance’ model proposed by Friedlander and Johnstone [73], which assumes particles can
directly deposit on the wall once they diffuse to one ‘stop-distance’ from the wall. How-
ever, it requires the particle velocity to be on the same order of the friction velocity at
the stop distance, which is a significant over-prediction [274]. The model has been im-
proved by many others [43, 10, 264, 178], but all require tuning of free-flight velocity and
only work for the diffusion-impaction regime. More recently, Lagrangian particle tracking
is adopted for deposition predictions. The fluid phase fluctuation can be obtained by
numerically solving the Navier-Stokes equations [173, 26, 254], estimated by empirical
correlations [116], or simulated using random walk models [84, 44, 83]. Depending on
how resolved the fluid phase is, the accuracies and computational costs of these simu-
lations vary significantly. Alternatively, Eulerian calculations provides an efficient way
to predict deposition. Johansen [112] found good agreement with experiment by solving
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particle continuity and momentum equations with empirical closure models for the parti-
cle turbulence terms. More recently, Guha [93, 94] proposed a one-dimensional Eulerian
model which is derived purely from conservation laws in the wall-normal direction and
has decent predictions for all three regimes.
These models of different fidelities, Eulerian or Lagrangian, are all based on the as-
sumption that particle cohesion is negligible comparing to other effects such as turbulent
dispersion due to drag. However as mentioned previously, cohesion plays an important
role in particle transport especially for the turbulent diffusion regime (Geldart-C parti-
cles). Furthermore, there are large uncertainties in particle charge amount and cohesion
strength whose effects on particle deposition models remain elusive. Guha [94] demon-
strated electrostatics, temperature gradients, and surface roughness can all cause orders
of magnitude variations in the deposition rate using the aforementioned 1D Eulerian
model (see Fig. 1.6). While incredibly valuable, the model only accounts for particle-wall
electrostatic interactions and the particle distribution is assumed to be only a function
of wall distance. In reality, however, particle clustering can be significantly modified by
particle-particle electrostatic interactions [50, 51, 118]. In addition, particles are known
to accumulate along low-speed streaks, defined as regions of lower-than-mean stream-
wise velocity [244, 282, 151]. These spatial inhomogeneities can alter particle near-wall
deposition and are yet to be fully understood.
1.3 Challenges in simulating fine particulates in turbulence
Development of accurate predictive models for fine particle-laden flows is hindered by
the current incomplete understanding of how cohesive forces depend on the experimental
conditions and property uncertainties. Numerical investigations have attempted to tackle
this issue by employing computational approaches with varying levels of resolution. How-
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Figure 1.6: Effects of charge, temperature gradients, and surface roughness on the predicted deposition
rate using the 1D Eulerian deposition model proposed by Guha [94]. Parameter ranges are chosen to be
relevant to typical particle-laden turbulent pipe flows. Figure adapted from Guha [94].
ever, the multi-scale and multi-physics nature of cohesive particle flows present a few
outstanding numerical challenges.
1.3.1 A question of scales
The major challenge in numerically investigating cohesive particles in turbulence is
properly resolving the wide range of length- and time-scales at play. Consider a typical ap-
plication that involves dust suspended in an air flow with Reynolds number Re = O(104),
a particle diameter dp = O(10−5) m, the characteristic fluid length Lf = O(10−3) m,
and velocity scales in both phase uf = up = O(1) m/s. The advection time scale of
the fluid phase is therefore τf = Lf/uf = O(10−3) whereas τp = dp/up = O(10−5)
for the particle phase. When two particles collide, a contact time scale arises with
τcol = Lcol/up = O(10−8) given that most short-range cohesive forces are only active
in Lcol = O(10−8) m [153]. Therefore, the physical length- and time-scales of such sys-
tems can vary five orders of magnitude, and is often further complicated by the large
number of particles involved with N = O(108). Special attention should be given when
numerically resolving both phases simultaneously to capture multi-scale physics and at
the same time avoid prohibitive computational costs.
11
A number of modeling approaches have been developed to simulate particle-laden flows
at different scales. One common approach is to couple Lagrangian particle tracking with a
mean flow field obtained from Reynolds-averaged Navior-Stokes (RANS). This approach
has been widely used for particle ingestion in gas turbine engines [87, 97, 21]. Despite
its low computational cost, it has been shown to significantly under-predict turbulent
dispersion [260] as the micro-scale particle-fluid interactions are not resolved. Particle-
resolved direct numerical simulation (PR–DNS) fully resolves the fluid phase with exact
boundary conditions imposed at each particle surface [227] and has been applied to study
particle cohesion in turbulence [239, 248, 249]. While PR–DNS is highly accurate, it is
limited to small systems due to its high computational cost and therefore agnostic to
macro-scale physics.
Eulerian–Eulerian (EE) methods solve both the fluid and particle phase on a common
Eulerian grid. In the small Knudsen number (highly collisional) limit with an underlying
assumption that the flow is nearly at equilibrium, the particle velocity distribution is
close to Maxwellian and a Chapman–Enskog expansion can be used to derive a two-fluid
model (TFM) using ensemble or volume averaging [4, 81, 277]. This approach leads to
particle-phase transport equations that closely resemble the Navier–Stokes equations using
moment closures obtained from kinetic theory. While cohesion models have been coupled
with TFM in the past [195, 196], it is typically only valid in dense granular regimes and
are unable to capture important features of particulate flows when the particle phase is
far from equilibrium [49].
Eulerian–Lagrangian (EL) methods provide an alternative framework that explicitly
captures particle-particle interactions (e.g., collisions, short- and long-range interactions,
etc.). In this approach, each particle is tracked individually and coupled to the fluid
via interphase exchange terms [238, 30], which has been widely applied to study cohe-
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sive particles in turbulence [103, 128, 25, 221, 139, 270]. However, most existing studies
consider one-way coupling without taking into account influences of drag or volume dis-
placement by particles on the fluid. Such an approach is not appropriate when modeling
large particle aggregates as it over-predicts the interphase slip velocity in the vicinity of
the particles [53]. Another known deficiency of this method when dealing with cohesive
particles is the restrictive time step.
1.3.2 Long-range vs. short-range interactions
Cohesive forces between particles are present in various forms that are active across
different scales, some of which include electrostatics, van der Waals, protein binding,
liquid bridging, sintering, etc. Long-range interactions, such as electrostatics, decays
with the square of the particle separation distance and typically results in non-negligible
interactions even with particles far away. Short-range forces, such as van der Waals, are
only active at a sub-micron length scale but can lead to numerically stiff gradients for
particles in contact.
Due to the long-range nature of electrostatic forces, properly accounting for Coulomb
interactions in systems with many particles must be handled carefully for accurate pre-
dictions that avoid O(N2) computations, with N the number of charged particles. The
particle-mesh (PM) method is typically employed in numerical simulations of both homo-
geneous (e.g., Karnik and Shrimpton [117]) and wall-bounded (e.g., Ceresiat et al. [32])
flows as it avoids computing direct pairwise sums. Instead, the charge is projected on
the computational grid, and the electric potential is solved via a Poisson equation. While
computationally efficient, PM fails to capture short-range interactions that are antici-
pated to be important when particles cluster. The particle-particle particle-mesh (P3M)
method introduced by Hockney and Eastwood [104] improves upon PM method by ex-
plicitly adding a short-range contribution within a cut-off radius. It requires modifying
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the long-range potential in Fourier space to avoid double counting the short-range and
long-range contributions, and scales with O(N logN). P3M has been applied to simula-
tions of ionic liquids [2], molecular dynamics [250, 77, 212], and cosmology [39], yet to
date has not been applied to particle-laden flows. The major drawback of P3M is that
the correction to the long-range potential is typically handled in Fourier space and con-
sequently limited to cubic periodic domains, which prevents its application in studying
particle deposition in wall-bounded flows.
The effect of van der Waals attraction during collision of two particles can be illus-
trated by different mechanics. When two particles come into contact, the contact region
can either be approximated as two flattened surfaces or retain their original shape, de-
pending on the properties of the particles and the strength of adhesive forces. These two
assumptions are the basis for two widely applied contact mechanics models, the JKR ap-
proach by Johnson et al. [114] and the DMT approach by Derjaguin et al. [45] respectively.
Both assume elastic contact based on Hertzian theory and are therefore limited to small
deformations in the absence of other particle forces such as electrostatics. Alternatively,
the van der Waals force can be modeled independent of the contact model and simply
treated as another external force. The magnitude of the van der Waals force between
two particles was given by Hamaker [96] in 1937 as a function of particle separation s
and the Hamaker constant A. However, one outstanding challenge of directly resolving
van der Waals forces is that a brute-force implementation would require excessively small
time steps to resolve inter-particle contact time scales. To this end, the spring stiffness
of simulated particles is typically reduced from its realistic values, resulting in artificially
‘soft’ particles to enable larger time steps. It is therefore important to ensure the overall
effect of cohesion is insensitive to the choice of particle stiffness and consequently the
results remain unchanged as simulation time step is adjusted.
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1.3.3 Underlying uncertainties
Another outstanding modeling challenge is the significant uncertainties associated with
cohesive force measurements as well as particle material properties. For example, typical
dust is composed of fine mineral particulates for which the measurement of the Hamaker
constant, which dictates the strength of van der Waals attraction, can span five orders of
magnitudes [249]. It remains an ongoing debate in the literature about how to parametrize
and measure cohesive forces accurately [103, 135, 25]. Another key uncertainty of dust
ingestion in gas turbine engines is the constitution of the ingested particles, which varies
significantly with geographic locations [219]. For example, Fig. 1.7 summarizes the min-
eral and chemical components of dust from different sites of the Middle East [61], from
which large variation can be seen in the mass percentage of each constituent. In addition,
the composition of the same dust sample varies at different size ranges [217], which are
becoming more relevant for modern helicopter turboshaft engines where large particles
are filtered out during engine intakes by inertial particle separators [41].
Particle types dp [µm] Hamaker constant [1e-20 J] Electric charge [C] CoR
A11 A12
SiO2 (Silica) 0.1− 100 6.5 5.37− 13.7 8.0e-18− 4.0e-16 0.62− 0.77
SiO2 (Quartz) 0.5− 15 8.86 7.59− 12.1 8.0e-18− 4.0e-16 0.19
Al2O3 (Alumina) 0.2− 34 15.2 7.90− 21.1 1.4e-18− 2.4e-16 0.62
CaSO4 (Gypsum) 0.7− 20 − − − 0.10
Dolomite 2− 40 7.34− 13.75 − − 0.15
NaCl (Salt) − 6.48 6.45− 10.3 − 0.11
Fe2O3 − 6.8− 25 − − −
MgO − 10.6− 12.1 8.84− 14.2 − −
CaO − 12.4 − − −
TiO2 − 15.3 9.46− 15.4 − −
ARD 1− 40 1.76− 125 N/A 1.08e-17− 5.2e-16 0.34− 0.76
Fly ash 1.5− 80 0.25− 1.9 N/A 8.7e-17− 2.2e-16 0.16− 0.75
Fine soil 2− 20 1.05− 513 N/A 2.3e-17− 2.5e-16 0.38− 0.92
Table 1.1: Size, Hamaker constant, charge and coefficient of restitution (CoR) reported in the literature of
common natural particulates and dust constituents. Upper and lower bounds are chosen to be within 10
to 90 percentile when distributions are given. ARD denotes Arizona road dust. References: [237, 241, 130,
16, 65, 52, 71, 69, 40, 75, 224, 172, 82, 41, 215, 134, 55, 236, 19, 127, 85, 225, 133, 269, 193, 206, 191, 168].
15
Figure 1.7: Particulates composition of dust samples from different sites around the Middle East in terms
of mineral components (top) and metal oxides (bottom). Figure adapted from Engelbrecht et al. [61].
Table 1.1 summarizes typical size, charge, and Hamaker constant ranges for these com-
mon particulates of dust constituents. It can be seen that particle properties exhibit large
variations even at standard atmospheric conditions. Other effects such as temperature
gradients or surface roughness may further contribute to these uncertainties [94]. The
variations in particulate constitutions, physical properties and flow conditions introduce
inevitable measurement errors for experimental deposition studies as shown in Fig. 1.5,
demonstrating the importance of quantifying how sensitive the particle deposition rate is
to these uncertainties.
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Nevertheless, most of the existing studies on cohesive particles consider monodisperse
particles with single valued charge [143, 144] and Hamaker constant [103, 99]. The effect
of uncertainties in these parameters on particle dynamics remains elusive, especially when
the carrier phase is turbulent. Accurately quantifying these uncertainties requires many
expensive simulations. An efficient framework for uncertainty quantification and sensitiv-
ity analysis is needed to investigate the effects of particle uncertainties on deposition in a
tractable manner.
1.4 Objectives of this work
To alleviate previous numerical constraints, the overarching goal of this work is to
establish a physics-based numerical modeling approach to understand and accurately
predict transport and deposition of cohesive particles. To date, coarse-grained turbulence
models such as RANS coupled with Lagrangian particle tracking remain the workhorse
for the simulations of large-scale applications such as turbomachinery and fluidized bed
reactors. Reliable, physics-based models for the transport and deposition of fine particles
in turbulent flows are a key step towards enabling next generation energy conversion
process and gas turbine engines. In the present work, physical insights provided by high-
fidelity simulations will be used to understand the effect of cohesion on particle dynamics
and inform reduced-order models in coarse-grained simulation frameworks, where relevant
spatial- and temporal-scales are not resolved. The effects of underlying uncertainties on
particle deposition will be quantified. The specific objectives of this dissertation include:
1. Develop an efficient numerical framework capable of accurately predicting particle
transport and deposition of Geldart-C type particles in turbulence.
2. Characterize the effect of cohesive forces (electrostatics and van der Waals) on par-
ticle dynamics in both homogeneous and wall-bounded turbulent flows.
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3. Quantify the uncertainties in particle deposition due to variations in particle material
properties and cohesion strength.
4. Advance reduced-order models capable of predicting particle transport and deposi-
tion phenomena in turbulence using data from high-fidelity simulations.
1.5 Thesis overview
This dissertation is divided into seven chapters. Chapters II - VI are reorganized pre-
prints of manuscripts that have been published or are in preparation for submission to a
journal.
Chapter II [270, 273, 272] describes in detail the Eulerian–Lagrangian numerical frame-
work tailored for fine particulates in turbulence. Specifically, the details on numerical algo-
rithms of particle-particle and particle-fluid forces as well as two-way coupling treatment
are provided. A multi-scale time stepping algorithm is presented to alleviate restrictive
time steps. The framework acts as a foundation for the following chapters in which several
detailed studies of cohesive particle-laden flows will be presented.
The effects of cohesive forces (electrostatics and van der Waals) on particle transport
are provided in Chapter III - V. In Chapter III [270, 272], an efficient electrostatic algo-
rithm (P3M) is coupled with a soft-sphere collision models for the first time to accurately
capture particle interactions. The accuracy of the approach is compared to other existing
methods and then applied to a Taylor-Green vortex and homogeneous isotropic turbulence
to quantify the relative importance of electrostatics and drag. Chapter IV [271] presents a
followup study on turbulence augmentation due to charged particles via electrohydrody-
namic forces. A feedback mechanism of turbulence generation is identified through linear
stability analysis and direct simulation of ionized air with charged aerosols.
A detailed study of turbulence-induced breakup of a particle clump subject to van der
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Waals attraction is presented in Chapter V [273]. The breakup rate is found to scale
with cohesion strength and turbulence intensity. A phenomenological model is proposed
to predict aggregate breakup based on a granular counterpart of Taylor-analogy breakup
model developed for liquid droplets.
In Chapter VI, particle deposition is investigated in a turbulent pipe flow where the
effects of charge and van der Waals attraction are quantified. The relative importance
of cohesive forces are compared for particles of different sizes using both DNS and a 1D
Eulerian model. The sensitivity of particle deposition to uncertainties in these cohesive
forces are efficiently assessed by leveraging deposition models of different fidelities.




A Multi-scale Euler–Lagrange framework
In this work, we consider Geldart-C type particles such as dust or powder suspended in
air with diameter dp ranging from 1µm to 20µm. Cohesion due to electrostatics and van
der Waals is important for this size range. The long range nature of the electrostatic force
requires special numerical treatment to avoid O(N2) computation. Although the van der
Waals interaction is short ranged, it introduces small time-scales during particle contact
that need to be resolved. In addition, when particles aggregate, momentum coupling
between particles and the fluid must be taken into account. In this chapter, a multi-
scale Eulerian–Lagrangian numerical framework is introduced that specifically addresses
these issues by simultaneously resolving the wide range of time- and length-scales at play.
Efficient and scalable algorithms are developed to accurately handle electrostatics and
van der Waals interactions in periodic and wall-bounded flows.
2.1 Introduction
Numerical simulations can provide the space–time information needed to shed light on
the complex interactions that occur in turbulent suspensions of fine cohesive particles.
Due to the long-range nature of electrostatic forces, properly accounting for Coulomb
interactions in systems with many particles must be handled carefully for accurate pre-
dictions that avoid O(N2) computations, with N the number of charged particles. The
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particle-mesh (PM) method is typically employed in numerical simulations of both homo-
geneous (e.g., Karnik and Shrimpton [117]) and wall-bounded (e.g., Ceresiat et al. [32])
flows as it avoids computing direct pairwise sums. Instead, the charge is projected on
the computational grid, and the electric potential is solved via a Poisson equation. This
method implicitly assumes that the electrostatic force between neighboring particles is
small compared to the net effect of all other particles. While computationally efficient,
PM fails to capture short-range interactions that are anticipated to be important when
particles preferentially concentrate in regions of the flow [270]. An alternative approach
is to apply a screen function, or cutoff radius, such that a limited range of particle in-
teractions are considered, and the far field influence is ignored. In order to limit the
computational burden, Lu and Shaw [143] summed the Coulomb contribution within the
Debye screening radius. Such a truncated method is only valid for relatively low levels of
charge density, and is not applicable to particle-laden flows in general.
Ewald summations methods were developed to handle long-range potentials accurately
in periodic boxes. This approach splits the slowly-converging Coulomb potential into
long-range and short-range contributions, each of which converges exponentially fast [64,
182]. The short-range potential is evaluated using direct pairwise sums over the set of
nearest neighbors within a cutoff radius, and the long-range contribution is solved in
reciprocal space. However, this approach remains computationally demanding as the
long-range contribution requires several Fourier transforms, and the total scheme scales
like O(N3/2) with an optimized cutoff radius [46, 47]. The particle-particle particle-mesh
(P3M) method introduced by Hockney and Eastwood [104] is a Fourier-based Ewald
summation approach that makes use of an underlying grid to speed up the evaluation of
the long-range potential. The P3M method requires modifying the long-range potential in
Fourier space to avoid double counting the short-range and long-range contributions, and
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scales with O(N logN) [183]. P3M has been applied to simulations of ionic liquids [2],
molecular dynamics [250, 77, 212], and cosmology [39], yet to date has not been applied
to particle-laden flows.
The major drawback of P3M is that the correction to the long-range potential is typ-
ically handled in Fourier space and consequently limited to cubic periodic domains. A
few efforts have been made to extend P3M to non-periodic domains but at the expense
of computational efficiency. Beams et al. [11] avoided using FFTs by solving the long-
range force using a finite element method by reconstructing the screened potentials with
specially designed polynomial bases. An alternative approach is to evaluate the Gaussian
convolution (Eq. (2.20)) in real space [140]. While both modifications were found to retain
the high accuracy of P3M, the resulting computational cost is increased.
In the present study, an efficient Eulerian–Lagrangian framework coupled with P3M
is developed to alleviate these computational constrains. The governing equations and
numerical implementation are presented in § 2.2 and 2.3. An overview of the PM, P3M,
and other methods are discussed in § 2.4 and the accuracy of each are compared for
a simple periodic box. The classic P3M approach is then extended to simulate charged
particles in wall-bounded flows while retaining the same accuracy and cost savings in § 2.5.
The solution to the electric Poisson equation is performed agnostic to the presence of any
walls, allowing for the use of FFT. The contribution from periodic images are removed
by exploiting the linearity of the Poisson equation and strategically mapping the particle
charge to the grid. A signed-distance levelset function is used to enforce appropriate
boundary conditions. The accuracy of the proposed approach is compared against PM
and the classic P3M algorithms for a cylindrical pipe configuration. In addition, the van
der Waals force model is modified to allow for soft-sphere contact in § 2.6. Two-way
coupling is accounted for via drag and volume displacement effects in § 2.7. A multi-scale
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time stepping algorithm is introduced to minimize the computational cost in § 2.8.
2.2 Fluid-phase equations
Despite the relatively small size of the particles considered in this work, two-way cou-
pling between the phases must be taken into account when particle aggregates are larger
than the Kolmogorov length scale. To account for the presence of particles without requir-
ing a resolution sufficient to resolve the boundary layers at the surface of each particle,
a volume filter is applied to the constant-density Navier–Stokes equations [4], thereby
replacing the point variables (fluid velocity, pressure, etc.) by smoother, locally filtered










+∇ · (αu⊗ u) = ∇ · τ + F inter,







is the stress tensor with p the fluid-phase pressure, ν the kinematic vis-
cosity, ρ the fluid density, and I the identity matrix. F inter is the interphase exchange term
due to particles that will be defined in § 2.7. In this work, the equations are implemented
in the framework of NGA [48], a fully conservative solver tailored for turbulent flow com-
putations. The Navier–Stokes equations are solved on a staggered grid with second-order
spatial accuracy for both the convective and viscous terms, and the second-order accurate
semi-implicit Crank–Nicolson scheme of Pierce [186] is used for time advancement. The
pressure Poisson equation that enforces continuity is solved using a multi-grid precondi-
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tioned conjugate gradient method [66, 243].
2.3 Particle-phase equations
Particles are treated in a Lagrangian manner according to Newton’s second law of








































p are the instantaneous particle position, velocity and angular
velocity, respectively, mp = ρpπd
3
p/6 is the particle mass, Ip = mpd
2
p/10 is the moment of
inertia for a sphere, and nij is the unit normal vector outward from particle i to particle
j. The translational motion of each particle is determined by momentum exchange with
the fluid phase, f
(i)
inter, which will be defined in § 2.7, in addition to inter-particle collision
f
(i)
col, van der Waals attraction f
(i)
vw, and electrostatic force f
(i)
coulomb. Particle rotation is









Particle collisions are needed to prevent unphysical overlap that may arise when attrac-
tive inter-particle forces are present [270]. In this work, normal and tangential collisions
are modeled using a soft-sphere approach originally proposed by Cundall and Strack [42].
When two particles come into contact, a repulsive force is created as
(2.6) f coln,j→i =
 −kδijnij − ηvij,n if s < 0,0 else,
where s is the distance between the particle surfaces, δij is the overlap between the
particles, nij is the unit normal vector from particle i to particle j and vij,n is the normal
relative velocity between particles i and j. The spring stiffness and damping parameter are
given by k and η, respectively. A model for the damping parameter [42] uses a coefficient
of restitution 0 < e < 1 such that
(2.7) η = −2 ln e
√
kmp/2√
π2 + (ln e)2
.
The spring stiffness is related to the collision time, τcol, according to




π2 + (ln e)2
)
.
Collisions are treated as inelastic with a coefficient of restitution e=0.9, representative of
many solid spherical objects in dry air. To properly resolve the collisions without requiring
an excessively small timestep, τcol is set to be 20 times the simulation time step ∆t for
all simulations presented in this work. To account for friction between particles and thus
particle rotation, the static friction model is employed for the tangential component of
the collision force, given by
(2.9) f colt,j→i = −µf
∣∣f coln,j→i∣∣ tij,
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where µf = 0.1 is the coefficient of friction and tij is the tangential unit vector. Once each
individual collision force is computed, the full collision force that particle i experiences












The particles are distributed among the processors based on the underlying domain de-
composition of the fluid phase. A second-order Runge–Kutta scheme is used for updating
each particle’s position, velocity, and angular velocity. To avoid O (N2) calculations of
the collision force, a nearest neighbor detection algorithm is employed, such that collisions
are only considered between particles in adjacent grid cells [30].
The cohesive forces, i.e., van der Waals attraction f (i)vw and electrostatic force f
(i)
coulomb
require special numerical treatment to be computed efficiently and accurately, which are
made explicit in the following sections.
2.4 Accurate Particle-Mesh methods for simulating charged particles

















p are the charges belonging to particles i and j, respectively, and ε0 =
8.854× 10−12 F ·m−1 is the vacuum permittivity. For the simulations considered in this
work, the permittivity is assumed constant and taken to be ε0. The force of interaction
between the particles is attractive if their charges have opposite signs and repulsive if like-
signed. As shown in Eq. (2.11), a direct summation will result in O(N2) computations,
which becomes computationally prohibitive for systems that involve a large number of
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charged particles. In the following, efficient algorithms for computing electrostatics are
presented in details.
2.4.1 Particle-Mesh (PM) method
To avoid the O (N2) calculation involved with solving Eq. (2.11) via a direct summa-










p ] is the electric field interpolated to the position of particle i. The electric
field is obtained by taking the gradient of the electric potential via
(2.13) E(x, t) = −∇φ(x, t),
where x is the Eulerian coordinate system, and the electric potential φ is calculated by
solving the following Poisson equation
(2.14) ∇2φ(x, t) = −ρm(x, t)
ε0
.
The charge density, ρm, is obtained by interpolating the particle charge using the following
convolution product
(2.15) ρm(x, t) =
N∑
i=1
q(i)p W(x− x(i)p (t)),
whereW is a polynomial weighting function that projects the particle charge to the mesh.
In the following sections, different orders of weighting functions will be considered to asses
its effect on the overall order of accuracy.
2.4.2 Particle-Particle Particle-Mesh (P3M) method
While the PM approach avoids O (N2) calculations, it requires that the length scale
used to resolve the spatial gradients of the electric potential are greater than the spacing
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between adjacent particles. In turbulent flows, particles may preferentially concentrate in
certain regions, and thus in general this assumption does not hold. The particle-particle
particle-mesh (P3M) method, introduced by Hockney and Eastwood [104], improves upon
PM by separating long-range and short-range contributions by a cutoff radius rmax. The
long-range field is solved using Fast Fourier Transform (FFT) [189] on an underlying mesh.
With a well-chosen cutoff radius and mesh size, P3M has been shown to have an overall
computational cost of O (N logN) when N & 104 [183]. When N < 104, the majority of
the cost comes from solving the elctric Poisson equation which scales with the number of
grid points.
Instead of using a point charge, P3M reconstructs the charges by using a Gaussian
charge distribution given by





whose Fourier transform can be easily obtained via
(2.17) Ĝ(k; β) =
∫
d3rG(r; β)e−ik·r = e−k
2/(2β)2 .
Here, k is the wave number and the constant β tunes the standard deviation of the Gaus-
sian distribution, commonly referred to as the P3M constant, and i =
√
−1. Applying

















Since the field from a point particle and the field produced by the Gaussian function are
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both known analytically, the corrected short-range force can be expressed exactly as




















, if rij < rmax
0, otherwise.
The P3M method handles the long-range force by sending the particle charge to the
mesh and multiplying the resulting charge density by an influence function. This step
optimizes the solution by minimizing the overall discretization error. The particle charges
are first weighted to the underlying mesh to obtain the charge density, ρm(x). An FFT
is then applied to transform the charge density to Fourier space ρ̂m(k). The resulting
charge density is convolved with the Gaussian screen function via
(2.20) ρ̂l(k) = ρ̂m(k)Ĝ(k)
to obtain the screened density field. To minimize the force error introduced by the screen
function Ĝ(k), we use the optimized influence function derived by Hockney and Eastwood














































, for finite differences,
ik, for spectral integration,
with ∆x being the mesh spacing that is assumed uniform in all directions. Next, the




for φ̂l(k). An inverse Fourier transform is then applied to convert φ̂l(k) to real space
φl(x). The electric field is then obtained by
(2.26) El(x, t) = −∇φl(x, t)
on the mesh and interpolated to the particle position. Once the short-range field is
calculated via Eq. (2.18), the total electric field can be obtained by







p ] is the long-range electric field interpolated to the position of particle i. The
total force can then be calculated via Eq. (2.12) and used to update the velocity of each
particle.
2.4.3 A comparison of methods
Inspired by P3M, Kolehmainen et al. [126] recently proposed a hybrid method that
computes the short-range force using direct truncated pairwise summation within a cutoff
radius and evaluates the cell-centered long-range force in a finite-volume framework (see
Appendix A). Here we assess the accuracy of PM, P3M, and the hybrid method. We
consider the system given by Deserno and Holm [47], where N = 100 oppositely-charged
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particles (50 with positive unit charge and 50 negative) are randomly placed within a
triply-periodic box of length L = 10 m in the absence of a fluid. All cases are solved on a
grid of size Ng = 32 in each direction, with a cutoff radius rmax = 4 m. The L2 norm of














is shown in Fig. 2.1 as a function of the Ewald constant. f exact is the Coulomb force
obtained from a well-converged Ewald summation (see Appendix. A), which gives the ex-
act solution for an electrostatic field with periodic boundary conditions. For comparison,
the electric field is computed using both spectral difference and finite difference schemes.
Results from PM were obtained by projecting the particle charge to the mesh and sending
the resulting electric field to the particle location using second-order interpolation. It was
found that changing the order of accuracy for interpolation when computing PM had
negligible effect on its L2 error.
(a) (b)
Figure 2.1: L2 norm of the electrostatic force with the electric field computed as a function of the P
3M
constant β that appears in Eq. (2.16). P3M is solved using (a) spectral difference and (b) finite difference.
PM (−−), Hybrid method (· · · ) and P3M (symbols) with interpolation order 0 to 4 from top to bottom,
respectively.
P3M shows accuracy that is approximately five orders of magnitude higher than PM
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and the Hybrid method with a set of well-chosen parameters (i.e., in this case β ≈ 0.8
and rmax = 4 m). The Hybrid method shows improvement over PM, though it does not
outperform P3M for the parameters under consideration for both the spectral and finite
difference scheme. As shown in Fig. 2.1(b), when the electric field is evaluated via finite
difference, the errors associated with P3M collapse for different orders of interpolation
since finite difference introduces truncation errors that cannot be eliminated by increas-
ing the interpolation order. Since P3M directly takes the differentiating scheme into
account when constructing the optimized screen function Ĝ(k) in Eq. (2.24), increased
accuracy is obtained when the spectral scheme is employed for P3M. PM and the Hybrid
method, however, do not show improvement when using spectral differences. In the re-
maining chapters of this dissertation, only second-order finite difference operators will be
considered when computing the gradient of the electric potential to be consistent with the
difference operators employed in the EL framework as described in § 2.2. P3M and PM
will be considered to access the added benefits of capturing the short-range interactions.
2.5 A modified P3M approach to handle non-periodic geometries
Despite being highly accurate and computationally efficient, the original formulation
of P3M relies on solving FFTs and is therefore restricted to periodic boundaries. A few
efforts have been made to extend P3M to non-periodic domains [11, 140] but at the expense
of computational efficiency. One example is the aforementioned hybrid method proposed
by Kolehmainen et al. [126]. Grosshans and Papalexandris [88] also proposed a similar
hybrid scheme in which the short-range force is directly evaluated via Coulomb’s law and
the long-range contribution is estimated using Gauss’ law instead. As with P3M, these
methods scale like O(N logN), yet they are not restricted to periodic domains. However,
the double-counting term is either neglected or not computed as precisely as with P3M,
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which impacts their overall accuracy.
In this section, the classic P3M approach is extended to simulate charged particles in
wall-bounded flows while retaining the same accuracy and cost savings. For demonstration
purpose, we consider N = 1000 charged particles randomly distributed inside a cylindrical
pipe of diameter D embedded in a domain of size L × H × H (see Fig. 2.2(a)). For
reproducibility, particle locations are determined using the random number generator
by Deserno and Holm [46]. Particles are fixed in space and the fluid phase is absent
to allow for direct error measurements of the electrostatic force. The pipe only admits
longitudinal periodicity. The domain is discretized using a uniform Cartesian mesh with
32 grid points across D and uniform grid spacing ∆x = ∆y = ∆z. Note that the proposed
method is generally applicable to other non-periodic domains of arbitrary geometry where
D would be replaced by other relevant length scales.
(a) (b)
Figure 2.2: Schematic of the numerical configuration used for demonstrating the modified P3M approach.
(a) Charged particles are located within the grey cylindrical region, surrounded by a vacuum (white
region). (b) Signed distance levelset function used to obtain distance and normal information from the
boundary. Fluid and particles reside within the cylinder (ψ > 0). A pure vacuum exists outside the
cylinder (ψ < 0).
A signed distance levelset function ψ(x, t) is employed to represent the closest distance
to the wall such that ψ(x, t) > 0 inside and ψ(x, t) < 0 outside. The wall corresponds to
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which will be used in § 2.5.3 to enforce appropriate boundary conditions. Note that the
same levelset information is used by a cut-cell immersed boundary method when imposing
boundary conditions for the fluid phase.
2.5.1 Effect of domain size on the accuracy of classic P3M
As a first attempt to extend P3M to non-periodic geometries, the computational do-
main remains triply periodic which allows for FFT evaluations. Instead, the spanwise
domain length H is increased to mimic a pseudo periodic boundary condition. However,
errors will be introduced to the Coulomb force due to the periodic images. To quantify
this error associated with the classic P3M approach, the L2 norm of the relative error in






















where f exact is the Coulomb force obtained from a well-converged Ewald summation that
only admits streamwise periodicity. For comparison, the electric field is computed using
both likely-charged and oppositely-charged particles.
The error of the classic P3M approach is plotted as a function of the non-dimensional
domain size H/D in Fig. 2.3. In this case, β = 8 is the optimal value that minimizes
the L2 error, which is determined by performing a parameter sweep. In practice, the
optimal value of β can be easily estimated using an analytical approximation derived
by Deserno and Holm [47]. rmax = 6.4∆x, which is the minimum value that the L2 errors
are insensitive to and satisfies the lower bound (rmax & 3∆x) suggested by Hockney and
Eastwood [104]. The error decreases with the lateral domain size H due to the decay of
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Figure 2.3: L2 norm of the error in Coulomb force using the classic P
3M approach as a function of domain
size H/D. 1000 likely-charged (–) and oppositely-charged (- -) particles within a pipe of diameter D are
considered. The exact solution is computed using a well-converged Ewald-summation (m = 10) with
periodicity only in the axial direction.
the electric field. For likely-charged particles, H must be at least 7D to obtain a relative
error below 1%. For oppositely-charged particles, the error decays more rapidly and
therefore H ≥ 3D is required. Nevertheless, this indicates that naively applying P3M to
non-periodic geometries requires much larger domain sizes and consequently significantly
higher computational cost. For example, P3M has been applied to non-periodic molecular
dynamics calculations by inserting empty volumes between atom slabs [1]. The treatment
is found to be computationally inefficient when the domain size H > 3D. Note that since
P3M involves FFT evaluations with uniform grid spacing in each direction, grid stretching
is also not applicable without significant modification.
2.5.2 Scaled-mapping treatment to handle non-periodic geometries
Here we propose an alternative way to solve electrostatics on the mesh such that P3M
can be accurately evaluated without artificially increasing the domain size in non-periodic
directions. The physical domain size is set to H = D and we define L as the target lateral
domain length required to remove periodic images. Instead of increasing the domain size
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to L as was done in the previous section, the particle positions are linearly scaled down by
a ratio γ = L/D when extrapolating the particle charge onto the mesh (see Fig. 2.4(a)),
referred to herein as ‘scaled-mapping,’ according to
(2.31) ρ′m(x, t) =
N∑
i=1
q(i)p W(x−X (i)p (t)),
where X (i)p = x
(i)
p ⊗ (1, 1/γ, 1/γ) is a fictitious particle located at the scaled position of
particle i and ρ′m(x, t) denotes the corresponding charge density. Due to the linear nature
of the electric Poisson equation, this will result in the same electric field as if the domain
size was increased to L (see Fig. 2.4(b)) given that the interpolation, extrapolation, and
gradient operators are scaled accordingly, which will be made explicit later. The resulting
electric field at the scaled particle positions are then assigned back to their original loca-
tions (i.e., El[x
(i)
p ] = El[X (i)p ], see Fig. 2.4(c)). This modified P3M approach allows for
accurate evaluations of the electric Poisson equation without sacrificing computational ef-
ficiency, and is generally applicable to any non-periodic geometries other than cylindrical
pipes. For complex geometries with large curvatures, sufficient grid resolution is required
to accurately represent the distance function on the grid.
Let k′ and E′l(x, t) denote the wavenumber and long-range electric field computed
at the location of the fictitious particles. To obtain the correct solution to the electric
Poisson equation at physical locations, these quantities must be scaled linearly according
to








z/γ) ≡ k′ ⊗ (1, 1/γ, 1/γ),
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Figure 2.4: Proposed treatment to solve the P3M long-range contribution in non-periodic geometries.
Physical particles at x
(i)
p are shown in grey. Fictitious particles after linearly scaling their positions at
X (i)p are shown as hollow (not to scale). A black particle before and after mapping is highlighted to
illustrate the proposed procedure. The physical boundary and the fictitious boundary after mapping are
shown as solid and dashed circles, respectively. Color indicates the corresponding electric field (blue: low;
red: high). (a) Step 1: particle locations x
(i)
p are scaled down by a factor of γ = L/D to X (i)p . (b) Step
2: particle charges at X (i)p are extrapolated onto the mesh to obtain ρ′m and E
′
l, which are then rescaled
to ρm and El. (c) Step 3: El is interpolated to the location of the fictitious particles to obtain El[X (i)p ],
which is then directly assigned back to its original location as El[x
(i)
p ].






l,z/γ) ≡ E′l(x, t)⊗ (1, 1/γ, 1/γ).
The detailed solution procedure is summarized in § 2.5.4.
2.5.3 Boundary conditions
In the presence of walls, the net electric field of particle i can be decomposed into two
components as E[x
(i)
p ]tot = E[x
(i)
p ] + E[x
(i)
p ]wall, where E[x
(i)
p ]wall is an additional term
that imposes appropriate boundary conditions at the walls. This term can be obtained
by integrating Gauss law ∇2φwall = 0 in the computational domain [51]. If the wall is
iso-potential it is an electrical conductor, which yields a Dirichlet boundary condition for
the potential (i.e., φwall is a constant). As a result, E[x
(i)
p ]wall = −∇φwall|x=xp = 0, and
thus the Coulomb forces experienced by the particles are not affected by the boundary if
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the pipe wall is assumed to conduct electrical charge. Note that such additive treatment
of particle-particle and particle-wall contributions generally holds for most inner regions
of wall-bounded flows, however for regions very close to the boundary, the local electrical
field is modified by the presence of the wall such that the iso-potential line is aligned
with the wall boundary. Such localized wall effects often play a negligible role on the
particle dynamics unless particles are located within the wall buffer region. In that case,
additional models are required to correctly capture particle-wall interactions.
In this study, the method of image charging is employed. The electrostatic force on
a particle at distance ψ(xp) from the wall can be found by placing an image particle of
opposite charge mirrored across the boundary at a distance −ψ(xp) from the wall. The













where ni = ∇ψ(x(i)p )/|∇ψ(x(i)p )| is the normal vector pointing from particle i to the
closest point on the wall. Note that traditionally f
(i)
image only accounts for the image of
particle i and neglects contributions from its neighbors [94]. In this study, all particles
are imaged across the boundary and their electrostatic forces are computed using direct
summation within the same cut-off radius used in P3M. The truncated direct summation
has been shown to be capable of accurately computing electrostatic interactions [143]. A
comparison of the modified image charging procedure using a truncated direct summation
and the traditional image charging of a single particle will be presented in the following
sections.
As shown in Fig. 2.5, the spatial location of the imaged particles can be found using
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Figure 2.5: Schematic of the wall image charging approach that leverages the signed distance levelset
function and its normal to account for electrostatic interactions due to neighboring particles within a
prescribed cutoff radius.
the levelset normal and distance information given by




p ) · nj.
A truncated direct summation method is then employed to compute the electrostatic force











nij∣∣x(j)p image − x(i)p ∣∣2 , if
∣∣∣x(j)p image − x(i)p ∣∣∣ ≤ rcutoff ,








p ] + f
(i)
image.
This is performed after E[x
(i)
p ] is obtained using the extended P3M procedure by following
the steps described in § 2.5.4.
If the wall is made of non-conducting materials (e.g., acrylic), charges will accumulate
on the surface and remain localized. As a result, the boundary is no longer iso-potential
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and the current image charging method requires modification [216, 140]. Although such
modification is not necessary in this study as we only consider conducting walls, the
current approach can be readily extended to insulating wall-bounded flows.
2.5.4 Solution procedure
The solution procedure for the modified P3M algorithm is summarized here. Additional
steps compared to the original P3M approach are shown in italic.
1. Initialization
• Initialize the complex FFT routine
• Read in the P3M cutoff radius and P3M constant β
• Read in the fictitious domain length L and determine the scaling ratio γ = L/D
• Populate the Gaussian screen function in reciprocal space Ĝ(k) according to
Eq. (2.21)
• Scale the wavenumber in Ĝ(k) using Eq. (2.33)
2. Compute the long-range contribution of the electric field
• Map the particles to their fictitious locations: X (i) = x(i)p ⊗ (1, 1/γ, 1/γ)
• Extrapolate the particle charge at X (i)p onto the mesh using Eq. (2.31) to obtain
ρ′m(x, t)
• Linearly scale ρ′m(x, t) according to Eq. (2.32) to obtain ρm(x)
• Solve the electric Poisson equation (Eqs. (2.20) and (2.25)) using FFTs to obtain
φl
• Obtain the long-range electric field E′l(x, t) according to Eq. (2.26)
• Scale E′l(x, t) according to Eq. (2.34) to obtain El(x, t)
• Interpolate the electric field onto the fictitious particles at X (i)p as El[X (i)p ]
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p ] = El[X (i)p ]
3. Compute the short-range contribution of the electric field
• Check if particle j is within a cutoff radius of particle i using near neighbor
detection (e.g., see [30])
• Calculate the short-range electric field according to Eq. (2.18)
4. Compute the total electrostatic force
• Compute the total electric field using Eq. (2.27)
• Apply Eq. (2.12) to obtain the net electrostatic force on particle i
5. Apply appropriate boundary conditions
• Compute the electrostatic force due to image particles at the wall using Eq. (2.37)
• Apply Eq. (2.38) to correct the electrostatic force on particle i due to boundaries
Since all additional steps compared to the classic P3M method (denoted by italic text
above) are of cost of either O(1) or O(N), the modified P3M retains its original cost of
O (N logN). It should be noted that for systems that are not charge neutral, the Poisson
equation used to solve the electric potential (Eq. (2.25)) is ill-defined. To that end, a
uniform charge density is added to the background flow such that the domain-averaged
charge density is zero in step 2.
2.5.5 Verification
Here we assess the accuracy of the extended P3M approach as well as PM and the
classic P3M methods where the contribution from periodic images of particles are not
removed. We consider N = 1000 oppositely-charged particles (500 with positive unit
charge and 500 negative) and a domain size of H = D = 1 and L = 10 in the absence of
a fluid. All cases are solved on a Cartesian mesh, with a cutoff radius rmax = 0.2, scaling
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ratio γ = 10, and the number of grid points per direction Ng = 128. The L2 norm of
the force error as defined in Eq. (2.30) is shown in Fig. 2.6(a) as a function of the P3M
constant. Results from PM were obtained by projecting the particle charge to the mesh
and solving the Poisson equation using a multi-grid solver. The resulting electric field
is then sent to the particle location using second-order interpolation. It was found that
changing the order of accuracy for interpolation when computing PM had negligible effect
on its L2 error.
(a) (b)
Figure 2.6: The L2-norm of the relative error of the electrostatic force for PM (dashed line), classic P
3M
(blue symbols), and extended P3M (red symbols). Interpolation order 1 to 4 are shown as , 4, 3 and
◦, respectively. The error is plotted as a function of (a) the P3M constant β that appears in Eqs. (2.16)
and (2.18) with Ng = 128 and (b) the number of grid point per direction with β = 6.5.
The extended P3M approach exhibits errors that are approximately four orders of
magnitude smaller than PM with a set of well-chosen parameters (i.e., in this case β ≈ 6.5
and rmax = 0.2). The error of the classic P
3M approach, however, is only approximately an
order of magnitude smaller than PM and remains insensitive to the interpolation order
or β. This suggests the errors introduced by the periodic images of charged particles
can not be eliminated by increasing the interpolation order or β. PM exhibits large error
primarily due to cancellation of opposite charges on the mesh. Note in this study, spectral
difference operators are considered when computing the gradient of the electric potential
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since it exhibits higher accuracy compared to other difference operators such as finite
difference [270].
The grid convergence study for the extended P3M is shown in Fig. 2.6(b). The error
decays monotonically with increasing grid resolution and interpolation order. For inter-
polation order 3 and 4, the convergence rate slows down when Ng ≥ 128, which indicates
that the error is no longer bounded by the truncation error but instead due to periodic
images. For example, when Ng = 256, the error approaches O(10−4), which is consistent
with the error due to periodic images for γ = 10 as shown in Fig. 2.3.
2.6 Van der Waals models compatible with soft-sphere collisions
The magnitude of the van der Waals force between two particles i and j of the same
size, F vwij , is modeled as [96]
(2.39) F vwij (A, s) =
A
6
d2p (dp + s)
s2(2dp + s)2
[





where A is the Hamaker constant. Due to the short range nature of the van der Waals
force, it is assumed that the force saturates at a minimum separation, smin = 1× 10−9 m
and is cut off at smax = dp/4. For particle-wall interactions, Eq. (2.39) is reduced to




As described in § 2.3.1, the spring stiffness k used in the soft-sphere collision model is
determined based on the collision time τcol according to Eq. (2.8), resulting in artificially
‘soft’ particles to enable larger time steps. A modified van der Waals model was recently
proposed to be compatible with the soft-sphere collision model outlined in § 2.3 [91].
The modification ensures the work done by the van der Waals force remains unchanged
when particles overlap, such that its overall effect is insensitive to the choice of k and
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consequently the results remain unchanged as ∆t is adjusted. This is accomplished by
modifying the saturation distance and Hamaker constant when two particles are in direct
contact, according to
(2.41) f (i)vw = −F (i)vwnij =
 −F
vw
ij (A, s− s0)nij for ssmin < s < smax
−F vwij (As, smin)nij for s ≤ ssmin,
with As = A (k/kr)
1/2 where kr is the “real” spring stiffness of the particle that would
result in negligible overlap during collisions. A value of kr = 7000 N/m is used and the
simulation spring stiffness k is chosen such that kr/k = 700 as described in [91]. The
offset s0 and shifted saturation distance s
s






= Fvw (1, s
s
min − s0) ,
and
(2.43)
Fvw (1, smin) · smin +
∫ smax
smin
Fvw(1, s)ds = Fvw (θ, smin) · ssmin +
∫ smax
ssmin
Fvw (1, s− s0) ds.
A bisection method is used to solve the nonlinear system of equations as a preprocessing
step prior to simulation runtime. Note that the same treatment (Eq. (2.41)-(2.43)) is
applied to particle-wall interactions.
2.7 Two-way coupling
Particle information is projected to the mesh using a Gaussian filtering kernel G with
a characteristic length δf . The local volume fraction and momentum exchange term
appearing in the fluid-phase equations (2.1)–(2.2) are evaluated as













(∣∣x− x(i)p ∣∣)f inter ,
where Vp = πd
3
p/6 is the particle volume, and the momentum exchange term for particle
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which contains contributions of resolved fluid stresses at the particle location (τ [x
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p ]) and
















p ] is the fluid velocity at the location of particle i, Rep = α‖u[x(i)p ]−v(i)p ‖dp/ν
is the particle Reynolds number, and τp = ρpd
2
p/(18ρν) is the particle response time. In
this work, F (α,Rep) is modeled according to the dimensionless drag coefficient of Tenneti
et al. [228] to take into account finite Reynolds number and volume fraction effects on
the drag force.
In order to project the particle data to the grid in an efficient manner and ensure
numerical stability, the two-step filtering approach of Capecelatro and Desjardins [30]
is employed. First the particle data is sent to the neighboring grid points via trilinear
extrapolation, the solution is then diffused such that the projection resembles a Gaussian
with characteristic size of δf . To avoid restrictive time step constraints in the diffusion
process, the latter step is solved implicitly via approximate factorization with a second
order alternating direction implicit (ADI) scheme. In this work, the filter size δf = 8 dp.
Such an approach has been demonstrated to accurately predict the characteristics of
particle clustering in turbulent flows [31].
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2.8 Multi-scale time stepping
Figure 2.7: Multi-scale time stepping algorithm used in the simulations. For each fluid time step ∆t,
particles are sub-iterated at a smaller time step ∆tp until they are in sync with the fluid.
The wide range of time scales associated with cohesive particles in turbulent flows
presents a significant challenge in numerical simulations. In typical incompressible flow
applications, the fluid time scale τf = (ν/ε)
1/2 is O (10−3 s), while the particle response
time τp = O (10−5 s) and the collision time scale τcol = O (10−7 s), even with the artificially
softened particles and modified van der Waals model. In order to properly resolve the time
scales at play in a tractable manner, a multi-scale time stepping framework based on the
method proposed by Marshall [152] is employed (see Fig. 2.7). In this approach, the fluid
equations are solved on a separate time scale from the particles. To avoid O (N2) calcula-
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tions of the inter-particle forces, a nearest neighbor detection algorithm is employed, such
that interactions via collisions and van der Waals are only considered between particles
in adjacent grid cells [30]. The fluid time step, ∆t, is limited by the convective time scale
dictated by the Courant–Friedrichs–Lewy (CFL) number. To simplify the implementa-
tion of the two-way coupling described in § 2.7, the fluid time step is further constrained
to prevent particles from moving more than one grid cell, i.e. ∆t < ∆x/max |vp|. This
ensures that the particle nearest-neighbor list only needs to be updated once per fluid
time step. The particle advection time scale, τadv = dp/|vp|, must be small enough to
prevent significant overlap between particles. To ensure the particle dynamics are well
resolved, particles are sub-iterated each fluid time step based on a time scale that is one
order of magnitude smaller than the minimum of the collision time, particle response
time, and particle advection time. Finally, a second-order Runge–Kutta scheme is used
for updating each particle’s position, velocity and angular velocity.
2.9 Conclusions
In this chapter, an efficient and tractable Eulerian–Lagrangian framework capable of
accurately resolving particle interactions in the presence of attractive forces was developed.
Two-way coupling is accounted for via drag and volume displacement effects. The van der
Waals force model is modified to allow for soft-sphere contact. A multiscale time-stepping
algorithm is introduced to minimize the computational cost when resolving the wide range
of time scales. Due to the long-range nature of the Coulomb potential, special attention
was paid to treating the electrostatic force. We reviewed several methods, including the
particle mesh, Ewald summation, particle-particle-particle–mesh, and hybrid approaches.
We showed that the P3M method admits several orders of magnitude higher accuracy for
simple configurations of oppositely charged particles in periodic boxes.
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Despite being highly accurate and computationally efficient, the original formulation
of P3M involves FFT evaluations and is therefore restricted to periodic boundaries. In
this work, we extend the P3M method to accurately compute electrostatic interactions in
wall-bounded flows. The domain is discretized using a uniform Cartesian mesh coupled
with a levelset distance function to provide wall normal information when enforcing ap-
propriate boundary conditions for particle charge. The electric field is solved using FFTs
agnostic to the presence of walls. To remove the contribution of periodic images from the
resulting electric field, particle positions are scaled down when computing the long-range
electrostatic potential. This is in contrast to increasing the domain size, which allows for
the same electric field to be obtained without sacrificing grid resolution or computational
efficiency. The modified P3M approach is shown to be orders of magnitude more accurate
than PM and the classic P3M for non-periodic geometries.
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CHAPTER III
Transport of Charged Particles in Turbulent Flows
In this chapter, different algorithms to compute electrostatics are compared and tested
for different flow configurations. One-point and two-point particle statistics are computed
to understand the effect of electrostatics on particle transport.
3.1 Introduction
Non-trivial interactions between electrically charged particles and turbulence play
an important role in many engineering and environmental flows, including atmospheric
clouds [280], fluidized bed reactors [100, 195, 196], charged hydrocarbon sprays [13, 14,
213], dusty plasmas [192, 125], and wind-blown dust [125, 62]. Throughout the atmo-
sphere for example, ion pairs are produced by cosmic rays that attach to aerosol particles
and droplets. Ionization of atmospheric air together with the potential difference that
exists between the upper atmosphere and the earth’s surface generates a non-negligible
vertical electric field that can potentially affect the collision rate and coalescence between
charged droplets, which dictates the onset of rainfall [280]. Dilute suspensions of inertial
(heavy) particles in isotropic turbulence will preferentially concentrate in regions of high
strain rate and low vorticity [57]. Such coupling between particles and the underlying
carrier phase can lead to significant spatial segregation in charge density that induces,
or amplifies, an electric field. A recent study of the Sahara dessert showed that electric
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fields contribute to an increase of up to ten times the amount of particles emitted into
the atmosphere [62]. A positive feedback was observed whereby the electric field increases
shear-induced dust lifting, which in turn introduces increased charges to the atmosphere
resulting in a stronger electric field [125].
Meanwhile, the relative importance between fluid forces (i.e., drag) and electrostatic
forces in turbulent flows remain elusive. When fluid-particle coupling is dominant, we
expect the particles to preferentially concentrate in high strain rate regions of the flow,
with the level of clustering determined by the Reynolds number and Stokes number [222].
With increasing charge magnitude, eventually Coulomb interactions will have an order-one
effect on the spatial distribution of particles. Thus, the primary interest of the current
work is to investigate the competition between drag and Coulomb interactions on the
particle distribution and to determine to what extent particles segregate as a function of
the Reynolds number, Stokes number, and charge magnitude.
In the present study, PM and P3M methods coupled with an Eulerian–Lagrangian
framework is employed to simulate charged particles in homogeneous turbulence. The
governing equations and numerical implementation were presented in Chapter II. The
proposed EL–P3M method is applied to a Taylor–Green vortex in § 3.2 and homogeneous
isotropic turbulence in § 3.3 to assess the competition between particle transport due
to fluid coupling and Coulomb interactions. One-point and two-point statistics obtained
using PM and P3M are compared to assess the effect of added accuracy on collision
rate and clustering. Finally, the extended P3M is employed to demonstrate its utility in
modeling charged particles in a turbulent pipe flow. Simulations of a turbulent pipe flow
are performed in § 3.4 where the effect of charge on particle distribution and statistics
are characterized.
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3.2 Charged particles in a Taylor–Green vortex
The Taylor–Green vortex flow is investigated as an example of demonstrating the com-
petition between particle transport due to fluid coupling and electrostatics, and highlight
the importance of computing the short-range interaction correctly. We consider a pseudo
two-dimensional flow field given by
(3.1)




















, and wf = 0,
that remains constant throughout the simulation. Here, the domain length L and char-
acteristic velocity V0 are chosen such that the Reynolds number Re = ρfV0L/µ = 40. It
should be noted that the two-dimensional electric Poisson equation yields an electrostatic
force that scales like 1/r, which would require modifying the PM and P3M formulation. To
avoid this added complexity, a pseudo two-dimensional domain is considered, discretized
using Ng = 32 grid points in the x- and y-direction, and 4 grid points in the z-direction.
Uniform grid spacing of L/Ng is employed in each direction. Particles are initially ran-
domly distributed throughout the domain, half assigned with a positive charge and the
other half a negative charge with a mean volume fraction 〈αp〉 = 1.0× 10−3. Different in-
ertial regimes are considered by varying the Stokes number, St = τp/τf , where τf = L/V0
is the characteristic fluid time scale. For uncharged flows with a Stokes number below
a critical value Stcr = 1/(8π), particles will closely follow fluid streamlines [154]. Above
Stcr, particle inertia is high enough such that they cross fluid streamlines, giving rise to
particle-trajectory crossing [49]. For St = Stcr, particles will collapse between the vortices.
Following Karnik and Shrimpton [117], we introduce a dimensionless number v∗c to
characterize the relative magnitude of the electric field by first defining the electric settling
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velocity as




where Erms is the root-mean-square (rms) magnitude of the electric field and |qp| is the
charge magnitude. The electric settling velocity represents the terminal velocity that a
particle would attain due to the influence of a specified electric field in a quiescent flow.





where urms is the rms fluid velocity magnitude.
Figures 3.1–3.3 show oppositely-charged particles in the Taylor–Green vortex using
PM and P3M as a function of v∗c and St, with contours showing the vortex streamlines.
The gray scale represents the self-induced electric field magnitude resulting from fluid-
particle coupling. In Fig. 3.1, the level of particle clustering can be seen to increase with
increasing v∗c with a more profound effect at low Stokes numbers. The uncharged case
shows particles are relatively homogeneously distributed for St = 0.1 Stcr. Even as low as
v∗c = 0.1, Coulomb interactions are able to overcome fluid drag, causing particles to cross
streamlines and organize into clusters. At v∗c = 1 and St = 0.1 Stcr, the clusters appear to
be larger, and chains of particles form and are advected within the Taylor–Green cells. As
St approaches its critical value, increased inertia assists in the clustering process. Charged
particles are found to agglomerate into chains between vortices even as low as v∗c = 0.1.
When St Stcr, particles behave ballistically and require sufficient charge to cluster. In
this case, clustering does not occur at St = 10 Stcr until v
∗
c = 1.0. A zoomed-in view
of the Taylor–Green flow is shown in Fig. 3.2. At early times (t/τp = 0.1), long chains
and rings form. The collision force plays an important role in restricting particles from
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Figure 3.1: Instantaneous particle position in the Taylor Green vortex at t/τf = 1000 using P
3M. Electric
settling velocity v∗c = 0, 0.1, and 1 (increasing from left to right) and St/Stcr = 0.1, 1, and 100 (increasing
from top to bottom). Gray-scale represents the electric field magnitude (ranging from 0 (white) to 10,000
V/m (black)). Particles are colored by their charge: neutral (black), positive (red), and negative (blue).
overlapping as they form these complex structures. The attractive electrostatic force must
overcome the rebound effect of colliding particles. Even with a coefficient of restitution
of 0.9, the majority of contact is observed to result in stable structures. By the time
the flow reaches a statistically stationary state, particles can be seen to self-organize into
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large agglomerates that accumulate in high strain regions between vortices.
(a) (b)
Figure 3.2: Zoomed-in view of the Taylor–Green vortex computed using P3M with v∗c = 0.1 and St = Stcr.
(a) t/τf = 1, (b) t/τf = 10. Color scheme same as Fig. 3.1.
For comparison, the resulting particle distribution computed using PM is shown in
Fig. 3.3. It can be seen that particle clustering is not able to be captured even at the
highest charge density (v∗c = 1) for PM, while particle agglomeration is present in all
P3M cases. Because the direct pairwise sum is not accounted for in PM, short-range
interactions are essentially averaged out when the charge is projected to the mesh. The
complex structures observed in the P3M calculations are thus unable to be captured. In
the following section, a quantitative comparison between P3M and PM will be made in
simulations of homogenous isotropic turbulence.
3.3 Charged particles in homogeneous isotropic turbulence
3.3.1 System configuration
In this section, we consider 105 particles suspended in homogeneous isotropic turbu-
lence (HIT) with density ratio ρp/ρf = 1000. The simulation domain is triply periodic
with each side of length L = 2πm. Particles are initially randomly distributed within the
domain. We consider two scenarios: (i) suspensions of likely charged particles (i.e., all
particles contain the same charge); and (ii) suspensions of oppositely charged particles
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such that half of the particles have each polarity. The Taylor Reynolds number varies
between Reλ = 25.8 and 43.5 with Reλ = urmsλ/ν, where λ =
√
15ν/ε urms is the Taylor
microscale. The viscous dissipation rate ε and rms fluctuating velocity urms are averaged
over the stationary period of the forced HIT. To achieve the desired Reλ, the linear forcing
scheme of Eswaran and Pope [63] is added to the right-hand side of Eq. (2.2). For each
Figure 3.3: Instantaneous particle position in the Taylor Green vortex at t/τf = 1000 using PM. Electric
settling velocity v∗c = 0, 0.1, and 1 (increasing from left to right) and St/Stcr = 0.1, 1, and 100 (increasing
from top to bottom). Color scheme same as Fig. 3.1.
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case, the particle diameter dp  η, where η = (ν3/ε)1/4 is the Kolmogorov length scale,
and the mean volume fraction 〈αp〉  1 such that particles do not significantly modify the
underlying turbulence and one-way coupling is applicable. In this work, angled brackets
denote a volume average. Particle inertia is characterized by a turbulence Stokes number,
Stη = τp/τη, where τη = (ν/ε)
1/2 is the Kolmogorov time scale. The cutoff radius used
in the P3M method was chosen to be rmax = 4L/Ng, with Ng the number of grid points
in each direction. This was found to be the minimum value that was insensitive to the
results reported herein. A list of relevant two-phase flow parameters used in each case is
provided in Table 5.1. These parameters correspond to 3.3–25 mm water droplets in air
with charge 3 × 10−9 < |qp| < 60 × 10−9 C. It should be noted that for cases with like
charge, the Poisson equation used to solve the electric potential (Eq. (4.2) for PM and
Eq. (2.25) for P3M) is ill-defined for the triply-periodic system considered here. To that
end, a uniform charge density is added to the background flow such that 〈ρm〉 = 0.
N3p Reλ Stη 〈αp〉 dp/η
323 25.8 0.48 7.86× 10−5 0.09
323 25.8 0.96 2.22× 10−4 0.12
323 25.8 6.16 3.63× 10−3 0.31
323 25.8 24.65 2.89× 10−2 0.62
643 43.5 0.44 7.56× 10−6 0.09
643 43.5 0.89 2.14× 10−5 0.13
643 43.5 7.02 4.85× 10−4 0.35
643 43.5 27.87 3.84× 10−3 0.70
Table 3.1: Parameters used in the HIT simulations.
3.3.2 One-point statistics
To quantify the degree of particle clustering, Eaton and Fessler [57] proposed to mea-
sure the deviation of volume fraction from a randomly distributed field of particles by
defining a scalar parameter D as a measure for clustering, given by
(3.4) D =




where σp is the standard deviation of a corresponding flow with a random distribution
of particles. The probability density function of volume fraction for the corresponding
randomly distributed field is given by the discrete Poisson distribution, which is used to
compute σp.
















































Figure 3.4: Variation of D with non-dimensional Coulomb velocity for like-charged particles. Stη = 0.5
(♦), 0.9 (+), 1.0 (+), 6.2 (), 7.0 (), 25.0 (©), and 28.0 (©).
D is computed for each case and compared in Figs. 3.4–3.5. For the cases with like-
charged particles, D follows the same trend as reported by Karnik and Shrimpton [117],
that is, the level of clustering decreases with v∗c for both P
3M and PM. At low v∗c , the
Stokes number has more significant effect on D, which is maximum at Stη = 1.0 and
decreases as Stη deviates from unity. As v
∗
c increases, however, Coulomb interactions
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outcompete the drag force, causing the values of D to collapse with greater effect at lower
Reynolds number. Little difference can be observed between P3M and PM in Fig. 3.4,
suggesting that for the parameters under consideration, the repulsive Coulomb force is
adequately captured without accounting for the direct pairwise sum.
For cases with oppositely charged particles, however, the results of PM and P3M deviate
significantly, as seen in Fig. 3.5. Particles become highly clustered in the simulations
computed using P3M since the short-range attractive force is accurately represented. For
the simulations computed using PM, the level of clustering is not affected by the charge
magnitude since the effect of opposite charges are essentially nullified when projecting the
charge on the mesh. This discrepancy demonstrates the importance of correctly capturing
the short-range interactions when particles contain opposite charges. In general, the level
of clustering is maximum when Stη = 1.0, and decreases as Stη increases. In Fig. 3.5(a),
D varies from 0.72 to 2.84 when v∗c increases from 0.25 to 0.5 for Reλ = 25.8. At higher
Reλ, however, the level of clustering is not as large due to increased velocity fluctuations
causing local drag to overcome the attractive Coulomb forces. A similar effect is seen
with variations in v∗c . In Fig. 3.5(a), D increases by a factor of four when v
∗
c changes from
0.25 to 0.5 for Reλ = 25.8, but only increases by a factor of two for Reλ = 43.5.
3.3.3 Two-point statistics
Another important statistical measure of the spatial distribution of particles is the
radial distribution function (RDF), defined as the number of particle pairs found at a
given separation normalized by the expected number of pairs found in a homogeneous
distribution [162]. The RDF, g(r), is calculated by binning particle pairs according to
























































Figure 3.5: Variation of D with non-dimensional Coulomb velocity for oppositely-charged particles.
Stη = 0.5 (♦), 0.9 (+), 1.0 (+), 6.2 (), 7.0 (), 25.0 (©), and 28.0 (©).
where Pr is the number of particle pairs separated by a distance r ± ∆r/2, ∆Vr is the
volume of the shell with thickness ∆r located at separation r, P = Np(Np − 1)/2 is the
total number of pairs in the simulation, and V is the volume of the sphere with radius
L/2. With this definition, a value of unity represents a homogeneous distribution and
values greater than unity imply clustering.
The RDFs are shown in Fig. 3.6 as a function of v∗c . For the cases with like-charged
particles, the presence of charge is seen to reduce the number of particle pairs up to a
pair separation of 10η, which prevents particles from clustering. The result is consistent
with what was seen in Fig. 3.4. In addition, for r/η < 2, the inter-particle electrostatic
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repulsive force becomes extremely large, and the RDF rapidly approaches zero. As for the
case with oppositely-charged particles, similar to what was observed in the like-charged
cases, the RDF remains approximately close to unity for 2 < r/η < 10. For r/η < 2, the
RDF increases rapidly due to particle agglomeration. It was found that such short-range
behavior of the two-point statistics were not observed when computed using PM.
The RDF can be seen to be greatly influenced by the Stokes number. Similar to what
was observed in Figs. 3.4–3.5, the RDF is maximum when Stη is close to unity. With
increasing v∗c , the effect of charge for both like- and oppositely-charged particles becomes
more profound. Figure 3.7 shows the RDF in close contact as a function of Stη, defined as
g∗=g(1.5dp). For oppositely-charged particles, g
∗ is seen to increase with v∗c , with a peak
at Stη = 1. Charges increases the peak of g
∗ by over an order of magnitude. For like-
charged particles, an opposite trend is observed, with g∗ decreasing as v∗c increases, and the
Stokes number is seen to play less of a role. For Stη ≥ 7, g∗ approaches unity, suggesting
the Coulomb repulsive force has a greater influence than preferential concentration from
drag, and successfully homogenizes the suspension.
Lu and Shaw [143] recently proposed a model for the influence of charge on the RDF.
Their model is based on the assumption that the particle relative velocity arises from
dissipation-scale turbulent velocity fluctuations. The modeled RDF is a function of Stokes
number and charge magnitude, though it is only valid for sufficiently weak charges such
that the influence of Coulomb interactions are restricted to the dissipation scales of tur-
bulence. Their model is able to capture increases in the RDF due to opposite charges
and reductions in the RDF for like-charged particles, as was shown herein. However, the
flow conditions are restricted to stagnant or low-Stη regimes. The charge density under
consideration in their model was also several orders of magnitude smaller than what was
used here, and we found it provides poor agreement with the RDFs reported here. This
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Figure 3.6: Radial distribution functions for Reλ = 43.5 using P
3M. v∗c = 0 (−), 0.1 (— –), 0.25 (−·),
0.5 (−−), and 1.0 (· · · ). Left: oppositely-charged particles, right: like-charge particles.
is to be expected, as Stη approaches unity, particle inertia has a stronger influence on
the relative velocity between particles and the fidelity of the model diminishes. Yet, such
























Figure 3.7: Radial distribution function near contact using P3M. v∗c = 0 (♦), 0.1 (+), 0.25 (∆), 0.5 (),
and 1.0 (©). Left: oppositely-charged particles, right: like-charge particles.
the burden of long simulation run times and the need for supercomputing resources. The
method presented in this work can be used in future studies to improve upon such models.
3.4 Charged particles in a fully-developed turbulent pipe flow
In this section, the extended P3M approach as described in Chapter II is combined
with an Eulerian–Lagrangian framework to demonstrate its utility in modeling charged
particles in turbulent pipe flow. The effect of charge on particle statistics is reported,
with an emphasis on both particle-particle interactions using the extended P3M approach
and particle-wall interactions due to image charging.
3.4.1 Simulation configuration
The problem under consideration consists of a pipe with inner diameter D = 20 mm
embedded in a rectangular domain (see Fig. 3.8(a)). The length of the pipe is L = 10D
to ensure domain independent results. The domain is discretized on a Cartesian mesh of
size 326×256×256. A conservative cut-cell immersed boundary method is employed to to
enforce no-slip and no-penetration boundary conditions in the fluid phase at the pipe wall.
Details can be found in as described in Pepiot and Desjardins [181] and Meyer et al. [163].
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(a) (b)
Figure 3.8: Schematic of the turbulent pipe flow with aspect ratio L/D = 10 and periodicity enforced
in the streamwise (x) direction. (a) The pipe wall is shown as an iso-surface of ψ = 0. Color represents
the instantaneous fluid velocity magnitude at a statistically stationary state. (b) Particle distribution
colored by diameter (blue: 1µm, red: 10µm) at a statistically stationary state.
The pipe is periodic in the streamwise (x) direction. The bulk velocity is Ub = 4.0 m/s,
corresponding to a frictional Reynolds number Reτ = 180. The grid spacing is chosen
such that ∆y+ = ∆z+ = 1.25 and ∆x+ = 9.8 to fully resolve the turbulent flow (see
Appendix B), where ‘+’ denotes the dimensionless wall distance defined as (·)+ = u∗ (·) /ν,
where u∗ =
√
τw/ρ is the friction velocity with τw the wall shear stress and ρ the fluid
density.
Particles are introduced into the flow with random initial locations and zero initial
velocities once a statistically stationarity is reached. Polydisperse spherical particles of
diameter 1 µm ≤ dp ≤ 10 µm and density ρp = 2650 kg/m3 are considered, with average
particle volume fraction of 6.25 × 10−7. Due to the low volume fraction considered,
particle initialization has negligible effect on statistics at steady state. The size assigned
to individual particles is sampled from a random lognormal distribution representative of
Arizona road dust (see Fig. 3.9). Particle inertia is again characterized by a turbulence
Stokes number Stη = τp/τη. For the polydisperse distribution of particles considered
herein, Stη ∈ [0.0148, 1.48]. Particle velocity statistics and deposition rates are measured
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once the particle distribution reaches a statistically stationary state (see Fig. 3.8(b)).
Particles are removed from the simulation after impact with the wall.
Figure 3.9: Particle size distribution of typical Arizona road dust [261, 259] (◦) and a log-normal fit used
in the simulations (−−) with mean diameter 0.5µm and standard deviation 0.3µm. The distribution is
truncated between 1µm and 10µm.
To investigate the effect of charge on particle dynamics, each particle is assigned a
unique value qp that is proportional to the maximum possible charge qmax according to
qp = ξqmax, with 0 ≤ ξ ≤ 1. The maximum charge is given by [106]






Common airborne dust particles have been measured to have a charge fraction in range of
0.048 ≤ ξ ≤ 0.23 [194] . For fly ash particles in turbulent pipe flows with similar Reynolds
numbers, ξ is estimated to be 0.105 and 0.077 using the mean charge values measured
by Matsusaka et al. [157] and Matsusaka and Masuda [156] respectively. Therefore, ξ = 0.1
is chosen in this study as a representative value. Particle statistics for ξ = 0 (no charge)
and ξ = 0.1 will be compared in later sections.
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3.4.2 Effect of charge on particle statistics
The simulation is run for 240D/Ub to reach a statistically stationary state. Figure 3.10
shows the averaged root-mean-square (rms) velocity normalized by the friction velocity,
u+rms = urms/u∗, and averaged streamwise velocity for both phases. Due to the relatively
low Stokes number, the majority of the particles closely follow fluid streamline and particle
inertia plays little role, except for the largest particles.
(a) (b)
Figure 3.10: Comparison of the mean fluid (–) and particle (◦) streamwise velocities as a function of
radial position. (a) Normalized root-mean-square velocity and (b) normalized streamwise velocity.
Figure 3.11 shows the departing and approaching radial velocities of both fluid phase
and particles of four different sizes. The departing and approaching radial velocities are
defined as u±r (r) = ±〈u(r) · nr〉 for the fluid and u±r (r) = ±〈vp(r) · nr〉 for particles,
which quantify the relative motion with respect to the pipe wall. Here nr denotes the
normal vector pointing from the pipe centerline to the location of interest. As shown in
Fig. 3.11(a), on average the fluid exhibits outward motion towards the wall for regions
close to the wall since u+r (r) > u
−
r (r), while the opposite is observed (u
+
r (r) < u
−
r (r)) near
the centerline of the pipe. Smaller particles (dp = 1µm) exhibit similar velocity profiles as
the fluid, while the velocities associated with larger particles are observed to deviate from
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the fluid due to increased inertia. In addition, the difference between u+r (r) and u
−
r (r)
increases, indicating larger particles impact the wall with a larger net velocity. Especially
very close to the wall, larger particles exhibit larger u+r (r) and smaller u
−
r (r).
(a) ξ = 0 (b) ξ = 0.1, without image charging
(c) ξ = 0.1, with self image charging (d) ξ = 0.1, with all image charging
Figure 3.11: The departing (hollow/dashed) and approaching (solid) velocities towards the pipe wall of
fluid (line) and particles of four different sizes (symbols). (a) ξ = 0, (b) ξ = 0.1, (c) ξ = 0.1, with self
image charging, and (d) ξ = 0.1, with image charging of all particles. The inset highlights the difference
in particle velocities at regions close to the wall.
Figures 3.11(b)-3.11(d) compare the effect of charge in terms of the particle-particle
contribution computed using P3M and the particle-wall contribution computed using im-
age charging. It can be seen that the velocity profiles for both phases are largely unmod-
ified by the presence of charge. However, particle velocities are drastically different close
66
to the wall. Figure 3.11(b) reveals that the approaching velocity of larger particles are
amplified when accounting for particle-particle electrostatic interactions, which leads to
larger deposition rates. Particle-wall interactions play an even larger role by enhancing
the particle approaching velocities by almost two orders of magnitude while at the same
reducing the departing velocities, resulting in larger net radial velocities. Note that by
comparing Fig. 3.11(c) and Fig. 3.11(d), the effect of wall images due to the surrounding
particles has negligible effect on the particle velocity at the wall, which might be due to
the cancellation of the electrical field induced by unlikely charged particles.
(a) (b)
Figure 3.12: (a) Root-mean-square electrical field and (b) nondimensional electric settling velocity as a
function of radial position.
The importance of the electrostatic force relative to fluid forces is commonly measured
by a non-dimensional electric settling velocity v∗c defined in Eq. (3.3). Figure 3.12 shows
that Erms and v
∗
c are approximately constant throughout the flow except very close to the
wall. Particles cluster at the wall due to turbophoresis, resulting in a sharp increase in
Erms and v
∗
c , which is consistent with Fig. 3.11 in which the effect of charge on particle
velocities is most significant close to the wall.
Particle clustering close to the wall is a result of two competing effects. Turbophoresis




Figure 3.13: Comparison of the particle number density np normalized by the mean number density np,m
as a function of distance from the wall for different particle sizes. (a) ξ = 0, (b) ξ = 0.1 without image
charging, and (c) ξ = 0.1 with image-charging.
as they deposit on the wall. Electrical charge, due to particle-particle and particle-wall
interactions, are shown to enhance deposition and therefore decrease the peak particle
number density (see Fig. 3.13). In the absence of charge, the particle number density
peaks at (R − r)+ = 1 with R the pipe radius, and increases with increasing particle
size (see Fig. 3.13(a)). For 10µm particles, the peak number density is approximately 40
times larger than the mean number density, which is reduced to about 20 times at ξ = 0.1




In the present work, the role of electrostatic charge on particle clustering in turbulent
flows was studied using a coupled EL-P3M approach. Special attention was paid to the
interplay between fluid coupling (drag) and Coulomb interactions. Results from simula-
tions of a two-dimensional Taylor–Green vortex flow and three-dimensional homogeneous
isotropic turbulence (HIT) demonstrated that the Stokes number and electric charge play
an important role on the particle dynamics. Despite the low volume fractions considered
here, inter-particle collisions were found to be necessary to prevent unphysical overlap
that arises via attractive Coulomb interactions. It was found that PM was capable of
quantitatively capturing particle segregation for like-charged particles. However, PM was
unable to capture particle chain and ring structures observed using P3M for systems with
oppositely-charged particles.
The level of particle clustering in HIT was characterized via one- and two-point statis-
tics. These measures were found to be highly influenced by the turbulence Stokes num-
ber Stη, Taylor Reynolds number Reλ, and Coulomb settling velocity v
∗
c . Similar to
turbulent suspensions of uncharged particles, maximum clustering was observed when
Stη approaches unity, and decreased with values deviating from unity. In systems with
oppositely-charged particles, the level of clustering was seen to increase at larger values
of Reλ due to the increased influence of drag over the repulsive nature of the Coulomb
interactions. The charge magnitude was found to play a dominating role on amplifying
or suppressing the level of clustering. In suspensions of like-charged particles, the homog-
enization of particle distribution increased with increasing v∗c for both the PM and P
3M
methods. However, PM was unable to capture enhanced particle segregation in systems
with oppositely-charged particles.
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The extended P3M method was then employed to investigate the effect of charge on
particle transport in fully-developed turbulent pipe flows. Particles are polydisperse with
a lognormal size distribution representative of Arizona road dust. Based on experimental
particle charge measurements in pipe flows, each particle was assigned a charge that is
10% of its maximum possible charge based on its size. The wall image charging was shown
to have a significant effect on the near-wall particle approaching velocity, especially for
larger particles. In addition, particle-particle electrostatic interactions were observed to
enhance the near-wall particle approaching velocity, despite it being less signifiant than
the particle-wall contribution.
In real systems, neutral particles can acquire charge while highly-charged particles may
discharge themselves by capturing ions of the opposite polarity. Such effects were not con-
sidered in the present study. Instead, particles were assumed to retain their original charge
throughout the duration of each simulation. Because the EL framework explicitly tracks
the charge of each particle in addition to particle-particle contact, accounting for such
effects can be implemented in a straight forward manner but might result in computa-
tionally restrictive time steps. Jin and Marshall [111] recently introduced a probabilistic
model for contact electrification that presents a tractable approach to capture such effects,
which provides a possible route for future works.
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CHAPTER IV
Electrohydrodynamic Generation of Turbulence by Charged
Particles
Ionization produced by cosmic rays and atmospheric radioactivity creates charged short
life-time aerosols in the upper troposphere. Inhomogeneities in the spatial distribution of
aerosols lead to time varying electric fields and space charge, which can often be amplified
by more than three orders of magnitude in extreme conditions, such as thunderstorms.
The nonlinear coupling between ionized air, charged aerosols, and the background electric
field can result in electrohydrodynamic (EHD) body forces that augment atmospheric
turbulence. In this chapter, a theoretical and numerical study on the electrohydrodynamic
generation of atmospheric turbulence under fair weather and thunderstorm conditions is
presented. Linear stability shows that coupling between ionized air and a background
electric field acts to increase turbulent kinetic energy (TKE) in the upper troposphere,
albeit over long time durations. Direct simulations of charged particles in homogeneous
shear flow demonstrate a nonlinear feedback mechanism capable of accelerating the growth
rate. Streamwise velocity gradients induce fluctuations in particle concentration and
electric potential, resulting in a body force that generates vertical velocity fluctuations.
Pressure strain then transfers this energy to turbulent fluctuations in the streamwise
direction and the process repeats. This feedback mechanism was found to augment TKE
at late stages of the shear layer growth.
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4.1 Introduction
Ionization produced by cosmic rays and atmospheric radioactivity creates charged
short life-time aerosols that have significant spatial and temporal variations in the tropo-
sphere [231, 275, 235, 230]. In extreme conditions, such as thunderstorms, this variability
has been observed to amplify the local electric field strength in the atmosphere by more
than three orders of magnitude compared to typical fair weather conditions [201, 214]. In
the presence of a background electric field, gradients in space charge generate an electro-
hydrodynamic (EHD) body force if the gas is ionized. The EHD force that arises due to
coupling between an electric field, ionized air, and charged aerosols has been shown exper-
imentally to produce instabilities that trigger the onset of turbulent motion in quiescent
aerosol clouds [105]. While EHD instabilities are known to induce turbulence in ionized
fluids, such as electrolytic cells [28], liquid films [232], and electrostatic precipitators [5],
and similar instabilities due to magnetohydrodynamics exist in plasmas [136, 229, 76], its
role in augmenting atmospheric turbulence is less established.
Recent studies have shown that detailed interactions between turbulence and aerosol
droplets can give rise to preferential concentration of charged particles capable of self-
inducing atmospheric electricity [50, 270], which might amplify the aforementioned effects.
Depending on the sign and magnitude of the charge each particle carries, these self-induced
electrical fields can either mitigate or enhance the level of clustering [118, 144, 270]. Pref-
erential concentration describes the accumulation of inertial (heavy) particles or droplets
away from highly vortical regions of the turbulent flow [57, 60, 107, 204, 36]. When the
time scale of the particles is on the same order as the turbulent eddies, particles are di-
rected by coherent vortical structures to create non-homogeneities in concentration and
the onset of clusters. In the presence of gravity, preferential concentration by turbulence
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has been observed to cause particles to accumulate near the downward moving side of
vortices where the fluid velocity aligns with the direction of gravity [159, 253, 3]. The
gravitational settling of aerosol particles can be enhanced by this preferential sweeping
mechanism by as much as 50% [253]. The collision rate between monodisperse particles
is also considerably lower when gravity is present [108].
Wind shear (mean velocity gradient) ranging from O(10−3)/s to O(1)/s is common in
the atmosphere [27, 233, 141]. When particles or droplets are placed within a mean veloc-
ity gradient, the anisotropy of the velocity fluctuations induces a preferential orientation
of particle clusters and modifies their turbulent transport characteristics [92, 169]. Re-
cently, a new preferential concentration-driven instability has been identified for inertial
particles suspended in sheared turbulence [119], showing that two-way coupling between
the phases in the presence of mean shear and gravity can lead to the onset of turbulence.
The motivating hypothesis of the present study is that charged aerosols within the
atmosphere couple nonlinearly with the background electric field and ionized air, result-
ing in the production of TKE. We refer to this as a three-way coupling process, whereby
velocity fluctuations induce non-homogeneities in droplet concentration, resulting in gra-
dients in electric potential that increase the electric field strength and in turn amplifies the
gas-phase velocity fluctuations. We seek to identify under what conditions EHD-induced
turbulence is relevant. To this end, a linear stability analysis is performed for sheared
flow in the presence of a background electric field to understand the stability criteria, rele-
vant non-dimensional numbers, and time scales associated with EHD-induced turbulence.
Then, direct numerical simulations are carried out with relevant atmospheric parameters
at 6 km altitude to understand the effect of added nonlinearity by aerosol dynamics on
turbulence generation. The TKE budget and growth rate are then reported to assess the
significance of EHD for a range of particle loadings.
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4.2 Linear stability of the upper troposphere
4.2.1 Governing equations
In this work, the fluid dynamics in the troposphere is modeled according to the incom-












where ρ is the gas-phase density, u = [u v w]T is the velocity, p is pressure, ν is the
kinematic viscosity, and F e is an electrohydrodynamic (EHD) body force. The last two
terms on the right-hand side of Eq. (4.1) are introduced to account for mean velocity
gradients due to wind shear, where Γ is the shear rate, z is the vertical position and ex is
the unit vector in the streamwise direction.
Within the upper troposphere, the electric permittivity is close to the vacuum permit-
tivity (ε ≈ ε0 = 8.854× 10−12 F/m) and can be assumed constant. As a consequence, the
EHD body force can be expressed as F e = qfE, where the electric field, E = −∇φ, is
determined by solving a Poisson equation for the electric potential φ, given by
(4.2) ∇2φ = −(qf + qp)/ε,
which accounts for both the effect of space charge density in the fluid, qf , and charge
density of aerosol droplets, qp. In the remainder of this study, the terms aerosols, droplets,
and particles will be used interchangeably. Within the first 20 km of the troposphere,
there exists a vertical gradient in air conductivity that gives rise to finite space charge
density [98, 281], even under fair weather conditions (see Fig. 4.1). We model the transport




+∇ · (µIqfE −DI∇qf + qfu+ qfΓzex) = 0,
74
where µI ≈ 10−4 m2 V−1 s−1 is the ion mobility at 6 km altitude based on balloon-borne
measurements [197] and DI = µIkBT/e is the molecular diffusion coefficient based on the
Einstein relation [161]. Here, kB is the Boltzmann constant, T is temperature, and e =
1.6× 10−19 C is the elementary charge. Within the first few kilometers of the atmosphere
















Figure 4.1: Fair weather atmospheric conditions [247] used to define the background state in the stability
analysis.
4.2.2 Linear stability analysis
The flow quantities qf , φ, p, u and E can be decomposed into a base state and a
fluctuating component as A = A+ A′, where
(4.4) A′ = A0(z) exp(iκxx+ iκyy) exp(ωτ),
with A0 the fluctuation amplitude, κx and κy the horizontal wave numbers, ω the growth
rate, and τ = (µIφ t)/L
2 is the time scale normalized over a vertical span L. Linearizing
(4.1)–(4.3) and enforcing ∇ · u = 0, the following set of ODEs of total order 7 can
75
be obtained to find solutions for the non-dimensional fluctuation amplitudes of vertical
velocity, f(z) = w0(z)L/(µIφ(z)), and potential, g(z) = φ0(z)/φ(z), according to( ω
Pr
− (D2 − α2)
)





































Here, ẑ = z/L, β = L d/dx and D = L d/dz are the normalized derivative operators















that dictate stability and growth rate. Details on the derivation of the linearized equations
and associated boundary conditions employed in the analysis are given in Appendix D,
and a similar formulation can be found in Schneider and Watson [209] for a charged
dielectric liquid film. R is sometimes referred to as the electric Rayleigh number [5]
and represents the competition between turbulence production due to charge density
fluctuations and dissipation due to viscosity. When R is greater than a critical value
Rc, velocity fluctuations will increase with the Coulomb force, and below Rc the EHD-
induced turbulence is damped by viscosity. Pr is the electric Prandtl number, a measure of
electric time scale to the hydrodynamic time scale [209]. S is the shear Reynolds number
that characterizes the importance of mean shear inertial forces to viscous forces over the
vertical span L. Note that since φ is also a function of L, all three non-dimensional
numbers are functions of L.
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4.2.3 Effects of vertical span and shear rate
The ODEs reported in Sec. 4.2.2 are solved numerically using a 4-th order Runge–Kutta
scheme for a vertical thickness of the atmosphere z0 ≤ z ≤ z0 + L with a base altitude
z0 = 6 km. We first consider base state values corresponding to fair weather conditions
within the troposphere [247] (see Fig. 4.1). Figure 4.2 shows the minimum values of Rc
such that the flow remains stable over all wave numbers, α, as a function of vertical span
L. It can immediately be seen that the flow becomes more unstable as the vertical span
increases. It is interesting to note that R ≈ 100 in the troposphere, which corresponds to
a vertical span of L ≈ 1 km, consistent with typical cloud thicknesses observed at those
elevations [252].














Figure 4.2: Critical value of the electric Rayleigh number as a function of vertical span L for different
shear Reynolds numbers S. The system is unconditionally stable when L ≤ 0.707 km (denoted by the
vertical dashed line).
Wind shear is also known to play an important role in atmospheric dynamics, and is
responsible for Kelvin-Helmholtz instabilities that influence the turbulence energy bud-
get [266]. Figure 4.2 shows that the system is unconditionally stable for L ≤ 0.707 km
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regardless of wind shear, but for L > 0.707 km, Rc decreases with increasing shear rate,
demonstrating shear acts to destabilize the flow, as expected. Even modest values of wind
shear, i.e. Γ > 1× 10−3 s−1, will lead to values of S significantly larger than those consid-
ered in Fig. 4.2, affirming that atmospheric electricity (even in fair weather conditions) is a
destabilizing mechanism in the troposphere. We note that the stability analysis neglects
gravity, and thus these findings isolate the role of electric body forces on atmospheric
stability.
Figure 4.3: Normalized growth of vertical velocity fluctuations under varying shear rates predicted by
linear stability analysis under fair weather (solid fill) and thunderstorm (hatch fill) conditions.
Of key interest in the present study is the rate at which small disturbances in the
velocity field grow due to EHD. The growth rate, ω, is obtained using prescribed values
of α, R and Pr. Using typical fair weather conditions (Pr ≈ 2.5 × 10−6), Fig. 4.3 shows
that the maximum growth of vertical velocity fluctuations, w′, by EHD is slow, taking
approximately 109 s to amplify the fluctuations by two orders of magnitude. Using values
relevant to thunderstorm conditions (E = 3 × 105 V/m and φ = 2 × 108 V), similar
growth is achieved in approximately 103 s. However, despite this enhanced growth rate,
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the time scales are still relatively slow, even as the shear rate varies by several orders of
magnitude. It is important to note that the present linear stability analysis does not take
into account detailed aerosol dynamics that are known to be significant in turbulent flows.
Numerical simulations that explicitly take these dynamics into account will be presented
in the following section.
4.3 Numerical simulations
4.3.1 Simulation configuration
Direct numerical simulations are performed to study the role of nonlinearities associ-
ated with aerosol dynamics not accounted for in the linear stability analysis. We consider
charged particles suspended in homogeneous shear flow in the presence of a background
electric field (see Fig. 4.4). The flow field and space charge are initialized using sim-
ple turning wave vectors referred to as Kelvin modes. These wave vectors are initially
oriented as upstream waves that rotate as the flow is being sheared and transform into
downstream waves. Kelvin modes are known to first experience a transient algebraic
growth (a bypass transition) to turbulence and decay after they pass the turning point
to downstream waves [122, 120]. Nonlinear effects may couple with the initial transient
growth leading to a ‘bootstrapping’ mechanism [234]. If the electrostatic time scale is
significantly smaller than the fluid time scale, heterogeneity in charge distribution may
give rise to local EHD body forces during the transient period and prevent or postpone
the fluid TKE from decaying.
We consider a triply-periodic domain of length 0.256 m in each direction, discretized
using 2563 grid points. The maximum amount of charge each particle can carry is dictated
by the Rayleigh limit, QR = π
√
8εγd3p, where γ = 0.0738 N/m is the surface tension coef-
ficient for water droplets and dp is the particle diameter. The particle charge is taken to be
Qp = ± 0.1QR and the average particle volume fraction varies between 0 ≤ Φv ≤ 2×10−3,
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Figure 4.4: Simulation configuration for Φv = 1 × 10−4. Gray scale shows fluid velocity magnitude,
ranging from 0 (black) to its maximum value (white). Particles are colored by charge: positive (red) and
negative (blue).
corresponding to typical aerosol properties observed in thunderstorm conditions [247, 150].





)2〉, is fixed as the
particle loading varies, where angled brackets denote a volume average. Given that E is
constant and qf = 0, (qfE)rms = 〈q
2
fE
′2〉. Since the self-induced electric field E ′ is pro-




p〉 is held constant
for each simulation. This is done to avoid a trivial solution (e.g., increasing the effect of
EHD with increasing volume fraction) and isolate the effect of particle dynamics on TKE
production. Therefore, as Φv increases, qf decreases accordingly (see Table 4.1).
4.3.2 Numerics
The fluid-phase equations (4.1)–(4.3) are solved using the numerical framework de-
scribed in Chapter II. Periodic shear boundary conditions are enforced in the z-direction
using a discretely conservative algorithm recently proposed by Kasbaoui et al. [120]. In-
dividual aerosol particles are tracked in a Lagrangian manner [30] governed by Newton’s
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p is the charge of the i-th particle and E[x
(i)
p ] is the electric field at the particle
position. The particle concentrations are low enough such that direct two-way coupling
due to interphase momentum exchange can be neglected. Instead, aerosols affect the gas
phase indirectly via their charge distribution. The aerosol charge density, qp, is obtained
by projecting the particle charge to the Eulerian grid. A second-order Runge–Kutta
scheme is used for updating each particle’s position and velocity. Further details on the
numerical implementation can be found in Chapter II.
Because the simulation domain is periodic, qf and E must be decomposed into mean
and fluctuating components and only q′f and E
′ are solved for. Equation (4.2) can be
rewritten as ∇2φ′ = −(q′f + qp)/ε and the electric field fluctuation can be solved via E′ =
−∇φ′. We note that particles are assigned equal and opposite charge such that 〈qp〉 = 0
and the Poisson equation is well posed. The total electric field is then reconstructed as
E = E′ +E, and similarly qf = q
′
f + qf , with E = [0 0E]
T. In each simulation, qf = 0
and the amplitude of q′f is prescribed as qf 0. Parameters are chosen to correspond to
thunderstorm conditions at an altitude of 6 km as summarized in Table. 4.1.
Φv Mean volume fraction 0 1× 10−4 4× 10−4 1× 10−3 2× 10−3
N Number of particles 0 3.2× 106 1.3× 107 3.2× 107 6.4× 107
qf 0 [C/m
3] Space charge fluctuation 2× 10−8 1× 10−8 5× 10−9 3.2× 10−9 2.2× 10−9
dp Particle diameter 100µm
Qp Particle charge ± 7.27× 10−13 C
ρp/ρ Density ratio 1000
E Background electric field 3.0× 105 V/m
Table 4.1: Parameters used in the homogeneous shear simulations. qf 0 is varied with Φv such that
(qfE)rms ∼
√
〈q2pq2f 〉 is held constant. All simulations are performed with conditions of dp/∆x = 0.1 and
Γ = 1.5.
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4.3.3 Evolution and growth of TKE
The aerosol droplets are initially randomly distributed throughout the domain. As
shown in Fig. 4.5, horizontal wind shear combined with the background electric field
leads to the onset of particle clustering in high strain regions, which eventually generates
fluctuations in fluid velocity via coupling with the charge density. Particle clustering arises
from a similar mechanism identified by Kasbaoui et al. [119], except here the body force is
due to the electric field instead of gravity, and the momentum coupling exists through the
charge density instead of the drag force. In the absence of charged droplets, the initial
Kelvin modes are rotated and decay without introducing any fluctuations. Gas-phase
velocity fluctuations become more intense with increasing droplet loading. To identify the










= Pij +Rij − εij + Eij,
where Pij, Rij and εij denote mean-gradient production, pressure strain, and viscous
dissipation, respectively [188] given by

































(4.13) ρEij = 〈Ej〉〈q′fu′i〉+ 〈Ei〉〈q′fu′j〉+ 〈q′fE ′ju′i〉+ 〈q′fE ′iu′j〉
are contributions from EHD. In the present configuration, 〈E1〉 = 〈E2〉 = 0 and 〈E3〉 = E.
Also note the last two terms on the right-hand side of Eq. (4.13) containing triply correla-
tions were found to be negligible compare to the first two terms. Taking one-half the trace
of (4.9) yields a transport equation for the TKE, defined as 〈u′iu′i〉/2 (repeated indices im-
ply summation). The contributions from EHD, Eii/2, contain two terms. EP=E〈q′fw′〉/ρ
represents production due to the background electric field and correlation between charge
density and vertical velocity fluctuations. The second contribution, ET=〈q′fE ′iu′i〉/ρ is
found to be negligible in the present study.
The temporal evolution of TKE is shown in Fig. 4.6. All cases exhibit similar algebraic
growth at early times. An analytic solution for this early time behavior is provided in
Appendix C, which is shown to independent of the aerosol distribution. It can immediately
be seen that increasing particle loading enhances TKE post the initial algebraic growth
(t ' 1 s). By transferring the charge density from the carrier phase to aerosol particles, the
TKE is amplified by as much as a factor of 6 for the highest loading under consideration.
It should be noted that the size of the simulation domain is constrained by the high
computational cost in tracking O(108) individual particles. Based on the linear stability
analysis performed in Sec. 4.2.3, larger domain sizes should result in greater enhancement
of TKE. Moreover, a scaling analysis by Di Renzo and Urzay [50] demonstrated that while
clustering occurs at the microscale (at the same scale as the smallest turbulent eddies),
the self-induced electric field can span much larger scales. Thus, the effects reported here
are anticipated to be greater under more relevant length scales.
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(a) Φv = 0, t = 1 s (b) Φv = 0, t = 2 s (c) Φv = 0, t = 6 s
(d) Φv = 1× 10−4, t = 1 s (e) Φv = 1× 10−4, t = 2 s (f ) Φv = 1× 10−4, t = 6 s
(g) Φv = 4× 10−4, t = 1 s (h) Φv = 4× 10−4, t = 2 s (i) Φv = 4× 10−4, t = 6 s
Figure 4.5: Temporal evolution of the gas and particle phases with volume fraction increasing from top
to bottom and time increasing from left to right. Color scheme same as Fig. 4.4.
4.3.4 Reynolds stress budget
After the initial algebraic growth is complete, turbulence modulation by charged
aerosols is apparent. The temporal evolution of Reynolds stresses are shown in Fig. 4.7.
When aerosol particles are absent (Φv = 0), the vertical component of Reynolds stress,
〈w′w′〉, initially grows due to production by EHD (E33 = 2E〈q′fw′〉/ρ). This term then
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Figure 4.6: Normalized TKE evolution for different particle loadings. Φv = 0 (–), 1×10−4 (· · · ), 4×10−4
(− -), 1× 10−3 (−) and 2× 10−3 (- -).
contributes to mean-gradient production (P13 = −〈w′w′〉Γ) that increases 〈u′w′〉. Next,
the energy is transferred to the streamwise component 〈u′u′〉. Because there is no mech-
anism to sustain TKE when charged aerosol droplets are absent, all three components
decay to zero at late times due to viscous dissipation, as shown in Fig. 4.6. When charged
droplets are introduced, the Reynolds stresses follow a similar trend at early times and
deviate at later times. Only the vertical component 〈w′w′〉 approaches zero, while 〈u′w′〉
levels off to a negative value, and the streamwise component, 〈u′u′〉, is seen to increase.
This effect is enhanced with increasing particle volume fraction as shown in Figs. 4.7(b)–
4.7(d).
The Reynolds stress budgets are reported for Φv = 1 × 10−4 in Fig. 4.8 to further
understand how energy is transferred between the separate components. We note that
the trends reported here are consistent at other values of Φv. The initial sinusoidal
fluctuation in space charge and vertical velocity together with the background electric field
generate a non-zero EHD source E33 = 2E〈q′fw′〉/ρ. As a result, the vertical component
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Figure 4.7: Evolution of the Reynolds stresses normalized by w20. (a) Φv = 0, (b) 1× 10−4, (c) 4× 10−4
and (d) 1× 10−3.
of Reynolds stress, 〈w′w′〉, grows due to this production terms (see Fig. 4.8(a)). A
significant portion of this energy is also transferred to the corresponding pressure strain,
R33 = 〈 2p′ (∂w′/∂z) /ρ 〉, and consequently 〈w′w′〉 decays to zero at late times.
The EHD production term, E33, then decays as a result of diffusion of space charge,
at which time pressure strain, R13 = 〈 p′ (∂u′/∂z + ∂w′/∂x) /ρ 〉, acts to redistribute
the energy to 〈u′w′〉. Fig. 4.8(b) reveals that while the streamwise velocity fluctuations
increase, a new EHD source term, E13 = E〈q′fu′〉/ρ, emerges, further augmenting 〈u′w′〉.
At late time, pressure strain continues to transfer energy from 〈u′w′〉, similar to 〈w′w′〉,
and the corresponding mean-gradient production, P13 = −〈w′w′〉Γ, is negative and acts
as a sink of 〈u′w′〉. As a result, 〈u′w′〉 eventually decays and approaches a negative value
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Figure 4.8: Budget of normalized Reynolds stresses. (a) 〈w′w′〉, (b) 〈u′w′〉 and (c) 〈u′u′〉 normalized by
Γw20 for Φv = 1× 10−4. (d) 〈u′u′〉 normalized by Γw20 in the absence of particles.
when production and dissipation balance.
Fig. 4.8(c) shows the budget for the streamwise component of the Reynolds stress,
〈u′u′〉. As energy is transferred to the streamwise components, 〈u′u′〉 is first augmented
by the corresponding pressure strain, R11 = 〈 2p′ (∂u′/∂x) /ρ 〉, during the early stage,
then mean-gradient production, P11 = −2〈u′w′〉Γ, acts as a source when 〈u′w′〉 reaches
a negative equilibrium that later sustains 〈u′u′〉. Note that unlike the other two compo-
nents of Reynolds stress, the streamwise component always has non-zero production and
therefore continues to increase even at late time. Comparing Figs. 4.8(c) and 4.8(d), it
can be seen that this non-zero equilibrium state of production (P11) only occurs when
charged aerosols are present.
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Figure 4.9: Energy transfer due to three-way coupling between turbulence, charged particles, and a
background electric field. The dashed lines represent energy transfer when aerosol particles are present.
Fluctuations in vertical velocity and space charge give rise to an EHD source term, E33, that produces
TKE. In the absence of charged aerosol particles, TKE is eventually dissipated to heat. When particles are
present, preferential concentration by the turbulence generates inhomogeneities in particle distribution
and consequently gradients in electric potential. This further contributes to the EHD source term E33 in
addition to E13 that generates TKE via mean gradient production.
A schematic summarizing the energy transfer is illustrated in Fig. 4.9. As depicted by
the solid lines, a background electric field combined with fluctuations in velocity and space
charge yields production of TKE that is eventually dissipated into heat. In the absence
of charged droplets, no other mechanism exists to further produce TKE. However, when
aerosol droplets are present, turbulence can be sustained through two additional processes:
(i) turbulence preferentially concentrates charged particles, resulting in fluctuations in
electric potential that self-induces an electric field, enhancing E33 and TKE; and (ii)
the space charge fluctuation induced by the electric field contributes to another EHD
source term, E13, which enhances 〈u′w′〉, contributing to mean-gradient production (P11)
that further augments TKE. This three-way coupling gives rise to a feedback loop that
enhances TKE beyond the initial algebraic growth.
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4.4 Conclusions
We presented a theoretical and numerical study on the electrohydrodynamic generation
of atmospheric turbulence under fair weather and thunderstorm conditions. The focus of
this study was on the three-way coupling between turbulence, charged aerosol droplets,
and a background electric field. A canonical flow configuration was presented to simulate
the upper troposphere, in which a random distribution of charged particles was placed in
homogeneous shear flow with a uniform electric field.
Linear stability analysis was performed using base state parameters relevant to fair
weather conditions in the upper troposphere. Atmospheric stability was characterized
by the electric Rayleigh number, which was found to be a function of vertical span and
shear rate. The stability analysis revealed that the atmospheric fluid dynamics are most
unstable over a vertical span consistent with typical cloud thicknesses observed at these
elevations. The growth rate in velocity fluctuations was estimated using both fair weather
and thunderstorm parameters, which was found to be slow even under thunderstorm
conditions.
Direct numerical simulations revealed a nonlinear feedback mechanism that acts to
accelerate turbulence production under thunderstorm conditions. It was found that hori-
zontal wind shear combined with EHD body forces led to the onset of particle clustering
that generated fluctuations in charge density. These fluctuations acted to augment turbu-
lent kinetic energy (TKE) after the initial algebraic growth. TKE was initially produced
in the vertical direction and was later transferred to the streamwise (shear) components.
The streamwise velocity gradients acted to induce fluctuations in aerosol concentration
and consequently generated gradients in electric potential, resulting in an increase in the
EHD body force and the process repeated. TKE was enhanced by up to a factor of six
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as the particle loading increased.
The present numerical and theoretical analysis demonstrated that charged aerosols in
the atmosphere can couple nonlinearly with the background electric field to enhance the
onset of TKE. It is important to note that other effects may be at play as well. Particles
are capable of transferring charge among each other or acquire charge through triboelectric
effects [142, 158, 89, 111]. In addition, the droplet size may vary due to evaporation and
condensation. Additional instabilities may also arise when gravity is present, which may
add to the TKE augmentation studied here. In the present study, we isolate the effect of
charged aerosols on turbulence generation, and therefore these effects were not included.
However, the Eulerian–Lagrangian simulation framework can be extended to account for
these kinetic processes in TKE augmentation in future work.
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CHAPTER V
Breakup of Cohesive Particles by Turbulence
In this chapter, we present a numerical study analysing the breakup of a single co-
hesive particle aggregate in turbulence. Solid particles with diameters smaller than the
Kolmogorov length scale (dp < η) are initially aggregated into a spherical ‘clump’ of di-
ameter D > η and placed in homogeneous isotropic turbulence. Parameters are chosen
relevant to dust or powder suspended in air such that cohesion due to van der Waals
is important. Simulations are performed using an Eulerian–Lagrangian framework that
models two-way coupling between the fluid and solid phases and resolves particle-particle
interactions. Aggregate breakup is investigated for different Adhesion numbers Ad, Taylor
micro-scale Reynolds numbers Reλ and nondimensional clump sizes D/dp. The intermit-
tency of turbulence is found to play a key role on the early-stage breakup process, which
can be characterized by a turbulent Adhesion number Adη that relates the potential en-
ergy of the van der Waals force to turbulent shear stresses. A scaling analysis shows
that the time rate of breakup for each case collapses when scaled by Adη and an ag-
gregate Reynolds number proportional to D. A phenomenological model of the breakup
process is proposed that acts as a granular counter-part to the Taylor Analogy Breakup
(TAB) model commonly used for droplet breakup. Such a model is useful for predict-
ing particle breakup in coarse-grained simulation frameworks, such as Reynolds-averaged
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Navier–Stokes, where relevant spatial and temporal scales are not resolved.
5.1 Introduction
The transport and deposition of tiny (cohesive) particles in turbulent flows play im-
portant roles in many engineering, environmental and medical systems. Examples in-
clude dry powder inhalers for drug delivery [12, 267, 268], dust ingestion in gas turbine
engines [9, 56, 21, 202] and fluidized bed reactors [165, 242, 146, 175]. Micron-sized parti-
cles tend to form aggregates due to inter-particle cohesion. The dynamical evolution and
morphology of these aggregates involve a complex interplay between turbulent stresses
and inter-particle cohesive forces. As a result, particle clumping can arise under various
circumstances, which is known to compromise the performance of the aforementioned
systems. For example, agglomeration has been shown to significantly deteriorate the
delivery efficiency of drug particles [12], accelerate turbine blade erosion in gas turbine
engines [87, 97] and defluidize two-phase reactors [165, 37]. Of particular interest to the
present study is turbulence-induced breakup of fine particulate aggregates.
Several mechanisms are responsible for particle deagglomeration in a flow field. Breakup
can be induced by inertial stresses [129, 101], rotary stresses [220, 110, 67, 68, 276, 167] or
turbulent stresses [7, 258, 6, 256]. Several models have recently been developed for deag-
glomeration due to rotary stress in simple shear flows [54, 199, 246]. The mechanisms
responsible for deagglomeration in turbulence, however, are more complicated and less
established. Weiler et al. [256] developed a model of critical shear stress for instantaneous
breakage as a function of aggregate size and the mean cohesive force. However, aggre-
gates often breakup progressively from the surface, and the critical stress at the vicinity
of the aggregate is not always directly available, especially in course-grained simulations
where subgrid-scale stresses are not resolved such as in Reynolds-averaged Navier–Stokes
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(RANS) frameworks.
The major challenge in numerically investigating the breakage of cohesive particles
is properly resolving the wide range of length- and time-scales at play. One common
approach is to couple Lagrangian particle tracking with a mean flow field obtained from
RANS. The turbulent dispersion of particles is often modeled in a stochastic manner. This
approach has been widely used for particle ingestion in gas turbine engines [87, 97, 21].
Despite its low computational cost, Lagrangian particle tracking coupled with RANS has
been shown to under-predict turbulent dispersion and deposition of particles compared
to experiments [260], especially near boundary layers [200, 72]. On the contrary, particle-
resolved direct numerical simulation (PR–DNS) has been applied to fully capture the
flow field and particle interactions [239, 248, 249]. While PR–DNS is highly accurate, it
is limited to small physical systems due to its high computational cost.
Alternatively, the Eulerian–Lagrangian method tracks individual particles and solves
the fluid phase on an Eulerian mesh with grid spacing larger than the particle diameter.
It is capable of capturing detailed particle-particle interactions and particle-fluid coupling
with moderate computational cost. This approach has been widely applied to study
cohesive particles in turbulence [103, 128, 25, 221, 139, 270]. However, most existing
studies consider one-way coupling without taking into account influences of drag or volume
displacement by particles on the fluid. Such an approach is not appropriate when modeling
large particle aggregates as it over-predicts the interphase slip velocity in the vicinity of
the particles [53]. Another known deficiency of this method when dealing with cohesive
particles is the restrictive time step.
In the present study, an Eulerian–Lagrangian framework is employed where two-way
coupling is accounted for via drag and volume displacement effects. The van der Waals
force model is modified to allow for soft-sphere contact. A multi-scale time stepping
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algorithm is introduced to minimize the computational cost. The numerical framework
presented in Chapter II is employed. The relative importance of turbulence and adhesion
on breakup dynamics of a single aggregate is analyzed by adjusting the Taylor micro-scale
Reynolds number, Reλ, and the Adhesion number, Ad, that relates the van der Waals
surface energy, γ, and the kinetic energy of particles [153]. The Hamaker constant A
is varied by 3 orders of magnitude to mimic weakly cohesive particles (e.g. silica) and
strongly cohesive materials such as metal oxides. The role of turbulence intermittency on
the early-stage deagglomeration is discussed. We then report the temporal evolution of
the aggregate, present a breakage regime diagram and a scaling analysis of the breakup
rate in § 5.2. Additionally, a phenomenological model of the breakup process is proposed
in § 5.3 using a mass-spring-damper analogy, followed by a sensitivity analysis of model
parameters in § 5.4. Together with the scaling analysis, the proposed model provides a
complete prediction of the deagglomeration process using quantities available in coarse-
grained simulations that do not resolve the relevant fluid and particle time scales, such
as in RANS.
In the remainder of this chapter, the term ‘clump’ and ‘aggregate’ will be used inter-
changeably.
5.2 Turbulence-induced breakup of a cohesive particle aggregate
5.2.1 Problem setup
In this work, we consider an initially spherical ‘clump’ of particles suspended in ho-
mogeneous isotropic turbulence (see Fig. 5.1). Particles are monodisperse with diameters
dp = 20 µm and particle-to-fluid density ratio ρp/ρ = 2200, corresponding to typical
Geldart C-type particles (e.g. dust or powder in air) in which inter-particle cohesion
is important [160, 251]. The simulation domain is triply periodic with sides of length
L = 400dp. The initial aggregate is formed by randomly distributing particles through-
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out the domain and assigning inward-facing normal velocities, commonly referred to as
the “centripetal packing method” [138, 268, 199]. First, particles are initially randomly
distributed within in a spherical region without overlap. A constant centripetal force is
then imposed on each particle to attract the particles towards the center of the domain.
Particles undergo collisions and agglomerate in the absence of fluid forces until a single
aggregate is formed. The aggregate is then submerged in the flow and held in place until a
statistical stationary state is reached. At t = 0 the particles are free to evolve, potentially
resulting in breakup and the formation of smaller aggregates, sometimes referred to as
‘flocs’ in liquid suspensions [176, 70, 110, 248, 279].
Figure 5.1: Simulation configuration shown with background fluid velocity (blue: low, red: high). Par-
ticles are initially close-packed in a spherical aggregate of diameter D. Particles are fixed in place until
the flow reach a statistically stationary state prior to deagglomeration.
The competition between turbulent shear stress and inter-particle cohesion on the
breakup process is studied by adjusting the initial aggregate diameter D, the Hamaker
constant A and Taylor Reynolds number Reλ = urmsλ/ν where ν is the kinematic viscosity,
urms is the average root-mean-square velocity and λ =
√
15ν/ε urms is the Taylor micro-
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scale with ε the viscous dissipation rate. The particle Adhesion number is introduced
to quantify the effect of van der Waals attraction, defined as Ad = 2γ/ (ρpu
2
rmsdp) where
γ = A/(24πδ2) is the potential energy associated with van der Waals force with δ = 0.165
nm [153]. The Hamaker constant A is a material property that indicates the strength of
cohesion due to van der Waals [96]. In this study, A is varied between O(10−21) J for
weakly cohesive particles (e.g. silica) to O(10−18) J for strongly cohesive materials such
as metal oxides [153]. A list of relevant two-phase flow parameters used in each case is
provided in Table 5.1.
Physical parameters
dp Particle diameter 20 µm
D Aggregate diameter 200 µm 400 µm
N Number of particles 682 5484
ρp Particle density 2650 kg m
−3
ρ Fluid density 1.2 kg m−3
ν Fluid kinematic viscosity 1.5× 10−5 m2 s−1
e Coefficient of restitution 0.9
A Hamaker constant [0.4, 300]× 10−20 J
Non-dimensional parameters
N3g Number of grid points 32
3 643 1283
Reλ Taylor micro-scale Reynolds number 30 43 64
dp/η Normalized particle diameter 0.19 0.42 0.80
D/η Normalized aggregate size [1.9, 16]
Ad Adhesion number [0.3, 9.0]
Table 5.1: Parameters used in the simulations.
A linear forcing term F t is added to the right-hand-side of the fluid momentum equa-
tion (Eq. (2.2)) to enforce statistically stationary turbulence. It is important to note that
most standard forcing techniques are not sufficient at maintaining desired turbulence
properties (e.g. Reλ) when two-way coupling is present [149]. In this work, we propose
to extend the linear forcing scheme of Lundgren [145], such that the mean interphase
exchange contribution is removed and the turbulence statistics remain unaffected by the
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presence of particles, given by
(5.1) F t = Qt (αu− 〈αu〉)− 〈F inter〉,
where Qt is the linear forcing coefficient, and 〈·〉 denotes the volumetric mean of the
quantity within the computational domain.
Due to the large density ratio under consideration (ρp/ρ = 2200), the effects of fluid
torque and lubrication forces on particle motion are neglected. In addition, it is impor-
tant to note that cohesion due to van der Waals attraction and collisions are treated
independently, which implicitly assumes these effects are additive in nature according to
the Derjaguin, Muller and Toporov (DMT) theory [45]. The underlying assumption of
the DMT theory is that cohesive forces do not modify the surface profile during particle
contact. Another popular contact theory proposed by Johnson et al. [114], known as the
Johnson, Kendall and Roberts (JKR) theory, assumes that adhesion occurs only within
the flattened contact region such that the collision force is nonlinearly coupled with the
cohesion force and consequently cannot be treated as additive. As suggested by Johnson
and Greenwood [113], the DMT approximation is valid when λT  1 (typically λT . 0.1)
and the JKR model is valid when λT  1 (typically λT & 10), with λT the dimensionless








where Es is the elastic modulus of particles. For the simulations considered herein, 0.19 ≤
λT ≤ 0.98, and it is therefore not immediately obvious which assumptions readily apply.
To this end, a variance-based sensitivity analysis is performed in § 5.4. It is found that
the results reported herein are largely unaffected by the choice in contact theory. The
results were also found to be insensitive to the restitution coefficient and inclusion of
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fluid torque. In the remainder of this work, particle contact mechanics are based on the
DMT theory due to the low values of λT under consideration and to be consistent with
a recently proposed cohesion model that enables larger simulation timesteps [91], which
has been discussed in § 2.6.
5.2.2 Flow visualization
Simulations are carried out for three Taylor micro-scale Reynolds numbers and five
Adhesion numbers as listed in Table 5.1. The spatial distribution of particles at t/τp = 4
is compared in Fig. 5.2. In the absence of van der Waals forces, the aggregate breaks up
immediately and particles are dispersed by the background turbulence. It can be observed
that particles progressively shed off from the surface of the clump, and gain speed as they
are transported away. Particles within the aggregate experience smaller interphase slip
velocities due to two-way coupling, resulting in negligible drag forces. It is important to
note that the deagglomeration process would be markedly different if two-way coupling
were not taken into account. If the simulation was performed with one-way coupling, all of
the particles would experience similar drag, resulting in simultaneous breakup throughout
the aggregate (see § 5.4).
As Ad increases, inter-particle cohesion eventually overcomes the fluid stresses, pre-
venting breakup from occurring when Ad ≥ 9. For the same Ad, the rate of deagglom-
eration increases with increasing Reλ due to larger fluid velocity fluctuations. It is clear
from Fig. 5.2 that the competition between turbulent stresses acting to disintegrate the
particle aggregate and cohesive forces opposing breakup is entirely controlled by Reλ and
Ad. A quantitative assessment of Reλ and Ad on the evolution of the breakup process
will be presented in the following sections.
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Figure 5.2: Particle position after t/τp = 4 colored by their velocity (blue: low, red: high) for different
values of Ad and Reλ. Left (t = 0): an initially spherical particle aggregate (D = 20 dp) suspended in
homogeneous isotropic turbulence.
5.2.3 The role of turbulence intermittency on deagglomeration
Fluid stresses exerted on the aggregate surface by turbulence is highly intermittent.





p ]‖2/N , with the domain-averaged stress. As can be seen, the in-
stantaneous fluid stress at the vicinity of the aggregate fluctuates by as much as four times
the domain-averaged value. The time scales of these fluctuations are significantly smaller
than the time required to complete breakup (∼ 300τf for this case), which amplifies the
effect of turbulence intermittency on early-stage breakup.
To investigate the effect of turbulence intermittency on the breakup process, particles
are held in place until four values of t/τf as highlighted in red in Fig. 5.3. The particle
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Figure 5.3: Instantaneous fluid stress at the aggregate surface (−) and within the entire domain (−−)
normalized by the root-mean-square quantities with Reλ = 30 and Ad = 0.3. Four realizations under
consideration (•).
clump is then free to evolve from that particular instant in time. These four realizations
contain different fluid stress levels at the vicinity of the clump. In order to quantify
its effect on breakup, the gyration radius, Rg, and the fractal dimension, Df , are com-
puted, which are commonly used to characterize the dynamics and morphology of particle











p /Nc is the center of mass
of the aggregate. The fractal dimension indicates the compactness of its spatial structure.
For a dense spherical aggregate, Df ≈ 3. In this work, we follow Ruan et al. [199] and
obtain Df by solving the following nonlinear equation
(5.4) Nc = kf (2Rg/dp)
Df ,
where the fractal pre-factor kf is







The initial clump generated by centripetal packing has values Rg/dp = 7.625 and Df =
2.94. The total volume of the clump is defined by Vc(t) = {x ∈ R3 : α(x, t) < 0.75},
which is evaluated at each simulation timestep in order to quantify the evolution of Rg
and Df . Nc represents the number of particle inside the volume Vc(t).
(a) (b) (c)
Figure 5.4: Characteristics of the aggregate for four different realizations with Reλ = 64 and Ad = 0.3.
(a) Number of particles, (b) normalized Gyration radius and (c) fractal dimension of the particle clump.
Line types −, − ·, −−, and · · · correspond to red data points from left to right shown in Fig. 5.3.
Figure 5.4 shows the temporal evolution of Nc, Rg and Df for the four realizations
with Reλ = 64 and Ad = 0.3. It can be seen that the breakup statistics change sub-
stantially over the different realizations despite Reλ and Ad being held constant. The
cases with higher initial turbulence intensity result in quicker initial breakup yet later
time statistics remain relatively unchanged. This can be associated with the time scale
of the intermittent fluctuations being significantly smaller than the time it takes for total
breakage. Although the aggregate breaks up faster with larger initial surface stress, it
is subject to smaller fluctuations on average (see Fig. 5.3) resulting in slower breakage
at late times. Despite this intermittency, Nc decays in an approximately linear manner
whereas Rg decreases much faster at late time. The fractal dimension Df decreases from
2.94 to approximately 2.5, indicating significant deformation of the aggregate. Note that
the statistics of the fractal dimension Df becomes noisy when the number of particles
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in the aggregate is Nc / 1000 or equivalently the Gyration radius Rg / 2dp due to the
limited sample size. To mitigate the effect of turbulence intermittency on the subsequent
results reported herein, all simulations are initialized such that ρu′2|c is approximately
equal to the global fluid stress at t = 0.
5.2.4 Early-stage deagglomeration
Figure 5.5 shows the temporal evolution of the number of particles Nc and the Gyration
radius Rg of the aggregate for Reλ = 64 as a function of Ad. The number of particles
within the aggregate decreases linearly as it breaks up. As Ad increases, inter-particle
cohesive forces become more significant, resulting in a decreased rate of deagglomeration.
It can be seen that the deagglomeration statistics exhibit a stair-step behavior when Ad
exceeds a critical value of Ad = 3. This is attributed to the intermittency of turbulent
fluctuations, as shown in Fig. 5.6. Particles shed off from the aggregate more rapidly
when the clump experiences larger velocity fluctuations. Similar trends are also observed
for the Gyration radius, whereas the radius decreases faster during the late stage of
deagglomeration, as a direct consequence of the linear decay in Nc, or equivalently linear
decay in aggregate volume. Note that when Ad > 3, particles become so cohesive that
the clump retains its original shape and size, which were omitted from Fig. 5.5.
Figure 5.6 highlights the effect of fluid stresses at the aggregate surface for Ad = 3
and Reλ = 64. The iso-contour of α = 0.75 shown in white is used to visualise the
surface of the aggregate. A direct one-to-one correspondance can be observed between
the stair-step breakup behavior and instantaneous turbulent velocity fluctuations. The
snapshots indicate the abrupt decrease in aggregate size is associated with turbulent
eddies interacting with the aggregate resulting in breakup of smaller satellite aggregates.
Before breakage, the clump is seen to remain relatively spherical. In the presence of large
velocity fluctuations, the aggregate breaks from the side of its surface where the velocity
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(a) (b)
Figure 5.5: Temporal evolution of (a) the number of particles and (b) gyration radius of the aggregate.
Reλ = 64 and Ad = 0, 0.3, 0.6, 1.2, 1.8, 3 (from black to light gray).
gradient is high. As the aggregate shrinks, the net effect of cohesion within the aggregate
also decreases and consequently breaks up in all directions. Although the surface area is
smaller than the original aggregate, particles shed off at higher speeds resulting in the
same rate-of-change in Nc. At late time (t > 1000τf ), D drops below a critical value
where turbulent eddies can no longer break the aggregate into smaller pieces, i.e. when
D ∼ η.
5.2.5 Scaling analysis
To better understand the role of turbulence and adhesion on the breakup process,
the breakage outcome associated with each simulation is plotted in terms of the adhesive
stress, γ/η, and the turbulent stress, ρpu
2
rms. As shown in Fig. 5.7, larger fluid stress results
in a transition from a “no breakage” regime to a “breakage” regime at a given γ/η. A
simulation is classified as “no breakage” when Nc remains unchanged for t ≥ 1000 τf .
Similarly, at a given ρpu
2
rms, the increase of γ/η, either due to enhanced cohesion or
smaller η, reduces the likelihood of breakup. The breakup outcome is found to depend on
a turbulent Adhesion number Adη,crit = γ/ (ρpu
2
rmsη) = 1.8 where Adη = Ad (dp/η). Note
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Figure 5.6: Temporal evolution of the number of particles (blue) and Gyration radius (red) of the
aggregate and corresponding fluid stress at the aggregate surface for Ad = 3 and Reλ = 64. Left:
stair-step behavior is observed in the statistics indicating intermediate breakup occurs when the local
fluid stress exceeds a threshold value. Right: corresponding instantaneous snapshots of particle position,
with iso-contour of α = 0.75 (white) representing the surface of the aggregate. Color scheme same as
Fig. 5.2.
that for simple shear flow where η is not well defined, it has been found that the breakage
outcome is instead characterized by D [199]. The simulations performed in the present
study indicate that the characteristic length scale associated with aggregate breakup is
η when η  D. In simple shear flow, particles experience a uniform shear rate within
the aggregate, therefore larger aggregates will experience larger velocity differences across
the surface. In homogeneous isotropic turbulence, however, turbulent eddies create local
regions of high shear of size proportional to η. When η  D, these eddies are agnostic
to the clump size D resulting in progressive breakup into smaller clumps, as depicted in
Fig. 5.6.
Figure 5.5 shows that the breakup rates (Ṅc = dNc/dt) are approximately constant for
each case under consideration. The breakup rates are extracted from each simulation and
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Figure 5.7: Breakage regime diagram for a particle aggregate suspended in homogeneous isotropic tur-
bulence. Reλ = 30(), 43(•), 64(N) and nondimensional clump size D/dp = 10 (solid), 20 (hollow), with
+ and × denoting cases without breakage for D/dp = 10 and 20, respectively. The linear dashed line







plotted in Fig. 5.8(a). It can immediately be seen that the breakup rate increases with D
and Reλ, but decreases with Ad. The effect of D and Reλ can be taken into account via an
aggregate Reynolds number ReD = urmsD/ν. When Adη = 0, adhesion has no effect on
the breakup rate and consequently Ṅcτp ∼ ReD. When Adη ≥ Adη,crit, no breakage will
occur according to Fig. 5.7 (Ṅcτp = 0). With this, a correction factor (1 − Adη/Adη,crit)
can be introduced to account for the effect of cohesion. Based on these observations,
the data is rescaled with respect to ReD(1 − Adη/Adη,crit). As shown in Fig. 5.8(b), the
breakup rate follows a linear scaling given by Ṅcτp = 28 ReD(1−Adη/Adη,crit). Note that
small deviations are observed at lower Reynolds numbers (e.g. Reλ = 30). For these
cases, the eddy size becomes comparable to D, and turbulence must breakup the entire
aggregate instead of a piece of it. As a result, the assumption that η is the characteristic
length scale for deagglomeraton does not hold at low Reynolds numbers and the breakup
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will exhibit dependance of D/dp instead. Based on the simulation results, the dependence
of breakup on η is applicable when D/η & 5.
(a) (b)
Figure 5.8: Rate of deagglomeration quantified by the time-rate-of-change of number of particles within
the aggregate. Reλ = 30(), 43(•), 64(N) and aggregate size D/dp = 10 (solid), 20 (hollow). Rate of
deagglomeration plotted as a function of Ad (a) and ReD(1 − Adη/Adη,crit) (b). Ṅcτp = 28 ReD(1 −
Adη/Adη,crit) (−−).
5.3 Phenomenological model of aggregate breakup
Despite valuable insights provided by the numerical simulations presented herein and
many other works using PR–DNS, they are limited to relatively small-scale systems due
to the high computational cost needed to resolve the relevant length- and time-scales.
Particle transport in large-scale systems is typically modeled without knowledge of the
velocity field at the scale of individual particles. However, the breakup of cohesive particles
reported in § 5.2.3 and § 5.2.4 are shown to depend strongly on local turbulence statistics
such as η and urms. In addition, the effect of turbulence intermittency is not captured
when particles traverse an averaged flow field, such as in the case of RANS. The aim here
is to develop a reduced-order model capable of capturing the breakup of cohesive particles
in the absence of a resolved turbulent flow field.
The Taylor analogy breakup (TAB) model is widely used in calculating droplet breakup.
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This method is based on Taylor’s analogy [226] for an oscillating and distorting droplet.
The droplet deformation is treated as a mass-spring-damper system, where the surface
tension force acts as a restorative force, the force exerted by the surrounding gas phase
acts as an external force, and the droplet viscosity acts as a damper. Motivated by
the TAB model, we propose a similar mass-spring-damper analogy to model turbulence-
induced breakup of cohesive particles. In this case, the van der Waals force is treated
as an analog to the droplet surface tension, and friction due to inter-particle contact is
treated as an analog to the droplet viscosity. We refer to this model as a Granular Taylor
analogy breakup (G-TAB) model.
Assuming the local turbulence statistics are known from a turbulence model such as
RANS, Adη can be determined to estimate whether or not breakup occurs. As shown
in Fig. 5.9, three distinct breakup regimes are observed: Adη ≤ 0.5, the cohesive force
is weak compared to turbulent stresses and the aggregate breaks up instantaneously;
0.5 < Adη ≤ 1.8, the competition between turbulence and cohesion results in delayed
breakage of the aggregate; and when cohesion becomes significant (Adη > 1.8), turbulence
is unable to overcome the attractive forces, resulting in no breakup. The G-TAB model
is employed to predict the breakup time as a function of Adη when 0.5 < Adη ≤ 1.8. The
governing equation is given by






where x is the displacement of the aggregate equator from its spherical (undisturbed)
position. The coefficients of this equation are based on Taylor’s analogy, given as






















where µp is the effective solids viscosity at random close packing (RCP) and CF , Ck and
Cd are model coefficients that will be determined later.
Figure 5.9: Time to initial breakup tbr as a function of the turbulent Adhesion number. Symbols are the
same as Fig. 5.7. The black line corresponds to Eq. (5.19) with CF = 0.8, Ck = 2× 10−4, Cd = 0.3 and
Cb = 1. The vertical dashed lines correspond to Adη = 0.5 and Adη = 1.8.





0 from Kinetic theory, where Θ = 〈v
(i)
p ·v(i)p 〉/3 is the granular temperature,
g0 = (1 − n/nc)−1 is the radial distribution function at contact with n the local number
density and nc the maximum number density at RCP. β = 1.75 is a phenomenological
constant measured from experiments. For cohesive particles, µp increases monotonically
with increasing adhesion due to enhanced inter-particle attraction. A linear correction
has been introduced by Roy et al. [198] as µp = µ
0




is the bond number that measures the cohesion strength relative to the compressive force.





Based on these relations, µp is computed as a function of Θ and Bo




0 (1 + 1.47 Bo),
which depends on Reλ and Ad. Based on the simulation results reported herein, Θ/(Γdp)
2
is found to scale linearly with Re−1D (see Fig. 5.10). Therefore, we propose a simple model
for the granular temperature of the particles within the aggregate near RCP as




where the coefficient CΘ = 0.2 is determined from the simulations, and the shear rate
is approximated as Γ ≈ urms/D. A more detailed algebraic expression for Θ is available
by Syamlal et al. [223].
Figure 5.10: Scaling of the mean granular temperature within the aggregate for D = 10 dp (blue) and
20 dp (red). Θ/(Γdp)
2 = 0.2 Re−1D (−−).
The aggregate is assumed to breakup if the distortion grows to a critical ratio of the
109
Kolmogorov length scale. This breakup requirement is given as
(5.12) y = x/ (Cbη) > 1.


















which exhibits the following analytical solution



































The aggregate is assumed to breakup when the maximum displacement satisfies





and the corresponding breakup time is uniquely obtained by solving
(5.19) y(tbr) = 1, tbr < π/ω.
The model coefficients are determined by solving Eqs. (5.15)–(5.17) and Eq. (5.19)
using tbr extracted from each simulation. The G-TAB model is able to predict tbr and
110
the correct Adη,crit as shown in Fig. 5.9 with CF = 0.8, Ck = 2 × 10−4, Cd = 0.3 and
Cb = 1. These coefficients are on the same order as the original TAB model except for
Ck, which is significantly smaller, indicative that a larger restorative force is required to
prevent breakup compared to that of the surface tension required for liquid droplets. This
discrepancy is primarily due to the short-range nature of the van der Waals force which
results in non-restorative deformation as inter-particle distances increase beyond the force
range. Note that the model is not applied when Adη < 0.5, resulting in the instantaneous
breakage regime where tbr = 0.
In summary, for any spherical aggregate of particles with known size ratio D/dp,
Hamaker constant A and local turbulence quantities η and urms, the nondimensional
numbers Adη, Bo and ReD can be calculated. With this, the G-TAB model predicts the
time it takes to initiate breakage based on Adη and Bo. If an aggregate is predicted to
break (i.e. Adη < 1.8), then the rate of breakup is modeled using the scaling shown in





This provides a comprehensive prediction of the deagglomeration process of a clump of
cohesive particles in turbulence from the onset of breakage to complete fragmentation
into primary particles. Because urms and η are readily available in a RANS calculation,
the G-TAB model can readily be incorporated. We note that this model is specifically
designed for the breakup of a single dense spherical aggregate in turbulence. While non-
spherical or less densely-packed aggregates may require different model coefficients, the
mass-spring-damper analogy proposed here is anticipated to hold.
Many efforts have recently been made towards modeling aggregate breakup due to par-
ticle interactions. Chen and Li [34] showed that the collision-induced breakage rate scales
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exponentially with Ad and aggregate size. van Wachem et al. [245] proposed a discrete
fragmentation model (DFM) to simulate the breakup behavior due to aggregate-aggregate
and aggregate-wall collisions without tracking each individual primary particle. Unlike
these studies, the present work provides a framework that isolates the effect of turbulence
on particle breakup using a simple phenomenological model. At present, experimental
measurements of particle breakup in turbulence are scarce. While such measurements are
challenging to make experimentally, primarily due to the difficulty in seeding an individ-
ual aggregate in a controlled manner and due to the opaque nature of the particles, such
data would be invaluable to further validate such models.
5.4 Sensitivity of aggregate breakup to modeling parameters
Two key metrics used in the analysis of aggregate breakup and model development
in the present study are the time-to-breakup, tbr, and breakup rate, Ṅc. As summarized
in Chapter II, the numerical prediction of breakup depends on a set of parameters for
modeling inelastic collisions and cohesion due to van der Waals forces. The purpose of
this Appendix is to evaluate the sensitivity of the quantities of interest (QoIs), namely tbr
and Ṅc, to the various modeling parameters employed. Specific attention is paid to the
effect of the spring stiffness, k, and restitution coefficient, e, appearing in (2.6), the role
of two-way coupling, the relative importance of fluid torque and choice in cohesion model.
The simulation configuration outlined in § 5.2.1 is used, with Reλ = 64 and Ad = 0.3 and
3. It should be noted that while Gu et al. [91] previously demonstrated that simulations
of gas-fluidization of cohesive particles are insensitive to the particle stiffness using the
modified cohesion model employed here, the present study represents the first application




Spring stiffness, k Restitution Two-way
Fluid torque
(N/m) coefficient, e coupling
10 100 300 7000 0.1 0.3 0.9 w/ w/o w/ w/o
Ṅcτp
0.3 1523 1219 1246 1167 1371 1167 1523 1523 17138 1594 1523
Gu et al. 3.0 570 577 565 568 576 568 570 570 10968 593 570
2016
tbr/τf
0.3 0 0 0 0 0 0 0 0 0 0 0
3.0 225 210 280 230 180 210 225 225 0 225 225
Ṅcτp
0.3 914 979 997 1167 826 793 914 914 17312 937 914
Hamaker 3.0 0 0 0 568 0 0 0 0 10765 0 0
1937
tbr/τf
0.3 1750 840 800 0 1740 1780 1750 1750 0 1760 1750
3.0 ∞ ∞ ∞ 230 ∞ ∞ ∞ ∞ 0 ∞ ∞
Table 5.2: Breakup time (tbr) and time rate of breakup (Ṅc) for different values of model parameters.
Values used in the primary study displayed in bold.
Table 5.2 summarizes the non-dimensional time-rate-of-breakup and breakup time for
different model parameters and conditions, with the values used to generate the results
reported in § 5.2 highlighted in bold. The modified van der Waals model of Gu et al.
[91] is also compared to the original model of Hamaker [96] to demonstrate the reduced
dependence of spring stiffness on the QoIs. It can immediately be seen that the QoIs
are far more sensitive to the particle stiffness when the original model of Hamaker [96]
is used. Taking the ‘real’ value of particle stiffness to be k = 7000 N/m, both models
yield the same results when this value is used, albeit with excessively small timesteps.
However, as k is reduced to an artifically soft value of 10 N/m, tbr/τf changes from 0
to 1750 using Hamaker [96] with Ad = 0.3, whereas tbr/τf predicted using the modified
model remains 0. The QoIs are seen to be even less sensitive to k for higher values of
Ad with the modified model. Specifically, varying the stiffness from k = 7000 to k = 10
N/m results in a 23.3% change in breakup rate for Ad = 0.3 and only a 0.9% change for
Ad = 3. This is likely due to the increased duration of breakup at higher values of Ad.
Similar variations in the breakup rate can also be seen when varying the coefficient of
restitution, despite it changing from near-elastic (e = 0.9) to highly inelastic (e = 0.1).
Similar trends are observed for the other QoI (tbr/τf ) as well.
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The QoIs are found to be much less sensitive to the inclusion of fluid torque. It can
be seen that accounting for the fluid torque slightly increases the breakup rate, and has
negligible effect on the breakup time. For Ad = 0.3, the non-dimensional breakup rate
Ṅcτp varies from 1523 to 1594, and with Ad = 3, it varies from 570 to 593. Meanwhile,
it has no noticeable change in the breakup time tbr. This is not surprising as fluid torque
acting on each particle i, M
(i)
f , is proportional to the dynamic viscosity µ, which is added










where ω = ∇ × u/2 is the fluid rotation rate vector. While such effects are known to
be important for liquid-solid suspensions, the dynamic viscosity is typically two orders
of magnitudes smaller in gas-solid flows. Meanwhile, two-way coupling is seen to have
substantial effects on the results.
To obtain a quantitative understanding of how sensitive the QoIs are to the modeling
parameters, a variance-based sensitivity analysis is performed for parameters listed in
Table. 5.2. The total-effect Sobol sensitivity indices [218, 205] are computed, defined as
(5.22) ST i =
EX∼i (VarXi (Y | X∼i))
Var(Y )
,
where Y is the output (QoI), X is a vector of four independent input parameters (i.e., k,
e, two-way coupling, fluid torque), X∼i denotes the set of all variables except Xi, and E
and Var denote the expectation and variance, respectively. ST i can be interpreted as a
measure of the contribution of Xi’s variance to the output variance, including the total
variance caused by its interactions with other input variables, normalized by the global
output variance of the QoI, Var(Y ). Note that for cases in which the aggregate fails to




Figure 5.11: Total-effect Sobol sensitivity index of time-to-breakup ((a) and (c)) and breakup rate ((b)
and (d)) for Ad = 0.3 and 3.0 normalized by the global variance of each QoI. Particle stiffness k (blue),
restitution coefficient e (orange), two-way coupling (yellow) and the fluid torque (purple).
QoI t̂br is defined to measure the breakup time by monotonically mapping tbr to a finite
range via






with tbr the mean of all finite tbr values such that t̂br = 0 when tbr = 0 and t̂br = 1 when
tbr =∞. We found that ST i is not sensitive to the specific choice of the mapping function
as long as it is a monotonic function such that they have the same physical meaning.
As shown in Fig. 5.11, the modified model of Gu et al. [91] significantly reduces the
sensitivity of the particle stiffness on both QoIs. The effect is more profound on Ṅcτp
for Ad = 3 than Ad = 0.3 as previously observed in Table 5.2. For t̂br, however, the
dependency on these input parameters are completey removed when Ad = 0.3 since
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the aggregate breaks up instantaneously (i.e., t̂br = 0). Even when particles are highly
cohesive (Ad = 3), the Sobol index of k using the model of Gu et al. [91] is approximately
three orders of magnitude smaller than Hamaker’s original model, which demonstrates
the advantage of using the modified model. Nevertheless, both QoIs are most sensitive to
two-way coupling for both values of Ad.
To better illustrate the large discrepancy in QoIs between one-way and two-way cou-
pling, we compare the instantaneous particle distribution and the corresponding flow field
at t/τf = 60 in Fig. 5.12. When one-way coupling is considered, the local flow remains
unmodified by the presence of particles, resulting in relatively large interphase slip ve-
locities and consequently large values in drag. It can be seen that despite the presence
of cohesion, strong drag induced by the turbulence results in instantaneously breakup.
However, with two-way coupling, the near close-packing distribution of particles is seen to
result in a no-slip boundary condition, resulting in null drag for all of the particles except
those near the surface of the aggregate. In § 5.2, this was shown to result in fragmentation
that occurs progressively from the outer surface where the shear stresses are greatest.
(a) (b)
Figure 5.12: Comparison of the velocity field and particle distribution with (a) one-way coupling and (b)
two-way coupling for Reλ = 64 and Ad = 3 at t/τf = 60. Color scheme same as Fig. 6.4 with white dash
line showing the aggregate interface.
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Figure 5.13 compares the evolution of aggregate breakup using the van der Waals
models of Gu et al. [91] and Hamaker [96]. The time-to-breakup and breakup rate are seen
to be relatively similar for both values of Ad as k is adjusted using the Gu et al. model.
However for the original Hamaker model, larger values of k results in significantly larger
breakup time when Ad = 0.3, and fails to predict breakup when Ad = 3, which confirms
that the particle dynamics are highly sensitive to particle stiffness using the original
Hamaker model. Note that although the dependency of k is not removed completely as
shown in Fig. 5.11, the sensitivity is relatively small and the model of breakup proposed
herein is anticipated to apply generally for dense spherical aggregates.
(a) (b)
Figure 5.13: Evolution of the number of particles within the aggregate for (a) Ad = 0.3 and (b) Ad = 3
with Reλ = 64. Van der Waals model of Gu et al. 2016 (black) and Hamaker 1937 (red) with k = 10
(−), 100 (−−), 300 (− ·) and 7000 (· · · ) N/m. JKR theory (which is independent of k) (blue).
Recall that treating inter-particle collisions and cohesion as additive forces implicitly
assumes the surface profile of the particles remain unmodified according to the Derjaguin,
Muller and Toporov (DMT) theory [45]. For solid particles in air, this assumption is
typically only valid for sub-micron size particles. For larger particles, the Johnson, Kendall
and Roberts (JKR) theory might be more appropriate, which assumes that adhesion
occurs only within the flattened contact region, and consequently the collision force is
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nonlinearly coupled with the adhesion force. The validity of each theory is characterized
by the Tabor number (5.2). DMT is most appropriate when λT  1 (typically λT . 0.1)
and the JKR model is valid when λT  1 (typically λT & 10). As discussed in § 5.2.1,
0.19 ≤ λT ≤ 0.98, and thus DMT was chosen in the present study. In order to show
the applicability of the DMT theory in the cases considered here, the aggregate breakup
processes using both theories are compared in Fig. 5.13 for Ad = 0.3 and 3. The DMT
theory is analyzed by coupling the soft-sphere collision model with the cohesion model
of Gu et al. [91] in addition to the original van der Waals model of Hamaker [96]. The
numerical implementation of JKR model is based on Chen et al. [35]. For both values
of Ad, the JKR model predicts a slightly larger rate of breakup than the DMT models
(Ṅcτp = 1610 versus 1523 for Ad = 0.3 and 598 versus 570 for Ad = 3), and the breakup
times are in reasonable agreement for all cases (tbr/τf = 0 versus 0 for Ad = 0.3 and 220
versus 225 for Ad = 3).
5.5 Conclusions
In the present study, a ‘clump’ of Geldart C-type particles (e.g. dust or powder in
air) was placed in homogeneous isotropic turbulence to study the interplay between tur-
bulence and adhesion on deagglomeration. Numerical simulations were carried out in an
Eulerian–Lagrangian framework that resolves particle-particle interactions and models
fluid-particle coupling. The adhesion number Ad, Taylor micro-scale Reynolds number
Reλ and nondimensional clump size D/dp were varied to investigate the breakup criteria
and breakup rate of the aggregate.
To fully resolve the wide range of length- and time-scales present in the system, we
employed a multi-scale time stepping algorithm that subiterates particles at a smaller time
step than the fluid phase. A modified linear-forcing technique was introduced to maintain
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statistically stationary turbulence in the presence of particles with two-way coupling. A
modified van der Waals model developed for soft-sphere collisions was also adopted to
allow for larger simulation time steps while keeping the results insensitive to the choice
of particle stiffness. A variance-based sensitivity analysis was performed to quantify the
relative importance of the modeling parameters appearing in the particle-phase equations
on the time-to-breakup and breakup rate. The simulation results were found to be most
sensitive when switching between one-way and two-way coupling. In the absence of two-
way coupling, the local flow remains unmodified in the presence of particles, resulting in
relatively large interphase slip velocities and consequently instantaneous breakup.
The temporal evolution of the aggregate size and flow visualizations demonstrated that
turbulence intermittency plays an important role on the deagglomeration process. It was
found that the time rate of breakup is affected substantially by different flow realizations of
the same Reλ. As particles become more cohesive (e.g. Ad ≥ 3), a stair-step behavior was
observed for the breakup rate due to the presence of large turbulent velocity fluctuations
at the vicinity of the aggregate.
The aggregate is shown to breakup progressively into smaller clumps proportional to
η. A regime map of fluid stress versus adhesive stress revealed that a critical turbulent
Adhesion number, Adη,crit = γ/ (ρpu
2
rmsη) = 1.8, is capable of predicting the breakup
outcome of an aggregate in turbulence. A scaling analysis further demonstrated a linear
relation between the time rate of breakup Ṅc and the aggregate Reynolds number ReD,
with a correction due to adhesion (1− Adη/Adη,crit).
As a direct analog to the Taylor analogy breakup (TAB) model commonly used for
droplet breakup in the spray community, the analysis performed herein was used to in-
form a mass-spring-damper model to predict the breakup time of the aggregate, referred
as Granular-TAB (G-TAB). Here, turbulent velocity fluctuations act to deform the ag-
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gregate, damped by solid-phase shear stress modeled using a solids viscosity informed by




Particle Deposition in Wall-bounded Flows and Uncertainty
Quantification
In this chapter, we investigate particle deposition in wall-bounded flows in the presence
of electrostatic and van der Waals force. A fully-developed turbulent pipe configuration
is considered where the relative importance of cohesive forces are compared using both
DNS and a 1D Eulerian model. The uncertainties in deposition due to variations in
charge magnitudes and Hamaker constants are quantified using a multi-fidelity approach
that optimally manages model evaluations for a given computational budget. Significant
speedup is obtained compared to classic Monte Carlo estimation. Both predict charge
plays a bigger role in deposition than van der Waals across different particle sizes.
6.1 Introduction
Particles suspended in a fluid are commonly observed to be deposited on solid walls.
Measuring, predicting, and understanding the deposition rate are important in many med-
ical [12, 267, 268], environmental [262, 109, 132, 131, 164, 265], and engineering [9, 56, 21,
202, 165, 242, 146, 175, 255] applications. Most of these applications primarily involve
Geldart C-type particles for which cohesive forces such as van der Waals attraction and
electrostatics become important. Many previous studies provide experimental measure-
ments [137, 73, 210, 257, 211] that classify particle deposition into three distinct regimes
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governed by different physics (see Fig. 1.5): (1) turbulent diffusion regime where tiny par-
ticles deposit due to turbulent diffusion, (2) diffusion-impaction regime where particles
ejected by turbulent eddies directly impact on the wall, and (3) inertia-moderated regime
where deposition is moderated as ballistic particles are less responsive to turbulence.
The complex and multi-physical nature of the particle deposition process make the
modeling extremely challenging. The most commonly used deposition models, such as free
flight [73] and random walk models [84, 116, 44], neglect particle interactions comparing
to other effects such as turbulent dispersion or drag. Guha [94] proposed an unified 1D
Eulerian model purely derived from conservation laws and compatible with particle forces
including Saffman lift, electrostatics, etc. The model predicts the deposition rate for the
first two regimes can be amplified by up to two orders of magnitude due to mirror charging
at the wall, whereas little effect is observed in the inertia-moderated regime. While
incredibly valuable, the model only accounts for particle-wall electrostatic interactions
and the particle distribution is assumed to be only a function of wall distance. In reality,
however, particle clustering can be significantly modified by particle-particle electrostatic
interactions [50, 51, 118]. In addition, particles are known to accumulate along the low-
speed streaks, defined as regions of lower-than-mean streamwise velocity [244, 282, 151].
These spatial inhomogeneities can alter particle near-wall deposition and are yet to be
fully understood.
Another outstanding modeling challenge is the significant uncertainties associated with
cohesive force measurements as well as material properties of tiny particles such as dust.
For example, the measurement of the Hamaker constant, which dictates the strength
of van der Waals attraction, can span five orders of magnitudes for typical dust parti-
cles [249]. It remains an ongoing debate in the literature about how to parametrize and
measure cohesive forces accurately [103, 135, 25]. Another key uncertainty of dust in-
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gestion in gas turbine engines is the constitution of the ingested particles, which varies
significantly with geographic locations [219] or even specific size ranges [217]. These un-
certainties are becoming more relevant with aviation growth all round the globe, as well
as increasing usage of inertial particle separators for modern helicopter turboshaft engines
where large particles are filtered out during engine intakes [41].
As summarized in Table 1.1, particle properties exhibit large variations even at stan-
dard atmospheric conditions. There are large uncertainties in particle charge amount and
Hamaker constant whose effects on particle deposition models remain elusive, especially
when the carrier phase is turbulent. Other effects such as temperature gradients or sur-
face roughness may further amplify these uncertainties [94]. The variations in particulate
constitutions, physical properties and flow conditions introduce inevitable measurement
errors for experimental deposition studies shown in Fig. 1.5, demonstrating the impor-
tance of quantifying how sensitive the particle deposition rate is to these uncertainties.
Nevertheless, most of the existing numerical studies consider monodisperse particles with
single valued charge [143, 144] and Hamaker constant [103, 99]. Accurately quantifying
these uncertainties requires many expensive simulations. Efficient framework for uncer-
tainty quantification and sensitivity analysis is needed to investigate the effects of particle
uncertainties on deposition in a tractable manner, which is of prime interest to this work.
Uncertainty quantification typically involves propagating input uncertainties through
a system to quantify the distribution of the system outputs, and estimate statistics such
as the mean, variance, or sensitivity. It has recently gained popularity in fluid dynamic
studies [171, 24, 170, 124]. However, numerical methods for uncertainty propagation are
often based on Monte Carlo estimation, which can require large numbers of numerical
simulations to obtain estimates with acceptable accuracies [177, 17]. Recently a multi-
fidelity Monte Carlo (MFMC) method has been developed that leverages the low-fidelity
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models to speed up the uncertainty propagation while guarantees unbiased estimators by
occasionally recoursing to the high-fidelity model [179, 180]. The idea is to optimize the
work distribution among models of different fidelities such that the error is minimized
for a given computational budget. This allows us to efficiently quantify the uncertainties
in the particle deposition rate for a given charge, diameter and Hamaker constant of the
particle phase. Another advantage of the MFMC framework is that the mean quantity-
based optimization admits an analytical solution that can be directly applied for variance
and sensitivity estimates as well [190].
In this chapter, analysis of variance-based sensitivity, also known as Sobol indices,
is performed for the particle deposition rate in a turbulent pipe flow using the MFMC
method. Two deposition models of different fidelities, direct numerical simulations and
1D Eulerian model proposed by Guha [94], are considered to expedite the evaluations.
The system configuration, input and output parameters are described in § 6.2. In § 6.3,
the relative magnitudes of particles forces are compared. The multi-fidelity framework is
introduced in § 6.4, details on modeling approaches are then presented in § 6.5, followed
by a comparison of deposition rates predicted by these two models with variations in
cohesion strength. Finally, global sensitivity analysis using Sobol indices is discussed in
§ 6.6 to uncover the relative importance of cohesive forces for three different particle sizes.
6.2 Problem setup – fully-developed pipe configuration
The problem under consideration consists of a cylindrical pipe with inner diameter
D = 20 mm. The length of the pipe is L = 10D to ensure domain independent results.
The pipe is periodic in the streamwise (x) direction. The pipe carries fully-developed
turbulent air flow with kinetic viscosity ν = 1.5 × 10−5 and bulk velocity Ub = 4.0 m/s,
corresponding to a frictional Reynolds number Reτ = 180 and a bulk Reynolds number
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Re = 5333. Particles are assumed to be at statistically stationary state where particle
mass flux toward the wall is constant in the radial direction. Initial number of particles
is set to N = 106 to ensure enough statistical samples.
To investigate the effect of charge on particle dynamics and deposition, each particle
is assigned a unique value qp that is proportional to the maximum possible charge qmax
according to qp = ξqmax, with 0 ≤ ξ ≤ 1. The maximum charge is given by [106]






In this study, we vary between ξ = 0 (no charge) and ξ = 0.1, which is representative of
charge measurements for common dust particles in turbulent pipe flows [157, 156, 194].
The Hamaker constant A is varied between 10−20 J for weakly cohesive particles (e.g.
silica) to 10−18 J for strongly cohesive materials such as metal oxides [153]. Similarly
a non-dimensional parameter ζ = A/A0 is introduced with A0 = 10
−18 J. In this study
we consider 0 < ζ < 1. The deposition rate is typically characterized using the non-
dimensional deposition velocity [116, 240, 155, 151, 184, 282], given by






where Jw is the particle mass flux to the wall per unit area, ρpm is the mean particle bulk
density in the pipe and u∗ =
√
τw/ρ is the friction velocity with τw the wall shear stress.
Throughout the rest of this chapter, ζ and ξ are independent random variables used as
input parameters, V +dep is the system output or quantity of interest (QoI) for both DNS
and 1D Eulerian model. Specifically, uncertainties in the mean, standard deviation, and
sensitivity of V +dep will be quantified.
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6.3 Particle deposition in a turbulent pipe flow
6.3.1 Relative importance of cohesive forces
Before introducing sensitivity analysis and uncertainty quantifications, it is of prime
importance to understand how van der Waals and electrostatic forces compare in terms
of magnitudes for wall-bounded systems with different particle loadings. Figure 6.1(a)
shows the particle acceleration due to these two forces (ξ = 0.1 and ζ = 1) as a function
of particle separation distance according to Eq. (2.11) and Eq. (2.41). The van der Waals
force is seen to be dominant at short separation (s < O(10−6)), but is surpassed by
electrostatic forces at longer range. The influence of van der Waals force decays with
increasing particle size, whereas the electrostatic force results in higher accelerations for
larger particles at long range.
(a) (b)
Figure 6.1: Particle acceleration due to electrostatics (−) and van der Waals (−) as a function of (a)
separation distance s and (b) particle number density np. Larger particles are shown with higher trans-
parency. Particle-wall contributions are shown as dashed lines.
Based on Fig. 6.1(a), the average particle acceleration for a given particle number
density np can be estimated by assuming random distribution of particles, which gives
the average distance between particles d = (1/np)
1/3. Let F (x) denotes the functional
forms given by Eq. (2.11) and Eq. (2.41). The domain-averaged particle-particle force
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is therefore Fp−p = F (1/np
1/3). The domain-averaged particle-wall force is estimated by








where rcutoff = smin for van der Waals and rcutoff = dp for electrostatics to avoid singular-
ity. The accelerations due to estimated forces are compared in Fig. 6.1(b). It can be seen
that domain-averaged particle-particle contributions increase with np while particle-wall
contributions are insensitive to the particle loading. As a result, the relative importance of
these four different forces strongly depends on np. For instance, particle-particle electro-
static force surpasses particle-wall image charging when np & O(1011). Due to the short-
range nature of van der Waals, however, the particle-wall contribution is always more
dominant than the inter-particle van der Waals attraction. For the system considered
herein (np = 1.6× 1010), the relative importance is ranked as particle-wall electrostatics,
particle-particle electrostatics, particle-wall van der Waals, and particle-particle van der
Waals, which is orders of magnitudes smaller than the former three.
(a) (b)
Figure 6.2: Non-dimensional deposition velocities versus the non-dimensional particle response time
predicted by the 1D Eulerian model of Guha [94]. (a) Electrostatics due to image charging with ξ =
0, 0.025, 0.05, 0.075, 0.1 and (b) van der Waals attraction with ζ = 0, 0.25, 0.5, 0.75, 1. Higher values of ξ
and ζ are shown with increasing transparency. Symbols same as Fig. 1.5.
127
Non-dimensional deposition velocities versus the non-dimensional particle response
time predicted by the 1D Eulerian model of Guha [94] are shown in Fig 6.2. For the
ranges considered, electrostatic force is seen to have a larger effect on the deposition rate
than the van der Waals force across all particles sizes, which is consistent with previous
analysis (Fig. 6.1(b)). In addition, the electrostatic force exhibits the largest enhancement
for the mid-sized particles (diffusion-impaction regime), for which the charge amount is
significant and at the same time particles are most responsive to the turbulent eddies.
Van der Waals force, on the other hand, primarily affects the deposition rate of small
particles (diffusional deposition regime).
6.3.2 Effect of charge on deposition rate
Previous studies [274, 93, 94] have shown that particle deposition in turbulent pipe
flows can be classified into three regimes. For sub-micron particles, Brownian motion
dominates and deposition is primarily driven by turbulent diffusion, referred to as the
diffusional deposition regime. As the particle size increases, the deposition rate increases
dramatically as a result of the interaction between inertial particles and turbulent eddies.
This regime is referred to as the diffusion-impaction regime where particles ejected from
turbulent eddies directly impact the wall at a relatively high velocity. The third regime is
known as the inertia-moderated regime, where particles are so ballistic that the deposition
rate decreases with increasing particle size due to their delayed response to turbulence.
In the presence of charge, however, Guha [94] has shown that the deposition rate
during the first two regimes can be amplified by up to two orders of magnitude due to
mirror charging at the wall alone, while little effect is observed in the inertia-moderated
regime. This, along with results from § 3.4, suggest that accurately capturing the pairwise
interactions might further enhance the aforementioned effects.
The deposition rate is computed as the non-dimensional deposition velocity V +dep com-
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monly used in Eulerian-Lagrangian studies [116, 240, 155, 151, 184, 282], given by






where Ndep is the number of particles deposited on the wall and removed from the original
N particle count over a certain time ∆t. Note that although the particle statistics do not
reach a steady state since they are removed when they hit the wall, a “quasi-equilibrium”
state exists where the local particle concentration normalized by the domain-averaged
particle concentration no longer varies in the streamwise direction [58]. To this end,




Figure 6.3: Deposition regime diagram that compares experiments (hollow symbols), 1D Eulerian
model [94] (dashed lines), and simulation results (solid symbols).
Figure 6.3 shows the deposition regime diagram that compares experiments, a 1D
Eulerian model proposed by Guha [94], and the deposition rates computed from the
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same setup of periodic pipe flows described in § 3.4. The 1D model treats both the
fluid and particle phases in an Eulerian reference frame, and neglects particle-particle
interactions. It can be seen that the deposition rates of non-charged and image-charged
particles from the simulations are within the range of experiments and also match well
with the 1D model. These results reveal that wall image charging at ξ = 0.1 significantly
enhances particle deposition by approximately an order of magnitude across the spectrum
of particle sizes considered. The deposition velocity, in the Eulerian sense, is proportional
to the product of particle number density and particle approaching velocity at the wall
(Vdep ∼ npu+r ) [274]. Although the peak np of the charged case is four times smaller
than the uncharged case as shown in Fig. 3.13, u+r is almost two orders of magnitudes
larger than the uncharged case as shown in Fig. 3.11. Therefore, the resulting Vdep is still
amplified by charge by about one order of magnitude.
The deposition rate at ξ = 0.1 without image charging, however, is only marginally
higher than the non-charged case, indicating that the electrostatic effect of particle-wall
interactions is more important than particle-particle interactions in terms of deposition
rate. One reason can be that particle clustering due to electrostatics is not significant
at the low particle concentration considered in this study. Nevertheless, particle-particle
interactions do have an effect on the deposition rate and other near-wall particle statistics
discussed in § 3.4, and is anticipated to be more important for systems with larger particle
charge or higher particle concentrations as evidenced by Fig. 6.1(b). In addition, the
notable change in deposition rate for ξ = 0.1 further motivates the need to quantify the
uncertainties in V +dep when varying ξ and ζ simultaneously. Accurately quantifying the
mean, variance, and sensitivity of V +dep requires many expensive DNS simulations. The
agreement between DNS and 1D model predictions encourages us to explore the possibility
of leveraging both models to expedite this process in the following sections.
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6.4 Multi-fidelity uncertainty quantification
Uncertainty quantification is propagating input uncertainties through a system of in-
terest to quantify the uncertainties’ effects on the system outputs. However, numerical
methods for uncertainty propagation are often based on Monte Carlo (MC) estimation,
which can require large numbers of numerical simulations to obtain estimates with ac-
ceptable accuracies. In this study, we will employ a multi-fidelity Monte Carlo (MFMC)
method, which optimizes the work distribution among models of different fidelities such
that the error is minimized for a given computational budget [179, 180]. The MFMC
method leverages the low-fidelity models to speed up the uncertainty propagation while
guarantees unbiased estimators by occasionally recoursing to the high-fidelity model.
6.4.1 Uncertainty propagation with Monte Carlo estimation
Consider our turbulent pipe DNS simulation as a high-fidelity model given as
(6.5) f (1) : X → Y
where x ∈ X is the input and y = f (1)(x) ∈ Y is the output. In our case, the input
parameters ξ ∈ [0, 0.1] and ζ ∈ [0, 1] are considered to be a random variable X. The
output y = V +dep = f
(1)(X). Our goal is to estimate statistics of f (1)(X) for the high-
fidelity model f (1) and a given input random variable X. In the following, we restrict
the discussion to estimating the expected value but will show later that this strategy
generally applies to other statistical metrics. Consider a system whose output has an
expected value s:
(6.6) s = E[f (1)(X)].
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A Monte Carlo estimator of the expected value s of f (1)(X) is the average of m realizations







The Monte Carlo estimator ym is an unbiased estimator of s in terms of expectation
(6.8) E [ym] = s
We are interested in minimizing the mean-squared error (MSE) of ym defined as
(6.9) e (ym) = E
[
(ym − s)
2] = Var[f (1)(X)]
m
The computational cost of the Monte Carlo estimator ym is therefore
(6.10) c (ym) = wm
where w is the cost of each high-fidelity evaluation. Depending on the variance Var[f (1)(X)]
of the output random variable, a large number of high-fidelity model evaluations can be
necessary to obtain a Monte Carlo estimate of s with an acceptable MSE. If the high-
fidelity model is expensive to evaluate, then Monte Carlo estimation will become compu-
tationally intractable.
6.4.2 Multi-fidelity Monte Carlo estimation for uncertainty propagation
Multi-fidelity Monte Carlo (MFMC) estimation makes use of low-fidelity models to
speed up the uncertainty quantification process, it optimizes the number of evaluations
on each model for a given computational budget in order to minimize the total MSE.
Suppose we have k models of different level of fidelity f (1), . . . , f (k), each one evaluated
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The MFMC estimator is defined as a linear combination of the Monte Carlo estimators









The goal of the MFMC method is to find the optimal set of coefficients αi and number





where wi is the cost of model f
(i). The optimization requires the correlation coefficients




f (1)(X), f (i)(X)
]√
Var [f (1)(X)] Var [f (i)(X)]
, i = 2, . . . , k




















where m∗1 = p/(w
Tr∗) and σi =
√
Var [f (i)(X)] is the standard deviation of model f (i).







for i = 2, . . . , k with ρ1,k+1 = 1. We will show in § 6.6 that Eq. (6.18) can be easily
satisfied for our purposes.
6.4.3 Multi-fidelity Monte Carlo estimation for global sensitivity analysis
One of the most popular way of measuring sensitivity is known as the variance-based
sensitivity analysis, also referred to as the Sobol method or Sobol indices [218, 205]. It
provides a quantitative measure of how uncertainty in a model input contributes to uncer-
tainty in the model output. A direct measure of sensitivity based on variance information





VarXi (EX∼i (Y | Xi))
Var(Y )
,
where Y is the output (QoI), X is a vector of all input parameters, X∼i denotes the set
of all input variables except Xi. Higher-order interaction indices sij, sijk and so on can be
formed using variance caused by several inputs combined. Therefore, when the number
of variables is large, the number of model evaluations increase exponentially. To this end,
the total-effect index can be used to measure the contribution to the output variance of






EX∼i (VarXi (Y | X∼i))
Var(Y )
However, Sobol index is typically evaluated using Monte Carlo estimation which is com-
putationally intractable when the models are expensive or the parameter space is large.
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Similar to the MFMC estimator defined for the model output (Eq. (6.12)), a MFMC
estimator of the Sobol index is given by Qian et al. [190] as si = V̂i,mf/Var(Y ) and
sti = T̂i,mf/Var(Y ), where






































































where Ê, Ê ′ and V̂ , V̂ ′are the sample means and variances estimated using two sets of m
independent realizations of input X respectively (x1, . . . ,xm and x
′
1, . . . ,x
′
m).
Although the MFMC estimators of the Sobol indices are formulated differently with
the MFMC estimator of the mean QoI described in § 6.4.2, Qian et al. [190] have shown
that the same optimization procedures (Eq. (6.15)–(6.17)) can be used to estimate the
variance and Sobol indices without sacrificing the performance of the algorithm.
6.5 Modeling approaches
For our current deposition study, two models of different fidelity are considered (k = 2):
direct numerical simulation coupled with Lagrangian particle tracking as high-fidelity
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model f (1), and 1D Eulerian model proposed by Guha [94] as low-fidelity model f (2).
Details of each model are described in the following.
6.5.1 High-fidelity model – 3D DNS simulations
Direct numerical simulations for particle-laden pipe are performed in the Euler-Lagrangian
framework described in Chapter II. The domain is discretized on a Cartesian mesh of size
326 × 256 × 256. A conservative cut-cell immersed boundary method is employed to to
enforce no-slip and no-penetration boundary conditions in the fluid phase at the pipe wall.
Details can be found in as described in Pepiot and Desjardins [181] and Meyer et al. [163].
The grid spacing is chosen such that ∆y+ = ∆z+ = 1.25 and ∆x+ = 9.8 to fully resolve
the turbulent flow (see Appendix B), where ‘+’ denotes the dimensionless wall distance
defined as (·)+ = u∗ (·) /ν, where u∗ =
√
τw/ρ is the friction velocity with τw the wall
shear stress and ρ the fluid density.
(a) (b)
Figure 6.4: Schematic of the turbulent pipe flow with aspect ratio L/D = 10 and periodicity enforced
in the streamwise (x) direction. (a) The pipe wall is shown as an iso-surface of ψ = 0. Color represents
the instantaneous fluid velocity magnitude at a statistically stationary state. (b) Particle distribution
colored by radial velocity (blue: 0, red: 1 m/s) for τ+p = 10 at a statistically stationary state.
Particles are introduced into the flow once a statistically stationarity is reached. Monodis-
perse spherical particles of three different diameters dp = 1.6 µm, 5 µm and 16 µm and
density ρp = 2650 kg/m
3 are considered, with initial number of particles N = 106. The
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maximum particle volume fraction is below 3.4× 10−5 so that one-way coupling assump-
tion is valid. Particle inertia is characterized by a non-dimensional particle response time
τ+p = τp/τf , where τp = ρpd
2
p/(18ρν) is the particle response time and τf = ν/u
2
∗ is the
frictional time scale. The three particle sizes correspond to τ+p = 0.1, 1, and 10 respec-
tively. Particle cohesion is turned on and deposition rates (V +dep) are measured after the
simulation is run for 240D/Ub, at which the particle distribution reaches a statistically
stationary state (see Fig. 6.4(b)). Particles are removed from the simulation after impact
with the wall.
6.5.2 Low-fidelity model – 1D Eulerian deposition model
Guha (1997) has established, by deriving from the fundamental Eulerian conservation
equations of mass and momentum for the particles, a unified advection-diffusion theory
in which turbophoresis arises naturally. The theory includes molecular and turbulent
diffusion, thermophoresis, shear-induced lift force, electrical forces, and gravity. The pre-
dicted deposition rates by this one-dimensional model have been shown to be comparable
to Lagrangian calculations in § 6.3.2 and is therefore ideal for multi-fidelity uncertainty
quantification. Here we present a model formulation based on Guha [93] while incorpo-
rating boundary conditions derived from kinetic theory [274]. The model is also modified
to include additional source terms due to cohesion in the momentum equation.
The model consider non-dimensionalized deposition velocity and particle response time
defined as























where Jw is the particle mass flux to the wall per unit area, ρpm is the mean particle
density in the pipe, and ρ0p is the particle material density.



































py = V py/u∗, ρ
+






T = DT/ν. Here y
+ = y u∗/ν is the
dimensionless wall unit and ρp0 is the particle density at the pipe centerline. Equations are
solved numerically with grid refinement close to wall, the drag term is treated implicitly
to assure numerical stability. The boundary condition is derived from kinetic theory






















where ρpw is the particle density at the pipe wall. Details on the empirical closures for R,
V ′fy, DB, DT , ε are described in Guha [93, 94].
In the presence of van der Waals and electrostatic forces, the Reynolds-averaged par-


























vdw = Fvdw ν/u
3
∗ respectively. The charged particle is assumed to experi-
ence an attractive force due to induced charges on the wall, which is modeled as image
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charging given as







The van der Waals force between a spherical particle and wall is given as
(6.32) Fvdw = −
Adp
12mp (y − 0.5dp)2
.
Note that when particles are in contact with the wall, y = 0.5dp and Fvdw becomes infinity.
To avoid this singularity, a cutoff distance 10−12 m is used when solving Eq. (6.30) numer-
ically, which was found to be the maximum value that was insensitive to the predicted
deposition rates.
6.5.3 A comparison of high- and low-fidelity models
A hundred simulation runs are performed for both high- and low-fidelity models by
uniformly sampling the parameter space shown in Fig. 6.5. Three particle sizes (τ+p =
0.1, 1, and 10) are considered from each deposition regime.
Figure 6.5: Uniform sampling of 100 pairs of input parameters (ζ, ξ) in range ζ ∈ (0, 1) and ξ ∈ (0, 0.1).
The deposition rates from DNS simulations are measured from the rates at which the
number of deposited particles Ndep increases in time. As shown in Fig. 6.6(a)-6.6(c), Ndep
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evolves linearly in time after a short initial transient (t/τf < 10), beyond which the de-
position rate can be uniquely determined. The van der Waals is seen to have comparable
effects on the deposition rate to the electrostatic force for smallest particles (τ+p = 0.1),
resulting in a wide spread of the deposition curves. However as the electrostatic contri-
bution quickly surpasses the van der Waals for larger particles, the variation in van der
Waals strength (ζ) exhibits little effect on the deposition unless when ξ is close to zero.
(a) (b) (c)
(d) (e) (f )
Figure 6.6: (a)-(c) Temporal evolution of total particles deposited in percentage from 100 DNS simula-
tions, with lines shown in transparency. The slopes are used to determine the deposition rates. (d)-(f)
Non-dimensional deposition velocities predicted by DNS simulations (−•−) and the 1D Eulerian model
(−•−) for 100 runs. Each line spans the range of ξ with increasing ζ from left to right.
The computed deposition rate in terms of non-dimensional deposition velocity V +dep is
then compared with the 1D Eulerian model predictions in Fig. 6.6(d)-6.6(f ). The 1D
model is seen to under-predict V +dep for all three particle sizes, especially for mid-size
particles for which clustering due to turbulence is expected to be the most significant.
Recall that the 1D model only accounts for particle-wall interactions and the particle
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distribution is assumed to be only a function of wall distance, spatial inhomogeneities due
to preferential concentration and low-speed streak regions along the wall are neglected.
However, these inhomogeneities amplify particle-particle interactions and collision rates,
which may potentially contribute particle deposition. Nevertheless, the general trends
of V +dep predicted by the 1D model and 3D DNS are in decent agreement, which results
in a high correlation coefficient (ρ12) that is essential for the MFMC sensitivity analysis
presented in the following section.
6.6 Uncertainty quantification and sensitivity analysis of the deposition rate
The model prediction results from both models are then leveraged to estimate the
global sensitivity of the deposition rate in terms of main-effect Sobol indices. The goal
is to minimize variance of predicted Sobol indices for a given computational budget p, or
equivalently, use minimal computational resource to achieve certain error requirements.
The computational costs, model statistics and correlations are tabulated in Table. 6.1.
For demonstration purpose, these model statistics are computed using all 100 runs before
τ+p Model µk σk ρ1k wk
0.1
f (1) = DNS 6.73× 10−5 1.91× 10−5 1 1
f (2) = 1D Eulerian 5.28× 10−5 1.88× 10−5 0.989 1/2880
1
f (1) = DNS 1.52× 10−3 7.63× 10−4 1 1
f (2) = 1D Eulerian 7.02× 10−4 3.72× 10−4 0.995 1/2880
10
f (1) = DNS 5.74× 10−2 1.96× 10−2 1 1
f (2) = 1D Eulerian 5.68× 10−2 1.01× 10−2 0.937 1/2880
Table 6.1: Prior estimates of V +dep mean (µk), standard deviation (σk), correlation coefficients (ρ1k), and
model costs (wk) used for multi-fidelity sensitivity analysis for three different particle sizes.
being fed into the multi-fidelity optimization (Eq. (6.15)-(6.17)). Note that in practice,
however, a pilot run with a small number of input samples is needed to estimate these
statistics. Peherstorfer et al. [179] has demonstrated that the model arrangements are
insensitive to the these prior estimates of model statistics. Furthermore, data from pilot
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runs can be reused when evaluating variances or sensitivities of QoIs and therefore results
in no additional cost. Unlike mean or variance estimates, Sobol index estimates require
(d+2) model evaluations for each Monte Carlo sample, an effective budget peff = p/(d+2)
introduced by Qian et al. [190] is used for the optimization instead of p.
The computational budget is measured in terms of CPU hours and is normalized such
that the cost of one well-converged DNS run is unity, which is estimated to be 256 CPU
hours. The average cost of each 1D model is only 1/2880. As shown in Table 6.1, the
mean (µk) and standard deviation (σk) of V
+
dep are comparable between these two models,
resulting in high correlation coefficients (ρ12) for all three cases. It is interesting to note
that the ρ12 for τ
+
p = 1 is the highest despite relatively large discrepancy between its DNS
and 1D model statistics. This is because by definition, ρ12 only reflects the similarity
of model prediction trends and is agnostic to the absolute values of mean or standard
deviation. Difference in these model statistics is later compensated by the control variate
coefficients αk.
It is important to note that the multi-fidelity approach is not guaranteed to work for
any models of any correlations. To assess the performance of an estimator, the mean-
squared error (MSE) is typically used, which is defined as





(si − ŝ)2 ,
where si and ŝ are the observed values and estimator prediction respectively. In the case
of two models, Peherstorfer et al. [179] derived an analytical estimate of the variance
reduction achieved by the MFMC estimator compared to the classic MC estimator given
as









where γ is the variance reduction ratio, ŝmf and ŝmc denote the MFMC estimator and the
classic MC estimator respectively.
(a)
Figure 6.7: Contours of variance reduction ratio γ as a function of model cost ratio w2/w1 and correlation
coefficient ρ12. The black region shows where the precondition (Eq. (6.18)) is violated. The gray region
represents where the MFMC estimators fail to reduce the variance of our QoIs compared to classic MC
(i.e., γ > 1). γ = 0.028, 0.014, and 0.135 for τ+p = 0.1, 1, and 10 respectively, shown here as pentagrams.
Figure 6.7 shows the contour plot of γ for ρ12 ∈ [0, 1] and w2/w1 ∈ [10−5, 10−1].
The multi-fidelity approach fails when γ > 1 or the precondition (Eq. (6.18)) is not
met. However, it only happens for extreme cases, either highly uncorrelated models (e.g.,
ρ12 < 0.3) or expensive low-order models (e.g., w2/w1 > 10
−2). The values in Table 6.1
yield γ = 0.028, 0.014, and 0.135 for τ+p = 0.1, 1, and 10 respectively, confirming that the
MFMC estimator will significantly improve MSE using these two models.
Using these model statistics, the effective budget peff is then distributed among our two
models of consideration. Table. 6.2 summarizes the number of evaluations mk and the
control variate coefficients αk assigned by the multi-fidelity approach for p = 36 and 72.
The same set of mk and αk is then used to estimate the mean, variance, and sensitivity
indices. As is expected, more evaluations are done for the 1D model when it is better
correlated with the DNS predictions (e.g., τ+p = 1), and a higher coefficient αk is required
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when the 1D model under-predicts σk (e.g., τ
+
p = 1 and 10). The classic MC method using
only high-fidelity (DNS) and only low-fidelity (1D Eulerian) models are also included here
for later comparisons.
τ+p Model
MC (p = 36) MF (p = 36) MC (p = 72) MF (p = 72)
mk mk αk mk mk αk
0.1
f (1) 9 − 8 1 18 − 16 1
f (2) − 25920 2861 1.005 − 51840 5488 1.005
1
f (1) 9 − 7 1 18 − 15 1
f (2) − 25920 3932 2.040 − 51840 7726 2.040
10
f (1) 9 − 8 1 18 − 17 1
f (2) − 25920 1237 1.816 − 51840 2487 1.816
Table 6.2: Number of evaluations mk and control variate coefficients αk per model for MC and MF
approaches with a given computational budget of p = 36 and p = 72.
Figure 6.8 quantifies the uncertainties in mean and standard deviation of V +dep predicted
by MC estimators (using only DNS or 1D models) and multi-fidelity approach with same
budget p = 72. Data statistics of 100 estimate replicates are shown as box plots in which
the central mark indicates the median, and the bottom and top edges of the box mark
the 25th and 75th percentiles, respectively. The whiskers extend to the lower and upper
bounds of the dataset. The MF estimators admit notably smaller variances in the both
predicted mean and standard deviation compared to the high-fidelity MC estimators.
Although the variance predicted by low-fidelity MC estimator is the smallest due to a
larger number of evaluations, it suffers inevitable bias embedded in the model itself and
therefore deviates from the “true” solutions, which is taken from a well-converged MC
estimates using p = 50000 by randomly sampling from 100 DNS data.
The distribution of mean and standard deviation estimates from 100 replicates of
MFMC and MC estimators are shown in Fig. 6.9 for p = 72 and τ+p = 0.1 as an example.
The variations in both mean and standard deviation are significantly reduced using the
multi-fidelity approach as indicated by the narrower distributions. The distribution is not
noticeably skewed which makes standard deviation a sufficient statistical metric. Similar
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(a) (b) (c)
(d) (e) (f )
Figure 6.8: Box plots of 100 mean (top) and standard deviation (bottom) estimate replicates for V +dep
with τ+p = 0.1, 1, and 1 from left to right. Predictions from DNS only, multi-fidelity approach, and 1D
model only are shown in blue, red, and green respectively. Results reported for same budget p = 72.
Dashed line represents “true” values from well-converged estimates.
reduction in estimator variations is observed for other particle sizes and computational
budgets considered in Fig. 6.8. Note here the MFMC estimator is not biased toward the
low-fidelity model for which the expected values of these statistics are different from DNS.
Figure 6.10 presents the estimated global sensitivity of V +dep using both high-fidelity
MC and the MFMC estimators. Data statistics of 100 estimate replicates are shown as
box plots. Similar to the mean and standard deviation, the MF estimators admit smaller
variance in the predicted Sobol indices compared to the classic MC estimators, allowing
definitive ranking of input parameters (i.e., ζ and ξ) with p = 36, while Monte Carlo
barely achieves this at p = 72. For instance, the variation in MF s1m with p = 36 is
smaller than MC s1m with a higher budget p = 72 across all three particle sizes.
To more quantitatively assess the benefit of multi-fidelity method, the estimated MSE
is plotted in Fig. 6.11 using MFMC estimator, MC estimator with only DNS, and MC
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(a) (b)
Figure 6.9: Distribution of (a) mean and (b) standard deviation predicted by 100 replicates of MFMC
(red) and MC (blue) estimators with p = 72 and τ+p = 0.1.
(a) (b) (c)
(d) (e) (f )
Figure 6.10: Box plots of 100 main-effect sensitivity estimate replicates for non-dimensional deposition
velocity with (a)-(c) p = 36 and (d)-(f) p = 72. τ+p = 0.1, 1 and 1 from left to right. Classic Monte Carlo
(MC) and multi-fidelity (MF) predictions are shown in blue and red respectively. s1m and s
2
m are main
Sobol index for ζ and ξ respectively.
estimator with only 1D model. MSE is computed via Eq. (6.33) with ŝ taken from a
well-converged estimates using p = 50, 000 by randomly sampling from 100 DNS data.
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(a) (b) (c)
Figure 6.11: The estimated MSE of MFMC estimator (blue), MC estimator with only DNS (red), and
MC estimator with only 1D mode (green) for τ+p = 0.1 and four different budgets. QoIs are (a) mean
and (b) standard deviation of V +dep, and (c) Sobol index of V
+
dep to van der Waals.
The MFMC estimator with p = 36 achieves the same level of MSE compared to the classic
MC estimator using only DNS data with p = 288, which translates to at least 8 times
speedup. Such cost saving is seen for estimation of all three quantities: mean, standard
deviation, and Sobol index of V +dep. Note that although using the low-fidelity model alone
to estimate sensitivities exhibit small variation when the budget is small, it converges to a
wrong solution as shown in Fig. 6.11(b) and 6.11(c) due to the inevitable bias embedded
in the model. The bias in 1D model prediction is also seen in Fig. 6.11(a) where the error
in predicted mean of V +dep is orders of magnitudes larger than the MFMC estimator.





0.1 1.6 6.66× 10−5 1.93× 10−5 (29.0%) 0.072 0.903
1 5 1.50× 10−3 7.65× 10−4 (51.0%) 0.001 0.998
10 16 5.70× 10−2 1.90× 10−2 (33.3%) 0.014 1.000
Table 6.3: Estimation of mean, standard deviation (with its percentage of the mean in brackets), main-
effect Sobol indices of V +dep using multi-fidelity approach for three different particle sizes with p = 288.
Finally, the predicted statistics of V +dep using MFMC estimator with p = 288 are
tabulated in Table. 6.3. In terms of uncertainties, the deposition rate of mid-sized particles
(τ+p = 1 or dp = 5µm) exhibits the largest standard deviation given the same variations
in electrical charge and Hamaker constant, which is primarily due to these particles being
most responsive to the turbulent eddies. Nevertheless, notable variations in V +dep are
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observed for all three particle sizes (29%− 51%), highlighting the importance of cohesion
on particle deposition rate. Therefore, special attention should be paid on accurately
computing electrostatics and van der Waals for deposition studies that involve Geldart-
C particles. Pretreatments using pressurized declumper or charge neutralizer can be
leveraged to reduce these uncertainties in experimental investigations.
In terms of sensitivity, van der Waals force has almost negligible effect on the depo-
sition rates (s1m ≈ 0) for τ+p = 1 and 10, namely deposition is much more sensitive to
electrostatics compared to van der Waals. This is expected because electrostatics is non-
negligible on particle statistics over a much wider range. Nevertheless, van der Waals
force does play a bigger role for the smallest particles (τ+p = 1 or dp = 1.6µm). Such
sensitivity information provides insights about when to neglect van der Waals force for a
given particle size (in this case dp & 1.6µm). Note that Sobol index estimations depend
on the distribution and range considered for the input parameters. In this study we con-
sider uniform distribution of ζ and ξ within typical experiment-measured ranges, which
allows us to isolate the uncertainties due to electrostatics and van der Waals and compare
their relative importance. While accurately measuring their distribution in common dust
samples experimentally are extremely difficult and therefore scarce, such data would be
invaluable to provide more insights on the sensitivity analysis.
6.7 Conclusions
In this chapter, deposition of fine particulates in wall-bounded turbulent flows was
investigated with variations in particle cohesion strength. Relative importance of cohesive
forces was compared analytically in a cylindrical pipe as a function of particle number
density. Particle-wall contributions was found to be dominant whereas particle-particle
interactions due to van der Waals are negligible in dilute suspensions. In addition, wall
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image charging was observed to significantly enhance deposition whereas particle-particle
interactions play much less of a role. Deposition predicted by the 1D Eulerian model was
seen to be systematically lower than DNS simulations, while both exhibit very similar
trends when varying charge amounts and Hamaker constants. A multi-fidelity approach
was employed to optimally estimate mean, variance, and sensitivity of the deposition
rate by exploiting the high correlations between DNS and the 1D Eulerian model. The
global sensitivity analysis using the multi-fidelity approach admits eight times speedup
compared to classic Monte Carlo methods. Deposition was found to be more sensitive to
electrostatics than van der Waals across all particle sizes. The effect of van der Waals on




7.1 Summary of achievements
A key contribution from this work involves the development of an Eulerian–Lagrangian
framework capable of accurately predicting transport and deposition of fine particulates
in the presence of turbulence and cohesive forces. Efficient algorithms were developed to
accurately resolve particle-particle interactions (both long- and short-range) and particle-
fluid coupling in periodic and wall-bounded geometries. The numerical framework has
been employed to understand the effects of van der Waals and electrostatics on particle
transport, (de)agglomeration, and deposition in turbulent flows. Short-range electrostatic
interactions are found to play a key role in particle clustering even in dilute particle
suspensions. A new turbulence generation mechanism is identified via three-way coupling
between an electric field, charged particles, and ionized air. A phenomenological model
was developed based on the scaling analysis and mass-spring-damper analogy to predict
the turbulence-induced breakup of a particle aggregate in the absence of a resolved flow
field. Sensitivities of deposition on cohesive forces are efficiently quantified by leveraging
both DNS and low-fidelity models. Further details on the contributions made throughout
the dissertation are outlined below.
1. In Chapter II, an Eulerian–Lagrangian strategy for simulating particle-laden flows
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capable of accurately resolving particle interactions in the presence of attractive
forces was developed.
(a) The P3M method was coupled with EL framework and nearest neighbor search
algorithm for the first time to simulate charged particle-laden flows. The particle
electrostatic force is separated into short-range and long-range contributions such
that it admits high accuracy while avoiding O(N2) operations.
(b) The original P3M requires FFT evaluations and therefore is limited to periodic
domains. A scaled-mapping treatment was proposed to extend P3M to non-
periodic geometries while retaining its high accuracy and cost savings.
(c) The accuracy of state-of-the-art electrostatic algorithms were assessed and com-
pared for the first time with various model parameters and interpolation orders.
(d) A levelset distance function is coupled with image charging to efficiently impose
iso-potential boundary conditions for conducting walls.
(e) In order to properly resolve the wide range of time scales at play in a tractable
manner, a multi-scale time stepping framework was employed where the par-
ticle equations are solved on a separate time scale from the fluid, allowing for
simultaneously resolving a wide range of scales efficiently.
2. In Chapter III, a numerical study on charged particle transport in turbulence was
presented, quantifying the relative importance of electrostatic and fluid drag on par-
ticle transport. Correctly capturing the short-range interaction was shown to be
important even in dilute suspensions.
(a) A benchmarking study of charged particles in a Taylor-Green vortex showed that
P3M is capable of capturing particle clustering while PM fails, demonstrating
the importance of short-range interactions even in dilute suspensions.
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(b) Oppositely-charged particles were shown to form chain and ring structures when
transporting in homogeneous isotropic turbulence, while preferential concentra-
tion was completely mitigated for the case with likely-charged particles.
(c) In wall-bounded flows, particle-wall interactions were found to be notably more
significant than particle-particle interactions for charged particle near-wall statis-
tics, while both have negligible effects away from the wall.
3. In Chapter IV, linear stability analysis and direct numerical simulations of charged
aerosols in ionized air reveal a non-linear feedback mechanism capable of generating
atmospheric turbulence under extreme weather conditions.
(a) Linear stability shows that coupling between ionized air and a background elec-
tric field acts to increase turbulent kinetic energy (TKE) in the upper tropo-
sphere, albeit over long time durations.
(b) Critical stability conditions of the upper troposphere, dictated by an electric
Rayleigh number, are determined as a function of vertical span and shear rate.
The atmospheric fluid dynamics are found to be most unstable over a vertical
span consistent with typical cloud thicknesses observed at these elevations.
(c) Direct simulations of charged droplets in homogeneous shear flow demonstrate a
new nonlinear feedback mechanism capable of accelerating this unstable growth
and augmenting TKE by up to a factor of six.
4. In Chapter V, turbulence-induced breakup of a spherical ‘clump’ of cohesive particles
were investigated using the aforementioned numerical framework. Deformation of the
particle aggregate is modeled using a mass-spring-damper analogy.
(a) A new linear-forcing scheme was developed to maintain statistically stationary
turbulence in the presence of particles with two-way coupling.
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(b) The time-rate of aggregate breakup was found to vary substantially for different
realizations of the same turbulence. The local fluid stress seen by the aggre-
gate can reach four times the domain-averaged values, resulting in intermittent
breakup of aggregate in turbulence.
(c) A turbulent Adhesion number based on the Kolmogorov length scale and ad-
hesive potential was introduced for the first time to characterize the breakup
process. A critical turbulent Adhesion number was identified that well predicts
the breakup and non-breakup regimes.
(d) As a direct analog to the Taylor analogy breakup (TAB) model commonly used
for droplet breakup in the spray community, the analysis performed herein was
used to inform a mass-spring-damper model to predict the breakup time of the
aggregate, referred as Granular-TAB (G-TAB). The predicted breakup time for
a given Adη was in good agreement with simulations and is useful for predicting
aggregate breakup in coarse-grained simulations such as RANS.
(e) A variance-based sensitivity analysis was performed to quantify the relative im-
portance of the modeling parameters on the aggregate breakup. The simulation
results were found to be most sensitive to two-way coupling, the absence of which
results in unphysical interphase slip velocities and instantaneous breakup.
5. In Chapter VI, deposition of fine particulates in wall-bounded turbulent flows are
investigated. We characterize and quantify the effects of charge and van der Waals
using both DNS and a 1D Eulerian model, followed by a global sensitivity analysis
on deposition by leveraging models of different fidelities.
(a) Relative importance of cohesive forces are compared analytically in a cylindrical
pipe as a function of particle number density. Particle-wall contributions are
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found to be dominant whereas particle-particle interactions due to van der Waals
are negligible in dilute suspensions.
(b) Deposition predicted by the 1D Eulerian model was found to be systematically
lower than DNS, highlighting the importance of particle clustering on deposition.
(c) A multi-fidelity approach was employed to optimally estimate mean, variance,
and sensitivity of the QoI (deposition rate). Cheap 1D models were evaluated
to reduce the cost while retaining accuracy guarantees of expensive DNS.
(d) Deposition was found to be more sensitive to electrostatics than van der Waals
across all particle sizes. The effect of van der Waals on deposition was seen to
decay rapidly with increasing particle size.
The above contributions are also presented in the following publications:
• Yao, Y., Capecelatro, J. (2021) An accurate particle-mesh method for simulating
charged particles in wall-bounded flows, Powder Technology. 387, 239-250.
• Yao, Y., Capecelatro, J. (2021) Deagglomeration of cohesive particles by turbulence,
Journal of Fluid Mechanics. 911, A10.
• Yao, Y., Capecelatro, J. (2019) Electrohydrodynamic generation of atmospheric
turbulence, Physical Review Fluids. 4, 1-19.
• Yao, Y., Capecelatro, J. (2018) Competition between drag and Coulomb interac-
tions in turbulent particle-laden flows using a coupled-fluid-Ewald-summation ap-
proach, Physical Review Fluids. 3, 1–20.
The following papers, delivered during my Ph.D. research, also contribute to advancing
existing numerical methods and physical understanding in the area of particle-laden flows
despite not being presented in this dissertation:
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• Monroe, K., Yao, Y., Lattanzi, A., Raghav, V., Capecelatro, J. (2021) Role of
Pulsatility on Particle Dispersion in Expiratory Flows, Physics of Fluids. 33, 4.
• Yao, Y., Shallcross, G., Ni. R, Kim, T., Mehta, M., Rabinovitch, J., Capecelatro,
J. (2020) The dynamics of inertial particles in under-expanded jets: A numerical
study, in AIAA Scitech 2020 Forum (p. 1327).
• Kim, T., Ni, R., Capecelatro, J., Yao, Y., Shallcross, G., Mehta, M., Rabinovitch,
J. (2020) The dynamics of inertial particles in under-expanded jets: An experimental
study, in AIAA Scitech 2020 Forum (p. 1326).
7.2 Future perspectives
7.2.1 A roadmap to improve particle stochastic models in RANS using DNS simulations
Reliable, physics-based models for the transport and deposition of dust in turbulent
flows is a key step towards enabling next generation turbomachinery. The numerical
framework developed in this dissertation is highly accurate but still computationally ex-
pensive for simulating systems such as gas turbine engines. In fact, RANS coupled with
Lagrangian particle tracking remains the workhorse for the simulation of turbomachin-
ery. Stochastic particle models such as random walk (RW) models are typically employed
to account for turbulence dispersion of the particles in RANS as the local fluid veloc-
ity at the particle location is not resolved. Despite being computationally efficient, this
approach has been shown to significantly overpredict deposition [83]. An accurate de-
position prediction using RANS coupled with RW models requires at a very minimum:
(1) accurate flow solution (mean and fluctuations), (2) good turbulent dispersion model,
and (3) valid impact/rebound model or assumptions. While RW models have been shown
mathematically to resemble turbulent dispersion at least at large time scales, and ‘all-
stick’ assumption can be made at high engine operating temperatures above the particle
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melting points, RANS in wall-bounded flows is known to inevitably exhibit large errors,
especially in near-wall regions where off-diagonal terms in Reynolds stress tensor are mis-
predicted [124]. Two-phase statistics generated by our high-fidelity simulations can be
leveraged to isolate errors in flow solution obtained from RANS in addition to errors asso-
ciated with turbulent dispersion using existing RW models, which provides a pathway to
improve their accuracy. An example is described in Appendix E where direct one-to-one
comparisons between DNS, RANS coupled with RW, and experimental measurements of
particle deposition under realistic engine operating conditions are performed, followed by
preliminary results of particle statistics and deposition rates.
7.2.2 Uncertainty quantification of deposition rates by varying dust constituents
A key simplification made in the sensitivity analysis of Chapter VI is that the input
parameters (i.e., charge amount and Hamaker constant) are uniformly sampled from a
prescribed lower and upper bound while keeping all other parameters such as particle
density, restitution coefficients constant. In addition, ‘all-stick’ assumption is made and
therefore uncertainties due to impact/rebound process is omitted. Although these sim-
plifications are necessary to isolate the sensitivities of cohesive forces, uncertainties due
to rebound model, particle density, restitution coefficients, and melting temperatures are
of prime importance for a comprehensive understanding of deposition physics.
One attractive way to tackle these additional uncertainties is to vary the mass fraction
of dust constituents given by real dust sample measurements (e.g., Fig. 1.7). The afore-
mentioned properties of the dust mixture can be then determined as a linear combination
or functional form of the properties of each constituents. Variations therefore naturally
arise within their physical limits. Furthermore, physics-based rebound models exist that
predict restitution coefficients as a function of cohesion strength and melting tempera-
ture [21, 187], which allow us to move away from ‘all-stick’ assumption. The MFMC
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approach described in Chapter VI can be performed to efficiently assess the sensitivity
of each input parameters via a prior run of fewer samples, followed by a dimensional-
ity reduction that eliminates the low-sensitivity input parameters. Finally, uncertainty




Additional algorithms for computing electrostatics
A.1 Ewald summation
While the PM approach avoids O (N2) calculation, it requires that the length scale
used to resolve the spatial gradients of electric potential are greater than the spacing
between the particles. Due to non-trivial interactions between the phases in turbulent
flows, particles may preferentially concentrate in certain regions, and thus in general
this assumption does not hold. Ewald summation separates the long-range and short-
range forces to efficiently compute the electrostatic force in periodic boxes with quick
convergence. Consider a system of Np particles with charges q
(i)
p at positions x
(i)
p in a
cubic box of length L with triply periodic boundary conditions. The Ewald summation










where F (i)r and F
(i)
k represent contributions from real space and Fourier space, respec-
tively, and F
(i)
d is the dipole correction term to avoid double counting. These separate
contributions are expressed as
(A.2)



















































where erfc is the complementary error function, m and k represent the number of itera-
tions over periodic boxes in real and Fourier space, respectively, which are distinguished
using a cutoff radius rmax, and ε
′ is the dielectric constant, which in the case of a vacuum
is ε′ = 1. The inverse length α, referred to as the Ewald parameter, tunes the relative
weight of the real space and the reciprocal space contribution. Since long-range interac-
tions converge significantly faster in Fourier space, the Ewald summation will converge





with an optimal choice of α. A well converged Ewald summation will give the
exact solution for an electrostatic field with periodic boundary conditions. It also acts as
the foundation of P3M method.
A.2 Hybrid method
One drawback of the classic P3M method is that it relies on Fourier transforms, and
therefore must be solved in periodic domains. However, many applications involving
suspensions of charged particles in turbulence are wall bounded. Kolehmainen et al.
[126] recently proposed a hybrid method that combines the truncated pairwise summa-
tion approach for the short-range potential and an injection method for the long-range
contribution. The electric field is given by










cell] is the long-range electric force at x
(i)
cell, the center of the cell that particle i
belongs to. The short-range contribution is obtained by summing all pairwise electrostatic
interactions within the cutoff radius,
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Here, the electric potential, φ, is obtained by solving a Poisson equation for the cell-
averaged value via
(A.8) ∇2φ = −ρv
ε
,







where Vk is the volume of the local cell that particle j belongs to. The final term, Ec(x
(i)
p ),
is the contribution to be removed to avoid double counting, given by
















While the Hybrid method does not rely on Fourier transform and thus can be applied
to complex geometries, compared to P3M, its accuracy is limited by the correction term
that is of the order of the spatial discretization. For P3M, however, the truncation error
is compensated using an optimized influence function, and thus its accuracy is expected
to be significantly greater than the Hybrid method.
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APPENDIX B
Validation of DNS turbulent pipe flows
To fully resolve the fluid phase dynamics, direct numerical simulation (DNS) of a
single-phase turbulent pipe flow is performed. The pipe diameter D = 0.02 m is chosen to
be the same as a companion experimental study by our collaborators Gnanaselvam et al.
[83]. The bulk velocity Ub = 4 m/s which yields η
+ = 1.6 and Reτ = 180. The fluid-phase
equations are discretized on a Cartesian mesh, and a conservative immersed boundary
(IB) method is employed to model the cylindrical pipe geometry without requiring a
body-fitted mesh. The method is based on a cut-cell formulation that requires rescaling
of the convective and viscous fluxes in these cells, and provides discrete conservation of
mass and momentum [163, 181].
Figure B.1: Mean fluid velocity profiles in fully developed turbulent pipe flow. (a) Mean streamwise
velocity normalized by the centerline value Uc and (b) normalized root-mean-square velocity. Current
study (−), DNS (−·) and experiments (PIV: #, LDA:  , HWA: ) by Eggels et al. [58].
We consider a domain of size 10D×D×D, discretized using 326×256×256 grid points
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(see Fig. 3.8(a)). The grid spacing is chosen such that ∆y+ = ∆z+ = 1.25 and ∆x+ = 9.8
to satisfy the resolution criteria of DNS for pipe flows [185, 151, 58] proposed by Grötzbach
[90], which requires (i) ∆+ = (∆x+ ∆y+ ∆z+)1/3 ≤ πη+ and (ii) at least three grid points
in wall buffer region (y+ ≤ 5). Periodic boundary conditions are applied in the streamwise
direction. A uniform source term resembling a mean pressure gradient, Fmfr, is added to
the right-hand side of Eq. (2.2) and adjusted dynamically to maintain the desired flow
rate. The flow is initialized with 10%Ub sinusoidal fluctuations to accelerate the transient
process. A statistical stationary state is reached after 240D/Ub. A comparison of the
velocity statistics against DNS and experimental data of the same pipe configuration
from Eggels et al. [58] is provided in Fig. B.1. Excellent agreement is seen for both mean
streamwise velocity and root-mean-square fluctuations in all three directions.
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APPENDIX C
Analytical solution of the initial algebraic growth
In homogeneous shear flows, the initial algebraic growth is known to sustain large
amplification of perturbation energy that may introduce nonlinear effects and lead to onset
of turbulence [79, 208, 78, 203, 148]. Because conventional linear stability analysis fails
to accurately predict the transient growth, other techniques, such as non-normal modal
analysis [29, 234, 207], or the Wentzel–Kramers–Brillouin (WKB) method [102, 15], have
been used in the past. In the present analysis, we consider the method of characteristics.
By neglecting the particle phase, Eqs. (4.1) and (4.3) are rewritten along characteristics
in Fourier space, together with the wavevector characteristic equations, resulting in the























where the hat denotes the Fourier transform of a quantity, κ = [κ1 κ2 κ3]
T is the wavevec-
tor, and ∇ub = Γe1eT3 is the base state velocity gradient tensor. The vertical velocity can
be determined by assuming w′(t,x) = ŵ(t) exp(iκ(t) · x). The remaining velocity com-
ponents can be obtained by enforcing continuity. As shown in Fig. C.1, the second-order
algebraic growth closely matches the numerical simulations from Sec. 4.3, confirming that














Figure C.1: Normalized TKE evolution for particle loading Φv = 0 (–), 1 × 10−4 (· · · ), 4 × 10−4 (− -
), 1 × 10−3 (−), and 2 × 10−3 (- -). Theoretical solution obtained from Eq. (C.1) (◦) are shown for
comparison. The vertical dashed line indicates the turning point from upstream and downstream waves.
The second-order algebraic initial growth rate can be approximated analytically from
Eq. (C.1). Solving the wavevector characteristic equation yields κ1 = κ0 = 2π/L and
κ3 = (1− Γt) κ0. With this, the magnitude of q̂f can easily be obtained by solving the
first-order linear ODE in Eq. (C.1)








Γ2t2 − 3Γt+ 6
))
.
Solving q̂f , the third ODE for velocity results in a first-order linear equation and can be

















Γ2t2 − 3Γt+ 6
))
≈ 1




1− 2DIκ20 t+DIκ20(Γ + 2DIκ20) t2
)
.
The first two terms on the right-hand-side can be neglected since they are orders of
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magnitude smaller than the last term. Integrating Eq. (C.3) yields
(C.4)












By applying continuity, the streamwise velocity can be expressed as





(Γ− 2DIκ20) (1− Γt)t.











(Γ− 2DIκ20)2 t2 = O(t2),
which implies when t is small, the initial growth of TKE is second-order. This growth
rate is also consistent with the well-known quadratic-scaling law for the transient energy
growth in uniform shear flow [148, 147].
165
APPENDIX D
Linearization and non-dimensionalization of the governing
equations
We start with the governing equations (4.1) and (4.3) and neglect the convective term
in the momentum equation and diffusion term in the charge transport equation due to















+∇ · (µIqfE + qfu+ qfΓzex) = 0.
The flow quantities qf , φ, p, u and E are decomposed into a base state and a fluctuating
component as A = A+ A′, where
(D.3) A′ = A0(z) exp(iκxx+ iκyy) exp(ωτ),
with A0 the fluctuation amplitude, κx and κy the horizontal wave numbers, ω the growth
rate, and τ = (µIφ t)/L
2 is the time scale normalized over a vertical span L. Con-
sider (D.1) first at a base case where u = [u v w]T = 0, then (D.1) reduces to
(D.4) qfE = ∇p,
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′ −∇p′ − ρΓz∂u
∂x
− ρΓwex,
for incompressible flow, we can take divergence of (D.5) and apply ∇ · u = 0 to arrive
(D.6) ∇2p′ = ∇ · (qfE)′ .
































































































































































































where ∇21 = ∂2/∂x2 + ∂2/∂y2. Similarly (D.2) can be linearized the same way in the


















Recall that φ′ = φ0(z) exp(iκxx+iκyy) exp(ωτ) and w
′ = w0(z) exp(iκxx+iκyy) exp(ωτ),
so ∇2φ′ =
(
−(κ2x + κ2y) + (d/dz)2
)
φ′ and ∇2w′ =
(
−(κ2x + κ2y) + (d/dz)2
)
w′, therefore















, ∂/∂x = β/L,
z = ẑL, f(z) = w0(z)L/(µIφ(z)), g(z) = φ0(z)/φ(z). All the exponential terms eventually
cancel out, and we arrive at( ω
Pr
− (D2 − α2)
)
















































Equations (D.15) and (D.16) are linear equations of order four and three, respectively.
Therefore, four boundary conditions for the initial velocity fluctuation, w0(z), and three
boundary conditions for the initial potential fluctuation, φ0(z), are required to obtain a
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unique solution. For the velocity fluctuation, we impose w0(z0) = ∂w0(z0)/∂z = 0 and
w0(z0 + L) = ∂w0(z0 + L)/∂z = 0 based on no-slip boundary conditions and incompress-
ibility of the fluid. For the potential fluctuation, it is assumed that the initial electric
field fluctuations at the upper and lower boundaries are zero such that it is not violating
Gauss’s law, i.e. ∂φ0(z0)/∂z = ∂φ0(z0 +L)/∂z = 0. The last boundary condition is deter-
mined by recognizing that the electrical conductivity decreases significantly with altitude
in the lower atmosphere [247], and therefore we assume the lower boundary has much
larger electrical conductivity than the upper boundary such that relatively the initial
potential fluctuation at the lower boundary is negligible, i.e. φ0(z0) = 0.
The boundary conditions are then transformed into the final dimensionless form:
f(z0) = f
′(z0) = g(z0) = g
′(z0) = 0 for the lower boundary and f(z0 + L) = f
′(z0 + L) =
g′(z0 + L) = 0 for the upper boundary. To ensure numerical stability, we follow Ap-
pendix A in Schneider and Watson [209] to solve the ODEs numerically with these
boundary conditions using a shooting method. We also observed that changing boundary
conditions for the potential (e.g., employing a Neumann condition for the electric field
g′′(z0) = g
′′(z0 + L) = 0) has little effect on the critical Rayleigh number.
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APPENDIX E
Direct comparison of particle deposition in turbulent pipe flows
with RANS and experiments
E.1 Problem setup
The system under consideration is the High Temperature Deposition Facility (see
Fig. E.1(a)) in collaboration with Jeffery Bons et al at the Ohio State University (OSU).
After declumping pretreatment, dust is injected at a 60◦ angle to a heated turbulent pipe
flow at relevant engine operation conditions (1375−1730 K, 150−300 m/s). Deposition is
measured along the pipe as capture efficiency (CE), which is defined as the ratio of total
mass deposited and total mass injected. The same experimental conditions are specified
in our DNS simulations (see Fig. E.2) and RW models by OSU.
Two different RW models, the Discrete Random Walk (DRW) model proposed by Gos-
man and Loannides [84] and the Continuous Random Walk (CRW) model proposed by De-
hbi [44], are considered. In the DRW model, turbulent dispersion is modeled as discrete
interactions between a particle and a turbulent eddy where fluid fluctuation is indepen-
dently sampled from a random Gaussian process for each eddy. CRW model improves
upon DRW by continuously solving for the fluid fluctuation using a Langevin equation.
Details on DRW and CRW models can be found in Gnanaselvam et al. [83]. However,
as shown in Fig. E.1(b), DRW and CRW both significantly overpredict CE compared to
experiments. DNS simulations are performed using the numerical framework described
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(a) (b)
Figure E.1: (a) Experimental setup of the High Temperature Deposition Facility in collaboration with
Jeffery Bons et al the Ohio State University. Dust is injected to a heated turbulent pipe flow at rele-
vant engine operation conditions (1677 K, 150 m/s). Deposition is measured along the pipe as capture
efficiency. (b) The measured capture efficiencies from experiments are significantly lower than both
continuous and discrete random walk models (CRW and DRW) coupled with RANS. Figures adapted
from Gnanaselvam et al. [83] with permission.
in Chapter II to uncover the major errors contributing to this discrepancy, with a grid
resolution of 326× 280× 280 to fully resolve the turbulence (1677K, 150m/s). ‘All-stick’
assumption is used, namely particles are counted as deposited and removed from the sim-
ulation once they collide with the wall, which is appropriate as the flow temperature is
above the melting point of injected dust (ARD). The cut-cell immersed boundary method
is used to model pipe walls. Scalar transport is modified to impose isothermal conditions
at the immersed boundaries. Statistics are not computed until a statistically stationarity
is reached for both phases.
E.2 Particle statistics
In our DNS simulations, particles are injected at same velocity, mass flow rate, and
density as the OSU experiments (34.5 m/s, 0.01667 g/s, 2727 kg/m3). The diameters
span 1 to 10µm with a truncated lognormal distribution same as Fig. 3.9 representative of
Arizona road dust (ARD). The time-averaged root-mean-square velocity and streamwise
velocity at x/D = 10 from the injection point are compared between fluid and particles
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Figure E.2: Parameters and geometry used in the DNS simulations which are the same as OSU experi-
ments [83].
in Fig. E.3. It can be seen that particles are lagging the fluid phase due to their relatively
low injection velocities and large Stokes number (0.57− 57).
(a) (b)
Figure E.3: Comparison of the mean fluid (–) and particle (◦) streamwise velocities at x/D = 10 as
a function of radial position. (a) Normalized root-mean-square velocity and (b) normalized streamwise
velocity.
Figure E.4 shows the departing and approaching radial velocities (u−r (r) and u
+
r (r))
defined in § 3.4.2 of both fluid phase and particles of four different sizes. As shown in
Fig. E.4(a), on average the fluid exhibits zero net radial motion across the pipe (u+r (r) ≈
u−r (r)). Smaller particles (dp = 1µm) follow similar velocity profiles as the fluid, while the
velocities associated with larger particles are observed to deviate from the fluid due to
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increased inertia. In addition, the difference between u+r (r) and u
−
r (r) increases drastically,
indicating larger particles impact the wall at a notably higher speed. Especially very close
to the wall (see Fig. E.4(b)), larger particles possess larger u+r (r) and smaller u
−
r (r). Note
that u−r (r) = 0 for 10µm particles when r/D > 0.497, meaning all of them are rapidly
impacting the wall when they reach this near-wall region.
(a) (b)
Figure E.4: The departing (hollow/dashed) and approaching (solid) velocities towards the pipe wall of
fluid (line) and particles of four different sizes (symbols) over (a) the entire pipe and (b) near-wall region
at x/D = 10. Line and symbol types same as Fig. 3.11.
E.3 Particle deposition
Even though the net radial velocities of particles are monotonically correlated with
particle size, it does not directly translate to the same trend for deposition rates. Particles
of the same size under these conditions (1677K, 150m/s) have Stokes numbers or τ+p more
than 10 times larger than those in cold pipe flows (298K, 4m/s) descibed in Chapter VI. As
a result, a portion of larger particles now belongs to the inertia-moderated regime where
particle deposition decays with increasing particle size. Direct comparison of deposition
rates predicted by RW, DNS, and experiments under these realistic conditions provides
a roadmap where errors in existing RW models can be identified or even mitigated by




Figure E.5: (a) Qualitative comparison of DNS results (bottom) and OSU experiments (top) at 1669K
and 200 m/s. Left and right are cross-sectional views at θ = 90◦ and −90◦ respectively. (b) Azimuthal
distribution of deposited particles as a function of downstream locations predicted by CRW model (left)
and DNS (right). Dashed red lines represent experimental measurements. A fully-deposited pipe cross-
section has θ span −180◦ to 180◦. Figures showing experiments and CRW predictions are adapted
from Gnanaselvam et al. [83] with permission.
Qualitative comparison of deposition patterns from DNS and OSU experiments is
shown in Fig. E.5(a). Similar streak-like patterns are observed in both simulations and
experiments which is primarily due to particle clustering in low-speed streak regions of
wall-bounded flows [244, 282, 151]. It should be noted that dust accumulation and mor-
phology changes observed in the experiments is not captured in the DNS simulations.
Nevertheless, the azimuthal distributions of deposited particles measured by the angle to
the injection point (θ) are in good agreement with experiments as shown in Fig. E.5(b).
The CRW model, on the other hand, underpredicts particle spreading downstream, which
again highlights the importance of correctly predicting turbulent dispersion.
Instantaneous distributions of small (1− 3µm), mid-sized (4− 6µm), and large (8−
10µm) particles are shown in Fig. E.6(a). Small particles are seen to preferentially dis-
174
tribute on the injection side of the pipe whereas large particles penetrate further from
the wall due to their large inertia. It is the mid-sized particles that accumulate in the
low-speed streak regions, which can potentially lead to enhanced deposition. To con-
firm this, the capture efficiency for different particle sizes is shown in Fig. E.6(b) that
compares DNS with CRW and DRW. Mid-sized particles exhibit the highest capture effi-
ciency as expected. Furthermore, both random walk models are in decent agreement with
DNS predictions for small and large particles but deviate for mid-sized particles, which
again might be associated with the particle clustering observed in Fig. E.6(a) that is not
captured by RW models. The overall CE predicted by DNS is estimated to be 20 %.
(a) (b)
Figure E.6: (a) Instantaneous particle distribution for dp ∈ [1, 3]µm (top), [4, 6]µm (middle), and
[8, 10]µm (bottom) from DNS. (b) Capture efficiency predicted by DNS, DRW, and CRW with the
dashed line showing the overall capture efficiency 20% estimated by DNS. Data of CRW and DRW
provided by Gnanaselvam et al. [83].
Figure E.7 compares the deposited particle mass per length normalized by total in-
jected particle mass from DNS, experiments, and RANS coupled with CRW model. The
DNS prediction is in good agreement with the experiments, confirming that the ‘all-stick’
assumption is appropriate when fluid temperature is above the melting temperature of
dust. The CRW model is seen to underpredict deposition for x/D < 10, but overpredict
deposition for x/D > 15. Such error can be either from RANS fluid solver especially in the
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near-wall regions where anisotropy is not accounted for, or from dispersion predicted by
RW models. One-to-one comparisons between DNS and RANS provides route for model
improvement. Two-phase turbulence statistics from DNS will be leveraged to quantify
errors in existing RW and RANS models and provide needed inputs. For exmaple, non-
zero components of Reynolds stress tensor from DNS will be directly fed into RW models
in place of RANS, which enable us to isolate errors introduced by RW models.
Figure E.7: Normalized deposited mass per unit length as a function of streamwise locations. The grey
dashed line represents the mean experimental measurements. Data of CRW and experiments provided
by Gnanaselvam et al. [83].
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