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PREFACE 
The cylindrical metallic antenna not only has a long and 
interesting historjr, but is also a subject of current inter-
est. Until a few years ago there were few treatments of 
cylindrical antennas with radii greater than one iftieth of 
thA free space wavelength (A.). Most of these treatments have 
used direct numerical methods of solution. An exception is 
Bach Andersen1s method (Bach Andersen, 1968, 1971; Bach 
Andersen and Yee, 1969), in which the travelling wave theory 
leads to a simple expression for the admittance of the 
tubular cylindrical monopole. It,is difficult to t 
travelling wave theory to thick antennas with arbi ly 
shaped ends. 
This thesis is concerut'Jd wi t,Q. applying the ext 
boundary con(htion to electrioallythick antennas. led 
exposition isrestrioted to ciroularly symmetrio, c-
ally fed wltennas. 
The usual extended boundary (or null field) condition 
states thtit, when a perfectly oot.Lducting closed surface is 
exei ted externally (or internally), the to'b al ell3ctromagnetic 
field is zero in the interior ( O~ exterior). The region 
which th~ total field. is zero is called a II null field region". 
The extended boundary oalLdi tion can be generalised ti() regiona 
oth"l" thM those bounded by perfectly oOJl.ducting suy'faces. 
The generalisation oQxlbe made by appealing to Love's field 
equivalenoe prtnoiple (Oollin, 1969) or th~ vectol~ Hemholtz 
esral formulas for eleotromagnetic fields (Stratton, 1941, 
Seotion 8.14; Waterman, 1969a t 1971). which 
otitious null field region~. 
Chapter 1 reviews the erature on electrically ck 
cylindrical antennas. Previous treatments solid 
cylindrical antennas with radii greater than A/6 formulate 
antenna Froblem in terms integral equations involving 
numerically troublesome double integrals, can be 
avoided by applying the extended boundary condition as 
described herein. 
Chapter 2 describes Waterman's (1965, 1 , 1971) 
extended integral equation formulation, which is a general-
ization of the usual extended boundary condition and is 
appl able to arbitrary diffracting bodies. e, the 
formulation is extended to null eld regions of arbitrary 
shape. This has been done to construct "extended" integral 
equations which to practicable numerical so ions for 
the end-loaded dipoles treated in chapter 4. 
chapter 3, usual null field condition applied 
to symmetrically fed, axially symme c solid dipoles. The 
nul~ field region is chosen to coincide with the enna 
2 
body_ Two essentially distinct methods, METHODS 1 2, are 
develop METHOD 1 employs th'e extended boundary condition 
on the dipole axis. METHOD 2 expands total electromagnet-
ic field in spherical vector wave functions and then requires 
it to be zero inside an inscribed ~ in the dipole. Both 
methods ad to sets of integral equat involving 
line s with we -behaved nonsingular kernels. The 
integral equations are solved numer by the 
method of moments (Harrington, 1968, chap.1), with 
surface current density expanded in various basis ( ion) 
sets of ons. The ions in one of the basis sets 
have analytic properties suitable for expanding the current 
density at sharp corners. The two methods lead to 
practicable numerical solutions for dipoles with length to 
maximum diameter ratios f-rom about 0.25 to 25, and with 
maximum diameters of about 2,,-. Measurements have been made 
to check the numerical computations. Both methods are 
compared computationally with methods previously reported in 
the literature. 
End-loaded dipoles (or monopoles) are examined in 
3 
chapter 4. Many of the previous calculations of the 
characteristics of such antennas use assumed current 
distribution (cf. Wait, 1969b). Rigorously based computations 
have recently (Kalafus, 1971) been reported for an 
electrically small end-loaded dipole with a maximum 
dimension of 0.08"-. Andrews (1968) has used ray-optical 
technj..ques to treat dipoles with disc end-plates of diameters 
greater than a wavelength. In applying the extended integral 
formulation here, the null field region chosen includes, 
besides the region occupied by the dipole, a part of the 
parallel-plate region which lies between the end-plates. A 
method, called METHOD 2A because of its close correspondence 
to METHOD 2, is developed in which the total electromagnetic 
field is expanded in spherical vector wave functions and is 
then re~lired to be zero inside a sphere in a chosen null 
field region. Two types of circular end-plates are 
considered: (1) electrically thick with rounded edges; . and 
(2) electrically thin circular discs. The surface current 
density on the thick end-plates is obtained in terms of two 
sets of basis functions. For disc end-plates, a basis set of 
Bessel functions, which 
cond~Ltions at the circular 
represent the surface 
practicable numerical so 
height by R and the 1 
R/A < 2, A < 0.5;\ for a 
0.25 < H/A < 0.4, A < O. 
Conclusions on t 
applied in chapters 3 
e 
s 
for 
ic 
el c edge 
scs, is used to 
MEl'HOD 2A leads to 
e the dipole semi-
us by A) in the range 
ck end-plates, and 
ales with disc end-plates. 
of the formulation as 
4 are drawn in chapt'3r 5, which 
4 
also gives some 
antennas sugge 
further research. Two of the 
fed inf e 
monopole with a c 
anywhere along 
. interest because 
input r ons of 
treated. enna 
1 
co 
(b) 
st ion are: (a) the coaxially~ 
ole, and (b) the hollow cyl 
e short-circuiting the int or 
of the monopole. Antenna (a) is 
the broad-band design 
f conical monopoles has not been 
so far b~en treated for only two 
cases: viz. 
on which 
s t plate is. flush with the 
ole is mounted (Chang, 1968a, 1 
is well 
fee 
Andersen 
e 
1 ) me 
monopole 
out on 
1 
i c conductor of the eoaxi 1 e 
Ie (Bach Andersen, 1968, 1971; Bach 
d c 
1 ). The procedures for sett 
e ations (usi~g the ext d 
on) are outlined in the chap e,er. 
VI ShONS that Einarsson's (1 
d be suitable for treatiu3 
into an infinite paralle e 
ions in ehapters 3 and 4 have been 
ersity of C~nterbury IBM 360/44 ma 
es of core memory (1 byte 
i 
on. 
for 
5 
the standard IBM subroutines, the computer programs used have 
been written by the author. These programs are in FORTRAN IV. 
Double precision arithmetic (i.e. 8-byte words) is used in 
the computations. 
CHAPI'ER 1 
REVI OF LITERATUHE ON THICK CYLINDRICAL liNfJ:ENNAS 
1 .1 INTRODUCTION 
In this the s a thick cylindriGal antenna is one in 
which the radius is greater than 0.02 of the ele cal wave-
length (A). When the radius is less than 0.0211., the 
is considered to be thi~. 
enna 
Before the advent. of high speed el t~ c:tronic computers 
practically all the success made with cylindrical antennas 
had been cor:.fined to the e ctrically thin antennas, where 
small radius approximations atly reduce the comput.ational 
e ort in obtaining q'.lant ativesolutions to the integral 
equations, e'5' Hallen's equation (reviewed King, 1 
Hurd, 1969). Recently the-rEl has been a growing number 0::" 
s quantitative-Tesul ts on thick antennas. The 
thick ~~tennas (cf. and Wu; 1967). have· become increas-
i important in a variety of applic ons t t include 
bros.dband antennas; millimetre--wave and_ 'uicro'Nave monopoles, 
missiles, and various met structures used as transmitt 
and re cei Villg elements, _ and problems t relate to radio-
~~ency hazards in rockets. 
This review has two motivat Firstly, e has 
been no revIew of literature pertaining to these antennas; 
only brief references to some of the papers can be found in 
Bakhrakh et ale (196?), Chang (195E3a), Hurd (1969), allct 
Jacobsen (1970). Sec6ndly, we will be co o,r: 
contributions (presented chapter 3) with the exis 
methods for atiug such antennas. 
7 
The papers w~ich present quantitative results on the 
isolated transmitting cylindrical antenna of finite length 
and radius larger than 0.02A are Vasil'ev (1959), Gavorun 
(1962), Einarsson (1963, 1966), Vasil'ev and Seregina (1963), 
Vasil'ev et ale (1967a, 1967b), Chang (1967, 1968a, 1968b), 
Otto (1968b), Bach Andersen and Yee (1969), Ting (1969), Hurd 
(1969), Jacobsen and Hurd (1970), and Bach Andersen (1971). 
Taken together, the results cover both the hollow and the 
solid cylinders of arbitrary dimensions. In section 1.2, we 
review the papers whose methods depend on the cylindrical 
geometry of the antenna. Section 1.3 concerns papers which 
use methods applicable to any arbitrary shaped solid antenna 
body of revolution. For convenience, we have confin~d the 
short discussions on the methods used to the perfectly 
conducting antenna under circularly symmetric, monochromatic 
(ang\llar frequency w) excitation, and having induced surface 
currents which flow longitudinally (on the hollow cylinder) 
or along the meridians (on-the solid body of revolution). 
1.2 METHODS DEPENDENT ON CYLINDRICAL GEOMETRY 
1.2.1 Travelling Wave Theory 
In the travelling wave theory for cylindrical antennas 
the current on the longitudinal wall is first resolved into 
an outgoing wave (due to the excitation source), plus an 
infinite series of waves multiply-reflected from the ends. 
The problem, then, consists of determining each reflected 
wave for an incoming wave which has been found previously. 
For the hollow perfectly conducting tubular dipole fed 
symmetrically by a delta gap source, Hallen (1961; 1962, chap. 
35 and supplement) has obtained a formally exact travelling 
8 
wave solution by solving s well-known integral equation by 
the Wiener-Hopf procedure (Nob , 1958). A simpler 
can so be found in on (1963). As the exact solution 
cont a (N-1)-dimensional egral with comp 
int for the Nth reflect wave, it has only been 
evaluat numerically for thin antennas where small radius 
approximations in the integrands could be made (Hallen, 1962, 
chap. ). Earlier (Hallen, 19 ), the reflection from 
open end of a semi-infinite tube for a current wave (on 
outer surface only) coming from 
In comparing the waves, Hal 
inity had been obtained. 
, Section 35.7) found 
that, (a) 
by the 
senting the refl waves on the finite tube 
lected wave on the semi-infinite tube was "a 
insignificant approximation" ( c.) and (b) at points not too 
close to ends the reflected waves could not be 
dist~ngui from a wave originating from the delta gap 
source on an infinite cylinder. This comparison justifies 
his earlier computations on the current distributions, us 
the approximations just mentioned (Hallen, 1953; Chen and 
Keller, 1962). It should be noted that !lend admittance 
o between the current wave reflected at 
the end and the corresponding scalar pot 
semi-infinite tube was computed accurately 
for radii up to O.07A. 
i 
More recent ,the travelling wave theo 
wave, for the 
Hallen (1956) 
was applied by 
Bach Andersen (1968, 1971), and Bach ~n and Yee (1969) 
to the cylindrical allic, dielectric or p sma monopole, 
which i·s mounted on an infinite ground plane 
an incoming TEM or TE11 mode in a coaxial 
excited by 
s on line. 
9 
For the perfect conducting hollow monopole of Fig. 1.1 fed 
by an incoming TEM mode, an expression for the admittance 
which took account of the coaxial line-antenna coupling, was 
derived with approximations similar to those of Hallen's 
(1953) above. Inste of defining the admittance at the 
coaxial aperture the ground plane (cf. King, 1955; Chang 
and Wu, 1968; Otto, 1965, 1967), Bach Andersen defined it 
inside the coaxial line at a reference plane some multiples 
of a half-wavelength from the aperture. By introducing the 
concept of an "effective gap source" (physically at the end) 
for each reflected current wave, the coaxial line-antenna 
coupling became kn.own when the field at the reference plane, 
due to each effective gap source, was found by means of the 
reciprocity theorem (Harrington, 1961, Section 3.8). 
The expression found is 
2 [ye( H)]2 o . y -
00 (1 .1 ) y 
where H is the length of the monopo Yoo is the admittance 
of the corresponding infinite antenna; y~(z) is the wave 
admittance of the outgoing wave on the outer surface of the 
infinite cylinder; and (0) the end admittance of a semi-
infinite cylinder when the incident current wave (on the 
outer surface only) comes from inity. 
It is eresting that this expression can also be 
obtained by ignoring coaxial line-antenna coup The 
admittance was computed (Bach Andersen, 1968) by using the 
asymptotic forms of ye(H), ye( 
o 0 
and Hallen's (1956) values 
for ye(O). It agreed to better than 5% with those obtained 
e 
from measurements (Bach Andersen, 1968, Fig.6). (0) was 
found er (Bach Andersen and e, 1969) by ray-optical 
techniques for monopoles having larger than 0.2A. 
conductances calculated (Bacb. Andersen and Yee, 1969) from 
the Y:(O) for various monopo lengths (H) and 
0.217A were compared with values got by Chang (1 
1968b). The comparison showed that the agreement was b er 
1% for H = 0.5A (see F . 1.1) and within 10% for H as 
short as 0.125A. 
It seems unfair for h Andersen and Yee (1 ) to 
compare their results with those of Chang's (1968a, 1968b) 
when there is a physi erence between the monopoles 
considered (cf. Figs 1.1 and 1.2). The expres on (1.1) 
;" 
es to monopoles whose hollow interior into the 
co al line so that lected current waves on the inside 
surface play no part in culating the strengths of the 
ective gap sOurces. Chang, on the other , considered 
, 
the hollow monopole h a perfectly conducting ate across 
the interior as shown Fig. 1.2. If t latter monopole 
were treated by the lling wave the the waves inside 
would be reflect by the plate and lead to a different 
admittance expres on from (1.1). However, the monopole wer 
thin, long or both, i.e •. the waves are all 
exponentially damped, only a small difference would be 
involved in us (1.1). Since the admittance given by (1.1) 
can be obtained by ignoring the coaxi -line-antenna 
coupling, it can be shown that the admittance of Chang's 
monopole is by 
Y = Y 
(0) [Y (0) + Y (2H) ] 
e 0 
(1.2) 
00 
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where Yo(z) is the wave admittance of the outgoing wave on 
both surfaces of the infinite cylinder, and Ye(O) is the end 
admittance of the semi-infinite cylinder, when the incident 
wave (on both surfaces) comes from infinity. It appears that 
no attempt to evaluate Ye(O) has been made. 
Lee and Mittra (1969) derived a modified Wiener-Ropf 
equation a semi-infinite solid cylinder when an incident 
current wave comes from infinity. This equation was solved 
by pairing the various singularities in the lower half 
complex plane. The solution led to an approximate expression 
for the end admittance ye(O) in terms 
e 
the end-admittance 
ye(O) for the semi-infinite tubular cylinder, 
e 
where S(ko ) was to be determined from an infinite set of 
algebraic equations. When the solid cylinder 
thin' (koa « 1), S(k
o
) has the simple form 
. nkoa 
S(ko ) ~ 1 + J -::r2 for k a « 1. o 
electrically 
By using the travelling wave theory and Hallen's (19 ) 
approximations, an expres on, which is similar to (1.1), was 
obtained by Lee and Mittra (1969) for the admittance of a 
solid dipole, which was symmetrically fed by a unit-amplitude 
voltage source across a small gap. 
presented for dipoles with radii a 
between ;\/3 and 5;\. 
Numerical results were 
-1 0.04 ko ;\ and lengths 
1.2.2 Integral Equations for the Electric Field 
Instead of taking the current as the fundamental 
unknown, Einarsson (1963) and Hurd (1964) independently 
employed an integral equation for the longitudinal component 
12 
of electric intensity on the inf e cyl cal ext on 
of a tubular antenna (see Fig. 1.3). From this different 
point of view Einarsson rederived Hallen's (1961) solution 
and showed that the Fourier transform of the current the 
solution of an integral equation of the second kind.. The 
, 
generalisations to off-centre feeding, and passive receiving 
antennas were also scussed. To obtain the current, 
Einarsson u a numerical technique. Later, the solid 
antenna was analysed (Einarsson, 1966) and the current 
distributions compared in the tubular and so d cylinder 
cases. Hurd initially derived a variational ssion r 
the admittance of the long thin antenna, :from the integral 
equation. Later (Hurd, 1966), an associ integral 
equation for the Fourier transform of the electric field was 
obtained by the Wiener-Hopf procedure. This was solved by an 
asymptotic technique valid for long antennas, but which 
worked well for dipole half-lengths as sbOrt as'A./:3 and as. thiC'~ as 
'A./6 (Hurd, 1966; Jacobsen Hurd, 1970). The eralisation 
to of centre feeding, non-delta gap sources, and sleeve 
monopoles were treated by Hurd (1969). 
Consider the tubular and the so cylindrical dipoles, 
which have the geometry shown in Fig. 1.3, fed symmetrically 
by a delta source, E (a,z) =: -o(z), of ar frequency 
z 
w. Einarsson (1963, 1966) obtained the equations for the 
electric field on the antenna extension of the tubular and 
the solid cylindrical dipoles, respectively, as 
I (z) ::: [ 
o 0 Iz I ). H' ,
tubular antenna; (1.3) 
13 
l~(z) [E (a,H+t:)[l (z o z 0 1;;) + l e ( z+H+1;;) + ll( z o 0 1;;)]d1;;; 
z > H; solid antenna; (1.4) 
l~(z) 
jk a 
Sr e~~jaz) K1(aja
2
-k2) 0 o da (1.5) == ~ , ja2_k; Ko(aja2-k;) 
2']1;jk
o
a 00 exp (_ 1?:ljx2 .. (k a)2) 
(z) =: 2: a 0 ~n 0 (1.6) 0 Z n==1 jx~,n - (koa)2 0 
l~(z) + l~(Z) 
where Zo ~ 120']1; ohms; Xo,n is the nth root of Jo(X) = 0; 
integration contour r is shown in . 1.4; and Jo ' Ko and K1 
are Bessel modified Bessel functions. Once E (a,H+1;;), 
z 
1;; )- 0 is known, the total current l(z) on the antenna can be 
obtained by straightforward integration. Both equations 
(1.3) and (1.4) were solved by the same numerical technique, 
which invo a point-matching proc e to determine the 
coefficients of a series expansion of the eld. . The edge 
singularities of eld at the antenna were accounted 
for by requiring one term of the series to possess the 
correct edge behaviour. This resulted in to solve, by 
matrix methods, a 
equations. Current 
both tubular and so 
and 0.10" were pres 
e system of simultaneous algebraic 
stributions and radiation patterns for 
ennas with radii of 0.01", 0.033", 
ed (Einarsson, 1966). current 
distributions were quoted as being accurate to within 0.5%. 
The numerical solutions of equations (1.3) and (1.4) 
become increasingly dif cult as the antennas become thicker. 
As the radius increases, the unknown E (a, 1;;) decays more 
z 
14 
slowly along ~, so that more series expansion terms are 
required to approximate accurat Since evaluation 
of the coefficients of the system of ebraic equations 
involve semi-infinite integrals and singular quantities, i.e. 
I~(z) and I~(z) which are singular z == 0, numerical 
solutions become impracticable for thick (a >- 0.15A) antennas. 
For antennas with the same radii, the number of 
algebraic equations which have to solved remains the same 
for any antenna length H. This represents a s icant 
advantage over other methods that use integral equations ln 
the unknown enna c~rrent(Vasil'ev, 1959; Vasil'ev and 
Seregina, 1963; Chang, 1967, 1968a, 1968b; Vasil' ev et al., 
1967a; Mautz and Harrington, 1969) which involve an 
increasing number of algebraic equations as antenna 
length increases. Another advantage,of Einarsson's (1963, 
1966) technique is the "insensitiveness" of the antenna current 
to small errors in the ectric field E (a, ~). In other 
. z 
words, a first order error Ez(a, ,) is reflected as a 
second order error in the antenna current (Einarsson, 1966). 
Otto (1968b) has generalised Einarsson's (1966) analysis 
to the monopole fed by a coaxial and a radial transmission line 
over an inite ground plane,and the monopole immersed in 
an homogeneous conducting medium. Instead of solving 
E (a, ,) directly from equations (1.3) and (1.4), Otto 
z 
computed the electric field (of unknown constant itude) 
on the antenna axis by integration, from an assumed current 
distribution. The electric field thus found was modified by 
a mult cative factor de d to give the correct 
singularity the end of the monopole, and the unknown 
I) 
amp determined by sati (1.3) and (1.4) 
respect , at the point z H. This new ele c f ld was 
then used to obtain the curr distribution by e 
int 
tubular dipole (as Fig. 1. 3) of 1 2H and 
fed cally by the 
H, Hurd (1966) used 
source, Ez(a,z) (z), 
Wiener-Hopf proce (Noble, 
1958) to derive an asso egral equation by 
1 f fe-a) + 2n:J C exp (-.j2YH) f (Y )'¥( '() 2 dY 
c 
r 
+ 
re C+ is the contour 
lex variables. 
ed to the electric 
ens ion via 
f(a) = '¥ ( a) e jaH 
a) :md'¥ (a) are 
'¥( a) 
[/k2-7-
v 0 
(Y-a)'¥_(Y) 
dY 
Fig. 1.5, 
ity fe-a) is 
field E (a,z) on 
z 
f: e -j az Ez(a,z)dz. 
ic ly given by, 
'¥ ( a) = exp 
- f £nf'¥(a)l dy L. C -Z--T-CXJ 5 
When f( a) is known, total current on 
evaluated from 
(1.8) 
a Yare 
and lS 
enna 
)J 
(1.10) 
antenna can be 
l(z) := I (z) -
00 f a) • exp [-j a( H-z) J .:"::-"-j;;:"<"""," 
r 
da, I z I < H; 
(1.11) 
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where the contour r is shown in Fig. 1.4, and I (z) is the 
00 
current on the corresponding infinite tubular antenna. 
To take advantage of the exponential terms in (1.8) and 
(1.11), Hurd deformed the contour C+ into the branch-cut 
contour C in Fig. 1.5. In deforming the contour, the poles 
of ~(r), corresponding to the zeros of Jo(Xo n)' were , 
crossed. As the antenna radius was ass'Luned small, and 
poles occurred at large negative imaginary values of y i. e. 
j 2. (Xo n)2 rn ~ ko - \~ , 
only the first term of the residue series was retained. The 
next step taken was to express fer) inside the integral in 
(1.8) as a Taylor's series about the point r 
determine fer) at r 1 and its (N-1) derivatives at r = ko' 
(N+1) algebraic equations were required. One equation came 
from setting a' = -r1 in (1.8). The others were obtained by 
first taking the zeroth, first, second, ... , (N-1)th 
derivative of '(1.8) with respect to a, and then setting 
a -k. A maximum of four equations was used by Hurd (1966, o 
1969) and Jacobsen and Hurd (1970), to obtain admittances 
valid for dipo half-lengths as short as ~/6 and radii at 
least up to ~/6. No accuracy figures were, however, given 
for these admittance values. 
For this method of numeric solution, the integrals 
which have to be evaluat have one of the three following 
forms: 
F (H) = 
n 
1 f exp(-jrH)y(r)(r-k )ndr ; C 0 (1.12) 
(,1.13) 
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T 
n = 
1 
2rcj (1.14-) 
It is these integrals which have restricted the method to the 
lengths and radii considered by Hurd and Jacobsen. The 
comments made on the method used by Einarsson (1963, 1966) 
apply equally here. 
1.2.3 Hallen's Equation and a Particular Numerical Method of 
Solution 
Chang (1967) presented a numerical solution to Hallen's 
(1938) exact integral equation for the current on tubular 
cylindrical dipoles. Later (Chang, 1968a, 1968b) the tubular 
monopole driven by a aoaxial line excited in the TEM mode was 
studied theoretically and experimentally. The integral 
equation which was derived differed from that of Hallen by an 
. extra source term, which had earlier been obtained by Otto 
(1965, 1967). Numerical results on the current distributions 
and admittances were given for monopole lengths and radii of 
up to O.5A. Extension to the hemispherically capped monopole 
'with radius less than O.'15A was carried out by Ting (1969). 
The numerical procedure presented by Chang (1967) has also 
been used by Kao (1970a) to solve the integral equations for 
the three-dimensional scattering from a circular tube of 
finite length. 
For the tubular monopole shown in Fig. 1.2 with an 
assumed radial electric field in the coaxial aperture, given 
by the TEM coaxial line mode, the integral equation for the 
total current I(z) on the antenna is; 
JH I(z') I H(2)(~~)J (~a) coso:z'cosa,:ro.o:dz ' o JO 0 0 
"2 V fZ . 
B cos k z + z ,eR(~ ) sin k (z-z') 
o 0 1/a' 0 0 
x 1fo[H~2)(~a) -H~2)(~b1)] Jo(~a) COSO:Z1dO:}dZ', 
I z I < H ; (1.15) 
where V is the yoltage applied across the aperture; 
! 2 2 ~ Jko - 0: ; 0: is a complex variable; and B and I (z) are 
unknown quantities. 
To soive equation (1.15) numerically the antenna length 
was first divided into N segments.· Within each segment the 
current was approximated by a parabolic distribution. A 
point-matching procedure was then used to set up (2N+1) 
algebraic equations for determining the constants B and the 
current. at the centres and end points of the segments. 
Chang (1967) showed that the (4-N2+2N) matrix coefficients 
related to the current could be obtained from a linear 
combination of 12N "moment functions", which have the form, 
(m, -0:) 2 . [ Gs(m, -J" 0:) ( ) 2( j 2 2 ( J ~a do: + " . J o a ko + 0: ) do:; 1.16) 
-0: 0 0 -JO: 
where the Gs(m,o:) are simple combinations of elementary 
functions. 
The numerical procedure of Chang has two obvious 
advantages; the more 'important one being the linear, rather 
than quadratic, dependence of the number of moment functions 
on the matrix size. The other concerns the integrable 
singularity the kernel of the integral equation, which 
leads to matrices with strongly dominant diagonals. 
Ting (1969) placed a hemi 
and added the term 
cal cap on t he cylinder 
-2n SZ (' ) (' ) , Zo 0 Ezc z sin ko z-z dz, (1.17) 
to the left hand side of the egral equation (1.15) with 
E (z') being the axial electric field on the outer 
zc 
cylindrical surface, due to the current on the end cap. In 
order to retain'the advantages of Chang's (1967) numerical 
technique, the end cap current was approximated by a sinu-
soidal distribution with constant phase. The latter approx-
imation meant that only ennas with radii less than 0.15A 
could be treated by Ting's approach. A comparison (Ting, 
1969) of the computed and the measured admittances for the 
monopoles of various 1 and radii O.051A and O.063A 
showed that agreement .was to better than 10% or 2 mill s. 
1.3 METHODS APPLICABLE TO ANY ANTENNA BODY OF. REVOLUTION 
The solid, arbitrary shaped body of revolution, which 
the solid cylinder a special case, has been studi as a 
scatterer by many researchers (e.g. Andreasen, 1965; 
Waterman, 1965, 1971; Garbacz, 1965). It appears t the 
transmitting antenna problem was first considered by Albert 
and Synge (1948), who applied the Lorentz recipro 
relation (cf. Harrington, 1961, Section 3.8) to obtain an 
exact integral equation for the current. Synge (1948) solved 
this integral equation by means of a variational t que, 
and obtained results which were valid for thin cal 
antennas. the Stratton-Chu integral formulae 
(Stratton, 1941, Section 8.14) for the gen electromagnetic 
20 
eld, Gavorun (1959) obtained two sets of integral equations 
for the antenna with a surface impedance condition and under 
arbitrary excitation. One of these sets of equations was 
derived by using the surface boundary condition which states 
that the surface current density is the vector cross-product 
of the surface unit normal vector and the magnetic intensity 
on the antenna surface. The other set was derived by setting 
the field zero ~n the antenna axis inside the antenna body. 
For the zeroth harmonic of the meridional current on the 
perfectly conducting antenna, the integral equation was 
identical to that of Albert and Synge (1948). It was solved 
numerically for cylindrical antennas with plane ends and radii 
of less than O.04A (Gavorun, 1962). Vasil'ev (1959) also 
derived the first of Gavorun' s equations for· the perfect-
ly conducting antenna, and obtained numerical solutions to 
hemispherically-capped cylindrical dipoles of radii up to 
0.3A. Later (Vasil'ev and Seregina, 1963), current 
distributions· were given for the. thick dipo (radius greater 
than O.1A) with different shapes of end surfaces. On account 
of the singularity in the kernels of his equations, Vasil'ev 
et ale (1967a) later treated the antenna by the method of 
Albert and Synge (1948), using .the Lorentz reciprocity 
relation. In general, this latt method leads to integral 
equations which have kernels defined by the choice of 
ttauxilliary sources!!. Unlike Albert and Synge (1948), who 
chose an elementary electric dipole on the antenna axis, 
Vasil'ev et ale (1967a) considered rings of electric and 
magnetic azim\lthal, axial and radial currents beneath the 
antenna surface. They found that the kernels most suited to 
21 
their numerical technique of solution correspond to auxiliary 
sources in the form of magnetic tangential currents. Exam-
ples of current distributions were given for thick solid 
cylinders with rounded corners at the ends. An associated 
paper (Vasil' ev et al., 1967b) generalised the method to 
antennas with a surface condition. The method of Albert and 
Synge (1948) has also been used by Abeyaskere (1972), who 
carried out numerical computations for thin cylindrical 
dipoles. 
The problem of electromagnetic radiation and scattering 
from perfectly conducting bodies of revolution has also been 
considered by Mautz and Harrington (1969). Their integral 
equations were obtained by requiring the tangential component 
of the electric intensity be zero on the antenna surface. 
Numerical results were presented for the sphere and cone-sphere 
only. Recently (Harrington and Mautz, 1971a},1971b, 1972), their 
method has been used to compute characteristic mode currents 
and fields for some bodies, viz. sphere, cone-sphere, disc and 
wires (cf. Garbacz, 1965; Waterman, 1969b, 1971; Garbacz and 
Turpin, 1971). An application of the method of Mautz and Harring· .. 
ton (1969) to electrically small end-loaded dipoles and broad-
band biconical and "bulb" dipoles can be found in Kalafus (1971). 
Consider the solid perfectly conducting anter~a body of 
revolution in Fig. 1.6, where the polar cylindrical 
coordinates (p' ,9' ,z') and surface coordinates (~'9' ,~) 
denote the same point on the antenna surface. Under axially 
symmetric excitation, only the circularly symmetric, 
meridional current is induced. on the surface. By using the 
Stratton-Chu integral formulae (Stratton, 1941, Section 8.14) 
and the condition that the field is zero on the part of the 
z-axis inside the antenAa, Gavorun (1959) obtained the 
integral equation for the total current I(~), 
I 1 (a 2G 2) a 2G . t . ~ + k G sin ~ + a i ~ cos ~ I(~ )d~ o . az':::::: 0 0 p z ) 
jk 4n. I 
- Zo E~ (p,z) p 
o . 
22 
(1.18) 
where 0 is the generating arc of the antenna; ~ is the angle 
between the z-axis and the normal to the antenna surface; 
Ei is the longitudinal component of the electric int.ensi ty . 
z . 
due to the .excitation source; and Go is the free space 
Green's function (expC-jk R)/R, R = [cpl)2 + (z-z' )2). The 
o ' , 
equation (1.18) was transformed into one which resembled 
Hallen's equation (1938), 
Io Z(z,~)I(~)d~ = A sin k z + B cos koz 0 
jk04n 
I: E~(O,1;;) sin ko(z-~)d1;;; 2:0 (1.19) 
where A and B are unknown integration constants; and the 
kernel Z(z,~) is given by, 
Equation (1.19) was solved by a numerical technique 
developed for the moderately thick so d cylindrical antenna 
with plane ends. Dividing the antenna length into 2N equal 
segments, Gavorun (1962), approximated the current within 
each segment by a second order Lagrang polynomial 
(radius <O~05AJ 
The restriction to moderately thick antennas A distribution. 
comes partly from approximating the current at the plane 
ends by a quadratic distribution. A point-matching procedure 
gave (2N+1) algebraic equations to determine the current at 
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the segment end-points from a method of successive approxim-
ations. The constants A and B, were found from the boundary 
condition requiring continuity of charge at the corners. 
Between 16 to 32 segments per wavelength of the arc length 
of C (see Fig. 1.6) were taken, giving an accuracy between 
1.0% and 0.1% for the results obtained. 
Gavorun (1962) chose to use equation (1.19) to carry out 
s computations on thin andmoder ely thick cylindrical 
antennas, because the kernel Z(z,t;) is sharply peaked and makes 
the diagonal in the matrix obtained by his numerical procedure 
strongly dominant. The kernel in equation (1.18), on the 
other hand, possesses two sharp peaks and therefore 
unsuitable for his numerical procedure. As noted by Gavorun, 
Z(z,t;) is easy to compute for thin cylindrical antennas 
because the integral in (1.20) need be performed for the ends 
only, and contributes negligibly to the total value if the 
point z is more than a few radii from the ends. 
As mentioned in the beginning of this section, Vasil'ev 
and s co-workers (Vasil'ev, 1959; Vasil'ev and Seregina, 
1963; Vasil'ev et al., 1967a) derived their integral equations 
from the Stratton-Chu formulas and the Lorentz reciprocity 
relation. For the antenna body of revolution of Fig. 1.6 
under ally symmetric excitation, they obtained the 
respective equations; 
, , 
2Ki (~ ) + k 5 (p 1 as 1 ) . s + S1 sin ~ K(t;)dt;; 
o 0 C I) ('1.21 ) 
~) K(t;)dt;i (1.22) 
where K(t;) represents the unknown surface current ity on 
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(~) is the 
magnetic intensity due to the excitation sOurce. The e (j; 
is that between the z-axis and the surface unit normal 
vector. The point ~o' which is described by the coordinates 
(p,o/,z), lies on the generating arc C in equation (1.21) and 
on the arc Cu parallel to, but beneath, arc C in equation 
(1.22). 8 1 is given by 
_1 f2i exp(-jkoR) exp(-j~) 
8 = d~,' 1 2n 0 koR (1.23) 
where ~ :;;: (0/-0/') and R2 
computing 81 , Vasil'ev chose to use an infinite series 
expansion of Bessel and hypergeometric functions; the series 
converging more slowly for small R (Vasil'ev, 1965). The 
equations (1.21) ,and (1.22) were solved by the method of sub-
sections, the current within each subsection (or segment) 
being approximated by a pulse function. As it was found 
(Vasil'ev, 1959) that the current distributions, at closely 
spaced points on arc C, for the subsection lengths 0.111. and 
0.0511. agreed to within ~fo to 7%, all the results presented 
used 0.111. subsection lengths. The' figure of 0.111. Was said to 
. limit their method to antennas with generating arc lengths of 
1011. and less. 
The use of equation (1.22) instead of equation (1.21) 
represented a reduction in the computational effort, because 
81 given by (1.23) is singular at ~o = ~ (i.e. R = 0) in 
equation (1.21). The kernel in equation (1.22) was still 
sharply pe'aked because the separation distance between the 
arcs C and Cu was chosen to be a small fraction of a 
wavel This a matrix with a strongly dominant 
diagonal. 
By using conventional vector potenti method 
(Hallen, 19 ,19 ,chap.1; Andreasen, 1965), Mautz 
and Harrington (1969) rederived integral equations 
obt eviously by Andreasen (1 ) for the ation and 
sc t from a perfectly conducting bocly of revolut 
The derivation employed the boundary condition that th 
tangent component of the elec c intensity is zero on the 
perfectly cODducting surface. For the body of revolution 
shown . 1.6, integral equation obtain is 
-jk R 
o 
- y, " j4nwE 
o 
2 S s2n (vv. + k ) !f (1'),=0, cp I ,E;,) 
o COs p'dcp'dc;; 
(1.24) 
where is the applied e ctric intensity on the enna 
surface, K is t ectric surface current density, the 
-s 
function exp( -jk R) / R is the ordinary free space Green IS 
o . . 
function, and [( z-z' )2 + p2 + (pi )2 - 2pp' cos( cp-cp') J. 
Equation (1.24) was solved by the method of subsec ons 
a piecewise ar approximation for the current thin 
subsection. Curl' distributions and radi on patterns wer 
pres for the sphere (radius to 0.2A) the 
cone-sphere (spheric radius equal to O. 2A a 100 half 
cone e) us subsection lengths of 0.03A and 0.07)\ 
respectively. Ko quantitative measure of the accuracy of 
the results was, however, given. 
sil'ev's equation (Vasil'ev, 1959; Vasil'ev and 
, 1963), which is by equation (1 .21), equation 
(1.24 ) involves numeric ly troublesome double integrals, and 
a kernel ch is singular when R O. 
z 
H ~ 
o 
ground 
plane 
Fig. 1.1: Tubular monopole 
fed by a coaxial 
z 
H a ~ 
round 
0 plane 
bt 
• 1.2: Tubular monopo 
with a p ectly 
conducting plate 
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across the erior 
and driven by a 
coaxial 
-----------r-----~ f------...., ----- - - -- -- - --
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Fig. 1.3: Centre ed cylindrical dipole 
denote inite cylindrical 
snna. Dashes 
on of antenna. 
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Complex a-plane 
r 
Fig. 1.4: integration contour r in the complex a-plane. 
-k o 
·.a 
. 1.5: The inte 
, 
Complex 'Y -plane 
-
on contours C C and C in the 
+ ' 
complex y-plane. 
z 
Fig. 1.6: A body of revolution with generating arc C. 
(p, cp,z) are cylindrical polar and (T), cp' ,I;) are 
local surface coordinates. 
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CHAPTER 2 
THE EXTENDED INTEGRAL EQUATION .FORMULATION 
2.1 INTRODUCTION 
In the integral equation formulation of electromagnetic 
problems there are sometimes null-f Id regions, i.e. regions 
in which the field is zero. These occur when perfectly 
conducting bodies are involved. Examples are the null field 
inside a solid body which is illuminated externally, 'and 
that outside a waveguide. They also occur as a consequence 
of using the vector Helmholtz integral formula for the field 
(Stratton, 194.1, Section 8.14; Mentzer, 1955, Chap. 2; Honl 
et al., 1961, p.240; Jones, 1964, Section 1.26) 
reformulating the problems as integral equations. Love's 
field equivalence principle (Love, 1901; Harrington, 1961, 
Section 3.5; Collin, 1969) in fact postulates null-field 
regions. 
Although these regions have been known for a long time, 
it was not until Waterman (1965, 1969a, 1969b, 1971) pointed 
out the computational advantages related to the extended 
boundary condition, i.e. the null field in these regions, 
that they have become increasingly used. The extended 
integral equation formulation, which employs the extended 
boundary condition explicitly, has been applied to the 
scattering from perfectly conducting and dielectric bodies of 
revolution (Gavorun, 1959, 1962; Waterman, 1965, 1969a, 1971; 
HiZcd et al., 19701 ' 
Gardner, 1969), perfectly conducting cylinders of arbitrary 
A 
cross-section (Bates, 1968; Hunter, 1972) and deformed 
3D 
inite wedges ( er and es, 1970, 1972). Its applic-
ion to the determina on wavegui characteristics has 
been carried out by es (1969) and Ng and Bates (19 ). 
Corresponding extended bound conditions have also been 
used 
ations, 
Smythe (1956, 1960) in electro atic pot ial calcul-
by Copl (196'7), Schenck (1968) and Fenlon 
(1 ) acoustic radi ion and tering problems. 
integral equations which were derived from the 
Lorentz reciprocity relat by Albert and 
Sinclair (1959), Vasil'ev et . (1 a,b), Ave syan (1970) 
Abeyaskere (1972) are not only identical to, also 
involve essenti ly Salle mathematical s as those 
obtained by the present appro (cf. Vasil'ev et al., 1967a). 
formulation i,g presented this chapter for 
sake of conveni erence in later chap and so to 
indicate the main outline of s applic on to the solid 
loaded dipole. It cylindrical enna, the circular 
can be found, in parts, in any comprehensive book on ectro-
magnetic theory (Stratton, 1941, Chap. 8; Mentzer, 1955, 
2; Honl et .,1961, p.238 ) . is an extended for~n of 
Huygen's principle, and appears be f st vel ed by Love 
(1901) . section 2.:-? t formulation of the equations for 
radj ion from the non-conducting and perfectly eondtleting 
solid antennas is presented. The formulation is modifi in 
section 2.3 to highly indented 
section, 2.4, shows the eOhversion 
sections 2.2 and 2.3, which use 
into ones which use dyadic 
se 
en's 
bodies. The 1 
the equ Lons 
ar en's func on, 
fllrlction. 
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2.2 FORM'"JLATION ]'OR RADIATION PROBLEMS 
Let V be a region of space bounded internally by the 
surface S. and externally by S (see Fig. 2.1). The surface 
l 0 
Si represents the boundary of a 'foreign object' in the total 
region enclosed by S. The medium in V is assumed to be 
o 
linear, homogeneous, isotropic, of zero conductivity (0 = 0), 
of permittivity E, and of permeability j..1. Within V the 
applied densities of electric and magnetic currents J and Jm 
are varying monochromatically (radian frequency w). The 
field intensities ~ andB in V satisfy Maxwell's field 
equations, 
_Jm 
m 
V" E + jWj..1!! = V • H ~ - , j..1 
(2.1 ) 
V 1\ B - jWE~ = J V.E = Q 
- E 
where the time harmonic factor exp(jwt) is suppressed, and p 
m 
and p are electric and magnetic volume charge densities 
associated with J and Jm by the equations of continuity, 
V • J + jwp 0, \I.Jm . ill v + JWP O. (2.2) 
The corresponding vector Helmhottz equations for E and Hare 
-jWj..1~ _ V" ~m 
..1. 
where k = W(j..1E)2 is the wavenumber or propagation constant. 
By applying the vector analogue of. the Green's theorem to the 
field equations, Stratton (1941, Sect. 8.14) obtained the 
vector Helmho~z integral formuia for the field intensities at 
an interior point of V in terms of the values of E and Hover 
the enclosing surfaces S. and S (cf. Jones, 1964, Sect. 
1 0 
1.26). Stratton and ous authors (Mentzer, 1955, Sect. 
2.2; Honl et al., 1961, p.240) have shown that the same 
formula gives a'zero' field points outside V. 
f [ fi + 1\ fl+ (E' )] Gds 
S +S. 
o 1 
- ~A f [n+" ~+(E' )]Gds, 
S +S. 
o 1 
flO(E)! J J( ')Gd (vv. + k2 ) f _Jm(_r' )Gdv \ _ E v + j4nw~ 
V 
~~ S [n+" ( )]Gds 
S +S. 
o 1 
( vv. +k2 ) f "-+ . 4 [n 1\ (_r' )] Gds, J nw~ + 
S +S. 
in V 
10ut 
o 1 
V 
(2.4a) 
where r' is the position vector of source points, n+ is 
the unit normal vector on S. or S and directed out of V (see 
1 0 
.2.1), E 
-+ 
negative 
Hare 
-+ 
of S or 
o 
field intensities lying on the 
with respect to n+, and 
G = G(k,r,r') = exp(-jkIE-E' 1 )/1 'I is usual sc 
Green's function an 1 -af ini t e domain. 
In a radiation problem, the cular antenna occupies 
the region V. enclosed by S. and the region V is free e 
1 1 
1 
wi k = ko . w(~O£O)2. The field int es are assumed to 
satisfy the radiation conditions at infinity, i.e. the field 
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behaves like an outgoing ele 
integrals over So in (2.4a,b) 
(2.4a,b) become 
c wave and the surface 
as So tends to infinity, 
~;E)} (\]\]. + k
2 ) f J \]A f Jm(r')G dv .," 0 E' )Godv -j411WE o 411 - - 0 V 
(\]\]. + k~) f [u+" j411wE o S. 
1 
\]" r J(r')G dv + 
411 ~ - - 0 
V 
(r')]G ds. 
- 0 
- ~; f [n+" (E I ) ]GodS 
S. 
1 
( \]\]. + ) 
+ f [n " E (r')] G ds, 
r 
where Go 
obtained 
V., only a 
1 
e 
+ -+ - 0 
S. 
1 
other by (2.1), they represent, wi 
e extended integral equation to det 
two unknowns " and n "H on S.. An extra co + -+ 1 
unknowns 
ele 
with k 
ion or both, required to determine 
, can be obtained by a considerat 
c problem inside the antenna body V .. 
1 
the antenna is a source-free 
k. 
1 
1 
W(~iEi)2, the field intensities 
are by formulas similar to (2.4a,b), 
(2.5a) 
r 
ion or 
e two 
of 
body 
in V. 
1 
( 'V'V. + k~) 
j4TcwE i f s. 
l 
- Z; f [Ii _ A lL (£ I ) J ds, 
+ 
r 
wllere G. 
l 
S. 
J. 
~in 
G( 
V. 
l 
v 
) 
A (\ H (r') J G . ds 
- -- - l 
f [Ii _ A lL (E I ) J G i ds , 
S. 
l 
'" -Ii (see 
+ 
(2.6a) 
(2.6b) 
. 2.1); and E and H 
are field en es lying on the surface just inside 
S .. Surface boundary conditions (Jones, 1964, Sect. 1. ) 
l 
re that the tang ial components of the eld 
continuous across S. so that 
l 
Ii A (E ~_) + -+ 0, " A ( 
The two sets of dual int 1 e 
0. 
ions for solving the 
(2,7\ 
radiation from a non-conducting antenna body are obtained 
from (2 .. ,b), (2.6a,b) and (2.7) as 
° == --""""'-----"--) f .:r (E I ) God v - r 
V 
( ) 
+ 
+ 
r [Ii" J 
C' D. 
l 
(r')JG 
- 0 
r V. ; 
l 
(2.8a) 
J 
and 
o 
o = 
+ ~ f 4n 
A 
S. 
l 
A J [n A 
S. 
l 
(r')]G.ds 
- l 
r 
r in V 
V. ; 
l 
(2.8b) 
(2.9a) 
2 ('V'V. + k.) J 
+ '4 l [n 1\ E (r')]G. ds , J nW~i. -+ - l 
S. 
l 
r in V ; (2.9b) 
where n n is the unit normal vector on S. point 
l 
into V. By using the extended bound3.ry condition only, 
Mentzer (1955, Sect. 2.2.2) proved that solution to . 
both (2.8a,b) and~.9a,b) is unique. (2. ,b) and (2.9a,b) 
have been us by Waterman (1969a) for the scattering from 
electric obstacles. 
When 
int 
antenna p ectly condu 
es in Vl' are physically zero, fi A + 
ng, the eld 
_ 0 on 
the induced electric surface current density on S. is given 
l 
by 
K 
-s 
" 
-n 1\ H 
+ -+ 
" 
n" 
is then determined from (cf. 2. ,b) 
(2.10) 
0 
Bo 
(VV. + k~) f J(r')G dv - VA 4n; jwEo - - 0 4n; V 
+ 
(VV. + k~) f KS('£' )Gods, 4n; jwEo 
S. 
1 
+ ~,t J. [s(E')Godv, 
1 
f V Jm(r ')G dv ..,.. - 0 
r in 
(r')G dv 
- 0 
r V. ; 
1 
or (2.11a) 
(2.11b) 
(2.11a) and (2.11b) lead to a que solution (Mentzer, 
1955, Sect. 2.2.2; Waterman, 1965) and have been used to 
treat the scattering from perfectly conducting obstacles 
(Gavorun, 1959, 1962; Waterman, 1965, 1971; Vasil'ev et al., 
1967a; Bates, 1968; Gardner, 1969; Hunter and Bates, 1970, 
1972; Hunter, 1972) and the radiation from perfectly 
conducting bodies of revolution(Albert and Synge, 1948; 
Gavorun, 1959, 1962; Vasil'ev et al.; 1967a; Abeyaskere, 1972). 
It is interesting to compare (2.11a,b) with 
corresponding equations obtained by imposing just the ace 
boundary conditions on Si (cf. Harrington, 1968, Chapters 3, 
4 and 5). These surface equations (as contrasted with 
extended ones in (2.11a,b» are just (2.11a,b) with the 
position vector r on S., and have singular kernels because Go 
- 1 
is singular at r = r'. The solutions are also non-unique 
at frequencies for which resonant modes exist in region 
V. (with the same medium as in V and bounded by a p ectly 
1 
conducting surface S.). For clarity, rewrite (2.11a) as 
1 
( VV. + k~) f 
. 4 K (r I ) G d.v = (r ) , r in V. ; (2.12) J n;WE 0 -s - 0 1 
S. 
1 
(vv. + k;) 
j4nwEo f 
S. 
1 
K(r')Gdv 
-s - 0 I' on Si; 
where ~i(r are the volume integrals in (2.11a). The 
(2.13) 
homogeneous part of (2.13) is also the surface equation for 
determining the resonant frequencies and modes that can 
exist in V.. As (2.13) does not state explicitly that the 
1 
fie is zero on V., the resulting solution is non-unique at 
1 
these resonant frequencies. In contrast, (3.12) requires a 
null eld in Vi' thus suppressing the resonant modes. 
Schenck (1969), when reviewing the corresponding equations 
for acoustic radiation and scattering problems, forced the 
resonant or charact stic modes to vanish by supplementing 
the surface equations with those of the extended type. 
Extended integral equations for determining the 
characteristic frequencies and modes of a volume region V. 
1 
1 
wi th k = k. = w( 11· )2 and bounded by a perfectly conducting 
1 1 
surface S. are 
1 
(r')G. ds 
- 1 
(I" )G. ds 
- 1 
0, 
0, I' outside V. ; 
1 
I' outside V .. 
1 
(2 G 14a) 
(2 .14b) 
These are obtained directly from (2.6a,b) with :d._A E_c't') ° 
on S. and have been applied to waveguides of arbitrary cross-
1 
section by Bates (1969), and Ng and Bates (1972). 
The extended boundary condition does not have to be 
applied ever~Nhere in the null-field regions to obtain 
unique solutions to the equations. It can be applied on a 
line segment (Gavorun, 1959, 1962), a closed surface 
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(Vas levet ., 1967a,b) or over a finite volume (Waterman, 
1965). For waveguides, Bates (1969) has shown that the 
extended boundary condition need be applied to a small null 
field region, the area of which is not infinitesimal. The 
proof is based on an analytic continuation argument and is 
summarised by theorem (Morse and Feshbach, 1953, p.390) 
which states that " a function is analytic in a region and 
vanishes along any arc of a continuous curve in this region, 
then it must vanish identically . this region" (sic). 
2.3 EQUATIONS FOR INDENTED ANTENNAS 
For certain antenna problems, e.g. the hollow 
cylindrical dipole with open ends discussed in chapter 1 and 
the very thin linear dipole end-loaded with circular flat 
discs, the extended integral equations of section 2.2 become 
very similar to the surface ones. These antennas can, 
however, be treated fferently from the straightforward 
procedure section 2.2 where the surface S. coincides with l . 
the antenna surface. 
Consider the highly indented p ctly conducting antenna 
shown in F • 2.2. It is immersed in free space and excited 
by the applied e ctric and magnetic current densities J and 
Jm respectively. Fictitious surfaces a, ~, and yare chosen 
as shown in Fig. 2.2 and S recedes to infinity. The free 
o 
space region V1 is bounded by union of the open 
surfaces a and y (i.e. a U y) and Va by ~ U y and So. Both 
Va and V1 share a common open surface Y, across which the 
eld continuous. S e the tangenti components of the 
electric intensity are zero on a U ~, the extended dual 
integral equations for the two regions Vo and V1 are, from 
(2,5a,b) and (2.6a,b), 
o 
and 
- V" 1 4TI 
V 
o 
l[no" Bo(E')]Gods 
~Uy 
V 11.1 ['" 
- - n It. 4TI 1 r 
o 
Y 
-~ 1 [n A 4TI 0 
~Uy 
H (r') JG ds 0-0 
+ 
(VV. + k;) f- [n " E (r' )]G dv, j4TIw~0 0 -0 - 0 
y 
(2.15a) 
(2 .15b) 
r in V1 U V2 ; 
(2.16a) 
r in V 0 U V2 , 
(2.16b) 
where no' :6.1 are the respective unit normal vectors on ~ U y 
ffild a U Y with no directed out of Vo and n1 out -of V1 (see 
Fig. 2.2); ~o' Bo and E1 , H1 are the electric and magnet 
intensities in the respective regions Vo and V1 • 
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E ::: ;§1 H 
-0 -0 == .!!1' r' oil Y; 
K "- H ~ ; and (2.17) ::: ...,.n 1\ , on 
-s 0 """0 
K "-
.!!1 r' -n1" on ex -s -
where K is the electric surface current density on the 
-s 
highly indented antenna surface. (2.17) together with 
either (2.15a,b) or (2.16a,b) are sufficient to determine K 
-s 
uniquely. 
A simplification to the equations occurs if the surface 
ex U y can be subdivided into parts coinciding with parts of 
coordinate surfaces of a coordinate system in which the 
vector Helmholtz wave equation (2.3) is separahle (Schelkunoff, 
1952, Sect. 2.2; Morse and Feshbach, 1953, Chap.5 and p.1767, 
Hunter and Bates,1970). 
The standard method of separation of variables then leads to 
a series expansion of orthogonal wavefunctions, with 
undetermined coefficients, for the field in V1 and specifies 
the relation between 121 and .!!1 explicitly. The latter 
relation and (2.17) means that either (2.15a) or (2.16a) is 
sufficient to determine the single Qnknown n I\. H on ~ U y o -0 
since n " E is now known terms of no" H on r. We defer o ~o -0 
the details to Chapter 4 where end-loaded cylindrical dipoles 
are treat specifically. 
2.4 EQUATIONS USING THE DYADIC GREEN'S FUNCTION 
The dyadic Green's function in an infinite domain is 
given by (Morse and Feshbach, 1953, p.1778; Collin, 1969, 
Sect. 2.6) 
G = G(k r 1.") = 
= '-'-
(2.18) 
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where I xx + yy + zz s the unit dyadic. Since a dot 
product of a vector F with I s F.~ = !, the scalar 
Green's function G(k,E,E') the equations in sections 2.2 
and 2.3 can be replaced by .ga As an illustration (2.11b) is 
rewritten as 
+V"f 4n 
S. 
1 
r in V .. 
1 
(2.19) 
It is introduced because the expansion of g in vector 
spherical'wavefunctions (Morse' and Feshbach, 1953, p.1875) is 
convenient for the extended boundary condition on 
spherical surfaces inside the null field regions (Waterman, 
1965, 1969a, 1969b, 1971). The analysis is carried out on 
(2.19). With erence to Appendix I, the exprulsion 'of go 
spherical coordinates (r,e,,) is 
G ;::0 
(2. ) 
where r<, r> are respectively the lesser or greater of r, r'; 
Em is the Neumann factor; m goes from 0 to n; d is e ( 
even modes) or 0 (for odd modes); and the vector 
N and ~ are defined in Appendix I. Substituting (2. ) into 
(2.19) and from the properties of M, N and ~, s 
o ) 
+B(4) N(1) (k r)) (2.21) 
amn -amn 0- ~ 
(r').N(4)(k r')ds' 
- -amn 0- , (2.22a) 
B(4) = S J·(r').M(4)(k r')dv + '.k.o.< f Jm(r').N(4)(k r')dv 
amn - - -amn 0- JWIl - - -amn 0-
V 0 V 
(2.22b) 
The coordinate origin 0 is inside V.; r is less than the 
1 
least value of r'; and r' refers to points on the antenna 
surface 8
1
, (see Fig. 2.1). Since M(1) and N(1) are 
-omn -emn 
orthogonal over a constant spherical surface for any index 
( (4) (4) triplet a ,m,n), Aamn and B are identically zero, 
amn 
I. 
1 
k 
+ _._0_ 
JWllo 
(k r l ).M(4)(k r')dv 0- -amll 0- , (2.2 ) 
I. Ifs CE' ) .M~ CkoE' ) ds " - J !ICE' ) .!!.~ CkoE' ) 
1 
(2.23b) 
(2.23a,b) are an infinite set of non-singular integral 
equations for solving the surface currents ~s' and corresponds 
to Waterman's (1965, 1971) equation for the scattering from a 
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perfectly conducting solid body. 
Another advantage of expressing the free space dyadic 
function 9- in vector spherical wavefunctions is the ease with 
which the radiation pattern of an arbitrarily shaped antenna 
can be computed. Consider again the integral equation 
, 
(2.11b), which applies to a perfectly conducting solid 
antenna body V. excited by the applied electric and magnetic 
1 
current densities J and Jm respectively. It is obtained from 
equation (2.5b) where the observation point, denoted by the 
position vector E, is taken inside the body V.. If the 
1 
observation point were taken on an infinite spherical surface 
outside Vi' (2.5b), and correspondingly (2.11b), give the 
magnetic intensity in the radi ation zone, i. e. 
\j\j. + k 2 
SLt- f J(r')G dv + 0 f Jm(r')G dv 4n - - 0 j411Wflo - - 0 
V V 
+ ~~ J !s(~')GodS. 
i 
(2.24) 
When the scalar Green's function Go is replaced by its 
dyadic form expressed in vector spherical wavefunctions, viz. 
as in (2.20), equation (2.24) becomes 
k 
o 
+ --w-
,] flo 
'k2 
-J 0 ~ (2n+1) 
4n2 n=O :rJTn+1) m ~ (j Em 
(2.25) 
J ~(E').~~~~(koE')dV 
V 
f ~m(E').M~~~(koE')dV+ f Ks(E').~~~(koE')dS; 
V Si (2.26a) 
== f J(r').M(1)(k rl)dv+~ r J m(r').N(1)(k r')dv 
- - -omn 0- JWf.1 J - - -omn 0-V . 0 V 
+ f K (r ' ).M(1)(k r')ds~ -s - -omn 0- (2. 
s. 
1 
The coefficients, A(1) and B(1) are related to the A(4) and 
omn omn' omn 
B(4) in (2.22a b) by the relations between the vector 
omn ' 
functions, 
as given 
M(1) and 
-omn 
M(2) and 
-omn 
and B(1) 
omn 
(2.27: 
in Appendix I. The radially dependent functions in 
N(1) are spherical Bessel functions whilst those in 
-omn 
N(2) are spherical Neumann functions. As the A(1) 
-omn omn 
are automatically computed in the process of so 
the integral equations (2.23a,b) for the unknown antenna 
surface currents, the radiation pattern as given by equation 
(2. ) is straightforwardly obtained. 
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Fig. 2.2: The indented antenna occupying volume , and 
the fictitious aces a, ~? r and So 
CHAPTER 
APPLICATION OF EXTENDED I~~EGRAL EQUATION FORMULATION 
TO THICK, SOLID DIPOLE ANTENNAS 
3.1 INTRODUCTION 
The extended integral equation formulation that is 
described in chapter 2 is applied here to the electrically 
thick, perfectly conducting solid dipole enna. In 
47 
section 3.2, the axially symmetric monopole mounted on a 
grotmd plane and fed by a coaxial transmission line is 
converted, by Love's field equivalence principle and image 
theory, into a dipole antenna which is symmetrically driven by 
a circular frill, or a circumferential band, of magnetic 
currents. Because the frill and the band of magnetic 
currents can be considered as being made of rings of magnetic 
current, the dipole fu~tenna treated in later. sections is 
defined in section 3.2.1 as that driven by a ring of 
magnetic current. Section 3.3 reduces the relevant extended 
integral equations in Chapter 2 to ones which apply directly 
to the dipole antenna. The numerical method of solving the 
integral equations, obtained by setting the field z.ero in a 
spherical region, or on the central axis, inside the dipole, 
is discussed in section 3.4 and Appendix II. Computational 
considerations and numerical results obtained are discussed 
in sections 3.5 and 3.6 respectively. Lastly, section 3.7 
gives a comparison of the methods presented in this chapter 
with those reviewed in chapter 1. 
3.2 THE DIPOLE ANTENNA PROBLEM 
Equival dipole antennas of the two lly symmetric, 
ectly conducting solid monopoles shown Figs 3. 
3.3a, where are mount on a perfec conducting 
ground plane fed by a co-axial line, can be developed by 
the use of Love's field e ence princ (Love, 1.901; 
Harrington, 1961, Sect. 3.5; Otto, 1967, 1968b; Wall 
Harrington, 1969) and e theory. 
Consider, firstly, monopole antenna in 
ch is excited by an incoming TEM e the 
line. The excitation has angular frequency w. ( 
factor exp(jwt) is suppressed throug 
the surface envelop t monopo 
infinite ground plane. se of 
this chap 
Sp lie on 
circular 
3.2a 
time 
,) Let 
try of 
the antenna and the excit ion source, the only non-zero field 
components polarcyl cal coordinates (see F . 3.1) are 
E ,E and H. Boundary COIldi tions require that p z cp 
tangential component of electric ensity be zero on Sa 
and S exc p at the coaxial aperture at z = 0, b o 
where b
o 
~, respectively, are t inner and outer radii 
of the c al line. use of Love's equivalence principle 
(Harrington, 1961, Sect. 3.5) for field above ground 
leads to an identical monopole whi is mounted on a complete 
ground ane and excit by a circular frill of magnetic 
currents Jm (see Fig. 3.2b). 
Jm 
-n 1\ El ... (p,cp,O) b < p < b1 (3.1) = -cp 0 
where .... is the unit normal vector to S and S Fig. 3· n a p 
From theory, field above ground is same as that 
49 
of the dipole . 3.2c excited by the magnetic 
frill source, 
b o < P < b1 • (3.2) 
The equivalence of 
the coaxially driven monopo 
antenna in Fig. 3.2c to 
• :3. is exact when E p 
is known. The exact form of , however, can be obtained 
only by solving the complete enna-co line problem. In 
only the antennas shown in s 3. Ll- 3.5 has the complete 
problem been analysed (Papadopoulos, 1960; Wu, 1962, 1963; 
Otto, 1967). ]'igs 3.4 and 3.5 monopoles which are 
respectively the infinite and f ons of the inner 
conductor of the coaxial line. monopole in . 3.5 
radiates into an infinite e on. 
Papadopoulos (1960) analysed e monopole and obtain-
ed an infinite set of equations by f ds in the 
coaxial aperture. This set of equations was by 
truncation to yield a result for electrical small 
apertures. The results obtained disagree with those 
Andersen (1968). Both monopoles in Fig. 3. l l- and 3.5 were 
considered by Wu (1962, 1963) and Otto (1967). Wu (1 
1963) derived an integral equation for E in the ap p 
equation was later solved approximately for small co 
(b1 « 1\) and/or aperture widths (b1-bo « 1\) (Chang 
Wu, 1968; Kao, 1971). Otto (1967) found that the 
admittance, which would be measured in the line by 
onal slotted-line techniques, was related to the 
s of the tangential fields in the aperture, 
f: 1 H (p,cp,O)dp cp 
y 2rc 0 
= £n(b1!bo ) fb 1 E (p,cp,O)dp 
b
o 
P 
By taking E in (3.3) to be p 
(p,cp,O) v 
where V is the applied voltage across the line, Otto (1967, 
1969) computed the admittance values by using (3.3). These 
values agre to within 1 millimho with those measured by 
Rama Rao (1965) for the antenna in Fig. 3.5. 
The p dependence in (3.4) is the same as that of the 
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dominant TEM field in the 1 Equation (3.4) has been used 
by Otto (1965, 1967, 1968b), Chang (1968a) and Ting (1969) 
to eat monopoles of finite dimensions. Although Bach 
Andersen (1968) accounted for the antenna-coaxial line 
coup when the monopole in Fig.· 1.1 is a hollow cylinder, 
the admittance expression, given by equation (1.1), is in 
terms of the admittance of the associated infinite monopole, 
which has been solved approximately only (Papadopoulos, 1960; 
Wu, 1962; Otto, 1967; Chang and Wu, 1968). 
Choosing E in (3.2) to be that in (3.4), the magnetic p . 
11 source becomes 
The dipo antenna in Fig. 3.2c excited by the frill source 
given by (3.5) then an approximate equivalent problem for 
the monopole antenna in Fig. 3. 
For the monopole antenna shown in Fig. 3.3a, where the 
outer diameter of the coaxial line is smaller than the 
diameter of the base of the monopole and the gap height is 
electrically small (u « A), the application of Love's 
equivalence principle and the image theory ads to the 
dipole antenna shown in Fig. 3.3c. The source excit the 
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dipole antenna is a circumferenti band of magnetic currents 
+~ E (a,cp,z) ; 
z 
\z I < u (3.6) 
A first approximation to E in (3.6) is the field which has a 
z 
uniform z-variation in the circumferential gap at p = a, 
\zl < u (Otto, 1968b), 
(a,cp,z) V := 
u 
Iz I < u, 
So that (3.6) becomes 
;rm(a,cp,z) '" V -cp 
u 
Izi < u, 
where V is the voltage across the circumferential gap at 
p = a, 0 < Z < u. 
3.2.1 The Magnetic Ring Source 
Thin cylindrical antennas have been generally analysed 
on the basis of Hallen's integral equation, which is exact 
for the tubular dipole driven by a delta gap source (see 
section 1.2.2). Otto (1965) pointed out that Hallen's 
equation was incorrect when used for the antenna configurat-
ions shown in Figs 3.2a and 3.3a, and the requisite 
modifications were easily obtained when equivalent 
fictitious magnetic current sources were used. Later Otto 
(1968a) described the general representations of excitation 
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sources antenna problems by stributions of ic 
currents. comparison with surface vector potential 
method ( len, 1938; King Wu, 1967) and eenls 
function ach (Wu, 1962; Chang, 1968a), t use of 
distributions of magnetic currents, albeit fi ous, lead 
to a formulation to antenna problem (Otto, 1967; 
Harrington, 1961, Sect. 8.6). 
The magnetic frill band sources 
can be considered as bei made up of rings magneti c 
current, 
(3.8) 
where 0 is the Dirac function, such (3.5) and 
(3.7) become 
b Jm Ib ) 
2~rill(P'CP'0) +2V [ f 1 -ring\ ,cp,~ £n(b1 /b ) b b dbd l' z :;;; 0 
can also be shown t 
1.2.2) is just two 
o -00 
o 
Izi <u, p ""a. 
(3.10) 
the delta gap source (see section 
c ring sources, one on the inner 
other on the outer surface of hollow cylindric 
leo Since the excitation sources, i.e. the 
frill and and the delta g ,can be built up 
from ring sources, methods of so of axially 
symmetric antennas wi circularly c excitation can 
be studied with ct to the magnetic source. 
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3.2.2 Dipole Antenna Driven by Magnetic Ring Sources 
The dipole 8.ntenna to be treated in later sections of 
this chapter is that shown in Fig. 3.6. It is an axially 
symmetric perfectly conducting solid dipole immersed in free 
space symmetrically exci ted ·by a magnetic ring source j (see 
(3.8)) 
~Tm . (b , cp , ~) -- -~ <5 ( p-b) <5 ( z) , 
-rlng 0 (3.11) 
which corresponds to those used for the magnetic frill source 
in (3.9). In Fig. 3.6, (x, y, z), (p, cp, z) and (y), cp', cJ are 
respectively Cartesian, cylindrical polar and local surface 
coordinates. The surface of the dipole, S, is formed by 
rotating the curve C, which is even about the x y-plane, 
about the z-axis. The symbol ~ denotes also the arc length 
along curve C such that ~ = -L, 0, L respectively at the 
points Q1' Q2' Q3 on C. 
The field has the properties: (i) it is circularly 
symmetric~ i.e. no cp-variation; (ii) only the Ep' E
z 
and Hcp 
components are non-zero; (iii) ~ II.;§ == 0 on the surface of, 
and inside, the ffiltenna; (iv) E and H are zero everywhere on p cp 
the z-axis, and (v) it possesses image symmetry about the xy~ 
plane. From these properties, the electric surface current 
densi ty given by ~s ( ~) = ~ 1\ E on the antenna surf ace S 
satisfies the relations 
K (0 
-s 
K(-O=K(~). (3.12) 
p 1 ,2, ... 
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K( ) = 0, 
re K(P)(l;) means the p derivat of K(~). When ring 
source is electrical close (b a « A) to the le e, 
K(~) a rapidly varying behaviour in the neighbourhood of 
° (see Appendix III). total current I(E) is 
by 
pI is radial distance, from the z-axis, of the 
point denoted ;; on C. 
The ext int equations (2.11a,b) section 2./1 
apply ectly to the dipole antenna problem stated 
section 3.2.2 and shown in . 3.6, and become 
2) --~--~- J ~K(~)Go(ko,~,~!)dS 
S 
v" r ~K(~)G (k ,r~r')ds o 0 
2) r2rc 
I A! 
J ° cp (k ,r) o -
(3.17) 
where k 
0 W(f.1oEo) = 2rc/A is the e space w'::Lvenumber; 
G exp(j )/Rb' 2 + + b 2 2pb cos( cp I ) ; r' is z -b 
the position vector of 
dipole surface; and r refers to any point, P(p,cp,z), 
the enna body. Note that (3.16) and (3 17) 
corre ond to setting e ele c and magnetic intensi 
respect ly, to zero ins the antenna body. 
Performing the vector operations 
the omponent of (3.16) and p- and z-components of 
(3.17) are found to be ically zero on bo sides of the 
equations because of the ~I egration. T remaining 
components reduce to, 
1 
+ cos <p .1 (G sin <1» + P P ~ 0 
= b f2TC o cos q, (3.18) 
1 
cos q,--..... + p 
L kC- aG f-L 1;) cos <1> cos <p az o d~' ~ dt.: 
C 1 ) + 1 a 2 q,) d~' ; Wf.1o "2 sin q, 2(Gbcos p a~ (3.20) 
where G = G(k ,r,r'), <1> (m-m'), and <P is the angle ch o 0 - - 'I 'I 
11 at Q(O,~' ,c;,) makes th the z-axis. (3.18) to (3. ) nCive 
previously been obtained by Vasil'ev ( 1967a 
left side of (3. ) is identical to (1.22) in sect 
1 .2. 
P(p,~,z) is taken on the z-axis, (3.18) and (3.20) 
are ically zero and (3.19) becomes, 
-jk R 
e 0 0 
R2 
o 
a2G 
G .+ k2G ] + I ,I, 0 ~ dr p cos 't' az a I '" 
o 0 0 p p=O 
(3. ) 
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where R = z + b. This equation, 3.21, was derived by 
o 
Albert and Synge (1948) using the Lorentz reciprocity 
relation (Harrington, 1961, Sect. 3.8) and by Gavorun (1959, 
1962) (cf. equation 1.18 in section 1.2) through requiring 
the z-component of the electric intensity be zero on the 
z-axis inside the dipole. Richmond (1965) ha~ also used 
(3.21) to treat the scattering from thin, straight cylinders. 
By considering (3.19) and (3.21) as differential 
equations in z, they can be transformed into 
(3.22) 
where E~(p,~,z) and E;(O,~,z) are respectively the right hand 
sides of (3.19) and (3.21). (3.23) is the integral equation 
which Gavorun (1962) used to obtain numerical results for the 
moderately thick (a < O.05~) cylindrical dipole (cf. equation 
1.19 in section 1.2). 
In section 2.4, the free space dyadic Green's function 
~o and its expansion in vector spherical wave function, 
which are described in Appendix I, were introduced. They 
were applied to equation (2.11b) giving an infinite set of 
integral equations{2~23a,b) for the surface current density 
on the arbitrary shaped antenna. For the dipole antenna 
considered at pre,sent, (2. 23a, b) are directly applicable and 
are reduced to 
0,1,2,3,.· 
(3.24) 
where N~~~ is given in Appendix I (cf. Morse and Feshbach, 
1 3, p.1865), and pi(x) is the associated Legendre function 
n 
of order n and degree 1. However, (3.24) can be further 
reduced because of condition (3.14), i.e. K(-~) = K(~), and 
that P~(O) = 0 when n an even integer. From the 
properties of N(4)(k r'), (3.24) becomes 
-eon 0- I 
JLK(~) )€.N(4)(k r')p' { d~ I -eon 0- ( o ' k b =2-:'j';;::"~-u- p~ (0), n '0 
When the dipole surface S in . 3,.6 is a constant spherical 
eqn 9 one'A~3.24) and (3.25) lead to an exact series solution. for 
the surface current density. If (a,S' ,cp') are spherical 
polar coordinates referring to points on the constant 
~pherical surface of radius a, then 
') = - e 1 [h(2)(k a) + koa h(2)'(k a)]p1(GOS8') koa non . o· n' 
p' = a sin 8'; 
"-
8; a (.TI - 8') 2 
where ~2)(ka) and h~2)'(ka) are the spherical Hankel 
function, and its derivative, of the second kind and order n 
Equation (3.25) now becomes 
Expanding 8') in terms a series of t Leg 
functions p1(cos 8') 
m ' 
K(8') 00 K P~(cos 8') l: 
m::::1,3,5 m 
orthogonal properties of p1(cos 8') (Abramowitz and 
m 
Stegun, 1965, chap. 8) lead (3.26) to be 
a 2 [h(2)(k a) + k a h(2) I (k a)] n(n+1) 
°mn 
K 
n 0 . 0 n 0 ~2n+1) m 
k b 0 
:::: 
2j wf-Lo 
(0) n 1,3,5 ... 
°mn 
1 when m :::: n and 0 when m + n. The exact s 
solution for t surface current density is 
K(8 ' ) :::: 
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(3. ) 
es 
m=1,3,5 
(fm+1~ 
m m+1 2j (koa)] 
1 8 I ) • (3.28) . p (cos 
m 
3.3.1 
It s been menti 
surface currents are 
in section 2.4 that, when 
termined from the extended integral 
equations (obtained by using the dyadic en's function), 
the antenna radi on p ern can be evaluated from a rapidly 
convergent series. With reference to (2.25) and (2, ,b), 
the pattern for dipole antenna Fig. 3.6 given by, 
= (2n+1) A(1) M(4) (k r') 
l: n(n+1) eon -eon 0- , 
n=1,3,5 
"k2 
-J 0 [ 00 ~n+1) A(1) n+1 1 ] :::: ~ l: Ii+l) J" Pn(Cos8') 
. , _c. n n+1 eon 41t: n=1,3,5 
2nk b L . ~~o_ p1(0) + 4n f K(~) )t.N(1)(k r')p'/d~ j Wf-Lo n . 0 (eon 0- \ 
r ~ . 
(3.29) 
(3.30) 
Note that the integral been evaluated in the 
process of solving (3.25) for ace currents. 
With reference to 
shown in }i'ig. 3. 2a and 
coaxial aperture (as 
tbat have been used t 
co driven monopole 
assumed stribution of Ep in 
(3.4)), admittance expressions 
e are 
y 2Tta H (a,cp,O) K (t: ) (3.31) 
-V , cp 
rb1 I y 
- (p,~,O) dp. (3. J 
Equation (3.31) is f 
(3.32) in Otto (1 
(1968a) ~Yld T (1969 ) 
1 ) (cf . equation (3.3)). Of 
two expEessio:n.s, (:3.3 ) is more accurate than (3.31) 
the admittance en to be correctly ven 
(Otto, 1967). 
only if H 
cp 
numeEical 
mOllopole. 
(a) the 
les. 
Ie is 
ion (3. ) is, however, easy to 
) cffil.be evaluated wi~hou~ necess 
on over· the surface currents on 
~ (3.32)' is implement eas 
a hollow or solid cyl h 
cause 
are 
plane 
) 
a 
. ends enna problem is solved by a F er transform 
method ( , 1968b); and (b) . 3.5 
dipole ( con,sidered 4)' for which 
the parallel p19.te region can be anded in 
wave functions (0 tto, 1 ) . 
Ie antenna problem' shown F . 3.6 
r as integral equatio:;.'ls, (3.18) to (3.25), has an 
ion only if tbe antenna s e B, which is of 
fi te ons, coincides wi+;1. a cons idal 
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surface (Schelkurioff, 1952, Chapters 2 and 3; King, 1956, 
p.5). For the non-spheroidal antenna, the integral equations, 
(3.18) to (3.25) can be solv~d numerically by the general 
, 
method of moments outlined in Appendix II (Harrington, 1968, 
Chapter 1; Morse and Feshbach, 1953, Se.ct. 8.3). Equations 
(3.18) to (3.23) can be rewritten as 
L l S-L Z(t,~) K(~) d~ = B(t)~ to < t < t1 (3.33) 
where Z(t,~) represent the expressions in braces in, and the 
B(t) are the right hand sides of, the equations, and t is any 
arc with end points to and t1 chosen appropriately for the 
particular equation. Equation (3.33) has the same form as 
equation (II-1) in Appendix II. 
By using a point-matching procedure with piece-wise 
parabolic approximation to K(~), Gavorun (1962) has obtained 
numerical solutions to (3.23) valid for moderately thick 
(a < 0.05/1.) cylindrical dipoles with plane ends. The same 
numerical technique, but with piece-wise constant approximat-
ion to K(~), was used by Vasil'ev et ale (1967a) to obtain 
results from (3.20) for any smooth solid antenna body of 
revolution. 
The author has chosen to study the computational value 
of integral equations (3.21) and (3.25) for treat thick 
solid cylindrical dipoles because. the kernels involve simple 
functions only. By using a point-matclring procedure, 
equation (3.21) becomes 
z == z . 
n' 
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(3.34) 
where R2 "" z2 + b2 and Z(z,~) is the expression 
o 
braces in 
(3.21). Equation (3.25) already has the same form as (3.34) 
so that 
B , n= 1,2,3, ... ,N; METHOD 2 (3.36) 
n 
z (~) 
n 
q 2n-1 
To solve for the unknown surface current density K(~) 
either (3.34) or (3.36), K(~) is first assumed to be 
approximated by a finite number M of basis or expansion 
functions 'Pm(~lo < ~ < L), i.e. 
M 
I: Km 'Pm ( ~) , 
m::::1 
(3.38) 
where the Km are unknown expansion coefficients. Substitut-
ing (3.38) into equation (3.34) or (3.36) then gives 
M 
I: 
m==1 
Z K :: Bn' nm m n 1 ,2,3 , ... ,M; 
(3.40) 
which is a system of linear algebraic equations for the 
members of· {K }. 
m 
By choosing n :: 1,2,3, ... ,M, the matrix 
equation 
1 ,2,3, ... ,M; n 1,2,3, ... ,M; 
(3.41) 
can be written for (3.39). 
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[Z ] is a square matrix with an 
nm 
inverse [Z ]-1 if it is not singular. The matrix solution 
nm 
to (3.41) is then 
[K ] = [Z ]-1[B]. m nm n (3. ) 
To determine whether numerical convergence is occurring, 
procedure adopted is to increase M in (3.38) until, at a 
number of closely spaced points the interval 0 < ~ < L, the 
surface currents display negligible change with increasingM. 
When the magnetic ring source (see Fig. 3.3) is 
electrically close (b-a < 0.05A) to the dipole surface, K(~) 
is rapidly varying in the neighbourhood of ~ = O. A rapidly 
varying term, which has the approximate form of this behaviour 
of K(~), is obtained by a physical-optics analysis in 
Appendix 
as 
2 
where d 
This term is given by ( -9) in Appendix III 
o < ~ < d < 't; 
the first zero of Y (X ) = 0, 
o n 
and Yo is the zeroth order Neumann function. The subtraction 
of Q(~) from K(~) can sometimes improve numeri convergence. 
Writing 
o < ~ < d < H-'t; 
= K(~) d < t < L 
63 
If the right hand side of (3.45) is rewritten as Bn' then 
(3.45) has the same form as equations (3.34) and (3.36), and 
K(~) can be solved for by the moment method described to 
solve (3.34) and (3.36). 
3.4.1 Dipole Antenna Configuration 
The configuration of the solid cylindrical dipole, for 
which numerical results are presented in section 3.6, is 
shown in Fig. 3.7. The dipole is of radius a and semi-height 
H. The corners at the ends are rounded, with 't" being the 
radius of curvature. 
3.4.2 Choice of Basis Functions 
The surface current density K(~) over the interval 
o < ~ < L in Fig. 3.7 is approximated by a finite number M of 
basis functions (see eqn. (3.38)). In Table 3.1, six sets of 
basis functions, {~m(~): 0 < ~ < L; m = 1,2,3, .•. ,M}, 
together with their functional forms, are listed. The 
members of all six sets of basis functions are zero at ~ = L, 
i.e. ~m(L) = 0, so that condition (3.1l~) is automatically 
satisfied when these basis. functions are used to approximate 
K(~). 
Form number 3, the wedge Bessel function, has been 
chosen to approximate the current on dipoles with sharp 
corners (,; = 0). If the factors a and (L-~) are removed, for 
~ < H and ~ > H respectively, then ~m(~) is one of the wave-
functions exactly applicable to a 900 wedge (Jones, 1964, 
Sect. 9.2). The aforementioned factors appear to be the 
simplest way of accounting for the cylindrical curvature of 
the dipole. 
Form number 6, orthonormalised Schmidt function, is 
used METHOD 1 only. It is constructed 
functions, given in (3. ), by Schmidt's onalisat 
procedure (Morse and Feshbach, 1953, Sect. 8.3; Faddeeva, 
1959, Sect. 1.2). When coeff ients D in Table 3.1 p,n 
are found by procedure, the orthonormal pr ert s of the 
Sch.JIlid t func ons make the matrix inversion (3. ) 
trivi and give 
p 
K L: D P n=1 p,n 
(3.46) 
3.5 COMPUTATIONAL CONSIDERATIONS 
The computer avai Ie the Univers Canterbury 
is an IBM 360/44 with a core storage of 1 Kbytes which 
p double ecision arithmetic in or 
words. 
Four programmes have been written Fortran to cover 
sets of bas functions ~m(~) listed in T Ie 3.1. 
The first applies to the Fourier sine, TChebyschev polynomi,c;l 
and Wedge Bessel functions used; the second to the Lagrange 
collo ion polynomi third to the triangle functions; 
and last to the Schmidt ons. The fir three 
programmes are used in both METHODS 1 and 2, each lS 
organised two s ~rate phases. The e 
es the ements the matrix [Znm] for any ecified 
dipole configurat F . 3.7, and the 0 computes and 
outputs the current stributions, admittances, and/or 
tion patterns for ferent excit ion sources applied 
to the dipole antenna. 
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The M x M matrix element s Znm.' gi ven by <:3.40), are 
evaluated the first phase of each program by numerical 
integration. The following procedure is adopted to evaluate 
the Z to an accuracy which ensures that the unknown nm . 
expansion coefficients Km for different excitation sources 
are computed to better than 1%. First the integrals of Znm' 
given in (3.40), are integrated by the extended Simpson's 
quadrature rule to two significant figures and the resulting 
matrix is inverted to give a column vector [Km J2 for a 
particular source excitation. The subscript 2 attached 
to [Km J denotes the accuracy of the integration. The 
integration accuracy is then increased to three significant 
figures and the corresponding [~J3 obtained. If the elements 
of [KmJ3 agree with those of [Km J2 to wit~in 1%, the 
procedure is stopped and the Znm' which are accurate to three 
significant figures, are now acceptable for use in phase two 
of the programme. Otherwise, the. integration accuracy is 
increased to 4, then 5, 6 and 7 significant figures until two 
consecutive vectors of [K J satisfy the 1% test. 
m . 
If intermediate integration quantities are stored the 
procedure just described, the CPU time required to evaluate 
[Znm J is greatly reduced but then the largest size of [ZnmJ 
is restricted to most 15, which means that the dimensions, 
a and H, of the dipole antenna in Fig. 3.7 must be less than 
'A ,'. otherwise numerical convergence is not achieved. METHODS 
1 and 2 are thus examined computationally in relation to 
dipole antennas with H < 'A and a < 'A. 
A measure of the rate of numerical convergence is·the 
IIconvergence number" Mc ' defined as that M =: Mc for which the 
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surface current values on 0 < ~ < L agree to within 3% of 
those obtained when M 
A numerical solution in either METHOD 1 or 2 is defined 
as practicable for a specific dipole antenna if: 
(a) the current distributions obtained with increasing 
M converges, and the convergence number M < 30L/A; 
and 
(b) the corresponding matrices [Z ] are sufficiently 
. nm 
well-conditioned so that the Znm need be evaluated 
to at most seven icant figures. 
3.6 NUMERICAL RESULTS 
3.6.1 General Discussion 
Computations METHOD 1 have been performed with the 
Fourier sine, Tchebyshev and wedge Bessel basis functions 
only (see Table 3.1). The following comments apply to these 
computations. 
(i) The computational usefulness of these tl~ee sets of 
basis functions are compared in Table 3.2, which applies to 
the half-wave dipo antenna with a = A/20 and ~ = O. The 
order of the normalized determinant IIZ\\, defined by ( -12) 
in Appendix M = 7 is 10-2 , 10-2 and 10-13 respectively 
for the sine, Tchebyshev and wedge Bessel functions. Because 
of the smal ss of IIZII numerical solutions using the wedge 
Bessel func ons are much less practicable than the other two 
sets (see Tables 3.7 and 3.8 also). Table 3.2 also shows 
that comparatively fewer terms of o/m are needed to approxim-
ate K(I;) ac ely when (b-a) = A than when (b-a) A/100. 
the comput ions which use the sine functions and where 
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the ring source is at (b-a) = ",/100, ntunerical convergence is 
poor unless a rapidly varying term Q(l;) (see eqn (3.43)) is 
subtracted out. Note that the subtracting out of this rapid-
ly varying term does not. always improve the convergence 
sufficiently to overcome di culties associated with ill-
conditioned matrices [ZnmJ or for Mc to be less than 15. 
(ii) For a series of dipole antennas which have the 
same H/a ratios but different radii, numerical solution 
becomes increasingly impracticable with increasing a. There 
are two reasons for this. Firstly, the liZ II with increasing 
M falloff more rapidly. T s is illustrated by Table 3.3, 
which applies to the two dipoles H/a = 4, a = ",/16 and a = 
",/4. Secondly, the convergence numbers Mc increase because 
K(l;) is to be approximated over a longer interval 0 < l; < L. 
For the two antennas with a = ",/16 and a = ",/4 in Table 3.3, 
M is 3 and 7 respectively, when the magnetic ring source is 
c 
at (b-a) ",. 
( i) With an upper limit of seven significant figures 
in evaluating Znm (Section 3.5), IIZII as small as 10-18 can 
be handled. This is demonstrated by Table 3.4 which shows 
the convergence of the first three expansion coefficients of 
K(l;) on the dipole antenna H = "', a = ",/4, ~ = ",/10 and (b-a) 
As the spherical (H = a ~) dipole can be solved 
exactly by METHOD 2, dipole antennas with H = a and ~ varying 
are chosen to compare the computational usefulness of the 
various basis functional sets listed Table 3.1. The 
convergence numbers M shown in Table 3.5 for each of the 
c 
basis functional forms, apply to dipoles with H = a ",/4, 
varying ~, and magnetic ring sources at·(b-a) = X/100 and 
(b-a) = X. Table 3.5 and the computations performed to 
construct it are discussed below: 
(i) The triangle and the orthonormalised Schmidt 
functions are only satisfactory when the dipole is close to 
being a sphere. This is demonstrated in . 3.8 where the 
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current distributions are obtained by using the Schmidt functions 
with Qilferent values of M. When ~ is nearly the same as H, 
the numerical convergence is rapid, but it falls off rapidly 
with decreas ~. This also applies to the triangle 
functions. Other computations show that the convergence is 
even slower when H f a. 
(ii) When the ring source is further than X/20 (b-a > 
X/20) from dipole surface, the convergence is rapid for 
the Fourier sine, wedge Bessel, Tchebyshev and Lagrange poly-
nomial basis functions, and it is little affected by 
decreasing ~(see Table 3.5). In the case where ~ = 0, the 
differences between the surface current distributions 
obtained with the sine, Tchebyshev and Lagrange functions and that 
obtained with the wedge Bessel functions are only noticeable in 
the neighbourhood of t 900 corner. These differences, 
expressed as a percentage of the maximum surface current 
value on the dipole, are shown in F • 3.9 for the dipole 
with H a = X/4, 't" o and (b-a) A. M = 10 is used in 
computing the results in Fig. 3.9. 
( ) When the ring source is a small electrical 
distance (b-a < A/20) from the dipole surface, the surface 
current is rapidly varying in the neighbourhood of ~ = 0 (see 
Appendix I). This behaviour is illustrated in Fig. 3.10, 
which applies to the half-wave dipole H = a = A/4, ~ = A/10 
and ring sources at (b-a) = A/100 and (b-a) A. The 
imaginary part of the current rises rapidly near ~ = 0 when 
(b-a) = A/100. As shown in Table 3.5, this behaviour makes 
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numerical convergence slower, i.e. the convergence numbers M 
c 
when (b-a) = A/100 are larger than when (b-a) = A. Note that 
Table 3.5 shows that numerical solutions are still practicable 
when the wedge Bessel, Tchebyshev or Lagrange polynomials are 
used. However, when the Fourier sine functions are used, 
numerical convergence is poor for the dipoles with ~ = A/4 
and ~ = A/10 in Table 3.5 unless the rapidly varying term, 
Q(~) given in (3.43), is subtracted out. For the other two 
dipoles wi th ~ = A/25 and ~ = 0 in Table 3.5, numerical 
convergence does not occur, even on subtracting out Q(C:), 
when the Fourier sine functions are used. Further discussion 
on this point is postponed to section 3.6.2. 
(iv) When M = M + 2 is less. than 15, the current 
c 
distributions computed with M = M to M = 15 agree to 
c 
wi thin 2?/o of the maximum value on 0 < t; < L. The convergence 
of the first expansion coefficient K1 is shown in Table 3.6 
for the dipole antenna with H = a = A/4, ~ = 0 and (b-a) = 
A/100. 
3.6.2 Dependence on H/a 
Two series of dipoles, one having H = A/4 and varying a 
and the other a = A/4 and varying H, are chosen to illustrate 
the range of H/a for which numerical solutions using METHODS 
1 and 2 are practicable. The associated normalised 
determinants, II z II wi tb. N = M = 7, and convergence numbers 
M with ring sources at (b-a) = A/100 and (b-a) = A, are 
c 
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shown in Tables 3.7 and 3.8 respectively for these two series 
of dipoles. The tables show that METHODS 1 and 2 are 
practicable in different ranges of H/a ratios, namely 
1.0 < R/a < 25 and 0.25 < H/a <2.0 respectively. They are 
inconvenient to use in the respective ranges R/a < .1.0 and 
8.0 < R/a < 0.25 because the ill-conditioned matrices, 
indicated by small normalised determinants, necessitate 
protracted computer evaluations for the matrix elements. 
When METROD 2 is used in the range 2.0 < R/a < 8.0, the 
matrices [ZnmJ are still well-conditioned enough for accurate 
computation to be performed conveniently, but numerical 
solutions diverge with increasing M the ring source is 
close to the dipole antenna. This is clearly illustrated in 
Table 3.9, which applies to dipoles with fixed lengths H = 
A/4, 't 0.1a, and varying radius. The table shows that, as 
a/A decreases, numerical convergence occurs only if the ring 
source is sufficiently faraway. 
From Tables 3.7 and 3.8, it 1S concluded that the 
Tchebyshev polynomial basis function, number 2 in Table 3.1, 
leads to practicable numerical solutions over the widest 
range of R/a a/A. 
3.6.3 
Table 3.10 shows approximate CPU times required to 
compute the current distributions on the half-wave dipo s of 
varying radii and excited by a magnetic ring source at 
(b-a) = A/100. e times are calculated on the basis 
of a matrix ze M which is equal to the convergence numbers 
Mc given in Table 3.7. Table 3.10 shows that, for METROD 1., 
CPU time decreases and then increases as a/A is increased. 
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For dipoles with electrically small radii (a/~ < 0.05), the 
kernel Z(z,;;) (see eqn 3.21 and 3.25) is rapidly varying 
when the points denoted by z and ;; are closest together so 
that numerical integration becomes protracted. The CPU times 
are larger for larger a/~ becauEle of the decreasing 
magnitude of the normalised determinant liZ \I (see Table 3.7). 
For METHOD 2, Table 3.10 shows that CPU time increases as 
the radius a/~ increases from 0.15 to 1.0. This increase in 
CPU time is due to the larger Mc needed to obtain accurate 
current distri1:mtions and the smaller magnitude of the 
asso ated normalised determinants liZ II (see Table 3.7). 
3.6.4 Current Distributions and Radiation Patterns 
It is interesting to compare the current distributions 
on a particular dipole for several ring sources situated at 
different, but small, electrical distances from the dipole 
surface. Those shown in Fig. 3.11 are based on computations 
using 7 Tchebyshev functions in METHOD 1, and apply to the 
full-wave dipole H ~/2, a ~ = O.085~ driven by a ring 
source at b/a = 1.05, 1.1, or 1.5. Also shown in the figure 
105 the current distribution obtained by exciting the same 
dipole with a magnetic frill source having dimensions b1/bo ::: 
b1/a:::o 1.219. The re par:-ts of all the distributions agree 
to within 2% overall and the imaginary parts differ 
noticeably only the neighbourhood of ;; = O. The two 
distributions which have been obtained with the ring source 
at b/a 1.1 and the frill source (b1/a ::: 1.219) differ by 
less than 1.5% overall. These results concur with the 
observation (Bach Andersen, 1968; Otto, 1969) that the 
conductance of a monopole is much less sensitive to small 
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changes in the feeding conditions than susceptance. 
Some representative radiation patterns, which are 
obtained by using (3.29), and current distributions on half-
wave dipoles are shown in Figs 3.12 and 3.13, where Fourier 
sine and Tchebyshev basis functions have been used in METHOD 
2. 
3.6.5 Comparison with Published Results 
In this section the results obtained by the present two 
methods are compared with those published by Vasil'ev (1959), 
Einarsson (1966) and Ting (1969). Fig. 3.14 compares the 
normalised surface current density on a hemispherically-
capped dipole obtained by Vasil'ev (1959) and that obtained 
by METHOD 1 using Tchebyshev polynomial basis functions. Two 
factors make the comparison a qualitative one only. First, 
the graph given by Vasil'ev is small, viz. about one-tenth of 
the size in Fig. 3.14. The second concerns the different 
excitation sources used; Vasil'ev's dipole is fed by an 
applied voltage across a circumferential slot, of undefined 
width, in the dipole surface whilst the author uses a ring 
source at (b-a) ~ A/100. 
Einarsson's (1966) results apply to solid dipoles with 
p ends and fed symmetrically by a delta gap source. For 
an exact comparison with his results a ring source at b = a 
would have to be used in the author's computations. But the 
computations are inconvenient when b =: a because the surface 
current density is infinite at ~ = 0 (see Fig. 3.7). Instead 
a ring source at ( ):; A/100 is used. The results are 
compared in Figs 3.15 and 3.16, which show agreement to 
wi t::lin 2% and 4 degrees respectively for the magnitude and 
phase over most of the interval 0 < ~ < L ~ 0.33A and L = 
0.60;\. The differences are large in the neighbourhood of 
~ = 0 only. METHOD 1 and 7 Tchebyshev basis functions has 
been used in the computations. 
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Ting (1969) treated the hemispherically-capped monopole 
which is mounted on a ground plane and fed by a coaxial line 
(see Fig. 3.17a). Using Tchebyshev basis functions in METHOD 
1 and a magnetic frill source (cf. eqn (3.5» with b = a, 
. . 0 
admittances defined by (3.31) are computed for the equivalent 
dipole antenna shown in Fig. 3.17b. Admittance expression 
(3.31) has been used in preference to (3.32), because (3.32) 
involves a numerically troublesome double integral over the 
surface of the dipole. The admittance values are compared 
with Ting's (1969) in Fig. 3.18. The agreement is to better 
than 2 millimhos overall. 
3.6.6 Comparison with Experimental Results 
The normal component· of the electric intensity on a 
thick monopole, with sharp corners (,; :::: 0) and mounted ona 
ground plane, has been measured. The experimental technique 
and the associated computations are described in Appendix IV. 
Fig. 3.19 compares the measured and computed values, and 
shows that agreement is within 2.5% for the magnitudes and 80 
for the phases. 
3.7 COMPARISON WITj:I EXISTING METHODS 
Of the methods which are reviewed in Chapter 1 only 
those of Vasil'ev (1959; Vasil'ev and Seregina, 1963), 
Einarsson (1966), Vasil'ev et al., (1967a), Mautz and 
Harrington (1969, 1971a,b) and Ting (1969) apply to the thick 
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solid cylindrical antenna, With reference to the dylindrical 
dipole shown in Fig. 3.7, the major features of these methods 
and METHODS 1 and 2 in this chapter are shown in Table 3.11. 
The st three methods in Table 3.11 are only applicable 
to antennas with cylindrical geometry and in Einarsson's 
(1966) the ends must be plane (~ = 0). For long (H » A) 
cylindrical antennas with plane ends, Einarsson's (1966) 
technique is superior to the others because the size M of the 
solution matrix [Z ) remains the same for any H (cf. section nm 
1.2.2). For example, M is 7-8 when a/A < 0.15 for H/A = 
0.23, 0.50 and 0.75 (Einarsson, 1966). The other methods, 
including METHODS 1 and 2, use integral equations in the 
unknown current density K(~), and so require larger matrix 
sizes as the dipole length is increased. 
Though applicable over a wider range of H/a and a/A than 
METHODS 1 and 2, the techniques of Vasil'ev and his colleagues 
(Vasil'ev, 1959; Vasil'ev and Seregina, 1963; Vasil'ev et al., 
1967a) and Mautz and Harrington (1969, 1971a,b) involve 
numerically troublesomedouble integrals, and are unsuitable 
for examining surface currents near sharp edges on antennas. 
None of the papers pertaining to the methods, numbered 
as 1 to 6 in Table 3.11, give sufficient information to make 
a comparison of CPU times with METHODS 1 and 2. 
Table 3.1: Basis functions ~m(~) used for expanding K(t) in eqn (3.38). 
-. Identification Name of basis Functional form of number of function basis function Remarks basis function 
Fourier sine , M 1 function sin ( [2m-1 }n;[L-t;]/L) Equation (3.13) satisfied automatically by ~ K ~ (t;) m=1 m m 
(H) = 
Tchebyshev 
T2m_1 L Extra constraints placed on {Km}. during numerical 2 polynomial cos([2m-1 ]arc cos([L-C:]/L» evaluation, to satisfy equation (3.13) 
a J 2(m_1 )!3(ko [H~]), ~<H ditto Wedge Bessel , 
function 
(_)m-1 [L-~]J 2(m-1) /3 (k$-H)), ~ ,>H Also, only 'used for 't = 0 
Define a set {~I 1 " n .( M; 0 .(~ .( L; ~+1 > ~} of points along C. 
Lagrange m-1 c:-~ M c:-~ ditto 4 collocation n -- n ~-~ Also,' EM set to zero during. evaluation to satisfy polynomial n=1 ~-~ n=m+1 
eqn. (3.14). 
Define a set {~} as above for 4. Define another set {Qp (t;) I 0< p .(M; Qo = ~ O·Q 1, ~ " ~ " C:p+1 ; Qil ::. 0, tp :> c: ). ~+1 } , p. 
of functions. 
5 Triangle ~-~-1 (~-~ KM set to 
zero during evaluation to satisfy eqn. 
Q + 1 - Q function (~-~-1) m~1' ~+1-~)-lI <3.14) 
Orthonormalisea ~ D; p[€'!~~~2P-1)(kO£')].; Equations (3.13) satisfied automatically by 
6 Schmidt p=1 • M 
function Dm,p are Schmidt's ortho- 1: KmlPm(~)' The asterisk denotes "complex conjugate m=1 . 
normalization coefficients of". 
Table 3.2: Order of magnitude of normalised determinants 
Ilzll and convergence numbers Mc for dipole H = 
~/4, a = ~/20 and ~ = O. METHOD 1 used. 
* denotes that the rapidly varying term Q(~), 
given in (3.43), has been subtracted out. 
Basis functions {rpm} 
Sine Tchebyshev Wedge Bessel 
as in Table 3.1 
o( liZ II) with M = 7 10-2 10-2 10-13 
M when (b-a) = ~/100 
c *5 6 -
M 
c 
when (b-a) = ~ 3 3 3 
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Table 3.3: Order of magnitude of nor:nalised determinant II Z II 
with increasing M for two dipoles having the same 
H/a ratio. Fourier sine basis functions used in 
METHOD 1. 
Dipole antenna H = ~/4, a = ~/16, H = ~, a = ~/4, dimensions as 
~ ~ = H/10 ~ =H/10 
2 100 100 
4 10-1 10-1 
6 10-1 10...,3 
8 10-2 10-5 
10 10-4 10-7 
12 10-7 10-11 
14 10-11 10-16 
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Table 3.4: Convergence of first three expansion coefficients 
for surface current density K(~) on dipole H ~, 
a = ~/4, 't = ~/10, and (b-a) ==~. Fourier sine 
basis functions used in METHOD 1. 
Modulus of expansion 
Order of Coefficients 
M magnitude 
of liz II IK11 IKz I IK31, 
3 10-1 0.07256 0.05'709 0.02175 
4 10-1 . 0.07166 0.05780 0.02105 
5 10-2 0.07130 0.05782 0.01983 
6 10-3 0.07114 0.05778 0.01939 
7 10-4 0.07109 0.05774 0.01957 
8 10-5 0.07108 0.05773 0.01986 
9 10-6 0.07107 0.05775 0.01999 
10 10-7 0.07106 0.05778 0.01997 
11 10-9 0.07105 0.05780 0.01991 
12 10-11 0.07104. 0.05781 0.01991 
13 10-13 0.07104 0.05780 0.01998 
14 10-16 0.07103 0.05780 0.02002 
15 10-18 0.07103 0.05780 0.02002 
Table 3.5: Convergence numbers Mc in METHOD 2 for dipoles H = a = A/4 
* denotes that the rapidly varying term Q(~) given in (3. 
subtracted out. 
D denotes divergent numerical solution. 
Basis functions {crm} Tchebyshev I Wedge as in Table 3.1 Sine Bessel Schmidt i 
~17/A .01 1.0 .01 1.0 I .01 1.0 .01 1.0 .01 
o. >15 2 6 3 - - Exact 6 
0.10 *7 2 7 3 - - 15 '13 6 
0.025 D 2 8 3 - - - - 7 
0.00 D 2 8 3 7 3 - - 7 
varying 17. 
) has been 
e Triangle 
1.0 .01 1.0 
3 11 4 
3 >15 6 
4 D 7 
4 - -
Table 3.6: Convergence of first exp 
H = a = ~/4, ~ = 0, and (b 
Basis functions {m } Tm 
Tchebyshev 
c: 0.1559 + jO.0740 
./ 
6 0.1535 + jO.0718 
7 0.1551 + jO.0728 
8 0.1549 + jO. 0745 
9 o . 1548 + j 0 . 0746 
10 0.1548 + j 0 . 0746 
11 o . 1547 + j 0 . 0750 
12 0.1549 + jO.0749 
on co cient K1 in eqn (3.38) dipole 
~/100. METHOD 2 used. 
Wedge Bessel e 
0.04670 - jO. 04320 o . 1504 + j 0 . 1 584 
0.04908 - jO. 04285 o . 1 540 + j 0 . 1674 
0.04888 - jO.06129 0.1510 + jO.1 
0.04765 - jO.06117 0.1493 + jO.1776 
0.04724 - jO.05004 0.1507 + jO.1787 
0.04774 - jO. 05018 0.1518 + jO.1800 
0.04757 - jO. 05390 0.1504 + jO.1809 
0.04753 - jO .05388 0.1496 + jO.1809 
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Table 3.7: Order of magni'tude of normalised determinant "Z \I wi th M '" 7, and 
convergence numbers M when (b-a) = A/100 and A, for dipoles 
. c 
H ~ A/4 and varying a. 
* denotes that the rapidly varying term Q(~) given in (3.43) has 
been subtracted out. 
D denotes divergent numerical solution. 
Method used as , 
in eqns 3.34- METHOD 1 METHOD 2 
3.37 
Basis functions 
Tchebyshev Wedge Tchebyshev Wedge {<p } as in sine sine Lagrange 
mTable 3.1 Bessel Bessel 
~ I a/t.. 0.1 0.1 0.0. 0.1 0.1 0.0 0.1 
o(lIzll) Order of magni tude of normalised determinant Ilzll with M = 7 
0.01 10-2 10-Lt 10-'1'1 
0.02 10-2 10-3 10-12 rO- 13 10-13 10-21 
0.05 10-2 10-2 10-13 ~0-10 10-10 10-16 10-12 
0.15 10-6 10-7 10-18 10-4 10-4 10-10 10-3 
0.25 10-11 10-13 ~0-1 10-1 10-5 10-4 
0.35 10-15 10-17 10-2 10-2 10-4 10-8 
0.50 10-18 10-22 10-4 10-4 10-6 10-11 
1.00 10-7 10-5 10-9 '10-15 
Convergence number Mc when ring source is at (b-a) = V100 
see 
0.01 *7 6 section D D D D 
3.6~ 
0.02 *6 6 ditto D D D D 
0.05 *5 6 ditto D D D D 
0.15 *5 6 ditto D 5 D D 
0.25 *4 D 8 10 7 
0.35 "'8 8 9 8 
0.50 *8 11 11 12 
1.00 11 
Convergence number Mc when ring source is at (b-a) = A 
0.01 6 6 5 D D D D 
0.02 3 4 4 D D D D 
0.05 3 2 :; 2 4 4 4 
0.15 :; 4 2 4 4 3 
0.25 4 4 2 :; 3 4 
0.35 5 :; 5 4 5 
0.50 6 8 7 7 
1.00 9 
. 
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Table 3.8: Order of magnitude of normalised determinant liz II with M = 7 t and 
convergence numbers Mc when (b-a) .. !../100 and ?., for dipoles 
a = ?"/4 and varying H. 
-denotes that the rapidly varying term Q(~) given in 0.43) bas 
been subtracted out. 
D denotes divergent numerical solution. 
Method used as 
in eqns 3.34 - METHOD 1 METHOD 2 
3.37 
~as1s fu~ctions 
(jl as l.n 
m Table 3.1 
sine Tchebyshev Wedge Bessel sine Tchebyshev Wedge Bessel Lagrange 
~ HI?. 0.1 0.1 0.0 0.1 0.1 0.0 0.1 
oc/lzlb Order of magnitude of normalised determinant liz II with M = 7 
1.00 10-3 10-4 10-10 10-8 10-7 10-9 
0.50 10-7 10-7 10-15 10-6 10-4 10-10 10-4 
0.35 10-9 10-10 10-4 10-3 10-8 10-2 
0.25 
~ 
10-11 10-13 10-1 10-1 10-5 10-4 
0.10 10-5 10-6 10-9 10-12 
0.05 10-9 10-8 10-15 10-18 
. 0.025 10-10 
Convergence number Mc when ring source is at (b':'a) = ?.j100 
see see 
1.00 section 12 section D D D D 
3.6.1 3.6.1 
0.50 ditto 5 D 7 D D 
0.35 ditto 5 D 6 D 6 
0.25 *4 D 8 10 7 
0.10 10 4 9 5 
0.05 11 7 7 7 
0.025 
Convergence number Me when ring source is at (b-a) = ?. 
1.00 7 10 
see I 
section _ 8 8 8 
3.6.1 
0.50 5 5 5 5 6 6 
0.35 4 4 3 3 5 5 
0.25 4 4 2 3 3 4 
0.10 4 3 4 3 
0,05 .5 3 5 5 
0.025 5 
Table 3.9: Convergence numbers M for·dipole H = "A/4, c . 
,,;/a = 0.1 and varying a. Tchebyshev polynomial 
bas functions used in METHOD 2. 
D denotes divergent nuperical solution. 
~ 0.01 0.10 0.25 1.00 a/A 
0.03 D D D 4 
0.05 D D L.j. 4 
0.10 D 4 4 4 
0.15 5 5 5 4 
Table 3.10: Approximate CPU. time (in minutes) required to 
compute current distributions on the halfwave 
dipoles of varying radii to 3% accuracy. 
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Note: other information ated to these dipoles 
is given in Table 3.7. 
Method used 
as in eqns METHOD 1 METHOD 2 
3.34-3.37 
-
Basis func-
tion {crm} as -ry d Sine Tchebyshev Tchebyshev ke gel Lagrange 
in Tab 3.1 . esse 
~ a/A 0.1 0.1 0.1 0.1 0.0 0.1 
0.01 1-a- 1-a-
0.02 1~ 1-il 
0.05 i 2-4 
0.15 i i 1 
0.25 1-a- 1-a- 2-il 1 
0.35 2 1-a- 2 1 
0.50 3 4 2 
1.00 11 
Table 3.11: Major features of methods which are applicable to the thick dipole antenna shown in Fig. ,.7. 
t denotes that the figure has been estimated. 
N denotes the number of basis functions required to give the surface current density to a prescribed accuracy. 
I Surface, or Moment method of numerical solution Dipole Identi- Integral exten~ed, (Appendix II) dimensions fication Reference or method equation ! boun~d.:::-y for which Remarks 
number cond~t~on Testing Basis Form of matrix I method is 
used function function element Znm practicable 
1 Einarsson (1966) (1,4-) surface Dirac power infinite integral alA <O.1Sr Only 7 to 8 basis functions 
delta series with singular required· for cylindrical 
! integrand dipole of a < 1./10 and any H 
for O.~fo accuracy. 
2 Ting (1969) (1.15) &, surface Dirac parabolic infinite integral a/A<O.15 Applicable to hemispheric-(1.17) delta with singular ally-capped cylindrical 
integrand anteIL."las only. 
3 Gavorun (1962) (1,19) extended Dirac parabolic finite integral a/A <0.15t Applicable to cylindrical 
delta with simple antennas only. N = 16L/A 
integrand to 32L/A for 1% accuracy in 
I K(!;) • 
~vasil'ev (1959), } Dirac double integrals any a and H, N = 10L/A for z..-7% accuracy 4 Vasil' ev &, Seregina (1.21 ) surface delta· pulse with singular 1;} 1./10 in K(!;). (1963) integrand 
5 Vasil'ev et al. (1.22) extended ditto ditto double integrals ditto ditto (1967a) with simple 
integrand 
6 Mautz and Harrington (1.24-) surface pulse or pulse or dOUble integrals any a and H 
(1969, 1971a. b) triangle triangle with singular 
integrand 
7 METHOD 1 (chap.,) (3.21), extended Dirac sine, finite integral 1 <H/a<Z5, When 1; = O. the eo.ge 
p.34-S &, delta Tchebyshev. with simple a < 1./4; conditions on K(~) are 
. 3·35 wedge integrand 2 <H/a <25, satisfied exactly by the 
Bessel V4 <a<A/2 wedge Bessel functions. 
8 METHOD 2 (chap.3) (3. 255 ' extended vector ditto, & ditto 0.25 <H/a 
N :;;: 15L/A for 3% accuracy 
(:;.36 &, spl:Jer:i ca 1 Lagrange < 2.0 in K~) 
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Fig. 3.1: Cartesian, cylindrical and spherical polar 
coordinate systems. 
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_______________ w ___ _ 
ground 
plane 
Fig. 3.2a: Axially symmetric monopole mounted on a ground 
plane and fed by a coaxial 1 ,whose inner 
radius b 0 is~\ eater than a.· 
a a 
------------------~~~bo b
o f"'I'------'b;-1'::"'-· --I!Jot"'lt---::b- 1
'--lI=i 
~'E fCircUlar frill of magnetic currents S 
Fig. 3.2b: Monopole antenna equivaLent to that shown 
Fig. 3.2a 
~,E 
S ::;; Sa + image 
{
circular I magnetic frill of currents 
F . 3.2c: Dipole antenna equivalent to that shown in 
Fig. 3. 
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Fig. 3.3a: Axially symmetric monopole mounted on a ground 
plane and fed by a coaxial line, whose outer 
radius b1 is less than a. 
z 
{circumferential band of ~ magnetic cQrrents S K-__________________ p 
Fig. 3.3b: Monopole antenna equivalent to that shown in 
Fig. 3.3a. 
~,!! 
S = Sa + image 
(circumferential band 
.. /\.of magnetic currents 
--------------------~u~r-~1_--_4~--------------------------.. x 
. 3·3c: Dipole ennaequivalent to that shown in 
F . 3.3a. 
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b1 b1 
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. 3.4: Infinite cylindrical monopole driven by a coaxial 
line. 
z 
. perfectly conducting 
• plane 
W bo=,! b=a 0 
ground 
b1 .b1 
plane 
~coax.ial line 
Fig. 3.5: Cylindrical monopole in an inite parallel-
plate region driven by a coaxial line. 
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( circular ring of I magnetic current 
+----~IJ-.l<:~1!J II> x 
b b 
c 
Fig. 3.6: Axially symmetric dipole driven by a magnetic 
source. 
H 
H 
if 
Fig. 3.7: 
C is the generatrix of the dipole. 
L is the length of arc from Q2 to Q3' 
Q3 
a 
'0' 
I b 
e 
P,1 
a 
b 
"~C 
~ 
I" 
"'{,2 
(circular ring of 
/~agnetic current 
""'.'l 
Particular dipole configuration to which the 
results of section 3.6 apply. 
II = semi-height; a = radius; 't radius of 
curvature of corner; L H + a - 2't + 'Jt't/2; and 
b = radius of magnetic ring source. 
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Fig. 3.8: Numerical convergence of imaginary part of surface current density K(-e,), computed by 
using Schmidt orthonormalisedfunctions in METHOD 2, on a dipole of H a f.-./4, 
(b-a) f.-. and (a) 't = 0.22:\; (b) 't = 0.10f.-.; and (c) 't = 0.025f.-.. 
Legend: .. u .... M = 9; lIt ...... )( M:::: 12; and M = 15. 
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Fig. 3.9: Percentage difference of K1(r;), K2(~), K3(r;) and 
4 " 
K (~) near sharp corner (~ = 0) of dipole 
H = a = ,,/4 and (b-a) = ". METHOD 2 used. 
Superscripts on K( r;) indicate which set of basis 
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Fig. 3.12: Total current I(!;)pn half-wave dipoles H ,,/4; 
a ~ 0.15", a = 0.50", a = 1.0,,; ~/a = 0.1 with 
magnetic ring source at (b-a) = ,,/100. 7 
Tchebyshev polynomial functions used in METHOD 2 
for dipole with a = 0.15k; and 10 and 12 sine 
functions used METHOD 2 respectively for 
dipoles a = 0.50" and a = 1.0". 
Legend: real part; and imaginary part. 
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Fig. 3.13: Radiation patterns of four half-wave dipoles when 
the magnetic ring source is 0.01x from t dipole 
surface. METHOD 2 used the computations. 
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CHAPTER 1+ 
APPLI ON 
FORMULATION TO rum-LoADED DIPOLE ANTENNAS 
4.1 INTRODUCTION 
this chapter the extended integral equations for 
"indent II antennas, derived in section 2.3 of chapter 2, 
are used to develop accurate computational treatments 
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end-
loaded dipole antennas. Most culations of the character-
istics of end-loaded dipoles use assumed current distributions 
( . Wait, 1959; Hansen and Larsen, 1962; Watt, 1967, ct. 
2.3; Wait, 1969b). Recently, Kalafus (1971) used a method of 
Mautz and Harrington (1969) to compute current 
distribution on an electrically small end-loaded dipole with 
maximum dimension of O. ~. When the dipoles are end-loaded 
with circular discs of diameters greater than. 8 wavelength, 
ray-optical techniques have been used by Andrews (1968). When 
the dipoles are radiat into infinite parallel-plate 
regions (Otto, 1967), the fi ela.s and currents have been 
elucidat in osed form (Levin, 1959; Wu, 1 , Rama Rao, 
1965; Otto, 1967). It is worthwhile noting that Galejs 
(1964) has ven accurate numerical solutions for end-
loaded biconical antenna. 
A further interest obtaining accurate computational 
methods of treating end-loaded oles arises from their 
usefulness as calibration ennas for deband antenna 
ranges (Ross and Fenster, 1968). 
Section 4.2 shows that the problem of an end-loaded 
dipole symmetrically excit by a circular frill of magnetic 
currents is equivalent to a top-loaded monopole mounted on a 
ground plane and fed by a line. The integral 
equations in section 2.3 and expressions derived in 
Appendix V for the fieldsi:riJ. the parallel-plate region, are 
introduced in section 4.3 to develop specific integral 
equations directly applicable to the end-loaded dipole 
antenna problem. Otto's (19 ) expression for the monopole 
admittance is used in se on 4.3.1 to obtain the top-loaded 
monopole admittance. numerical technique of so on is 
dealt with in section 4.4. Sections 4.5 and 4.6 re ectively 
discuss the computat considerations and numerical and 
experimental results obtained. A comparison is with 
Kalafus's (1971) method in section 4.7. 
4. 2 T BE ANTENNA PROBLEM ----~~--~~~~~~~=-~~~~~~~~ 
Consider the p ectly conducting, top-loaded, ar 
monopole (shown Fig .. 4.2a) which is mounted on a perfectly 
conducting ground plane and .driven by a co line. The 
coaxial line exc ed in its TEM mode angular frequency 
The arltenna is immersed in free space (permittivity E 
o 
and permeab ~o)' Let a surface Sa envelop the monopole 
and the top-pI e, and another surface e over the ground 
plane and co aperture. The c symmetry of the 
monopole and the excitation source re es that the electro-
magnetic f around the monopole and de the coaxial 
line be symmetric. Also, the only non-zero field 
components, cylindrical polar co es (p,cp,z) (see 
Fig. 4.1), are E ,E and H. p z cp 
The oblem sed by the end-loaded dipole enna ( 
4.2b) driven by a magnetic frill source is equivalent to that 
posed by the top-loaded monopole in Fig. 4.2a. The procedure 
establishing eguivalence is scribed full in sect 
3.2 of chapter 3. magnetic frill source is given by 
(4.1 ) 
where E 
P 
(4.1) is the radial component of th~ electric 
intensity in the coaxi aperture in ground plane. lJ.ihe 
time-harmonic factor exp(jwt) 
taking E 
P 
E 
P 
(4.1) to be 
a 
suppressed throughout. By 
(4.2) 
where V is the vo e across the coaxial line, the frill 
source becomes 
= -cp 2 V 
p tn(b1Ta} 
The rationale for taking E to be given by (4.2) has been p 
discuss in se on 3.2. 
The end-loaded dipole antenna of Fig. 4.2b is shown 
again in Fig. 4.3 to introduce some symbols which are to be 
used in later sections this chapter. The antenna surface 
S is formed by rotating curve C, whi possesses image 
symmetry about the lane, about the z-axis. The curve C 
has a total length of , the po s Qo and Q3 as end points, 
and Q1 as mid-point. On S a local coordinate system (n,~' ,~) 
is defined as shown Fig. 4.3. symbol ~ is also used 
to denote the arc length along curve C and is measured 
from the d-point Q1 so that the values of ~ at po 
Q and Q7, are respectively 
o :;; and L. 
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The electromagnetic field has the following properties: 
(i) it is circularly symmetric, i.e. no ~-variation; (ii) 
only the E ,E and H components are non-zero; (iii) p z ~ 
1l1\ ~ 0 on the surface of, and inside, the antenna; (iv) E p 
and H are zero everywhere on the z-axis; and (v) the field 
~ 
possesses image symmetry about the xy-plane. From these 
properties of the field, the electric surface current density 
given by ~s(~) = 1l~ ~ on S satisfies the relations 
(4.4) 
p 1,2,3, ... ; 
K(±L) = 0; (4.6) 
where K(P)(~) means the pth derivative of K(~). Because the 
magnetic frill source in (4.3) can be considered as made of 
rings of magnetic current (see section 3.2.1), . the analysis 
in Appendix III indicates that K(~) has a rapidly varying 
behaviour in the neighbourhood of ~ = 0 when the width of the 
coaxial aperture (b1-a) is electrically small. The total 
current I(~) is defined by 
where pi is the radial distance, from the z-axis, of the point 
denoted by ~ on C. 
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4.3 THE EXTENDED INTEGRAL EQUATIONS 
extended integral equations (2,11a,b) are used 
chapter 3 to devel METHODS 1 and 2 for treat the thi 
cylindrical dipole antenna in . 3.7. Computations 
chapter 3 show METHODS 1 and 2 are practicable in 
ranges 1 < Hla < 25 0.25 < Hla < 2.0 respect ly, where 
H and a are respectively the dipole semi-height and 
radius (see the pres problem of the 
loaded d le antenna, where H is the enna semi-height and 
a is the radius of the central (e ctric thin a < 0.02:\) 
dipo ,Hla is much larger than 2, ch precludes the use of 
METHOD 2. METHOD 1 yet to be appli to the end-loaded 
dipole antenna, and is suggested future research 
section 5.3. It now shown that equations (2.15a,b) 
(2.16a,b), which were derived for the ghly indented antenna 
section 2.3, lead to practi le numeric solutions. In 
order to apply (2.15a,b) to the end-loaded dipole antenna, 
fictitious surfaces a, r1' and Yare introduc Consider 
dipole 
s. 4.2b 
enna shown in Fig. 4.4. It is the same as that 
in 4.3, exc that four fictitious surfaces a, 
Yare drawn. V 2 is the region. occupied by the 
dipole body and is bounded by union of the surfaces a, r1 
and ~2 (i.e. a\J~1Ur2). V1 is the annular or the parall 
plate bounded by the osed aU Y. V 
o 
constitutes the remainder of space. The open cylindrical 
surface y, is a distance d from the z s, meets with 
the curve C at point Q2' which is a distance c; C;2 from 
mid-po Q1 of curve C. letting t surface r be 
~1 U ,equation (2.15a) of section 2.3 can be wri tten for 
the end-loaded dipole antenna Fig. 4.4 as 
o K(I;) Go ds + f ~ Hcp(E') Go ds 
y 
1 
- IJ A f A E (r') G ds, r V1 (4.8) 411: cp z- 0 -
y 
1 
where k 
0 
::: W(lloEoye is t free e wavenumber, r' is 
pos ion vector of any point Q(p' ,cpl ,z') on the surface 
~ U Y; E refers to any point p( p, cp, z) in volume regions V 1 and 
V2 ; and Go G(ko,E,E') is the scalar Green func ons for 
free space. On the common surface between V1 and Vo the 
tangent field components and Hp can be ecified In 
, 
terms of one set of unknowns {Fm}. This specific r on 
between E
z 
and Hcp is obtained in Appendix V, where cylindrical 
wave functions are us to represent fie in the 
parallel plate region V1 completely. From equati.ons (V.34) 
and (V.35) 
H (p=d,cp,z) 
cp 
Appendix V, and H on surface Yare given by 
cp 
i = 
l: F U (k d)cos(mwn:z ) + l: F V (k d)COS(!!!wn:Z) 
m=O mom m=i+1 mom 
); 
l: U1 (kmd)cos( 
m=O 
+ Gi(d,cp,z) 
+ l: 
m=i+1 
-jn:V ~ E U (k b1 ) H(2)(k d)cos(mWn:Z) 8W m=O mom 0 m 
= 
+ Y l: V (k b1 ) K (Ik Id)cos( W m=i+1 0 mom 
(4.9) 
(4.10) 
(4.11) 
-jnV 
:= 8W 
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(4.12) 
where k; = k~ - (1;)2; £ < 
defined by (V.29) and (V.30) 
< £+1; Uo' U1 , Vo and V1 are 
Appendix Vi H(2) and H(2) are 
o 1 
respectively the ze 
the second kind; and K 
o 
and first order modifi 
An integral e 
scalar Green's function 
form, expressed ve or 
f st order Hankel functions of 
are re ectively the zeroth 
ssel functions of the second kind. 
can be obtained by replacing the 
equation (4.8) with its dyadic 
wave functions. 
Alternatively, can be ob ed from (2.23a). Note that 
(2.23b) is not i because both sides of the equation 
become identi applied for the present dipole 
problem. After some ion the following equation, 
which is simi to of METHOD 2 in chapter :3 (see eqn 
(3.25)), is obt d 
= 
n = 1,2,3, ... ; 
METHOD (4.13) 
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Zn(C:) t . N( 4 ) (k r I ) pl. 
-eop 0- , 
-2d t1~:md) k Uo(kmd) Enm~ Qnm Dnm + _._0_ £n(b1 /a) JWtlo 
m < £ 
, 
-2d l V 1 (kmd) D + Vo(kmd) Enm} £n(b1 /a) km nm 
m )- £+1 
~ 2d ~ ko fWFi(d I 0 I)A M(4)(k ')d' 
o (b /') -. - ,cp = ,z cp. r z Nn 1 a JWtlo 0 -eop 0- (4.1L~) 
z ' ) ~ . N ( 4) (k r') dz }. 
, -eop 0- , 
Dnm 
w f mnz' (4) jw€.o 0 cos( -W ) z . N ( -eop ')dz' 
fwo mnz' (4) E cos(-W ) ffi. M _ (k r')dz'p nm j -eop 0-
where C: 2 is t arc length along curve C between points Q1 
and Q (see Fig 4 4)' p 2n-1 " and N( 4 ) and M( 4 ) are vector 2. • • , -eop -eon 
herical wave functions (given in Appendix I). 
4.3.1 Admittance and Current Distributions 
The approach describ in section 2.3 of chapter 2 to 
the end-loaded dipole antenna not only leads to a single 
equation, (4.13), but also allows easy evaluation of Otto IS 
(1967) admittance expression which takes the form 
(4.15) 
for the end-loaded dipole antenna with b
o 
= a (cf. eqn (3. )). 
This is discussed fully in section 3.3.1. Because a complete 
description of the field in the parallel plate region V1 (see 
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Fig. 4.4) is expressed most c 
functions, (4.15) becomes 
ly cylindrical wave 
-4jnwE o {£ F Y = - I: ~ U 0 ( km b 1) + V{£n(b1 /a)}2 m=O km 
= F 
I: -~ V (k b 1 ) m=£+1 Ik I~ 0 m 
m 
+ jnV ~ Em [H(2)(k b )u (k b ) - ~ In(b1/a)] 8W m=O k 2 0 m 10m 1 '" 
m 
00 
+ l I: 1 [Ko (I 
w m=£+1 Ik 12 1m 
The derivation of (4.16) in section V.2.2 of 
Appendix V. The last two summations in (4.16) contain no 
unknown quantities 
that the part of 
summations is simp 
into an inf te 
can be evaluated accurately. Note 
enna admittance related to these two 
admittance of a monopole radiating 
1 plate region (cf. Otto, 1967, e 
39). The first two summations in (4.16) contain the unknown 
{Fm} which is obt d by solving integral equation (4.13). 
The surface curl' densi ty K( eJ on the part of curve C 
which borders on parallel plate region V1 is also 
in Appendix V. 
of Appendix V, 
not 
in chap 3, 
o s 
extra 
s no 
expressions, (V.33, V.35, and V.36) 
surrace currents are lengthy, they are 
the thick dipole antenna problem 
idly varying behaviour of K(~) near 
culty and requires only a little 
evaluating the last summation (V.33). 
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4.4 NUMERICAL SOLUTION 
E~uation (4.13) can be solved numerically for K(~) and 
{ Fm} by the method of moments outlined in Appendix (Morse 
and Feshbach, 1953, Sect. 8.3; Harrington, 1968, chap. 1). 
E~uation (4.13) written again as 
JL Z (~) K(~) d~ + ~ G F ~2 n m=O "nm m n 1,2,3,"0; 
METHOD 2A (4.17) 
where Zn(~)' ~m' Bn' are given by (4.14). 
Assume that K(~) in (4.17) can be approximated 
accurately by a finite number M1 of basis functions 
rpm ( ~ I 
that 
< ~ < L) with unknown expansion coeff ents K such 
m 
K 
m 
(4.18) 
E~uation (4.17) then becomes a system of linear algebraic 
e~uations for the members of {K } and {F } when (4.18) is 
m m 
substituted for K(O (4.17), viz. 
M1 00 
L Z K + L ~m F B n' n 1,2,3, .•. nm m m m=1 
rL 
Z Jt; Z (t;) rpm (~)d~ nm 
2 n 
sume further that the infi~ite series 
approximated accurately by truncated s s' ,
M1 M2 
m~1Znm Km + m~o ~m 1,2,3, ... 
This latter assumption is reasonable the two inf 
s s in (4.9) and (4.10), which represent the field 
(4.19) 
(4.20) 
(4.21) 
te 
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components E
z 
and Hp on the surface Y (see F . 4 4), 
converges rapidly. 
By ining 
(4.22) 
Z Q M1 < m < M; nm n(m-M1-1), 
equation (4.21 ) can be written as (cf. eqn (11.6) 
Appendix ) 
M 
2: Znm Km B n' n = 1,2,3, ••• m=1 
(4.23) 
By choosing n to take values 1,2, ••• ,M, the matrix ion 
can be written for (4.23). [ZnmJ is a square matrix with an 
inverse [ZnmJ if it is not singular. The solution to 
(4.24) is then 
4.4.1 
The configuration of the end-loaded dipole antenna, 
which the nume~ical results are presented section 4.6, is 
shown in Fig. 4.5. The central conductor is of radius a and 
semi-height W. ~ is the radius of curvature of the edges of 
the endplates. When ~ 0, the endplates are circular discs 
of diameter 2A. The total dipole semi-he 
The distance of the surface 'Y from the z 
is H = W+2-r. 
s can be varied 
in the range b1 < d < A. The inner and outer radii of the 
magnetic frill source are respectively b
o 
4.4.2 Choice of Basis Functions 
a and b 1 . 
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surface current den K(~) on the part of curve C 
between ~ = ~2 and, ~ L, i.e. between po 
is approximated a f te number M1 of basis functions 
~ (~) (see eqn (4.18)). In T le 4.1, three basis function 
m 
1,2,3, ..• } together with their 
functional forms are given. Forms numb 1 and 2, which are 
the Fourier s function and Tchebyshev polynomial, are 
used computations when ~ > 0.02~. Form number 3, the 
wedge Bessel function, 
when the endplates are 
chosen to approximate the current 
scs (~ = 0). If the factors (L-~) 
(~-~2+d) are removed, then ~m(~) is one of wavefunctions 
exactly applicable to a plane (wedge of zero angle). 
4.5 COMPUTATIONAL CONSIDERATIONS 
The computer program, which is written in Fortran IV, 
is organised into two phases. first phase evaluates the 
M x M elements of the matrix [Z J in equation (4.24) a 
nm 
specific antenna configuration in F . 4.5. The second phase 
computes outputs current distribut and admittances 
for different magnetic frill sources applied to the enna. 
All three s function sets in Tab 4.1 are included in 
the one program. 
T M x M matrix 
evaluated by numeric 
ements Znm' given by (4.24), 
integration. To evaluate the Z to an 
nm 
accuracy which ensures that the ements K in (4. ) are 
m 
comput ,for different magnetic frill sources, to better 
than 1% accuracy, procedure described in section 3.5 of 
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chapter 3 is adopted. Let N denote the number of significant 
figures to which the Znm are evaluated by Simpson's quadrat-
ure rule, and [Km]N be the column matrix [Km] (see eqn (4. )) 
computed for a particular magnetic source when the Zrun are 
evaluated to N significant figures. The procedure, 
described in section 3.5, then consists of increasing N by 
one significant figure at a time until the corresponding 
elements of [Km](N_1) and =Km]N agree to within 1%. Since 
intermediate integration quantities are stored in this 
procedure, core storage limits the large value of M that 
can be handled to 12. This restriction on t s e of M 
means that both the dimensions, A and H, of the end-loaded 
dipole in Fig. 4.5 have to be less than O.5~ if numerical 
convergence is to be achieved. 
A numerical solution is defined here to be practicable 
for a specific end-loaded dipole antenna if (a) the matrices 
[Znm] are sufficiently well-conditioned so that the Zrun need 
be evaluated to at most seven significant figures; and (b) 
numerical convergence 1S achieved with M < 12. A test for 
numerical convergence is described in section 4.6.1. 
4.6 
4.6.1 General Discussion 
Computations, which use the three sets of basis functions 
listed in Table 4.1, are carried out for electrically thin 
(a < O.015~) cylindrical dipoles end-loaded with endplates of 
varying thickness. 
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In section 3.5 of chapter 3, a convergence number Mc is 
defined to give a Quantitative measure of the rate of 
numerical convergence of a solution. But this is not 
convenient for the end-loaded dipole, as is illustrated by 
the admi ttance9, which are computed at various values of M'i 
and M2 (see (4.18) and (4.19)), of a particular dipole 
antenna with endplates ~ = 0.0375A (see Table 4.2). Table 
4.2 shows that it is not possible to say that numerical 
convergence is achieved if M1 and M2 are greater than certain 
values. A different te of convergence is adopted. From a 
group of 10 computed admittance values (at different values 
of M1 and M2 ), a mean admittance Y IT + j'B is calculated. If 
the "difference bound" Db' which is defined to be the 
difference between IT (or B) and the large or smalle 
member of the group of 10 conductance (or susceptance) values, 
is less than 5% of the mean admittance Y, numerical 
convergence is considered achieved. The mean admittance and 
difference bounds are G 1.33 millimhos with Db = 0.05 
millimho, and 13 1.69 millimhos with Db 0.1 millimho, in 
Table 4.2. 
The position of the fictitious surface y (see Fig. 4.5) 
affects numerical solutions. This is illustrated in Tables 
4.3 and 4.4, where the normalised determinants IIZII (defined 
in Appendix ) with M1. 8 and M2 3, and the mean admi t-
tances Y with their associated difference bounds Db' are 
given for two end-loaded dipoles. Table 4.3, where the end-
plates are ck (~ 0.0375A), shows that, as the distance d 
of the surface Y from the z-axi s is decreased, II Z II decreases 
also and Y changes by about 0.2 millimho. A distance d that 
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is only slightly ss than A, lS thus preferred. Table 4.4, 
where the endplates are discs (17 0 ) , shows that, as d is 
decreased, (i) IIZII decreases and then increases as do the Db; 
and Y can vary by about O. millimho. The behaviour of II Z II 
and the Db suggests that the surface r should be placed at 
d = (A-0.1)". 
4.6.2 
Table 4.5 applies to end-loaded dipo antennas with A = 
0.24375", 17 = 0.0375", a = 0.0119" and a magnetic 11 
source b 1 = 2.3a. Computations for the results Table 4.5 
use d = 0.1875". T II z II in Table 4.5 decrease as H = (W+17) 
increases, but the difference bounds Db are largest for the 
smalle value of H. smallness of the I~II re ricts 
practicable numerical solutions to dipole antennas loaded 
with thick (17 ) 0.02~) endplates in the range 0.25 < 17/A 
< H/A < 2.0, and A < 0.5"0 CPU times required to compute 
results in Table 4.5 are between 6 minutes to 10 minutes. 
Table 4.6 applies to disc-loaded dipole antennas with 
H W 0.1", 17 0, a 0,01" and a magnetic fri source 
2.3a. The surface r is tuated d = (A-0.1,,) the 
computations carried out for the results in Table 4.6. The 
table shows thc-H, as A/" is increased, (i) liZ II increases and 
then decreases; and (ii) Db increases. From the results in 
Table 4.6, numerical solutions to disc-loaded dipole antennas 
are practicable in the range 0.25 < H/" < 0.4, A < 0.4" only. 
CPU times re to compute the results Table 4.6 vary 
-
between 12 minutes to 25 minutes. 
Tables 4.5 and 4.6, whiCH apply to antennas with about 
the same overall dimensions show that different dependence 
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on H/A is related to the lness of the II Zll, which is much 
smaller for the disc-loaded dipole. 
4.6.3 
Representative plots of total current, I(~) 2np'(~)K(~) 
egn (4.7), on tw.o dipole antennas are shown in F s. 4.6 
and 4.7. The current distribution 
to a dipole with thick endplates (~ 
Fig. 4.6, which app es 
O. 5;\), comput 
using Tchebyshev polynomial basis functions 7 
and agrees with the other distributions computed 
with (M1 ,M2 ) (7,1), (7,2), (8,1), (8,2), and (8,3) to 
thin 1.5%, and (M1 ,M2 ) (6,1) and (6.2) to thin 3% of 
the maximum current value. 
The current stribut shown in F . 4.7 lies to a 
sc-lo d dipole (~ = 0), and is computed by using 
Bessel functions (see Table 4.1). M1 = 7 and M2 = 2 are 
used in the comput ions The distribution agrees with se 
which are comput (7,1), (7,3), (8,1), (8,2) 
and (8,3) to thin 2% of the maximum current value, s 
agreement Wl those comput (6,1), (6,2) 
(6,3) is to within 5%. 
4.6.4 
using conventional tted t ques (Montgomery, 
1947, chap. 8; , 1961, Sect .2), the admittances 
some loaded monopoles, which were mounted on a ground 
plane and driven by a 50-ohm coaxial line, been measured. 
Tables 4.7 and 4.8, measur admittance values are 
compared with mean admittance values computed by 
METHOD 2A. Although the conductances agree to better than 
0.2 millimho or 4%, the susceptances differ by as much as 1.2 
millimhos. It is suspected that the larger differences in 
the susceptances is due to the assumption in the computations 
that the radial component of the electric intensity in the 
coaxial aperture in the ground plane (see Fig. 4.2a) has the 
same radial (p) dependence as the dominant TEM mode in the 
coaxial line. The assumption is explicitly given in (4.2) as 
E (p,m,O) = £ (~ 7 ) , P T P n 1 a (4,,2) 
As there is a tendency for E to be rapidly varying near the p 
edge at,p = b1 , z = 0 (Jones, 1964, S'ect. 9.2), expression 
(4.2) is at least erroneous in this respect. 
Differences of about 1.0 millimho in the measured and 
computed susceptances of cylindrical monopoles,driven by a 
coaxial line and radiating into an infinite parallel-plate 
region, have been observed by Otto (1967). 
4.7 COMPARISON WITH PUBLISHED RESULTS 
Kalafus (1971) has recently used the method of Mautz and 
Harrington (1969; see also equation 1.24) to compute the 
current distributions on electrically small end-loaded 
dipoles of maximum dimension 0.08A. For the disc-loaded 
dipole, computations were carried out (Kalafus, 1971) for a 
wide range of HIA (H and A are defined in section 4.4.1). 
However, the current distribution presented applies to an 
antenna with H = A = 0.0283A and for which METHOD 2A does not 
lead to a practicable solution. This distribution was 
obtained by using a 14 x 14 solution matrix. Note that the 
current distribution shown in Fig. 4.7 for a dipole of 
maximum dimension 0.54A has been computed by using a 12 x 12 
solut matrix METHOD 2A. It is refore cted that) 
in range of HIA for which METHOD 2A is practicabl , 
smaller solution matrices are required by us METHOD 
than Kalafus's (1971) method. 
T 4.1: Basis 
ification 
number of 
basis function 
1 
2 
3 
ons crm (~) us 
! 
Name of ! 
is function! 
er sine 
tion 
Tchebyshev 
polynomi 
Wedge Bessel 
function 
s 
T 
for expanding K(~) in eqn (4.18) 
Functional form of basis on 
mn[L-~]/(2 J)) 
cos( [2m-1 Jarc cos( [L-f;]/[L- J)) 
C:]J (n-1) /2( ( ~2-A+d)); c: > 
[C:-C:2+d J (- )n-1 J Co.-1 ) /2(ko ( ~2+A-d-~) ); ~ < ~2+A-d 
Remarks 
used for 1: f 0 J 
o 
used when 1; o 
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Table 4.2: Computed admittances Y = G + in mill s for 
end~loaded dipole enna with A 0.2437511" H 
0,037511., d 0.187511" a 
2.3a. Tchebyshev po al basis tions 
used METHOD 2A, 
Admi ttance Y conductance G susceptance B 
2 3 4 5 2 3 L! 5 
~~--
3 1 31 1,33 1,33 /1.30 1 . 1 63 1.59 
4 1 .31 1.34 1.37 1 . 1.80 1 . 1.66 1 
5 1.27 1 31 1 33 1.35 1 78 1·73 1 . 
6 1.31+ 0.80 1.35 1.35 2.05 5.93 /1.65 
Mean ance Y == jB; G == 1. .05 & 13 1 , ±0.1 
Table 4.3: 
0 24375 
0.2250 
0.1 5 
0 1500 
of liz II Y d for end-lo 
0.1 ~,~ 0.0375A, a ~ 0.0119~, 
0(11 z I D order magni of 
dipo 
2.3a. 
antenna with A 
NIETHOD used. 
0.24375~~ 
lS determinant liZ II wi th M1 = 8 and 
3) Y IT + jB mean aCL'1li ttance llimhosj and d di e of ace 
z-axis (see F ¢ 4.5). 
10-13 2 .05 -10.2±0 10 10-9 2.55 .05 -10.18±0.05 
1 2. ±0.05 -10.2±0. 
1 8 2.60±0. -10,,27±0.10 10-12 -10.3 .10 
/1 2. .05 -10.37±0.1 
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Table 4.4: Behaviour of II z II and Y with d for disc-loaded 
dipole antenna with A = 0.3~, H = W = 0.1~, 
T = 0, a = 0.01~ and b1 = 2.285a. METHOD 2A 
used. 
Legend: o(IIZ II) order of magnitude of normalised 
determinant II Z II with M1 = 8 and M2 = 3; 
Y IT + jB' mean admittance in millimhos; and 
d distance of surface Y from z-axis (see Fig. 
Basis function set Wedge Bessel {crm} as in Table 4.1 
d/~ 0(11 z II) "IT 13 
0.25 10-30 1 .40±0. 20 -5.50±0.50 
0.20 10-25 1 . 40±0 .10 -5·40±0.20 
0.15 10-27 1 . 54±0.1 0 -6.00±0·50 
0.10 . 10-35 - -
Table 4.5: Behaviour of liZ II and Y with antenna semi-height H for end-loaded dipo antennas with 
I 
A = 0.24375A, ~ = 0.0375A, d 0.1875A, a = 0.0119A, and b1 2.3a. ROD 2A used. 
Legend: OCIIZID order of magnitude of normalised determinant IIZII; Y= G+jB mean 
admittance in millimhos. 
-Basis function set 
{crm } as Table 4.1 Tchebyshev 
RIA oCllZ I~ M1 M2 IT B oCllZ ID M1 M2 IT B 
0.1 10-17 8 3 3. .10 .80±0.30 10-12 8 3 3.88 .10 -26.70±0·30 
0.1500 10-18 8 3 2.60±0. -10. . 10 ! 10-12 8 3 2.60±0 . -10.3 .10 
0.2250 10-21 7 4 1.74±0.05 - 1.84±0.05 10-16 7 4 1.72±0.05 - 1.85±0.05 
0·3000 10-24 6 5 1 .05 1·70±0.10 10-21 6 5 1·33 .05 1. 67±0 .10 
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Table 4.6: Behaviour II z II and Y wi th e radiris A for 
di se-loaded dipol e antennas with H ::: W = O. /1 Ie 1 
1; ::: 0, d A - 0.101e, a = 0.011e and b 1 = 2.3a. 
METHOD 2A us 
Legend: O(IIZID order magnitude of normalised 
determinant liZ II 3; and 
Y IT + j13 mean admi ttanee in millimhos. 
Wedge Bessel 
---
A/Ie O(IIZ ID IT 13 
O. 1 5 
0.25 10-28 1. 60±0 .10 
0.30 10-28 1 . 40±0.1 0 
0.35 10-30 1.30±0.20 -4. 
0.40 10 
1 
Table 4.7: Comparison of computed mean .'ldmittances Y = IT + 
and measured admittances Y = G + jB in millimhos 
m m m 
for top aded monopole antennas with A 6.5 cm) 
17 1.0 cm, d = 5 cm, a = 0.318 cm and b 1 2.3a. 
Tchebyshev polynomial b s functions used in 
METHOD 2A with M1 = 8 M2 = 3. 
H(cm) frequency (GHz) 
3 
3 
3 
4 
4 
4 
1.123 
1.485 
1.875 
1.123 
1.485 
1.875 
3. .10 -26.80±0.30 4.0±0.20 .2±0.20 
2.80±0.05 
3·80±0. 
6.20±0.20 2. .20 -17. .20 
7.40±0.30 3.7±0.20 8.6±0.20 
2.60±0.02 -10.30±0.10 2.5±0.20 /1 .1 ±O. 
2.20±0.02 - 5.15±0.10 2. .10 - 5. .10 
3. 55±0 .12 0.70±0.10 3.6±0.10 1.8±0.05 
Table 4.8: Comparison of computed mean tances Y = IT + jB 
A/A 
0.30 
0.35 
and measured admittances Y
m 
G
m 
+ jBm millimhos 
(at 1.078GHz) for disc-loaded monopole antennas 
wi th H W = o. 1 A ,17 0, d = A - 0 1 A, a = 0.01 A 
and b1 2.3a. Computations· ed out 
METHOD 2A with M1 = 8 and M2 3. Note: the 
discs used in the measurem s are about 0.002A 
thick. 
G B G
m 
B 
m 
1.40±0 .10 -5.4±0. 1.6±0.20 5.8±0.10 
1.30±0.20 -4. .30 1.4±0.20 -4. 8±0 .10 
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Fig. 4.3: cal ace coordinate system (TJ, cp' ~ 1;) on the 
end-loaded dipole. 
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Fig. 4.6: curr I(~) on an end-
A O. 5~, H = 0.15~, ~ 0, 
a O. /19\, and b 1 = 2.3a. T 
s functions used in METHOD 
3 in eqn (4.21). 
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F " 7' • Lf- • • Total current I(~) on a disc-loaded pole wi 
11 = 0.25A, H = W = 0.10{.,., 'T 0 d A- .10A, 
a = 0.01\, andb1 = 2. Wedge ssel basis 
functions used METHOD wi th M1 ::: and 
M2 2. eqn (4,2'1). 
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CHAPTER 5 
CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH 
5.1 CONCLUSIONS 
In this the s the ended integral equation formulat-
ion is applied to two symmetrically f ,axially symmetric 
solid antennas, viz. the thick and the circular end-loaded 
cylindrical dipo antenna. The extended integral equations 
obtained have simple non-singular kerne and involve single 
line integrals of finite extent. se two properties of the 
equations make computer programming relatively simpler and 
numerical solutions probably er in exist 
methods (Vasil'ev, 1959; Vasil'ev Seregina, 1 
Vas 'ev al., 1967a; Mautz and Harrington, 1969; Harrington 
and Mautz, 1971a,b; Kalafus, 1971) which have integral 
equations involving double integrals and/or singular kernels. 
Another advantage over these methods is practicability of 
expanding the surface current ity in terms of a variety 
of sets of continuous functions, or more interestingly, 
functions which have analytic properties able for any 
surface discontinuities on the dipole body. 
Numeric solutions us METHODS 1 and 2 (chapter 3) 
are found to be practicable in the range 0.25 < H/A < 25, 
a < 0.5A, where a and H are respectively the dipole radius 
and semi-height. 
Numerical so ions METHOD 2A (chapter 4) are 
practicable for end-loaded dipo antennas with t ck and disc 
end-plates in ranges H/A < 2,1\ < 0.5;\ and 0.25 < H/A <0.4, 
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A < O.~A,respectively. A and H are respectively the radii 
of the end-plate and the antenna semi-height. 
5.2 FOR FURTHER 
5.2.1 Further Applications for the Extended Integral Equution 
Formulation 
The use of METHOD 1 in chapter 3 leads to practicable 
numerical solutions for the thick dipole antenna with a 
semi-height-to-radius (H/a) ratio in range 1.0 < Hla < 25, 
a < A/2. It is expected that METHOD 1, and METHOD 1A 
described in Appendix VI, are suitable for the end-
loaded dipole antenna whose central conductor and endplate 
dia..-neters are smallp,r than the total antenna he 
Both the analysis and numerical inve ation chapter 
~ apply to the end-loaded dipole antenna with e space 
medium in the parallel-plate region (see . 4.3). can 
be straightforwardly extended to treat the same 
with an arbitrary medium (complex permittivity £' , 
enna but 
1 
permeability j..L, and wavenumber k = w( j..L£ly~) 
plate region as shown in Fig. 5.1. 
the p 
5.2.1.1 Monopole fed by a radial transmission line: 
shows ~ cylindrical solid monopole ~ounted on a ground 
• 5.2 
and driven, via a radial line, by an incoming TEM mode 
coaxial line. A L1imple numeri cal solution to this antenna 
problem, valid for moderately thick monopoles (a < O.1A) 
small radial line gaps (u « A), has been obtained by Otto 
(1968b). The problem is treated by Otto (1968b) in two 
The first deals wit~ the monopole which has a uniform lon~i­
tudinal electric intensity (E ) applied across the eireum-
z 
ferential slot at p ~ a, 0 < z < u. The seeoed part 
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transfers the admittance at the slot, found in the first part 
to the coaxial aperture in the ground plane. For an electric-
ally large radial line gap (u > 0.05,,), this splitting of the 
total pro~lem into two independent parts becomes less s-
factory because the monopole-radial line coupling is no 
longer negligible. METHODS 1A and 2A described respective 
in Appendix VI and chapter 4 could be used to supplement 
Otto's (1968b) method when u > 0.05". No modification is 
required to the integral equations in Appendix VI and chapter 
4. 
5.2.1.2. Design of broad-band coaxial feeds: appears that 
the design of input regions for the bro9.d-band coaxial feeding 
of conical monopoles s not been attempted. Consider the 
infinite conical monopo shown Fig. 5.3. It is mounted 
on an infinite ground plane and fed by a coaxial line. For 
the input region to possess broad-l,and characteri cs~ the 
transition from the coaxial line to the lI conical line!! 
should be gradual. The fictitious surfaces, a and ~ Fig. 
5.3, are respectively situated inside the co al and 
conical line. By using Love's field equivalence principle 
(Harrington, 1961, Sect. 3.5), the electromagnetic problems 
posed Fig. 5.3 and 5.3a can be shown to be equivalent. 
Extended integral equations can then be derived by requiring 
the total eld to be zero outside the region bounded by the 
surfaces a, ~, Y and r shown in Fig. 5.3a. 
5.2.1.3 Hollow monopole driven by a coaxial line: The 
extended integral equation formulation can so be applied to 
the hollow cylindrical monopole shown in Fig. 5.4, where the 
int or of the hollow monopole is short circuited by a 
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perfectly conducting plate at z. zp' -00 < Z < H. This mono-p 
pole has so far been treated for only two cases: 
shorting plate is flush (z = p, 0) with the ground 
(Chang, 1968a,b); or (ii) it is well inside ~ p 
(i) the 
plane 
-(0) the 
central conductor the coaxial line (Bach Andersen, 1968, 
1971; Bach Andersen and e, 1969). 
The fo owing procedure converts the hollow monopole 
antenna problem into one suitable for setting up extended 
integral equations. In Fig. 5.4a, fictitious surfaces a and 
~ envelop the monopo surface, and surface r lies over the 
ground plane and coaxial aperture. Surfaces a and Y 
completely bound a cylindrical region V1 , in which the field 
can be represented by cylindri wave functions (Jones, 
1964, Sect. 4.14; Ramo et al., 1965, ct. 7.16). The field 
region V is identic 
o 
to that of the monopole shown in 
. 5,li·b, where the tangential field on Y is the same as 
that in Fig. 5.4a. Application of Love's equivalence 
principle (Love, 1901; Harrington, 1961; Sect. 3.5; Otto, 
1965,1967) as cribed in section 3.2 of chapter 3 shows 
that the problem of the dipole antenna in Fig. 5.4c ic 
equivalent to that Fig. 5.4.b. Extended integral equations 
can then be obtained by using equations (2.5a,b) of chapter 2 
for the antenna problem in . 5 .L\·c. 
The procedure just described can be applied straight-
forwardly to the dielectric-filled hollow monopole sho~m in 
Fig. 5.5. Ting and King (1970) have treated such monopo s, 
but assumed that the dielectric medium extends from t 
shorting plate at zp o to infinity. 
1 
5.2.2 Application of Einarsson's Method to the Monopole in a 
Figs 5.6 and 5.7, respectively, show a cylindrical 
tubular and sol monopole driven by a coaxial line 
radiating into an infinite parallel plate region. The method 
of Einarsson (1966) (cf. Otto, 1968b) can be used to tre 
both of the antenna problems shown in Fig. 5.6 and 5.7. In 
Appendix I, an assoc ed hollow ole symmetrically 
driven by a delta source is analysed, and the integr 
equation (VII.19) obtained is closely reI to Einarsson's 
(1966) eqn 13, i.e. equation 1.3 chapter 1. should be 
interesting to solve (VII.19) cally. 
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F . 5.5: Hollow indrical 
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with an arb 
medium. 
Fig. 5.6: Hollow cylindrical 
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~ndix I: Spherical Vector Wave Functions 
Wi thin a source-free on with permitt ty E and 
permeability ~, the electric magnetic intensi AS satisfy 
the vector lmholtz wave equation 
o (1-1 ) 
1 
where k W(~E)2, the field U is assumed to be harmonic with 
the time factor exp(jwt) LLL.LI..L",-,-stood. In sp coordinates 
(r,e,cp) endent vector solutions of s equation are 
constructed as (Morse and Feshbach, 1953, p.1 ) 
L(q)( 
-emn 
o 
) ~ V P~ (cose) 
L(q)(kr)" r 
-emn - -
o 
.2 V A N ( q) (kr ) k emn -, 
o 
~ V" M~~~ (kE) 
o 
(q)(k ) cos r . mcp, Sln 
where r is a point (r,e,cp) from the or 
is the associated Leg e function, 
(I ) 
(I ) 
(I 
jn(kr) is the spheric ss~l function, 
The 
the spheri Neumann funct 
) is the Hankel function of the 
first kind, 
h(2)( ) is the 
n 
second kind. 
script e takes value e or 0, 
o 
1 function of 
Eg whether t 
1 
upper or lower ~ variation is speci ed. The integers nand 
m have ranges 0 " n < 00 and 0 " ill " n respectively. 
The first set, L(q) of these solutions corresponds to 
-emn' 
the longitudinal partOand the other two sets correspond to 
the transverse solutions of (1-1). They have the properties 
(Stratton, 1941, Sect. 7.1 and Sect. 7.11; Morse and 
Feshbach, 1953, p.1865): 
'V L(q) == 
A -emn o· ,
0 
'V'V.L(q) ::: 
-emn 
_k2 L(q) 
-emn 
0 0 
'V • M(q) 
== 
'V • N(q) :: o· 
-emn -emn 
, 
0 0 
C M~~~ (k)) d<p 0 m f ° 
0 
21t M ( q) (kr) I 
== m :: o· 
-emn - cp=O ,
f21tN( q) (kr) dcp 
o -emn -
0 m f 
° 
0 
21t !:I~~~(k!:) !cp=o' m :: 0; 
and form a complete orthogonal set over any constant 
spherical surface centred at the origin. 
(1-6) 
(I ) 
(1-8) 
(1-9) 
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Appendix II: The General Method of Moments 
A general procedure of reducing integral equations into 
a system of simultaneous linear ebraic equations, which are 
solved by andard matrix methods, is the method of moments 
(Mo~se and Feshbach, 1953, Sect. 8.3; Harrington, 1968, Chap. 
1). The formal procedure and some relevant notes are given 
this appendix. 
11.1 Formal cedure 
kind 
Consider inhomogeneous integral equation 
fb Z(y,x)F(x)dx = B(y), 
a 
the rst 
( -1) 
where the kernal Z(y,x) and sm.1rce function B(y) are 
known., and F( x) is to be determined. 
a fi~ite set of testing tions which are at least linearly 
independent in the interval c < y < d. Application the 
te functions to (11-1) le to a set of egral 
equations, 
n 1,2, ... ,N; ( 11-2) 
Z (x) 
n 
(II ) 
(11-4) 
it is assumed that F(x) can be approximated accurately by 
a f e number, M, basis functions ~m(x), 
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(II-5) 
where the Fm are unknown expansion coefficients and the ~m 
are at least linearly independent in a < x < b. Substituting 
(II-5) into (II-2) gives a system of N linear algebraic 
equations, 
M 
I: 
m",,1 
Z F 
nm m B n 
(II-6) is written in the matrix notation 
(II-6) 
(II-7) 
[B ) ; m = 1,2,3, ... ,M; n 
n 
1,2,3, ... ,N. 
(II-8) 
Both (II-6) and (II-8) represent N independent equations to 
determine the M unknown Fm constants. 
When N < M, the solution of ( -6) or ( -8) is non-
unique (Kreyszig, 1962, Sect. 7.7). When N = M, [z ) nm is a 
square matrix wit"i an invers'e [Z )-1 nm if the matrix is non-
singular. The column vector [Fm) is ven by 
(II-9) 
.2 
If G is known to be a good approximation of F, 
remainder F = F - G can be obtained 
section II.1. Rewriting (II-1) as 
(b J
a 
Z(y,x) F(x) dx = B(y), 
B(y) - fb Z(y,x) G(x) dx; 
a 
B(y) 
the same way as for F 
(II-10) 
(II-11) 
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s an int equation for F the same form as ( -1). 
The matrix [ZnmJ should be well-
conditioned for numerical solution to be practicable. A 
measure of condltioning is given by the normal ed 
determinant of [ZnmJ (Conte, 1965, 
defined as 
ct. 5.4) which is 
II Z II = determinant (Z / t;,M I Z 12 ') • nm Jq~1 nq (II-12) 
II Z II < 1 unless [ZnmJ has only diagonal elements so that II Zll 1. 
When II Z II « 1 the so on vector [FmJ in ( -9) is 
sensit to errors in the matrix elements Z and B . 
nm n 
these elements are to be evaluated by numerical egration 
(see II-3, , II-7), the high accuracy required 
liZ II « 1 makes computations protracted and expensive. 
The testing functions w are chosen such that the Z ( 
n n 
and Bn are rongly 1 arly independent and easily evaluated. 
A strong linear independence in the Zn(x) g ly Ie to 
is well-conditioned. When Z(y,x) a a matrix [ZnmJ whi 
complicated kernel, simple set of wn which makes Zn(x) 
and easily evaluated is the Dirac delta functions 6(y-y ) 
n 
that match (II-1) discrete points on c < y < d. With 
s 'point ching' procedure, [Znm J will necess ly 
become singular as N tends to inf ty, and the smoother 
Z(y,x) is in y the faster is the rate of decrease in liZ 11. 
For some kernels, the integration in (II-3) can be performed 
analytically with particular sets of wn' 
The basis func ons ~m chosen to make the number M 
(see II-5) small and/or Z easily computed. The method of 
nm 
subsec ons, where each ~m exists only over one or two 
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sub sect s of the interval a < x < b, is particularly suited 
for easy num cal evaluation of the integral in ( -7) 
because the subsectional ervals of egration are 
short. The <:Pm commonly used with the method subsections 
are pulse, triangle, or parabolic functions corresponding to 
a ece-wise constant, linear or parabolic approximation 
respectively to F(x). 
The computations are successful only if numerical 
convargence is achieved. The only known method of ermin-
ing whether numerical convergence is occurring is the obvious 
(brute force) procedure: increase M until, at a number of 
c ely spaced points on a < x < b, the F(x) disp 
negligible change with increas M. 
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Appendix III: A Physical Optics Approximation 
When a cylindrical dipole is excited by a magnetic ring 
source electrically close to the dipole surface (see F 
dipole surface currents near the ring source vary 
rapidly along the meridians. s behaviour can be deduced 
from the physic optics approximation to the ace 
currents. 
Consider, fir ,a rfectly conducting plane of 
infinite ent and illuminated by a uniform 1 
x-directed magnetic current as ShO~l in Fig. -1. With the 
cylindrical polar coordinates (p,~,x) defined in the fi 
the magnetic intensity due to the line source at a po P 
k V 
(p) '" 0 
x 4Zo (III ) 
is out where ko 2n/'A; Zo is the intrinsic impedance 
120~ ohms for ee space; and H(2) is zero 
o 
order Hankel 
funct of the second kind. The surface current densi on 
the plane is just the physic optics current given by 
.0. 
= 2 n" p) (III 
where Ii is a unit vector normal to the plane surface. 
Consider the infinite rfectly conduct cyl 
Fig. I. 2, where the excitation S011rce is a uniform ring of 
negative ~-directed magnetic current. Wi the cylindrical 
polar coordinates (p,cp,z) defined in Fig. III.2, the physic 
optics current density, deduced from ( I.2) and F . III.1 
on cylinder is 
) 
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KP, O. ( ) A 2) (k
o
Jz2 + (b-a)2) (111-3) 
-s a,cp,z == z 
IP,O·(z), the tot current the cylinder, is defined as 
z 
koV H(2) Ck
o
Jz2 + (b_a)2) IP.O·(z) rea ( 111-4) z . -Z- 0 
0 
When (b-a) « ~ and z « ~, small argument expansion of 
the Hankel function gives 
. reak V [ 
I P • O. (z) ~ Z 0 1 . 2 g ( .- - J - Nn 
z 0 re 
+ (b-a) ) ] (111-5) 
which is rapidly varying (logarithmi ) near the ring 
source. 
If (b-a) 0, (111-5) reduces to 
reakoV [ 2 ] Z 1 - j - tu(k z) • 
ore. 0 
( -6) 
The logarithmic behaviour of the the current 
identical to that which has been Fourier 
transform methods (Duncan and Hinchey, 1960, eqn 3.18; Chang, 
chapter 3, the unknown surface ~urrent density K(~) on 
t dipole antenna shown in Fig. 3.7 is obtain~d from the 
equations (3.21) and (3.25) by the moment method 
scribed in Appendix II. With reference to the basis 
low 
ons listed in Table 3.1, the Fourier sille functions 
o (see 
of m are smoothly varying in the neighbourhood of 
. 3.7). It is to be expected that, when t 
source is electrically close (b~a < ~/20) to the dipole 
ace, many sine functions would be required to accurately 
K(~), which has a logarithmic type behaviour near 
o by ( ). The slow numerical convergence can 
149 
sometimes be ac erated by "subtracting outll the logarithmic 
term from K(I;) and then proceeding with the moment method of 
solution as described in Appendix II, section 11-2. From 
( 1-3), the logarithmic behaviour comes from the Neumann 
function Y part of H(2). Let 
o 0 
k 
-j 2Zo Y (k
o
/1;2 + (b-a) 2) , 0 < 1; < H-17 
o 0 
( 1-7) 
so that the remainder KCI;) of K(I;), with KP.O·CE;,) subtracted 
out, is 
K(I;) K(I;) _ KP.O'(I;) , o < I; < 
(111-8) 
K(I;) H-17 < I; < L 
But K(I;) is discontinuous at I; H-17 • A better choice for 
the term to be subtracted out 
+ (b-a) ) 
)] 
o < I; < d < H-17 (III ) 
where 2 2 X1 - (b-a) , and X1 is the st zero Y (X) o o. 
The new 1;) is 
(111-10) 
d < 1; < L. 
which is continuous and 'has only small discontinuous 
derivatives d. Note that ( 1-10) is applicable only 
if 17). d. 
,. 
n 
p 
p 
LJ{UnifOrm li ne of mag net,ic 
cur re nt .:t'\= x V 0 (p) e)W t 
Fig. 111.1: An e perfectly conducti plane 
illuminat by a 
current. 
z 
a a 
-----------------x:-+--~--_4-
b b 
or~ 1 e of magnetic 
,uniform ring of magneti.c
t 
,,/lcurrent lff)=_~ VO(f-b)eJW 
'" x 
p 
Fig. 1.2: infinite perfectly conducti cy 
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illmninated by a uniform ri of magn ic current. 
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Monopole 
Much of the design and construction of the experimental 
apparatus, and measurements described in this appendix 
were performed by Anderson (1971), Gulab (1971) and 
Williamson (1971) as part of the practical laboratory work 
reqJ.ired in the final year of their Bachelor of Engineering 
degree. 
Measurements were carried out on a thick cylindrical 
monopole to obtain confirmatory experimental results for the 
computational methods scussed in chapter 3. Although 
Prasad and Rama Rau (1964), Holloy (1968), Chang (1968b), 
Ting (1969) and Otto (1970) have reported experimental results 
on thick cylindrical monopoles, only Chang's (1968b) apply 
antennas wi radii greater than one-tenth of the free space 
wavele~6th. Unfortunately the antennas cons ed by Chang 
are hollow (tubular) monopoles, for which the methods in 
chapter 3 are not applicable 
Measurements on symmetrically fed thi cylindrical 
antennas (Holly, 1968; Chang, 1968b; Ting, 1969; Otto, 1970) 
have generally been carried out on a monopole that forms an 
ension above gro~nd .of the centre conductor a co al 
line as shown in Fig. IV.1. A major experime~.ltal difficulty 
a;cl!:-Jociated with such an antenna measurement is the exi ence 
of unwant modes (ot than TEM mode) in the coaxial 
line, caus either by the method of excitation or by 
irregularities in the coaxial-line structure (Chang, 1968b; 
Otto, 1970). Because of the high cost in time, material and 
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equipment involved setting up this antenna measurement 
system (cf. Chang, 1968b), a different system for obtaining 
the confirmatory experimental results was adopted. In our 
system, the normal component of the ectric intensity on a 
4-inch diameter copper tube, which was closed at the top end, 
was measured by illl electric ld probe. The copper tube, 
which forms a thick monopole, was mounted centrally on a 
6 x 6 foot square aluminium sheet, and was illuminated by a 
thin excitation monopole some stance away. The physical 
and ectrical dimensions of the thick and the thin monopole 
at an op frequency of 0.9732 GHz (i. e. Ie O.3Df?O£" metre) 
are ShOWT1. in . IV. 2. 
IV.1 
this section a relation is established between the 
normal component of the electric intensity, averaged over a 
circumferential circle, and the circularly symme c, 
meridionally-directed current on a thick monopole computed by 
the methods in chap 3. 
Let (p,~,z) form a cylindrical polar coordinate system 
which has its or at the centre of the base circle of the 
thick dipole (see Fig. IV.2). The induced surface ectric 
currents on the thick monopole, which is assumed perfectly 
COflduct have both meridional and circumferential 
direct components. Because of the symmetry of the problem, 
the surface currents can be expressed as (cf. Kao, 1970b) a 
Fourier series with respect to ~; 
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00 00 
(p=a,cp,z) = z I: E K (z)cos mcp - ~ I: K (z)sin mcpi 
m=O m z,m m=1 m cp,m 
(IV .1 ) 
00 00 
-p I: Em K ( p) co s mcp + ~ I: 
m=O p,m m=1 
K (p)sin mYJ; cp,m 
(IV.2) 
where Em is the Neumann factor; and the subscripts on the 
current strengths K denote respectively the di -"ection and the 
order of the Fourier series coefficient. By using Maxwell's 
equations, the electric intensity normal to the ace 
obtained from ( .1) and (IV.2) as 
j WE E (p=a, cp, z) 
o p 
K (z) 
~,m 
co 
00 
- I: E m ill=O 
a cos 
dK (z) 
z ,m 
dz 
mcp 
cos mcp; 
co 
I: Em 1 --a a [pK (p)] cos mcp 
m=O p p p,m 
00 
m~1mEm Kcp,m(p) cos mcp; (IV.4) 
where Eo the free space permitti ty. Integration of 
(IV.3) and ( .4) along a circumference then leads to 
f2n d jw£ ',E ( a,cp,z)dcp = IT dz o(z); 0 o p , (IV.5) 
S2n 1 d jWEo E (p,cp,z:=H)dcp -2n p dp (pKp,o(p)) . o 'L (IV.6) 
Thus, the averaged normal component of the ele c intensity 
is proportional to the differentials, along t meridian, 
the zeroth harmonic of the meridion component of the surface 
currents. 
Consider the problem of a thick dipole illuminated by a 
thin dipole, which is driven by a uniform circular frill of 
magnetic currents as shown in Fig. IV.3. By using image 
theory and Love's equivalence principle (Love, 1901; 
Harrington, 1961, Sect. 3.5; Otto, 1965, 196'7) in the manner 
described in section 3.2 of chapter 3, it can be shown that 
the antenna problems posed Figs IV.2 and IV.3 are 
equivalent. 
Two assumptions about the radiations from the thin 
dipole and the magnetic frill source have been made; (1) the 
current on the thin dipole has a sinusoidal distribution with 
constant phase (King, 1956, Sect. 11.25), and (2) the 
radiation from the magnetic frill source is negligib 
c~red to that from the thin dipole. An approximate analysis, 
; which uses thin cylindrical antenna theory (King, 1956, Sect. 
11.25 and Sect. 11.38), shows that the frill source radiation 
is less than 0.1% of the thin dipole. 
It can be shown that the zeroth harmonic of the 
meridionally-directed surface current on the thick dipole in 
Fig. IV.3 is proportional to that on an identical dipole 
which is illuminated by an infinite array of thin excitation 
dipoles situated on a circle around the z-axis. Computations 
have been carried out for the latter symmetrically-fed, 
thick dipole antenna problem by using wedge Bessel basis 
functions (see Table 3.1) in METHOD 2 (see chapter 3). 
That the averaged normal component of the electric 
intensity is simply related to the circularly symmetric, 
meridionally-directed current on a thick monopole represents 
a positive benefit because electric field probes are more 
1 
easily made than magnetic field probes. Although a magnetic 
probe in the form of a shielded half-loop (Barzilai, 1949; 
Morita, 1950; Whiteside and King, 1964; Chang, 1968b; 
Jamieson and Bates, 1971, 1 ) can give the surface currents 
directiy , constructional difficulties usually limit its 
practi use to· operat frequencies below 1.0 GHz (Otto, 
1970). In contrast, an electric obe the form of a 
monopole (Barzilai, 1949; PIons ,1962; Mei and Mobery, 1965; 
1911, 
Jamieson and Bates,~1972) can be made much smaller than, a 
magne c probe. 
The ectric probe us in the measurements was a 
monopole of length 0.026;\ (i.e. 8 mm) and diameter 0.0033i\ 
(i.e. 1 mm). Supporting evidence for believing that this 
monopole does cause serious stortion of the original 
eld can be found in Plonsey (1962), where probes with 
radii 0.0024;\ and lengths of 0.062k and 0.099k were used. A 
comparison of normalis signal strengths received by 
se two probes shows that ement is to wi Z'/o 
(Plonsey, 1962, Tables I and ). Because the probe used in 
our measurements is shorter than PIons's, the distortion is 
e imated to be about 1%. 
IV.2 Measurements 
A schematic diagram the experimental apparatus 
shown Fig. IV.4. Details of the design and construction 
of the thick monopole, the base template, the thin excitation 
monopole, and the measuring electric probe can be found 
Gulab (1971) and Williamson (1 1), With reference to Fig. 
IV.4, a circular copper cylinder height H 0.280 k and 
1 
diameter 2a 0.34;\ was s in a circular groove cut in the 
base template. The circular groove provided a positive and 
uniform electrical contact, and also maintained the copper 
cylinder true as it was rotated about its axis. Rigid 
attachment of the template to the aluminium ground plane, 
5.9;\ square, was secured by sixteen equispaced screws. The 
cylinder was illuminated by a thin excitation monopole 
(height h 0.13;\ and diameter 0.0033 ;\) situated a distance 
R 0.532;\ from the axis of the cylinder. Eleven holes were 
tapped along a meridian on the cylindrical wall of the 
cylinder and plugged. The experiment was performed in a 
laboratory of about 35 x 20 x 8 metre 3 volume space. 
During the measurements the electric probe replaced each 
plug in turn. By rot ing the cylinder in 100 steps, a total 
of 11 sets of 36 samples the normal component of the 
electric intensity were obtained. A vector voltmeter 
(Hewlett Packard 8405A) splayed the magnitude and phase of 
each sample relative to a constant reference signal. 
Averaging each set of samples by Simpson's quadrature rule 
gave the distribution of the zeroth harmonic of the electric 
intensity normal to the cylindrical wall. 
The accuracy the experimental results is influenced 
by the physical sizes of the electric probe and ground plane, 
the positioning of the electric probes, the rotation of the 
cylinder in 100 steps, the accuracy of the voltmeter readings, 
the averaging process over each set of 36 samples, ru~d the 
ref ctions from the surroundings. Table IV.1 shows 
estimates the errors due to these identified sources of 
experimental errors. The error due to the ground plane 
) 
157 
(5.9x5.9"A square) has no~ been assessed, but it is expected to 
be small because of the averaging ocess over each set of 
samples. Fig. IV.5 shows the variation of the measured 
electric intensity on the thick monopole as it was rotated a 
full circle. Since the measured electric intensity varies 
smoothly with respect to 0 < cp < 2n (see Fig. IV.5), the 
error due to the averaging process has been estimated by 
applying the averaging process to a known function, which has 
the same "order!! of variation as the electric intensity. For 
the sine function, sin (~), 0 < cp < t error has been 
found to be less than '0.5%. Lastly, the error due to the 
reflections from the surroundings has been obtained by 
repeating the measurements with the ground plane placed 
various positions and orientations the laboratory. 
Table IV.1 shows that the dominant source of error comes 
from the reflections from the surroundings. Note that the 
errors are sufficiently small so that "smal error" analysis 
(Menzel, 1960, Sect. 2.12, 2.13, 2.14) can be used to obtain 
error bars for the measured, averag 
the electric intensity. 
normal component of 
158 
Table IV.1: Estimates of experimental errors. 
Note: Percentage figures are computed with 
reference to the maximum magnitude of the s le 
signal. 
Source of error 
Physical ze of 
electric probe 
Physical size of 
ground plane 
Position of obe 
along cylinder wall 
Rot ion 
cylinder in 100 
eps 
Voltmeter readings 
Reflections from 
surroundings 
Error estimates for 
individual samples 
t----------:-----------t 
Magni tude 
1.1% 
.t 1% 
.! 0·5% 
± 2% 
!.6% 
Phase 
(electrical) 
.1 0 
.50 
±1.00 
.00 
H 
a 
z 
a 
ground lane 
{ coaxial line excited in its TEM mode 
Fig. IV.1: Thick cylindrical monopole mounted on a ground 
plane and driven by a cOaxial line, which 
excit in its TEJV[ mode. 
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H 
a 
a 
Fig. IV.2: 
a 
z 
{cqp'per cyUnd 
/ thiCK monopoL 
er as 
e 
a 
-,..--
{ thin excitation I monopole 
h 
ground 
I plane 
R 
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(a) Cross-sectional view 
p 
R 
(b) T ew 
copper cylinder illuminat by a nearby 
thin exc monopole. queIlCY 
is 0.97 GHz. (A =O.3D~o5 ) 
2a 0.1,047 metre 0.3411. 
h 0.04 .metre 0.1311. 
H 0.0865 metre 0.2811. 
R 0.164 metre 0·53211. 
1 
z 
H 
a a 
-
H 
-'---
/{ thick di pole 
-.-
h 
h 
R -'---I 
I 
{Circular, frill I magnetic curr of ents 
x p 
F .3: Dipole antenna equivalent to that shown 
Fig. IV.2. 
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I 
I a 
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{ coDDer cyti nder as thick monopole 
{ measuring electric I probe {thi n exc itat ion 
~---:~..;.. / monopole 
h 
R 
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0,9732 GHz, 
tine stretcher 
pod 
\1\1\1"\1,, 50 ohm. 
sample 
signal 
I constant reference 
.. signal 
Vector voltmeter 
Hewlett Parkard <6405A 
Fig. IV.4: Apparatus for measuring surface electric 
on a thick monopole. 
ensity 
1 .0 
0.8 
0.6 
Fig. .5: Variation 
electric 
monopole 
the phase 
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the measured normal compone 
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in Figs IV.2 and IV.4. 
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of 
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Appendix V: The Field in the Parallel-Plate Region of an 
End-loaded Dipole Antenna 
The is here follows closely Bach Andersen's (1971, 
Appendix 1, Sect. A1.1) derivation of the transformed 
equations for an infinite rod which is excited by a netic: 
ring source. It has some larity with Otto's (1 ) 
tJ:'eatment of a dipole antenna radiating i'1tO an 
parallel-plate region. 
e 
V.1 The End-loaded Dipole Excited by a Mag,getic Rin&.l?ource 
Consider the perfect conducting, axially symmetric end-
loaded dipole shown in V.1. It is immers free 
space (permittivity EO and permeability ~o) is excited by 
a uniform ring of magnetic current of angular quency w, 
(V.1 ) 
where p,~,z are cyl 
exp(jwt) is suppress 
cal polar coordinates. A time factor 
throughout. Let I and II er 
to the coaxial annular regions, 
Region I: a < p < b, I z I < W; 
(V.2) 
Region II: b < P <:: d, Iz I < W; 
as shown in Fig. V.1. 
Maxwell's equations take the fo owing form for time-
harmonic fields and magnetic current sources 
= -J'WII H - Jm t-"o- -, (V. 3) 
(V.4) 
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where ~m is given by (V.1). Because of the c cular symmetry 
of the antenna and the excit on source, the only non-zero 
field components are E, and H , and (V.") and (V.4) p rp 
reduce to 
aE 
---12 _ 
az 
aH 
- -fIL az =jWE E , o P 
.1 .L (pH) 
pap rp 
) 6(z), 
(V.6) 
The source term in (V.5) gives a discontinuous E
z 
across 
common boundary of regions I and at p b. integrating 
in p from b-~ to b+~, (V.5) becomes 
lim [E (b+~) -
~--+O z 
(b-~)] 6(z). (V.s) 
When is found, (V.6) fuJ.d (V.7) can be us to give Ep and 
In the source-free regions I and II, satisfies the 
partial differential equation 
where ko 
reduces to 
= 0 
W(~ E )~. Because 
o 0 has no rp-variation (V.9) 
(V.10) 
Use of the standard separation of vari es method and the 
even symmetry of E
z 
about xy-plane, z = 0 lead to the 
general so ion, 
1 
00 
) ; (V.11) 
(p) A [H(1)(k p) B H(2)(k )] m 0 ill + ill 0 mP ' I~I > 0; (V.12) 
(V.13) 
where ~ = k~ - (ir)2; H~1) and H~2) are zeroth order Hankel 
functions; and 10 and Ko are mo fied Bessel functions 
zeroth order. Note that (V .11 ) gives an E which a~ltomat 
P 
ally sfies E (p,cp,z ±W) O. p 
The expres ons of in regions I and II written in 
full and involving different arbitrary constants are 
Region I: 
E = E£ A [H(1)(k p) + B H(2)(k p)] cos ~wTIZ 
z m 0 ill mom 
00 
(V.14) 
on II: 
E
z 
E£ C [H(1)(k p) + DmHo(2)(kmP)] cos mnz m=O mom Vi! 
00 
+ E Cm[Io(1 Ip) + DmKo(1 Ip)] cos m~z; (V.15) 
m=£+1 
k W 
where £ < -2-- < £+1. There are four sets of unknown 
TI 
con stan t s { Am }, { }, { em}' an d { D m} . 
determined from the boundary condition Ez 
B can be 
m 
o on 
of t central dipole, i.e. on p = a, Izi < W. This 
condition appli to (V. 1'-1-) gives 
H( 1) (k a) 
B o m ill < ,e ; m 
- HC2)(k a) 
o m 
10 ( I km I a) 
m > ,e. = I\0\kmla) 
surface 
(V.16) 
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Equation (V.8), which shows the to be discontinuous 
p == b, Izi < W, reduces the sets {Am}' {Cm}, 
{Dm} to one set, viz. {Cm}' st the source term. (V.S) 
is expanded a Fourier cos series appropri e the 
paralle region, i.e. 
o(z) 
00 E 
I: ~ cos mTIZ 
c::vv -W (V.17) 
where Em 1 when m == 0, and 2 when m f 0. Sub tution of 
(V.17) into (V.8) leads to relationships, 
[c -A ]H(1)(k b) + [C D -A B ]H(2)(k b) m mom ill m m mom 
m <. £; 
.1 
W ' 
m > £. 
By uti sing the Wronskians, 
1) (x) H(2) (x) 
o TIX 
(V,18) and (V.19) give 
C D = C B + jTI ~,,=-
m m m m [ H(1)(k b) +B H(2)(k b)] 1 m m 1 m ' 
C B 
m m + 
( Ik
m 
Ib), 
Ib 
I 1 ( Ikm Ib) -
m <. £; 
m > £. 
(V.1S) 
(V.19) 
(V. ) 
(V.21) 
1 
The final expres ons for field components, except 
Ep for which there is no interest, in regions I and II are 
Region I: 
= r,£ C [H(1)(k p) +B H(2)(k p)]cos(~) 
m=O mom mom W 
00 
+ r, C [I (Ik Ip) + B K (Ik Ip)] cos(mwn~) 
m=£+1 mom mom 
00 
r, 
m=£+1 
Ikm Ib I I mnz 
---w- K1( kmlb)[Io( Ikm p) + BmKo( Ikmlp)]cos(-w); 
(V.22) 
K1 ( Ikmlb)[I1(jkm(p) -BmK1 ( Ikmlp)]cos(m\~z); 
(V.23) 
Region II: 
E
z 
= r,£ C [H( 1) (k p) + B H(2) (k p) ]cos(~) 
m=O mom mom W 
cos 
(V.24) 
by util 
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2:£ € [H1(1)(k b) +B H1(2)(k b)]H1(2)(kmp)COS(~!!) . 0 m m m m vv 
m= 
[I1 ( Ikmlb) -BmK1( Ikmlb)]K1( Ikmlp)cos(m;z); 
(V.25) 
ing (V.7) to deduce H from E . 
ep z The B are given by m 
(V.16). The third and fourth series in (V.24) and (V. ) 
represent the radially outgoing waves in the case where the 
end plates in Fig. V.1 are infilnte~i.e. d tends to infinity. 
V.2 The End-loaded Dipole excited by a Magnetic Frill Source 
In this section the results from Section V.1 are used to 
derive expressions for the field in the parallel-plate region 
when the excitation source is a uniform circulat· frill of 
magnetic currents. With reference to Fig. V.2, the magnetic 
frill source is given by eqn (4.3) of chapter 4 as 
(V.26) 
By considering the frill as being made up of rings of magnetic 
current, the field components, Ez and Hep' in the parall 
plate region are related to those section V.1 by 
where E1,ring H1,ring E11,ring and H11,ring are· 
z 'cp , z cp 
respectively given by (V.22) to (V.25). For convenience the 
following terms are defined, 
U
o 
(k
m 
p) = H( 1) (k p) + B H(2) (k p) 
o m mo. m ' 
H( 1) (k p) + BmH~2) (~p), m " t; U1 (km p) == 1 m 
(V.2g) 
V (k p) 
o m 
I (Ik I p) o m + B K (Ik Ip), mom 
m > t· , (V.30) 
V1 (kmP) = 11 ( Ikm I p) B K1 ( Ik Ip), m m 
fb1 
C 
F V m db. == b m 
a 
(V. 31) 
The final form of equation (V.27) is, for a = b
o 
< P < b 1 , 
t 00 
Ez ::: tn(b
2/a) ) L: FmUo(kmP)COS(m;z) + L: FmVo(kmP)cos(m;z) 
1 {m=O m== t+1 
j'ltV 
- 8W 
(V.32) 
For the region P >b1 , Ez and H~ are given by, (from (V.28», 
-2 1 £ () (mTCz) 00 m z E = £ (b /.) l:. F U k P cos -W + l: FmVo(kmP)cos( w1t ) 
z n 1 a m=O mom m=£+1 
H 
~ 
00 
+ JL l: Vo(kmb1 ) Ko( Ikmlp) cos(mw1tZ):; W, m=£+1 5 
jzy l:£ kEm U
o
(k
m
b1 ) H1(2)(kmP) cos(mwTCZ) 8W m=O· m 
V.2.1 Surface current density 
(V. 34) 
(V.35) 
The surface current density K on the antenna surface 
-s 
which borders the parallel-plate region is obtained from 
(V.33) and (V.35) as 
on the central dipole surfacer 
(V.36) 
p H~(P'~'±W) , on the end plates. 
1 
V.2.2 Admittance 
otto (1967) showed that the admittance of a monopole 
antenna mounted on a ground plane and driven by a coaxial 
line is related to the integrals of the tangential fields in 
the coaxial aperture in the ground plane. A discussion of 
the use of Otto's (1967) admittance expression is given in 
sections 3.2 and 3.3.1 of chapter 3. The admittance 
expression is written for the present end-loaded dipole 
antenna as 
y 2n fb1 . H (p, cp,O) dp. a cp 
Substituting (V.33) into (V.37), 
+ ~~V m:~ ~ [H~2)(kmb1)Uo(~b1) - ~ t n(b1!a)] 
m 
(V.38) 
The third and last series in (V.38) are identical to 
those of Otto's (1967, eqn 39) used in computing the 
admittance for an infinite parallel-plate antenna. 
~ 
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Fig. V.1: End-loaded dipole driven by a uniform ring of 
magnetic current. 
z 
(. 
W q,=a bo=a {UnifOrm frill of 
."!" x~ magnetic current .. , ........ x 
W bi 4 b1 
( 
Fig. V.2: End-loaded dipole driven by a uniform frill of 
magnetic current. 
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Appendix VI: METHOD 1A 
Another integral equation, which has a close corres-
pondence to that of METHOD 1 chapter 3 (see eqns 3.21 and 
3.34), can be derived for the circular end-loaded dipole 
examined in chapter 4. By applying the extended boundary 
condition on t z-axis inside the dipole, equation (4.8) 
together with (4.9) and (4.10) becomes, after some 
manipulation, 
00 
B(z), Izi < H; METHOD 1A; 
(VI.1) 
Om(Z) 
= 
B(z) 
fw . aG I } - F1 (d,cp'=0,z') ----2. dz' . -W apt p'~d p=O' 
Dm(Z) {fW mnz' + k;Go) dZ't ;;::: _Wcos(-W-) p=O 
E (z) 
m 
{fW m z' 
-W cos( ~-) p I dz' } . p'=d p=O' 
where ~z the distance of the point Qz from Q1 measured 
along curve C (see Fig. 4.4); 4> is the angle which surface 
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normal vector ~ makes with the s. 
Equation (V1.1) can be solved numerically by the method 
of moments described in section 4.4 for solving equation 
(4.13) of METHOD 2A. By point-matching (V1.1) at N discrete 
points on the z-axis in the dipole, (V1.1) becomes 
B 
n 
B(z ) 
n 
Bn , n = 1,2,3, .•. ,N; 
METHOD 1A (Vl.3) 
(Vl.4) 
where Z(z,~), B(z) and ~(z) are given by (V1.2). ion 
then has the same form as (4.17) in section 4.4 so that the 
moment method for so (4.17) can be straightforwardly 
applied. 
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Appendix VII: Hollow Dipole in a Parallel-Plate Region 
The analysis here parallels Einarsson's (1966) derivation 
of an integral equation for a hollow cylindrical dipole 
driven by a delta gap source. 
Consider the hollow perfectly conducting dipole aced 
centrally in an infinite parallel plate region (width 2W) as 
shown in Fig. VII.1. Its radius and semi-height are a and H 
respectively. An applied electric field of angular frequency 
w is maintained across a circumferential slot of infinitesimal 
width at the centre of the dipole, i.e. 
(p=a, I z I < H) -6(z); (VII.1) 
where (p,~,z) are cylindrical polar coordinates. The medium 
in the parallel plate region is free space with permittivity 
l 
eo' permeability flo' and wavenumber ko w(flo eo )2 = 211;/i\. 
With reference to Fig. VII.1, regiori I refers to the 
cylindrical volume p<a, Izl < W, and region 
p>a, I z I < W. 
1S the space 
Rotational symmetry requires that the only non-vanishing 
components of the electromagnetic field are H ,E and E and 
~ p z 
that these components have no ~-variation. In the source 
free regions I and II, E
z 
satisfies the scalar 
equation 
(,,2 + k 2) 
o 
which reduces to 
1..L aE 
p ap (p apZ,) 
= 0 
== 0, 
lmholtz 
(VII.2) 
(VII.3) 
because E
z 
has no ~-variation. Use of the standard 
separation of variables method and the even symmetryof Ez 
about the xy-plane (z=O) leads to the following general 
solution to eqn (VII.3), 
00 
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E = ~ E (p) cos Cm;Z) , 
z m=O m 
Iz\ < Wi (VII.4) 
Em(p) = A H(1)(k p) + B H(2)(k p) Ik I > O· 
mo m mo m' m ' 
(VII.5) 
(VII.6) 
where k
m
2 
Hankel functions; and Ioand Ko are zeroth order 
modified Bessel functions of the f st and second kind 
respectively. 
In region I the field is finite so· that Bm 
o in (VII.6). Therefore 
00 
+ ~ A I (Ik Ip)cos(m;z); 
m=£+1 mom 
(VII.7) 
kW 
where £ < ~ < £+1, J 0 is a zeroth order Bessel function, and 
the superscript I denotes region I. It 
write (VII.7) as 
I E (p,z) = 
z 
em (a), = Am J 0 (kma) , 
Am IoC Ikmla), 
m <. £; 
m > £. 
convenient to 
(VII.S) 
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An examination of equation (VII.7) or (VII.8) shows that 
Cm(a) the mth expansion coefficient of E;(a,z) in a Fourier 
cosine series, i.e. 
I E (a,z) 
z \z\ < W (VII.10) 
(a,z) coS(m~Z)dZ (VII.11) 
where Em is the Neumann factor. The magnetic intensity is 
obtained from (VII.7) and Maxwell's equations, such that 
cos (m-r) 
(VII.12) 
region II, the field has to sfy the radiation 
condition infinity so that Am = ° in both (VII.5) and 
(VII.6). Following the procedure. from equations (VII.7) to 
(VII.12), the expressions are 
II Eoz. (p, z) 
+ (VII.13) 
II Hf (p, z) 
(VII.14) 
where the continuity of E across the cylindrical surface 
z 
a, Izl < W, i.e. E!(a-O,z) = E;I(z+O,z) been used. 
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The total current I(z) on hollow dipo given by 
I(z) = [HII(a+O,z) - HI(a-O,z)] , Izl < H (VII.15) 
<p <p 
where HII(a+O,z) and HI(a-O,z) are obtained from (VII.14) and 
<p <p 
(VII.12) re ecti vely. Acro ss the cylindrical ace p == a, 
H < Izl < W, the magnetic intensity is continuous, i.e. 
I II) H (a-O,z)= H (a+O,z , 
<p <p 
H < Izi < W. (VII.16) 
Substituting (VII.12) and ( 
H~I, respectively, gives 
.14) into ( .16) for HI and 
<p 
00 Cm(a) cos(~) 
m=~+1 al k
m
l2 IoC Ikmla)KoC \kmla) 
Since (a,z) = -o(z) when Izi < Hand 
0, H<lzl<W. 
(VII.17) 
unknown when 
H < I z I < W, t he co 
equation (VII.11) as 
i ents Cm(a) can be obtained from 
Cm(a) = ~: j- 1 + 2 S: Ez(a,z) cos(m;z) dzt • 
Equation (VII.17) then becomes 
:IN f E (a,(,) H z 
m z m ... ~ £ j2Em cos~ ~ )cos( ~4) • L: 2 --r-( 2"'"")~~--~-m=O nak H (k a)J (k a) 
mom 0 m 
( .18) 
00 Em cos(~) 
m~~+1 al kml2J o( Ikmla)Ko( Ikmla) 
H<lzl<w (VII.19) 
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which is an integral equation for Ez(a,z), R < Izl < W. An 
undesirable feature of this integral equation is the slowly 
converging series on both sides of the equation (see VII.19), 
i.e. the terms .decrease as m-2 . A suggested series of basis 
functions for expanding Ez(a,z) is 
N W-iH-R n-i E (a,z) == ~ An ( W-R ) ; 
z n=O 
(VII.20) 
where the An are unknown expansion coefficients and N is a 
finite positive integer. Expansion (VII.20) satisfies the 
electromagnetic edge conditions at the dipole ends (Jones, 
1964, Sect. 9.2) at z ±R±O. After substituting (VII.20) 
in (VII.19), for (a,C), the integral in (VII.19) can be 
carried out terms of Fresnel integrals (Abramowitz and 
Stegun, 1965, Sect. 7.3). 
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z 
Il 
perfectly conduct-
ing plane 
W H I II 
+ 0 ... 
a a 
W H 
II perfectly c onduct-
lng plane 
Fig. VII.1: Hollow cylindrical dipole fed by a delta gap 
source and situated centrally between two 
perfectly conducting infinite parallel plates. 
a dipole radius 
H dipole semi-height 
2W separation between the plates. 
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