Implementing a single qubit unitary is often hampered by imperfect control. Systematic amplitude errors , caused by incorrect duration or strength of a pulse, are an especially common problem. But a sequence of imperfect pulses can provide a better implementation of a desired operation, as compared to a single primitive pulse. We find optimal pulse sequences consisting of L primitive π or 2π rotations that suppress such errors to arbitrary order O( n ) on arbitrary initial states. Optimality is demonstrated by proving an L = O(n) lower bound and saturating it with L = 2n solutions. Closed-form solutions for arbitrary rotation angles are given for n = 1, 2, 3, 4. Perturbative solutions for any n are proven for small angles, while arbitrary angle solutions are obtained by analytic continuation up to n = 12. The derivation proceeds by a novel algebraic and non-recursive approach, in which finding amplitude error correcting sequences can be reduced to solving polynomial equations.
I. INTRODUCTION
Quantum computers are poised to solve a class of technologically relevant problems intractable on classical machines [1] , but scalable implementations managing a useful number of qubits are directly impeded by two general classes of errors [2] . On one hand, unwanted system-bath interactions in open quantum systems lead to decoherence and, on the other, imperfect controls for addressing and manipulating qubit states result in cumulative errors that eventually render large computations useless.
Systematic amplitude errors, the consistent over-or under-rotation of a single-qubit unitary operation by a small factor , are one common control fault. The discovery of a protocol for the complete and efficient suppression of these errors would greatly advance the field of quantum control with applications as far ranging as implementing fault-tolerant quantum computation and improving nuclear magnetic resonance spectra acquisition. Due to the broad scope of systematic amplitude errors, this problem has been attacked repeatedly by a variety of methods with varying degrees of success [3] [4] [5] [6] [7] [8] .
A concept common to most approaches is the composite pulse sequence, in which some number of L carefully chosen erroneous primitive unitary operations, or pulses, are applied successively such that a target ideal rotation is approximated to some order n with an exponentially reduced error O( n+1 ). In the realm of quantum computation, the criteria for useful pulse sequences are stringent: (1) For each order n, a procedure for constructing a pulse sequence correcting to that order is known. (2) This construction gives sequence lengths L that scale efficiently with n, that is L = O(n k ) with k as small as possible. (3) Sequences should be 'fully-compensating' or 'Class A' [4] , meaning they operate successfully on arbitrary and unknown states (in contrast to 'Class B' sequences that only operate successfully on select initial states). (4) Although finite sets of universal quantum gates exist [1] , ideally sequences should be capable of implementing arbitrary rotations so that quantum algorithms can be simplified conceptually and practically.
One finds that there are currently no sequences satisfying all four of these criteria and suppressing systematic amplitude errors. In the literature, SCROFULOUS [9] , PB 1 , BB 1 [10] satisfy criteria (3) and (4) but offer corrections only up to order n = 2. Unfortunately, generalizations of these to arbitrary n and come with prohibitively long sequence lengths, so that criterion (2) ends up unsatisfied. Typically, a sequence correct to order n + 1 is recursively constructed from those at order n, resulting in an inefficient sequence length L = 2 O(n) [5] , although numerical studies suggest that efficient sequences with L = O(n 3.09 ) exist [5] . To date, other classes of systematic control errors [11] [12] [13] do not fare better.
There are some provable successes in efficient pulse sequences, though. However, to find them, one must relax criterion (4) that requires arbitrary rotations. For example, if one restricts attention to correcting π rotations in the presence of amplitude errors, Jones proved the impressive result that sequences with L = O(n 1.47 ) [3, 7] are possible. Uhrig efficiently implements the identity operator in the presence of dephasing errors with L = O(n) [14] . If we also relax the criterion (3) and settle for specialized Class B sequences that take |0 to |1 (those we call inverting sequences), Vitanov has found efficient narrowband sequences for amplitude errors also with L = O(n) [15] . Notably, both Uhrig's and Vitanov's results were achieved via algebraic, non-recursive processes. In fact, as we show, a more generalized algebraic approach in the amplitude error case can reinstate the crucial criteria (3) and (4), while maintaining Vitanov's efficient length scaling.
Our main result is exactly such an algebraic generalization, a non-recursive formalism for systematic amplitude errors. With this, we prove a lower bound of L = O(n) for Class A sequences comprised of either primitive π or 2π rotations, then constructively saturate this bound to a constant factor with L = 2n (plus a single initializing rotation). The improvement of these new sequences over prior state-of-the-art is illustrated in Table I . We derive optimal closed-form solutions up to n = 4 for arbitrary target angles, and perturbative solutions for any n, valid for small target angles. We then analytically continue these perturbative solutions arbitrary angles up to n = 12. Since any random or uncorrected systematic errors in the primitive pulses accumulate linearly with sequence length, optimally short sequences such as ours minimize the effect of such errors.
We define the problem statement for amplitude-error correcting pulse sequences mathematically in Section II, leading, in Section III, to a set of constraint equations that such pulse sequences must satisfy, which is then solved in Section IV by three approaches: analytical, perturbative, and numerical. The analytical method is interesting as it gives closed form solutions for low order sequences in a systematic fashion. The perturbative method relies on invertibility of the Jacobian of the constraints and is used for proving the existence of solutions for select target angles. The numerical method is the most straightforward and practical for higher orders, giving optimally short pulse sequences for correction orders up to n = 12. Section V then presents several generalizations of our results, including discussions on narrowband toggling, nonlinear amplitude errors, random errors, and simultaneous correction of off-resonance errors. Finally, we point out differences and similarities between our sequences and existing art in Section VI, and conclude in Section VII.
II. PULSE SEQUENCES
A single qubit rotation of target angle θ T about the axis n is the unitary R n [θ T ] = exp (−iθ T ( n · σ)/2), where σ = (X,Ŷ ,Ẑ) is the vector of Pauli operators. Without affecting the asymptotic efficiency of our sequences, Euler angles allow us to choose n z = 0, and consequently we define R ϕ [θ T ] = exp (−iθ Tσϕ /2) for σ ϕ =X cos ϕ +Ŷ sin ϕ. However, we only have access to imperfect rotations
With these primitive elements, we construct a pulse sequence S consisting of L faulty pulses:
Denote by ϕ the vector of phase angles (ϕ 1 , ϕ 2 , . . . , ϕ L ), which are our free parameters. Leaving each amplitude θ j as a free parameter (e.g. SCROFULOUS [9] ) may help reduce sequence length, but we find that a fixed value θ j = θ 0 leads to the most compelling results.
The goal is to implement a target rotation R ϕ0 [θ T ] (or, without loss of generality, R 0 [θ T ] by the replacement ϕ j → ϕ j − ϕ 0 ) including the correct global phase, with a small error. The trace distance [1] 
is a natural metric for defining errors between two operatorsÛ ,V [5] . We demand that the pulse sequence implements
so that the corrected rotation
has trace distance with the same small leading error
over a very wide range of due to its first n derivatives vanishing and so has broadband characteristics [2] .
For completeness, we mention other error quantifiers. First, is the fidelity F (Û ,V ) = ÛV † , which is not truly a distance metric, but can be easier to compute
, which is a commonly used quantifier [2, 7] . Finally, for the specialized Class B sequences called inverting sequences the transition probability | 1|Û |0 | 2 is a viable quantity for comparison [15] .
III. CONSTRAINT EQUATIONS
We now proceed to derive a set of equations, or constraints, on the phase angles ϕ that will yield broadband correction. We begin very generally in the first subsection by assuming just θ j = θ 0 as mentioned before, but then we specialize in the subsequent two subsections to the case θ 0 = 2π and the case of symmetric sequences, both of which greatly enhance tractability of the problem.
A. Equal amplitude base pulses
To begin, we obtain an algebraic expression for S by a direct expansion of a length L sequence. Defining
where indices in the matrix product ascend from left to right,
n ≤ 3(4), closed-form n ≤ 12, analytic continuation n > 12, conjectured ToPn 2n arbitrary n, perturbative to work with so by applying the Pauli matrix identity
we obtain a more useful expression as functions of the phase angles ϕ j :
By defining the terminal case Φ 
(8) Second, the complex coefficients of x 0 , x 1 , . . . , x n are matched, giving 2(n + 1) complex equations linear in the phase sums Φ j L ( ϕ), or |B n,L | = 4(n + 1) real constraints. However, these constraints B n,L are intractable to direct solution, and a simplifying assumption is necessary. It should be reasonable to suspect that the small rotation R 0 [− θ T ] can be generated by small pure error terms R ϕ [ θ 0 ]. We will therefore set θ 0 = 2π [5] . Note that θ 0 = π is also a tractable case but is related to the 2π-pulse case by phase toggling and so need not be considered separately. We give more detail on toggling in Section V.
B. Assuming base pulses of θ0 = 2π
We now enumerate several key results, due simply to imposing θ 0 = 2π, that apply to all order n, length L, 2π-pulse sequences. First, Eq. (8) 
by summing its even and odd parts, justified by noting
hence x occurs only in even (odd) powers for j even (odd). By matching coefficients of powers of x, this represents 2(n + 1) real constraints. Second, the x 0 terms in Eq. (9) match if and only if L is even. Assuming this, 2n constraints remain. Third, we arrive at our most important result by transforming Eq. (9) with the substitution x → i tanh −1 (y). This eliminates trigonometric and exponential functions from Eq. (9), and (assuming L is even) leaves
Upon rearrangement, this is a generating equation for values that the phase sums Φ
are, in fact, real polynomials in γ of degree j which generalize those of Mittag-Leffler [17] . We can now write
Eq. (11) is, in our opinion, the simplest and most useful representation of the non-linear (in ϕ) constraints that form the basis for our solutions. In our notation the leading error of an order n, even L, 2π-pulse sequence S 2π has a simple form,
(13) Now, we recognize the operator on the right of Eq. (13) must be unitary. Thus, if a set ϕ satisfies Eq. (11) for 0 < j < k for any even integer
n,L , the set of constraints resulting from applying θ 0 = 2π to B n,L , to consist of the n complex equations from Eq. (11) ignoring the real parts for even j.
Thus, |B 2π n,L | = 3n/2 . In fact, it is not difficult to place a lower bound on the pulse length L for a sequence correcting to order n using the framework we have so far. This is the first bound of its kind, and, given our solutions of the constraints to come in section IV, it must be tight to a constant factor. Begin the argument by way of contradiction, letting n > L. 
With what minimum L is this possible, and is it of the linear length scaling L = O(n) suggested by our lower bound?
IV. SOLVING THE CONSTRAINTS
We now satisfy the constraints B PD n,L and B AP n,L with sequences of length exactly L = 2n, using three different methods -analytical, perturbative, and numerical -and achieving the linear lower bound for 2π-pulse sequences. Our solutions are non-recursive; a lower order sequence never appears as part of an order n sequence. Table I summarizes our results labeled by PDn (APn) for the palindromes (antipalindromes), as well as "Tower of Power" (ToPn) sequences, a name inspired by their visual appearance in Fig. 1 , which are special APn sequences essential to our perturbative proof for that length-optimal arbitrary n corrections for non-trivial γ exist.
Subsections IV A, IV B, and IV C detail respectively the analytical, perturbative, and numerical solution methods and the corresponding results.
FIG. 1:
Pulse sequences with θ0 = 2π can be visualized with phasor diagrams as the first constraint equation, Φ
As examples, the phase angles ϕL| γ=1 = (ϕ1, ..., ϕL) are plotted tip-to-tail to scale for ToPn sequences where L = 2n and all arrows are of unit length. With ϕ chosen carefully, eg. ϕ2| γ=1 = (2π/3, −2π/3) or
, cos
, ... , higher or-
are also satisfied, thus producing rotations correct to O( n ).
A. Closed form solutions
We obtain closed-form solutions to B AP n,2n and B PD n,2n
for n ≤ 3(4), presented in Table II , by the method of Gröbner bases [18] , which we describe here. The sequences AP2, AP3, and PD4 are original whereas AP1 and PD2 recover SK1 and PB 1 of Brown et al. [5] and Wimperis [10] respectively. The key insight in solving the transcendental constraints B AP n,L and B PD n,L with γ as a free parameter is that any B n,L is equivalent to systems of multivariate polynomial equations F, for which powerful algorithmic methods of solution are known. This equivalence can be seen by introducing the Weierstrass substitution tan(ϕ k /2) = t k . Any F with variables t 1 , ..., t n ∈ C that has a finite number of zeroes is zero-dimensional and has solutions that can always be represented in the form of a regular chain, that is, a finite triangular system of polynomials {h 1 (t 1 ), h 2 (t 1 , t 2 ), · · · , h n (t 1 , ..., t n )} obtained by taking appropriate linear combinations of elements of F. Regular chains are easy to solve as the first equation h 1 is a univariate polynomial in t 1 whose zeroes can then be substituted into h 2 , thus converting it into a univariate polynomial in t 2 . Through recursive substitution, all t k can obtained in a straightforward manner.
Divining these appropriate linear combinations appears to be a formidable task, but surprisingly, they can be deterministically computed by applying algorithms such as Buchberger's algorithm [19] for computing the Gröbner basis [18] G of F. The basis G is another system of polynomial equations that shares the same zeroes as F, in addition to certain desirable algebraic properties. For example, G can readily decide the existence, number of, and location of complex zeroes [20] , and by choosing a lexicographic term order, G is itself a regular chain [18] . The algorithm generalizes Gaussian elimination for systems of linear equations and finding the Sequence n Phase angle solutions ϕ k = 2 tan
, where signs of t 2,3 chosen to satisfy 0 = t1 s1
TABLE II: Closed-form solutions of phase angles ϕ k = 2 tan −1 (t k ) for pulse sequences correcting to order O( n ) represented as regular chains, computed by the method of Gröbner bases [18] . Since h(t1) = 0 is a univariate polynomial of degree ≤ 4 in t 2 1 , it can be solved in closed form. The other t k are obtained directly by substitution. NS2 generalizes AP2 and PD2 with one free parameter t4 which should be fixed before solving.
greatest common divisor of univariate polynomial equations to systems multivariate polynomial equations: the reader is referred to excellent resources for more information [18, 21, 22] . In the Appendix, we also present a brief overview of Gröbner bases and Buchberger's algorithm for calculating them, including hand-worked examples for AP1 and PD2, the results of which are part of Table II .
The regular chains for the remaining sequences AP2, AP3, and PD4 solved in Table II can be computed by optimized variants of Buchberger's algorithm [18] in Mathematica. In each case, closed-form is achieved since h(t 1 ) is a univariate polynomial of at most quartic degree in t 2 1 , and the remaining variables t 2,..,n are then given as functions of only t 1 . Only the real solutions, which exist for |γ| ≤ 2 n/2 + 2, are physically meaningful. The utility of Gröbner bases for short sequences is clear as is it highly unlikely that these solutions could have been arrived at by hand.
As a curiosity, we also present in Table II a closed-form  solution for B   2π 2,4 , where no symmetry has been applied to the four pulse sequence, denoted NS2. NS2 has one free parameter in the phase angles, which we arbitrarily choose to be t 4 . By fixing t 4 and solving for the remaining phase angles, one finds that NS2 continuously deforms between PD2 and AP2 and hence generalizes them.
Could one solve B 2π n,2n for arbitrary n by this method? Any arbitrary system of multivariate polynomials is guaranteed to have a Gröbner basis that can always computed in a finite number of steps by Buchberger's algorithm [19] . Thus, complex solutions to zero-dimensional B 2π n,2n with the same number of equations as free parameters ϕ k can always be found by this method in principle. However, the worst-case time complexity of computing G for a system of n variables and total degree d scales as O(d 2 n ) [23] and rapidly becomes infeasible. Of greater concern, there is no guarantee that such solutions are real, representing physical phases φ k .
We now prove that there exists real solutions to B 2π n,2n
over a continuous range of γ for arbitrary n, and show how this leads to an efficient constructive procedure for computing arbitrary angle sequences.
B. Perturbative solutions
We may solve B AP n,2n and B PD n,2n perturbatively. A wellknown theorem of square Jacobian matrices states that any arbitrary function H( ϕ) : R n → R n is locally invertible, or analytical, in the neighbourhood about some point ϕ 0 if and only if the determinant det (J) of its Jacobian matrix J jk = ∂ ϕ k H j | ϕ= ϕ0 is non-zero. Thus, setting H = B n,L , this theorem says that one may always construct a perturbative expansion for ϕ over a continuous range γ about γ 0 given a valid starting point ( ϕ 0 , γ 0 ) satisfying B n,L if and only if det J = 0. So long as the Jacobian remains non-zero, one may extend such a solution beyond its neighbourhood by analytic continuation.
However, for arbitrary n, what are these valid initial points ( ϕ 0 , γ 0 )? As we do not a priori know of solutions to B n,L for arbitrary γ, such points must be found at some γ where the problem simplifies. Even then, the problem is non-trivial: for example, imposing phase angle symmetries forces ϕ k = m π 2 , m ∈ Z at γ = 0, but one can readily verify that many such solutions of this form to Eq. 11 suffer from det J = 0. Using the closedform solutions in Table II , one finds at γ = 0 that while the Jacobian of the PD2, 4 sequences is zero, the AP1, 3 sequences each have a solution with non-zero Jacobian wherein ϕ k = π/2, for k ≤ n. We now prove that this generalizes to arbitrary n, resulting in the special class of ToPn antipalindrome sequences with initial values
for b = 0, 1, . . . n/2 . Hence, non-trivial real solutions to B 2π n,2n exist for arbitrary n.
ToPn is analytical at γ = 0 ∀n
We first transform the function mapping for ToPn:
This does not affect the magnitude of its Jacobian
for odd j due to antipalindromic symmetry, while for even j the real part of Eq. 11 is automatically satisfied due to unitarity (see Eq. 13). 
since you may take any number of southerly steps r. If your first move is not restricted, the number of paths is
. This is an extension of the path counting problem, in which we may begin our walk to (j, k) from any leftmost location. Therefore,
Now notice that the determinant of J n does not depend upon the leftmost column. Since J n jk = J j1 W 0k + · · · + J 11 W jk and J 11 = −2 = 0 we can always subtract multiples of rows of J n to obtain −2D n . Thus,
We have reduced the problem to finding the determinant of D n . We claim that D n has LU-decomposition
This means that D n jk is the binomial transform of the Chebyshev triangle U n hk . This is proved by looking at the generating functions of D n and U n , namely
These are related by D(y, z) = 
n 2 n(n+1)/2 = 0. This concludes the proof that ToPn sequences exist for a continuous range of small target
angles γ within the neighbourhood of γ 0 all n.
C. Numerical solutions
Our demonstrations of real, arbitrary angle (γ) solutions for small order (n) and real, arbitrary order solutions for a continuous range of small angles inspires confidence that real solutions for larger γ at arbitrary n can always be found. Although proving this notion is difficult, the zeroth-order analytically continuable solutions provide, in principle, a means of obtaining arbitrary γ, arbitrary n sequences that are exponentially more efficient than a brute force search for solutions to Eq. (11). As long as a sequence for some γ has a non-zero Jacobian, its phase angles may be continuously deformed into another solution to Eq. (11) in the neighbourhood of γ.
We present the results of this procedure for ToPn and PDn to obtain real optimal length solutions over γ ∈ [0, 2], and provide for the convenience of the reader some solutions derived in this manner at common values of γ = {1, Table. III. We provide details of the continuations for ToPn and PDn in subsections IV C 1 and IV C 2. We know more exotic solutions exist, too, and in section IV C 3 we provide the results of brute force numerical solutions to Eq. (11).
Analytic continuation of ToPn
We plot the Jacobian of ToPn solutions obtained by analytic continuation as a function of target angle γ in Fig. 2 . The zeroth-order ToPn solutions in Eq. 15 can be continued from γ = 0 to arbitrary γ, up to n = 7 as J is non-zero over the range γ ∈ [0, 2]. For 8 ≤ n ≤ 10 analytic continuation from γ = 2 is required as well to cover the full range of γ as J = 0 at small γ as seen in Fig. 2 (inset) . For 11 ≤ n, we appear to encounter some difficulty as J = 0 near γ = 0, 2. However, inspecting Fig. 1 suggests that an order n + 1 sequence at γ = 1 is in some sense approximated by appending to order n sequence the phase angle ϕ n+1 = π/2, or ϕ
• (π/2). This approximation is qualified by observing the monotonic decrease of the leading error |f n+1 2n − Φ n+1 2n | from Eq. 13 for ToPn sequences at γ = 1. Thus, in the limit where n → ∞, ϕ ToP n is a good initial guess for numerically finding the γ = 1 ToP(n + 1) root to B AP n,2n . In this manner, we obtain the necessary zeroorder solutions for continuation over all γ.
Analytic continuation of PDn
We would like to find for PDn a set of initial points ( ϕ 0 , γ 0 ) that are suitable for analytic continuation. These are provided by inspecting the PD2, 4 closed from solutions at γ = 2 which are of the form ϕ PD n = 2π n+1 (1, −1, 2, −2, ..., n/2, −n/2). We prove that these are arbitrary n solutions by noting the sequence
without palindrome symmetry applied is in fact the length L = n + 1 Class-B [4] sequence reported by Vitanov [15] that is optimal in the sense that for all odd j < L, Φ j L ( ϕ) = 0 is satisfied. Thus by applying palindrome symmetry and dropping the zeroth pulses, a length L = 2n, γ = 2 Class-A sequence is obtained. } up to n = 12. Sequences with the same subscript are related by analytic continuation, and are sorted by their leading error κ at γ = We conjecture that ϕ PD n is contained in the more general class of γ = 2 solutions ϕ PD n,m γ=2 = 2mπ n + 1 (1, −1, 2, −2, ..., n/2, −n/2), (22) where (n + 1, m) are coprime. Arbitrary angle solutions to PDn, such as in Fig. 3 , may be obtained by continuation from the ϕ PD n,m γ=2
. Unlike the ToPn sequences, the Jacobian plotted in Fig. 3 (inset) for instances of ϕ PD n,n/2 is non-zero over the entire range of γ up to n = 12.
Brute-force numerical search
Another solution method is a direct numerical search for all possible real solutions to Eq. (11) for a given γ. This is by far the least efficient approach, but allows one to obtain other classes of sequences that are not contained in ϕ ToP n and ϕ PD n,m . Searching up to n = 8 suggests that, after palindrome or antipalindrome symmetry has been applied, for every value of γ, 2 n/2 distinct real sequences exist. These sequences may also be analytically continued, and we provide in Table III their phase angles at γ = {1, } with which the interested reader may use to do so. In the table, we also provide a measure of the leading order error of each sequence κ, where κ is defined such that, if the leading error from Eq. (13) is considered a small rotation, its amplitude is (κ θ 0 /2) n+1 .
V. FURTHER EXTENSIONS
Some generalizations of the above results are possible. First, the sequence duration Lθ 0 /2π may be halved by considering θ 0 = π sequences, with a significant decrease in the trace distance E from an ideal rotation as demonstrated in Fig. 4 . This leads to similar Eqs. (9-13), but with replacements Φ
Second, while all 2π-pulse sequences are passband [10] , broadband π-pulse sequences BBn with phase angles ψ can be obtained from palindrome sequences PDn with phase angles ϕ through the "toggling" transformation
h ϕ h . Narrowband π-pulse sequences are obtained simply by using the original phase angles ϕ.
Third, nonlinear systematic amplitude error suppression is also possible. Say the erroneous rotations making up sequence S were instead M ϕ [θ 0 ] = R ϕ [θ 0 + E(θ 0 )] for any function E with E(θ 0 ) = 0. Then, the normalization x ≡ 1 2 E(θ 0 ) and γ ≡ E(θ T )/E(θ 0 ) preserves Eqs. (8) (9) (10) (11) (12) (13) . Therefore, our pulse sequences correct nonlinear errors to O( n ), assuming the ratio E(θ T )/E(θ 0 ) is known. Real applications involve additional systematic and random errors, assumed to be small, in both system , and that the number of 2π imperfect rotations = nθ0/π given n is dramatically shorter than prior work by Brown et al. [5] . The inset demonstrates the effects of experimental imprecisions by plotting E for a population of BB4 sequences subject to combined Gaussian distributed amplitude and phase errors with zero mean and standard deviation σ = 10 −3,−6,−9 from top.
and control. Examples of such include phase errors in ϕ as well as off-resonance errors [2] . These contribute to the primitive pulse M ϕ [θ] a small effective rotation R n [O(δ)], |δ| 1, about some arbitrary axis n. Note that interchanging the order
only changes the rotation axis. Including uncorrected errors, our sequences become
Hence, the amplitude error suppression property of a pulse sequence is preserved, whilst amplifying other sources of error to LO(δ). If δ is purely random with variance σ 2 , this imposes a practical limit on the order n of error suppression √ LO(σ) ∼ O( n ), beyond which no decrease in pulse error is obtainable. This further implies that our sequences can be implemented even with significant experimental imprecision, which correspond to at most linearly accumulating errors that simply level off at small , as illustrated in Fig. 4 (inset) . Thus, in general, efficient sequences amplify uncorrected sources of error by at most L = poly(n).
Since amplitude error suppression to order n is only effective when other errors are small |δ| ∼ | | n , the simultaneous suppression of multiple sources of systematic errors is highly desirable. This can often be achieved by sequence concatenation [2, 24] . For example, let AMn = L k=1 M ϕ k [θ k ] denote any sequence that suppresses systematic amplitude errors to order n. Noting that a θ = 2π rotation is already robust to off-resonance errors [24] , replacing each θ = 2π pulse in AMn by a CORPSE sequence [9] results in a concatenated sequence suppressing off-resonance errors to first order and amplitude errors to order n. This follows from the observation that the CORPSE sequence approximating
for some axis n, where δ is the order of the off-resonance error [24] . This property is special to CORPSE, because the decomposition into M ϕ T [θ T ] times a small error will not generally occur.
VI. COMPARISON WITH PRIOR ART
There are very few sequences in the literature that allow for corrected arbitrary angle rotations (criterion (4) from our introduction). The classic examples SCROFU-LOUS [9] and the PB sequences [10] are only correct to n = 1, 2 respectively. The work of Brown et. al. [5] report sequences SKn for arbitrary n, but with a length scaling of L = O(n 3 ). Thus, for any given n, the class of optimal L = 2n sequences PDn, APn correct to same order as SKn, but with significantly fewer pulses, as seen by comparing their trace errors in Fig. 4 with those of Brown [5] .
Therefore, for a more comprehensive comparison with prior art, we limit ourselves to inverting sequences so that θ 0 = θ T = π and the initial state is always |0 . This corresponds to toggled sequences for γ = 1 in Table. III, and corresponds to relaxing criteria (3) and (4) from our introduction. For consistency of notion, the pulse length L will now include the zeroth pulse.
First, we note that the leading arbitrary accuracy θ T = π Class A sequences in the literature are derived by recursive nesting [8] : Given some order n b base sequence comprised of L b π pulses, one performs a nesting procedure [7] k times to obtain an order n = (n b + 1) [10] with L b = 5, n b = 2 is often used as the base sequence, resulting in the F r class of length L = 5 r , order n = 3 r − 1 sequences [8] , with a asymptotic scaling of L = O(n 1.47 ), slightly worse than that of the L = 2n + 1 of BBn sequences reported here. Furthermore, our BBn sequences at γ = 1 can themselves be nested after rearranging in the toggled θ 0 = 2π frame such that the zeroth pulse is in the middle,
For example, if BB12 is used as the base sequence, L = O(n 1.25 ) is achieved. In the limit of large
Unlike Class A sequences, Class B sequences are less interesting from the context of quantum computing as they require specific initial states. The trace error metric is inapplicable, but one can nevertheless plot the transition probability | 1|U T |0 | 2 as a function of
Comparison of the transition probability p = | 1| UT |0 | 2 with amplitude error between a variety of L = 9 (blue) and L = 25 (red) pulse sequences implementing π rotations. Solid(dashed) lines represent Class A(B) sequences. Included are the BB4, 12 of this work, V8,24 (Eq. 21), ∆2 [25] , C9 [26] , F2 [8] and S2 [3] . In the inset, 1 − p is plotted on a logarithmic scale.
for θ T = π rotations acting on the ground state as in Fig. 5 . As our highest order closed-form sequence BB4 specialized to θ T = π has L = 9, we perform a comparison with L = 9 inverting sequences in the literature: V 8 by Vitanov [15] , ∆ 2 = π 6 (0, 3, 0, 4, 7, 4, 0, 3, 0) by Shaka et. al [25] and C 9 = π 12 (0, 1, 12, 11, 18, 11, 12, 1, 0) by Cho et. al [26] . Other than ours, there do not appear to be any L = 9 Class A sequences. We also include a few L = 25 sequences: the Class A BB12 and F 2 [8, 10] , and the inverting sequences V 24 and S 2 = π 3 (0, 0, 2, 1, 2, 0, 0, 2, 1, 2, 2, 2, 4, 3, 4, 1, 1, 3, 2, 3, 2, 2, 4, 3, 4) [3] . In this notation, θ 0 = π and, for example, C 9 is implemented by M 0 M π 12 M π · · · . We see that even against the specialized inverting sequences of similar length, BBn compares favorably. At the 10 −4 quantum error threshold, the width of BBn about = 0 is only outperformed by the optimal inverting sequences V n [15] .
VII. CONCLUSION
The study of pulse sequences is a broad discipline, covering many different pulse shapes, error models, and computational methods, and we have dealt here with only a small of this breadth. However, our algebraic approach to amplitude errors provides a major characterization of this important and ubiquitous case. The constraints in Eq. (14) are both necessary and sufficient for any 2π-pulse sequence of length L correcting to order n. Using these constraints we were able to find sequences in closed form beyond any order previously known analytically. From our 2π-pulse passband sequences, we also demonstrated that it is simple to obtain π-pulse broadband and π-pulse narrowband sequences of the same optimal length.
In the introduction, we proposed four criteria for a pulse sequence to be useful to quantum computation: (1) It exists at all orders of correction n. (2) It has efficient length L = O(poly(n)). (3) It can operate as intended on any initial state. (4) It exists for all target rotations. We can evaluate our results with respect to these criteria. We proved that our ToPn and PDn sequences satisfy (1), (2) , and (3) and provided evidence that (4) holds for them as well by studying the Jacobian of the phase sums and proving that ToPn solutions do indeed exist for a range of target rotations around the identity. At the same time, our numerical results indicate that conditions (2), (3), and (4) hold up to order n = 12 with L = 2n. This is a strong start to a complete proof that all four criteria are satisfiable for amplitude error correcting sequences.
In fact, even a weaker proof that criteria (1), (2), and (3) hold at target angles π and π/4 would be valuable, as then pulse sequences for the Hadamard and T-gate, together sufficient for universal single-qubit computation [1] , could be implemented. A very natural extension of our approach is to find constraints for sequences correcting other systematic control errors, for instance, arbitrary system drifts and offresonance errors. As an example, Uhrig's [14] algebraic approach to dephasing errors might also be amenable to generalization. An anticipated problem in these other cases might be the non-polynomial nature of such constraint equations, meaning more difficult analytic and numeric methods might be needed to find solutions.
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Appendix: Gröbner Bases and Buchberger's Algorithm
As the method of Gröbner bases is likely not wellknown to expected readers, we believe that a demonstration of deriving the bases for AP1 and PD2 would be instructive. Generalization to AP3, PD4 is straightforward, but more computationally intensive. To begin, we use a definition of the Gröbner basis that facilitates its computation [19] : Definition 1. Given a term order, a set G is a Gröbner basis if and only if for all f, g ∈ G the S-polynomial SPOL(f, g) by repeated reduction with respect to G can be brought to zero. In what follows, we apply the Weierstrass substitution tan(ϕ k /2) = t k to B n,L , rearrange to obtain a polynomial system W n,L , and use the lexicographic monomial ordering t 1 ≺ lex t 2 ≺ lex · · · ≺ lex t n [18] in computing a Gröbner basis. 
