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Abstract
Let G be a simple undirected graph (no loops, no multiple edges) on n vertices. LetSn be the set of real
symmetric matrices of order n. A matrix A = (ai,j ) ∈Sn is said to be a matrix on G if ai,j = 0 whenever
i /= j and the vertices i, j of G are not joined by an edge of G. We recall that if F is a skew-symmetric
operator onSn, then the solution A(t) of
dA
dt = [A,F(A)]
A(0) = A0 ∈Sn
}
maintains the spectrum of A0. The matrix A ∈Sn is said to be centrosymmetric if JAJ = A, where J is the
matrix with ones on the secondary diagonal and zeros elsewhere. Centrosymmetric matrices are symmetric
about the secondary diagonal. Centrosymmetric matrices appear in fields such as finite element analysis. We
construct an isospectral flow on a graph G, with the property that if A0 is centrosymmetric, so is A(t), and
discuss the limit of A(t) as t → ∞.
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1. Introduction
LetMn denote the set of real square matrices of order n, andSn denote the subset of symmetric
matrices. If A,B ∈Mn, we denote the Lie bracket of A,B by
[A,B] = AB − BA. (1)
We recall a basic result from [7].
Theorem 1. Let B(t) ∈Mn be a skew symmetric matrix defined on −∞ < t < ∞ : (B(t))T =
−B(t). Let U(t) be the solution of
dU
dt
= −BU, U(0) = I (2)
then (i) U(t) is orthogonal for −∞ < t < ∞. Let A(t) be the solution of
dA
dt
= [A,B], A(0) = A0 ∈Sn (3)
then (ii)
A(t) = U(t)A0(U(t))T,
where U(t) is the solution of (2).
Proof. (i) ddt (UTU) = (−UTBT)U + UT(−BU) = 0.
Hence UTU = const = I .
(ii) ddt (UTAU) = (−UTBT)AU + UT(AB − BA)U + UTA(−BU) = 0.
Hence UTAU = const = A0, and A = UA0UT. 
This theorem shows that if A0 ∈Sn, then A(t) ∈Sn: A(t) is symmetric. Moreover, A(t) has
the same spectrum as A0, so that the flow (3) is an isospectral flow. If F(A) is an operator from
Mn toMn, and (F (A))T = −F(A) for A ∈Sn, then F is said to be a Toda-like operator, and
the flow (3) with B = F(A) is said to be a Toda-like flow.
We are interested in Toda-like flows that maintain other properties of A(0) in addition to its
symmetry and its spectrum, following on [6] and the references cited there. Two of the important
such properties are (i) the pattern of zero and non-zero entries ofA(0), and (ii) additional symmetry
properties, i.e., invariance under a specific orthogonal transformation.
To discuss the pattern of zero and non-zero entries in a matrix, it is convenient to use graph
theory. A graph G consists of a set of vertices in a vertex setV, connected by edges in an edge
set E. Following Tutte [8], we say that a graph is strict if it has no multiple edges or loops. It is
said to be undirected if there is no preferred direction for its edges. From now on, we use the term
graph to mean a strict undirected graph. We label its vertices 1, 2, . . . , n. Vertices i and j are
said to be adjacent or edge-connected iff (i, j) ∈ E. A matrix A ∈Sn is said to lie on the graph
G if ai,j = 0 when i /= j and vertices i and j of G are not joined by an edge, i.e., (i, j) /∈ E.
This definition says nothing about the diagonal entries ai,i , nor about whether ai,j /= 0 when the
vertices are adjacent, i.e., (i, j) ∈ E.
We now discuss some particular types of graphs, and the matrices which lie on these graphs,
taking examples that occur in Finite Element analysis.
The simplest graph is the path onn vertices; each vertex is edge-connected only to its immediate
neighbours, as shown in Fig. 1; its edge set is {(1, 2), (2, 3), . . . , (n − 1, n)}. A matrix on a path
is tridiagonal, i.e., a Jacobi matrix, having the form
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Fig. 1. A path on n vertices.
Fig. 2. Two generalised paths.
⎡
⎢⎢⎢⎢⎢⎣
∗ ∗
∗ ∗ ∗
.
.
.
∗ ∗ ∗
∗ ∗
⎤
⎥⎥⎥⎥⎥⎦
. (4)
Such graphs appear in Finite Element (FE) analysis of the vibration of strings, rods, and in-line
mass-spring systems, see [5].
A generalised path is a path with ‘floors’, and each ‘floor’ is edge-connected only to immedi-
ately neighbouring ‘floors’, as shown in Fig. 2a and b.
In Fig. 2a, each floor consists of a pair of vertices: 1, 2; 3, 4; 5, 6; 7, 8. A graph A on G2 has
the pattern of entries shown in (5a). In G3 the floors are 1; 2, 3; 4, 5, 6; 7, 8; 9, and A has the form
(5b). ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ ∗ |
∗ ∗ ∗ ∗ |
∗ ∗ ∗ ∗ | ∗ ∗
∗ ∗ ∗ ∗ | ∗ ∗
− − − − | − − − −
∗ ∗ | ∗ ∗ ∗ ∗
∗ ∗ | ∗ ∗ ∗ ∗
| ∗ ∗ ∗ ∗
| ∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(a)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(b)
. (5)
To formalise the description of such matrices, we use the concept of a staircase matrix.
Definition 1. A sequenceρ = {ρ(1), ρ(2), . . . , ρ(n)} is said to be a staircase sequence iffρ(1) 
ρ(2)  · · ·  ρ(n), and ρ(i)  i for i = 1, 2, . . . , n.
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Fig. 3. A circuit on 6 vertices.
Definition 2. The matrix A ∈Sn is said to be a ρ-staircase matrix iff, for j > i, ai,j = 0
whenever j > ρ(i).
For the Jacobi matrix (4), the ρ-sequence is ρ = {2, 3, . . . , n − 1, n, n}. For the matrices in
(5), the sequences are {4, 4, 6, 6, 8, 8, 8, 8} and {3, 6, 6, 8, 8, 8, 9, 9, 9}, respectively. Staircase
matrices appear in FE analysis of the vibration of struts, beams, etc. see [5].
The circuit on n vertices is the graph with edge set {(1, 2), (2, 3), . . . , (n − 1, n), (n, 1)} as
shown in Fig. 3.
A matrix on this graph is a Periodic Jacobi matrix as shown below, for n = 6:⎡
⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎦
.
To obtain a formal definition, we must introduce the concept of an under-staircase sequence.
Definition 3. A sequence ρ′ = {ρ′(1), ρ′(2), . . . , ρ′(n)} is said to be an under-staircase
sequence if ρ′(1)  ρ′(2)  · · · ρ′(n) and ρ′(i)  i for i = 1, 2, . . . , n.
It may be easily be verified that if A ∈ Sn is a ρ-staircase matrix, then there is a corresponding
under-staircase sequence ρ′ such that ai,j = 0 whenever i < ρ′(j). For the matrix (5b), ρ′ =
{1, 1, 1, 2, 2, 2, 4, 4, 7}.
Definition 4. Let ρ and γ be staircase sequences on {1, 2, . . . , n} such that γ (i) > ρ(i) for all
i. Let ρ′ and γ ′ be the corresponding under-staircase sequences, which will satisfy γ ′(i) < ρ′(i)
for all i. A matrix A = (ai,j ) ∈ Sn is said to be a (ρ, γ )-periodic staircase matrix if ai,j = 0
whenever ρ(i) < j < γ (i), or correspondingly γ ′(j) < i < ρ′(j); and γ ′(n)  ρ(1) and γ (1) 
ρ′(n).
For example, the matrix with the form
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6)
is a (ρ, γ )-periodic staircase matrix with
ρ = {4, 4, 6, 6, 8, 8, 8, 8}, γ = {6, 7, 8, 9, 9, 9, 9, 9}
ρ′ = {1, 1, 1, 1, 3, 3, 5, 5}, γ ′ = {0, 0, 0, 0, 0, 1, 2, 3}.
A periodic staircase matrix may be viewed as a staircase matrix inscribed on a cylinder. The
conditions γ ′(n)  ρ(1) and γ (1)  ρ′(n) are needed to ensure that the inscribed staircase matrix
has no ‘holes’. Thus the matrix in (7) fails the test; now
ρ = {2, 4, 6, 6, 8, 8, 8, 8} ρ′ = {1, 1, 2, 2, 3, 3, 5, 5}
while γ and γ ′ are unchanged; γ ′(n) = 3 > ρ(1) = 2; the inscribed staircase has a hole 0
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)
Periodic staircase matrices appear in FE analysis of circuit-like systems, see [5].
We now summarize known results about isospectral flows that maintain staircase or periodic
staircase form. First, we need some definitions. If A = (ai,j ) and B = (bi,j ) are in Mn, the
Hadamard product of A and B is A ◦ B where
(A ◦ B)i,j = aij bij .
Clearly (A ◦ B)T = AT ◦ BT. Let N ∈Mn be defined by N = (ni,j ), where
ni,j =
⎧⎨
⎩
−1 if i < j,
0 if i = j,
+1 if i > j,
(8)
we note that NT = −N ; N is skew symmetric.
If A ∈Mn, we define S(A) = S = A ◦ N . For later use, we note that
(S(A))T = AT ◦ NT = −N ◦ AT = −S(AT) (9)
so that if A ∈Sn, then (S(A))T = −S(A): S(A) is a Toda-like operator.
We recall the theorem (see [6] for references).
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Theorem 2. If A0 is a ρ-staircase matrix, then the solution of
dA
dt = [A, S(A)]
A(0) = A0 = AT0
}
(10)
is a ρ-staircase matrix.
The flow in Theorem 2 is called Toda-flow or more particularly in [6], Toda-S flow (S for staircase).
In order to construct an isospectral flow that maintains periodic staircase form, we need to
define a skew-symmetric matrix P , as follows:
Let ρ and γ be given staircase sequences on {1, 2, . . . , n} such that γ (i) > ρ(i) for all i.P is
the skew symmetric matrix defined by P = (pi,j ), where for i < j , i.e., in the upper triangle,
pi,j =
⎧⎨
⎩
−1 for i < j < ρ(i),
0 for ρ(i) < j < γ (i),
+1 for j  γ (i).
(11)
Thus for the periodic staircase in (7),
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 − − − + + +
+ 0 − − + +
+ + 0 − − − +
+ + + 0 − −
+ + 0 − − −
− + + + 0 − −
− − + + 0 −
− − − + + + 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (12)
We now proceed as for staircase matrices. If A ∈Mn, we define G(A) = G = A ◦ P then
(G(A))T = AT ◦ P T = −P ◦ AT = −G(AT). In particular, ifA ∈Sn, then (G(A))T = −G(A),
so that G(A) is a Toda-like operator. We recall the theorem [6].
Theorem 3. If A0 is a (ρ, γ )-periodic staircase matrix, the solution A(t) of
dA
dt = [A,G(A)]
A(0) = A0 = AT0
}
(13)
is a (ρ, γ )-periodic staircase matrix.
We call this flow Toda-P flow, P for periodic.
This is a partial summary of known results regarding isospectral flows that maintain a given
pattern of zero and non-zero entries of A. (We note, however, that in [6], we constructed an
isospectral flow that maintained A on an arbitrary graph G.)
We now turn to the second problem: maintaining invariance under a specific orthogonal trans-
formation. We recall the result [4] for flow with a Toda-like operator F(A).
Theorem 4. Let U and X denote the solutions of (2) and (3) respectively. Let Q be an orthogonal
matrix and let
CQ = {A ∈Mn : A = QAQT}.
If QF(A)QT = F(QAQT) for all A ∈Sn, and A0 = AT0 ∈ CQ, then
X(t), U(t), F (X(t)) ∈ CQ for all t.
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Note that Theorem 1 shows that X will flow inSn so that Theorem 4 shows that X flows in
Sn ∩ CQ.
This theorem states that if F(A) has the property stated, then X(t), U(t), F (X(t)) flow in the
space CQ; it does not show how to construct F . Our purpose in this paper is to construct F for
one particular space, the space of centrosymmetric matrices.
2. Centrosymmetry
A graphG is said to be centrosymmmetric if it is invariant under the renumbering i ↔ n + 1 − i
of its vertices; in the same way, a graph A on G is said to be centrosymmetric if it is invariant
under the transformation i ↔ n + 1 − i. Let J be the matrix
J =
⎡
⎢⎢⎢⎢⎣
1
1
·
·
1
⎤
⎥⎥⎥⎥⎦ (14)
with 1’s on the secondary diagonal. A ∈Sn is centrosymmetric iff JAJ = A; it is symmetric
about the secondary diagonal: radically opposite entries are equal: ai,j = an+1−i,n+1−j .
For the graphG1 in Fig. 1, centrosymmetry means symmetry about the middle of the path. For
the graph G2 in Fig. 2, centrosymmetry means radial symmetry about the midpoint. If G2 is to be
symmetrical about the horizontal axis through its centre and A is to be centrosymmetric, then the
vertices should be labelled as in G4 in Fig. 4a.
In this case, A has the form in 15(a). For G5, the matrix A has the form in 15(b). Note the
partitioned form of A; there are band matrices around the diagonal and the secondary diagonal, and
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(a)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(b)
(15)
a b
Fig. 4. Labelling for centrosymmetry.
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Fig. 5. Labelling for symmetry about the vertical axis.
Fig. 6. A centrosymmetric circuit.
in (b), two extra rows and two extra columns. If G2 is to be symmetrical about the vertical axis,
as shown in Fig. 5, then A will have the form shown in (16a). Note the characteristic X form of
the matrices
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(a)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(b)
. (16)
Fig. 6 shows a circuit constructed by joining the ends together. If there is to be symmetry
about the horizontal axis and A is to be centrosymmetric, then the vertices must be labelled as
shown; A will have the form shown in (15b); again the non-zero entries have an X form.
3. Centrosymmetric isospectral flow
All the matrices shown in Section 2 have been presented in partitioned form; this is the key to
the analysis. First, consider the partitioned form for an arbitrary A ∈Sn. There are two forms,
depending on whether n is even or odd
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A =
[
U1 V J
JV T JU2J
]
, n = 2m, (17)
A =
⎡
⎣ U1 b1 V JbT1 a bT2
JV T b2 JU2J
⎤
⎦ , n = 2m + 1, (18)
where U1, U2 ∈Sm, V ∈Mm, b1, b2 ∈ Rm, a is a scalar, and J = Jm. We can write
Jn =
[
J
J
]
, n = 2m; Jn =
⎡
⎣ J1
J
⎤
⎦ , n = 2m + 1.
The following results are immediate: if A is given by (17) or (18) then:
JnAJn =
[
U2 V TJ
JV JU1J
]
, n = 2m, (19)
JnAJn =
⎡
⎣U2 Jb2 V
TJ
bT2 a b
T
1 J
JV Jb1 JU1J
⎤
⎦ , n = 2m + 1. (20)
These equations show that if n = 2m, then A is centrosymmetric iff U1 = U2, V = V T; if n =
2m + 1, then A is centrosymmetric iff U1 = U2, V = V T and b1 = Jb2.
In Section 1, we defined the Toda-S operator F(A) = S = A ◦ N where N was given by (8),
and recalled in Theorem 3 that the flow with this operator preserved staircase form. We note
that the operator S does not satisfy the equation S(JAJ) = JS(A)J required by Theorem 4 to
maintain the flow inCJ ; instead, as may easily be verified, S(JAJ) = −JS(A)J . We now use this
operator onSm to construct a Toda-like operator onSn that does preserve centrosymmetric form.
Theorem 5. Let A ∈Sn have the form (17) or (18) and let F(B) = S = B ◦ N for B ∈Mn,
where N is given by (8). Let
R(A) =
[
S(U1) S(V )J
JS(V T) JS(U2)J
]
, n = 2m, (21)
R(A) =
⎡
⎣ S(U1) −b1 S(V )JbT1 0 bT2
JS(V T) −b2 JS(U2)J
⎤
⎦ , n = 2m + 1, (22)
then
(i) R(A) is a Toda-like operator onSn: (R(A))T = −R(A).
(ii) R(A) preserves centrosymmetry: R(JnAJn) = JnR(A)Jn.
Proof. Consider (i) in the case n = 2m, recalling (9) that (S(V ))T = −S(V T)
(R(A))T =
[
(S(U1))T (S(V T))TJ
J (S(V ))T J (S(U2))TJ
]
=
[ −S(U1) −S(V )J
−JS(V T) −JS(U2)J
]
= −R(A),
as required. The case n = 2m + 1 is similar.
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Now consider (ii). If A is given by (17), then JnAnJn is given by (19): U1 and U2 are inter-
changed, as are V and V T; the corresponding R is therefore
R(JnAJn) =
[
S(U2) S(V T)J
JS(V ) JS(U1)J
]
.
On the other hand
JnR(A)Jn =
[
J
J
] [
S(U1) S(V )J
JS(V T) JS(U2)J
] [
J
J
]
=
[
S(U2) S(V T)J
JS(V ) JS(U1)J
]
,
as required. Again, the case n = 2m + 1 may be established similarly. 
Theorem 4 states that in the isospectral flow with F(A) = R(A), if A(0) is symmetric and
centrosymmetric, i.e., A(0) ∈Sn ∩ CQ, then so is A(t). We may therefore consider A flowing in
Sn ∩ CQ, the space of symmetric centrosymmetric matrices. Therefore,U1 = U2 = U ,V = V T,
b1 = b, b2 = Jb
A =
[
U V J
JV JUJ
]
, R(A) =
[
S(U) S(V )J
JS(V ) JS(U)J
]
, n = 2m, (23)
A =
⎡
⎣ U b V JbT a bTJ
JV Jb JUJ
⎤
⎦ , R(A) =
⎡
⎣ S(U) −b S(V )JbT 0 bTJ
JS(V ) −Jb JS(U)J
⎤
⎦ , n = 2m + 1. (24)
We now show that the isospectral flow with F(A) = R(A) maintains specific staircase forms. It
is convenient to consider the cases n even and n odd separately.
Theorem 6. If n = 2m and
A0 =
[
U0 V0J
JV0 JU0J
]
,
where U0, V0 ∈Sm are ρ-staircase matrices, then the solution of
dA
dt = [A,R(A)],
A(0) = A0 ∈ CJ (25)
is given by (23a), where U,V are ρ-staircase matrices.
Proof. Let E be the orthogonal matrix
E = 1√
2
[
I J
I −J
]
. (26)
With A and R(A) given by (23), we have
EAET =
[
U + V 0
0 U − V
]
, ER(A)ET =
[
S(U + V ) 0
0 S(U − V )
]
(27)
so that Eq. (25) becomes
d
dt
[
U + V
U − V
]
=
[[U + V, S(U + V )] 0
0 [U − V, S(U − V )]
]
.
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Hence (25) is equivalent to
d
dt (U ± V ) = [U ± V, S(U ± V )],
(U ± V )(0) = U0 ± V0 ∈ Sm.
}
(28)
But if U0 and V0 are ρ-staircase matrices, so are U0 ± V0. Theorem 2 now states that U(t) ± V (t)
are ρ-staircase matrices, and hence so are U(t), V (t). 
Note: Suppose U0 and V0 are staircase matrices with different staircase sequences ρ and ρ′.
We must consider them as ρ′′-staircase matrices, where ρ′′ is the union of ρ and ρ′: ρ′′(i) =
max(ρ(i), ρ′(i)). This will be the case for A0 having the form in 16(a); ρ = {4, 4, 4, 4}, ρ′ =
{1, 2, 4, 4} so that ρ′′ = {4, 4, 4, 4}: under the flow, the matrix A(t) will completely fill in! To
obtain a flow in which A(t) retains its block tridiagonal form, we would have to let A(0) flow
to A(t), and then apply, say, Householder transformations to reduce A(t) to block tridiagonal
form.
Theorem 7. If n = 2m + 1 and
A0 =
⎡
⎣ U0 b0 V0JbT0 a0 bT0 J
JV0 Jb0 JU0J
⎤
⎦
where
[
U0 b0
bT0 a0
]
∈ Sm+1 is a ρ-staircase matrix, and V0 ∈Sm is a δ-staircase matrix with δ
being the restriction of ρ to {1, 2, . . . , m}, then the solution A(t) of
dA
dt = [A,R(A)],
A(0) = A0 = AT0 ∈ CJ
}
(29)
is given by (24a) where
[
U(t) b(t)
bT(t) a(t)
]
∈ Sm+1 is a ρ-staircase matrix and V (t) ∈Sm is a
δ-staircase matrix.
Proof. Let E be the orthogonal matrix
E = 1√
2
⎡
⎣I 0 J0 √2 0
I 0 −J
⎤
⎦ . (30)
If A and R(A) are given by (24), then
EAET =
⎡
⎣U + V
√
2b 0√
2bT a 0
0 0 U − V
⎤
⎦ ,
ER(A)ET =
⎡
⎣S(U + V ) −
√
2b 0√
2bT 0 0
0 0 S(U − V )
⎤
⎦ .
(31)
Write
W =
[
U + V √2b√
2bT a
]
, S(W) =
[
S(U + V ) −√2b√
2bT 0
]
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then
EAET =
[
W
U − V
]
, ER(A)ET =
[
S(W) 0
0 S(U − V )
]
(32)
so that (27), is equivalent to
dW
dt = [W,S(W)],
W(0) = W0 ∈ Sm+1
}
(33)
and
d(U−V )
dt = [U − V, S(U − V )],
(U − V )(0) = U0 − V0 ∈ Sm.
}
(34)
Clearly, W0 is a ρ-staircase matrix and U0 − V0 is a δ-staircase matrix. Theorem 2 states that W(t)
is a ρ-staircase matrix and U(t) − V (t) is a δ-staircase matrix. Thus, U(t) + V (t) and hence U(t)
and V (t) are δ-staircase matrices. Moreover,[
U(t)
√
2b(t)√
2bT(t) a(t)
]
= W(t) −
[
V (t) 0
0 0
]
is a ρ-staircase matrix, and
[
U(t) b(t)
bT(t) a(t)
]
is a ρ-staircase matrix. 
Now consider isospectral flow of a matrix with centrosymmetric periodic staircase form. We
return to the operator G(B) = G = A ◦ P for B ∈Mm where P = Pm is defined in (11). We
partition A ∈Sn in the form (17) or (18), according to whether n is even or odd, and prove
Theorem 8. Let A ∈Sn have the form (17) or (18). Let
H(A) =
[
G(U1) G(V )J
JG(V T) JG(U2)J
]
, n = 2m, (35)
H(A) =
⎡
⎣ G(U1) b1 G(V )J−bT1 0 −bT2
JG(V T) b2 JG(U2)J
⎤
⎦ , n = 2m + 1, (36)
then
(i) H(A) is a Toda-like operator onSn: (H(A))T = −H(A).
(ii) H(A) preserves centrosymmetry H(JnAJn) = JnH(A)Jn.
Proof. Since (G(V ))T = −G(V T), the proof follows that for Theorem 5. 
There is also an analogue to Theorem 6.
Theorem 9. If n = 2m and
A0 =
[
U0 V0j
JV0 JU0J
]
, (37)
where U0, V0 ∈Sm are (ρ, γ )-periodic staircase matrices, then the solution of
dA
dt = [A,H(A)],
A(0) = A0 ∈ CJ
}
(38)
is given by (22a), where U,V are (ρ, γ )-periodic staircase matrices.
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Proof. The proof is as in Theorem 6. 
Again, we note that if U0, V0 are periodic staircase matrices with different parameters (ρ, γ )
and (ρ′, γ ′) then U(t), V (t) will be (ρ′′, γ ′′)-periodic staircase matrices, where ρ′′(i) =
max(ρ(i), ρ′(i)), γ ′′(i) = min(γ (i), γ ′(i)).
4. Convergence properties
The Toda flow in Theorem 2 is intimately related to QR decomposition [2,3,7,9]. More precisely
Theorem 10. If the matrix exp(tA0) has the QR decomposition
exp(tA0) = Q(t)R(t)
then Q(t) satisfies
dQ
dt
= QS(QTA0Q),
Q(0) = I
and A(t) = (Q(T ))TA0Q(t) is the solution of (10). Moreover, if
exp(A(k − 1)) = Q(k)R(k)
then
exp(A(k)) = R(k)Q(k)
for k = 1, 2, . . ..
Theorem 11. If the matrix A0 has distinct eigenvalues then the Toda flow A(t) converges to a
diagonal matrix with the eigenvalues appearing on the diagonal in decreasing order.
We use the results to study the properties of the solution A(t) of (25).
From (27) and (31), the spectrum σ(A) of A(t) is
σ(A(t)) = σ(U + V ) ∪ σ(U − V ) if n = 2m
or
σ(A(t)) = σ(W) ∪ σ(U − V ) if n = 2M + 1
with
W(t) =
[
U(t) + V (t) √2b(t)√
2b(t)T a(t)
]
.
A vector u is said to be symmetric (skew-symmetric) if u = Ju(u = −Ju). The corresponding
eigenvalue of a symmetric (skew-symmetric) eigenvector is said to be even (odd).
We recall the following property of a symmetric centrosymmetric matrix [1]: if (λ, u) is an
eigenpair of U + V or W , then λ is an even eigenvalue of A, and if (λ, u) is an eigenpair of
U − V then λ is an odd eigenvalue of A.
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Suppose that n = 2m and that the initial matrix A(0) = A0 = AT0 ∈ CJ has distinct eigen-
values
λ1 > μ1 > λ2 > · · · > λm > μm
alternating in parity, starting with even. Write λ = {λ1, λ2, . . . , λm}, μ = {μ1, μ2, . . . , μm}, then
σ(U(t) + V (t)) = λ = σ(U0 + V0),
σ (U(t) − V (t)) = μ = σ(U0 − V0).
From (28)
E
d
dt
(U ± V )ET = [U ± V, S(U ± V )].
From Theorem 10
E(U(t) + V (t))ET = QT1 (t)(U0 + V0)Q1(t),
E(U(t) − V (t))ET = QT2 (t)(U0 − V0)Q2(t),
where
exp(t (U0 + V0)) = Q1(t)R1(t), exp(t (U0 − V0)) = Q2(t)R2(t).
Theorem 11 gives
ET lim
t→∞(U(t) + V (t))E
T =  = diag(λ1, λ2, . . . , λm),
ET lim
t→∞(U(t) − V (t))E
T = M = diag(μ1, μ2, . . . , μm).
Consequently
L = lim
t→∞A(t) = E
[
 0
0 M
]
ET =
[
α Jβ
βJ JαJ
]
, (39)
where α = diag(α1, α2, . . . , αm), β = diag(β1, β2, . . . , βm), αi = 12 (λi + μi), βi = 12 (λi − μi).
The limiting eigenvectors are the columns of the orthogonal matrix
1√
2
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1
1 1
1 1
1 −1
1 −1
1 −1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
There are similar results for the case n = 2m + 1. The limiting symmetric centrosymmetric
matrix is
L = lim
t→∞A(t) = E
⎡
⎣ 0 00 λm+1 0
0 0 M
⎤
⎦ET =
⎡
⎣ α Jβλm+1
βJ JαJ
⎤
⎦ , (40)
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where α, β are as for n = 2m. The corresponding eigenvectors are the columns of
1√
2
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1
1 1
1 1 √
2
1 −1
1 −1
1 −1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
5. Concluding remarks
It has long been known that a staircase is the ‘natural location’ of a matrix in the Toda-S flow
of Theorem 3, in the sense that staircase structure (and only staircase structure!) is unaffected by
Toda-S flow. In the same way, periodic staircase structure is the ‘natural location’ for the Toda-P
flow of Theorem 4. Theorems 6 and 7 reveal the ‘natural location’ of a centrosymmetric Toda-S
or Toda-P flow: a pair of staircases, or periodic staircases, respectively, one about the principal,
and one about the secondary diagonal. This means that the Toda-S flow in Theorem 6 does not
preserve a single centrosymmetric staircase like that in (5a); as the flow progresses a second
staircase will form around the secondary diagonal. As noted in Theorem 6, the flow of A splits
into two flows, one for U − V and one for U + V . In (5a), the staircase V has just 4 terms, so
that, in a sense it is ‘swamped’ by U ; in the flow, U − V and U + V remain ρ-staircase matrices,
so that all that be said about V is that it too is a ρ-staircase. There is an open problem: construct
a centrosymmetric isospectral flow that maintains staircase form. Remember that a symmetric
centrosymmetric Jacobi matrix is fully determined by its spectrum: there can be no flow for such
a matrix!
The convergence properties (38) and (39) are based on Theorems 10 and 11. We have not
presented periodic staircase analogues of (38) and (39) because there is, as yet, no analogue of
Theorem 10 or 11 for Toda-P flow: this constitutes a second open problem.
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