Bounding Hilbert coefficients of parameter ideals by Saikia, Anupam & Saloni, Kumari
ar
X
iv
:1
61
1.
03
43
1v
2 
 [m
ath
.A
C]
  8
 D
ec
 20
17
BOUNDING HILBERT COEFFICIENTS OF PARAMETER IDEALS
ANUPAM SAIKIA AND KUMARI SALONI
Abstract. Let (R,m) be a Noetherian local ring of dimension d > 0 and depthR ≥ d − 1.
Let Q be a parameter ideal of R. In this paper, we derive uniform lower and upper bounds
for the Hilbert coefficient ei(Q) under certain assumptions on the depth of associated graded
ring G(Q). For 2 ≤ i ≤ d, we show that (1) ei(Q) ≤ 0 provided depthG(Q) ≥ d − 2 and
(2) ei(Q) ≥ −λR(H
d−1
m
(R)) provided depthG(Q) ≥ d − 1. It is proved that e3(Q) ≤ 0.
Further, we obtain a necessary condition for the vanishing of the last coefficient ed(Q). As a
consequence, we characterize the vanishing of e2(Q). Our results generalize [GO11, Theorem
3.2] and [Mcc13, Corollary 4.5].
1. Introduction
Let (R,m) be a Noetherian local ring of dimension d > 0 and Q an m-primary ideal of
R. Let λR(M) denote the length of an R-module M. The Hilbert-Samuel function of Q is
defined as H(Q,n) = λR(R/Q
n) for n ∈ Z. It is well known that H(Q,n) coincides with a
polynomial P (Q,n) of degree d for all n ≫ 0. The polynomial P (Q,x) is called the Hilbert-
Samuel polynomial of Q. We may write
P (Q,x) = e0(Q)
(
x+ d− 1
d
)
− e1(Q)
(
x+ d− 2
d− 1
)
+ . . .+ (−1)ded(Q)
for unique integers ei(Q) known as the Hilbert coefficients of Q.
In the classical case of a Cohen-Macaulay local ring, relations among various Hilbert coef-
ficients and bounds for them have been explored by several authors. Northcott’s inequality
[Nor60] e1(Q) ≥ e0(Q)− λR(R/Q) is one of the first results in this direction. It was improved
by M. E. Rossi in [Ros99]. Several bounds on e1(Q) in terms of e0(Q) exist in literature, see
[Eli05], [Eli08], [HH12], [RV10] and [RV05]. For example, Rossi and Valla in [RV10, Propo-
sition 2.10] proved that e1(Q) ≤
(
e0(Q)−k+1
2
)
where Q ⊆ mk. Such bounds are useful for
examining the finiteness of Hilbert functions of ideals with fixed multiplicity, see [ST97]. With
R Cohen-Macaulay, it is known that e1(Q) and e2(Q) are non-negative, due to Northcott
[Nor60] and Narita [Nar63] respectively. However the higher coefficients are not necessarily
non-negative. Marley [Mar, Example 2.3] gave an example of a Cohen-Macaulay local ring
and an m-primary ideal Q with e3(Q) < 0. The higher coefficients are not yet explored much
except when the associated graded ring have high depth. By depth of a standard graded ring
with a unique graded maximal ideal, we mean the grade of the unique maximal ideal. Let
G(Q) = ⊕
n≥0
Qn/Qn+1 denote the associated graded ring of Q. Marley [Mar, Corollary 2.9]
showed that in a Cohen-Macaulay local ring, ei(Q) ≥ 0 for 0 ≤ i ≤ d provided depth of G(Q)
is at least d− 1.
The case when R is not Cohen-Macaulay is quite different. Let Q be a parameter ideal
of R hereafter. In this paper, we find uniform lower and upper bounds for the coefficients
ei(Q) for 2 ≤ i ≤ d. In [MSV11, Theorem 3.5], Mandal, Singh and Verma proved that
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e1(Q) ≤ 0. Mccune in [Mcc13, Theorem 3.5] showed that if depthR ≥ d − 1 then e2(Q) ≤ 0.
In the same paper, she proved that ei(Q) ≤ 0 for 2 ≤ i ≤ d provided depthG(Q) ≥ d − 1.
We improve upon Mccune’s result by relaxing the hypothesis to depthG(Q) ≥ d − 2. If
depthG(Q) ≥ d − 1, we provide a uniform lower bound for ei(Q) which is independent of Q.
Let H im(∗) denote the i-th local cohomology functor with support in the maximal ideal m. Goto
and Ozeki [GO11, Theorem 3.2] showed that in two dimensional local ring with depthR ≥ 1,
−λR(H
1
m(R)) ≤ e2(Q) ≤ 0. We extend their result to rings of dimension d and depth at least
d− 1. Our proofs are essentially inspired from the methods developed in [GO11].
Let R = R(I) =
∞
⊕
n=0
Intn ⊆ R[t] and R∗ = R∗(I) = ⊕
n∈Z
Intn ⊆ R[t, t−1] denote the Rees
algebra and the extended Rees algebra respectively of an ideal I. We put M = mR + R+
where R+ = ⊕
n>0
Rn is the irrelevant ideal of the Rees algebra R. Let [T ]n denote the n-th
graded piece of a graded R-module T . This paper is organized as follows.
In Section 2, we discuss some lemmas concerning the local cohomology modules HiM(G(I))
of G(I) with support in M for an ideal I. These results mainly develop the setting for the
proofs of our main results in subsequent sections. The content of this section is very basic but
we include them for clarity.
In Section 3, we prove that ed(Q) ≤ 0 for a parameter ideal Q if [H
i
M(G(Q))]n = 0 for all
n ≤ −1 and 0 ≤ i ≤ d−3 (Theorem 3.1). Note that this condition holds if depthG(Q) ≥ d−2.
As a consequence, we prove the following theorem.
Theorem 1.1. Let (R,m) be a Noetherian local ring of dimension d ≥ 3 and depthR ≥ d− 1.
Let Q be a parameter ideal. Then e3(Q) ≤ 0.
For the higher coefficients ei(Q), we are able to prove the following result.
Theorem 1.2. Let (R,m) be a Noetherian local ring of dimension d ≥ 2 and depthR ≥ d− 1.
Let Q be a parameter ideal of R.
(1) Suppose depth(G(Q)) ≥ d− 2. Then ei(Q) ≤ 0 for 2 ≤ i ≤ d.
(2) Suppose depth(G(Q)) ≥ d− 1. Then ei(Q) ≥ −λR(H
d−1
m (R)) for 2 ≤ i ≤ d.
In Section 4, we discuss the vanishing of the last coefficient ed(Q). In [GO11, Theorem 3.2],
Goto and Ozeki found a necessary and sufficient condition for the vanishing of e2(Q) in rings of
dimension two and depth at least one. We generalize their result in two directions. In Theorem
4.1, we find a necessary condition for the equality ed(Q) = 0 provided depthR ≥ d − 1. Let
Q = (x1, . . . , xd) with x
∗
1, . . . , x
∗
d−1 a superficial sequence. Suppose depthG(Q) ≥ d − 2 and
Hd−2M (G(Q)) is finitely graded, then we prove that ed(Q) = 0 implies x
l
1, . . . , x
l
d−1, x
(d−1)l
d is a
d-sequence for all integers l ≥ 1. Further in Theorem 4.2, we extend [GO11, Theorem 3.2] to
dimension d ≥ 2 by providing similar equivalent conditions for the vanishing of e2(Q). Our
result on e2(Q) also includes [Mcc13, Theorem 3.2].
We refer to [BH98] for undefined terms.
2. Preliminary results
In this section, we discuss few lemmas which are the key steps for the results of subsequent
sections. For this section, let I ⊆ m be an arbitrary ideal of R. We have
H iM(G(I)) = H
i
R+
(G(I)) = H iG+(G(I)).
It is well known that there exists mI ∈ Z such that
(1) [HiM(G(I))]n+1 = 0 for all n ≥ mI and for all i ∈ Z.
For an element 0 6= x ∈ R, let x∗ denote the initial form of x in G(I), i.e. the image of x in
G(I)i where i is the unique integer such that x ∈ I
i \ Ii+1.
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Lemma 2.1. Let R be a Noetherian local ring and I an ideal of R. Let x1, . . . , xr ∈ I \ I
2
such that x∗1, . . . , x
∗
r is a regular sequence in G(I). Then, for 1 ≤ j ≤ r,
[HjM(G(I))]mI
∼= [H
j−1
M (G(IR1))]mI+1
∼= . . . ∼= [H0M(G(IRj))]mI+j
where Rj = R/(x1, . . . , xj). Moreover, for all n ≥ mI + j and for all i ∈ Z,
[HiM(G(IRj))]n+1 = 0.
Proof. We apply induction on r. Consider the following exact sequence and the induced long
exact sequence of local cohomology modules.
0 −→ G(I)(−1)
x∗
1−→ G(I) −→ G(IR1) −→ 0
. . . −→ HiM(G(I)) −→ H
i
M(G(IR1)) −→ H
i+1
M (G(I))(−1) −→ H
i+1
M (G(I)) −→ . . .(2)
Since [HiM(G(I))]n+1 = 0 for all n ≥ mI and i ∈ Z, we get from (2) that for all i ∈ Z,
[HiM(G(I))]mI
∼= [Hi−1M (G(IR1))]mI+1 and(3)
[HiM(G(IR1))]n+1 = 0 for n ≥ mI + 1.
By putting i = 1 in (3), we get the result for r = 1.
Suppose r > 1 and the assertion holds for r − 1. Since x∗1, . . . , x
∗
r is a regular sequence in
G(I), we have G(IR1) ∼= G(I)/x
∗
1G(I) and x
∗
2, . . . , x
∗
r is a regular sequence in G(IR1). By
induction hypothesis, for 1 ≤ k ≤ r − 1,
[HkM(G(IR1))]mI+1
∼= [Hk−1M (G(IR2))]mI+2
∼= . . . ∼= [H0M(G(IRk+1))]mI+1+k and(4)
[ HiM(G(IRk+1))]n+1 = 0 for all n ≥ mI + 1 + k and for all i ∈ Z.(5)
Now let 1 ≤ j ≤ r. We may assume that j > 1. Then (3), (4) and (5) with k = j − 1 give
[HjM(G(I))]mI
∼= [H
j−1
M (G(IR1))]mI+1
∼= . . . ∼= [H0M(G(IRj))]mI+j and
[HiM(G(IRj))]n+1 = 0 for all n ≥ mI + j and for all i ∈ Z.

The next lemma relates the local cohomology of Rees algebra and the associated graded
ring.
Lemma 2.2. Let R be a Noetherian local ring and I an ideal of R. Then
[HiR+(R)]n
∼= [HiR+(G(I))]n
for all n > max{mI − 1,−1} and for all i ∈ Z.
Proof. Consider the following exact sequences with the canonical maps
0 −→ R+ −→ R −→ R −→ 0 and 0 −→ R+(1) −→ R −→ G(I) −→ 0
and apply the functor H iR+(∗) to get
. . . −→ H i−1R+ (R) −→ H
i
R+
(R+) −→ H
i
R+
(R) −→ H iR+(R) −→ . . .(6)
−→ H i−1R+ (G(I)) −→ H
i
R+
(R+)(1) −→ H
i
R+
(R) −→ H iR+(G(I)) −→ H
i+1
R+
(R+)(1) −→(7)
Since [H iR+(G(I))]n = 0 for all i ∈ Z and for all n > mI , we get from exact sequence (7) that
(8) [H iR+(R+)]n+1
∼= [H iR+(R)]n
for all n > mI and for all i ∈ Z. Further by exact sequence (6), we have
(9) [H iR+(R+)]n+1
∼= [H iR+(R)]n+1
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for all n ≥ 0 and i ∈ Z. By (8) and (9), [H iR+(R)]n
∼= [H iR+(R)]n+1 for all n > max{mI , 0}.
Since [H iR+(R)]n = 0 for all n≫ 0, [H
i
R+
(R)]n = 0 for all n > max{mI , 0}. Therefore by (9),
[H iR+(R+)(1)]n = 0 for all n > max{mI − 1,−1} and i ∈ Z. Now by exact sequence (7), we
get that
[HiR+(R)]n
∼= [HiR+(G(I))]n
for all n > max{mI − 1,−1} and for all i ∈ Z. 
We set
ai (G(I)) := sup{n ∈ Z : [H
i
R+
(G(I))]n 6= 0} and
bi (G(I)) := inf{n ∈ Z : [H
i
R+
(G(I))]n 6= 0}.
By convention, if HiR+(G(I)) = 0 then we set ai(G(I)) = −∞ and bi(G(I)) = ∞. Note that
b0(G(I)) ≥ 0. The next lemma plays crucial role in most of our proofs. We show that given a
parameter ideal Q with bi(G(Q)) ≥ 0 for 0 ≤ i ≤ d− 3, G(Q
l) has high depth for all l≫ 0.
Recall that a reduction of an ideal I is an ideal J ⊆ I such that In+1 = JIn for some n ≥ 0.
A minimal reduction of I is a reduction of I which is minimal with respect to inclusion. For
a minimal reduction J of I, reduction number of I with respect to J , denoted by rJ(I), is the
least non-negative integer n such that In+1 = JIn. For an ideal I, let µ(I) denote the minimal
number of generators of I.
Lemma 2.3. Let R be a Noetherian local ring of dimension d ≥ 2 and depthR ≥ d− 1. Let
Q be parameter ideal such that bi(G(Q)) ≥ 0 for 0 ≤ i ≤ d− 3. Then the following assertions
hold.
(a) For all l≫ 0,
ai(G(Q
l))) ≤
{
0 for all i ∈ Z,
−1 for i = d, d − 2
(10)
Furthermore, HiM(G(Q
l)) = 0 for 0 ≤ i ≤ d− 3. In particular, depthG(Ql) ≥ d− 2 for
l≫ 0.
(b) Suppose Hd−2M (G(Q)) is finitely graded and [H
d−1
M (G(Q
l))]0 = 0 whenever l is sufficiently
large. Then depthG(Ql0) ≥ d− 1 for any sufficiently large integer l0.
Proof. We may assume that the residue field R/m is infinite. Let Q = (x1, . . . , xd) such that
x∗1, . . . , x
∗
d is a superficial sequence. For l ≥ 1, we put I = Q
l. For a rational number a, let
⌊a⌋ = max{n ∈ Z : n ≤ a}. Given that bi(G(Q)) ≥ 0 for 0 ≤ i ≤ d − 3. Thus bi(G(I)) ≥
⌊bi(G(Q))/l⌋ ≥ 0 for 0 ≤ i ≤ d − 3 by [Hoa93, Lemma 2.4]. Choose l > max{|ai(G(Q))| :
ai(G(Q)) 6= −∞} and yi = x
l
i for 1 ≤ i ≤ d. Then y
∗
1 , . . . , y
∗
d is a superficial sequence with
respect to I and
(11) Id = (y1, . . . , yd)I
d−1.
To see the above equality, note that Id = Qld is generated by monomials in x1, . . . , xd of degree
ld. Let m = xt11 . . . x
td
d with t1 + . . . + td = ld be a generator of I
d. Then at least one ti ≥ l,
so m = xli.m
′ where m′ = xt11 . . . x
ti−l
i . . . x
td
d ∈ Q
ld−l. Hence m ∈ (xl1, . . . , x
l
i, . . . , x
l
d)Q
l(d−1) =
(y1, . . . , yd)I
d−1 which gives Id ⊆ (y1, . . . , yd)I
d−1. Since J = (y1, . . . , yd) is a reduction of I,
µ(J) = d. Hence J is a minimal reduction of I with rJ(Q
l) ≤ d− 1. So by [Tru87, Proposition
3.2], ad(G(I)) ≤ rJ(I)− d.
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(a) It follows that ad(G(I)) < 0 and ai(G(I)) ≤ ⌊ai(G(Q))/l⌋ ≤ 0 for i ≤ d− 1 by choice of
l and [Hoa93, Lemma 2.4]. In other words,
[HiM(G(I))]n = 0


for all n ≥ 1 and i ∈ Z,
for all n 6= 0 and 0 ≤ i ≤ d− 3,
for all n ≥ 0 and i = d.
(12)
Claim: [HiM(G(I))]0 = 0 for 0 ≤ i ≤ d− 2.
Proof of Claim. We apply induction on i. For i = 0, [H0M(G(I))]0
∼= [H0R+(R(I))]0 = 0 by
Lemma 2.2 as depthR ≥ 1. Let [HiM(G(I))]0 = 0 for 0 ≤ i ≤ s for some s ≤ d− 3. Using (12),
we get that HiM(G(I)) = 0 for 0 ≤ i ≤ s. So depth(G(I)) ≥ s+1 and y
∗
1 , . . . , y
∗
s+1 is a regular
sequence in G(I). By Lemma 2.1,
[Hs+1M (G(I))]0
∼= [H0M(G(IRs+1))]s+1 and(13)
[HiM(G(IRs+1))]n = 0 for all n ≥ s+ 2 and i ∈ Z
where Rs+1 = R/(y1, . . . , ys+1). Thus using Lemma 2.2 with mIRs+1 = s + 1, we get
[H0M(G(IRs+1))]s+1
∼= [H0R+(R(IRs+1))]s+1 = 0 since depthRs+1 ≥ 1. Thus [H
s+1
M (G(I))]0 =
0 by (13). This completes the proof of the claim. 
By above claim, ad−2(G(Q
l)) ≤ −1 and HiM(G(I)) = 0 for 0 ≤ i ≤ d− 3 which implies that
depthG(Ql) ≥ d− 2 for all l ≫ 0.
(b) For d = 2 case, ad−2(G(Q
l)) ≤ −1 implies [H0M(G(I))]n = 0 for all n ≥ 0.
Thus H0M(G(I)) = 0 and depthG(I) ≥ 1. Now let d ≥ 3. We can choose l0 >
max{|bd−2(G(Q))|, |ai(G(Q))| : ai(G(Q)) 6= −∞} such that [H
d−1
M (G(Q
l0))]0 = 0. By part
(a), HiM(G(Q
l0)) = 0 for 0 ≤ i ≤ d − 3. If we show that Hd−2M (G(Q
l0)) = 0, it will
follow that depthG(Ql0) ≥ d − 1. Let I0 = Q
l0 . Since Hd−2M (G(Q)) is finitely graded,
bd−2(G(I0)) ≥ ⌊bd−2(G(Q))/l0⌋ ≥ −1 by [Hoa93, Lemma 2.4]. Thus, by part (a),
[Hd−2M (G(I0))]n = 0 for n 6= −1.
Now it is enough to show that [Hd−2M (G(I0))]−1 = 0. Given that [H
d−1
M (G(I0))]0 = 0. By part
(a) and (12), we get that [HiM(G(I0))]n = 0 for all n ≥ 0 and i ∈ Z. Also depthG(I0) ≥ d− 2
implies that y∗1, . . . , y
∗
d−2 is a regular sequence in G(I0). Therefore by Lemma 2.1,
[Hd−2M (G(I0))]−1
∼= [H0M(G(I0Rd−2))]d−3 and
[HiM(G(I0Rd−2))]n+1 = 0 for n ≥ d− 3 and i ∈ Z.
So by Lemma 2.2, [H0M(G(I0Rd−2))]d−3
∼= [H0M(R(I0Rd−2))]d−3 = 0 as depthRd−2 ≥ 1. Hence
[Hd−2M (G(I0))]−1 = 0. 
3. Bounding the Hilbert coefficients
In this section, we obtain bounds on the coefficients ei(Q) for a parameter ideal Q in a ring
of depth at least d− 1 with certain conditions on the local cohomology modules of G(Q). We
show that the last coefficient ed(Q) ≤ 0 if bi(G(Q)) ≥ 0 for 0 ≤ i ≤ d − 3 (Theorem 3.1) and
that ed(Q) ≥ −λR(H
d−1
m (R)) if bi(G(Q)) ≥ 0 for 0 ≤ i ≤ d − 2 (Theorem 3.7). Note that
the above conditions on bi(G(Q)) holds if depthG(Q) is at least d− 2 and d− 1 respectively.
Consequently for 2 ≤ i ≤ d, we obtain that (1) ei(Q) ≤ 0 provided depthG(Q) ≥ d − 2
(Corollary 3.2) and (2) ei(Q) ≥ −λR(H
d−1
m (R)) provided depthG(Q) ≥ d− 1 (Corollary 3.8).
The most interesting result of this section is Theorem 3.4 which states that e3(Q) ≤ 0 for a
parameter ideal Q with depthR ≥ d−1. In order to prove this, we first need the non-positivity
of ed(Q).
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Theorem 3.1. Let (R,m) be a Noetherian local ring of dimension d ≥ 2 and depthR ≥ d− 1.
Let Q be a parameter ideal such that bi(G(Q)) ≥ 0 for 0 ≤ i ≤ d− 3. Then
ed(Q) ≤ 0.
Proof. We may assume that the residue field is infinite. Let Q = (x1, . . . , xd) such that
x∗1, . . . , x
∗
d is a superficial sequence. For an integer l≫ 0, we put I = Q
l. By Lemma 2.3(a),
(14) [HiM(G(I))]0 = 0 for 0 ≤ i ≤ d− 2 and i = d.
and by [Bla97, Theorem 3.8], [HiR+(R(I)
∗)]0 ∼= [H
i
R+
(R(I))]0 for all i ≥ 0. Thus [Bla97,
Theorem 4.1] yields that
(−1)ded(I) = P (I, 0) −H(I, 0)
=
d∑
i=0
(−1)iλR([H
i
R+
(R(I)∗)]0)
=
d∑
i=0
(−1)iλR([H
i
R+
(R(I))]0).(15)
By Lemma 2.3(a), [HiM(G(I))]n = 0 for all n ≥ 1 and i ∈ Z. Therefore by Lemma 2.2 and
(15), we get
(−1)ded(I) =
d∑
i=0
(−1)iλR([H
i
M(G(I))]0) = (−1)
d−1λR([H
d−1
M (G(I))]0)
where the last equality holds due to (14). This implies
(16) ed(Q) = ed(I) = −λR([H
d−1
M (G(I))]0) ≤ 0.

In [Mcc13, Corollary 4.5], Mccune proved that the coefficients ei(Q), for 2 ≤ i ≤ d, are all
non-positive when depthG(Q) ≥ d − 1. In the next corollary, we improve upon her result by
weakening the hypothesis to depthG(Q) ≥ d− 2.
Corollary 3.2. Let (R,m) be a Noetherian local ring of dimension d ≥ 2 and depthR ≥ d−1.
Let Q be a parameter ideal of R such that depth(G(Q)) ≥ d− 2. Then, for 2 ≤ i ≤ d,
ei(Q) ≤ 0.
Proof. We may assume that the residue field R/m is infinite. Let Q = (x1, . . . , xd) such
that x∗1, . . . , x
∗
d is a superficial sequence. Set R0 = R and Ri = R/(x1, . . . , xi) for 1 ≤ i ≤
d − 2. Since x∗1, . . . , x
∗
d−2 is a regular sequence in G(Q), G(QRi)
∼= G(Q)/(x∗1, . . . , x
∗
i )G(Q)
and depthG(QRi) ≥ d − i − 2 for i ≤ d − 2. Hence ei(Q) = ei(QRd−i) ≤ 0 for 2 ≤ i ≤ d by
Theorem 3.1. 
The following example emphasizes that the depth condition on the ring is necessary in the
above corollary. This example is motivated by the idea presented in [GO11].
Example 3.3. Let (R, n) be a regular local ring of dimension d ≥ 2 and X1, . . . ,Xd a regular
system of parameters of R. We put pt = (X1, . . . ,Xd−t) for some 1 ≤ t ≤ d− 1 and D = R/pt.
Let A = R⋉D be the idealization of D over R. Then A is a Noetherian local ring dimension d
with the maximal ideal m = n×D and depthA = t. Consider the exact sequence of A-modules
(17) 0 −→ D
j
−→ A
p
−→ R −→ 0
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where j(x) = (0, x) and p(a, x) = a. Note that D is an A-module via p. Let Q be a parameter
ideal in A and q = p(Q) ⊆ R. Then we have,
λA(A/Q
n+1) = λR(R/q
n+1) + λR(D/q
n+1D)
= e0(q,R)
(
n+ d
d
)
+
t∑
i=0
(−1)iei(q,D)
(
n+ t− i
t− i
)
for all n≫ 0. This implies
ei(Q,A) =


e0(q,R) if i = 0
0 if 1 ≤ i ≤ d− t− 1
(−1)d−tei−d+t(q,D) if d− t ≤ i ≤ d.
(18)
In particular, let d = 4 and t = 2 so that D = R/(X1,X2). Let q = (X1, . . . ,Xd) and Q = qA.
Then dimA = 4, depthA = 2. Since G(Q) = G(q) ⋉ G(qD)(−1), see [Put03, Remark 2], we
have depthG(Q) = 2 but e2(Q,A) > 0 by (18).
A noteworthy consequence of Theorem 3.1 is the following result.
Theorem 3.4. Let (R,m) be a Noetherian local ring of dimension d ≥ 3 and depthR ≥ d− 1.
Let Q be a parameter ideal. Then e3(Q) ≤ 0.
Proof. We may assume that R/m is infinite. Then using reduction modulo superficial elements,
it is enough to assume that d = 3. The result now follows from Theorem 3.1. 
The following example shows that the assumption on the depth of the ring can not be relaxed
from Theorem 3.4.
Example 3.5. [GO15, Example 4.7] Let (S, n) be a regular local ring of dimension d = 4
with infinite residue field S/n. Let X,Y,Z,W be a regular system of parameters of S and
R = S/((X) ∩ (Y 3, Z,W )). Let x, y, z, w be the images of X,Y,Z,W in R respectively and
m = (x, y, z, w)R be the maximal ideal of R. Then dimR = 3, depthR = 1. Let U = (x),
Q = (x− y, x− z, x−w)R and T = R/(x). Then T is a regular local ring with dimT = 3 and
QT = mT . The following exact sequence
0 −→ (x) −→ R −→ R/(x) −→ 0
gives that
λR(R/Q
n+1R) = λR(T/m
n+1T ) + λR(U/Q
n+1U)
=
(
n+ 3
3
)
+ e0(Q,U)
(
n+ 1
1
)
− e1(Q,U)(19)
for all n ≫ 0. We have (x) ∼= R/I where I = (y3, z, w)R and Q(R/I) = m(R/I), so
e0(Q,U) = e0(m, R/I) and e1(Q,U) = e1(m, R/I). The Hilbert series of the associated graded
ring G(m(R/I)) is
1 + t+ t2
1− t
Hence e0(Q,U) = e0(m, R/I) = 3 and e1(Q,U) = e1(m, R/I) = 3. By (19), we get e3(Q,R) =
3 > 0.
The following lemma is crucial for obtaining lower bound on ei(Q). We also obtain a
necessary condition for the vanishing of ed(Q) in Theorem 4.1 as an application of this lemma.
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Lemma 3.6. Let (R,m) be a Noetherian local ring of dimension d ≥ 2 and depthR ≥ d− 1.
Let I be an m-primary ideal such that depthG(I) ≥ d− 1 and
ai(G(I)) ≤
{
0 for i ∈ Z,
−1 for i = d.
(20)
Let J = (y1, . . . , yd) be a reduction of I with I
d = JId−1 and y∗1, . . . , y
∗
d−1 is a superficial
sequence. Then
(21) ed(I) = −λR
(
((y1, . . . , yd−1) : yd) ∩ (I
d−1 + (y1, . . . , yd−1))
(y1, . . . , yd−1)
)
.
Proof. Since depthG(I) ≥ d− 1, y∗1, . . . , y
∗
d−1 is a regular sequence in G(I) and H
i
M(G(I)) = 0
for 0 ≤ i ≤ d− 2. By Lemma 2.2, [HiM(G(I))]0
∼= [HiR+(R(I))]0 for all i. Therefore using (15),
(−1)ded(I) =
d∑
i=0
(−1)iλR([H
i
R+
(R(I))]0)
=
d∑
i=0
(−1)iλR([H
i
M(G(I))]0)
Using (20) and Lemma 2.1 respectively, we get that
(22) ed(I) = −λR([H
d−1
M (G(I))]0) = −λR([H
0
M(G(IRd−1))]d−1)
where Rd−1 = R/(y1, . . . , yd−1). Now consider the map
ρ :
((y1, . . . , yd−1) : yd) ∩ (I
d−1 + (y1, . . . , yd−1))
(y1, . . . , yd−1)
−→ [H0M(G(IRd−1))]d−1
defined as ρ(x¯) = x¯td−1 where x¯ and x¯td−1 are the images of x ∈ R in R/(y1, . . . , yd−1) and
x¯td−1 ∈ R(IRd−1) in G(IRd−1) respectively. It is now enough to show that ρ is an isomorphism.
To show surjectivity, let α = x¯td−1 ∈ [H0M(G(IRd−1))]d−1 with x ∈ I
d−1. Then
(23) y¯dt · x¯td−1 = ydxtd ∈ [H
0
M(G(IRd−1))]d.
Since [H0M(G(IRd−1))]d = 0 by Lemma 2.1 and I
d = JId−1, (23) yields that
ydx ∈ (I
d+1 + (y1, . . . , yd−1)) ∩ I
d ⊆ (y1, . . . , yd−1) + I
d+1 = (y1, . . . , yd−1) + ydI
d.
Let ydx =
∑d−1
i=1 riyi + syd where s ∈ I
d. This implies yd(x − s) ∈ (y1, . . . , yd−1). So x − s ∈
((y1, . . . , yd−1) : yd) ∩ I
d−1 and ρ(x− s) = α. Hence ρ is surjective.
Now let x ∈ ((y1, . . . , yd−1) : yd) ∩ I
d−1 such that ρ(x¯) = x¯td−1 = 0 in [G(IRd−1)]d−1. Then
x ∈ ((y1, . . . , yd−1) : yd) ∩ (I
d + (y1, . . . , yd−1)) = (y1, . . . , yd−1) +
(
((y1, . . . , yd−1) : yd) ∩ I
d
)
.
Claim: Let n ≥ d be an integer. Then
((y1, . . . , yd−1) : yd) ∩ I
n ⊆ (y1, . . . , yd−1) + ((y1, . . . , yd−1) : yd) ∩ I
n+1).
Proof of Claim. Let x ∈ ((y1, . . . , yd−1) : yd) ∩ I
n, then ydx ∈ (y1, . . . , yd−1). So
y¯dt · x¯tn = ydxtn+1 = 0 in [G(IRd−1)]n+1
which implies x¯tn ∈ [G(IRd−1)]n is annihilated by some power of M. Thus x¯tn ∈
[H0M(G(IRd−1))]n = 0. Recall that [H
0
M(G(IRd−1))]n = 0 for all n ≥ d by Lemma 2.1.
This gives that x ∈ (y1, . . . , yd−1)+I
n+1. So x ∈ (y1, . . . , yd−1)+((y1, . . . , yd−1) : yd)∩I
n+1).
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By the above claim, x ∈ (y1, . . . , yd−1) + ((y1, . . . , yd−1) : yd) ∩ I
n) ⊆ (y1, . . . , yd−1) + I
n for
all n ≥ d. This implies x ∈ (y1, . . . , yd−1) and ρ is injective. Thus by (22)
ed(I) = −λR
(
((y1, . . . , yd−1) : yd) ∩ (I
d−1 + (y1, . . . , yd−1))
(y1, . . . , yd−1)
)
.
This completes the proof. 
Theorem 3.7. Let (R,m) be a Noetherian local ring of dimension d ≥ 2 and depthR ≥ d− 1.
Let Q be a parameter ideal of R such that bi(G(Q)) ≥ 0 for 0 ≤ i ≤ d− 2. Then
−λR(H
d−1
m (R)) ≤ ed(Q).
Proof. We may assume that R/m is infinite. Let Q = (x1, . . . , xd) such that x
∗
1, . . . , x
∗
d is a
superficial sequence. For an integer l ≫ 0, let I = Ql and yi = x
l
i for 1 ≤ i ≤ d. Then
y∗1, . . . , y
∗
d is a superficial sequence with respect to I and
(24) Id = (y1, . . . , yd)I
d−1.
By Lemma 2.3, for l ≫ 0, depthG(I) ≥ d − 2. Since bd−2(G(Q)) ≥ 0, we get bd−2(G(I)) ≥
⌊bd−2(G(Q))/l⌋ ≥ 0 by [Hoa93, Lemma 2.4]. Using (10), we get that H
d−2
M (G(I)) = 0 for l≫ 0.
Hence depthG(I) ≥ d− 1. By Lemma 3.6,
ed(Q) = ed(I) = −λR
(
((y1, . . . , yd−1) : yd) ∩ (I
d−1 + (y1, . . . , yd−1))
(y1, . . . , yd−1)
)
≥ −λR
(
((y1, . . . , yd−1) : yd)
(y1, . . . , yd−1)
)
≥ −λR(H
0
m(R/(y1, . . . , yd−1)))(25)
where the last inequality holds since
((y1, . . . , yd−1) : yd)
(y1, . . . , yd−1)
⊆ H0m(R/(y1, . . . , yd−1))
Now let Ri = R/(y1, . . . , yi) for 1 ≤ i ≤ d− 1 and R0 = R. Note that y1, . . . , yd−1 is a regular
sequence in R and depthRi ≥ d− i− 1. For 0 ≤ i ≤ d− 2, the exact sequence
0 −→ Ri
yi+1
−−−→ Ri −→ Ri+1 −→ 0
gives the long exact sequence of local cohomology modules
0 −→ Hd−i−2m (Ri+1) −→ H
d−i−1
m (Ri)
yi+1
−−−→ Hd−i−1m (Ri) −→ . . . .
Thus for 0 ≤ i ≤ d− 2,
(26) λR(H
d−i−2
m (Ri+1)) ≤ λR(H
d−i−1
m (Ri)).
Putting the values of i successively, we get
λR(H
0
m(Rd−1)) ≤ λR(H
1
m(Rd−2)) ≤ . . . ≤ λR(H
d−1
m (R)).
Hence ed(Q) ≥ −λR(H
d−1
m (R)) by (25). 
Corollary 3.8. Let (R,m) be a Noetherian local ring of dimension d ≥ 2. Let Q be a parameter
ideal of R such that depthG(Q) ≥ d− 1. Then for 2 ≤ i ≤ d,
(27) − λR(H
d−1
m (R)) ≤ ei(Q).
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Proof. We may assume that the residue field R/m is infinite. Let Q = (y1, . . . , yd) such that
y∗1, . . . , y
∗
d is a superficial sequence in G(Q). Let Ri = R/(y1, . . . , yi) for 1 ≤ i ≤ d−1 and R0 =
R. Since y∗1, . . . , y
∗
d−1 is a regular sequence in G(Q), G(QRd−i)
∼= G(Q)/(y∗1 , . . . , y
∗
d−i)G(Q)
and depthG(QRd−i) ≥ i− 1. Hence by Theorem 3.7,
(28) − λR(H
i−1
m (Rd−i)) ≤ ei(Q) for 2 ≤ i ≤ d.
Since y1, . . . , yd−1 is a regular sequence in R, we have from (26) that
λR(H
i−1
m (Rd−i)) ≤ λR(H
i
m(Rd−i−1))
for 2 ≤ i ≤ d− 1. This implies
λR(H
i−1
m (Rd−i)) ≤ λR(H
i
m(Rd−i−1)) ≤ . . . ≤ λR(H
d−1
m (R)).
Therefore by (28), we get
−λR(H
d−1
m (R)) ≤ ei(Q) for 2 ≤ i ≤ d.

We include an example where (27) does not hold.
Example 3.9. We recall Example 3.3 with dimR = d = 5 and t = 2. Then dimA = 5 and
depthA = 2. By (18), e3(Q,A) < 0 for a parameter ideal Q of A where as −λR(H
d−1
m (A)) = 0.
4. Vanishing of coefficients
In this section, we generalize partially a result of Goto and Ozeki [GO11, Theorem 3.2] on
the vanishing of e2(Q) in two dimensional local rings. In Theorem 4.1, we obtain a necessary
condition similar to that given in [GO11] for the vanishing of ed(Q) for a parameter ideal Q
with certain conditions. Further, we characterize the vanishing of e2(Q) in rings of dimension
d ≥ 2 and depth at least d−1 in Theorem 4.2 which extends [GO11, Theorem 3.2] to dimension
d.
Let x0 = 0. A sequence x1, . . . , xr ∈ m is called a d-sequence if (i) xi is not in the ideal
generated by the rest of the xj and (ii) ((x0, . . . , xi) : xi+1xj) = ((x0, . . . , xi) : xj) for 0 ≤ i ≤
r − 1 and for all j ≥ i+ 1. See [Hun82] and [Tru83] for the theory of d-sequences. Note that
the hypothesis of the following theorem is satisfied if depthG(Q) ≥ d− 1.
Theorem 4.1. Let (R,m) be a Noetherian local ring of dimension d ≥ 2 and depthR ≥ d− 1.
Let Q = (x1, . . . , xd) be a parameter ideal of R such that x
∗
1, . . . , x
∗
d−1 is a superficial sequence.
Let bi(G(Q)) ≥ 0 for 0 ≤ i ≤ d − 3 and [H
d−2
M (G(Q))]n = 0 for all n ≪ 0 i.e. H
d−2
M G(Q) is
finitely graded. Suppose
ed(Q) = 0.
Then xl1, . . . , x
l
d−1, x
(d−1)l
d is a d-sequence in R for all integers l ≥ 1.
Proof. For l ≫ 0, let I = Ql and J = (xl1, . . . , x
l
d). Then (x
l
1)
∗
, . . . , (xld)
∗
is a superfi-
cial sequence with respect to I and Id = JId−1. Suppose ed(Q) = 0, then (16) implies
[Hd−1M (G(I))]0 = 0. Hence by Lemma 2.3, depthG(I) ≥ d− 1.
By Lemma 3.6, we get that
ed(Q) = −λR
(
((xl1, . . . , x
l
d−1) : x
l
d) ∩ (I
d−1 + (xl1, . . . , x
l
d−1))
(xl1, . . . , x
l
d−1)
)
.
ed(Q) = 0 implies that ((x
l
1, . . . , x
l
d−1) : x
l
d) ∩ (I
d−1 + (xl1, . . . , x
l
d−1)) = (x
l
1, . . . , x
l
d−1) for all
l≫ 0. Let N ≥ 1 be an integer such that for all l ≥ N ,
((xl1, . . . , x
l
d−1) : x
l
d) ∩ I
d−1 ⊆ (xl1, . . . , x
l
d−1).(29)
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Claim: For all l ≥ 1
(30) ((xl1, . . . , x
l
d−1) : x
l
d) ∩ I
d−1 ⊆ (xl1, . . . , x
l
d−1).
Proof of Claim. Let 1 ≤ l < N and y ∈ ((xl1, . . . , x
l
d−1) : x
l
d) ∩ I
d−1. Then
xNd · x
N−l
1 · x
N−l
2 · · · x
N−l
d−1 · y = x
N−l
d · x
N−l
1 · x
N−l
2 · · · x
N−l
d−1 · x
l
dy
∈ xN−ld · x
N−l
1 · x
N−l
2 · · · x
N−l
d−1 (x
l
1, . . . , x
l
d−1)
⊆ (xN1 , . . . , x
N
d−1).
This implies
xN−l1 · x
N−l
2 · · · x
N−l
d−1 · y ∈ ((x
N
1 , . . . , x
N
d−1) : x
N
d ) ∩Q
(N−l)(d−1)Id−1
= ((xN1 , . . . , x
N
d−1) : x
N
d ) ∩Q
N(d−1)
⊆ (xN1 , . . . , x
N
d−1)(31)
where the last containment is due to (29). Now we show by induction on d that if y is such that
(31) holds then y ∈ (xl1, . . . , x
l
d−1). Note that x1, . . . , xd−1 is a regular sequence. For d = 2,
xN−l1 y ∈ (x
N
1 ) =⇒ y ∈ (x
l
1). Let d > 2 and (31) holds. Set y
′ = xN−l1 y and R1 = R/(x
N
1 ).
Let α denote the image of an element α ∈ R in R1. Then
xN−l2 · x
N−l
3 · · · x
N−l
d−1 · y
′ ∈ (xN1 , . . . , x
N
d−1)
=⇒ xN−l2 · x
N−l
3 · · · x
N−l
d−1 · y
′ ∈ (xN2 , . . . , x
N
d−1)R1
=⇒ y′ ∈ (xl2, . . . , x
l
d−1)R1 [by induction hypothesis]
=⇒ xN−l1 y = y
′ ∈ (xl2, . . . , x
l
d−1) + (x
N
1 )
=⇒ y ∈ (xl1, . . . , x
l
d−1)
where the last statement holds since xN−l1 is regular in R/(x
l
2, . . . , x
l
d−1). 
To see that xl1, . . . , x
l
d−1, x
(d−1)l
d is a d-sequence in R, we use (30) repeatedly. For this
purpose, let l ≥ 1 and
r ∈ ((xl1, . . . , x
l
d−1) : x
(d−1)l
d ) ∩ (x
(d−1)l
d )
=⇒ rx
(d−2)l
d ∈ ((x
l
1, . . . , x
l
d−1) : x
l
d) ∩ I
d−1 ⊆ (xl1, . . . , x
l
d−1)
=⇒ rx
(d−3)l
d ∈ ((x
l
1, . . . , x
l
d−1) : x
l
d) ∩ I
d−1 ⊆ (xl1, . . . , x
l
d−1)
...
=⇒ r ∈ ((xl1, . . . , x
l
d−1) : x
l
d) ∩ I
d−1 ⊆ (xl1, . . . , x
l
d−1).
This implies that for l ≥ 1,
((xl1, . . . , x
l
d−1) : x
(d−1)l
d ) ∩ (x
l
1, . . . , x
l
d−1, x
(d−1)l
d ) = (x
l
1, . . . , x
l
d−1).
Since xl1, . . . , x
l
d−1 is a regular sequence in R, it follows that x
l
1, . . . , x
l
d−1, x
(d−1)l
d is a d-sequence
for l ≥ 1. 
In the next theorem, we obtain equivalent conditions for the equality e2(Q) = 0 which
recovers [GO11, Theorem 3.2]. It also unifies the necessary and sufficient conditions given by
Mccune [Mcc13, Theorem 3.5] for e2(Q) = 0. Recall that the postulation number of Q, denoted
by η(Q), is defined as
η(Q) := min{i | H(Q,n) = P (Q,n) for all n > i}.
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Theorem 4.2. Let (R,m) be a Noetherian local ring of dimension d ≥ 2 and depthR ≥ d− 1.
Let Q = (x1, . . . , xd) be a parameter ideal of R such that x
∗
1, . . . , x
∗
d is a superficial sequence.
Then the following assertions hold.
(1) −λR(H
d−1
m (R)) ≤ e2(Q) ≤ 0.
(2) The following statements are equivalent:
(a) e2(Q) = 0;
(b) x1, . . . , xd−2, x
l
d−1, x
l
d is d-sequence in R for all integers l ≥ 1;
(c) x1, . . . , xd is d-sequence in R;
(d) depthG(Q) ≥ d− 1 and η(Q) < 2− d.
(3) e2(Q) = 0 =⇒ ei(Q) = 0 for 2 ≤ i ≤ d.
Proof. (1) Set Ri = R/(x1, . . . , xi) for 1 ≤ i ≤ d − 1 and R0 = R. Then e2(Q) = e2(QRd−2)
and by Theorems 3.1 and 3.7, −λR(H
1
m(Rd−2)) ≤ e2(Q) ≤ 0. From (26), we have that
λR(H
1
m(Rd−2)) ≤ λR(H
2
m(Rd−3)) ≤ . . . ≤ λR(H
d−1
m (R)).
(2) (a) =⇒ (b) e2(Q) = 0 =⇒ e2(QRd−2) = 0. Therefore for all l ≥ 1, the images of x
l
d−1, x
l
d
in Rd−2 is a d-sequence by Theorem 4.1. Since x1, . . . , xd−1 is a regular sequence in R, it
follows that x1, . . . , xd−2, x
l
d−1, x
l
d is a d-sequence in R.
(b) =⇒ (c) It is obvious.
(c) =⇒ (d) Since the images of xd−1, xd in Rd−2 is a d-sequence, we have that
H0M(G(QRd−2))
∼= H0m(Rd−2), see [GO11, Proposition 3.4(5)]. Since depthRd−2 ≥ 1, we
get H0M(G(QRd−2)) = 0 which implies depthG(QRd−2) ≥ 1. Thus by Sally-machine,
depthG(Q) ≥ d − 1. Since the image of xd in Rd−1 is a d-sequence, by [GO11, Proposi-
tion 3.4(3)], η(QRd−1) ≤ 0. Since x
∗
1, . . . , x
∗
d−1 is a regular sequece in G(Q) by [RV10, Lemma
1.3] , we get η(Q) = η(QRd−1)− (d− 1) ≤ 1− d by [Mar, Lemma 2.8].
(d) =⇒ (a) η(Q) ≤ 1− d, then P (Q,n) = H(Q,n) = 0 for n = 0,−1, . . . , 2− d. By putting
the values of n into P (Q,n) successively, we easily get that ei(Q) = 0 for 2 ≤ i ≤ d.
(3) It follows from part (2). 
The depth condition on the ring is necessary as evidenced by the following example.
Example 4.3. In Example 3.3, let dimR = d ≥ 4 and t = d− 3 so that D = R/(X1,X2,X3)
and A = R⋉D. Let q = (X1, . . . ,Xd) and Q = qA. Then e2(Q,A) = 0 but depthG(Q) = d−3
and e3(Q,A) 6= 0 by (18). In this case, depthA = d− 3.
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