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Introduction vii
Introduction
I don’t know anything, but I do know that every-
thing is interesting if you go into it deeply enough.
Richard Feynman
Despite more than half a century of studies in heavy-fermion compounds, a full under-
standing of the various possible magnetic ordering phenomena is still far from complete.
Some heavy-fermion materials show so-called hidden-order phases, which are invisible to
conventional diffraction techniques. The multipolar moments of the f electrons in their
specific crystal field environment play a decisive role in the formation of these phases. Such
hidden-order phases have been observed in a variety of compounds containing 4 f and 5 f
elements, like URu2Si2, NpO2, YbRu2Ge2, and CeB6. The competition or coexistence of
multipolar ordering with more conventional magnetic order parameters, such as ferro- or an-
tiferromagnetism, gives rise to complex magnetic-field–temperature phase diagrams in these
compounds that provide a rich playground for experimental and theoretical investigations.
Because the multipolar ordering is often coupled to another magnetically ordered state,
the instances where orbital ordering appears as a separate solitary phase are rare. The most
well-studied member of this family of compounds is the pure CeB6 material, which is consid-
ered a textbook example of a system with the so-called magnetically hidden order, typically
associated with an antiferromagnetic arrangement of magnetic quadrupole moments. In
this compound an antiferroquadrupolar (AFQ) ordered phase is found in a narrow range
between TN = 2.3 K and TQ = 3.2 K. Application of a magnetic field stabilizes the AFQ phase
over a broader temperature range, up to the fields of Hc ∼ 80 T, when a transition to the
paramagnetic phase occurs.
Close inspection of the phase diagram of Ce3Pd20Si6 shows remarkably similar behavior
to CeB6, but with reduced temperature and field scales, with TN = 0.2 K, TQ = 0.45 K and
Hc ∼ 10 T, thus being in a range of fields and temperatures accessible to modern neutron
scattering techniques. Structurally this material is far more complex than CeB6, as it consists
of two interpenetrating sublattices of cerium. One of them possesses a simple-cubic structure
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like in CeB6, whereas the other one has a geometrically frustrated face-centered-cubic
structure. This unprecedented coexistence in the same material of two inequivalent Kondo
lattices with different symmetry was predicted to exhibit two drastically different Kondo
temperatures due to the competitive Kondo-screening effects.
Here I examine the pure and La-doped f-electron system CeB6, as well as Ce3Pd20Si6,
by means of neutron scattering. The magnetic field dependence of the zone center exciton
mode in CeB6 was studied in fields up to 14.5 T and compared with the existing theory. A
long standing question of the applicability of the phenomenological temperature dependence
Γ = kBTK+A
p
T , where TK is the Kondo temperature, for two limiting cases, the Kondo lattice
and Kondo impurity, has been investigated on a set of samples diluted with lanthanum. In
Ce3Pd20Si6, the order parameter of the AFQ phase was uncovered, and its field dependence
was studied in fields up to 9 T.
Structure of this thesis. In the first chapter, I give a brief introduction to neutron
scattering, which covers the two most important aspects: the theory and experimental
details of this technique. There are several important reasons which allowed neutrons to
become an ideal probe of condensed matter physics. The absence of an electric charge allows
them to penetrate deep inside the material, and the presence of one-half spin is responsible for
the interaction with the unpaired electron spin, thus probing magnetic properties. However,
the use of neutron scattering was strongly deterred by the low flux neutron sources, which
existed at the very beginning. Therefore, in the experimental part I give a brief summary of
possible mechanisms for neutron production and detection, as well as some examples of
available neutron sources. A detailed explanation of the most important instruments used
in neutron scattering, the triple-axis spectrometer and time-of-flight spectrometer, is also
given.
The second chapter mainly addresses the physics of heavy-fermion systems. They are
usually intermetallic compounds where partially filled orbitals on each atom, considered as
localized magnetic moments, are hybridized with the conduction electrons, forming heavy
fermion bands. Properties of these systems are mainly governed by the competition between
the Kondo screening and the Ruderman-Kittel-Kasuya-Yosida coupling mechanism via the
conduction electrons. An important part of physics in the f-electron system is the strong
coupling between the spin and orbital degrees of freedom. This leads to the presence of new
eigenstates, that may be described in terms of the multipole degrees of freedom. It turned
out that the interaction between different multipoles is responsible for the appearance of the
ordered phases in various materials. One well known example is CeB6, where the interaction
between quadrupole moments leads to the appearance of the so called “magnetically hidden”
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order. The reason for this order to be called “hidden” comes from the fact that quadrupole
ordering is the ordering of the charge degrees of freedom, and because the neutron possesses
no charge, it is invisible to neutron scattering. In magnetic materials, time dependent spin
fluctuations can form collective excitations, known as magnons. At the first glance, all
magnons may appear to be the same, however, as will be shown, they exhibit significantly
different behavior upon applying a magnetic field. Thus the external magnetic field can help
to uncover the underlying mechanism of the spin interactions in matter.
The third and fourth chapters are focused on the main results of the inelastic neutron
scattering (INS) experiments on Ce1−xLaxB6 and Ce3Pd20Si6 respectively. Until now, no
systematic investigations of the spin dynamics under the influence of magnetic field have
been reported for these materials, despite the fact that the already published articles explicitly
mentioned that “more accurate INS experiments as function of field and temperature than
presently available are desirable”. Therefore my research focused on the evolution of the
recently discovered ferromagnetic resonance in CeB6 upon application of the magnetic field.
Using both triple-axis and time-of-flight spectrometers, a systematic investigation of the
zone-center excitations was done, as well as changes of the resonance energy associated
with the presence of anisotropy with respect to the field direction. The obtained results were
directly compared with existing theories, which predict the evolution of excitation energies,
and a reasonably good agreement was found.
It was found that in many heavy-fermion metals, the quasielastic line width follows
phenomenological temperature dependence Γ = kBTK+A
p
T , where TK is the Kondo temper-
ature. There have been no systematic studies of the dependence of the Kondo temperature
and the parameter A on doping, therefore availability of the La-doped series of Ce1−xLaxB6
single crystals gave me an opportunity to address these long-standing open questions. An
unambiguous confirmation of the
p
T law scaling was found in all available samples, and
the value of the neutron-deduced Kondo temperature was found to be in a good agreement
with the published values determined from resistivity measurements.
In the fourth chapter in contrast to previous results on polycrystalline samples, which
showed presence of crystal electric field excitations that correspond to different sublattices,
my measurements on a single crystal of Ce3Pd20Si6 excluded the presence of the second
lower-energy crystal field line. Instead, within the paramagnetic state, a signal that can be
well described by a quasielastic Lorentzian line shape centered at the (111) wave vector
was found. According to its Q-space symmetry, the signal is associated with the simple-
cubic sublattice and corresponds to the zone corner for the simple-cubic sublattice. Upon
warming, the observed signal exhibits gradual broadening of the quasielastic signal linewidth
in accordance with the expected
p
T law.
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In a structurally simpler CeB6 sample, the corner of the Brillouin zone corresponds to the
propagation vector of the antiferroquadrupolar phase. By analogy with cerium hexaboride
we expect that at a Q-point, where a maximum of the quasielastic intensity can be found,
an analog of the antiferroquadrupolar Bragg peak should exist. Application of the magnetic
field along either the [1 1 0] or the [0 0 1] direction induces a broad diffuse peak, in addition
to the sharp structural Bragg reflection. This magnetic peak contribution reaches its maximal
intensity in the middle of the antiferroquadrupolar phase and then starts to decrease, thus
repeating behavior of the antiferroquadrupolar Bragg peak intensity in CeB6. In addition, for
magnetic fields applied along the [0 0 1] direction, the diffuse magnetic peaks in Ce3Pd20Si6
become incommensurate, suggesting a more complex modulated structure of the underlying
multipolar order that can be continuously tuned by a magnetic field.
Another technical chapter is presented in the Appendix A. In my personal opinion this
part is extremely important. Because of non-ideal sample environment, as well as due to
technical nuances of neutron scattering, various unexpected signals which in some cases
mimic intrinsic scattering features from the crystal, can be easily confused with a real signal.
Therefore, in this section I describe in detail various spurions which I had to deal with
during the experiments, as well as some instruction on ways to avoid them or take them
into account.
1Chapter 1
Neutron scattering
1.1 Introduction
Since ancient times, humanity has been interested in the structure of matter. The ancient
Greek philosophers Leucippus and Democritus in the 5th century BC suggested that all
matter is built from the ungenerated and indivisible smallest particles called atoms and
void [1]. Although later this conception for some time was superseded by Aristotle’s doctrine
of four “simple bodies” [2], thanks to the atomism supporters at the turn of the 16th – 17th
centuries, molecular-atomic theory was developed later in the 19th century. Discovery of
significant chemical laws, in particular the law of conservation of mass together with the
law of definite proportions and the law of multiple proportions played a major role in the
establishment of atomic theory [3].
Observation of the electron indicated that the atom consists of smaller particles and is
divisible. The suggested plum pudding model, in which a cloud of positive charge, equal to
the size of the atom, contains small, negatively charged “corpuscles”, was the first attempt to
describe the atom [4]. Later this model was contradicted with the Rutherford model, based
on the experimental results of α and β particles scattered by a thin gold foil. A small number
of α particles were deflected by very large angles, indicating that the scattering center has a
small size and a substantial electric charge, and the mass of the atom is concentrated in it.
This heavy, positively charged center core is surrounded by negatively charged electrons,
compensating each other so that atoms are neutrally charged. Electrons were thought to
be flying around the center core like planets around the sun [5]. However the planetary
model had a significant shortcoming, since it was unable to explain the stability of the
atom. According to classical electrodynamics, electrons orbiting the nucleus experience
acceleration and emit electromagnetic waves. As a result of continuous energy loss by
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radiation, electrons should spiral toward the nucleus and as a result fall on it. Observed
emission and absorption spectral lines of atoms cannot be explained by the planetary model
either. The following progress in understanding principles of quantum mechanics led to
the emergence of the Bohr model, complemented later by Sommerfeld. Introduction of
certain orbits, where electrons can orbit infinitely without losing energy by radiation [6–8],
together with the quantization of the z-component of the angular momentum that granted
the existence of elliptical orbits with the same energy, thus allowing energy levels degeneracy
[9], gave good description of the hydrogen atom and explained the previously observed
Zeeman effect [10–12]. Because Bohr’s theory utilized laws of classical mechanics combined
with the quantum rule, it was not sufficiently consistent and general, and therefore later
was replaced by modern quantum mechanics.
Introduction of the concept of the atomic orbital, as a solution of the Schrödinger equation,
was the next step in attempts to obtain an absolute understanding of the atom [13]. The
electron was imagined as a negatively charged cloud, whose density is proportional to the
square of the wave function at the corresponding point of the atom [14]. The term orbital
in particular emphasizes the fact, that the state of an electron in an atom is fundamentally
different from the classical motion and is described by the laws of quantum mechanics. Each
orbital is described by quantum numbers: n – principal, l – azimuthal, and m – magnetic
quantum numbers. The principal quantum number is used to characterize orbital energy,
therefore larger values of n correspond to higher potential energy. Azimuthal and magnetic
quantum numbers are used to describe the shape of the orbital and the spatial arrangement
of the atomic orbitals, respectively.
While understanding of the atomic orbitals rose to new levels, progress in the physics of
atomic nucleus lagged behind. As far back as in the beginning of the 20th century, it was
known that substances having the same chemical behavior but different atomic weight can
exist [15, 16]. The empirical rule, which described the transmutation of elements during
radioactive decay, known nowadays as the radioactive displacement law, was also discovered
[17, 18]. Thus, despite the fact that the neutron was discovered later, existence of isotopes
was confirmed.
Experiments with irradiation of certain light elements like Li, Be, B, F, Mg, and Al by
α-particles, obtained from a radioactive polonium source, revealed a new type of unusually
penetrating radiation [19, 20]. Erroneously, the discovered emission was first thought to
have γ-nature, as it was not influenced by an electric field. Later on, a similar experiment
was done by James Chadwick, wherein he irradiated paraffin with α-particles and made
a conclusion that this radiation is likely to be uncharged particles with the same mass as
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the proton [21–23]. Several years later, in 1935, he won the Nobel Prize in Physics “for the
discovery of the neutron” [24]. With his discovery, the proton–neutron model of the nucleus
gained impetus and was quickly accepted.
For the purpose of research, neutrons described in this thesis are interesting due to
their unique nature as probing particles. We will discuss neutron properties in detail later
in sec. 1.2, while now we will briefly go through the history and formation of neutron
scattering as a versatile tool for probing magnetism. Development of high-flux sources,
to allow scattering experiments as we know them now, took a while. However, the first
attempts of neutron diffraction experiments that followed just after the discovery of the
neutron using a radioisotope Rn-Be source, successfully demonstrated Bragg scattering,
thereby confirming wave-particle duality of the neutron [25, 26]. Further development was
directly linked to the progress in nuclear reactor construction.
Figure 1.1: SCRAM button in the con-
trol room of the X-10 Graphite Reactor
at Oak Ridge National Laboratory.
The first nuclear reactor Chicago Pile-1 was built in
1942 at the University of Chicago under the supervision
of Enrico Fermi [27]. Although this reactor is irrelevant
to the neutron scattering experiments, as it was used to
test the feasibility of a controlled self-sustaining nuclear
chain reaction, it would be dishonest not to mention it. In
addition, one curious fact is related to this “reactor”: in
case of emergency, control rods made of cadmium (a good
neutron absorber), suspended on a rope, were supposed
to be dropped into the pile and stop the reaction. As there
was a chance that this would fail to happen automatically,
a man with an axe to cut the rope in case of unforeseen
circumstances was on duty. This person was the safety
control rod axe man, or acronym SCRAM, and since then SCRAM is used as a name for an
emergency shutdown of a nuclear reactor (fig. 1.1).
Later in 1943, at Oak Ridge National Laboratory, the second graphite reactor X-10 was
constructed. This reactor was designed mostly to produce weapons-grade plutonium from
natural uranium, but in addition was used to obtain the first neutron diffraction patterns
on gypsum and rocksalt crystals in 1944 by E. Wollan and C. Shull [28]. The first two-axis
diffractometer used for these experiments actually was a remodeled x-ray diffractometer,
while the first specially designed spectrometer for neutron-scattering experiments was built
later in 1949 [29]. Another significant result obtained due to the presence of the neutron’s
magnetic moment was the observation of antiferromagnetism in MnO, in which magnetic
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reflections were observed at the forbidden positions of the structural unit cell [30]. In
order to measure inelastically scattered neutrons, it was necessary to add an additional
axis with the analyzer crystal, which resulted in the triple-axis spectrometer, first created in
1961 by B. Brockhouse at the Chalk River NRX reactor in Canada [31, 32]. Years later, in
1994, the Nobel Prize in Physics was awarded to B. Brockhouse and C. Shull “for pioneering
contributions to the development of neutron scattering techniques for studies of condensed
matter” [33].
Neutron scattering has been developing for more than half a century, and now it has
become an important tool of modern materials science. Significant improvement of the
reactor neutron sources as well as development of neutron spallation sources was essential
to obtain present-day knowledge in condensed matter. Rapid development of the neutron
scattering technique led to the rise of innovative instruments, like time-of-flight, backscatter-
ing, and spin-echo spectrometers, which greatly increased the applicability of the neutron
scattering method. In this chapter I would like to focus mainly on two important techniques
used in my research: triple-axis and time-of-flight spectroscopy, as most of the results in my
thesis were obtained using these methods. Besides, I will point out various types of spurious
signals that can occur in such experiments.
1.2 Neutron Properties and its Interaction with Matter
Due to unique properties of the neutron it became a highly effective probe of condensed
matter physics. The most important properties of the neutron, vital for its use as a probe, are
the absence of electric charge and presence of spin 12 . Because the neutron is a chargeless
particle, it experiences no Coulomb interaction and can penetrate deep inside the material,
scattering only on the nuclei due to the strong interaction. In addition, the neutron’s magnetic
moment can interact with the unpaired electron spins via the dipole-dipole interaction,
becoming an indispensable probe of magnetic properties. Depending on whether a neutron
is free or bound in an atomic nuclei, it can be unstable with a mean lifetime of ∼15 min.
[34, 35] or stable, respectively. The neutron with a mass mn = 1.0087u is slightly heavier
than a proton and has a magnetic moment µn = −1.913µN, where µN = eħh/2mp is the
nuclear magneton.
1.2.1 Neutron absorption
Because of these properties, neutrons show significantly different results after interaction
with the sample as compared to photons or electrons. First of all, the result of interaction
with matter can be divided into two different cases: absorption and scattering. In case of the
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neutron’s absorption by nuclei, they form a compound nucleus in an excited state, which after
some time decays into the ground state or undergoes fission. During the decay process, nuclei
can relax into the ground state or to another excited state with lower energy. In particular,
natural cobalt 59Co, after being irradiated with neutrons, transforms into unstable 60Co
with a half-life of 5.2713 years, which undergoes β− decay into Ni: 6027Co −→ 6028Ni+e−+νe
[36]. A similar process can be observed for gold 19879 Au −→ 19880 Hg+ e−+νe [37] or, for
instance, for platinum 19778 Pt −→ 19779 Au+e−+νe [36], which certainly would interest ancient
seekers of lapis philosophorum. Another result is observed in case of nuclear fission, in
particular important for neutron scattering, boron 105B +
1
0n −→ 42He+73Li+2.78 MeV, lithium
6
3Li +
1
0 n −→ 42He+31H+4.78MeV or helium 32He +10 n −→ 11H+31H+765keV [38]. These
reactions are used in neutron detection due to their huge cross sections and will be described
in details later in sec. (1.3.4).
Of particular interest is the absorption of neutrons by cadmium. This material is com-
monly used as neutron absorber due to its very high neutron absorption cross-section.
Naturally occurring Cd consists of various isotopes, however we will pay our atten-
tion to 113Cd. After being irradiated with neutrons, it is converted into resultant nu-
cleus 114Cd in an excited state, which leads to the emission of γ-rays during relaxation:
113
48 Cd +
1
0 n −→ 11448 Cd? −→ 11448 Cd + γ [39]. Absorption cross-sections strongly vary with
neutron energy, and as shown in fig. 1.2, 113Cd is especially good as shielding against thermal
neutrons with energies below 1 meV, however it is several orders of magnitude worse in
absorbing fast neutrons. The cross-section decreases with increasing incident neutron energy
as a general rule, which is valid as well for 10B, making these two materials particulary
useful for thermal-neutron shielding.
The absorption cross-section for neutrons was for the first time explained in 1936 by
Breit and Wigner [40] in an attempt to understand accumulated experimental results, like
cross-section decrease with increasing velocity of neutrons [41, 42], and aspired to explain
large cross-sections as a resonance effect [43]. According to the Breit-Wigner formula,
neutron absorption cross-section for a specific element is
σn,γ(E) = piλ
2
ΓnΓγ
(E − ER)2 + (Γ/2)2 , (1.1)
where λ= λ2pi =
ħh
mv , and ER is the resonance energy. As there is always a certain probability
that the excited state will decay, Γ can be related to the finite lifetime as Γ = ħh/τ. Decay
occurs via various processes, like γ-emission, re-emission as a neutron, emission of charged
particles and others, thus the total width Γ can be written as a sum of different partial
widths: Γ = Γγ + Γn + Γα + .... Generally speaking radiation width changes from resonance
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Figure 1.2: Total neutron cross-section of 113Cd. Figure source obtained from the Joint Evaluated Fission and
Fusion File (JEFF) library using JANIS [45].
to resonance differently for Γγ and Γn. While the radiation width value changes slightly,
neutron width varies quite strongly from resonance to resonance and can be introduced
through the relation:
Γn = Γn0
p
E. (1.2)
When E = ER the cross section has a maximum and can be written as
σ0n,γ = 4piλ
2
R
ΓnΓγ
Γ 2
. (1.3)
Another limiting case is when E→0. When ER Γ , eq. 1.1 transform into
σn,γ(E) = piλ
2
ΓnΓγ
E2R
. (1.4)
Taking into account eq. 1.2 and relation between the wavelength and the neutron energy
E = 8.17× 10−18/λ2, eq. 1.4 can be written in the following form:
σn,γ(E) = piλ
2
Γn0Γγ
E2R
p
E
= piλ2R
Γn0Γγ
ER
1p
E
, (1.5)
indicating that the absorption of neutrons is proportional to 1/
p
E, or 1/v, therefore ex-
plaining the previously observed cross-section decrease with increasing velocity of neutrons.
The 1/v law has a simple explanation: neutrons with lower energy spend more time in the
vicinity of the nucleus and thus have a higher probability of being captured by the nucleus
[44].
The described capture cross-section is shown in fig. 1.2 for the 113Cd isotope. At low
energies below 10−2 eV, highlighted with the blue arrow in fig. 1.2, the cross-section follows
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the 1/v law. Unlike many other materials, in Cd the first resonance emerges at a relatively
small energy of 0.18 eV (green arrow), immediately after which the cross-section rapidly
falls down by several orders of magnitude, until it reaches the resonance region around
100 eV [46].
1.2.2 Nuclear and magnetic scattering
We have already discussed two possible outcomes from the interaction of nuclei with a
neutron, absorbtion and fission, and now let us consider interaction through the nuclear
force. In this case the differential cross section can be written as:
dσ
dΩ
= b2, (1.6)
where b is a property only of the nucleus that defines the scattering length. It strongly
depends not only on the atomic number but also on the isotope, and in comparison with the
scattering length for X-rays which monotonically increases as a function of Z (atomic-mass
numbers), changes in an irregular fashion. This important property makes neutrons sensitive
to both light and heavy atoms [47, 48]. In addition, the scattering length b also varies with
the nuclear spin. When a neutron interacts with the nuclei, the formed “compound nucleus”
can take two different values for neutrons with spin +1/2 and −1/2 [49].
Now let us consider matter which consists of different isotopes, thus the scattering length
bi varies from one nucleus to another. In this case the differential cross section averaged
over all the system can be written as:
d2σ
dΩdE
=
kf
ki
1
2piħh
∑
j j′
b j′ b j
∫
〈 j′, j〉exp(−iωt)dt (1.7)
where 〈 j′, j〉= 〈exp{−iQ ·R j′(0)}exp{iQ ·R j(t)}〉, and Q is known as the scattering vector
(see 1.29). Taking into account the assumption that there is no correlation between b values
for different nuclei, equation 1.7 can be rewritten in the following form:
d2σ
dΩdE
=
kf
ki
1
2piħh(b)
2
∑
j j′
∫
〈 j′, j〉exp(−iωt)dt
+
kf
ki
1
2piħh
¦
b2 − (b)2©∑
j
∫
〈 j, j〉exp(−iωt)dt, (1.8)
where the first term represents the coherent and the second term the incoherent scattering
cross-sections [50]. Accordingly, the total scattering cross section from eq. 1.6, σ=
∫ 4pi
0
dσ
dΩdΩ,
can be expressed as a sum of two contributions, σ = σcoh +σinc, where
σcoh = 4pi(b)
2, σinc = 4pi{b2 − (b)2}. (1.9)
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It becomes clear that the coherent contribution arises from the correlation between the
positions of all atoms in the sample. Since it gives interference effects, it is responsible
for the occurrence of the Bragg reflections. At the same time the incoherent contribution
represents an effect due to the random distribution of scattering lengths between different
nuclei [48–51]. This means that for a material that consists of single isotopes, the incoherent
scattering cross-section can only originate from nuclear-spin interaction, and therefore
vanishes for the elements with zero nuclear spin, like 42He or
28
14Si.
Element σcoh σinc σabs
1
1H 1.7583 80.27 0.3326
2
1H 5.592 2.05 0.000519
3
2He 4.42 1.6 5333
4
2He 1.34 0 0
6
3Li 0.51 0.46 940
7
3Li 0.619 0.78 0.0454
10
5B 0.144 3.0 3835
11
5B 5.56 0.21 0.0055
27
13Al 1.495 0.0082 0.231
28
14Si 2.120 0 0.177
51
23V 0.0203 5.07 4.9
64
29Cu 5.2 0.006 4.50
113
48Cd 0.3 12.4 20600
157
64Gd 650 394 259000
Table 1.1: Neutron scattering cross-sections for vari-
ous elements. σcoh, σinc and σabs represent coherent,
incoherent, and absorption cross-sections respectively
given in barn (1 barn = 100 fm2). Values are taken
from ref. 52.
Thus when studying a certain material
it is necessary to take into account all pos-
sible results of the interaction. In table
1.1 cross-section values of important ele-
ments for neutron scattering are summa-
rized. In particular 21H in comparison with
1
1H has a smaller absorption cross-section,
and therefore 21H2O is used in nuclear re-
actors that utilize low-enriched uranium
as its fuel. At the same time due to the
large incoherent cross-section of 11H, mate-
rials like water, polyethylene, and concrete
are used for shielding against neutrons. Be-
sides, elements with huge absorption cross-
sections like 105B,
113
48Cd,
157
64Gd, can be used
as well. Polycrystalline alloys of Cu and Al,
due to their neutron “transparency” and low
incoherent cross-section, are used for con-
struction of instruments and sample environ-
ments. Apart from this vanadium should be
mentioned: because of a relatively large in-
coherent cross-section and an almost absent
coherent scattering, polycrystalline vana-
dium is used for instrument calibration and
as a material for powder containers in diffraction experiments.
We have discussed possible outcomes of interaction processes between the neutron and
a nucleus, however due to the presence of the neutron magnetic moment it can also interact
with unpaired electrons. Interaction between the neutron in a spin state σ and a moving
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electron of momentum p in a spin state s can be written as:
V = −µn ·B = −2γµNµBσ ·

∇×

s× rˆ
r2

+

p× rˆ
ħhr2

, (1.10)
where µN µB are the nuclear and Bohr magnetons, and rˆ is a unit vector in the direction r of
the electron as shown in fig. 1.3. In the scattering process, the target can change its state τi
to a state τf, and the neutron changes its spin from σi to σf. The transition probability per
unit of time, based on the first Born approximation, is given by:
Wkiσiτi→kfσfτf =
2pi
ħh |〈kfσfτf|V |kiσiτi〉|
2ρkfσf(Ef), (1.11)
where ρkfσf(Ef) is the density of final states.
Origin
i-th electron
neutron
r
i
Ri
r
x
y
Figure 1.3: Neutron and electron posi-
tion vectors.
Now let us consider a basic neutron scattering exper-
iment. A neutron beam with a flux Φ, characterized by a
wave vector ki and a corresponding spin state σi, scatters
on the sample which consists of N atoms. Scattered neu-
trons are characterized by kf and σf and measured by the
detector with efficiency η that subtends a solid angle ∆Ω.
The count rate C on the detector can be written as:
C = ηΦN(
dσ
dΩ
)∆Ω. (1.12)
Since C/η is equal to transition probability Wkiσiτi→kfσfτf ,
the differential cross-section is:
dσ
dΩ

kiσiτi→kfσfτf
=
1
NΦ∆Ω
Wkiσiτi→kfσfτf . (1.13)
Using eq. 1.11 for transition probability as well as introducing the density of final states
as ρkfσf(Ef) = (V0mnkf/8pi
3ħh2)∆Ω and incident beam flux Φ = ħhki/V0mn, we can rewrite
eq. 1.13 as 
dσ
dΩ

kiσiτi→kfσfτf
=
1
N
kf
ki

mnV0
2piħh2
2
|〈kfσfτf|V |kiσiτi〉|2. (1.14)
Taking into account the energy conservation law E = Ei − Ef = Eτf − Eτi , summing over all
final states, and averaging over all initial states that have probabilities pτi and neutron spin
states pσi , we can derive the double-differential cross-section [48]:
d2σ
dΩdEf

ki→kf
=
1
N
kf
ki

mnV0
2piħh2
2∑
σiτi
pτi pσi
∑
σfτf
|〈kfσfτf|V |kiσiτi〉|2δ(E + Eτi − Eτf). (1.15)
Substituting the neutron-electron interaction potential V , defined by eq. 1.10, into eq. 1.15,
double-differential cross-section becomes:
d2σ
dΩdEf
=
1
Nm
kf
ki
(γr0)
2
∑
α
∑
τi
pτi
∑
τf
〈τi|D†⊥α|τf〉〈τf|D⊥α|τi〉δ(E + Eτi − Eτf), (1.16)
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where r0 = e2/4pi"0mec2 = 2.8179 fm is the classical electron radius and D⊥, the magnetic
interaction vector, is the projection of a generalized vector D onto the plane perpendicular
to the scattering vector Q (see fig. 1.4), defined as:
D⊥(Q) =
∑
j

Qˆ× (s j × Qˆ) + iħhQp× Qˆ

eiQ·r j . (1.17)
The vector D represents the Fourier transform of the magnetization density µ and usually
can be written in the following form:
D(Q, t) = − 1
2µB
µ(Q, t) = − 1
2µB
∫
µ(r, t)eiQ·rdr. (1.18)
In a simple case when the atom has no orbital angular momentum, magnetism arises only
from the electron’s spin. Therefore, the magnetic moment of the jth atom at the position
R j can be rewritten using electron’s spin S as µ j = 2µBS j. Using an assumption that the
magnetization density can be divided into parts that correspond to the atomic site j at
position R j, the magnetization density becomes µ(r) =
∑
µ(R j + r j). Finally eq. 1.18 can be
written in the following form:
D(Q, t) =
∑
j
f j(Q)S j(t)e
iQ·R j . (1.19)
The component f j(Q) is known as the magnetic form factor and is defined as the Fourier
transform of the magnetization density [53]:
f j(Q) =
∫
µ(R j + r j)eiQ·r j dr j∫
µ(R j + r j)dr j
. (1.20)
s
µ
ki
kfQ
D
┴
D
(D∙Q)Q
› ›
σ
Figure 1.4: Relation between the scattering vector
Q and magnetic interaction vector D⊥, that em-
phasizes the fact that neutron scattering is only
sensitive to the magnetization component of the
crystal (schematically shown with orange color),
that are perpendicular to the scattering vector Q.
According to fig. 1.4, we can write that D⊥ =
Qˆ×D× Qˆ = D− (D · Qˆ)Qˆ, and therefore rewrite
D†⊥ ·D⊥ from eq. 1.16 as [50]:
D†⊥ ·D⊥ = {D† − (D† · Qˆ)Qˆ} · {D− (D · Qˆ)Qˆ}
= D† ·D− (D† · Qˆ)(D · Qˆ)
=
∑
α,β
(δα,β − QˆαQˆβ)D†αDβ , (1.21)
where α and β stand for x , y, z, and δα,β is
the Kronecker delta. Substituting the results
obtained in eq. 1.17, eq. 1.17 and eq. 1.21 into
eq. 1.16, and since electron’s magnetic moments
have a negligible effect on interatomic forces, nu-
clear and electronic coordinates can be summed
up separately, so the double-differential scattering cross-section becomes [48]:
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d2σ
dΩdEf
=
1
Nm
kf
ki
(γr0)
2
∑
α,β
(δα,β − QˆαQˆβ)
∑
j, j′
f ∗j (Q) f j′(Q)×
× 1
2piħh
∫
〈S jα(0)S j′β(t)〉〈e−iQ·R j(0)eiQ·R j′ (t)〉e−iEtħh dt. (1.22)
Now let us consider each component of the differential scattering cross-section in details:
• (δα,β − QˆαQˆβ) is the tensor that is responsible for the directional dependence of the
neutron scattering. It shows that neutrons can only “probe” magnetization compo-
nent orthogonal to the momentum transfer Q. In particular this means that for the
case of collinear magnets (e.g. ferro- and antiferromagnets), elastic scattering gains
weighting factor 1− (Q ·η)2, where η is the spin direction, and therefore magnetic
scattering vanishes when magnetization and momentum transfer are parallel. But for
the inelastic magnetic scattering, the result is slightly different. In case of scattering
by the spin waves in local-moment ferromagnets, spin deviations take place, and the
displacement that exists in the orthogonal direction with respect to the quantisation
axis is important. This significantly changes the weighting factor, and now it becomes
1+ (Q ·η)2. Therefore, although magnetic moments of the system are “parallel” to
the momentum transfer Q, the spin-wave cross section is nonzero [50].
• 〈S jα(0)S j′β(t)〉〈e−iQ·R j(0)eiQ·R j′ (t)〉 is the correlation function that accounts for the atomic
positions and electron’s spin at different moments of time, and therefore “probes”
structure and dynamics of the magnetic properties in the crystal.
• f j(Q) is the magnetic form factor previously mentioned. According to its definition
with eq. 1.20, this function is normalized, so that f j(0) = 1 and falls off sharply as the
scattering vector increases. This result has an important impact on the experiment
planning, as it significantly limits possible Q space to lower values.
1.2.3 Form-factor analytical approximation
As it was shown previously, the magnetic form factor f j(Q) is an important part of the
expression for the double-differential scattering cross-section. Its Q dependence can be
derived from first principles using the dipole approximation [54], however, because of the
extremely complex derivation procedure, the final result is represented in a fairly complex
form which is inconvinient for practical use. For the form factor defined by [48]:
f (|Q|) = gS
g
〈 j0(|Q|)〉+ gLg
 〈 j0(|Q|)〉+ 〈 j2(|Q|)〉, (1.23)
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where 〈 jL(|Q|)〉 =
∫
jL(|Q|r)|ψ(r)|2dr and jL are the spherical Bessel functions, integrals
〈 jL(|Q|)〉 can be approximated by an analytical expression for simplification. This greatly
streamlines work with the form factor and in particular allows one to fit it to the neutron-
scattering data. The approximation has the form:
〈j0(s)〉= Aexp(−as2) + B exp(−bs2) + C , (1.24)
〈j2(s)〉= [Aexp(−as2) + B exp(−bs2) + C]s2, (1.25)
where s = sin(θ/λ) [55, 56].
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Figure 1.5: The magnetic form factor f (|Q|)2 for
Ce3+ and its components 〈 j0(|Q|)〉 and 〈 j2(|Q|)〉
according to eq. 1.26.
For the purpose of my thesis, I will compare
experimental results with the predicted form
factor for Ce3+. The corresponding values of
A, a, B etc. were taken from ref. 56. Because
Ce3+ is a rare-earth element, it has strong spin-
orbit coupling and the total angular momentum
J = L+S. It has a single 4 f 1 electron, thus L = 3,
S = 1/2, and J = 5/2. A simplified expression
for the form factor is [57]
f (|Q|) = 〈 j0(|Q|)〉+ C2〈 j2(|Q|)〉 (1.26)
with
C2 =
J(J + 1) + L(L + 1)− S(S + 1)
3J(J + 1)− L(L + 1) + S(S + 1) . (1.27)
is shown in fig. 1.5.
1.3 Neutron Scattering Instruments
As it was previously mentioned, the neutron is a unique probe that was granted its wide
application due to important properties. Fig. 1.6 illustrates different types of interaction
between neutrons and matter as well as compares them with other particles. Neutrons
penetrate deep into the material, because they carry no electric charge, and as mentioned
earlier in sec. 1.2.2, they probe any elements irrespectively of atomic mass, unlike electrons
or X-rays that are more sensitive to heavy elements. The magnetic moment of the neutron
is a key feature in neutron scattering experiments, giving us the possibility to determine
magnetic structures directly. However, despite such strong benefits, neutron experiments
cannot be carried out in every scientific lab. The widespread use of neutron scattering
techniques is severely limited by several important shortcomings. Mentioned before, the
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neutron cross-section does not vary so much for various elements, unlike the X-ray cross-
section which is much larger in the case of heavy atoms. In particular, the cross-section of
light elements like 42He is 1.34 barn and 2.65 barn for neutrons and X-rays, respectively, and
does not differ significantly. At the same time for heavier elements like 6429Cu these values
already differ by orders of magnitude: 5.2 barn and 559 barn [58]. Taking into account
that the typical photon flux can reach ∼ 1015 ph/s/0.1BW, with a spot size on a sample
100× 100µm2, it becomes clear that to achieve reasonable counting time for a neutron
scattering experiment, a high-intensity neutron source is required.
Figure 1.6: Comparison between possible inter-
actions for various particles, showing important
properties in the case of neutrons. Reproduced
from ref. 59.
A high-flux neutron source can be only ob-
tained at large-scale facilities that use reactors
or spallation sources to produce neutrons. And
even in this case, a typical neutron flux on the
sample is of the order of ∼ 107 − 108 n/cm2s.
Another disadvantage, which was previously re-
ferred to as a positive argument, because neutron
is highly penetrating, it is extremely difficult to
manipulate the neutron beam as well as to create
a neutron detector. Therefore, the neutron beam
spot has relatively large dimensions (several cm),
so in order to use as many neutrons as possible,
neutron scattering requires large samples.
Thanks to the hard work of many scientists, the described difficulties have been overcome,
and the basic instrument for neutron scattering, known as a triple-axis spectrometer (TAS),
was invented by B. Brockhouse. The name of this instrument arises from the fact that there
are three different axes that can be rotated in order to probe specific energy-momentum
coordinates. In the next sections I will give an explanation of most important elements of
TAS (sec. 1.3.1) and time-of-flight (TOF) (sec. 1.3.2) spectrometers as well as give a short
overview of possible spurious signals in app. A that may arise during the experiment, thus
significantly complicating interpretation of the results.
1.3.1 Triple-axis spectrometer
Every scattering experiment is governed by the two conservation laws. In case of neutron
scattering, energy and momentum conservation laws can be written as
ħhω= Ei − Ef, (1.28)
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Figure 1.7: Scattering geometry in case of (a) elastic ħhω = 0meV and (b) inelastic ħhω = 2meV neutron
scattering for CeB6, showing the relative position of the kf and ki vectors. The black circle represents the cut
through the Ewald sphere with the radius |kf| in the scattering plane, spanned by the (001) and (110) basis
vectors and therefore named (HH L). The image was created using TAKIN [60].
Q = kf − ki, (1.29)
respectively. Usually indices ‘i’ and ‘f’ refer to the incident and final neutron beams, forming
the scattering plane, which in the case of a TAS is usually parallel to the floor. The dispersion
relation for the neutron can be written as E = (ħh2k2)/(2mn), and therefore the energy
conservation law becomes:
ħhω= ħh
2
2mn
(|ki|2 − |kf|2). (1.30)
Depending on the length of incident and final wave vectors, different energy transfer
values can be probed, while positioning defines momentum transfer. For example, fig. 1.7
schematically shows a typical scattering experiment, where the (110) Bragg position is
measured at elastic (a), and inelastic (b) value of energy transfer. According to eq. 1.30, the
condition for inelastic scattering is satisfied when |ki| 6= |kf|. Also as compared to the case
of elastic scattering, the angle between kf and ki has changed. Thus to carry out neutron
scattering experiment length of wave vectors and their relative positions have to be changed.
A typical TAS spectrometer is schematically shown in fig. 1.8. It is necessary to assign
three main axes, associated with the rotation of the monochromator, the sample table, and
the analyzer. The monochromator is one of the most important component of the TAS. It
consists of a large single crystal or array of properly aligned crystals and diffracts neutrons
with a wavelength λi that fulfills the corresponding Bragg condition. The white beam,
incident on the monochromator, has a natural divergence. Usually it is much larger than
the angular width of the Bragg-diffracted beam from a good single crystal. Therefore to
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Figure 1.8: A schematic drawing of the key components of the cold neutron three-axis spectrometer “FLEXX”.
The white beam, which consists of neutrons thermalized in a moderator with a Maxwellian wavelength
distribution, requires monochromatization. This is done at the velocity selector and at the monochromator. To
achieve high flux on the sample, neutrons are directed through special neutron guides, whose surfaces reflect
neutrons. After scattering on the sample, neutrons with the wave vectors kf, selected by the analyzer crystal,
are measured by the detector. The figure was taken from the HZB web page.
increase the number of neutrons diffracted by the monochromator and increase the neutron
flux on the sample, the monochromator is made of a single-crystal mosaic. In order to gain
even more intensity, the single-crystal mosaic is made movable, thus allowing the neutron
beam to be focussed. As shown in fig. 1.9, Cu and pyrolytic graphite (PG) monochromator
crystals are mounted on an aluminum plate, which can be rotated to any angle to achieve the
desired crystal alignment and horizontal focusing or bent for vertical focusing. The desire to
maximize flux and to keep the background level reasonably low imposes strong constrains
on to the monochromator material. It should have large Bragg peak reflectivity and as low
as possible incoherent cross section. Low absorption and a large Debye temperature in order
to avoid phonon excitations are also desirable.
However, when using a monochromator, it is impossible to avoid a serious drawback.
The Bragg condition satisfied with a neutron wavelength λi is also fulfilled by the higher-
order harmonics. This higher-order contamination might significantly spoil the result of
the experiment, and therefore requires suppression. It can be achieved using various
filters, or through the initial white beam monochromatization with a velocity selector. This
technique is used for example in the FLEXX spectrometer (fig. 1.8). The velocity selector is a
cylinder with helical channels covered with a neutron absorber. When rotating at a constant
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speed, it transmits only neutrons with a specific velocity and therefore cuts off higher-order
contamination in a natural way.
Figure 1.9: Left: double stack, made of PG(002) and cold-pressed
Cu(220) crystals, mounted on the Al plates for a monochromator system
used at the BT-7 instrument (NIST). Right: bent Al plate showing how
vertical focusing is achieved. Figure from ref. 61
.
In order to be able to
measure the desired point in
energy-momentum space, it is
necessary to rotate the sam-
ple. Therefore, the sample is
mounted in a way that allows
rotation and covers a wide an-
gular range within the scatter-
ing plane. Depending on the
experimental setup, rotation
can be done by the cryostat in-
sert or by rotating the cryostat
together with the sample in-
side, mounted on a sample ta-
ble. Each of the options has its
own advantages, in particular
rotation of the insert is typi-
cally used when the magnet is mounted on the sample table. Magnet coils have to be split,
in order to let the neutron beam scatter from the sample. This significantly complicates their
cooling and results in some limitation of the accessible horizontal angular range. Typically
∼30◦ are assumed to be “dark” angles of the vertical-field magnet since they are engaged
by technical channels for cooling the lower coil. In order to avoid blocking of the incident
or scattered beam by the “dark” angles, orientation of the sample table together with the
magnet is usually fixed with respect to the incident beam, and sample rotation is done by
the insert. In case of the normal cryostat, which is usually fully symmetric, rotation can be
done by the sample table. This configuration allows us to use a two-circle goniometer in
order to compensate single-crystal misorientation.
After interaction with the sample, neutrons scatter in all directions with various energies.
In order to probe one specific point of energy-momentum coordinates, one has to select
neutrons with a certain energy and momentum direction in a similar way as it was done
with a monochromator for the white beam. This is done by the analyzer. It selects neutrons
with a wavelength λf in the same way as it is done by the monochromator, and directs
the scattered beam to a detector. Because the analyzer and monochromator work on the
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same principle, they both meet very similar requirements to the material selection. Thus,
everything described above for the monochromator is also true for the analyzer.
Finally after discarding unnecessary scattered neutrons, appropriate neutrons with the
momentum kf, selected by the analyzer, can be counted with the detector. As already
mentioned, neutrons are relatively difficult to detect, therefore the detector is a fairly
complex device and deserves a more detailed explanation given in sec. 1.3.4. It is obvious
that the detector has to be sensitive to neutrons over a wide range of energies. Because
we are interested in measuring only the signal originating from the sample, the detector
has to be shielded against stray neutrons. Taking into account that the typical neutron
flux on the sample is within the order of ∼ 107 − 108 n/cm2s, while the signal during the
inelastic scattering experiment is as low as ∼ 1−100 counts/min, a heavy shielding is placed
around the detector. Background that is measured by the detector when the neutron beam
is incident on a sample, but the pass to the analyzer is blocked, is usually ∼ 1 count/min for
instruments located in the reactor hall and ∼ 0.1 count/min in the guide hall. However, the
described background should not be confused with the actual background measured during
the experiment, because the sample, holder, and sample environment produce additional
background due to the incoherent or multiple scattering.
Every axis of a triple axis spectrometer is usually characterized by two angles. In case
of monochromator, A1 angle defines the rotation of the monochromator with respect to
the white beam, while A2 is the corresponding 2Θ angle that fulfills Bragg’s condition for
the selected wavelength λi whenever A1=A2/2. The sample installed on the sample table
can rotate freely around the vertical axis determined by the A3 angle. Corresponding 2Θ
scattering angle on the sample, spanned by the incident and scattered wave-vectors, is given
by the A4 angle. The analyzer is oriented with A5 and A6 angles, which are also responsible
for the rotation and 2Θ angle as in the case of a monochromator.
At this point it becomes clear that in order to operate a triple-axis spectrometer, all
described parts have to be moved independently. All angles must rotate smoothly and have
to be set with a great accuracy of up to ±0.01◦. They also need to provide a relatively
large accessible range. Given that the monochromator and analyzer are heavily shielded,
and massive equipment can be mounted on the sample table, precise positioning of the
spectrometer turns into a nontrivial problem. These requirements are implemented by
setting the spectrometer on air cushions. After supplying the air pads with compressed air,
positioning of heavy equipment can be literally done with one hand, and is therefore easily
achieved with electric motors that control all of the axes. As soon as the spectrometer reaches
the correct position, the air supply is turned off and the spectrometer becomes immovable.
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1.3.2 Time-of-flight spectrometer
Figure 1.10: Illustration of the main components and
basic principle of a time-of-flight measurement. Figure
was taken from the NIST web page.
The TAS setup described above is not always
practical, especially when mapping various
magnetic excitations. This arises from the
fact that TAS is capable of measuring only
one specific point in the energy-momentum
space. The simplest way to overcome this
drawback would be to install additional ana-
lyzers and detectors. Based on this idea, TAS
can be upgraded with the multianalyzer op-
tion. This allows us to measure several 2Θ
angles simultaneously, as it combines a set
of analyzers and detectors in a very compact
design. In particular The Multi Axis Crystal
Spectrometer (MACS) available at NIST or
the FlatCone at ILL can be used for reciprocal-space mapping. The described instruments
can be improved even further if several analyzers for various kf are used. This is done
for example with the new multianalyzer option: MultiFLEXX at HZB. It offers 5 different
final energies and 31 different 2Θ channels, therefore significantly facilitating overview
measurements. Accordingly there is a tendency, instead of discarding unnecessary scattered
neutrons, to detect scattered neutrons with all possible energies and momentum transfers.
This simple idea was developed into a TOF spectrometer.
Figure 1.11: IN5 chopper, the white part is coated with
gadolinium oxide Gd2O3. Figure was taken from the
ILL web page.
The TOF method is widely used for nu-
merous techniques with the main idea to
measure the time that it takes for an object
to travel a certain distance. For the first
time this method was used just 3 years af-
ter the discovery of the neutron. In order
to prove the energy distribution of the neu-
trons from a moderated Rn-Be source, four
rotating disks with Cd masks were used to select the energy of the neutrons, thus acting as a
velocity selector [25]. Further development of this technique was back to back related to the
development of the neutron reactors and pulsed sources, but the basic principles remained
the same.
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Figure 1.12: General layout of the CNCS (SNS) spectrometer that shows main components of the instrument.
The roof of the detector enclosure has been removed to show the detectors [62].
The main idea of the TOF spectrometer is shown in fig. 1.10. In order to be able to
determine the time that the scattered neutron requires to cover the distance between the
sample and an array of detectors, the neutron beam has to be first of all monochromatized
and divided into pulses. It is usually done by a set of choppers. A neutron chopper is a
rotating aluminum disk covered with an absorber that has physical slits for the beam, shown
in fig. 1.11. When the cut is in line with the neutron beam, neutrons can freely pass through.
The other part of the disk (the absorbing part) is covered with gadolinium oxide Gd2O3,
a highly neutron-absorbing material (see table 1.1). It is important to mention that the
chopper is mounted on the special contactless magnetic bearings without lubrication, that
allows it to rotate at speeds of up to ∼ 20000 rpm for a long time without maintenance.
The first set of choppers creates a neutron pulse at known time tP. The pulse still consists
of neutrons with various energies, therefore while traveling on their way to the sample
through the guide with a distance DPS, they are passing additional choppers in order to
monochromatize the neutron beam, remove unnecessary higher order contamination as
well as frame overlap. Finally a monochromatic neutron pulse, with well defined energy Ei,
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reaches the sample position at the known time tP. Neutrons scatter from the sample and
fly toward the detector with various speeds, and therefore they are detected at different
times tD. Dividing the distance between the detector and the sample DSD by the time of
flight t = tD − tS of each neutron, the scattered energy Ef is determined. As a detector,
position-sensitive tubes filled with 3He gas are usually used. Depending on the instrument,
the detector covers different scattering angles in plane as well as some region perpendicular
to it (for details see [62, 63]). Each scattering event can be defined by the known scattering
angle 2Θ, the out-of-plane component ϕ, and time t, which are easily converted to Q
and ħhω.
Fig. 1.12 shows a schematic diagram of the CNCS spectrometer [62] at the Spallation
Neutron Source, Oak Ridge National Laboratory in the USA, as an example of the latest
generation of direct geometry spectrometers. In particular this instrument was used for
the measurements described in Chapter 3. Figs. 3.5b and A.13 were prepared from the
experiments that were done with this instrument. The spectrometer can provide low incident
neutron energies (1–50 meV), and its detector bank is made of 400 two-meter-long tubes,
covering scattering angles between −50◦ and +135◦ in the horizontal plane and ±16◦
perpendicular to the scattering plane, which corresponds to a solid angle of 1.7 sr in total.
The instrument resolution for the fixed value of the incident energy Ei can be adjusted by the
last pair of 300 Hz choppers with two counter-rotating disks. These choppers have three slits
with various opening widths and can be synchronized in different ways, providing better
resolution or higher neutron flux. After the sample is mounted in the center of the detector
bank, it is rotated around the vertical axis (analog of A3 rotation in case of TAS) in order to
cover the desired range of reciprocal space. For every sample orientation, a 3D manifold
in the four dimensional (4D) energy-momentum space is measured. Then, eventually, the
sequence of collected data is combined and a 4D data-set is constructed. In order to operate
and visualize data, special software such as Horace [64] has to be used.
It may seem that TOF is a much better and more versatile spectrometer than TAS, as
large detectors simultaneously collect all the scattered neutrons. The TAS technique being
equipped in the classical case with only one detector is therefore preferably suited to study
specific points of the energy-momentum space, which is especially suitable for parametric
studies as a function of magnetic field or temperature. However TOF pays a fairly high price
for its capacity: the incident beam has to be pulsed, therefore maximum achievable intensity
on the sample is significantly reduced in comparison with TAS. So both of these methods
perfectly complement each other.
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1.3.3 Neutron sources
As it was mentioned before in sec. 1.2, because of the relatively short lifetime, free neutrons
do not occur in nature. Therefore in order to do a neutron scattering experiment it is
necessary to have a neutron source with high intensity. The general idea of any neutron
source can be formulated as follows: to separate neutrons from the nuclei where they are
particularly loosely bound. In some elements the binding energy is relatively small, and
neutrons can be released after an interaction of the nuclei with α-,particles, protons, or
γ-rays. In particular, small neutron sources, used for the first experiments with neutrons,
were based on the (α, n) reaction. Irradiation of beryllium with α-particles leads to the
formation of neutrons as a result of the following reaction:
9Be+4He −→ 12C+ n+ 5.704 MeV. (1.31)
Similar reactions are valid for 11B or 7Li, and as a source of α-particles radium, plutonium or
americium are used. This reaction is used as a weak neutron source with an energy spectrum
reminiscent of that from the fission source. By parity of reasoning to the photoelectric effect,
the nuclear photoeffect by (γ, n) reaction is used to produce nearly monoenergetic neutrons.
Usually as a source of γ-rays, antimony-124 is used, as it is unstable and undergoes β−
decay to an exited state of 124Te: 12451Sb −→ 12452Te? +e−+νe. This excited state decays by
emitting γ-rays with energies 1.692 MeV and 2.091 MeV, which are further absorbed:
9Be+ γ −→ 8Be+ n− 1.666MeV. (1.32)
As a result, nearly monochromatic neutrons with En = 24± 2.2 keV are produced. However,
the described above methods for obtaining neutrons are extremely inefficient and also suffer
from a serious drawback, as the initial radioactive sources have a short half-life [44].
Figure 1.13: Nuclear fission of the 235U nucleus. Figure
was taken from http://www.formulation.org.uk.
Another approach is to use heavy atomic
nuclei. Some of the transuranium elements
decay by spontaneous fission, and in par-
ticular 233U, 235U, or 239Pu are widely used
[65]. During the reaction these unstable nu-
clei capture a slow neutron and then split
into daughter nuclei and several neutrons,
in particular:
235
92U+
1
0n −→ 14156Ba+ 9236Kr+ 310n. (1.33)
These additional neutrons move too fast to
create a controlled self-sustaining chain re-
action, and therefore require moderation.
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After slowing down, the neutron becomes capable of interaction with other unstable nuclei.
This creates a self-sustaining chain reaction that is controlled. Because during fission, on
average more than one neutron is released, and only one neutron is required to sustain
the reaction further, excess neutrons are able to leave the reactor core and can represent a
neutron source. The described process is shown in fig. 1.13.
Figure 1.14: Core and reflector tank layout of the high
flux reactor at the ILL, Grenoble, France. Figure was
taken from http://pd.chem.ucl.ac.uk.
Figure 1.15: Schematic view of the D2 cold source in-
stalled at ILL [49].
The layout of the high flux reactor of the
Institut Laue-Langevin is shown in fig. 1.14.
The active zone of the reactor contains
8.6 kg of highly enriched (97%) 23592U and
is surrounded by a 2.5 m tank filled with
heavy water that cools down the reactor
by heat exchange with light water, which
in turn is cooled by the local river, and
also acts as a moderator. As the temper-
ature of the cooling heavy water is about
35◦C, thermally moderated neutrons have a
Maxwellian wavelength distribution with a
maximum that corresponds to the tempera-
ture of the coolant. These neutrons leave the
reactor core through the beam tubes, labeled
H1 to H25. In order to avoid enhanced fast-
neutron background in the tube, they are
mounted in positions, directed away from
the fuel element at the center of the vessel.
Tubes shown with a green color in
fig. 1.14 are so-called thermal beam tubes.
They provide instruments with neutrons that
have wavelengths of approximately 1–2 Å.
However, some experiments require neu-
trons with either shorter or longer wave-
lengths. This is done by additional mod-
erators that have a different temperature. As a source of cold neutrons, a vessel containing
25 l of liquid D2 is used (shown in fig. 1.15). A low temperature (25 K) is achieved by a
10 kW helium refrigerator. A hot source utilizes a graphite cylinder 20 cm in diameter. Unlike
the cold source, which requires the removal of heat, graphite requires heating in order to
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moderate neutrons with higher energies. But thanks to tremendous number of collisions of
high-energy neutrons within the graphite, its temperature reaches 2000 K without additional
heating. Thus, it is possible to distinguish three sources of neutrons with various wavelength,
originating from different moderators. The differential flux for each source is shown in
fig. 1.16.
Figure 1.16: Differential neutron flux as a function of
wavelength for different moderators [49].
Figure 1.17: The principal scheme of spallation. Figure
was taken from ref. 66.
The maximal thermal flux of the ILL
reactor is 1.2 × 1015 n/cm2s, measured at
about 15 cm from the core surface. This
value is already at the limit in thermal neu-
tron flux for the steady-state reactor neutron
sources. Pulsed reactors, like IBR-30 or IBR-
2 at Dubna (Russia) can provide higher peak
flux, that becomes especially effective for the
TOF experiments, which naturally require
pulses. However, the realization of such
source is extremely complex: the nuclear
chain reaction is controlled by the mechan-
ical modulation of the reactor’s reactivity,
done by the pair of movable reflectors. At
a certain moment, when both reflectors are
aligned, a power pulse is generated.
Another concept to produce pulsed neu-
tron sources is based on the use of parti-
cle accelerators. When an electron beam
hits a target, intense γ-rays are produced
as bremsstrahlung. They can make neu-
trons by the (γ, n) reaction described ear-
lier [47, 49]. In particular, the ORELA
electron accelerator-based neutron source
located in the USA produces neutrons by
bremsstrahlung from a tantalum radiator
with a production rate of about 1014 n/s.
Further increase in intensity has reached its
limit because of the heat transfer at the tar-
get.
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A different result occurs when high-energy proton, deuteron, neutron or other subatomic
particles interact with a target nucleus. When the particle has high enough energy, that the
de Broglie wavelength λ≈ 10−15 m becomes smaller than the typical diameter of the heavy
nucleus (∼ 10−14 m), it can interact with nucleons in the nucleus as if they were free. This is
the case for proton energies Ep ≥ 150 MeV, and the corresponding process is schematically
shown in fig. 1.17. Interaction between the proton and the nucleus can be divided into two
stages:
• after the initial collision between the incident particle and the target, an intranuclear
cascade is created. The particle interacts with various nucleons and as a result produces
high-energy secondary particles. Depending on the energy and impact parameter of
the incident particle, various particles leave the target nucleus as secondary particles
and the rest of the energy is distributed among nucleons, thus leaving nucleus in an
excited state. This process is extremely fast, about ∼ 10−22 s.
• at the second stage, excited nucleus relaxes by emitting low-energy particles, in
particular neutrons, protons and α-particles, and it takes ∼ 10−16 s for the equilibrium
stage to come up. This process is called de-excitation or evaporation.
Figure 1.18: Plot of neutron yields vs incident
particle energy for several combinations of tar-
gets and ions. Figure was taken from ref. 67.
Figure 1.19: Measured neutron yield versus proton energy
for various targets. Figure was taken from ref. 47.
This results in a broad energy-angular dependence of the emitted particles. The high-
energy cascade is strongly focused in the direction of the incident beam while the low-energy
part, that originates from evaporation, is isotropic [66, 68]. This process is known as
a spallation reaction, and was for the first time observed to occur naturally in Earth’s
atmosphere in experiments that were done in 1912, and now is known to be the origin
of cosmic rays. Later in 1947 at the Berkeley cyclotron, a high-energy deuteron and α-
particle beam was used to demonstrate the emission of neutrons and charged particles [69].
Immediately after that, the spallation process was described by two stages [70].
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Spallation should not be interpreted as fission, as they differ in several ways. First
of all, the remaining nuclei are usually just about 15 atomic mass units lighter than the
original target nucleus, while fission usually divides nuclei into two fragments. But the
main difference overall is the number of released neutrons. The overall amount of neutrons
related with each fission event is about 2 to 3, which is considerably less than in the case
of spallation. Fig. 1.18 shows that the neutron yield is strongly dependent on the incident
particle, its energy, and certainly on the target material. In particular, it was found that
for the case of a 238U target, neutron yield for the the same kinetic energy per incident
particle is about 25% greater with deuterons than with protons [71]. Dependence on the
target material is shown in fig. 1.19, in particular it shows a clear advantage of 238U as
a target material. However, for real neutron sources, other materials like Pb, W, Hg are
usually chosen as a target. Not least this is due to the fact that the target material must
have good thermal conductivity in order to provide adequate cooling. Therefore, despite
the fact that 238U target has the highest neutron yield, its low thermal conductivity is a huge
disadvantage [72].
Finally, we discuss the background of a time-of-flight instrument. For the time-of-flight
experiments, which are naturally best suited for pulsed neutron sources, the technique of
time-independent background (TIB) subtraction is successfully used. The idea is that in the
intervals between the pulses it is possible to distinguish the time frame when no “useful”
neutrons are counted. These neutrons are responsible for a certain part of the background
and therefore can be subtracted. In fissionable materials, delayed neutrons can arise, in
particular the amount of such neutrons produced by the spallation source with a 238U target
can reach up to 1% [72], and is relatively large if we recall the typical values for incident
beam flux and amount of counts in a typical inelastic experiment (see section 1.3.1).
Two vivid examples of spallation sources are SNS (Spallation Neutron Source) located in
USA and ISIS near Oxford in the United Kingdom. I want to briefly describe some of the
important technical solutions that were applied during development of the SNS. Fig. 1.20
shows a cutaway view through the “heart” of the spallation source: the target. As it was
previously mentioned, the target material has to meet various requirements, and what is
very important, must have high thermal conductivity. In case of SNS, liquid mercury is used
as a target. This material is very suitable as a target as it has high atomic number. As a
liquid metal, mercury does not suffer from radiation damage, and therefore can be used for
the whole lifetime of a facility. The mercury target is surrounded by two concentric stainless
steel containers, in order to prevent a possible mercury leak from the inner vessel. The outer
container is cooled by water, while the inner vessel is cooled down in a natural way by the
20 tons of mercury that flows through it with a flow rate of ∼ 24 l/s.
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Figure 1.20: A cutaway view of the mercury target
in the SNS, surrounded by moderators inside of a
beryllium reflector. Figure was taken from ref. 73.
Figure 1.21: The mercury target vessel surrounded by
three cold and one thermal source moderators inside of a
beryllium reflector. Figure was taken from ref. 73.
An incident proton beam has an energy up to 1.0 GeV and pulses on the target at a
repetition rate of 60 Hz, with sub-microsecond length of each pulse. As a result, emitted
neutrons have a broad distribution of energies and therefore require moderation, in a similar
way as it was described before for the high-flux reactor at the ILL. In order to decrease
the number of neutrons that leave the target without being moderated, thus being lost as
a neutron leakage, a water-cooled beryllium reflector is used. It acts as a neutron mirror
and scatters back neutrons, that would otherwise escape. Three moderators that contain
hydrogen at ∼ 20 K and act as a cold neutron source around the target are shown in fig. 1.21.
As a source of thermal neutrons, a liquid water moderator at ∼ 320K is used [73].
1.3.4 Neutron detector
As it was mentioned in sec. 1.2, due to the absent electric charge, neutrons cannot directly
ionize atoms, and therefore they are much more difficult to count. Some of the absorbtion
reactions, mentioned in sec. 1.2.1, can lead to the production of charged particles, which
are then recorded with an appropriate detector. Here I will focus on the gas-filled 10B and
3He detectors and describe basic principles of their work.
The boron counter is one of the simplest detectors for counting neutrons, as it has a
relatively large reaction cross-section. A detector is usually filled with boron triflouride BF3
or boron trimethyl B(CH3)3 gas, contained inside an aluminium cylinder that acts as the
cathode, and a thin wire going through the tube as the anode. In fig. 1.22 a typical gas-filled
detector schematic is shown. When a neutron is absorbed by the boron, a lithium and an
α-particle are created. There are two possible outcomes from this interaction, as the lithium
nucleus can be left in an excited (eq. 1.34) or ground state (eq. 1.35):
10
5B +
1
0n −→ 42He+73Li?+2.31MeV, (1.34)
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Figure 1.22: Details of a neutron counter construction. Figure was taken from ref. 75.
10
5B +
1
0n −→ 42He+73Li+2.79 MeV, (1.35)
and the excited state goes to the ground state through the relaxation process by emitting
a gamma ray with an energy 0.48MeV. In case of the lithium ground state, its kinetic
energy becomes 1.01 MeV, while the α-particle gets 1.78 MeV. The reaction where the lithium
nucleus is left in the ground state occurs about 6% of the time, while another reaction occurs
94% of the time, and the kinetic energies of the particles become 0.84 MeV and 1.47 MeV
[74]. Emitted charged particles share relatively large kinetic energy, which is easy to detect,
regardless of the energy of the incident neutron [38].
0.84 MeV 1.47 MeV 
2.31 MeV 
2.79 MeV 
Figure 1.23: Neutrons spectrum detected by the BF3
tube detector, that shows two peaks that corresponds to
the reaction with the lithium nucleus left in the excited
state (2.31 MeV), and in the ground state (2.79 MeV).
Two steps on the left side are due to the “wall effect”, dis-
cussed in the text. Figure source obtained from ref. 44.
A typical pulse height spectrum is shown
in fig. 1.23, with two maxima that corre-
spond to the possible outcomes of the re-
action with the lithium nucleus left either in
the ground or excited state. It is also nec-
essary to pay attention to the fact that the
lower steps on the left side of the spectrum
arise from an interesting effect. Because
either the Li nucleus or α-particle, in the sit-
uation when they are created close to the
detector wall, may deposit its energy not in
the sensitive volume of the gas but rather in
the wall. Thus, for example, upon absorp-
tion of the α-particle on the detector wall, a
pulse that corresponds to 0.84 MeV is observed, while when the Li nucleus is absorbed, a
1.47 MeV step is seen. Occurrence of the spectrum increase for very small pulses is explained
by γ-rays. A detailed description of the boron counter can be found in refs. 38, 44, 65, 74–77.
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Figure 1.24: Cross-section as a function of incident neutron energy for
some reactions. Figure was taken from ref. 78, 79.
Another type of detector
that is widely used is the 3He
detector. The cross-section of
3He is larger then the cross-
section for 10B, and as it was
explained earlier in sec. 1.2.1,
also follows 1/
p
En depen-
dence on the incident neutron
energy En, shown in fig. 1.24.
Neutron detection is based on
the reaction 32He +
1
0n −→ 11H+
3
1H+765 keV, and works on the same principle as the boron detector. Tritium produced by
the reaction is unstable, with a half-life of 12.33 years, and undergoes β− decay into 3He:
3
1H −→ 32He+e−+νe + 18.6keV, thus 3He gas is self-regenerated.
Detector Thermal neutron 1 MeV γ-ray
3He 0.77 0.0001
10BF3 0.29 0.0006
Table 1.2: Interaction probability given for the 2.5 cm
diameter tube filled with 4 atm 3He. Corresponding
values for 10BF3 detector are 5 cm and 0.66 atm. Values
are taken from ref. 65.
A typical pulse-height spectrum from
the detector filled with the 3He gas repre-
sents a strong signal that originates from
the 765keV kinetic energy released in the
reaction, as well as a low-energy tail that
reflects the “wall effect” [80]. In order to
increase the probability of the neutron de-
tection, the “wall effect” has to be reduced,
as smaller size pulses sometimes do not reach the nominal threshold setting for the neutron
detector. This can be achieved by using tubes of bigger diameter, so that the number of
reactions that occur near the wall is smaller, or by increasing in stopping power of the gas,
usually done by higher gas pressure or by introduction of a small fraction of krypton [38].
In table 1.2, interaction probabilities for both type of the detectors for thermal neutrons and
γ-rays are compared. Obviously, despite the fact that the B-filled detector is cheaper than the
3He, it is toxic and less efficient in neutron detection while simultaneously more sensitive to
γ-rays. These are significant drawbacks that lead to wider prevalence of the 3He detectors.
Further development of the detector tube was related with the position-sensitive technique,
which is used in TOF spectrometers (see sec. 1.3.2). The position of the incident neutron is
encoded through measurement of the charges, collected at each end of the detector tube, as
the total resistance of the resistive wire may be represented as two parts through which the
charge is measured separately. This makes it possible to determine the position where the
neutron reaches the tube accurately, as well as the arrival time [81].
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Figure 2.1: Comparison of the specific heat
for the heavy fermion system CeAl3 and a
normal metal LaAl3, that shows enhanced
value of the linear specific-heat term. The
characteristic temperature (eq. 2.10) indi-
cates hybridization [82].
Since the late 70s, heavy-fermion compounds have
attracted more and more attention. This term was
first introduced in 1975 by Andres, Graebner and Ott
to describe the unusually large value of the linear
specific-heat term for the low-temperature specific
heat C = γT in CeAl3 [83]. The reported value of
γ= 1620 mJ/(mol·K2) below 150 mK was thousand
times larger than for conventional metals, as expected
from the free-electron theory. This discrepancy can be
overcome by introducing heavy quasiparticles with an
effective mass several hundred times higher than the
free electron mass in the Drude–Sommerfeld model.
The discovery of superconductivity below Tc = 0.5 K
in CeCu2Si2 [84], where heavy fermion quasiparticles
presumably formed Cooper-pair states, was keeping the issue on the boil. Despite the fact
that heavy fermion compounds have been intensively studied for more than four decades,
we are still far from a complete understanding of the various ordering phenomena that arise
from the localized-itinerant dichotomy of f-electrons.
Heavy fermion systems are intermetallic compounds which usually consist of 4 f- or
5 f-electron ions, like rare earth Ce and Yb, or actinides like U, Np, Pu. Partially filled
orbitals on each atom, considered as localized magnetic moments, are hybridized with the
conduction electrons forming heavy fermion bands below the Kondo temperature. These
bands are strongly localized in space, so that direct interaction between them is negligible,
but they can interact via the conduction electrons. Thereby properties of these systems are
mainly governed by the competition between the Kondo screening and the Ruderman-Kittel-
Kasuya-Yosida (RKKY) coupling mechanism via the conduction electrons.
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2.1 Anderson Model and Formation of the “Heavy” Bands
The description of the interaction between the localized f-electrons with a conduction band
is usually done with the Anderson lattice Hamiltonian. In this case, the Hamiltonian is
represented by four terms [85]:
H = H0c + Hc f + H0 f + Hcorr. (2.1)
Here Hc0 is the unperturbed energy of the free electron that describes the wide conduction
band:
H0c =
∑
knσ
"(k)a†knσaknσ (2.2)
where n in a band index, while "(k) is the energy of the delocalized electron with the
wave vector k and spin σ. The conduction electron creation and annihilation operators are
denoted here by a†knσ and aknσ.
Hybridization of the f -electrons with the conduction band is described by Hc f :
Hc f =
1p
N0
∑
imknσ
Vmσ(k, n)
 
a†knσ fm(i)e
−ik·Ri + aknσ f
†
m(i)e
ik·Ri , (2.3)
where Vmσ(k, n) is a hybridization matrix element that accounts for the overlap between a
localized f-state and a Bloch wave.
A dispersionless narrow f-electron band with the energy "f is defined by the term H0 f :
H0 f =
∑
i,m
"fm f
†
m(i) fm(i), (2.4)
and it is shown together with the conduction band in fig. 2.2(a).
The term Hcorr is the on-site interaction between f-electrons due to the Coulomb repulsion,
written as:
Hcorr =
U
2
∑
i,m 6=m′
n fm(i)n
f
m′(i), (2.5)
with corresponding creation, f †m, and annihilation, fm, operators that define the number
operator n fm = f
†
m fm. The index i denotes the f-sites at the position Ri, and m is the z
component of the total angular momentum j.
The solution of the Hamiltonian is further considered for the case when the f-shell has
only one or zero electrons. Double occupancies of the f-orbitals are forbidden because of
the large Coulomb repulsion [86]. Because the conduction electron can hop into an empty
f-orbital only when it is free, the proper hybridization matrix element therefore becomes:
Vmσ(k, n)→ rVmσ(k, n) = eVmσ(k, n), (2.6)
where r2 = 1− n f is the probability to find the f -site being empty. The hopping rate of the
conduction electrons with the N(0) density of states at the Fermi level onto the f-shell is
defined as: eΓ = (1− n f )piV 2N(0) = pieV 2N(0). (2.7)
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Using the mean-field approach, the Hamiltonian in eq. 2.1 can be rewritten as:
HMF =
∑
knσ
"(k)a†knσaknσ +
∑
mk
e"fm f †km fkm
+
∑
nmkσ
rVmσ(k, n)(a
†
knσ fkm+ aknσ f
†
km) +ΛN0(r
2 − 1), (2.8)
where e"fm = "fm +Λ, fkm is the Fourier transformation of the operator fm(i), and Λ is the
Lagrangian parameter. After appropriate mathematical transformations, described in detail
in refs. [82, 87], two quasiparticle bands with energies defined as:
El(k) =
1
2
 
("(k) + e"f )∓ v("(k)),
v("(k)) =
Ç
("(k)− e"f )2 + 4eV 2, (2.9)
shown in fig. 2.2(b) with an orange solid line, can be derived. The renormalized energy of
the f-level can be obtained from the condition that the lower quasiparticle branch crosses
the chemical potential for k = kF. Therefore E1(kF) = µ, and the corresponding energy
becomes: e"f = µ+ eV 2
"(kF)−µ = µ+ kBT
∗, (2.10)
where T ∗ is the characteristic temperature, below which hybridization between the f-band
and conduction electrons occurs (see fig. 2.1).
The occupation number is
n f = 1− kBT
∗
vf N(0)V 2
, (2.11)
where vf is the degeneracy of the f-orbital, shows that because of hybridization and corre-
sponding f-level shift above µ, its occupation is reduced. The conduction band is flattened
close to the chemical potential, which leads to an increase in the density of states at this
energy.
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Figure 2.2: a) Schematic representation of the hybridization between the conduction band and the dispersion-
less narrow f-electron band. b) The hybridized bands derived from the Anderson model. c) Renormalized
density of states, showing “hybridization gap”.
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Another effect related with the increase of the density of states at the Fermi level is the
enhancement of the effective mass. As it has been shown in ref. 88 the effective “heavy
fermion” mass becomes: m∗
m
∝ n f
2(1− n f ) . (2.12)
Due to the hybridization, the system gains energy E0 − E(0)0 = −kBT ∗, with respect to
the total energy without hybridization E(0)0 . That leads to the formation of an upper and
lower Fermi band separated by a “hybridization gap” ∆∼ T ∗, observed as an indirect gap in
the renormalized density of states [89], shown in fig. 2.2(c), while direct gap between the
upper and lower heavy fermion bands is 2W .
2.2 Kondo Screening
Figure 2.3: Schematic of a Kondo lattice. The spins
shown in blue represent the magnetic atoms. The con-
duction electrons screen these moments at low temper-
ature are shown in red. Figure from ref. 90.
The formation of the hybridized bands was
derived using the Anderson Hamiltonian,
and the question how a localized spin that
originates from the magnetic impurity inter-
acts with a spin of a conduction electron is
covered by the Kondo lattice model. Intro-
duction of the internal degree of freedom,
the spin of the magnetic impurity, makes the
problem very different from one without.
A typical Kondo lattice is shown in
fig. 2.3, which consists of the magnetic im-
purity with spin S and an electron gas with spin σ. The spin-spin interaction is driven by
virtual charge fluctuations. When conduction electrons are scattered by localized spins
of impurity atoms, various pairs of the initial–final states that lead to the spin-flip or non
spin-flip scattering have to be considered. You can imagine the process when the conduction
electron with wave number k1 and spin ↓ scatters on the impurity spin ↑ into a state with
wave number k2 and spin ↑, while the impurity changes in a state with spin ↓. This process
can go through various perturbational processes with creation of f 0 or f 2 intermediate
states. All these contributions are collected into c– f coupling, given by:
Hc− f =
1
L
∑
k1
∑
k2
∑
Ri
vk1e
−ik1·Ri v∗k2e
−ik2·Ri

1
"k1 − "f
− 1
"k2 − "f − Uf

·
· S−Ri c†k1↑ck2↓ + S+Ri c†k1↓ck2↑ + SzRi(c†k1↑ck2↑ − c†k1↓ck2↓) , (2.13)
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where Sz and S± = S x ± iS y are the spin operators for a state of spin S, while L is the
number of localized magnetic impurities. Assuming that the hybridization band vk is actually
k-independent and vk ≡ v, the effective Kondo Hamiltonian that combines the conduction
electron band kinetic energy and spin-spin interaction can be written as [88]:
HKL =
∑
kσ
"(k)c†kσckσ +
J
2
∑
Ri
∑
σσ′
SRi

c†Riσ ~σσσ′cRiσ′

,
J = v2
∑
k

Θ("k −µ)
"k − " f +
Θ(µ− "k)
" f + U f − "k

, (2.14)
where ~σ is the vector of Pauli matrices, Θ is the Heaviside step function, and J is the
antiferromagnetic Kondo coupling. Another way to derive the Kondo Hamiltonian is to apply
the Schrieffer-Wolff transformation to the Anderson Hamiltonian (eq. 2.1) [88, 91].
Figure 2.4: Comparison of experimental and theoretical
ρ− T curves for dilute AuFe alloys. Figure from ref. 92.
The presence of the exchange coupling
J has strong consequences. In a number
of various magnetic alloys, because of the
presence of magnetic impurities, conduc-
tion electrons exhibit an unusual scatter-
ing mechanism. It was found that as the
temperature is lowered, electrical resistiv-
ity, shown in fig. 2.4, increases logarithmi-
cally, while one would expect a monotonic
decrease. This effect was observed in 1934
[93], and it took 30 years to find an appropri-
ate explanation to this longstanding puzzle.
The work, carried out in 1964 by Jun Kondo,
showed that the coupling between the con-
duction electrons and the f-electrons can
lead to a term proportional to ln(T) in the
low-temperature resistivity [91, 92]:
R(T ) = aT 5 + ciR0 − ciR1ln

kBT
D

, (2.15)
where ci is the concentration of impurity atoms and D is the bandwidth of the conduction
electron band. The first term in eq. 2.15 is the contribution due to the lattice vibrations, the
second term is the temperature independent residual resistivity from the impurity potential,
while the last term originates from the spin scattering. The presence of the last term is
responsible for the observed minimum in the electrical resistivity, known as the Kondo effect.
The resistivity minimum is observed at a temperature Tmin = (R1ci/5a)
1/5 [91].
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It is necessary to introduce the “Kondo temperature”, below which the impurity and the
conduction electron spins bind very strongly to form an overall non-magnetic singlet state:
TK =
D
kB
exp

− 1
2N(0)J

. (2.16)
Figure 2.5: The different regimes of the Kondo effect.
Figure from ref. 94.
If we consider the case when J = 0,
the ground state of the Kondo Hamiltonian
(eq. 2.14) becomes 2L-fold degenerate, and
localized f-electron spins, surrounded by a
sea of conduction electrons, are free to point
up or down. When J > 0, which indicates
ferromagnetic coupling, impurity spins are
always weakly coupled and becomes asymp-
totically free in the limit of low temperature
[94]. However when the coupling between the conduction electrons and the f-electrons is
antiferromagnetic and J < 0, formation of a local c– f singlet is preferable. This leads to the
formation of the “polarized” conduction electron cloud that surrounds the f-electron spin
and effectively screens the magnetic moment of the impurity and creates the non-magnetic
heavy fermion state, schematically shown in fig. 2.5. The singlet state is destroyed at high
temperatures, when T  TK.
It may seem that the Kondo lattice model does not create any coupling between the
f-electrons, since below the characteristic Kondo temperature TK, a singlet with the total
spin S = 0 is created. However this is actually not the case, as the “polarized” conduction
electron cloud in dense Kondo systems interacts with the other f-site, as the f-spin can “feel”
this disturbance of the surrounding electron sea. This indirect exchange between f-electrons
is called the RKKY interaction and is described in the next section.
2.3 RKKY Interaction
To understand how different f-sites interact with each other, one has to understand the
polarization effect of the conduction electrons. The localized spin S acts as an external
magnetic field that polarizes electrons, the Fourier component Hq into which the spatially
varying magnetic field is decomposed, H(r) =
∑
Hqe
−iq·r, is given by:
Hq =
2J
N gµB
Sz. (2.17)
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The corresponding spin-magnetization density of the conduction electrons is given by:
σ(r) =
1
V
∑
q
χqHqe
−iq·r = 12pi
V
Ne
N
J
gµB
SzχPauliF(2kFr), (2.18)
where F(x) = (−xcos(x) + sin(x))/x4. The induced Friedel oscillations of the electron spin
density [89], shown in fig. 2.6, decay as 1/r3 and influence the neighbor f-electrons. The
interaction between two sites with spins Sn and Sm, localized at points Rn and Rm respectively,
can be written as an interaction between the spin-magnetization density that originates from
the polarization by the spin Sn, and the spin Sm. Such interaction gives a contribution:
− 2J V
N
∫
δ(r−Rm) 1gµBσ(r−Rn)Smdr = −9pi
J2
" f

Ne
N
2
F(2kF|Rn −Rm|)SnSm, (2.19)
which in the case of an incomplete 4 f-shell of rare-earth metals with strong LS coupling
should be written as:
HRKKY = −9pi2

Ne
N
2 J2
" f
(gJ − 1)2
∑
n6=m
F(2kF|Rn −Rm|)(JnJm), (2.20)
where J = L+ S, kF is the Fermi wave vector, and Ne is the density of conduction electrons
[95]. The corresponding temperature scale, below which interaction between different
f-electrons arises, can be written in form of [88, 89]:
TRKKY = J
2 N(0)
DkB
. (2.21)
Figure 2.6: Friedel oscillations of the spin polarization
around magnetic impurity, which induce an RKKY in-
teraction. Figure from ref. 96.
The RKKY interaction is therefore respon-
sible for the occurrence of the long range
magnetic order. The magnetic ground state
can be antiferromagnetic or ferromagnetic,
depending on J and the distance between
the magnetic impurities.
2.4 Doniach Phase Diagram
Magnetism in heavy-fermion metals, which can be represented in the form of the Kondo
lattice, is governed by the competition between the two effects. On the one hand, Kondo
screening tends to quench localized magnetic moments and to form a non-magnetic ground
state. On the other hand, the RKKY interaction leads to an ordered ground state. To
understand which phenomenon prevails, one needs to compare their energy scales. Let
us estimate the relative strength of each component by comparing their characteristic
temperature scales.
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Figure 2.7: Doniach phase diagram for the Kondo lat-
tice. Figure from ref. 97.
This question was discussed for the first
time by Doniach, where he suggested that
a transition from an antiferromagnetic to a
Kondo spin compensated ground state will
occur as the exchange coupling constant J
is increased to a critical value [98]. More
detailed investigation of the ground-state
phase diagram for the periodic Anderson
model can be found in ref. 99. The exchange
constant J enters both the Kondo tempera-
ture TK (eq. 2.16) and TRKKY (eq. 2.21) with
different dependencies. For the large values of J the exponential dependence of TK dom-
inates the RKKY energy scale, and therefore a non-magnetic singlet is formed. A small
value of J on the contrary makes TRKKY the largest scale, and a magnetically ordered state
is formed. As a result, the Doniach phase diagram, shown in fig. 2.7, that illustrates the
described interplay, can be composed. The strength of the exchange interaction can be tuned
by the change in composition or pressure, and the transition between these two regimes
results in a quantum critical point Pc [88, 89].
2.5 Crystal-Field Effect
d
dx y dxz dyz
dx2−y2 dz2
∆0
eg
t2g
Figure 2.8: A level diagram of the d-orbitals
that shows t2g and eg groups with different
energies due to the CEF splitting.
Atoms in crystals experience an interaction with the
electrostatic field created by surrounding ions. If
one considers an isolated metal ion, localized d or
f orbitals have the same energy and are therefore
degenerate. But when the ion is located in the crystal,
its orbitals interact with the potential that originates
from surrounding atoms (ligands) in the crystal lat-
tice. For example, dz2 , dxz, dyz, dx y and dx2−y2 orbitals
experience different interaction with the ligands ar-
ranged along x , y and z. It is obvious that d orbitals,
which lie along ligand axes, experience greater repulsion, and therefore it is less energetically
favourable to put an electron in one of the dz2 or dx2−y2 orbitals. Therefore the energies of
these orbitals increase with respect to their normal energy, while dx y dxz and dyz decrease
their energy and become more stable. This process is shown in fig. 2.8 and is known as
crystal field splitting.
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For the purpose of my thesis we need to consider the CEF effects for the 4 f 1 electron of
Ce3+. The interaction between the f-electron and surrounding ligands can be described by
the effective potential VCEF that should be added to the atomic Hamiltonian:
H =
Z∑
i=1
p2i
2m︸ ︷︷ ︸
H0
+
Z∑
i< j
e2
|ri − r j| −
Z∑
i=1
Ze2
ri︸ ︷︷ ︸
V1
+
Z∑
i=1
g(ri)li · si︸ ︷︷ ︸
V2
+e
∑
i
VCEF(ri) (2.22)
where V1 contains corrections to the self-consistent potential, and V2 is the spin-orbit coupling.
VCEF describes the potential at the point r of the charge q j located at the point R j. It is
convenient to write it using spherical harmonics of the unit point charge potential [100]:
VCEF(r) =
N∑
j=1
q j
|R j − r| =
∞∑
l=0
q j r
l
Rl+1j
l∑
m=−l
4pi
2l + 1
Y ?lm(θrφr)Ylm(θR jφR j). (2.23)
It is also possible to rewrite eq. 2.23 with tesseral harmonics, defined in terms of spherical
harmonics: Zl0 = Y
0
l , Z
c
lm = (Y
−m
l +Y
m
l )/
p
2, Z slm = i(Y
−m
l +Y
m
l )/
p
2, and also by introducing
a coefficient γlα related with the charge distribution ρ(r) =
∑
q jδ(R j − r) [100, 101]:
VCEF(r,θ ,φ) =
∞∑
l=0
r l
∑
α

4pi
2l + 1
∫
ρ(r)
r l+1
Zlα(θ ,φ)d
3r

︸ ︷︷ ︸
γlα
Zlα(θ ,φ). (2.24)
In the case of rare-earth ions, the crystal-field splitting is small, as the perturbation
given by eq. 2.24 is small compared to the spin-orbit coupling, and therefore intermixing
of different J values is insignificant. This allows us to neglect off-diagonal elements in
the Hamiltonian and to determine the matrix elements of certain potential functions in
representations, in which the states are eigenstates of the total angular momentum. This
method was fully described in [102], and using the Stevens operator equivalentsOml , created
from the operators J , the CEF Hamiltonian can be written as:
HCEF =
∑
l,m
Bml Oml . (2.25)
Operator equivalents are obtained by replacing x , y and z in the Cartesian function by
different combinations of Jx , Jy , Jz. For example, some important operators are [103, 104]:
βJ〈r4〉O44 = βJ〈r4〉(J4+ + J4−)/2≡
∑
i
 
(x i + i yi)
4 + (x i − i yi)4

/2 =
∑
i
(x4i − 6x2i y2i + y4i )
O04 = 35J4z − (30J(J + 1)− 25)J2z − 6J(J + 1) + 3J2(J + 1)2
O46 = [(11J2z − J(J + 1)− 38)(J4+ + J4−) + (J4+ + J4−)(11J2z − J(J + 1)− 38)]/4
O06 = 231J6z − 315J(J + 1)J4z + 735J4z + 105J2(J + 1)2J2z − 525J(J + 1)J2z + 294J2z
− 5J3(J + 1)3 + 40J2(J + 1)2 − 60J(J + 1). (2.26)
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Figure 2.9: A level diagram that shows CEF
splitting in CeB6. Crystal field transition
between the |Γ8〉 ground state and |Γ7〉 is
∆= 46 meV [105].
Figure 2.10: Contours of equal 4 f charge
density for a Ce3+ ion and for Ce3+ in cubic
symmetry. Figure was taken from ref. 101.
In the case of CeB6, which will be discussed in
Chap. 3, the CEF can be evaluated considering the
Ce3+ ion that sits at the center of the simple cubic
unit cell surrounded by eight B6 anion groups along
the [111] directions. According to Hund’s rule, the
total angular momentum for the f-orbital with L =
3 and one electron S = 1/2 is J = L − S = 5/2.
Therefore the ground state of an isolated ion is sixfold
degenerate. It can be shown [103] that, for the crystal
field in a cubic symmetry, the Hamiltonian given by
eq. 2.25 becomes:
HCEF = B
0
4[O04 + 5O44] + B06[O06 − 21O46], (2.27)
and the corresponding coefficients B04 and B
0
6 are
B04 =
7
18
|e|q
d5
βJ〈r4〉; B06 = −19
|e|q
d9
γJ〈r6〉. (2.28)
Here d is the distance to the surrounding point
charges |e|q, and the radial integral defined as 〈rn〉 =∫
rn+2[ f (r)]2dr contains the electron radial wave
function f (r). The eigenfunctions of the Hamilto-
nian, given by eq. 2.27, are written in terms of the Jz
to be [104]:
|Γ7〉=
√√1
6
±52
·
−
√√5
6
∓32
·
|Γ8〉=
| ±
1
2〉q
5
6 | ± 52〉+
q
1
6 | ∓ 32〉.
(2.29)
This means that, in the presence of a cubic crystal field environment, the sixfold degen-
erate 2F 5
2
multiplet of J = 5/2 splits into two sets: a |Γ8〉 quartet and |Γ7〉 doublet, shown
in fig. 2.9. Therefore, there are no longer pure states with Jz being | ± 12〉, | ± 32〉 or | ± 52〉,
but linear combinations of these states. Charge clouds are thereby markedly different with
respect to those for a free ion, and are shown in fig. 2.10. It is easy to notice that the lobes of
the |Γ7〉 configuration are pointing towards B6 anion groups, and therefore should experience
greater repulsion, being unfavourable in energy. At the same time, the |Γ8〉 configuration,
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with lobes that avoid these directions, should be lower in energy. This has been confirmed
by direct measurements [106]. Strictly speaking, beyond the simple geometric explanation
given here, the ground state of Ce3+ in this case is determined only by B04 , as the coefficient
γJ is actually zero and B
0
6 = 0. Therefore the ground state is either |Γ7〉 when B04 > 0 or
|Γ8〉 for B04 < 0. The splitting between the excited and the ground states is determined as
∆= 360|B04| [101].
2.6 Hidden Order and the Multipole Interaction
2.6.1 Multipole expansion
In the previous section, we found that in the presence of the CEF there are no longer states
with the pure J , but new eigenstates emerge, being their linear combinations. In f-electron
systems, spin and orbital degrees of freedom are tightly coupled. In order to describe such a
complicated system, f-electron states can be represented in terms of a “multipole” degree of
freedom. As a basis of the expansion, spherical harmonics mentioned above (see sec. 2.5)
are used. Therefore one can define the electric multipole moments and also, due to the
presence of the current density that originates from the orbital and the spin currents of the
electron, magnetic multipole moments. They can be expressed as [107]:
Q lm =
∫
r l Z?lm(rˆ)ρele(r)dr; Mlm =
∫
r l Z?lm(rˆ)ρmag(r)dr, (2.30)
where ρele(r) is the charge density and ρmag(r) is the magnetization density of the f-electron,
that satisfy the Poisson equation for the scalar and vector potentials correspondingly. The
spherical harmonics are given by Zlm(rˆ) ≡
p
4pi/(2l + 1)Ylm(rˆ). An electric multipole is
defined in a way that it is even under time reversal and has parity (−1)l . A magnetic
multipole is odd and has parity (−1)l+1. Assuming the presence of inversion symmetry, an
odd-rank multipole is always magnetic while even-rank is electric.
These classical multipole moments can be expressed as the average of corresponding
quantum mechanical operators over localized f-electron states:
Q lm = 〈Qˆ lm〉 f ; Mlm = 〈Mˆlm〉 f . (2.31)
According to the Wigner-Eckart theorem [107, 108], operators Qˆ lm and Mˆlm can be expressed
by the spherical tensor operator Jˆlm, which represents the polynomial of the total angular
momentum J , and obtained by replacing x , y , and z with Jx , Jy , Jz in the spherical harmonic
expression. Introduced earlier, Stevens operators are actually proportional to the tensor
operator Jˆlm [109].
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2.6.2 Interaction between multipoles
In an f-electron crystal, multipole degrees of freedom are restricted, since the point-group
symmetry of the CEF in a solid is lower than the spherical symmetry. Therefore, if we
consider a system with the CEF multiplet as a ground state that has degeneracy d, tensor
operators up to the rank d − 1 can be assigned in order to express multipole operators Xˆ αi at
one site. This can also result in an equivalency between multipolar operators of different
rank. The lattice Hamiltonian, which accounts for the interaction between different sites,
and therefore describes a generalized exchange model with a uniform external field, can be
written as:
H = −1
2
∑
i j
∑
αβ
Dαβi j Xˆ
α
i Xˆ
β
j −
∑
iα
Xˆ αi h
α, (2.32)
where Dαβi j is the exchange coupling, Xˆ
α
i is an operator constructed from the multipole
operators Qˆ lm and Mˆlm, and the last term determines coupling to the external field [107, 109].
Oh Rank Notation Angle dependence
Γ1g 4 Hˆ0 5
p
21
12 (x
4 + y4 + z4 − 35 r4)
Γ2u 3 Tˆx yz
p
21x yz
Γ
(1)
3g 2 Oˆ02 (3z2 − r2)/2
Oˆ22
p
3(x2 − y2)/2
Γ
(2)
3g 4 Hˆe1
p
15
12 (7(2z
4 − x4 − y4)− 6(3z2 − r2)r2)
Hˆe2
p
5(x2 − y2)(r2 − 7z2)/4
Γ
(1)
4u 1 Jˆx x
Jˆ y y
Jˆz z
Γ
(2)
4u 3 Tˆ αx x(5x2 − 3r2)/2
Tˆ αy y(5y2 − 3r2)/2
Tˆ αz z(5z2 − 3r2)/2
Γ4g 4 Hˆαx
p
35yz(y2 − z2)/2
Hˆαy
p
35zx(z2 − x2)/2
Hˆαz
p
35x y(x2 − y2)/2
Γ5u 3 Tˆ βx
p
15x(y2 − z2)/2
Tˆ βy
p
15y(z2 − x2)/2
Tˆ βz
p
15z(x2 − y2)/2
Γ
(1)
5g 2 Oˆ yz
p
3yz
Oˆzx
p
3zx
Oˆx y
p
3x y
Γ
(2)
5g 4 Hˆβx
p
5yz(7x2 − r2)/2
Hˆβy
p
5zx(7y2 − r2)/2
Hˆβz
p
5x y(7z2 − r2)/2
Table 2.1: Multipoles under cubic symmetry Oh up
to fourth rank. Values are taken from ref. 107.
Now let us consider the case of Ce3+ ion
in CeB6. As we have seen above in sec. 2.5,
under a CEF with the cubic symmetry Oh, the
sextet of J = 5/2 splits into a |Γ8〉 quartet and
a |Γ7〉 doublet. In order to obtain irreducible
multipole representations under Oh, we have
to do decomposition of the two-electron state
basis, obtained by the direct product of the
representations in the single-electron state. It
can be shown that [107]:
Γ8 ⊗ Γ8 = Γ1g ⊕ Γ2u ⊕ Γ3g
⊕ 2Γ4u ⊕ Γ5u ⊕ Γ5g
Γ7 ⊗ Γ8 = Γ3g ⊕ Γ4u ⊕ Γ5u
Γ7 ⊗ Γ7 = Γ1g ⊕ Γ4u. (2.33)
Subscripts g (gerade) and u (ungerade) refer
to even and odd parity under space inversion
and therefore represent electric and magnetic
multipole moments, respectively. The complete
table up to the sixth rank can be found in [109],
while the angular dependences of the multi-
poles up to rank 4 are listed in table 2.1. It
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should be mentioned that multipoles with different rank, for example quadrupoles Oˆ and
hexadecapoles Hˆ, or dipoles Jˆ and octupoles Tˆ , belong to the same irreducible representa-
tion Γ5g and Γ4u respectively.
In order to understand the interaction between different multipoles, and what is more
important to reveal which one will order upon crossing the phase transition from the high-
temperature paramagnetic state into low-temperature ordered state, one has to consider
several important factors, like the influence of the field-induced moments, character of the
interacting multipoles, and the Zeeman term. Numerous efforts were made in order to
explain the rich temperature–magnetic-field phase diagram of CeB6, based on the RKKY
interaction between neighboring sites and mean-field analysis [110–117]. Ordering of the
Oˆx y , Oˆzx , Oˆ yz quadrupolar moments within the Γ8 quartet assumed to be realized at zero
field [115], while upon application of external magnetic field induced dipolar and octupolar
moments become responsible for the observed “stabilization” of the ordered phase [115].
Let us consider which moments are induced in a magnetic field. Angular dependences
of the multipole moments are shown in fig. 2.11, where Qˆ represents a spherical part of the
charge distribution. In case of the Oˆ02 quadrupole, the charge distribution cloud is elongated
Figure 2.11: Angular dependences of the: a) spherical electric charge distribution; b) magnetic dipole; c)
electric quadrupole; d) magnetic octupole moments, listed in the table 2.1. Here +,− and N, S represent the
distribution of electric and magnetic charges respectively. Figure from ref. 118.
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Field direction Quadrupolar moments Induced dipolar moment Induced octupolar moment
[001] Oˆ02 Jˆz Tˆ αz
Oˆ22 —a Tˆ βz
Oˆx y —a Tˆx yz
Oˆ yz Jˆy Tˆ αy , Tˆ βy
Oˆzx Jˆx Tˆ αx , Tˆ βx
[110] Oˆ02 , Oˆx y Jˆx + Jˆ y Tˆ αx + Tˆ αy , Tˆ βx − Tˆ βy
Oˆ22 Jˆx − Jˆ y Tˆ αx − Tˆ αy , Tˆ βx + Tˆ βy
Oˆ yz + Oˆzx Jˆz Tˆx yz , Tˆ αz
Oˆ yz − Oˆzx —b Tˆ βz
[111] Oˆ02 , 2Oˆx y − Oˆ yz − Oˆzx 2Jˆz − Jˆx − Jˆ y 2Tˆ αz − Tˆ αx − Tˆ αy , Tˆ βx − Tˆ βy
Oˆ22 , Oˆ yz − Oˆzx Jˆx − Jˆy Tˆ αx − Tˆ αy , 2Tˆ βz − Tˆ βx − Tˆ βy
Oˆx y + Oˆ yz + Oˆzx Jˆx + Jˆy + Jˆz Tˆ αx + Tˆ αy + Tˆ αz , Tˆx yz
Table 2.2: Possible order parameters for various magnetic field direction. The horizontal bar represents absence
of induced moments. Values are taken from ref. 113.
along z, and therefore it becomes obvious that magnetic field applied along [001] induces
Jˆz dipole and Tˆ αz octupole. For the Oˆx y charge distribution, similar arguments lead to the
emergence of a Jˆz dipole and Tˆx yz octupole [118]. The reverse effect also takes place when
magnetic field is applied to the Tˆx yz octupole along [001], and a charge distribution of Oˆx y
type accompanied by a Jˆ 0z dipole are induced. For the magnetic field applied along [110]
or [111], the situation becomes more complicated, and the induced multipoles cannot be
explained by the naive arguments described above for the field along [001]. In the table 2.2
a summary of the possible quadrupolar phases and relevant induced multipoles is given.
Therefore, in the f-electron system a strong coupling exists between electric and magnetic
degrees of freedom.
As the next step it is necessary to introduce pseudo-spin operators τ′ = (τz,τx) and
µ = (µx ,µy ,µz), consistent with irreducible representations Γ
(1)
3g and Γ
(1)
5g and mixed moment
operators between the Γ4u dipole and octupole, σ
′ = (σx ,σy ,σz) and η= (ηx ,ηy ,ηz). In
addition, pure octupolar moments ζ= (ζx ,ζy ,ζz) and ξ= τy with symmetries Γ5u and Γ2u
respectively, defined as [107, 113, 115]:
τz ≡ Xˆ 3g2 → 18Oˆ
0
2, µz ≡ Xˆ 5gz → 18Oˆx y
σz ≡ Xˆ 4uz → 715 Jˆz −
2
45
Tˆ αz , ηz ≡ Xˆ 4uz →− 215 Jˆz +
7
45
Tˆ αz
ζz ≡ Xˆ 5uz →
p
5
30
Tˆ βz , ξ≡ Xˆ 2u→
p
5
45
Tˆx yz. (2.34)
a Absence of the induced Jˆz dipolar moment for Oˆ22 and Ox y quadrupoles in [113] contradicts the described
earlier arguments from [118].
b In [119] (see fig. 2.21), presence of the induced Jˆz dipolar moment for Oˆ yz − Oˆzx was shown.
2.6. Hidden Order and the Multipole Interaction 43
Using the notations above, the generalized exchange model given by eq. 2.32 can written
as [113]:
H = D
∑
i, j

τ′i · τ′j +µi ·µ j +σi ·σ j +ηi ·η j +σi ·σ j +σi ·σ j

−7
3
gµB
∑
i
(σi +
4
7
ηi) ·H. (2.35)
Analyzing the Hamiltonian in eq. 2.35 by mean-field approximation and comparing Ginzburg-
Landau free energy of possible multipoles ordering against the field, the phase diagram for
each magnetic field direction can be determined. According to the table 2.2, five different
types of multipole ordering can exist for the field along [001]. However because of the high
symmetry of the model, Oˆ yz and Oˆzx , as well as Oˆ22 and Oˆx y , are degenerate. When the
field is applied along [110], four types of phases, which are denoted as Γ1, Γ4, Γ3 and Γ2,
are possible. Two Γ3 phases and one Γ1 are possible for the field [111]. For a weak field,
applied parallel to [001], the free energy of the Oˆ02 phase is lower, as shown in fig. 2.12 (a),
therefore suggesting that Oˆ02 ordering takes place. At higher fields the situation changes,
and the free energy of the Oˆ22 (Oˆx y) becomes lower. Consequently, at intermediate field,
a transition from the Oˆ02 to Oˆ22 (Oˆx y) phases takes place, as shown in fig. 2.12 (b). Free
energies of possible ordered phases, together with corresponding phase diagram for other
field directions [110] and [111], are shown in figs. 2.12 (c,d) and (e,f), respectively. It is easy
to notice the tendency of ordered phase stabilization with respect to the field direction, since
TQ[001]< TQ[110]< TQ[111]. This effect is explained by the presence of the field-induced
dipolar and octupolar moments, which tend to stabilize quadrupolar ordering [113].
The described model is a good starting point for the analysis of the multipolar interaction,
however it does not fully reproduce all experimental facts known about CeB6. In particular,
the large stable region of the Oˆ22 or Oˆx y phase for the field along [001] or degeneracy of
the zero-field ordered state. To achieve better consistency with the experiment an improved
model was also proposed by authors in ref. 113. By introducing additional parameters,
which lift the degeneracy of the Γ5 type ordered phase in zero field and affect the stability of
the Oˆ22 or Oˆx y phase, improved phase diagrams were obtained [113, 115].
In addition to the mentioned above ordering of quadrupole moments in CeB6 with a
propagation vector Q = (12
1
2
1
2), labeled as phase II (see sec. 3.1), another low-temperature
phase III exists. It represents the AFM ordering with a double-k (or 2k− k′) commensurate
structure with the propagation vectors k1 = (
1
4
1
4 0), k
′
1 = (
1
4
1
4
1
2) and k2 = (
1
4
1¯
4 0), k
′
2 = (
1
4
1¯
4
1
2)
[120]. However, the present understanding of ordering phenomena within the phase III is
a bit obscure. Magnetic ordering with these propagation vectors should be related to the
ordering that takes place within phase II, as k1 + k
′
1 = k2 + k
′
2 = Q, and requires detailed
calculations on the basis of mixed multipoles [115].
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B // [111]
Figure 2.12: Free energies of possible ordered phases at T = 0.5 for field parallel to [001], [110], and [111] are
shown in (a), (c), and (e) respectively. In these panels thin lines represent the free energy of the paramagnetic
phase. Phase diagrams for the same field directions are shown in (b), (d), and (f) respectively. In panel (d) the
thin line shows for comparison the transition between ordered and paramagnetic phases for field directions
[001] and [111]. Figure from ref. 113.
It is known that a non-collinear spin orientation does not gain energy from
the nearest-neighbor exchange interactions, therefore suggesting the investigation
of conditions that stabilize such ordering under next-nearest neighbor interac-
tions of the multipole moments given in table 2.1 under the antiferromagnetic
Oˆx y ordering [121–123]. The Hamiltonian used in this case is written in
the same way as it was introduced in eq. 2.32 with the interaction given by:
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Figure 2.13: The molecular fields, where
solid (dotted) line corresponds to the dipole
(octupole) moment. Figure from ref. 122.
D
Γ
(q) =
(
J
Γ
(q), (Γ = 2u, 3g, 5g)
J
Γ
(q) + K
Γ
(q), (Γ = 4u1, 4u2, 5u),
where JΓ (q)γγ′ = −JΓδγγ′(cos qx + cos qy + cos qz)/3
defines the nearest neighbor interaction for the cubic
lattice and KΓγγ
′
i j = −KΓ (δγγ′ − nγi jnγ
′
i j )/12 account for
the next-nearest neighbor i and j sites. The Ginzburg-
Landau free energy functional consists of the entropy
of the non-interacting system and mode coupling fmc
between multipole fluctuation, given by:
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fmc = − 1
βN
∑
i

ln

Triexp(βφ
A
i X
A
i )/4
− β2
2
φAi φ
A
i

(2.36)
where φ is the molecular field and N is the number of cites.
As the first step, intersite interactions between the Γ4u2 dipole and Γ5u octupole moments
are considered. Molecular fields φ shown in fig. 2.13 indicate that the easy axis of the dipole
moment would correspond to the hard axis of the octupole moment. Specifying KΓ = 0, the
nearest neighbor interaction between the Γ2u octupole and Γ4u1 dipole can be investigated.
Parameterizing the free energy by (J2u, J4u1) = Ja(cosνa, sinνa), a phase transition can be
determined with two possible propagation vectors: Q or 0 = (000), as shown in fig. 2.14(a).
Dependence of the order parameter X Γi , shown in fig. 2.14(b), suggests that when νa < pi/4,
antiferro-octupolar X 2uQ and ferro-dipolar X
2u1z
0 orders exist, while the ordering vector is
exchanged when νa > pi/4. The nearest neighbor interaction between the Γ4u2 dipole and
Γ5u octupole, parameterized by (J4u2, J5u) = Jb(cosνb, sinνb), determines a phase transition,
shown in fig. 2.14(c,d).
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Figure 2.14: The lower transition temperature (a, c, e, g) and order parameter (b, d, f, h) for various
interactions. Figure from ref. 122.
The phases described above would not lead to the observed non-collinear ordering with
propagation vectors ki and k
′
i, therefore it is necessary to take into account next-nearest
neighbor interactions. Considering the limiting case, when there is a perfect competition
between the nearest neighbor interactions (J4u2 = J5u and J2u = J4u1), another transition to
an ordered phase with propagation vectors Qz = (00
1
2) or Qyz = (0
1
2
1
2) arises, as shown
in fig. 2.14(e). Dipolar Γ4u1 order along (00
1
2) is implemented for K4u1 < 0, fig. 2.14(f).
Although this type of magnetic order does not correspond to any static ordering in pure
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CeB6, a significant amount of spectral weight was found around Qz (see sec. 3.3.1). Indeed,
AFM order with such a propagation vector was found in Ce1−xNdxB6 for Nd doping levels
x ≥ 0.4 [124]. According to fig. 2.14(g), when the next-nearest neighbor interaction is
parameterized as (K4u2, K5u) = Kb(cosνb, sinνb), with (J4u2, J5u) = 0.9TQ, ordering with
propagation vectors Q′ = (14
1
4
1
4), ki or k
′
i is induced. Double-k ordering, found in CeB6, is
realized for −pi/4< νb < pi/4, as shown in fig. 2.14(h).
Figure 2.15: The ordering pattern for dipole and
octupole moments. Fig. was taken from ref. 122.
It becomes clear that the presence of the
pseudo-dipole-type interaction for the next-
nearest neighbor dipole and octupole moments
is the necessary condition for the existence of
the ordering, observed within phase III in CeB6.
The real space ordering pattern, that corresponds
to the double-k structure which is consistent
with the AFQ ordering, is shown in fig. 2.15
for the mean-field solution −pi/4 < νb < pi/4
in the plane z = 0. The ovals represent Oˆx y
quadrupoles, and Γ4u2 dipole and Γ5u octupole
moments are shown with thin and thick arrows
respectively. In the case of νb < −pi/4, the or-
dering pattern should remain the same, however the magnitude of the octupole moment is
enlarged due to the stronger octupole-octupole interaction.
2.6.3 Hidden order
In sec. 1.2.2 we proved that neutrons can interact with the magnetic moment of the atom
within the dipole approximation. Now we realize, that the interaction between multipoles
plays a great role in some f-electron systems, and therefore it is necessary to understand
the possible outcome from the interaction between the multipole and neutron and whether
multipolar ordering is observable in experiments. First of all we have to recall that the
double-differential cross-section, given by eq. 1.16, consists of the magnetic interaction
vector D⊥ = Qˆ × D × Qˆ. Within the dipole approximation for small Q, the unprojected
operator D can be expressed with the total angular momentum operator: D∼ g2 f (Q)J. In
case of higher order multipoles, the correction to the dipole approximation of the component
D can be expressed as [107, 125, 126]:
Dˆi(Q) =
g
2
f (Q)

Jˆi +
∑
α
ciα(Q)Xˆ
α
i

, (2.37)
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where Xˆ αi denotes a component of magnetic multipoles, introduced above. However it does
not mean that neutrons can probe all possible multipoles. Only time-odd multipoles, that
represent magnetic multipoles, are visible in magnetic neutron scattering [127]. Therefore
odd-rank multipoles can be probed, and in the first approximation dipolar (rank 1) and
octupole (rank 3) moments have to be considered. Quadrupole ordering, represented with
a rank 2 operator, is invisible to neutron scattering and is therefore usually referred to as a
“magnetically hidden” ordera [128].
2.6.4 Magnetic form factor in the case of multipolar ordering
Figure 2.16: Rocking scans of the ( h2
h
2
l
2 ) re-
flections, which emphasize intensity increase
at larger Q. Solid lines are Gaussian fits. Fig-
ure was taken from ref. 131.
In sec. 1.2.3 an analytical expression for the magnetic
form factor was derived, as it is an important part of
neutron scattering and can be used as the easiest way
to determine the magnetic nature of the signal. How-
ever there are experimental results where an unusual
Q dependence of the (h2
h
2
l
2) reflections in Ce0.7La0.3B6
was observed, and was assumed to represent ordering
of the Tˆ β octupoles. Unlike the expected monotonic
suppression of the signal for the dipolar interaction
towards larger scattering vectors, enhancement of the
scattering intensity was observed [131]. Such a non-
monotonic Q-dependence is expected for multipolar
moments.
We have already shown that the scattering op-
erator D can be approximated as a linear function
of J only within the dipole approximation, while in
order to study multipolar interactions it should be
further expanded. This was done in eq. 2.37, there-
fore in order to obtain magnetic form factor in case
of multipoles it is important to derive 〈τi|D†⊥α|τ f 〉
from eq. 1.16. Detailed derivation of the correspond-
ing expression can be found in textbooks or papers
[54, 125, 132], and the matrix elements can be writ-
ten as:
a Such an order can be nevertheless clearly observed in thermodynamic probes. In particular in Sr2VO4, no
magnetic order in the low-temperature phase could be confirmed with INS [129], however, the observed
anomalies in magnetic susceptibility [130] suggested existence of this “magnetically hidden” order [128].
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〈 jm|D†⊥| jm′〉=
∑
m1m2
∑
σ1σ2
〈lm1sσ1|D†⊥|lm2sσ2〉 × 〈 jm|lm1sσ1〉〈lm2sσ2| jm′〉, (2.38)
where τ = ± and σ =↑,↓ are orbital and spin indices of the |Γ8〉 wave functions of Ce3+ ions
given in eq. 2.29.
Figure 2.17: Q dependence of the magnetic struc-
ture factor for nondipolar order. Figure was taken
from ref. 125.
In fig. 2.17 the magnetic structure factor of
magnetic reflections as a function of neutron mo-
mentum transfer is shown. As the magnetization
density of octupoles and dipoles is significantly
different, the form factor for the octupolar order-
ing has a maximum value at finite Q, while in
case of dipolar ordering it should have a maxi-
mum at Q = 0 (see sec. 1.2.3). This result can
be used as an evidence for the presence of a
high-rank interaction and can help to distinguish
dipoles from octupoles with neutron scattering.
2.6.5 Resonant X-ray diffraction as a tool to directly probe multipolar
orbital ordering
Figure 2.18: E1 (a), and E2 (b) process at the Ce
L2 and L3 edges. Figure was taken from ref. 133.
As we can see, direct observation of the multi-
polar orbital ordering with neutron scattering
is a difficult task. Another way to probe multi-
pole ordering is to use resonant X-ray diffraction
(RXD), as this technique is able to detect multi-
pole moments up to the fourth rank [118, 134].
In case of RXS, the energy of incoming photons is
tuned to the value of one of the absorption edges,
therefore inducing a transition of the core-level
electrons to some unoccupied levels. The decay
process emits new photons with the same energy but with different polarization. This process
is schematically shown in fig. 2.18. Detailed description of the interaction between photons
and electrons goes beyond my dissertation and can be found in numerous text books, there-
fore here I will focus only on the results. The transition matrix which describes interaction
of the photon with the electrons includes terms E1, E2, E3, M1, M2, T1, which describe
contributions from the electric dipole, electric quadrupole, electric octupole, magnetic dipole,
magnetic quadrupole and toroidal dipole respectively. It should be emphasized that the
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Figure 2.19: CeB6 X-ray energy spectra at H =
±5 T. Figure was taken from [119].
(a)
(b)
Figure 2.20: Average (a) and difference (b) spec-
tra of the signal, shown in fig. 2.19. Fits are shown
with the solid lines, while spectral components by
the dotted, single-dotted, and double-dotted lines.
Figure was taken from ref. 119.
mentioned terms are multipoles of the vector po-
tential of the x-ray beam interacting with a core
electron [135], and should not be confused with
the multipole expansion given by eq. 2.30. The
matrix elements E1 and E2 can be expanded into
dipole and quadrupole components, and new
dipole-dipole (E1-E1) rank 2, dipole-quadrupole
(E1-E2) rank 3, and quadrupole-quadrupole (E2-
E2) rank 4 tensors are introduced [136]. Access
to different contributions depends on the point
symmetry of the material and is probed by polar-
ization analysis near the absorption edges [137].
Therefore RXD can be used to survey multi-
pole ordering. In CeB6 the ordering within phase
II was studied around L3 absorption edge, where
E1 (2p3/2 ↔ 5d) and E2 (2p3/2 ↔ 4 f ) reso-
nances were measured on the (32
3
2
1
2) reflection.
Typical X-ray spectra, measured for H = ±5 T, are
shown in fig. 2.19, where difference between sig-
nals for the reverse field direction can be found.
This can be understood by considering interfer-
ence between E1 and E2 terms, as the intensity of
the signal is proportional to the square of the sum
of the amplitudes, and not to the sum of squares
of each component. In addition, the magnetic
dipole and octupole tensors change their sign
with the field reversal, unlike electric quadrupole
and hexadecapole tensors [138].
The observed signal is proportional to
|FE1(ω) + FE2(ω)|2, where FE1 and FE2 describe
the resonant scattering amplitudes for the E1 and E2 processes, given by [119]:
FE1(ω) =
2∑
ν=0
ανE1(ω)
2ν+1∑
µ=1
P(ν)E1,µ(","
′)〈z(ν)
µ
〉,
FE2(ω) =
k2
9
4∑
ν=0
ανE2(ω)
2ν+1∑
µ=1
P(ν)E2,µ(","
′,k,k′)〈z(ν)
µ
〉, (2.39)
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where z(ν)
µ
is the operator equivalent of the rank-ν multipole tensor from table 2.1, and
PE1,µ, PE2,µ are the geometrical factors of the component µ and rank-ν E1 and E2 resonances,
respectively. Rank-dependent energy profiles are given by ανE1(ω), α
ν
E2(ω).
Figure 2.21: Magnetic-field dependencies of the
multipole order parameters. Figure was taken
from ref. 119.
Variation of 〈z(ν)
µ
〉 under the influence of ex-
ternal parameters, like magnetic field or its di-
rection as well as temperature, is at the heart of
this technique, hence it allows to perform fitting
of the measured spectra and extract the multi-
pole order parameters. Accurate description of
the spectral functions used for the fitting proce-
dure can be found in ref. 119, while fitting results
for average and difference spectra are shown in
figs. 2.20 (a) and (b) respectively. Dependencies
of the field-induced dipolar Jz, octupolar Tx yz
and quadrupole Oyz −Ozx moments, determined
from the RXS spectra fits, are shown in fig. 2.21.
In agreement with the described above theories,
magnetic field induces dipole and octupole moments, which stabilize the ordered phase and
increase the transition temperature.
2.7 Spin-Wave Excitations
In previous sections we have considered the importance of the interaction between electrons,
which leads to the presence of static magnetic order with various propagation vectors. In
addition, the expression for the neutron double-differential scattering cross-section, given
by eq. 1.22, contains a component which accounts for dynamics of the magnetic properties
in the crystal. In magnetic materials, time dependent spin fluctuations can form collective
excitations, known as spin waves or magnons, which are analogous to collective lattice
excitations known as phonons. The simplest way to understand the existence of spin-wave
excitations is to consider the localized spin model, where interaction between spins can be
written with the Heisenberg Hamiltonian:
H = −J∑
i,j
Si · Sj. (2.40)
Here J is the coupling constant, and Si should not be restricted only to spins, but in case of
rare-earth ions might also apply to the total angular momenta J. Important contributions to
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the given Hamiltonian, like the single-ion anisotropy term
∑
D(Szi )
2, which can arise from
spin-orbit coupling, or Zeeman energy of the spins in an external field gµB
∑
H · Si will be
considered later, while now we will briefly discuss the dispersion expression of spin waves
in ferro- and antiferromagnets.
2.7.1 Ferro- and antiferromagnets
Although the Heisenberg Hamiltonian given by eq. 2.40 is spherically symmetric without
external magnetic field, it is known to have a ferromagnetic or antiferromagnetic ground state,
spontaneously lowering the symmetry. This situation is known as spontaneous symmetry
breaking, and at first it is necessary to obtain the expression for elementary excitations out of
this ground state. The total energy of the lattice can be obtained as a sum of bond terms Eij,
where i and j are nearest neighbors. Taking into account that the energy can be minimized
when two spins are parallel (|Si + Sj| = 2S), the ground state energy of the lattice can be
written as [88]:
E FMgr.st ≥
∑
i,j
(Eij)min =
∑
i,j
(JSi · Sj)min =
∑
i,j
(|J |S(S + 1)− |J |
2
(Si + Sj)
2)min
=
∑
i,j
(|J |[S(S + 1)− S(2S + 1)])min =
∑
i,j
−|J |S2 = −1
2
N |J |zS2, (2.41)
where z is the number of nearest neighbors and N is the number of lattice sites. In order to
create the first excited state we have to select an arbitrary site i and turn its spin one step
down, from Szi = S to S
z
i = S−1. As the Hamiltonian given by eq. 2.40 can be rewritten with
the operators S±i , the spin state at the position i will increase to its ground state value while
turn of a spin one step down occurs on site j, when operators S+i S
−
j act on the described
above spin state wave function. This would lead to the sequential rotation of the spin at the
next position and can be considered as a spin wave.
A collective excitation of the spin structure in a crystal lattice is called a magnon. Magnons
are quantized magnetization density waves, just as phonons are quantized lattice waves.
Therefore it is possible to express spin operators using creation and destruction boson
operators a†j , aj, known as the Holstein-Primakoff transformation [139]:
S+j =
p
2S

1− a
†
j aj
2S
 12
aj; S
−
j =
p
2Sa†j

1− a
†
j aj
2S
 12
; Szj = S − a†j aj. (2.42)
To describe propagating excitations, it is necessary to introduce the k-space Bloch operators:
aj =
1p
N
∑
k
e−k·j bk; a
†
j =
1p
N
∑
k
ek·j b†k. (2.43)
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Using the described transformations the Heisenberg Hamiltonian can be written as [82, 88,
140]:
H = −J∑
i,j

1
2
(S+i S
−
j + S
−
i S
+
j ) + S
z
i S
z
j

' −2JS∑
i,δ

a†j aj+δ + aja
†
j+δ + a
†
j aj − a†j+δaj+δ + S

= E0 − |J |zS2
 
2b†k bk − γk bk b†k − γ−k b†k bk

(2.44)
where δ is the vector pointing to a nearest-neighbor site, γk =
∑
δ e
ik·δ is the geometrical
factor. Further simplifications of the expression can be obtained using bk b
†
k = 1+ b
†
k bk as
well as taking into account inversion symmetry γk = γ−k and noticing that
∑
k γk = 0 [88].
The spin wave Hamiltonian for ferromagnets takes the approximate form [82, 88]:
H ' E0 + 2|J |zS
∑
k
(1− γk)b†k bk = E0 +
∑
k
ωknˆk, (2.45)
where nˆk is the magnon occupation number. This result can be simply explained as a set
of independent thermally excited harmonic oscillators, each labeled by a wavevector k,
called magnons, excited above the ground state with all spins pointing in the same direction.
Figure 2.22: Visualization of a ferromagnetic spin wave
on a linear chain. Figure was taken from ref. 82.
A schematic of a ferromagnetic spin wave
is shown in fig. 2.22 in which the angle of
precession varies from spin to spin along the
propagation vector. We derived the spin-
wave dispersion in a ferromagnet, which
within the long-wave limit (|k · δ|  1) results in an approximately quadratic dispersion:
ωk = |J |Sz(1− γk)≈ |J |Sz

1−

1− 1
2z
∑
δ
(k · δ)2

≈ S|J |(ak)2, (2.46)
where a is the lattice constant. A magnon with wavevector k costs an energy ωk > 0, and
the described quadratic dispersion shown in fig. 2.23(a) has been first measured by inelastic
neutron scattering in magnetite (Fe3O4) by B. Brockhouse [141]. A review of early spin-wave
measurements in various 3d metals can be found in ref. 142.
In case of an antiferromagnetic ground state, derivation of the spin-wave spectrum
becomes more complicated as the unit cell is at least twice larger, because it consists of two
sublattices A and B. A simple strategy of the ground state energy calculation similar to eq. 2.41
would not lead to energy minimum when two spins point in opposite directions |S〉i | − S〉 j,
therefore this state is not an eigenstate. Unlike in a ferromagnet, an antiferromagnetic
ground state also gains energy from the spin-flip terms, therefore the antiferromagnetic
Heisenberg model shows quantum fluctuations [88]. The Hamiltonian for this system can
be written as:
H = Ja
∑
i,j
SAi · SBj = Ja
∑
i,j

1
2
(S+AiS
−
Bj + S
−
AiS
+
Bj) + S
z
AiS
z
Bj

, (2.47)
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where SAi and SBj are the spin vector operators on the two sublattices. Taking into ac-
count the Holstein-Primakoff transformation in a similar way as done before and the Bloch
representation, the Heisenberg Hamiltonian of the antiferromagnetic state becomes:
H ' Ja
∑
i,j
−S2 + S(a†AiaAi + a†BiaBi + aAiaBj + a†Aia†Bj)
' Ea + JazS
∑
k
 
(b†Ak bAk + b
†
Bk bBk + γk(b
†
Ak b
†
Bk + bAk bBk)

(2.48)
where the first summand Ea = −JazNS2/2 gives the energy of the antiferromagnetic config-
uration, which contains only the contribution of the Ising z-z term. However, unlike in the
case of a ferromagnet, a k-space transformation is not sufficient to give a diagonal form of
the Hamiltonian. Diagonalization can be done by a set of operators known as the Bogoliubov
transformation [143]:
αk = uk bAk − vk b†Bk; α†k = uk b†Ak − vk bBk;
βk = uk bBk − vk b†Ak; β†k = uk b†Bk − vk bAk, (2.49)
where the coefficients uk and vk are real. Using the transformations above, and taking into
account conditions u2k − v2k = 1 and γk(u2k + v2k) + 2ukvk = 0, which are necessary to get a
diagonal form, the Hamiltonian can be rewritten as [82, 88]:
H ' Ea + JazS
∑
k
([2γkukvk + u
2
k + v
2
k](α
†
kαk + β
†
kβk) + 2(γkukvk + v
2
k )
+ (γk(u
2
k + v
2
k ) + 2ukvk)[α
†
kβ
†
k +αkβk]) = E0 + JazS
∑
k
ωk(α
†
kαk + β
†
kβk), (2.50)
where E0 = −JazNS(S + 1)/2+∑kωk is the ground-state energy and ωk = JaSzÆ1− γ2k
is the magnon energy. Unlike in the ferromagnetic case, the two boson operators α†kαk
and β†kβk contain two elementary excitations with the same energy. The dispersion is also
different, as in case of the long-wavelength limit the antiferromagnetic spectrum, shown in
fig. 2.23(b), is linear like the phonon spectrum, and again gapless:
ωk = JaSz
q
1− γ2k ≈ JaSz
Æ
(ak)2
≈ JaSza|k|. (2.51)
2.7.2 Anisotropy effect
In the previous section we have considered the case of spin-rotation symmetry and derived the
spin-wave spectrum. However, if we violate rotation symmetry, for example by introducing
the single-ion anisotropy into the Heisenberg Hamiltonian as:
H = J
∑
i, j
(S xi S
x
j + S
y
i S
y
i + DS
z
i S
z
j ), (2.52)
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Figure 2.23: The energy transfer as a func-
tion of k for (a) ferromagnet and (b) antifer-
romagnet. Figure was taken from ref. 144.
where D > 0, the spin wave spectrum given by
eq. 2.46 changes to
ωk = |J |Sz(D− γk), (2.53)
and the smallest excitation energy changes to ω(k =
0) = D − 1, therefore the spectrum has acquired a
gap [82], as shown in fig. 2.23(a). In addition, the
opening of a gap in the case of a ferromagnet can be
explained even for fully isotropic interactions. Pres-
ence of the classical dipole-dipole interaction that acts
on a spin spins in the field of the other is given by
[145]:
Hdip = 12
∑
i, j
g2µ2B
r3i j
Si · S jr2i j − 3Si · ri jS j · ri j
r2i j
. (2.54)
Because of this interaction, the spin-wave spectrum
starts to feel the demagnetization field and its en-
ergy becomes dependent on the shape of the sample.
The long-range dipole-dipole interaction opens a gap,
which is for the ellipsoidal sample given by [88, 146]:
ωk=0 =
q
(H + (Nx − Nz)M0)(H + (Ny − Nz)M0), (2.55)
where Nx , Ny , Nz are the demagnetization factors, and M0 is the magnetization density.
Following a similar line of reasoning when talking about anisotropy in an antiferromagnet,
we find that the spin wave dispersion is also modified and can be written as [82]:
ωk = JaSz
q
(1+ρ)2 −α2γ2k, (2.56)
whereρ = 2D/Jaz. The spin-wave gap, shown in fig. 2.23(b), isω(0) = JaSz
p
(1+ρ)2 −α2.
These results suggest that the presence of the anisotropy has a strong influence on the magnon
spectrum.
2.7.3 Magnetic field dependence of spin-wave excitations
As we can see from the previous sections, both ferro- and antiferromagnets show correlated
motion of the localized electrons. Below a certain temperature the exchange interaction
becomes larger than the thermal energy, which results in a long-range order that we can
probe with neutrons as magnetic Bragg peaks and spin excitations or with the electron spin
resonance. Application of an external magnetic field would introduce a Zeeman interaction,
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which should be also considered as an additional term to the Heisenberg Hamiltonian. The
exchange interaction between spins and uniaxial anisotropy can be described using an
effective molecular field HE and anisotropy field HA. Thus, the external magnetic field H,
depending on the applied field direction, can help to uncover the underlying structure of
the spin interaction in matter.
The energy density of a ferromagnet in an external magnetic field H is in terms of the
local magnetization represented by M j(r) =
∑
i µ
j
i/v j, where µ
j
i is the magnetic moment of
the ith ion in the jth sublattice and the summation is done over all sites in a physically small
volume v j and m jα = M jα/M j0, can be written as [147]:
H (r) = Am2 − Km2 + B⊥

∂mα
∂ x
2
+

∂mα
∂ y
2
+ Bz

∂mα
∂ z
2
−1
2
M(r)∇
∫
V
divM(r′)dr′
|r− r′| −
∮
∑ M(r
′)dσ′
|r− r′|

−M ·H. (2.57)
The expression above is analogous to eq. 2.40. The first and second terms are the
exchange and anisotropy energies respectively. The third, fourth and fifth terms are pertur-
bations of the uniformity of magnetization, while the last term defines the Zeeman energy
in an external magnetic field. Detailed derivation of the spin excitation spectrum, similar
to the one shown in sec. 2.7.1, can be found in ref. 147, while I will only give the results
obtained for the spin-excitation spectra which strongly depend on the sign of the anisotropy
constant K and field direction with respect to the quantization axis.
For the case when the H ‖ Z, spin-wave spectrum of a ferromagnet consists of two
solutions:
1) ωk =

Ik +µ

H + HA − 4pi3 M0

×

Ik +µ

H + HA − 4pi3 M0

+ 4piµM0
k2x + k
2
y
k2
 12
, (2.58)
2) ωk =

Ik +
4pi
3
µM0

Ik −µHA

1− H2
H2A

− 4pi
3
µaM0 + 4piµM0
k′2x + k
2
y
k2

−µHA

1− H2
H2A

4piµM0
k′2x
k2
 1
2
, with k′x = −kx HHA − kz
√√√
1− H2
H2A
(2.59)
The first solution is valid for the whole field range when K > 0. When K < 0, the first
solution is valid for H ≥ HA , while the second solution is obtained for H < HA.
When H⊥ Z, the spin-wave spectrum is defined by the other two solutions:
a factor µ is absent in ref. 147, however it should be there.
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1− H2
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− kz HHA . (2.61)
For this orientation the first solution is valid for any value of field when K < 0. For K > 0
first solution applies for the field range H ≥ HA and the second for H < HA. As one can
see, studying the field dependence of the energy gap can give a lot of valuable information.
Comparing the observed dependence with the formulae given above , according to which
results should be different for different states and field directions, provides a way to determine
the physical constants of the material.
As one can see, eqs. (2.58) to (2.61) contain information about the field, as well as
the momentum dependence of the spin wave energy. The limiting case of the wave vector
|k| = 0 is of particular importance, as the zone-center excitation can be directly probed with
electron spin resonance (ESR). Main idea of the ESR experiment is to remove the degeneracy
of the electron-magnetic moment of an atom with the help of an external magnetic field.
Separation between the levels with different ms, magnetic components of the spin quantum
number, can be probed with the absorbed or emitted photon, with the polarization hω,
thus giving a fundamental equation ∆E = ħhω = geµBB0ms, where ge is the g-factor for
the free electron, µB is the Bohr magneton, and B0 is the strength of an external magnetic
field. Usually, the sample is placed inside a resonant cavity, which in turn is placed inside
a cryomagnet. When the magnetic field strength reaches such a value that the separation
between the lower and the upper state ∆E = ħhωres, where ωres is the resonance frequency
of the cavity, a strong absorption line is observed.
In the case of a ferromagnet, and discussed later an antiferromagnet, the observed
resonance effect can also originate from the processional motion of the magnetization. As
we have already learned in sec. 2.7.1, such motion is responsible for the appearance of spin
waves. Therefore by measuring the dependence of ħhωres(B), as a function of an external
magnetic field, one can directly probe the spin waves. These measurements can be directly
compared with the calculated field dependencies of the spin waves given by eqs. (2.58)
to (2.61), expected for the ferromagnet, as well as antiferromagnet, in case of the wave
vector |k|= 0.
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Figure 2.24: The dependence of the resonance frequency as a
function of field. Figure was redrawn from ref. 147.
a) b)
Figure 2.25: The dependence of the resonance frequency as a
function of field with different orientations for negative(a); and
positive (b) anisotropy. Figure was taken from ref. 148.
We can summarize the results
as follows. When magnetic field is
applied to a ferromagnet along the
easy magnetization axis Z (K > 0),
the resonance frequency is defined
as linear function of the field and
is shown in fig. 2.24(a). The case
when magnetic field is perpendicu-
lar to the easy magnetization axis
would mean that magnetization M
will try to line up parallel to H,
that would lead to a decrease of
the spin gap with the increasing
field up to HA, where spin-gap is
zero, and then in the saturation re-
gion where M ‖ H the gap will in-
crease continuously, as shown in
fig. 2.24(b). A slightly different re-
sult can be found when the field
is applied along the hard magneti-
zation axis (K < 0). Because the
magnetization vector is degenerate with respect to the rotation along Z, the energy gap will
be zero until the magnetization becomes parallel to H, which happens when H > |HA|. This
case is shown in fig. 2.24(c). If the field is perpendicular to the hard magnetization axis,
rotational symmetry is instantly broken, and the energy gap shows a monotonic increase
with field, as shown in fig. 2.24(d). Dependence of the spin gap for an arbitrary orientation
of H parameterized by θ , with θ = 0◦ is the field H ‖ Z and θ = 54◦44′ is the XYZ axis and
θ = 90◦ for XY was calculated in [148] for crystals with negative and positive anisotropy
and is shown in fig. 2.25 (a) and (b) respectively. Thus, we can observe that the external
magnetic field has a strong effect on the resonance energy, as it acts in addition to the
internal effective field caused by magnetic crystallographic anisotropy.
As the next step let us consider the field dependence of the spin-wave resonance in an
antiferromagnet. Again, considering uniaxial crystals and assuming that the principal axis
of symmetry is Z axis, the energy density of the antiferromagnet can be written as [147]:
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where m and l are local magnetization and antiferromagnetic vectors, respectively. The first
three terms define the exchange energy, while the fourth and fifth terms are the anisotropy
energy. Last two terms give the magnetostatic energy and the Zeeman energy in an external
magnetic field. Depending on whether b is positive or negative, the spontaneous axis of
antiferromagnetism would be perpendicular or parallel to Z.
Figure 2.26: Ground states of a two-sublattice antiferromagnet.
Top: easy axis anisotropy with b < 0. Bottom: easy plane
anisotropy when b > 0. Figure was taken from ref. 149.
Detailed derivation of the spin-
wave energy formulas depending
on the direction of the magnetic
field can be found in ref. 147, while
I will give a short summary of pos-
sible results. As the first step let
us consider the case when b < 0.
This would force spins to align par-
allel to the Z axis. The correspond-
ing antiparallel ground state +0‖ is
shown in fig. 2.26. As we already
learned from the previous section,
for this configuration two degener-
ate modes, which correspond to the two sublattice magnetizations, exist. Motion of each
sublattice can be modeled by the classical equations of motion [150, 151], where magneti-
zation M1 leads the motion, while M2 just follows the molecular field −λM1. As a result,
right-hand rotation takes place, and this mode is a high-frequency ω1 mode, shown in
fig. 2.28(a,c). Similar reasoning is also valid when M2 leads the motion and the mode with
frequency ω2 is a left-hand circular precession, as shown in fig. 2.28(b,d). In this case a
weak external magnetic field H, applied parallel to the Z axis, would result in a higher
effective field for one magnetization, while for the other one, molecular and anisotropy
fields would be antiparallel to H, thus leading to a decrease in the effective field. As a
result, the resonance frequency would increase for one mode and decrease for the other, as
schematically shown in fig. 2.29(a).
When the lower mode reaches zero energy, at a certain critical field HEA =
p
A|b|/M0,
an interesting effect takes place. Instead of aligning magnetization parallel to the direction
of the external magnetic field, it becomes energetically more favorable to flop the spin
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(a) (b) (c) (d)
Figure 2.27: The normal modes of the antiferromagnet with the precession cone ratio (a) θ1/θ2 = η and (b)
θ2/θ1 = η. Precession of the magnetization vectors that shows mode with frequency (c) ω1 and (d) ω2 in
accordance with fig. 2.29(a). Figures (a), (b) and (c), (d) were taken from ref. 151 and ref. 149 respectively.
(a) (b) (c)
Figure 2.28: Precession of the sublattice-magnetization and total-magnetization vectors with: (a) easy axis
anisotropy in the noncollinear ground state +1‖; (b,c) easy plane anisotropy in the ground state −1⊥ for modes
ω1 and ω2 respectively, according to fig. 2.29(h). Figure from ref. 149.
perpendicular to H, as shown in fig. 2.26 with a noncollinear ground state +1‖. This effect
is called a spin flop transition. In this configuration, the loss of the anisotropy energy is
compensated by the Zeeman energy, and now both magnetization vectors are degenerate
and feel the same effective field. Solving the system of equations which describe the motion
of both magnetization vectors, two modes can be found. The first solution m1x = m2x ,
m1y = m2y and m1z = −m2z corresponds to the precession of M1 and M2 as shown in
fig. 2.28(a). Numbers 1–4 denote the position of the magnetization vectors at successive
instants. From the geometrical arrangement of the magnetization vectors it becomes clear
that the mode can be excited by the transverse component of the radio frequency ω1 with
respect to the magnetic field H, as shown in fig. 2.29(b). The second mode has a trivial
solution mx = my = mz = 0, which corresponds to an infinitely slow rotation of vectors M1
and M2 around the z-axis, and since such rotation does not require energy, the spin gap ω2
for this mode is equal to zero. Of course, this is true only in the ideal case, while in real life
anisotropy in the basal plane can lead to a nonzero value. The corresponding zero spin-gap
dispersion is shown in fig. 2.29(b). If the magnetic field is increased further as shown in
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(a) (b) (c)
(d) (e)
(f) (g)
(h) (i)
Figure 2.29: Summary of possible magnetic field dependencies of the spin-resonance in the antiferromagnet.
Observation of different modes with ESR depends on the orientation between the radio frequency used in
ESR and the magnetic field, and it is indicated with hω ‖ H and hω ⊥ H, where hω is the direction of the
radio-frequency field. Figure from ref. 147.
fig. 2.29(c), the angle between the magnetization vectors decreases, and above HA = A/M0
a transition into a collinear field-polarized ground state +2‖ occurs (fig.2.26).
It becomes obvious that for the case when the external field is perpendicular to the
spontaneous axis, both sublattice magnetizations tilt in the direction of the magnetic field,
as shown in fig. 2.26 with a ground state +1⊥. The antiferromagnetic vector l still remains
parallel to the Z axis until a field HA shown in fig. 2.29(d). However, the observation of
both possible modes is restricted by the spatial arrangement of the radio frequency and the
magnetic field [151, 152]. Above HA magnetization m enters the saturation phase, shown in
fig. 2.29(e). In this region, transition into the +2⊥ ground state, shown in fig. 2.26, happens.
When b > 0, the antiferromagnetic vector l will be oriented in the basal plane. In this
case application of a weak external magnetic field along the Z axis would end up with a
noncollinear ground state −1‖, which with a further increase of the field transforms into
collinear −2‖ ground state. They are both shown in fig. 2.26. Simply comparing the above-
mentioned states with +1‖ and +2‖, it becomes obvious that the eigenfrequencies are the
same. However because the sigh of HA is different, the field dependence of the mode ω1,
shown in fig. 2.29(f) is actually different from the one mentioned for the case b < 0.
A qualitatively different picture is found for the field applied perpendicular to the Z
axis. Ground states −1⊥ and −2⊥, which correspond to weak and high magnetic fields, are
shown in fig. 2.26. Solving the system of equations, two different modes ω1 and ω2 can be
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found, which represent oscillations of the vectors M1 and M2 that are shown in fig. 2.28(b,c),
and their dependence on the field is shown in fig. 2.29(h,i), respectively. Looking at the
precession of the magnetization vectors, it becomes obvious, which polarization is required
in order to excite them.
In conclusion, let me give a brief summary of the peculiarities, expected in case of an
antiferromagnetic resonance, as compared with the ferromagnetic resonance. First of all
in an antiferromagnet, the presence of two inequivalent sublattices leads to the existence
of two, in the case of easy axis anisotropy, degenerate spin-wave modes. In contrast, in
a ferromagnet only one mode is expected. Application of the external magnetic field lifts
the degeneracy, and as a result, field splitting of the spin-wave modes can be found in an
antiferromagnet. It is also important to mention that in an antiferromagnet several different
ground states exist in different ranges of magnetic field.
Momentum dependence of the spin waves in the case of an antiferromagnet and ferro-
magnet is also significantly different. In the vicinity of |k| = 0, dispersion of the magnon
excitation is either linear or quadratic, for the antiferromagnet and ferromagnet, respectively.
Single-ion anisotropy significantly influences the spin wave dispersion, and in both cases the
magnon spectrum acquires a gap, which is determined by the magnitude of the anisotropy.
At the same time, the gap size gradually saturates towards the zone boundary, and according
to eqs. (2.46) and (2.51), mainly depends on the magnitude of the exchange interaction |J |.
Thereby, measuring the dispersion curves along various wave vectors, one can obtain the
information about the Q-dependence of the exchange integral J(q) (see sec. 2.6.2).
As we have already discussed, external magnetic field introduces the Zeeman interaction,
which is considered as an additional term to the Hamiltonian, that should influence the
magnon spectrum equally, regardless of the Q-vector. Therefore, if we consider the g-factor
as a slope of the field dependence of the excitation energy, one would expect it to be the
same at all points. However in real systems, its behavior may significantly differ from the
classical examples described above, and measurement of the dispersion relations for the
magnetic excitations, and particularly their field dependence can give valuable information
on various exchange interactions in the Hamiltonian. For example, a set of the isotropic and
anisotropic components of the exchange interactions between the ions on the hexagonal
sites, crystal field, and magnetoelastic parameters were obtained in case of Pr metal by
measuring field dependence of the dispersion relations [153].
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2.8 Other Examples of Magnetic Excitations
As it was shown in sec. 2.7, spin-wave excitation can demonstrate a large variety of responses
upon application of the magnetic field. It may turn out that the signals, which look absolutely
similar, can demonstrate a significantly different response in field, as they might have various
ground states, spin orientation or represent different phases. Before discussing the original
result from my thesis, it would be helpful to recall some well-known examples, in which
various excitations were studied as a function of external magnetic field. Therefore, in this
section I will give a brief overview of the magnetic field dependencies of the spin gap for
various materials.
2.8.1 Classic example of Q=0 resonances in anti- and ferromagnets
(a)
(b)
Figure 2.30: Magnetic field dependence of the spin-gap
measure with the ESR for: (a) ferromagnetic PbFeBO4;
(b) aniferromagnetic MnF2. Figures were taken from
refs. 154, 155, respectively.
First of all, let us compare field dependencies
from the previous section with those actu-
ally measured. As shown in fig. 2.30, mea-
surements done on ferromagnetic PbFeBO4
and antiferromagnetic MnF2 single crystals
at low temperatures, well below the order-
ing temperature, indicate the presence of a
finite spin gap at zero field. As it is expected
for the case of a ferromagnet in fig. 2.24(b),
a magnetic field applied perpendicular to the
easy magnetization axis a, first softens the
resonance energy until it becomes zero when
the field reaches the value of the anisotropy
field for this direction, and then it scales
monotonically with the field, as shown in
fig. 2.30(a) with red and blue colors. For
the magnetic field applied parallel to the
easy axis, one expects proportionality be-
tween the spin gap value and the field, which
is confirmed by experiments and shown in
fig. 2.24(a) in red and in fig. 2.30(a) in green.
Applying magnetic field parallel to the easy c-axis of MnF2, we can see a splitting of the
zero field resonance into two branches, for one of which the energy increases with field
while for the other branch it decreases. Above 9.3 T a spin-flop transition takes place, and
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only one branch is observed. As we have already learned from the sec. 2.7.3, monotonic
field dependence of one mode is expected for a configuration when the field is applied
perpendicularly to the c-axis. All these experimental results, shown in fig. 2.30(b), are in
good agreement with theory described earlier and shown in fig. 2.29(a-d).
2.8.2 One-dimensional spin-12 antiferromagnet
Figure 2.31: Field dependence of the: (a) displace-
ment δq˜ of the peaks; (b) energy gap derived from
fits to specific heat data in Cu(C6D5COO)2·D2O.
Filled symbols are the gaps measured by neutron
scattering at q˜ = pi and q˜ = 1.12pi. Figure was
taken from ref. 156.
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Figure 2.32: Magnetic field dependence of the
energy gap in Yb4As3. Figure were taken from
ref. 157.
Fortunately or unfortunately, the magnetic field
dependence of the spin gap is not limited to just
such simple examples as mentioned above. Let
me now show some of the examples where neu-
tron scattering techniques were used to exam-
ine spin fluctuations. For example, in the case
of a one-dimensional antiferromagnet with spin
S = 1/2, new low-energy modes in the excita-
tion spectrum at incommensurate wave vectors
are predicted by theory, unlike in conventional
antiferromagnets where a spin reorientation is
expected by classical spin-wave theory [158]. Di-
rect experimental evidence for field-dependent
incommensurate modes was found in copper ben-
zoate Cu(C6D5COO)2·D2O below TN. Note that
in order to be able to do neutron scattering exper-
iments, deuterated single crystals were prepared
(see sec.1.2.2 to understand why). At zero field,
a single peak at a low energy of ħhω= 0.21 meV
can be found, while incommensurate values of
the wave vector q˜ = pi± δq˜(H) are induced by
magnetic field, as shown in fig. 2.31(a). Depen-
dence of the spin gap was deduced from specific
heat measurements, which probe the momentum-
space average of the density of states, and with
neutron scattering for various field directions. A
summary of the field dependence is shown in
fig. 2.31(b), where solid lines are the power law
∆(H) = AHα with α= 0.65(3), and prefactors A are in ratios 1 : 2.0 : 0.55 for field applied
along the b, c′′, and a′′ directions respectively.
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The inelastic neutron scattering experiments on a single-crystal sample of another one-
dimensional spin S = 1/2 antiferromagnet Yb4As3 shows a similar power law behavior of
the spin gap value, as shown in fig. 2.32. However the excitation spectrum demonstrates a
meaningful change upon application of the magnetic field only around q = 1 [157], unlike
those predicted for the pure Heisenberg system and mentioned above [158].
2.8.3 Triplons in a spin-12 dimer system
Figure 2.33: Magnetic field dependence of the
energy gap in NH4CuCl3. Solid lines represent
linear fits. Inset shows INS spectra measured at
H = 12.5 T and in zero field. Figure were taken
from ref. 159.
Elastic and inelastic neutron scattering experi-
ments were done on the dimer spin S = 1/2
system NH4CuCl3. The low-temperature struc-
ture of NH4CuCl3 was assumed to consist of three
inequivalent Cu2+ dimer sites, however the ob-
served long-range antiferromagnetic ordering be-
low TN = 1.3 K presumably occurs only on one
dimer site. In zero magnetic field two gaped ex-
citations at ħhω ∼ 1.6 and 3.0 meV, which arise
from the remaining two Cu2+ dimer sites left in a
gapped singlet state, were reported. Application
of the magnetic field splits the observed signal,
and a linear increase of the Zeeman energy is
shown in fig. 2.33. The observation of such a
splitting directly proves that these two excita-
tions have singlet-triplet nature [159]. It should be also noted that the excitation energies
above and below the ordering temperature, TN = 1.3 K, do not change within the experi-
mental error. It is important to note that energy of the two reported gapped excitations in
zero field is in good agreement with the extrapolated zero-field frequencies measured with
ESR [160].
2.8.4 Haldane gap in a one-dimensional spin-1 antiferromagnet
It was predicted by F. D. M. Haldane that one-dimensional Heisenberg antiferromagnets
with integer spin should have an energy gap between the singlet ground state and the first
excited triplet states [161, 162]. One of the ideal system for studying physics of the Haldane
gap is the one dimensional S = 1 antiferromagnet Ni(C2H8N2)2NO2ClO4. In order to verify
some of the theoretical results it was also studied with neutron scattering. As it is shown in
fig. 2.34, two (out of three, third gap with ∆= 2.5 meV is not shown) distinct gaps can be
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Figure 2.34: Field dependence of the easy a – c
plane excitations. Figure was taken from ref. 163.
found in zero field. Splitting between them is
determined by a sizable orthorhombic single-ion
anisotropy [164]. Presence of the two different
NO2 and C2H8N2 groups introduces a staggered
field to the Ni2+ sites upon application of an ex-
ternal field. Such configuration was studied the-
oretically [165, 166], and should impose impor-
tant consequences on the excitation spectrum. In
particular, the spin-gap of the lowest excitation
should not depend on the applied field. It was
shown that the lower mode softens in increasing
field, whereas the middle mode is found to be weakly field dependent. Above the charac-
teristic field Hc ≈ 13.6 T, the lower mode starts to increase monotonically with field, while
the slight increase in energy of the middle mode can be found at lower values of magnetic
field. Absence of the gapless phase is explained by a crossover from a low-field phase with a
Haldane gap to a high-field phase with a gap induced by the staggered field [167].
2.8.5 CEF excitations
Discussed in sec. 2.5 the crystal-field level scheme should exhibit some modification with
application of a magnetic field. Considering a Zeeman term in the Hamiltonian that describes
the system, it becomes possible to calculate the additional splitting of the CEF levels. In
the case of CeB6 it is difficult to observe such an effect, as the relatively large CEF splitting
would require too large values of the magnetic field.
Multiferroic hexagonal manganite HoMnO3 was studied by means of far-infrared spec-
troscopy. In zero magnetic field, the crystal field of C3v and C3v symmetry splits the degenerate
J = 8 manifold of the Ho3+ ions into a set of singlet and doublet states. A magnetic-field
applied along the c axis, as shown in fig. 2.35(a), displays a typical Zeeman splitting pre-
dicted for a doublet. At higher field above 4 T the upper branch of transition 2 exhibits an
additional splitting due to the hyperfine interactions. The absence of the lower branch in the
second transition above 3 T is explained by the thermal depopulation of the upper branch,
shown in insert in fig. 2.35(a). As can be seen in fig. 2.35(b), the magnetic field applied
perpendicular to the c axis produces no Zeeman splitting of the ground state doublet. An
interesting observation is that in addition to the CEF splitting, a classical response from the
antiferromagetic magnon (see fig. 2.29), can be found in figs. 2.35(a) and (b), marked as
transition 5 [168].
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Figure 2.35: Field dependence of the crystal-field excitations Ho3+ ions. Transmission maps were measured
with far-infrared spectroscopy for (a) B ‖ c, and (b) B ⊥ c. Darker color indicates lower transmission. The
inset shows a scheme of the transition 2, which happens from the ground state doublet. Figure was taken
from ref. 168.
2.8.6 Spin resonance in heavy-fermion superconductors
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Figure 2.36: Magnetic field dependence of the response
at Q = (1 0 12 ) at: (a) 1.9 K in the antiferromagnetic; (b)
20 K in the paramagnetic state in UPd2Al3. Measured
data points are marked by dots. The white space marks
the resolution cutoff. Figure was redrawn from ref. 169.
Measurements at the antiferromagnetic
zone center at (1 0 12) in UPd2Al3, which ex-
hibits a superconducting phase below Tc '
1.8K, at various values of magnetic field
below and above TN ' 14.3K show the
presence of two contributions to the exci-
tation spectra. The inelastic response found
within the AFM phase, centered at 1.4 meV
at zero field, gradually increases its energy
up to 2.5 meV at 15 T, while an accompa-
nying quasielastic response first increases
its intensity up to 4 T and then decreases,
becoming very broad and flat, as shown in
fig. 2.36(a). The observed decrease of the
quasielastic intensity can also be found in
the superconducting state at 0.3 K, while the
paramagnetic regime at 20 K shows only purely quasielastic signal and no field induced exci-
tations [169]. Intensity of the quasielastic response decreases monotonically as a function
of magnetic field as shown in fig. 2.36(b).
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Figure 2.37: Field dependence of the
spin gap in CeCu2Ge2. Figure was
taken from ref. 170.
Figure 2.38: Magnetic field depen-
dence of the resonance energy and
linewidth in YbRh2Si2. Reproduced
from ref. 171.
Neutron spin resonance can be also observed in un-
conventional superconductors. In particular in CeCu2Ge2,
which becomes superconducting below Tc ' 0.64K un-
der application of ' 10GPa pressure. It was concluded
that below TN ' 4K, Ce3+ ions form a long-range spiral
spin-density-wave ground state, associated with the long-
range incommensurate magnetic peaks at QM = τ ± k,
where modulation vector k = (0.285, 0.285, 0.54) is de-
fined with respect to a simple commensurate position τ.
Upon application of magnetic field along [1¯ 1 0], originally
gapless at zero field the inelastic spectrum gradually de-
velops a spin gap, as shown in fig. 2.37. As the system
approaches QCP in a applied magnetic field of ' 8 T, the
spin gap increases to its maximum value of ∆ = 0.56 meV
[170].
Spin fluctuations in the heavy-fermion metal YbRh2Si2
show interesting behavior. At a high temperature of 15 K,
the ferromagnetic Q = (002) wave vector demonstrates
commensurate excitations, which form a ridge at the zone
center. However, upon cooling, the ferromagnetic fluctua-
tions evolve into two incommensurate correlations located
at Q = (±δ ±δ2) with δ = 0.14± 0.04 r.l.u. Application
of a weak magnetic field merges the incommensurate sig-
nal into a resonance peak, well localized in Q space. The
magnetic field dependence of the resonance peak is shown
in fig. 2.38. Its energy scales linearly with magnetic field
as gµBµ0H with g = 3.8±0.2, while the linewidth almost
does not change [171]. The g-factor was also revealed in
an ESR experiment [172] on the same compound and is
in good agreement with the one obtained from neutron
scattering.
A heavy-fermion superconductor URu2Si2 (Tc ' 1.2 K) shows the static antiferromagnetic
order below TN ' 17.5 K. The magnetic excitation spectrum at zero field exhibits two gapped
modes with ∆= 1.59 meV and ∆= 4.51 meV at two distinct wave vectors, Q = (10 0) and
Q = (1.4 0 0), respectively. Upon application of magnetic field, remarkably different behavior
of excitations, shown in fig. 2.39, was found. Similarly to the previous example, the energy
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of the lower mode increases strongly with applied field, without any sign of saturation at
higher fields. Its behavior was also described with the same fit. On the other hand the
second resonance remains nearly constant, with only a slight linear decrease in energy with
increasing field [173].
Figure 2.39: The gap energies as a function of magnetic
field in URu2Si2. Figure was taken from ref. 173.
Figure 2.40: Magnetic field dependence of the reso-
nance energy after background correction in CeCoIn5.
Figure was taken from ref. [174].
CeCoIn5 is a heavy-fermion unconven-
tional superconductor with Tc ' 2.3K. De-
pending on the magnetic field orientation,
superconducting phase can be suppressed
either with ∼ 12 or ∼ 5 T for the field along
a-b or c, respectively. An incommensurate
magnetic order with the propagation vec-
tor Q = (0.450.45 12), which appears to be
linked to the superconducting phase, was
found to exist in a narrow field range ap-
plied within a-b plane in close proximity to
the phase boundary [175]. Upon entering
the superconducting phase, the resonance
peak, centered at Q = (12
1
2
1
2) at the energy
transfer 0.6 meV was found. The origin of
the resonance mode remains an open ques-
tion, as it can be considered as a magnon in
a disordered Néel state or as an S = 1 col-
lective state [176]. In the case of the latter,
magnetic field should split observed reso-
nance into three peaks, reflecting an excitation from a singlet ground state to a triplet
excited state. Such kind of splitting was observed in cuprates, with the longitudinal and
transverse polarizations of the field dependent and independent peaks, respectively [174].
Therefore, in order to uncover the underlying structure, and particularly to investigate the
multiplicity of the resonance peak, it was essential to perform measurements under applied
magnetic field.
The effect of magnetic fields is shown in 2.40, where a Zeeman splitting into two peaks,
instead of theoretically predicted three [177], with energies given by ∆± = ∆0 ± gµBµ0H
with g = 0.96 ± 0.05 was found. Spectral weight is distributed unequally between two
modes, as the E+ peak shows a consistent trend to decreasing intensity while the E− peak
intensity is constant within error [174]. Polarized inelastic neutron scattering under a
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magnetic field revealed that the low energy mode consists of two contributions. One of
them is chiral and is the counterpart of the high energy line. This kind of splitting suggests
that the observed spin resonance is a degenerate mode with three fluctuation channels, a
Zeeman contribution that exhibits splitting and an additional longitudinal mode [176].
As one can see, a considerable theoretical interest regarding the underlying physics of
the observed resonances was in some cases satisfied. At first glance, similar peaks were
observed in various materials. However, application of the magnetic field made it possible
to determine essential difference between these signal. Cerium hexaboride is already been
known for more than 50 years. Its physics is governed by the competing interactions, with
both itinerant and local electrons playing important roles. Theoretical models, that tried to
describe available data unfortunately do not allow accurate interpretation of the excitation
spectra. Therefore, despite all attempts to explain observed physical phenomena, we are
still far away from the full understanding. In order to develop a reliable theoretical model
and to validate existing calculations it is very important to check the response of the system
to the application of a magnetic field along various directions, different phases and doping
levels. This is the key idea of my dissertation, which is devoted to the study of the influence
of the magnetic field, applied along different directions, as well as on the effects upon La or
Nd-doping on the excitation spectrum in CeB6 and Ce3Pd20Si6.
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Ce1−xLaxB6
3.1 Introduction to Ordering Phenomena in CeB6
3.1.1 CeB6 parent compound
Ce
B
Figure 3.1: Sketch of the crystal structure of CeB6,
showing the cubic unit cell. Figure from ref. 178.
The pure CeB6 parent compound is a heavy-
fermion metal with a simple cubic crystal struc-
ture characterized by the space group Pm3m and
lattice constant 4.14 Å [179]. This compound has
a unique crystal structure, where rare-earth Re
atoms sit in the corner and B6 octahedron can be
found in the body centre of a cubic unit cell, as
shown in fig. 3.1. It is generally believed that 20
valence electrons are required to stabilize the B6
octahedron, however six boron atoms can pro-
vide only 18 valence electrons. The remaining two electrons are donated by the metal atom.
Accordingly in the case of cerium, the electronic structure of which is [Xe]4 f 15d16s2, the
d-electron forms the conduction band, two s-electrons are donated to the boron octahedra
and the single f -electron remains localized [180–182].
The magnetic phase diagram of Ce1−xLaxB6 solid solutions versus La concentration (x),
temperature (T), and magnetic field (B), which is shown in fig. 3.2, demonstrates an amaz-
ingly rich interplay of magnetism, multipolar ordering phenomena, and superconductivity
[125, 131, 183–188]. The most well-studied member of this family of compounds is the
pure CeB6 material, which is considered textbook example of a system with the so-called
magnetically hidden order, typically associated with an antiferromagnetic arrangement of
magnetic quadrupole moments. This compound is a heavy-fermion metal characterized
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by the low-temperature specific-heat coefficient γ ≈ 300 mJ/mol·K2 [189]. In zero mag-
netic field, it exhibits an antiferromagnetic (AFM) ground state (phase III) that persists in
temperature up to TN = 2.3 K. An antiferroquadrupolar (AFQ) ordered phase (phase II) is
found at somewhat higher temperatures, between TN and TQ = 3.2 K. Above TQ, the system
enters a paramagnetic state. Application of weak magnetic fields completely suppresses
phase III and stabilizes phase II over a broader temperature range. The exotic AFQ order
remains hidden to neutron diffraction in zero magnetic field and can be therefore revealed
only under an applied field [190] or by using resonant X-ray diffraction, which is capable
of directly probing the orbital degrees of freedom [119, 138, 191], as was mentioned in
sec. 2.6.3 and sec. 2.6.5 respectively.
Figure 3.2: The phase diagram of Ce1−xLaxB6.
Phase I stands for the paramagnetic normal state,
phase II represents the AFQ phase, phase III is the
AFM phase, and phase IV is an elusive, less studied
hidden-order phase presumably associated with
the ordering of magnetic octupoles. The super-
conducting phase of the pure LaB6 is marked as
“SC”. Figure from ref. 192.
Over recent years, an ever increasing amount
of experimental evidence has accumulated, in-
dicating that the commonly accepted localized
description of magnetism in CeB6 might be in-
complete. Transport and thermodynamic prop-
erties were shown to deviate from the behavior
expected within the Kondo-lattice model [193],
whereas polarized neutron scattering revealed
a weak magnetic Bragg peak in zero field at the
AFQ wave vector, QAFQ = (
1
2
1
2
1
2), which was not
expected within the multipolar ordering scenario
and possibly represents a signature of a different
order parameter of itinerant origin, similar to
a spin density wave (SDW) [194]. Finally, in-
elastic neutron scattering (INS) measurements
[195] also revealed an intense magnetic exciton
mode at the same wave vector, which was fully
unexpected in the framework of the prevailing theory. This led to a suggestion that the spin
dynamics in CeB6 is dominated by the itinerant magnetism of Ce 5d states [177], which was
previously neglected in theoretical calculations [122, 196].
The CeB6 system bears many similarities to a number of actively studied “hot-topic” ma-
terials. Its electronic structure, composed of localized Ce 4 f 1 levels hybridized with itinerant
Ce 5d and B 2p states [181] is closely analogous to that of heavy-fermion superconductors,
such as CeCu2Si2 or CeCoIn5. The spectrum of magnetic excitations exhibits a sharp exciton
mode [195] similar to the spin resonances found in most unconventional superconductors,
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including copper oxides [197], iron pnictides [198–200], and several heavy-fermion com-
pounds [201, 202] with the notable exception of the noncentrosymmetric CePt3Si [203].
Multipolar ordering phenomena analogous to those observed in CeB6 have been suggested
to be responsible for the mysterious hidden-order phase in URu2Si2, which has so far avoided
direct detection by conventional solid-state probes [204]. Intriguing parallels to other mate-
rials with thus-far unidentified “hidden” order parameters can be found, such as CeRu2Al10
[205], or the small-gap “Kondo insulators” SmB6 [206] and YbB12 [207], whose ground
states remain poorly understood. Therefore the comprehensive description of the ordered
phases and magnetic dynamics in CeB6 on the background of its exceptionally simple crys-
tal structure and chemical composition should have model character for a broad class of
correlated-electron materials.
3.1.2 Early inelastic neutron scattering measurements and their inter-
pretation
The first INS measurements on CeB6, performed in the paramagnetic state, revealed low-
energy quasielastic magnetic scattering, characterized by a temperature-dependent line width
[208], and an intense high-energy crystal-field excitation, centered at 46 meV [209]. The
latter reportedly results from the splitting of the sixfold-degenerate 4 f 1 ground state of the
Ce3+ ion into a Γ7 doublet and Γ8 quartet in its cubic crystal field. Momentum-resolved INS
measurements on single crystals were first performed in phase II [210], demonstrating the
appearance of an intense dispersive magnon branch induced by magnetic field. Unfortunately,
these data were limited to only two high-symmetry directions of the reciprocal space and
a single field value of 4 T applied along [001]. No magnetic excitations were observed in
zero field, and the nature of the field-induced magnon remained unclear. A more extensive
dataset covering several magnetic fields and various positions of the reciprocal space (mostly
in phase II) has been presented by A. Bouvet [211]. In this work (most of it unpublished),
it was suggested that dispersive magnetic modes could also be present in phase II even
in zero magnetic field. However, the energies of these modes were too low to be clearly
resolved from the elastic line. As a result, the data analysis had to rely substantially on the
line-shape analysis, which did not yield a reliable result. Nevertheless, these data motivated
theoretical models in an attempt to describe the magnetic excitation spectrum in phase II
both with and without the application of magnetic field under the assumption of quadrupolar
symmetry breaking [122, 196]. Within these models, dispersive magnetic modes within
phase II can be understood as spin-orbital-wave excitations of the AFQ state, which are
determined by multipolar interactions between localized entities involving both orbital
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Figure 3.3: Theoretically predicted dispersions of magnetic excitations in the AFQ phase in finite magnetic
field (right) and in zero field (left). Figure from ref. [196].
and magnetic degrees of freedom. Fig. 3.3 illustrates the theoretically calculated scattering
function, S(Q,ω), which takes full account of intensities that would be expected in an INS
experiment, as predicted by Thalmeier et al. [196]. The degree of agreement between the
outcomes of these models and the experimental data remained unsettled for a long time.
Most recent experiments (see ref. 212) indicate that the dispersive modes are in fact absent
in zero field, which represents a major obstacle for the mentioned theoretical models.
Until now, no systematic investigations of the spin dynamics within phase III under
the influence of magnetic field have been reported. There were also no high-quality data
within phase II that would cover the complete reciprocal space under various magnetic
fields, thereby allowing for a detailed quantitative comparison with theoretical outputs. INS
measurements on La-substituted samples have not been undertaken either. The described
situation was a prerequisite for a more systematic investigation, readdressing the system both
experimentally and theoretically. Such a study has benefited greatly from the substantial
recent progress in neutron instrumentation (in particular, in cold-neutron time-of-flight
spectrometers). In contrast to the earlier INS measurements, which yielded only a very
fragmented dataset on the pure CeB6 and lacked the energy resolution to resolve low-lying
magnetic excitations in this system [211], modern instrumentation allowed us for the first
time to obtain systematic and conclusive high-resolution data over the multidimensional
parameter space of high-quality Ce1−xLaxB6 single crystals, which will be presented in this
thesis.
3.2. Magnetic-Field Dependence of Collective Magnetic Excitations at the Zone Center... 75
3.2 Magnetic-Field Dependence of Collective Magnetic Ex-
citations at the Zone Center in CeB6
Observation of a neutron spin resonance within a broad range of materials, in particular
high-Tc cuprates [213], iron pnictides [214, 215], and heavy-fermion superconductors
[201, 202, 216], is recognized as an indicator of unconventional superconductivity. It was
shown that sign-changing gap symmetry can lead to the existence of resonance behavior
[217–220]. Of particular interest are inelastic neutron scattering (INS) results obtained on
CeCoIn5, where a sharp resonance peak was observed within the superconducting phase
[174, 176, 201, 221]. At first glance similar peaks were found in the antiferromagnetic (AFM)
superconductor UPd2Al3 [169, 222], as well as in the normal state of the heavy fermion (HF)
metal YbRh2Si2 [171], where superconductivity was recently discovered below∼ 2 mK [223].
Some of these results were summarized in sec. 2.8. Another striking example of a resonant
mode is given by the well known non-superconducting heavy-fermion antiferromagnet CeB6
[195, 212]. The microscopic origins of such resonant magnetic excitations persisting in
f-electron systems either with or without superconductivity may well differ among materials
and are still hotly debated.
Application of an external magnetic field may help to unmask the differences between
these various excitations. For instance, among f-electron compounds, a weak quasielastic
signal gives rise to a field-induced ferromagnetic (FM) excitation in CeRu2Si2 [224]. In
YbRh2Si2, two incommensurate excitation branches merge into a commensurate FM res-
onance whose energy scales linearly with magnetic field [171], whereas in UPd2Al3 the
energy gap initially remains almost constant inside the superconducting phase, but starts
following a monotonic linear dependence at higher magnetic fields [169]. The sharp reso-
nance in CeCoIn5 splits into a Zeeman doublet [174] rather than a theoretically predicted
triplet [177], whereas in Ce1−xLaxB6 magnetic field reportedly leads to a crossover from
itinerant to more localized behavior of spin fluctuations [192]. Thus, application of external
magnetic field is an important tool to distinguish different types of collective spin excitations
and to develop microscopic theoretical models for the formation of the resonant modes.
A complementary way of probing spin dynamics is the electron spin resonance (ESR).
For a long time it was believed that due to the effect of Kondo screening, no ESR signal could
be observed in Kondo lattices, as the spin-orbit coupling significantly shortens electron spin
relaxation times, leading to a broad and weak signal [225]. This established opinion was
impugned when for the first time a Yb3+ resonance was observed in a dense Kondo lattice
system [225–227]. Various theoretical explanations proposed complementary models which
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explained the existence of the narrow ESR line [228–230], while further investigation of
different Kondo lattice systems demonstrated that FM correlations are of principal impor-
tance for the observation of the ESR signal [231]. While this empirical result summarized
observations from a limited number of f-electron compounds, no clear counterexamples are
known to date.
3.2.1 Magnetic-field dependence of the spin resonance studied with
INS and ESR
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Figure 3.4: INS spectra measured near the zone cen-
ter Γ ′′(110) at a slightly incommensurate wave vector
as indicated in the legend, to avoid the contamination
from the Bragg tail. The spectra are shifted vertically
for clarity with horizontal lines at the left indicating
the background baseline for each spectrum. Solid lines
represent Lorentzian fits on top of a nonmagnetic back-
ground. Figure from ref. E7.
Cerium hexaboride is a non-
superconducting HF metal with a simple-
cubic crystal structure [178]. Competition
between the Kondo screening and the RKKY
coupling mechanism via the conduction
electrons leads to a rich magnetic-field –
temperature phase diagram. Its ground
state below TN = 2.3 K [232] is antiferro-
magnetic with a double-q structure, known
as phase III, which undergoes a transition
to single-q phase III′ with the application
of magnetic field [120]. Another phase
transition at TQ = 3.2 K [233] corresponds
to antiferroquadrupolar (AFQ) ordering
in this compound (phase II), which was
observed directly with resonant x-ray
scattering [191] as well as with neutron
diffraction in magnetic field [120]. As both
order parameters are presumably driven
by AFM interactions, the observation of
a sharp ESR signal within the AFQ phase
came as a surprise and was then explained
with ferromagnetically interacting localized
magnetic moments [234–237]. Only
recently, an INS study revealed a strong FM
mode in the magnetic excitation spectrum of CeB6 [212], yet these observations were
done in the zero-field AFM state, whereas ESR measurements could be only performed at
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elevated magnetic fields within the AFQ phase, precluding a direct comparison. In addition,
a sharp resonant mode similar to that of CeCoIn5 was revealed below TN at the propagation
wave vector of the AFQ phase [195], motivating a theoretical suggestion that the spin
excitation spectrum of CeB6 is dominated by the response of itinerant heavy quasiparticles
rather than localized moments [238, 239]. However, a crossover to the localized-moment
description was suggested for higher magnetic fields [192]. Here we follow in detail the
magnetic field dependence of spin excitations in CeB6, including both FM and AFM spin
resonances, across the quantum critical point (QCP) that separates the AFM and AFQ
phases with the application of magnetic field. Thus, our present observations bridge the gap
between previous zero-field INS and high-field ESR measurements and provide a consistent
description of spin dynamics that is clearly distinct from that known for other f-electron
systems.
INS experiments were performed at the cold-neutron triple-axis spectrometer (TAS)
PANDA at MLZ, Garching, the disk chopper time-of-flight (TOF) spectrometer IN5 [63] at
ILL, Grenoble, and the cold-neutron chopper spectrometer (CNCS) [62] at the Spallation
Neutron Source, ORNL. A rod-shaped single crystal of CeB6 with a mass of 4 g was grown by
the floating-zone method from a 99.6 % isotope-enriched 11B powder (to minimize neutron
absorption), as described elsewhere [195]. We fixed the final wave vector of the neutrons to
kf = 1.3 or 1.5 Å−1 and used a cold Be filter to avoid higher-order neutron contamination
for TAS experiments. TOF measurements were done with the incident neutron wavelength
fixed at 5 Å (3.27 meV) for IN5 and at 5.1 Å (3.15 meV) for CNCS experiments. The sample
environment comprised a 7.5 T vertical-field cryomagnet with a 3He insert, 2.5 T “orange”
cryostat based magnet, and a 5 T cryomagnet for PANDA, IN5, and CNCS experiments,
respectively. The ESR experiments were performed on a cavity spectrometer providing
frequency range of 60–100 GHz and magnetic field up to 7 T (GPI, Moscow). Experiments
at higher frequencies 100–360 GHz using a 30 T pulsed magnet were carried out at Kobe
University with a quasioptical setup operating in reflection mode [240]. The magnetic field
for all experiments was aligned along the [11¯0] direction of the crystal.
We first present the evolution of the FM resonance measured by TAS in magnetic fields
up to 7 T at T = 0.5 K. Fig. 3.4 shows unprocessed energy scans near the zone center Γ ′′(1+
δ 1+δ 0). Slightly incommensurate wave vectors were chosen to avoid the contamination
from phonons and the Bragg tail. The previously reported sharp resonance gets initially
suppressed and broadens with the application of external magnetic field as long as the
system remains in the AFM state. The observed signal can be described by a Lorentzian line
shape [241]
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Figure 3.5: Energy-momentum profiles along high-symmetry directions in the AFQ state: (a) B = 2.5 T, (b)
B = 5 T. Empty markers are determined as peak maxima from the fits. Filled markers at the R( 12
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2 ) point
were obtained from the interpolation of peak positions from ref. 192. Background contamination from the He
exchange gas was subtracted from the data in panel (b) as explained in the app. A.6. Because of the high-level
background coming from the magnet, the field-induced low-energy magnetic excitation cannot be clearly
resolved at this field. Figure from ref. E7.
S(Q,ω) ∝ ω
1− exp(−}hω/kBT ) ×

Γ
}h2(ω−ω0)2 + Γ 2 +
Γ
}h2(ω+ω0)2 + Γ 2

, (3.1)
where Γ is the half width at half maximum of the Lorentzians centered at ±}hω0, whereas
}h and kB are Plank and Boltzman constants. Upon entering phase III′ at ∼1.2 T [242],
the resonance is fully suppressed and becomes quasielastic with }hω0 = 0. However, the
excitation reappears at higher magnetic fields within the AFQ phase at an energy that
continuously increases with the applied field.
To get a more complete picture about the field dependence of magnetic excitations, we
also performed TOF measurements on the same sample. A continuous dispersive magnon
band connecting the local intensity maxima at the zone center (Γ ) and zone corner (R) was
observed at 2.5 and 5 T, and its intensity distribution along the main high-symmetry directions
of reciprocal space is illustrated in fig. 3.5. It is remarkable that the magnon is more intense
around the Γ ′′(110) point than at the equivalent Γ ′(001) or Γ (000) positions, suggesting
an anomalous non-monotonic behavior of the dynamic form factor that is characteristic of
multipolar moments (for conventional dipolar moments, it would decrease monotonically
with |Q|) [107, 131, 132], as was mentioned earlier in sec. 2.6.4 and 1.2.3 respectively.
A magnetic field of 2.5 T [fig. 3.5(a)] does not change the excitation energy at the zone
center significantly, but increases the magnon bandwidth twofold, as the dispersion now
reaches ∼1.4 meV at the M point in contrast to 0.7 meV in zero field [212]. In addition, a
second field-induced low-energy magnetic excitation appears at the AFQ propagation vector,
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R (12
1
2
1
2). At first glance, the two modes at the R point, separated by 0.5 meV, are reminiscent
of the resonance-peak splitting in CeCoIn5, yet our discussion hereinafter will demonstrate
that the origin of this splitting is qualitatively distinct. An even higher magnetic field of 5 T
[fig. 3.5(b)] leads to a nearly twofold increase of the zone-center spin gap. We also note
that the clear local maximum of intensity at the R point [195, 212] is no longer seen at this
field, indicating that the resonant exciton mode is suppressed and becomes part of the more
conventional magnon spectrum emanating from the zone center.
Evolution of the magnetic excitations at the Γ and R points as a function of field would
complement our TAS data and reveal essential differences in the behavior of the resonances
in comparison with other HF systems. Hence we focused our attention mainly on the Γ
and R points and measured in detail the field dependence across the QCP using the TOF
spectrometer IN5 equipped with a low-background 2.5 T cryomagnet. Energy-momentum
profiles for each field along the ΓR direction are shown as an animation in app. B.1. We also
present one-dimensional energy profiles obtained from the same data by integration within
±0.15 r.l.u. around the Γ and R points as color maps in fig. 3.6. The data in fig. 3.6(a)
illustrate the nonmonotonic behavior of the zone-center excitation as it initially softens
to zero upon entering the phase III′ and then reappears within phase II at an energy that
continuously increases with the applied field. A qualitatively different picture is observed
for the resonance peak at the R point in fig. 3.6(b). Increasing the field within phase
III keeps the resonance energy constant while it decreases in amplitude and broadens,
transferring a significant part of its spectral weight to the second low-energy mode whose
tail can be seen above the elastic line already above ∼0.5 T. Upon crossing through the
phase III–III′ transition, the amplitude of the low-energy mode is maximized, whereas the
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higher-energy mode shifts up in energy. Both excitations then follow a linear trend with the
same slope and approximately equal amplitudes in phase II, in agreement with previously
report measurements [192]. This behavior is completely different from the field-induced
splitting of the neutron resonance in the SC state of CeCoIn5, where the second mode
emerges from the resonance energy and then shifts down monotonically with increasing
field [174].
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Figure 3.7: Summary of the magnetic field dependence of zone-
center excitations obtained from both INS and ESR spectra.
Solid lines are linear fits of resonances A and B. The inset shows
a field dependence of the cavity transmission at 99 GHz and ESR
spectrum obtained at 245 GHz using a quasioptical technique
as typical examples of unprocessed datasets from which the
points in the main plot were obtained. Sharp lines marked
as DPPH originate from a small 2,2-diphenyl-1-picrylhydrazyl
reference sample. Figure from ref. E7.
ESR measurements, which probe
zone-center excitations, have shown
that the frequencies of the two ob-
served resonances A and B [236]
change linearly with field within
phase II, as shown in fig. 3.7 with hol-
low symbols. The linear fits shown
with solid lines, }hω = }hω0 + gµBB,
result in the slope of 0.098(2) and
0.077(4) meV/T for the resonances
A and B [236], corresponding to g-
factors of 1.70(4) and 1.35(7), respec-
tively, as compared to that of 1.90(7)
at the R point [192]. In fig. 3.7 we
compare resonance energies obtained
from ESR (hollow symbols) with the
field-dependent energy of the zone-
center INS excitation (filled symbols).
We find perfect agreement between the INS data and the resonance A in the intermediate field
range within phase II, where both datasets overlap, suggesting that the same FM excitation
is probed in both experiments. This comparison nicely demonstrates the complementarity
of the ESR and INS methods.
In summary, we have investigated magnetic field dependencies of collective magnetic
excitations at the zone center (Γ ) and zone corner (R), as well as the ESR signal in CeB6.
Unlike in CeCoIn5, where the AFM resonance splits into a Zeeman doublet, in CeB6 the second
field-induced magnon at the R point exhibits a monotonically increasing field dependence.
The FM resonance at the Γ point is initially suppressed with the magnetic field within the
AFM phase, but reappears upon entering the AFQ phase. Its energy matches that of the
resonance ‘A’ seen in ESR, whereas the anomalous dynamic form factor of the zone-center
excitation points towards its multipolar-wave character. This observation is consistent with
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the proposed orbital-ordering nature of the ESR response, resulting from the interplay of
AFQ order with FM correlations [236, 237, 243], and with the multipolar character of phase
II. The second ESR line observed in high fields (mode B) was interpreted as the result
of a crossover of the excited state to the free-ion limit, as the field at which it appears is
comparable with the condensation energy of the AFQ phase, ∼1.75kBTQ [237]. In order to
reach this regime and confirm appearance of the second resonance we conducted a separate
experiment, with magnetic field up to 14.5 T, discussed in sec. 3.2.2. Our current results
are a rare example of a simultaneous observation of the FM resonance by INS and ESR,
consistently over a broad range of magnetic fields, thus demonstrating the complementarity
nature of these two spectroscopic probes.
3.2.2 Discovery of the second resonance in CeB6
In our previous measurements we studied the evolution of the FM resonance in magnetic
fields up to 7 T using neutron scattering, and up to 20 T using electron spin resonance
[E7]. A weak magnetic field directed along [1 1 0] is sufficient to suppress the energy of
an intense collective mode to zero together with the AFM order parameter. At higher fields
inside the AFQ phase this excitation reappears and undergoes a linear increase with field,
following the energy of the electron spin resonance. The presence of only one resonance,
rather than four, within the fourfold degenerate Γ8 ground multiplet at the relatively low
fields as well as appearance of the second resonance in the ESR spectrum at high fields
above ∼ 12 T [236] was explained later [237]. The antiferroquadrupolar ordering in CeB6
introduces two interpenetrating sublattices, and simultaneously quenches three out of
foura resonances for each site. The coherence between sublattices prevents two distinct
resonances for each site being occupied simultaneously, thus hybridizing them into a single
resonance. This successfully explained the presence of only one resonance at 60 GHz.
Emergence of the second ESR line at frequencies above 200 GHz was interpreted as the
result of a crossover of the excited state to the free-ion limit, as the field at which it appears
is comparable with the condensation energy of the AFQ phase, ∼ 1.75kBTQ [237, 245].
Since simultaneous observation of the resonance by neutron scattering and electron spin
a According to P. Thalmeier et al. [244], for zero magnetic field antiferroquadrupolar order splits the Γ8 multiplet
into two Kramers doublets, thus allowing four transitions. Splitting of about 30 K into two doublets, Γ8,1 and
Γ8,2, was confirmed by Raman spectroscopy by E. Zirngiebl et al. [209]. Presence of two nonequivalent sites
doubles the number of possible excitations. Breaking the symmetry with the application of external magnetic
field removes all the degeneracies, increasing the number of possible transitions up to six, which due to the
existence of two sublattices allows us to expect twelve different multipolar excitation modes.
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resonance was previously confirmed, we extended available neutron scattering data up
to 14.5 T in order to uncover the second resonance that escaped direct observation in our
previous experiments due to the limited magnetic field range.
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shows the calculated experimental energy resolution.
INS experiments were performed at the
three-axis spectrometer FLEXX [246] at HZB,
Berlin, the three-axis instrument for low en-
ergy spectrometry THALES [247] and the
disk chopper time-of-flight spectrometer IN5
[63] at ILL, Grenoble, the cold-neutron chop-
per spectrometer (CNCS) [62] at the Spalla-
tion Neutron Source, ORNL, and the cold
three-axes spectrometer PANDA [248] at
MLZ, Garching. For all TAS experiments the
final wave vector of the neutrons was fixed
to kf = 1.3 Å−1 or 1.5 Å−1, as indicated in the
legend in figs. 3.4 and 3.8 to 3.10. A cold
Be filter was used in all TAS experiments to
avoid higher-order neutron contamination.
In the case of the IN5 and CNCS experiments,
the incident neutron wavelength was fixed
at 5 Å (3.27 meV) and at 5.1 Å (3.15 meV) re-
spectively. The sample environment for the
experiments with the magnetic field aligned
along the [1 1¯ 0] direction of the crystal
comprised similar 15 T vertical-field cryo-
magnets VM-1B and 158OXHV26 manufac-
tured by Oxford Instruments, a 2.5 T “or-
ange” cryostat based magnet, a 5 T cryomag-
net and a 7.5 T vertical-field cryomagnet with a 3He insert for FLEXX, THALES, IN5, CNCS,
and PANDA experiments respectively. A rod-shaped single crystal of CeB6 with a mass of
4 g was grown by the floating-zone method from a 99.6 % isotope-enriched 11B powder (to
minimize neutron absorption), as described elsewhere [195].
We start the presentation of our experimental results with the unprocessed energy scans
measured near the zone center at the FLEXX spectrometer, shown in fig. 3.8. In order to
reveal the second resonance, observed in ESR as the resonance ‘B’, we did a systematic
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study of the Γ ′′(0.995 0.995 0) point in magnetic fields up to 14.5 T at T = 1.7 K, with the
crystallographic [1 1¯ 0] axis aligned parallel to the magnetic field. The excitation energy
continuously increases with the applied field, experiencing a slight broadening, however no
appearance of a second resonance can be observed above 12 T. Observed resonance energies
ħhω = 1.09±0.01 meV, ħhω = 1.17±0.01 meV, and ħhω = 1.29±0.01 meV, which correspond to
the 12 T, 13 T, and 14.5 T data, result in a rather smaller g-factor of 1.40±0.02, as compared
to that of 1.70 ± 0.04, previously reported in ref. E7 for the resonance ‘A’. The observed
g-factor shows a much better agreement with the one determined from the resonance ‘B’
slope: 1.35± 0.07.
In order to clarify this question, and argue that the deviation of the g-factor from the
expected value cannot be interpreted as a mixing between two resonances, we compare a
typical high field energy scan with the expected values of the A and B resonances. At 13 T,
the expected position of the A and B resonances are 0.96 meV and 1.28 meV. The respective
positions are shown in fig. 3.9 with dashed and dash-dotted orange lines. It was not possible
to determine the energy resolution in this experiment. Due to the thick aluminium walls
of an extremely massive 15 T magnet used for the experiment, the elastic line was largely
broadeneda. As a resolution estimation we use the calculatedb value of ∼ 0.15 meV, shown
with a horizontal black bar inside the peak in fig. 3.9. As one can see, the observed single
resonance under no circumstances can be seen as a linear combination of the ‘A’ and ‘B’
resonances. Exactly the same conclusion is valid for the maximum available field: 14.5 T,
where 1.07 meV and 1.43 meV are the expected energies of the resonances, previously
determined with ESR.
In addition to the fact that we do not observe the second resonance, a very important
conclusion can be drawn. At higher fields, the excitation that followed the energy dependence
of the A resonance starts to deviate towards lower energies. To avoid the possibility that
a See app. A.4 for details.
b The question of the correct resolution calculation is very ambiguous, as in order to increase neutron flux we
used the focusing mode on both monochromator and analyzer. Besides a 60′ radial collimator was installed
between the sample and the analyzer. We used TAKIN [60] to estimate the energy resolution as a projection of
the resolution ellipsoid, calculated with Eckold-Sobolev algorithm, on the energy-momentum plane for the
PANDA spectrometer. According to our experience, we find a good agreement between the calculated and
actually measured resolution for the PANDA spectrometer when using a comparable with FLEXX configuration,
as well as our observation that energy scans from different instruments, measured with a same kf, can be
ploted together after appropriate background and monitor corrections, as for example shown in fig. 3.11,
where data measured at FLEXX and THALES are shown together. Therefore we believe that the resolution
estimation of the FLEXX spectrometer can be done with the described procedure.
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Figure 3.10: (a) Unprocessed INS spectra measured near the zone center Γ (110), which shows the appearance
of the second resonance. (b) Subtraction of various magnetic field combinations, as indicated in the legend,
shown to emphasize the statistically significant field dependence of the second resonance and its magnetic
nature. All spectra are offset by 50 counts vertically for clarity.
the observed deviation is a consequence of an incorrect magnetic field calibration, and
the second resonance located at a lower energy simply cannot be distinguished from the
background due to insufficient statistics, we conducted an additional experiment.
As a first step we repeated the same 14.5 T scan at the THALES spectrometer, as we did
at FLEXX, in order to check if the excitation’s energy can be reproduced. The main result of
our measurements is shown in fig. 3.10(a), where in addition to the previously observed
resonance, at the energy that is the same within the error bars in both experiments, we
discovered a new weak resonance at higher energies at fields above 12 T. Its strong field
dependence, as shown in fig. 3.10(b), indicates that it is magnetic and likely corresponds to
one of the upper modes, calculated in refs. 196, 249. A further increase of the magnetic field,
in order to verify the change in the resonance position, faces serious technical complications.
An additional 2.5 T can be implemented with the so-called Dy-booster. However, in order to
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reach 17 T, the sample volume has to be reduced severely [246], thus sacrificing the signal
intensity. The possibility of such an experiment will be addressed in future studies.
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points. Black and white diamond markers represent peak
positions, that resulted from fitting the energy profiles. Each
energy scan was background corrected and smoothed with a
one-dimensional Gaussian filter characterized by a FWHM of
0.1 meV.
According to our previous experi-
ments, within the AFM phase a strong
FM mode at the zone center Γ is hy-
bridized with the maximum of intensity
at the R point and the spin-wave modes
emanating from the AFM wave vectors.
Together they form a continuous dis-
persive magnon band in a narrow en-
ergy range between 0.2 meV and 0.7
meV [212]. A magnetic field of 2.5 T
does not change the excitation energy
at the zone center significantly but in-
creases the magnon bandwidth twofold,
as the dispersion now reaches 1.4 meV
at the M(12
1
2 0) point in contrast to 0.7
meV in zero field [E7]. Assuming a lin-
ear dependence for the M -point excita-
tion, we can expect that the bandwidth
will also increase significantly for high
field. Another important issue, that re-
quires an answer, is the dispersion of
the higher-energy resonance at the Γ
point, and whether it has a connection
to the previously reported splitting of
the excitation at the R point [192] [E7].
To check this we did detailed mapping of the magnon dispersions at the maximum avali-
able field of 14.5 T. Individual scans, measured at the FLEXX and THALES spectrometers, at
different Q points along high-symmetry directions, after appropriate background subtraction
and counting monitor correction, were combined into a color-map. As expected, at the R
point we found both resonances that follow previously observed energy scaling upon field
increase, but the peak at 2.53 meV observed at the M point suggests that the bandwidth of
the strongest excitation branch, shown with black diamond markers in fig. 3.11, remains
more or less constant within the AFQ phase. Dispersion of the newly found resonance points
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magnet axis. Solid lines are fits to the data, where low-
energy (mode I) and high-energy (mode II) excitations
are described with Lorentzian and Gaussian lines, re-
spectively. Dashed lines show individual contribution
from the mode II excitation.
towards the fact that the second resonance
which arises at the R point upon crossing
through the phase III–III′ transition and
the one observed at the Γ point above
12 T belong to the same excitation branch,
shown with white diamond markers in
fig. 3.11. The question of dispersion propa-
gation along the segment that connect Γ and
M points can not be clearly determined at
present, because mixing between the almost
flat upper mode and relatively stiff lower
branch exclude the possibility of accurate
identification of the peak position.
At present we have successfully studied
the evolution of the resonant mode at the Γ
point upon application of the magnetic field
along the [1 1¯ 0] crystallographic direction.
Above 12 T we managed to observe the onset of the second branch. From this moment we
identify lower and higher energy excitations as mode I and mode II. Another important
observation is that the intensity of mode I after reappearing within the AFQ phase is strongly
enhanced, as can be seen in fig. 3.6(a). Because we expect that the total spectral weight
of all excitations should be conserved, we need to verify the possibility of an additional
resonance at the Γ point being overlooked at the previous experiment [E7].
We present a newly analyzed field dependence for the Γ (1 1 0) point in fig. 3.12, obtained
from the previously published TOF data set [E7]. Comparison of the 2.5 T scan with the
0 T scan shows a clear presence of an additional broad contribution, centered at ħhω =
0.97±0.06 meV, in the case of the latter. Upon field increase, the second excitation, which we
designate as mode II, mimics the behavior of mode I, as it is also suppressed to zero together
with the antiferromagnetic order parameter. Based on the fact that the second resonance is
absent upon entering AFQ phase, we conclude that its spectral weight contributed to the
enhanced intensity of the mode I excitation. Detailed field dependence of the uncovered
resonance, as well as updated values of the mode I energy in higher field that shows
slight deviation towards lower than expected energies, will be discussed later, and the
corresponding results are summarized in fig. 3.18(a).
Momentum dependence of the g-factor at the R and M points, that combines our last
experiments at the FLEXX, THALES, IN5 and PANDA spectrometers, is summarized in fig. 3.13.
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Figure 3.13: Summary of the magnetic field dependence of excitations determined from fitting the energy
profiles measured with INS for: (a) R( 12
1
2
1
2 ) and (b) M(
1
2
1
2 0) points.
These measurements are of particular importance, as they allow proper model parameter
adjustment. Previously reported measurementsa of both resonance peaks at the R point
showed that increasing the field within the AFQ phase results in a monotonic growth of the
resonances energies. We extended the observed dependence up to 14.5 T, and we can confirm
that the linear dependence persists, as shown in fig. 3.13(a), with the refined g-factor of
1.88±0.01. An additional resonance, observed in the AFM phase labeled as ħhω? corresponds
to the broad peak observed in energy scans in refs. 192, 195, 250 and in fig. 3.13(a). It was
shown that the observed excitation exhibits a weak dispersion along the (H 12 0) between
0.95 meV and 1.05 meV. This value is actually in a good agreement with the Q-averaged
value of ∆ = 1.2 meV for the charge gap, that was determined by point-contact spectroscopy.
At the same time because of its weak dependence upon temperature increase within the AFM
phase, it could also originate from the low-energy crystal-field excitation of Ce3+ ion, and the
observed Q-dependence could be due to the presence of the intersite interaction. From the
fact that the mentioned above excitation is absent at zero field within the AFQ phase at 2.5 K,
as well as it is strongly suppressed with field together with the AFM phase, we can conclude
that it is clearly assosiated with the charge gap, that opens upon entering the AFM state
[250]. Local intensity maximum around ∼ 1.25 meV, shown in fig. 3.13(a), originates from
the spurious “flat” modeb. At the M point the intensity of the single excitationc is almost
a Field dependence at PANDA was measured by G. Friemel et al. and published in refs. 192, 250.
b The true nature of this spurion remains an open question. The mentioned “flat” mode can be found in
energy-momentum profiles shown in fig. 3.5, fig. 3.21(a,b), which corresponds to the 2.5 T and zero field scans
within the AFQ phase for parent and La-doped samples. From the fact that this excitation is absent in TAS
measurements on the same single crystal we conclude that the signal is a spurion.
c Zero field excitation, observed below TN, was reported by H. Jang et al. and published in ref. 212.
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zero within the AFM phase. Upon increasing field up to 2.5 T, an unambiguously inelastic
excitation can be observed. Further increase of the magnetic field within the AFQ phase
monotonically shifts excitation’s energy and the corresponding g-factor is 1.65± 0.12, as
shown in fig. 3.13(b). These results clearly demonstrate significant changes in the g-factor
as a function of momentum, which is not predicted with the theory described in sec. 2.7.3
for the simple case of canonical anti- and ferromagnet. The measured excitation spectrum
dispersion, and in particular its magnetic field dependence is of particular importance, as it
allows accurate determination of the described in sec. 2.6.2 and in ref. 196 quadrupolar and
octupolar symmetry breaking terms as well as interaction matrix D
Γ
(q), thus allowing the
final determination of the interaction Hamiltonian.
3.2.3 g-factor anisotropy in CeB6
A not completely clear question in the physics of cerium hexaboride is the presence of
magnetic anisotropy. Presumably one necessary condition for the observation of the ESR
resonance – the ferromagnetic correlations among the rare earth spins [231] is fulfilled
in CeB6, since a strong ferromagnetic mode was observed with neutron scattering [212].
But in addition to ferromagnetic correlations, observed in case of tetragonal CeFePO [231,
251, 252], YbIr2Si2 [226, 253] and YbRh2Si2 [253, 254], the presence of a strong magnetic
anisotropy, that can reach a ratio of gab/gc = 21 for the latter, was assumed to play an
important role. It is obvious that the simple cubic crystal structure [179] in CeB6 will be an
exception to the examples mentioned above, as no significant anisotropy can be expected
[237].
Measurement of the angular dependence of the magnetization within the paramagnetic
phase at 4.2 K and 0.94 T has shown fully isotropic behavior for [1 1 0] and [1 0 0] crystal-
lographic directions [255, 256]. The same result can be found in ref. 257, where inside the
paramagnetic phase no difference between high symmetry directions [1 1 1], [1 1 0] and
[1 0 0] can be found. However, upon crossover into the ordered antiferroquadrupolar phase,
the [1 0 0] axis becomes hardest and the [1 1 1] axis the easiest [257]. This dependence
is observed only up to ∼ 15 T,a the field at which magnetizations for the [1 1 1], [1 1 0]
and [1 0 0] main crystal axes coincide, and with a further increase of the magnetic field,
anisotropy in the phase II changes sign, and up to ∼ 50 T, [1 0 0] and [1 1 1] become the
easy and hard axes respectively [258].
a Data in ref. 258 was measured at 1.3 K, however, in this case it is out of importance, since at ∼ 15 T the
difference between the magnetization curves is minimal, in accordance with the data from 257.
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Similar measurements at T = 1.85 K, initially inside the antiferromagnetic phase, show
that the angular dependence of the magnetization exhibits a significant change upon crossing
the phase transition into the antiferroquadrupolar phase. Magnetization maxima and
minima, which initially corresponded to magnetic field applied parallel to [1 0 0] and [1 1 0]
crystallographic directions below ∼ 1 T, swap themselves inside the antiferroquadrupolar
phase. Besides, the amplitude of the anisotropic component also changes significantly. Its
almost constant value, within the antiferromagnetic phase, rapidly drops to zero upon
transition through phases III-II, followed by the gradual increasea as a function of the
external magnetic field in the antiferroquadrupolar phase [255, 256].
To the best of our knowledge [178], there were no systematic measurements of the
anisotropy effects in CeB6, either with neutron scattering or electron spin resonance, avail-
able until now. A relatively large number of neuron scattering measurements at various Q
positions, but limited values of magnetic fields applied along [1 0 0] and [1 1 0] crystal-
lographic directions were published by A. Bouvet [211]. Since good agreement between
the resonant mode observed in ESR and neutron scattering was confirmed in ref. E7, recent
ESR study of the g-factor angular dependence, performed at a fixed frequency of 60 GHz
[259, 260] is of exceptional importance for us.
According to A. V. Semeno et al. [259, 260] ESR measurements revealed a significant
anisotropy of the g-factor as a function of the applied field direction and temperature.
Rotation of the sample around the [1 1¯ 0] axis allowed them to measure the angular
dependence of the g-factor for different crystallographic directions. The g-factor remains
temperature independent and isotropic for generic field directions like [1 1 0] or [1 1 1],
slightly varying around the average value g ≈ 1.6. Application of the magnetic field along
the [0 0 1] axis results in the anomalous temperature dependence of the g-factor. Its value
gradually increases from g ∼ 1.4 up to g ∼ 1.7, upon sample cooling from 3.2 K below 2.2 K.
A strong broadening of the ESR line was also observed. Since simultaneous observation of
the FM resonance by INS and ESR was previously confirmed, we expected to find a similar
effect with INS.
Existing theory [237, 245], which predicts angular dependence of the g-factor, fails to
explain the results of the experiment. Assuming Γ8 ground state, theoretical expressions
g(θ ,φ) have only one free parameter φ, which defines spatial orientation of the 4 f orbitals.
a Not entirely true. In the mentioned experiment the magnetic field range was limited to 6 T. Actual measure-
ments of the angular dependence were done at 0.37 T, 0.94 T, 1 T, 3 T and 5 T. According to measurements
in refs. 257, 258, magnetization anisotropy depends nonmonotonically on the field. Its maximum value at
∼ 5.5 T is surrounded by minima at ∼ 2 T and ∼ 15 T.
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This parameter does not depend directly on temperature, however even if one assumes its
dependence φ = φ(T), calculated value of the effective g-factor for B ‖ [0 0 1] remains
constant, since it is independent of the parameter φ value. Besides, theoretically calculated
g-factor values lie between 2 and 2.23, much larger than actually measured in the experi-
ment. Therefore the existing theory is unable to describe either the anomalous temperature
dependence of the g-factor nor its lower absolute values.
Some of the early attempts to calculate neutron scattering spectra within the anti-
ferroquadrupolar phase of CeB6 [196, 249] are also of particular interest for this study.
Transformation of the excitation energies and dispersions, calculated along high-symmetry
directions of the Brillouin zone for 7 T and 14 T, as well as their dependence on the magnetic
field direction, suggest that two high-energy modes are almost insensitive to an increase of
the magnetic field. However, the remaining four low-energy branches significantly shift to
higher energies. Comparison of the calculations at certain points of reciprocal space with
experiments done by A. Bouvet [211] show relatively good agreement, but the assumed
quadrupolar and octupolar order parameter degeneracy of the model requires further clarifi-
cation. A limited number of measured data also does not allow us to identify existing modes
completely. The author explicitly mentions that “more accurate INS experiments as function
of field and temperature than presently available are desirable” [196].
In order to fill gaps in the existing data, we carried out a systematic study of the Γ point
resonance as a function of the magnetic field up to 15 T for two different field configurations:
B ‖ [0 0 1] and B ‖ [1 1¯ 0]. An important issue, that requires clarification, is the temperature
dependence of the zone-center resonance in high magnetic field applied along the [0 0 1]
direction. According to the recently published ESR data, the g-factor in this direction should
be temperature dependent, resulting in a higher energy of the resonance (as compared to
B ‖ [1 1¯ 0]) at low temperatures and a gradual shift of its energy downwards upon warming.
Here we verify this reported anisotropy of the g-factor with neutron scattering.
INS experiments were performed at the three-axis spectrometer FLEXX [246] at HZB,
Berlin, and the cold three-axes spectrometer PANDA [248] at MLZ, Garching. For all TAS
experiments the final wave vector of the neutrons was fixed to kf = 1.25 or kf = 1.3 Å−1,
as indicated in the legend in figs. 3.14, and 3.15. A cold Be filter was used in all TAS
experiments to avoid higher-order neutron contamination. The sample environment for
all experiments with the magnetic field aligned along the [0 0 1] direction of the crystal
comprised a 15 T vertical-field VM-1B and active shielded JVM1 5 T cryomagnets. A rod-
shaped single crystal of CeB6 with a mass of 4 g was grown by the floating-zone method
from a 99.6 % isotope-enriched 11B powder (to minimize neutron absorption), as described
elsewhere [195].
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Figure 3.14: INS spectra measured near the zone center at a slightly incommensurate wave vector. The
spectra are shifted vertically for clarity with black dashed lines indicating the background baseline for each
spectrum. Pink and orange dashed lines show individual contribution from both excitations. Solid lines
represent Lorentzian fits.
In order to study anisotropy effects in CeB6, we reoriented the same single crystal with
its crystallographic [0 0 1] axis parallel to the magnetic field. This changes the resulting
scattering plane to (H K 0). An anomalous temperature dependence of the g-factor was
reported for this field direction, and therefore confirmation of such behavior was our first
priority. Since we already knew, that due to significantly different background, the used
magnets do not allow us to cover entire range of energies and fields simultaneously, the
measurements were split into two parts. Measurements below 4 Tesla were performed at
PANDA, and the high-field range 4–14.5 T was complemented at FLEXX.
In order to estimate the g-factor accurately, we repeated the same energy scans as a
function of field. We first present results measured for the 0–4 T field range, shown in fig. 3.14.
A reference 4 T scan immediately reveals the existence of both resonances, which belong
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to the modes I and II. The lower energy excitation is centered at ħhω1 = 0.40± 0.03meV,
whereas the higher energy mode at ħhω2 = 0.98 ± 0.04meV. Individual contributions
from both excitations are shown with the pink and orange dashed lines. We repeated
the measurement at several values of magnetic field, however, the intensity of the second
resonance rapidly decreased with decreasing field. In addition, the energy of the second
resonance decreased faster than energy of the first resonance, and for the 3.75 T scan they
were ħhω1 = 0.33± 0.02 meV and ħhω2 = 0.80± 0.21 meV. It is almost impossible to resolve
both modes below 3.75 T. Convincingly, the second resonance reappeared again only at 0.5 T
at ħhω2 = 0.66± 0.15 meV with a much larger peak width. According to the phase diagram,
shown in fig. 3.16, transition from the AFM phase III′ to the AFQ phase II is expected around
∼ 2.5T, substantially below 3.5 T, the field at which we no longer observe the second
resonance. The exact behavior of the second resonance in the gap between phases still
remains unclear.
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Figure 3.15: INS spectra measured near the zone center
at a slightly incommensurate wave vector. The spectra
are shifted vertically for clarity. Solid lines represent
Gaussian fits.
The behavior of the first resonance is
significantly different from the experiment,
where magnetic field was directed along
[11¯0]. Magnetic field applied along [001]
cannot suppress its energy to zero together
with the AFM order parameter, and the posi-
tion of the resonance does not change until
the transition to the AFQ phase happens.
Lack of change in resonance energy with in-
creasing field prevents adequate definition
of the g-factor.
Measurements, made within the higher
field range are shown in fig. 3.15. As it
was already mentioned before, the mag-
net used in this experiment produces much
higher background, therefore the reference
4 T scan, measured in order to have data
overlap for both experiments, does not al-
low us to observe the mode I resonance, as
it is masked by the elastic line. The energy
of the mode II excitation is the same within
the error bars in both experiments. Upon
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further increase of the magnetic field we observe a gradual shift of the second resonance. The
corresponding g-factor obtained from the linear fit, shown with red solid line in fig. 3.18(b),
now increases up to a value of 1.81± 0.03.
CeB
6
H // [001]
ESR
Figure 3.16: The phase diagram of CeB6 measured for
the magnetic field parallel to [001], reproduced from
ref. 261. The red rectangle shows the part of the phase
diagram where the temperature dependent g-factor was
found with ESR. Blue squares mark the positions of the
60 GHz resonance at different temperatures [259, 260].
Because of time constrains we were not
able to measure the full temperature depen-
dence, however reference measurements for
several values of magnetic field at 2.1 K and
3.2 K as indicated in the legend, showed ab-
solutely no effect on the g-factor. It is nec-
essary to emphasize the absence of the ex-
citation that belongs to mode I at high field.
Although the elastic line is much broader,
we expected to distinguish it at the maxi-
mum available field. Absence of a signal in
the energy range 0.5–1.5 meV for data mea-
sured at 14.5 T suggests that either the mode
I g-factor is significantly different for cases
when magnetic field is parallel to [1 1¯ 0] and
[0 0 1], or its intensity is strongly suppressed
at high fields.
Relying on existing measurements, we can not clearly identify if the resonance observed
above 12 T for the magnetic field aligned along [1 1¯ 0] and excitation shown in fig. 3.15
for magnetic field parallel to [0 0 1] have the same origin. At this point it is worthwhile to
mention that the excitations have different width, with the FWHMs of 0.4± 0.1 meV and
0.65± 0.06 meV for the magnetic field along [1 1¯ 0] and [0 0 1] respectively. Broadening
of the excitation upon field rotation between these high symmetry directions is actually
predicted by theory in refs. 196, 249, but a detailed analysis and comparison with the existing
theory will be discussed later.
Here we want to discuss the apparent contradiction regarding the absence of the tem-
perature dependence of the g-factor, derived from our results with INS and that of ESR.
The observed discrepancy is further aggravated by the fact that earlier we declared perfect
agreement between these methods. First, we need to clarify that we define the g-factor as a
slope of the linear fit }hω= }hω0 + gµBB to the field dependence of the resonance energies.
Because of technical restrictions the ESR data are only available at relatively low fields in the
range of 2.5–3 T for the 60 GHz (0.25 meV) cavity. Accordingly, as a g-factor A. V. Semeno
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et al. [259, 260] simply take the ratio g = 0.25meV/(Bres(T) · µB). Thus, it is possible to
define resonance field unequivocally for each g-factor value. The corresponding resonance
positions are overlayed on the phase diagram, in fig. 3.16. Our measurements at FLEXX in
high magnetic fields were performed fully in the AFQ phase, whereas the ESR measurements
were done in the vicinity of the phase transition to the AFM phase, which could lead to the
observed temperature dependence. It would be therefore incorrect to interpret this effect as
a change in the g-factor.
[1 1 1]
[1 1 0]
[0 0 1]
[1 1 1]
[1 1 0]
H = 7 T H = 14 T 
[1 1 2] [1 1 2]
}
}
Figure 3.17: Multipolar excitation branches for the Γ
point in polar representation, where the radial coordi-
nates corresponds to the excitation energy within the
limits of 0 < ω < 6T0 (see ref. 196 for details) and
azimuthal to the magnetic field direction. Left and right
halves of the figure show results for 7 T and 14 T, re-
spectively. Small arrows indicate possible candidates for
modes I and II, which are marked by the corresponding
colors in figs. 3.18 and 3.19.
It has been already shown that resonance
found at the R point within the AFM phase
exhibits gradual broadening and shifts to-
wards lower energies upon warming [195].
Such an order-parameter behavior should
also be expected for the zone-center reso-
nance, as an intense quasielastic signal at
zero field for the AFQ [212] and paramag-
netic (see sec. 3.3.2) phases for Γ and R
points was previously reported. In other
words, the 0.31±0.01 meV resonance at 3 T
and T = 1.8 K, shown in fig. 3.14, would
correspond to g = 1.79± 0.06. Supposing
20 % suppression upon warming to 3.2 K,
the reported softening of the g-factor to 1.43 when magnetic field is parallel to [0 0 1]a
may be assumedb .
Before we start the discussion of the observed g-factor anisotropy, let us recall some of
the theoretical predictions. Using the theory discussed in refs. 196, 249, with corresponding
calculations done by A. Akbari, we present angular dependence of the multipolar excitation
branches at the Γ point, shown in fig. 3.17. The attempt to describe observed dependencies
with the existing theory faced some difficulties. First of all it is unclear to what extent we can
trust the calculated intensities. Furthermore, the energy range of the calculated excitations
also requires clarification.
a As it was already mentioned, below 15 T [0 0 1] is the hardest axis, while [1 1 0] and [1 1 1] axes are
the easiest. AFQ phase stabilizations with magnetic field applied along the easy axis occurs at lower fields,
therefore excitation energy is more robust upon heating.
b Due to problems with the temperature stabilization we were not able to heat up the sample and therefore
check this assumption. See FRM-II experimental report # 13790 for details.
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Despite these inaccuracies, existing theory already picks up the correct trend. For the 7 T
field applied along [1 1¯ 0] one strong excitation is predicted, flagged with a blue arrow on
the left half in fig. 3.17. Its occurrence was previously reported [E7]. At 14 T the energy of
the excitation is increased, as shown with a blue arrow for the right half of the figure. The
intensity of the higher energy branches, that used to be very weak, is strongly enhanced in
this case, what we observe as an emergence of the second excitation in fig. 3.10.
Aligning the magnetic field along [0 0 1] does not significantly change the energy of
the higher energy branch, as shown with a red arrow. However, unlike the case with field
applied along [1 1¯ 0], it should be possible to observe two higher energy excitations, joined
with a red bracket. The energy scan at 14.5 T, shown in fig. 3.15, unequivocally indicates
the presence of only one higher energy resonance, which we assume might consist of two
broadened modes that cannot be separated. Its width is larger, as compared to that for
field applied along [1 1¯ 0]. According to calculations, for the 7 T scan with the magnetic
field along [0 0 1] we can expect even more pronounced line-width broadening, which we
indeed do not observe. The lower-energy excitation, predicted from theory, should have
comparable intensity regardless of the magnetic field orientations. However this resonance
managed to avoid direct observation with INS for the case when magnetic field was along
[0 0 1] at 7 and 14.5 T. The observed discrepancy could be due to the already raised
question of the calculated intensities accuracy, suggesting that this excitation has a strongly
angular dependent spectral weight. In any case, direct observation of both resonances
simultaneously, as well as theoretical predictions, suggests that the higher energy branch for
both field orientations has the same nature, and its designation as mode II in both cases is
justified.
In figs. 3.18 and 3.19 we compare results of the experiments with the calculated magnetic
field dependence of zone-center excitations for the AFQ phase. Origin of the inelastic
resonances in zero field inside the AFM phase remains unclear and is not discussed now.
Within the AFQ phase we can clearly define two resonance modes. As one can see, the
branches have a very clear anisotropy with respect to the field direction. The intensity of the
modes is also strongly dependent on the field magnitude. For the field applied along [1 1¯ 0],
the field dependence of one strong excitation is shown with blue solid line in fig. 3.18(a). As
it was predicted by the theory, in fig. 3.19(a), at higher fields above 8 T it starts to deviate
from the previously observed linear dependence towards lower energies. At higher fields
the intensity of branches that used to be very weak is strongly enhanced (red arrow in
fig. 3.19(a)), what we observe as the appearance of mode II in fig. 3.18(a).
The situation with the field along [0 0 1] is not yet fully understood, but there is a general
trend of having stronger intensity at higher energies for mode II, shown in fig. 3.19(b) with
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Figure 3.18: Summary of the magnetic field dependence of zone-center excitations obtained from both INS
and ESR spectra. Solid lines are linear fits of resonances A, B and excitations measured with neutrons for
magnetic field parallel to (a) [1 1¯ 0]; (b) [0 0 1]. Corresponding g-factors have the same color.
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Figure 3.19: Multipolar excitation branches at the Γ point as a function of magnetic field, applied parallel to
(a) [110]; (b) [001]. Small arrows indicate possible candidates for modes I and II, which are marked by the
corresponding arrows in fig. 3.17.
a red arrow and actually measured in fig. 3.18(b), unlike in the orthogonal field orientation.
The fact that the stronger mode I was not observed during the experiment is not explained
yet. In ref. 210, single resonance centered around ∼ 0.4 meV was found in a 4 T scan.
This excitation is in good agreement with the energy of mode I, as shown in fig. 3.18(b).
To the best of our knowledge, the only existing measurement in higher fields (except
our measurements) is a 6 T energy scan shown in fig. 72 [211]. Due to the fact that the
measurements were carried out with kf = 1.55 Å−1, too coarse resolution does not allow a
clear definition of the mode I position at (0.95 0.95 0), but already at (0.90 0.90 0) we can
clearly resolve both resonances at ħhω1 ∼ 0.5meV and ħhω2 ∼ 1.0meV. The energy of the
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second mode is in good agreement with that interpolated from our experiments ∼ 1.1 meV,
while the exact behavior of the first resonance is planned for the future experiment.
3.3 INS Measurements of Ce1−xLaxB6 Solid Solutions
At the moment, all of our attention was focused on the strong magnon excitations at the
zone-center and the propagation vector of the AFQ phases, as well as their field dependence.
Common belief, on the one hand, indicates a mainly localized approach [111, 113, 115],
that explains appearance of the field-induced Bragg peaks at the propagation vector of the
AFQ phases, anisotropy and field dependence of the TQ as well as NMR line shifts. On the
other hand, a recently uncovered resonance mode with a spin-gap ∼ 0.5 meV at the R point
[195], like those observed in unconventional superconductors, seriously questioned the
validity of this established picture. Taking into account the itinerant spin dynamics it became
possible to reproduce the above mentioned resonance [238]. However, further experiments
[212] showed that the existing theory overlooks an intense ferromagnetic collective mode,
that dominates the magnetic excitation spectrum of CeB6.
In Ce1−xLaxB6 solid solutions, the Ce sublattice is randomly diluted by nonmagnetic La
ions, adding an extra dimension to the parameter space of the phase diagram (fig. 3.2). It
was demonstrated that the Ce/La ratio has a notable influence both on the Fermi surface
geometry [262] and on the Fermi-liquid properties [263] of the material.
It is generally accepted that both the AFM and AFQ phases are suppressed by La doping.
In a broad range of La concentrations between ∼ 20% and ∼ 70%, another low-temperature
“hidden order” phase (so-called phase IV) is stabilized, whose origin until now remains
poorly understood. Elastic neutron scattering [131] and polarized neutron diffraction [188]
have ascribed this mysterious phase to an ordering of higher-order magnetic multipoles
(“octupolar order”). However, until recently the understanding of Ce1−xLaxB6 systems was
restricted to only a few La concentrations, and the available data remained very limited. In
particular, there were no systematic investigations of magnetic dynamics in phase IV, and it
was not clear, how far this phase persists in the phase diagram. Neutron diffraction data are
available for only a few La concentrations, namely for x = 0.25 both on a single crystal in
finite fields [183] and on a polycrystalline sample of the same composition in zero field [264],
as well as for x = 0.30, where only the form factor of the (12
1
2
1
2) magnetic reflection has been
investigated [131]. No systematic refinement of the magnetic structure within phase III
has been performed for any La concentration. On the one hand, the results of powder
neutron diffraction [264] suggest that phase III persists in the same configuration as in the
parent CeB6 compound at least up to x = 0.25, though with a somewhat reduced magnetic
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ordered moment. On the other hand, muon-spin relaxation (µSR) data on a sample with
a similar composition [265] has indicated the presence of a short-range or spin-glass-like
order with no evidence for long-range magnetic correlations typical of phase III. Therefore,
the persistence of the AFM order up to high La concentrations (x ® 0.5), as suggested by the
established phase diagram as shown in fig. 3.2, appears questionable. In other families of
CeB6-derived solid solutions, such as Ce1−xPrxB6 [266] or Ce1−xNdxB6 [124], recent neutron
diffraction measurements revealed several incommensurate magnetic phases, which cannot
be excluded so far also in Ce1−xLaxB6.
3.3.1 Diffuse fluctuations in Ce1−xLaxB6
Within an itinerant description, the strength of magnetic interactions is mediated by the
conduction electrons, and therefore depends on the low-energy electronic structure. It
can be expressed within linear response theory by the Lindhard susceptibility [267], which
quantifies the propensity of a particular electronic structure towards nesting instabilities of
the Fermi surface. This may often lead towards a magnetically ordered state [268], therefore
the possibility that the AFQ state can be similarly linked to the electronic structure should
not be overlooked. Previously, RKKY-type interactions between the quadrupolar Ce moments
have been theoretically considered [269]. However, until now a detailed 3D picture of the
Fermi surface in CeB6 has been notably absent from the literature. Studies to date [270–272]
have been limited in scope owing to a variety of problems: CeB6 is a fully 3D system, thereby
requiring a detailed set of measurements acquired with different photon energies to measure
the full 3D Fermi surface with sufficient accuracy. The material itself is hard to cleave, and is
subject to surface reconstruction which can hide the true structure of the bulk [273, 274]. In
order to study the Fermi surface with soft-x-ray ARPES, an innovative approach, analogous
to a 3D tomographic imaging, was implemented [E5]. In order to probe different planes of
k-space the sample was cleaved along all high-symmetry crystallographic planes [1 0 0],
[1 1 0] and [1 1 1]. This gave complete 3D information about the electronic structure.
The Fermi surface images, taken for different cleavage planes, have either two- or fourfold
symmetry for the [1 1 0] and [1 0 0] crystallographic planes respectively, or three- or sixfold
symmetry, depending on the photon energy for the [1 1 1] plane. These results agree with
previous studies [270, 271], and the orbital character of the ellipsoids consists of extended
Ce 5d states with admixtures of localized Ce 4 f states near the Fermi energy, which is similar
to other 4 f systems which exhibit a neutron resonant mode [201]. Calculations from the
first principles density functional theory shows even better agreement of the Fermi surface
with the ARPES result [275].
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Figure 3.20: A two-dimensional representation of
the Lindhard function in the (HH L) scattering plane
(left) compared with the distribution of magnetic
quasielastic intensity measured by INS at T = 2.6 K
(right). Figure reproduced from ref. E5.
Using a tight-binding fit to the experimen-
tally obtained Fermi surface, it was possible
to calculate the Lindhard function and com-
pare it with INS data from our neutron inves-
tigation into CeB6. This is shown in fig. 3.20,
where the left side of the figure portrays the
calculated Lindhard function while the right
side of the image is the distribution of mag-
netic quasielastic scattering at T = 2.6 K. It is
evident that the two images are remarkably
similar, as the calculation reproduces not only
the maxima of intensity but also the quali-
tative shape of the scattering at the R(12
1
2
1
2)
and X (0012) points. The good agreement be-
tween the Lindhard susceptibility, calculated
from the measured electronic structure, and
the INS data illustrates the itinerant character
of magnetic excitations in CeB6. Furthermore, it suggests that the propagation vector of the
AFQ order is determined by the geometry of the Fermi surface. Here, itinerant electrons
determine the RKKY interactions between Ce 4 f multipolar moments, which can still be
considered as local. In addition, the precursor signatures to the compex magnon spectrum
of CeB6, which are visible above TN and have been discussed in previous sections, appear
to have their natural explanation in the low-energy electronic structure. The results sum-
marized here indicate that the propensity towards a specific magnetic order has roots in
favourable nesting conditions of the Fermi surface.
We know that the quasielastic intensity has several distinct local maxima in the following
high-symmetry points within the Brillouin zone: (i) the ferromagnetic Γ point, (ii) the AFQ
propagation vector R(12
1
2
1
2) at the corner of the cubic Brillouin zone, and (iii) the X (00
1
2)
point at the center of the Brillouin-zone face, where no static order is realized in pure CeB6,
but which becomes the propagation vector of the AFM order in samples above 40% Nd doping
as well as in pure NdB6 [124]. These results suggest that the concentration of magnetic
spectral weight in these high-symmetry points could be influenced by chemical doping.
Our recent measurement [E12], performed at the MACS spectrometer at NIST, showed a
considerable effect of La and Nd doping on the spectral weight distribution between different
high-symmetry points. Samples with up to 75% La doping show monotonic increase in
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intensity at the X point at the expense of the suppressed spectral weight at the R point. This
result seems to be consistent with the suppression of AFQ ordering by La substitution, and at
the same time surprising, as no long range order can be observed at the X -point propagation
vector. Both La and Nd substitution lead to an effective hole doping, therefore one should
expect similar influence on the Fermi surface, and the corresponding strengthening of
the intensity at the X point should be even more pronounced in Nd-doped samples. As
expected we observe strong suppression of the intensity at the R point, consistent with AFQ
phase suppression upon 30% Nd doping. At the X point we find a narrow diffuse peak,
that connects the strong intensity maxima at the equivalent AFM wavevectors, (±14 ± 14 12),
and an elongated broad peak extending along (13
1
3 L). The presence of extended peaks in
momentum space with multiple local maxima of QEMS intensity is a signature of itinerant
frustration in this system.
3.3.2 Kondo temperature of Ce1−xLaxB6 solid solutions
It is well known that in CeB6, as well as in many other heavy-fermion metals, the quasielastic
line width Γ has the following phenomenological temperature dependence: Γ = kBTK+A
p
T ,
where TK is the Kondo temperature. This dependence corresponds to the conventional spin
relaxation rate typical for the paramagnetic state of most heavy-fermion compounds, such as
CeCu6, CeAl3, CePb3, CeRu2Si2, CeB6, and many others. Despite a long history of examples
where this dependence is realized [276], the physical meaning of the parameter A is not yet
clear. Also, there have been no systematic studies of the dependence of the neutron-derived
Kondo temperature TK and the parameter A on doping, on the details of the electronic
structure, and on the position in reciprocal space.
The availability of the La-doped series of Ce1−xLaxB6 single crystals gives us an opportu-
nity to address these long-standing open questions. From the theory point of view, a
p
T
scaling of the relaxation rate with temperature is expected for a single Kondo impurity in
the high-temperature limit [277, 278]. Here we have the possibility to follow its persistence
separately at every high-symmetry point of the Brillouin zone (Γ , R, and X ) in the whole
range of Ce concentrations from a dense Kondo lattice into the dilute limit of low Ce con-
centrations. Therefore, here we employ INS to study the changes of the quasielastic line
width and the neutron-derived Kondo energy scale, which can be extracted from the same
data, by means of both triple-axis and time-of-flight spectrometers.
INS experiments on the quasielastic line width temperature dependencies were performed
at the three-axis spectrometer FLEXX [246] at HZB, Berlin, the cold neutron three-axis
spectrometer IN12 [279] at ILL, Grenoble, and cold three-axis spectrometer PANDA [248]
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at MLZ, Garching. For the IN12 and PANDA TAS experiments, the final wave vector of the
neutrons was fixed to kf = 1.3 Å−1, while the FLEXX experiment was done with kf = 1.25 Å−1.
In order to avoid higher-order neutron contamination, a cold Be filter was used in PANDA and
FLEXX experiments. Full mapping of the quasielastic intensity distribution in Q-space was
done with the cold neutron multi-disk chopper spectrometer (LET) [280] at ISIS, Didcot and
the disk chopper time-of-flight spectrometer IN5 [63] at ILL, Grenoble. The incident neutron
wavelength was fixed at 5 Å (3.27 meV). The sample environment for all experiments except
PANDA comprised a similar “orange” type helium cryostat. For the PANDA experiment, a
liquid-free closed cycle (CC) cryostat (see app. A.7) was used. Rod-shaped single crystals of
Ce1−xLaxB6 (x = 0, 0.23, 0.28, 0.5, 0.75) with a typical mass of ∼ 4 g were grown by the
floating-zone method from an isotope-enriched 11B powder to minimize neutron absorption,
as described elsewhere [195].
However, a certain issue for the observed redistribution of intensity between R and X
points exists. Unlike the reported measurement on the same 23% doped sample [E12], where
a more pronounced effect of the spectral weight redistribution between these points was
found, we hardly observe this effect in fig. 3.21(b). This comparison raises several technical
concerns, as datasets were measured at different instruments and processed differently. One
would expect that the final result should not depend on data processing. For sure, a similar
reference measurement of pure CeB6 at the MACS spectrometer and comparison with the
data from panel (a) would allow to resolve the observed discrepancy. However, the use of a
separate experiment for this question is inappropriate. We assume that this inconsistency
can be overcome if we recall the fact that the results from ref. E12 actually show momentum-
space distributions of the magnetic intensity after subtracting same area in momentum space
at an elevated temperature, that acts as an empty-can background. In both cases, in TOF
and TAS measurements, we usually observe higher background at large momentum transfer
(see fig. A.15), which we assume originates from multiple scattering. This effect could lead
to the observed inconsistency. Measurements performed on highly doped 50% and 75% La
doped samples, as shown in panels (c) and (d), are in good agreement with experiments
from [E12] and confirm rapid suppression of the diffuse peak at the R point.
Before discussing the temperature dependence of the quasielastic linewidth, we present
a set of energy-momentum profiles for all available single crystals. Measurements were
carried out either within the AFQ or PM phases, as indicated in the caption for each panel in
fig. 3.21. Upon 23% La doping, the uniformly distributed intensity previously observed in
CeB6 [212], shown in panel (a), undergoes a minor redistribution, as shown in panel (b).
Weak intensity observed near the AFM ordering vectors (14
1
4
1
2) in the parent compound
almost completely disappears, in accordance with a rapid suppression of the AFM phase.
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Figure 3.21: Energy-momentum profiles along a polygonal path through high-symmetry directions in Q-space
for (a) CeB6; (b) Ce0.77La0.23B6; (c) Ce0.50La0.50B6; (d) Ce0.25La0.75B6. Background contamination from the
He exchange gas was subtracted from the data in panels (b-d) as explained in app. A.6. Each straight segment
in panels (a-b) represents integration of the TOF data within ±0.05 Å−1 along both perpendicular directions to
the desired in-plane momentum direction. Because of insufficient statistics, corresponding range in panels
(c-d) was increased to ±0.10 Å−1.
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Figure 3.22: Temperature dependence of the low-
energy magnetic scattering for the 28% doped sam-
ple. The solid lines are fits with quasielastic Lorentzian
profiles.
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energy magnetic scattering for the 50% doped sample.
Background signal, from the empty cryostat, shown
with black stars, has been added to all fits. The solid
lines are fits with quasielastic Lorentzian profiles.
Now we turn to the temperature de-
pendence of the quasielastic linewidth.
In fig. 3.22 I show the evolution of the
quasielastic magnetic scattering signal with
temperature for the sample with the 28%
La doping measured at the X point. Exper-
imental results can be well described by a
quasielastic Lorentzian profile of the form
given by eq. 3.1 [241]. Upon temperature in-
crease we observe a monotonic suppression
of the signal and linewidth exhibits a grad-
ual broadeninga. The temperature depen-
dence of the quasielastic line width, shown
in fig. 3.25, follows the conventional
p
T law,
and as will be discussed later is not very dif-
ferent from that for the parent compound.
As the next step we investigate the tem-
perature dependence of the quasielastic sig-
nal, measured at the R pointb for the 50%
La doping. When trying to fit data with the
quasielastic Lorentzian profile we noticed a
minor deviation of signal shape, which at
the same time broadened the linewidth at
high temperatures significantly. This effect
was due to the scattering from the cryostat
walls, as explained in app. A.4, and was successfully overcome after including signal from
a This experiment was affected by a cryostat leak, as seen by the increased background above 77 K (not shown
in fig. 3.22). See ILL Exp. Rep. #4-01-1339 for details, thus seriously questioning the accuracy of the high
temperature data. However, since a good agreement of the data affected by the leak with the T 1/2 scaling was
confirmed, we assume that all extrinsic effects discussed in app. A.7 possess less influence on the linewidth
compared to the sample with higher La concentration.
b The inconsistency, in measuring the R point instead of the X point, unlike in all other cases, was due to the
technical limitations on the minimum 2θ angle. According to fig. 3.21(c), a certain fraction of the spectral
weight is present in the R point, as well as residual quasielastic linewidth, which within the error, is the same
for both points. Therefore, we expected that defining the linewidth from the R point will only require longer
counting time.
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the empty cryostat to the fit. We assume that we faced this problem due to the low signal
intensity. Compared with the parent compound we have half as many Ce atoms, that is
further aggravated by the strong suppression of spectral weight at the R point reported
above. Except for the low signal intensity, there is no difference with respect to the lower
doping levels. In consistency with the previous sample, the intensity of the signal is strongly
suppressed with doping and accompanied by a corresponding broadening of the linewidth.
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Figure 3.24: Temperature dependence of the low-
energy magnetic scattering for the 75% doped sample.
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Measurement on a highly doped com-
pound Ce0.25La0.75B6, which we performed
on the cold-neutron triple-axis spectrome-
ter PANDA at FRM-II, is shown in fig. 3.24.
Since we already knew that scattering from
the sample environment could significantly
influence the fit results of the quasielastic
line, for a convincing determination of the
linewidth upon heating we decided to mea-
sure the background from an empty cryostat
completely for the full energy range, as in-
dicated in the legend. Besides, we carried
out measurement in a CC cryostat. Because
the sample is a metal and has good thermal conductivity, it was directly screwed to the
cold-head. This allowed us to pump the sample space continuously and operate the cryostat
without He exchange gas. Therefore, all extrinsic effects due to the change of the exchange
gas pressure inside the cryostat upon warming can be completely excluded. Despite the fact
that the measured temperature dependence suffers from a lack of the experimental data for
different temperatures, thanks to all the technical efforts it gives a reliable evidence for the
linear temperature dependence of the quasielastic lines width on
p
T .
The summary of all our measurements on samples with different La-doping concen-
trations on different instruments and wave vectors is shown in fig. 3.25. As a reference
measurement on the parent CeB6 sample, we used results published in ref. 208. As one
can see, all samples comply with the above mentioned law. Upon 28% La dilution a slight
decrease of the quasielastic linewidth at higher temperatures, compared with the parent
compound, can be found. Results for the 50% doped sample show a small deviationa from
a As will be shown in app. A.7, it is not trivial to obtain quasielastic linewidth from the fit of the INS spectrum,
particularly in case of high La concentrations. At the time of measurements, we did not fully understand
the extremely important role of accurate background estimation, therefore as shown in fig. 3.23, an empty
cryostat was measured only in the narrow energy range in the vicinity of the elastic line, since scattering from
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Figure 3.25: Summary, of all measurements on samples with different La-doping concentrations, of the
temperature dependence of the quasielastic line width, Γ/2, fitted to a T 1/2 law. Powder measurements for the
parent compound, that correspond to the X point within the momentum transfer range Q = [0.36 1.10]Å−1,
were plotted from ref. 208.
T 1/2 law scaling, however one can still fit them with the same law, and further decrease of the
linewidth persists. The same result was obtained when we increased La concentration to 75%
and changed the Kondo-lattice limit of pure CeB6 to the dilute limit of low Ce concentrations,
where Ce atoms can be treated as isolated Kondo impurities. All temperature dependencies
were fitted with the Γ = kBTK +A
p
T law, and corresponding Kondo temperature, defined as
TK = Γ0/(2kB) and parameter A are shown in fig. 3.26. Before considering the change as a
function of La doping, let us recall the prior knowledge of the Kondo temperature expected
value, obtained from other techniques.
The parent compound CeB6 shows a typical Kondo-type behavior, with a resistivity
minimum, that starts to increase upon cooling as expected (see sec. 2.2). Although CeB6
represents a classical Kondo lattice, its temperature dependence of resistivity is well described
with a model valid for the dilute Kondo state, and the corresponding TK = 5∼ 10 K [281].
This result significantly differs from the Kondo temperature ∼ 3 K, determined from the
lowest temperature quasielastic linewidth, measured with INS [208]. Measurements of the
cryostat walls in this experiment (see app. A.4) complicated the correct determination of the linewidth for low
temperatures.
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x in Ce1−xLaxB6 (at–%) TK (K) Method reference
0 5∼ 10a resistivity [281]
0 3b INS [208]
0≤ x ≤ 75 2 resistivity [285]
97 1 resistivity [285]
97.10≤ x ≤ 99.39 2.8 magnetic susceptibility [282]
97.10≤ x ≤ 99.39 1.05 resistivity [283]
99.89≤ x ≤ 99.93 1.40± 0.05 magnetic susceptibility [282]
98.80≤ x ≤ 99.39 1.1± 0.2 resistivity [284]
Table 3.1: Comparison of the Kondo temperatures, determined with various methods for two limiting cases:
the isolated impurity model with extremely low Ce atoms concentration as well as for a dense Kondo lattice.
other extreme case, with just a few percent of Ce left, thus representing genuine impurity
model, gives a lower TK = 1∼ 3 K value [282–284].
It is clear that in case of a dense arrangement of impurities, one cannot neglect the
interaction between them. This effect is observed as a doping dependence of the residual
resistivity. According to discussion in ref. 257, disregarding coherence effects might lead to
the exaggerated value of the Kondo temperature, and might be the case in [281]. Therefore,
authors suggest that in order to accurately estimate the Kondo temperature, one should fit
data at higher temperatures, at which coherence effects are less pronounced. By a lucky
coincidence, crystal field splitting in CeB6 is large enough, therefore it will not affect the fit
result at temperatures below the characteristic temperature of the Γ8–Γ7 splitting. Determined
in this way the Kondo temperature is claimed to be weakly dependent on La concentration
up to 75% doping level, with a corresponding value TK = 2 K. Further increase of the La
concentration gradually lowers the Kondo temperature to 1 K [257, 285]. Determined Kondo
temperatures for various La concentrations, summarized in table 3.1, should be compared
with our results.
In fig. 3.26 we present the doping dependence of the Kondo temperature, extracted from
the residual quasielastic linewidth at T → 0 and parameter A. Despite all the difficulties
that accompanied our attempts to determine the quasielastic linewidth at high temperatures
and La doping, we managed to get unambiguous confirmation of the T 1/2 law scaling.
Unfortunately, clearly observed dependence of parameter A, shown with a red solid line,
a Here TK was determined by fitting the temperature dependence of resistivity with a theory of dilute Kondo
system, which could lead to exaggerated Kondo temperature determination.
b Low-temperature T = 5 K width of the quasielastic neutron line.
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p
T to fig. 3.25.
has no explanation, since its physical mean-
ing is not yet clear. Our result suggests that it
is proportional to the concentration of the Ce
moments in Ce1−xLaxB6. On the other hand,
the Kondo temperature determined with INS
for the parent compound is in good agree-
ment with the one determined from resistiv-
ity. Besides, weak dependence of the Kondo
temperature [257, 285] upon La doping is
also confirmed. Shown with blue markers,
the Kondo temperature has a certain ten-
dency to a marginal decrease at high doping.
For certain one could claim that the large
value of error bars does not allow us to distinguish between a possible decrease or a constant
TK value. However, since for the measurement of the 75% doped sample we took into
account all requirements for accurate linewidth estimation, we claim the reported reduction
of the Kondo temperature to be real.
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Ce3Pd20Si6
4.1 Introduction to Ordering Phenomena in Ce3Pd20Si6
Figure 4.1: The crystal structure of Ce3Pd20Si6, showing
two interpenetrating sublattices of cerium ions. Figure
from ref. 286.
In general, the magnetic dynamics of heavy-
fermion systems is governed by the interplay
of local-moment fluctuations and the dy-
namic spin response of itinerant heavy quasi-
particles [101, 287]. Because the multipolar
ordering is often coupled to another mag-
netically ordered state, the instances where
the orbital ordering appears as a separate
solitary phase are rare. Several Ce-based
compounds, such as CeB6, Ce3Pd20Si6, and
Ce3Pd20Ge6, are of particular interest as they
display such standalone multipolar ordered
phases. The so-called clathrate materials, R3Pd20X6 (R= rare earth, X = Si, Ge), are far more
complex than CeB6, because they consist of two interpenetrating sublattices of cerium, as indi-
cated in fig. 4.1. One of them (8c) possesses a simple-cubic structure like in CeB6, whereas the
other one (4a) has a geometrically frustrated face-centered-cubic (fcc) structure, with each
cerium ion being surrounded by either palladium/germanium or silicon-palladium/silicon-
germanium nonmagnetic “cages”. This unprecedented coexistence in the same material of
two inequivalent Kondo lattices with different symmetry has been considered theoretically
[288], and the two sublattices were predicted to exhibit two drastically different Kondo
temperatures due to the competitive Kondo-screening effects.
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Figure 4.2: Schematic phase diagram of Ce3Pd20Si6
after refs. 289–291, showing strong anisotropy of the
hidden-order phase II with respect to the magnetic
field direction. Phase I represents the paramagnetic
state, phase II is associated with antiferroquadrupolar
order, phase III is the incommensurate dipolar magnetic
phase [286, 292, 293], whereas the order parameter of
phase II′ that appears only for B ‖ [001] still remains
unclear. Figure from ref. E8.
The magnetic phase diagram of
Ce3Pd20Si6 [290, 291, 294] nearly replicates
that of CeB6, though with reduced char-
acteristic temperature and magnetic-field
scales. The ground state, labeled phase III,
appears to be AFM in nature with a maximal
reported TN of 0.31 K in the highest-quality
stoichiometric samples, according to a
corpus of available studies performed on
both single crystals [290, 291, 295] and
powders [286, 289, 296–299]. Evidence
of the AFM order comes from neutron
scattering, which shows the presence of
static AFM order [292], and magnetization
measurements which indicate either AFM
order or an ordered octupolar phase [290].
The AFM phase can also be suppressed
by a magnetic field of only 0.7 T applied
along the [100] crystallographic direction
[290, 291]. This places Ce3Pd20Si6 very
close to a quantum critical point (QCP)
[298, 299], which has been reached in polycrystals by the application of a magnetic field of
less than 1 T [286], and which is likely accessible also under a small hydrostatic or chemical
pressure [295]. Such a proximity leads to non-Fermi-liquid behavior and, in particular,
to very high values of the electronic specific-heat coefficient, γ = limT→0∆C(T)/T .
Reportedly, this can reach up to ∼8 J/(molCe·K2) near the QCP, making Ce3Pd20Si6 one of
the heaviest-electron systems known to date [286, 296].
Like in CeB6, the AFM phase in Ce3Pd20Si6 is surrounded by the so-called phase II, which
is also attributed to an AFQ order [290, 291] yet remains much less studied. In zero field,
this phase persists only in a narrow temperature window between TN and TQ ≈ 0.45 – 0.5 K,
according to thermodynamic measurements [290, 291, 298]. It is initially stabilized by
the application of small magnetic fields of a few teslas, but is eventually suppressed at
even higher fields, leading to another qualitative similarity to the AFQ phase of CeB6 [300],
albeit in a much more accessible field range. To date, the propagation vector of phase II
in Ce3Pd20Si6 remains unknown, although we have found strong evidence in our neutron
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scattering measurements that, for the 8c sublattice, it matches the (12
1
2
1
2) of the AFQ phase
in CeB6 [301].
4.2 Momentum-Space Structure of Quasielastic Spin Fluc-
tuations in Ce3Pd20Si6
Magnetic dynamics in heavy-fermion metals usually represents an intricate tangle of the
local-moment fluctuations and the spin-dynamical response of itinerant heavy quasiparticles
[101, 287]. The strong hybridization of the localized 4 f electron states with the conduction
band makes these two contributions difficult to decouple. For instance, in the most classical
heavy-fermion compounds like CeCu6, CeRu2Si2 and CeAl3, the low-temperature inelastic
neutron scattering (INS) signal consists of a momentum-independent single-site quasielastic
magnetic scattering (QEMS) attributed to localized Kondo-type excitations and an inelastic
contribution from inter-site magnetic correlations due to RKKY interactions, which merge
together at higher temperatures [302–305].
Despite these qualitative similarities, the momentum-space distribution of the QEMS
response in the paramagnetic state is strongly material dependent. Thus, CeRu2Si2 exhibits
incommensurate magnetic fluctuations peaked at (0.3 0 0) and (0.3 0.3 0)wave vectors [303],
while short-range antiferromagnetic (AFM) correlations were found near (100) in CeCu6
[302, 303]. The resulting momentum-space structure of the zero-frequency susceptibility,
χ0(Q,ω=0), carries essential information about the material’s electronic properties and its
tendency to magnetic instabilities driven by the RKKY coupling. From more recent examples,
a direct relationship between the Fermi-surface nesting properties and the short-range
magnetic correlations, resulting in a diffuse neutron-scattering signal, was demonstrated for
Tb2PdSi3 [268]. Of particular relevance for the present work are also recent results on CeB6
[195, 212], where a maximum in the normal-state QEMS intensity was found to coincide in
momentum space with the (12
1
2
1
2) propagation vector of the magnetically hidden order that
sets in below TQ = 3.2 K and is usually attributed to the antiferroquadrupolar (AFQ) ordering
of the localized Ce 4 f quadrupolar moments [107, 120, 126]. At even lower temperatures
below TN = 2.3 K, it succumbs to a multi-k commensurate AFM order [120, 232], which
stabilizes a narrow band of dispersive magnetic excitations in the INS response [195, 212]
that can be explained by the formation of a low-energy resonant spin-exciton mode [177].
The very low temperature scales and complications due to the intricate crystal structure
of Ce3Pd20Si6 have so far precluded any direct observations of the AFQ order by diffraction
methods, either with or without the application of magnetic field. As a result, the propagation
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vector of phase II remains unknown, whereas in the structurally much simpler CeB6 it has
been determined as qAFQ = (
1
2
1
2
1
2) both by neutron scattering [120, 195] and resonant
x-ray diffraction [119, 138, 191, 306]. One essential complication that hinders similar
measurements on Ce3Pd20Si6 is that its crystal structure includes two interpenetrating
sublattices of Ce ions on crystallographically inequivalent 4a (Ce1) and 8c (Ce2) Wyckoff
sites in a cubic unit cell with the Fm3¯m space group. This results in the unit cell parameter
of the simple cubic Ce2 sublattice being half that of the fcc Ce1 sublattice, a = 12.28 Å.
As a consequence, additional magnetic Bragg reflections due to an AFQ order of the same
kind as in CeB6, residing on the Ce2 sublattice, would coincide with the much stronger
(111) structural Bragg reflections and be therefore much more difficult, if not impossible, to
observe directly.
Previous INS measurements on Ce3Pd20Si6 have been performed, to the best of our
knowledge, only on polycrystalline samples [307, 308]. They revealed a clear crystalline
electric field (CEF) line at 3.9 meV [307] and suggested the presence of an additional
unresolved low-energy peak centered at 0.31 meV, which reportedly persisted up to ambient
temperature and was attributed to another CEF excitation [308]. However, follow-up
measurements performed on the same powder sample with a better energy resolution, which
we will present further on, show a clear magnetic signal centered at much lower energies,
consistent with a quasielastic response.
In the present study, we investigated the low-energy spin dynamics of Ce3Pd20Si6 using
single-crystal INS spectroscopy. For TAS measurements, we used one large single crystal
with a mass of 1.89 g, whereas for the TOF experiment, it was coaligned with an additional
larger crystal, resulting in the total sample mass of ∼ 5.9 g. Both crystals were characterized
by resistivity measurements, indicating a sharp magnetic transition at TN = 0.23 K. The
crystals were mounted on a copper sample holder in the (HH L) scattering plane to allow
access to all high-symmetry directions of the cubic Brillouin zone (BZ). The mosaic spread of
the sample, determined from the full width at half maximum (FWHM) of the rocking curves
measured on structural Bragg reflections during sample alignment, was better than 0.5◦. For
the low-temperature TAS measurements, the sample was first mounted in a 3He/4He dilution
refrigeratora. Afterwards, for T -dependent measurements, the sample was remounted in a
conventional 4He closed-cycle refrigerator with an exchange gas. The TAS measurements
a In this configuration, the sample was fixed to a thermometer block with no temperature sensor attached directly
to the sample. Consequently, due to the absence of an exchange gas, the real sample temperature could be
somewhat higher than the set-point value. From the absence of magnetic Bragg scattering [292] we conclude
that the actual sample temperature was above TN, hence the base-temperature data are representative of the
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Figure 4.3: (a) Energy dependence of the magnetic scattering at base temperature (T ≈ 0.5 K), measured at
several wave vectors, as indicated in the legend. The left side of the panel shows the Q-dependent QEMS
response, fitted to the quasielastic Lorentzian line shape as given by eq. (3.1), whereas the right-hand-side
presents data measured across the Q-independent CEF line centered at 3.9 meV, fitted to Gaussian profiles. The
dashed lines show the magnetic signal without the elastic incoherent scattering contribution. (b) Momentum
dependence of the signal at }hω= 0.25 meV along two equivalent trajectories: (H H 2 – H) and (H H 4 – H),
fitted with Gaussian profiles. Figure from ref. E2.
were taken using the 4F2 cold-neutron spectrometer at the Laboratoire Léon Brillouin (LLB),
Saclay, France, operated with a fixed final neutron wave vector kf = 1.3 Å−1 that corresponds
to an energy resolution of 0.11 meV, defined as the FWHM of the elastic line.
The unprocessed low-temperature energy scans at several representative wave vectors
are shown in fig. 4.3 (a). At low energies, below 1 meV, we observe a QEMS signal that
can be described by a quasielastic Lorentzian line shape, given by eq. 3.1. This signal has
nearly identical shape in energy at different wave vectors, but its intensity varies strongly
in Q-space, as evidenced by a twofold difference in the Lorentzian amplitude between the
(111) and (220) points. Note that the measurements were done at slightly incommensurate
wave vectors to avoid the contamination from phonons and the Bragg tail.
At higher energies, one can see a CEF line centered at 3.9 meV, already known from
previous INS measurements on powder samples [307, 308]. As expected, it exhibits no
dispersion and its intensity is nearly constant in momentum space apart from a minor form-
factor suppression towards higher |Q|. This qualitatively different behavior distinguishes it
from the QEMS signal, characterized by a strongly Q-dependent dynamical structure factor.
At the same time, the low-energy CEF line at ∼0.31 meV suggested in ref. 308 from data
with a lower energy resolution can be clearly excluded by our present measurements.
Two constant-energy scans measured at 0.25 meV along equivalent Brillouin-zone diago-
nals, as presented in fig. 4.3 (b), demonstrate a broad Q-space distribution of the quasielastic
paramagnetic state. We additionally confirmed this by checking that no detectable change in the inelastic-
scattering intensity could be seen upon increasing the temperature to 0.9 K.
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Figure 4.4: Momentum dependence of the low-T QEMS intensity in the (HH L) scattering plane, measured
at an energy transfer of 0.25 meV: (a) raw INS data; (b) a contour map showing the same data smoothed
with a two-dimensional Gaussian filter characterized by the FWHM of 0.3 r.l.u. White dashed lines mark BZ
boundaries of the face-centered cubic Ce3Pd20Si6 lattice. Blue dashed line shows the scan trajectory from
fig. 4.3(b). Figure from ref. E2
intensity, peaked at the (111) wave vector. From here on we show momentum in reciprocal
lattice units (1 r.l.u. = 2pi/a with a = 12.28 Å). The peak width of ∼1 r.l.u. is suggestive of
short-range dynamical AFM correlations over distances of the order of one lattice constant,
or two interatomic distances of the Ce 8c sublattice. The momentum scans along (H H 2 –
H) and (H H 4 – H) are essentially identical apart from a small form-factor suppression of
intensity at higher |Q|, which confirms that the periodicity of the signal in momentum space
matches with that of the Ce 8c sublattice, i.e. a translation by a vector with all even Miller
indices results in an equivalent Q vector. On the other hand, the (111) and (002) points that
are expected to be equivalent for the Ce 4a sublattice show different intensity, indicating that
the QEMS response breaks the symmetry of the face-centered cubic BZ and should therefore
originate predominantly from magnetic correlations on the Ce 8c sites. This situation is
reminiscent of that in iron pnictides, where spin fluctuations inherit the symmetry of the
unfolded BZ because of the higher symmetry of the magnetic Fe sublattice with respect to
the crystal itself [309].
A more complete picture of the quasielastic intensity distribution in Q-space is given by
fig. 4.4, showing a constant-energy map of the low-temperature QEMS response at 0.25 meV
over the entire (HH L) scattering plane. From the fact that the quasielastic line shape
remains essentially unchanged with Q, as follows from fig. 4.3, we can conclude that such an
intensity map is also representative of the total energy-integrated spectral weight distribution
in momentum space. It shows a broad anisotropic hump of intensity centered at (111),
with weaker side lobes extending along the (110) and (001) directions. In the large BZ
corresponding to the Ce 8c sublattice, this wave vector would coincide with the zone corner
(R point), matching with the AFQ propagation vector of CeB6, where a similarly broad local
maximum of the QEMS intensity was also found above TN [195]. Yet, the lowest intensity
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in our dataset is observed in the vicinity of the (002), (220) and (222) wave vectors, i.e.
near the center of the large BZ. This is in remarkable contrast to CeB6, which hosts strong
ferromagnetic fluctuations at these points [212].
Energy (meV)
1
140
IN
S
 i
n
te
n
s
it
y
 −
 b
a
c
k
g
ro
u
n
d
 (
c
n
ts
 /
 2
0
 m
in
)
0.5 K
80 K
35 K
10 K
5 K
150 K
Q = (1 1 0.95)
Q = (0.9 0.9 0.9)
0
0
20
40
60
80
100
120
0.5−0.5
0
0 5 10
4
1/2
√T (K )
Γ
k
 (
K
)
/
B
2
6
8
Figure 4.5: Temperature evolution of the background-
subtracted QEMS intensity, fitted to the sum of a
quasielastic Lorentzian (eq. 3.1) and the incoherent
elastic line. The inset shows the T -dependence of the
normalized quasielastic line width, Γ (T )/kB, plotted vs.
T 1/2 to emphasize the Γ0 + A
p
T dependence. Figure
from ref. E2.
Next, we consider the temperature de-
pendence of the QEMS response near its
maximum at the (111) wave vector, as
shown in fig. 4.5. Here, all but the lowest-
temperature datasets were measured in the
closed-cycle 4He refrigerator. As this cryo-
stat produced a different background from
the one observed with the 3He/4He dilution
fridge, the data in fig. 4.5 are plotted after
subtraction of the corresponding constant
background levels (shared for all data mea-
sured under the same conditions). Upon
warming, we can observe a monotonic sup-
pression and broadening of the quasielastic
signal. The temperature dependence of the
quasielastic line width, Γ (T ), presented in the inset to fig. 4.5, follows the conventional T 1/2
law [276], Γ (T)/kB = Γ0/kB + A
p
T . From the residual width at T = 0, the characteristic
neutron-deduced Kondo temperature, TK = Γ0/kB = (0.97± 0.07)K, can be inferred.
To get a broader overview of the Q-space and to ensure that no additional magnetic
contributions are present at lower energy transfers, we also performed TOF measurements on
a larger sample using the cold-neutron chopper spectrometer (CNCS) [62] at the Spallation
Neutron Source (Oak Ridge National Laboratory, USA). The energy of the incident neutrons
was set to Ei = 2.49 meV, providing an energy resolution with a FWHM of 0.051 meV, that is
twice better than in the TAS experiment. The dataset collected at T = 0.2 K (setpoint value)
was complemented by a higher-temperature background measurement at 70 K, where the
low-energy magnetic spectral weight is considerably reduced, according to fig. 4.5. The
corresponding intensity maps of the (HH L) plane before and after subtraction of the high-
temperature background, integrated immediately above the elastic line in the energy range
0.09 meV≤ }hω≤ 0.6 meV, are presented in fig. 4.6 (a). In agreement with fig. 4.4, we see a
broad intensity maxima at wave vectors with all odd Miller indices, i.e. at the corners of
the large BZ corresponding to the Ce 8c sublattice. Down to the lowest accessible energy
(0.09 meV), we find neither any additional magnetic contributions that could be reconciled
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Figure 4.6: (a) Momentum dependence of the QEMS in-
tensity in the (HH L) scattering plane, obtained by inte-
grating the TOF data in the energy window 0.09 meV≤
}hω≤ 0.6 meV. The left panel shows raw data collected
at T ≈ 0.2 K, whereas the right panel presents the same
dataset after subtraction of the high-temperature non-
magnetic background measured at T = 70 K. White
dashed lines mark BZ boundaries corresponding to the
simple cubic Ce 8c sublattice. (b) High-resolution en-
ergy profiles of the QEMS intensity from powder and
single-crystal samples, integrated around the (111)
wave vector, as indicated in the legend. Figure from
ref. E2.
by symmetry with the face-centered Ce 4a
sublattice, nor any ferromagnetic fluctua-
tions like those found in CeB6 at the zone
center [212].
In fig. 4.6 (b), we also compare energy
profiles of the QEMS signal, obtained from
our TOF data by integration within±0.5 r.l.u.
on either side of the (111) wave vector, to
the corresponding energy dependence mea-
sured earlier on a powder sample [308] at
the IRIS spectrometer (ISIS, UK) with an
even better energy resolution of 0.025 meV.
The perfect agreement between the two
curves confirms that the signal is sample-
independent and only originates from the
(111) fluctuations. The exact form of the sig-
nal deviates from the perfect Lorentzian line
shape, but could be reconciled with a gen-
eralized Voigt profile, shown as solid lines.
To summarize, our results demonstrated
the presence of low-energy dynamical mag-
netic correlations in the paramagnetic state
of Ce3Pd20Si6, which could be responsible
for the excess magnetic entropy in specific
heat [296]. According to their Q-space sym-
metry, they are associated with the same
simple-cubic Ce 8c sublattice that was shown
earlier to host static AFM order below TN
[292]. This suggests that the remaining
Ce 4a ions are magnetically inactive, which
could be either due to the frustration on the
face-centered cubic sublattice, strong Kondo screening of their magnetic moments, or both.
The possibly large difference in the Kondo scales on different sublattices would be in line
with the theoretically suggested regime of competing Kondo effects [288]. Despite the
strikingly similar magnetic phase diagrams of Ce3Pd20Si6 and CeB6, both exhibiting an AFQ
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phase, their spin-fluctuation spectra are markedly different: Ferromagnetic correlations
that dominate the spectrum of CeB6 are absent in Ce3Pd20Si6, while the dynamical AFM
correlations in Ce3Pd20Si6 are much more short-range and extend over distances of only
about one lattice constant. Nevertheless, from the presence of strong quasielastic scattering
at the BZ corner in both compounds, which coincides in CeB6 with the propagation vector
of the AFQ phase, we may tentatively surmise that the AFQ phase in Ce3Pd20Si6 may also
reside at the same wave vector in the large BZ, which is qAFQ = (111).
4.3 Incommensurate Short-Range Multipolar Order Pa-
rameter of Phase II in Ce3Pd20Si6
Some heavy-fermion materials show so-called hidden-order phases, which are invisible to
conventional diffraction techniques, and whose microscopic origin remained controversial for
decades. Such hidden-order phases have been observed in a variety of compounds containing
4 f and 5 f elements, for example, URu2Si2 [204, 310], NpO2 [311], skutterudites [312, 313],
YbRu2Ge2 [314], or CeB6 [120, 178, 315]. It is often assumed that the multipolar moments
of the f electrons in their specific crystal-field environment play a decisive role in the
formation of these phases [107, 126, 316]. The competition or coexistence of multipolar
ordering (MPO) with more conventional magnetic order parameters, such as ferro- or
antiferromagnetism, gives rise to complex magnetic-field – temperature phase diagrams in
these compounds, often with multiple quantum critical points [294, 317], that provide a
rich playground for experimental and theoretical investigations.
Up to now, the true order parameter and the propagation vector of phase II in Ce3Pd20Si6
have remained elusive and have not been observed directly by any diffraction method.
Magnetization and specific-heat measurements revealed strong anisotropy of this phase
with respect to the direction of applied magnetic field: For B ‖ [001] it is suppressed by as
little as 2 T, for B ‖ [110] this critical field, BII, dramatically increases to 10 T, whereas for
B ‖ [111] this phase persists to even higher fields (∼ 16 – 18 T by extrapolation) [290, 291].
Moreover, only for B ‖ [001] the system exhibits another transition to the phase II′ that is
stabilized between 2 and 4 T (see fig. 4.2), whose microscopic origin remains unknown.
We employed elastic neutron scattering to reveal the order parameter of phase II in
Ce3Pd20Si6 for the first time. All measurements were taken using the cold-neutron triple-
axis spectrometers 4F2 (Laboratoire Léon Brillouin, Saclay, France) and THALES (Institut
Laue-Langevin, Grenoble, France). The energy analysis was used to separate the weak
elastic scattering signal from inelastic contributions. Both spectrometers were operated with
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Figure 4.7: Magnetic-field and temperature dependence of the incommensurate (0 0 0.8) magnetic Bragg peak
that represents the order parameter of phase III. (a) Unprocessed elastic neutron scattering data measured
at T = 0.07 K for various fields applied along [110], fitted to a Gaussian model to extract the peak intensity.
(b) Field dependence of the background-subtracted magnetic Bragg peak amplitude for increasing (.) and
decreasing (/) field, B ‖ [110]. The observed hysteresis below 0.5 T is a result of domain selection. (c) Temper-
ature dependence of the same amplitude for increasing (.) and decreasing (/) temperature that was measured
in zero field after the application of a 0.8 T field. The point labeled “B scan” is the first point of the “.” dataset
in panel (b), measured before the field was applied. All data points in panels (b) and (c) were obtained from
Gaussian fits similar to those shown in panel (a). Figure from ref. E8.
the fixed final neutron wave vector kf set to 1.3 Å
−1 and a cold beryllium filter installed
between the sample and the analyzer to suppress higher-order contamination from the
monochromator. In all the reported experiments, we used the same sample as in ref. 301,
consisting of two coaligned single crystals with a total mass of ∼ 5.9 g and a mosaic spread
better than 0.5◦. The crystals were mounted on a copper sample holder in the (HH L)
scattering plane in a 3He/4He dilution refrigerator inside a cryomagnet. All measurements
with magnetic field along the [110] direction were done at 4F2 using a vertical-field 9 T
magnet, whereas the measurements with magnetic field along [001] were performed at
THALES using a horizontal-field 3.8 T magnet available at ILL.
To verify that our sample is in the low-temperature phase III, we first measured the
(0 0 0.8) magnetic Bragg reflection at the base temperature, T = 0.07 K, and investigated its
magnetic-field and temperature dependencies, which are presented in fig. 4.7. According
to the longitudinal (00 L) scans in panel (a), the peak is centered at L ≈ 1/5, which is
very close to the earlier result by Lorenzer et al. [292, 293], who first observed this peak
at an incommensurate wave vector with L = 0.792. With the application of a magnetic
field B ‖ [110], the magnetic Bragg intensity is suppressed as shown in fig. 4.7 (b). The
full suppression is observed at BIII = 0.7 T, which coincides with the transition to phase II.
Before that, a domain-selection transition occurs at Bds = 0.5 T, evidenced by a hysteresis of
magnetic intensity measured in increasing and decreasing field. We note that the magnetic
domains with the propagation vector qIII ‖ (001)⊥ B are favored at the expense of two other
domains with qIII ‖ (100) and qIII ‖ (010) that both form a 45◦ angle to the field direction,
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Figure 4.8: Magnetic-field and temperature dependence of the diffuse magnetic signal that we associate with
the order parameter of phase II, surrounding the (111) structural Bragg reflection. (a) Typical unprocessed
elastic neutron scattering scans measured at T = 0.07 K for various fields applied along [110], fitted with
a sum of a Gaussian and Voigt profiles to account for the structural and magnetic contributions on top of a
constant background (note the logarithmic intensity scale). (b) Field dependence of the background-subtracted
diffuse magnetic intensity for increasing (.) and decreasing (/) field, B ‖ [110], at three different temperatures.
(c) Temperature dependence of the same intensity, measured in a constant field of 1.5 T. All data points in
panels (b) and (c) were obtained from fits similar to those shown in panel (a). Figure from ref. E8.
which results in a nearly twofold increase of the (0 0 0.8) Bragg intensity after field cycling.
This situation is qualitatively different to the domain selection in the antiferromagnetic (AFM)
phase of CeB6, where the application of magnetic field along [110] suppresses Bragg intensity
in the horizontal scattering plane and favors out-of-plane magnetic domains [178, 318]. As
a function of temperature, the magnetic Bragg intensity, plotted in fig. 4.7 (c), follows an
order-parameter-like behavior with an onset temperature TN ≈ 0.23 K, in good agreement
with transport and thermodynamic measurements [295].
Now we turn to the discussion of our main result: the observation of an elastic magnetic
signal in the vicinity of the (111) wave vector. Because of the peculiar crystal structure of the
R3Pd20X6 compounds with interpenetrating simple-cubic and fcc sublattices, this wave vector
simultaneously corresponds to the zone corner (R point) for the simple-cubic sublattice
and to the zone center (Γ point) for the fcc sublattice. As we noted earlier [301], the
propagation vector of a G-type antiferroquadrupolar (AFQ) order analogous to that of CeB6,
residing on the 8c Ce sublattice, would thus overlap with the (111) structural reflection. The
corresponding weak magnetic Bragg peak [195] would be thus exceedingly difficult to detect.
In fig. 4.8 (a) we present the magnetic-field dependence of the elastic scattering intensity
along the (11L) direction, plotted on the logarithmic intensity scale. In zero magnetic field,
only the sharp (111) structural Bragg reflection is observed, whereas magnetic field induces
an additional diffuse contribution seen as a much broader peak of nearly field-independent
width. This magnetic peak reaches its maximal intensity around 3 – 4 T and then starts to
decrease again, as shown in fig. 4.8 (b). The signal persists both below and above TN, yet in
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a narrower field range towards higher temperatures. A comparison with the phase diagram
in fig. 4.2 clearly establishes that it corresponds to the stability range of phase II, which
also gets narrower upon warming. The temperature dependence of the diffuse intensity,
measured in the field of 1.5 T, is shown in fig. 4.8 (c). It shows an order-parameter-like
suppression, evidencing a phase transition at TQ(1.5 T)≈ 0.65 K, as expected for phase II in
this field.
We note that the energy analysis allows us to suppress most of the diffuse elastic contri-
bution from the much broader quasielastic fluctuations reported earlier in ref. 301, which
were centered at the same wave vector. This ensures that the observed signal corresponds
to truly static magnetic correlations that represent the order parameter of phase II. Its broad
width in momentum (as compared to the structural Bragg reflection) indicates that this is a
short-range order with a correlation length of about 120 Å or ∼10 lattice constants. The
elastic intensity that is absent in zero field and then starts increasing with field after entering
phase II is analogous to the behavior of the AFQ Bragg intensity in CeB6 [178, 315]. However,
because of the much lower value of the critical field, BII, in Ce3Pd20Si6 the signal saturates
and exhibits a maximum at moderate field values (∼3 – 5 T in fig. 4.8 (b) for B ‖ [110]),
which in the case of CeB6 would be shifted to much higher fields. This distinctive field
dependence results from the field-induced dipolar moments modulated by the underlying
orbital order [120, 286, 319]— a renowned signature of the AFQ state. Hence, our results
demonstrate that the order parameter of phase II in Ce3Pd20Si6 represents a short-range
version of the AFQ ordering with the same propagation vector and possibly a similar structure
as in CeB6, residing on the simple-cubic 8c Ce sublattice.
Figure 4.9: Variation of the diffuse peak shape with tem-
perature: (a) along the (1 1 1+δ) direction; (b) along
the (1+δ 1+δ 1) direction. The magnetic field of 4 T
was applied vertically along [110], perpendicular to
both scan directions. Figure from ref. [E8].
A closer inspection of the diffuse peak
shape reveals its variation with temperature,
which is illustrated in fig. 4.9. The measure-
ments are done in a constant field of 4.0 T,
applied along the same [110] vertical direc-
tion perpendicular to the scattering plane.
Along the (1 1 1+δ) scan direction, shown
in panel (a), the magnetic intensity is sup-
pressed near the center of the peak upon
raising the temperature to 0.85 K, immedi-
ately before the suppression of phase II. The
effect is even more pronounced along the
(1+δ 1+δ 1) scan direction, shown in panel (b), where we observe a considerable broaden-
ing of the peak manifested in the transfer of the magnetic spectral weight away from the
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central reflection (note the enhanced intensity in the “tails” of the peak). These data suggest
a tendency towards the formation of an incommensurate modulated quadrupolar structure,
as we demonstrate in the following with a dedicated experiment using an orthogonal field
orientation.
Next, we present similar measurements performed in a horizontal magnetic field, B ‖
[001]. This field orientation corresponds to the lowest critical field for phase II, B[001]II ≈ 2 T,
and in addition stabilizes the enigmatic phase II′ that is not found for any other high-
symmetry field direction. Hence, a natural question that served as an initial motivation for
these measurements is whether the diffuse magnetic signal near (111) persists into phase II′
or gets suppressed already at B[001]II . Again, we start our presentation with the analysis of
the magnetic Bragg peak at qIII = (0 0 0.8), which is shown in fig. 4.10 (a,b). In contrast
to phase II, the low-temperature phase III is much more isotropic and nearly insensitive
to the direction of the magnetic field. This can be seen from fig. 4.10 (b), where the full
suppression of magnetic intensity occurs at the same field of 0.7 T as for B ‖ [110]. However,
in contrast to fig. 4.7 (c), the peak intensity in this configuration decreases after cycling the
field, which can be explained by a partial suppression of the unfavorable magnetic domain
with qIII ‖ (001) ‖ B as a result of the domain selection.
Figures 4.10 (c) and (d) show the development of the diffuse magnetic signal near (111)
in the magnetic field B ‖ [001] at the base temperature of 0.06 K, and its temperature
dependence in constant magnetic field of 2.0 T, respectively. Here we observe an increasingly
incommensurate response with two broad magnetic satellites centered at (1 1 1±δ), which
surround the structural (111) reflection and move further away from the commensurate
position as the magnetic field is increased. From the fitting results shown in fig. 4.10 (e),
it is evident that the magnetic intensity starts to increase upon entering phase II, reaches
a saturation around 1.5 T, and then rapidly drops to zero across the transition to phase II′,
proving that the order parameter of II′ is qualitatively different from that of phase II and
is not represented by the observed diffuse signal. In fig. 4.10 (e), we also present a similar
field dependence of the intensity measured at an elevated temperature of 0.37 K > TN, with
a qualitatively similar behavior.
The field dependence of the incommensurability parameter δ, resulting from the fits
of the diffuse magnetic intensity, is also shown in fig. 4.10 (e) with diamond symbols. It
demonstrates a clear monotonic increase and gets maximized near the transition between
phases II and II′, beyond which it can no longer be determined because of the vanishing peak
intensity. We have extracted the incommensurability parameter by imposing a constraint on
the correlation length at low magnetic fields, i.e. the width of the peak in momentum space
at low magnetic fields was extrapolated from its values at higher fields. This assumption
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results in a finite incommensurability even in the low-field limit, which is however smaller
than the peak width and therefore cannot be clearly resolved in the raw data. The low-field
datasets in fig. 4.10 (c) can be equally well described with a broader commensurate peak.
Further, we followed the temperature dependence of the incommensurate magnetic
response at the field of 2.0 T, where the incommensurability parameter is maximized. The
corresponding data are shown in fig. 4.10 (d), and the resulting fitting parameters are plotted
in fig. 4.10 (f) vs. temperature. We observe a non-monotonic behavior of the peak intensity
with a local maximum around 0.25 K, which is consistent with the upturn in the transition
field BII – II′(T) seen in the phase diagram (fig. 4.2, dotted line). The incommensurability
parameter remains nearly constant as a function of temperature with only minor variations
of the order of 10%, as shown in fig. 4.10 (f) with diamond symbols.
Our results demonstrate the existence of static short-range AFQ correlations propagating
along (111), which represent the order parameter of phase II in Ce3Pd20Si6, seen here for the
first time directly in a scattering experiment. With the application of magnetic field, these
correlations become increasingly incommensurate and finally vanish across the transitions to
either phase II′ or phase I (for B ‖ [001] and B ‖ [110], respectively). Under the assumption
that the field-induced dipolar magnetic correlations are modulated by the underlying orbital
order [286], this implies the existence of a rather unusual incommensurate orbitally ordered
state whose propagation vector can be continuously tuned by the external magnetic field.
We now discuss possible mechanisms which may lead to this field-tuned incommensurate
multipolar order. First we recall that quadrupolar structures with incommensurate modula-
tions have been previously observed, for instance, in PrPb3 [320, 321] and in the so-called
“phase IV” (IC1) of the solid solution Ce0.7Pr0.3B6 [322, 323]. Incommensurate octupolar
order was also considered as a candidate for the hidden order parameter in URu2Si2 [324].
In the case of Ce1−xPrxB6, it has been suggested that the incommensurability of the Ox y -type
quadrupolar order results from the frustration imposed by the competition among the AFQ
and AFM exchange interactions in combination with RKKY interactions between the Ce and
Pr multipoles, and thermal fluctuations are necessary to stabilize the incommensurate MPO
phase. Compared to these cases, the present situation in Ce3Pd20Si6 is very unusual in two
respects:
(i) The incommensurability varies continuously with field, with no apparent lock-in of
the wavevector as opposed to PrPb3 [320].
(ii) The order is rather short-ranged despite the fact that the compound is stoichiometric,
without obvious sources of strong quenched disorder.
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The rather localized nature of the Ce orbitals suggests that the incommensurate ordering
wave vector has itinerant origin, determined by the Fermi-surface geometry. On the one
hand, in the itinerant approach similar structures can be obtained as exotic types of density-
wave phases, one prominent example being the incommensurate orbital antiferromagnetism
associated with circulating orbital currents [325] or different kinds of multipolar density
waves [326–329], which were proposed among other scenarios as possible explanations for
the hidden-order state in URu2Si2 [204, 310]. On the other hand, an alternative scenario,
which is more conceivable for our system with strongly localized f orbitals, would involve
long-ranged indirect RKKY-type interactions between multipolar moments, which are medi-
ated by the heavy conduction electrons [315, 320, 321]. The experimentally established
phase diagram also supports this scenario, as it compares remarkably well with earlier theo-
retical predictions derived from an effective pseudospin model for RKKY-coupled multipoles
of the Γ8 quartet at the 8c Ce site [see Supplementary Information of ref. 286]. Using a
microscopic study and a Ginzburg-Landau analysis, it was shown that, in a finite magnetic
field, the AFQ order can induce dipolar AFM order with the same symmetry. Depending
of the field direction, this dipolar order is either stable in the entire AFQ phase (generic
field direction away from [001]) or only in part of it (field along [001]). This is in striking
agreement with our experimental findings. A stabilization of TQ with field, as observed in
experiments, is expected for the quadrupolar moment O02 , which induces a dipolar moment
J z for field along [001]. On the other hand, the order in phase II′, which remains elusive in
the present study, could be of Ox y type as theoretically suggested. This hypothesis remains
to be clarified by future experiments.
While incommensurability was not considered initially in the framework of this theoretical
model, it is possible that the momentum-space structure of the RKKY interaction, as expressed
by the Lindhard function, displays a rather weak momentum dependence near its maximum:
Such a situation, arising from a complex underlying band structure, would reflect itinerant
frustration. A weak momentum dependence over a range of momenta implies that the
position of the maximum can acquire sizeable shifts as function of an applied Zeeman field.
Hence, we propose that the RKKY interaction displays a shallow peak at the ordering wave
vector with small incommensurability δ in weak fields, and this peak is continuously shifted
to larger δ with the application of an external magnetic field.
Given the discrete character of the orbital degrees of freedom, a plausible picture for
a multipolar state with small incommensurability δ is that of antiphase domain walls of
density∝ 1/δ in a commensurate background. A periodic arrangement of domain walls
yields a sharp Bragg peak. However, these domain walls are naturally susceptible to pinning
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by defects, which would destroy long-range order and result in a state with short-ranged
correlations. The susceptibility to quenched disorder is greatly enhanced by the postulated
weak momentum dependence of the RKKY interaction, as this also implies a weak selection of
an ordering wavevector. We propose this scenario as a possible explanation of the observed
small correlation length.
In summary, we provided direct evidence for field-induced dipolar magnetic correlations
in Ce3Pd20Si6, experimentally confirming the previously suggested AFQ order parameter of
the hidden-order phase II. We suggest that itinerant frustration, reflected in a particularly
weak momentum dependence of the RKKY interaction near its maximum wave vector, is
responsible for the experimental findings and can explain both the field-dependent incom-
mensurability and the short-range nature of the multipolar order. To verify the scenario of
itinerant frustration, detailed band-structure calculations for Ce3Pd20Si6 would be required;
those are not available to date. Alternatively, photoemission tomography might be used
to experimentally determine the low-energy bands which can be used to parameterize the
band structure and calculate the Lindhard function, as recently done for CeB6 [239].
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Appendix A
Spurions
An expert is a person who has found out by his own painful experi-
ence all the mistakes that one can make in a very narrow field.
Niels Bohr
This appendix contains supplementary material, which may be helpful in providing a
more comprehensive understanding of the difficulties that a researcher may face while
conducting a neutron scattering experiment or analyzing the measured data. Unfortunately,
I noticed a tendency, that no one is really interested and motivated to mention the problems,
that may arise during an experiment. Although in my opinion, the knowledge of technical
nuances can help significantly to interpret the results of the experiment.
It is extremely important for the experimentalist not to use the spectrometer as a “black-
box”, since convenient programs have recently appeared for processing neutron data which
seduce the user to get the result in just several clicks. It is simply impossible to estimate how
much time such toolsets saved for me. However, no program is capable of determining the
presence of the attenuator or a closed slit, which incorrectly reacted to the applied magnetic
field. The program is also incapable of determining the dark angles of the magnet and to
check if they block the incident beam. Problems which seem trivial at a first glance, can
sometimes lead to very unexpected results after averaging the data. I am even afraid to
discuss more complex questions, such as how to average the data measured at different sides
of the multi-analyzer with respect to the incoming beam. There are lots of other questions
which still puzzle me.
In one of the TOF experiments I have spent many hours in an attempt to determine
that the rotation of the sample occurs in the wrong direction. The problem appeared as
a complete mess of the structural Bragg peak positions. After all, in the case of the TOF
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experiment it is not so important in which direction the sample rotates. Thus, without
exact knowledge where in reciprocal space measurements were done, I continued to collect
data over a broad A3 range. My mistake was that the actual sample rotation, and the one
defined in the script were confused. However, I hardly imagine how much time I would
have spent if I had focused my attention on a small region where I expected the magnetic
signal, without doing an overview A3 scan, that immediately showed an incorrect position
of the structural Bragg reflections. Ironically, my colleague’s next experiment was associated
with same difficulties. The opportunity to learn about similar failures from other people
within neutron scattering community would be very useful to me.
Below I will try to give a detailed description of every spurious signal that appeared
as an artifact during some of the experiments in which I participated. As it was already
shown by other experimentalists, critical and unbiased attitude to the enigmatic peaks,
which were found in a variety of inelastic neutron scattering experiments, allows us to
explain their nature. A mysterious 20 meV signal, observed in TOF neutron data on pnictides
[330, 331], was found to be due to multiple scattering events involving the walls of the
sample environment [332]. Thus, the examples from my experience should not by no means
be interpreted as criticisma of specific spectrometers, but as a guide for experimentalists
to distinguish real signals from background and spurious artefacts. “If you don’t look for a
mistake, you can’t find one”.b
A.1 Aluminium Powder Lines
The signal in INS experiments can be contaminated by artifacts originating from the sample
environment, higher-order neutrons from the monochromator, or accidental Bragg scattering.
Sample holders and cryogenic sample equipment are typically made of polycrystalline
aluminum [333] due to its low absorption and incoherent scattering cross-sections, which
helps to minimize the background. However, the coherent cross-section according to table 1.1
is not negligible. As a result, contamination from the powder spheres, that originate from
the strongest (111), (200), (220), and (113) Bragg reflections, allowed for the face-centered
cubic crystal structure of Al, might appear.
Let us calculate at which scattering angle aluminium powder lines will appear. According
to Bragg’s law, 2dsinθ = nλ, where λ [Å] = 9.044/
p
E [meV] is the neutron wavelength,
a According to “Pauli-Effect”, there is a higher probability of technical equipment to encounter critical failure
in the presence of certain people. Another facetious interpretation sounds like: “a functioning device and
Wolfgang Pauli may not occupy the same room”.
b Television series Scrubs, season 1, episode 22.
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and d = a/
p
h2 + k2 + l2 is an interplanar distance with the lattice parameter a = 4.0862 Å.
Besides, scattering will also occur for neutrons with the wavelengths λ/2 and λ/3. The
corresponding scattering angle 2θ as a function of incident neutron energy is showna in
fig. A.1. So finally we got a trivial result: when doing a neutron scattering experiment one
should be careful and try to avoid 2θ and Ei values, which fulfill Bragg’s law for Al.
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Figure A.1: Scattering angles of the strongest aluminium
Bragg peaks as a function of a neutron energy. Black and
cyan solid lines show a typical energy scans at a constant |Q|
with different values of kf, as was mentioned in sec. 1.3.1.
A typical energy scan with a fixed-kf,
which is often performed during the ex-
periment, also has a certain dependence
between the scattering angle and neu-
tron energy (see sec. 1.3.1 for details).
As one can see, the energy scan around
(005) for Ca3Co2O6 with a kf = 3Å
−1
intersects with several Al powder lines,
while the energy scan with shorter kf in
case of CeB6 intersects only with pow-
der lines that originate from higher or-
der neutrons. At a first glance it is not
clear how the signal from the aluminum
lines can be observed in the experiment.
In the first case, the scan is done with Ef = 18.65 meV. Powder lines (111) and (200) inter-
sect with an energy scan when Ei equals 12.07meV, 19.92meV, 47.81meV or 57.37meV.
None of these values will satisfy Bragg’s law for Al, since Ei 6= Ef, therefore one would expect
that no signal from Al will be detected, however this is not the case. In addition to the
inelastic position on which a spectrometer nominally operated, elastic process with k′f = ki
occurs, since the 2θ spectrometer angle coincides with Bragg’s law for Al. Despite the fact
that the analyzer is tuned to a different wavelength, because of incoherent scattering at the
analyzer, a certain number of elastically scattered neutrons will hit the detector. As a result,
a spurious signal, which originates from the Bragg scattering on Al, can be found in the
inelastic scan. In the case of hexaboride only λ/2 and λ/3 powder lines can be observed,
however this possibility is completely excluded by high-order neutron filters.
It is not really convenient to predict powder lines with fig. A.1, since no one plots energy
spectra as a function of incident neutron energy. Dependence, calculated as a function of
|Q| and ħhω, will be much more representative. Let us imagine that with a fixed kf we have
a (200) and (220) Bragg reflections also present for λ/2 and λ/3 wavelength. They are not shown to keep the
figure understandable and not too messy.
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covered a 2θ = 0...160◦ range and measured an energy transfer range ħhω= 0...100meV.
This situation would occur, for example, when using a multianalyzer on a triple-axis neutron
spectrometer. Using eq. 1.29 and eq. 1.28 we can recalculate the specified 2θ into momentum
transfer |Q|. These calculations are shown in fig. A.2, where panel (a) is shown in angular
coordinates and panel (b) after appropriate transformation. The aluminum powder lines
are shown with solid lines, with colors that match the ones from fig. A.1.
According to fig. A.2(b), important conclusions can be drawn. The most obvious and
simple one is that it is very important to do detailed analysis of the expected spurion peaks
positions prior to the experiment, and try to adjust future scans in a way that they avoid
intersections with powder lines. In the worst case, neglecting this simple rule, and for
example doing broad energy scan in the vicinity of |Q| = 4Å−1 with a kf = 3Å−1, shown
with a magenta dashed line in fig. A.2(b), will lead to the intersection of the powder lines
four times. Because of the nonmonotonic dependence of the spurions, one would intersect
(220) powder line twice, followed by additional contribution from (200) and (111) lines at
higher energies. Another important conclusion is that in a constant-energy map, powder
lines will appear as concentric rings, which radius nonmonotonically depends on the chosen
energy transfer value. Such measurements are shown in fig. 1 in ref. [E1].
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Figure A.2: Energy vs. (a) 2θ ; (b) |Q| for a fixed kf = 3 Å−1. Shaded area shows the appropriate transformation
from angle to momentum space. Solid lines are aluminum powder lines.
We figured out how powder lines could appear during the experiment, and now it
becomes possible to subtract them. This was successfully done in one of our experiments
(see ref. [E1]). As shown in fig. A.3(a), an energy scan performed using the FlatCone
multianalyzer at the IN8 spectrometer at ILL shows Al powder lines as well as additional
contamination from the tail of the direct beam, which appears at small |Q| and large energy
transfer values. As a first step we have to transform the data as if they were measured for
elastic scattering of aluminum. In order not to confuse the meaning of |Q| for the sample
and aluminium, we can introduce |QAl| = 2pi/d = 2kisinθ . Transforming coordinates in
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Figure A.3: (a) Energy-momentum map as measured on Ca3Co2O6 using FlatCone multianalyzer, presented
in (E,|Q|) coordinates.(b) The same data after coordinate transformation to 2pi/d; (c) The same data after
subtraction of the Al powder lines and contribution from the tail of the direct beam. (d) Background model
that was used for subtraction.
this way makes it clear that the Al lines become vertical irrespective of the energy transfer,
as shown in fig. A.3(b). Now we can select energy windows, where there is no dispersive
magnon band, and integrate over them. After fitting of every line and the tail of the direct
neutron beam centered at 2θ = 0 with a Gaussian function, the corresponding background
was subtracted from the data, as shown in fig. A.3(c). The subtracted that consists of powder
lines and direct neutron beam is shown in fig. A.3(d).
A.2 Time-Independent Background
As it was already mentioned in sec. 1.3.3, for the TOF experiments it is possible to get rid of
a certain part of the background: time-independent background (TIB), which for example
can originate from neutrons scattered from other experiments and natural radioactivity.
In addition, radioactive samples can also contribute to the background level [334]. One
should not forget the fact that neutron detectors are also sensitive to γ-rays (see sec. 1.3.4 for
details), and is easy to understand a high level of γ-radiation if we recall sec. 1.2.1, where it
was mentioned that some materials emit γ-rays after absorbing a neutron. Described γ-ray
background could also give a rise to background counts [335].
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Figure A.4: Simulation of a typical (a) TOF spectra,
with the elastic line centered at t0 and TIB RTIB; (b)
energy spectrum, after conversion using eq. A.5. Sepa-
rately converted value RTIB is shown as a background
with a dashed line.
First of all let me give a brief explanation
how time of flight spectra are converted to en-
ergy spectra. After the neutron pulse reaches
the sample, neutrons scatter either elastically
or inelastically. As a result, elastically scat-
tered neutrons will reach the detector bank
at the moment of time t0, given by:
t0 =
√√mn
2Ei
· s, (A.1)
where s is the sample-to-detector distance.
Thus, the energy of inelastically scattered
neutrons can be written as:
Ef = Ei
 t0
t
2
, (A.2)
where t is the time of flight for any neutron. A
typical count rate in time space, schematically
shown in fig. A.4(a). It consists of the most
intense elastic peak centered at the time t0,
the intensity of which away from any Bragg
peaks is mainly determined by incoherent
scattering, a weak inelastic signal and a con-
stant background RTIB. Conversion from the
TOF spectra R(t) to an energy spectrum R(ħhω) is given by
R(ħhω) = R(t) dt
dω
· ki
kf
. (A.3)
Substituting the expression for Ef, given by eq. A.2, in eq. 1.28 we obtain:
t =
t0
p
Eip
Ei −ħhω
,
dt
dω
=
t0
p
Ei
2
1
(Ei −ħhω)3/2 . (A.4)
Finally, keeping in mind that ki/kf =
p
Ei/Ef =
p
Ei/(Ei −ħhω), we can rewrite eq. A.3 as:
R(ħhω) = R(t) t0Ei
2
1
(Ei −ħhω)2 = R(t)
√√s2mnEi
8
1
(Ei −ħhω)2 , (A.5)
as shown in fig. A.4(b). Omitting the constant expressed by the first term, correct fitting of
the TOF data should be done with the background given by ∼ RTIB(Ei−ħhω)−2, where RTIB is
a free parameter and has to be adjusted to provide the best fit to the measured data.
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At some facilities TIB subtraction is done automatically. Measuring the background level
during the certain time between the pulses when no “useful” neutrons are expected and
subtracting it from a TOF data allows you to get rid of TIB completely. In cases where such
kind of algorithm is not performed automatically, and as a result data contains background
that monotonicallya increases with energy, it is extremely important to take it into account,
especially when fitting the data at various Q points (see app. A.7 for details).
A.3 Scattering from Cryostat Walls in a TOF Experiment
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Figure A.5: Top view of a typical TOF spectrometer,
which illustrates scattering from cryostat walls.
Incoherent scattering of the incident neutron
beam on the Al walls of a cryostat or cryo-
magnet can significantly broaden the elastic
line, as it typically appears in the spectrum
as a pair of peaks slightly shifted to positive
and negative energy transfer values with re-
spect to the elastic position. Their intensities
depend strongly on the thickness of the inner
walls of the cryogenic device, the purity of
the used aluminum, and the degree of colli-
mation of the incident and scattered neutron
beams. This type of background contamination was observed both in the TAS and TOF
data. In order to accurately describe experimental results, corresponding peaks have to be
included in the fitting model for the shape of the elastic line. In case of a TOF experiment,
the apparent shape of the elastic line also becomes momentum-dependent after the data
are transformed into energy-momentum space. We can observe this effect in fig. 3.5(b),
where thicker Al walls of the cryomagnet at CNCS produce higher background, and at larger
momentum transfer values the elastic line splits into two “branches”. Let us try to figure out
where these elastic “branches” come from.
In the TOF experimental geometry, as shown in fig. A.5, the opposite segments of the
cryostat’s inner wall are illuminated by the direct neutron beam. Despite the fact that
according to table 1.1, the incoherent scattering cross-section of aluminum is relatively low,
because of high neutron flux, the two illuminated spots that are offset from the nominal
sample position serve as incoherent scattering centers, and it becomes possible to observe
the signal from an empty cryostat.
a TIB is not the only possible contribution to background that increases with energy. Multiple scattering also
show energy dependence at large momentum transfer values. See ref. 336–340 for details.
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Let the sample-to-detector distance be s, cryostat radius r, and the energy of the incident
neutron beam Ei. Neutrons that are scattered elastically from the sample will reach the
detector bank in time t0 = s/vi, where vi is the neutron velocity. Now we have to calculate
the time when neutrons which are scattered from the cryostat walls will reach the detector.
These two possible paths are shown in fig. A.5 with blue and red color. For a neutron that
travel along these routes it is necessary to take into account the time which it would spend
when flying between the cryostat wall and the sample (shown with green color in fig. A.5).
Thus we can write down both times as:
ta =
a
vi
− r
vi
, tb =
b
vi
+
r
vi
. (A.6)
According to eq. A.2 we can now define two different final energies Eaf and E
b
f , which will
only depend on the ratio t0/t x , written as:
t0
ta
=
s
a− r ,
t0
tb
=
s
b + r
. (A.7)
Using the geometric relationships for both paths, we can write them as
a =
p
s2 + r2 + 2srcos2θ , b =
p
s2 + r2 − 2srcos2θ . (A.8)
It is very easy to evaluate cos2θ if one recalls the Bragg condition for elastic scattering
|Q| = 2|ki|sinθ , the relation between energy and wave vector Ei [meV] = 2.072k2i [Å−1] and
the list of trigonometric identities:
cos2θ = 1− 2sin2θ = 1− 2
 |Q|
2|ki|
2
= 1− 2

2.072|Q|2
4Ei

= 1− 1.036|Q|2
Ei
(A.9)
Substituting the expression for Ef, given by eq. A.2, in eq. 1.28, and taking into account
expressions for both paths given by eq. A.8 together with eq. A.9, we obtain:
ħhωa = Ei

1− s2
(a− r)2

= Ei
1− s2r
s2 + r2 + 2sr

1− 1.036|Q|2Ei
− r2
 (A.10)
ħhωb = Ei

1− s2
(b + r)2

= Ei
1− s2r
s2 + r2 − 2sr 1− 1.036|Q|2Ei + r2
 (A.11)
Finally we derived the |Q| dependence of the incoherent scattering from the cryostat
walls. If we consider the limiting case |Q| → 0, both ħhωa and ħhωb become zero. In the
case of a finite |Q| value, ħhωa < 0 while ħhωb > 0, therefore one “branch” will appear
on the energy gain side and the other one on the energy loss respectively. Using above
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mentioned formulas, it becomes possible to determine the inner radius of the cryostat by
fitting shifted position of the elastic line during data analysis. The intensity ratio between
the two “branches” is determined by the neutron flux before and after the sample, which is
influenced by the total beam attenuation by the sample itself. Moreover, any accumulation
of ice (e.g. due to a lead in the cryomagnet) or hydrogen-containing grease on the cryostat
walls will dramatically enhance the spurious lines. In particular, a persistent leak in the
cryostat would result in their intensity increase with time (see app. A.5).
The easiest way to suppress spurious scattering from the cryostat walls is to use radial
collimators, which would prohibit the passage of neutrons scattered from any point except
the sample, located in the center of the cryostat. The use of such collimators significantly
weakens the described effect and allows us to uncover low-energy excitations even at large
momentum transfers.
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Figure A.6: Energy spectrum which shows spurions for
different cryostats, with and without sample.
In one of our TAS experiments, an energy
scan through the elastic line showed an un-
usual shape with two almost equally strong
peaks, shown in fig. A.6 with blue and red
markers. What is even more surprising, in
the first case the sample was inside the cryo-
stat, and in the second case the same empty
cryostat was measured. Thus, comparing
these two scans one can conclude that inco-
herent scattering from the cryostat is much
stronger than the incoherent line of the sam-
ple. We assume this happens due to the
presence of moisture inside the cryostat, since we already know (see table 1.1) that, among
the simplest and most possible elements, hydrogen has the largest incoherent scattering
cross-section. To test this, we replaced the cryostat with an absolutely identical one. Note,
that the “new” cryostat was warm, and thus we could exclude the possibility of ice being
present inside. The corresponding scan of the new cryostat is shown with black markers in
fig. A.6, and as can be seen it has a much lower background. After we cooled down the cryo-
stat, it showed an absolutely identical background level, which was averaged. Apart from
the most intense elastic line, it is important to mention two weak satellites at ∼ −0.24 meV
and ∼ 0.18 meV.
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Figure A.7: Top view of a typical triple axis spectrometer, which illustrates neutron path for: (a) elastic
scattering from a sample; (b) incoherent scattering from a cryostat wall with ki, and then how neutrons can get
into the detector, although the analyzer is tuned to a different wavelength; (c) same process with a different
kf. The image was created using TAKIN [60].
Below, I argue that observed peaks are due to elastic scattering from the cryostat walls.
First of all, one has to recall basic knowledge about TAS geometry (see. sec. 1.3.1). Vectors
Q, ki and kf form a triangle in the scattering plane, which satisfies the condition |Q|2 =
|ki|2 + |kf|2 − 2|ki||kf|cos2θS, where 2θS is the sample scattering angle. Corresponding
scattering angles of the analyzer and monochromator are 2θA and 2θM. Let the spectrometer
be in the elastic position, with the corresponding scattering angle of the monochromator,
sample and analyzer as showna in fig. A.7(a). When we change the energy transfer value in
the kf-fixed mode at a fixed |Q|, ki and 2θS values are automatically adjusted, in order to fulfill
the condition mentioned above, as shown in fig. A.7(b). In both configurations, opposite
segments of the cryostat’s inner wall are illuminated by the direct neutron beam, as was
mentioned in app. A.3. The analyzer is aligned in such a way that Bragg condition 2dAsinθA =
λf is fulfilled. In the elastic configuration, neutrons which are scattered incoherently from
the cryostat walls can not fulfill the condition above, unless the wavelength acceptance
∆λ/λ is too large. However in case of non-zero energy transfer, scattering from the cryostat
wall can fulfill the condition 2dAsin(θA +δ) = λi. This path is shownb with red in fig. A.7.
If the detector size is large enoughc, and δ is small, neutrons scattered from the cryostat in
this way can reach the detector and might appear as a spurious peak at a non-zero energy
transfer. It is clear that after changing kf, the 2θ angle at every axis is adjusted appropriately,
as shown in fig. A.7(c). As a result, scattering from the cryostat with a different wavelength
λi can fulfill Bragg’s law 2dAsin(θA +δ) = λi for the analyzer.
a Layout of the PANDA spectrometer is shown. Distance from the virtual source to monochromator, as well as to
the sample was shortened. Size of the cryostat and detector are exaggerated, as well as δ angle.
b Scattering from the second wall is simply not shown. This case will appear in the solution to eq.A.12.
c A typical 32He detector is 1 inch in diameter.
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Figure A.8: Solution of the eq. A.12 for different kf and
|Q| values, calculated for PG analyzer (dA = 3.355Å),
which describes scattering from the cryostat walls.
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Figure A.9: An energy spectrum, which shows spurious
signal measured for different kf values.
It is relatively difficult to obtain an ana-
lytical expression for the energy dependence
ħhω(|Q|, kf) of the spurious peak. In order
to understand the general behavior we can
limit ourselves to calculating only specific
kf values. In order to allow neutrons with
the wavelength λi to reach the detector, one
should fulfill condition sin(θA+δ)/sin(θA) =
kf/ki for any fixed kf value. Let the distance
between the sample and analyzer be L, cryo-
stat radius r, and the distance between the
cryostat wall and the analyzer L′. For the
scattering described above, the condition
Lcos(90−2θS) = L′cos(90−2θS−δ) is also
met. Finally using the 2θS angle obtained
from the scattering triangle, we can write:
δ = arcsin

kf
ki
sin(θA)
− θA,
2θS = arccos

k2i +k
2
f −|Q|2
2kikf

,
L′ = L cos(90−2θS)cos(90−2θS−δ) ,
r2 = L2 + L′2 − 2LL′cos(δ).
(A.12)
The numerical solution for most commonly used kf values is shown in fig. A.8, where red,
green and blue markers show energy transfer for different momentum transfer |Q|, at which
the spurious peak from the sample environment is expected. Analyzing the equation eq. A.12,
one can come to the evident conclusion that, due to the finite size of the detector, scattering
from large δ angles will not reach the detector. Therefore the simplest way to suppress
spurious signal is either to increasea the diameter of the cryostat or to use collimation. The
calculated spurious peak positions are in good agreement with the measured positions. Two
satellites, which were assumed to be the signal from the walls of an empty cryostat, are also
shifted closer to the elastic line at smaller kf values, as shown in fig. A.9.
a Changing cryostat radius from 2.5 cm to 10 cm, when measuring at |Q| = 1.32Å−1 with kf = 1.25Å−1, will
increase δ angles from 1.31◦ and −1.26◦ to 5.45◦ and −4.74◦ respectively. It is obvious that in the second
case the angle is too large and such scattering will not be observed.
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1.0
1.5
0.5
0.0
−0.5
T = 0.04 K
 ħω = [ 0.1 0.1] meV−
0.0 1.00.5
0.5
3.5
 I
N
S
 i
n
te
n
s
it
y
 L
 i
n
 (
H
H
L
)
H in (HHL)
first measured 
A3 angle
last measured 
A3 angle
Figure A.10: Constant-energy map of the INS intensity,
obtained by integrating the TOF data measured at LET
in the energy window [−0.1 0.1]meV. Time-dependent
background, which increases between the first and the
last measured A3 angle is assumed to be due to the
water, which freezes on a cryostat wall.
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Figure A.11: Energy spectrum which shows time devel-
opment of the spurios signal, which originates from the
frozen water on the cryostat wall. Calculations of the
scattering from an empty cryostat is done in app. A.3.
As we have already seen in previous sec-
tions, there is a high chance to observe spu-
rios signals which originate from the sam-
ple environment. Here I will present one of
the extreme examples, where the scattering
from an empty cryostat, already described
in app. A.3, was largely enhanced due to
the freezing of water on the outer cryostat
walls. This happened because the outer heat
shielding from the cryostat was erroneously
removed, in order to reduce the amount of
aluminum in the beam. The whole TOF de-
tector bank is evacuated down to a cryo-
genic vacuum, however as it is very difficult
to pump out water from a vacuum system,
moisture can freeze on the outer cryostat
wall, which has approximately the temper-
ature of the liquid nitrogen vessel. In case
of even a small leak, one should observe
significant increase of the background with
time. This behavior is shown in fig. A.10,
where each individual A3 angle has a higher
background. Note, that at higher momen-
tum transfer values, the elastic background
is even lower. It looks so because the spuri-
ous signal from the cryostat wall appears on
the energy gain and loss side at higher |Q|
values (see eq. A.10, eq. A.11).
In order to confirm that background increases with a time, the same A3 angle range
was measured multiple times. One-dimensional energy profiles obtained from the same
individual files by integration within |Q| = [1.9 2.1]Å−1 are shown in fig. A.11. The intensity
of two peaks, which appear at ∼ ±0.15meV, increases with time, while the elastic line
remains constant. This is fully consistent with the suggested explanation that the appearance
of the background is due to water freezing on the wall of the cryostat.
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Powder averaged energy-momentum maps of each scan are shown in fig. A.12 (a-c).
According to app. A.3, the elastic line is split into two branches, which appear above and
below incoherent scattering from a sample. This immediately explains the lower background
at higher momentum transfers in fig. A.10, as integrations within a narrow energy range
[−0.1 0.1]meV simply prevents the spurious signal from getting into the elastic channel.
Using a script, which takes into account the presence of incoherent scattering by the
sample, it becomes possible to determine the inner radius of the cryostat. As shown in
fig. A.12 (d), where powder-averaged TOF data of one individual scan were fitted with
eq. A.10 and eq. A.11. Additionally, adding the possibility of having a different radius for each
“branch”, corresponding radii of the cryostat are ra = 6.15±0.04 cm and rb = 7.59±0.03 cm.
The reason why radii should be different is not obvious to me, and I assume this is an artifact
of the model, which does not take into account the change in distance to the out of plain
detectors, which also contribute when doing powder averaging of the data. Unfortunately,
such kind of simulations can not be used to subtract the elastic line from the data, where
low lying inelastic excitations are masked with the elastic line, and it was done mainly as an
exercise in order to understand the origin of the spurious signal.
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Figure A.12: Energy-momentum map of the INS intensity, obtained after powder-averaging the TOF data
measured at LET. Same A3 angle was measured three times as shown in panels (a), (b) and (c). Panel (d)
shows fitting of the file #15915 with eq. A.10, eq. A.11, and elastic line.
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A.6 Helium Exchange-Gas Background
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Figure A.13: Constant-energy map of the INS inten-
sity, obtained by integrating the TOF data measured at
CNCS in the energy window [0.35 0.65]meV. The data
show resonant FM excitations centered at Γ ′′(110) and
Γ ′(001): (a) as initially measured, (b) after substrac-
tion of the He background according to eq. (A.13).
Additional background contamination may
originate from the He gas used for heat ex-
change between the sample and the cryo-
stat in some types of the cryogenic sample
environment [333]. It originates from non-
magnetic scattering on free He nuclei and
is both momentum and temperature depen-
dent, which can lead to a misinterpretation
of experimental results [341, 342]. This
type of background contamination was ob-
served in our TOF data at differen facilities.
It appears as a ring of intensity within ev-
ery constant-energy cut, as can be seen in
fig. A.13, where the contamination is ob-
served in the momentum range 0.25 r.l.u. ≤ |Q| ≤ 0.5 r.l.u. Scattering from single free nuclei
can be analytically described as [50]
S(Q,ω)∝

β
4piEr
1/2
×exp

− β
4Er
(ħhω− Er)

, (A.13)
where β = (kBT)−1 and Er = }h2|Q|2/(2M) is the recoil energy, M being the mass of the
nucleus. The CNCS data presented in fig. 3.5(b) have been background-corrected by
subtracting the analytical form of the He signal given by eq. (A.13).
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Figure A.14: Energy scan, which shows contamination
from the He exchange gas. Figure was taken from the
wiki:PANDA web-page.
Besides, exchange gas produce strongly
enhanced elastic background, thus signifi-
cantly broadening the elastic line. When
cooling a top loading cryostat the ambient
exchange gas pressure decreases to roughly
60 mbar. Such high exchange gas pressure
produces high background, as shown in
fig. A.14. Since it is not possible to pump
out exchange gas completely at low temper-
atures. One should pay attention to this technical nuance and pump the exchange gas to
roughly 100 mbar at room temperature.
For the purpose of this fitting, first of all one has to restrict the TOF dataset to the volume
of energy-momentum space that contains no magnetic signal. In particular case of CeB6 this
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Figure A.15: Energy-momentum map of the INS in-
tensity, obtained after powder-averaging the TOF data
measured at LET. Red lines shows the energy integra-
tion window. (b) Q-dependence, obtained by integrat-
ing the data shown in panel (a) in the energy win-
dow [0.35 0.55]meV. Solid line represents fit, given by
eq. (A.13) with a quadratic background, shown with a
dashed line. (c) Simulation of the He recoil signal.
is not so trivial task, as it is important to
avoid individual files which contain informa-
tion about Γ , R, X and M points, because
intense magnetic signal can be observed
there. Thus after selecting appropriate files,
they need to be averaged and treated as a
powder, as showna in fig. A.15(a). As a
next step it is important to choose an appro-
priate energy integration range. Although
the intensity of the signal decreases with
increasing values of both momentum and
energy transfer, one should not be jealous
and choose a range that is not too close to
the elastic line. Fig. A.15(b) presents the
Q-dependence of INS intensity within an en-
ergy window E = [0.350.55]meV, fitted to
the He signal given by eq. A.13 on top of
a quadratic background. The amplitude of
this contribution was kept as a free param-
eter and adjusted to provide the best fit to
the measured data. A good validation of the
fit result is to repeat the entire procedure for
different energy ranges, that do not overlap
at best. This is a good sign if the value of
the free parameter is the same within the
error bar for several energy rages, however
if it is not the case one should consider to
verify selected individual files and check the
presence of inelastic or quasielastic excita-
tions within the energy integration ranges.
As the last step it is necessary to calculate a
complete energy-momentum dependence of
the spurious signal, as shown in fig. A.15(c).
a Pay attention to the fact the the data in fig. A.15 represents experiment with the Ce0.25La0.75B6 sample and is
shown to emphasize how important it is to take into account weak He sinal. For details see app. A.7.
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Figure A.16: Energy-momentum profiles along high-symmetry directions measured at CNCS for CeB6: (a) in
the AFQ state B = 5 T, (b) after subtracting He background contamination, (c) simulation of the He “excitation
spectrum” along the same high-symmetry directions, that was subtracted from.
The quality of the resulting subtraction is demonstrated by fig. A.16, where energy-
momentum profiles through the 5 T dataset measured for CeB6 are shown. Panel (a) presents
initially measured data, and panel (b) shows the described above background-correction
procedure, which helps to reveal resonances at various high-symmetry points. Panel (c)
is shown to get a general impression on how strong the He contamination could be. As
the amplitude of the signal, the value of the free parameter obtained with the procedure
described above was used. Since every individual energy-momentum cut shown in fig. A.16
is obtained by averaging the signal within a certain range along the momentum direction
perpendicular to the specified trajectories, simulation of the He “excitation spectrum” was
done by averaging the signal within the same volume of the reciprocal space.
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The appearance of such a background is not always a priori predictable. We all know
that gas pressure depends strongly on temperature. Cryostats or cryomagnets have a very
uneven distribution of the temperature inside. Slightly above the neutron beam level, the
VTI regulator is located, and thus the temperature in this area is almost equal to the set-
point temperature. Closer to the loading flange, on top of the cryostat, the exchange gas
temperature is approximately equal to room temperature. In accordance with these simple
facts, it follows that the amount of gas at the beam level is actually strongly dependent on
the set-point temperature of the sample and will change with heating or cooling. This is very
easy to verify, by simply comparing the fit results for different temperatures measured in
one experiment, when the chance having different volume of the exchange gas is excluded.
A.7 Fitting the Data
During a typical neutron scattering experiment one has to deal mainly with an energy scan
at constant-Q position or fix energy transfer ħhω and run a Q-scan. Here I would like to
draw your attention to the seemingly routine procedure of processing the data. As one can
see, because of various inherent properties of the instruments as well as non-ideal sample
environment, spurious signal may appear in both elastic and inelastic spectra. In some cases
such artifacts might appear as sharp, well defined peaks, which quickly disappear when
the measuring point or instrument alignment is changed, thus being easily identified as a
spurious signal. However undefined and unexpected signals which mimic intrinsic scattering
features can easily be misinterpreted. Since all the intensive features have already been
measured on “previous generations” of instruments, each new piece of research pushes
modern equipment to its limit in terms of sensitivity and count rate. In some cases I had
to deal with intensities that lie a few counts above the background level of the instrument.
In such cases, the counting time could be as high as 60 minutes per point. Here I want to
show several examples where presence of the He background as well as scattering from
the sample environment could significantly influence the interpretation of the very weak
magnetic signal. This problem was most acute in sec. 3.3.2, where it was necessary to fit
many quasielastic lines as a function of temperature.
Let me start with the case where the effect of helium background can be excluded. The
Ce0.25La0.75B6 sample was mounted in a liquid-free bottom-loading closed cycle cryostat. The
metallic sample was screwed directly to the cold head, and therefore it became possible to
operate the cryostat without exchange gas, continuously pumping the vacuum chamber. The
results of this experiment, shown in fig. 3.24, were already discussed in sec. 3.3.2, therefore
here I would like to make an emphasis on the necessity to determine correct shape of the
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Figure A.17: Energy scan measured at the X (0 0 0.5) point, fitted to the sum of gaussian peaks, quadratic
background and quasielastic line at: (a) T = 3 K; (b) same temperature, but as the background signal, empty
cryostat scan is used. Same fit model at a higher temperature T = 120 K is (c) and (d) respectively.
background. In order to determine the width of the quasielastic line, we performed an energy
scan. At higher temperatures one should expand a scan to the energy gain side (negative
energy transfer values), as in this case the intensity of the signal at negative energies is
strongly enhanced because of the Bose population factor.
When one tries to determine the peak width, the strongest signal at zero energy transfer,
which is usually attributed to the incoherent scattering from the sample, is fitted to the
gaussian line, unless convolution with the spectrometers resolution function is done. Linear,
quadratic, or a sum of both functions is used to describe a non monotonic background.
After adjusting all parameters to provide the best fit to the measured data, the width of the
quasielastic line is plotted as a function of temperature (see fig. 3.25). Such a fit at T = 3 K
is shown in fig. A.17 (a), and the corresponding line width value Γ = 0.37± 0.08meV. If
we recall app. A.4, it becomes clear that the fit described above lacks an important part:
additional scattering from an empty cryostat. An empty cryostat scan shows that the
background of the instrument is perfectly described by a quadratic function and scattering
from the cryostat wall, in the vicinity of the elastic line, with two additional gaussian
functions. An empty cryostat scan and fit are shown in fig. A.17 (b) with black markers and
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a dashed line, respectively. After including emptycan measurement as a background into
the fit model and running a global fit of both data sets, the line width value reduces to
Γ = 0.32± 0.04 meV. As one can see both values are the same within the errorbars. Thus,
the exact shape of the background hardlya affects the width of the quasielastic peak at low
temperatures.
However, in the case of high temperatures the situation changes fundamentally. As
shown in fig. A.17 (c), an attempt to fit a T = 120 K data without a pre-defined background,
using same simple model as in panel (a), fails. Despite the fact that the data are well
described by the fit function, a too narrow peak width Γ = 0.29 ± 0.18meV as well as
an incorrectly described background, of course in comparison with the known one from
the empty cryostat scan, indicate that peak width could be misinterpreted. This problem
automatically disappears and the peak width is correctly determined when the background
of an empty cryostat is included in the model, as shown in fig. A.17 (d). Of course one can
oppose, that by using a shared background between all data sets it is easy to overcome
this problem. In some cases it is true, and to some extent this improves the results, as this
trick give peaks width Γ = 0.28 ± 0.05meV and Γ = 0.50 ± 0.08meV for low and high
temperatures. But similarly one can use a linear function as a background, and obtain a
different set of the peak width values. Therefore here I wanted to make an emphasis not on
the absolute value of the peak width and how accurate it is, but on the fact that in case of
weak signals, the measured width of the quasielastic signal should be seriously questioned
without proper investigation of the instrument’s background.
As the next step, I want to discuss the case in which it is quite easy to make a mistake in
determining the signal width because of the spurious signal from the He exchange gas. TOF
measurements of Ce0.50La0.50B6 and Ce0.25La0.75B6 at LET shown in fig. 3.21 (c-d), turned out
to be slightly contaminated. If one does detailed analysis of the He scattering “spectrum”,
shown in fig. A.16 (c), it becomes clear that for both X (0 0 0.5) and R(0.5 0.5 0.5) points,
spurious signal appears at different energies with different intensities, and in cases when the
magnetic signal is very weak it can substantially change the width of the peak. In app. A.6, I
have already shown that in case of TOFb measurements, it becomes possible to subtract the
a In the case of an “orange” type cryostat this is not entirely true, since the amount of aluminum in the beam is
larger and it becomes difficult to describe the elastic line with only one gaussian peak.
b The same trick should be possible for the TAS experiment, by measuring the signal at various |Q| points at the
same temperature, and then include it in the fit model. Because of exceptionally high time efforts, as well as
the difference of the exchange gas amount with a temperature change, this method has never been used by me.
Pumping exchange gas to the lowest possible limit, and thus sacrificing the time of temperature stabilization
works well.
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Figure A.18: Energy scan measured at the R(0.5 0.5 0.5) point, fitted to the sum of gaussian peaks, TIB
background and quasielastic line, (a) without He contribution; (b) with He spurious signal.
spurious signal. Below I would like to demonstrate unprocessed data, where amplitude of
the He spurious signal, defined as described in app. A.6, has been included in the fit as a
spurious peak. After comparing fit results with the model where the helium signal was not
taken into account, it becomes obvious that it is very easy to misinterpret the quasielastic
peakwidth.
In fig. A.18 an energy scan measured at the R(0.5 0.5 0.5) point is shown. It is important
to note that the above-raised question of the background shape naturally disappearing in
the case of TOF data. This profile in most cases is perfectly described by just one number
RTIB, as was shown in app. A.2. Incoherent scattering from the sample was again fitted with
a gaussian profile. In both cases, whether He contamination is taken into account or not,
apparent quality of the fit is perfect. However, a comparison of the quasielastic peak width
points out the fact that the sample environment has a large influence on the width of a weak
magnetic signal. Moreover, if one compare compares Q vectors of different length, like R, X
and Γ (110) points, the spurious helium signal will affect the width of the peak in different
ways, resulting in a spurious momentum-dependence of the peak width. The fit result at the
Γ (110) point is sufficiently stable against spurious He signal since it appears at high energy
transfer values. On the other hand, one needs to be extremely careful when fitting R and X
points.
As the last example I want to show measurements where He exchange gas produced
a spurious peak after cooling the sample below TN, with an intensity comparable to that
of the magnetic signal. Without prior knowledge about the absence of a magnetic signal
at this energy, as well as of the He scattering “spectrum”, I would have spent a lot of
time determining that the peak is nonmagnetic. In a previous experiment, below TN, we
found two excitations at the Γ ′′(110) point in CeB6. For quite a long time we could not
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Figure A.19: Energy scan at the Γ ′′(110) point, at a slightly incommensurate wave vector to avoid the
contamination from the Bragg tail, measured (a) above TN, and (b) below TN. Difference in spurious He signal
for different temperatures is additionally shown in panel (b). Negative slope of the background was confirmed
during empty cryostat measurements.
cool down the sample. Therefore to rationally use the time, we decided to measure the
sample in the paramagnetic state at T = 5K, where quasielastic magnetic signal with a
known width is present, and use it as a background. The corresponding scan is shown
in fig. A.19 (a), however at that point He background was not included in the fit model.
Finally, after reaching base temperature, I realized, that in addition to the two expected
signals, a broad contribution at ∼ 2.5meV is present, as shown in fig. A.19 (b). In order
to reach base temperature, He exchange gas pressure was significantly increased by the
sample environment technician. After including it in the model I was able to fit data for
both temperatures, with a different exchange gas amount, as indicated in each panel. In
addition, He contribution at higher temperature is show in panel(b) with a magenta dashed
line. As it can be seen, the signal becomes much broader at higher temperatures, thus an
attempt to measure a high-temperature background in some cases may fail.
As a conclusion I would like to give several, in my opinion useful, recommendations.
Triple-axis spectrometers are more effective for parametric studies, where the magnetic
scattering intensity has to be measured as a function of external parameters (temperature,
magnetic field, or pressure) for a few given positions in the energy-momentum space.
Therefore, for an accurate interpretation of the obtained data when measuring temperature
dependencies of various excitations, it is desirable to avoid a cryostat with exchange gas.
This is especially important when the position of the investigated peak intersects with the
position where a signal from the exchange gas is expected. In the case, when you need to
determine quasielastic peak width, I would strongly suggest to use a cryostat with larger
inner diameter. For example at PANDA, to reduce background, a vacuum chamber with
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diameter 540 mm is available. If the thermal shielding is removed, only a thin ring of the
aluminium from the vacuum chamber will be illuminated with neutrons, which according to
app. A.4 will not produce a spurious signal in the vicinity of the elastic line. Measuring an
empty cryostat in some cases can also help.
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Animation (online only)
Figure B.1: Animation illustrating magnetic field dependence of the magnon spectrum along high-symmetry
directions in CeB6. Each frame consists of three color maps integrated along straight segments connecting the
X (00 12 ), R(
1
2
1
2
1
2 ), Γ
′′(110), and X ′′(11 12 ) points, which we combined to form a continuous polygonal path in
reciprocal space. The controls at the bottom of the figure can be used to modify the frame rate, pause the
animation, or browse through individual frames. The animation can be viewed in the online supplementary
materials of ref. E7.
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B.1 Detailed Magnetic Field Dependence
Here in fig. B.1 I present an animation showing the full set of INS data on CeB6 measured at
the cold-neutron TOF spectrometer IN5 as a function of magnetic field. These data were
obtained as two-dimensional cuts along the (H H 12), (H H 1−H), and (1 1 L) high-symmetry
directions from our four-dimensional TOF dataset by integrating within ± 0.15 r.l.u. along
the momentum direction perpendicular to the plane of the figure in the (HH L) scattering
plane, and ±0.04 r.l.u. in the out-of-plane (vertical) direction parallel to the magnet axis.
Evolution of both resonant modes at the zone center (Γ ) and zone corner (R) can be observed.
Publication List 151
Publication List
[E1] A. Jain, P. Y. Portnichenko, H. Jang, G. Jackeli, G. Friemel, A. Ivanov, A. Piovano,
S. M. Yusuf, B. Keimer, and D. S. Inosov, Phys. Rev. B 88, 224403 (2013).
[E2] P. Y. Portnichenko, A. S. Cameron, M. A. Surmach, P. P. Deen, S. Paschen, A. Prokofiev,
J.-M. Mignot, A. M. Strydom, M. T. F. Telling, A. Podlesnyak, and D. S. Inosov, Phys. Rev.
B 91, 094412 (2015).
[E3] M. A. Surmach, F. Brückner, S. Kamusella, R. Sarkar, P. Y. Portnichenko, J. T. Park,
G. Ghambashidze, H. Luetkens, P. K. Biswas, W. J. Choi, Y. I. Seo, Y. S. Kwon, H.-H. Klauss,
and D. S. Inosov, Phys. Rev. B 91, 104515 (2015).
[E4] P. Y. Portnichenko, J. Romhanyi, Y. A. Onykiienko, A. Henschel, M. Schmidt,
A. S. Cameron, M. A. Surmach, J. A. Lim, J. T. Park, A. Schneidewind, D. L. Abernathy,
H. Rosner, J. van den Brink, and D. S. Inosov, Nature Commun. 7, 10725 (2016).
[E5] A. Koitzsch, N. Heming, M. Knupfer, B. Büchner, P. Y. Portnichenko, A. Dukhnenko,
N. Shitsevalova, V. Filipov, L. Lev, V. Strocov, J. Ollivier, and D. S. Inosov, Nature Commun.
7, 10876 (2016).
[E6] A. S. Cameron, Y. V. Tymoshenko, P. Y. Portnichenko, J. Gavilano, V. Tsurkan, V. Felea,
A. Loidl, S. Zherlitsyn, J. Wosnitza, D. S. Inosov, J. Phys.: Cond. Matter 28, 146001
(2016).
[E7] P. Y. Portnichenko, S. V. Demishev, A. V. Semeno, H. Ohta, A. S. Cameron, M. A. Surmach,
H. Jang, G. Friemel, A. V. Dukhnenko, N. Yu. Shitsevalova, V. B. Filipov, A. Schneidewind,
J. Ollivier, A. Podlesnyak, D. S. Inosov, Phys. Rev. B 94, 035114 (2016).
[E8] P. Y. Portnichenko, S. Paschen, A. Prokofiev, M. Vojta, A. S. Cameron, J.-M. Mignot,
A. Ivanov, D. S. Inosov, Phys. Rev. B 94, 245132 (2016).
[E9] M. A. Surmach, P. Y. Portnichenko, J. T. Park, J. A. Rodriguez-Rivera, D. L. Sun, Y. Liu,
C. T. Lin, D. S. Inosov, Phys. Stat. Sol. B 254, 1600162 (2017).
152
[E10] Y. V. Tymoshenko, Y. A. Onykiienko, T. Mueller, R. Thomale, S. Rachel, A. S. Cameron,
P. Y. Portnichenko, D. V. Efremov, V. Tsurkan, D. L. Abernathy, J. Ollivier, A. Schneidewind,
A. Piovano, V. Felea, A. Loidl, D. S. Inosov, Phys. Rev. X 7, 041049 (2017).
[E11] D. J. Jang, P. Y. Portnichenko, A. S. Cameron, G. Friemel, A. V. Dukhnenko, N. Y. Shitse-
valova, V. B. Filipov, A. Schneidewind, A. Ivanov, D. S. Inosov, M. Brando, npj Quantum
Materials 2, 62 (2017).
[E12] S. E. Nikitin, P. Y. Portnichenko, A. V. Dukhnenko, N. Yu. Shitsevalova, V. B. Filipov, Y. Qiu,
J. A. Rodriguez-Rivera, J. Ollivier, D. S. Inosov, Phys. Rev. B 97, 075116 (2018).
Preprints
[E13] A. S. Cameron, Y. S. Yerin, Y. V. Tymoshenko, P. Y. Portnichenko, A. S. Sukhanov,
M. Ciomaga Hatnean, D. McK. Paul, G. Balakrishnan, R. Cubitt, D. S. Inosov,
arXiv:1810.03876.
[E14] P. Y. Portnichenko, S. E. Nikitin, A. Prokofiev, S. Paschen, J.-M. Mignot, J. Ollivier,
A. Podlesnyak, S. Meng, Z. Lu, D. S. Inosov, arXiv:1810.12740.
Publication List 153
Bibliography
[1] C. Taylor, The atomists, Leucippus and Democritus: fragments: a text and translation
with a commentary (University of Toronto Press, 1999), ISBN 0-8020-4390-9.
[2] G. E. R. Lloyd, Aristotle: The Growth and Structure of his Thought (Cambridge Univer-
sity Press, 1968), ISBN 0-521-07049-X.
[3] J. Dalton, A New System of Chemical Philosophy, A New System of Chemical Philosophy
(William Dawson & Sons, 1808).
[4] J. Thomson, Lond. Edinb. Dubl. Phil. Mag. 7, 237 (1904).
[5] E. Rutherford, Lond. Edinb. Dubl. Phil. Mag. 21, 669 (1911).
[6] N. Bohr, Lond. Edinb. Dubl. Phil. Mag. 26, 1 (1913).
[7] N. Bohr, Lond. Edinb. Dubl. Phil. Mag. 26, 476 (1913).
[8] N. Bohr, Lond. Edinb. Dubl. Phil. Mag. 26, 857 (1913).
[9] A. Sommerfeld, Atomic structure and spectral lines, 3rd ed., Vol. 1 (E.P. Dutton, 1931).
[10] P. Zeeman, Lond. Edinb. Dubl. Phil. Mag. 44, 55 (1897).
[11] P. Zeeman, Lond. Edinb. Dubl. Phil. Mag. 43, 226 (1897).
[12] P. Zeeman, Nature (London) 55, 347 (1897).
[13] E. Schrödinger, Ann. Phys.-Berlin 384, 361 (1926).
[14] M. Born, Science 122, 675 (1955).
[15] D. Strömholm and T. Svedberg, Z. anorg. allg. Chem. 61, 338 (1909).
[16] D. Strömholm and T. Svedberg, Z. anorg. allg. Chem. 63, 197 (1909).
[17] K. Fajans, Ber. Dtsch. Chem. Ges. 46, 422 (1913).
154
[18] F. Soddy, Nature (London) 91, 57 (1913).
[19] W. Bothe and H. Becker, Z. Phys. 66, 289 (1930).
[20] H. Becker and W. Bothe, Z. Phys. 76, 421 (1932).
[21] J. Chadwick, Nature (London) 129, 312 (1932).
[22] J. Chadwick, Proc. Phys. Soc. London Sect. A 142, 1 (1933).
[23] J. Chadwick, Proc. Phys. Soc. London Sect. A 136, 692 (1932).
[24] “The Nobel Prize in Physics 1935”, Nobelprize.org.
[25] J. R. Dunning, G. B. Pegram, G. A. Fink, D. P. Mitchell, and E. Segrè, Phys. Rev. 48,
704 (1935).
[26] D. P. Mitchell and P. N. Powers, Phys. Rev. 50, 486 (1936).
[27] E. Fermi, Am. J. Phys. 20, 536 (1952).
[28] T. E. Mason, T. J. Gawne, S. E. Nagler, M. B. Nestor, and J. M. Carpenter, Acta Cryst.
A 69, 37 (2013).
[29] C. G. Shull, Rev. Mod. Phys. 67, 753 (1995).
[30] C. G. Shull and J. S. Smart, Phys. Rev. 76, 1256 (1949).
[31] B. N. Brockhouse, Methods for Neutron Spectrometry (1961).
[32] B. N. Brockhouse, A. D. B. Woods, G. Dolling, and I. M. Thorson, Research with
Inelastic Neutron Scattering at the NRU Reactor (1964).
[33] “The Nobel Prize in Physics 1994”, Nobelprize.org.
[34] K. Nakamura and Particle Data Group, J. Phys. G: Nucl. Part. Phys. 37, 075021 (2010).
[35] F. E. Wietfeldt and G. L. Greene, Rev. Mod. Phys. 83, 1173 (2011).
[36] G. Audi, O. Bersillon, J. Blachot, and A. Wapstra, Nucl. Phys. A 729, 3 (2003).
[37] K. H. Lieser, Nuclear and Radiochemistry, 2nd ed. (Wiley, 2001), ISBN 3-527-30317-0.
[38] N. Tsoulfanidis, Measurement and Detection of Radiation, 2nd ed. (Taylor & Francis,
1995), ISBN 1-56032-317-5.
Publication List 155
[39] G. Rusev, M. Jandel, M. Krticˇka, C. W. Arnold, T. A. Bredeweg, A. Couture, W. A.
Moody, S. M. Mosby, and J. L. Ullmann, Phys. Rev. C 88, 057602 (2013).
[40] G. Breit and E. Wigner, Phys. Rev. 49, 519 (1936).
[41] J. R. Tillman and P. B. Moon, Nature (London) 136, 66 (1935).
[42] O. R. Frisch and G. Placzek, Nature (London) 137, 357 (1936).
[43] H. A. Bethe, Phys. Rev. 47, 747 (1935).
[44] K. H. Beckurts and K. Wirtz, Neutron Physics, 1st ed. (Springer-Verlag Berlin Heidel-
berg, 1964), ISBN 978-3-642-87616-5.
[45] N. Soppera, M. Bossant, and E. Dupont, Nucl. Data Sheets 120, 294 (2014).
[46] G. L. Molnár, ed., Handbook of Prompt Gamma Activation Analysis: with Neutron
Beams, 1st ed. (Kluwer Academic Publishers, 2004), ISBN 978-1-4757-0997-1.
[47] K. Sköld and D. L. Price, eds., Neutron scattering A, Methods of experimental physics,
Vol. 23 (Academic Press, 1986), ISBN 0-12-475965-3.
[48] T. Lucatorto, A. C. Parr, and K. Baldwin, eds., Experimental Methods in the Physical
Sciences (Academic Press, 2013), ISBN 978-0-12-398374-9.
[49] G. Kostorz, ed., Neutron Scattering, Treatise on materials science and technology,
Vol. 15 (Academic Press, 1979), ISBN 0-12-341815-1.
[50] G. Squires, Introduction to the Theory of Thermal Neutron Scattering (Dover Publica-
tions, Inc., Mineola, New York, 1996), ISBN 0-486-69447-X.
[51] R. E. Lechner, D. Richter, and C. Riekel, Neutron Scattering and Muon Spin Rotation
(Springer Berlin Heidelberg, 1983), ISBN 3-540-12458-6.
[52] V. F. Sears, Neutron News 3, 26 (1992).
[53] M. Collins, Magnetic Critical Scattering (Oxford University Press, 1989), ISBN 0-19-
504600-5.
[54] S. W. Lovesey, The Theory of Neutron Scattering from Condensed Matter, Vol. II (Oxford
University Press, 1986), ISBN 0-19-852029-8.
[55] R. E. Watson and A. J. Freeman, Acta Cryst. 14, 27 (1961).
156
[56] E. J. Lisher and J. B. Forsyth, Acta Cryst. A 27, 545 (1971).
[57] J. Baruchel, J.-L. Hodeau, M. S. Lehmann, J.-R. Regnard, and C. Schlenker, eds.,
Neutron and Synchrotron Radiation for Condensed Matter Studies: Applications to Solid
State Physics and Chemistry, 1st ed. (Springer-Verlag Berlin Heidelberg, 1994), ISBN
978-3-540-57691-4.
[58] J. H. Hubbell and I. Øverbø, J. Phys. Chem. Ref. Data 8, 69 (1979).
[59] M. Angst, T. Brückel, D. Richter, and R. Zorn, eds., Scattering methods for condensed
matter research: towards novel applications at future sources (Forschungszentrum
Jülich GmbH, 2012), ISBN 978-3-89336-759-7.
[60] T. Weber, R. Georgii, and P. Böni, SoftwareX 5, 121 (2016).
[61] J. W. Lynn, Y. Chen, S. Chang, Y. Zhao, S. Chi, W. Ratcliff II, B. G. Ueland, and R. W.
Erwin, J. Res. Natl. Inst. Stand. Technol. 117 (2012).
[62] G. Ehlers, A. A. Podlesnyak, J. L. Niedziela, E. B. Iverson, and P. E. Sokol, Rev. Sci.
Instrum. 82, 085108 (2011).
[63] J. Ollivier and H. Mutka, J. Phys. Soc. Jpn. 80, SB003 (2011).
[64] R. Ewings, A. Buts, M. Le, J. van Duijn, I. Bustinduy, and T. Perring, Nucl. Instrum.
Methods Phys. Res. Sect. A-Accel. Spectrom. Dect. Assoc. Equip. 834, 132 (2016).
[65] D. Reilly, N. Ensslin, H. Smith, and S. Kreiner, eds., Passive Nondestructive Assay of
Nuclear materials (US Nuclear Regulatory Commission, 1991), ISBN 0-16-032724-5.
[66] D. Filges and F. Goldenbaum, Handbook of Spallation Research: Theory, Experiments
and Applications, 1st ed. (Wiley-VCH, 2010), ISBN 978-3-527-40714-9.
[67] L. D. Stephens and A. J. Miller, Radiation studies at a medium energy accelerator.
Report number: UCRL-19386.
[68] J. C. David, Eur. Phys. J. A 51, 68 (2015).
[69] W. M. Brobeck, E. O. Lawrence, K. R. MacKenzie, E. M. McMillan, R. Serber, D. C.
Sewell, K. M. Simpson, and R. L. Thornton, Phys. Rev. 71, 449 (1947).
[70] R. Serber, Phys. Rev. 72, 1114 (1947).
Publication List 157
[71] G. Bauer, H. Conrad, K. Gruenhagen, H. Spitzer, and G. Milleret, How Much Thermal
Neutron Flux is Gained Using Deuterons Instead of Protons? in Proceedings of the
Sixth Meeting of the INTERNATIONAL COLLABORATION ON ADVANCED NEUTRON
SOURCES (ICANS-VI), p.619-627, Argonne National Lab., (1982).
[72] J. M. Carpenter, Nucl. Instrum. Methods 145, 91 (1977).
[73] N. Fomin, G. Greene, R. Allen, V. Cianciolo, C. Crawford, T. Tito, P. Huffman, E. Iverson,
R. Mahurin, and W. Snow, Nucl. Instrum. Methods Phys. Res. Sect. A-Accel. Spectrom.
Dect. Assoc. Equip. 773, 45 (2015).
[74] M. Schieber, O. Khakhan, V. Beilin, E. Mojaev, and M. Roth, J. Optoelectron. Adv.
Mater. 12 (2010).
[75] V. C. Tongiorgi, S. Hayakawa, and M. Widgoff, Rev. Sci. Instrum. 22, 899 (1951).
[76] I. L. Fowler and P. R. Tunnicliffe, Rev. Sci. Instrum. 21, 734 (1950).
[77] J. G. A. Ferguson and F. E. Jablonski, Rev. Sci. Instrum. 28, 893 (1957).
[78] Prof. Dr. Johanna Stachel, Detectors in Nuclear and Particle Physics, Department of
Physics und Astronomy University of Heidelberg, (presentation), 16 July 2015.
[79] G. F. Knoll, Radiation Detection and Measurement, 4th ed. (Wiley, 2010), ISBN 978-0-
470-13148-0.
[80] R. Batchelor, R. Aves, and T. H. R. Skyrme, Rev. Sci. Instrum. 26, 1037 (1955).
[81] C. Frost, R. Eccleston, J. Norris, N. Rhodes, and D. White, New Horizons with
Position Sensitive 3He Detectors in Proceedings of the Fourteenth Meeting of the
INTERNATIONAL COLLABORATION ON ADVANCED NEUTRON SOURCES (ICANS-
XIV), p.184–192, Starved Rock Lodge, Utica, IL (1998).
[82] U. Rössler, Solid State Theory: An Introduction, 2nd ed. (Springer-Verlag, Berlin
Heidelberg, 2009), ISBN 978-3-540-92761-7.
[83] K. Andres, J. E. Graebner, and H. R. Ott, Phys. Rev. Lett. 35, 1779 (1975).
[84] F. Steglich, J. Aarts, C. D. Bredl, W. Lieke, D. Meschede, W. Franz, and H. Schäfer,
Phys. Rev. Lett. 43, 1892 (1979).
[85] P. W. Anderson, Phys. Rev. 124, 41 (1961).
158
[86] P. Fulde, J. Phys. F: Met. Phys. 18, 601 (1988).
[87] P. Fulde, Electron Correlations in Molecules and Solids, 3rd ed. (Springer, 2003), ISBN
3-540-59364-0.
[88] P. Fazekas, Lecture Notes on Electron Correlation and Magnetism, Series in Modern
Condensed Matter Physics (World Scientific Pub Co Inc, 1999), ISBN 9810224745.
[89] S. P. Helmut Kronmüller, ed., Handbook of Magnetism and Advanced Magnetic Materials
(John Wiley & Sons, 2007), ISBN 978-0-470-02217-7.
[90] M. H. Hamidian, A. R. Schmidt, I. A. Firmo, M. P. Allan, P. Bradley, J. D. Garrett, T. J.
Williams, G. M. Luke, Y. Dubi, A. V. Balatsky, and J. C. Davis, Proc. Natl. Acad. Sci. U.
S. A. 108, 18233 (2011).
[91] A. C. Hewson, The Kondo Problem to Heavy Fermions, Cambridge Studies in Magnetism
(Cambridge University Press, 1997), ISBN 0-521-36382-9.
[92] J. Kondo, Prog. Theor. Phys. 32, 37 (1964).
[93] W. de Haas, J. de Boer, and G. van Dën Berg, Physica 1, 1115 (1934).
[94] Y.-h. Zhang, S. Kahle, T. Herden, C. Stroh, M. Mayor, U. Schlickum, M. Ternes, P. Wahl,
and K. Kern, Nature Commun. 4, 2110 (2013).
[95] K. Yosida, Theory of magnetism (Springer, 1996), ISBN 3-540-60651-3.
[96] P. Coleman, Introduction to Many-Body Physics, 1st ed. (Cambridge University Press,
2016), ISBN 978-0-521-86488-6.
[97] Y. O¯nuki, R. Settai, F. Honda, T. Takeuchi, N. Tateiwa, T. Matsuda, E. Yamamoto,
Y. Haga, and H. Harima, Physica C 469, 868 (2009).
[98] S. Doniach, Physica B+C 91, 231 (1977).
[99] R. Doradzin´ski and J. Spałek, Phys. Rev. B 58, 3293 (1998).
[100] N. Majlis, The Quantum Theory of Magnetism, 1st ed. (World Scientific Publishing
Company, 2001), ISBN 981-02-4018-X.
[101] P. Fulde and M. Loewenhaupt, Adv. Phys. 34, 589 (1985).
[102] K. W. H. Stevens, Proc. Phys. Soc. London Sect. A 65, 209 (1952).
Publication List 159
[103] M. Hutchings, Solid State Phys. 16, 227 (1964).
[104] K. Lea, M. Leask, and W. Wolf, J. Phys. Chem. Solids 23, 1381 (1962).
[105] M. Loewenhaupt, J. Carpenter, and C.-K. Loong, J. Magn. Magn. Mater. 52, 245
(1985).
[106] M. Sundermann, K. Chen, H. Yavas, H. Lee, Z. Fisk, M. W. Haverkort, L. H. Tjeng,
and A. Severing, EPL 117, 17003 (2017).
[107] Y. Kuramoto, H. Kusunose, and A. Kiss, J. Phys. Soc. Jpn. 78, 072001 (2009).
[108] J. Sakurai, J., Modern Quantum Mechanics (Addison-Wesley Publishing Company,
1993), ISBN 0-201-53929-2.
[109] H. Kusunose, J. Phys. Soc. Jpn. 77, 064710 (2008).
[110] J. F. Ohkawa, J. Phys. Soc. Jpn. 52, 3897 (1983).
[111] J. F. Ohkawa, J. Phys. Soc. Jpn. 54, 3909 (1985).
[112] G. Uimin, Y. Kuramoto, and N. Fukushima, Solid State Commun. 97, 595 (1996).
[113] R. Shiina, H. Shiba, and P. Thalmeier, J. Phys. Soc. Jpn. 66, 1741 (1997).
[114] O. Sakai, R. Shiina, H. Shiba, and P. Thalmeier, J. Phys. Soc. Jpn. 66, 3005 (1997).
[115] R. Shiina, O. Sakai, H. Shiba, and P. Thalmeier, J. Phys. Soc. Jpn. 67, 941 (1998).
[116] O. Sakai, R. Shiina, H. Shiba, and P. Thalmeier, J. Phys. Soc. Jpn. 68, 1364 (1999).
[117] M. Sera and S. Kobayashi, J. Phys. Soc. Jpn. 68, 1664 (1999).
[118] Y. Murakami and S. Ishihara, eds., Resonant X-Ray Scattering in Correlated Systems,
1st ed., Springer Tracts in Modern Physics 269 (Springer-Verlag Berlin Heidelberg,
2017), ISBN 978-3-662-53225-6.
[119] T. Matsumura, T. Yonemura, K. Kunimori, M. Sera, F. Iga, T. Nagao, and J.-i. Igarashi,
Phys. Rev. B 85, 174417 (2012).
[120] J. Effantin, J. Rossat-Mignod, P. Burlet, H. Bartholin, S. Kunii, and T. Kasuya, J. Magn.
Magn. Mater. 47, 145 (1985).
[121] Y. Kuramoto and H. Kusunose, J. Phys. Soc. Jpn. 69, 671 (2000).
160
[122] H. Kusunose and Y. Kuramoto, J. Phys. Soc. Jpn. 70, 1751 (2001).
[123] H. Kusunose and Y. Kuramoto, J. Phys. Soc. Jpn. 70, 3076 (2001).
[124] J.-M. Mignot, J. Robert, G. André, M. Sera, and F. Iga, Phys. Rev. B 79, 224426
(2009).
[125] R. Shiina, O. Sakai, and H. Shiba, J. Phys. Soc. Jpn. 76, 094702 (2007).
[126] P. Santini, S. Carretta, G. Amoretti, R. Caciuffo, N. Magnani, and G. H. Lander, Rev.
Mod. Phys. 81, 807 (2009).
[127] S. W. Lovesey, Phys. Scr. 90, 108011 (2015).
[128] G. Jackeli and G. Khaliullin, Phys. Rev. Lett. 103, 067205 (2009).
[129] M. Cyrot, B. Lambert-Andron, J. Soubeyroux, M. Rey, P. Dehauht, F. Cyrot-Lackmann,
G. Fourcaudot, J. Beille, and J. Tholence, J. Solid State Chem. 85, 321 (1990).
[130] H. D. Zhou, B. S. Conner, L. Balicas, and C. R. Wiebe, Phys. Rev. Lett. 99, 136403
(2007).
[131] K. Kuwahara, K. Iwasa, M. Kohgi, N. Aso, M. Sera, and F. Iga, J. Phys. Soc. Jpn. 76,
093702 (2007).
[132] R. Shiina, J. Phys.: Condens. Matter 391, 012064 (2012).
[133] T. Nagao and J.-i. Igarashi, Phys. Rev. B 82, 024402 (2010).
[134] S. Lovesey, E. Balcar, K. Knight, and J. F. Rodríguez, Phys. Rep. 411, 233 (2005).
[135] S. D. Matteo, J. Phys. D: Applied Physics 45, 163001 (2012).
[136] E. Beaurepaire, H. Bulou, F. Scheurer, and K. Jean-Paul, eds., Magnetism and Syn-
chrotron Radiation: New Trends, 1st ed., Springer Proceedings in Physics (Springer-
Verlag Berlin Heidelberg, 2010), ISBN 978-3-642-04497-7.
[137] Y. Joly, S. D. Matteo, and O. Buna˘u, Eur. Phys. J.-Spec. Top. 208, 21 (2012).
[138] T. Matsumura, T. Yonemura, K. Kunimori, M. Sera, and F. Iga, Phys. Rev. Lett. 103,
017203 (2009).
[139] T. Holstein and H. Primakoff, Phys. Rev. 58, 1098 (1940).
Publication List 161
[140] A. Prabhakar and D. D. Stancil, Spin Waves: Theory and Applications, 1st ed. (Springer
US, 2009), ISBN 978-0-387-77864-8.
[141] B. N. Brockhouse, Phys. Rev. 106, 859 (1957).
[142] G. Shirane, V. J. Minkiewicz, and R. Nathans, J. Appl. Phys. 39, 383 (1968).
[143] N. N. Bogoljubov, Nuovo Cim. 7, 794 (1958).
[144] C. L. Henley, Lecture notes from “Modern Models”, sec. 5.5 Spin waves.
[145] D. C. Mattis, The theory of magnetism I: Statics and dynamics, Springer Series in
Solid-State Sciences (Springer, 1981), ISBN-13:978-3-540-18425-6.
[146] C. Kittel, Introduction to solid state physics, 7th ed. (Wiley, 1996), ISBN 0-471-11181-3.
[147] E. A. Turov, Physical Properties of Magnetically Ordered Crystals (Academic Press Inc.
New York and London, 1965).
[148] S. V. Vonsovskii, ed., Ferromagnetic Resonance. The Phenomenon of Resonant Absorption
of a High-Frequency Magnetic Field in Ferromagnetic Substances (Elsevier, 1966).
[149] A. G. Gurevich and G. A. Melkov, Magnetization Oscillations and Waves (CRC Press,
1996), ISBN 0-8493-9460-0.
[150] C. Kittel, Phys. Rev. 82, 565 (1951).
[151] F. Keffer and C. Kittel, Phys. Rev. 85, 329 (1952).
[152] T. Nagamiya, K. Yosida, and R. Kubo, Adv. Phys. 4, 1 (1955).
[153] J. G. Houmann, B. D. Rainford, J. Jensen, and A. R. Mackintosh, Phys. Rev. B 20,
1105 (1979).
[154] A. Pankrats, K. Sablina, M. Eremin, A. Balaev, M. Kolkov, V. Tugarinov, and A. Bovina,
J. Magn. Magn. Mater. 414, 82 (2016).
[155] M. Hagiwara, K. Katsumata, H. Yamaguchi, M. Tokunaga, I. Yamada, M. Gross, and
P. Goy, Int. J. Infrared Milli. Waves 20, 617 (1999).
[156] D. C. Dender, P. R. Hammar, D. H. Reich, C. Broholm, and G. Aeppli, Phys. Rev. Lett.
79, 1750 (1997).
162
[157] M. Kohgi, K. Iwasa, J.-M. Mignot, B. Fåk, P. Gegenwart, M. Lang, A. Ochiai, H. Aoki,
and T. Suzuki, Phys. Rev. Lett. 86, 2439 (2001).
[158] G. Müller, H. Thomas, H. Beck, and J. C. Bonner, Phys. Rev. B 24, 1429 (1981).
[159] C. Rüegg, M. Oettli, J. Schefer, O. Zaharko, A. Furrer, H. Tanaka, K. W. Krämer, H.-U.
Güdel, P. Vorderwisch, K. Habicht, T. Polinski, and M. Meissner, Phys. Rev. Lett. 93,
037207 (2004).
[160] B. Kurniawan, H. Tanaka, K. Takatsu, W. Shiramura, T. Fukuda, H. Nojiri, and
M. Motokawa, Phys. Rev. Lett. 82, 1281 (1999).
[161] F. D. M. Haldane, Phys. Rev. Lett. 50, 1153 (1983).
[162] M. Yamashita, T. Ishii, and H. Matsuzaka, Coord. Chem. Rev. 198, 347 (2000).
[163] M. Enderle, L. Regnault, C. Broholm, D. Reich, I. Zaliznyak, M. Sieling, H. Rønnow,
and D. McMorrow, Physica B 276, 560 (2000).
[164] L. Regnault and J. Renard, Physica B 234, 541 (1997), Proceedings of the First
European Conference on Neutron Scattering.
[165] M. Chiba, Y. Ajiro, H. Kikuchi, T. Kubo, and T. Morimoto, Phys. Rev. B 44, 2838
(1991).
[166] P. P. Mitra and B. I. Halperin, Phys. Rev. Lett. 72, 912 (1994).
[167] C. Berthier, L. P. Lévy, and G. Martinez, eds., High Magnetic Fields: Applications in
Condensed Matter Physics and Spectroscopy, 1st ed., Lecture Notes in Physics, Vol. 595
(Springer-Verlag Berlin Heidelberg, 2002), ISBN 3-540-43979-X.
[168] D. Talbayev, A. D. LaForge, S. A. Trugman, N. Hur, A. J. Taylor, R. D. Averitt, and
D. N. Basov, Phys. Rev. Lett. 101, 247601 (2008).
[169] E. Blackburn, A. Hiess, N. Bernhoeft, and G. H. Lander, Phys. Rev. B 74, 024406
(2006).
[170] D. Singh, Phys. Lett. A 378, 1906 (2014).
[171] C. Stock, C. Broholm, F. Demmel, J. Van Duijn, J. W. Taylor, H. J. Kang, R. Hu, and
C. Petrovic, Phys. Rev. Lett. 109, 127201 (2012).
Publication List 163
[172] J. G. S. Duque, E. M. Bittar, C. Adriano, C. Giles, L. M. Holanda, R. Lora-Serrano, P. G.
Pagliuso, C. Rettori, C. A. Pérez, R. Hu, C. Petrovic, S. Maquilon, Z. Fisk, D. L. Huber,
and S. B. Oseroff, Phys. Rev. B 79, 035122 (2009).
[173] F. Bourdarot, B. Fåk, K. Habicht, and K. Prokeš, Phys. Rev. Lett. 90, 067203 (2003).
[174] C. Stock, C. Broholm, Y. Zhao, F. Demmel, H. J. Kang, K. C. Rule, and C. Petrovic,
Phys. Rev. Lett. 109, 167207 (2012).
[175] M. Kenzelmann, T. Strässle, C. Niedermayer, M. Sigrist, B. Padmanabhan, M. Zolliker,
A. D. Bianchi, R. Movshovich, E. D. Bauer, J. L. Sarrao, and J. D. Thompson, Science
321, 1652 (2008).
[176] S. Raymond, K. Kaneko, A. Hiess, P. Steffens, and G. Lapertot, Phys. Rev. Lett. 109,
237210 (2012).
[177] A. Akbari and P. Thalmeier, Phys. Rev. B 86, 134516 (2012).
[178] A. S. Cameron, G. Friemel, and D. S. Inosov, Rep. Prog. Phys. 79, 066502 (2016).
[179] A. M. Alper, ed., Phase Diagrams. Materials Science and Technology (Academic Press
Inc, 1976), ISBN 0-12-053204-4.
[180] H. C. Longuet-Higgins and M. d. V. Roberts, Proc. Roy. Soc. 224, 336 (1954).
[181] Y. S. Grushko, Y. B. Paderno, K. Ya. Mishin, L. I. Molkanov, G. A. Shadrina, E. S.
Konovalova, and E. M. Dudnik, Phys. Status Solidi B-Basic Solid State Phys. 128,
591 (1985).
[182] L. Liu, Y.-M. Yiu, and T.-K. Sham, J. Electron Spectrosc. Relat. Phenom. 184, 188
(2011).
[183] W. Erkelens, L. Regnault, P. Burlet, J. Rossat-Mignod, S. Kunii, and T. Kasuya, J. Magn.
Magn. Mater. 63–64, 61 (1987).
[184] T. Tayama, T. Sakakibara, K. Tenya, H. Amitsuka, and S. Kunii, J. Phys. Soc. Jpn. 66,
2268 (1997).
[185] M. Hiroi, S.-I. Kobayashi, M. Sera, N. Kobayashi, and S. Kunii, J. Phys. Soc. Jpn. 67,
53 (1998).
[186] S. Kobayashi, M. Sera, M. Hiroi, N. Kobayashi, and S. Kunii, J. Phys. Soc. Jpn. 69,
926 (2000).
164
[187] A. Kondo, H. Tou, M. Sera, and F. Iga, Physica B 383, 35 (2006).
[188] K. Kuwahara, K. Iwasa, M. Kohgi, N. Aso, M. Sera, F. Iga, M. Matsuura, and K. Hirota,
Physica B 404, 2527 (2009).
[189] Y. Peysson, C. Ayache, J. Rossat-Mignod, S. Kunii, and K. T., J. Phys. France 47, 113
(1986).
[190] M. Sera, H. Ichikawa, T. Yokoo, J. Akimitsu, M. Nishi, K. Kakurai, and S. Kunii, Phys.
Rev. Lett. 86, 1578 (2001).
[191] H. Nakao, K. ichi Magishi, Y. Wakabayashi, Y. Murakami, K. Koyama, K. Hirota,
Y. Endoh, and S. Kunii, J. Phys. Soc. Jpn. 70, 1857 (2001).
[192] G. Friemel, H. Jang, A. Schneidewind, A. Ivanov, A. V. Dukhnenko, N. Y. Shitsevalova,
V. B. Filipov, B. Keimer, and D. S. Inosov, Phys. Rev. B 92, 014410 (2015).
[193] N. Sluchanko, A. Bogach, V. Glushkov, S. Demishev, V. Ivanov, M. Ignatov, A. Kuznetsov,
N. Samarin, A. Semeno, and N. Shitsevalova, J. Exp. Theor. Phys. 104, 120 (2007).
[194] V. P. Plakhty, L. P. Regnault, A. V. Goltsev, S. V. Gavrilov, F. Yakhou, J. Flouquet, C. Vettier,
and S. Kunii, Phys. Rev. B 71, 100407 (2005).
[195] G. Friemel, Y. Li, A. Dukhnenko, N. Shitsevalova, N. Sluchanko, A. Ivanov, V. Filipov,
B. Keimer, and D. Inosov, Nature Commun. 3, 830 (2012).
[196] P. Thalmeier, R. Shiina, H. Shiba, A. Takahashi, and O. Sakai, J. Phys. Soc. Jpn. 72,
3219 (2003).
[197] D. Reznik, P. Bourges, L. Pintschovius, Y. Endoh, Y. Sidis, T. Masui, and S. Tajima,
Phys. Rev. Lett. 93, 207003 (2004).
[198] D. S. Inosov, J. T. Park, P. Bourges, D. L. Sun, Y. Sidis, A. Schneidewind, K. Hradil,
D. Haug, C. T. Lin, B. Keimer, and V. Hinkov, Nat. Phys. 6, 178 (2010).
[199] J. T. Park, G. Friemel, Y. Li, J.-H. Kim, V. Tsurkan, J. Deisenhofer, H.-A. Krug von
Nidda, A. Loidl, A. Ivanov, B. Keimer, and D. S. Inosov, Phys. Rev. Lett. 107, 177005
(2011).
[200] G. Friemel, W. P. Liu, E. A. Goremychkin, Y. Liu, J. T. Park, O. Sobolev, C. T. Lin,
B. Keimer, and D. S. Inosov, EPL 99, 67004 (2012).
Publication List 165
[201] C. Stock, C. Broholm, J. Hudis, H. J. Kang, and C. Petrovic, Phys. Rev. Lett. 100,
087001 (2008).
[202] O. Stockert, J. Arndt, E. Faulhaber, C. Geibel, H. S. Jeevan, S. Kirchner, M. Loewen-
haupt, K. Schmalzl, W. Schmidt, Q. Si, and F. Steglich, Nat. Phys. 7, 119 (2011).
[203] D. S. Inosov, P. Bourges, A. Ivanov, A. Prokofiev, E. Bauer, and B. Keimer, J. Phys.:
Condens. Matter 23, 455704 (2011).
[204] J. A. Mydosh and P. M. Oppeneer, Rev. Mod. Phys. 83, 1301 (2011).
[205] J. Robert, J.-M. Mignot, G. André, T. Nishioka, R. Kobayashi, M. Matsumura, H. Tanida,
D. Tanaka, and M. Sera, Phys. Rev. B 82, 100404 (2010).
[206] P. A. Alekseev, J. M. Mignot, J. Rossat-Mignod, V. N. Lazukov, I. P. Sadikov, E. S.
Konovalova, and Y. B. Paderno, J. Phys.: Condens. Matter 7, 289 (1995).
[207] J.-M. Mignot, P. A. Alekseev, K. S. Nemkovski, L.-P. Regnault, F. Iga, and T. Takabatake,
Phys. Rev. Lett. 94, 247204 (2005).
[208] S. Horn, F. Steglich, M. Loewenhaupt, H. Scheuer, W. Felsch, and K. Winzer, Z. Physik
B 42, 125 (1981).
[209] E. Zirngiebl, B. Hillebrands, S. Blumenröder, G. Güntherodt, M. Loewenhaupt, J. M.
Carpenter, K. Winzer, and Z. Fisk, Phys. Rev. B 30, 4052 (1984).
[210] L. Regnault, W. Erkelens, J. Rossat-Mignod, C. Vettier, S. Kunii, and T. Kasuya, J. Magn.
Magn. Mater. 76–77, 413 (1988).
[211] A. Bouvet, Étude par diffusion inélastique des neutrons des propriétés magnétiques des
borures de terre rare: CeB6, PrB6 et YbB12, Ph.D. thesis, L’Université Joseph Fourrier
(1993).
[212] H. Jang, G. Friemel, J. Ollivier, A. V. Dukhnenko, N. Y. Shitsevalova, V. B. Filipov,
B. Keimer, and D. S. Inosov, Nature Mater. 13, 682 (2014).
[213] M. Eschrig, Adv. Phys. 55, 47 (2006).
[214] P. Dai, Rev. Mod. Phys. 87, 855 (2015).
[215] D. S. Inosov, C. R. Physique 17, 60 (2016).
[216] N. K. Sato, N. Aso, K. Miyake, R. Shiina, P. Thalmeier, G. Varelogiannis, C. Geibel,
F. Steglich, P. Fulde, and T. Komatsubara, Nature (London) 410, 340 (2001).
166
[217] N. Bulut and D. J. Scalapino, Phys. Rev. B 53, 5149 (1996).
[218] I. Eremin, G. Zwicknagl, P. Thalmeier, and P. Fulde, Phys. Rev. Lett. 101, 187001
(2008).
[219] I. I. Mazin, D. J. Singh, M. D. Johannes, and M. H. Du, Phys. Rev. Lett. 101, 057003
(2008).
[220] P. J. Hirschfeld, M. M. Korshunov, and I. I. Mazin, Rep. Prog. Phys. 74, 124508
(2011).
[221] S. Raymond and G. Lapertot, Phys. Rev. Lett. 115, 037001 (2015).
[222] A. Hiess, N. Bernhoeft, N. Metoki, G. H. Lander, B. Roessli, N. K. Sato, N. Aso, Y. Haga,
Y. Koike, T. Komatsubara, and Y. Onuki, J. Phys.: Condens. Matter 18, R437 (2006).
[223] E. Schuberth, M. Tippmann, L. Steinke, S. Lausberg, A. Steppke, M. Brando, C. Krell-
ner, C. Geibel, R. Yu, Q. Si, and F. Steglich, Science 351, 485 (2016).
[224] M. Sato, Y. Koike, S. Katano, N. Metoki, H. Kadowaki, and S. Kawarazaki, J. Phys.
Soc. Jpn. 73, 3418 (2004).
[225] J. Sichelschmidt, V. A. Ivanshin, J. Ferstl, C. Geibel, and F. Steglich, Phys. Rev. Lett.
91, 156401 (2003).
[226] J. Sichelschmidt, J. Wykhoff, H.-A. K. von Nidda, I. I. Fazlishanov, Z. Hossain, C. Krell-
ner, C. Geibel, and F. Steglich, J. Phys.: Condens. Matter 19, 016211 (2007).
[227] U. Schaufuß, V. Kataev, A. A. Zvyagin, B. Büchner, J. Sichelschmidt, J. Wykhoff,
C. Krellner, C. Geibel, and F. Steglich, Phys. Rev. Lett. 102, 076405 (2009).
[228] E. Abrahams and P. Wölfle, Phys. Rev. B 78, 104423 (2008).
[229] P. Schlottmann, Phys. Rev. B 79, 045104 (2009).
[230] A. A. Zvyagin, V. Kataev, and B. Büchner, Phys. Rev. B 80, 024412 (2009).
[231] C. Krellner, T. Förster, H. Jeevan, C. Geibel, and J. Sichelschmidt, Phys. Rev. Lett.
100, 066401 (2008).
[232] O. Zaharko, P. Fischer, A. Schenck, S. Kunii, P.-J. Brown, F. Tasset, and T. Hansen,
Phys. Rev. B 68, 214401 (2003).
Publication List 167
[233] T. Fujita, M. Suzuki, T. Komatsubara, S. Kunii, T. Kasuya, and T. Ohtsuka, Solid State
Commun. 35, 569 (1980).
[234] S. Demishev, A. Semeno, A. Bogach, Y. Paderno, N. Shitsevalova, and N. Sluchanko,
J. Magn. Magn. Mater. 300, e534 (2006).
[235] S. V. Demishev, A. V. Semeno, A. V. Bogach, N. A. Samarin, T. V. Ishchenko, V. B. Filipov,
N. Y. Shitsevalova, and N. E. Sluchanko, Phys. Rev. B 80, 245106 (2009).
[236] S. V. Demishev, A. V. Semeno, H. Ohta, S. Okubo, Y. B. Paderno, N. Y. Shitsevalova,
and N. E. Sluchanko, Appl. Magn. Reson. 35, 319 (2008).
[237] P. Schlottmann, J. Appl. Phys. 113, 17E109 (2013).
[238] A. Akbari and P. Thalmeier, Phys. Rev. Lett. 108, 146403 (2012).
[239] A. Koitzsch, N. Heming, M. Knupfer, B. Büchner, P. Y. Portnichenko, A. V. Dukhnenko,
N. Y. Shitsevalova, V. B. Filipov, L. L. Lev, V. N. Strocov, J. Ollivier, and D. S. Inosov,
Nature Commun. 7 (2016).
[240] N. Nakagawa, T. Yamada, K. Akioka, S. Okubo, S. Kimura, and H. Ohta, Int. J. Infrared
Milli. Waves 19, 167 (1998).
[241] E. A. Goremychkin, R. Osborn, B. D. Rainford, and A. P. Murani, Phys. Rev. Lett. 84,
2211 (2000).
[242] K. Kunimori, M. Kotani, H. Funaki, H. Tanida, M. Sera, T. Matsumura, and F. Iga,
J. Phys. Soc. Jpn. 80, SA056 (2011).
[243] P. Schlottmann, Magnetochemistry 4, 27 (2018).
[244] P. Thalmeier, R. Shiina, H. Shiba, and O. Sakai, J. Phys. Soc. Jpn. 67, 2363 (1998).
[245] P. Schlottmann, Phys. Rev. B 86, 075135 (2012).
[246] K. Habicht, D. L. Quintero-Castro, R. Toft-Petersen, M. Kure, L. Mäde, F. Groitl, and
M. D. Le, EPJ Web of Conferences 83, 03007 (2015).
[247] M. Boehm, A. Hiess, J. Kulda, S. Roux, and J. Saroun, Meas. Sci. Technol. 19, 034024
(2008).
[248] A. Schneidewind, P. Link, D. Etzdorf, R. Schedler, M. Rotter, and M. Loewenhaupt,
Physica B 385-386, 1089 (2006).
168
[249] R. Shiina, H. Shiba, P. Thalmeier, A. Takahashi, and O. Sakai, J. Phys. Soc. Jpn. 72,
1216 (2003).
[250] G. Friemel, Itinerant Spin Dynamics in Iron-based Superconductors and Cerium-Based
Heavy-Fermion Antiferromagnets, Ph.D. thesis, Fakultät Mathematik und Physik, Uni-
versität Stuttgart (2014).
[251] C. Krellner, N. S. Kini, E. M. Brüning, K. Koch, H. Rosner, M. Nicklas, M. Baenitz, and
C. Geibel, Phys. Rev. B 76, 104418 (2007).
[252] E. M. Brüning, C. Krellner, M. Baenitz, A. Jesche, F. Steglich, and C. Geibel, Phys.
Rev. Lett. 101, 117206 (2008).
[253] C. Krellner, S. Taube, T. Westerkamp, Z. Hossain, and C. Geibel, Philos. Mag. 92,
2508 (2012).
[254] J. Sichelschmidt, J. Wykhoff, H.-A. K. von Nidda, J. Ferstl, C. Geibel, and F. Steglich,
J. Phys.-Condes. Matter 19, 116204 (2007).
[255] N. E. Sluchanko, A. V. Bogach, V. V. Glushkov, S. V. Demishev, V. Y. Ivanov, N. Y.
Shitsevalova, and V. B. Filipov, JETP Lett. 88, 318 (2008).
[256] N. E. Sluchanko, A. V. Bogach, V. V. Glushkov, S. V. Demishev, V. Y. Ivanov, V. B. Filipov,
and N. Y. Shitsevalova, J. Phys.: Conf. Ser. 200, 012189 (2010).
[257] N. Sato, S. Kunii, I. Oguro, T. Komatsubara, and T. Kasuya, J. Phys. Soc. Jpn. 53,
3967 (1984).
[258] K. Hanzawa, T. Kasuya, T. Komatsubara, T. Sakakibara, and M. Date, in High Field
Magnetism, edited by M. DATE (Elsevier, Amsterdam, 1983) pp. 171 – 174.
[259] A. V. Semeno, M. I. Gilmanov, A. V. Bogach, V. N. Krasnorussky, A. N. Samarin, N. A.
Samarin, N. E. Sluchanko, N. Y. Shitsevalova, V. B. Filipov, V. V. Glushkov, and S. V.
Demishev, Sci. Rep. 6, 39196 (2016).
[260] A. Semeno, M. Gilmanov, N. Sluchanko, V. Krasnorussky, N. Shitsevalova, V. Filipov,
K. Flachbart, and S. Demishev, Acta Physica Polonica A 131, 1060 (2017).
[261] S. Nakamura, T. Goto, and S. Kunii, J. Phys. Soc. Jpn. 64, 3941 (1995).
[262] R. G. Goodrich, N. Harrison, A. Teklu, D. Young, and Z. Fisk, Phys. Rev. Lett. 82,
3669 (1999).
Publication List 169
[263] S. Nakamura, M. Endo, H. Yamamoto, T. Isshiki, N. Kimura, H. Aoki, T. Nojima,
S. Otani, and S. Kunii, Phys. Rev. Lett. 97, 237204 (2006).
[264] P. Fischer, K. Iwasa, K. Kuwahara, M. Kohgi, T. Hansen, and S. Kunii, Phys. Rev. B 72,
014414 (2005).
[265] A. Schenck, F. N. Gygax, and G. Solt, Phys. Rev. B 75, 024428 (2007).
[266] J.-M. Mignot, G. André, J. Robert, M. Sera, and F. Iga, Phys. Rev. B 78, 014415
(2008).
[267] S. K. Chan and V. Heine, J. Phys. F: Metal Phys. 3, 795 (1973).
[268] D. S. Inosov, D. V. Evtushinsky, A. Koitzsch, V. B. Zabolotnyy, S. V. Borisenko, A. A.
Kordyuk, M. Frontzek, M. Loewenhaupt, W. Löser, I. Mazilu, H. Bitterlich, G. Behr,
J.-U. Hoffmann, R. Follath, and B. Büchner, Phys. Rev. Lett. 102, 046401 (2009).
[269] H. Shiba, O. Sakai, and R. Shiina, J. Phys. Soc. Jpn. 68, 1988 (1999).
[270] S. Souma, Y. Iida, T. Sato, T. Takahashi, and S. Kunii, Physica B 351, 283 (2004),
Proceedings of The International Symposium on Synchrotron Radiation Research for
Spin and Electronic States in d and f Electron Systems.
[271] M. Neupane, N. Alidoust, I. Belopolski, G. Bian, S.-Y. Xu, D.-J. Kim, P. P. Shibayev,
D. S. Sanchez, H. Zheng, T.-R. Chang, H.-T. Jeng, P. S. Riseborough, H. Lin, A. Bansil,
T. Durakiewicz, Z. Fisk, and M. Z. Hasan, Phys. Rev. B 92, 104420 (2015).
[272] S. Ramankutty, N. de Jong, Y. Huang, B. Zwartsenberg, F. Massee, T. Bay, M. Golden,
and E. Frantzeskakis, J. Electron Spectrosc. Relat. Phenom. 208, 43 (2016), Special
Issue: Electronic structure and function from state-of-the-art spectroscopy and theory.
[273] S. Patil, G. Adhikary, G. Balakrishnan, and K. Maiti, Appl. Phys. Lett. 96 (2010).
[274] M. Trenary, Sci. Technol. Adv. Mater 13, 023002 (2012).
[275] C. K. Barman, P. Singh, D. D. Johnson, and A. Alam, arXiv:1809.06257 (unpublished).
[276] R. A. Robinson, Magnetism in Heavy Fermion Systems, edited by H. B. Radousky (World
Scientific, Singapore, 2000).
[277] D. L. Cox, N. E. Bickers, and J. W. Wilkins, J. Magn. Magn. Mater. 54–57, 333 (1986).
[278] N. E. Bickers, D. L. Cox, and J. W. Wilkins, Phys. Rev. B 36, 2036 (1987).
170
[279] K. Schmalzl, W. Schmidt, S. Raymond, H. Feilbach, C. Mounier, B. Vettard, and
T. Brückel, Nucl. Instrum. Methods Phys. Res. Sect. A-Accel. Spectrom. Dect. Assoc.
Equip. 819, 89 (2016).
[280] R. Bewley, J. Taylor, and S. Bennington., Nucl. Instrum. Methods Phys. Res. Sect.
A-Accel. Spectrom. Dect. Assoc. Equip. 637, 128 (2011).
[281] A. Takase, K. Kojima, T. Komatsubara, and T. Kasuya, Solid State Commun. 36, 461
(1980).
[282] W. Felsch, Z. Physik B 29, 211 (1978).
[283] K. Samwer and K. Winzer, Z. Physik B 25, 269 (1976).
[284] K. Winzer, Solid State Commun. 16, 521 (1975).
[285] N. Sato, A. Sumiyama, S. Kunii, H. Nagano, and T. Kasuya, J. Phys. Soc. Jpn. 54,
1923 (1985).
[286] J. Custers, K.-A. Lorenzer, M. Mller, A. Prokofiev, A. Sidorenko, H. Winkler, A. M.
Strydom, Y. Shimura, T. Sakakibara, R. Yu, Q. Si, and S. Paschen, Nature Mater. 11,
189 (2012).
[287] G. R. Stewart, Rev. Mod. Phys. 56, 755 (1984).
[288] A. Benlagra, L. Fritz, and M. Vojta, Phys. Rev. B 84, 075126 (2011).
[289] T. Goto, T. Watanabe, S. Tsuduku, H. Kobayashi, Y. Nemoto, T. Yanagisawa, M. Akatsu,
G. Ano, O. Suzuki, N. Takeda, A. Dönni, and H. Kitazawa, J. Phys. Soc. Jpn. 78,
024716 (2009).
[290] H. Mitamura, T. Tayama, T. Sakakibara, S. Tsuduku, G. Ano, I. Ishii, M. Akatsu,
Y. Nemoto, T. Goto, A. Kikkawa, and H. Kitazawa, J. Phys. Soc. Jpn. 79, 074712
(2010).
[291] H. Ono, T. Nakano, N. Takeda, G. Ano, M. Akatsu, Y. Nemoto, T. Goto, A. Dönni, and
H. Kitazawa, J. Phys.: Condens. Matter 25, 126003 (2013).
[292] K.-A. Lorenzer, Quantum Critical Behaviour in Cubic Heavy-Fermion Compounds, Ph.D.
thesis, Vienna University of Technology (2012).
[293] P. P. Deen et al., unpublished.
Publication List 171
[294] S. Paschen and J. Larrea, J. Phys. Soc. Jpn. 83, 061004 (2014).
[295] A. Prokofiev, J. Custers, M. Kriegisch, S. Laumann, M. Müller, H. Sassik, R. Svagera,
M. Waas, K. Neumaier, A. M. Strydom, and S. Paschen, Phys. Rev. B 80, 235107
(2009).
[296] N. Takeda, J. Kitagawa, and M. Ishikawa, J. Phys. Soc. Jpn. 64, 387 (1995).
[297] V. Duginov, K. Gritsaj, A. Amato, C. Baines, D. Herlach, V. Pomjakushin, U. Zim-
mermann, A. Ponomarev, I. Krivosheev, A. Nezhivoy, A. Gribanov, V. Nikiforov, and
Y. Seropegin, Physica B 289–290, 43 (2000).
[298] A. M. Strydom, A. Pikul, F. Steglich, and S. Paschen, J. Phys.: Conf. Ser. 51, 239
(2006).
[299] S. Paschen, M. Müller, J. Custers, M. Kriegisch, A. Prokofiev, G. Hilscher, W. Steiner,
A. Pikul, F. Steglich, and A. Strydom, J. Magn. Magn. Mater. 316, 90 (2007).
[300] R. G. Goodrich, D. P. Young, D. Hall, L. Balicas, Z. Fisk, N. Harrison, J. Betts, A. Migliori,
F. M. Woodward, and J. W. Lynn, Phys. Rev. B 69, 054415 (2004).
[301] P. Y. Portnichenko, A. S. Cameron, M. A. Surmach, P. P. Deen, S. Paschen, A. Prokofiev,
J.-M. Mignot, A. M. Strydom, M. T. F. Telling, A. Podlesnyak, and D. S. Inosov, Phys.
Rev. B 91, 094412 (2015).
[302] G. Aeppli, H. Yoshizawa, Y. Endoh, E. Bucher, J. Hufnagl, Y. Onuki, and T. Komatsub-
ara, Phys. Rev. Lett. 57, 122 (1986).
[303] J. Rossat-Mignod, L. Regnault, J. Jacoud, C. Vettier, P. Lejay, J. Flouquet, E. Walker,
D. Jaccard, and A. Amato, J. Magn. Magn. Mater. 76, 376 (1988).
[304] V. N. Lazukov, P. A. Alekseev, N. N. Tiden, K. Bek, E. S. Klement’ev, and I. P. Sadikov,
J. Exp. Theor. Phys. Lett. 76, 295 (2002).
[305] N. Tiden, P. Alekseev, V. Lazukov, A. Podlesnyak, E. Clementyev, and A. Furrer, Solid
State Commun. 141, 474 (2007).
[306] Y. Tanaka, U. Staub, K. Katsumata, S. W. Lovesey, J. E. Lorenzo, Y. Narumi, V. Scagnoli,
S. Shimomura, Y. Tabata, Y. Onuki, Y. Kuramoto, A. Kikkawa, T. Ishikawa, and
H. Kitamura, EPL 68, 671 (2004).
172
[307] S. Paschen, S. Laumann, A. Prokofiev, A. Strydom, P. Deen, J. Stewart, K. Neumaier,
A. Goukassov, and J.-M. Mignot, Physica B 403, 1306 (2008), Proceedings of the
International Conference on Strongly Correlated Electron Systems.
[308] P. P. Deen, A. M. Strydom, S. Paschen, D. T. Adroja, W. Kockelmann, and S. Rols, Phys.
Rev. B 81, 064427 (2010).
[309] J. T. Park, D. S. Inosov, A. Yaresko, S. Graser, D. L. Sun, P. Bourges, Y. Sidis, Y. Li,
J.-H. Kim, D. Haug, A. Ivanov, K. Hradil, A. Schneidewind, P. Link, E. Faulhaber,
I. Glavatskyy, C. T. Lin, B. Keimer, and V. Hinkov, Phys. Rev. B 82, 134503 (2010).
[310] J. A. Mydosh and P. M. Oppeneer, Phil. Mag. 94, 3642 (2014).
[311] J. A. Paixão, C. Detlefs, M. J. Longfield, R. Caciuffo, P. Santini, N. Bernhoeft, J. Re-
bizant, and G. H. Lander, Phys. Rev. Lett. 89, 187202 (2002).
[312] M. Yogi, H. Niki, M. Yashima, H. Mukuda, Y. Kitaoka, H. Sugawara, and H. Sato,
J. Phys. Soc. Jpn. 78, 053703 (2009).
[313] Y. Aoki, S. Sanada, D. Kikuchi, H. Sugawara, and H. Sato, Physica B 403, 1574
(2008).
[314] H. S. Jeevan, C. Geibel, and Z. Hossain, Phys. Rev. B 73, 020407 (2006).
[315] J. Rossat-Mignod, in Methods of Experimental Physics: Neutron Scattering, vol. 23C,
edited by R. Celotta and J. Levine (Academic Press Inc., 1987), chap. 19.
[316] P. Thalmeier, T. Takimoto, J. Chang, and I. Eremin, J. Phys. Soc. Jpn. 77, 43 (2008).
[317] Z. F. Weng, M. Smidman, L. Jiao, X. Lu, and H. Q. Yuan, Rep. Prog. Phys. 79, 094503
(2016).
[318] J. M. Effantin, P. Burlet, J. Rossat-Mignod, S. Kunii, and T. Kasuya, in “Valence
Instabilities” (North Holland, Amsterdam, 1982) ed. by P. Wachter and H. Boppart,
pp. 493–496.
[319] M. Takigawa, H. Yasuoka, T. Tanaka, and Y. Ishizawa, J. Phys. Soc. Jpn. 52, 728
(1983).
[320] T. Onimaru, T. Sakakibara, N. Aso, H. Yoshizawa, H. S. Suzuki, and T. Takeuchi, Phys.
Rev. Lett. 94, 197201 (2005).
[321] T. Onimaru and H. Kusunose, J. Phys. Soc. Jpn. 85, 082002 (2016).
Publication List 173
[322] S. Kishimoto, A. Kondo, M.-S. Kim, H. Tou, M. Sera, and F. Iga, J. Phys. Soc. Jpn. 74,
2913 (2005).
[323] Y. Tanaka, M. Sera, K. Katsumata, S. W. Lovesey, Y. Tabata, S. Shimomura, A. Kikkawa,
F. Iga, and S. Kishimoto, J. Phys. Soc. Jpn. 75, 073702 (2006).
[324] K. Hanzawa, J. Phys.: Condens. Matter 19, 072202 (2007).
[325] P. Chandra, P. Coleman, J. A. Mydosh, and V. Tripathi, Nature (London) 417, 831
(2002).
[326] J. G. Rau and H.-Y. Kee, Phys. Rev. B 85, 245112 (2012).
[327] H. Ikeda, M.-T. Suzuki, R. Arita, T. Takimoto, T. Shibauchi, and Y. Matsuda, Nat. Phys.
8, 528 (2012).
[328] T. Das, Sci. Rep. 2, 596 (2012).
[329] P. Thalmeier, T. Takimoto, and H. Ikeda, Phil. Mag. 94, 3863 (2014).
[330] M. Zbiri, H. Schober, M. R. Johnson, S. Rols, R. Mittal, Y. Su, M. Rotter, and
D. Johrendt, Phys. Rev. B 79, 064511 (2009).
[331] R. Mittal, Y. Su, S. Rols, T. Chatterji, S. L. Chaplot, H. Schober, M. Rotter, D. Johrendt,
and T. Brueckel, Phys. Rev. B 78, 104514 (2008).
[332] L. Pintschovius, D. Reznik, F. Weber, P. Bourges, D. Parshall, R. Mittal, S. L. Chaplot,
R. Heid, T. Wolf, D. Lamago, and J. W. Lynn, J. Appl. Crystallogr. 47, 1472 (2014).
[333] G. Shirane, S. M. Shapiro, and J. M. Tranquada, Neutron scattering with a triple-axis
spectrometer (Cambridge University Press, 2002), ISBN 0-521-41126-2.
[334] R. Reifarth, T. Bredeweg, A. Alpizar-Vicente, J. Browne, E.-I. Esch, U. Greife, R. Haight,
R. Hatarik, A. Kronenberg, J. O’Donnell, R. Rundberg, J. Ullmann, D. Vieira, J. Wil-
helmy, and J. Wouters, Nucl. Instrum. Methods Phys. Res. Sect. A-Accel. Spectrom.
Dect. Assoc. Equip. 531, 530 (2004).
[335] N. Kornilov, Fission Neutrons: Experiments, Evaluation, Modeling and Open Problems
(2015), ISBN 978-3-319-07132-9.
[336] T. Kitagawa and T. Miyazawa, J. Polym. Sci. Pt. B-Polym. Phys. 6, 83 (1968).
[337] J. Copley, Comput. Phys. Commun. 7, 289 (1974).
174
[338] N. Berk, J. Res. Natl. Inst. Stand. Technol. 98, 15 (1993).
[339] J. Dawidowski, F. J. Bermejo, and J. R. Granada, Phys. Rev. B 58, 706 (1998).
[340] H. Schober, Journal of Neutron Research, J. Neutron Res. 17, 109 (2014).
[341] W. J. L. Buyers, J. K. Kjems, and J. D. Garrett, Phys. Rev. Lett. 55, 1223 (1985).
[342] W. J. L. Buyers, J. K. Kjems, and J. D. Garrett, Phys. Rev. Lett. 56, 996 (1986).
Acknowledgements 175
Acknowledgements
First of all I want to thank my supervisor Jun.-Prof. Dmytro S. Inosov for giving me the
opportunity to perform my research at TU Dresden and for his help in my work. His inborn
intuition allowed us to revive interest to the seemingly long-forgotten topic of underlying
physics in CeB6, as well as the related Ce3Pd20Si6 compound. His meticulousness instilled in
me a love for accurate design of figures, and the ability to properly highlight important items
in the proposal allowed us to obtain numerous days of beamtime for neutron measurements.
It would be impossible to do my research without excellent single-crystal samples,
therefore I want to thank N. Yu. Shitsevalova, A. V. Dukhnenko and V. B. Filipov for providing
us with a whole family of pure, La, and Nd doped CeB6 crystals, and also S. Paschen and
A. Prokofiev for Ce3Pd20Si6 and Ce3Pd20Ge6 crystals.
Since my work was related with experiments, which were conducted at large-scale
neutron facilities, it becomes impossible to fully appreciate the assistance provided to me
from the beam-line scientists. I would like to thank J.-M. Mignot, Y. Sidis, S. Petit, and
P. Bourges from Laboratoire Léon Brillouin not only for brilliant instrument support, but also
for their help in the “fight” with the administration to gain unaccompanied facility access.
In my opinion, P. Boutrouille deserves to be named “cryostat wizard”, for his extraordinary
ability to handle the cryogenic equipment. P. Cˇermák and I. Radelytskyi from the Jülich Center
for Neutron Science helped enormously in my attempts to force the PANDA spectrometer
to work properly, and I hope A. Schneidewind and her family were not very annoyed by
the number of night calls from me. The speed, at which J. T. Park managed to start the
experiment and to process the data always amazed me. Many hours were spent together
with Z. Hüsges, Z. Lu and D. L. Quintero-Castro from the Helmholtz-Zentrum Berlin, trying
to determine the best configuration of the spectrometer and identify the origin of spurious
signals. Every experiment with A. Ivanov and J. Ollivier at the Institute Laue-Langevin gave
me a fruitful learning experience on various technical details about the spectrometer and
sample environment. I acknowledge the help of A. Podlesnyak, D. L. Abernathy and G. Ehlers
from the Oak Ridge National Laboratory for their support during the experiments and advice
to visit the historically important X-10 Graphite Reactor, K-25 facility for uranium enrichment,
176
HFIR, and other interesting, as well as scary buildings, like the Experimental Gas-Cooled
Reactor at which an operational decontamination shower can still be found outside the
reactor building. I was pleased to conduct experiments with J. A. Rodriguez-Rivera and
Y. Qiu at the NIST Center for Neutron Research. I also thank all my collaborators who helped
me in carrying out a lot of experiments: B. Frick (ILL), J. White (PSI), R. Bewley, T. Guidi,
D. Adroja (ISIS), R. Mole (ANSTO), K. Prokeš and I. Glavatskyy (HZB). I would like to thank
A. Akbari from APCTP in Pohang, South Korea, for his theoretical support with CeB6 project,
and in particular for the calculations shown in figs. 3.17 and 3.19.
I also would like to thank the whole staff at the Research/Instructional Support Workshops
at the Department of Physics, and especially M. Siegel, D. Andris, J. Kretschmer, and U. Dorn.
For the purpose of numerous experiments, special sample holders, adaptors and very small
nuts and bolts were made by them. They were always sympathetic to my demands and tried
to do their best in making all necessary parts even on short notice.
Our neutron scattering experiments required careful alignment of the available single
crystals, therefore I would like to acknowledge B. Büchner, S. Seiro, S. Wurmehl, C. Blum at
IFW Dresden, and L. H. Tjeng, A. Komarek, D. Sokolov at MPI-CPfS, for providing access to
the Laue machines to orient crystals by means of the backscattering method.
Over the past five years I took part in a number of experiments, together with my
colleagues from the neutron scattering group M. A. Surmach, A. S. Cameron, Y. A. Onykiienko,
Y. V. Tymoshenko from TU Dresden, S. E. Nikitin, A. Sukhanov, O. Stockert, D. J. Jang,
M. Brando from MPI-CPFS, G. Friemel, H. Jang, A. Jain from MPI Stuttgart, A. Chikina,
D. V. Vyalikh from TU Dresden, and A. Fedorov from IFW Dresden.
I credit D. S. Inosov and A. S. Cameron for a careful proofreading of this thesis.
My work on this thesis was supported by the Research Training Group GRK 1621, the
German Research Foundation (DFG) under grants No. IN 209/1-2 within the priority pro-
gramme SPP 1458, individual grants IN 209/4-1, IN 209/3-1, and the Collaborative Research
Center SFB 1143 (project C03).
Versicherung 177
Versicherung
Hiermit versichere ich, dass ich die vorliegende Arbeit ohne unzulässige Hilfe Dritter und
ohne Benutzung anderer als der angegebenen Hilfsmittel angefertigt habe; die aus fremden
Quellen direkt oder indirekt übernommenen Gedanken sind als solche kenntlich gemacht.
Die Arbeit wurde bisher weder im Inland noch im Ausland in gleicher oder ähnlicher Form
einer anderen Prüfungsbehörde vorgelegt. Bis zum jetzigen Zeitpunkt habe ich keinerlei
erfolglose Promotionsverfahren absolviert.
Die vorliegende Dissertation wurde am Institut für Festkörper- und Materialphysik
der Fakultät Physik der Technischen Universität Dresden unter Leitung von Jun.-Prof. Dr.
Dmytro S. Inosov angefertigt.
Ich erkenne hiermit die Promotionsordnung der Fakultät Physik der Technischen Univer-
sität Dresden vom 23.02.2011 an.
(Ort, Datum) (Unterschrift)
