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Esercizi per il corso di Complementi di Metodi
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Alexandre Kamenchtchik
Problema No 1
Sia data una funzione P1 : N→ R, tale che
P1(1) = P1(2) = P1(3) = P1(4) = P1(5) = P1(6) =
1
6
; P1(n) = 0,per n > 6.
Calcolare le convoluzioni di funzioni P2 = P1 ∗P1 e P3 = P1 ∗P2 = P1 ∗P1 ∗P1.
Soluzione
P2(1) = 0,
P2(2) = P1(1) · P1(1) = 1
36
,
P2(3) = P1(1) · P1(2) + P1(2) · P1(1) = 1
36
+
1
36
=
2
36
=
1
18
,
P2(4) = P1(1) · P1(3) + P1(2) · P1(2) + P1(3) · P1(1) = 1
36
+
1
36
+
1
36
=
3
36
=
1
12
,
P2(k) =
∑
m∈N
P1(m) · P1(k −m),
P2(5) =
4
36
,
P2(6) =
5
36
,
P2(7) =
6
36
,
P2(8) = P1(2) · P1(6) + P1(3) · P1(5) + P1(4) · P1(4) + P1(5) · P1(3) + P1(6) · P1(2) = 5
36
,
P2(9) =
4
36
,
P2(10) =
3
36
,
P2(11) =
2
36
,
P2(12) =
1
36
,
P2(k) = 0,per k > 12.
1
P3(k) =
∑
m∈N
P1(k −m) · P2(m),
P3(1) = P3(2) = 0,
P3(3) = P1(1) · P2(2) = 1
216
,
P3(4) = P1(1) · P2(3) + P1(2) · P2(2) = 3
216
,
P3(5) = P1(1) · P2(4) + P1(2) · P2(3) + P1(3) · P2(2) = 6
216
,
P3(6) = P1(1) · P2(5) + P1(2) · P2(4) + P1(3) · P2(3) + P1(4) · P2(2) = 4 + 3 + 2 + 1
216
=
10
216
,
P3(7) = P1(1) · P2(6) + P1(2) · P2(5) + P1(3) · P2(4) + P1(4) · P2(3) + P1(5) · P2(2)
=
5 + 4 + 3 + 2 + 1
216
=
15
216
,
P3(8) = P1(1) · P2(7) + P1(2) · P2(7) + P1(3) · P2(5) + P1(4) · P2(4) + P1(5) · P2(3)
+P1(6) · P2(2) = 6 + 5 + 4 + 3 + 2 + 1
216
=
21
216
,
P3(9) = P1(1) · P2(8) + P1(2) · P2(7) + P1(3) · P2(6) + P1(4) · P2(5) + P1(5) · P2(4)
+P1(6) · P2(3) = 5 + 6 + 5 + 4 + 3 + 2
216
=
25
216
,
P1(10) = P1(1) · P2(9) + P1(2) · P2(8) + P1(3) · P2(7) + P1(4) · P2(6) + P1(5) · P2(5)
+P1(6) · P2(4) = 4 + 5 + 6 + 5 + 4 + 3
216
=
27
216
,
P3(11) = P1(1) · P2(10) + P1(2) · P2(9) + P1(3) · P2(8) + P1(4) · P2(7) + P1(5) · P2(6)
+P1(6) · P2(5) = 3 + 4 + 5 + 6 + 5 + 4
216
=
27
216
,
P3(12) = P1(1) · P2(11) + P1(2) · P2(10) + P1(3) · P2(9) + P1(4) · P2(8) + P1(5) · P2(7)
+P1(6) · P2(6) = 2 + 3 + 4 + 5 + 6 + 5
216
=
25
216
,
P3(13) =
21
216
,
P3(14) =
15
216
,
P3(15) =
10
216
,
P3(16) =
6
216
,
P3(17) =
3
216
,
P3(18) =
1
216
,
P3(k) = 0, per k > 18.
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Problema No 2
Sia
P1(x) = 1 se − 1
2
≤ x ≤ 1
2
P1(x) = 0 se |x| > 1
2
o
P1(x) = χ[− 12 , 12 ](x) = θ
(
1
2
+ x
)
θ
(
1
2
− x
)
,
laddove χM (x) e` la funzione caratteristica dell’insieme M e θ(x) e` la funzione
di Heaviside.
Calcolare le convoluzioni di funzioni P2 = P1 ∗P1 e P3 = P1 ∗P2 = P1 ∗P1 ∗P1.
Soluzione
P2(x) =
∫ ∞
−∞
P1(x− y)P1(y)dy,
−1
2
≤ y ≤ 1
2
,
x− y ≤ 1
2
; y ≥ x− 1
2
,
x− y ≥ −1
2
; y ≤ x+ 1
2
.
Se x > 1 la condizione y ≥ x− 12 e` incompatibile con la condizione y ≤ 12 , quindi
P2(x) = 0, se x > 1.
Se 0 ≤ x ≤ 1, x− 12 ≤ y ≤ 12 e
P2(x) =
∫ 1
2
x− 12
dy = 1− x.
Se −1 ≤ x ≤ 0, − 12 ≤ y ≤ x+ 12 ,
P2(x) =
∫ x+ 12
− 12
dy = x+ 1.
Se x ≤ −1, P2(x) = 0. Si puo’ scrivere
P2(x) = θ(1 + x) · θ(−x) · (1 + x) + θ(1− x) · θ(x) · (1− x).
La funzione P2(x) non ∈ C1(x) poiche´ la sua derivata e` discontinua nei punti
x = −1, x = 0, x = 1.
3
P3(x) =
∫ ∞
−∞
P1(x− y)P2(y),
x− 1
2
≤ y ≤ x+ 1
2
.
Se x > 32 la condizione y ≥ x− 12 e` incompatibile con la condizione y ≤ 1 (per
P2(x)). Quindi
Se x >
3
2
, P3(x) = 0.
Se 12 ≤ x ≤ 32 e x− 12 ≤ y ≤ 1, allora P2(y) = 1− y e
P3(x) =
∫ 1
x− 12
(1− y)dy =
(
y − y
2
2
) ∣∣∣1
x− 12
=
1
2
(
x− 3
2
)2
.
Se − 12 ≤ x ≤ 12 e x − 12 ≤ y ≤ x + 12 , allora P2(y) = 1 + y per y ≤ 0 e
P2(y) = 1− y per y ≥ 0, quindi
P3(x) =
∫ 0
x− 12
(1 + y)dy +
∫ x+ 12
0
(1− y)dy =
(
y +
y2
2
) ∣∣∣0
x− 12
+
(
y − y
2
2
) ∣∣∣x+ 12
0
=
3
4
− x2.
Poi, se − 32 ≤ x ≤ − 12 e −1 ≤ y ≤ x+ 12 , allora P2(y) = 1 + y e
P3(x) =
∫ x+ 12
−1
(1 + y)dy =
(
y +
y2
2
) ∣∣∣x+ 12
−1
=
1
2
(
x+
3
2
)2
.
Se x < − 32 , P3(x) = 0. Possiamo scrivere
P3(x) =
1
2
θ
(
x+
3
2
)
· θ
(
−x− 1
2
)
·
(
x+
3
2
)2
+ θ
(
x+
1
2
)
· θ
(
1
2
− x
)
·
(
3
4
− x2
)
+
1
2
θ
(
3
2
− x
)
· θ
(
x− 1
2
)
·
(
x− 3
2
)2
.
La funzione P3(x) ∈ C1, poiche´ non solo la funzione stessa ma anche la sua
prima derivata e` continua:
P ′3
(
3
2+
)
= 0, P ′3
(
3
2−
)
=
(
x− 3
2
) ∣∣∣
x= 32
= 0,
P ′3
(
1
2+
)
=
(
x− 3
2
) ∣∣∣
x= 12
= −1, P ′3
(
1
2−
)
= −2x|x= 12 = −1.
Le formule analoghe sono valide anche per i punti x = − 12 e x = − 32 .
Tuttavia, P3(x) non ∈ C2 poiche´ le seconde derivate non sono continue nei
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punti x = 32 , x =
1
2 , x = − 12 , x = − 32 . Infatti
P ′′3
(
3
2+
)
= 0, P ′′3
(
3
2−
)
= 1,
P ′′3
(
1
2+
)
= 1, P ′′3
(
1
2−
)
= −2
e analogamente per i punti x = − 12 e x = − 32 .
Problema No 3
La funzione gaussiana e`
P1(x) =
1√
piσ
exp
(
− (x− a)
2
σ2
)
.
Dimostrare che
Pn(x) = P1 ∗ · · · ∗ P1︸ ︷︷ ︸
n volte
(x) =
1√
pi
√
nσ
exp
(
− (x− na)
2
nσ2
)
. (1)
Soluzione
P2(x) =
∫ ∞
−∞
dyP1(x− y)P1(y) =
∫ ∞
−∞
dy
1
piσ2
exp
(
− (x− y − a)
2 − (y − a)2
σ2
)
=
1
piσ2
∫ ∞
−∞
dy exp
(−2y2 + 2yx− (x− a)2 − a2
σ2
)
=
1√
2piσ
exp
(
− (x− a)
2 + a2
σ2
)
exp
(
x2
2σ2
)
=
1√
2piσ
exp
(
−x
2 − 4ax+ 4a2
2σ2
)
=
1√
2piσ
exp
(
− (x− 2a)
2
2σ2
)
.
laddove abbiamo usato la formula∫ ∞
−∞
dx exp(−αx2 + βx) =
√
pi
α
exp
(
β2
4α
)
. (2)
Usiamo il metodo dell’induzione matematica. Supponiamo che la formula (1)
sia vera per un certo n. Dobbiamo dimostrare che questa formula e` vera anche
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per n+ 1.
Pn+1(x) =
∫ ∞
−∞
dyP1(x− y)Pn(y)
=
1
pi
√
nσ2
∫ ∞
−∞
dy exp
(
− (x− y − a)
2
σ2
− (y − na)
2
nσ2
)
=
1
pi
√
nσ2
∫ ∞
−∞
dy exp
(−(n+ 1)y2 + 2nxy − n(x− a)2 − n2a2
nσ2
)
=
1
pi
√
nσ2
exp
(−(x− a)2 − na2
σ2
)∫ ∞
−∞
dy exp
(
− (n+ 1)y
2
nσ2
+
2xy
σ2
)
=
1√
(n+ 1)piσ
exp
(−(x− a)2 − na2
σ2
)
· exp
(
x2n
(n+ 1)σ
)
,
laddove abbiamo usato la formula (2).
Ora
Pn+1(x) =
1√
(n+ 1)piσ
exp
(−(x− a)2 − na2
σ2
)
· exp
(
x2n
(n+ 1)σ2
)
=
1√
(n+ 1)piσ
exp
(−(n+ 1)(x− a)2 + nx2 − n(n+ 1)a2
(n+ 1)σ2
)
=
1√
(n+ 1)piσ
exp
(−x2 + 2xa(n+ 1)− (n+ 1)2a2
(n+ 1)σ2
)
=
1√
(n+ 1)piσ
exp
(
− (x− (n+ 1)a)
2
(n+ 1)σ2
)
,
come si voleva dimostrare.
Problema No 4
La funzione a campana e`
P1(x) =
a
pi(x2 + a2)
, a > 0.
Dimostrare che
Pn(x, a) = P1 ∗ · · · ∗ P1︸ ︷︷ ︸
n volte
(x) =
na
pi(x2 + n2a2)
= P1(x, na). (3)
Soluzione
P2(x) =
a2
pi2
∫ ∞
−∞
dy
1
(x− y)2 + a2 ·
1
y2 + a2
.
I poli sono x− y = ±ia, y = ±ia o
y = x± ia, y = ±ia.
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Nel semipiano positivo ci sono due poli:
y = x+ ia, y = ia.
P2(x) =
a2
pi2
· 2pii
(
Resy=x+ia
1
(x− y)2 + a2 ·
1
y2 + a2
+ Resy=ia
1
(x− y)2 + a2 ·
1
y2 + a2
)
=
a2
pi2
· 2pii
(
1
2ia
1
(x+ ia)2 + a2
+
1
2ia
1
(x− ia)2 + a2
)
=
a
pi
(
1
x2 + 2iax
+
1
x2 − 2iax
)
=
2a
pi(x2 + (2a)2)
= P1(x, 2a).
Usiamo il metodo dell’induzione matematica. Supponiamo che la formula (3)
sia vera per un certo n. Dobbiamo dimostrare che questa formula e` vera anche
per n+ 1.
Pn+1(x) =
∫ ∞
−∞
dyP1(x− y)Pn(y)
=
a2n
pi2
∫ ∞
−∞
dy
1
(x− y)2 + a2 ·
1
y2 + n2a2
=
na2
pi2
· 2pii
(
Resy=ina
1
(x− y)2 + a2 ·
1
y2 + n2a2
+ Resy=x+ia
1
(x− y)2 + a2 ·
1
y2 + n2a2
)
=
na2
pi2
· 2pii
(
1
2ia
· 1
(x+ ia)2 + n2a2
+
1
2ina
· 1
(x− ina)2 + a2
)
=
na
pi
(
1
x2 + 2iax+ (n2 − 1)a2 +
1
n(x2 − 2inax+ a2 − n2a2)
)
=
(n+ 1)a
pi
1
x2 + (n+ 1)2a2
,
come si voleva dimostrare.
Problema No 5
Si consideri la famiglia di funzioni
ρε(x) =
ε
pi
1
x2 + ε2
,
e si dimostri che per ogni funzione u(x) continua e limitata il prodotto di con-
voluzione (ρε ∗ u)(x) converge, per ε → 0, a u(x) uniformemente continua su
ogni compatto K.
Soluzione
Dobbiamo dimostrare che per ogni δ > 0 e per ogni compatto K ∃ ε0 > 0 tale
che, per ∀x ∈ K,
|(ρε ∗ u)(x)− u(x)| < δ
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se ε < ε0.
|(ρε ∗ u)(x)− u(x)| =
∣∣∣ ∫ ∞
−∞
ε
pi
1
y2 + ε2
u(x− y)dy − u(x)
∣∣∣
=
∣∣∣ ∫ ∞
−∞
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
∣∣∣
poiche´ ∫ ∞
−∞
ε
pi
1
y2 + ε2
dy =
1
pi
arctan
y
ε
∣∣∣∞
−∞
= 1.
Poi ∫ ∞
−∞
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
=
∫ −A
−∞
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
+
∫ A
−A
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
+
∫ ∞
A
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
e ∣∣∣ ∫ ∞
−∞
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
∣∣∣
≤
∣∣∣ ∫ −A
−∞
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
∣∣∣
+
∣∣∣ ∫ A
−A
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
∣∣∣
+
∣∣∣ ∫ ∞
A
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
∣∣∣.
La funzione u(x) e` limitata. Quindi
|(u(x− y)− u(x))| < B, B > 0
per x, y ∈ (−∞,∞).∣∣∣ ∫ ∞
A
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
∣∣∣ ≤ B ∫ ∞
A
ε
pi
1
y2 + ε2
dy =
B
pi
(
pi
2
− arctanA
ε
)
.
Anche ∣∣∣ ∫ −A
−∞
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
∣∣∣ ≤ B
pi
(
pi
2
− arctanA
ε
)
.
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Quindi∣∣∣ ∫ −A
−∞
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
∣∣∣+ ∣∣∣ ∫ ∞
A
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
∣∣∣
≤ 2B
pi
(
pi
2
− arctanA
ε
)
.
Se una funzione e` continua sara` uniformemente continua su un compatto K,
dunque per ogni δ > 0 esiste A > 0 tale che se |y| ≤ A allora |u(x−y)−u(x)| < δ2
laddove x ∈ K.
Ora scegliamo A tale che per ∀ x ∈ K e` vero che |u(x− y)− u(x)| < δ2 . Quindi∣∣∣ ∫ A
−A
ε
pi
1
y2 + ε2
(u(x− y)− u(x))dy
∣∣∣ < δ
2
∫ A
−A
ε
pi
1
y2 + ε2
dy <
δ
2
.
Adesso dobbiamo scegliere ε0 tale che
2B
pi
(
pi
2
− arctanA
ε0
)
<
δ
2
,
pi
2
− arctanA
ε0
<
δpi
4B
,
arctan
A
ε0
>
pi
2
− δpi
4B
,
A
ε0
> tan
(
pi
2
− δpi
4B
)
,
ε0 <
A
tan
(
pi
2 − δpi4B
) .
La dimostrazione e` stata completata.
Problema No 6
Si consideri lo spazio di Hilbert L2([0, 1]).
a) Si dimostri che l’operatore momento
p = −i d
dx
e` solo simmetrico se definito sul dominio
D = {f ∈ L2([0, 1]) : f ′ ∈ L2([0, 1]), f(1) = f(0) = 0}
mentre e` autoaggiunto sul dominio
Dθ = {f ∈ L2([0, 1]) : f ′ ∈ L2([0, 1]), f(1) = eiθf(0)}
con
θ ∈ [0, 2pi].
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b) Si dimostri che l’operatore hamiltoniano
H = − d
2
dx2
e` autoaggiunto sui domini:
D0 = {f ∈ L2([0, 1]) : f ′′ ∈ L2([0, 1]), f(1) = f(0) = 0},
D1 = {f ∈ L2([0, 1]) : f ′′ ∈ L2([0, 1]), f ′(1) = f ′(0) = 0},
Dθ = {f ∈ L2([0, 1]) : f ′′ ∈ L2([0, 1]), f(1) = eiθf(0) = 0, f ′(1) = eiθf ′(0) = 0}.
Soluzione
a) Se f ∈ D e g ∈ D+:
〈p+g, f〉 = 〈g, pf〉 =
∫ 1
0
dxg¯(−if ′) = −i(g¯f)|10 + i
∫ 1
0
dxg¯′f
= 〈pg, f〉 − i(g¯(1)f(1)− g¯(0)f(0)) = 〈pg, f〉
in quanto f(1) = f(0) = 0. Ne segue che
D+ = {g ∈ L2([0, 1]) : g′ ∈ L2([0, 1])},
il quale e` piu` grande di D, quindi l’operatore e` solo simmetrico.
Se f ∈ Dθ e g ∈ Dθ+:
〈p+g, f〉 = 〈g, pf〉 =
∫ 1
0
dxg¯(−if ′) = −i(g¯f)|10 + i
∫ 1
0
dxg¯′f
= 〈pg, f〉 − i(g¯(1)f(1)− g¯(0)f(0)) = 〈pg, f〉
se e solo se, tenuto conto che f(1) = eiθf(0), si ha anche g(1) = eiθg(0) ovvero
Dθ+ = Dθ.
b) Se f ∈ DA e g ∈ DA+(A = 0, 1, θ):
〈H+g, f〉 = 〈g,Hf〉 =
∫ 1
0
dxg¯(−f ′′) = (−g¯f ′)|10 +
∫ 1
0
dxg¯′f ′
= (−g¯f ′)|10 + (g¯′f)|10 −
∫ 1
0
dxg¯′′f
= 〈Hg, f〉 − (g¯(1)f ′(1)− g¯(0)f ′(0)− g¯′(1)f(1) + g¯′(0)f(0)) = 〈Hg, f〉
se e solo se
g(1) = g(0) = 0 quando f(0) = f(1) = 0,
g′(1) = g′(0) = 0 quando f ′(0) = f ′(1) = 0,
g(1) = eiθg(0) = 0, g′(1) = eiθg′(0) quando f(1) = eiθf(0), f ′(1) = eiθf ′(0),
10
ovvero
DA+ = DA.
Problema No 7
Si consideri lo spazio di Hilbert L2([0,∞]).
a) Si dimostri che l’operatore momento
p = −i d
dx
D = {f ∈ L2([0,∞]) : f ′ ∈ L2([0,∞]), f(0) = 0}
e` simmetrico ma non autoaggiunto.
b) Si dimostri che l’operatore hamiltoniano
H = − d
2
dx2
Da = {f ∈ L2([0,∞]) : f ′′ ∈ L2([0,∞]), f ′(0) = af(0)}
(con a numero reale, incluso infinito) e` autoaggiunto.
Soluzione
a) Se f ∈ D e g ∈ D+:
〈p+g, f〉 = 〈g, pf〉 =
∫ ∞
0
dxg¯(−if ′) = −i[g¯f ]|∞0 + i
∫ ∞
0
dxg¯′f
= 〈pg, f〉+ ig¯(0)f(0) = 〈pg, f〉
in quanto f(x)→ 0 per x→∞ e f(0) = 0. Ne segue che
D+ = {g ∈ L2([0,∞]) : g′ ∈ L2([0,∞])}
il quale e` piu` grande di D e quindi l’operatore p e` solo simmetrico.
b) Se f ∈ Da e g ∈ Da+:
〈H+g, f〉 = 〈g,Hf〉 =
∫ ∞
0
dxg¯(−f ′′) = [−g¯f ′]|∞0 +
∫ ∞
0
dxg¯′f ′
= [−g¯f ′ + g¯′f ]|∞0 −
∫ ∞
0
dxg¯′′f
= 〈Hg, f〉+ [ ¯g(0)f ′(0)− ¯g′(0)f(0)] = 〈Hg, f〉
se e solo se, tenuto conto che f(x)→ 0 per x→∞ e f ′(0) = af(0), si ha anche
g′(0) = ag(0), ovvero
Da+ = Da.
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Problema No 8
Dimostrare che l’operatore della coordinata x e` illimitato sullo spazio L2([−∞,∞])
ed e` limitato sullo spazio L2([a, b]), dove [a, b] e` un intervallo finito.
Calcolare la norma dell’operatore x sull’intervallo finito [a, b].
Dimostrare che l’operatore dell’impulso p = i ddx e` illimitato sullo spazio L
2([a, b]),
dove [a, b] puo` essere sia finito che infinito.
Soluzione
Vogliamo costruire una funzione f(x) ∈ L2([−∞,∞]) tale che xf(x) non ap-
partenga a L2([−∞,∞]). Introduciamo
f(x) = 1, se − 1 ≤ x ≤ 1
f(x) =
1
|x| , se |x| > 1.
Allora ∫ ∞
−∞
dx|f(x)|2 = 2
∫ ∞
1
dx
x2
+
∫ 1
−1
dx = 2− 2
x
∣∣∣∞
1
= 4,
xf(x) = x se − 1 ≤ x ≤ 1
xf(x) =
x
|x| se |x| > 1.∫ ∞
−∞
dxx2|f(x)|2 =
∫ 1
−1
dxx2 + 2
∫ ∞
1
dx diverge.
Abbiamo dimostrato che la funzione f(x) non appartiene al dominio dell’operatore
della coordinata x.
Dimostriamo che l’operatore x e` illimitato sullo spazio L2([−∞,∞]). Con-
sideriamo una successione di funzioni
fn(x) = 1 se n ≤ x ≤ n+ 1
fn(x) = 0 se x < n o x > n+ 1.
||fn|| =
√∫ ∞
−∞
f2n(x)dx =
√∫ n+1
n
dx = 1.
||xfn|| =
√∫ ∞
−∞
x2f2n(x)dx =
√∫ n+1
n
x2dx =
√
n2 + n+
1
3
> n.
Quindi non esiste C > 0 tale che ∀n
||xfn||
||fn|| ≤ C.
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Consideriamo ora lo spazio L2([a, b]), dove [a, b] e` un intervallo finito e dove
|b| ≥ |a|. In questo caso
||xf(x)||2 =
∫ b
a
dxx2|f(x)|2 ≤ |b|2
∫ b
a
dx|f(x)|2 = |b|2||f(x)||2,
||xf(x)||
||f(x)|| ≤ |b|.
Quindi l’operatore x e` limitato sullo spazio L2([a, b]) e` la sua norma non supera
|b|.
Dimostriamo, che questa norma e` uguale a |b|. Consideriamo una successione
di funzioni
fn(x) =
√
nχ[b− 1n ,b](x).
Ovviamente
||fn|| = 1,
mentre
||xfn||2 = b2 − b
n
+
1
3n2
e quindi ∀ε > 0, ∃n tale che |||xfn|| − |b|| < ε. La dimostrazione e` stata
completata.
Si puo` presentare una formula piu` generale, omettendo la condizione |b| > |a|:
||x|| = max{|a|, |b|}.
Per l’operatore dell’impulso, costruiamo una funzione appartenente allo spazio
L2([−∞,∞]) tale che i dfdx non appartenga a questo spazio. Come esempio
scegliamo
f(x) =
1
|x| se |x| > 1,
f(x) =
√
|x| se − 1 ≤ x ≤ 1.
Un simile esempio puo` essere costruito anche per un intervallo finito.
Ora dimostriamo, che l’operatore dell’impulso e` illimitato anche su un intervallo
arbitrario [a, b]. Consideriamo una successione di funzioni
gn(x) = sinpinx se − 1 ≤ x ≤ 1,
gn(x) = 0 se|x| > 1.
||gn|| =
√∫ 1
−1
dx sin2 pinx = 1,
∣∣∣∣∣∣dgn
dx
∣∣∣∣∣∣ =
√
pi2n2
∫ 1
−1
dx cos2 pinx = pin.
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Quindi non esiste C > 0 tale che ∀n∣∣∣∣∣∣dgndx ∣∣∣∣∣∣
||gn|| < C.
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Problema No 9
Costruire il sistema di funzioni di Hermite. Usando questo sistema presentare
degli esempi di vettori dello spazio di Hilbert L2(R) tali che risulatati dell’azione
dell’operatore della coordinata o dell’impulso non appartengano a questo spazio.
Soluzione
Le funzioni di Hermite sono
φn = e
− x22 Hn(x),
Hn(x) = (−1)nex2 d
n
dxn
e−x
2
,
laddove Hn si chiamano polinomi di Hermite. Dimostriamo la ortogonalita` delle
funzioni di Hermite φn. Per n > m∫ ∞
−∞
dxφn(x)φm(x) =
∫ ∞
−∞
dxHn(x)Hm(x)e
−x2
= (−1)m+n
∫ ∞
−∞
dx
(
dn
dxn
e−x
2
)
·
(
ex
2 dm
dxm
e−x
2
)
= (−1)n+1
∫ ∞
−∞
dx
(
dn−m−1
dxn−m−1
e−x
2
)
· d
m+1
dxm+1
(
ex
2 dm
dxm
e−x
2
)
= 0
poiche´
dm+1
dxm+1
(
ex
2 dm
dxm
e−x
2
)
= 0.
Calcoliamo la norma di φn:
〈φn, φn〉 =
∫ ∞
−∞
dx
(
dn
dxn
e−x
2
)
·
(
ex
2 dn
dxn
e−x
2
)
.
Integrando per parti n volte otteniamo
〈φn, φn〉 = (−1)n
∫ ∞
−∞
dxe−x
2 dn
dxn
(
ex
2 dn
dxn
e−x
2
)
= (−1)n
∫ ∞
−∞
dxe−x
2 dn
dxn
((−2x)n) = 2nn!√pi.
Ora denotiamo con il simbolo φn(x) le funzioni di Hermite normalizzate:
φn(x) ≡ (−1)
n
pi1/4(n!)1/22n/2
e
x2
2
dne−x
2
dxn
.
Calcolando la derivata di φn(x), troviamo
dφn(x)
dx
= xφn(x) +
(−1)n
pi1/4(n!)1/22n/2
e−
x2
2 · ex2 d
n+1
dxn+1
e−x
2
= xφn(x)−
√
2(n+ 1)φn+1(x).
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Introduciamo l’operatore
Aφn =
(
x− d
dx
)
φn =
√
2(n+ 1)φn+1.
L’operatore aggiunto e`
A+ ≡ x+ d
dx
.
Poi
〈A+φm, φn〉 = 〈φm, Aφn〉 =
√
2(n+ 1)δn+1,m.
Quindi
A+φm =
√
2mφm−1
e
x =
1
2
(A+A+),
d
dx
=
1
2
(A+ −A),
xφn =
1
2
(
√
2(n+ 1)φn+1 +
√
2nφn−1),
dφn
dx
=
1
2
(
√
2nφn−1 −
√
2(n+ 1)φn+1).
Consideriamo la funzione
f =
∞∑
n=1
φn
n
∈ L2([−∞,∞]).
Applicando l’operatore x alla funzione f otteniamo
xf =
√
2φ0
2
+
φ1
2
+
∞∑
n=2
(
1√
2(n+ 1)
+
√
2n
2(n− 1)
)
φn.
Il quadrato della norma del vettore xf :
||xf ||2 = 1
2
+
1
4
+
∞∑
n=2
(
1
2(n+ 1)
+
n
2(n− 1)2 +
√
n(n+ 1)
n2 − 1
)
diverge.
L’operatore x non e` definito sul vettore f . Applichiamo ora l’operatore ddx alla
funzione f :
df
dx
=
√
2φ0
2
+
φ1
2
+
∞∑
n=2
(
1√
2(n+ 1)
−
√
2n
2(n− 1)
)
φn.
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Il coefficiente presso φn nell’ultima formula si comporta come
1√
2(n+ 1)
−
√
2n
2(n− 1) =
1
√
2n
√
1 + 1n
− 1√
2n(1− 1n )
= − 3
2n
√
2n
+ o(n−3/2)
quando n→∞. Il suo quadrato si comporta come 1/n3 e la norma del vettore
df
dx e` ben definita. Quindi l’azione dell’operatore
d
dx e` definita sul vettore f .
Analogamente, si puo` dimostrare che l’azione dell’operatore x e` ben definita sul
vettore
g =
∞∑
n=1
inφn
n
,
mentre la norma del vettore dgdx diverge.
Problema No 10
Consideriamo le funzioni fλ(x) =
1−cosλx
piλx2 . Dimostrare che limλ→∞ fλ(x) =
δ(x).
Soluzione
Usiamo il teorema che dice che se u(x) ∈ L1(R) e se
uλ(x) = λu(λx), (4)
allora limλ→∞ uλ(x) = Cδ(x), dove C =
∫∞
−∞ dxu(x). Nel nostro caso la fun-
zione fλ(x) ha la forma (4), dove il ruolo della funzione u viene svolto dalla
funzione
u(x) =
1− cosx
pix2
∈ L1(R).
Quindi per dimostrare che limλ→∞ fλ(x) = δ(x) basta calcolare la constante C
e vedere cha essa e` uguale a 1.
C =
∫ ∞
−∞
dxu(x) = Re
∫ ∞
−∞
dz
1− eiz
piz2
.
Possiamo chiudere il contorno dell’integrazione nel semipiano superiore del
piano complesso e sostituire un intervallo [−ε, ε] della retta reale con un pic-
colo semicerchio intorno all’origine delle coordinate, di raggio ε. Dentro questo
contorno la funzione u(x) e` olomorfa. Quindi
lim
ε→0
(∫ −ε
−∞
dz
1− eiz
piz2
+
∫ ∞
ε
dz
1− eiz
piz2
)
= lim
ε→0
∫ pi
0
idθεeiθ(1− 1− iεeiθ) 1
piε2e2iθ
= 1.
La dimostrazione e` stata completata.
17
Problema No 11
Consideriamo la famiglia di funzioni ga(x) =
a
pi(x2+a2) . Dimostriamo che lima→0 ga(x) =
δ(x).
Soluzione
Si possono rappresentare le funzioni ga(x) nella forma:
ga(x) =
1
a
g
(x
a
)
,
laddove
g(x) =
1
pi(x2 + 1)
.
Ovviamente g(x) ∈ L1(R) e∫ ∞
−∞
dxg(x) =
1
pi
arctanx
∣∣∣∞
−∞
= 1.
Quindi applicando il teorema gia` usato nel Problema No 10, deduciamo che
lim
a→0
ga(x) = lim
1
a→∞
1
a
g
(x
a
)
= δ(x).
Problema No 12
Consideriamo la famiglia di funzioni hλ(x) =
1√
piλ
exp
(
−x2λ2
)
. Dimostrare che
limλ→0 hλ(x) = δ(x).
Soluzione
Si possono rappresentare le funzioni hλ(x) nella forma:
hλ(x) = ah(ax),
h(x) =
1√
pi
exp(−x2),
a =
1
λ
.
Poi, h(x) ∈ L1(R) e∫ ∞
−∞
dxh(x) =
1√
pi
∫ ∞
−∞
dx exp(−x2) = 1.
Quindi, applicando il teorema dal Problema No 10, arriviamo a
lim
λ→0
hλ(x) = lim
a→∞ ah(ax) = δ(x).
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Problema No 13
Consideriamo la successione di funzioni un(x) = nχ[− 12n , 12n ](x). Dimostrare che
limn→∞ un(x) = δ(x).
Soluzione
La funzione un(x) puo` essere riscritta come
un(x) = nu(nx),
u(x) = χ[− 12 , 12 ](x).
Poiche´ u(x) ∈ L1(R) e ∫∞−∞ dxu(x) = ∫ 12− 12 dx = 1, applicando il teorema dal
Problema No 10, arriviamo a limn→∞ un(x) = δ(x).
Problema No 14
Consideriamo la famiglia di funzioni fα(x) =
1−cosαx
x . Calcolare il limite
limα→∞ fα(x).
Soluzione
∀φ ∈ D(R), Supp φ ⊂ K = {x; |x| ≤M}
〈fα, φ〉 = lim
ε→0+
∫
ε≤|x|≤M
fα(x)φ(x)dx = lim
ε→0+
∫
ε≤|x|≤M
φ(x)
x
dx− lim
ε→0+
∫
ε≤|x|≤M
cosαxφ(x)
x
dx.∫
ε≤|x|≤M
cosαxφ(x)
x
dx =
∫ −ε
−M
cosαxφ(x)
x
dx+
∫ M
ε
cosαxφ(x)
x
dx
=
∫ M
ε
cosαx
x
[φ(x)− φ(−x)]dx =
∫ M
ε
cosαx[ψ(x) + ψ(−x)]
(dalla formula di Teylor : φ(x) = φ(0) + xψ(x), |x| ≤M,ψ(x) continua).
Quindi
lim
ε→0+
∫
ε≤|x|≤M
cosαx
x
φ(x)dx =
∫ M
0
cosαx[ψ(x) + ψ(−x)]dx
=
∫ M
−M
cosαxψ(x)dx
α→∞→ 0
secondo il teorema di Riemann-Lebesgue.
Finalmente
lim
α→∞〈fα, φ〉 = limM→∞ limε→0+
∫
ε≤|x|≤M
φ(x)
x
dx = 〈P 1
x
, φ〉.
Problema No 15
Calcolare inD′(R) il limite per n→∞ della successione fn(x) = n| sinnx|χ[− pi4n , pi4n ](x).
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Soluzione
Si puo` scrivere fn(x) = nf(nx), laddove f(x) = | sinx|χ[−pi4 ,pi4 ](x). E` facile
controllare che f(x) ∈ L1(R) e che∫ ∞
−∞
dxf(x) = 2−
√
2.
Quindi, usando il teorema del Problema No 10, abbiamo
lim
n→∞ fn(x) = (2−
√
2)δ(x).
Problema No 16
Determinare in D′(R) la soluzione dell’equazione distribuzionale
x2T ′(x) = δ(x).
Soluzione
Consideriamo prima l’equazione omogenea
x2T ′0(x) = 0.
T ′0 = C1δ(x) + C2δ
′(x).
Davvero, scegliendo una funzione di prova φ(x) ∈ D(R):
〈x2T ′, φ〉 = 〈T ′, x2φ〉 = 〈C1δ + C2δ′, x2φ〉
= C1[x
2φ(x)]x=0 + C2
d
dx
[x2φ(x)]x=0 = 0.
Quindi
T0 = C3 + C1θ(x) + C2δ(x).
Cerchiamo una soluzione particolare dell’equazione disomogenea T1(x):
〈x2T ′1(x), φ(x)〉 = 〈δ(x), φ(x)〉 = φ(0),
〈T ′1(x), x2φ(x)〉 = −〈T1, 2xφ(x) + x2φ′(x)〉 = φ(0).
Cerchiamo T1(x) nella forma αδ
′(x): dove α e` un coefficiente da determinare.
−〈αδ′(x), 2xφ(x) + x2φ′(x)〉
= α(2φ(0) + [x2φ′′(x)]x=0 + [4xφ′(x)]x=0 = 2αφ(0) = φ(0).
Quindi α = 12 e la soluzione generale dell’equazione x
2T ′(x) = δ(x) e`
T (x) =
1
2
δ′(x) + C3 + C1θ(x) + C2δ(x).
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Problema No 17
Trovare tutte le soluzioni T (x) ∈ D′(R) dell’equazione
dT (x)
dx
+ 2xT (x) = δ(x) + δ(x− 1). (5)
Soluzione
Cerchiamo la soluzione nella forma
T (x) = exp(−x2)T˜ (x) :
dT˜ (x)
dx
exp(−x2) = δ(x) + δ(x− 1),
dT˜ (x)
dx
= δ(x) exp(x2) + δ(x− 1) exp(x2),〈dT˜ (x)
dx
, φ(x)
〉
= −〈T˜ , φ′(x)〉 = φ(0) + eφ(1).
Cerchiamo T˜ nella forma
T˜ (x) = αθ(x) + βθ(x− 1) + C,
laddove α e β sono i coefficienti da determinare e C e` un coefficiente arbitrario.
−α
∫ ∞
0
φ′(x)dx− β
∫ ∞
1
φ′(x)dx = αφ(0) + βφ(1).
Quindi, α = 1, β = e e
T˜ (x) = θ(x) + eθ(x− 1) + C.
Finalmente
T (x) = C exp(−x2) + θ(x) exp(−x2) + eθ(x− 1) exp(−x2).
Problema No 18
Determinare la soluzione T ∈ D′(R) dell’equazione (x2 − 1)T (x) = δ(x− 1).
Soluzione
Troviamo la soluzione dell’equazione omogenea
(x− 1)(x+ 1)T0(x) = 0.
Ovviamente
T0(x) = C1δ(x− 1) + C2δ(x+ 1),
21
dove C1 e C2 sono costante arbitrarie. Ora cerchiamo una soluzione dell’equazione
disomogenea:
〈(x2 − 1)T1(x), φ(x)〉 = 〈δ(x− 1), φ(x)〉 = φ(1).
Cerchiamo la distribuzione T1 nella forma
T1(x) = αδ
′(x− 1),
dove α e` un coefficiente da determinare.
α〈δ′(x− 1), (x2 − 1)φ(x)〉 = −α d
dx
[(x2 − 1)φ(x)]|x=1
−2αxφ(x)|x=1 = −2αφ(1).
Quindi α = − 12 e
T (x) = −1
2
δ′(x) + C1δ(x− 1) + C2δ(x+ 1).
Problema No 19
Calcolare in D′(R) il limite della successione
lim
n→∞
n2
2
sign(x)e−n|x|.
Soluzione
Notiamo che
n2
2
sign(x)e−n|x| = −n
2
d
dx
e−n|x|,
−
〈 d
dx
n
2
e−n|x|, φ(x)
〉
=
〈n
2
e−n|x|, φ′(x)
〉
.
Dobbiamo calcolare il limite distribuzionale della successione un(x) =
n
2 e
−n|x| =
nu(nx), dove
u(x) =
1
2
e−|x|.
u(x) ∈ L1(R) e ∫ ∞
−∞
dxu(x) =
∫ ∞
0
dxe−x = 1.
Quindi, applicando il teorema dal Problema No 10, concludiamo che
lim
n→∞
n
2
e−n|x| = δ(x)
e
lim
n→∞
n2
2
sign(x)e−n|x| = − d
dx
lim
n→∞
n
2
e−n|x| = −δ′(x).
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Problema No 20
Data la successione di distribuzioni Tn ∈ D′(R2), definite da 〈Tn, φ〉 =
∫ 2pi
0
φ
(
1
n cos θ,
1
n sin θ
)
dθ,
φ ∈ C∞0 (R2), calcolare il limite per n→∞.
Soluzione
Usando le coordinate polari, possiamo scrivere
φ(x, y) = φ(ρ cos θ, ρ sin θ) = φ(ρ, θ).
Scegliendo ρ = 1n avremo
〈Tn, φ〉 =
∫ 2pi
0
φ
(
1
n
cos θ,
1
n
sin θ
)
dθ = 2piφ
(
1
n
, θ˜
)
,
dove θ˜ e` un certo valore della variabile angolare (0 ≤ θ˜ ≤ 2pi). Poi
lim
n→∞〈Tn, φ〉 = limn→∞ 2piφ
(
1
n
, θ˜
)
= 2piφ(0, θ˜) = 2piφ(0, 0).
Quindi,
lim
n→∞Tn(x) = 2piδ(x, y).
Problema No 21
Calcolare in D′(R) la soluzione dell’equazione distribuzionale
x3T ′′(x) = δ(x).
Soluzione
Cerchiamo la soluzione dell’equazione omogenea
x3T ′′0 (x) = 0.
〈x3T ′′0 (x), φ(x)〉 = 〈T ′′0 (x), x3φ(x)〉
〈T0(x), x3φ′′(x) + 6x2φ′(x) + 6xφ(x)〉 = 0.
T0(x) = C0 + C1x+ C2δ(x) + C3θ(x) + C4xθ(x).
Cerchiamo la soluzione dell’equazione disomogenea
〈T1(x), x3φ′′(x) + 6x2φ′(x) + 6xφ(x)〉 = φ(0).
Supponendo T1(x) = αδ
′(x), avremo
−6αφ(0) = φ(0).
Quindi, α = − 16 e
T (x) = −1
6
δ′(x) + C0 + C1x+ C2δ(x) + C3θ(x) + C4xθ(x).
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Problema No 22
Determinare in D′(R) la soluzione dell’equazione distribuzionale
xT ′(x) = δ(x).
Soluzione
〈xT ′(x), φ(x)〉 = −
〈
T (x),
d
dx
(xφ(x)
〉
= −〈T, φ〉 − 〈T, xφ′〉,
T0(x) = C0 + C1θ(x)− la soluzione generale dell′equazione omogenea,
T1(x) = −δ(x)− una soluzione particolare dell′equazione disomogenea.
Finalmente,
T (x) = −δ(x) + C0 + C1θ(x).
Problema No 23
Trovare la soluzione in D′(R) dell’equazione
u′′(x) = Aδ(x).
Soluzione
u′′(x) = Aδ(x),
u′(x) = Aθ(x) + C1,
u(x) = Axθ(x) + C1x+ C0,
dove C1 e C0 sono costanti arbitrarie.
Controlliamo:
〈(Axθ(x) + C1x+ C0)′′, φ(x)〉 = 〈(Axθ(x) + C1x+ C0), φ′′(x)〉
= A
∫ ∞
0
xφ(x)′′dx+ C1
∫ ∞
−∞
xφ(x)′′dx+ C0
∫ ∞
−∞
φ(x)′′dx
A(xφ′(x))|∞0 −A
∫ ∞
0
φ′(x)dx+ C1(xφ′(x))|∞−∞ − C1
∫ ∞
−∞
φ′(x)dx+ C0φ′(x)|∞−∞ = Aφ(0),
come ci aspettavamo.
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Problema No 24
Calcolare in D′(R) il limite per n→∞ della successione
fn(x) = ne
−n2(x−1)2 , n ∈ N.
Soluzione
Introduciamo una nuova variabile y ≡ x − 1. Allora fn(y) = ne−n2y2 , fn(y) =
nf(ny), dove f(y) = e−y
2 ∈ L1(R) e ∫∞−∞ f(y) = √pi. Quindi, applicando il
teorema dal Problema No 10, otteniamo
lim
n→∞ fn(y) =
√
piδ(y)
o
lim
n→∞ fn(x) =
√
piδ(x− 1).
Problema No 25
Data la successione di distribuzioni di tipo funzione a supporto compatto:
ρn(x) = a
xχ[n−1,n+1](x),
se ne studi la convergenza al variare di a > 0 negli spazi D′(R) e S′(R).
Soluzione
In D′(R), per ogni φ(x) ∈ D(R) esiste tale n0 che φ(x) = 0 se x > n0 − 1 e
quindi se x ∈ [n− 1, n+ 1] e n > n0. Allora
〈ρn(x), φ(x)〉 = 0
se n > n0 e
lim
n→∞ in D′(R)
ρn(x) = 0.
Consideriamo ora lo spazio di funzioni a decrescita rapida S(R) e lo spazio
di distribuzioni S′(R). Se a ≤ 1, allora ax = ex ln a decresce e essendo integrato
con ogni φ(x) ∈ S(R) sull’intervallo [n−1, n+1] tende allo zero mentre n→∞.
Se a > 1 possiamo trovare una funzione a decrescita rapida che si comporti
come e−bx, b > 0 quando x tende all’infinito. Se ln a > b, allora l’integrale di
ax · e−bx sull’intervallo [n− 1, n+ 1] non tende allo zero e quindi la successione
ρn(x) non ha un limite distribuzionale in S
′(R).
Problema No 26
Data la funzione
f(x) = χ[−1,0](x)(1 + x) + χ[0,1](x)(1− x),
calcolare le derivate prima e seconda distribuzionali di f(x).
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Soluzione
〈f ′(x), φ(x)〉 = −〈f(x), φ′(x)〉 = −
∫ ∞
−∞
dxf(x)φ′(x)
= −
∫ 0
−1
dx(1 + x)φ′(x)−
∫ 1
0
dx(1− x)φ′(x)
= −(1 + x)φ(x)
∣∣∣0
−1
+
∫ 0
−1
dxφ(x)− (1− x)φ(x)
∣∣∣1
0
−
∫ 1
0
dxφ(x)
= −φ(0) +
∫ 0
−1
dxφ(x) + φ(0)−
∫ 1
0
dxφ(x) =
∫ ∞
−∞
(χ[−1,0](x)− χ[0,1](x))φ(x).
Quindi
f ′(x) = χ[−1,0](x)− χ[0,1](x) = θ(−x)θ(1 + x)− θ(x)θ(1− x).
〈f ′′(x), φ(x)〉 = 〈f(x), φ′′(x)〉 =
∫ ∞
−∞
dxf(x)φ′′(x)
=
∫ 0
−1
dx(1 + x)φ′′(x) +
∫ 1
0
dx(1− x)φ′′(x)
= (1 + x)φ′(x)
∣∣∣0
−1
−
∫ 0
−1
dxφ′(x) + (1− x)φ′(x)
∣∣∣1
0
+
∫ 1
0
dxφ′(x)
= φ′(0)− φ(0) + φ(−1)− φ′(0) + φ(1)− φ(0) = φ(1) + φ(−1)− 2φ(0).
Quindi
f ′′(x) = δ(x− 1) + δ(x− 1)− 2δ(x).
Problema No 27
Calcolare in D′(R) il limite per n→∞ della successione:
fn(x) =
2xn3√
pi
e−n
2x2 .
Soluzione
fn(x) = − d
dx
(
n√
pi
e−n
2x2
)
.
Poi n√
pi
e−n
2x2 = nu(nx), dove u(x) = e
−x2√
pi
∈ L1(R) e ∫∞−∞ dxu(x) = 1. Appli-
cando il teorema dal Problema No 10, arriviamo a
lim
n→∞
n√
pi
e−n
2x2 = 1.
lim
n→∞
2xn3√
pi
e−n
2x2 = −δ′(x).
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Problema No 28
Trovare la soluzione in D′(R) dell’equazione
xmT (n)(x) = δ(x), m, n ∈ N0.
Soluzione
Cerchiamo la soluzione dell’equazione omogenea
xmT
(n)
0 (x) = 0.
La funzione ordinaria
T0(x) = C0 + C1x+ · · ·+ Cn−1xn−1,
dove C1, C2, · · · , Cn−1 sono costanti arbitrarie, ovviamente soddisfa l’equazione
omogenea. Ci sono, comunque, anche degli altri termini. Proviamo le dis-
tribuzioni del tipo
T0(x) = δ
(k)(x) :
〈xmδ(n+k), φ(x)〉 = 〈δ(n+k), xmφ(x)〉
= (−1)n+k
〈
δ(x),
dn+k
dxn+k
(xmφ(x))
〉
= (−1)n+k d
n+k
dxn+k
(xmφ(x))
∣∣∣
x=0
.
Se n+ k < m, allora
dn+k
dxn+k
(xmφ(x))
∣∣∣
x=0
= 0.
Quindi possiamo scegliere k = 0, 1, . . . ,m − n − 1 e la soluzione dell’equazione
omogenea comprendera` i termini
T0(x) = · · ·+D0δ(x) +D1δ′(x) + · · ·+Dm−n−1δ(m−n−1)(x).
Se m > n esistono m− n termini di questo tipo. Per k = m− n abbiamo
(−1)n+k d
n+k
dxn+k
(xmφ(x))
∣∣∣
x=0
= m!(−1)mφ(0).
Quindi, una soluzione particolare dell’equazione disomogenea e`
T1(x) =
(−1)m
m!
δ(m−n)(x).
Studiamo anche i termini del tipo
T0(x) = θ(x)x
l :
〈xm d
n
dxn
(θ(x)xl), φ(x)〉 = (−1)n
∫ ∞
0
dxxl
dn
dxn
(xmφ(x))
= (−1)n+ll!
∫ ∞
0
dx
dn−l
dxn−l
(xmφ(x)) (l < n)
= (−1)n+l+1l! d
n−l−1
dxn−l−1
(xmφ(x))
∣∣∣
x=0
.
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L’ultima espressione e` uguale a zero se n− l−1 < m ossia l > n−m−1. Allora
se n−m− 1 < 0 cioe` m > n− 1 esisteranno i termini in T0(x):
T0(x) = E0θ(x) + E1xθ(x) + · · ·+ En−1xn−1θ(x).
Per l = n−m−1 (se questo numero non e` negativo) una soluzione dell’equazione
disomogenea e`
T1(x) =
(−1)mxn−m−1θ(x)
(n−m− 1)!m! .
Se n−m− 1 ≥ 0, la soluzione dell’equazione omogenea contiene i termini
T0(x) = En−mxn−mθ(x) + · · ·+ En−1xn−1θ(x).
La soluzione generale dell’equazione xmT (n)(x) = δ(x) puo` essere presentata
come
T (x) =
(−1)mθ(m− n)δ(m−n)(x)
m!
+
(−1)mθ(n−m− 1)xm−n−1(x)θ(x)
(n−m− 1)!m!
+C0 + C1x+ · · ·+ Cn−1xn−1
+θ(m− n− 1)(D0δ(x) +D1δ′(x) + · · ·+Dm−n−1δ(m−n−1)(x))
+θ(m− n)(E0θ(x) + E1xθ(x) + · · ·+ En−1xn−1θ(x))
+θ(n−m− 1)(En−mxn−mθ(x) + · · ·+ En−1xn−1θ(x)),
dove si intende che θ(0) = 1.
Problema No 29
Trovare la soluzione in D′(R2) dell’equazione(
∂2
∂x2
+
∂2
∂y2
)
T (x, y) = δ(x, y).
Soluzione
〈( ∂2
∂x2
+
∂2
∂y2
)
T (x, y), φ(x, y)
〉
=
〈
T (x, y),
∂2φ(x, y)
∂x2
+
∂2φ(x, y)
∂y2
〉
.
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Effettuiamo la transizione al sistema delle coordinate polari:
x = r cos θ,
y = r sin θ,
r =
√
x2 + y2,
θ = arctan
y
x
,
∂φ
∂x
= cos θ
∂φ
∂r
− sin θ
r
∂φ
∂θ
,
∂2φ
∂x2
= cos2 θ
∂2φ
∂r2
+
sin2 θ
r2
∂2φ
∂θ2
− 2 sin θ cos θ
r
∂2φ
∂θ∂r
+
sin2 θ
r
∂φ
∂r
+
2 sin θ cos θ
r
∂φ
∂θ
,
∂φ
∂y
= sin θ
∂φ
∂r
+
cos θ
r
∂φ
∂θ
,
∂2φ
∂y2
= sin2 θ
∂2φ
∂r2
+
cos2 θ
r2
∂2φ
∂θ2
+
2 sin θ cos θ
r
∂2φ
∂θ∂r
+
cos2 θ
r
∂φ
∂r
− 2 sin θ cos θ
r
∂φ
∂θ
.
L’operatore di Laplace
∆φ ≡ ∂
2φ
∂x2
+
∂2φ
∂y2
=
1
r
∂
∂r
(
r
∂φ
∂r
)
+
1
r2
∂2φ
∂θ2
.
Cerchiamo la soluzione dell’equazione ∆T (x, y) = δ(x, y) nella forma T (x, y) =
α ln r: 〈
ln r,
1
r
∂
∂r
(
r
∂φ
∂r
)
+
1
r2
∂2φ
∂θ2
〉
=
∫ 2pi
0
dθ
∫ ∞
0
rdr
1
r
∂
∂r
(
r
∂φ
∂r
)
ln r
= 2pi
∫ ∞
0
dr
∂
∂r
(
r
∂φ
∂r
)
ln r
= 2pir ln r
∂φ
∂r
∣∣∣∞
0
− 2pi
∫ ∞
0
drr
∂φ
∂r
1
r
= 2piφ(0, 0).
Quindi
T (x, y) =
1
2pi
ln r =
ln(x2 + y2)
4pi
e` una soluzione particolare dell’equazione ∆T (x, y) = δ(x, y).
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Problema No 30
Trovare la soluzione in D′(R2) dell’equazione(
∂2
∂x2
+
∂2
∂y2
)
T (x, y) = A0δ(x, y)
dentro un cerchio di raggio r = a, con la condizione al bordo:
T (a, θ) = f(θ).
Soluzione
Cerchiamo una soluzione dell’equazione omogenea nella forma T (r, θ) = A(r)B(θ):
1
r
d
dr
(
r
dA(r)
dr
)
B(θ) +
A(r)
r2
d2B(θ)
dr2
= 0.
B(θ) deve essere periodica
Bn(θ) = cosnθ,
B˜n(θ) = sinnθ.
Da qui segue che
A(r) = rn.
Allora la soluzione generale dell’equazione omogenea e`
T0(r, θ) = c0 +
∞∑
n=1
cnr
n cosnθ +
∞∑
n=1
bnr
n sinnθ.
La soluzione generale dell’equazione disomogenea e`
T (r, θ) =
A0
2pi
ln r + c0 +
∞∑
n=1
cnr
n cosnθ +
∞∑
n=1
bnr
n sinnθ.
Possiamo rappresentare la funzione f(θ) come una serie di Fourier:
f(θ) = f0 +
∑
n=1
fn cosnθ +
∑
n=1
gn sinnθ,
f0 =
1
2pi
∫ 2pi
0
f(θ)dθ,
fn =
1
pi
∫ 2pi
0
f(θ) cosnθdθ,
gn =
1
pi
∫ 2pi
0
f(θ) sinnθdθ.
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Allora
T (a, θ) =
A0
2pi
ln a+ c0 +
∞∑
n=1
cna
n cosnθ +
∞∑
n=1
bna
n sinnθ
= f0 +
∑
n=1
fn cosnθ +
∑
n=1
gn sinnθ.
Quindi,
c0 = f0 − A0 ln a
2pi
,
cn =
fn
an
,
bn =
gn
an
.
Finalmente,
T (r, θ) =
A0 ln
r
a
2pi
+ f0 +
∞∑
n=1
gnr
n
an
sinnθ +
∞∑
n=1
fnr
n
an
cosnθ.
Problema No 31
Trovare una soluzione in D′(R3) dell’equazione
∆T (x, y, z) = δ(x, y, z).
Soluzione
Riscriviamo l’operatore di Laplace nelle coordinate sferiche
x = r sin θ cosϕ,
y = r sin θ sinϕ,
z = r cos θ,
0 ≤ r <∞, 0 ≤ θ ≤ pi, 0 ≤ ϕ ≤ 2pi;
∆ =
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
=
1
r2
∂
∂r
(
r2
∂
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
r2 sin2 θ
∂2
∂ϕ2
.
Cerchiamo la soluzione dell’equazione disomogenea nella forma T = 1r :
〈∆T, f〉 = 〈T,∆f〉
=
∫ 2pi
0
dϕ
∫ pi
0
sin θdθ
∫ ∞
0
drr2
1
r
1
r2
∂
∂r
(
r2
∂f
∂r
)
= 4pi
1
r
r2
∂f
∂r
∣∣∣∞
0
+ 4pi
∫ ∞
0
r2
∂f
∂r
1
r2
= −4pif(0).
Quindi,
T (x, y, z) = − 1
4pir
= − 1
4pi
√
x2 + y2 + z2
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e` una soluzione particolare dell’equazione disomogenea.
L’operatore di Laplace e i coefficienti di Lame` per coordinate
curvilineari ortogonali
L’operatore di Laplace nelle coordinate Cartesiane e`
∆f(x, y, x) =
∂2f
∂x2
+
∂2f
∂y2
+
∂2f
∂z2
.
Questa definizione puo` essere riscritta come:
∆f(x, y, x) = div gradf,
laddove la divergenza di un vettore ~A nelle coordinate Cartesiane viene definita
come
div ~A =
∂Ax
∂x
+
∂Ay
∂y
+
∂Az
∂z
, (6)
mentre il gradiente e` definito come vettore con i componenti
gradf =
(
∂f
∂x
,
∂f
∂y
,
∂f
∂z
)
.
Il gradiente di una funzione scalare puo` essere definito, in modo indipendente
da una scelta particolare di coordinate, come vettore orientato verso la direzione
della crescita massimale di questa funzione scalare; la lunghezza di tale vettore
e` uguale al valore assoluto della derivata della funzione lungo questa direzione.
La divergenza puo` essere definita come il limite del rapporto tra il flusso di
un campo vettoriale attraverso la superficie che serve come bordo di una regione
tridimensionale ed il volume di questa regione, quando quest’ultimo si contrae
verso un punto. Per rendere la definizione di divergenza piu` chiara consideriamo
un cubetto con le coordinate dei vertici
(x, y, z); (x+ l, y, z); (x, y + l, z); (x, y, l + z);
(x+ l, y + l, z); (x+ l, y, z + l); (x, y + l, z + l); (x+ l, y + l, z + l).
Il flusso del campo vettoriale ~A(x, y, z) attraverso la faccia del cubetto con la
coordinata x fissa e uguale a x+ l e`∫ y+l
y
dy′
∫ z+l
z
dz′Ax(x+ l, y′, z′).
Il flusso del campo vettoriale ~A(x, y, z) attraverso la faccia del cubetto con la
coordinata x fissa e uguale a x e`
−
∫ y+l
y
dy′
∫ z+l
z
dz′Ax(x, y′, z′).
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Il flusso del campo vettoriale ~A(x, y, z) attraverso tutta la superficie del cubetto,
diviso per il volume del cubetto e`
1
l3
(∫ y+l
y
dy′
∫ z+l
z
dz′(Ax(x+ l, y′, z′)−Ax(x+ l, y′, z′))
+
∫ x+l
x
dx′
∫ z+l
z
dz′(Ay(x′, y + l, z′)−Ay(x′, y, z′))
+
∫ x+l
x
dx′
∫ y+l
y
dy′(Az(x′, y′, z + l)−Az(x′, y′, z))
)
.
Calcolando in questa espressione il limite l→ 0, arriviamo all’espressione (6).
Ora consideriamo coordinate curvilineari ortogonali (q1, q2, q3). Il termine
“ortogonali” indica che i vettori tangenti alle curve coordinate sono ortogonali
tra loro in ogni punto dello spazio. Le curve coordinate sono curve lungo le quali
soltanto una delle coordinate cambia, mentre le altre due sono fisse. Conside-
riamo una curva arbitraria che passi attraverso un punto (q1, q2, q3). Un tratto
infinitesimalmente piccolo di questa curva, tra il punto (q1, q2, q3) e il punto
(q1 + dq1, q2 + dq2, q3 + dq3), avra` lunghezza
dl = H1dq1 +H2dq2 +H3dq3,
laddove le funzioni H1(q1, q2, q3), H2(q1, q2, q3) e H3(q1, q2, q3) si chiamano coef-
ficienti di Lame`.
Corrispondentemente i componenti del gradiente in coordinate curvilineari
ortogonali saranno uguali a
gradf(q1, q2, q3) =
(
1
H1
∂f
∂q1
,
1
H2
∂f
∂q2
,
1
H3
∂f
∂q3
)
. (7)
Per definire la divergenza nelle coordinate curvilineari ortogonali, notiamo che
il volume di un cubetto infinitesimale e`
V = H1H2H3dq1dq2dq3. (8)
Il flusso del campo vettoriale attraverso due facce di questo cubetto, ortogonali
alle curve lungo la coordinata q1, e`
∂(H2H3A1)
∂q1
dq1dq2dq3. (9)
Si possono scrivere formule analoghe a (8) per altre due coppie di facce del
cubetto infinitesimale. Usando queste formule insieme alla formula (8) si arriva
alla formula seguente:
div ~A =
1
H1H2H3
(
∂(H2H3A1)
∂q1
+
∂(H1H3A2)
∂q2
+
∂(H1H2A3)
∂q3
)
. (10)
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Sostituendo invece di un vettore arbitrario ~A il gradiente della formula (7) nella
formula (10) otteniamo:
∆f = div gradf
=
1
H1H2H3
(
∂
∂q1
(
H2H3
H1
∂f
∂q1
)
+
∂
∂q2
(
H1H3
H2
∂f
∂q2
)
+
∂
∂q3
(
H1H2
H3
∂f
∂q3
))
. (11)
I coefficienti di Lame` per le coordinate sferiche sono
Hr = 1, Hθ = r, Hϕ = r sin θ. (12)
Sostituendo i coefficienti di Lame` della formula (12) nella formula (11) otteniamo
l’espressione per l’operatore di Laplace nelle coordinate sferiche:
∆f =
1
r2
∂
∂r
(
r2
∂f
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂f
∂θ
)
+
1
r2 sin2 θ
∂2f
∂ϕ2
.
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Problema No 32
Dimostrare che in D′(R)
lim
λ→∞
fλ(x) = δ(x),
fλ(x) =
sinλx
pix
.
Soluzione
In questo caso non possiamo applicare il teorema dal Problema No 10, poiche´ la
funzione fλ(x) non appartiene allo spazio L
2(R). Infatti, consideriamo l’integrale∫ ∞
−∞
dx|fλ(x)| =
∫ ∞
−∞
dx
∣∣∣∣ sinxpix
∣∣∣∣ .
La funzione fλ(x) e` pari, quindi possiamo considerare l’integrale∫ ∞
0
dx
∣∣∣∣ sinxpix
∣∣∣∣ = ∞∑
n=1
|In|, (13)
laddove
In =
∫ npi
(n−1)pi
sinx
pix
.
Per n > 1:
|In| > 1
npi
∫ npi
(n−1)pi
| sinx| = 2
npi
.
Quindi la serie nella parte destra dell’equazione (13) diverge.
Dimostriamo invece che le condizioni del Teorema 7.13 dagli appunti del.
Prof. Fabio Ortolani sono soddisfatte.
Infatti, per 0 < A < B <∞:∣∣∣ ∫ B
A
dx
sinλx
x
∣∣∣ = ∣∣∣ ∫ Bλ
Aλ
dy
sin y
y
∣∣∣ ≤ 1
Aλ
∣∣∣ ∫ Bλ
Aλ
dy sin y
∣∣∣
=
1
Aλ
∣∣∣ cosAλ− cosBλ∣∣∣ ≤ 2
Aλ
,
lim
λ→∞
∣∣∣ ∫ B
A
dx
sinλx
x
∣∣∣ = 0.
Lo stesso e` vero anche quando B →∞:∣∣∣ ∫ ∞
A
dx
sinλx
x
∣∣∣ < 2
Aλ
→ 0 quando λ→∞.
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Poi, per A < 0 < B:∫ B
A
sinλx
x
dx =
∫ Bλ
Aλ
sin y
y
dy
=
∫ ∞
−∞
sin y
y
dy −
∫ ∞
B
sinλx
x
dx−
∫ A
−∞
sinλx
x
dx
= pi −
∫ ∞
Bλ
sin y
y
dy −
∫ Aλ
−∞
sin y
y
dy,
per cui
lim
λ→∞
1
pi
∫ B
A
sinλx
x
dx = 1
se A < 0 < B.
Si puo` mostrare anche che
∣∣∣ ∫ BA sinλxx dx∣∣∣ e` sempre limitato indipendente-
mente da λ. Per mostrare questo notiamo che |Ik| < |Ik−1| poiche´
Ik =
∫ kpi
(k−1)pi
sinx
x
dx = −
∫ (k−1)pi
(k−2)pi
sinx
x+ pi
dx.
Quindi,
|I1 + I2| < |I1|,
I2 + I3 < 0,
|I2 + I3| < |I2|,
|I1 + I2 + I3| ≤ |I1|,
|
N∑
k=1
Ik| < |I1|.
Finalmente, usando il Teorema 7.13, concludiamo
lim
λ→∞
sinλx
pix
= δ(x).
Notiamo che
sinλx
pix
=
∫ λ
−λ
dξ
eiξx
2pi
,
limλ→∞
∫ λ
−λ
dξ
eiξx
2pi
= δ(x).
Quindi, in senso distribuzionale∫ ∞
−∞
dξ
eiξx
2pi
= δ(x).
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Problema No 33
Calcolare la trasformata di Fourier della funzione
f(x) =
sin(x− 1)
x2 + 1
− e−|x−1|.
Soluzione
Introduciamo una nuova variabile
y ≡ x− 1.
Allora
f˜(ξ) =
1√
2pi
∫ ∞
−∞
dxe−iξx
(
ei(x−1)
2i(x2 + 1)
− e
−i(x−1)
2i(x2 + 1)
− e−|x−1|
)
=
e−iξ√
2pi
∫ ∞
−∞
dye−iξy
(
eiy
2i(y2 + 2y + 2)
− e
−iy
2i(y2 + 2y + 2)
− e−|y|
)
=
e−iξ
2i
√
2pi
∫ ∞
−∞
dy
eiy(1−ξ)
(y + 1 + i)(y + 1− i) +
ie−iξ
2
√
2pi
∫ ∞
−∞
dy
e−iy(1+ξ)
(y + 1 + i)(y + 1− i)
− e
−iξ
√
2pi
(∫ 0
−∞
dyey(1−iξ) +
∫ ∞
0
dye−y(1+iξ)
)
=
e−iξ
2i
√
2pi
(
θ(1− ξ)2piie
i(1−ξ)(−1+i)
2i
− θ(ξ − 1)2piie
i(1−ξ)(−1−i)
(−2i)
)
+
ie−iξ
2
√
2pi
(
−θ(1 + ξ)2piie
−i(1+ξ)(−1−i)
−2i + θ(−1− ξ)
2piie−i(1+ξ)(−1+i)
2i
)
− e
−iξ
√
2pi
(
1
1− iξ +
1
1 + iξ
)
= −
√
2pii
4
θ(1− ξ)e(−1−i)eξ −
√
2pii
4
θ(ξ − 1)e(1−i)e−ξ
+
√
2pii
4
θ(1 + ξ)e(−1+i)e−ξ +
√
2pii
4
θ(−1− ξ)e(1+i)eξ
− 2e
−ξ
√
2pi(1 + ξ2)
.
Problema No 34
Sia χ la funzione caratteristica dell’intervallo [−1, 1] e f(x) = x.
a) Calcolare il prodotto di convoluzione χ ∗ f .
b) Calcolare la trasformata di Fourier del prodotto di convoluzione e controllare
la formula che connette la trasformata di Fourier del prodotto di convoluzione
e il prodotto delle trasformate di Fourier.
Soluzione
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χ ∗ f(x) =
∫ ∞
−∞
χ(y)f(x− y)dy =
∫ 1
−1
f(x− y)dy
=
∫ 1
−1
(x− y)dy = 2x.
F(χ ∗ f) = 1√
2pi
∫ ∞
−∞
dxe−ixξ · 2x
=
2i√
2pi
∂
∂ξ
∫ ∞
−∞
dxe−ixξ
= 2i
√
2piδ′(ξ).
Analogamente
F(f) = i
√
2piδ′(ξ).
Calcoliamo
F(χ) = 1√
2pi
∫ ∞
−∞
e−ixξχ(x)dx
=
1√
2pi
∫ 1
−1
e−ixξdx =
2 sin ξ
ξ
√
2pi
.
Per controllare la correttezza della formula
F(χ ∗ f) =
√
2piF(χ)F(f)
dobbiamo dimostrare che
2i
√
2piδ′(ξ) =
√
2pii
√
2piδ′(ξ)
2 sin ξ
ξ
√
2pi
ossia
δ′(ξ) = δ′(ξ)
sin ξ
ξ
. (14)
Per dimostrare l’ultima uguaglianza consideriamo una distribuzione δ′(x)g(x),
dove g(x) e` una funzione ordinaria:
〈δ′(x)g(x), φ(x)〉 = −〈δ(x), d(g(x)φ(x)
dx
〉 = −g′(0)φ(0)− g(0)φ′(0).
Quindi
δ′(x)g(x) = −g′(0)δ(x) + g(0)δ′(x).
Nel nostro caso, g(x) = sin xx e g(0) = 1, g
′(0) = 0. Allora, l’uguaglianza (14) e`
stata dimostrata.
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Problema No 35
Sia data la funzione
f(x) = χ[−2,0](x)(1− x) + χ[0,2](x)(x− 1).
Calcolare le derivate distribuzionali prima e seconda di f(x), la sua trasformata
di Fourier f˜(k) e f˜(0).
Soluzione
〈f ′(x), φ(x)〉 = −〈f(x), φ′(x)〉 =
∫ 0
−2
(x− 1)φ′(x)dx−
∫ 2
0
(x− 1)φ′(x)dx
= φ(x)(x− 1)
∣∣∣0
−2
−
∫ 0
−2
φ(x)dx− φ(x)(x− 1)
∣∣∣2
0
+
∫ 2
0
φ(x)dx
= −φ(0) + 3φ(−2)− φ(2)− φ(0)−
∫ 0
−2
φ(x)dx+
∫ 2
0
φ(x)dx.
Quindi
f ′(x) = −δ(x− 2)− 2δ(x) + 3δ(x+ 2) + χ[0,2](x)− χ[−2,0].
〈f ′′(x), φ(x)〉 = 〈f(x), φ′′(x)〉
= −
∫ 0
−2
(x− 1)φ′′(x)dx+
∫ 2
0
(x− 1)φ′′(x)dx
= −(x− 1)φ′(x)
∣∣∣0
−2
+
∫ 0
−2
φ′(x)dx+ (x− 1)φ′(x)
∣∣∣2
0
−
∫ 2
0
φ′(x)dx
= 2φ′(0)− 3φ′(−2) + φ′(2) + 2φ(0)− φ(−2)− φ(2).
Quindi
f ′′(x) = −2δ′(x) + 3δ′(x+ 2)− δ′(x− 2) + 2δ(x)− δ(x+ 2)− δ(x− 2).
Calcoliamo ora la trasformata di Fourier:
f˜(k) =
1√
2pi
∫ ∞
−∞
e−ikxf(x)dx
=
1√
2pi
(
−
∫ 0
−2
(x− 1)e−ikxdx+
∫ 2
0
(x− 1)e−ikxdx
)
=
1√
2pi
(
− i
k
(−1 + 3e2ik) + i
k
(e−2ik + 1) +
1
k2
(−(1− e2ik) + (e−2ik − 1))
)
=
1√
2pi
(
i
k
(2 + e−2ik − 3e2ik) + 1
k2
(e2ik + e−2ik − 2)
)
.
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Per calcolare f˜(0) usiamo l’espansione nella serie ex = 1 + x+ x2/2 + o(x3):
f˜(0) = lim
k→0
f˜(k)
= lim
k→0
(
i
k
(2 + 1− 2ik − 3− 6ik + o(k2)) + 1
k2
(1 + 2ik − 2k2 + 1− 2ik − 2k2 + o(k3))
)
=
4√
2pi
.
Problema No 36
Data la distribuzione temperata T ∈ S′(R2) definita da
〈T, φ〉 =
∫ ∞
−∞
φ(x, x)dx.
Trovare la sua trasformata di Fourier.
Soluzione
〈FT, φ〉 = 〈T,Fφ〉
=
1
2pi
∫ ∞
−∞
dk
∫ ∞
−∞
dx
∫ ∞
−∞
dye−ixk−iykφ(x, y).
Usando la rappresentazione integrale della funzione delta di Dirac
δ(x) =
1
2pi
∫ ∞
−∞
dke−ikx
possiamo riscrivere la relazione precedente come
〈FT, φ〉 =
∫ ∞
−∞
dx
∫ ∞
−∞
dyδ(x+ y)φ(x, y)
e quindi
FT = δ(x+ y).
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Problema No 37
Calcolare la trasformata di Fourier della funzione
f(x) =
e−|x| − e−2|x|
x
.
Soluzione
f˜(k) =
1√
2pi
(∫ 0
−∞
ex − e2x
x
e−ikxdx+
∫ ∞
0
e−x − e−2x
x
e−ikxdx
)
=
1√
2pi
(∫ 0
+∞
e−x − e−2x
x
eikxdx+
∫ ∞
0
e−x − e−2x
x
e−ikxdx
)
=
1√
2pi
∫ ∞
0
e−x − e−2x
x
(e−ikx − eikx)dx.
f˜(0) = 0.
df˜(k)
dk
= − i√
2pi
∫ ∞
0
(e−x − e−2x)(e−ikx + eikx)dx
= − i√
2pi
∫ ∞
0
(e−x(1+ik) + e−x(1−ik) − e−x(2+ik) − e−x(2−ik))
= − 2i√
2pi
(
1
1 + k2
− 2
4 + k2
)
.
f˜(k) = f˜(0) +
∫ k
0
dk′
df˜(k′)
dk′
= − 2i√
2pi
∫ k
0
dk′
(
1
1 + k′2
− 2
4 + k′2
)
=
2i√
2pi
(arctan
k
2
− arctank).
Problema No 38
Calcolare le trasformate di Fourier delle seguenti distribuzioni in S′(R):
h(x) =
1
1 + x+ 2x2
δ(x+ 1),
g(x) =
1
1 + x2
δ′(x− 2).
Soluzione
Consideriamo una distribuzione del tipo
f(x)δ(n)(x− a),
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dove f(x) e` una funzione ordinaria. Secondo la definizione della trasformata di
Fourier di una distribuzione
〈(Ff(x)δ(n)(x− a))(k), φ(k)〉 = 〈f(x)δ(n)(x− a), φ˜(x)〉
= 〈f(x)δ(n)(x− a), 1√
2pi
∫ ∞
−∞
dke−ikxφ(k)〉
=
1√
2pi
∫ ∞
−∞
dkφ(k)〈f(x)δ(n)(x− a), e−ikx〉
=
1√
2pi
∫ ∞
−∞
dkφ(k)〈δ(n)(x− a), f(x)e−ikx〉
= (−1)n 1√
2pi
∫ ∞
−∞
dkφ(k)
dnf(x)e−ikx
dxn
∣∣∣
x=a
.
Quindi,
Ff(x)δ(n)(x− a))(k) = (−1)n 1√
2pi
dn(f(x)e−ikx)
dxn
∣∣∣
x=a
. (15)
Applicando la formula generale (15) alle distribuzioni h(x) e g(x) otteniamo
h˜(k) =
1√
2pi
e−ikx
1 + x+ 2x2
∣∣∣
x=−1
=
1√
2pi
eik
2
;
g˜(k) = − 1√
2pi
d
dx
(
e−ikx
1 + x2
) ∣∣∣
x=2
= − 1√
2pi
(
− ike
−ikx
1 + x2
− 2xe
−ikx
(1 + x2)2
) ∣∣∣
x=2
=
e−2ik
25
√
2pi
(5ik + 4).
Problema No 39
Trovare la trasformata di Fourier della distribuzione h(x) = δ
′′(x)
1+2x+3x2 .
Soluzione
Applicando la formula generale (15), otteniamo
h˜(k) =
1√
2pi
d2
dx2
(
e−ikx
1 + 2x+ 3x2
) ∣∣∣
x=0
=
−k2 + 4ik + 10√
2pi
.
Problema No 40
Trovare la trasformata di Fourier della funzione f(x) = sin3 x.
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Soluzione
sinx =
eix − e−ix
2i
,
sin3 x =
i
8
(e3ix − 3eix + 3e−ix − e−3ix),
f˜(k) =
i
8
√
2pi
∫ ∞
−∞
(e3ix − 3eix + 3e−ix − e−3ix)e−ikxdx.
Usando la rappresentazione integrale della funzione delta di Dirac, arriviamo a
f˜(k) =
i
√
2pi
8
(δ(3− k)− 3δ(1− k) + 3δ(1 + k)− δ(3 + k)).
Problema No 41
Trovare la soluzione dell’equazione del calore
∂u(x, t)
∂t
=
∂2u(x, t)
∂x2
(16)
per −∞ < x < ∞ e t ≥ 0, che per t = 0 si trasforma in una funzione data
u0(x).
Soluzione
Supponendo che u0(x), u
′
0(x) e u
′′
0(x) appartengano a L
1([−∞,∞]), cercheremo
la soluzione del problema posto nella classe di funzioni u(x, t) soddisfacenti le
seguenti condizioni:
1) le funzioni u(x, t), ux(x, t), uxx(x, t) sono assolutamente integrabili su tutto
l’asse x, qualunque sia t ≥ 0 fissato;
2) la funzione ut(x, t) e` su ogni intervallo finito 0 ≤ t ≤ T , maggiorata da una
funzione integrale f(x) (indipendente da t):
|ut(x, t)| ≤ f(x),
∫∞
−∞ f(x)dx <∞.
Applichiamo all’equazione (16) la trasformata di Fourier rispetto a x. In questo
caso otteniamo
F(uxx(x, t))(k) = −k2u˜(k, t),
mentre a primo membro, in virtu` della proprieta` 2, abbiamo
F(ut(x, t))(k) = 1√
2pi
∫ ∞
−∞
ut(x, t)e
−ikxdx
=
1√
2pi
∂
∂t
∫ ∞
−∞
u(x, t)e−ikxdx = u˜t(k, t).
Cos`ı, la trasformata di Fourier riduce l’equazione alle derivate parziali (16)
all’equazione differenziale ordinaria:
u˜t(k, t) = −k2u˜(k, t).
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La soluzione di questa equazione e`
u˜(k, t) = e−k
2th(k),
dove h(k) e` una funzione arbitraria di k. Quando t = 0, u˜(k, 0) = h(k) deve
essere uguale a
u˜0(k) =
1√
2pi
∫ ∞
−∞
e−ikxu0(x)dx.
Quindi
u˜(k, t) = e−k
2tu˜0(k).
Vogliamo trovare la funzione u(x, t) la cui trasformata di Fourier e` u˜(k, t) =
e−k
2tu˜0(k). Ma la trasformata di Fourier u˜(k, t) e` il prodotto di due funzioni
e−k
2t e u˜0(k). La funzione u˜0(k) e` la trasformata di Fourier della funzione u0(x);
la funzione e−k
2t e` la trasformata di Fourier della funzione
1√
2pi
∫ ∞
−∞
eikxe−k
2tdk =
1√
2t
e−
x2
4t .
u˜(k, t) = e−k
2tu˜0(k) e` la trasformata di Fourier della convoluzione delle funzioni
u0(x) e
1√
2t
e−
x2
4t divisa per il fattore di normalizzazione 1√
2pi
.
Allora
u(x, t) =
1
2
√
pit
∫ ∞
−∞
e−
(x−y)2
4t u0(y)dy.
Problema No 42
Dimostrare che la trasformata di Fourier agente come un operatore unitario
sullo spazio L2(R) ha come autofunzioni le funzioni di Hermite
φn(x) = e
− x22 ex
2 dn
dxn
e−x
2
con gli autovalori
Fφn = (−i)nφn. (17)
Soluzione
Sappiamo che
F¯Fφ(x) = φ(x),
dove F¯ e` l’antitrasformata di Fourier ed anche la trasformata inversa di Fourier.
Allora
FFφ(x) = φ(−x),
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poiche´ F(φ(x)) = φ˜(k) e F¯(φ(x)) = φ˜(−k).
Quindi
FFFFφ(x) = φ(x).
Allora se
Fφ = λφ,
λ4 = 1,
λ = ±1; ±i.
Dimostriamo la validita` della relazione (17), usando il metodo dell’induzione
matematica.
Per n = 0; φ0 = e
− x22 . La sua trasformata di Fourier e`
φ˜0 =
1√
2pi
∫ ∞
−∞
e−
x2
2 −ikxdx = e−
k2
2 .
Quindi
Fφ0 = φ0, λ0 = 1 = (−i)0.
Supponiamo ora che l’uguaglianza (17) sia valida per φn. Dimostriamo che da
cio` segue che essa e` valida anche per φn+1. Sappiamo che (vedi Problema No 9)
φn+1(x) = cn
(
d
dx
− x
)
φn(x),
dove cn e` un coefficiente di normalizzazione.
Poi
F(φn+1(x))(k) = φ˜n+1(k)
=
cn√
2pi
∫ ∞
−∞
dxe−ikx
(
d
dx
− x
)
φn(x)
= − cn√
2pi
∫ ∞
−∞
dx
[(
d
dx
+ x
)
e−ikx
]
φn(x)
= − cn√
2pi
∫ ∞
−∞
dx
[(
i
d
dk
− ik
)
e−ikx
]
φn(x)
= −i cn√
2pi
(
d
dk
− k
)∫ ∞
−∞
dxe−ikxφn(x)
= −icn
(
d
dk
− k
)
φ˜n(k).
Quindi, se φ˜n = (−i)nφn, allora φ˜n+1 = (−i)n+1φn+1. La dimostrazione e` stata
completata.
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Problema No 43
Costruire il propagatore di una particella libera quantistica con massa m su R:
〈x|e− iHˆt~ |x′〉,
dove l’hamiltoniana e`
Hˆ =
pˆ2
2m
.
Soluzione
Avremo bisogno delle seguenti formule:
xˆ|x0〉 = x0|x0〉,
dove |x0〉 e` un autostato dell’operatore della coordinata xˆ con autovalore x0.
Gli autostati di xˆ vengono normalizzati come
〈x1|x2〉 = δ(x1 − x2).
Se |ψ〉 e` uno stato quantistico (un vettore nel corrispondente spazio di Hilbert),
allora
〈x|ψ〉
e` questo stato nella rappresentazione delle coordinate. Rispettivamente
pˆ|p0〉 = p0|p0〉,
〈p1|p2〉 = δ(p1 − p2),
dove pˆ e` un operatore dell’impulso. 〈x|p〉 e` un autovettore dell’operatore dell’impulso
nella rappresentazione delle coordinate:
〈x|p〉 = e
ipx
~√
2pi~
. (18)
Poi
〈p|x〉 = e
− ipx~√
2pi~
. (19)
L’operatore unita` puo` essere rappresentato come
Iˆ =
∫ ∞
−∞
dx|x〉〈x| =
∫ ∞
−∞
dp|p〉〈p|.
Allora
〈x|e− iHˆt~ |x′〉 =
∫ ∞
−∞
dp〈x|e− iHˆt~ |p〉〈p|x′〉
=
∫ ∞
−∞
dp〈x|e− ipˆ
2t
2m~ |p〉〈p|x′〉.
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Ma
e−
ipˆ2t
2m~ |p〉 = e− ip
2t
2m~ |p〉.
Quindi
〈x|e− iHˆt~ |x′〉 =
∫ ∞
−∞
dpe−
ip2t
2m~ 〈x|p〉〈p|x′〉.
Ora, usando le formule (18) e (19), otteniamo
〈x|e− iHˆt~ |x′〉 = 1
2pi~
∫ ∞
−∞
dpe−
ip2t
2m~ e
ip(x−x′)
~ .
Finalmente, calcolando l’integrale Gaussiano, arriviamo a
〈x|e− iHˆt~ |x′〉 =
√
m
2pii~t
exp
(
im(x− x′)2
2~t
)
.
Problema No 44
Costruire il propagatore di una particella quantistica di massa m e di carica
elettrica q che si trova sulla retta R nel campo elettrico omogeneo E , il quale
non dipende dal tempo .
Soluzione
L’hamiltoniana della particella allo studio e`
Hˆ =
pˆ2
2m
− qE xˆ. (20)
Cerchiamo l’autostato dell’hamiltoniana
Hˆ|E〉 = E|E〉 (21)
nella rappresentazione degli impulsi
ΨE(p) ≡ 〈p|E〉.
Sapendo che nella rappresentazione degli impulsi l’operatore della coordinata e`
xˆ = i~
d
dp
,
possiamo riscrivere l’equazione per gli autovalori (21) nella forma(
p2
2m
− iqE~ d
dp
)
ΨE(p) = EΨE(p)
o
dΨE(p)
dp
=
i
Eq~
(
E − p
2
2m
)
ΨE(p).
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La soluzione di questa equazione e`
ΨE(p) = CE exp
(
i
Eq~
(
Ep− p
3
6m
))
, (22)
laddove CE e` il coefficiente della normalizzazione. Per trovare questo coefficiente
dobbiamo considerare l’equazione∫ ∞
−∞
dpΨ∗E′(p)ΨE(p) = δ(E − E′). (23)
Il primo membro dell’equazione (23) e`∫ ∞
−∞
dpΨ∗E′(p)ΨE(p) = C
∗
E′CE
∫ ∞
−∞
dp exp
(
i(E − E′)p
Eq~
)
= 2piEq~δ(E − E′).
Quindi, il coefficiente CE puo` essere scelto come
CE =
1√
2piEq~
e
ΨE(p) = 〈p|E〉 = 1√
2piEq~ exp
(
i
Eq~
(
Ep− p
3
6m
))
. (24)
Ora possiamo presentare il propagatore come
〈x|e− iHˆt~ |x′〉 =
∫ ∞
−∞
dp
∫ ∞
−∞
dp′
∫ ∞
−∞
dE〈x|p〉〈p|e− iHˆt~ |E〉〈E|p′〉〈p′|x′〉.
Usando la relazione e−
iHˆt
~ |E〉 = e− iEt~ |E〉 e le formule (18),(19) e (24), possiamo
riscrivere l’equazione precedente come
〈x|e− iHˆt~ |x′〉 = 1
2pi~
1
2pi~Eq
∫ ∞
−∞
dp
∫ ∞
−∞
dp′
∫ ∞
−∞
dE
×e− iEt~ e ipx~ e−ip
′x′
~ exp
(
i
Eq~
(
Ep− p
3
6m
))
exp
( −i
Eq~
(
Ep′ − p
′3
6m
))
.
Usando la rappresentazione integrale della funzione delta di Dirac∫ ∞
−∞
dE exp
(
i
Eq~E(p− p
′)− iEt
~
)
= 2piEq~δ(p− p′ − Eqt)
otteniamo
〈x|e− iHˆt~ |x′〉 = 1
2pi~
∫ ∞
−∞
dp
∫ ∞
−∞
dp′δ(p− p′ − Eqt) exp
(
ipx
~
− ip
′x′
~
− ip
3
6Eq~m +
ip′3
6Eq~m
)
.
Integrando l’ultima espressione rispetto a p, otteniamo
〈x|e− iHˆt~ |x′〉 = 1
2pi~
∫ ∞
−∞
dp′ exp
(
i(p′ + tEq)x
~
− ip
′x′
~
− i(p
′ + tEq)3
6Eq~m +
ip′3
6Eq~m
)
.
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L’integrale rimasto in p′ e` di tipo Gaussiano e puo` essere calcolato esplicita-
mente:
〈x|e− iHˆt~ |x′〉 =
√
m
2pi~it
exp
− it3E2q2
6m~
+
iEqxt
~
+
im
(
x− x′ − t2Eq2m
)2
2~t
 .
L’ultima espressione puo` essere riscritta usando la sostituzione x = 12 (x+ x
′) +
1
2 (x− x′):
〈x|e− iHˆt~ |x′〉 =
√
m
2pi~it
× exp
(
− iE
2q2t3
24m~
)
× exp
(
iEq(x+ x′)t
2~
)
× exp
(
im(x− x′)2
2~t
)
.
Problema No 45
Dimostrare la formula di Poisson
∞∑
n=−∞
φ˜(n) =
√
2pi
∞∑
k=−∞
φ(2pik).
Soluzione
Consideriamo la serie
∑∞
n=1
sinnx
n . Sull’intervallo [0, 2pi] questa serie e` uguale a
pi−x
2 , cioe`
∞∑
n=1
sinnx
n
=
pi − x
2
, se 0 ≤ x ≤ 2pi. (25)
Per dimostrare la formula (25) rappresentiamo il suo secondo membro come una
espansione nella serie di Fourier
pi − x
2
= f0
1√
2pi
+
∞∑
n=1
fn
cosnx√
pi
+
∞∑
n=1
f˜n
sinnx√
pi
, (26)
dove
f0 =
∫ 2pi
0
dx
pi − x
2
1√
2pi
= 0,
fn =
∫ 2pi
0
dx
pi − x
2
cosnx√
pi
= 0,
f˜n =
∫ 2pi
0
dx
pi − x
2
sinnx√
pi
=
√
pi
n
. (27)
Sostituendo i coefficienti (27) nell’equazione (26) otteniamo l’uguaglianza (25),
che e` valida se 0 ≤ x ≤ 2pi. Per estendere questa uguaglianza a tutta la
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retta reale dobbiamo sostituire la funzione pi−x2 con una funzione periodica con
periodo 2pi, che coincide con pi−x2 sull’intervallo 0 ≤ x ≤ 2pi:
∞∑
k=1
sin kx
k
=
pi − x
2
+ pi
∞∑
n=1
θ(x− 2pin)− pi
0∑
n=−∞
θ(2pin− x).
Calcolando la derivata dell’ultima equazione otteniamo:
∞∑
k=1
cos kx = −1
2
+ pi
∞∑
n=−∞
δ(x− 2pin).
Usando la formula di Eulero eix + e−ix = 2 cosx, avremo
∞∑
k=−∞
eikx = 2pi
∞∑
n=−∞
δ(x− 2pin).
Moltiplicando questa equazione per una funzione φ(x) ed integrandola da −∞
a +∞, otteniamo
√
2pi
∞∑
k=−∞
φ˜(−k) = 2pi
∞∑
n=−∞
φ(2pin)
o
∞∑
k=−∞
φ˜(k) =
√
2pi
∞∑
n=−∞
φ(2pin).
Problema No 46
Calcolare le somme
∞∑
k=1
1
4pi2k2 + a2
, a > 0
e
∞∑
k=1
1
k2
,
usando la formula di Poisson.
Soluzione
Consideriamo la funzione
φ(x) =
1
x2 + a2
.
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La sua trasformata di Fourier e`
φ˜(k) =
1√
2pi
∫ ∞
−∞
dx
e−ikx
x2 + a2
.
Se k > 0, dobbiamo chiudere il contorno dell’integrazione nel semipiano
complesso inferiore e calcolare il residuo del polo della funzione nel punto
z = −ia, allora
φ˜(k) =
1√
2pi
(−2pii)e
−ik(−ia)
2(−ia) =
√
2pi
2a
e−ka
Se k < 0, dobbiamo chiudere il contorno dell’integrazione nel semipiano com-
plesso superiore e calcolare il residuo del polo della funzione nel punto z = ia,
allora
φ˜(k) =
1√
2pi
(2pii)
e−ik(ia)
2ia
=
√
2pi
2a
eka.
Quindi
φ˜(k) =
√
2pi
2a
e−|k|a.
Ora applicando la formula di Poisson, otteniamo
∞∑
n=−∞
√
2pi
2a
e−|n|a =
√
2pi
∞∑
k=−∞
1
4pi2k2 + a2
.
Da qui segue
∞∑
n=1
e−na
a
+
1
2a
= 2
∞∑
k=1
1
4pi2k2 + a2
+
1
a2
.
Usando la formula per la somma della progressione geometrica infinita
∞∑
n=1
e−na =
e−a
1− e−a
otteniamo
∞∑
k=1
1
4pi2k2 + a2
=
1
2a
e−a
1− e−a +
1
4a
− 1
2a2
. (28)
Se consideriamo il limite a→ 0, il secondo membro dell’equazione (28) si com-
porta come
1
2a
1− a+ a2/2 + o(a3)
(1− (1− a+ a2/2− a3/6 + o(a4)) +
1
4a
− 1
2a2
=
1
24
+ o(a).
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Quindi
∞∑
k=1
1
4pi2k2
=
1
24
o
∞∑
k=1
1
k2
=
pi2
6
.
Problema No 47
Dimostrare il teorema del campionamento: Se abbiamo una funzione f(t) tale
che la sua trasformata di Fourier f˜(ω) = 0 per |ω| > Ω0, allora
f(t) =
∞∑
n=−∞
f
(npi
Ω
) sin(Ωt− npi)
Ωt− npi ,
dove Ω ≥ Ω0.
Soluzione
Consideriamo f˜(ω) sull’intervallo [−Ω,Ω] dove Ω ≥ Ω0. La funzione f˜(ω) puo`
essere rappresentata come la serie di Fourier
f˜(ω) =
∞∑
n=−∞
f˜n exp
(
− iωnpi
Ω
)
, (29)
dove i coefficienti di Fourier sono
f˜n =
1
2Ω
∫ Ω
−Ω
dωf˜(ω) exp
(
iωnpi
Ω
)
=
1
2Ω
∫ ∞
−∞
dωf˜(ω) exp
(
iωnpi
Ω
)
. (30)
Pero`, nell’equazione (29), il secondo membro e` una funzione periodica, mentre il
primo membro e` una funzione a supporto compatto. Possiamo riscrivere questa
equazione come
f˜(ω) = χ[−Ω,Ω](ω)
∞∑
n=−∞
f˜n exp
(
− iωnpi
Ω
)
. (31)
Poi, usando l’equazione (30) e la definizione della trasformata di Fourier, arriv-
iamo a
f˜n =
1
2Ω
∫ ∞
−∞
dωf˜(ω) exp
(
iωnpi
Ω
)
=
1
2Ω
∫ ∞
−∞
dω exp
(
iωnpi
Ω
)
1√
2pi
∫ ∞
−∞
dte−iωtf(t). (32)
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Usando la rappresentazione integrale della funzione delta di Dirac, possiamo
trasformare l’ultima equazione effettuando l’integrazione per ω:
f˜n =
√
2pi
2Ω
∫ ∞
−∞
f(t)δ
(
t− npi
Ω
)
=
√
2pi
2Ω
f
(npi
Ω
)
.
Ora usiamo la formula di inversione di Fourier:
f(t) =
1√
2pi
∫ ∞
−∞
dωeiωtf˜(ω)
=
1√
2pi
∫ ∞
−∞
dωeiωtχ[−Ω,Ω](ω)
∞∑
n=−∞
exp
(
− iωnpi
Ω
) √
2pi
2Ω
f
(npi
Ω
)
=
1
2Ω
∞∑
n=−∞
f
(npi
Ω
)∫ Ω
−Ω
dω exp
(
iωt− iωnpi
Ω
)
=
1
2Ω
∞∑
n=−∞
f
(npi
Ω
) exp (iωt− iωnpiΩ )
it− inpiΩ
∣∣∣Ω
−Ω
=
∞∑
n=−∞
f
(npi
Ω
) sin(Ωt− npi)
Ωt− npi .
La dimostrazione del teorema e` stata completata.
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