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a r t I C l e S As a measure of functional connectivity, the co-variation of spontaneous hemodynamic signals has revealed fundamental insights into the large-scale functional organization of the human brain 1, 2 . Blood oxygen level-dependent functional magnetic resonance imaging (BOLD fMRI) has provided consistent evidence for correlated fluctuations of spontaneous neuronal activity in highly structured networks of brain regions [3] [4] [5] [6] [7] [8] [9] . The gross spatial correlation structure that constitutes these networks is highly robust and often studied during resting fixation. Furthermore, the correlation structure also reflects task demands 8, 10 , the subjects' conscious state 11 , and psychiatric and neurological disorders 12, 13 .
However, an important limitation of the available fMRI studies is that hemodynamic signals only provide an indirect measure of neuronal activity [14] [15] [16] . In contrast, electroencephalography (EEG) and magnetoencephalography (MEG) directly measure the electrophysiological activity of interest. Furthermore, with their high temporal resolution, these electrophysiological measures sample the rich temporal dynamics of neuronal population activity. These temporal dynamics entail neuronal oscillations that, with their specific frequencies, reflect the biophysical properties of different local and large-scale network interactions [17] [18] [19] . Thus, connectivity measures based on specific spectral components of neuronal population activity may provide qualitatively new insights into the circuit mechanisms underlying the large-scale organization of brain activity 19 . However, little is known about the brain-wide correlation of such frequencyspecific neuronal population signals. To characterize the brain-wide correlation structure of oscillatory power, we developed a new analysis approach for investigating large-scale functional connectivity that overcomes current methodological limitations in EEG and MEG. We applied this approach to MEG recordings of healthy human subjects during resting fixation.
RESULTS
We recorded MEG from 43 subjects that were instructed to fixate a centrally presented cross (average duration, ~500 s). We applied time-frequency transformation and linear 'beamforming' to the MEG data to derive temporally, spectrally and spatially resolved estimates of neuronal population activity. The temporal evolution of spectral power (power envelope) in different brain regions around a given carrier frequency served as the signal for our correlation analysis 20 ( Fig. 1a) . Notably, the correlation between power envelopes that we investigated should not be confused with measures of the phase relation between the underlying signals, such as coherence 19, [21] [22] [23] .
It is difficult to investigate the relationship between neuronal population signals from EEG and MEG because of notable methodological problems 19, [23] [24] [25] . As a result of the limited spatial resolution of EEG and MEG, even distant sensors or source estimates can be sensitive to the same neuronal sources. In source space, this translates into a trivial spatial interaction pattern that drops off with distance from any reference location. Figure 1b illustrates this problem for the power envelope correlation between a reference location in the left somatosensory cortex and the rest of the brain. The spatial correlation pattern is dominated by an unstructured decay from the reference site that is caused by the fact that source estimates close to the reference location are sensitive to the same true sources as the reference estimate. This spurious correlation pattern is problematic, as it masks the physiological correlation structures of interest. To overcome this problem, we developed a new analysis approach for studying functional connectivity based on power envelope correlations.
Power envelope correlation between orthogonalized signals
Electrical and magnetic neuronal signals are measured virtually instantaneously at different sensors. Thus, signal components that reflect the a r t I C l e S same source at two different sensors (or source estimates) are characterized by an identical phase 24 . In contrast, for many cases, signals from different neuronal populations can be thought of as having a variable phase relation. We exploited this difference to discount the spurious correlation pattern caused by the limited spatial resolution of MEG. For each pair of signals, time window and carrier frequency, we removed the signal components that shared the same phase before computing the signals' power estimates. In other words, we orthogonalized the signals before deriving their power envelopes. As a measure of interaction, we then computed the linear correlation between these power envelopes. This procedure ensures that the signals do not share the trivial correlation in power resulting from the methodological problems described above (see Online Methods, Supplementary Data and Supplementary Figs. 1 and 2) . Applying this approach to the above example had a strong effect. The pattern that dominated the plain correlation vanished, which revealed residual correlation of much smaller magnitude (Fig. 1c) . This residual spatial correlation pattern was highly structured and extended to distant cortical areas (Fig. 1d) . Correlation was strongest to the vicinity of the reference and to the homologous somatosensory cortex in the other hemisphere.
We next derived the correlation between all 2,925 locations on a regular three-dimensional grid covering the entire brain. The average correlation was significantly higher than zero for all carrier frequencies from 2 to 128 Hz (t test, P < 0.05, false discovery rate (FDR) corrected). The average correlation was strongest in the alpha to beta frequency range (r = 0.069 ± 0.060, mean ± s.d. at 16 Hz) with about 90% of positive correlations. To identify spatial structure in the correlation, we statistically tested for correlation higher than the average correlation across the brain. As a starting point, we followed up on the introductory example and analyzed interhemispheric correlation between homologous early sensory areas across different modalities.
Interhemispheric correlation of homologous sensory areas
A fundamental property of human brain anatomy is that most homologous areas in the two hemispheres are anatomically connected. Accordingly, fMRI studies 1, 26 , intracranial recordings 27 and MEG studies 28, 29 have found that homologous sensory areas exhibit correlated spontaneous activity. Consequently, we expected to find a related pattern for power envelope correlations using our new analysis approach. 
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We focused on bilateral early auditory, visual and somatosensory cortices and investigated a broad range of different carrier frequencies (Fig. 2a) . In all three sensory systems, we found the strongest correlation in the alpha to beta carrier frequency range . The analysis of the brain-wide correlation at 16 Hz, the center of this frequency range, revealed that the correlation between homologous sensory cortices was spatially specific (one-sided t test for correlation > average correlation, P < 0.05, FDR corrected; Fig. 2b-d) . The strongest correlations were expressed to areas in direct proximity of the reference locations and to the homologous cortex in the contralateral hemisphere.
We spectrally resolved the power envelope correlation (co-variation frequency; Fig. 2e ) to assess its temporal scale. The correlation between homologous areas was significantly increased in a broad, low co-variation frequency range from 0.032 Hz (the lowest frequency analyzed) to above 1 Hz (one-sided t test for correlation > average correlation, P < 0.05, FDR corrected). Thus, modulation of signal power on the timescale of several seconds drove the correlation of spontaneous activity between sensory areas. These findings were insensitive to specific parameters of spectral analyses. We varied the spectral smoothing of the carrier and the co-variation frequencies and obtained similar results (Supplementary Fig. 3 ). In summary, our analysis approach revealed that spontaneous oscillatory population activity in different homologous early sensory cortices was correlated on a slow timescale in a spatially and spectrally specific manner.
Spatially specific correlation of higher order cortices
We next extended our analysis beyond early sensory regions and investigated how functional relations of higher order cortices are reflected in power correlations. We characterized correlation maps of a higher visual area, a higher sensory-motor area and a prefrontal associative area for a 16-Hz carrier frequency. The middle temporal area (MT+) is part of the dorsal visual pathway. Indeed, correlation with left and right MT+ peaked in the homologous area in the contralateral hemisphere and in the dorsal visual pathway along the intraparietal sulcus (one-sided t test for correlation > average correlation, P < 0.05, FDR corrected; Fig. 3a,b) . Correlation with the supplementary motor area (SMA), which is part of the sensory-motor cortex involved in planning of movements, peaked in frontal regions that are compatible with the frontal eye fields and other regions in the parietal cortex (one-sided t test for correlation > average correlation, P < 0.05, FDR corrected; Fig. 3c ). Also the medial prefrontal cortex (MPFC), a higher order associative area, exhibited spatially well-confined and symmetric correlation patterns (one-sided t test for correlation > average correlation, P < 0.05, FDR corrected; Fig. 3d ). Correlation with MPFC peaked in bilateral dorsal prefrontal cortex (DPFC) and bilateral lateral parietal cortex (LPC).
The differences between the correlation patterns of these reference sites indicate that power envelope correlations can reveal distinct functional networks. However, the different correlation patterns also shared similar features. In particular, most reference sites showed a high correlation with parietal areas. This raised the question of whether specific areas such as the parietal cortex might have a particularly prominent role in the global patterning of power envelope correlations. We studied the correlation of power envelopes across the full cortico-cortical space to address this question.
Global correlation structure
We derived the full connectivity matrix between 2,925 sources (nodes) that covered the brain in a regular three-dimensional grid. We defined Ant. Ant.
Post.
Post.
Norm. betweenness npg a r t I C l e S a connection if the correlation between the orthogonalized signals of two sources was significantly higher than the average correlation of these sources to the rest of the brain (one-sided t test, P < 0.01). We used graph-theoretical measures to quantify basic properties of the connectivity matrix 30 . The number of connections (termed degree) was highest for the alpha and beta carrier-frequency range (8-32 Hz), where it reached ~25% of all possible connections (Fig. 4a) .
The spatial distribution of the degree for this carrier-frequency range was characterized by a global anterior-to-posterior increase (Fig. 4b) . Besides this strong gradient, the degree distribution peaked prominently in bilateral LPC with connections to ~85% of all sources (MNI coordinates: left, [−39, −54, 32]; right, [46, −45, 39] ). The prominent role of LPC was further supported by its high level of betweenness. Betweenness quantifies the number of all possible shortest paths in a network a given node participates in. It therefore complements degree as a measure that quantifies a node's importance for mediating connectivity between other nodes, that is, it's 'hubness' . For carrier frequencies in the alpha to beta frequency range , the number of significant betweenness nodes (permutation test, P < 0.05, corrected) and the spatial betweenness distribution qualitatively resembled the degree (Fig. 4c,d) , with prominent maxima in bilateral LPC.
High degree favors high betweenness. Nodes with many connections are more likely to support the shortest paths between many other nodes. To account for this bias, we computed normalized betweenness, that is, the betweenness corrected for betweenness that occurs in random networks with the same degree. The number of voxels with significant normalized betweenness peaked sharply at 16 Hz (permutation test, P < 0.05, corrected; Figure 6 Spatial patterning of betweenness as a function of the carrier frequency. Betweenness values are statistically masked (voxel-wise permutation test for betweenness > average betweenness, corrected for number of nodes, P < 0.05, saturated color scale; P < 0.05, uncorrected, desaturated color scale). The color scale is adjusted to the minimal and maximal values in the statistical mask. Subcortical areas are masked dark gray (see Supplementary Fig. 4 for complementary analysis of degree). Sens., sensory; Ctx, cortex.
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The pattern of connectivity at 16 Hz differed between the LPC, MPFC, DPFC and TMPC. The high degree of bilateral LPC was driven by a widespread correlation with large parts of the brain (t test for correlation > average correlation, P < 0.05, FDR corrected; Fig. 5a,b) . The correlation was strongest to the vicinity of the LPC and to the LPC in the other hemisphere. In contrast, the hubs in bilateral MPFC, DPFC and TMPC were characterized by sparser connectivity (Figs. 3d and  5c-f) . Notably, most of the hub sites showed mutual peaks in the spatial correlation patterns. Thus, the LPC, MPFC, DPFC and TMPC were not diffusely connected, but formed an interconnected network.
Global correlation structure varies with carrier frequency
The above analyses focused on a carrier frequency of 16 Hz. To investigate whether the global correlation structure varies across carrier frequencies, we performed a two-way analysis of variance of the carrier frequency-dependent connectivity (4-45 Hz) with the factors carrier frequency and cortical location. Indeed, degree and betweenness showed significant main and interaction effects (degree: main effect carrier frequency, F 7 = 4.88 × 10 4 , P = 0; main effect location, F 2924 = 102, P = 0; interaction, F 7,2924 = 9.88, P = 0; betweenness: main effect carrier frequency, F 7 = 203, P = 5.15 × 10 −302 ; main effect location, F 2924 = 8.29, P = 0; interaction, F 7,2924 = 1.12, P = 8.01 × 10 −31 ). Thus, degree and betweenness were not only spatially inhomogeneous, but the spatial patterning of connectivity also depended on the underlying carrier frequency.
The frequency-dependent degree revealed three prominent patterns of connectivity (Fig. 6) . In the theta range (4-6 Hz), we found the highest degree in the medial temporal lobe ( These results were consistent with the patterns that we found for the frequency-dependent betweenness (Supplementary Fig. 4) . In summary, the graph-theoretical analysis of global connectivity revealed spatially symmetric connectivity structure and localized hubs that depended on the underlying carrier frequency.
DISCUSSION
Here we introduce a new analysis approach for characterizing brainwide functional connectivity based on power envelope correlation that overcomes limitations resulting from the limited spatial resolution of electrophysiological measures. Applying this approach to MEG, we provide a spectrally resolved characterization of the global organization of spontaneous electrophysiological signals in the human brain. The correlation of band-limited neuronal population activity showed prominent hubs that were largely symmetric across hemispheres and depended on the underlying carrier frequency.
Power envelope correlations between orthogonalized signals
Central for our findings was the new analysis approach for estimating power envelope correlations on the basis of orthogonalized signals. We applied this approach to MEG source estimates of spontaneous activity fluctuations of the resting human brain. However, because the underlying physical principles hold for both magnetic and electric fields, this approach should be similarly powerful for the analysis of EEG data. Furthermore, our approach is not limited to the analysis of spontaneous activity, but may also provide new insights into task-related functional connectivity. In general, the approach can be applied to any set of simultaneous electrophysiological signals to derive an index for functional connectivity, which may be relevant for biomedical applications.
The combination of EEG or MEG with our analysis approach complements electrocorticogram (ECoG) recordings, which have a higher spatial resolution and signal-to-noise ratio, but are limited to a few focal sites and studies of the diseased brain 27, 31, 32 . In fact, our analysis approach may also help in the investigation of correlations between signals from nearby ECoG or microelectrode recordings that may also be affected by spurious correlations resulting from limited spatial resolution.
The applied analysis approach can provide a full connectivity matrix, which allows for studying brain-wide correlation using graph-theoretical methods. It is straightforward to apply this analysis approach to contrasting groups of subjects or experimental conditions. The orthogonalization approach may also be combined with multivariate methods such as independent component analysis (ICA) to identify networks of areas with correlated power envelopes 29 . Furthermore, nonlinear or directed measures of interaction may also be applied to the power envelopes of orthogonalized signals.
The global correlation depends on the carrier frequency We found that the global correlation of spontaneous activity peaked for carrier frequencies in the alpha to beta range with prominent hubs in the LPC and secondary hubs in PFC and TMPC. These hubs resemble the hub structures reported for spontaneous hemodynamic signals 8 . We found that all of these hubs were not diffusely connected, but were strongly correlated with each other as a global network. This network structure is compatible with the spatial pattern extracted from spontaneous MEG power fluctuations in the alpha to beta band using ICA 29 . The identified network overlaps with two networks in the correlation of hemodynamic signals: the default mode network 2,3,33 , which comprises areas typically deactivated during tasks, and the control network 5, 7 , which has been implicated in executive functions. Besides this global structure, for the same alpha to beta carrier-frequency range, our analysis revealed spatially distinct correlations between functionally related sensory and associative cortices. These results substantiate converging evidence from MEG 28, 29, [34] [35] [36] and EEG [37] [38] [39] of the resting brain that suggest a prominent correlation of oscillatory power in particular in the alpha to beta frequency range. Thus, correlation of alpha to beta activity may be a generic signature of intrinsic neuronal interactions.
In addition to the prominent effects in the alpha to beta band, we found spatially specific correlation structure of spontaneous activity for a wide range of carrier frequencies from the theta to the gamma band (4-45 Hz). In the theta frequency range (4-6 Hz), the MTL constituted a global hub. Theta-band oscillations are a prominent feature of neuronal dynamics in the MTL. They seem to be tightly related to memory processes and are phase-coupled to neuronal activity in other cortical regions [40] [41] [42] . In addition, studies of fMRI connectivity have identified mnemonic networks that involve the MTL 4, 6 . Consistent with these findings, our results suggest that the MTL is central to the brain-wide co-variation of spontaneous theta-band activity.
Timescale of power envelope correlations
Consistent with other MEG 28, 35, 36 and intracranial recordings 27, 43 , we found that correlations of oscillatory power were driven by slow co-variations in a broad frequency range below 0.1 Hz. Similarly, hemodynamic correlations are dominated by frequencies below 0.1 Hz 26 . These slow co-fluctuations may arise from intrinsic cortical dynamics 44 and subcortical or neuromodulatory inputs 18, 19, 43, 45 . The slow timescale of power envelope correlations contrasts with the npg a r t I C l e S millisecond timescale of neuronal signaling itself. Power envelope correlations likely reflect the consequence of signaling rather than acting as a mechanism that controls the signaling on a fast timescale.
Relation to local neuronal activity
In the raw EEG or MEG of awake humans, alpha and beta oscillations are the most prominent rhythms. One could speculate that the strong correlations in the alpha and beta frequency range simply reflect the better signal-to-noise ratio of these prominent local signals. However, differences in the spatial characteristics argue against this explanation. Local alpha and beta oscillations appear to be widespread across occipital, parietal and central areas (Supplementary Fig. 5 ). This pattern differs substantially from the global hub structure that we identified in this frequency range based on power envelope correlations (Fig. 6) . In addition, for other frequencies, the hub structure differs substantially from the spatial distribution of local signal power. Thus, the strength of local oscillatory processes and their brain-wide spatial correlation are dissociated. Consequently, the correlation of signal power may provide complementary information to local signal power that could be exploited in future applications.
Relation to fMRI EEG and MEG allow for separating neuronal activity into oscillatory components that reflect the biophysical properties of different local and large-scale network processes [17] [18] [19] . In contrast, fMRI provides a compound measure of the joint metabolic cost of different network processes and of non-neuronal processes [14] [15] [16] 18 . This compound nature of the hemodynamic signal is reflected in its correlation with oscillatory neuronal activity across a broad range of frequencies during stimulation [46] [47] [48] and at rest [37] [38] [39] 45, 49 . Thus, the correlation structure of electrophysiological and hemodynamic signals should share similarities. Indeed, the patterning and the timescale of electrophysiological signal correlation that we found showed substantial similarities with fMRI connectivity (see above).
However, despite these similarities, the spatial structure of power envelope correlations also exhibited differences to hemodynamic correlation. In particular, hemodynamic correlation is characterized by prominent hubs in the posterior midline 2, 8, 33 , which were largely absent in the electrophysiological connectivity that we observed and in networks extracted from MEG using ICA 29 . This apparent discrepancy may reflect the different nature of electrophysiological and hemodynamic signals. Furthermore, it should be taken into account that source estimates from EEG and MEG may have a spatially inhomogeneous sensitivity, which might result in an attenuation of deep sources.
Power envelope correlation in the gamma frequency range Neuronal oscillations in the gamma frequency range have been found in various experimental contrasts and may be a generic signature of local cortical activity 18, 22 . A growing number of combined electrophysiology and fMRI studies have linked hemodynamic signals to neuronal activity, particularly in the gamma band 45, 46, [48] [49] [50] . These findings suggest that resting state functional connectivity observed using fMRI 2 may manifest in the correlation of oscillatory activity in the gamma frequency range. This notion is supported by invasive ECoG studies that found long-range power correlation in this frequency range 27, 31 .
In contrast, we did not find prominent global correlation in the gamma frequency range. This seemingly unexpected finding may relate to different issues. First, the source of variance that drives the neuronal signals likely has a profound influence 18 . Sensory stimulation effectively drives cortical gamma-band activity 18, 46 that can be measured with EEG and MEG 21, 23, 48 . In contrast, during rest, gammaband fluctuations may be much smaller and the global correlation may be dominated by alpha to beta band activity. Second, the spatial sampling of recorded signals is likely to be important. Compared with intracranial electrodes, EEG and MEG average over larger populations of neurons. As a consequence, EEG and MEG may be particularly sensitive to spectral components with a broader spatial coherence, whereas intracranial measures may be more sensitive to locally coherent rhythms. Non-invasive and invasive measures may therefore emphasize signals with different spatial and spectral characteristics.
METHODS
Methods and any associated references are available in the online version of the paper. (co-variation frequency), we applied spectral analysis to the power envelopes with an approach equivalent to using Morlet's wavelets. We chose a spectral bandwidth of 0.95 octaves (f/σ f ~3.15) and spaced the center frequencies logarithmically according to the exponentiation of the base 10 with exponents ranging from −1.5 in steps of 0.1 to 1/6 of the carrier frequency. We derived spectral estimates in successive half-overlapping temporal windows that covered ±3σ t . From these complex numbers, we derived the coherency between power envelopes and took the real part of coherency as the frequency-specific measure of correlation.
Power envelopes were interrupted by periods of missing data resulting from artifacts such as eye blinks or strong muscle activity. Thus, the convolution with Morlet's wavelets as described above was not feasible and we employed a spectral estimate approach that could cope with missing data. For discrete signals, time domain and frequency domain representations are linearly related
Here, x is the time domain representation, X is the frequency domain representation and B is the Fourier basis (that is, family of orthogonal complex sinusoids). For data with invalid temporal sections, B is rank deficient. In this case, we derived the spectral estimate employing the pseudo inverse.
As a windowing function, we used a Gaussian taper such that if no data was missing, the approach was identical to using Morlet's wavelets. Data sections with more than 50% missing data were discarded from the analysis.
Statistical analysis of correlation structure and definition of connections.
Across a broad range of frequencies, power envelope correlations between orthogonalized signals had a positive offset, that is, the brain-wide correlation was consistently larger than zero. To focus on the spatial correlation structure, we used Student's t-tests and identified correlation higher than the average correlation to all locations on a three-dimensional grid covering the brain. We corrected for multiple comparisons by controlling the FDR. Please note that this statistic depends on the sources across which the average correlation is estimated.
For the analysis of the global correlation structure, no particular reference location exists. For this case, the correlation between any two sites can statistically be compared to the brain-wide correlation of either one of the two sites. We established a symmetric connectivity measure by defining a connection to be present if statistics for either one of the two possible normalizations reached significance (we accounted for two tests by Bonferroni correction, P threshold = 0.01/2). This resulted in a symmetric connection matrix that was used for subsequent graph-theoretical analyses. The symmetrization allowed for fully connected nodes; in other words, there could be more than 50% connections (for example, see Fig. 4b ).
graph-theoretical analysis. We used graph-theoretical measures 30 Here, D i is the degree at location i, and a ij is the connection (0 for no connection, 1 for a connection) between locations i and j, and N is the total number of connections. The total degree is the average of the degree at all locations. Betweenness is represented as Here, BN i is the normalized betweenness at location i derived from the betweenness B i and the mean and s.d. of a set of betweenness values B i rand (20 resamples) from connection matrices with identical degree but randomized connectivity 59 . Thus, normalized betweenness accounts for the betweenness that occurs in a random network with identical degree.
Statistical analysis of graph-theoretical measures. We performed random effects statistics to assess the modulation of graph-theoretical measures. We first derived single subject estimates of graph-theoretical measures using a jackknifing procedure. For each subject i of N subjects, we derived a robust jackknife resample R i by averaging graph-theoretical measures from connectivity matrices based on all, but this subject and one other subject at a time. From these jackknife resamples, we computed single subject estimates This corresponds to pseudo-values without bias correction. Based on these estimates, we performed the following random-effects statistics.
To assess the spatial patterning of graph-theoretical measures, we employed random permutation statistics. We generated an empirical null hypothesis distribution for no spatial patterns by randomly permuting source locations for each subject and then computing the average across subjects (10,000 resamples). We selected only the largest value across the entire space of each resample to account for multiple testing. To assess the modulation of graph-theoretical measures with the factors carrier frequency and spatial location and their interaction, we performed a two-way analysis of variance.
Illustration of results.
To illustrate the spatial distribution of correlation and graph-theoretical measures, we projected the quantities onto the cortical surface from the population-average, landmark-and surface-based atlas 60 , or alternatively as an overlay on brain slices of the SPM99/2 template brain. We used different statistical masks as explained in the corresponding figure legends.
