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1. Key insights and central organizing principles
The main idea of [Bea17] is to give a “Third Isomorphism Theorem” for
quotients of ring spectra by actions of n-fold loop spaces. Recall the classical
Third Isomorphism Theorem:
Theorem 1 (Noether). Let N ⊆ K ⊆ G be a composition of inclusions of
normal subgroups. Then there is an isomorphism of groups:
G/K ∼= (G/N)/(K/N).
We can generalize this theorem to any action of a Lie group on a (real or
complex) smooth manifold:
Theorem 2 (Bourbaki). Let G be a Lie group acting freely, properly and
smoothly on a finite dimensional smooth X. Let H be a normal Lie subgroup of
G. Then the canonical projection map X → X/H defines, upon taking quotients
by G, an isomorphism of smooth manifolds:
X/G ∼= (X/H)/(G/H).
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In general, we see that when one has an action of a group G on an object
X, and a normal subgroup H ⊂ G, it is reasonable to expect that X/G and
(X/H)/(G/H) will be very similar to each other.
In [ABG+14] it was shown that Thom spectra (e.g. the classical cobordism
spectra) can be described as quotients of ring spectra by the actions of n-fold loop
spaces. Thus the question arises: given an n-fold loop space G acting on a ring
spectrum R, and “normal subgroup” H ⊆ G, what is the relationship between
R/G and (R/H)/(G/H)? Of course to even answer this question one must make
rigorous a number of notions. Namely, subgroups of n-fold loop spaces, actions of
n-fold loop spaces on ring spectra and quotients of ring spectra by such actions.
It’s also going to be important that n-fold loop spaces are algebras for the little
n-cubes operad, and as such admit monoid structures up to coherent homotopy
(where the level of coherence increases with n).
1.1. “Normal subgroups” of n-fold loop spaces. Given a discrete group
G with a subgroup H, the most important thing one gets from normality of H
is the ability to equip the quotient set G/H with a group structure. One might
even say that this is the defining property of being normal; this is the property
that makes normality worth knowing about. In the case of an n-fold loop space,
we might similarly ask for H to have some property such that G/H is still an
n-fold loop space. Completely characterizing such sub-objects is very hard, but
we are rescued by a preponderance of natural examples of this structure.
Our analogy for the inclusion of a normal subgroup H ⊆ G will be a fiber
sequence of n-fold loop spaces F → E → B, where the maps are maps of n-fold
loop spaces. In this analogy, F will play the role of H, E the role of G, and B
the role of G/H. Recall that for a morphism of discrete groups φ : G → K we
can take the kernel, the subgroup of G that goes to 1 under φ. Categorically, this
is equivalent to taking the pullback of the cospan 0→ G← K. In the case that
K is G/H for some normal subgroup, we have that the kernel of φ, the pullback
of that cospan, is isomorphic to H. Thus replacing G and K with n-fold loop
spaces, and replacing that pullback with a homotopically coherent pullback (e.g.
taking the pullback in the quasicategory of n-fold loop spaces), we generalize the
notion of normal subgroup to n-fold loop spaces.
Key Idea 1.1. When working with n-fold loop spaces instead of strict groups,
we should replace the notion of “H is a normal subgroup of G and G/H ∼= K”
with “there is a homotopy fiber sequence of n-fold loop spaces H → G→ K.”
Probably the most obvious examples of such structure are just the loop space
functor applied n times to any fiber sequence of simplicial sets. For instance, we
might take the well known Hopf-fibration S1 → S3 → S2, and take some number
of based loops on that fibration. Thus we would have that ΩnS1 is a “normal
sub-n-fold loop space” of ΩnS3, and ΩnS3/ΩnS1 = ΩnS2. Recall that we also
have a number of compact Lie groups that are infinite loop spaces, and there
are many infinite loop maps going between them. Thus we get fiber sequences
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of infinite loop spaces like U → O → O/U , SU → U → S1. We will see several
other such fiber sequences in later sections when we discuss examples.
1.2. Actions of n-fold loop spaces on ring spectra. To discuss actions
of n-fold loop spaces on ring spectra, we need to decide on a notion of what
we mean by ring spectra. Because it was the notion used in [Bea17], we’ll
work with the symmetric monoidal quasicategory of ring spectra described in
[Lur14]. Ultimately the choice of model of ring spectra seems inessential, but
there might be difficulties that this author isn’t aware of. We will also assume that
our ring spectra admit multiplicative structures parameterized by operads (more
precisely, the ∞-operads of [Lur14]), in particular, the little n-disk operads, En,
of Boardman and Vogt [BV73]. It would be a distraction to describe operads in
detail here, but suffice it to say that E1 things should be thought of as homotopy
associative with all higher coherence data, E∞ should be thought of as homotopy
associative and commutative with all higher coherence data, and En should be
thought of as homotopy associative with all higher coherence data and homotopy
commutative with some higher coherence data, where “some” will increase as n
increases. There is a close connection between n-fold loop spaces and En-ring
spectra: in particular the suspension spectrum of an n-fold loop space is always
an En-ring spectrum.
Generally, to define an action of a monoid G on an object X, one provides
a map of monoids: f : G → Aut(X), and that’s exactly what we’ll do here.
Specifically, we know from [ABG15] (as well as plenty of other places) that
if R is an En-ring spectrum then there is an n-fold loop space of homotopy
automorphisms of R as an En-ring, which we’ll denote by GL1(R). So we’ll say
that an n-fold loop space G acts on an En-ring spectrum R if there is a morphism
of n-fold loop spaces f : G → GL1(R). We will often want to go between the
map f : G → GL1(R) and Bf : BG → BGL1(R) by looping and delooping, so
we will always assume that our n-fold loop spaces are connected.
1.3. Quotients of ring spectra by actions of n-fold loop spaces. Let’s
suppose we have an En-ring spectrum R and a map of (n − 1)-fold loop spaces
f : BG → BGL1(R), hence an action of an n-fold loop space G on R. By
thinking of left R-modules as a quasicategory LModR, we can think of BGL1(R)
as a sub-quasicategory ofModR in the following way: the base point of BGL1(R)
is R itself, paths in BGL1(R) are the obvious homotopy automorphisms of R,
higher cells in BGL1(R) are mapped to the necessary higher degree morphisms
in LModR. In other words there is an inclusion of simplicial sets BGL1(R) →֒
LModR which precisely picks out the action of GL1(R) on R as a left R-module.
Thus a morphism of (n−1)-fold loop spaces Bf : BG→ BGL1(R) can be thought
of as picking out a BG-shaped diagram inside of LModR describing an action of
G on R by left R-module automorphisms.
To construct the “quotient” of R by this action in a homotopically invariant
way, we should imagine forcing all of the morphisms in the image of BG to be
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equivalent to the identity morphism. One might imagine manually attaching 2-
cells between each morphism and the identity morphism, and then attempting
to make this coherent. Unfortunately this would require giving an infinite list
of coherences, and coherences of coherences, and coherences of coherences of...
ad infinitum. Luckily, the theory of [Lur09] and [Lur14] builds all coherence
data into the category theory itself, making this completely formal: we will
say that the quotient of R by the G action is the quasicategorical colimit (i.e.
a quasicategorical analog of the classical notion of a homotopy colimit, hence
homotopy invariant), in LModR, of the morphism BG→ BGL1(R) →֒ LModR.
Our intuition about classical categorical colimits is the right one in this case
and R/G, or colim(BG → BGL1(R) →֒ LModR), is precisely the universal left
R-module on which G acts homotopically trivially.
Key Idea 1.2. An action of an n-fold loop space G on an En-ring spectrum
R is the data of a functor f : BG → LModR that takes the unique basepoint
of BG to R and every path in BG to an En-algebra automorphism of R. The
quotient of R by such an action is the R-module spectrum colimit(f).
Now that we have all of the relevant notions in place, we can state the main
theorem of [Bea17]:
Theorem. Suppose Y
i
→ X
q
→ B is a fiber sequence of reduced En-monoidal
Kan complexes for n > 1 with i and q both maps of En-algebras. Let f : X →
BGL1(S) be a morphism of En-monoidal Kan complexes for n > 1. Then there
is a a morphism of En−1-algebras B → BGL1(M(f ◦ i)) whose associated Thom
spectrum is equivalent to Mf .
Note that in the actual statement we have to be more precise then we’ve been
up to this point. In particular, instead of talking about n-fold loop spaces, we
specifically talk about Kan complexes which are algebras for the En-operad. We
also assume that our Kan complexes are reduced. This means that as simplicial
sets they have a single zero simplex. This guarantees, for instance, that they are
connected, but it also makes things technically simpler. In the end, any time one
has a connected Kan complex, one can replace it up to homotopy with a reduced
one. Note also that in the statement of the theorem we write Mf and M(f ◦ i)
instead of S/ΩY or S/ΩX. This is purely a notational convention and is done
stay aligned with classical descriptions of such quotient spectra as Thom spectra.
1.4. Important examples of quotients and iterated quotients. It
turns out that there are many examples in homotopy theory of taking quo-
tients of ring spectra by n-fold loop space actions. As described above, these
are typically called Thom spectra. Recall that there is a map of infinite loop
spaces j : BO → BGL1(S) called the j-homomorphism. So any time we have
a map of infinite loop spaces (or just of n-fold loop spaces, since we can just
forget some structure) BG→ BO, we can take the induced quotient S/G. Thus
we can obtain all of the classical Thom spectra in this way: MO, MSO, MU ,
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MSU , MSp, MSpin and so forth. However, it is also known that one can pro-
duce the Eilenberg-MacLane spectra HZ, HZ/p and HẐp in this way (though
sometimes these require taking quotients of the p-local sphere S(p) rather than
just S). These last three examples are originally due to Mahowald and Hopkins
but a modern treatment can be found in [AJB08]. In particular, there is map
f : Ω2S3 → BGL1(S(p)) whose associated quotient is HZ/p and there is a map
g : Ω2S3〈3〉 → BGL1(S(p)) which is factored by f and has associated quotient
HẐp.
For iterated quotients, we can first notice that all of the classical cobordism
spectra described above come from infinite loop spaces maps BG → BO and
that most of these factor through BSO. So we can think of BG as being the
fiber of a map BSO → B(SO/G). Thus we get that S/O ≃ (S/G)/(SO/G).
For technical reasons it will help to have all of our groups connected, so we’ll
always work with SO instead of O. There are ways to get around this prob-
lem, but it wouldn’t be productive to spend time on them in this user’s guide.
As an example, recall that there is a fiber sequence of infinite loop spaces
BSpin → BSO → BRP∞ ≃ K(Z/2, 2). Thus we have that S/SO = MSO ≃
(S/Spin)/(SO/Spin) ≃MSpin/RP∞.
We get another interesting example by considering the fiber sequence of 2-
fold loop spaces Ω2S3〈3〉 → Ω2S3 → CP∞ ≃ S1 along with the map f : Ω2S4 →
BGL1(S(p) described in [AJB08]. In this way, we see that HZ/p ≃ HẐp/Σ
∞
+ Z
where the Σ∞+ Z action is of course given by multiplication by p. One especially
nice benefit of this description is that the above construction is obtained as an
equivalence of E1-ring spectra.
Finally, near and dear to the heart of this author, is the example of the
sequence of spectra X(n) defined by Ravenel in [Rav86] and used to prove
the Nilpotence Theorem in [DHS88]. Each X(n) is obtained from a map of
2-fold loop spaces ΩSU(n) → BGL1(S), i.e. X(n) = S/Ω
2SU(n). Recalling
that there are fiber sequences ΩSU(n) → ΩSU(n+ 1) → ΩS2n+1, we have that
X(n + 1) ≃ X(n)/Ω2S2n+1.
1.5. So what? One really interesting consequence of all this comes from
the fact that whenever we have a k-fold loop map BG → BGL1(R) for R an
En ring spectrum (with n > k), we get a so-called Thom isomorphism of spectra
R/G∧RR/G ≃ R∧SΣ
∞BG+. So for the examples above we obtain equivalences
of spectra like: HZ/p ∧
HẐp
HZ/p ≃ HZ/p ∧S S
1 and MSpin ∧MSO MSpin ≃
MSpin ∧S Σ
∞
+K(Z/2, 2). Thus the methods described in [Bea17] give relative
Ku¨nneth theorems for many well known Thom spectra.
Additionally, the main theorem above can be thought of as one direction of a
generalized Galois correspondence. In particular, recall that in a Galois extension
E → F , intermediate Galois extensions are in bijection with normal subgroups
of Gal(E/F ). In our case, we’re showing that if we have a fiber sequence of
6 JONATHAN BEARDSLEY
n-fold loop spaces H → G → G/H and a map of (n − 1)-fold loop spaces
BG → BGL1(R), then we get a composition of spectra R → R/H → R/G.
It is not true that we can recover R/H from R/G or R from R/H by taking
homotopy fixed points, but we can often perform these recoveries by taking so-
called homotopy cofixed points. Thus this composition is not an iterated Galois
extension but an iterated Hopf-Galois extension in the sense of [Rog08]. So
our main theorem gives a distinctly algebro-geometric interpretation to many
classical (and geometric!) morphisms of cobordism spectra.
2. Metaphors and imagery
Presenting Thom spectra as quotients of ring spectra by actions of En-spaces,
as in [ABG+14], ends up meaning that the most important metaphors for us
involve thinking about groups acting on things. I’ll explain below how I think
about groups (or En-spaces) acting on spectra, how I think about taking quotients
by these actions, and finally how I think about quasicategories in general.
2.1. Group actions as functors. Given an En-monoidal space G, we can
form its classifying spaces BG, which is an En−1-monoid and has the property
that ΩBG ≃ G. There are a number of ways to construct BG, including the
well-known bar construction, but these are not always intuitively enlightening.
However, since ΩBG ≃ G, we at least have a good way to think about π1(BG).
That is to say, a path in BG that starts and ends at the base point corresponds
to multiplication by a point in G. Given a group (or En-space) G with points
{1, α, β, γ}, I think of BG as something like the following picture:
α
β
1
γ
(1)
In other words, BG looks like a single connected component with paths attached
to it for each point of G. Note that BG is a space (or simplicial set) and has
higher homotopy groups, so the above picture does not show all of the structure
of BG. For example, if G had a relation like αγ−1 = β, one would have to glue
in a 2-cell to BG to manifest this relation.
If we think of BG as a category (or a quasicategory) it would have a single
object and a 1-morphism for each point of G. Importantly, since we can write
G ≃ ΩBG, we know that every point in G admits an “inverse” corresponding
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to traversing the loop in the opposite direction. Thus since multiplication by a
point in G is always invertible (up to homotopy), BG, thought of as a category,
is actually a groupoid (or ∞-groupoid).
Suppose now that we have an En−1-monoidal quasicategory C and an En−1-
monoidal functor f : BG → C. Since BG only has one object ∗, the functor
f must pick out a diagram in C that looks like a single object and a collection
of equivalences of that object (as well as higher coherent cells). Moreover, since
the functor f is En−1-monoidal it must take ∗ to an En-algebra in C and each
loop in BG to a morphism of En−1-algebras. It also has to take 1 to the identity
morphism (or at least a morphism equivalent to the identity), which will be
relevant in understanding the colimit of this diagram. Graphically, if f(∗) = X,
then the image of f looks like a diagram in C of the following form:
X
f(α)
f(β)
1
f(γ)
(2)
So the functor f : BG → C can be though of as picking out an action of
G on X. Given a point in G, f tells us exactly how to use it to transform X
by choosing an equivalence of X in C associated to it. What’s also really great
about this formalism is that by asking for f to be a functor of quasicategories,
it retains all the (potentially very complicated) coherence data contained in G.
2.2. Quotients of actions as colimits. Now we can elaborate on what it
means to take the “quotient” of a G-action when the G action is described as
above. There are two competing pictures here that I use, depending on how I’m
thinking about this quotient. We touched on both of them in Topic 1, but we’ll
flesh them out further here.
2.2.1. A categorical description. The first one is the simplest (and the most
“correct”), but also perhaps less intuitive. If we return to picture (2) above,
and remember the idea behind the colimit of a diagram in C, we know that
colim(f(BG)) should be a single object of C that admits a morphism from the
diagram f(BG). So we have a picture like this:
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X X/G
f(α)
f(β)
1
f(γ)
q
(3)
But the really important thing about the fact that X/G is the colimit of
this diagram is that this new diagram, shown in (3) above, has to commute. In
other words, all possible concatenations of loops in picture (2) followed by the
morphism q : X → X/G have to be equivalent. And moreover, any other object
admitting a morphism from picture (2) that commutes with all those loops has
to admit a map from X/G factoring that morphism. In particular, for any two
loops f(α) and f(β) in f(BG) we have to have that q ◦ f(α) ≃ q ◦ f(β). So, in
particular, q ◦ f(α) ≃ q ◦ 1. Thus X/G really is the universal thing admitting a
map from X on which the G-action is forced to be homotopically trivial.
2.2.2. A topological description. The second way of thinking about this quo-
tient is a bit more “hand-wavy.” Since all of this is happening in the setting of
quasicategories, which are a special type of simplicial set, we can use some of our
intuition about working with simplicial sets. In particular, we can think about
attaching cells to make the loops in f(BG) homotopically trivial.
If we were working with a set X with an action by a group G, we would take
the orbits of G-action on X, or the quotient of X by G, by describing the quotient
as being the things in X after x has been forced to be equal to gx for every x ∈ X
and g ∈ G. When doing homotopy theory, and especially higher category theory,
it’s considered evil to ask for things to actually be equal. Instead, if we want two
things to be “the same” in some way, we put a cell between them. This is why,
for instance, if we have a based space Y and take the pushout of ∗ ← Y → ∗, we
get ∗, but if we take the homotopy pushout we get ΣY . The reduced suspension
of Y is precisely two points with every way of identifying them being given its
own 1-cell ∗ ↔ ∗.
For our case, we have autoequivalences f(α) : X → X that we want to trivi-
alize. One way to do this would be to “glue” cells to X for each x and gx. But
since we’re working in quasicategories (i.e. ∞-categories), we would then have
to glue in 2-cells between certain 1-cells, and n-cells in general, according to the
structure of G. Thus while thinking of the procedure as being “gluing in cells”
we’re forced to take the abstract colimit described above.
2.3. Twisting and untwisting. Despite the fact that we have focused so
far on the idea of taking quotients of group actions, there is also a strong under-
current of bundle theory, and twisted bundles, throughout [Bea17]. Recall that
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for any group G and a space X, a map X → BG always determines a principal
G-bundle over X. Thus in our case, a map BG → BGL1(S) defines a principal
GL1(S)-bundle on BG. Note that if we replaced S with a commutative ring R,
we’d equivalently have a bundle of R-modules over BG and this bundle would
locally be isomorphic to R. Since it doesn’t make sense to talk about a bundle of
spectra on BG (for instance, what would the total space be?), we can’t say the
same here, but we still think of a map BG→ BGL1(S) as defining a “bundle of
1-dimensional S-modules over BG.”
Suppose now that the map of interest is the trivial one, ∗ : BG→ BGL1(S).
Then the induced quotient, S/G where G acts trivially, is in fact equivalent
to S ∧ Σ∞+BG = S[BG], the spherical group ring on BG. Compare this with
the classical fact that if X is a G-space with a trivial G-action then the Borel
construction X ×G EG ≃ X × BG. But now notice that if, on the other hand,
we pulled back a “bundle of sphere spectra” along the trivial map ∗ : BG →
BGL1(S), we should get something that looks like BG× S. Of course that last
expression doesn’t make sense since BG and S aren’t even in the same category,
but this is still a useful perspective.
For a non-trivial map, we can still use this perspective, but we should think
of the map f : BG → BGL1(S) as twisting the trivial bundle on BG. And
then we should think of the colimit of BG
f
→ BGL1(S) → Spectra as being a
twisted tensor product of BG with S. This construction should be thought of as
being analogous to the twisted tensor products that arise when one attempts to
compute the homology groups of fibered spaces, as in [BJ59].
2.4. Quasicategories. Throughout [Bea17] and in many of the references
given therein, standard category theory has been replaced by the theory of quasi-
categories, a model for so-called ∞-categories. Though there isn’t space to truly
explicate what makes the theory of quasicategories go, I thought it might help
to at least provide a picture here of what’s going on, and why one might choose
to use quasicategories instead of model categories.
Central to the entire notion of category theory is the idea that there are
morphisms between objects and that one can compose a morphism f with a
morphism g if the domain of g is equal to the domain of f . When we do that,
we get a commutative diagram like the following:
Y
X Z
gf
g◦f
Though it seems obvious, notice that f ◦ g is a new morphism whose exis-
tence we’ve demanded (otherwise we don’t have a category). Moreover, we’ve
demanded that the application of g ◦ f to X is equal to the application of f
followed by the application of g.
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For homotopy theorists, asking for something to be equal is a real problem.
The main issue is that we might have two categories that are Quillen equivalent
(hence have the same “homotopy theory”) and things that are equal in one might
be only equivalent in the other. Thus is general it’s too restrictive to demand
that compositions be equal. A good example to have in mind here is when f
and g are continuous morphisms of spaces. We could ask that g ◦ f(x) = g(f(x))
for every x ∈ X, or we could simply ask that there is a continuous family of
continuous maps H(t) such that H(0)(x) = g ◦ f(x) and H(1)(x) = g(f(x)).
The way we get around this problem, which is intrinsic to category theory
itself, is to replace categories altogether with simplicial sets. Just like categories,
simplicial sets still have objects (0-simplices) and morphisms (1-simplices), but
they also have a lot of “higher data” that we think of as n-morphisms for n >
1. Notice that in an arbitrary simplicial set, it really doesn’t make sense to
“compose” morphisms. The 1-cells in a simplicial set X are just elements in some
set, specifically they’re elements of X([1]). So to make simplicial sets behave like
categories we instead do the following: given two 1-simplices f and g such that
the right endpoint of f is the same 0-simplex as the left endpoint of g, we can
ask that there be another 1-simplex h going from the left endpoint of f to the
right endpoint of g. In other words, we can ask for a triangle in our simplicial
set:
y
x z
gf
h
So we have that h is modeling the composition of g with f . We need one
more condition however: we ask that there is a 2-simplex whose boundary is the
above triangle. What this is supposed to be modeling is that going along h is
“the same” as going along f and then along g. But it’s not actually equal. That
two cell is taking the place of the family of continuous maps from our example.
Visually, I think of the 2-simplex described above as giving me a way of
sliding h up to the edge of the triangle made by f and g. And the fact that I’m
able to do this is telling me that while h may not be equal to g(f), we at least
have a coherent way of wiggling the data of h to the data f and g. If I can find
an h and a filling 2-simplex every time I have two 1-simplices that match up the
way f and g do, then my simplicial set is behaving a lot like a category. I can
always produce a “composition” of morphisms, and this composition can always
at least be homotoped back to the things whose composition it represents.
Finally, note that simplicial sets have n-simplices for all n. So asking for a
simplicial set to actually be a quasicategory is asking that we can perform that
above procedure in all dimensions. In other words, whenever I have 3 composable
2-simplices (think of these as forming a tetrahedron with no bottom side), I can
find another 2-simplex that closes the tetrahedron and then, crucially, I can fill
in that whole tetrahedron with a 3-simplex. If we can do this every time we
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have n+1 composable n-simplices then our simplicial set deserves to be called a
quasicategory or ∞-category.
3. Story of the development
Before we dive in to the story of this particular paper, it’s necessary to give a
bit of background. When I got to graduate school in 2010, I only knew that I liked
category theory and that Grothendieck seemed cool. After my first year I asked
Jack Morava to be my advisor, primarily because, like Grothendieck, he seemed
cool. What I didn’t know at the time was that Jack, with his visionary ideas
about the structure of the stable homotopy category, was effectively the father
of what came to be called chromatic homotopy theory. The original motivation
for my thesis, and thus [Bea17], came entirely from this chromatic realm.
Chromatic homotopy theory amounts to the realization that the stable homo-
topy groups of spheres, and subsequently the category of finite CW complexes,
can be stratified into layers that look like the height stratification on the mod-
uli stack of formal groups. These strata are the “colors” that give chromatic
homotopy theory its name. Ravenel had made several conjectures about this
structure in [Rav84], the most famous being the so-called Nilpotence, Period-
icity and Thick Subcategory conjectures. These were later proven in [DHS88]
and [HS98].
The only thing the casual reader needs to know about these conjectures, which
are now theorems, is that they: (i) tell us that if X is a finite cell complex and α ∈
π∗(X) then α is nilpotent if and only if MU∗(α) is trivial, and (ii) the homotopy
category of finite cell complexes is stratified into so-called “thick” subcategories
that directly mirror the structure of the moduli stack of formal group laws.
It’s this last statement that always struck me as somewhat miraculous. We
have two things that are by all appearances completely unrelated: finite cell
complexes and group structures on formal schemes (which come up in number
theory). The Thick Subcategory Theorem however tells us that there is a deep
(and still mysterious!) link between them. Understanding this connection is the
true motivation for [Bea17].
As for the paper that I wrote, its genesis depends on the fact that I had a
thesis advisor that more or less let me do whatever I wanted. This was both a
blessing and a curse. It allowed me to avoid doing any of the really unpleasant
homological algebra that is the bread and butter of algebraic topology but it also
meant that after about 4 years in graduate school and 3 failed thesis projects,
I was in a bit of a bind (one reason being that I wasn’t very good at hard
homological algebra...). I knew that I wanted to try to say something about stable
homotopy theory and its relationship to algebraic geometry via the Nilpotence
Theorem of [DHS88], but I didn’t know how.
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Moderately frantic conversations with my advisor and my de facto co-advisor
Andrew Salch, led me to the following question: what is it about the Nilpo-
tence Theorem that is essentially algebro-geometric or category theoretic? In
other words, given an arbitrary symmetric monoidal ∞-category C, how many
of Ravenel’s conjectures can we even state, much less prove, in C? Going back
to Ravenel’s so-called “Orange Book” [Rav92], I found that the proofs of the
Nilpotence and Periodicity conjectures relied heavily on a certain sequence of
spectra, called X(n) by Ravenel, whose colimit was the complex cobordism spec-
trum MU . In particular, Devinatz et. al. showed that for any ring spectrum R,
if an element α ∈ R∗ is trivial in X(n)∗(R), then it is nilpotent in X(n− 1)∗(R).
From this they proved the Nilpotence Theorem, which is central to proving the
Periodicity Theorem and the Thick Subcategory Theorem.
My quest then became to understand what was really happening between
X(n) and X(n + 1). Crucial to the story here is the fact that a map of ring
spectra X(n)→ R determines a formal group law structure on R∗ modulo degree
n terms. Thus they interpolate between the unit map S → R and a complex
orientation MU → R. Andrew Salch pointed out that Lazard, in proving that
the Lazard ring is polynomial [Laz75], had passed from the classifying object for
n-truncated formal group laws to n+ 1-truncated formal group laws by doing a
sort of deformation theory. Jack Morava pointed out to me that this might be a
Galois theoretic or descent theoretic type of construction, and suggested I look
into [Hes10] and [Rog08].
I hypothesized that the unit maps S → X(n) were so-called Hopf-Galois
extensions like MU (as Rognes had noticed in [Rog08]). It’s pretty clear that
this is true, since the salient feature of being a Hopf-Galois extension is admitting
an equivalence X(n) ∧X(n) ≃ X(n) ∧ Z for some “spectral bialgebra” Z. Since
X(n) is a Thom spectrum this is pretty clearly true, with Z = ΩSU(n). However,
there was a problem, because Rognes had worked only with E∞-ring spectra and
the X(n) were only known to be E2. It seemed like a shot in the dark, but rather
than try to recover everything Rognes had done, but for En-ring spectra, I went
to Google and typed in “Hopf-Galois extensions of associative ring spectra.” To
my indescribable delight, I found that Fridolin Roth, a student of Birgit Richter,
had written his thesis [Rot09] on exactly this topic!
It followed immediately from [Rot09] that the maps S → X(n) were Hopf-
Galois extensions of (at least E1) ring spectra. A very natural question to ask,
then, is whether or not each of the intermediate maps X(n − 1) → X(n) are
also some kind of Hopf-Galois extensions. This turns out to be true, and the
Hopf-algebras controlling the extensions are S[ΩS2n+1]. This is proven in an
unpublished paper I wrote. I was able to prove this by simply calculating the
homology of everything in sight, e.g. X(n) ∧X(n−1) X(n), X(n) ∧ S[ΩS
2n+1],
and the maps in between them. One of the reasons that it’s unpublished is
that the proof felt unsatisfactory and like it missed some very natural structure.
In particular, the equivalence X(n) ∧X(n−1) X(n) ≃ X(n) ∧ S[ΩS
2n+1] looks
a lot like the generators of H∗(X(n − 1);Z) are “canceling out” corresponding
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generators in H∗(X(n);Z) and the only thing left is the top dimensional class.
Ultimately, [Bea17] was an attempt to see this structure on the level of the
spectra themselves, rather than just calculationally.
In my attempts to prove something like the main theorem, I spent a lot
of time looking at [Mah79] and [ABG+14], trying to understand the Thom
diagonal as a sort of “shear map,” similar to the classical group isomorphism
G×H G ∼= G×G/H for H ⊳ G. Eventually I realized that I would get this map
for free by simply producing X(n) as a Thom spectrum over X(n− 1). In other
words, I needed to produce a map (preferably of E1-spaces)
ΩS2n+1 → BGL1(X(n − 1)) such that the colimit of the composition ΩS
2n+1 →
BGL1(X(n − 1)) → LModX(n−1) is equivalent to X(n). Because the theory of
[ABG+14] produces a Thom isomorphism and Thom diagonal for Thom spectra
over any ring spectrum, this would give me the structure I wanted.
Rereading (parts of) [ABG+14], I started to really understand the way in
which they were describing Thom spectra as quotients. It finally clicked that
we can think of X(n− 1) as S/Ω2SU(n− 1), and X(n) as S/Ω2SU(n) and that
the fibration Ω2SU(n) → Ω2SU(n) → Ω2S2n+1 is telling us that we should
be able to go from X(n − 1) to X(n) by just quotienting by more. I spent
some time trying to think about iterated homotopy quotients in the form of bar
constructions before I asked about this construction on MathOverflow. And just
as I suspected, someone had indeed thought about this before. In particular,
Qiaochu Yuan pointed out to me that these quotients can be described as Kan
extensions and that iterated quotients, i.e. (S/H)/(G/H) for a group G with a
subgroup H, can be described as iterated Kan extensions [Yua15]. I had to use
Lurie’s operadic Kan extensions to retain the En-monoidal structure, but from
that point on it was mostly just working out technical quasicategorical details!
4. Colloquial summary
In the long run, the specific result of [Bea17] is nice, but it’s not the thing
that gets me excited about algebraic topology. Rather, it’s a small piece of what
I consider to be a beautiful story. I described it a little in earlier sections; it’s
the story of chromatic homotopy theory. I won’t go into detail about it again,
but the main idea is this: when we start to study things like spheres and shapes
in really high dimensions, we start to see patterns arise that are coming from
number theory. In other words, structures that show up when one deeply studies
prime numbers also show up when one deeply studies blobs in space.
To me, this is the really beautiful thing about mathematics: mathematicians
are blindly groping in the dark, searching for structure, and every once in a while
they find the exact same beautiful structure in two different places at once. It’d
be like telling one engineer to build a plane, and another engineer to build a
superconductor and having them separately build the exact same thing, i.e. an
object that is simultaneously a plane and a superconductor. (I don’t actually
14 JONATHAN BEARDSLEY
know what a superconductor is, so sorry if this metaphor doesn’t make any
sense). Of course, we know this could never happen, since these two objects
serve such different purposes, and what’s more, we understand their purposes
relatively well.
However, when it comes to understanding math, we barely have any idea
what we’re doing. We just plow forward, mostly blind, and sometimes with a
vague road map. Sometimes, like in chromatic homotopy theory, we can find
connections between two a priori disconnected things, but we still struggle to
come close to understanding why this is happening. Understanding why would
require not just knowing that I and another blind mathematician happened upon
the same spot at the same time, but being able to zoom out and see how that
spot relates to all the other spots. And usually we can’t do this.
This paper, and much of my work in general, is an expression of my desire to
zoom out and see the whole structure. To extend our metaphor a little further,
I want to trace the path of each mole and show that secretly, they were taking
the same path all along. In other words, the really beautiful theorems to me
are the ones that say “Of course you’re seeing structure S in topic A and topic
B, because topic B is actually just a sub-topic of A and we never knew it!”
I am of course biased, so my ultimate goal would be to say that the number
theoretic structure we’re seeing in chromatic homotopy theory is arising because
number theory (in particular arithmetic and algebraic geometry) is itself actually
a subfield of algebraic topology. Further, I think many mathematicians would
like to show that many topics of mathematics, e.g. combinatorics, algebraic
geometry, topology, are all secretly different facets of the same crystal.
The reader familiar with physics will probably have heard the term “grand
unified theory” before. The idea is that there are theories describing different
physical phenomena, like quantum mechanics, and relativity, but those theories
are not mutually compatible. Physicists would like for there to be a single frame-
work that encompasses quantum mechanics, classical mechanics, relativity, and
every other physical theory we know of. The ultimate goal of my mathemati-
cal research can be thought of as the same type of thing. I would love to find a
since source from which the similar structures of algebraic topology and algebraic
number theory both spring.
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