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Part I.
Introduction

3Analysis of brain function is an ever growing field [1]. Studies span the range of complex-
ity from whole brain analysis to single cell investigations, however, the majority of data is
generated at the extremes of this range. Different tomography techniques, e.g. fMRI [2],
are used to image physiological activity in the whole brain of live animals, while single
neurons are monitored in cell culture using various optical or electrical methods [3]. These
approaches have provided valuable information about the principles of neuronal function,
signaling, morphology, and the function of the brain. Nevertheless, these methods access
specific quantitative data on only a few cells or aggregate behavior of large naturally oc-
curring networks. The gap between these two extremes of complexity, where medium sized
cell networks process information, is large and poorly understood.
The control of neuronal growth and connections allows the study of basic network princi-
ples. Cellular plasticity, the processing of signals and network maturation are just a few
examples of topics that require neuronal networks of defined size and connectivity to in-
vestigate. Several approaches have been taken to bridge this gap and control networks of
neurons. The most promising techniques use a defined pattern of proteins to guide cells [4].
These patterns can be generated in several different ways, each with varying suitability for
specific pattern structures or use with particular substrates [5–7].
One area where patterning techniques are highly desirable is for the use of extracellular
recording devices. Since the spatial resolution of most devices is not yet on the order of
the cell body size, an exact positioning of the cells is important, such that the cell bodies
are situated on top of the active areas of the device. These devices contribute their own
difficulties to the patterning process. The device’s surface chemistry will have to be taken
into account as well as the reduced space available for placement of the pattern and po-
tentially the lack of transparency of the substrate.
Recently, diamond, or diamond-like carbon, was found to be suitable for biological ap-
plications [8–10]. Diamond can be fabricated in a range of forms from single crystalline
structures to substrates covered with microcrystalline surfaces. Though these structures
allow the user to tune the material properties of the diamond, they do not interfere with
the biocompatibility of the material in cell culture applications [11]. This tunability allows
diamond to be used in the processing of microelectronic devices [12].
Once a stable and reliable cell culture is established on such a device the lack of possi-
ble stimulation techniques for cells have to be overcome. Current or voltage stimulation
are possibilities for reliable stimulation [13–15] but the cells have to be situated either on
an electrode or a FET with stimulation possibilities [16]. Furthermore electrical stimula-
tion may also lead to permeabilisation of the cells what subsequently might also trigger
an action potential but in the same time damage the cell and do not lead to the desired
long term monitoring of the network [17]. This lack of possible stimulation techniques
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can be overcome by application of Channelrhodopsin, a blue-light-gated cation channel
with a retinal as gating mechanism [18, 19]. It can be used to depolarize cells via a light
pulse and subsequently stimulate genetically defined neurons [20]. The stimulation of the
cells is reproducibly, rapidly, non-invasively and independent of their position on the device.
1. Fundamentals
During this thesis topics, ranging from patterning of cells over design of recording devices to
the coupling of light addressed electrogenic cells, were covered. To understand this highly
interdisciplinary research the fundamentals part was divided into two sections. The first
one, biology, gives an introduction to the basic principle of cell function and the compar-
timented structure of cells. Furthermore, the cell membrane, and ionic transport (passive
and active) are discussed and their special function in electrogenic cells is highlighted. All
that, to understand cellular signaling, namely action potentials, as they are the signal
recorded by the devices. Furthermore, different types of signal transmission between cells
are covered as cellular network activity was analyzed during this thesis. Another project
was related to stimulating cells using channelrhodopsin. Therefore, light activatable ion
channels and genetic engineering of cells is covered.
The second one, microelectronics, gives an insight into the function of extracellular record-
ing devices. Field effect transistors, their characterization, and modifications for cell record-
ing are introduced. Furthermore, micro-electrode arrays are described. Finally, the theory
of extracellular signal recording is discussed.
1.1. Biology
The aim of this chapter is to give an overview of the biological fundamentals of the research
performed during this thesis. It is not exhaustive, as due to the interdisciplinary nature of
the work many fields have to be covered. The first part gives an overview of the cell, chan-
nels and signaling functions as well as network behavior. Furthermore, light addressable
channels and genetic engineering are introduced.
1.1.1. Eukaryotic cells
The biological cell is the smallest autonomously living unit. Two basic types of cells exist:
prokaryotic and eukaryotic. Prokaryotic cells lack the nucleus and other membrane bound
organelles e.g. bacteria. As they are not part of this thesis, further explanation of cells will
focus on eukaryotes. Eukaryotes are cells that contain membrane bound compartments in
which specific metabolic activities take place (see Figure 1.1). The most prominent com-
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Figure 1.1.: The eukaryotic cell and substructures.
1© Nucleolus 2© Nucleus 3© Ribosome 4© Vesicle 5© Rough endoplasmatic reticulum 6© Golgi
apparatus 7© Cytoskeleton 8© Smooth endoplasmatic reticulum 9© Mitrochondria 10© Cytosol
11© Lysosome 12© Centriole. Figure adapted from [21].
partment is the nucleus, which contains the DNA. The DNA is transcribed into mRNA in
the nucleus and the mRNA leaves via the core pores. Furthermore, the nucleolus is situ-
ated in the nucleus and is responsible for the production of the sub-units of the ribosomes
which are responsible for the translation of the mRNA into a peptide. This can be free
and suspended in the cytoplasm or they can be bound to rough endoplasmatic reticulum
(REP). Here, in the REP, proteins that are destined for sorting are produced. The REP
is, amongst others, involved in production of proteins that get secreted or stay membrane
bound. Further transport and modification of proteins is possible. Exchange of proteins
and drugs is performed via the interconnected membrane system in the cell or via vesicu-
lar transport. Vesicles can be transported along the cytoskeleton with the help of motor
proteins e.g. myosin. Proteins that are produced at a ribosome get transported to the
golgi apparatus were they are stored, sorted and processed. Furthermore, phospholipids,
which are mainly produced in the endoplasmatic reticulum, are processed in the golgi ap-
paratus. The energy necessary for these processes is gained from the mitrochondria. A
H+ gradient over the mitrochondrial membrane (see Chapter 1.1.1) is converted into ATP
that can be used for any kind of energy consuming process. Excess or worn-out organelles,
food particles, and engulfed viruses or bacteria are digested by lysosomes. The needed
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pH of 4.5 that the digestive enzymes require can be ensured by lysosomal the membrane.
A digestive compartment is formed and protects the rest of the cytoplasm from the di-
gestive enzymes. All these reactions take place in specific compartments formed by the
phospholipid membrane [22], discussed in the next section.
The cell membrane
The cell membrane has a thickness between 3 and 10 nm and is formed by a lipid bilayer,
carbohydrates, and proteins. The lipid bilayer consists of phospholipids that can be di-
vided into a hydrophilic headgroup and a hydrophobic tail. In an aqueous environment,
the hydrophobic tails orient towards each other and the respective, hydrophilic heads face
towards the water. Thus, the lipid bilayer is formed. A schematic can be seen in Figure 1.2.
The lipid bilayer appears to be fluid, as a lateral phospholipid exchange takes place every
10−7 s, whereas flip flop, the movement from one lipid-sheet to the other, only occurs after
hours or days [23]. Due to these facts Singer and Nicolson coined the term fluid-mosaic
model to describe the cell membrane. Small or neutral species can pass the membrane
unhindered, whereas charged or big molecules cannot pass (semi-permeability). This en-
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Figure 1.2: The lipid bilayer and embedded
structures. Figure adapted from [24]
sures exchange of gases while ions stay separated. Besides phospholipids, carbohydrates are
present as glycoproteins and some glycolipids. They are involved in cell adhesion, receptor
recognition and many other processes. Furthermore, proteins make up about 50 % of the
membrane and can either be peripheral or integral. Peripheral proteins are proteins that
adhere only temporarily to the biological membrane, they attach to integral membrane
proteins or penetrate the peripheral regions of the lipid bilayer. One important example is
synapsin which is involved in transmitter release from chemical synapses (chapter 1.1.2).
One domain can bind to the membrane and subsequently controlls the amount of vesi-
cles availabe for fusion and segregation. Integral, or transmembrane, proteins play a role
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in cytoskeleton anchorage, cell-cell contact, surface recognition or transport of substances
across the membrane. Two important types of transmembrane proteins are ion channels
and active transport proteins and will be explained in more detail in the next sections.
Ion channels
Ligand Ion
(a) Ligand gated channel.
Ion
+++ +++
+++ +++
- - - - - -
- - - - - -
(b) Voltage gated channel.
Figure 1.3.: Two types of ion channels. (a) Binding of a ligand triggers opening of the channel
and ions can flow along their chemical gradient. (b) A change of the membrane potential changes
the conformation of the channel and ions can pass. Adapted from [25]
Ion channels are pore forming proteins that span the whole membrane and regulate the
flow of ions into or out of the cell, following their chemical gradient. The channels are gated
by highly specific interactions with their environment. Possible gating mechanisms are of
mechanical, chemical, or electrical nature. Mechanosensitive channels can sense forces put
on membranes, whereas chemosensitive channels react to specific ligands and voltage gated
channels respond to changes in membrane potential (see Figure 1.3). Ion channels can be
highly selective and permeable for only one type of ion, or more generalized and restrict
molecules based on broad factors such as molecular polarity.
Active transport proteins
Transport of substances such as ions, sugars or amino acids can also be against their
chemical or electrochemical gradient. This process requires energy that can either be in
form of ATP or in form of another gradient to which the transport is coupled. One example
for primary active transport is the Na+K+ATPase or sodium potassium exchanger. This
protein exchanges three sodium ions from the interior of the cell with two potassium ions
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from outside the cell, against their respective gradient, by consumption of one ATP. Thus,
it maintains the concentration gradient for sodium and potassium alive and form the resting
potential described in the next section. Secondary active transport couples the transport
of a substance against its gradient to an existing chemical gradient of an ion. These can
be in the same direction (co-transport) or in opposite directions (counter-transport). All
these mechanisms are used to establish gradients, which can in turn be coupled to other
cellular processes, e.g. the membrane potential that drives electrical signaling.
Membrane potential
A cell in equilibrium is dead. One situation out of equilibrium but in flux balance is the
membrane potential. Due to the semi-permeability of the membrane the ion composition
inside and outside of the cell can be different, but the maintenance of the gradients requires
active transport of ionic species. Due to the different composition of intra- and extracellular
fluid, the ions are exposed to a chemical gradient and electrostatic interactions. If the
membrane becomes permeable for an ion i, the equilibrium potential or Nernst potential
Ei can be calculated by the Nernst equation.
Ei =
RT
ziF
· ln [i]in
[i]out
(1.1)
Typical ion concentrations on either side of the membrane are given in Table 1.1. The
Table 1.1.: Chemical composition of intra- and extracellular fluids.
Ion Intracellular Extracellular
concentration [mM] concentration [mM]
Na+ 8–30 145
K+ 100–155 5
Ca2+ 0.0001 2
Cl− 4–30 120
HCO−3 8–15 25
Proteins A− 100–150 —
main contributing ions of the resting potential are sodium and potassium and, depending
on the cell type, chloride and calcium. Furthermore, the mostly negative charged proteins
contribute to the overall potential. The cell‘s resting potential depends on the ion concen-
trations and the respective permeability Pi of the cell membrane or the ion channels. Most
cells have the highest permeability for potassium, resulting in a cell resting potential close
to the Nernst potential of potassium as calculated by equation 1.1. Normally the resting
potential of a cell varies between -40 and -120 mV [1]. Besides potassium, leak permeabili-
ties for other ions also have to be taken into account. The Goldman Hodkin Katz equation
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(1.2) calculates the equilibrium potential VM taking into consideration the permeabilities
of the major ions.
VM =
RT
F
· lnp
K [K+]out + p
Na[Na+]out + p
Cl[Cl−]in
pK [K+]in + pNa[Na+]in + pCl[Cl−]out
(1.2)
Due to the separation of ions, and thereby charges, the membrane acts as a capacitor
(CM) with a specific, area related (AM), capacitance (cM):
cM =
CM
AM
(1.3)
A typical value for the specific membrane capacitance is cM =1µFcm
−2 [23]. Further-
more, due to the permeability for ions, it also acts as a resistor and an artificial lipid bilayer
without transmembrane proteins has a specific conductivity of about gM = 10
−8 Scm−2 [23].
In a natural membrane with embedded proteins the specific conductivity can vary, depend-
ing on the cell, from gM = 1 Scm
−2 to gM = 10−4 Scm−2 [23].
In combination with the channels, the membrane can be described by an electrical equiv-
alent circuit (EEC), developed by Hodgkin and Huxley in 1952 (Figure 1.4).
Figure 1.4: The EEC of a neural cell’s
membrane. The basic circuit except for the
current sources IK+ and INa+ was proposed
by Hodgkin and Huxley [26].
EK+ ENa+ EL
CM
GK+ GNa+ GL
IK+ INa+
Extracellularside
Intracellular side
This circuit, as depicted in Figure 1.4, models the electrical behavior of the membrane
by voltage sources equal to the respective equilibrium potential Ei of the ion species, the
membrane voltage VM , and by resistors with a conductivity Gi proportional the respective
ion permeabilities. The net membrane current IM is calculated by:
IM =
∑
i
Gi(Vm − Ei) (1.4)
This current is zero for the resting state. The flow of Cl− and other ions is described by
the leakage potential EL and the conductance GL. To maintain the gradient, two current
sources IK+ and INa+ are included, which model the ion pumps described in chapter 1.1.1.
Fundamentals 11
1.1.2. The electrogenic cell
This section deals with cells involved in the electric conduction systems of mammals. Elec-
tric signal conduction can be found in the nervous system as well as in the heart. The
nervous system consists of the central nervous system (CNS) and the peripheral nervous
system (PNS). The PNS is composed of sensory neurons and the neurons that connect
them to the nerve cords, spinal cord and brain, which make up the CNS. The smallest
conducting unit is a single neuron (section 1.1.2)
The electric conduction system of the heart starts at the sinoatrial node and spreads over
the myocardium in order to elicit muscular contraction resulting in pumping action. As
the mechanism differs from neuronal signals, cardiac cells and the cardiac action potential
are described in section 1.1.2.
Neurons
A neuron is a cell that processes and transmits information via electricity. The membrane
potential (section 1.1.1) and the subsequent gradient of K+ and Na+ ions is used to transfer
information along the cell and to other cells. Furthermore, complex processing of the signal
can be performed by just a single cell or by a complex network. Neurons exist in a number
of different shapes and sizes and can be classified by their morphology and function (see
Figure 1.5). All neurons share the aspect of polarity, which is essential to their function
of transporting information over long distances or calculating and processing signals. The
main part of the neuron, as for any other cell (see chapter 1.1.1), is the soma with the
nucleus. In neurons this is the main location of signal processing. The main input to
the cell is determined by the dendrites. The dendritic tree can collect information from
thousands of other cells and after processing, the information is passed along the axon
via an action potential. Finally, upon arrival at the axon terminal the information is
propagated to the next cell via an electrical or chemical synapse.
Bipolarcell Purkinje cell
Cell body
Motor neuron
Cell body
Cell body
Dendrites
Dendrites
Dendrites
Axon
AxonAxon
Figure 1.5: Different types of neurons. The
bipolar cell transmits sensory information.
Few inputs are combined with long exten-
sions and a few outputs. The Purkinje cell
is characterized by its heavily branched den-
drites and many inputs. The motor neuron
is located in the CNS and projects its ax-
ons outside the CNS. It directly or indirectly
controls muscles.
A schematic drawing of a neuron is given in Figure 1.6 highlighting the main parts as
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explained below in more detail:
Dendrites:
Dendrites are the receptive sites of the neurons. They propagate input from other cells to
the cell body and are mainly involved in temporal and spatial integration of signals. They
play a critical role in determining the extent to which an AP is produced.
Soma:
Similar to the dendrites, signal integration also happens in the soma. The part of the soma
where the axon emerges is called axon hillock. Here the highest density of sodium channels
in the neuron can be found. This situation reduces the AP threshold and makes the hillock
the AP-initiation zone.
Axon:
The signal is conducted along the axon in a digital form. After initiation at the axon
hillock, every elicited AP propagates along the axon and no further signal modulation
is performed. For unmyelinated axons an AP elicited at a membrane patch affects the
adjacent membrane patch and thus travels, following the cable conduction theory. Typical
propagation speeds are 5–25 m / s for unmyelinated axons and 10–120 m / s for myelinated
axons [27]. Myelination is the spiral wrapping of the axon by Schwann cells with multiple
layers of myelin. The main function is the electric isolation of the axon to ensure that only
small areas of the cell membrane still have contact to the surrounding medium (the nodes of
Ranvier). At these points action potentials can form and the signal then“jumps” from node
to node (saltatory conduction) by a combination of diffusion and electrostatic coupling, so
called electrodiffusion. Furthermore, the amount of sodium channels is highly increased at
the nodes, resulting in faster AP excitation and subsequently, faster propagation. At the
axon terminal the signal is transduced to the next cell via a synapse (see section 1.1.2).
The neuronal action potential
The signal propagation in neurons is performed via action potentials. Basically, an action
potential is a propagating wave of depolarization induced by temporally precise opening
and closing of ion channels in a patch of membrane. The chronological sequence of events
for one single point of the membrane is given in Figure 1.7. Upon initial depolarization
above the threshold potential, voltage gated channels open (determined by the type of Na+
channels and the respective number of them per area). The depolarization can be evoked
by an arriving AP, mechanosensitive channels, or ligand gated channels. The first channel
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Figure 1.6.: Schematic drawing of a neuron. All labels are explained in the text. Figure adapted
from [28]
to open during an AP is the voltage gated sodium channel. Due to the change in Na+
conductivity, sodium ions flow into the cell and change the membrane potential to a positive
value (almost to the Nernst potential of sodium). The sodium permeability decreases again
due to the channels switching to the inactive state and voltage gated potassium channels
open that allow an efflux of potassium and thus repolarize the membrane again. These
channels stay open longer than the sodium ones and a hyperpolarization (repolarization
below the initial membrane potential) is reached. With time the channels switch back to
the closed-but-activateable state and a new AP can be elicited. The time after an AP
where no further AP can be triggered is called refractory period and can be divided into
two parts. Firstly, the absolute refractory period where the channels are still inactive.
During this phase no AP can form and secondly, the relative refractory period during
which it is possible to trigger an action potential but only by stimuli that are stronger
than the normally required ones. If an AP is elicited at a single spot of the membrane
it depolarizes the nearby membrane and the AP propagates. Directionality is achieved
via the refractory period of the membrane that already underwent the AP. By this no
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Figure 1.7: Sequence
of an action potential.
The permeabilities for
sodium and potassium
are given and the result-
ing membrane potential
of one single spot on
the cell membrane is
plotted versus the time.
Furthermore the approx.
number of recruited
channels is shown.
“backtraveling” occurs [1].
Synaptic transmission
Upon arrival at the axon terminal the signal needs to be transmitted to the next, receiving,
cell. This is done via synapses. Besides being either electrical or chemical, synapses can
be qualified by the effect on the receiving cell (excitation or inhibition), or the type of
neurotransmitter used.
The electrical synapse
The electrical synapse is characterized by its extremely fast signal transmission, since it
occurs directly without a chemical intermediate step. Furthermore, the signal transduc-
tion is not limited in direction from one cell always to the other, although in some cases
directionality is observed [29]. This electrically conductive link is formed at a narrow gap
between the pre- and postsynaptic cell known as a gap junction. At the junction the two
cell membranes approach within 3.5 nm of each other [1] and are connected via protein
connexons.
Each cell produces a connexon, which consists of 6 connexin monomers a so called
hemichannel. The connexons of two cells find each other and form the channel as de-
picted in Figure 1.8. Normally, several hundred gap junctions form and assemble to a
so-called plaque. Gap junctions can, similar to ion channels, be gated by voltage changes
or the influence of pH [31]. Besides the electrical transfer of signals, second messenger
substances or nutrients can also pass the gap junction (generally molecules smaller than
900 Daltons [32]). A signal conducted via gap junctions is slightly attenuated and lowpass
filtered as the conduction follows the cable conduction theory (RC-filter).
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Intercellular space
Hydrophilic channel
2-4 nm space
Connexon 
Plasma membranes
connexin monomer
Closed Open
Figure 1.8: Schematics
of a gap junction plaque.
Six connexins form a
connexon and the con-
nexons of two cells form
a gap junction. Multiple
gap junctions then form
a plaque. Furthermore,
a schematic on the gat-
ing mechanism is given.
Figure adapted from [30]
The chemical synapse
Besides electrical transmission, chemical synapses exist. They can be excitatory or in-
hibitory, depending on the neurotransmitter and type of ion channel involved. In contrast
to an electrical synapse where a signal is slightly attenuated, a chemical synapse can am-
plify a signal e.g by increased equipment with receptors. The chemical synapse consists
of a pre-synapse that is part of the signal sending cell and a post-synapse that belongs to
the receiving cell. The equipment of pre- and postsynapse is different and responsible for
synapse function and directionality. A schematic indicates this in Figure 1.6.
Synaptic transmission basically follows 6 steps:
1. The action potential approaches the presynaptic terminals. The depolarization of the
membrane opens voltage gated Ca2+ channels. Ca2+ flows into the cell and increases
the calcium concentration at the presynapse.
2. The calcium binds to intracellular proteins and triggers the fusion of vesicles to the
cell membrane. Briefly, target proteins that are cell membrane associated (target-
SNARE) and vesicle-associated, secretory membrane proteins (vesicular -SNARE),
form a complex and keep the vesicle in contact to the membrane. Upon calcium
binding the complex changes conformation and the vesicle is fused with the mem-
brane [33].
3. The neurotransmitters stored in the vesicles are released into the synaptic cleft and
cross it via diffusion.
4. At the postsynaptic membrane the neurotransmitters act as ligands for ion channels.
These can either be ionotropic receptors and respond directly or metabotropic recep-
tors, where the receptor is distinct from the ion channel it regulates. Depending on
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the type of synapse and the neurotransmitter involved, different types of channels
can be addressed.
Table 1.2.: Some neurotransmitters and their effect [1].
Neurotransmitter General effect
Acetylcholine Excitation
Norepinephrine Complex
Gamma-aminobutyric acid Inhibition
Glycine Inhibition
Glutamate Excitation
5. Opening of the channels causes a change in membrane potential of the postsynaptic
cell. This change can either be excitatory (excitatory post synaptic potential (EPSP))
or inhibitory (inhibitory post synaptic potential (IPSP)).
6. The postsynaptic potential sums to the spatiotemporal integration of all arriving
inputs and if the AP threshold is reached an AP is elicited in the postsynaptic cell.
Electrical conduction system of the heart
Myocytes are the cells responsible for the electrical conduction as well as the contraction
of the heart. They are on the one hand often used as a model system for cell transistor
coupling, but on the other hand, are also an interesting topic of research in their own right,
since heart attacks are the leading cause of death for both men and women all over the
world. The electrical excitation starts with the generation of spontaneous action potentials
by pacemaker cells. In general, this takes place in the sinoatrial or atrioventricular node.
This action potential then spreads over the myocardium inducing contraction of the cells.
The propagation works via electrical synapses (see section 1.1.2). Contraction of the cells
is possible due to actin and myosin filaments that appear in a striated arrangement like in
a typical skeletal muscle. The self excitation of the pacemaker cell is triggered by a slow
inward current of Ca2+ ions that depolarizes the cell above threshold. Basically, all cells
can take over the pacemaker function but the first cell to reach threshold initiates the AP
and resets the effect of the calcium current. This redundancy ensures proper function of the
heart even without the main pacemaker. However, this results in reduced beat frequency.
The action potential of a cardiomyocyte is different to the neuronal one and is explained
in the next section.
From the cell-transistor point of view, myocytes are a good model system because they
form confluent layers on the device and have intrinsic AP generation, which spreads over
the cell layer and can be recorded from all recording sites. A disadvantage is the fact that
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cardiomyocytes are a primary culture and cannot be kept under culture conditions for a
long time. Relief is produced by HL-1 cells, which are explained in section 1.1.2.
The cardiac action potential
A schematic of the time course of a cardiac action potential is shown in Figure 1.9.
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Figure 1.9: The cardiac action potential
and its 4 basic steps. 4: resting potential
0: sodium based depolarization 1: closing of
sodium channels 2: plateau phase 3: repo-
larization. Adapted from [34]
The resting potential (4) is when the cell is not stimulated (not shown is the leak per-
meability for calcium). Upon stimulation above threshold, fast sodium channels open and
the membrane is depolarized completely due to an influx of sodium ions (0). In a next
step the sodium channels inactivate and a transient net outward current, causing the small
downward deflection of the action potential, can be seen due to the movement of K+ and
Cl− ions (1). The plateau phase (2) is caused by a balance between potassium efflux and
calcium influx. In phase 3, the fast repolarization, the calcium channels close and the
potassium efflux restores the membrane potential. The period of time between phase 0
and 3 is called the effective refractory period (ERP) and is the time where no further AP
can be elicited. Anti-arrhythmic and defibrillating agents normally prolong this ERP.
HL-1 cells
HL-1 cells are a cell line that has properties similar to cardiomyocytes and can therefore be
used as model system. The HL-1 cell line was derived from AT-1 cells (mouse cardiomyocyte
tumor) by Claycomb et al. [35]. It maintains the phenotype and contractile activity of
differentiated cardiomyocyte and has an organized but less differentiated ultrastructure,
similar to the embryonic myocyte, thus, representing a hybrid between embryonic and
adult myocytes rather than an intermediate stage of myocyte maturation. HL-1 cells can
be grown easily and kept in culture. Protocols are given in section A.1.2.
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1.1.3. Light gated channels
Light gated ion channels are a group of proteins with a gating mechanism that is con-
trolled by light. In nature they serve as sensory elements for light, used in phototaxis.
Usually, the channels are coupled with a molecule that acts as photoswitch. One natu-
rally occurring photoswitchable molecule is retinal, which can be found, for example, in
channelrhodopsin (ChR2) and photoreceptors. Photoreceptors are proteins, that act in
a similar manner to light-gated ion channels but are generally G protein coupled (GPC)
and not actually gated ion channels. These play a crucial role in vision and were modified
for remote controlling cellular functions by light. Recent examples are chimeric fusions of
bovine Rhodopsin and adrenergic G-protein coupled receptors (optoXRs) allowing optical
control of GPCR signaling cascades [36]. During this thesis channelrhodopsin was used
and will be explained in more detail in section 1.1.3. Besides channelrhodopsin, bi-stable
excitation exists. The so called step function opsins (SFOs) are mutations of the chan-
nelrhodopsin construct and convert a brief pulse of light into a stable step in membrane
potential (depolarization). These induced photocurrents can be effectively terminated by a
pulse of green light [37]. Besides depolarization light induced hyperpolarization is also pos-
sible. Halorhodopsin (NpHR) is a light triggered chloride pump and can, upon activation
with green / yellow light, hyperpolarize the cell. All these possibilities massively extend the
tools of optical-electrophysiology.
Channelrhodopsin
Channelrhodopsin (ChR2) is a blue-light gated ion channel which consists of the pro-
tein channelopsin (Ch2) fused with a retinal as light-isomerizable chromophor and gating
molecule. It is, unlike other light induced cascades, ionotropic. It directly forms the ion
channel via a 7 trans membrane (7TM) protein and is not gated via second messengers like
other 7TM proteins [18]. The retinal chromophore is covalently coupled to the protein via
a protonated Schiff base and after absorption of a photon cis-trans switching happens from
all-trans to 13-cis-retinal, in contrast to the 11-cis switch in the optical photoreceptors, and
a conformational change is induced [38].
A schematic is given in Figure 1.10. The seven trans membrane helices can be seen and
the incorporated retinal is shown with the switching indicated in red. Furthermore, cells
are relatively easy to transfect and make them express channelrhodopsin. The genetic en-
gineering of cells is briefly described in the next section. The total size of channelrhodopsin
can be cut down to the first 309 amino acids (AA) without restricting it in function. This
short protein gives access to fuse a fluorescent protein to it without compromising function
or reaching a size that is sterically hindered from inserting into the membrane. During this
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Figure 1.10: Schematic of the structure
of channelrhodopsin. To the C-terminal a
eYFP is fused in order to detect positive cells
and to check the expression.
work a fusion protein of the channel with an enhanced yellow fluorescent protein (eYFP)
was used. All these properties, the robustness and usability for bioengineering and neu-
roscience applications make channelrhodopsin a good candidate for researchers to address
cell functions.
1.1.4. Genetic engineering of cells
Genetic engineering is the direct manipulation of an organism‘s or cell‘s genes. Several
different applications exist from loss of function to tracking experiments, to gain of function,
and expression studies. In this thesis the gain of function engineering for several kinds of
cells was used. By including the gene for channelopsin and some specific parts, such as
cell-specific promoters, needed for expression, cells were manipulated in a way that they
express the functional Ch2 protein. The needed retinal, to complete the ChR2, can be
produced by every mammal cell and the information has not to be added geneticaly.
The standard procedure for genetic engineering is essentially done in four main steps:
1. The gene of interest is isolated and purified.
2. The gene is inserted into a vector that contains all sequences nesseccary to produce
the protein inside of a cell.
3. The plasmid is transfered into the target organsim or the target cells.
4. The genetically modified organisms (GMOs) have to be selected. This can either be
done by a drug resistence that is introduced with the plasmid or via PCR verification
or, as done with channelrhodopsin, fluorescently via the fused eYFP.
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If applied to primary cultures the transfection has to be performed after every dissection
or transgenic animals (animals carrying the information for the gene) have to be used. For
transfection of the cells, different techniques can be applied:
Viral transfection is a technique where the property of viruses to infect cells is used.
The virus is changed in a way that it carries the information of the desired gene
and not the native disease causing agents. Advantages are the high transfection
efficiency and the selfamplification within the cell. A disadvantage is the need for
higher biological safety (S2). This can probably be reduced by the use of adeno
associated viruses (AAVs), which cause no known disease in humans and hold promise
for long-term expression via site specific chromosomal integration [39].
Lipofection or vesicular transfection works via amphiphilic molecules that form DNA–
micelle structures, so called lipoplexes. These lipoplexes are taken into the cell and
function as a plasmid shuttle into the cell [40]. Disadvantages are the low transfection
efficiency and the potential effects of the transfection solution on the metabolism of
the cell.
Electrofection or the use of an electric field produces a reversible and local breakdown
of the cell membrane, permeabilizing the membrane for plasmids. This relatively
easy technique promises high transfection efficiency in combination with a low bio-
logical safety standard (S1). The disadvantage is the high amount of cells needed for
transfection. A protocol can be found in chapter A.1.1.2.
During this thesis electrofection as well as lipofection was used.
1.2. Microelectronics
This chapter deals with the microelectronics used for interfacing cells. A brief insight into
state of the art bio-electronics and the principle of function. The two different approaches
to interfacing of cells, field effect transistors (FETs) and micro-electrode arrays (MEAs),
are explained in more detail. Both share the basic principle that they detect the voltage
drop caused by the ion flow over the membrane through the cleft between sensor and cell.
1.2.1. Field Effect Transistors (FETs)
The transistor is one of the basic electronic components of electrical engineering. Most
common type is the so called MOSFET (metal-oxide-semiconductor field-effect transistor)
which is a device used to amplify or switch signals. It is a 4 terminal device (Source, Drain,
Gate and Bulk) and a schematic is shown in Figure 1.11. Two basic types of MOSFETs
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exist, so called pMOS or nMOS Transistors. Figure 1.11(a) shows an nMOS transistor
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(b) Open Transistor
Figure 1.11.: Schematics of an nMOS transistor. (a) Closed state, no channel is formed.
(b) Open state the inversion layer is conductive and upon application of a Source-Drain voltage
a current can flow.
which consists of two highly n+ doped regions (Source and Drain) in a p-doped substrate.
Furthermore a Gate, separated from the p-region between source and drain by a thin oxide
can be addressed. The last terminal is the so called Backgate or Bulk. If a voltage is
applied between source and drain only, no current can flow. However, upon setting the
gate terminal to a potential, an inversion layer or n-channel forms at the interface of the
oxide and the p-region, spanning between source and drain (see Figure 1.11(b)). Thus, a
current can flow from source to drain.
Characteristics
Basically a transistor can be characterized by three plots:
The transfer characteristics (see Figure 1.12(a)) which is the drain-source current IDS
plotted versus the gate-source voltage VGS for a steady drain-source voltage VDS. It gives
information on the current change depending on the change in gate bias.
The output characteristics which is the drain-source current (IDS) plotted versus the
drain-source voltage (VDS), for a steady gate potential (gate source voltage) as plotted in
Figure 1.12(b). If VGS is below the threshold voltage VTh the current should ideally be
zero. Real devices in general have a sub-threshold leakage. If VDS is above VTh, current
starts to flow. With increasing VDS through the open FET, a linear region is reached,
where the transistor behaves like a resistor. With even higher VDS the channel pinchs off,
saturation is reached and the drain-source current can only be controlled by the gate bias.
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Figure 1.12.: Different plots to characterize a field effect transistor. (a) Transfer characteristics
IDS(VGS) for different VDS . (b) Output characteristics IDS(VDS) for different VGS . (c) Transcon-
ductance calculated as the derivative of the transfer characteristics.
Finally, the transconductance (gm), calculated as the derivative of the transfer char-
acteristics at constant VDS (Figure 1.12(c)). The higher the transconductance, the bigger
the change in drain-source current per change in VGS. This effect is used in cell sensing, as
explained in the next section.
Open gate FETs
For recording of biological signals several modifications have to be done to the MOSFET.
Firstly, to sense the cell, the gate electrode has to be removed and substituted by a bath
electrode. Normally a Ag / AgCl reference is used to control the potential of the bath
solution. Thus results in a transistor, that has only a thin gate-oxide between channel and
liquid, a so called open gate (see Figure 1.13) [41,42].
Figure 1.13: Open gate field effect transis-
tor as used for biological sensing. The gate-
oxide is in direct contact with the liquid en-
vironment. For protection of the feed lines
from shortcuts, all non-sensor parts are pas-
sivated by a passivation layer. For measure-
ment of a cell situated on top of the gate
the transistor is set to a working point with
highest transconductance.
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Secondly, the device has to be protected from the liquid environment needed for biological
applications. First, all feed lines and all non-sensor parts have to be passivated by a stable
passivation layer. In case of the FET arrays used during this thesis, passivation was either
done by an ONO-stack (oxide-nitride-oxide) or, in case of the array build in part II on
page 35, SU-8 was used. Then, it has to be packaged and encapsulated as described in
chapter A.2.1.
For measurements the transistor is set to an operation-point where the transconductance is
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highest. Source-drain as well as gate-source voltage are kept at a constant point. Cellular
signals, e.g. action potentials (Section 1.1.2), change the gate potential, and a change in
source-drain current can be measured. Knowing gm and the change in IDS, the voltage
drop caused by the cell, can be calculated using Equation 1.5.
∆VGS =
∆IDS
gm
(1.5)
However, not the current IDS is measured but the output voltage of an attached current
to voltage converter with the feedback-resistance RFB. The voltage can then be calculated
by:
Vout = −IDS ·RFB + VDrain (1.6)
with RFB chosen in a way to reach but not exceed the full dynamic range of ±10V of the
operational amplifier. For a further amplification step VDrain is subtracted to have only the
changes in Vout which can then be amplified again and measured with the data acquisition
card that is used with the setup.
As ∆VGS depends on the cell and coupling properties (for a mammalian neuronal action
potential ≈100µV [43]) the current is completely dependent on gm. The bigger gm the
bigger the resulting current IDS. Tuning of the transistors transconductance can be done
by increasing the ratio of the gate-width to the gate-length were the length is the space
between source and drain and the width is the actual width of source and drain.
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(c) Single transistor
Figure 1.14.: Different views on our 4x4 FET array. (a) Photograph of the complete encapsu-
lated chip. (b) DIC image of the sensor array. (c) DIC image of a single open-gate transistor.
The chip system used during this thesis is shown in Figure 1.14. The complete encap-
sulated FET is shown in Figure 1.14(a), the culture dish mounted to the FET chip holds
about 500µl of culture medium. The FET array (Figure 1.14(b)) consists of a 4x4 open-
gate transistor array with a common source. A close up to a single transistor can be seen
in Figure 1.14(c).
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1.2.2. Micro-Electrode Arrays (MEAs)
Micrometer sized metal electrodes, so called micro-electrode arrays (MEAs), connected to
an amplifier, can be used to detect biological signals. The general structure of a MEA is
Figure 1.15: Schematics of a
MEA. (a) Top view and (b) cross
section of two electrodes of a MEA.
The possible 3-D outline is indi-
cated as dotted line.
(a)
(b)
Conductor
Insulator1
Insulator2
Substrate
shown in Figure 1.15. The simple fabrication process is probably the biggest advantage for
this system. Metal is deposited onto a substrate and structured into feed lines and pads for
the electrode. Everything is then passivated in order to be protected from the electrolyte.
In a final step the electrodes are defined by etching a hole into the passivation above the
pad. The sizes of the MEAs used during this thesis varied between 6 and 50µm. Besides
being easy to process, the electrodes can be defined 3-dimensionally, as indicated by the
dotted line in Figure 1.15. This can for example be applied for slice measurement in order
to penetrate the slice and get pass the first dead cell layer. The in-house build MEAs are
shown in Figure 1.16. The 8x8 micro electrode array can be seen in Figure 1.16(b). The
pitch between the single electrodes (Figure 1.16(c)) is either 100 or 200µm.
1 cm
(a) Encapsulated MEA
400 µm
(b) Sensor array
20 µm
(c) Single electrode
Figure 1.16.: Different views on our 8x8 MEA array. (a) The complete encapsulated chip.
(b) DIC image of the sensor array. (c) DIC image of a single electrode.
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1.2.3. Coupling Theory
The coupling of an electrogenic cell to an extracellular recording device depends on the cleft
between cell and device. The resulting resistance of the cleft is responsible of the voltage
drop and therefore the amplitude of the sensed signal. For modeling of the coupling an
equivalent circuit is needed.
Point contact Model
DS
LEAM,0
LGAM CAM
iGAM
iEAM,0
LEFM,0
LGFM CFM
iGFM
iEFM,0
COX
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Figure 1.17: The point contact
model. An electrical equivalent
circuit that models the coupling of
the cell to the transistor.
The point contact model [44] is an idealized equivalent circuit describing the coupling
of an electrogenic cell to an extracellular recording device (see Figure 1.17). It includes
a patch pipette with a pipette capacitance and the respective series resistance (the sum
of the pipette resistance + the resistance of residual membrane parts). Furthermore, the
cells membrane is divided into two parts, the free membrane (FM) and the attached or
junction membrane (AM). The membrane itself is characterized by its capacitance CM and
Hodgkin-Huxley elements (Section 1.1.1), describing ion channels and leak resistance for
free as well as attached membrane. The contact to the transistor / electrode is simplified
and simulated by a single point. Last and most important element is the junction resistor
or the junction conductance GJ . It is determined by the cleft between cell and substrate.
Depending on the cell type and the surface coating the hight of the cleft varies between 60
and 110 nm [45–47]. The junction potential can then be related to intracellular potential
by applying Kirchhoff‘s law:
Cox · dVJ(t)
dt
+GJVJ(t) = CAM · d(VM(t)− VJ(t))
dt
+
∑
i
GiAM(VM(t)− VJ(t)−EiJ0) (1.7)
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with the oxide capacitance Cox, the capacitance of the attached membrane C
AM , the
conductivity for the ions i of the attached membrane GiAM , and the reversal potential E
i
J0
of the ions i in the cleft (in comparison to the reversal potential Ei0 of the ions i in the bulk
solution).
The expression can be simplified using the following approximations [48]:
 The capacitive current through the sensing oxide is neglected:
Cox · dVJ(t)
dt
≈ 0 (1.8)
 The potential at the point contact is small compared to the membrane voltage:
VJ(t)  VM(t) (1.9)
 The changes in ion concentration in the cleft with respect to the bulk solution can be
neglected. As a consequence, the respective reversal potential remains unchanged:
EiJ0 = E
i
0 (1.10)
Applying these approximations to Equation 1.7, an equation for the junction potential can
be derived:
VJ(t) =
1
GJ
(
CAM · d(VM(t))
dt
+
∑
i
GiAM(VM(t)− Ei0)
)
(1.11)
This equation delivers the crudest possible description of the junction potential. It
enables basic simulations using for example a circuit simulation tool like PSPICE. Various
extensions have been proposed in order to give a more accurate description but will not be
covered during this thesis.
2. Motivation
The motivation for this thesis originates in the history of neuroscience. To fully understand
the impact of the institute‘s research in general and this thesis in particular one has to see
the motivation in the context of past neuro-research. The research was focused either on
single cells, synapses, and signal transmission or on full brain morphology and function.
During the last decades the gap between these two worlds was bridged. Small neuronal
networks were analyzed with extracellular recording devices and the high spatiotemporal
resolution, these devices provide. During this thesis, “Communicating with electrogenic
cells”, the problems, which are still in the way of reliably interfacing cells, were faced.
As every results part has its own introduction to the respective topic and problems, this
motivation is thought to be an introduction to the history of neuroscience with a focus
on the need for “communicating” with cells and interfacing intermediate size and defined
neural networks, as performed during this thesis.
The first usage of the word brain and also the first written accounts of the anatomy
of the brain appeared in the so called “Edwin Smith surgical papyrus”, which was written
around 1700 BC and is based on texts that go back to about 3000 BC [49]. The first hints
of the brain as the seat of mental processes and intelligence are assigned to Hippocrates
and Plato in the 4th century BC. During the next centuries further anatomical studies were
performed, and treatments for neurological disorders were found. A scientific milestone
was reached by Hooke in 1665 when he published Micrographia [50]. For the first time
scientists were able to analyze single cells. Nevertheless, the first real studies correlating
position within the brain to a function date to the 18th century and to Arne-Charles Lorry
who showed that damage to the cerebellum affects motor coordination. Later, in 1791,
Luigi Galvani published his work on the electrical stimulation of frog nerves, which started
the idea that electricity can be found in the nerves. About 50 years later, single neurons
were identified and myelinated and unmyelinated neurons were described for the first time.
In 1839 Schwann and Schleiden proposed the cell theory, which was enunciated by Virchow
in his famous sentence: “Omnis cellula e cellula. . . ” (1855). From then on, single cells
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were analyzed more deeply and Hermann von Helmholtz measured the speed of frog nerve
impulses which was later hypothesized as “a wave of negativity” by Julius Bernstein. He
was also the one who measured the time course of an action potential (1868) [51] and in
1890 Wilhelm Ostwald proposed the membrane theory of semipermeable membranes which
Bernstein in turn applied to cells in 1902 [52].
In whole-brain research, progress was made not only on the morphological side but also the
functional one. Hitzig and Fritsch, for example, discovered and mapped the cortical motor
area of the dog via electrical stimulation (1870). This was followed in 1875 by Richard
Caton‘s first measurements of electrical activity of the brain [53].
The first half of the 20th century unraveled many facts on both sides of the research. On
the cellular level, synapses were described by Sherrington (1906), the concept of receptor
molecules was introduced (Langley 1907), and the first action potentials were experimen-
tally evoked by Gerard in 1933. On the full brain side, Santiago Ramo´n y Cajal unraveled
the fine structure of the CNS. He first described that that neurons are the basic structural
and functional units of the nervous system. He was awarded with the Nobel prize in 1906.
Furthermore, techniques like EEG were developed, and the first recordings from the human
brain were performed in 1924 by Hans Berger [54,55]. Furthermore, in 1918 Walter Dandy
introduced ventriculography and Egaz Moniz introduced the cerebral angiography whereby
blood vessels can be visualized with high accuracy.
Despite all these great discoveries, the biggest impact on neuroscience emanated from the
2nd half of the 20th century. Among the first of these advancements, x-ray computed to-
mography was developed by Hounsfield in 1972 and earned him the Nobel prize in 1979.
Non-invasive analysis of the structure of the brain was now possible. It continued with
the development of the first PET device in 1974 by Phelps, Hoffmann, and Pogossian. It
allowed researchers to monitor the areas of the brain that are active during various men-
tal processes, by monitoring the metabolism of labeled molecules like glucose. Thus, for
the first time it was possible to monitor the dependance of brain activity in relation to
mental processes. Also in 1974 the first NMR image was taken. This technique was later
improved to fMRI where an increase in the need of oxygen can be monitored and assigned
to a high metabolic activity in this area. In 2009, the first combined NMR / PET scanner
was launched at the Forschungszentrum Ju¨lich (FZJ) and will provide the combination
of activity and structure in one measurement. The data sets will be more comparable,
as the condition of the patient doesn‘t change between the two measurements. All these
techniques contributed, and will further contribute, to our knowledge of brain structure
and function.
On the cellular level even greater progress was made during this time. Unraveling the elec-
trophysiology of single cells was mainly influenced by Hodgkin and Huxley. Hodgkin found
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the evidence of electrical transmission in the nerve [56, 57] and continued to investigate
mechanisms of signal transmission [58]. Together with Huxley, he was the first to describe
the voltage clamp technique in 1952 [59]. They then proposed an electrical equivalent
circuit for the membrane of a squid neuron, which lead to the hypothesis that selective
voltage gated ion-channels exist and are responsible for the characteristics of the action
potential [26, 60]. They were awarded with the Nobel prize together with Eccles for their
work on mechanisms of the neuron cell membrane in 1963. The underlying mechanisms
were proposed by Hodgkin and Huxley, but the first measurements of single ion-channels
in cell membranes were performed 24 years later by Erwin Neher and Bert Sakmann in
1976 [61]. They were awarded with the Nobel prize in 1991 for developing the patch clamp
technique, which is still the method of choice for single cell measurements and small network
analysis. Besides the mechanisms of action potentials in single cells, the signal transduc-
tion between cells and learning behavior was elucidated. Eric Kandel published the first
work on transient and long-lasting electrical responses to direct hippocampal stimulation
in 1960 [62]. He mainly influenced the research on plasticity and learning and unrav-
eled molecular changes during maturation of synapses. He was awarded the Nobel prize
together with Arvid Carlsson and Paul Greengard for their discoveries concerning signal
transduction in the nervous system in 2000. The youngest attraction of neuroscience are
light inducible channels (like Channelrhodopsin [18]) and light activatable receptors (op-
toXR) [36]. These approaches allow testing of neural signaling hypotheses as well as the
impact of biochemical signaling from a cellular level up to freely behaving mammals.
Despite all these great investigations still several problems remained unsolved. The av-
erage human brain consists of about 8.5 x 1010 neurons [63] that form, in total, around 1014
synapses. Even the rat, mammalian model-system, still has 108 neurons and during the
past century research focused either on the whole brain or on single cells. Analyzing some-
thing less complex but still interconnected and embedded into a network came with the
analysis of brain-slices. C. Yamamoto and H. McIlwain introduced this new technique in
the late 1960‘s [64]. This enabled one to analyze intact circuits in their regular environment.
However, the number of cells involved was still too big for conventional electrophysiological
methods. Calcium imaging and FRET based systems promised relief as imaging of more
complex networks was possible, nevertheless, the temporal resolution was too low for imag-
ing single events. For this reason, in 1972 the idea of interfacing and analyzing small to
medium size networks with micro-electrode arrays (MEAs) originated [65] but took several
decades until the desired high temporal and spatial resolution was reached [66]. Micro-
electronic recording devices now enable us to analyze slices with high resolution [67, 68],
investigate cellular plasticity [69, 70], and push medical technologies, in special prosthesis
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for connecting electrically active cells, to higher levels. Science had gained a new tool to
stimulate and record reliably in tissue with higher temporal resolution than common op-
tical imaging techniques e.g. calcium imaging. New devices based on CMOS technology
promised even higher resolution and better signal to noise ratio [43] while improvements
in computer technology, as well as fabrication techniques, further advanced this field. Cut-
ting edge clean room technologies directly influence the cell transistor coupling. Nanowire
transistors [71, 72] or surface modifications of MEAs with carbon nanotubes [73] are just
two examples for the progress still being made.
First implant experiments were performed and showed the huge potential of this field, but
several drawbacks still have to be overcome. Scar formation on implants, especially for
recording devices, makes them useless after a short period of time [74]. Furthermore, reli-
able in vitro results are only gained when monitoring a huge amount of cells in aggregate as
it is the case for slices, retina or implantable devices. All this results in the situation that
the gap between understanding the microscopic realm of single channels, single cells, and
synaptic transmission and the macroscopic world of slices or the complete brain is not well
understood. Investigation of the principle functions of small networks, e.g. plasticity, relies
on many factors. Cells need to be investigated over a long period of time. Therefore, the
devices need to be biocompatible and stable in the cell culture environment. The devices
either need to have a high spatial resolution in order to record from most cells involved in
the activity or the cells need to be positioned on the devices available. Therefore, advanced
patterning methods need to be applied to the devices. And last but not least, the possibil-
ity of stimulating the cells needs to be available continuously, reliably and free of artifacts
in order to provide input to the network for generation of the experimental environment.
In addition, chemical readout and stimulation of cellular pathways would contribute to a
fully controlled network-chip environment.
Thus, the ”ultimate goal” would be a device / setup for interfacing cell networks of various
sizes, as well as subcellular functions, bidirectionally and with high spatiotemporal reso-
lution. Furthermore, the viability as well as the scar formation should be considered and
materials as well as coatings optimized for cell support.
In this thesis several of the above mentioned problems were faced and are presented based
on the authors relevant published work. It covers topics from (II) creation of new recording
devices using diamond as substrate, over (III) cell patterning on diamond and improved cell
sensor contact by means of optimization of the cleft hight, to (IV) bidirectionally interfacing
genetically engineered cells with light and creation of a defined input into cellular networks.
Part II presents a new device for extracellular recording from electrogenic cells. A single
crystaline diamond was modified in a way to be capable of recording cell action poten-
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tials. A 16 field-effect transistor device with a pitch of 200µm was designed, processed,
and tested with HEK293-eag and HL-1 cells. This study was part of a collaboration with
the WSI Munich. I contributed to the design of the device. Furthermore I established the
encapsulation of the device and the cell culture of the respective cell lines on chip. Finally,
the measurements and evaluation were performed from us as group.
Part III introduces a peptide based cell culture system for extracellular recording devices.
In order to minimize the cleft hight between sensor and cell the substrate was modified
with covalently bonded peptides that are known to support cellular adhesion. Analysis of
the substrate was performed and neural cell growth was demonstrated.
Part IV presents a system for bidirectional communication with cells. HL-1 cells were
genetically modified to express a light activatable channel and, at the same time, the cell
layer was extracellularly monitored. Excitation of action potentials, pacemaker switching,
and action potential suppression was demonstrated.
Part V gives a discussion of all results in context to each other and the actual research
performed in the institute and other labs.
Part VI summarizes the conclusions of this thesis and gives an outlook on future improve-
ments, ideas and applications.
Part VII deals with the protocols and chemicals used that are not mentioned during one of
the Materials and Methods parts or would benefit from a better explanation to be routinely
applied in the institute.

Part II.
Diamond transistor array for
extracellular recording from electrogenic
cells
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Abstract
The transduction of electric signals from cells to electronic devices is mandatory for medical
applications like neuro-prostheses and fundamental research on communication in neuronal
networks. I investigate the use of diamond with its advantages for biological applications
as a new material for biohybrid devices for the detection of cell signals. Using the sur-
face conductivity of hydrogen-terminated single crystalline diamond substrates, arrays of
solution-gate field-effect transistors (FETs) were fabricated. The characterisation of the
transistors reveals a good stability in electrolyte solutions for at least seven days. On these
devices, cardiomyocyte-like HL-1 cells as well as HEK293 cells, which were stably trans-
fected with potassium channels, are cultured. Both types of cells show healthy growth
and good adhesion to the substrate. The diamond transistors are used to detect electric
signals from both types of cells by recording the extracellular potential. For the HL-1 cells,
the shape of action potentials can be resolved and the propagation of the signal across
the cell layer is visible. Potassium currents of HEK293 cells are activated with the patch-
clamp technique in voltage-clamp mode and simultaneously measured with the FETs. The
ion sensitivity of the diamond surface enables the detection of released potassium ions
accumulated in the cleft between transistor and cell.
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Introduction
In recent years, the integration of biological components with electronics has progressed to
a point, where the interfacing of more complex biological systems such as living cells poses
an enduring challenge on this path towards bioelectronics. A continuation of this trend
could lead to the cure of illnesses with prostheses for organs like the eye or ear, and to a
more fundamental understanding of neuronal networks and eventually the brain. In the
scope of this effort, cell-semiconductor interfaces have already been realized a number of
times, [41,42,75,76] the overwhelming majority of which are based on conventional silicon
technology. However, the use of silicon for this purpose has serious drawbacks like drift and
long-term degradation [77,78]. Silicon oxide for example, required in most silicon transistor
devices, is penetrated by electrolyte ions, which then cause a drift in the current output
of the transistor. Complex designs are necessary to counterbalance or avoid such effects.
The operation in physiological media, which is an inherent part of dealing with living cells,
medical implants and biosensors, requires additional specific material properties like elec-
trochemical stability. Diamond is such a material with extraordinary properties regarding
chemical and electrochemical stability and remarkable biocompatibility [79]. The wide
electrochemical potential window of diamond electrodes avoids unwanted and potentially
harmful reactions. Despite this intrinsic stability, the surface of diamond can be function-
alized by covalently bonding of a great variety of organic molecules to it, and thus tuning
the surface properties of the material [9, 80, 81]. The biocompatibility of diamond is of
fundamental interest when dealing with the detection of cell signals. High biocompatibility
enables not only in the survival of cells, but enhances the attachment of the cells to the
surface, thus minimizing the cleft between cell and device and improving the signal trans-
duction. Furthermore, diamond devices are expected to show particularly low noise, as the
large band gap suppresses band-to-band generation-recombination noise of carriers, and
the hydrogen termination passivates surface states [82]. In recent years, breakthroughs in
the production of artificial diamond from single crystals to nanocrystalline films on various
substrates have made this material readily available. Boron doping of diamond leads to the
required conductivities for an electrically active material up to metallic characteristics with
carrier concentrations of 1021 cm−3 [83]. In addition, intrinsic diamond shows the inter-
esting property of surface conductivity when its surface is hydrogen-terminated [84]. This
p-type surface conductivity is caused by an upward bending of the valence band, which
establishes a two-dimensional hole gas beneath the surface [85]. In an electrolyte, the
surface conductivity can be controlled by changing the potential applied to the diamond
electrode [86]. This allows the design of solution-gate field-effect transistors (SGFETs),
where the electrolyte acts as the gate [87]. As this type of conductivity relies on carriers
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close to the surface, it is highly sensitive to changes in the electrolyte and, therefore, the
SGFET is especially suited for sensor applications. Furthermore, the fabrication of such
devices is simple with only a few processing steps – an advantage especially important for
research applications. Diamond SGFETs have already been applied to a number of sens-
ing problems ranging from simple pH sensors to the determination of the permeability of
supported lipid bilayers or the detection of neuro-transmittersh like acetylcholine [88, 89].
Recently, first experiments on the recording of neuronal activity with a plain diamond
electrode have been reported; however, due to the lack of spatial resolution, the recorded
signals could not be attributed to specific cells [12]. In this work, I apply diamond SGFETs
to interface with electrogenic cells. Using single-crystalline diamond substrates, we have
fabricated (4×4) arrays of SGFETs and studied their properties in detail. This includes
the transistor characteristics as well as the stability of the device in conditions relevant
for cell culturing. I find that the devices are operational in a suitable potential range
and show a sufficient stability. The noise properties of the transistors already allow the
detection of cell signals even though the device is not yet optimized in this respect. The
capabilities of the diamond device are demonstrated by the recording of action potentials
from cardiomyocyte-like HL-1 cells, which were cultured on the diamond transistor arrays.
A better-controlled system is investigated with patch-clamped Human Embryonic Kidney
cells (HEK293). The cells I used in this study stably expressed voltage-gated K+ channels.
In our cell-sensor coupling experiments, the cell’s membrane potential is controlled by the
patch pipette, which is used to induce the opening and closing of the potassium channels in
the cell membrane, thus changing the transductive extracellular potential (cleft potential).
The induced change of the extracellular potential is recorded by the diamond transistor.
The results from the presented diamond SGFETs attest to the promising capabilities of
diamond in this field.
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Materials & Methods
Diamond material:
The diamond samples used are natural (Element Six) as well as CVD grown (CEA-LIST)
single crystals with (100) and (111) orientation of IIa quality. Before processing, the
samples were cleaned using aqua regia (mixture of 75 % HCl and 25 % HNO3) for 1 h
at 80°C and sulphuric acid with KNO3 for 1 h at 225°C. The processing started with an
oxygen plasma treatment (1.4 mbar oxygen, 200 W, 5 min). Hydrogen termination was
performed in a microwave reactor (Astex) for 15 minutes at 500 W and 100 sccm hydrogen
flow, followed by soft shutdown for 5 minutes at 230 W and cooling down for 30 minutes in
hydrogen atmosphere. The quality of the hydrogen termination was controlled by contact
angle measurements, which typically revealed a contact angle of 80° to 90°.
All-diamond SGFET array:
The all-diamond SGFET device array was fabricated using optical lithography. A Ti / Au
layer (10 nm / 100 nm) was evaporated on oxygen terminated diamond and structured to
form bond pads and leads to the active area. The active hydrogen-terminated areas of
the transistors were defined by oxidizing the surrounding diamond surface. In order to
contact the hydrogen-terminated area of the FETs and form drain and source contacts,
an additional Au layer (100 nm), defined by selective KI / I2 etching, was deposited on the
leads, partly overlapping the hydrogen terminated area. To insulate the Au contacts, the
whole sample was covered with two subsequent layers of chemically stable SU-8 (1.5µm
each), which were opened at the gate area using optical lithography. Several ratios of the
gate area width to length (40x5µm2, 40x10µm2, 20x10µm2, 20x5µm2) were processed
on different samples to achieve the best compromise between a high width-to-length ratio
and a width corresponding to the size of the cells used. Figure 2.1 shows a FET array
and a single transistor with the finished SU-8 passivation. The processed diamond chip is
wire-bonded to a chip carrier and all contacts excluding the FET array are encapsulated
and sealed against electrolyte solution with Polydimethylsiloxane (PDMS, Dow Corning
Corporation). The packaging forms a small reservoir with a volume of approximately
0.5 ml for cell culture or measurement solutions and the reference electrode. Before cell
culturing, the chips were cleaned with 70 % ethanol and coated with gelatin/fibronectin
(0.02 % / 5µg / ml) for 1 h.
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HL-1 cell culture:
The HL-1 cell line (Louisiana State University Health Science Center, New Orleans, LA,
USA), was derived from AT-1 cells (mouse cardiomyocyte tumor) and represents a hybrid
between embryonic and adult myocytes [35]. The cells continuously multiply and build a
functional syncytium, being interconnected by ion channels (gap junctions). After reaching
confluency, the HL-1 cells show spontaneous action potentials. An action potential spreads
from one pace maker cell across the cell layer, resulting in synchronized cell activity and
sometimes even contraction of the cell syncytium (beating). The cell line is cultured in T25
flasks at 37°C and 5 % CO2 in Claycomb medium with 10 % FBS, 100µg / ml penicilin-
streptomycin, 0.1 mM norepinephrine and 2 mM L-glutamine in an incubation chamber.
After cells reached confluency and started beating, they were split and seeded onto the
chips as described by Law et al. [90]. Briefly, cells were rinsed with PBS followed by
trypsination using 1 ml 0.05 % trypsin / EDTA. Trypsination was stopped by adding 5 ml
of medium followed by centrifugation for 5 minutes at 500 g). Supernatend was removed,
and the pellet was resuspended in medium. Approximately 2000 cells / mm2 were plated
on each chip in a volume of 50µl. After 4 hours of initial adhesion, the chips were filled
with 500µl of medium. Medium was changed daily. Measurements were performed after
cells reached confluency on the chip surface, usually at 2 to 4 days in vitro (DIV 2-4).
HEK293-EAG cell culture:
The HEK293 cells (Human Embryo Kidney cells) were taken from a stable cell line express-
ing voltage-gated EAG (e´ather-a`-gogo) K+-channels [91,92]. The cells were cultured as de-
scribed before [93]. Briefly, cells were kept at 37°C and 5 % CO2 in M10 medium (minimal
essential medium, glutamin 2 mM; non-essential amino acids 1 % (v / v); fetal calf serum
10 % (v / v); penicillin 100 units / ml; streptomycin 0.1 ng / ml) and G418 (1µl / ml M10)
as selection marker. Medium was exchanged every second day. The cells were plated onto
the substrates at densities of 50-500 cells / mm2 and kept in culture for 1 to 3 days until
the measurements were performed.
Transistor characteristics measurements:
Transistor characteristics of the devices were investigated using a three electrode electro-
chemical cell and a potentiostat (BANK) with a platinum counter electrode, a Ag / AgCl
(3 M) reference electrode, and the source contact of the device as the working electrode.
A 10 mM phosphate buffer adjusted to an ionic strength of 100 mM with KCl was used as
an electrolyte. The drain-source voltage was applied by a floating voltage source (Keithley
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2400). The gate voltage was applied using the potentiostat, which sets the potential of the
source contact with respect to the reference electrode.
Amplifier system and data acquisition:
The amplifier system used for the recording of cell signals is a previously published de-
sign [94–96]. It offers the possibility of electrical characterization of transistors and time-
dependent potentiometric readout of drain-source current changes of 16 channels. Using
a current-to-voltage converter with a feedback resistor of 250 kΩ, the drain-source current
is converted into an output voltage, which is further amplified by a factor of 100. Fur-
thermore, the system contains 16 independent phase-selective amplifiers for impedimetric
readout. Sinusoidal test signals with adjustable amplitude and varying frequency from 1 Hz
to 1 MHz can be applied to the reference electrode via an included direct-digital-synthesis
(DDS) device. For all measurements, the FETs are set to their operation point, which is
determined prior to the actual measurement by the transistor characteristics. The amplifier
box contains a Peltier element in order to keep the temperature of the medium constant
at 37°C. The whole amplifier unit is operated by a microprocessor, and communication to
the operating PC is established via an USB connection. All 16 channels are simultaneously
sampled with a frequency of 10 kHz using a data acquisition card (National Instruments).
The software for controlling the amplifier box, chip characterization, and data recording
was implemented in Delphi 5.0®(Borland Software Corporation). The electronic contact to
the electrolyte solution was established with a Ag / AgCl wire. Noise recordings were taken
from time-dependent measurements of the drain-source current. The current fluctuations
were recalculated to fluctuations in the gate potential using the transconductance of the
particular device in its operation point.
Long-term stability measurements:
In order to evaluate the long-term stability of the FET arrays, the pristine diamond devices
were exposed to phosphate buffered saline (PBS) as electrolyte solution, characterized, and
subsequently stored under cell culture conditions until the next measurement. The PBS
was exchanged prior to every measurement to prevent any osmotic fluxes changing the
measurement conditions.
Determination of bandwidth:
The bandwidth of the devices plus the setup was probed by applying a signal of known
amplitude and frequency to the reference electrode and measuring the amplitude of the
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response from the transistor. The amplification by the amplifier system and the transcon-
ductance of the transistor were taken into account. The signal was generated and the
response measured by a lock-in amplifier (Stanford Research, SR 830).
Electrophysiological measurements:
Spontaneous action potentials of the HL-1 cell line were detected by measuring the drain-
source current variation of the diamond FETs caused by changes in the transductive extra-
cellular potentials. For HEK293 cells, the patch-clamp technique was used to intracellularly
control the transmembrane voltage and monitor the membrane current in addition to the
extracellular recordings. For this purpose, an EPC-9 patch-clamp amplifier under control
of the TIDA 5.20 software (both HEKA Elektronik) was used in voltage-clamp mode. The
patch pipette was filled with intracellular solution (125 mM KCl, 2 mM MgCl2, 10 mM
EGTA-KOH, 10 mM HEPES, 5 mM Na-ATP, adjusted to pH 7.4 with KOH), while the cell
culture medium was exchanged by extracellular solution (140 mM NaCl, 5 mM KCl, 5 mM
Glucose, 10 mM HEPES, adjusted to pH 7.4 with NaOH) before the measurements. Both
data sets (extracellular and intracellular recordings), were sampled and stored with the
TIDA software.
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Results & Discussion
When the device is processed and operated as mentioned before, it shows typical transistor
behaviour (Figure 2.2(a)). The potential difference between the diamond electrode and
a reference electrode constitutes the gate voltage. In this configuration, the drain-source
current can be varied over 4-5 orders of magnitude by altering the gate voltage. As can
be seen in Figure 2.2(b), the dependence of the drain-source conductivity σDS on the gate
potential UG is linear above the threshold voltage at low drain-source potentials UDS,
with a slope of approximately 0.05µS,mV−1. This value can be related to the interfacial
capacitance and the hole-mobility, which are known from separate experiments. To this
end, the conductivity can be written as σ = µ · e · p, where µ is the mobility of the holes
in the conducting channel, e is their charge and p their concentration. The concentration
of carriers at the diamond / electrolyte interface is related to the capacitance C of this
interface by p = C · Ui/e , where Ui is the potential drop across the interface, which in
turn is the difference of the constant threshold voltage Uth and the applied gate voltage
UG : Ui = Uth − UG [86]. The overall slope of the conductivity vs. the gate voltage is then
proportional to the product µ · C. With an interfacial capacitance of around 2µF cm−2
derived from impedance spectroscopy and cyclic voltammetry and mobilities of around
50 cm2V−1 s−1 derived from Hall measurements [97,98], this fits to the measured values for
the slope of the drain-source conductivity.
Figure 2.1: Left: Image of a 4x4 FET ar-
ray with leads to the bond pads before seal-
ing with PDMS. Right: Image of a single
transistor with the Ti / Au drain and source
contacts above and below the gate area. The
intersection between the opening in the SU-
8 passivation layer and the hydrogen termi-
nated area of the diamond (not visible, but
indicated), represents the gate area. The
channel conductivity depends on the applied
potential with respect to the reference elec-
trode.
As can be seen in Figure 2.2(b), the threshold voltage, defined by the gate potential at
which the Fermi level in the diamond reaches the valence band edge, is +220 mV vs. the
Ag / AgCl reference electrode. Therefore, the transistor is in a conducting state at suffi-
ciently low potentials that are not expected to interfere with cell growth and cell action.
Figure 2.2(c) shows the transconductance at higher drain-source potentials and correspond-
ing higher currents. The device is generally operated at the point of maximum sensitivity
towards changes in the gate potential (maximum transconductance, Figure 2.2(c)). In
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Figure 2.2.: Transistor curves of typical all-diamond SGFET (40x20 µm2). (a) Recordings of the
drain-source current for drain-source voltages up to -0.3 V, at gate potentials between UGS = 0.4V
and UGS = −0.7V in steps of 50 mV (output characteristics). The linear regime, as well as the
saturation regime, are clearly visible and depend on the gate potential. (b) Conductivity σDS of
the two-dimensional transistor channel taken at UDS = −100mV . The slope above the threshold
voltage Uth is 0.05 µ S,/ mV. (c) Transconductance gm of the transistor taken at UDS = −200mV .
For this device, the working point with the highest sensitivity is around UGS = −0.22V .
an array of 4x4 transistors typically more than 80 % of transistors show the described
characteristics.
This behaviour can be understood using the band diagram presented in Figure 2.3. The
edge of the diamond conduction band in electrolyte solution is pinned at −1.0eV versus
the vacuum level [97]. This negative electron affinity of hydrogen-terminated diamond is
caused by the dipole moments of the carbon-hydrogen bonds [99]. In electrolyte solution,
the Fermi level of the diamond can be varied by applying a potential via the potentiostat
with respect to a reference electrode. By pushing the Fermi level below the valence band
edge, holes are injected into the diamond via the contacts. This leads to a band bending of
the valence and conduction band, and the holes accumulate in a potential well beneath the
hydrogen terminated surface forming a two-dimensional hole channel. If the Fermi level is
decreased further, more holes are injected into the channel and vice versa. These principal
mechanisms are analog to those of conventional Si MOSFETs [100]. As mentioned before,
the stability of the device in electrolyte solution over a time period compatible with the
culturing of cells is of paramount importance for the successful transduction of cell action
potentials. The stability was tested by storing the transistor in the electrolyte under cell
culture conditions, while checking the functionality once or twice a day. For this purpose,
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Figure 2.3: Band diagram showing the en-
ergy levels at the hydrogen terminated di-
amond / electrolyte interface. The surface
dipole density shifts the conduction band
edge above the vacuum level EV AC (nega-
tive electron affinity χ = −1eV ). The Fermi
level EF at the surface of the diamond is
controlled by applying an external electrical
voltage UGS . With the Fermi level below the
valence band edge, an accumulation of holes
forms the two dimensional hole gas beneath
the surface. EC and EV correspond to the
conduction band minimum and the valence
band maximum respectively.
the drain-source current was recorded always at the same operation point. The results over
a course of several days are depicted in Figure 2.4. An initial decrease is visible during
the first day in the electrolyte media (day 1–2), after which the current is stable with
negligible fluctuations for at least seven days. The investigated time of more than a week
is already sufficient to culture and record signals from electrically active cells including
vertebrate neurons. Furthermore, the observed lack of any trend of instability of the drain-
source current suggests an even longer functionality. The diamond devices therefore can
be considered to be stable for at least a week in electrolyte media, including frequent
operation of the device. For the detection of cell action potentials with a transistor device,
the peak of the action potential must be clearly distinguishable from the noise of the device.
Therefore, the drain-source current and its noise were recorded at the operation point of
the device, using the same setup as for the cell signal measurements. As the actual signal
to be recorded is based on a potential change, the recorded current values were converted to
changes in the gate potential using the transconductance of the device. The peak-to-peak
noise obtained through this procedure varies between 100µV and 400µV (see Figure 2.5).
Values of this magnitude are already sufficient for the recording of cell action potentials,
which are expected to be in the range of several hundred microvolt to a few millivolt,
depending on the cleft resistance [75]. Similar devices based on silicon show noise levels
around 100–200µV [101], and values as low as around 40 µV are reported, if more so-
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Figure 2.4: Stability study of the diamond
transistor array. The drain-source current is
recorded over time with the device stored in
cell culture medium. An initial decay of the
current during the first day is followed by
a stable current over the remaining inves-
tigated time period. The graph shows the
data from two samples and two transistors
on each sample.
phisticated efforts to reduce noise are made, such as buried channels [102]. Here it should
be mentioned that the devices presented here were not in any way optimized towards low
noise behavior. Furthermore, the device needs to be capable of responding sufficiently fast,
in order to resolve the action potentials of cells, meaning that the bandwidth of the whole
recording setup needs to be high enough not to attenuate important frequency components
of the signal. The interfacial capacitance in combination with the electrolyte resistance
forms a low pass filter. Therefore, higher frequencies suffer a higher attenuation. Measure-
ments of the system’s bandwidth show a cut-off frequency (3dB attenuation) of the devices
including the setup between 3 and 7 kHz (see Figure 2.6).
At frequencies above the cut-off, the attenuation increases drastically, suppressing any
possible signal at higher frequencies. However, the typical frequencies of cell action poten-
tials and features within these are well below this point, with typical frequency components
of less than 1000 Hz. At this point the device plus amplifier passes 80 to 90 % of the sig-
Figure 2.5: Representative noise
levels of four transistors on four
different chips. The variations
in the drain-source current are
converted into fluctuations of the
gate potential via the transconduc-
tance. The given geometry corre-
sponds to the length and width of
the transistor gate. The recorded
noise level varies from 100 to 400
µV peak-to-peak.
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Figure 2.6: Bandwidth measure-
ment of the recording system in-
cluding the transistor devices and
the measurement setup of three
transistors on one chip. The nor-
malized signal amplitude indicates
the part of a defined sinusoidal in-
put signal applied to the bath elec-
trode, which can be measured by
the transistor, as a function of the
input signal frequency. The cut-
off frequency (corresponding to the
frequency with an attenuation of
the signal of 3dB) of the mea-
sured low-pass characteristics is in-
dicated by dashed vertical lines.
nal amplitude. Therefore, the cell signals as well as their features can be well resolved.
Comparing diamond transistors to silicon-based approaches, several differences have to be
mentioned. First of all, the production process of the surface-conductive diamond tran-
sistors is much simpler in comparison to silicon-based FETs [42, 101]. The more mature
silicon technology enables the adaptation of the sensor array production to CMOS technol-
ogy for on-chip signal amplification and processing [103]. This integration has, however,
also been demonstrated for other sensor systems (e.g. microelectrode arrays) [43]. Looking
at the interface between sensor and electrolyte, surface-conductive diamond devices sig-
nificantly exceed silicon FETs in terms of specific capacitance with a value of 2µF / cm2
in comparison to 0.2 - 0.3 µF / cm2 for silicon devices [97, 102, 104]. Even with demand-
ing post-processes for high-k materials, the values of the specific capacitance of diamond
could not be reached so far [104, 105]. The high specific capacitance of surface-conductive
diamond devices facilitates a combined design of cell stimulation and recording devices. Fi-
nally, the biocompatibility of diamond will hardly be reached by silicon-based approaches
and especially high-k materials.
Recording of HL-1 action potentials:
The cardiomyocyte-like HL-1 cells were seeded on the 4x4 transistor arrays and cultured
as described earlier. After three days, the cells were confluent enough to form a densely
packed layer covering the active areas of the transistors as well as the SU-8 passivated
space in between (Figure 2.7). The devices below this cell carpet were still fully functional,
as revealed by measurements of the transistor characteristics (see Figure 2.8).
The simultaneous recording of the drain-source current of all 16 transistors at a common
operation point shows almost concurrent and repeated spikes on all working transistors
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Figure 2.7: Differential interference con-
trast image of HL-1 cells growing in a con-
fluent layer on the all-diamond FET array
after 3 days in vitro. The image to the right
is an enlargement of one of the transistors.
Bright regions indicate metalized areas un-
derneath the SU-8 passivation. Individual
cells cannot be resolved due to their dense
growth.
Figure 2.8: Right: Output char-
acteristics of a transistor (40x5
µm2) with a cultured layer of HL-
1 cells on top of the gate area.
Both the linear and saturation
regime are visible. The transis-
tor is fully functional after the cell
culture, with a layer of cells cov-
ering the gate. The data was
recorded with the amplifier box
in a two electrode configuration,
as described in methods and ma-
terials. Left: Conductivity σDS
of the transistor channel taken at
UDS = −100mV . The slope above
the threshold voltage Uth is 0.02
µS / mV.
(Figure 2.9). I attribute these events to the action potentials of the cells, which are known
to be spontaneously generated and automatically propagate across the whole syncytium.
The fact that almost all transistors of the array show clearly visible signals is an indication
for the healthy growth of cells and more significantly for the close attachment of the cells
to the active area of each individual transistor.
Figure 2.10 shows the same measurement with a better time resolution. Here, the time
delay between the events recorded by different transistors of the array is visible. Due to the
propagation of the action potentials through the culture, there exists a time delay between
the occurrences of the action potentials from one cell to another. As a consequence, the
measured signals will propagate through the cell layer and arrive at different times at the
different transistors. However, the speed of propagation is not homogeneous. In young
cultures the interconnection between the cells may not be fully developed, and a lack of
connections requires the signal to take a longer path around this area. Nevertheless, the
time delay between the recorded events rules out other possible sources for the recorded
spikes like a spike of the reference electrode potential or other distortions, which would occur
at all transistors simultaneously. The distribution of the time delays between the different
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Figure 2.9: Simultaneous recording of the
gate voltage of 12 channels of a FET ar-
ray. All diamond transistors record repeated
signals in the transductive extracellular po-
tential of action potentials produced at the
same time from HL-1 cells on their respective
gates. The HL-1 cells formed a continuous
layer after three days of culture as depicted
in Figure 2.7.
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transistors is constant for the duration of this and other measurements. These time delays
show the signal propagation within the syncytium and across the transistor array. Besides
the time delay between the different transistors, there is also a distribution of different
signal shapes between the transistors. Generally, the signal transduction from the cell to the
transistor can be explained by the so-called point-contact model (see Figure 2.11) [44,106].
Figure 2.10: Transistor recordings as in
Figure 2.9 with an enlarged time axis.
The gate voltage of all 12 transistors was
recorded simultaneously. The measured ac-
tion potential signals show different time de-
lays for different transistors on this time
scale. Most transistors record a signal shape
similar to the one most clearly visible for
transistor 15 with a positive peak followed
by a negative peak typical of a capacitive
response.
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The cell does not directly touch the transistor, but is separated from it by a small
cleft. The point-contact model describes the potential changes in the cleft above the
active area of the transistor by assuming all ionic and capacitive currents passing through
one point in the cleft and thus canceling each other according to Kirchhoff’s law. The
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Figure 2.11.: Schematic illustration of the point-contact model [44, 106, 107]. The cell is not
directly attached to the transistor gate (diamond), but separated from it by a cleft filled with
electrolyte. A junction resistance can be assigned to this cleft, depending on the cleft size and
the ion concentration. Thus, the junction located above the transistor gate may have a different
potential, the junction potential UJ or transductive extracellular potential, than the bath po-
tential UE , as defined by the reference electrode. The difference in potential between the bath
potential and the potential US of the source contact of the diamond transistor is the gate voltage.
Finally, the potential inside the cell UM will be different from the bath potential. Depending
on the potentials UM , UE , and US , the conductance of the cleft gJ , the capacitance CS of the
diamond / electrolyte interface, and the conductance of the cell membrane, the junction potential
UJ will vary and change the effective gate potential of the transistor. The conductance of the
cell membrane is represented by a “Hodgkin-Huxley Element” (HH), which summarizes the con-
tributions of the membrane capacitance CM , the conductance of the various ion channels g
i
JM ,
and possible leakages across the membrane gLJM to the overall membrane conductivity. During
an action potential, or when the membrane is depolarized with a patch pipette, the ion channels
of the membrane open and close. This leads not only to a release or uptake of ions, but also
to a change in the membrane conductance. Via the influence on the junction potential, this cell
activity can be detected by the transistor.
potential of the node, where all the current paths meet, is called the junction potential
UJ or transductive extracellular potential, and is equivalent to the effective gate potential
the transistor responds to. The resistance of the cleft is a precondition for the junction
potential to be different from the bath potential applied by the reference electrode. An
action potential of the cell, i.e. a spike of the inner cell potential caused by ionic flux across
the membrane, then translates into various signals recorded by the transistors depending
on the conductivity of the cleft, the capacitance of the transistor / electrolyte interface,
and the ionic and capacitive currents through the parts of the cell membrane attached
to the transistor [106]. The most frequent kind of signal transduction is dominated by
capacitive currents through the attached cell membrane [107], and can be seen for example
for transistor 15 (Tr15) in Figure 2.10.
Other signal shapes are more dominated by currents of various ions through the attached
membrane into the cleft [108]. The signal shape also depends on the distance of the cell to
the transistor, and therefore the cleft size, or on the distribution of ionic channels between
50 Diamond transistor array for extracellular recording
the attached and the free part of the cell membrane. While the shape of the signal stays
the same during the measurement, in a few cases I observed a change in the signal shape
between two different days of measurement of the same transistor. As the cells are alive
and continue to grow, this is probably caused by changes in the cell / transistor attachment.
Extracellular recordings of HEK293-EAG cells:
In order to observe the signals of individual cells and to do so in a controlled fashion,
HEK293 cells were seeded and grown on the transistor array. Figure 2.12 shows a repre-
sentative example of a transistor with a number of HEK293 cells in close vicinity, and one
cell on top of the active area of the transistor. The spindle like shape of the cells indicates
good attachment to the substrate and a healthy cell growth. The hydrogen-terminated
diamond constituting the active area of the transistor therefore also shows good biocom-
patibility with this second type of cells. HEK293-EAG cells are genetically modified to
express potassium channels in the cell membrane, which lead to a release of potassium ions
from the cell interior if a certain threshold for the membrane potential is exceeded. Cells
on top of transistors were contacted with the patch-clamp method, where an electrode is
attached to the cell with a glass pipette. Using this electrode, the cell’s membrane poten-
tial can be controlled. Figure 2.13 shows the applied membrane potential UM (top curve),
the resulting ionic current IM through the cell membrane (middle curve) and the response
of the transistor beneath the cell (bottom curve). For the HEK293 cells, the depolari-
Figure 2.12: Differential interference con-
trast image of HEK293 cells growing in the
vicinity of the gate area of a transistor after
three days in cell culture. The bright ar-
eas correspond to the source and drain Au
contacts. In addition, the opening of the
SU-8 passivation layer to the transistor gate
(marked) is also visible. The outline of a
cell covering the largest part of the gate is
indicated.
sation of the cell membrane to +90 mV is sufficient for the opening of the ion channels.
The channels close again when the membrane is repolarized to −50 mV. As a result, the
membrane current IM increases after the polarisation until reaching a saturation value, as
more and more potassium channels open and finally reach a steady state between opened
and closed channels. The quick change in potential from −50 to +90 mV and vice versa,
additionally causes a capacitive current. In the membrane current graph of Figure 2.13 this
contribution cannot be observed, since for usual patch-clamp recordings this signal part is
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Figure 2.13: Patch-clamp recording and
corresponding transistor response of a
HEK293 cell located on the gate area of the
transistor. The cell potential UM as ap-
plied with the patch electrode is shown on
top (blue), followed by the current across
the membrane IM (red) and the transduc-
tive extracellular potential UJ as recorded
with the diamond transistor. The curves
are averages of 50 recordings to improve the
signal-to-noise ratio. The membrane cur-
rent graph (red) does not show the sharp
capacitive membrane current resulting from
the change in membrane potential (dashed
line at 85 and 185 ms respectively) as this is
compensated for by the amplifier electronics
(20.8 pF membrane capacitance).
compensated for by the amplifier electronics (20.8 pF membrane capacitance). The effect
of the change in conductance of the cell membrane on the gate potential of the transistor
can be seen in the third part of Figure 2.13. Like the transduction of the action potentials
of the HL-1 cells, this recorded response can be explained in a first approximation by the
point-contact model [48]. As mentioned above, the transductive extracellular potential
above the transistor gate is determined by the conductance of the current paths leading to
it. During the opening of the potassium channels, the conductance of the cell membrane
changes as it becomes permeable to the potassium ions. As a result the junction poten-
tial UJ, and with it the effective gate potential, are affected, resulting in an increase of
the recorded potential to more positive values with an increase of the membrane conduc-
tance [106]. Hence, changes in the membrane conductance of the cell, capacitive currents
across the attached cell membrane, and changes of the cleft conductance will all contribute
to modify the gate potential, influencing in turn the drain-source current of the transistor.
The transistor recording shown in Figure 2.13 shows capacitive contributions from both
the depolarisation (marked ”1”) and repolarisation (marked ”3”) of the cell membrane, as
they are not compensated by our FET recording system. After the depolarisation of the
membrane to +90 mV, the gate potential initially follows the increase of the membrane
current (marked ”2”) with a corresponding increase. Upon repolarisation of the membrane,
the gate potential reaches again its initial value (marked ”4”). This transistor response can
be well explained by the change in conductance of the attached cell membrane according to
the point-contact model. However, in contrast to the membrane current, the gate potential
shows a less pronounced saturation trend after the initial increase following the polarisa-
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tion. Additionally, after the repolarisation, a fast decrease of the gate potential is followed
by a much slower return to the initial value. Both effects can be understood when taking
the ion sensitivity of the hydrogen terminated diamond SGFETs into account. During
the depolarisation of the cell membrane, potassium channels open and release potassium
ions into the cleft. Depending on the thickness and the size of the cleft, diffusion of the
Figure 2.14.: Ion sensitivity of the drain-source current of a transistor at a constant operating
point and constant pH. The x-axis displays the concentration of KCl added to the buffer solution
(1 mM HEPES). Below 10 mM KCl concentration the concentration of the buffer ions dominates
the transistor behaviour. Above 10 mM KCl the drain-source current decreases linearly with
the logarithmic increase of the KCl concentration [109]. In order to roughly estimate the effect
of potassium ions accumulation in the cleft between cell and transistor during depolarisation, I
assume that 10 % of the potassium ions released as membrane current (approx. 1 nA) during
100 ms of polarisation pass through the attached membrane into the cleft with a thickness of
100 nm and a radius of 10µm, and do not diffuse to the bulk electrolyte [107]. This increases
the concentration of potassium ions by 3 mM. The relevant ion concentration of the extracellular
solution and the additional potassium ions for our experiments is 145 and 148 mM respectively,
and therefore in the linear section (black line) of the graph. Taking the transconductance gm
for this transistor into account, the resulting decrease in drain-source current corresponds to
an increase of 60µV in the gate potential for each 1mM of ion concentration change at this
ion concentration. Accordingly, the estimated effect corresponds to a 180µV increase of the gate
potential. The observed effect on the gate potential of around 150µV is of comparable magnitude.
Close adhesion between cell and transistor gate leads to a high resistance of the cleft, which is
favourable for high signal amplitudes. The accumulation of ions in the cleft due to decelerated
diffusion of ions to the bulk electrolyte attests to this.
potassium ions from the cleft into the bulk electrolyte will be limited, such that potassium
ions accumulate in the cleft resulting in a steady state situation with a local increase of
the ion concentration. After the closure of the potassium channels, the concentration of
potassium ions in the cleft slowly returns to the bulk value of the electrolyte [92,110]. Such
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a change of the ion concentration and therefore the ionic strength will lead to a change in
the drain-source current of the transistor, resulting from the screening of the charge present
at the hydrogen-terminated diamond surface [109]. A rough estimation of this effect yields
a 180µV increase of gate potential based on the ion concentration change, with the actu-
ally observed effect on the gate potential of 150µV being of comparable magnitude (see
Figure 2.14). The measurements as shown in Figure 2.13 are the average of 50 recordings,
which is necessary for this type of experiment in order to improve the signal-to-noise ratio.
The signal is visible on each single recording. However, a detailed shape analysis is only
possible with the averaged signal. The fact that such averaging is possible emphasizes
the reproducibility of both the cell and the transistor response. Such artificial cell signals
produced as controlled events, where membrane potential, membrane current, and the re-
sponse of the sensing element are known, enable a thorough analysis of the mechanisms
governing the signal detection.
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Conclusions
We have introduced a SGFET array based on hydrogen-terminated diamond for the de-
tection of cell signals. Diamond transistors were demonstrated to be capable of detecting
electrical signals from cells. Some of the significant advantages of diamond over other
materials like the stability of the device in electrolyte solutions are useful in this respect.
Additionally, the diamond gate area was biocompatible such that the adhesion of HL-1 as
well as HEK293-EAG cells was sufficient for signal detection. The close adhesion between
cell and transistor gate and the resulting decelerated diffusion of ions to the bulk electrolyte
allowed the detection of ion accumulation in the cleft. However, the full potential of the
material has yet to be exploited. Even if the present noise level is sufficiently low for signal
detection, a further reduction should be possible from a material point of view, given an
optimized transistor design and investigation of the dominant noise sources. The surface
of the gate area could be functionalized to enhance directed growth of cells only on the
sensitive sensor spots. Supplementing the read-out of these cells, capacitive stimulation
of cells using the advantage of the high specific capacitance of the diamond / electrolyte
interface in comparison to other materials appears promising [111]. Thus excitation and
read-out in one device should become possible. All this will be aided by the relative ease
of fabrication for this transistor design. As a new and powerful tool for the interfacing of
living cells and a platform for non-invasive bioelectronics, diamond will facilitate further
progress in the understanding of the cell-semiconductor interface.
Part III.
Defined neuronal patterns on FET
devices using covalent epoxy silane
linking of peptides
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Abstract
The aim for studying single neurons embedded into neural networks over a long time is of
high importance in the field of neuroscience. Therefore, several approaches to long term
and non-damaging interfacing of cells exist. Micro electrode arrays as well as field effect
transistor arrays are routinely used for extracellular recording of high density cultures or
slices. Nevertheless, interfacing low density networks is still a problem due to the high
spacing of the recording sites. In this work, I present a versatile technique for creating
aligned patterns of peptide, covalently coupled to the surface of field-effect transistor arrays.
During this study, PA22-2, a 22 amino acid part of the alpha chain of laminin, was used to
attract cells. The successful growth of aligned ultra low density neural networks is shown
and cell culture on chip is improved via a “second floor” culture. Thus, increasing the ratio
of cells per volume without corrupting the low density network.
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Introduction
The level of complexity for neuronal analysis spans a wide range [1]. On the one end,
techniques like tomography are used to correlate position or activity within the brain to a
specific function. On the other end of the scale, the physiology of single cells and small net-
works is analyzed via established optical and electrophysiological techniques [2]. Analyzing
intermediate size networks started with the generation of brain slices in combination with
extracellular recording devices that provide sufficient spatiotemporal resolution to observe
single action potentials [68, 112]. Nevertheless, these methods access specific quantitative
data on only a few cells or aggregate behavior of large naturally occurring networks. Ex-
perimental approaches for analyzing small and intermediate size networks that allow the
correlation of information to specific cells and connections are emerging [113]. The most
promising techniques use a defined pattern of proteins to guide cells [4]. These patterns
can be generated several different ways, each with varying suitability for specific pattern
structures or use with particular substrates.
Photolithographical patterning of molecules can be achieved via a resist that is later re-
moved [5, 114, 115], laser ablation [116] of homogeneous protein coating, or protein pat-
terning using a microfluidic device [117]. Another approach is to employ topographical
patterning with defined substrates [118] or the coupling of biomolecules to photoreactive
crosslinkers [119]. The most simple and universal method is soft lithography [120] or
micro-contact printing were a stamp is produced from a silicone elastomer in the desired
pattern [121]. The stamp is then “inked” in a solution of biomolecules and transferred to
the substrate. The molecules assemble on the substrate’s surface, but only at areas of
contact. After incubation, the stamp can be released and the seeded cells grow along the
transferred pattern.
Many different molecules such as polylysine, laminin, and others are routinely used for
cell patterning. Large proteins, though proven effective for patterning, generate a large
gap between cells and the device or substrate patterned. Using smaller proteins or just
polypeptides consisting of very few amino acids could overcome this problem. Neverthe-
less, this approach is limited by physisorption, and when the amount of charge is limited
the molecules might detach more or less rapidly, interfering with the desired long term
monitoring of the cells [122]. This problem can be circumvented by using covalent coupling
of the molecules to the surface. A technique adapted to the respective surface is needed
but promises high stability and the possibility to reuse the sample. Several techniques
already exist or could be implemented for covalent coupling, e.g. a multi-step system using
a crosslinker [123] or direct linking of the biomolecule to a surface bound anchor [119].
After designing a low-density, controlled neural network, the problem of measuring or
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stimulating every single cell occurs. Conventional techniques like patch clamp provide the
needed resolution but are limited in the number of synchronously addressable cells and
long term measurements. Extracellular recording devices provide the temporal resolution
in combination with a high number of addressable cells and the needed long term monitor-
ing [124]. There are two major approaches for interfacing cells using chip based electronic
systems. One is based on micro-electrode arrays (MEAs) [125,126] and the other on field-
effect transistor arrays (FETs) [127, 128]. Major steps towards reliably interfacing cells
with microelectronic devices have been achieved [129]. These developments were in the
areas of higher spatial resolution [130], surface modifications [71], and new biocompatible
materials [12]. Commercial recording systems are available on the market and the results
obtained by extracellular measurements are commonly accepted.
Nevertheless, interfacing low density networks with a single cell per recording site is still
hard to accomplish. Several factors contribute to this problem, for example the size of
the recording sites, which is bigger than a single cell, as well as their spacing in standard
devices and the culture conditions on chip in general.
A solution to this problem is the combination of micropatterning with extracellular record-
ing. In this case, the pattern has to be positioned with respect to the extracellular recording
device. A shift of only a few µm already diminishes the chance of monitoring cell action
potentials. Therefore, a highly precise method is needed for generating a pattern on the
desired device. Nam et al. [131] demonstrated a combination of covalent protein attach-
ment with micro-contact printing for transparent MEAs. However, on non-transparent
substrates, e.g. FETs, easy to apply coupling chemistry in combination with aligned print-
ing has not yet been demonstrated.
In this work I show a fast and reliable method for aligned, covalent patterning of PA22-2,
a peptide known to support cell adhesion, to opaque FET chips. A 3-4 nm adhesion layer
with high pattern fidelity is achieved. Furthermore, successful cell culture of highly dis-
sociated neural networks is demonstrated. Furthermore, in order to support cell survival
on the chips at the low density induced by the pattern, a so called 2nd floor culture is
introduced.
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Materials & Methods
Cell culture
Rat embryonic cortical neurons were obtained as described by Brewer et al. [132]. Briefly,
embryos were dissected from pregnant Wistar rats at 18 days gestation. Cortices were
dissected from the embryonic brains and cells were mechanically dissociated by tritura-
tion in ice cold Hank’s Balanced Salt Solution (HBSS) (without Ca2+ and Mg2+), 0.035 %
sodium bicarbonate, 1 mM sodium pyruvate, 10 mM HEPES, 20 mM glucose, pH 7.4 with
a firepolished, silanised pasteur pipette. Two volumes of ice cold HBSS (with Ca2+ and
Mg2+ 0.035 % sodium bicarbonate, 1 mM pyruvate, 10 mM HEPES, 20 mM glucose, pH 7.4)
were added and non-dispersed tissue was allowed to settle for 3 min. The top half of the
supernatant was centrifuged at 200 g for 2 min. The pellet was resuspended in 1 ml of sup-
plemented Neurobasal Medium (1 % B27, 0.5 mM L-Glutamine) per hemisphere isolated.
Cells were counted and remaining cells were dilluted in supplemented Neurobasal medium.
Finally, the cells were plated onto the substrates at a density of 16,000 cells per chip in a
volume of 500µl. After one hour of adhesion the medium was exchanged completely, to
remove unadhered and dead cells. Half of the medium was exchanged every second day.
FET array
During this study planar FET devices with common source design were used. The FETs
were fabricated according to the protocol described by Scha¨fer [133]. Typical gate dimen-
sions of the FETs applied in this study were 12 or 25 µm in width and 3–5 µm in length.
Transistor gates were arranged in a 4 × 4 matrix with a pitch of 200 µm in the center
of a 5 mm × 5 mm silicon chip (3.1 inset). Chips were encapsulated as previously de-
scribed [101] with the modification, that covering the bond wires and formation of the cell
culture dish was done with medical epoxy 302-3M (EPO-TEK 302-3M, Epoxy Technology,
Billarica, USA).
Surface modification
The chips were mechanically cleaned with 70 % ethanol and cotton buds, followed by soni-
cation in a detergent solution (2 % v/v Hellmanex, Helma GmbH, Mu¨llheim, Germany) for
5 min. The detergent was removed with desalted water and sonication of the chip in bidest.
water for 5 min. Activation of the chips was done in 25 % (v/v) sulfuric acid solution at
80°C for 30 min. Finally, the acid was removed and the chips were once more cleaned with
bidest. water and sonication for 5 min.
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Silanization of the FET chips was performed under argon atmosphere. The ceramic
plate of the dessicator was heated to ≈ 200°C, as was the silane beaker. The chips were
transfered into the desiccator and a small amount (100µl) of epoxysilane (GPTES, 3-
glycidoxypropyltrimethoxysilane) was added to the silane beaker. The dessicator was
evacuated to a final pressure of 5 mbar and chips were incubated for 1 h. The chips were
removed from the argon atmosphere and washed with bidest. water.
Stamp production
Microstamps were produced as desribed before [134] and adapted to the size of the used
devices. An e-beam written chrome mask with the desired structure was used to transfer the
pattern into photoresist and pattern a silicon wafer. The final, structured, silicon master
contains the negative structure of the stamp. The master was silanized with fluorosilane
in order to repel cast polydimethysiloxane (PDMS) in later steps. 100 µl of fluorosilane
was added to a desiccator and the wafer was incubated for 1h at a pressure of 5 mbar.
Finally, the wafer was washed with Milli-Q water to remove excess silane. The stamp was
produced by molding 5:1 (base:curing agent) PDMS in the master and cured in the oven
at 60°C for 3 h. The thickness was around 2–5 mm. The PDMS layer was stripped off
and small cylinders were removed with a tissue punch. The diameter of the cylinders was
around 2 mm to fit the inner diameter of the FETs (2.8 mm) Glass cylinders (ø = 2 mm,
height = 3 mm) were glued to a glass petri-dish with 10:1 (base:curing agent) PDMS and
the stamp cylinders were glued to the top of them with PDMS. Gentle pressure was applied
to ensure that the stamps are not tilted. and . Finally, after curing for another hour at
110°C and incubation for 10 min in 70 % ethanol, the stamps were sterile and ready for use.
Micro-contact printing
The micro-contact printing protocol was adapted from Vogt et al. [134]. Briefly, the peptide
was diluted to a concentration of 5µM in phosphate buffer at pH 8.2. The PDMS stamp
was incubated in the peptide solution for at least 3 hours. After drying the stamp under
a stream of nitrogen, it was placed on the silicon oxide surface without pressure. After 1
hour of incubation the stamp was released.
Aligned micro-contact printing
Protein transfer was done with a fineplacer (Finetech, Berlin, Germany) as described by
Lauer et al. [135]. The stamps were incubated in 5µM peptide, dissolved in phosphate
buffer with pH 8.2 (50 mM NaH2PO4 mixed with 50 mM Na2HPO4 until pH 8.2 is reached)
for at least 3 hours. Printing was performed in four steps. First, the stamp was dried
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under a nitrogen stream and then attached to the holder of the fineplacer via underpressure.
Second, it was aligned to the chip positioned underneath the microscope. Third, the stamp
was placed onto the chip with a defined force of maximum 10 grams, determined with the
attached balance. Fourth, the underpressure was released and the stamp left standing on
the chip. Chip and stamp were removed and incubation time of the stamp was adapted to
the needs of the linking technique.
Characterization / Ellipsometry
Height and transfer properties of the pattern were measured by ellipsometry (Nanofilm
EP3, Nanofilm Surface Analysis a Division of Halcyonics GmbH, Go¨ttingen, Germany)
and evaluated by the respective software (EP3 view 2.05, Nanofilm Surface Analysis a
Division of Halcyonics GmbH, Go¨ttingen, Germany).
2nd floor culture
Cells were seeded on a D-shaped coverslip at a high density. After one week of culture the
coverslip was added to the culture dish of freshly prepared chips (first day). The second
floor rests above the patterned sensor region, with the cells facing upwards, just under the
media surface.
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Surface modification
The surface of the chip to be modified during this study (see Figure 3.1) consists of silicon
oxide, therefore the chemistry was adapted to covalently linking amine groups to silicon
oxide. In order to achieve covalent binding, an effective activation step is necessary for the
generation of a high amount of silanol groups (Si-OH). These groups can be produced using
oxygen plasma or wet chemistry. However, plasma treatment influences the performance
of the chips, therefore, the activation was performed with sulfuric acid. The activation was
confirmed by measuring the water contact angle of a parallel activated planar silicon oxide
sample. Contact angles for successful activation were less than 10°.
????
Figure 3.1: The FET chip used dur-
ing this study. The cell culture dish
on top of the chip holds about 500 µl.
The single chip can be seen in the inset.
The edge length is 5 mm
To allow cell growth in close contact to the chip, I chose Pa22-2, a peptide derived
from laminine. As the linker between chip and PA22-2, 3-glycidoxypropyltrimethoxysilane
(GPTES) was used. The best homogeneity and thickness was reached by vapor phase
silanization. The samples were silanized, according to Ghosh-Moulick et al. [136], in an
oxygen and water free argon atmosphere (glovebox), in a heated dessicator with a total
pressure of 5 mbar. The silanization was again confirmed via contact angle measurements,
after a washing step with bidest. water, to remove excessive, unbound silane. Contact
angles ranged from 67°–71° and the thickness was determined by imaging ellipsometry to
be around 1.1 nm.
Binding of the peptide to the surface exposed epoxy groups was done after their activation
with phosphate buffer adjusted to 8.2. The samples were washed with the buffer and
afterwards dried with a stream of nitrogen. The peptides were transfered to the surface
via micro-contact printing. The pattern transfer was evaluated by imaging ellipsometry as
shown in Figure 3.2.
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Figure 3.2: Ellipsometry measure-
ment of printed PA22-2 on an epoxy
silane layer.
The homogeneous transfer of the pattern can clearly be seen. The final system consist
of three discrete layers of which two can be seen in Figure 3.2. The first layer is the silicon
oxide that was determined to be 8.8 ± 0.6 nm prior to silanization. Second, the height of
the the GPTES functionalized area, the areas where no PA22-2 was bound, was determined
to be 9.9 ± 0.6 nm, resulting in a GPTES thickness of around 1.1 nm. Finally, the height
of the area with the stamped peptide with an overall thickness of 12.2 ± 0.6 nm, resulting
in a peptide thickness of 2.3 nm. A crossection over one part of the image can be seen in
Figure 3.3.: Ellipsometry crossection through PA22-2 coupled to epoxy silane. The height values
represent the combination of up to three layers (oxide—silane—peptide)
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Figure 3.3. Here, just the latter two layers, GPTES and peptide, are visible.
Aligned micro-contact printing
After establishing the linking technique for the peptide, the alignment of the pattern to
the extracellular recording device had to be addressed. The pattern was designed to match
the extracellular recording devices. Two different types of stamp were produced. First,
a grid pattern with a grid size of 50µm × 100µm, line width of 4µm and nodes at the
crosspoints of 12µm diameter. Second, a pattern that exactly matched the pitch of the
recording sites of the FET, a pattern with 200µm × 200µm inter-node distance, node
diameter of 12µm and connective lines to the 8 neighboring nodes with a width of 4µm.
In order to achieve a high throughput system, even with long incubation times of the stamp
on chip, the stamps were designed in a way to be releasable from the fineplacer, after being
aligned. The stamp was produced from PDMS with a diameter of 2 mm to fit the surface
area of the FET chip (ø = 2.8 mm). Printing was performed with a fineplacer (Figure 3.4),
a device normally used for flip chip bonding. Two surfaces can be aligned with respect to
each other and brought into contact, regardless of transparency. The sample was mounted
to the table with an attached balance. The glass cylinder of the stamps can easily be
??????
?????
??????????
?????????
????????
????
?????
??????
(a) Alignment of stamp
and substrate.
(b) Printing is performed
with defined pressure.
(c) Release of the stamp
and incubation on chip.
Figure 3.4.: Printing schematics. The three main steps of aligned-µCP are depicted: Alignment,
printing, and release.
attached to the fineplacer via underpressure, connecting the stamp to the lever. After
alignment and positioning the underpressure was released and the sample with attached
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??????
(a) Picture of aligned, physisorbed, fluorescent pro-
tein on a FET array.
?????
(b) SEM picture of a cell perfectly aligned to the
transistor.
Figure 3.5.: Alignment precision for a-µCP. (a) Physisorbed fluorescently labeled protein aligned
with the fineplacer. (b) SEM picture of a FET array with a cortical cell (DIV 3) attached to a
covalently patterned peptide (PA22-2).
stamp was seperated from the fineplacer. Finally, the stamp was incubated on the chip for
one hour. Using this technique, alignment precision within one µm was obtained.
To show the possible alignment precision, fluorescently labeled protein was stamped on
a chip by physisorption as shown in Figure 3.5(a). I demonstrated that the nodes perfectly
match the recording sites of the FET array. Furthermore, no sagging, the printing of
unwanted areas due to high pressure, was observed. The covalently coupled peptide PA22-
2 can be aligned with the same precision, as demonstrated indirectly by growing cells on
a patterned chip (see Figure 3.5(b)). The SEM picture shows a cell growing on a node
perfectly aligned to a gate of a FET.
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Cell growth
The desired low density network requires special medium conditioning techniques. In order
to achieve on chip conditioning the ratio of cells to volume had to be increased. Therefore,
a “second floor” culture, as shown in Figure 3.6, was introduced and the amount of cells per
chip were raised without compromising the ultra low density culture on the chips surface.
Here, standard cell culture is performed on a D-shaped coverslip one week in advance of
Figure 3.6: Principle of the “second
floor” culture. A D-shaped coverslip
with DIV 7 cells is added to the chip
after seeding of the cells (DIV 1).
the culture plated on the chip. The day the ultra-low density culture was seeded on the
chip, the coverslip was added to the culture dish as indicated in Figure 3.6. Thus, the
DIV 7 cells rested on the coverslip above the patterned sensor region with the DIV 1 cells,
just under the media surface. The D-shape ensures proper diffusion to the defined network
as they are not sealed from the rest of the dish (see Figure 3.6. For maintenance of the
culture, half of the culture medium was exchanged every second day with fresh medium.
An example for a network grown as described above can be seen in Figure 3.7. It can be
seen that the pattern is exactly aligned to the recording device and the cell bodies are
situated in the center of the nodes. Furthermore, the connections between the cells formed
along the interconnective lines.
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??????
(a) DIC picture of neural network grown on cova-
lently coupled PA22-2.
?????
(b) Closeup of some of the transistors
Figure 3.7.: Neuronal network aligned to FET chip (7 DIV). The coculture (14 DIV) was removed
for imaging. (a) DIC picture of an ultra-low density neural network grown on covalently coupled
PA22-2. (b) Closeup of some of the transistors and the aligned cells. The neurites are visible on
the pattern lines
Discussion
The aim of this study was to align neuronal networks to FET chips employing small
molecules which promote cellular adhesion to the chip surface. Covalent coupling of the
molecules was employed in order to make small molecules available for patterning and
increase the durability of the pattern on the surface. Furthermore, small peptides were
chosen as adhesion molecules to decrease the height of the adhesion layer and eventually
minimizing the cleft hight between cell and transistor. Finally, rat cortical neurons were
grown in an ultra low density without corrupting the cell vitality.
Silanes provide easy to use surface chemistry for silicon oxide surfaces. The used gas phase
silanization results in a homogenous and densely packed silane monolayer. The silane used
during this study contains a terminal epoxy group that can be used for covalent coupling
of bio-molecules to the surface. The covalent binding mechanism improves the long-term
stability of the adhesion layer in comparison to physisorbed molecules, which tend to des-
orp due to competing charges and molecules.
The peptide used for this study was the laminin derived peptide PA22-2, which proved to
provide cellular support and was employable for micro contact printing. It could directly
be coupled to the epoxy-silane (GPTES) modified surface in a printed manner. High fi-
delity peptide transfer was observed and the cells adhered to the printed nodes developing
connections via the predefined interconnecting lines. Thus, a 2-step chemistry for the for-
mation of nanometer-high cell adhesion layers was demonstrated.
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Minimizing the cleft between recording site and adhered cell should result in an increase
of the seal resistance, which would enhance the coupling of cells to electronic devices and
by this means improve the recording properties. The peptide thickness of approximately
2.5 nm (3.5 nm including the GPTES) implies that a stack of two monolayers (GPTES and
peptide) is formed on the substrate. Thus, the layer thickness is superior to the usage of full
length protein, e.g. the full laminin. Nevertheless, the presented patterning method can
be extended to the aligned deposition of whole proteins, if special functionality is needed.
Alignment of PDMS stamps and coupling via epoxysilane was previously demonstrated [131],
with the restriction to transparent substrates and without the use of small molecules. Here,
I advanced this concept to the use of a fineplacer for aligned patterning purposes on non-
transparent surfaces in combination with small molecules. The printing procedure is sim-
ple, accurate, and compatible for high throughput due to the design with a disconnectable
stamp. The accuracy of the printing process is in the range of 1µm and sufficient for the
positioning of cells on FET recording sites.
Due to the low density cell culture, the culture technique had to be improved. Standard
recording devices provide relatively small culture volumes, but in relation to the culture
area the ratio of volume to cells is still very high. For ultra low density cultures, this ratio
between cell number and culture volume further decreases and a sufficient conditioning
of the medium cannot be ensured. During this work, I developed an easy to use culture
technique to raise the amount of cells per volume, which improves any kind of cell culture
on chip and enables the growth of ultra low density networks. The D-shaped coverslip
provided enough additional culture area to raise the number of cells to a level where suffi-
cient conditioning of the medium is ensured. Furthermore, the shape of the coverslip was
designed in a way to ensure the diffusion in the culture dish.
The combination of these techniques enabled us to grow functional networks aligned to the
chip with single cells per recording site, interconnected along the connective lines. This,
gives access to the true interfacing of single cells embedded into a controlled neuronal net-
work.
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Conclusion & Outlook
During this work an easy to use and versatile method for alignment of ultra low density
cellular networks to non-transparent extracellular recording devices was introduced. Fur-
thermore, a way to ensure proper conditioning of the medium and thereby the support of
cell culture was ensured on chip. These techniques can further be adapted to any kind of
adhesion protein or peptide. As protein transfer was done with micro-contact printing also
defined gradients are imaginable for the future. Finally, the used technique can be adapted
to in-situ printing, where the protein stays under liquid environment all the time, thus,
preventing denaturing of the protein.
Part IV.
Combined light triggered cardiac
pacemaker defibrillator
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Abstract
I show the combination of light activatable ion channels and micro electrode array (MEA)
technology for bidirectionally interfacing cells. I stimulated channelrhodopsin transfected
HL-1 cultures, a mouse derived cardiomyocyte-like cell line, with a microscope coupled
473 nm laser and recorded with our custom built 64 electrode MEAs. Channelrhodopsin
induced depolarization of the cell can evoke action potentials (APs) in single cells. Spread-
ing of the AP over the cell layer can then be measured with high spatiotemporal resolution
using MEA recordings. I showed that light induced pacemaker switching in cultures is
possible. Furthermore, the suppression of APs can also be achieved with the laser. Pos-
sible applications include cell analysis, e.g pacemaker interference or induced pacemaker
switching, and medical applications such as a combined cardiac pacemaker and defibrillator
triggered by light. Since current prosthesis research focuses on bidirectionality, this system
may be applied to any electrogenic cell, including neurons or muscles, to advance this field.
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Introduction
Current research on interfacing electrogenic cells in vivo mainly focuses on applications
for treatment of several kinds of diseases or disorders such as loss of sensory percep-
tion [15,137,138], central nervous system disorders, or loss of limbs [139–141]. For all these
applications, electrical stimulation via micro electrodes is the most common technique used.
In vitro experiments with micro electrode arrays (MEAs) showed that current or voltage
controlled stimulation [13–15, 111] can be used for reliable depolarization of electrogenic
cells and in vivo applications are already employed. In retinal implants, a light detector’s
signal is converted into a stimulation pattern and projected to the ganglion cells of the
retina via a MEA [142, 143]. Similarly in the cochlea, after sound signal analysis, a spa-
tiotemporal stimulation of the cochlea is performed resulting in the sense of hearing [137].
If serious damage of the cochlea or a defect in the auditory nerve prevents this technique
from working, one can also directly communicate with the cochlear nucleus of the brain via
micro electrodes [144]. Electrode based implants not only restore the senses, but are also
utilized for treatment of Parkinson disease during deep brain stimulation [145]. Here, elec-
trodes are implanted in the subthalamic nucleus and stimulate cells with a high frequency,
resulting in de-synchronization of abnormal oscillatory activity of neurons. However, the
most common application of electrical microstimulation is probably as cardiac pacemak-
ers [146,147] and more recently also implantable cardioverter-defibrillators [148].
Nevertheless, all mentioned applications have to deal with several drawbacks, like scar for-
mation around the electrode [149] or permeabilization of the cells during stimulation. Scar
formation requires use of higher stimulation voltages, which may exceed the electrochem-
ical window of the electrodes and are therefore not suitable. Of even greater concern is
the fact that electrical stimulation can permeabilize the cell. Electropermeabilization of
the cells can trigger action potentials, but at the same time damages the cell, preventing
the desired long term interfacing [17]. Furthermore, the number and identities of the elec-
trically microstimulated neurons, as well as the number of action potentials evoked, are
difficult to determine. Less problematic is the use of MEAs for recording, as it is free of
disturbing cell signaling and generates scar tissue only upon initial placement. Multi-site
analysis of tissue is one of the most common applications for MEAs in vitro. Application of
MEAs to record heart tissue [128,150,151] as well as neuronal network behavior [152,153]
is commonly done in various types of in vitro and in vivo preparations. Advantages are the
high spatial resolution in combination with a high temporal resolution. This combination
is seldom found in other monitoring techniques, and allows the analysis of the origin and
propagation of cellular signals, the amount of action potentials fired, or even changes in
signal shape.
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New alternatives to electrodes are thus investigated for artifact-free, controllable, and re-
liable cell stimulation [154, 155]. Promising results were achieved using light triggerable
ion channels that depolarize the cell and subsequently cause action potentials [36,37,156].
One such promising candidate is channelrhodopsin-2 (Ch2), a directly blue-light-gated
cation channel, which binds retinal to form the ChR2 complex [18, 19]. Stimulation can
be applied rapidly and non-invasively to a limited subset of genetically defined cells re-
producibly [20, 157]. Though genetic engineering can be tricky and requires sophisticated
techniques for high efficiency or influence free transfection, two main approaches exist in
vivo; viral transfection [158], with high efficiencies but increased biological safety risk, or
electrofection, with high efficiencies but limited application regions [159–161]. Despite this,
several therapeutic approaches remain imaginable. For interfacing retina one could restore
vision by introducing light sensitivity to ON-bipolar cells, thus re-enabling the optics of the
eye as was shown by Lagali et al 2008 [162]. Another idea is to adapt the camera-stimulation
approach to use light triggered ganglion cells and an LED stimulation device as shown by
Bernstein et al 2008 [163]. It was also demonstrated that ChR2 can be successfully used
in somatosensory neurons of zebrafish to trigger escape behavior [164], which implies the
possible use for prosthesis feedback like tactile stimuli. Furthermore, learning behavior
via the stimulation of channelrhodopsin in the cortex of mice has been analyzed [165],
successfully showing the variety of applications for ChR2. Although this new tool in elec-
trophysiology provides plenty of innovative ways of interfacing electrogenic cells, several
drawbacks still have to be faced before implementation of such concepts can be progressed.
Among these is the need to deepen our understanding of cell network interactions during
ChR2 activation. Despite behavioral studies using ChR2 in vivo, quantitation of cellular
responses has relied largely on patch clamp or calcium imaging techniques. These methods
limit the number of cells that can be investigated at one time or have slow response times,
respectively. Extracellular recording using chip technology, including MEAs as presented
above, overcomes these limitations.
In this work I have combined these leading technologies to address the potential use of
ChR2 in yet another role currently filled by electrode stimulation, the modulation of car-
diac function. The use of ChR2 with micro electrode recordings has enabled us to interface
HL-1 cells bidirectionally. The resulting potential use of light triggered channels for cardiac
applications is shown. I demonstrate the ability of ChR2 to induce pacemaker switching in
HL-1 cultures and alter cardiac activity. It is possible to increase as well as decrease beat
frequency using light stimulation, bringing to mind the potential of a combined pacemaker
and defibrillator system.
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Materials & Methods
Recording setup
I used a custom, 64-channel amplifier system with microelectrodes coupled directly to the
inputs of high-impedance operational amplifiers (preamplifier gain 10.22), then coupled to a
main amplifier (gain 100) providing an overall gain of 1022. The high-pass performance de-
pended only on the size, material, surface condition, and cleanliness of the microelectrodes,
providing a large bandwidth recording system. This high-impedance input provides a band-
width of 0.4 Hz-3.9 kHz for electrodes with a diameter of 20 µm in our MEA system. This
performance enables reliable recordings of distinct signal shapes of extracellularly recorded
action potentials (APs) originating from individual cells. Most importantly, recordings
with our setup can be done with cheap-to-fabricate, reusable, planar gold microelectrodes,
with sizes smaller than the soma of individual cells. Data were sampled simultaneously
across all channels at 10 kHz per channel using the MED64 Conductor 3.1 software (Al-
pha MED Sciences, Japan). An extracellular Ag/AgCl electrode, set to ground potential,
served as a reference electrode. A more detailed description of the data acquisition has
been published previously [66,128,166].
Microelectrode arrays
The MEAs were manufactured on glass wafers using standard silicon technology. The
planar 64-channel gold MEAs (8×8) were designed with diameters of 6, 8, 10 or 20µm
at a pitch of 100 or 200µm. Chips were passivated by an oxide-nitride-oxide layer de-
posited by plasma-enhanced chemical vapor deposition consisting of 500 nm SiO2, 500 nm
Si3N4, and 100 nm SiO2. Details of the fabrication and encapsulation have been described
previously [66,166].
Laser stimulation
Activation of ChR2 was achieved using a 100 mW 473 nm diode laser (Rapp OptoElectronic
GmbH Hamburg, Germany). The laser was coupled to the optical path of the microscope
via an optical fiber and reflected into the light path by a dichroic mirror (UGA-40, Rapp
OptoElectronic GmbH Hamburg, Germany). Epifluorescent and brightfield illumination
was possible via additional light sources. The spot diameter of the laser is adjustable
with the fiber, objective and focus, and was set to about 10µm during the experiments.
The laser was controlled by TTL pulses from the laser control unit or software. Minimum
stimulation time was 1 ms and maximum power about 1000 mW/mm2. A power of around
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10 mW/mm2 proved sufficient to activate Channelrhodopsin 2 [20].
Channelrhodopsin/Plasmid
The bacterial rhodopsin channelrhodopsin 2 (Ch2) was identified in C. reinhardtii [18] and
a mammalian transient expression vector for the protein has been generated [19]. The
leading 309 amino acids (AA) of Ch2 were fused to eYFP for a final 553 AA protein.
Addition of the EYFP tail was previously shown not to interfere with channel function
[30]. Retinal in mammalian cell cultures binds covalently to the expressed Ch2 to form
ChR2. Blue light triggered retinal switching from the trans to cis state results in the
conformational change of ChR2 allowing cations to flow. Thus, unlike G-protein coupled
vertebrate rhodopsins, bacterial ChR2 provides a directly light gated ion channel.
Cells were transfected with either the CH2-K315-YFP plasmid or a modified CH2-K315-
YFP plasmid containing the human Ubiquitin C promoter from Matsuda & Cepko 104
bases ahead of the Ch2 coding sequence, plasmid CMV Ubi Ch2 YFP.
Cell culture and transfection
The HL-1 cell line (Louisiana State University Health Science Center, New Orleans, LA,
USA), was derived from AT-1 cells (mouse cardiomyocyte tumor). It represents a hybrid
between embryonic and adult myocytes [35]. The HL-1 cardiac muscle cells show spon-
taneous APs and subsequent contraction after the cells reach confluency. Cells were cul-
tured in T25 flasks at 37°C and 5 % CO2 in Claycomb Medium with 10 % FBS, 100µg/ml
Penicilin-Streptomycin, 0.1 mM Norepinephrine and 2 mM L-Glutamine in a humidified
chamber. After cells reached confluency and started beating, they were seeded onto the
chips as described by Law et al. [90]. Briefly, cells were rinsed with PBS then trypsinized
using 1 ml 0.05 % trypsin/EDTA. Trypsinization was stopped by adding 5 ml of medium
followed by centrifugation (5 min 500 g). Supernatant was removed and the pellet was
resuspended in 0.1 ml Transfection Solution (Lonza) and 3-5µg of plasmid (see above).
Transfection was performed using the AMAXA nucleofector device in the associated cu-
vettes. Afterwards, the cell solution was diluted with 0.5 ml of supplemented Claycomb
Medium. After counting the cells, approximately 3000 cells/mm2 were plated in 50µl of
medium on 64 electrode MEAs coated with gelatin fibronectin. After 4 hours of adhesion,
chips were filled with 500µl of medium. Medium was changed daily. Measurements were
performed after cells reached confluency, usually after 2-4 days in vitro. Furthermore,
some experiments used the FuGene HD kit (Roche) for on chip transfection according to
the manufacturer’s protocol.
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Data analysis
AP time stamps were extracted using the Plexon Offline Sorter (Plexon inc.) and further
analysed using the Neuroexplorer4 (NexTechnologies) and Origin. For analysis of the AP
propagation over the chip, time bins of 10 ms were color coded and assigned to the electrode
with a detected AP.
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Results
Genetic engineering
After electrofection, roughly 50 % of the cells were positive for the expressed protein as
determined by fluorescence of the fusion protein. The transfection was analyzed using a
standard eYFP filter set in combination with the fluorescence microscope. As Ch2 is fused
??
??
???
??? ??????
Figure 4.1: Experimental setup (a)
Fluorescence image of electrofected HL-
1 cells. The different expression lev-
els of the eYFP fused channelrhodopsin
can be seen. Even though the transfec-
tion rate is very high, only the bright-
est cells were targeted for stimulation.
(b) Schematic drawing of the stimula-
tion setup. The upright microscope can
be used with any kind of transparent or
non-transparent substrate including our
MEA system. The laser is coupled to
the microscope via a scanning device and
a dichroic mirror and subsequently fo-
cused onto the substrate by the micro-
scope optics. Epifluorescent as well as
brightfield- or DIC-illumination can be
combined with the laser stimulation.
to eYFP, the expression can be directly linked to the fluorescence and only cells with a
high fluorescence level were used for experiments (Figure 4.1a), even though fluorescence
does not give information about the amount of ChR2 formed from Ch2 or the amount of
ChR2 inserted into the membrane. After seeding, the cells formed a confluent layer after
2–4 days on our custom made MEAs. Formation of the confluent layer was monitored
microscopically. The intrinsic electrical activity was monitored via extracellular recordings,
to ensure an electrically connected cell layer before starting the experiments. Even though
the cells were derived from a mouse atrial tumor the beat frequency was only about 5-60
bpm.
Light stimulation
After choosing an appropriate transfected cell, light stimulation was performed using the
combined recording and stimulation setup (a schematic drawing can be seen in Figure 4.1b).
Stimulation was performed with a laser spot diameter of approximately 10µm. Recordings
were done extracellularly with the MEA. With varying laser power, the depolarization of the
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Laser intensity
a
0.2 mV
5 s
b c d
500 ms
0.4 mV
0.1 mV
200 ms
Figure 4.2.: Stimulation effect on single cells (a) A single channel close to the artificial pacemaker
during the laser intensity tests. With increasing laser intensity (from 5 % to 40 % of the 100 mW
laser) the depolarization of the cell increases and an action potential is evoked. (b) Extracellular
recorded intrinsic action potential (c) Extracellular recorded light triggered action potential (blue
bar indicates laser flash) (d) The intrinsic AP subtracted from the light triggered signal. The
resulting kinetic was fit exponentially for opening (red) as well as closing (green) of the channel.
ChR2 positive cell could be controlled and subsequently action potentials were generated.
On MEA electrodes in close proximity, the effect of laser intensity on the depolarization
level could be measured as shown in Figure 4.2a. Light intensity variations between 5 and
40 % of the laser were investigated and are indicated by the blue triangle. While lower
intensities only evoked cellular depolarization (the direction of the signal is opposite the
intracellular potential because it is recorded extracellularly at the cleft between cell and
electrode), higher intensities evoked action potentials. The measured intrinsic AP (see
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Figure 4.2b.) differs from the light evoked AP (Figure 4.2c.). Subtracted from each other
the pure channelrhodopsin kinetic can be extracted as shown in Figure 4.2d. The on, as
well as the off, kinetic was fit exponentially as indicated in red and green respectively.
The time constants of the channel kinetics in close proximity to the stimulation point were
extracted, and determined to be 10.8 ± 0.2 ms for the on- and 36.6 ± 0.3 ms for the
off-kinetics.
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Figure 4.3: All channels of the chip are
given in their original position and the
bin for action potential events is color
coded, as indicated by the bar, from
early (blue, 1) to late (red, 25). Bin-
ning was performed in 10 ms steps to
facilitate analysis of the propagation di-
rection. (a) shows the propagation for
the intrinsic pacemaker. It can be seen
that the signal arrives in a front at the
right side of the chip and propagates
from right to left. (b) gives the propa-
gation for the laser stimulation. The ar-
tificial pacemaker was situated between
channel 55 and 56 and the signal propa-
gates from there into all directions. Cir-
cles were included as a guide to the eye
for the propagation direction.
Network analysis
Spreading of the APs could be monitored with the MEA and is shown in Figure 4.3.
If analyzed with respect to the origin of stimulation and the propagation direction the
difference between intrinsic and artificial stimulation becomes clearer. The time bin of the
action potential is color coded and plotted for the 8×8 array of the MEA. In Figure 4.3a
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Figure 4.4.: Stimulation effect on the network (a) The recorded channels of the lower right corner
of the MEA. On empty channels no signals were measured due to high noise or an electrode defect.
Laser stimulation was performed between channel 55 and 56 as indicated by the red dot. The
recorded depolarization without AP can be seen in the blue box. This depolarization decreases
with distance and is no longer visible in channel 45 where only evoked APs arrive after spreading
over the chip. (b) Trace of one channel. The laser pulses are indicated in blue. It can be seen
that not every pulse triggers an AP but if an AP is evoked, the propagation spreads over all
channels as shown in c. (c) AP events of all 64 channels plotted versus the time. (d) The ratio
of the depolarization amplitude / AP amplitude plotted versus the distance to the origin. (e)
Propagation of the action potential. The distance from the origin is plotted versus the time. The
linear fit gives a slope of 0.61 cm/s.
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the data for the intrinsic pacemaker is shown. The origin of the intrinsic APs was on the
right side of the active area and propagated over the MEA to the left. In contrast to the
intrinsic propagation, the artificial, laser evoked, APs are shown in Figure 4.3b. Here it is
visible that the artificial pacemaker, unlike the intrinsic one, is situated in the active area
close to channel 55 as the signal starts from a point there and propagates in all directions.
The black circles were included to facilitate visibility of the propagation. Figure 4.4b shows
a single channel with both, subthreshold depolarization and triggered APs. Once an AP
was triggered it spread over the whole cell layer as visible in the full MEA recording. Cell
connectivity over the whole array can be seen in Figure 4.4c where AP events are plotted
as a single point for all channels during twenty seconds of recording. It can be seen that the
sub-threshold stimulation test, where only depolarization was evoked, does not spread over
the whole cell layer. Figure 4.4a shows the behavior of one segment of the array in detail.
The recordings for channels near the stimulation point (indicated by the red dot next to
channel 55) are plotted in the geometry of the electrodes on chip. A single depolarization is
highlighted by the blue box. The depolarization decreased with distance to the stimulation
point and was not self activating like action potentials. Further analysis was performed by
plotting the ratio of the depolarization amplitude and the AP amplitude versus the distance
from the origin (Figure 4.4d). Channel 55 was used as the origin because it was the closest
recording to the stimulation location. The use of depolarization to AP ratio accounts for
differences in cell sensor coupling at each electrode. Besides changes in amplitude, the time
course was also analyzed with respect to the distance from the stimulation point. The time
constant for a channel 200 µm away from the stimulation point, was 142 ± 3.1 and 144 ±
1.4 ms, for on- and off-kinetics respectively. With increasing distance from the origin, the
time constant increases and the signal visibly fades. In addition to the passive processes,
the active AP propagation speed was analyzed in the form of a distance versus time shift
plot and fit linearly (Figure 4.4e). The slope gives a propagation speed of 0.61 cm/s.
Inhibition
Besides experiments on evoking action potentials in the tissue, experiments concerning the
refractory period were performed. For this reason the laser was manually triggered via a
TTL pulse to flash directly after spontaneously occurring APs. The recording setup was
changed to allow recording of the TTL pulse in channel 1. Figure 4.5a shows the results
of laser interference with beat rate. The recording of one channel and the respective TTL
pulse for the laser are plotted versus the time. The colors of the trace correspond to the
colors used in Figure 4.5b, the TTL trace is always given in black. When laser flashes
follow each action potential the inter-spike interval is extended from 3.2 ± 0.7 (blue) to
7.6 ±0.7 (red) (significance a<0.001 (one-way Anova)). Intermittent interference results
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Figure 4.5.: Light elongated refractory period (LERP). APs respond to light evoked interference.
Raw data is plotted above the TTL trace indicating laser activation. (a) Top: Representative
channel showing AP events without laser interference. (Compare to Figure 4.5b blue region).
middle: Representative channel showing AP events when laser flashes intermittently disrupt
intrinsic beating. Individual spikes are delayed, surrounded by a region of moderate inter-spike
interval (Compare to Figure 4.5b purple and green regions). bottom: Representative channel
showing AP events when a laser flash follows each action potential. Inter-spike interval is strongly
elongated (Compare to Figure 4.5b red region). (b) Top: Inter pulse interval vs. time for the TTL
pulse of laser stimulation. Bottom: Inter spike interval vs. time of a representative channel.
Continuous laser stimulation during refractory period induces elongated interspike intervals as
indicated in red. Single stimulation events delay single spikes (green) whereas the surrounding
spikes are at a constant, higher frequency (purple). Without stimulation a steady state beat
frequency is reached (blue).
in a slightly longer overall inter-spike interval (purple) with individual spikes following
illumination more severely delayed (green). Upon termination of laser interference, the
initial beat frequency is resumed (blue). More detailed analysis is shown in Figure 4.5b,
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where the interevent-interval for the laser is compared with the interspike-interval of the
APs. Both are plotted versus the time. Continuous laser interference is marked in red.
With decreasing interference-speed the AP frequency rises. Furthermore, without constant
laser interference the interspike-interval decreases to the original value (marked in purple)
with single spikes inhibited by single laser events (green). Finally, without any influence
from the laser, the constant, intrinsic beat frequency is reestablished (blue). These effects
were seen across all channels of the chip (see Figure 4.6).
Figure 4.6.: AP event vs. time for light increased refractory period. On channel 1 (indicated
by arrow) the timestamp of the stimulation can be seen (red). Stimulation was timed to occur
after the APs. In the beginning of the recording every AP was followed by a light pulse, during
the middle of the recording only a few flashes were administered and at the end no light flashes
were applied.
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Discussion & Outlook
Bidirectionally interfacing cells is a promising approach in various fields such as prosthesis
development and drug screening. General problems, including non-damaging and reliable
stimulation, have to be overcome for these interfaces to become the method of choice. In
this work, I have shown that artifact free interfacing of HL-1 cells is possible using chan-
nelrhodopsin. I introduced a stimulation setup that is independent of chip technology as it
works with the microscope optics and is compatible with most microscopes. Furthermore,
combined stimulation and extracellular measurements can be performed and were shown
during this study.
Light stimulation
I demonstrated the possibility of creating an artificial pacemaker cell using light activatable
channels. Channelrhodopsin and its light induced permeability to cations can be used to
depolarize single cells. I showed that this depolarization not only propagates through gap
junctions over local areas of the tissue but can also evoke action potentials which spread
over the whole tissue if the induced depolarization is above threshold. Furthermore, this
effect was proven by analysis of the origin of stimulation and the propagation direction of
intrinsic and artificial light induced activity. Measurements were shown where the intrinsic
activation of the signal comes from the right side of the active area of the chip and propa-
gates to the left, whereas the artificial pacemaker is situated in the lower right corner of the
active area and the signal spreads concentrically in all directions. This induced pacemaker
switching might be applied in the future for further pacemaker analysis. Again the use
of microelectrode arrays and their spatiotemporal resolution may enable investigations of
pacemaker interference patterns.
If analyzed in respect to single cells it was clearly shown that a light pulse depolarizes
the cell and, upon reaching the threshold, evokes an action potential (Figure 4.2c). The
extracellular recording clearly consists of two different kinetics. One the one hand, the
action potential kinetics (Figure 4.2b) which consist of a fast upward spike that is related
to the first membrane depolarization followed by the opening of sodium channels and a
fast inward sodium current that correlates to the fast downward spike. A more detailed
description can be found from Wrobel et al. [128]. On the other hand, it consists of the
channelrhodopsin induced kinetic (Figure 4.2d). Opening of the channels triggers an influx
of positive ions. As the current flows the whole time the channels stay open, the electrode
voltage stays at a constant level. After closing of the channel the cleft recovers the initial
ion composition and the voltage goes back to zero. The negative sign of the extracellular
signal is due to the position of the electrode. As the cleft between the cell and the electrode
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is depleted from positive ions, a negative directed signal is observed. It can be seen that in
most cases every second stimulation resulted in an action potential that spreads over the
cell layer (Figure 4.4a-c). This depends on the relative refractory period of the cells, where
the AP excitation is not possible under the same conditions but requires a higher initial
depolarization.
If analyzed in respect to the network activity, I showed that the light triggered APs spread
over the tissue and behave normally. The propagation speed of the action potential is nor-
mal and same like the intrinsic one or reference measurements. Besides the evoked APs,
the locally restricted channelrhodopsin induced depolarization can be analyzed. For better
comparison between the channels, the ratio of the depolarization and the respective action
potential was calculated in order to normalize the measured values. An AP follows an
all or nothing reaction with constant change in membrane potential and thus can be used
for normalization of the measured voltage on different electrodes as absolute signal varies
with performance of the electrode and electrical coupling. Two effects can be observed
qualitatively. On the one hand the normalized depolarization recorded versus the distance
gives information on the attenuation of the signal. It is not self excitable, as an AP, and
therefore attenuation over distance can be observed. Secondly, a change in the time course
can be seen. The time constant tau of the channelrhodopsin kinetic (Figure 4.2d.) gets
bigger with increasing distance to the origin. This can be explained if the cell layer is an-
alyzed in respect to its electrical properties. The cells separated by gap junctions behave
like a resistor in series with a capacitor. A signal that propagates over the cell layer is,
due to these properties, low pass filtered (RC-filter), resulting in the observed fading of the
signal. This finding is in good agreement with the cable conduction theory, which models
the signal propagation through a cable (e.g. a neuronal axon).
Inhibition
Furthermore, I demonstrated that not only the activation of APs, but also suppression of
them is possible, as was shown in the elongated refractory period for light pulses applied
directly after an action potential. This light elongated refractory period (LERP) could be
introduced with a single laser flash and in darkness cells recovered directly to their original
behavior. No damping effect could be observed over time. The mechanism of the inhibition
can be explained if one sees a standard myocyte AP which is sketched in Figure 4.7.
For the standard AP the initial state is the resting potential. Depolarization happens
due to electrodiffusion of ions from neighboring cells that already fire an action potential or
experience a sub-threshold depolarization. When these ions depolarize the cell to thresh-
old, sodium permeability increases as voltage gated channels open and the cell is further
depolarized. Closing of the channels results in a slight repolarization followed by a plateau
88 Combined light triggered cardiac pacemaker defibrillator
Figure 4.7: Schematic trace of an ac-
tion potential divided into regions of
ionic events. 0—Depolarization sodium
permeability increases as diffusion from
neighboring depolarized cells opens volt-
age gated ion channels. 1—Channels
close causing a slight repolarization.
2—Plateau of the refractory period,
Ca2+ influx balances K+ efflux. 3–
Repolarization as calcium channels close
returns the cell to resting potential 4.
?
?
?
?
??
which is governed by a Ca2+ influx in equilibrium with a K+ efflux. The duration of the
plateau determines the refractory period, during which the cell will not generate an AP in
response to ions diffusing across the gap junctions. Declining calcium permeability results
in repolarization to the resting potential and regained ability to fire APs.
In artificial pacemaker generation, light induced opening of channelrhodopsin results in an
influx of positive charge into the cell and subsequent depolarization. Diffusion through gap
junctions affects neighboring cells also. If this depolarizing pulse is above the threshold of
voltage gated Na+ channels they become activated, resulting in an AP. However, if the
light pulse is given during the plateau phase of the AP, the channelrhodopsin induced influx
of positive charges can compensate for the potassium efflux. This results in an elongated
plateau phase and an increase of the refractory period where no further AP can be elicited.
This inhibition of action potentials is possible in two ways. Firstly, if the affected area is
not in proximity to the intrinsic pacemaker, the AP suppression is only local and restricted
to the area of depolarization. Secondly, as demonstrated in this study, the stimulation may
affect the original pacemaker and prevent generation of APs. Normally, the pacemaker cell
depolarizes automatically and fires intrinsic APs, but if the channelrhodopsin is activated
after depolarization, the interspike-interval increases in the pacemaker cell and results in
the global suppression of APs. If the suppression is too long, other, slower pacemakers
from a more distant position can take over.
The technique shown in this study may be applicable to confocal microscopy techniques
as well. In studies where movement interferes with optical measurements, techniques are
sought to inhibit myocyte contraction with minimal perturbation of the cell. For example,
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Pelloux et al. study pacemaker free cultures. The optical control of confocal microscopy
lasers would allow pulses of various intensities of light to be applied in a suppression regime
interspersed with optical measurements. Laser stimulation could conversely be used to ac-
tivate model systems that do not normally produce reliable APs [167].
Application
However, not only in vitro studies can take advantage of this technique. Current medical
technology is analyzing new ways of interfacing electrogenic cells. Our technique now gives
access to bidirectionally interfacing electrogenic cells without the drawbacks of electrical
stimulation. For stimulation of tissue the electrode stimulation needs to be charge balanced,
which is not a limitation for ChR2. Furthermore, permeabilisation of cells is an issue
of electric stimulation, whereas ChR2 gives the advantage of artifact free and reliable
stimulation without permeabilization. Nevertheless, electric pacemakers are commonly
used and well explored. ChR2 would not be an immediate alternative as transfection
techniques need to be found and implants (not for electrical stimulation but to provide a
light source to the cells) would still be necessary. However, the application of defibrillating
cells makes investigation of channelrhodopsin in cardiac cells an interesting pursuit. The
use of channelrhodopsin not only allows us to trigger action potentials but also to prevent
them based on the phase of the action potential perturbed. One imaginable device is a
combined cardiac pacemaker and defibrillator. On the one hand it could be used as a
pacemaker by generating APs, and on the other hand it could be used for reducing the
amount of APs and thereby suppressing fibrillation. The required light intensities could
also be provided by state of the art LEDs [168] allowing the generation of an implantable
medical device [163].

Part V.
General Discussion
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I have produced data on various topics of cell transistor coupling. First a new type of
extracellular recording device was built employing the advantages of diamond for record-
ing and cell culture. Second, I demonstrated the use of covalently coupled peptides for
aligned micro contact printing and positioning of cells on recording devices. In addition,
I optimized the cell culture of primary rat cortical neurons on chip via a “second floor
culture”. Finally, I introduced a system for reliable and spatiotemporal precise stimulation
of electrogenic cells using a microscope coupled laser. In the following I will discuss these
results and bring them into context with each other.
Diamond transistor array for extracellular recording
A biosensor, by definition, is a “device that monitors information about a biological pro-
cess”. First described in 1962 by Clark and Lyons, biosensors rapidly became important in
research and medicine [169]. In 1976 a first bioelectronic sensor using field effect transistors
was introduced by Bergveld [41]. The concept advanced during the following decade to the
first action potential measurements in 1991 [42]. From there on, FETs were improved [170]
in terms of sensitivity [102], resolution [103,105], and functionality, e.g. stimulation [171].
During this thesis, a new bioelectronic sensing device using a diamond substrate has been
developed and recordings from HL-1 cell layers as well as from single HEK cells have been
accomplished. This was the first time recordings from single cells were demonstrated us-
ing diamond technology. The amplitudes and time courses of the extracellularly measured
signals were comparable to those recorded by silicon FETs, using the same encapsulation
and electronics. However, as opposed to optimized silicon based sensors, this was the first
generation of diamond devices and further improvements can be done regarding the pro-
duction process, insulation, and electronics.
The devices proved to be stable in electrolyte environment for at least 7 days without loss
of performance. Thus, cell culture on diamond devices and maturation of mammalian neu-
rons and network formation should be possible. Furthermore, the characterization of the
devices showed their compatibility with electrogenic cells. The potentials, applied to bring
the transistor into its working point are less than one volt (standard silicon FET devices
require about 3 volts) and do not compromise the passivation of the device nor interfere
with cell function and viability.
Bandwidth measurements of the devices showed that the frequencies expected for biological
signals, e.g. action potentials, are sufficiently transferred. The cut off frequencies of the
transistors were in the range of 3–7 kHz, which is comparable to standard silicon FETs [48]
and well above the approximately 1 kHz maximum frequency of an AP. Next to the band-
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width, the peak to peak noise of a transistor is the crucial factor for successful recording
of cell action potentials. The measured peak to peak noise for the diamond transistors is
in the range of 100µV to 400µV which is higher than for optimized silicon devices [102]
but still in the range to measure action potentials. The expected voltages are from several
hundred micro- to a few millivolts [75], depending on the seal resistance. However, the
devices have not yet been optimized regarding noise. Further process optimization, e.g.
for the conductive lines or the passivation can be performed in future generations of the
devices to increase the signal to noise ratio.
The advantages of diamond based sensors should be considered in direct comparison to
the established silicon technology currently used for such devices. The production of the
surface-conductive diamond transistors is much simpler [42, 172]. Though sophisticated
technology enables silicon sensor arrays to be adapted to CMOS technology and achieve
an increased sensor density and on-chip signal amplification processing [103], it has been
shown that other sensor types (such as microelectrode arrays) can be integrated on CMOS
chips by addition of a few post-processing steps [43]. A similar approach to adapt CMOS
technology to diamond sensors may be attempted by growing nanocrystalline diamond on
silicon to generate diamond FETs once some concerns, like thermal budget, are overcome.
Production aside, diamond FET performance can be compared to silicon FET charac-
teristics. Regarding the interface between the sensor and electrolyte, surface-conductive
diamond devices significantly exceed silicon FETs in terms of specific capacitance, with a
value of 2 µFcm−2 in comparison to 0.2–0.3 µFcm−2 for silicon devices [102, 104]. Even
when applying demanding post-processes to achieve high-k materials, the specific capaci-
tance of diamond could not yet be reached [104,105]. Finally, the excellent biocompatibility
of diamond [79] is unmatched in silicon-based devices, especially in those modified with
high-k materials. Thus, diamond devices will show their full advantage over silicon devices
if used as implants.
Covalent aligned micro contact printing of PA-22 for
neuronal patterning on FETs
Improvements of recording devices are performed in many groups all over the world. Nev-
ertheless, commonly used and established devices do not yet offer a spatial resolution on
the order of a cell body. Thus, positioning of cells is necessary in order to record from a
large number of cells with a single device. Next to the device’s specific characteristics, the
coupling properties of the cell to the device directly influence the quality of the record-
ing [108]. These properties can be tuned by optimization of the adhesion layer. Therefore,
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methods for aligned immobilization of biomolecules to the surface of extracellular recording
devices were exploited.
Whereas, due to properties of diamond, covalent coupling would be mandatory for pattern-
ing of cells to diamond devices, the resulting advantages, e.g. durability of the pattern or
layer height, could also contribute to a better cell transistor coupling using standard silicon
devices. To couple molecules to silicon/silicon oxide substrates the surface chemistry had
to be tackled. APTES, an amino terminated silane can be used for activated silicon sub-
strates [123], but the concept of easy to apply coupling was advanced by using epoxy silane
as an anchor. No crosslinker had to be used, which facilitated further coupling steps. The
epoxy group of the silane can be activated using solutions with a pH higher than 8 [136].
Once activated, any kind of amine group, including those in proteins, can be coupled.
Besides adapting the chemistry, the patterning technique also had to be chosen based on
the application. The strong physisorption of proteins to silicon oxide surfaces presents a
challenge. The patterning of the silane cannot be performed by photolithography, due to
the physisorption of the proteins to the remaining oxide. Furthermore, a photolithograph-
ical step after silanization is not possible without corrupting the bio-molecules due to the
solvents used to remove the resist. As a consequence, a different patterning technique had
to be applied.
A solution could be found in soft lithography, or micro-contact printing, which provides
the means to generate a desired pattern [120]. A fineplacer was used to align the stamp to
the FET chip with a precision in the range of one micrometer. Additionally, the peptide
(PA22-2) was successfully transferred using PDMS stamps even without pre-treatments
that normally have to be done using physisorption of proteins [121]. The stamping proce-
dure is simple, accurate, and compatible with high throughput patterning due to the design
with a detachable stamp. In addition, the resulting peptide layer provided functional cell
adhesion properties with a pattern hight among the lowest currently achievable. The pep-
tide thickness was measured to be around 2.5 nm which implies that only a monolayer is
transfered to the epoxysilane. Thus, an aligned, cell-attractive pattern with cell repellent
background was generated that had an overall height of 3.5 nm. As a result, the cleft height
between cell and device was reduced and the electrical coupling of electrogenic cells should
be improved. Nevertheless, despite all advantages of peptides, also full length proteins can
be exploited using this technique if special protein functionality is needed.
Furthermore, the cell culture on the chip was improved to ensure the necessary cell vi-
tality. Cell culture on chip is in generally done in high density cultures. Even so called
“low density cultures” on chip [173, 174] do not provide the required distribution of cells
for single cell recordings, yet investigating neuronal networks requires the possibility of
recording from single cells that are embedded in functional networks. Therefore, a culture
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technique was developed that increased the amount of cells per chip and ensured sufficient
conditioning of the medium. This “second floor” culture uses the ability of mature cells on
a dense second floor to condition the medium for freshly seeded young neuronal networks
improving their vitality. Using this technique, patterned, ultra low density cultures that
ensure single cells per recording site could be grown. Additionally, the covalent coupling
should prevent the common problem of pattern degradation [122] due to competing charges
and mechanical stress. Thus, long term monitoring of highly dissociated cellular networks
should be possible.
Combined light triggered cardiac pacemaker defibrillator
Finally, besides recording of cells, a defined stimulation input is needed for a true bidirec-
tional interface. This input has to be reliable, simple, accurate, non-invasive and, preferably
independent of the cell position on the device. Such an input can be provided to geneti-
cally engineered cells in with local illumination via a laser. During this thesis a proof of
principle for the combination of optically excitable cells and extracellular recording devices
was shown.
HL-1 cells, were genetically engineered to express channelopsin. In combination with reti-
nal, a light activatable channelrhodopsin was formed. Using the laser in combination with
a scanning device coupled to the optics of the microscope, illumination of a single cell was
possible with adjustable intensity and time. ChR2 expressing cells were determined via
the fluorescence level of the eYFP tag fused to the channel and stimulated via the laser.
Bidirectional coupling of the cells was achieved utilizing this stimulation setup in combi-
nation with an 8 × 8 micro electrode array for monitoring of the electrical activity of the
cells.
For single cells, a light intensity dependent behavior could clearly be seen. Light induced
opening of the channel caused an influx of cations, consequently depolarizing the cell. The
depolarization was limited to a small area of the tissue near the illumination spot and de-
creasing depolarization amplitude in combination with low pass filtering as distance to the
illumination increased could be observed. This behavior can be attributed to the electrical
conduction of the signal through the RC elements of the cells that are connected via gap
junctions. According to the cable conduction theory the signal is attenuated and low pass
filtered.
If depolarized above the threshold potential, action potentials could successfully be elicited
and spreading of the action potentials could be monitored via extracellular recordings. Un-
like the passive conduction of simple depolarization, the evoked action potentials spread
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over the cell layer in a self exciting manner. These light triggered action potentials could
successfully be used to interfere with the intrinsic pacemaker and impose a new, light-
determined point of origin for the propagating AP wave. The experiments show the po-
tential for bidirectionally interfacing cells using this technique. Whereas recording is still
restricted to the extracellular recording sites, the stimulation of the network can be done
independent of the position, non-invasively, and reliably.
Besides the stimulation of HL-1 action potentials, the inhibition of them was also possible.
A light pulse triggered directly after a naturally occurring AP lowers the beat frequency.
In nature, lower beat frequency happens during premature ventricular contractions (PVC)
for example. This is a relatively common pathological event that is felt as a skipped heart-
beat even though an AP spreads over the tissue. In PVC, a non pacemaker area elicits an
AP and the heart contracts directly after a normal heartbeat, prior to being refilled with
blood. As no blood is pumped, the PVC gives the imagination of a skipped action poten-
tial. In contrast, during the light triggered effect investigated, no action potentials could
be observed. Thus, a different mechanism drives the observed effect. If a cardiomyocyte
action potential is analyzed in more detail, this light elongated refractory period (LERP)
is most likely caused by opening of cation channels, which keeps the cell at a depolarized
level, elongating the refractory period. The inhibition is possible in two different ways.
First, if artificial channel opening is in close proximity to the intrinsic pacemaker cell, the
suppression is global, as the intrinsic pacemaker cannot elicit further action potentials.
This effect is neutralized if a more distant pacemaker takes over and becomes the new
pacemaker. Second, if illumination is applied further away from the natural pacemaker,
the LERP is reduced to a locally restricted area that corresponds to the distance that is
covered by the passively propagated induced cation influx.
The technique shown here may be applicable to various fields of research. Pacemaker
interference and the generation of a model system for fibrillating cultures is imaginable.
Furthermore, the study of pacemaker free cultures, as performed by Pelloux et al. [167] can
be expanded and a pacemaker can be “switched on” only when desired. Also, studies con-
cerning the contraction of cells could be improved using the demonstrated light-induced,
spatiotemporally precise, contraction. For all these applications simple confocal micro-
scopes can be utilized as a precise stimulation tool.
During this thesis many topics of cell-device coupling were tackled. A field effect transis-
tor array employing new materials was designed and tested successfully. Continued device
improvement allows ever more sensitive and detailed investigation of biological systems.
Furthermore, ultra low density neuronal networks were created in an aligned manner and
the cell culture for low density networks on chip was improved. This has brought the res-
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olution of our recording devices in line with the spread of the cultured network. Finally,
a new method of bidirectionally interfacing cells by means of light gated ion channels in
combination with extracellular recordings was demonstrated. Cardiomyocyte-like cells were
successfully modified and an extracellular, in vitro, light triggered pacemaker/defibrillator
was introduced. This work will allow new long term investigations of controlled patterns
of electrogenic cells in conjunction wth direct communication between the investigator and
the network.
Part VI.
Conclusions and Outlook
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In this work, diamond was introduced as functional material to the field of cell transistor
coupling. Diamond transistors were fabricated and successfully applied for extracellular
recordings. Furthermore, patterning of cells on surface-modified diamond for the genera-
tion of defined neural networks was demonstrated. However, the full advantage of diamond
will be employed in the next generation of diamond biosensors. Our lab is currently working
on a new generation of chips were the passivation will be done using CVD grown diamond.
By also realizing the passivation from diamond, full diamond devices can be realized, which
will employ the full advantages of diamond, e.g. biocompatibility. In addition, this will
enable devices with a prepatterned surface. Thus, the possibility to couple different kinds
of bio-molecules to the devices will facilitate the generation of neural networks and their
recordings. Exact alignment, even of structures more complicated than grids, in combina-
tion with in-situ protein application would facilitate research on intermediate sized neural
networks. Furthermore, the good biocompatability of diamond might in the future result
in diamond devices used as implants.
Moreover, work was also done on improvements of existing devices. In order to optimize
the coupling properties of a cell to the device, neural networks with minimum adhesion
layer thickness were investigated. The covalent coupling of small cell adhesion promoting
peptides to the surface of silicon based chips was chosen. The resulting overall height of
3.5 nm for silane and peptide minimized the cleft height and should improve the coupling
properties in comparison to conventional physisorbed adhesion layers. Due to corruption
of the protein, photolithography was not an option for patterning, and soft lithography was
used instead. A technique was developed for reliable, precise, and high throughput align-
ment of PDMS stamps to the surface. This technique can be adapted to in-situ printing if
the protein is vulnerable to denaturation. Thus, this technique gives access to using small
molecules that tend to desorp over time and apply them to multiple, even non-transparent
substrates in an aligned manner.
Further scope of this work was a real bidirectional interfacing of cells. Here, also a defined
input is necessary. This input was achieved by transfection of cells with a light sensitive
cation channel. A setup was built, capable of illuminating single spots with defined size,
intensity, and time. HL-1 cells expressing channelrhodopsin could successfully be stimu-
lated and the intrinsic pacemaker was reprogrammed and exchanged by an artificial light
induced one. Besides stimulation of action potentials, also suppression of them was possi-
ble. Light induced refractory period elongation was demonstrated if the laser stimulation
was applied directly after occurring APs. Thus, the cells were kept at a depolarized level
and further APs were delayed.
Even though the system has so far only be used in-vitro, it should be possible to realize
in-vivo applications. The results gained here imply the possible use of light interfacing of
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heart cells and the combination of a cardiac pacemaker with a cardioverter defibrillator.
This might seem unrealistic but currently other labs are working on implantable LED de-
vices for stimulation of light sensitive cells in vivo [163].
Future work using this technique includes interfacing of neural networks. Light stimu-
lation provides, besides patch clamp and extracellular recording, spatiotemporal precise
input. The combination of the techniques shown here could contribute to unraveling neu-
ronal processes that need long term monitoring, such as plasticity. Furthermore, analysis
of processes like coincidence detection could be provided by this combined system of light
stimulation and extracellular recording.
Communicating with electrogenic cells, as performed in this thesis, includes the recording
of electric signals, guiding of cells and defined growth as well as introducing information
into the cellular network. A functional device that provides biocompatibility in combina-
tion with good recording properties is needed. Furthermore, the positioning of the cells
is necessary, as the spatial resolution of the commonly used devices has not yet reached
the size of single cells. Finally, for successful communication also the ability of generating
defined input to the network is needed. All these techniques contribute to bridging the gap
between whole brain research on the one end of complexity and single cell analysis on the
other end. Thus, access to long-term and non-invasive measurements of network activity
will be given. These sophisticated techniques, which were combined and further advanced
during this thesis, will contribute to unraveling processes involved in network maturation,
plasticity, and learning in general. All this on a level of neuronal complexity that can be
analyzed. The outcome can then be transfered to the next step of complexity, e.g. slices,
and finally will contribute to understanding the function of the whole brain.
Part VII.
Appendices

A. Protocols
A.1. Cell Culture
A.1.1. Cortical Neurons
A.1.1.1. Cell Isolation
Rat embryonic cortical neurons were obtained as described by Brewer et al. [132] with
slight modifications. Briefly, embryos were dissected from pregnant Wistar rats at 18 days
gestation:
1. Dissect cortices from the embryonic brains.
2. Mechanically dissociate cells by trituration in ice cold Hank’s Balanced Salt Solution
(HBSS) (without Ca2+ and Mg2+), 0.035 % sodium bicarbonate, 1 mM sodium pyru-
vate, 10 mM HEPES, 20 mM glucose, pH 7.4 with a firepolished, silanised pasteur
pipette.
3. Add two volumes ice cold HBSS (with Ca2+ and Mg2+ 0.035 % sodium bicarbonate,
1 mM pyruvate, 10 mM HEPES, 20 mM glucose, pH 7.4).
4. Allow non-dispersed tissue to settle for 3 min.
5. Centrifuge the top half of the supernatant at 200 g for 2 min.
6. Resuspend the pellet in 1 ml of Neurobasal Medium, 1 % B27, 0.5 mM L-Glutamine
per hemisphere isolated.
7. Count cells. Dilute small fraction 1:2 with trypan blue and count dye-excluding cells
in a Neubauer counting chamber.
8. Dilute the remaining cells in supplemented NB medium (see Table A.1).
9. Plate the cells onto the substrates at a density of 20000 cells per cm2.
10. Exchange half of the medium every 3–4 days.
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A.1.1.2. Cell transfection
Supplemented RPMI is the serum containing medium for neuronal recovery after trans-
fection. RPMI is supplemented with 125µL glutamine and 500µL FBS in 50 ml media.
Without serum, the cells will not re-seal after electrofection.
1. Prepare supplemented transfection solution (TS) according to manufacturers recom-
mendations (Lonza Cologne AG, Cologne, Germany), 100 µL are needed per trans-
fection.
2. Pre-load a cuvette with 8-10µg plasmid DNA in water. Try to get the drop as low
as possible. Avoid touching the metal plates of the cuvette.
3. Prepare the cell suspension as described in section A.1.1.1. The cell suspension
from one whole cortex (2 hemispheres, approximately 5x10 6 cells) is needed per
transfection.
4. Spin down cells 2 min at 200 g and remove supernatant.
5. Resuspend the pellet in 100µL TS (room temperature). Quickly transfer the cells to
the transfection cuvette.
6. Electrofect the cells in the Amaxa®Nucleofector®(Lonza Cologne AG, Cologne, Ger-
many) using program G-013 “Neurons - Chicken DRG” as programmed by Amaxa.
7. Add 1 ml serum containing media to the cuvette and transfer cells to a falcon tube
using the pipette provided in the kit.
8. Count cells and plate the desired amount.
9. Exchange the media of the culture completely with serum free medium, such as
supplemented NB (see Table A.1), after 1 hour of adhesion.
A.1.1.3. Culture
Neuronal culture medium is supplemented Neurobasal Medium (NB).
Table A.1.: Supplemented NB medium
Amount Final concentration
Neurobasal medium 49 ml
B-27 0.5 ml 1 %
L-Glutamine 125µl 0.5 mM
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Half of the culture medium was changed every 3 to 4 days in normal culture. For chips,
survival rate was improved if half of the medium was changed every second day to keep
the osmolarity low.
“Second floor” culture
For neuronal cultures on chip, two major problems occur. Firstly, the amount of cells
growing on the relatively small surface is low and for patterned chips on the order of only
102 to 103 cells. The culture volume is very small but is still too big to be conditioned by
the cells present. Secondly, it cannot be lowered due to evaporation effects and cannot be
increased due to space problems and the need to be conditioned by the cells. A solution
to these problems is the so-called “second floor” culture. The principle can be seen in
Figure A.1. Cells are seeded on a D-shaped coverslip (half of a round one) at a high
density. After one week of culture the coverslip is added to the culture dish of freshly
prepared chips (first day). This ensures a high amount of cells / volume and provides
sufficient conditioning to change half of the medium every second day.
Figure A.1: Principle of the “second floor”
culture. A D-shaped coverslip with DIV 7
cells is added to the chip after seeding of the
cells (DIV 1).
A.1.2. HL-1
The HL-1 cell line (Louisiana State University Health Science Center, New Orleans, LA,
USA), which maintains the phenotype and contractile activity of differentiated cardiomy-
ocyte in vitro, was derived from AT-1 cells (mouse cardiomyocyte tumor). The HL-1 cell
line has an organized but less differentiated ultrastructure that is similar to the embryonic
myocyte. Since these cells do not contain atrial granules, as can be observed morpholog-
ically in adult myocytes, they represent a hybrid between embryonic and adult myocytes
rather than an intermediate stage of myocyte maturation [35].
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A.1.2.1. Culture
Cultures were fed every weekday (5 ml / T25 flask) with supplemented Claycomb medium
as described in Table A.2. To avoid feeding the cells on weekends, 10 ml of supplemented
medium was added to each T25 flask on Friday afternoons and this medium was not changed
until the following Monday morning. However, the medium on chips needs to be changed
daily. Over the weekend cultures on chip do normally not survive without medium change.
A.1.2.2. Passaging
It is recommended to split HL-1 cultures only if they have already reached full confluency
and started beating (contracting).
1. Gently rinse each T25 flask with 2 ml 0.05 % trypsin / EDTA (6 ml / T75) warmed to
37°C and remove by aspiration.
2. Add another 2 ml of trypsin / EDTA per T25 flask. Incubate at 37°C for 2 min.
3. Remove by aspiration and add fresh trypsin / EDTA. Incubate for an additional 2–3
minutes until the detached cells are seen microscopically. If nesseccary tap the flask
to dislodge the remaining cells.
4. Add 5 ml of medium to the cells and wash remaining cells off the flask. Transfer the
cell suspension to a Falcon tube.
5. Centrifuge at 500 g for 5 min.
6. Remove supernatant and resuspend cells in 1 ml of supplemented Claycomb medium.
7. Add 5 ml of supplemented Claycomb medium to a new T25 flask and transfer the
amount of desired cell suspension to it (normally cells should be split in a ratio
between 1 : 2 to 1 : 6). Swirl gently to distribute cells homogeneously.
8. Culture on chips:
 Count cells after resuspending.
 Plate the desired amount of cells (for chips that can be used 2–3 days later
≈ 3000 cells / mm2) in a volume of 70µl. Store at 37°C and 5 %CO2 in the
incubator.
 Gently top up the chips after 4 hours of initial adhesion.
9. Culture chips as explained in section A.1.2.1.
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Table A.2.: Recipe for supplemented Claycomb medium
Amount [ml] Final concentration
Claycomb medium 100
Fetal bovine serum 11.2 10 % (v / v)
Penicilin / Streptomycin 1.14 100 U / ml / 100µg / ml
Norepinephrin(10 mM stock) 1.14 0.1 mM
L-Glutamine (200 mM stock) 1.14 2 mM
A.1.3. HEK 293
HEK cells are a specific cell line originally derived from human embryonic kidney cells
grown in tissue culture. HEK 293 cells are very easy to grow and are widely-used in
cell biology research. The special properties that make them suitable for application in
cell-transistor coupling is the very low density of ion channels in the wild type HEK293.
Furthermore, they can be genetically engineered easily and are, after transfection with an
ion channel, a good model system for a single channel-type analysis.
A.1.3.1. Culture
Several different HEK 293 cell lines are used in the institute. Cells are kept in the respective
medium mentioned in Table A.3 and the medium is exchanged every second day. Recipies
for the media are given in Tables A.4 and A.5.
Table A.3.: HEK 293 and respective media used for culture and selection
HEK 293 type Medium Selection marker Concentration of marker
EAG (potassium channel) [91] M 10 G-418 1µl / ml
NaV 1.4 (sodium channel) [175] M 10 G-418 1µl / ml
HEK ChR2 (Channelrhodopsin) [176] Iongate Zeocin & 200µg / ml
Blasticidin 5µg / ml
A.1.3.2. Passaging
It is recommended to split HEK 293 cultures after they have reached 70 % confluency.
1. Rinse each T25 flask with 2 ml 0.05 % trypsin / EDTA (6 ml / T75) warmed to 37°C
and remove by aspiration.
2. Add fresh trypsin / EDTA. Incubate for 2–3 minutes until cells are seen to detach
microscopically. If nesseccary tap the flask to dislodge remaining cells.
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Table A.4.: Recipe for M 10.
Amount Final concentration
MEM 87 ml
fetal calf serum 10 ml 10 % v / v
non-essential amino acids 1 ml 1 % v / v
penicillin / streptomycin 1 ml 100 U / ml / 100µg / ml
L-glutamine (200 mM stock) 1 ml 2 mM
Table A.5.: Recipe for Iongate medium. To activate expression of Ch2 tetracylin is added.
Amount Final concentration
DMEM 90 ml
fetal calf serum 10 ml 10 % v / v
penicillin / streptomycin 1 ml 100 U / ml / 100µg / ml
Zeocin (100 mg / ml) 100µl 200µg / ml
Blasticidin (10 mg /ml) 25µl 5µg / ml
For activation add:
Tetracyclin 1µg / ml
Transretinal 1µM
3. Add 5 ml of medium to the cells and wash remaining cells off the flask. Transfer cell
suspension to a Falcon tube.
4. Centrifuge at 500 g for 5 min.
5. Remove supernatant and resuspend cells in 1 ml of culture medium.
6. Add 5 ml of medium to a new T25 flask and transfer the amount of desired cell
suspension to it. Swirl gently to distribute cells homogeneously.
7. Add respective selection marker to the medium (Table A.3).
8. Culture on chips:
 Count cells after resuspending.
 Plate the desired amount of cells (for chips that can be used 2–3 days later
≈ 1500 cells / mm2) in a volume of 70µl. Store at 37°C, 5 % CO2 in the incubator.
 Gently top up the chips after 4 hours of initial adhesion.
9. Culture chips as explained in section A.1.3.1.
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A.1.4. Cell Fixation
The preparation of cultured cells for the SEM was adapted from Wrobel et al. [46] with
slight modifications:
1. Rinse twice with 37 °C warm phosphate buffered saline (PBS).
2. Fix for 12 h with 3.1 % (v / v) glutaraldehyde in 20 mM HEPES buffer (pH 7.3 ad-
justed with NaOH).
3. Rinse twice with Milli-Q water.
4. Dehydrate with an increasing isopropanol concentration (30 %, 50 % for 10 min each;
70 % over night; and 90 %, 95 %, for 10 min each and finally store in 100 %).
5. Deposit 10-20 nm gold by sputtering.
A.2. Devices
The in-house build devices need, after leaving the cleanroom, further treatment in order to
be usable with the measurement setup. Packaging of the chips for electrical contact has to
be done and in order to use the chips with cell culture the electronics has to be protected
from the liquid culture medium. Furthermore, a culture dish has to be formed on the chip.
A.2.1. Packaging
This section describes the packaging and encapsulation of the MEAs and FETs. The
protocol for flip-chiping of the MEAs and bonding of the FETs is given. The FETs can
also be flip chiped but with drawbacks in the usability for patch-clamp studies and thus,
it is not explained here.
A.2.1.1. MEAs
1. Clean chips in 50 % ethanol 50 % aceton(v / v) by sonication for 5 min (see Figure A.3(a)).
2. Prepare carrier by filing the outer edge flat and the center hole so that the small glass
rings fit (see Figure A.3(b)).
3. Prepare silver glue (Epo-Tek H20E-PFC, Epoxy Technology, Billarica, USA) and
use screenprinter to apply glue to the bond pads of the printed circuit board (see
Figures A.2(a) and A.3(c)).
4. Flip chip the chip to the carrier and cure in the oven at 150°C for 1 h.(see A.3(d))
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(a) Photograph of the Screenprinter and accessories
used to apply the silver glue to the printed circuit
board.
(b) Photograph of the Fineplacer
Figure A.2.: Pictures of the Screenprinter and the Fineplacer.
5. Prepare underfill (EPO-TEK U 300, Epoxy Technology, Billarica, USA) and apply a
small amount to the slit between carrier and chip on the backside of the chip and
carrier. The best tool for this is a wooden toothpick. Cure in the oven at 150°C for
1 h.
6. Depending on the application of the MEA different glues can be used:
 PDMS 96-083 (DOW CORNING®96-083, Dow Corning cooperation, Midland,
USA): Can be used for all types of cell but is limited in stability.
 Medical epoxy 302-3M (EPO-TEK 302-3M, Epoxy Technology, Billarica, USA):
Very stable but can only be used for neuronal cultures.
PDMS 96-083 Medical epoxy 302-3M
Mixing Ratio 10 : 1 100 : 45
Curing Temperature 150°C RT–80°C
Curing Time 1 h 1–3 h
Storing time after mixing days at −20°C less than 1 h
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(a) Chip (b) Carrier (c) Silver glue ap-
plied
(d) Flip chiped (e) Top view
Figure A.3.: MEA flip chip process.
7. Glue inner and outer glass-ring to the chip, cure in oven (see Figure A.4(a)).
8. Fill the space between the rings over the carrier with glue and cure in oven (see
Figure A.4(b)).
9. Apply a small amount of glue to the edge of the chip to encapsulate the underfill as
it is soluble in ethanol (see Figure A.4(c)).
(a) Glass rings glued to chip (b) Filling of the space between
the rings
(c) Chip encapsulation on the
back
Figure A.4.: MEA encapsulation process.
A.2.1.2. FETs
1. Clean chips in 50 % ethanol 50 % aceton(v / v) by sonication for 5 min.
2. Prepare silver glue (Epo Tek H20E-PFC, Epoxy Technology, Billarica, USA) and
glue chip to ceramic carrier.
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3. Bond chips as shown in Figure A.5. Two types of carriers can be used. 28-pin
carriers (Figure A.5(a)) that fit to the old FET-setup and the new 68-contact carriers
(Figure A.5(b)) that are used with the TTF box (Spectrum Semiconductors, San Jose,
USA).
4. Prepare funnels in mold:
 Pour a small drop of PDMS Sylgard 184 (Sylgard®184, Dow Corning coopera-
tion, Midland, USA) into each form.
 Evacuate in the dessicator.
 Insert metal dies.
 Cure in the oven at 150°C for 1 h.
5. Depending on the application of the FET different glues can be used
 PDMS 96-083 (DOW CORNING®96-083, Dow Corning cooperation, Midland,
USA): Can be used for all types of cell but is limited in stability. Can swell
under cell culture environment and bonds might rip off or break.
 Medical epoxy 302-3M (EPO-TEK 302-3M, Epoxy Technology, Billarica, USA):
Very stable but can only be used for neuronal cultures. Should be used for chips
that are exposed to culture medium for more than a few days in row. Cleaning
is easier to perform.
PDMS 96-083 Medical epoxy 302-3M
Mixing Ratio 10 : 1 100 : 45
Curing Temperature 150°C RT–80°C
Curing Time 1 h 1–3 h
Storing time after mixing days at −20°C less than 1 h
6. Glue funnel and outer glass-ring to the chip, cure in oven.
7. Fill the space between funnel and glass-ring over the carrier with glue and cure in
oven.
A.2.2. Cleaning and activation
The cleaning procedure was adapted from Offenha¨usser et al. [172] with slight modifica-
tions. Briefly, it was performed as follows:
1. Remove the remains from previous cell cultures mechanically from the chip by rubbing
the surface with cotton buds soaked in 70 % ethanol.
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(a) Bondplan 28 pin carrier
S
B
1
B
S
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(b) Bondplan 68 pin carrier
Figure A.5.: Bondplan for the two main carriers used in the institute.
116 Appendices
2. Clean the chips’s surface by sonication in a detergent solution (2 % v/v Hellmanex,
Helma GmbH, Mu¨llheim, Germany) for 5 min.
3. Remove the detergent with desalted water.
4. Sonicate the chip in bidest water for 5 min.
5. Activate (formation of OH groups at the surface) and clean the surface by either:
 25 % (v/v) sulfuric acid solution at 80◦ C for 30 min. Finally, remove the acid
and clean the chips once more with Milli-Q water and sonication for 5 min. This
method should be used for FET chips.
or
 Plasma treatment (O2, 0.7 mbar, 40 % power)(Plasma Oven Pico, diener elec-
tronic, Nagold, Germany). Might destroy FETs but can be applied to MEAs
without restrictions.
6. Sterilize chips with ethanol (70 %) for 10 min or UV-light for 15 min.
7. Culture cells as explained in section A.1
A.2.3. Coating
This section deals with different techniques used for creating cell-adhesion layers of pro-
tein or peptides on the devices. Besides homogenous coatings, micro-contact printing is
discussed.
A.2.3.1. Physisorbed
In order to promote adhesion of the cells to the substrate the chips were pre-treated with
the respective proteins depicted in table A.6. The chips were incubated for 40–60 min
followed by a washing step with the respective solvent.
A.2.3.2. Covalent Coupling
Besides physisorption of proteins to the surface, covalent coupling was also used. Better
long-term stability and the possibility to immobilize small peptides and subsequent reduc-
tion of the cleft hight made it the method of choice for advanced patterning. Peptides
can be coupled either via aminosilane (APTES) in combination with a heterobifunctional
crosslinker (sulfo-GMBS) or directly via epoxysilane (GPTES).
Aminosilanization and peptide coupling
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Table A.6.: Chip coatings for different cell types
Cell Type Coating Concentration Solvent
poly(D)lysine 10µg / ml
Rat Cortical Neurons & GBSS
extracellular matrix-proteins 1 / 100 dillution of stock
HEK 293 poly(L)lysine 50µg / ml Bidest.
gelatine 0.02 % (w / v)
HL-1 & Bidest.
fibronectin 5µg / ml
1. Clean and activate the samples as explained in section A.2.2.
2. Transfer sample into the glove box.
3. Put the sample into the dessicator and add a small drop (10µl) of aminosilane
(APTES) to the silane chamber.
4. Evacuate dessicator to a final pressure of 45 mbar and incubate for 1 h.
5. Remove the samples from glove box and wash with bidest. water.
6. Silanization can be checked via contact angle measurements. The expected contact
angle of APTES is about 50–70°.
7. Use ethanol (70 %, 10 min) to sterilize sample.
8. Couple the crosslinker to the amine group of the silane:
 Dissolve the sulfo-GMBS crosslinker in the reaction buffer PB 8.2 (see B.2) at
a concentration of 1 mM under sterile conditions. Due to hydrolysis this should
be done directly prior to application.
 Cover the sample completely with crosslinker solution and incubate for 1 h.
 Wash with PB 8.2
 Wash twice with bidest. water.
 Dry samples.
9. Couple thiol containing peptide to the crosslinker.
 Dilute the peptide in a concentration of 5µM in PB 7 (see B.2).
 Cover the samples with peptide solution and incubate for 1 h at RT.
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 Wash with PB 7.
Peptides can also be aligned to the chips by means of aligned-micro contact printing (µCP).
For this purpose the stamps were incubated in the peptide solution for at least 3 hours at
4°C, followed by aligned-µCP as explained in section A.2.4
Epoxysilanization and peptide / protein coupling
1. Clean and activate the samples as explained in section A.2.2.
2. Transfer the samples to the glove box.
3. Heat the ceramic plate of the dessicator to ≈ 200°C. Heat the silane beaker and put
it into the dessicator.
4. Put the sample into the dessicator and add a small amount (100µl) of epoxysilane
(GPTES) to the silane beaker.
5. Evacuate the dessicator to a final pressure of 5 mbar and incubate for 1 h.
6. Remove the samples from the glove box and wash them with bidest. water.
7. Silanisation can be checked via contact angle measurements. The expected contact
angle of GPTES is about 50°.
8. Use ethanol (70 %, 10 min) to sterilize the sample.
9. Couple peptide or protein to the silane. No thiol group is needed as the amine group
—which is present in any protein— can be bound.
 Dilute the peptide / protein in the respective working concentration of 5µM / 10µg / ml
in PB 8.2, respectively (see B.2).
 Cover the sample with peptide / protein solution and incubate for 1 h at RT.
 Wash with PB 8.2.
Peptides / proteins can also be aligned to the chips by means of aligned-µCP. For this
purpose the stamps were incubated in the respective peptide / protein solution for at least
3 hours, followed by aligned-µCP as explained in section A.2.4
A.2.4. Aligned microcontact printing
In order to position cells on the sensor spots in a controlled manner aligned-µCP can be
used. Proteins or peptides were transfered to the device in a patterned way via a stamp
and cell culture was performed. Printing can be done in a physisorbed way or the molecules
can be coupled covalently to the culture surface.
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A.2.4.1. Stamp production
The negative structure of the stamps was “engraved” into a silicon master. This master
was silanized with fluorosilane in order to be able to strip off the cured polymer in further
steps. Production of the master is not discussed in this section but can be found at Vogt
et al. [177]. For stamping of molecules to a flat surface the stamp has to be designed in a
way that it is on the one hand easy to fabricate and on the other hand no sagging occurs
at normal stamping pressure. The stamp design for our standard FETs and MEAs can
be seen in Figure A.6(a). 12µm nodes are interconnected with their 8 neighbors via 4µm
wide lines. The internode distance is 200µm, same as for the pitch of the recording sites.
(a) Structure of the stamp (in-
ternode distance corresponds to
200µm)
(b) Mounted stamp (c) Stamp aligned to FET
Figure A.6.: Various views of the stamp
The stamp is produced in a few simple steps:
1. Clean the silicon master with ethanol (70 %), dry with a stream of N2 and mount it
to the teflon holder.
2. Pour PDMS (ratio: 1 : 5) onto the master and cure in the oven at 60°C for 3 h. The
thickness should be around 2–5 mm.
3. Strip off the PDMS layer and punch out small cylinders. The diameter of the cylinders
should be around 2 mm for FET stamps and can be bigger (up to 5 mm) for MEAs.
4. Glue glass cylinders (diameter: 2 mm, hight: 3 mm) into a glass petri-dish with PDMS
(ratio: 1 : 10) and glue the stamp cylinders to the top of them. Apply gentle pressure
to ensure that they are not tilted.
5. Cure the stamps in the oven for 1 hour at 110°C.
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The stamps can be sterilized with Ethanol (70 %). Prior to usage they can easiely be
removed from the petri-dish with tweezers.
A.2.4.2. Preparation for stamping
Depending on the molecule stamped and the technique used, different types of prearrange-
ment have to be made. The different combinations are given in Table A.7.
Table A.7.: Different parameters for aligned-µCP depending on coupling type and molecule.
Coupling type Solvent Incubation time SDS treatment
Physisorption molecule specific 1 h optional
Aminosilane + s-GMBS PB 7 1 h Yes
Epoxysilane PB 8.2 > 5 s Not necessary
For molecules that are difficult to stamp (absorption to stamp or transfer to substrate)
the stamp can be treated with SDS prior to usage. Therefore the stamp was incubated in
10 % SDS for 5 min in ultrasound and 5 further minutes without ultrasound. Then it was
washed in bidest. water and incubated in printing solution. The SDS release layer formed
on the stamp surface enables higher protein transfer but might also denature the stamped
molecules. The proteins were diluted in their respective solvents to their standard working
concentration (for the proteins used that can be found in Table A.6). Peptides were diluted
to a concentration of 5µM.
A.2.4.3. Stamping
Stamping was done with the fineplacer (A.2(b)) and the basic principle was taken from
Lauer et al. [135]. Two planar surfaces can be aligned with respect to each other even if
they are non-transparent like the FET chips. Stamping is performed in three steps:
1. Attach the stamp to the holder of the fineplacer via underpressure. Align it to the
chip that is positioned underneath the microscope. X,Y as well as rotation can be
controlled with an accuracy of≈1µm (see Figure A.7(a)).
2. Place the stamp onto the chip. Control the pressure with the balance under the chip
(see Figure A.7(b)).
3. Release the underpressure. The stamp is now positioned on the chip. Chip and stamp
can be removed and incubation time of the stamp can be adapted to the needs of the
linking technique and molecule used (see Figure A.7(c)).
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(a) Alignment of stamp and
substrate.
(b) Stamping is performed with
defined pressure.
(c) Release of the stamp and in-
cubation on chip.
Figure A.7.: Stamping schematics. The three main steps of aligned-µCP are depicted: Align-
ment, stamping and release.

B. Buffer solutions and Chemicals
B.1. Phosphate Buffered Saline (PBS)
Table B.1.: Recipe Phosphate Buffered Saline
Reagent Concentration
NaCl 137 mM
KCl 2.7 mM
Na2HPO4 8.1 mM
KH2PO4 1.47 mM
Reagents dissolved in H2O (bidest). Adjusted to pH 7.4.
B.2. Phosphate Buffer 7.0 / 8.2 (PB 7, PB 8.2)
Table B.2.: Solutions used for phosphate buffer
Solution A (50mM) NaH2PO4
Solution B (50mM) Na2HPO4
Solution A and B are titrated into each other to reach the respective pH of 7.0 or 8.2
Solutions are sterile filtered after preparation.
B.3. Extracellular Patch-Clamp Solution
Reagent Concentration
NaCl 125 mM
KCl 3 mM
MgCl2 1 mM
HEPES 10 mM
CaCl2 2 mM
Glucose 10 mM
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Reagents dissolved in H2O (bidest). PH 7.3 adjusted with 1 mM NaOH.
B.4. Intracellular Patch-Clamp Solution
Reagent Concentration
KCl 120 mM
NaCl 2 mM
MgCl2 4 mM
HEPES 10 mM
EGTA 0.2 mM
Na-ATP 4 mM
Reagents dissolved in H2O (bidest). PH 7.3 adjusted with 1 mM KOH.
B.5. Chemicals
If not stated otherwise, all chemicals were puchased from Sigma (Sigma-Aldrich Chemie
GmbH, Taufkirchen, Germany).
B27 Invitrogen GmbH
Blasticidin Invitrogen GmbH
FBS Invitrogen GmbH
HBSS (+Ca2+,+Mg2+) Invitrogen GmbH
HBSS (-Ca2+,-Mg2+) Invitrogen GmbH
KH2PO4 Carl Roth GmbH
NB medium Invitrogen GmbH
NaHCO3 Merck KGaA
NaHPO4 Carl Roth GmbH
Na2HPO4 Carl Roth GmbH
NaH2PO4 Carl Roth GmbH
Neurobasal Medium Invitrogen GmbH
Zeocin Invitrogen GmbH
C. Abbreviations
C.1. Terms
7TM 7 trans membrane
AA amino acids
AAV adeno-associated virus
AM attached membrane
AP action potential
APTES 3-aminopropyl-triethoxysilane
ATP adenosine-5’-triphosphate
ChR2 channelrhodopsin
CMOS complementary metal oxide semiconductor
CNS central nervous system
CVD chemical vapor deposition
DIC Differential Interference Contrast
DMEM Dulbecco’s modified Eagle’s medium
DNA deoxyribonucleic acid
ECM extracellular matrix
EDTA ethylenediaminetetraacetic acid
EEC electrical equivalent circuit
EEG electroencephalography
EPSP excitatory postsynaptic potential
ERP effective refractory period
eYFP enhanced yellow fluorescent protein
FET field-effect transistor
FM free membrane
fMRI functional Magnetic Resonance Imaging
G gate
GMO genetically modified organism
GPC G-protein coupled
GPCR G-protein coupled receptor
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GPTES 3-glycidoxypropyltrimethoxysilane
HBSS Hanks balanced salt solution
IPSP inhibitory postsynaptic potential
ISFET ion sensitive field-effect transistor
LERP light elongated refractory period
MEA micro electrode array
MEM minimal essential medium
MOSFET metal oxide semiconductor field-effect transistor
MTA multi transistor array
mRNA messenger ribonucleic acid
µCP micro-contact printing
NB neurobasal
NMOS negative channel metal oxide semiconductor
NMR nuclear magnetic resonance
NpHR Halorhodopsin
ONO oxide-nitride-oxide
OP operating point
PBS Phosphate Buffered Saline
PC personal computer
PDL poly(D)lysine
PDMS polydimethylsiloxane
PET positron emission tomography
PCB printed circuit board
PLL poly(L)lysine
PMOS positive channel metal oxide semiconductor
PNS peripheral nervous system
RE reference electrode
REP rough endoplasmatic reticulum
RT room temperature
S source
SEM scanning electron microscope
SFO step function opsin
SGFET solution-gate field-effect transistor
TS Transfection solution
USB universal serial bus
WE working electrode
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C.2. Formula Signs
cgs gate-source capacitance
CAM capacitance of the attached cell membrane
cM specific membrane capacitance
Cox gate oxide capacitance per unit area
Csense capacitance of the sensing area
Ei equilibrium potential for ion i
E0i reversal potential of ions i in the bulk solution
EJ0i reversal potential of ions i in the cleft
F Faraday constant
gM specific membrane conductivity
gm transconductance
Gi conductivity for ion i
GJ seal conductance
GJMi conductivity of the junction membrane for ions i
[i]in/out ion concentration on the inside / outside of a cell
ID drain current
IM current through cell membrane
L gate length
Pi permeability for ion i
R gas constant
T temperature
vgs gate-source voltage
VM cell membrane potential
VDS drain-source voltage
VGS gate-source voltage
Vin input voltage of a circuit
VJ junction potential
Vout output voltage of a circuit
VTh threshold voltage
W gate width
zi valence of ion i
εox dielectric constant of gate oxide
µn electron mobility
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Summary
Non-invasive and reliable communication with electrogenic cells is comprised of several
techniques from different fields of research.
Cellular signals need to be sensed and recorded utilizing extracellular recording devices with
a temporal resolution that is higher than the duration of a single action potential (AP).
Furthermore, the cells need to be situated in close proximity to the device and grow with a
level of complexity that is low enough to follow connectivity and understand behavior, but
is still complex enough to show plasticity and maturation. Finally, communication must
be bi-directional, such that a defined, precise, and non-invasive input, can be combined
with the interfacing setup.
In this thesis, all the above mentioned challenges of cell transistor coupling were faced. A
new recording device was built based on diamond substrates. The feasibility of diamond
for electronic devices used in cell transistor coupling was demonstrated by recording from
HL-1 cells. The ability to interface single cells was shown by recording from HEK cells
that were synchronously patch-clamped.
In addition, the generation of defined neural networks was tackled, and patterned, low
density neural networks were generated on chip via aligned micro-contact printing. In or-
der to improve the durability of the pattern generated, a covalent coupling chemistry for
binding cell adhesion molecules was developed. Epoxy silane enabled one step coupling of
biomolecules to the surface, providing cell repellent background in uncovered epoxysilane
areas. Employing small peptides with cell adhesion properties minimized the cell adhesion
layer. Thus, the cells should grow closer to the surface and the recording properties should
be improved.
Finally, next to recording from cells, the combination of a defined input into cellular net-
works with multisite recording was part of the research performed during this thesis. HL-1
cells were genetically engineered to express channelopsin. In combination with retinal, the
light triggered cation permeable channelrhodopsin forms. A setup for defined stimulation
of single spots was built. The cells were successfully depolarized using light and subse-
quently action potentials were evoked. Furthermore, the inhibition of action potentials by
increasing the time of the refractory period was demonstrated. Thus, the proof of prin-
ciple for combined light stimulation and extracellular recording was performed and the
high spatiotemporal resolution of this system, which is faster than single AP events, was
demonstrated.
Combined, this work brings together biology, electronics, materials science, and chemistry
to advance the bidirectional communication with simplified networks of electrogenic cells.
At the level of recording devices, new materials have been shown capable of detecting cell
signals. New methods for interfacing with these materials have been developed with a
process that is applicable to other extracellular recording devices as well, while overcoming
the challenges of low density cell networks in culture. Finally, a setup was built to integrate
non-invasive, light-based cell stimulation with various extracellular recording facilities.
Zusammenfassung
Erfolgreiche, nicht invasive, Kommunikation mit elektrogenen Zellen beno¨tigt die Zusam-
menarbeit verschiedenster wissenschaftlicher Felder. Zellula¨re Signale, genauer Aktions-
potentiale, mu¨ssen zeitlich aufgelo¨st beobachtet und aufgezeichnet werden. Hierzu werden
Biosensoren fu¨r extrazellula¨re Ableitungen verwendet. Fu¨r eine erfolgreiche Kopplung mu¨s-
sen sich die Zellen in ra¨umlicher Na¨he zu der Ableitstelle befinden und auf einer Ebene
miteinander verknu¨pft sein, die zwar analysierbar ist, jedoch komplex genug um Pha¨nome-
ne wie Plastizita¨t zu zeigen. Zu einer wahren Kommunikation geho¨rt, neben der Ableitung
der zellula¨ren Signale, auch das Einbringen von Information in das Netzwerk. Diese Stimu-
lation sollte pra¨zise, unscha¨dlich und mit dem Versuchsaufbau kombinierbar sein.
In der vorliegenden Arbeit wurden all diese Herausforderungen der Zell-Transistor Kopp-
lung behandelt. Ein neuer, auf Diamantsubstraten basierender, Transistorchip wurde ent-
wickelt und erfolgreich an HL-1 Zellen getestet. Weiterhin wurde auch die Mo¨glichkeit von
Einzelzellableitungen anhand von HEK Zellen demonstriert und parallel mittels der Patch-
Clamp Technik kontrolliert.
Neben Ableitungen wurde die Generierung von neuronalen Netzwerken behandelt. Definier-
te neuronale Netze mit niedriger Zelldichte wurden mit Hilfe von “micro-contact printing”
auf Chips angeordnet. Zur Verbesserung der Lebensdauer wurde eine Chemie zum kova-
lenten Anbinden von Adha¨sionsmoleku¨len entwickelt. Epoxysilan ermo¨glichte die direkte
Kopplung von aufgebrachten Proteinen und bot gleichzeitig, an Stellen ohne Protein, einen
zellabweisenden Hintergrund. Durch das Anbinden von kurzkettigen Peptiden wurde die
Zelladha¨sionsschicht in ihrer Dicke minimiert. Hierdurch sollten die Zellen na¨her an der
Oberfla¨che wachsen und die Ableitung verbessert werden.
Schließlich wurde die Stimulation von Netzwerken in Kombination mit extrazellula¨ren Ab-
leitungen untersucht. HL-1 Zellen wurden gentisch so vera¨ndert, dass sie Channelopsin
exprimierten. In Verbindung mit Retinal formte sich der lichtinduzierbare Kanal Channel-
rhodopsin Es wurde ein Aufbau entwickelt, der das gleichzeitige Aufnehmen der zellula¨ren
Signale in Kombination mit der Lichtstimulation ermo¨glichte. Einzelzellen konnten mittels
eines Lasers ra¨umlich und zeitlich pra¨zise stimuliert werden. Die Zellen wurden erfolgreich
mit Hilfe des Lasers depolarisiert und lo¨sten Aktionspotentiale aus. Weiterhin wurde, neben
der Stimulation von Aktionspotentialen auch die mo¨gliche Verla¨ngerung der Refrakta¨rzeit
demonstriert. Hierdurch wurde zum ersten Mal eine mo¨gliche Kombination von extrazellu-
la¨ren Ableitungen mit Lichtstimulation demonstriert, wobei die zeitliche Auflo¨sung besser
was als die, einzelner zellula¨rer Events.
Zusammengefasst kann man sagen, dass die vorliegende Arbeit Biologie, Elektrotechnik,
Materialwissenschaften und Chemie zusammenbringt um die bidirektionale Kommunikati-
on mit einfachen Netzwerken elektrogener Zellen voranzutreiben. Auf der Ebene der Ab-
leitungen wurde ein neues, biokompatibles Material eingefu¨hrt und erfolgreich getestet.
Weiterhin wurden neue Methoden zur Herstellung definierter neuronaler Netzwerke auf
Chips entwickelt und ein Aufbau zur Kombination der Techniken mit einer nicht invasiven,
Licht basierten Stimulationsmethode entworfen, gebaut und getestet.
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mir zu diskutieren.
Dr. Simone Meffert Danke! Fu¨r alle Freiheiten die ich hatte und das Vertrauen das Du mir entgegenge-
bracht hast.
Prof. Sven Ingebrandt Sven, obwohl du offiziell nicht fu¨r mich verantwortlich warst, mo¨chte ich mich bei
dir fu¨r all die guten Ratschla¨ge und die stete Unterstu¨tzung bedanken.
Stefan Feuer frei, 3 Jahre haben uns verbunden, ich hoffe es wird die na¨chsten 50 so bleiben, egal was
kommt.
Rit DU bist ein Schatz, DANKE!
Vanessa What to say. . . words are not enough. Thanks.
Marko Ich hoffe du vergisst nicht das “gemeine” Volk wenn du mal Bu¨rgermeister bist ;-)
Martina Sei konsequent und dir sicher, dass ich immer ein offenes Ohr fu¨r dich habe.
Thang I wish you all the best. Thanks for being a friend.
Bernhard Du kannst dir nicht vorstellen wie froh ich bin bei dir “untergekommen” zu sein. Danke fu¨r
deinen unermu¨dlichen Einsatz und deine ehrliche Begeisterung!
Nils, Sandra, Janis, Soshi, Michael & Jan Ihr seid tolle Arbeitskollegen! Danke fu¨r eine scho¨ne Zeit im
Institut.
Martin Piggy Grippales und die NRR werden immer einen Platz bei mir haben...
Enno Ich bin Stolz deine Arbeit in Seattle pra¨sentiert zu haben, weiter so! Ich freue mich auf unsere
weitere Zusammenarbeit.
Frank & Mathieu Ihr zwei habt mir den Einstieg ins Institut nicht nur erleichtert, sondern ich habe auch
gute Freunde in euch gefunden. Eure Ideen und Anregungen haben meine Arbeit sehr beeinflusst.
Danke fu¨r alles!
Markus, Moritz & Jose Danke ihr “Bayernsputtel”. Thanks for pushing me. . .
Dirk Du Kaffeegott hast mir nicht nur einige wache Morgende beschert sondern auch viele nette Gespra¨che
– nicht nur in der Teeku¨che.
Niklas Deine Art die Welt zu sehen war immer eine Inspiration.
Maren Danke, dein La¨cheln macht gute Laune!
David, Inka & dem IBN-4 Es ist toll so nette “Nachbarn” zu haben.
Susanne Champagnertru¨ffel hab ich keine, deshalb vielen Dank fu¨r all deine Hilfe!
Herrn Strobel und seinem Team Danke, fu¨r die schnelle und unkomplizierte Umsetzung all meiner Ideen.
TAE Danke fu¨r die schnelle Hilfe bei all meinen Problemen.
Pam Was soll ich sagen, Danke! Du hast meinen Weg lange begleitet und warst mir immer eine Inspiration
und Stu¨tze.
Frank Der erste Teil unserer “Ausbildung”, den wir nicht gemeinsam verbracht haben. Danke fu¨r die Un-
terstu¨tzung aus der Ferne.
Meinen Freunden Ihr habt unermu¨dlich an mich geglaubt und mir jeden Fehler verziehen. Ihr seid die
Besten!
Katrin Meine “kleine” Schwester, danke fu¨r alles, auch du wirst mit Sicherheit deinen Weg gehen – ich
glaube an dich!
Lu und Ju¨rgen Neben der gern erwa¨hnten finanziellen und moralischen Unterstu¨tzung verdanke ich euch
alles was mich hierher gefu¨hrt hat. Ihr habt immer an mich geglaubt und mich mit allem unterstu¨tzt.
Vielen, vielen Dank!
