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Abstract
In this paper, a finite element error analysis is performed on a class of linear and nonlinear
elliptic problems with small uncertain input. Using a perturbation approach, the exact (ran-
dom) solution is expanded up to a certain order with respect to a parameter that controls the
amount of randomness in the input and discretized by finite elements. We start by studying
a diffusion (linear) model problem with a random coefficient characterized via a finite number
of random variables. A priori and a posteriori estimates of the error between the exact and
approximate solution are given in various norms, including goal-oriented error estimation. The
analysis is then extended to a class of nonlinear problems. We finally illustrate the theoretical
results through numerical examples, along with a comparison with the Stochastic Collocation
method in terms of computational costs.
1 Introduction
Partial differential equations (PDEs) are widely used for modelling problems in many fields such as
physics, biology or engineering. Nowadays, uncertainty is often included in mathematical models
arising from the simulation of complex systems. The uncertainty can reflect an intrinsic variability of
the system or our inability to adequately characterize all the input, due for instance to experimental
measurements. It can occur in the input data, the geometry, the boundary conditions, the initial
condition or combinations of them. One way to model such uncertainties is to use probability
theory, characterizing the uncertainties by random variables or more generally by random fields.
Much effort has thus been put into the development of methods for solving PDEs with random
input. Other than Monte-Carlo (MC) type methods, which regroup among others the standard MC
(see [1] for instance), the quasi-MC [2, 3] and the multi-level MC [4–6] methods, we can mention
the stochastic spectral methods comprising the Stochastic Galerkin (SG) [7–11] and the Stochastic
Collocation (SC) [9, 12–15] methods. These methods exploit the possible regularity of the solution
with respect to the random input combining the generalized Polynomial Chaos (gPC) expansion
of the solution with a Galerkin projection or an interpolation procedure. In both methods, an
approximation in the physical space can be obtained using for instance the Finite Element (FE)
method. An a posteriori error estimate in the energy norm for the SG-FEM is derived in [16, 17],
where adaptive refinement algorithms are proposed for both stochastic and physical spaces. In
the algorithm proposed in [17], the refined mesh is the same for all generalized polynomial chaos
(gPC) modes, contrary to the one in [16] where the refinement procedure is applied independently
for each mode. For the SC-FEM method, an a priori error estimation is given in [12] but, to our
knowledge, no a posteriori error estimator for the whole solution in suitable norms has been derived
yet. Recently, a posteriori error estimations for a specific quantity of interest have been developed.
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Goal-oriented error estimators can be found in [18–20] for the SG method and in [21] for the SC
method.
This work is focused on PDEs with small uncertainties (for instance the linear model problem
−div(a∇u) = f with a = a0 + ε(a1Y1 + ... + aLYL) where ε is small and Y1, ..., YL are random
variables). We therefore follow a different path and adopt a perturbation approach (see e.g. [22,23])
expanding the stochastic solution u as
u(x, ω) := u0(x) + εu1(x, ω) +O(ε2) (1)
where ε is a parameter controlling the magnitude of uncertainty in the input which is assumed to be
small. Uncoupled problems can be derived to find the deterministic part u0 and the stochastic one
u1 (and higher order terms), the error analysis being performed in various norms. The main goal of
this paper is then to derive a posteriori estimates for the error between the exact (random) solution
u and certain approximations to be defined. For instance, if we write u0,h the FE approximation
of u0, then we will show that the error u− u0,h splits into two parts. More precisely, we will derive
an a posteriori error estimator of the form
‖u− u0,h‖ ≤ C
(
η1(h)2 + η2(ε)2
) 1
2 ,
with the norm ‖ · ‖ to be defined and where η1 and η2 are deterministic quantities that depend only
on u0,h and the input data. Therefore, by solving only one deterministic problem we directly know
how much of the error is due to the space discretization and how much is due to the uncertainty.
This information is given respectively by η1 and η2. This estimator, easy and cheap to compute,
can then be used to determine a mesh size yielding comparable accuracy in h and ε. The next term
u1,h (and then higher order terms) can then be added to get better accuracy in ε.
We mention that the a posteriori error estimator that we obtain for u− u0,h in this work have
similarities with the one derived in [24], although the context of the two papers is quite different.
In [24] the authors derive an adaptive finite element method for elliptic PDEs with discontinuous
coefficients. The proposed algorithm takes into account the error due to FE approximation but also
the effect of replacing the discontinuous input data by some piecewise polynomial approximation,
which plays the same role as a0 in our setting. More precisely, before applying a standard AFEM to
the problem, the mesh is first refined so that the discontinuous input are approximated by piecewise
polynomials with a prescribed accuracy. The specific form of the uncertain input we consider here,
see (3), allows us to increase the accuracy in ε by adding terms in the expansion (1) of u.
This paper is organized as follows. In Section 2, a diffusion model problem with homogeneous
Dirichlet boundary conditions and random diffusion coefficient is studied. The diffusion coefficient
is assumed, among others, to be expanded as a finite sum which depends on independent random
variables of zero mean and finite variance. Error analysis in H10 and L2 norms in the physical
domain, as well as goal-oriented error estimation, is performed when the exact (random) solution u
is approximated by the (deterministic) FE approximation of u0. Then, the error between u and the
FE approximation of u0 + εu1 is considered, before giving a generalization for an approximation of
arbitrary order in ε. The theory is then extended to nonlinear problems in Section 3. In Section
4, a comparison of the computational costs for the Stochastic Collocation method and the one
presented here is performed. Finally, Section 5 is devoted to numerical examples used to illustrate
and validate the theoretical results.
2 A linear model problem
We first study a diffusion problem with random diffusion coefficient. Well-posedness and (a priori,
a posteriori) error estimates are proved in several norms.
2.1 Problem setting
Let D be a bounded polyhedral domain in Rd, d = 1, 2, 3, and (Ω,F , P ) a complete probability
space, where Ω is the set of outcomes, F ⊂ 2Ω is the σ-algebra of events and P : F → [0, 1] is a
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probability measure. The following problem is considered
find u : D × Ω→ R such that P−almost everywhere (in other words almost surely):{
−div (a(x, ω)∇u(x, ω)) = f(x) in D
u(x, ω) = 0 on ∂D.
(2)
For simplicity, the right-hand side f is supposed to be deterministic, f ∈ L2(D), but the case
of stochastic forcing term could be considered as well adding no real difficulty. Note that the
divergence and gradient operators apply only on x, the physical space variable.
The following assumptions (see [7,12,25] for instance) are made on the random diffusion coeffi-
cient a to ensure, among others, the well-posedness of the problem.
(A1) coercivity and continuity: a is bounded and uniformly coercive, i.e. there exist two real
constants 0 < amin ≤ amax <∞ such that
P (amin ≤ a(x, ω) ≤ amax,∀x ∈ D) = 1.
(A2) finite dimensional noise: a can be parametrized with Lmutually independent random variables
a(x, ω) = a(x, Y1(ω), Y2(ω), ..., YL(ω)). More precisely, we assume that a can be expanded as
a(x, ω) = a0(x) + ε
L∑
j=1
aj(x)Yj(ω), (3)
where the (Yj)Lj=1 are independent random variables of zero mean and finite variance σ2.
Assuming aj ∈ L∞(D) for j = 0, 1, ..., L is enough to ensure the well-posedness of the problem;
however, in what follows, we will assume more regularity, namely aj ∈W 1,∞(D), j = 0, ..., L,
in order to avoid difficulties that are beyond the scope of this paper. We refer to [26] for a
derivation of a posteriori error estimation in the case of discontinuous coefficient.
Notice that as a consequence of assumption (A1), the random variables Yj , j = 1, ..., L, have to be
bounded almost surely.
Remark 2.1. The characterization (3) of the random input can be achieved using, for instance, a
(truncated) Karhunen-Loève type expansion [27, 28]. Note that in this paper, we do not take into
account the error made when the random input is approximated via a finite number of random
variables, i.e. we assume that the random diffusion coefficient of problem (2) is accurately described
by (3).
The stochasticity of the problem can therefore be parametrized by the random vector y(ω) =
(Y1(ω), ..., YL(ω)). For j = 1, ..., L, let Γj denote the bounded image in R of the random variable
Yj , i.e. Γj := Yj(Ω), and write ρj : Γj → R+ its probability density function. Thanks to the
independence of the random variables, the joint density function ρ : Γ → R+ of the random
vector y is then given by ρ(y) =
∏L
j=1 ρj(Yj), where Γ = Γ1 × Γ2 × · · · × ΓL. By definition, the
expected value of any measurable function g : Γ→ R is then E[g] = ∫Γ g(y)ρ(y)dy. The probability
space (Ω,F , P ) can thus be replaced by (Γ, B(Γ), ρ(y)dy), where B(Γ) is the Borel σ-algebra on
Γ and ρ(y)dy is the distribution measure of the random vector y [29]. Due to the Doob-Dynkin
lemma (see [25, p.6] for instance), the solution u is a function of the random variables Yj , i.e.
u(x, ω) = u(x,y(ω)).
The stochastic elliptic boundary value problem (2) can now be written in the following deter-
ministic parametric form
find u : D × Γ→ R such that for almost every y ∈ Γ we have{
−div (a(x,y)∇u(x,y)) = f(x), x ∈ D
u(x,y) = 0, x ∈ ∂D. (4)
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The weak solution of problem (4) can either be seen as a function in the tensor space H10 (D)⊗
L2ρ(Γ) or in the Bochner space L2ρ(Γ;H10 (D)), which are isomorphic (see [7]). We adopt here the
second point of view. Let H10 (D) be endowed with the seminorm H1(D), i.e.
‖v‖H10 (D) := ‖∇v‖L2(D) =
(∫
D
|∇v|2
) 1
2
.
The point-wise weak form of problem (4) reads
find u(·,y) ∈ H10 (D) such that
A(u(·,y), v;y) = F(v) ∀v ∈ H10 (D), for almost every y ∈ Γ, (5)
where
A(u(·,y), v;y) =
∫
D
a(x,y)∇u(x,y) · ∇v(x)dx, (6)
F(v) =
∫
D
f(x)v(x)dx. (7)
Thanks to Lax-Milgram’s lemma, the coercivity and continuity assumptions on a ensure the well-
posedness of problem (5). Indeed, since a is bounded from below and above almost surely, the
bilinear form A is continuous and coercive with constant of continuity and coercivity given re-
spectively by amax and amin. Furthermore, the linear (deterministic) functional F is continuous,
with constant of continuity equal to CP ‖f‖L2(D), where CP denotes the constant in the Poincaré
inequality. Therefore, the random solution u of problem (5) satisfies almost surely
‖∇u‖L2(D) ≤ CP
amin
‖f‖L2(D). (8)
From now on, we assume ε in (3) to be small and expand the solution u with respect to ε up to
a certain order N ∈ N
u(x,y(ω)) = u0(x) + εu1(x,y(ω)) + ...+ εNuN (x,y(ω)) +O(εN+1). (9)
Inserting the latter expansion into (4) and keeping the O(1) term with respect to ε yields the
problem
find u0 : D → R such that{
−div (a0(x)∇u0(x)) = f(x), x ∈ D
u0(x) = 0, x ∈ ∂D.
(10)
Then, searching u1(x,y(ω)) =
∑L
j=1 Uj(x)Yj(ω) and keeping O(ε) terms in (4) yields the L prob-
lems
find Uj : D → R such that{
− div (aj(x)∇u0(x) + a0(x)∇Uj(x)) = 0, x ∈ D
Uj(x) = 0, x ∈ ∂D
j = 1, ..., L, (11)
in which the solution u0 of problem (10) is needed. Notice that for j = 1, ..., L, the function
Uj is related to ∂u(x,y0)∂yj with y0 = 0. Similarly, we can use the solutions Uj , j = 1, ..., L, of
problem (11) to compute the deterministic part of the next term in the expansion (9), which in
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turn is related to the second derivatives ∂
2u(x,y0)
∂yj∂yk
, j, k = 1, ..., L. Indeed, if we write u2(x,y(ω)) =∑L
j,k=1 Ujk(x)Yj(ω)Yk(ω), keeping the O(ε2) terms in (4), we get the L2 problems
find Ujk : D → R such that{
−div (aj(x)∇Uk(x) + a0(x)∇Ujk(x)) = 0, x ∈ D
Ujk(x) = 0, x ∈ ∂D
j, k = 1, ..., L. (12)
Remark 2.2. We will prove in sections 2.2, 2.3 and 2.4 that
u− u0 = O(ε), u− (u0 + εu1) = O(ε2) and u− (u0 + εu1 + ε2u2) = O(ε3).
The solution to the deterministic problems (10), (11) and (12) can be approximated using for
instance the finite element method. For any h > 0, let Th be a family of partitions of D into
d-simplices (intervals, triangles, tetrahedra) K of diameter hK ≤ h. Unless otherwise stated, we
will always consider shape regular (see [30]) meshes of D, i.e. decompositions such that there exists
a constant c > 0 satisfying
hK
ρK
≤ c ∀K ∈ Th,∀h > 0
where ρK = sup{diam(B) : B is a ball contained in K}. Let Vh ⊂ H10 (D) be the space of continu-
ous, piecewise linear finite element functions associated to Th that vanish on ∂D, that is
Vh := {vh ∈ C0(D¯) : vh K ∈ P1 ∀K ∈ Th} ∩H10 (D),
where P1 is the set of polynomials of degree less or equal to 1.
In the derivation of a priori and a posteriori error estimates, we will need an interpolant operator
which maps H10 (D) to Vh, along with interpolation error bounds. We distinguish the cases d = 1
and d = 2, 3. For the one-dimensional case, any function of H10 (D) is continuous thanks to Sobolev
embedding theorem. Therefore, the Lagrange interpolant operator rh : C0(D¯)→ Vh, which requires
point value evaluations, is well-defined and satisfies the following error bounds: there exists a
constant C > 0 such that ∀h > 0, ∀K ∈ Th and all v ∈ H10 (D) we have
‖v − rhv‖L2(K) ≤ ChK‖v′‖L2(K) (13)
and for all v ∈ H2(D)
‖v − rhv‖L2(K) + hK‖v′ − (rhv)′‖L2(K) ≤ h2K‖v′′‖L2(K).
For the case d = 2, 3, the functions of H2(D) are continuous and we have the following error bound
(see [30,31] for instance) based on the Bramble-Hilbert lemma: there exists a constant C > 0 such
that ∀h > 0, ∀K ∈ Th and all v ∈ H2(K) we have
‖v − rhv‖L2(K) + hK‖∇(v − rhv)‖L2(K) ≤ Ch2K |v|H2(K). (14)
In general however, such regularity might not be reached by the solution of problem (5), since we
are seeking for a solution in H10 (D) in the physical space. In that case, we will use the Clément
interpolant [32] operator Ih : H10 (D)→ Vh which satisfies the following interpolation results
‖v − Ihv‖L2(K) ≤ ChK |v|H1(N(K)) (15)
and
‖v − Ihv‖L2(e) ≤ Ch
1
2
e |v|H1(N(Ke)), (16)
where, for an internal edge e, Ke is the union of the two elements touching e and N(K) (respectively
N(Ke)) denotes the patch of elements associated to K (respectively Ke).
We will now derive a priori and a posteriori error estimators in various norms, the error being
the difference between the exact solution and a certain approximate solution to be defined. We first
start by giving error estimates between the exact solution u and u0,h, the FE approximation of u0.
Our goal is to decompose the error into two parts, the error due to the finite element approximation
(h) and the error due to the uncertainty (ε).
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2.2 First order approximation
We consider the case where N = 0 in the expansion (9). In that case, the error due to the stochastic
truncation is of order ε. Indeed, for any v ∈ H10 (D) we have almost surely∫
D
a∇(u− u0) · ∇v =
∫
D
fv −
∫
D
a∇u0 · ∇v = −ε
L∑
j=1
Yj
∫
D
aj∇u0 · ∇v. (17)
Using the FEM, the unknown solution u0 of problem (10) is approximated by u0,h, the solution of
find u0,h ∈ Vh such that
∫
D
a0∇u0,h · ∇vh =
∫
D
fvh ∀vh ∈ Vh. (18)
The next section is devoted to a priori error estimation for the strong and weak error, which
give information on the asymptotic behaviour of the error. In particular, we will show that the
order of the error of the mean in ε is twice the order of the strong error, while the order of the error
in h is the same for both. Sections 2.2.2, 2.2.3 and 2.2.4 are instead devoted to a posteriori error
estimates in different norms.
2.2.1 A priori error estimate
Strong error estimate
Let us first give an error estimate on the strong error, i.e. on the error between u and u0,h in the
L2ρ(Γ;H10 (D)) norm. Under suitable regularity assumptions on u0 and constraint on the aj , we have
the following a priori error estimator.
Proposition 2.3. Let u, u0 and u0,h be the solution of problems (2), (10) and (18) respectively.
Assume that for a fixed value α > 12 , there exists a constant Dα such that
∑L
j=1 ‖a2j‖L∞(D)j2α ≤ Dα.
If u0 ∈ H2(D), then we have the a priori error estimate
E
[
‖∇(u− u0,h)‖2L2(D)
] 1
2 ≤
√
2
[
a0,max
a0,min
C2h2|u0|2H2(D) + CαDα
ε2σ2C2P
a20,mina
2
min
‖f‖2L2(D)
] 1
2
(19)
where C > 0 is the constant, independent of u, u0, h and ε, that appear in (14) and Cα depends
only on α. Therefore, there exists a constant C˜ > 0 independent of h and ε such that
E
[
‖∇(u− u0,h)‖2L2(D)
] 1
2 ≤ C˜(h+ ε).
Proof. Using the fact that almost surely it holds∫
D
a0∇u0 · ∇v =
∫
D
fv =
∫
D
a∇u · ∇v ∀v ∈ V,
we have for any v ∈ V
∫
D
a0∇(u− u0,h) · ∇v =
∫
D
a0∇(u− u0) · ∇v +
∫
D
a0∇(u0 − u0,h) · ∇v (20)
= −
∫
D
(a− a0)∇u · ∇v +
∫
D
a0∇(u0 − u0,h) · ∇v
≤
[(∫
D
(a0 − a)2
a0
|∇u|2
) 1
2
+
(∫
D
a0|∇(u0 − u0,h)|2
) 1
2
]
·
(∫
D
a0|∇v|2
) 1
2
.
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Thanks to the inequality (a + b)2 ≤ 2(a2 + b2), taking v = u − u0,h ∈ V for a.e. y ∈ Γ in the last
inequality yields(∫
D
a0|∇(u− u0,h)|2
) 1
2
≤
√
2
[
1
a0,min
∫
D
(a− a0)2|∇u|2 +
∫
D
a0|∇(u0 − u0,h)|2
] 1
2
. (21)
The second term of the right-hand side of (21) can be bounded in a standard manner as follows.
Using the Galerkin orthogonality property∫
D
a0∇(u0 − u0,h) · ∇vh = 0 ∀vh ∈ Vh,
we easily get ∫
D
a0|∇(u0 − u0,h)|2 ≤ a0,max‖∇(u0 − Ihu0)‖2L2(D).
Since u0 ∈ H2(D) by hypothesis, thanks to the interpolation result (14) we get∫
D
a0|∇(u0 − u0,h)|2 ≤ a0,maxC2h2|u0|2H2(D). (22)
Therefore, using this last relation and the lower bound for a0 in (21) yields
‖∇(u− u0,h)‖2L2(D) ≤ 2
[
1
a20,min
∫
D
(a− a0)2|∇u|2 + a0,max
a0,min
C2h2|u0|2H2(D)
]
.
Then, we take the expected value on both side of the last inequality to get
E
[
‖∇(u− u0,h)‖2L2(D)
]
≤ 2
[
1
a20,min
E
[∫
D
(a− a0)2|∇u|2
]
+ a0,max
a0,min
C2h2|u0|2H2(D)
]
. (23)
To complete the proof, we finally bound the expected value that appear on the right-hand side of
(23). Using the relation
∑
i aibi ≤
(∑
i a
2
i
) 1
2
(∑
i b
2
i
) 1
2 , we have
(a− a0)2 = ε2
 L∑
j=1
ajj
αj−αYj
2 ≤ ε2
 L∑
j=1
a2jj
2α
 L∑
j=1
Y 2j j
−2α
 ≤ Dαε2 L∑
j=1
Y 2j j
−2α.
Therefore, thanks to (8) and the fact that E[Y 2j ] = σ2, we obtain
E
[∫
D
(a− a0)2|∇u|2
]
≤ Dα ε
2σ2C2P
a2min
‖f‖2L2(D)
L∑
j=1
j−2α.
Since α > 12 , the series
∑∞
j=1 j
−2α converges which concludes the proof.
Remark 2.4. Using the relation (
∑L
j=1 xj)2 ≤ L
∑L
j=1 x
2
j , the expected value that appears in the
right-hand side of (23) could also be bounded by
E
[∫
D
(a− a0)2|∇u|2
]
≤ Lε
2σ2C2P
a2min
‖f‖2L2(D)
L∑
j=1
‖a2j‖L∞(D).
Although we do not need additional constrain on the functions aj, this bound explodes when L tends
to infinity. Moreover, we notice that starting the analysis with a instead of a0 in (20) alleviates
the troubles encountered to bound (23), but this is not the natural way to perform a priori error
analysis.
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Mean of the error estimate
We are now interested in the error on the law of u. We restrict, in particular, to the H10 (D)-norm
of the expected value of u − u0,h. In this case, the statistical error is of order 2, to be compared
to the order 1 of the strong error. Under the same regularity condition on u0, we can show the
following a priori error estimate.
Proposition 2.5. Let u, u0 and u0,h be the solution of problems (2), (10) and (18) respectively.
If u0 ∈ H2(D), then we have the a priori error estimate
‖E [u− u0,h] ‖H10 (D) ≤
√
a0,max
a0,min
C1h|u0|H2(D) + ε
2σ2CP
a30,min
‖f‖L2(D)
L∑
j=1
‖aj‖2L∞(D) + C2ε3, (24)
where C1 > 0 is the constant in (14) and C2 is a constant independent of u, h and ε. Therefore,
there exists a constant C˜ > 0 independent of h and ε such that
‖E [u− u0,h] ‖H10 (D) ≤ C˜(h+ ε2).
Proof. Let us define u1 =
∑L
j=1 UjYj , where Uj is the solution of problem (11) for j = 1, ..., L.
First, the expected value of the error u− u0,h naturally splits into two parts
E[u− u0,h] = E[u− u0] + (u0 − u0,h)
and thus, thanks to the triangle inequality, we get
‖E [u− u0,h] ‖H10 (D) ≤ ‖E[u− u0]‖H10 (D) + ‖u0 − u0,h‖H10 (D).
From (22), we deduce a bound for the second term given by
‖u0 − u0,h‖H10 (D) ≤
√
a0,max
a0,min
C1h|u0|H2(D),
where C1 is the constant that appears in (14). Let us bound the term ‖E[u − u0]‖H10 (D), which is
due to the uncertainty in the diffusion coefficient. Proceeding as in (17), we can easily show (see
(42) for more details) that for any v ∈ V we have a.s.∫
D
a∇(u− (u0 + εu1)) · ∇v = −ε2
L∑
i,j=1
YiYj
∫
D
ai∇Uj · ∇v (25)
using the fact that
∫
D
(aj∇u0 + a0∇Uj) · ∇v = 0 for all v ∈ V . Therefore, we have∫
D
a0∇(u− (u0 + εu1)) · ∇v = −
∫
D
(a− a0)∇(u− (u0 + εu1)) · ∇v − ε2
L∑
i,j=1
YiYj
∫
D
ai∇Uj · ∇v.
Since E[u1] = 0 and E[YiYj ] = σ2δij , taking the expected value on both sides of last equality yields∫
D
a0∇E[u− u0] · ∇v = E
[
−
∫
D
(a− a0)∇(u− (u0 + εu1)) · ∇v
]
− ε2σ2
L∑
j=1
∫
D
aj∇Uj · ∇v.
Thanks to Jensen’s inequality, we obtain∫
D
a0∇E[u− u0] · ∇v ≤ E
[‖a− a0‖L∞(D)‖∇(u− (u0 + εu1))‖L2(D)] ‖∇v‖L2(D)
+ ε2σ2‖∇v‖L2(D)
L∑
j=1
‖aj‖L∞(D)‖∇Uj‖L2(D).
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If we take v = E[u− u0] in the last inequality, we get
‖E[u− u0]‖H10 (D) ≤
1
a0,min
{E [‖a− a0‖L∞(D)‖∇(u− (u0 + εu1))‖L2(D)]
+ ε2σ2
L∑
j=1
‖aj‖L∞(D)‖∇Uj‖L2(D)}. (26)
We now give a bound on ‖∇Uj‖L2(D), j = 1, ..., L. First, using standard techniques (Cauchy-
Schwarz, Poincaré inequalities, lower bound for a0), we get the following bound on the solution of
problem (10)
‖∇u0‖L2(D) ≤ CP
a0,min
‖f‖L2(D).
Then, taking v = Uj as test function in the weak formulation of problem (11) yields
a0,min‖∇Uj‖2L2(D) ≤
∫
D
a0|∇Uj |2 = −
∫
D
aj∇u0 · ∇Uj ≤ ‖aj‖L∞(D)‖∇u0‖L2(D)‖∇Uj‖L2(D)
and thus
‖∇Uj‖L2(D) ≤ CP
a20,min
‖f‖L2(D)‖aj‖L∞(D).
Inserting this result in (26), we get
‖E[u− u0]‖H10 (D) ≤
1
a0,min
{E [‖a− a0‖L∞(D)‖∇(u− (u0 + εu1))‖L2(D)]
+ ε
2σ2CP
a20,min
‖f‖L2(D)
L∑
j=1
‖aj‖2L∞(D)}.
To conclude the proof, we show that the first term of the right-hand side of last inequality is of
higher order in ε, namely of order ε3. Indeed, we have
‖a− a0‖L∞(D) = ε
L∑
j=1
|Yj |‖aj‖L∞(D) ≤ c1ε
and, taking v = u− (u0 + εu1) in (25),
‖∇(u− (u0 + εu1))‖L2(D) ≤ 1
amin
ε2
L∑
i,j=1
|YiYj |‖ai‖L∞(D)‖∇Uj‖L2(D) ≤ c2ε2 (27)
with c1, c2 two (deterministic) constants independent of u, h and ε. Therefore, we have
E
[‖a− a0‖L∞(D)‖∇(u− (u0 + εu1))‖L2(D)] ≤ C2ε3
with C2 = c1c2.
Remark 2.6. A bound for ‖E[u−u0]‖H10 (D) can also be obtained using Jensen’s inequality, the fact
that the term u1 is mean-free and (27) as follows
‖E[u− u0]‖H10 (D) = ‖E[u− u0 − εu1]‖H10 (D) ≤ E[‖∇(u− (u0 + εu1))‖L2(D)]
≤ ε
2σ2CP
amina20,min
‖f‖L2(D)
 L∑
j=1
‖aj‖L∞(D)
2 .
Compared to (24), there is no additional higher order term here but the constant for the term of
order ε2 is larger since the cross terms do not vanish and a−10,min is replaced by a−1min.
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2.2.2 A posteriori error estimator in the L2ρ(Γ;H10 (D))-norm
The goal is now to have an estimation of the error between u and u0,h which does not depend on
the exact solution u. Let us define the jump of a function ϕ across an edge e ∈ Th in the direction
of ne by
[ϕ]ne(x) :=
{
limt→0+ (ϕ(x+ tne)− ϕ(x− tne)) if e * ∂D
0 if e ⊂ ∂D,
where ne denotes a normal of e of arbitrary (but fixed) direction for internal edges and the outwards
normal to ∂D if e ∈ ∂D. Notice that the quantity [∇ϕ · ne]ne is independent of the choice of the
direction of the normal ne. We obtain the following residual type error estimator proceeding as
in [33].
Proposition 2.7. Let u and u0,h be the solution of problems (2) and (18) respectively. There exists
a constant C > 0 depending only on the constants in (15) and (16) such that
E
[
‖∇(u− u0,h)‖2L2(D)
] 1
2 ≤
√
2
amin
[
Cη21 + η22
] 1
2 , (28)
with
η21 :=
∑
K∈Th
h2K
∫
K
(f +∇ · (a0∇u0,h))2 +
∑
e∈Th
he
∫
e
[a0∇u0,h · ne]2ne
η22 := ε2σ2
∫
D
L∑
j=1
a2j |∇u0,h|2.
Proof. In the sequel, C will denote a constant whose value might change from one line to another.
Let v be any function in H10 (D). We have∫
D
a∇(u− u0,h) · ∇v =
∫
D
a∇u · ∇v −
∫
D
a∇u0,h · ∇v
=
∫
D
(fv − a0∇u0,h · ∇v)︸ ︷︷ ︸
:=A1
+
∫
D
(a0 − a)∇u0,h · ∇v︸ ︷︷ ︸
:=A2
, (29)
where A1 and A2 correspond respectively to the residual for u0, solution to problem (10), and the
error due to the approximation of u by u0. We bound now each term separately, starting with A2.
Using the expansion of a given by (3), we have
A2 ≤
(∫
D
(a− a0)2|∇u0,h|2
) 1
2
(∫
D
|∇v|2
) 1
2
= ε
∫
D
(
L∑
j=1
ajYj)2|∇u0,h|2
 12 ‖∇v‖L2(D).
(30)
Since
∫
D
a0∇u0,h · ∇vh =
∫
D
fvh for all vh ∈ Vh, we get for the first term A1
A1 =
∑
K∈Th
∫
K
(f +∇ · (a0∇u0,h)) (v − vh) +
∑
e∈Th
∫
e
[a0∇u0,h · ne]ne(v − vh)
≤
∑
K∈Th
(∫
K
(f +∇ · (a0∇u0,h))2
) 1
2
(∫
K
(v − vh)2
) 1
2
+
∑
e∈Th
(∫
e
[a0∇u0,h · ne]2ne
) 1
2
(∫
e
(v − vh)2
) 1
2
,
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for any vh ∈ Vh. Thanks to the interpolation results (15) and (16), if we take vh as being the
Clément’s interpolation of v, we obtain
A1 ≤
∑
K∈Th
(∫
K
|f +∇ · (a0∇u0,h)|2
) 1
2
ChK |v|H1(N(K)) +
∑
e∈Th
(∫
e
[a0∇u0,h · ne]2ne
) 1
2
Ch
1
2
e |v|H1(N(Ke))
≤ C
( ∑
K∈Th
h2K
∫
K
|f +∇ · (a0∇u0,h)|2
) 1
2
+
(∑
e∈Th
he
∫
e
[a0∇u0,h · ne]2ne
) 1
2
 ‖∇v‖L2(D)
≤
√
2C
[ ∑
K∈Th
h2K
∫
K
|f +∇ · (a0∇u0,h)|2 +
∑
e∈Th
he
∫
e
[a0∇u0,h · ne]2ne
] 1
2
‖∇v‖L2(D). (31)
Let us now take v = u(·,y) − u0,h ∈ H10 (D). Since amin is a lower bound for a, we deduce from
(29) that ∫
D
|∇(u− u0,h)|2 ≤ 1
amin
[A1 +A2] .
Combining this last inequality with the bounds for A1 and A2 given by (31) and (30) respectively,
we obtain
‖∇(u− u0,h)‖L2(D) ≤ 1
amin
{√
2C
[ ∑
K∈Th
h2K
∫
K
(f +∇ · (a0∇u0,h))2
+
∑
e∈Th
he
∫
e
[a0∇u0,h · ne]2ne
] 1
2
+ ε
∫
D
(
L∑
j=1
ajYj)2|∇u0,h|2
 12
 . (32)
Taking the square of this last equation and using again (a+ b)2 ≤ 2(a2 + b2) yields
‖∇(u− u0,h)‖2L2(D) ≤
2
a2min
{
2C2
( ∑
K∈Th
h2K
∫
K
|f +∇ · (a0∇u0,h)|2
+
∑
e∈Th
he
∫
e
[a0∇u0,h · ne]2ne
)
+ ε2
∫
D
(
L∑
j=1
ajYj)2|∇u0,h|2
 .
The a posteriori error estimation (28) is obtained taking the square root of the expected value on
both sides of the last inequality and exploiting the independence of the random variables, namely
that E[YiYj ] = σ2δij for i, j = 1, ..., L where δij denotes the Kronecker delta.
Remark 2.8. In the one-dimensional case, we can take vh = rhv the Lagrange interpolant of v and
the sum over the edges (the discrete nodes here) vanishes. Indeed, any function and its Lagrange
interpolant coincide on each node xi, i = 0, ..., N + 1, of the considered discretization, or more
precisely v(xi)− rhv(xi) = 0 for all i = 0, ..., N + 1. Since (13) holds for e.g. C = 2, we can show
that we have the following a posteriori error estimator
E
[
‖u′ − u′0,h‖2L2(D)
] 1
2 ≤
√
2
amin
4 N∑
i=0
h2i
∫ xi+1
xi
(f + (a0u′0,h)′)2 + ε2σ2
∫
D
L∑
j=1
a2j (u′0,h)2
 12 ,
(33)
where u′ denotes the spatial derivative ∂u(x,ω)∂x .
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2.2.3 A posteriori error estimator in the L2ρ(Γ;L2(D))-norm
We now give an a posteriori error estimator of the error between u and u0,h in the L2-norm in
space, which lead to a gain of one order in h. To do so, we use a duality argument (often called
Aubin-Nitsche trick). We thus consider the dual problem of Problem (2) given by:
find φ : D × Ω→ R such that P -almost everywhere:{
−div (a(x, ω)∇φ(x, ω)) = u(x, ω)− u0,h(x) in D
φ(x, ω) = 0 on ∂D,
(34)
whose point-wise in y ∈ Γ weak form reads:
for a.e. y ∈ Γ, find φ(·,y) ∈ H10 (D) such that∫
D
a(x,y)∇φ(x,y) · ∇v(x)dx =
∫
D
(u(x,y)− u0,h(x))v(x)dx ∀v ∈ H10 (D). (35)
Under regularity conditions on D, we have the following a posteriori error estimator, which implies
that the convergence rate of the error is O(h2 + ε) in that case, i.e. that we gain one order in h
compared to the error in the norm L2ρ(Γ;H10 (D)). However, the order of the statistical error is not
improved.
Proposition 2.9. Let u, u0 and u0,h be the solution of problems (2), (10) and (18) respectively.
If φ(·,y) ∈ H2(D) and ‖φ‖H2(D) ≤ C‖u − u0,h‖L2(D) for a.e. y ∈ Γ, then there exist constants
C1, C2 > 0 independent of u, h and ε such that
E
[
‖u− u0,h‖2L2(D)
] 1
2 ≤
√
2
[
C1η
2
1 + C2η22
] 1
2 (36)
with
η21 :=
∑
K∈Th
h4K
∫
K
(f +∇ · (a0∇u0,h))2 +
∑
e∈Th
h3e
∫
e
[a0∇u0,h · ne]2ne
η22 := ε2σ2
∫
D
L∑
j=1
a2j |∇u0,h|2.
Remark 2.10. The assumptions of proposition 2.9 on the regularity of the dual solution φ are
satisfied if, for instance, D is a convex polygon in R2.
Proof. First note that if we take v = u(·,y)− u0,h in (35), we directly get the L2-norm in space of
the error from the right-hand side. We thus only need to estimate the left-hand side by a quantity
which does not depends on the exact solutions u and φ of respectively the primal and dual problems.
Since ∫
D
a∇(u− u0,h) · ∇vh +
∫
D
(a− a0)∇u0,h · ∇vh = 0 ∀vh ∈ Vh,
we have for any vh ∈ Vh
‖u− u0,h‖2L2(D) =
∫
D
a∇(u− u0,h) · ∇φ
=
∫
D
a∇(u− u0,h) · ∇(φ− vh)−
∫
D
(a− a0)∇u0,h · ∇vh
=
∫
D
f(φ− vh)−
∫
D
a0∇u0,h∇(φ− vh)︸ ︷︷ ︸
:=A1
−
∫
D
(a− a0)∇u0,h · ∇φ︸ ︷︷ ︸
:=A2
. (37)
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We now treat each term separately. For the first one, we follow the usual procedure. For any
vh ∈ Vh, we have
A1 =
∑
K∈Th
∫
K
f(φ− vh)−
∑
K∈Th
∫
K
a0∇(φ− vh)∇u0,h
≤
∑
K∈Th
‖f +∇ · (a0∇u0,h)‖L2(K)‖φ− vh‖L2(K) +
∑
e∈Th
‖ [a0∇u0,h · ne]ne ‖L2(e)‖φ− vh‖L2(e).
If we take vh = rhφ, the Lagrange interpolation of φ, thanks to the interpolation error estimate
(14), the trace inequality and the standard elliptic regularity result ‖φ‖H2(D) ≤ C‖u − u0,h‖L2(D)
(see [30,31] for instance), we obtain
A1 ≤ C1
( ∑
K∈Th
h4K
∫
K
(f +∇ · (a0∇u0,h))2
) 1
2
+
(∑
e∈Th
h3e
∫
e
[a0∇u0,h · ne]2ne
) 1
2
 |φ|H2(D)
≤
√
2C1
( ∑
K∈Th
h4K
∫
K
(f +∇ · (a0∇u0,h))2 +
∑
e∈Th
h3e
∫
e
[a0∇u0,h · ne]2ne
) 1
2
‖u− u0,h‖L2(D),
(38)
where C1 is a constant whose value might change from one line to another. Consider now the second
term A2 of (37). We have
A2 = −
∫
D
(a− a0)∇u0,h · ∇φ ≤
(∫
D
(a− a0)2|∇u0,h|2
) 1
2
‖∇φ‖L2(D),
and thus, it only remains to give an estimation of ‖∇φ‖L2(D). Taking v = φ in the weak form (35)
of the dual problem yields∫
D
a∇φ · ∇φ =
∫
D
(u− u0,h)φ ≤ ‖u− u0,h‖L2(D)‖φ‖L2(D).
Since a is bounded from below by amin, thanks to Poincaré inequality we get
amin‖∇φ‖2L2(D) ≤ CP ‖u− u0,h‖L2(D)‖∇φ‖L2(D),
and thus
‖∇φ‖L2(D) ≤ CP
amin
‖u− u0,h‖L2(D).
Therefore, A2 can be bounded by
A2 ≤ CP
amin
(∫
D
(a− a0)2|∇u0,h|2
) 1
2
‖u− u0,h‖L2(D). (39)
Inserting (38) and (39) into (37) yields
‖u− u0,h‖L2(D) ≤
√
2C1
( ∑
K∈Th
h4K
∫
K
(f +∇ · (a0∇u0,h))2 +
∑
e∈Th
h3e
∫
e
[a0∇u0,h · ne]2ne
) 1
2
+ CP
amin
(∫
D
(a− a0)2|∇u0,h|2
) 1
2
,
and thus
‖u− u0,h‖2L2(D) ≤ 2
[
2C21
( ∑
K∈Th
h4K
∫
K
(f +∇ · (a0∇u0,h))2 +
∑
e∈Th
h3e
∫
e
[a0∇u0,h · ne]2ne
)
+ C
2
P
a2min
∫
D
(a− a0)2|∇u0,h|2
]
. (40)
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Since E[(a− a0)2] = ε2σ2
∑L
j=1 a
2
j , the result follows from taking first the expected value and then
the square root on both sides of (40).
2.2.4 Goal-oriented estimator
The a posteriori error estimators obtained so far yield bounds on the error in global norms. In
the case where we are interested in a particular quantity of interest, e.g. point values or contour
integrals, these estimators may not be appropriate. Goal-oriented error estimators have thus been
developed (see [34–36] and [18–21] and the references therein for the deterministic and stochastic
framework, respectively) to bound a given functional using optimal control techniques (based on
a duality-argument). In this section we only sketch the derivation of a goal-oriented estimator for
the first-order FEM approximation u0,h. Assume that we are interested in computing Q(u) with Q
a functional representing a linear quantity of interest which depends on the random vector y only
through the random solution u(·,y) itself. We introduce the dual problem:
find ϕ(·,y) ∈ H10 (D) such that A(v, ϕ(·,y);y) = Q(v) ∀v ∈ H10 (D), a.e. y ∈ Γ, (41)
where A is defined by (6). Let y0 = 0 denote the nominal value for y, i.e. for which a(x,y0) = a0(x)
and let ϕ0 be the deterministic solution of (41) with y = y0 and ϕ0,h its FE approximation. Using
the fact that Q does not depend on y explicitly, we can easily show that for a.e. y ∈ Γ we have
Q(u(·,y))−Q(u0,h) =
∫
D
fϕ0 −
∫
D
a0∇u0,h · ∇ϕ0︸ ︷︷ ︸
A1
−
∫
D
(a− a0)∇u0,h · ∇ϕ0,h︸ ︷︷ ︸
A2
−
∫
D
(a− a0)∇u0,h · ∇(ϕ0 − ϕ0,h)︸ ︷︷ ︸
A3
−
∫
D
(a− a0)∇(u− u0,h) · ∇ϕ0,h︸ ︷︷ ︸
A4
−
∫
D
(a− a0)∇(u− u0,h) · ∇(ϕ0 − ϕ0,h)︸ ︷︷ ︸
A5
.
The first term A1, which is deterministic and of order h2, can be bounded using standard
techniques such as the Dual-weighted residual (DWR) method (see e.g. [34,35]) or using the paral-
lelogram identity as proposed by Oden and Prudhomme in [36]. In the DWR method, the estimator
depends on the unknown influence function ϕ0, either through |ϕ0|H2(K) or ‖∇(ϕ0−ϕ0,h)‖L2(K), K
being an element of the mesh. In the former case, the H2 seminorm can be estimated by a discrete
analogue and in the latter case, the influence function might be replaced by a discrete solution
computed on a space richer than Vh or by post-processing. All the other terms can be bounded
provided that we have an estimation of ‖∇(u − u0,h)‖L2(D), which is given by (32), as well as an
estimation of ‖∇(ϕ0 − ϕ0,h)‖L2(D) which can be done as in the previous sections. Moreover, based
on the results obtained in the previous sections we have
A1 = O(h2), A2 = O(ε), A3 = O(hε), A4 = O(hε+ ε2) and A5 = O(h2ε+ ε2h).
Usually, we are interested in computing the expectation or the variance of Q(u) − Q(u0,h). In
the former case, notice that E[A2] = E[A3] = 0 and since A1 is a deterministic quantity, we have
E[Q(u)−Q(u0,h)] = A1 + E[A4] + E[A5].
Moreover, the term E[A5] is of higher order than E[A4] and can thus be neglected, so that we have
E[Q(u)−Q(u0,h)] = O(h2 + hε+ ε2). In the latter case, we have
E[|Q(u)−Q(u0,h)|2] ≤ 5
(
A21 + E[A22] + E[A23] + E[A24] + E[A25]
)
.
As before, the term E[A25] can be neglected and we have E[|Q(u) −Q(u0,h)|2]
1
2 = O(h2 + ε + hε).
Moreover, if the mesh space h is chosen such that h2 ∼ ε, then both terms E[A23] and E[A24] can
also be omitted in the estimation of the variance and E[|Q(u)−Q(u0,h)|2] 12 = O(h2 + ε).
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2.3 Second order approximation
In this section, instead of considering the error between u and u0,h, we will give an estimation of
the error between u and u1h, the FE approximation of u1 := u0 + εu1 = u0 + ε
∑L
j=1 UjYj , where
Uj is the solution of problem (11). Since the random variables Yj , j = 1, ..., L, are assumed to be
bounded, the error due to the stochastic approximation of u is of order ε2 in this case. Indeed, if
we don’t take the finite element approximation error into account, proceeding as in (17) we have∫
D
a∇(u− u1) · ∇v = − ε
∫
D
a0∇u1 · ∇v −
∫
D
(a− a0)∇u1 · ∇v
= − ε
L∑
j=1
Yj
∫
D
(a0∇Uj + aj∇u0) · ∇v − ε2
∫
D
L∑
i,j=1
YiYjaj∇Ui · ∇v
= − ε2
∫
D
L∑
i,j=1
YiYjaj∇Ui · ∇v, (42)
and only the term of order ε2 remains. Let us now take the error due to the approximation of u1 by
u1h := u0,h + εu1,h into account, where u1,h =
∑L
j=1 YjUj,h and, for j = 1, ..., L, Uj,h is the solution
of ∫
D
a0∇Uj,h · ∇vh = −
∫
D
aj∇u0,h · ∇vh ∀vh ∈ Vh. (43)
To simplify the notation, we define
wj,h := a0∇Uj,h + aj∇u0,h.
We can show that convergence of the error is in O(h+ εh+ ε2), i.e., that for a mesh size h of order
ε2, the error is divided by 4 when ε is halved. The following proposition provides an a posteriori
error estimator.
Proposition 2.11. Let u, u0,h and Uj,h, j = 1, ..., L, be the solutions of Problems (2), (18) and
(43) respectively. There exist two constants C1, C2 > 0 depending only on the constants in (15) and
(16) such that
E
[
‖∇(u− u1h)‖2L2(D)
] 1
2 ≤
√
3
amin
[
C1η
2
1 + C2η22 + η23
] 1
2 , (44)
with
η21 =
∑
K
h2K‖f +∇ · (a0∇u0,h)‖2L2(K) +
∑
e
he‖ [a0∇u0,h · ne]ne ‖2L2(e),
η22 = ε2σ2
∑
K
h2K
∫
K
L∑
j=1
(∇ · wj,h)2 +
∑
e
he
∫
e
L∑
j=1
[wj,h · ne]2ne
 ,
η23 = ε4
∫
D
L∑
i=1
a2i |∇Ui,h|2E[Y 4i ] + σ4
∫
D
L∑
i,j=1
i 6=j
[
a2i |∇Uj,h|2 + 2aiaj∇Ui,h · ∇Uj,h
] .
From (44), we see that the error splits into three parts, namely the error due to the FE approx-
imation of u0, the FE approximation of the Uj , j = 1, ..., L and the truncation in the expansion of
u with respect to ε.
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Proof. For any v ∈ H10 (D), we have∫
D
a∇(u− u1h) · ∇v =
∫
D
fv −
∫
D
a0∇u0,h · ∇v︸ ︷︷ ︸
:=A1
−ε
∫
D
L∑
j=1
Yj(a0∇Uj,h + aj∇u0,h) · ∇v︸ ︷︷ ︸
:=A2
−ε
∫
D
(a− a0)∇u1,h · ∇v︸ ︷︷ ︸
:=A3
. (45)
where A1 is again the residual for u0, while A2 and A3 correspond respectively to the error due to
the approximation of Uj by Uj,h, for j = 1, ..., L and the approximation of u by u0 + εu1. Let us
treat each term separately. The first term A1 is bounded by (see section 2.2)
A1 ≤ C1
[ ∑
K∈Th
h2K‖f +∇ · (a0∇u0,h)‖2L2(K) +
∑
e∈Th
he‖ [a0∇u0,h · ne]ne ‖2L2(e)
] 1
2
‖∇v‖L2(D).
(46)
Let us consider now the term A2. Since
∫
D
wj,h · ∇vh = 0 for all vh ∈ Vh, we have
A2 = − ε
∫
D
L∑
j=1
Yjwj,h · ∇(v − Ihv)
= ε
∑
K∈Th
∫
K
(
L∑
j=1
Yj∇ · wj,h)(v − Ihv) + ε
∑
e∈Th
∫
e
[
L∑
j=1
Yjwj,h · ne]ne(v − Ihv)
≤ C2
 ∑
K∈Th
ε2h2K‖
L∑
j=1
Yj∇ · wj,h‖2L2(K) +
∑
e∈Th
ε2he‖[
L∑
j=1
Yjwj,h · ne]ne‖2L2(e)
 12 ‖∇v‖L2(D),
(47)
where C2 depends only on the interpolation constants that appear in (15) and (16). Finally, we
estimate the last term A3. We have
A3 = − ε
∫
D
(ε
L∑
j=1
Yjaj)∇(
L∑
i=1
YiUi,h) · ∇v = −ε2
∫
D
L∑
i,j=1
YiYjaj∇Ui,h · ∇v
≤ ε2‖
L∑
i,j=1
YiYjaj∇Ui,h‖L2(D)‖∇v‖L2(D). (48)
Since a is bounded from below by amin, combining (45) with (46), (47) and (48) with v = u(·,y)−
u1h(·,y) ∈ H10 (D) yields
‖∇(u− u1h)‖L2(D) ≤√
3
amin
[
C21
( ∑
K∈Th
h2K‖f +∇ · (a0∇u0,h)‖2L2(K) +
∑
e∈Th
he‖ [a0∇u0,h · ne]ne ‖2L2(e)
)
+ C22
 ∑
K∈Th
ε2h2K‖
L∑
j=1
Yj∇ · wj,h‖2L2(K) +
∑
e∈Th
ε2he‖[
L∑
j=1
Yjwj,h · ne]ne‖2L2(e)

+ ε4‖
L∑
i,j=1
YiYjaj∇Ui,h‖2L2(D)
 12 ,
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using the inequality (a + b + c) ≤ √3(a2 + b2 + c2) 12 . To conclude the proof, it only remains to
take the expected value on both sides of the square of this last inequality. By linearity of the
expected value, we can consider the three terms of the right-hand side separately. The first term is
a deterministic quantity and thus, taking the expected value on it has no effect. For the two other
terms, we just have to evaluate E[YiYj ] for 1 ≤ i, j ≤ L and E[YiYjYkYl] for 1 ≤ i, j, k, l ≤ L. Since
the random variables are supposed to be independent, of zero-mean and finite variance σ2, we have
E[YiYj ] = σ2δij . Furthermore, we have
E[YiYjYkYl] =

E[Y 4j ] if i = j = k = l
σ4 if the indices are pairwise equal
0 otherwise.
Let us write
B :=
L∑
i,j,k,l=1
YiYjYkYlajak∇Ui,h · ∇Ul,h,
which we split into three parts B1 (all indices are equal), B2 (two pairs of indices) and B3 (remaining
indices). Thanks to the linearity of expectation, we have E[B] = E[B1] + E[B2] + E[B3]. First, we
can notice that E[B3] = 0. Moreover, the contribution to E[B] when i = j = k = l is
E[B1] =
L∑
i=1
a2i |∇Ui,h|2E[Y 4i ].
Let us consider now all the cases when we have pairwise equal pairs of indices. Out of 4 indices,
there are three different ways to form two pairs of indices, namely (j = k, i = l), (j = i, k = l) and
(j = l, k = i). Since the two last cases lead to the same result, we get
E[B2] = σ4
 L∑
i,j=1
i 6=j
a2j |∇Ui,h|2 + 2
L∑
i,j=1
i6=j
aiaj∇Ui,h · ∇Uj,h
 .
Altogether, we finally get
E[B] =
L∑
i=1
a2i |∇Ui,h|2E[Y 4i ] + σ4
L∑
i,j=1
i 6=j
[
a2i |∇Uj,h|2 + 2aiaj∇Ui,h · ∇Uj,h
]
,
which concludes the proof.
2.4 Generalization
Suppose now that the random solution u of problem (2) is expanded with respect to ε up to order
N ∈ N, see (9). For 1 ≤ n ≤ N , let us write
un(x,y(ω)) =
L∑
j1,j2,...,jn=1
Uj1j2···jn(x)Yj1(ω)Yj2(ω) · · ·Yjn(ω) (49)
the nth term in the expansion. The Ln functions Uj1j2···jn are obtained by solving for j1, j2, ..., jn =
1, ..., L the deterministic problem{
−div (aj1(x)∇Uj2···jn(x) + a0(x)∇Uj1···jn(x)) = 0, x ∈ D
Uj1···jn(x) = 0, x ∈ ∂D
(50)
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using the solutions Uj2···jn , j2, ..., jn = 1, ..., L, obtained for the (n − 1)th term. Proceeding as in
Sections 2.2 and 2.3, it is easy to show that the error due to the truncation in the expansion of u
is of order εN+1. More precisely, we have for any v ∈ H10 (D) and almost surely∫
D
a∇
(
u−
N∑
n=0
εnun
)
· ∇v = −εN+1
L∑
j0,j1,...,jN=1
Yj0Yj1 · · ·YjN
∫
D
aj0∇Uj1j2···jN · ∇v. (51)
Since Yj , j = 1, ..., L are bounded, in particular they have bounded 2(N + 1)th moment. When the
various deterministic functions are approximated using finite elements, we can show that the error
u−∑Nn=0 εnun,h in the L2ρ(Γ;H10 (D)) norm is of order
h+ εh+ ε2h+ ...+ εNh+ εN+1.
The error in O(εnh), 0 ≤ n ≤ N , corresponds to the error made when the functions Uj1···jn (u0 for
n=0) are replaced by their FE approximation Uj1···jn,h (resp. u0,h). An a posteriori error estimator
can thus easily be obtained as follows. First, the term in O(h), which corresponds to the residual for
u0, is obtained by estimating
∫
D
(fv−a0∇u0,h ·∇v), see (31). For the term in O(hεn), n = 1, ..., N ,
it suffices to estimate for j1, ..., jn = 1, ..., L the residual defined for any v ∈ H10 (D) by
〈R(Uj1···jn,h), v〉 :=
∫
D
(aj1∇Uj2···jn,h + a0∇Uj1···jn,h) · ∇v,
where 〈·, ·〉 denotes the duality pairing bracket. For an explicit estimator, we finally need to express
the expectation of the product of n random variables E[Yj1 · · ·Yjn ] for all combinations of indices
and for n = 1, ..., 2(N + 1). More precisely, we can show the following result.
Proposition 2.12. Let u be the solution of problem (2) and uNh =
∑N
n=0 ε
nun,h, where un,h is
the FE approximation of un given by (49). There exist N + 1 constants Cn > 0, n = 0, 1, ..., N ,
depending only on the constants in (15) and (16) such that
E
[
‖∇(u− uNh )‖2L2(D)
] 1
2 ≤
√
N + 2
amin
[
C0η
2
0 +
N∑
n=1
Cnη
2
n + η2N+1
] 1
2
, (52)
with
η20 =
∑
K
h2K‖f +∇ · (a0∇u0,h)‖2L2(K) +
∑
e
he‖ [a0∇u0,h · ne]ne ‖2L2(e),
η2n = ε2nE
∑
K
h2K‖
L∑
j1,...,jn=1
Yj1 · · ·Yjn∇ · wj1···jn,h‖2L2(K)
+
∑
e
he‖[
L∑
j1,...,jn=1
Yj1 · · ·Yjnwj1···jn,h · ne]ne‖2L2(e)

η2N+1 = ε2(N+1)E
‖ L∑
j0,j1,...,jN=1
Yj0Yj1 · · ·YjNaj0∇Uj1···jN ,h‖2L2(D)
 ,
where
wj1···jn,h := aj1∇Uj2···jn,h + a0∇Uj1···jn,h j1, ..., jn = 1, ..., L.
3 Nonlinear problems
Keeping the same notations as in the previous sections, we are now interested in solving problems
of the form:
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find u : D × Ω→ R such that almost surely:{
F (a, u) = 0 in D
u = 0 on ∂D,
(53)
where F is a smooth nonlinear mapping that depends on the uncertain input a given by (3). Again,
the random solution u is expanded with respect to ε up to a certain order
u(x,y(ω)) = u0(x) + εu1(x,y(ω)) +O(ε2).
Formally, we have
F (a, u) = F (a0, u0) +DaF (a0, u0)(a− a0) +DuF (a0, u0)(u− u0) +O(ε2),
where Da and Du denote the Fréchet derivative with respect to a and u respectively, the determin-
istic part u0 of u is the solution of the (nonlinear) problem{
F (a0, u0) = 0 in D
u0 = 0 on ∂D,
(54)
while the Uj in u1 =
∑L
j=1 YjUj can be found by solving the (linear) problems{
DaF (a0, u0)(aj) +DuF (a0, u0)(Uj) = 0 in D
Uj = 0 on ∂D,
j = 1, ..., L. (55)
We can directly see one of the advantages of expanding the solution as proposed here, namely
that a single nonlinear problem must be solved to find u0, the other problems being linear. A new
FE solver corresponding to (55) has to be implemented to approximate the Uj , j = 1, ..., L.
In the case of quasi-linear problems, the error analysis is very similar to the linear case considered
in Section 2. Indeed, under certain conditions such as well-posedness of the problem, only the part
of the estimator corresponding to the residual error in the physical space has to be changed in the
a posteriori estimator of the error between u and u0,h in the L2ρ(Γ;H10 (D))-norm. For instance, let
us consider problem (53) with
F (a, u) := −div(a(x, ω)∇u(x, ω)) + u3(x, ω)− f(x), (56)
which is well-posed as problem (2). In this case, we can show the following a posteriori error
estimator for ‖u− u0,h‖L2ρ(Γ;H10 (D)), where u0,h ∈ Vh is the deterministic solution of∫
D
a0∇u0,h · ∇vh +
∫
D
u30,hvh =
∫
D
fvh ∀vh ∈ Vh. (57)
Proposition 3.1. Let u be the solution of problem (53) with F given by (56), and let u0,h be the
solution of (57). There exists a constant C > 0 depending only on the constants in (15) and (16)
such that
E
[
‖∇(u− u0,h)‖2L2(D)
] 1
2 ≤ C
amin
[
η21 + η22
] 1
2 ,
with
η21 :=
∑
K∈Th
h2K
∫
K
(f − u30,h +∇ · (a0∇u0,h))2 +
∑
e∈Th
he
∫
e
[a0∇u0,h · ne]2ne
η22 := ε2σ2
∫
D
L∑
j=1
a2j |∇u0,h|2.
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Proof. Since the proof is very similar to the one of Proposition 2.7, we only give the key ingredients
here. First, for any v ∈ V we have almost surely∫
D
a∇(u− u0,h) · ∇v =
∫
D
(f − u30,h)v−
∫
D
a0∇u0,h · ∇v−
∫
D
(a− a0)∇u0,h · ∇v−
∫
D
(u3 − u30,h)v.
Then, for v = u− u0,h the last term of last equality is non-positive. Indeed, using that
u3 − u30,h =
∫ 1
0
3(u0,h + t(u− u0,h))2(u− u0,h)dt,
we get
−
∫
D
(u3 − u30,h)(u− u0,h) = −
∫
D
∫ 1
0
3(u0,h + t(u− u0,h))2(u− u0,h)2 ≤ 0.
Therefore, this term can be omitted since we are looking for an upper bound of the error.
Another example is the following. Let k > 0 be such that kC
2
P
amin
< 1, or in other words kC
2
P
amin
≤ 1−δ
for any δ ∈ (0, 1). If we take
F (a, u) := −div(a(x, ω)∇u(x, ω))− g(u(x, ω)) (58)
in problem (53), where g is a Lipschitz function with Lipschitz constant k0 ≤ k, then we can
show the well-posedness of the problem and the following a posteriori error estimator for the error
u− u0,h, where u0,h ∈ Vh is the deterministic solution of∫
D
a0∇u0,h · ∇vh =
∫
D
g(u0,h)vh ∀vh ∈ Vh. (59)
Proposition 3.2. Let u be the solution of problem (53) with F given by (58), and let u0,h be the
solution of (59). There exists a constant C > 0, depending only on δ and the constants in (15) and
(16), such that
E
[
‖∇(u− u0,h)‖2L2(D)
] 1
2 ≤ C
amin
[
η21 + η22
] 1
2 ,
with
η21 :=
∑
K∈Th
h2K
∫
K
(g(u0,h) +∇ · (a0∇u0,h))2 +
∑
e∈Th
he
∫
e
[a0∇u0,h · ne]2ne
η22 := ε2σ2
∫
D
L∑
j=1
a2j |∇u0,h|2.
Proof. Again, we only give the key ingredients of the proof. First, for any v ∈ V we have almost
surely ∫
D
a∇(u− u0,h) · ∇v =
∫
D
g(u0,h)v −
∫
D
a0∇u0,h · ∇v −
∫
D
(a− a0)∇u0,h · ∇v︸ ︷︷ ︸
:=A(v)
(60)
−
∫
D
(g(u)− g(u0,h))v.
With v = u− u0,h, the last term is bounded by
−
∫
D
(g(u)− g(u0,h))(u− u0,h) ≤ k0C2P ‖∇(u− u0,h)‖2L2(D). (61)
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Since
amin‖∇(u− u0,h)‖2L2(D) ≤
∫
D
a|∇(u− u0,h)|2,
taking (61) to the left-hand side of (60) and using k0C2P ≤ amin(1− δ) yield
aminδ‖∇(u− u0,h)‖2L2(D) ≤ A(u− u0,h).
A bound on A(u−u0,h), which contains the residual for u0 and a term of order ε, is found proceeding
exactly as in the proof of Proposition 2.7.
The constant C that appears in the estimator of Proposition 3.2 is of order δ−1, and thus
explodes when δ tends to zero, i.e. when k0C
2
P
amin
is close to one. In practise, it is usual to restrict to
Lipschitz function with Lipschitz constant k0 ≤ k with k such that k ≤ amin2C2
P
, so that δ ≥ 12 .
Finally, let us consider an example where the uncertain coefficient is associated to the nonlinear
term, namely the problem (53) with
F (a, u) = −∆u(x, ω) + au3(x, ω)− f(x). (62)
In this case, we can show the well-posedness of the problem and the following a posteriori error
estimator in H10 (D)-norm in physical space for the first order approximation u ≈ u0,h, where u0,h
is the solution of ∫
D
∇u0,h · ∇vh +
∫
D
a0u
3
0,hvh =
∫
D
fvh ∀vh ∈ Vh. (63)
Proposition 3.3. Let u be the solution of problem (53) with F given by (62), and let u0,h be the
solution of (63). There exists a constant C > 0 depending only on the constants in (15) and (16)
such that
E
[
‖∇(u− u0,h)‖2L2(D)
] 1
2 ≤ C [η21 + η22] 12 ,
with
η21 :=
∑
K∈Th
h2K
∫
K
(f + ∆u0,h − a0u30,h)2 +
∑
e∈Th
he
∫
e
[∇u0,h · ne]2ne
η22 := ε2σ2
∫
D
L∑
j=1
a2ju
6
0,h.
Proof. The proof is based on the relations∫
D
∇(u− u0,h) · ∇v =
∫
D
fv −
∫
D
a0u
3
0,hv −
∫
D
∇u0,h · ∇v −
∫
D
(au3 − a0u30,h)v
and
−
∫
D
(au3 − a0u30,h)v = −
∫
D
a
∫ 1
0
3(u0,h + t(u− u0,h))2(u− u0,h)dtv −
∫
D
(a− a0)u30,hv.
Since a is positive, the first term of the right-hand side of the last equality is less or equal to zero
for v = u− u0,h.
4 Comparison with the Stochastic Collocation method
We perform here a comparison of the computational costs between the SC-FEM method and the
one presented here, called perturbation method in the sequel, when comparable accuracy is reached.
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Shortly, the SC-FEM applied to the model problem (2) consists, given a set of (collocation) points
{yk ∈ Γ, k = 1, ..., Nc}, in finding uh(·,yk) ∈ Vh such that∫
D
a(x,yk)∇uh(x,yk) · ∇vh(x)dx =
∫
D
f(x)vh(x)dx ∀vh ∈ Vh
for k = 1, ..., Nc and build a global polynomial approximation
uSCh (x,y) =
Nc∑
k=1
uh(x,yk)ψk(y),
for appropriate multivariate polynomials {ψk}Nck=1. Since the FEM is used for the physical space
approximation in both methods (stochastic collocation and perturbation), we use the same mesh
for the discretization of D. For a comparable statistical error, say an error with convergence rate
of order ε2, we take N = 1 in the expansion (9) of u for the perturbation method and use a sparse
grid of level 1 for the SC method, based either on Clenshaw-Curtis (see [37]) or Gaussian abscissas.
The construction of the sparse grid interpolant of level 1 is briefly described in the following. We
refer to [13, 15, 38] for more details and the general construction of sparse grid of arbitrary level.
First, the sparse grid interpolant of level 0 of a function f(y), denoted S0f , is simply the evaluation
of the function at (Y 01 , ..., Y 0L ), where Y 0j is the unique interpolation point in direction j. Next,
for each random variable Yj ∈ Γj , we define the sequence of interpolation points at level i ≥ 1 by
{Y ij,k, k = 1, ...,m(i)}, where the number of collocation points m(i) can be taken for instance as
m(i) = i+ 1 or m(i) =
{
1 if i = 0
2i + 1 if i ≥ 1.
The former choice for m corresponds to a total degree (TD) approximation space while the latter
corresponds to a Smolyak one (see [9]). Notice that compared to the articles mentioned above,
the level index i starts here at 0 instead of 1. We define then the one dimensional (Lagrange)
interpolation operator in direction j at level i = 1 by
U1j f(Y1, ..., YL) :=
m(1)∑
k=1
f(Y 01 , ..., Y 0j−1, Y 1j,k, Y 0j+1, ..., Y 0L )
 m(1)∏
l=1,l 6=k
Yj − Y 1j,l
Y 1j,k − Y 1j,l
 ,
which is a polynomial of degree m(1) − 1 in the random variable Yj and constant in all other
variables. Finally, the level 1 sparse grid interpolant is defined as
S1f := S0f +
L∑
j=1
(U1j f − S0f) = (1− L)S0f +
L∑
j=1
U1j f
which is nothing else than the sum of the level 0 sparse grid interpolant and the details in each
direction. The type of points in each direction is chosen according to the distribution of the
random variables. Note that the use of Clenshaw-Curtis points, which are the extrema of Chebyshev
polynomials and which are suitable for uniformly distributed random variables, and Smolyak sparse
grid leads to nested set of abscissas. However, since only sparse grids of level 1 are considered, there
is no real advantage to consider hierarchical sparse grids. In both cases m(1) = 2 and Gauss-
Legendre abscissas and m(1) = 3 and Clenshaw-Curtis abscissas, referred to as SC1 and SC2 in the
following, the sparse grid of level 1 consists of 2L+ 1 collocation points.
Let Wl, respectively Wnl, denotes the work to solve once a given linear, respectively nonlinear,
problem. Moreover, let Wl˜ denotes the work to solve the linear problem for Uj associated to
the nonlinear one, see (55). Table 1 contains the computational costs for the SC-FEM and the
perturbation method. Notice that the work to construct the sparse grid is not taken into account.
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linear problem nonlinear problem
SC-FEM (2L+ 1) ·Wl (2L+ 1) ·Wnl
perturbation method (L+ 1) ·Wl Wnl + L ·Wl˜
Table 1: Computational costs for the SC-FEM and the perturbation method.
The perturbation method presents no real advantage for solving linear problems since the costs
for both methods differ only by a factor 2. The situation is different when a nonlinear problem is
considered. Indeed, when using the SC method, we need to solve as many nonlinear problems as
collocation points, i.e. 2L + 1 problems, whereas only one nonlinear problem needs to be solved
for the perturbation method. The L remaining problems, to compute the Uj , j = 1, ..., L, are linear
and so usually much cheaper to solve. However, one should invest extra effort to derive by hand
the Fréchet derivatives and implement the problems solved by the Uj , j = 1, ..., L.
5 Numerical results
We now give some numerical examples in 1D to illustrate the theoretical estimators derived in the
previous sections. Let D = (0, 1). The errors in L2ρ(Γ;H10 (D)) and L2ρ(Γ;L2(D)) norms have been
approximated with the standard Monte Carlo method, with a sample of size K = 10000, i.e. for
V = H10 (D) or L2(D) we approximate
‖v(x,y)‖L2ρ(Γ;V ) ≈
(
1
K
K∑
k=1
‖v(x,yk)‖2V
) 1
2
∀v ∈ L2ρ(Γ;V ),
where {yk} ∈ Γ are i.i.d realizations of the random vector y. With this choice for the sample size,
the variance of the estimation of the error for all the considered values of h and ε is at most 10−5 the
estimated error. Since the exact random solution of the problems considered below is not known,
the error is computed with respect to a reference solution computed on a fine uniform mesh for D,
namely with a mesh-grid of length href = 2−12. Notice that if we take a FE space of mesh size
h = href , then only the statistical error is considered.
5.1 Linear problems
Let us first consider L = 50 random variables Yj , j = 1, ..., L, which can take the values ±1
with probability 12 . Such discrete random variables have zero mean, unit variance and unit fourth
moment. Similarly to what is done in [15], we take a diffusion coefficient of the form
a(x,y) = 1 + ε
L∑
j=1
cos(2pijx)
(pij)2 Yj(ω),
which is similar to a (truncated) Karhunen-Loève expansion with eigenvalues of order 1j4 . With
this choice of stochastic diffusion coefficient, we have amin = 1− ε6 and amax = 1 + ε6 . Finally, we
consider two different right-hand sides, namely
f1(x) = 1 and f2(x) = 72
(
1− 72(x− 0.5)2) e−36(x−0.5)2 .
The latter corresponds to the exact solution u0(x) = e−36(x−0.5)
2 for Problem (10).
We show in Figure 1 the convergence rate of the error u−u0,h in the L2ρ(Γ;H10 (D))-norm, along
with the a posteriori estimator given by (33), with respect to 2−9 ≤ h ≤ 2−3 for ε = 32h. Based
on this result, we can see that a division of h and ε by two halves the error, which is in agreement
with the convergence of ‖u− u0,h‖L2ρ(Γ;H10 (D)) in O(h+ ε) predicted by the estimator (33).
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Figure 1: Convergence orders for problem (2) with f = f1 (left) and f = f2 (right). Log log scale
plot of the error between u and u0,h in L2ρ(Γ;H10 (D))-norm w.r.t h with ε = 32h.
If we consider now the error in L2-norm in space, we should get a convergence of order h2 for
ε = Ch2. Figure 2, which contains the plot of the error and estimator (36) for C = 2048 and
2−9 ≤ h ≤ 2−5, confirms that this is also the case.
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Figure 2: Convergence orders for problem (2) with f = f1 (left) and f = f2 (right). Log log scale
plot of the error between u and u0,h in L2ρ(Γ;L2(D))-norm w.r.t h with ε fixed to 2048h2 .
Concerning the convergence rate of the second order approximation, we present on Figure 3 the
error between u and u1h in L2ρ(Γ;H10 (D))-norm with respect to 2−5 ≤ ε ≤ 2−1 for h = ε2. This
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Figure 3: Convergence orders for problem (2) with f = f1 (left) and f = f2 (right). Log log scale
plot of the error between u and u1h in L2ρ(Γ;H10 (D))-norm w.r.t ε with h = ε2.
result confirms the convergence in O(ε2) of the stochastic truncation predicted by (44), when the
exact solution is approximated by u0 + εu1.
Finally, the convergence rate of the error for the first and second order approximation with
respect to h in the L2ρ(Γ;H10 (D))-norm for several given (fixed) values of ε is depicted in Figure
4. First, we can notice that a better accuracy is reached when u is approximated by u1h than
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Figure 4: Convergence rate for problem (2) with f = f1 for ε = 1 (top), ε = 2−2 (bottom left) and
ε = 2−4 (bottom right). Log log scale plot of the error in L2ρ(Γ;H10 (D))-norm w.r.t h.
with only the deterministic part u0,h, except for coarse meshes where the FE error is dominating
yielding comparable accuracy. Moreover, the global approximation error remains constant for mesh
sizes smaller than a critical value h0 of the mesh-size. Any further refinement of the mesh below
this value should thus be avoided since it would not improve the global approximation error, being
dominated by the stochastic error.
Based on this observation, it is interesting to determine how fine the mesh should be to get a
comparable error in h and ε. More precisely, for a given ε, we would like to find h such that
T − 1
T
η2 ≤ η1 ≤ T + 1
T
η2 (64)
for a given T > 1. This can be done in 1D using Algorithm 1 given below, where Nh+1 denotes the
number of discretization points in [0, 1]. Algorithm 1 only uses uniform refinements/coarsening. Of
course, adaptive refinements could be considered as well exploiting the local nature of the estimator
η1 in (28).
Applying Algorithm 1 to our problem for T = 2 and various given ε, we get the results presented
in Table 2.
f1 f2
ε N η1 η2 N η1 η2
1 64 0.03125 0.02299 256 0.22264 0.19669
0.5 128 0.01563 0.01150 512 0.11132 0.09834
0.25 256 0.00781 0.00575 1024 0.05566 0.04917
0.125 512 0.00391 0.00288 2048 0.02783 0.02458
0.0625 1024 0.00195 0.00144 4096 0.01392 0.01229
Table 2: Value of h = N−1h with respect to ε such that (64) holds with T = 2.
Remark 5.1. Similar results are obtained when independent uniformly distributed random variables
in [−√3,√3] are considered. Notice that in this case, the random variables still have zero mean
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Algorithm 1 find h = N−1h such that (64) holds
Require: Ninit and T
Ensure: mesh-size h which yield comparable accuracy in h and ε
1: Nh = Ninit
2: Compute u0,h on the uniform partition xi = ih, h = N−1h , i = 0, 1, ..., Nh
3: Compute η1 and η2 according to (28)
4: if T−1T ≤ η1η2 ≤ T+1T then
5: stop
6: else
7: if η1η2 <
T−1
T then
8: Nh ← bNh2 c (mesh too fine)
9: else
10: Nh ← 2Nh (mesh too coarse)
11: end if
12: go to 2.
13: end if
and unit variance but E[Y 4j ] = 95 . This only modifies the part η3 in the a posteriori error estimator
(44) for ‖u − u1h‖L2ρ(Γ;H10 (D)). Moreover, the lower and upper bound for the diffusion coefficient is
given respectively by amin = 1−
√
3ε
6 and amax = 1 +
√
3ε
6 in this case.
5.2 Comparison with Stochastic Collocation method
We finally illustrate the findings of Section 4 concerning the computation costs for the SC-FEM
and the perturbation method. We consider the linear problem (2) and the nonlinear problem (53)
with F given by (56). In both cases, homogeneous Dirichlet boundary condition are considered and
we assume that the random variables Yj , j = 1, ..., L, that appear in the characterization of a (3)
are uniform random variables in [−√3,√3]. We compare the computation time to solve the two
problems with accuracy of order 2 in ε. Such accuracy is reached when we consider a sparse grid
of level 1 for the SC-FEM method and the second order approximation u ≈ u0,h + εu1,h for the
perturbation method. Note that u1,h =
∑L
j=1 Uj,hYj where Uj,h for j = 1, ..., L is the solution of∫
D
a0∇Uj,h · ∇vh +
∫
D
3u20,hUj,hvh = −
∫
D
aj∇u0,h · vh ∀vh ∈ Vh.
when problem (53) is considered. Finally, we use the same physical space discretization for both
methods, namely a uniform partition with h = 2−12. With this choice of mesh size, the work to
solve the (2L + 1) problems dominates the one needed to construct the grid. The computational
time to solve both problems with respect to the number of random variables L is given on Figure
5.
As predicted in section 4, the perturbation method presents no real advantage in terms of com-
putation time over the Stochastic Collocation one, since it is only twice faster. This factor 2 comes
from the fact that the perturbation method requires the solution of L + 1 problems, while 2L + 1
problems need to be solve in the Stochastic Collocation method. The situation is different for
nonlinear problems. In this case, the perturbation method is significantly faster than the Stochastic
Collocation one. Indeed, only one nonlinear problem and L linear problems need to be solve for the
former, to obtain respectively the deterministic part u0 of u and the Uj , j = 1, ..., L. For the SC
method, we need to solve as many nonlinear problems as collocation points. Even for the nonlinear
problem considered here, where the nonlinearity comes from the term u3 and which is quite cheap
to solve, the perturbation method is about 8 times faster.
To conclude, we can mention that for h = href , i.e. without error due to FE approximation
and a convergence of the error in O(ε2), the error for the perturbation method is about 1.4 and
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Figure 5: Time to solve the linear problem (2) and the nonlinear problem (56) with accuracy of
order 2 in ε using the SC-FEM and the perturbation method.
3.5 times larger than the error obtained using respectively SC1 and SC2. However, for a given
problem, that is for fixed value of ε and L, the CPU time with respect to the error is lower for the
perturbation method, as shown on Figure 6 for problems (2) and (56) with f = f2, ε = 0.5, L = 10
and h−11 ≤ h ≤ h−3. Notice that the results for SC1 are not depicted on this figure since they are
indistinguishable from those of SC2.
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Figure 6: Log log scale plot of the computational time w.r.t. the error in L2ρ(Γ;H10 (D))-norm using
the SC-FEM with Smolyak and Clenshaw-Curtis abscissas and the perturbation method.
6 Conclusions
In this paper, we have performed error analyses for elliptic PDEs with coefficients affected by
small uncertainties, characterized through random variables. The exact random solution has been
approximated using a perturbation approach combined with the finite element method for the
physical space discretization.
For the first order approximation u ≈ u0,h, we derived strong and weak a priori error estimates as
well as a posteriori error estimates in the L2(Ω;H10 (D)) and L2(Ω;L2(D)) norms. These estimators
naturally split into two parts, namely the error in h due to the physical discretization and the error
in ε due to the model. In the a priori error estimation, we have shown that the order of the
weak error in the model is twice the order of the strong error, the order of the error due to FE
approximation being the same in both cases. The a posteriori error estimator in L2(Ω;H10 (D))
norm that we have obtained is a computable quantity of order h+ ε. Given u0,h, this estimator is
cheap to compute and does not require any other FE solution. It can be used for mesh adaptation
so that comparable accuracy in h and ε is reached. We have shown that taking the L2 norm in
physical space leads to a gain of one order in h but no improvement in the error due to the model.
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Finally, we gave the sketch of the derivation of a goal-oriented estimator, which is more suitable
than an estimator in global norm when a particular quantity of interest is considered.
The a posteriori error estimation procedure for the error in the L2(Ω;H10 (D)) norm has been
applied to the second-order approximation u ≈ u0,h + εu1,h, before giving a generalization for
approximations of any order.
A posteriori error estimates have then been derived for a class of nonlinear problems through
three different examples. A comparison in terms of computational costs with the Stochastic Collo-
cation method has been performed, considering an error of order 2 in the model. The perturbation
method presents only mild advantages for solving linear problems, the computational cost being
halved with respect to the SC method. The situation is different for nonlinear problems. Indeed,
the SC method requires the resolution of as many nonlinear problems as collocation points while
for the perturbation method, only one nonlinear problem has to be solved for u0,h, the remaining
problems being linear.
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