Abstract-In non-Rayleigh distributed radar images, the number of scatterers can be viewed as a Poisson distributed random variable, with the mean itself random. When this mean is Gamma distributed, then the image classically satisfies the distribution. We add three new possible distributions for this mean: inverse Gamma, Beta of the first kind, and Beta of the second kind. We show that new intensity distributions so obtained can be estimated, with the interest of the extension validated on a real image.
. Frequency response of a simple logging device.
the curves present a constant behavior at low frequencies and at relatively high frequency values they increase with frequency. It can be verified that the points at which the curves start to deviate from the constant line are related to those frequency values at which the skin depth in the formation becomes comparable to the length of the tool.
It can be concluded from these results that in the typical range of operational frequencies, which is between 10 and 100 Hz for such type of devices, the measurement is substantially affected only for the case of the saltwater sand formation.
VI. CONCLUSION
The time-harmonic field analysis procedure presented here constitutes a new methodology that presents some important advantages over the conventional direct-current analysis techniques. It allows one to study the electric logging systems at their real frequencies of operation without the necessity of electrostatic assumptions.
As may be concluded from the simulation results, the validity of the electrostatic assumption cannot be always presupposed. In particular, special care must be exercised when dealing with conductive formations.
The presented time harmonic field analysis procedure also provides a means for studying the suitability of frequency-based radial resistivity sounding.
I. INTRODUCTION
In radar imagery, the observed intensity is the sum of the contributions of the different scatterers at the observed surface. In the classical approach, the number of scatterers in each elementary cell is assumed to be large enough and approximately constant. The reflected electrical field is then Gaussian; the observed intensity admits an exponential distribution, and the amplitude admits a Rayleigh one. However, when the number of scatterers varies, the distribution of the resulting field may be non-Gaussian, and so the observed intensity may no longer be exponential. Assuming that the random number of scatterers in each elementary cell is distributed according to a Poisson distribution, one can consider that the mean of this distribution, or the "expected number of scatterers," is itself a random variable [14] . It is well known that when this random variable is Gamma distributed, the intensity of the back-scattered field is K distributed [2] - [7] , [12] - [15] , [17] , [20] , [22] , [27] . In this paper, we extend the possibilities of distributions of this expected number of scatterers to three new distributions-inverse Gamma, Beta of the first kind, or Beta of the second kind-and show that the intensity distribution of the back-scattered field can be calculated in these three new cases. Furthermore, we propose a method of classification, using only the observed image, in which case, among four possibilities including the classical case and the three new cases, the observed intensity data lie. The usefulness of the three new distributions is tested on a real image, and it turns out that there exist situations in which the new distributions are of interest.
This article is organized as follows. In Section II, we briefly recall the Pearson system of distributions and specify the four distributions of the intensity corresponding to four distributions of the expected number of scatterers. Section III is devoted to the problem of intensity identification, which consists of finding simultaneously the form of its distribution and the corresponding parameters. In Section IV, we present some experimental results. Our conclusions and some perspectives for further work are presented in Section V.
II. INTENSITY DISTRIBUTION
Let us consider the propagation in free space of an incident monochromatic wave on a rough surface, with the surface variation much larger than the wavelength. The back-scattered field from an illuminated area takes the form
A k e i (1) where n is the number of scatterers, A k is the amplitude, and k is the phase of the kth component. A1; . . . ; An will be assumed to be independent random variables with the same distribution and likewise for 1 ; . . . ; n , each of which has a uniform distribution on [0, 2].
If n is large and constant, we get a circular Gaussian distribution for the back-scattered field. Its components are independent, zero mean and have the same variance n 2 , where 2 is the common variance of A1; . . . ; An. Consequently, the amplitude is Rayleigh distributed, and the intensity obeys an exponential law with parameter 1=n
2 [10] , [25] . When the number n of scatterers is random, it can be considered as a realization of a Poisson distributed random variable N, with E[N] = . Let itself be a realization of a random variable 3. So the distribution of 3 defines the distribution of N, which defines the distribution of F . We assume that the distribution of 3 has a density f, and our aim is to seek f from the observed image. We assume that f is in Pearson's system of distributions, which covers a large variety of density shapes [7] , [16] . Since 3 is a positive variable, we select the Pearson densities having a positive support. This is why only three coefficients are used in (2), instead of four generally taken. The Pearson system contains a great number of known parametric laws, from which we have chosen four laws as possible distributions for 3: the Gamma distribution, Beta distribution of the second kind, the inverse Gamma distribution, and Beta distribution of the first kind. Let us recall that the Pearson distribution system is defined as containing the densities verifying the differential equation (2), the variations of a, c1, c2 providing different distributions:
Now, let us consider the first four moments m 1 = R xf(x)dx and mi = R (x 0 m1) i f(x)dx for 2 i 4, and let us denote by 1 and 2 the following functions:
( p 1 is called "skewness," and 2 is called "kurtosis"). According to the general theory, 1 and 2 define a unique density f in the Pearson system, and f can be analytically specified from them. Otherwise, it is possible to show, that if is large enough, the distribution of the field F conditional to 3 = is circular Gaussian with variances of real and imaginary parts equal to 2 =2, and so the distribution of the random intensity I conditional to 3 = is an exponential distribution of parameter 2 . This implies the following relation among the moments of 3 and the moments of I [19] :
Important for what follows is that it is then possible to estimate 
So we first look at (5), and if it is verified, is a constant (the distribution of 3 is a Dirac distribution). Finally, when is not a constant and f is the density of the distribution of 3, ( 1 ; 2 ) can be estimated from the observed sample of I and thus gives the distribution of 3, when the latter is in the Pearson system.
Furthermore, if the distribution of 3 is among the four distributions mentioned above, it is possible to calculate the corresponding distribution of I. In fact, if f is the density of the distribution of 3 and g is the density of the distribution of I, recalling that the distribution of I conditional to 3 = is an exponential distribution of parameter 2 , we have the following:
The integral (6) can be evaluated in the following four cases, of which the first is well known:
f(x) = cx 01 exp 0 x ; x 2 [0; +1) (7) with c = 1= 0() (with 0 the Gamma function [1] ), = 0a=c 1 + 1, and = c 1 . g is then defined by the following "K density" [14] :
; x 2 [0; +1) (8) where K is the modified Bessel special function of the second kind [1] and c 0 = 2=0() 2 . Concerning this classical case, let us mention that first studies were performed by Jakeman et al.
[12]- [14] . Afterward, Oliver proposed correlated K distribution [22] ; Jao used K distribution in the case of rural illuminated [15] ; Barakat obtained K distributions in case of weak scattering [2] , [3] , and Yueh and Kong [27] created an extension of K distribution for multipolarization images.
2) f is the Beta distribution of the second kind: f(x) = c x p01
with p = 0a=c 1 + 1, q = 1=c 2 0 1, = c 1 =c 2 , and c = q =B(p; q) (with B(p; q) the Beta function [1] ). g is then given
by the following "U distribution" [6] , [14] :
with c 0 = q0(p + q)= 2 0(p). The function U is also called the "degenerate hypergeometric function" [1] . f(x) = c 1
with c = =0(), = 1=c 2 , and = 0a=c 2 . g is then the Beta distribution of the second kind (B) [19] :
g(x) = c 0 1
with c 0 = ( 2 ) . This result is quite interesting, as it has previously been suggested in [21] and, in another procedure of statistical modeling, in [6] .
4) f is Beta distribution of the first kind:
with p 0, q 0, and > 0.
g is then defined by the W density [6] , [20] :
with c 0 = 0(p+q)=0(p) 2 ,p = 0a=c 1 +1, q = a=c 1 01=c 2 +1, = 0c 1 =c 2 , and W the Whittaker special function [1] .
These four cases are summarized in Table I .
Finally, let us specify how the nature of the 3 distribution is defined from 1 and 2 given by (3). Putting 
we have, for P3, the distribution of 3:
(P 3 is Gamma) ,2 2 0 3 1 0 6 = 0; (P 3 is Beta second kind) ,A > 1; (P 3 is inverse Gamma) ,A = 1; (P 3 is Beta first kind) ,A < 0:
III. INTENSITY ESTIMATION
The aim of this section is to specify how to estimate the distribution of I. Choosing a sample of intensities I 1 ; . . . ; I n on n pixels, let 1; . . . ;4 be the empirical estimates, obtained from I1; . . . ; In, of the first four moments of the distribution of I. As specified above, these moments allow us to calculate 1 , 2 , which give the nature of the distribution of 3. Assuming that this nature is one of cases 1-4, we have to estimate the corresponding parameters. In cases 1 and 4, the distributions "W " and "U " are defined by three parameters: = 2 , p, and q; and in cases 2 and 3, the distributions "K" and "B" are defined by two parameters: = 2 and . Putting a = 2 2(1) 2 ; b = 3 312 (17) the possible estimates of , p, q, and corresponding to different cases 1-4 are presented in Table II .
Finally, when the distribution of I lies in the set 1 = fK; U; B; W g, which we will call the "KUBW system," its identification can be done in three steps. 3) Estimate the parameters of the distribution of I using (17) and Table II .
So, when the distribution of I is in the KUBW system, we obtain an automated procedure to find its nature and to estimate its parameters. Remark 3.1: The calculations above are based on the fact that the distribution of the field F conditional to 3 = is circular Gaussian with variance of the amplitude equal to 2 . Otherwise, we also mentioned that for the number of scatterers N = n large enough and approximately constant, the distribution of the field F conditional to 2 is circular Gaussian with variance of the amplitude equal to n 2 . The latter case has been studied in [5] , where 2 was assumed to be random. In an analogous manner, when the distribution of 2 is Gamma, Beta of the second kind, inverse Gamma, or Beta of the first kind, the distribution of I is K, U, B, and W , respectively. However, these two situations are "physically" different: in this paper 2 is constant, which means that the nature of the scatterers is the same in the whole image. For example, if we have the same kind of trees in the whole image and the density per pixel of those trees varies, then variations of the shape of the intensity distribution can be due to the variation of the distribution of 3-as described in this paper-and cannot be due to any variation of 2 which, only depending on the kind of trees, is constant. Finally, this remark allows us to consider the following "mixed" case, which undoubtedly is more frequent in real situations: both n and 2 are realizations of random variables N and 6 2 . Then all results presented in this paper remain valid once we show that the distribution of the field F conditional to N6 2 = n 2 is Gaussian. Thus, when the distribution of N6 2 is Gamma, Beta of the second kind, inverse Gamma, or Beta of the first kind, the distribution of I is K, U, B, and W , respectively.
IV. EXPERIMENTS
We present below different results concerning a three-look amplitude JERS1 image of Rondonie, whose resolution is 25 m 2 25 m and which contains four classes (see Figs. 1 and 2 ). Rondonie is a part of the Amazon where cultivation displaces the forest. In the Amazon, the prevalent method of cultivation, called "slash and burn," is made in the following way: first plots of dense forest are cut and burned. Then, plots of burnt land are put into cultivation and converted into meadows after two or three years. Then other plots of forest are cut, burned, and transformed into cultivated land. Finally, we have four classes: burn plot, cultivation, dense forest, and recent pasture. 1 ) 2 ; . . . ; I n = (A n ) 2 (remember that four different samples, corresponding to the four classes, are used).
Remark 4.1:
The distribution of I is here the convolution product of the distributions of I 1 =3, I 2 =3, and I 3 =3, and thus it can no longer remain in the K, U, B, W system. However, in each of these four cases its density g is calculable. In fact, if we have n looks (n = 3 here), the K, U, B, and W densities given by (8) , (10), (12) , and (14), respectively, become as follows:
g(x) = 0(n + q) 0(n)B(p; q) 2 x 2 n01 1 U q+n;1+n0p 
Of course, we find again the distributions (8), (10), (12), and (14) for n = 1. Otherwise, if g is the density of the distribution of I and h is the density of the distribution of A = p I, then we have h(x) = 2xg(x 2 ) and g(x) = (1=2 p x)h( p x) (remember that x 0). So, for each f being Gamma, Beta second kind, inverse Gamma, or Beta first kind, we have, for the distribution of the amplitude A, four densities h1; . . ., h4, respectively. In order to keep consistent notations, we give in Table IV the parameters corresponding to the four possible densities of the distribution of I1 (which is the same for I2 and I3), but the Kolmogorov distance is the distance between the cumulative histogram and the cumulative distribution associated with each hi. The same is done in Table III, only for the identified distribution.
So, having E[(I 1 ) i ] for 1 i 4, we specify the distribution of 3 for each class using the general algorithm presented above. We find Beta of the first kind for the class 1, Beta of the second kind for the classes 2 and 4, and a constant for the class 3. According to Table I, this gives the corresponding distributions of I, which are recalled in Table III .
Then we may notice that the four shapes of the distributions of 3 corresponding to the four classes, which are presented in Fig. 3 , are quite different.
The results presented in Table III can then be validated in the following way. As we have the ground truth, we can estimate, for each class, the four parameters , p, q, and . Furthermore, we can also consider that 2 is constant, which gives an exponential distribution for I. So, for each class we have five candidates for the intensity distribution, and only one is given by the algorithm described above. Is this the best one? To answer this question, we have to define some similarity criterion between a given candidate and the real data. One possible similarity criterion is the Kolmogorov distance defined by
whereĤi(x) is the cumulative histogram calculated from the data corresponding to the class i and H j i is the cumulative distribution of the candidate j (which is defined by the needed parameters estimated from the data corresponding to the class i). For a class i, the five candidates will be K, U, B, W , and exponential distribution, respectively. We present in Table III the estimated parameters and the Kolmogorov distances. We notice that the results given with the general proposed method are consistent with the results of the Table IV. In fact, the method gives W for I of the first class (Table III) , and W actually minimizes the Kolmogorov distance (Table IV) . The same is observed in the three other cases: the method gives U , Exponential, and U for the classes 2, 3, and 4, respectively (Table III) ; and the same distributions minimize the Kolmogorov distance (Table IV) . Of course, we must not claim that such a validation will occur in all kinds of images. In particular, the use of the Kolmogorov distance is quite arbitrary, and other criteria could give different results. Furthermore, the Maximum Likelihood estimators, as in [17] for the K distribution, could be used to propose some other competing method. However, these results show that situations exist in which the general method proposed is of interest.
V. CONCLUSIONS
In this paper we have presented a novel method for seeking radar image intensity distributions. We assumed that the reflectivity was constant and the number of scatterers random. In such situations the number of scatterers is usually considered as a realization of a Poisson process, defined by a mean (called "expected number of scatterers").
The originality of our approach is to assume the expected number of scatterers random, with a distribution being in the set of four following possible distributions: Gamma, Beta second kind, inverse Gamma, Beta first kind. We specified how these four distributions induce four calculable densities for the observed intensity. Furthermore, an explicit method of choosing among these four densities from the observed intensity, with the corresponding parameter estimators, has been provided. The new system of intensity distributions so obtained, which includes the classical K law, has then been used to fit real image data, and the fitting results are compared to those obtained for the K law and for the exponential one. These first results show that the new densities considered can be of interest.
One possible perspective is the application of the proposed intensity distribution recognition method to the problem of unsupervised image segmentation. In particular, this could be integrated in the general mixtures estimation methods presented in [7] and [9] , which would give, for each class, a density belonging to the KUBW set of distributions. In the case of hidden Markov field and, possibly, numerous correlated sensors, one could envisage some adaptation of the methods presented in [23] . Finally, in more complex situations in which each class may simultaneously contain noise and texture, Markovian models could be used via hierarchical models [18] or pairwise ones [24] . Other possible perspectives are the applications of the proposed intensity distribution recognition method to the radar image synthesis [8] and analysis [3] , [6] , [25] , or to the radar detection of signal in a KUBW-distributed clutter [2] , [4] , [6] .
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The image of Rondonie was provided by CIRAD SA under the project GDR ISIS. The authors thank A. Bégué for her collaboration. diometers, the problem of measuring polarized temperatures is further complicated because the relationship between radiated and collected Stokes parameters has to be specified for every orientation within the solid angle. In addition, in order to give access to a wide field of view, it is necessary that antenna elements have a wide beam, in such a way that viewing angles with respect to bore sight reach several tens of degrees.
Section II presents the detailed, angle-dependent relationships between brightness temperatures radiated by a surface and linearly polarized signals collected by an interferometric array element. It is found that, whenever these signals are used in a dual-polarization mode, angular zones exist where this relationship cannot be inverted due to a singularity, and therefore radiated horizontal and vertical brightness temperatures cannot be retrieved. These results are illustrated in Section III for a case representative of the future surface moisture and ocean salinity (SMOS) space mission. The simple models used for representing antenna patterns and upwelling temperatures are indicated in Appendix I and II.
II. TRANSFORMATION OF FIELDS AND STOKES PARAMETERS

A. Geometry
When using an interferometric design to image a surface scene, the same antenna array is used to measure the emission signature of any point P on the terrestrial surface within the field of view (Fig. 1) . For any such point, therefore, one must perform the geometrical transformation relating the radiated electric fields E H , E V to the fields E X , EY measured on the antenna ports. Here, EH and EV are the components of radiated electric fields in the usual local reference frame at point P , where horizontal polarization H is perpendicular to the incidence plane, and vertical polarization V is perpendicular to the line of sight in the incidence plane.
We shall consider here the case of a spaceborne interferometer, the antenna of which consists of a set of identical elementary antennas disposed within a plane (the array plane), with bore sights oriented perpendicularly to it. Every antenna has two orthogonal ports X and Y within the array plane. Port X is horizontal and perpendicular to the orbital plane; port Y (as well as the array plane) is tilted by an angle t from the horizontal. The pattern of every elementary antenna is broad, in order to yield access to a wide field of view.
Henceforth, we will define the "antenna frame" as being the spherical reference frame r, , corresponding to the Cartesian frame X, 0Y , 0Z of Fig. 1 .
B. Transformation of Electric Fields
The change of reference frame between E , E and E H , E V has been investigated by Claassen and Fung [1] ; they showed that those sets of components are related together through a rotation by an angle around the line of sight direction SP; the rotation angle may be derived through standard geometry. is taken as increasing in the same direction as azimuth in the r, , reference frame.
If g and g are the colatitude and azimuth of point P relative to the satellite position, defined with reference to the geographical frame Sx, y, z, the spherical angles , in the antenna frame and angle may be written as = Arc cos [sin t sin g sin g + cos t cos g ] = 0 Arc sin 0 sin t cos g + cos t sin g sin g sin = Arc sin cos t sin g 0 sin t cos g sin g sin :
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