Opportunistic networks aim to provide reliable communications in an intermittently connected environment. The research in cache management of opportunistic networks has been done a lot in those aspects, such as queue strategy, cache replace, redundancy delete, etc. But most of the existing studies only focus on a subdivision of the buffer management. To deal with such case, this article proposes a comprehensive integration buffer management strategy, called comprehensive-integrated buffer management (CIM), which takes all information relevant to message delivery and network resources into consideration. The simulation experiments show that the CIM strategy improved the performance in terms of delivery ratio, overhead ratio, and average delivery delay.
Introduction
Opportunistic network has captured much attention from researchers in recent years as a natural evolution from mobile ad-hoc network [1] . It utilizes the communication opportunities arising from node movement to forward messages in a hop-by-hop way, and implements communications between nodes based on the manner of storing-carrying-forwarding transmission. Opportunistic networks are characterized by sparse connectivity, forwarding through mobility and fault tolerance. To deal with the unpredictability in connections and network partitions, many routing protocols [2] [3] [4] [5] [6] [7] [8] [9] [10] adopt flooding-based schemes to improve the message delivery, where a node receives packets, stores them in their buffers, carries them while moving, and forwards them to other nodes when they encounter each other. The excessive multi-copies spraying in the network causes serious congestion and exhaust nodes' buffer space, thus influences the performance of transmission dramatically. Therefore, the buffer management plays a very important role in the transmission, and the limited buffer in each hop should be used reasonably. How to design an efficient and effective buffer management strategy in opportunistic networks becomes a crucial issue.
The main objectives of buffer management are (a) to delete the redundant information in the system, (b) to formulate reasonable queue strategy, (c) to control congestion, and (d) to build up the cache replacement policy. There has been prior work done in designing buffer management strategies.
Most of the existing studies of buffer management for opportunistic networks have focused on a subdivision of the field, such as queuing strategy, cache replacement, or redundancy removal. But few works take all of these factors into consideration at the same time. The conventional buffer management strategies including drop-random, drop-front, drop-tail, drop oldest, dropleast-recently-received, evict most forwarded first, and history-based drop [7, 8] have shown some improvement for dissemination of the message. The research in cache management of opportunistic networks has been done a lot in those aspects, such as queue strategy, cache replace, redundancy delete, etc. But the researches did not propose an integrated cache management strategy. How to fully utilize the characteristics of opportunistic networks to design the buffer management strategy is still an open issue.
In this article, we integrate the different parts of buffer management, and take all information relevant to message delivery and the network resources into account. Based on statistics and analysis of the state of the messages, and considering the delivery history of the node and location information, combined with the relevant information from mutual learning between nodes, this article proposes a comprehensive integration buffer management strategy. We have implemented the proposed strategies including all aspects in the opportunistic network simulation ONE [11, 12] . Simulation experiments show that the CIM strategy improved the performance in terms of the delivery ratio, the overhead ratio, and the average latency.
The remainder of the article is organized as follows. Section 2 gives the problem statement, In Section 3, we give an overview and detailed information of our algorithm. We evaluate our scheme through simulation in Section 4. Finally, we summarize our conclusions and discuss future work in Section 5.
Problem statement
In opportunistic networks, nodes not only forward data, but also store data in the cache and keep the data for a long time (store-carry-forward). Several factors, such as the mobility of nodes, the number of copies of the messages and buffer space of each node, etc., should be considered [13] [14] [15] [16] [17] [18] [19] .
First, we observe that the mobility of nodes greatly affects the delivery of messages. Mobility of nodes result in a limited encountering time of the nodes, thus the number of successful delivery of messages is also limited. Based on this observation, we give high priority to those messages which can choose the encountering nodes as their relay and have higher delivery probability. This helps to suppress spreading of the messages with low delivery probability, which may result in more messages staying in the buffer and the congestion. So, without the help of effective buffer management, node may relay more messages with low delivery probability in this limited encountering time, and wastes the buffer resource, and degrades the performance of the system. Second, flooding-based storing-carrying-forwarding transmission does not control the number of copies of the messages. The unrestricted flooding will inevitably lead to network congestion and frequent loss of messages, so the integrated buffer management strategy should involve this factor.
Third, there are still a large number of redundant copies of a message stay in the buffer when the message is successfully delivered to the destination. Normally, these copies either stay in the buffer until the time-to-live (TTL) of the copy expires [20] , or continue spreading the copies of the message in the networks, this will increase the overhead and waste the network resources. So, we consider the redundancy deletion in the buffer management.
Finally, buffer constraints can severely affect the performance of transmission in opportunistic networks, studies show that flooding-based routing, e.g., epidemic routing (ER), has minimum delivery delay under no buffer constraints, but performs poorly when buffer sizes are limited. If the buffer size is full, the buffer management defines which message to drop when a new message is to be accommodated. Therefore, our buffer management takes the buffer replacement into consideration.
In order to improve network performance of transmission in opportunistic networks, we design a comprehensive integration cache management to tackle the problem discussed above.
Comprehensive-integrated buffer management strategy
The design of buffer management strategy should get along with the mobility model of the nodes and the routing algorithm. Most of the studies use the randombased mobility model to simulate the movement of the nodes. While the study in [21] shows that the typical random-based mobility models are significantly different from the real-move pattern of the daily lives of human being. Most people usually travel in some locations (such as home, dormitory, working place, athletic field, etc.), and only 3% of people leave home out of 100 km frequently. The opportunistic network mainly relies on the encountering opportunities of nodes, these nodes refer to mobile devices, and normally they are held by individuals. So, the mobility of nodes is characterized with sociality. Some of the nodes are more active than the others, and they have more chances to forward messages for others. Taking these factors into consideration, we design the queuing policy with the sociality of nodes. In addition, studies in [4] [5] [6] 22, 23] also show that the message delivery ratio increases as the TTL of the messages, the number of copies of the messages, and the number of forwarding increase, so if a message has a larger number of these factors, then it is more likely that the message has successfully been delivered, so we preferentially remove the messages with larger number of these parameters. Based on this idea, we propose our buffer replacement policy. Although the flooding-based routing has a worse performance when the buffer is constrain, but constrains of buffer and the CPU resources will not be a problem with the fast development of mobile terminators. On the other hand, flooding-based routings have the merits with large throughput, short delay. The future mobile devices are equipped with powerful hardware and large buffer size, which will help to increase the delivery of the messages of the floodingbased routing in the opportunistic networks. In our design, we combine the design of buffer management with the flooding-based routing. By collecting and analyzing the status of message, and considering the information of historical deliver and location, we propose a comprehensive integration cache management strategy. We give the detail of our design in the following sections.
Queuing policy
The queuing policy of our buffer management strategy uses two levels of priority queuing scheme. In the first level queuing, each node maintains a state information packet (SIP).The nodes update the state information every once in a while. Before the node sends messages to its relay nodes, it exchanges its information packet with the encountering nodes.
The structure of the SIP includes the node's ID, message abstract, time stamp, position coordinate information of nodes, and most frequently contacting node list. The node's ID refers to the node holding the packet. The message abstract of the SIP includes the list of message ID which the node is holding. From the message abstract, a node can learn which message it does not have. The most frequently contacting nodes refer to the nodes which get the number of messages ranked the top five. To maintain the frequently contacting nodes list, we first define the contact range as a circle which takes the current coordinator of the node as its center, LocationRang as its radius, where we sets up LocationRang 200 m. We also define a regular contact nodes list, nearHostList.
The process of updating the regular contact nodes list is shown in Figure 1 .
After the node gets the SIP of its encountering node, it can learn if the destination of the new coming message is in the recently contacting nodes list. If so, it then preferentially inserts the message into the queue.
The second level of queuing deals with the remaining messages after the first level of queuing.
We give the message i a priority, P i according to the relayed hops of the message, H relay , and the number of forward in this node, N forward .
We queue the messages ascending according to Pi, and then we add the queue to the tail of first level queue. In this way, the node not only takes advantage of the real-time state information to deliver message, but also takes the number of copies of messages into account. The process of the queuing policy is shown in Figure 2. 
Buffer replacement policy
In the opportunistic networks, the buffer size of each node is limited. A node must eventually discard old copies to make space for new coming messages when the buffer is full. Normally, copies will be discarded when the TTL is elapsed. If the TTL elapsed before the nodes encounter any nodes, the copies will be dropped, otherwise, a decision of which copies should be dropped must be made when the buffer is filled up. Mere consideration of the TTL is not comprehensive, because the message with the longer staying time in the buffer is not necessary the message which has been forwarded more times. In this article, we take the TTL, size, and forwarding times of the message into consideration. As shown in Equations (2) and (3), we set up a weight calculation 
where α, β, and γ are the weighted factor, which represent the impact of TTL, message size and average transmission times of the message, respectively. TTL min is the remaining time of TTL of the message. TTL o is the initialization TTL for the message. BS j is the buffer size of node j. S mi is the size of the message, count av refers to the average forwarding time of all messages in node j, and count is the forwarding time of message i. Then, we calculate the overall buffer utility of node j as follows:
where M j is total number of messages in the buffer. When a node j received a message i, first it judges whether it is congested. If so, it calculates the buffer utility of the message i in node j, W ij . If W ij is less than the overall buffer utility of node j, U j , then message is discarded, otherwise, the buffer replacement function drops the buffered message with the minimum buffer utility. The processing goes straightforwardly until the free buffer size is enough to accommodate the message. The flow chart is shown in Figure 3. 
Congestion control
Congestion control is generally divided into two parts. The first part is how to choose the discarding message when butter space is filled up. This part is now separated, whereby the buffer replacement policy. The second part is how to control the copies of messages spread in the network. We mainly focus on the second part in this section.
We apply our buffer management strategy on ER, whose total number of message copies is uncontrolled. The excessive flooding will inevitably leads that the buffer space of nodes are filled up by the copies in very short of time, and the buffer utilization rate is relatively low, and it also consumes a lot of transmission resources of the network. To deal with this problem, the proposed congestion control function introduces a mechanism to prevent excessive flooding based on the number of forwarding hops of the message and the relay time of relaying the message. We set up a threshold value, HopsCount Th , for the number of forwarding hops of the message, and a threshold value, RelayCount Th , for the relay time of relaying the message. We use the average of relay time of relaying message as the threshold value for the sake of simplicity. As the number follows the Gaussian distribution, so we can calculate it by using the local information.
where RelayCount i is the relay time of message i.
To control the number of copies spread in the network, the node only forward the message whose number of forwarding hops is less than HopsCount Th , and the relay time less than RelayCount Th . Figure 4 shows the maximum transmission case where HopsCount Th is 1 and RelayCount Th is 2.
Redundant deletion
Flooding-based routings spread multi-copies of the messages in the network to increase the chance of delivery. In the transmission process, when one of the copies reaches the destination, the transmission process of other copies of the same message should be terminated. While other copies of the message still accommodate the buffer of the relay nodes and spread in the network until the TTL elapsed. These useless copies of the messages compete for the network resources with other useful copies, which results in unnecessary network resources consumption. Therefore, the redundant deletion should remove these copies of the message. We introduce a learning mechanism, each node maintains a list of messages, which have successfully been delivered. When two nodes encounter each other, they exchange the lists, and spread to other encountering nodes. By this way, the redundant message will be cleaned up and the buffer space will be released soon.
Simulation and analysis

Network model and simulation environment
This section evaluates the performance of the proposed comprehensive integration buffer management strategy in the ONE [14, 15] simulator. We model the opportunistic network as a dynamic set of mobile nodes. Nodes may join and leave the network at any time. In our opportunistic scenario, there are five groups of moving elements, such as pedestrian, bicycles, electrical motor car, vehicles, and office worker. Each group of moving elements follows the map-based movement model with different speeds. The vehicles and bicycles choose random destinations in their reach on the map. The number of different moving elements can be changed, which does not affect the characteristics of basic communication. The details about the simulation parameters are listed in Table 1 .
The following metrics are used in our simulations.
Delivery ratio, which is defined as the ratio of the number of delivered messages to the total number of sent messages.
Overhead ratio, which is defined as the average number of relays used for one delivered message. Average delay, which is defined as the average delay of all messages received by destination nodes.
In the performance evaluation, we implement the proposed CIM strategy in the representative floodingbased routing, ER, and we also apply Random (a node will forward a message in its buffer randomly) and FIFO (when two nodes encountered, the most recently received message in the node buffer will be forwarded last) buffer management strategies to the representative flooding-based routings, including ER, ProPHET routing (PRO), and Spray and Wait(SNW), respectively.
We run all these routing in the same scenario with the above parameters, and compare their performance with regard to the success delivery rate and delivery delay under different buffer size, TTL, and total number of messages, respectively. Figure 5 shows the comparison of delivery ratio of CIM with other four strategies, including ER with Random buffer management, ER with FIFO, and PRO. The delivery ratio of CIM increases as the time increases, after 2000 s, the CIM has the highest delivery ratio leading other strategies 15-20%. Considering that CIM uses two levels of priority queuing scheme which not only takes advantage of the real-time state information to deliver message, but also takes the number of copies of messages into account, the improvement of delivery rate is significant. It can clearly be seen from Figure 6 that the CIM has the lowest overhead and average delay, which are three to four times less than that of other three strategies. The proposed CIM uses a congestion control policy to confine the excessive flooding in ER by controlling the number of forwarding hops and relay time. This results in the lower overhead ratio. The low average delay also validates the original assumption we had when designing the buffer replacement policy, which takes the TTL, size, and forwarding times of the message into consideration and lets messages spend less time in the buffer. Overall the proposed CIM has the better performance than the other flooding-based schemes and has a comparable performance with SNW.
Overall performance
Impact of buffer size
As shown in Figure 7 , when the buffer size is 10 Mb, the ER using CIM strategy has higher delivery rate than the Random and FIFO strategy leading about 5%. This is because when the buffer size is limited, the proposed CIM can preferentially forward messages in the priority queue according to the location information of nodes and the record of historical encountering, and it also periodically removes redundant information in the buffer, and applies the reasonable buffer replacement policy when congestion happens. Although the ER using CIM is still a floodingbased routing, the packets loss is inevitable, but it still has comparable performance with the SNW. Figure 8 reveals the comparison of CIM, Random, FIFO, PRO, and SNW with respect to the overhead ratio under different buffer size. As the buffer size increases, the overhead ratios of CIM and SNW keep stable and are lower than those of other three schemes. This is due to the congestion control policy and buffer replacement management used in CIM. The flooding in CIM is effectively controlled, the redundant messages are removed timely, and messages are delivered as soon as possible. This benefits the lower overhead ratio. Other floodingbased routings using Random or FIFO do not take congestion and historical information it considers. Therefore, the buffer utility ratio is very low, a large number of redundant messages are still in the buffer and consume the network resource, and thus their overhead is relatively high. Figure 9 shows that the average delay of CIM is lowest in all schemes. This is mainly due to the queuing strategy and buffer replacement policy, which make the messages delivered in short time. Although SNW yields low overhead by confining the number of copies, but the limited copies of messages result in the higher delivery delay than that of CIM. Trade-off is offered in terms of the delivery delay and overhead. Overall, CIM performs better than other schemes.
Conclusion
Opportunistic networks aim to provide reliable communications in an intermittently connected environment. The performance of the flooding-based storing-carryingforwarding transmission may get worse when the buffer size is limited. The existing studies of buffer management for opportunistic networks have focused on a subdivision of the field, such as queuing strategy, cache replacement, or redundancy removal. To deal with such case, we integrate the different parts of buffer management, and take all information relevant to message delivery and the network resources into account. We propose a comprehensive integration buffer management strategy. Extensive results are provided to evaluate the proposed routing protocol with ONE simulator. Simulation experiments indicate that the proposed buffer management strategy is effective and outperforms the existing solutions. Figure 9 Average delay with different buffer size.
