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 要  旨 
動物プランクトンと植物プランクトンが移動しながら影響し合うことによる濃度の変化を記述
する捕食・被食モデルとして、反応拡散系が用いられる。反応拡散系で表される捕食・被食モデ
ルは初期条件やパラメータに応じて多様な挙動を見せ、時空間カオスと呼ばれる複雑な状態にな
ることもあれば、空間一様化してしまうこともある。本論文では、捕食・被食モデルを理論的に
解析することによって、解が複雑化する場合とそうでない場合の初期条件の違いや条件を考察に
するとともに、複雑な解の挙動を理論的に調べた。 
本論文の 3 章では、反応拡散系で表される捕食・被食モデルが、拡散係数が等しいとき時間に
依らない有界な正不変集合を持つことを理論的に示した。これにより、正不変集合の内部におけ
る初期条件から時間発展する解は、任意の時刻で同じ正不変集合の内部に留まり続けることが保
証される。 
第 4 章では、一般の反応拡散系に対して拡散係数が大きいか空間領域が小さいときに解がその
空間平均に漸近するという定理を応用し、十分広い領域に対して非常に大きな波数を持つ初期条
件において、捕食・被食モデルの解が一様化することを証明した。さらに、単体で一様化する波
数の大きな波に対して、その整数倍の波数を持つ波全ての線形結合についても同様に空間一様化
することを証明した。これにより、空間領域が十分に大きく、拡散係数が小さい場合でも初期条
件の性質に応じて解が一様化しうるということを理論的に示した。 
第 5 章では、位相という量を定義し、位相が定義不可能な位相特異点の近傍において反応拡散
系の縮約方程式を導出することを試みる。これにより、捕食・被食モデルの位相特異点近傍での
解の振る舞い及び位相特異点の位置の変化や挙動について解析的に調べた。 
第 6 章では、捕食・被食モデルの数値シミュレーションを行い、得られた数値解と 5 章までで
理論的に導かれた結果と矛盾しないかを比較・検討するとともに、時空間カオスが初期条件の端
数と位相特異点によって発生するという結果を得た。また、位相特異点の挙動を数値計算を用い
て調べることにより、時空間カオス発生のメカニズムについて調べた。 
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1.序論 
 
 被食者と捕食者が同じ空間内に存在し，互いに影響を及ぼし合い拡散しながら少しずつ生
息域を広げていくことは，自然界でも広く見られる普遍的な現象である。その中でも，本論
文では植物プランクトンと動物プランクトンのような関係性に着目している。プランクト
ンには光合成を行い，自己複製することで増殖する植物プランクトンと，植物プランクトン
を摂食して生き永らえる動物プランクトンが存在しており，前者が被食者，後者が捕食者と
しての役割を持つ。このように，生物の存在には，他の生物との関係性が必要不可欠である
といえる。このような捕食者と被食者が作り出す生態系は，捕食や自己増殖・自然死などに
よって互いが自己や他者に何らかの影響を与える現象（反応）と，両者がランダムに空間内
を移動する現象（拡散）が同時に発生することによって発生する。こういった現象は，反応
拡散系と呼ばれる非線形の連立偏微分方程式によって数学的に記述することができる [1]。 
 本論文では，この 2 成分から成る反応拡散系で表される生物の捕食・被食に関する数理
モデル（捕食・被食モデル）を使って，その解の振る舞いを理論的に解析する。反応拡散系
においては、拡散が存在しない場合には起こり得ないような極めて複雑な状態が生じる。こ
の複雑な現象の背後に存在し，現象を複雑化させている要因について考察を行うことが本
研究の最終的な狙いである。 
 本論文の構成は以下の通りである。まず 2 章では，捕食・被食モデルの基本となる常微分
方程式の基本的な性質を明らかにし，その発展形である反応拡散系で表されるモデルの概
要を説明する。第 3 章では，常微分系・反応拡散系の両方で，解の存在可能な範囲を構築す
る。この際に，放物型方程式の最大値原理 [2]など，様々な数学的定義や用語が登場するの
で，それらの説明も行う。そして最終的に，捕食・被食モデルの解がどれだけ複雑化しよう
とも予め定められた範囲内に存在するのが保証されることを示す。第 4 章では，一般の反
応拡散系において成立する解の一様化に関する定理 [2] [3]を応用して、等拡散系で表され
る捕食・被食モデルの解が十分に大きな波数を持つ波と定数の和から成る初期条件におい
て一様化し、その空間平均へと漸近することを示す。第 5 章では，リミットサイクルに関連
する位相 [4]という量を定義するともに、その位相が定義できない位相特異点の近傍におい
て反応拡散系の縮約方程式を導く。これにより位相特異点の近傍で、反応拡散系をより解析
しやすい常微分方程式で近似することができ、この方程式を解析することによって、捕食・
被食モデルの性質の解の振る舞いを調べる。第 6 章では、捕食・被食モデルの様々な初期条
件における数値シミュレーションを行い、その結果と 5 章までで得られた理論的な挙動と
の比較検討を行うとともに、複雑な挙動を示す時空間カオスの発生条件やその振る舞いに
ついて調べる。 
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2. 捕食・被食モデルの概要と基本的性質 
2.1 常微分方程式 
 
𝒖(𝑡) ∈ 𝐑𝒏 を時間 𝑡 ∈ 𝐑 に依存する未知ベクトル、𝒇:  𝒖 → 𝐑𝒏 を時間を陽に含まないベクト
ル値関数とする。このとき、 
𝑑𝒖
𝑑𝑡
= 𝒇(𝒖) 
を自励系と呼び、 𝒖(𝑡) を解とする常微分方程式である。 
本論文では、൬𝑢(𝑡)𝑣(𝑡)൰ ∈ 𝐑
𝟐 を未知ベクトルとする自励系として次のようなものを扱う。 
   𝑑𝑢
𝑑𝑡
= 𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣   
𝑑𝑣
𝑑𝑡
= 𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣 
(2.1)式で表される方程式を捕食・被食モデルと呼ぶ [5]。未知関数 𝑢, 𝑣 はそれぞれ被食者（植
物プランクトン）、捕食者（動物プランクトン）の濃度を表し、 ℎ, 𝑟, 𝑚 はそれぞれ被食者の
捕食されにくさ、捕食者の捕食による増加の度合い、捕食者の自然死の度合いを表すパラメ
ータである。また、現実の生物環境との整合性から 𝑢, 𝑣, 𝑟, 𝑚, ℎ は常に正の値をとるものとす
る。 
(2.1)上式の第 1 項はロジスティック方程式に従う濃度の増減を表し、被食者は捕食者の
影響がない状態では、𝑢 = 1 になるまで自己増殖が可能であるということを示している。
(2.1)上式第 2 項は被食者の捕食による減少を表す。𝑢 (𝑢 + ℎ)⁄  は Holling II 型の応答関数と
呼ばれ [1] [6]、𝑢 が ℎ に比べて十分に大きいときに 1 へと近づき、1 より大きくならない。
これは、被食者が大量に存在していても、捕食者が捕食する量が飽和することを表している。
また、ℎ が大きければその分飽和するのに多くの被食者が必要となり、被食者は捕食されに
くくなる。(2.1)下式第一項は捕食者の捕食による増殖を表しており、(2.1)下式第二項は捕
食者の自然死を表す。このような相互作用が同時に働くことによって、𝑢, 𝑣 の値が増減する
こととなる。 
 
 
 
 
(2.1) 
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2.2 反応拡散系 
 
 空間領域を Ω ⊂ 𝐑𝒎 とおき 𝒙 ∈ Ω とする。𝒖(𝒙, 𝑡) ∈ 𝐑𝒏 を空間と時間に依存する未知ベク
トル、𝒇: 𝒖 → 𝐑𝒏 をベクトル値関数、  𝒖 = (𝑢ଵ, 𝑢ଶ, ⋯ , 𝑢௡) の各成分に対応する拡散係数
 𝑑ଵ, 𝑑ଶ, ⋯ , 𝑑௡ ∈ 𝐑 から成る 𝑛 × 𝑛  対角行列を 𝐷 = diag(𝑑ଵ, 𝑑ଶ, ⋯ , 𝑑௡) とする。このとき、次の
ような偏微分方程式 
𝜕𝒖
𝜕𝑡
= 𝐷Δ𝒖 + 𝒇(𝒖) 
を反応拡散系もしくは反応拡散方程式と呼び、右辺第 1 項を拡散項、第 2 項を反応項と呼
んで区別する。 Δ は空間変数 𝒙 についてのラプラス作用素（ラプラシアン）であり 
Δ = ෍
𝜕ଶ
𝜕𝑥௜ଶ
௠
௜ୀଵ
  
と表される。特に、反応拡散系において全ての拡散係数が等しいとき、𝑑 = 𝑑ଵ = 𝑑ଶ = ⋯ =
𝑑௡ とおくとき 
𝜕𝒖
𝜕𝑡
= 𝑑Δ𝒖 + 𝒇(𝒖) 
と表される偏微分方程式を等拡散系と呼ぶ。等拡散系は前節の常微分方程式と密接な関係
があり、解析的に有用な定理を適用できるため性質を調べやすい。そのため、3 章以降では
等拡散系を中心として扱うものとする。 
 本論文では   𝒖 = ൬𝑢(𝒙, 𝑡)𝑣(𝒙, 𝑡)൰ ∈ 𝐑
𝟐 を未知ベクトルに持つ反応拡散系として次のような系 
[5]を考える。 
𝜕𝑢
𝜕𝑡
= 𝑑ଵΔ𝑢 +  𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣   
𝜕𝑣
𝜕𝑡
= 𝑑ଶΔ𝑣 + 𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣 
特に、等拡散系 
 
𝜕𝑢
𝜕𝑡
= 𝑑Δ𝑢 +  𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣   
 
𝜕𝑣
𝜕𝑡
= 𝑑Δ𝑣 + 𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣 
を重点的に扱う。空間領域 Ω の次元は扱う主題や問題ごとに異なり、どのような領域につ
いて考えているかは解析や数値計算を行う上でその都度明示的に示すものとする。 
境界条件としては 
(2.2) 
(2.3) 
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∂𝒖
𝜕𝑛
= (∇𝒖)𝒏 = 𝟎 (𝒙 ∈ ∂Ω)  
を課す。ここで、ベクトル値関数 𝒖 の勾配 ∇𝒖 は (𝑖, 𝑗) 成分が 𝜕𝑢௜ 𝜕𝑥௝  ⁄ と 𝑛 × 𝑚 の行列であ
り、(∇𝒖)𝒏 は∇𝒖 と 𝒏 の行列積である。これは Neumann 境界条件であり、領域の境界上での
法線ベクトル 𝒏 の方向微分 ∂𝒖 𝜕𝑛⁄  が 0 になることを表す。言い換えれば、これは領域の境
界を介した 𝒖 の流入・流出が存在しないという条件である。なお、本論文で扱う反応拡散系
には常に Neumann 境界条件が課されており、他の境界条件については考えないものとする。 
反応拡散系(2.2), (2.3)式は常微分方程式における捕食・被食モデル(2.1)にラプラシアンに
よる拡散項を付け加えたものとなっている。これにより、初期条件の与え方によっては、も
との常微分方程式では見られない極めて複雑な挙動を示すことになる。 
 
2.3 ヌルクラインと平衡解 
 
൬𝑢(𝑡)𝑣(𝑡)൰ ∈ 𝐑
2, ൬𝑓(𝑢, 𝑣)𝑔(𝑢, 𝑣)൰ : ቀ
𝑢
𝑣ቁ → 𝐑
2とし，次のような自励系を考える。 
𝑑𝑢
𝑑𝑡
= 𝑓(𝑢, 𝑣) 
𝑑𝑣
𝑑𝑡
= 𝑔(𝑢, 𝑣) 
このとき，方程式 𝑓(𝑢, 𝑣) = 0, 𝑔(𝑢, 𝑣) = 0 をそれぞれ 𝑢, 𝑣 についてのヌルクラインと呼ぶ。
さらに，𝑢 −ヌルクラインと𝑣 −ヌルクラインの交点を平衡点といい，明らかに時間に依存し
ない定数定常解となる。この定義に従えば，捕食・被食モデル(2.1)の 𝑢, 𝑣 についてのヌルク
ラインは次のようになる。 
𝑢(1 − 𝑢) −
𝑢
u + ℎ
𝑣 = 0 
𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣 = 0 
上の方程式を解くことによって平衡点は 3 つ求まり，それらは次のように表される。 
(𝑢, 𝑣) = {(0,0), (1,0), (𝑢଴, 𝑣଴)} 
𝑢0 =
𝑚
𝑟 − 𝑚
ℎ 
𝑣଴ = (1 − 𝑢଴)(𝑢଴ + ℎ) 
 
 
 
7 
 
ここで, 𝑢଴ > 0, 𝑣଴ > 0 とする。したがってパラメータは次の条件を満たす必要がある。 
𝑟 > 𝑚,   𝑟
1
1 + ℎ
− 𝑚 > 0  
このとき、相平面 (𝑢, 𝑣) を考えると平衡点は 𝑢 軸上に 1 個，原点に 1 個，第 1 象
限に 1 個だけ存在することになる(図 2.1)。パラメータが条件(2.4)を満たしているとき、後
述するように常微分方程式(2.1)の解の振る舞いは条件を満たしていない場合と比べて複雑
なものとなる。また、この条件は 3 章において等拡散系(2.3)の解の性質を調べる上で非常
に重要な役割を担うことになる。 
 
2.4 常微分方程式の線形化と固有値・固有ベクトル 
 
得られた平衡点 𝒖𝟎 の近傍で常微分方程式の解がどのように振舞うかを調べる。例として
𝒖 = ቀ𝑢𝑣ቁ ∈ 𝐑
𝟐 の場合を考え、  𝝃 = 𝒖 − 𝒖𝟎,  𝒇(𝒖) = ൬
𝑓(𝑢, 𝑣)
𝑔(𝑢, 𝑣)൰とおくと 2 次元自励系 𝒖𝒕 = 𝒇(𝒖) 
は次のように書くことができる。 
𝑑𝝃
𝑑𝑡
= 𝒇(𝒖) − 𝒇(𝒖𝟎) 
𝒇(𝒖)を 𝒖 = 𝒖𝟎 の周りでテイラー展開すると，次のようになる。 
𝒇(𝒖) = 𝒇(𝒖𝟎) + ∇௨𝒇(𝒖𝟎)(𝒖 − 𝒖𝟎) + (2 次以上の項) 
ここで、∇௨𝐟(𝐮𝟎) は (i, j) 成分が 
(2.4) 
図 2.1：相平面上における平衡解の分布 
（𝒓 = 𝟐. 𝟎, 𝒎 = 𝟎. 𝟖, 𝒉 = 𝟎. 𝟑） 
(𝑢଴, 𝑣଴) 
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𝜕𝑓௜
𝜕𝑢୨
(𝒖𝟎)  
となるようなヤコビ行列となる。そこでこの行列を 𝐽 とおき，テイラー展開した 𝒇(𝒖) を 𝝃 
についての微分方程式に代入すると，次のようになる。 
𝑑𝝃
𝑑𝑡
= 𝒇(𝒖) − 𝒇(𝒖𝟎) 
= 𝐽𝝃 + 𝑂൫𝝃⊗ଶ൯ 
解 𝒖 が 𝒖𝟎 の十分近傍にある (|𝝃| ≪ 𝟏) と仮定すると，2 次以上の項を極めて微小な量であ
るとして無視することができる。したがって，任意の自励系は平衡解の近傍で次のような線
形化方程式によって近似される。 
𝑑𝝃
𝑑𝑡
= 𝐽𝝃 
この線形化方程式の解がある定数ベクトル 𝒑，定数 𝜆 ∈ 𝐂 を用いて 𝝃 = 𝒑𝑒ఒ௧ と書けると仮
定すれば 
(𝐽 − 𝜆𝐼)𝐩 = 𝟎 
となるので，𝜆, 𝒑 はそれぞれヤコビ行列 𝐽 の固有値・固有ベクトルとなる。ここで，𝐽 は 2
×2 の正方行列より固有値は重複を含めて 2 つ求まる。数学上では固有値が重解になる場
合もあるが，簡単のためここでは固有値が重解を持たない場合のみを考えることにする。
この場合，異なる固有値 𝜆1, 𝜆2 に属する固有ベクトル 𝒑𝟏, 𝒑𝟐 は互いに線形独立なので、2 つ
の独立解 𝝃 = 𝒑𝟏𝑒ఒ1௧, 𝒑𝟐𝑒ఒ2௧ が得られる。重ね合わせの原理より，これらの独立解の線形結
合も線形化方程式の解となるので， 
𝝃 = 𝒑𝟏𝑒ఒ1௧ + 𝒑𝟐𝑒ఒ2௧ 
となる。もしも 𝜆1, 𝜆2 のうち実部が正のものが 1 つでも存在すれば、時間とともに 𝝃 は固
有ベクトル方向に沿って指数関数的に増加する。つまり，平衡点 𝒖𝟎 の近傍にあった 𝒖 は
時間とともに指数関数的に離れていき，平衡点に収束することはない（不安定）。 𝜆1, 𝜆2 の
実部がすべて負ならば， 𝝃 は 𝑡 → ∞  で 𝟎 に収束する。つまり、平衡点 𝒖𝟎 の近傍にあった
 𝒖 は最終的に平衡点へ収束することを意味する（安定）。実部が 0 の固有値がある場合、
対応する固有ベクトル方向に解軌道は近づくことも遠ざかることもない。 
 また，実部が正の固有値しか持たない平衡点をリペラ（反発点），実部が負の固有値し
か持たない平衡点をアトラクタ（吸引点），実部が正の固有値と負の固有値の両方を持つ
平衡点をサドル（鞍点）と呼んで区別する。 
 なお，𝒖 ∈ 𝐑௡ における自励系の場合でも同様にしてヤコビ行列から固有値・固有ベクト
ルを求めることができる。 
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2.5 捕食・被食モデル（常微分方程式）の平衡解における線形安定性 
 
前節と同様にして，捕食・被食モデル(2.1)の線形化方程式は次のように求められる。 
𝑑𝝃
𝑑𝑡
=
⎝
⎜
⎛
1 − 2𝑢௘௤ −
ℎ
൫𝑢௘௤ + ℎ൯
ଶ 𝑣௘௤ −
𝑢௘௤
𝑢௘௤ + ℎ
𝑟
ℎ
൫𝑢௘௤ + ℎ൯
ଶ 𝑣௘௤ 𝑟
𝑢௘௤
𝑢௘௤ + ℎ
− 𝑚 
⎠
⎟
⎞
𝝃 
ここで，൫𝑢௘௤, 𝑣௘௤൯ は平衡点(0,0),(1,0),(𝑢଴, 𝑣଴)のいずれかを表す。平衡点は 3 つ存在するの
で，それぞれの場合についてヤコビ行列の固有値・固有ベクトルを求める。 
(i) (𝑢௘௤ , 𝑣௘௤) = (0,0) の場合 ：被食者も捕食者も絶滅してしまった状態 
 線形化方程式は次のようになる。 
𝑑𝝃
𝑑𝑡
= ቀ1 00 −𝑚 ቁ 𝝃 
ヤコビ行列の固有値は明らかに 𝜆 = 1, −𝑚 であり，対応する固有ベクトルは順に 
 ቀ10ቁ , ቀ
0
1ቁ 
である。固有値 1 が含まれているため，この平衡点は常に不安定となる。また，数理モデ
ルと現実の整合性から常に 𝑚 > 0 が成り立つので，常にサドルとなる。このことから，相
平面上において (0,0) の近傍にある軌道は固有ベクトル ቀ01ቁ に沿って  (0,0)  に引き寄せ
られ，固有ベクトル ቀ10ቁ 方向へと離れていくことが分かる。 
 
(ii) (𝑢௘௤, 𝑣௘௤) = (1,0) の場合 ：被食者も捕食者も絶滅してしまった状態 
 
線形化方程式は次のようになる。 
𝑑𝝃
𝑑𝑡
= ൮
−1 −
1
1 + ℎ
0 𝑟
1
1 + ℎ
− 𝑚 
൲ 𝝃 
ヤコビ行列の固有値は明らかに 
−1,   
𝑟
1 + ℎ
− 𝑚 
となり，対応する固有ベクトルはそれぞれ  
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ቀ10ቁ,   ቆ
−1
(1 + ℎ) ቀ1 − 𝑚 +
𝑟
1 + ℎቁ
ቇ 
となる。したがって 
𝑟
1 + ℎ
− 𝑚 < 0 
のときにこの平衡点は安定であり，アトラクタになる。逆に 
𝑟
1 + ℎ
− 𝑚 > 0 
のとき不安定であり，サドルになる。この条件は(2.4)式の平衡解 (𝑢଴, 𝑣଴) が第 1 象限に存在
する条件の一部と一致している。即ち、(𝑢଴, 𝑣଴) が第 1 象限に存在するためには(1,0)が不安
定でなければならないということを意味する。逆に(1,0)が安定なとき、(𝑢଴, 𝑣଴) は第１象限
から出ていってしまう。 
(1,0)が安定となる条件 𝑟 (1 + ℎ)⁄ − 𝑚 < 0 から，捕食者の捕食による増加の度合い 𝑟 が十
分に小さいか捕食者の自然死の度合い 𝑚 が十分に大きいと，捕食者は生き残ることができ
ず最終的に絶滅してしまうことが分かる。そして、被食者は自然死することなく自己増殖が
可能なので捕食者が存在しない環境では必ず生き残ることになる。 
 
(iii) ൫𝑢௘௤ , 𝑣௘௤൯ = (𝑢0, 𝑣0)の場合 ：被食者と捕食者が共存する状態 
 Holling II 型応答関数を 𝐻(𝑢) = ௨
௨ା௛
とおき、𝑘 = ௠
௥
 とおく。𝐻(𝑢) は 𝑢 について単調増加な
ので、逆関数が存在する。 𝐻(𝑢଴) = 𝑘 より、逆関数を用いて 
𝑢଴ = 𝐻ିଵ(𝑘) =
𝑘
1 − 𝑘
ℎ 
𝑣଴ =
𝑢଴(1 − 𝑢଴)
𝑘
=
ℎ
1 − 𝑘
൬1 −
𝑘
1 − 𝑘
ℎ൰  
と計算できる。なお、条件(2.4)から 𝑟 > 𝑚 なので 𝑘 < 1 である。さらに、𝜇 = 𝐻(𝑢), 𝑢 = 𝐼(𝜇)
とおくとき 
𝐻ᇱ(𝑢) =
𝑑𝜇
𝑑𝑢
=
1
𝑑𝑢
𝑑𝜇
=
1
𝐼′(𝜇)
  
なので、 
𝐻ᇱ(𝑢଴) =
1
𝐼ᇱ(𝑘)
=
(1 − 𝑘)ଶ
ℎ
 
となる。これらの値を 𝑢଴, 𝑣଴ に代入してヤコビ行列を計算すると、線形化方程式は次のよう
になる。 
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𝑑𝝃
𝑑𝑡
= ቌ
𝑘(1 − 𝑘) − 𝑘(1 + 𝑘)ℎ
1 − 𝑘
−𝑘
𝑟(1 − 𝑘 − 𝑘ℎ) 0 
ቍ 𝝃 
ヤコビ行列のトレース Tr(𝐽) と行列式det(𝐽) はそれぞれ 
Tr(J) =
𝑘(1 − 𝑘) − 𝑘(1 + 𝑘)ℎ
1 − 𝑘
  
det(𝐽) = 𝑟𝑘(1 − 𝑘 − 𝑘ℎ) 
なので、固有方程式は、 
𝜆2 − Tr(𝐽)𝜆 + det(𝐽) = 0 
となる。この方程式の判別式 𝐷 は次のように求められる。 
𝐷 = Tr(𝐽)ଶ − 4det (𝐽) 
=
𝑘ଶ(1 − 𝑘)ଶ − 2𝑘ଶ(1 − 𝑘ଶ)ℎ + (1 + 𝑘)ଶ𝑘ଶℎଶ
(1 − 𝑘)ଶ
− 4𝑟𝑘(1 − 𝑘 − 𝑘ℎ) 
=
𝑃(𝑘)
(1 − 𝑘)ଶ
 
 
𝑃(𝑘) = {(1 + ℎ)ଶ + 4𝑟 + 4𝑟ℎ} 𝑘ସ + (−2 + 2ℎଶ − 12𝑟 − 8𝑟ℎ)𝑘ଷ + {(1 − ℎ)ଶ + 12𝑟 + 4𝑟ℎ}𝑘ଶ
− 4𝑟𝑘 
分母が恒等的に正なので、判別式 𝐷 の符号は 𝑃(𝑘) の符号と一致する。しかし、パラメータ
を含んでいる複雑な係数を持つ 𝑘 についての 4 次式の符号を調べるのは非常に難しい問題
であり、判別式の符号とパラメータの範囲の関係を求めようと試みたがうまく行かなかっ
た。試しにパラメータ 𝑟, ℎ を正の範囲で色々と変えながらコンピュータでグラフを描画して
いくと、どうやら多くの場合で 0 < 𝑘 < 1 の範囲に非自明なゼロ点が 1 つだけ存在している
のがわかった。𝑃(𝑘) = 0 は常に自明なゼロ点 𝑘 = 0 を持つので、この場合残りの 3 つの解
は実数解 1 つと虚数解 2 つとなると考えられる。加えて、𝑘 が非自明なゼロ点の値よりも小
さいとき、𝑃(𝑘) が負になっていた。Wolfram Alpha [7]の計算によればその解は非常に複雑
で⾧大な形をしており、その値がどのような値の範囲に存在するのかを調べることすら困
難だった。具体的には、𝑃(𝑘) = 0 の非自明な解は Wolfram Alpha によって図 2.2 のように求
められた。 
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このような背景から、判別式の符号をパラメータを限定せずに知ることは式が複雑過ぎて
困難であると判断した。そこで、先にパラメータを与えてどのような 𝑘 に対して固有値が虚
数になるかをコンピュータでグラフを描画して調べることにする。 
例として 𝑟 = 2.0, ℎ = 0.3 の場合を考える。このとき、𝑃(𝑘) はおよそ𝑘 < 0.72 のとき負に
なり、0.72 < 𝑘 < 1 のとき正となる（図 2.3）。故に、ヤコビ行列の固有値はおよそ 𝑚 < 1.44 
のときに虚数、𝑚 > 1.44 のときに実数となる。加えて、虚数解となる場合には、トレースの
値の 1/2 が固有値の実部となるので、トレースの符号によって平衡解(𝑢଴, 𝑣଴) の安定性が分
かる。トレースの値から、 
Tr(𝐽) > 0 ⇔ 𝑘 <
1 − ℎ
1 + ℎ
≅  0.538461 
と計算でき、先の結果と合わせると 0 < 𝑘 < 0.538461 のとき、固有値は実部が正の虚数と
なる。対して、0.538461 < 𝑘 < 0.72 のとき実部が負の虚数となる。以上より、例えば 𝑘 =
0.4, 即ち𝑚 = 0.8 のとき固有値は実部が正の虚数となるので、平衡解 (𝑢଴, 𝑣଴) は不安定とな
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ることが分かる。 
 𝑟 = 2.0, 𝑚 = 0.8, ℎ = 0.3 の場合に固有値が実部が正の虚数になることが分かったので、
今度は 𝑟 = 2.0, 𝑘 =0.4 に固定してどのような ℎ のときに平衡解 (𝑢଴, 𝑣଴) が不安定となるかを
調べる。このとき、固有値の値は解析的に次のように求められる。 
𝜆 =
3 − 7ℎ ± √49ℎଶ + 30ℎ − 99
15
 
ルートの内部が負になるとき，即ち 
 0 < ℎ <
−15 + 6√141
49
= 1.147878623 
のときに虚数になる。また，ヤコビ行列のトレースが正になるとき，即ち  
0 < ℎ <
1 − 𝑘
1 + 𝑘
=   
3
7
≅ 0.428571 
の範囲で平衡点 (𝑢0, 𝑣0) は不安定となる。例えば，𝜆に ℎ = 0.3 を代入すると 
𝜆 = 0.06 ± 0.616765𝑖 
となる。一般に固有値が虚数 (𝜆 = 𝑎 ± 𝑏𝑖, 𝑎, 𝑏 ∈ 𝐑, 𝑏 ≠ 0 の形) になる場合，線形化方程
式 𝝃௧ = 𝐽𝝃 の解は 
 
図 2.3: 𝑃(𝑘)のグラフ(0 < 𝑘 < 1, 𝑟 = 2.0, ℎ = 0.3) 
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𝝃 = 𝒑𝟏𝑒(௔ା௕௜)௧ + 𝒑𝟐𝑒(௔ି௕௜)௧ 
と書ける。これは Euler の公式によって 
𝝃 = 𝒑𝟏𝑒௔௧(cos 𝑏𝑡 + 𝑖 sin 𝑏𝑡) + 𝒑𝟐𝑒௔௧(cos 𝑏𝑡 − 𝑖 sin 𝑏𝑡) 
= 𝑒௔௧(𝑨 cos 𝑏𝑡 + 𝑩 sin 𝑏𝑡)  
と書き換えられる。ただし、 𝑨 = 𝒑𝟏 + 𝒑𝟐, 𝑩 = 𝑖(𝒑𝟏 − 𝒑𝟐) とおいた。上の式において 
𝑏 ≠ 0 ならば 𝝃 = 𝒖 − 𝒖𝟎 より解軌道 𝒖 は相平面上において平衡点 𝒖𝟎 の周りで回転する。
加えて， 𝑎 > 0 ならば平衡点近傍で解軌道は回転しながら反発され，𝑎 < 0 ならば回転し
ながら吸引されることを意味する。 
 このことから，𝑟 = 2.0, 𝑚 = 0.8, ℎ = 0.3 のとき平衡点 (𝑢0, 𝑣0) の近傍の解軌道は回転しな
がら反発されて平衡点から離れていくことが分かる。 
対して，𝑟 = 2.0, 𝑚 = 0.8, ℎ = 0.45 のとき固有値は 
𝜆 = −0.01 ± 0.5795688𝑖 
となり，平衡点 (𝑢0, 𝑣0) の近傍の解軌道は回転しながら(𝑢0, 𝑣0) = (0.3,0.4125) へ近づく。 
先の結果から、ℎ > 1.147878623 のとき固有値は実数となるので回転は生じない。例え
ば 𝑟 = 2.0, 𝑚 = 0.8, ℎ = 1.4 のとき固有値は 
𝜆 =
−34 ± 4√61
75
 
となり，これらは 2 つとも負の実数である。このとき，平衡点 (𝑢0, 𝑣0) 近傍の解は回転す
ることなく固有ベクトル方向に沿って (𝑢0, 𝑣0) に近づく。 
 
2.6 捕食・被食モデル（常微分方程式）の数値シミュレーション 
 
 常微分方程式で表される捕食・被食モデル (2.1) を 4 次精度のルンゲ・クッタ法を用い
て数値的に解き，パラメータによる解の振る舞いの変化が前節の安定性解析の結果と一致
するかどうかを調べたところ、結果は図 2.4 のようになった。なお本節における数値計算
の初期状態はすべて 
𝒖𝒊𝒏𝒊𝒕 = ൬
𝑢(0)
𝑣(0)൰ = ቀ
1.0
1.0ቁ 
であり，時間ステップ 𝛥𝑡 は 𝛥𝑡 = 0.001 ，終了時間は 𝑡 = 1000 である。 
各パラメータが 𝑟 = 2.0, 𝑚 = 0.8, ℎ = 0.3 のとき 2.5 節の (i)(ii)(iii) から 3 つの平衡点の
安定性は次のようになる。 
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(0,0) ∶  𝑚 > 0 より不安定 
(1,0) ∶  
𝑟
1 + ℎ
− 𝑚 =
2.0
1.3
− 0.8 > 0 より不安定 
(𝑢଴, 𝑣଴) ∶  ℎ <
1 − 𝑘
1 + 𝑘
=
3
7
= 0. 4̇28571̇より不安定 
このとき，安定な平衡点が存在せず解軌道は周期軌道へと引きつけられる(図 2.4(𝑎))。こ
の周期軌道はリミットサイクル（極限周期軌道）と呼ばれるアトラクタである。 
次に、𝑟 = 2.0, 𝑚 = 0.8, ℎ = 0.45 とすると、3 つの平衡解の安定性は次のようになる。 
(0,0) ∶  𝑚 > 0 より不安定 
(1,0) ∶  
𝑟
1 + ℎ
− 𝑚 =
2.0
1.45
− 0.8 > 0 より不安定 
(𝑢଴, 𝑣଴) ∶  ℎ = 0.45 > 0. 4̇28571̇より安定 
前節の結果から、(𝑢଴, 𝑣଴) において ℎ <  1.147878623 のときに判別式が負になるので、固
有値は実部が負の虚数となる。よって、解は回転しながら (𝑢଴, 𝑣଴) へと近づく(図 2.4(𝑏))。 
 最後に、𝑟 = 2.0, 𝑚 = 0.8, ℎ = 1.2 のとき(0,0)と(1,0)は不安定となり、(𝑢଴, 𝑣଴) のみが安定
となる。更に、ℎ = 1.2 >  1.147878623 より(𝑢଴, 𝑣଴) において判別式が正になるので、固有
値は負の実数となる。よって、解は回転することなく (𝑢଴, 𝑣଴) ≅ (0.933 ⋯ ,0.155 ⋯ ) に近づ
く(図 2.4(𝑐))。 
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図 2.4: 常微分方程式における捕食・被食モデルの数値シミュレーション 
(𝒂) 𝒓 = 𝟐. 𝟎, 𝒎 = 𝟎. 𝟖, 𝒉 = 𝟎. 𝟑    (𝒃) 𝒓 = 𝟐. 𝟎, 𝒎 = 𝟎. 𝟖, 𝒉 = 𝟎. 𝟒𝟓   (𝐜)  𝒓 = 𝟐. 𝟎, 𝒎 = 𝟎. 𝟖, 𝒉 = 𝟏. 𝟒 
(𝑎) 
(𝑏) 
(𝑐) 
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3. 正不変集合の構築 
 
3.1 数学的準備 
 
 本章では，常微分方程式 (2.1)，反応拡散系 (2.2)，等拡散系 (2.3) で表される捕食・捕
食モデルの解の大雑把な振る舞いを解析的に決定づける。そのための数学的な用語や定理
について予め本節で整理する。 
 
3.1.1 正不変集合 
 
 空間領域 Ω ⊂ 𝐑𝒎 における 𝑛 成分反応拡散系( 𝒖, 𝒇 ∈ 𝐑௡ ) 
𝜕𝒖
𝜕𝑡
= 𝐷𝛥𝒖 + 𝒇(𝒖)  (𝒙 ∈ Ω) 
𝜕𝒖
𝜕𝑛
= 0  (𝒙 ∈ 𝜕Ω) 
について考える。 
(3.1) の解 𝒖(𝒙, 𝑡) は各位置・各時刻ごとに相空間上の点に対応する。そこで，時間 𝑡 に
ついて相空間上の集合 
𝐼𝑚(𝑡) ≔ {𝒖(𝒙, 𝑡) ∈ 𝐑௡ | 𝑥 ∈ Ω } 
を解の像と呼ぶ。特に，本論文では 2 成分の場合しか扱わないので解の像も相平面 𝐑ଶ の
場合に限られる。時間 𝑡 に依存する相空間上の閉部分集合 Σ(𝑡) に対して 
𝐼𝑚(0) ⊂ Σ(0) ⇒ ∀𝑡 > 0, 𝐼𝑚(𝑡) ⊂ Σ(𝑡) 
を満たすとき，Σ(𝑡) を反応拡散系 (3.1) の正不変集合と呼ぶ。 
また，𝑛 成分常微分方程式 
𝑑𝒖
𝑑𝑡
= 𝒇(𝒖) 
について，相平面上の閉部分集合 Σ(𝑡) に対して 
𝒖(0) ∈ Σ(0) ⇒ ∀𝑡 > 0, 𝒖(𝑡) ∈ Σ(𝑡) 
を満たすとき，Σ(𝑡) を常微分方程式 (3.2) の正不変集合と呼ぶ。もし考えている偏微分方
程式に対して Σ(𝑡) を得ることができれば，方程式の厳密解が分からずとも解の大雑把な振
る舞いを知ることができる。また，時間とともに縮小する正不変集合を構築することがで
きれば，方程式の解の行きつく先を特定するとともに，十分時間後に解が限定された範囲
にしか存在できないことを示す強力な手段となり得る。 
 
 
(3.1) 
(3.2)
) 
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3.1.2 放物型方程式に対する最大値原理 
 
有界領域 Ω ⊂ 𝐑𝒎 , 任意の時刻 𝑇 > 0 に対して 𝑄்: = Ω × (0, 𝑇)とおく。𝑄்  上で関数  
𝑢 ∶ 𝑄் → 𝐑 は空間変数 𝒙 について 𝐶ଶ 級，時間 𝑡 について 𝐶ଵ 級，𝑄் の閉包 𝑄்തതതത 上で 𝒙 
について 𝐶ଵ 級，時間 𝑡 について連続であるとする。なお 𝐶௡ 級とは連続な 𝑛 階導関数が存
在することを意味し，𝑛 が大きくなるほど滑らかな関数になる。 
このとき，𝑢 について関係式 
𝜕𝑢
𝜕𝑡
≤ 𝑑𝛥𝑢 + 𝑝(𝒙, 𝑡)𝑢  (𝒙 ∈ Ω) 
𝜕𝑢
𝜕𝑛
≤ 0  (𝒙 ∈ 𝜕Ω) 
を満たすとする。ここで，𝑝(𝒙, 𝑡) は 𝑄𝑇തതതത 上で有界な連続関数であるとする。この方程式に対
して，次のような原理が成り立つ。 
 
(ノイマン境界条件下における最大値原理(1) )  [2] [8] [9] 
式(3.3)を満たす関数 𝑢  が Ω 上で 𝑢(𝒙, 0) ≤ 0 ならば、𝒙 ∈ Ωഥ，∀𝑡 > 0 について 𝑢(𝒙, 𝑡) ≤ 0 
となる。  
 
また 𝑢ඁ = −𝑢 とおけば式 (2.3) は次のような関係式に書き直すことができる。 
𝜕𝑢′
𝜕𝑡
≥ 𝑑Δ𝑢′ + 𝑝(𝒙, 𝑡)𝑢′  (𝒙 ∈ Ω) 
𝜕𝑢′
𝜕𝜈
≥ 0  (𝒙 ∈ 𝜕Ω) 
このとき，次のようなものも最大値原理と呼ばれる。 
 
(ノイマン境界条件下における最大値原理(2))  [2] [8] [9] 
式(3.4)を満たす関数 𝑢 が Ω 上で 𝑢(𝑥, 0) ≥ 0 ならば， 𝒙 ∈ Ωഥ，∀𝑡 > 0 について 𝑢(𝒙, 𝑡) ≥ 0 となる。 
 
最大値原理の証明には多くの補題を必要とする上に，その内容は非常に難解なものとなっ
ている。その上，本章の主要な目的は最大値原理の証明ではなく最大値原理を使った応用
にあると考えている。故に，証明については文献[2] [8] [9]を参照されたい。 
 
 
(3.3)
) 
(3.4)
) 
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3.1.3  𝝎 極限集合 
 
 力学系の初期値 𝒖𝒊𝒏𝒊𝒕 に対する解軌道 𝒖(𝑡) に対して，ある点列 {𝑡௜} と点 𝒘 が存在して 
𝑡௜ → ∞ (𝑖 → ∞) 及び 
lim
௜→∞
 |𝒖(𝑡௜) − 𝒘| = 0 
を満たすとする。このとき，𝒘 を 𝜔 極限点という [2]。さらに，同一の 𝒖𝒊𝒏𝒊𝒕 について 𝜔 極限
点をすべて集めたもの 𝜔 極限集合と呼び，𝜔(𝒖𝒊𝒏𝒊𝒕) と表す。𝜔 極限集合は 
𝜔(𝒖𝒊𝒏𝒊𝒕) = ሩ{𝒖(𝑡) | 𝑡 > 𝜏}തതതതതതതതതതതതതതതതത
ఛவ0
 
と表すことができる。これは初期値 𝒖𝒊𝒏𝒊𝒕 における解軌道が行きつく終局状態（アトラク
タ）を表している。つまり，𝜔 極限集合上にない点に対して十分に小さい近傍を考える
と，ある時刻より後に解軌道がその近傍に入ることはない。そのため， 𝜔 極限集合を調べ
ることによって力学系の解の漸近挙動を知ることができる。 
 
3.1.4 ポアンカレ・ベンディクソンの定理 
 
 一般に，次元が高くなるほど空間の自由度が高いため，𝜔 極限集合の形状も複雑なもの
となり得る。それ故に，一般次元において 𝜔 極限集合を調べることは困難を極める。しか
し，𝒖 ∈ 𝐑𝟐 における力学系（平面力学系）については， 𝜔 極限集合の形状が完全に解明
されており，それが次のような定理である。 
 
（ポアンカレ・ベンディクソンの定理 (1) ） [2] 
平面力学系の 𝜔 極限集合は平衡点・周期軌道・有限個の平衡点を結ぶ閉軌道のいずれかに
限られる。 
 
また， 𝜔 極限集合という言葉を使わずに次のように表現することもできる。 
 
（ポアンカレ・ベンディクソンの定理 (2) ） [2] 
平面力学系の解軌道が有界ならば，平衡点・周期軌道・有限個の平衡点を結ぶ閉軌道のい
ずれかに漸近する。 
 
 ポアンカレ・ベンディクソンの定理 (1)(2) は一般の平面力学系の有界な解軌道がとりう
る最終的な状態が 3 種類しかないと言っている。しかし，これだけではこの 3 種類のどれ
かに収束することしか分からない。収束する対象を 1 つに定めることができれば，この定
理は解の漸近挙動を知る上で非常に有用かつ実用的なものとなる。そこで，ポアンカレ・
ベンディクソンの定理 (1)(2) に条件を加えて次のように言いかえる。 
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（ポアンカレ・ベンディクソンの定理 (3) ） [10] 
平面力学系における平衡点を含まない 𝜔 極限集合 𝜔(𝒖𝒊𝒏𝒊𝒕) がコンパクトならば， 𝜔(𝒖𝒊𝒏𝒊𝒕) 
は周期軌道に限られる。特に，平面力学系に対して有界な正不変集合 Σ が存在し，この中
に平衡点が存在しないならば Σ の内部に周期振動が存在する。 
 
ポアンカレ・ベンディクソンの定理 (3) を用いれば，平面力学系における周期軌道の存在
を容易に示すことが可能となる。実際に運用する時には，まず有界な正不変集合を構築す
ることが必要となる。もしも構築した正不変集合が平衡点を含む場合は，構築した正不変
集合から平衡点の近傍を取り除いて新たな集合を考えればよい（図 3.1）。平衡点が不安定
（固有値の実部がすべて正）ならば，平衡点の近傍の外側で閉じ込めが生じているので，
新たな集合も正不変となる。したがって，この中に周期振動が存在することが分かる。 
 周期軌道の特別な場合として、リミットサイクルがある。リミットサイクルとは、周囲
の解軌道を吸引する性質を持つ閉軌道であり、アトラクタの一種である。リミットサイク
ルでない周期振動となるのは，平衡点が安定でも不安定でもない場合（固有値の実部がす
べて 0 の場合）に限られ，すなわちそれは力学系のヤコビ行列のトレースが 0 の場合に限
られる。そのため，有界な正不変集合から不安定な平衡点の近傍を取り除いた集合の内部
には必ずリミットサイクルが含まれる。 
 
 
  
図 3.1: 構築した正不変集合から平衡点近傍を取り除いた集合 
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3.2 一般の拡散係数における反応拡散系の正不変集合の構築 
 
以下の証明においては常に、 Ω ⊂ 𝐑𝒎 の場合を考えているものとする。本節では，(2.2)式で
表される反応拡散系 
𝜕𝑢
𝜕𝑡
= 𝑑ଵΔ𝑢 +  𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣   
𝜕𝑣
𝜕𝑡
= 𝑑ଶΔ𝑣 + 𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣 
の正不変集合を構築する。一般の拡散係数に対しては，有界な正不変集合は長方形領域に
限られる。まずは(2.2)の解の半正値性を示す。つまり， 
𝑢(𝑥, 0) ≥ 0 ⇒ ∀𝑡 > 0, 𝑢(𝑥, 𝑡) ≥ 0  
𝑣(𝑥, 0) ≥ 0 ⇒ ∀𝑡 > 0, 𝑣(𝑥, 𝑡) ≥ 0 
を示す。(2.2)の反応項をそれぞれ 
𝑓(𝑢, 𝑣) = 𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣 
𝑔(𝑢, 𝑣) = 𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣 
とおくと 𝑓(0, 𝑣) ≡ 0 より 𝑓(0, 𝑣) ≥ 0 となる。このとき(2.2)の上式は 
𝜕𝑢
𝜕𝑡
= 𝑑ଵΔ𝑢 + 𝑓(𝑢, 𝑣) 
    ≥ 𝑑ଵΔ𝑢 + 𝑓(𝑢, 𝑣) − 𝑓(0, 𝑣) 
を満たす。ここで 
𝑝(𝑥, 𝑡) = ൞
𝑓(𝑢, 𝑣) − 𝑓(0, 𝑣)
𝑢 − 0
       (𝑢 ≠ 0)
𝜕𝑓
𝜕𝑢
 (𝑢, 𝑣)                  (𝑢 = 0)
 
とおくと， 𝑓(𝑢, 𝑣) は明らかに 𝑢 ≥ 0, 𝑣 ≥ 0 で 𝐶ஶ 級より，十分に滑らかであるから 
𝑢 ≥ 0, 𝑣 ≥ 0 において 𝑝(𝑥, 𝑡) は連続関数となる [2]。したがって 
𝜕𝑢
𝜕𝑡
≥ 𝑑ଵΔ𝑢 + 𝑝(𝑥, 𝑡)𝑢 
が成立するのでノイマン境界条件における最大値原理が適用でき， 
𝑢(𝑥, 0) ≥ 0 ⇒ ∀𝑡 > 0, 𝑢(𝑥, 𝑡) ≥ 0 
となる。同様にして 𝑔(𝑢, 0) ≡ 0 より 𝑔(𝑢, 0) ≥ 0 となるので，(2.2)の下式は 
𝜕𝑣
𝜕𝑡
= 𝑑ଶΔ𝑣 + 𝑔(𝑢, 𝑣) 
    ≥ 𝑑ଶΔ𝑣 + 𝑔(𝑢, 𝑣) − 𝑔(𝑢, 0) 
22 
 
を満たす。ここで 
𝑝(𝑥, 𝑡) = ൞
𝑔(𝑢, 𝑣) − 𝑔(0, 𝑣)
𝑣 − 0
     (𝑣 ≠ 0)
𝜕𝑔
𝜕𝑣
(𝑢, 𝑣)                (𝑣 = 0)
 
とおくと 𝑝(𝑥, 𝑡) は 𝑢 ≥ 0, 𝑣 ≥ 0 において連続関数となるので， 
𝜕𝑣
𝜕𝑡
≥ 𝑑ଶΔ𝑣 + 𝑝(𝑥, 𝑡)𝑣 
が成立する。よって最大値原理が適用でき， 
𝑣(𝑥, 0) ≥ 0 ⇒ ∀𝑡 > 0, 𝑣(𝑥, 𝑡) ≥ 0 
となる。これらの結果を合わせると 
Σ଴ = {(𝑢, 𝑣) | 𝑢 ≥ 0, 𝑣 ≥ 0 } 
なる集合 Σ଴ は反応拡散系(2.2)の時間に依らない正不変集合となる。つまり，𝑢, 𝑣 の初期状
態が任意の 𝑥 ∈ Ω で 0 以上となるとき，どれだけ時間発展しても 𝑢, 𝑣 は 0 以上であり続
け，決して負の値を取ることはない。 
 次に， 𝑢, 𝑣 の上界を構築する。1 以上の実数 𝐶௨ に対して 
𝑓(𝐶௨, 𝑣) = 𝐶௨(1 − 𝐶௨) −
𝐶௨
𝐶௨ + ℎ
𝑣 
となる。𝑢, 𝑣 をともに半正値解とすると，Σ଴ の存在から任意の時刻で 𝑢 ≥ 0, 𝑣 ≥ 0 である
から 
𝑓(𝐶௨, 𝑣) ≤ 𝐶௨(1 − 𝐶௨) 
となり，仮定から 𝐶௨ ≥ 1 より 𝑓(𝐶௨, 𝑣) ≤ 0 が成り立つ。したがって 𝑈 = 𝑢 − 𝐶௨ とおくと反
応拡散系(2.2) の上式は 
𝜕𝑈
𝜕𝑡
= 𝑑ଵΔ𝑈 + 𝑓(𝑢, 𝑣) 
≤ 𝑑ଵΔ𝑈 + 𝑓(𝑢, 𝑣) − 𝑓(𝐶௨, 𝑣) 
と書ける。ここで 
𝑝(𝑥, 𝑡) =
⎩
⎨
⎧
𝑓(𝑢, 𝑣) − 𝑓(𝑢, 𝑏(𝑡))
𝑢 − 𝐶௨
   (𝑢 ≠ 𝐶௨)
𝜕𝑓
𝜕𝑢
 (𝑢, 𝑣)                  (𝑢 = 𝐶௨)
 
とおくと，Σ଴ 上で連続関数となるので 
𝜕𝑈
𝜕𝑡
≤ Δ𝑈 + 𝑝(𝑥, 𝑡)𝑈 
が成り立つ。したがって最大値原理より 
𝑈(𝑥, 0) ≤ 0 ⇒ ∀𝑡 > 0, 𝑈(𝑥, 𝑡) ≤ 0 
であり，ここから直ちに 
𝑢(𝑥, 0) ≤ 𝐶௨ ⇒ ∀𝑡 > 0, 𝑢(𝑥, 𝑡) ≤ 𝐶௨ 
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となる。これにより 𝑢 の時間に依らない上界が求められた。この結果に 𝐶௨ = 1 を代入した
ものと先に求めた Σ଴ を合わせて次のような正不変集合 Σଵ を得る 
Σଵ = {(𝑢, 𝑣) | 0 ≤ 𝑢 ≤ 1,   𝑣 ≥ 0} 
次に、𝑣 の上界について考える。𝑣 方向に対しては単純なベクトルの閉じ込めがなく、
どんなに大きな定数を用いても 𝑔(𝑢, v) を上から押さえることができない。そのため、時間
とともに変化する境界を考える必要がある。捕食・被食モデル(2.1)の下式 
𝑑𝑣
𝑑𝑡
= ቀ𝑟
𝑢
𝑢 + ℎ
− 𝑚ቁ 𝑣 
を 𝑣 について解くと，0 以上の実数 𝐶௩ に対して 
𝑣 = 𝐶௩ exp න ቀ𝑟
𝑢
𝑢 + ℎ
− 𝑚ቁ 𝑑𝑡
௧
଴
 
となる。ただし被積分関数が未知なのでこの積分は実行できない。ここで、Holling II 型応
答関数 𝐻(𝑢) = 𝑢 (𝑢 + ℎ)⁄  は 
𝑑𝐻(𝑢)
𝑑𝑢
=
ℎ
(𝑢 + ℎ)ଶ
> 0 
なので， 𝑢 について常に単調増加である。したがって Σଵ 内部の 𝑢 については 
 0 ≤ 𝑢 ≤ 1 より 𝐻(𝑢) ≤ 𝐻(1) となる。ここで 
𝑏(𝑡) = 𝐶௩ exp න (𝑟𝐻(1) − 𝑚)𝑑𝑡
௧
଴
 
= 𝐶௩ exp ቀ
𝑟
1 + ℎ
− 𝑚ቁ 𝑡 
とすると 
𝑑𝑏(𝑡)
𝑑𝑡
= (𝑟𝐻(1) − 𝑚)𝑏(𝑡) 
≥ (𝑟𝐻(𝑢) − 𝑚)𝑏(𝑡) 
= 𝑔(𝑢, 𝑏(𝑡)) 
となる。したがって 𝑉 = 𝑣 − 𝑏(𝑡) とおくと反応拡散系(2.2)の下式について 
𝜕𝑉
𝜕𝑡
= 𝑑ଶΔ𝑉 + 𝑔(𝑢, 𝑣) −
𝑑𝑏(𝑡)
𝑑𝑡
 
≤ 𝑑ଶΔ𝑉 + 𝑔(𝑢, 𝑣) − 𝑔(𝑢, 𝑏(𝑡)) 
であり， 
𝑝(𝑥, 𝑡) =
⎩
⎨
⎧
𝑔(𝑢, 𝑣) − 𝑔(𝑢, 𝑏(𝑡))
𝑣 − 𝑏(𝑡)
   (𝑣 − 𝑏(𝑡) ≠ 0)
𝜕𝑔
𝜕𝑣
 (𝑢, 𝑣)                   (𝑣 − 𝑏(𝑡) = 0)
 
とおくと 𝑝(𝑥, 𝑡) は Σଵ 上で連続関数より最大値原理から 
𝑉(𝑥, 0) ≤ 0 ⇒ ∀𝑡 > 0, 𝑉(𝑥, 𝑡) ≤ 0 
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であり，ここから直ちに 
𝑣(𝑥, 0) ≤ 𝑏(0) ⇒ ∀𝑡 > 0, 𝑢(𝑥, 𝑡) ≤ 𝑏(𝑡) 
となる。したがって、この結果と先程得られた Σଵ を合わせて次のような正不変集合 Σଶ を
得る。 
Σଶ = {(𝑢, 𝑣) | 0 ≤ 𝑢 ≤ 1,   0 ≤ 𝑣 ≤ 𝑏(𝑡)}   
 𝑏(𝑡) = 𝐶௩ exp ቀ
𝑟
1 + ℎ
− 𝑚ቁ 𝑡 , 𝐶௩ ≥ 0 
このとき、パラメータが 
𝑟
1 + ℎ
− 𝑚 > 0 
を満たす場合、即ち 2 章で見たように条件(2.4)が満たされ、常微分方程式(2.1)において平
衡解(1,0)が不安定となる場合には 𝑏(𝑡) は時間とともに指数関数的に増大し、𝑣 の上界も相
平面上の上方へと動いていく。これにより、任意の時刻で解が有限の値を取りうるという
ことは言えるが、解の取りうる値の範囲は指数関数的に膨張してしまい、時間が経てば経
つほど解についての手がかりは不確かなものになってしまう。 
 もし逆に、 
𝑟
1 + ℎ
− 𝑚 < 0 
つまり常微分方程式(2.1)において平衡解(1,0)が安定となる場合、指数関数 𝑏(𝑡) は時間と
ともに単調減少し、最終的に０へと収束する。この場合、十分時間後に解は次の範囲に収
まっているものと考えられる。 
lim
௧→ஶ
Σଶ = {(𝑢, 𝑣) | 0 ≤ 𝑢 ≤ 1,   𝑣 = 0} 
これは解が最終的に 𝑢 軸上のごく狭い範囲へと集まっていくことを意味する。この範囲に
解が存在するとき、反応拡散系(2.2)は次のような方程式へと簡略化される。 
∂𝑢
𝜕𝑡
= 𝑑ଵΔ𝑢 + 𝑢(1 − 𝑢) 
これは Fischer 方程式 [9] [2]と呼ばれる１変数の反応拡散系に他ならない。この方程式の
解の振る舞いは簡単に調べることが可能で、𝑢 ≥ 0 から出発した解は時間ともに安定な定
数定常解 𝑢 = 1 に集まっていく。したがって、解は正不変集合 Σଶ 内の解は最終的に 𝑢 = 1 
に収束するものと予想される。このように、常微分方程式(2.1)における平衡解(1.0)の安定
性に関する情報は、反応拡散系(2.2)になっても引き継がれていると考えられる。 
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3.3 常微分方程式における正不変集合 
 
3.3.1 関数で定義される正不変集合の構築方法 
  
 常微分方程式は反応項のみに依存して時間変化する。そのため反応拡散系よりも扱いが
簡単であり，前節の結果とは異なり時間に依らない正不変集合を構築することができる。
また，常微分方程式の正不変集合は等拡散系の正不変集合と密接な関係があるため，一旦
反応拡散系から離れて常微分方程式について考える意義は大いにある。 
  ある区分的に滑らかな（有限個の点を除いて滑らかな）境界を持つ有界閉集合 Σ(𝑡) を次
のように考える。𝒖(𝒙, 𝑡) ∈ 𝐑𝒏, 𝐻௝(𝒖, 𝑡) (𝑗 = 1,2, ⋯ 𝑙) を 𝐑𝒏 × 𝐑 から 𝐑 への関数として， 𝒖 
について 𝐶ଶ 級，𝑡 について 𝐶ଵ 級であるとする。また，𝐻௝(𝒖, 𝑡) の相平面上の勾配を 
∇௨𝐻௝(𝒖, 𝑡) ∶= ቆ
𝜕𝐻௝
𝜕𝑢ଵ
,
𝜕𝐻௝
𝜕𝑢ଶ
, ⋯ ,
𝜕𝐻௝
𝜕𝑢௡
ቇ
்
 
で表し，閉集合 Σ௝(𝑡) と Σ(𝑡) を 
Σ௝(𝑡) = {𝒖 ∈ 𝐑௡ | 𝐻௝(𝒖, 𝑡) ≤ 0} 
𝜕Σ௝(𝑡) = {𝒖 ∈ 𝐑௡ | 𝐻௝(𝒖, 𝑡) = 0} 
Σ(𝑡) = ሩ Σ௝(𝑡)
௟
௝ୀଵ
 
と定義する。加えて 𝐻௝(𝒖, 𝑡) は 𝒖 ∈ 𝜕Σ௝(𝑡) ∩ 𝜕Σ(𝑡) 上で 
𝐻௝(𝒖, 𝑡) = 0 ⇒  ∇௨𝐻௝(𝒖, 𝑡) ≠ 𝟎 
を満たす。言いかえれば，閉集合 Σ(𝑡) の境界上で 𝐻௝(𝒖, 𝑡) は必ず 0 でない勾配を持たなけ
ればならない。このことは，勾配 ∇௨𝐻௝(𝒖, 𝑡) が  𝜕Σ௝(𝑡) 上の点における法線ベクトルとなる
ことから，有界閉集合 Σ(𝑡) の境界上のすべての点で法線ベクトルが 0 とならないことと同
義である。 
このとき，常微分方程式の正不変集合について，次の定理が成り立つ。 
 
（定理 3.1 常微分方程式の正不変集合） [2] [9] 
(3.2)で表される常微分方程式 
𝑑𝒖
𝑑𝑡
= 𝒇(𝒖) 
に対して，すべての 𝒖 ∈ 𝜕Σ௝(𝑡) ∩ 𝜕Σ(𝑡), 𝑗 = 1,2, ⋯ 𝑙 に対して 
∇௨𝐻௝(𝒖, 𝑡) ⋅ 𝒇(𝒖) +
𝜕
𝜕𝑡
𝐻௝(𝒖, 𝑡) ≤ 0 
が成り立つことと， Σ(𝑡) は式 (3.2) の正不変集合であることは同値となる。 
(3.5)
) 
26 
 
 
（証明）まずは，不等式 (3.5) が成り立つとき Σ(𝑡) が式 (3.2) の正不変集合となること
を背理法で示す。 
 
正不変集合の定義から 𝒖(0) ∈ Σ(0) かつ，ある時刻で 𝑢(𝑡) ∉ Σ(𝑡) であると仮定する。この
とき，ある 𝑗 に対して 
𝐻௝(𝒖(𝑡଴), 𝑡଴) = 0  
および 
𝐻௝(𝒖(𝑡ଵ), 𝑡ଵ) > 0 
となるような時刻 𝑡଴, 𝑡ଵ で 𝑡ଵ − 𝑡଴ > 0 がいくらでも小さくなるものが存在する。つまり，
 𝑡଴ は解軌道が Σ の境界上に乗っている時刻， 𝑡ଵ は解軌道が Σ の外側に存在している時刻
であり，両者の差を限りなく小さくすることができる。そこで， 𝜀 > 0 をパラメータとし
て 𝒖ఌ(𝑡) を常微分方程式 
𝑑𝒖ఌ(𝑡)
𝑑𝑡
= 𝒇൫𝒖ఌ(𝑡)൯ − 𝜀𝑑𝐻௝(𝒖, 𝑡) 
𝒖ఌ(0) = 𝒖(𝟎) 
の解であるとする。このとき，ある時刻で 𝒖ఌ(𝑡) ∈ 𝜕Σ௝(𝑡) ならば (3.5) より 
𝑑
𝑑𝑡
𝐻௝(𝒖𝜺(𝑡), 𝑡) = 𝑑𝐻௝(𝑢ఌ(𝑡), 𝑡) ⋅
𝑑𝒖ఌ(𝑡)
𝑑𝑡
+
𝜕
𝜕𝑡
𝐻௝(𝒖ఌ(𝑡), 𝑡) 
= 𝑑𝐻௝(𝒖ఌ(𝑡), 𝑡) ⋅ ൛𝒇൫𝒖ఌ(𝑡)൯ − 𝜀𝑑𝐻௝(𝒖, 𝑡)ൟ +
𝜕
𝜕𝑡
𝐻௝(𝒖ఌ(𝑡), 𝑡) 
≤ −𝜀ห𝑑𝐻௝(𝒖ఌ(𝑡), 𝑡)ห
ଶ 
であり，境界上で勾配は 0 とならないので 
𝑑
𝑑𝑡
𝐻௝(𝒖ఌ(𝑡), 𝑡) < 0 
が成り立つ。𝜕Σ௝(𝑡)上では 𝐻௝(𝒖ఌ(𝑡), 𝑡) = 0 であるから 𝐻௝(𝒖ఌ(𝑡), 𝑡) は正の値をとることはな
い。各 𝑗 で同じことが成り立つので，𝒖ఌ(𝑡) が Σ(𝑡) の外部へ出ることは決してない。した
がって 𝐻௝(𝒖ఌ(𝑡ଵ), 𝑡ଵ) ≤ 0 であり，𝜀 → 0 とすると 
 𝐻௝(𝒖ఌ(𝑡ଵ), 𝑡ଵ) ≤ 0 →  𝐻௝(𝒖(𝑡ଵ), 𝑡ଵ) ≤ 0 
が成り立つが，これは 𝐻௝(𝒖(𝑡ଵ), 𝑡ଵ) > 0 と矛盾する。したがって，Σ(𝑡) は (3.2) の正不変
集合となる。 
 今度は逆に，Σ(𝑡) が (3.2) の正不変集合であるとき，不等式 (3.5) が成り立つことを示
す。ある時刻で 𝒖 ∈ 𝜕Σ(𝑡) ∩ 𝜕Σ௝(𝑡)とすると，正不変集合の定義から任意の時刻で解軌道は
出られない。𝜕Σ(𝑡) ∩ 𝜕Σ௝(𝑡) 上で 𝐻௝(𝒖(𝑡), 𝑡) = 0 より，この後 𝐻௝(𝒖(𝑡), 𝑡) は  
𝜕Σ(𝑡) ∩ 𝜕Σ௝(𝑡) 上に留まりつづけるか Σ௝(𝑡) の内部に入るかのどちらかとなる。故に 
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𝑑
𝑑𝑡
𝐻௝(𝒖, 𝑡) ≤ 0 
が成り立つので， 
𝑑
𝑑𝑡
𝐻௝(𝒖, 𝑡) = ∇௨𝐻௝(𝒖, 𝑡) ⋅ 𝒇(𝒖) +
𝜕
𝜕𝑡
𝐻௝(𝒖, 𝑡)  ≤ 0 
となる。したがって Σ(𝑡) が (3.2) の正不変集合であるとき 𝒖 ∈ 𝜕Σ(𝑡) ∩ 𝜕Σ௝(𝑡) 上で 
条件 (3.5)が成り立つ。∎ 
 
定理 3.1 は ൛𝐻௝ൟ が時間を陽に含まない場合においても容易に書き換えられる。即ち 
Σ௝ = {𝒖 ∈ 𝐑௡  | 𝐻௝(𝒖) ≤ 0} 
Σ = ሩ Σ௝
௟
௝ୀଵ
 
のとき，𝒖 ∈ 𝜕Σ ∩ 𝜕Σ௝  上で  
∇௨𝐻௝(𝒖, 𝑡) ⋅ 𝒇(𝒖) ≤ 0 
が成り立つことと時間に依らない有界閉集合 Σ が (3.2) の正不変集合となることは同値で
ある。また，命題の対偶をとることにより 𝒖 ∈ 𝜕Σ ∩ 𝜕Σ௝  上で  
∇௨𝐻௝(𝒖, 𝑡) ⋅ 𝒇(𝒖) > 0 
が成り立つことと時間に依らない有界閉集合 Σ が (3.2) の正不変集合でないことは同値で
ある。ここで，∇௨𝐻௝(𝒖, 𝑡) ⋅ 𝒇(𝒖) は関数 𝐻௝(𝒖, 𝑡) の勾配とベクトル場 𝒇(𝒖) の内積であるから，
Σ の境界上から流出する流れの量を意味している。このことから，定理 3.1 は常微分方程式
の正不変集合であることは境界からベクトル場 𝒇(𝒖) が一切流出しないことと同義であると
いった至極当然のことを述べている。 
 
3.3.2 正不変集合の構築 
  
 本節では，前節で得た定理を用いて常微分系 (2.1) の時間に依存しない正不変集合の構
築を試みる。式 (2.1) の 𝑢 についてのヌルクライン 𝑓 = 0 に着目し，𝑢, 𝑣 ともに正とする
と 
𝑣 = (1 − 𝑢)(𝑢 + ℎ) 
⇔
𝑑𝑣
𝑑𝑢
= 1 − 2𝑢 − ℎ 
となるので 𝑢 = 1 における接線の傾きは −(1 + ℎ) となる。一方，2.2 節 (ii) の結果から平
衡点 (1,0) におけるヤコビ行列の固有ベクトルは 
ቆ
−1
(1 + ℎ) ቀ1 +
𝑟
1 + ℎ
− 𝑚ቁቇ 
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であり，この傾きは 
−(1 + ℎ) ቀ1 +
𝑟
1 + ℎ
− 𝑚ቁ 
となる。したがって 
𝑟
1 + ℎ
− 𝑚 > 0 
のとき，即ち平衡点 (1,0) がサドルの場合に固有ベクトル ቆ
−1
(1 + ℎ) ቀ1 + ௥
ଵା௛
− 𝑚ቁቇ はヌル
クラインの上側を向く形となる(図 3.2) 。このとき，次のような関数を考える。 
𝐻ଵ(𝑢, 𝑣) = −𝑢,   𝐻ଶ(𝑢, 𝑣) = −𝑣 
𝐻ଷ(𝑢, 𝑣) = 𝑣 − (1 + ℎ)𝛼(1 − 𝑢) 
𝛼 = 1 +
𝑟
1 + ℎ
− 𝑚 
ここで，𝐻ଷ(𝑢, 𝑣) = 0 は平衡点 (1,0) を通り固有ベクトルቆ
−1
(1 + ℎ) ቀ1 + ௥
ଵା௛
− 𝑚ቁቇに平行な
直線の方程式である。これらの関数を用いて次のような時間に依らない有界閉集合 𝐷 を定
義する。 
 
 
図 3.2: (1,0) がサドルの場合における固有ベクトルの概観 
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Σଵ = {(𝑢, 𝑣) | 𝐻ଵ(𝑢, 𝑣) ≤ 0} 
Σଶ = {(𝑢, 𝑣) | 𝐻ଶ(𝑢, 𝑣) ≤ 0} 
Σଷ = {(𝑢, 𝑣) | 𝐻ଷ(𝑢, 𝑣) ≤ 0} 
𝐷 = Σଵ ∩ Σଶ ∩ Σଷ 
 
 
また，Σ は相空間上で図 3.3 のように表される。この 𝐷 が常微分方程式 (2.1) の時間に依
存しない正不変集合となることを証明する。 
まず (𝑢, 𝑣) ∈ 𝜕Σ ∩ 𝜕Σଵ において 𝑢 = 0 より(2.1)上式の反応項は 𝑓 ≡ 0 となる。また，
∇௨𝐻ଵ = (−1,0)் であるから， 
∇௨𝐻ଵ(𝑢, 𝑣) ⋅ 𝒇(𝑢, 𝑣) = −1 ⋅ 𝑓 + 0 ⋅ 𝑔 ≤ 0 
が成り立つ。同様に (𝑢, 𝑣) ∈ 𝜕Σ ∩ 𝜕Σଶ において 𝑣 = 0 より(1.1)下式の反応項は 𝑔 ≡ 0 とな
る。また ∇௨𝐻ଶ = (0, −1)் であるから 
∇௨𝐻ଶ(𝑢, 𝑣) ⋅ 𝒇(𝑢, 𝑣) = 0 ⋅ 𝑓 − 1 ⋅ 𝑔 ≤ 0  
が成り立つ。したがって，(𝑢, 𝑣) ∈ 𝜕Σ ∩ 𝜕Σଷ 上で 
∇௨𝐻ଷ(𝑢, 𝑣) ⋅ 𝒇(𝑢, 𝑣) ≤ 0 
であることを示せれば，定理 3.1 より 𝐷 が (2.1) の正不変集合となることが示せる。
𝐻ଷ(𝑢, 𝑣) の勾配は 
∇௨𝐻ଷ(𝑢, 𝑣) = ቀ
(1 + ℎ)𝛼
1 ቁ
 
図 3.3:  有界閉集合 𝐷 の概観 
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となるので 
∇௨𝐻ଷ(𝑢, 𝑣) ⋅ 𝒇(𝑢, 𝑣) = (1 + ℎ)𝛼 ⋅ ቄ𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣ቅ + 1 ⋅ ቄ𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣ቅ 
が成り立つ。また，(𝑢, 𝑣) ∈ 𝜕Σ ∩ 𝜕Σଷ 上で 
𝐻ଷ(𝑢, 𝑣) = 0 
⇔ 𝑣 = (1 + ℎ)𝛼(1 − 𝑢)  (0 ≤ 𝑢 ≤ 1) 
となるので，これを ∇௨𝐻ଷ(𝑢, 𝑣) ⋅ 𝒇(𝑢, 𝑣) に代入し 
∇௨𝐻ଷ(𝑢, 𝑣) ⋅ 𝒇(𝑢, 𝑣) = (1 + ℎ)𝛼 ⋅ ቄ𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
(1 + ℎ)𝛼(1 − 𝑢)ቅ 
+1 ⋅ ቄቀ𝑟
𝑢
𝑢 + ℎ
− 𝑚ቁ (1 + ℎ)𝛼(1 − 𝑢)ቅ 
= (1 + ℎ)𝛼(1 − 𝑢) ቄ𝑢 −
𝑢
𝑢 + ℎ
(1 + ℎ)𝛼 + 𝑟
𝑢
𝑢 + ℎ
− 𝑚ቅ 
を得る。この式が 0 ≤ 𝑢 ≤ 1 で成り立っているので，明らかに 1 − 𝑢 ≥ 0 であり平衡点
(1,0) がサドルのとき 𝛼 > 0 より (1 + ℎ)𝛼(1 − 𝑢) の部分は常に 0 以上となる。したがって
𝑑𝐻ଷ(𝑢, 𝑣) ⋅ 𝒇(𝑢, 𝑣) が 0 以下であることと 
𝐼(𝑢) = 𝑢 −
𝑢
𝑢 + ℎ
(1 + ℎ)𝛼 + 𝑟
𝑢
𝑢 + ℎ
− 𝑚 
となる関数 𝐼(𝑢) が 0 以下になることは等価であるから，𝐼(𝑢) の最大値について調べる。
𝐼(𝑢) を 𝑢 で微分すると 
𝐼(𝑢)ᇱ = 1 −
ℎ
(𝑢 + ℎ)ଶ
(1 + ℎ)𝛼 + 𝑟
ℎ
(𝑢 + ℎ)ଶ
 
= 1 −
ℎ
(𝑢 + ℎ)ଶ
(1 + ℎ) ቀ1 +
𝑟
1 + ℎ
− 𝑚ቁ + 𝑟
ℎ
(𝑢 + ℎ)ଶ
 
= 1 −
ℎ(1 + ℎ)(1 − 𝑚)
(𝑢 + ℎ)ଶ
 
となる。これにより 𝑚 と 1 の大小関係によって場合分けが生じる。 
 
(1) 𝑚 ≥ 1 のとき 
𝐼(𝑢)ᇱ = 1 +
ℎ(1 + ℎ)(𝑚 − 1)
(𝑢 + ℎ)ଶ
> 0 
であるから，𝐼(𝑢) は常に単調増加する。したがって，0 ≤ 𝑢 ≤ 1 においては 
𝐼(𝑢) ≤ 𝐼(1) = 1 − 𝛼 +
𝑟
1 + ℎ
− 𝑚 = 0 
より 𝐼(𝑢) ≤ 0 が成り立つ。 
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(2) 𝑚 < 1 のとき 
𝐼(𝑢)ᇱ の符号が負から正へ変わる極小点が 1 つ存在するが，その点と 0 ≤ 𝑢 ≤ 1 の位置関係
を考えると場合分けが煩雑になってしまい見通しが悪い。そこで，2 階導関数 
𝐼(𝑢)ᇱᇱ =
2ℎ(1 + ℎ)(1 − 𝑚)
(𝑢 + ℎ)ଷ
 
を求めると0 ≤ 𝑢 ≤ 1 の範囲では 𝐼(𝑢)ᇱᇱ > 0 となり，𝐼(𝑢) は下に凸であることが分かる。そ
のため極小点の位置によって 𝐼(𝑢) は 0 ≤ 𝑢 ≤ 1 で極小点を持つか，単調増加するか，単調
減少するかのいずれかとなる。しかし，いずれの場合でも最大値をとるのは区間の端点で
あり，即ち 𝐼(𝑢) は𝑢 = 0, 1 のどちらかで必ず最大となる。したがって 
𝐼(𝑢) ≤ max{𝐼(0), 𝐼(1)} = max{−𝑚, 0} ≤ 0 
となるので 
∇௨𝐻ଷ(𝑢, 𝑣) ⋅ 𝒇(𝑢, 𝑣) = (1 + ℎ)𝛼(1 − 𝑢)𝐼(𝑢) ≤ 0 
が成り立つ。したがって，(1)(2)を合わせて(𝑢, 𝑣) ∈ 𝜕Σ ∩ 𝜕Σଷ 上で𝑑𝐻ଷ(𝑢, 𝑣) ⋅ 𝒇(𝑢, 𝑣) ≤ 0 
であることが示された。以上より，定理 3.1 から 𝐷 が常微分方程式 (2.1) の時間に依存し
ない正不変集合となることが示された。 
 
3.4 等拡散系の正不変集合 
 
 3.3 節において構築した常微分系(2.1)の正不変集合はそのまま等拡散系(2.3)の正不変集
合にもなることを証明する。これにより，反応拡散系で表される捕食・被食モデルの解の存
在範囲を拡散係数が等しい場合に限って大幅に限定することが可能となる。また，次章以降
の数値シミュレーションはすべて等拡散系(2.3)で行うので，数値計算の解が任意の時刻で
非常に狭い範囲に留まり続けることを保証することができる。 
 この証明にあたっては，次のような重要な定理を必要する。 
 
（定理 3.2）(Weinberger) [2] [11] 
常微分方程式(3.2)と対応する拡散係数が 𝛿 の 𝑛 次元等拡散系 
𝜕𝑢
𝜕𝑡
= 𝛿Δ𝑢 + 𝑓(𝑢) (𝑥 ∈ Ω) 
𝜕𝑢
𝜕𝑛
= 0  (𝑥 ∈ 𝜕Ω) 
について考える。このとき常微分方程式(3.2)の正不変集合 Σ(𝑡) が任意の時刻で凸集合なら
ば，Σ(𝑡) は等拡散系(3.6)の正不変集合となる。 
 
（証明） 
定理 3.1 とその証明のために定義した関数や集合をそのまま使用する。 即ち有界閉集合
(3.6)
) 
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Σ(𝑡) を次のように表現する。 
Σ௝(𝑡) = {𝒖(𝒙, 𝑡) ∈ 𝐑௡  | 𝐻௝(𝒖(𝒙, 𝑡), 𝑡) ≤ 0} 
Σ(𝑡) = ሩ Σ௝(𝑡)
௠
௝ୀଵ
 
また，Σ(𝑡) が凸集合であることは関数 𝐻௝(𝒖, 𝑡) が 𝜕Σ(𝑡) ∩ 𝜕Σ௝(𝑡) の近傍で 
𝜕ଶ𝐻௝
𝜕𝑢௜ଶ
≥ 0   (𝑖 = 1,2, ⋯ , 𝑚  𝑗 = 1,2, ⋯ , 𝑛) 
を満たすことと同義である。さらに， 𝐻௝(𝒖, 𝑡) を 𝜕Σ௝(𝑡) の近傍で 𝜕Σ௝(𝑡) からの符号付き距
離と一致するように選ぶ。ここで，符号付き距離とは相空間上のある点と 𝜕Σ௝(𝑡) の最短距
離に，Σ௝(𝑡) 内部ならば負，外部ならば正の符号をつけたものである。この符号付き距離を 
𝑈(𝑥, 𝑡) ≔ 𝐻௝(𝒖, 𝑡) 
と表すとき， 
𝑑𝑈
𝑑𝑡
= ∇௨𝐻௝(𝒖, 𝑡) ⋅
𝜕𝒖
𝜕𝑡
+
𝜕
𝜕𝑡
𝐻௝(𝒖, 𝑡) 
∇𝑈 = ෍
𝜕𝐻௝
𝜕𝑢௜
∇𝑢௜
௠
௜ୀଵ
 
Δ𝑈 = ෍
𝜕ଶ𝐻௝ 
𝜕𝑢௜ଶ
|∇𝑢௜|ଶ +
௠
௜ୀଵ
෍
𝜕𝐻௝
𝜕𝑢௜
Δ𝑢௜
௠
௜ୀଵ
 
= ෍
𝜕ଶ𝐻௝ 
𝜕𝑢௜ଶ
|∇𝑢௜|ଶ +
௠
௜ୀଵ
∇௨𝐻௝ ⋅ Δ𝒖 
と計算できる。ここで， ∇ は 𝒙 ∈ Ω においてのナブラである。これにより， 
𝑑𝑈
𝑑𝑡
− 𝛿Δ𝑈 = ∇௨𝐻௝(𝒖, 𝑡) ⋅
𝜕𝒖
𝜕𝑡
+
𝜕
𝜕𝑡
𝐻௝(𝒖, 𝑡) 
             −𝛿 ෍
𝜕ଶ𝐻௝  
𝜕𝑢௜ଶ
|∇𝑢௜|ଶ −
௠
௜ୀଵ
∇௨𝐻௝ ⋅ 𝛿Δ𝒖 
= ∇௨𝐻௝(𝒖, 𝑡) ⋅ ൬
𝜕𝒖
𝜕𝑡
− 𝛿Δ𝒖൰ +
𝜕
𝜕𝑡
𝐻௝(𝒖, 𝑡) − ෍
𝜕ଶ𝐻௝ 
𝜕𝑢௜ଶ
|∇𝑢௜|ଶ
௠
௜ୀଵ
 
となる。ここで，式(2.11)より 
𝑑𝑈
𝑑𝑡
− 𝛿Δ𝑈 = ∇௨𝐻௝(𝒖, 𝑡) ⋅ 𝒇(𝒖) +
𝜕
𝜕𝑡
𝐻௝(𝒖, 𝑡) − ෍
𝜕ଶ𝐻௝ 
𝜕𝑢௜ଶ
|∇𝑢௜|ଶ
௠
௜ୀଵ
 
であり，𝒖 ∈ 𝜕Σ(𝑡) ∩ 𝜕Σ௝(𝑡) (𝑈(𝑥, 𝑡) = 0) となるような点では 
𝜕ଶ𝐻௝ 
𝜕𝑢௜ଶ
≥ 0 
かつ定理 3.1 が成立するので，仮定から，𝐻௝(𝒖, 𝑡) は常微分系(3.2)の正不変集合 Σ(𝑡) を構築
する関数でもあるので 
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∇௨𝐻௝(𝒖, 𝑡) ⋅ 𝒇(𝒖) +
𝜕
𝜕𝑡
𝐻௝(𝒖, 𝑡) ≤ 0 
が成り立つ。したがって 
𝑑𝑈
𝑑𝑡
− 𝛿Δ𝑈 ≤ 0 
を得る。 𝑈(𝒙, 𝑡) は符号付き距離であるから常に 0 以下であれば解が Σ௝(𝑡) の内部に存在し
ている。ゆえに  𝑈(𝒙, 0) ≤ 0 であるならば最大値原理から任意の  𝑡 > 0, 𝒙 ∈ Ω について
𝑈(𝒙, 𝑡) ≤ 0 が成り立つ。これがすべての 𝑗 で成り立つので，Σ(𝑡) は等拡散系(3.6)の正不変集
合となる。∎ 
 
 自励系においてリミットサイクルを境界とする領域を 𝐶 とすると，閉領域 
 𝐾 = 𝐶 ∪ 𝜕𝐶 は明らかに常微分方程式の正不変集合となる。ここで 𝐾 が凸ならば定理 3.2 
から 𝐾 は対応する等拡散系の正不変集合にもなる。このことは，凸なリミットサイクル 
に対して，等拡散系の初期状態がリミットサイクル内部に含まれるならば，解は任意の時 
刻でリミットサイクルの内側に留まるということを意味する。このことは数値シミュレー 
ションによって確かめることができるが，一般にリミットサイクルを作るような微分方程 
式の厳密解は得られないことの方が多く，常微分系(2.1)のリミットサイクルの式や形状を 
解析的に知ることは困難を極める。そのため，リミットサイクルが凸であるかどうかを理 
論的に示すことは非常に難しく，現状では数値計算の結果からリミットサイクルが凸集合 
に見えるとしか言いようがない。 
これに対して，3.3 節で得た(2.1)で表される常微分方程式 
𝑑𝑢
𝑑𝑡
= 𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣   
𝑑𝑣
𝑑𝑡
= 𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣 
の正不変集合は直角三角形であり，明らかに凸集合となる。したがって，定理 3.2 から図 3.3
で表される正不変集合は、(2.3)式で表される等拡散系 
𝜕𝑢
𝜕𝑡
= 𝑑Δ𝑢 +  𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣   
 
𝜕𝑣
𝜕𝑡
= 𝑑Δ𝑣 + 𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣 
の正不変集合となる。次章で行うシミュレーションはすべて等拡散系(2.3)のものであり，
初期条件はすべて本節で得た正不変集合に含まれる。よって，解の振る舞いがどれだけ複雑
なものになったとしても，任意の時刻で等拡散系(2.3)の数値解が非常に限られた範囲に留
まることが理論的に保証されたことになる。 
 これに加えて、等拡散系(2.3)の更なる正不変集合の構築を試みる。(2.3)式の上式と下式
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を次のように足し合わせる。 
 
 
𝜕
𝜕𝑡 ቀ
𝑢 +
𝑣
𝑟ቁ
= 𝑑Δ ቀ𝑢 +
𝑣
𝑟ቁ
+ 𝑢(1 − 𝑢) −
𝑚
𝑟
𝑣 
ここで、 
𝑢(1 − 𝑢) −
𝑚
𝑟
𝑣 = −𝑢ଶ + (𝑚 + 1)𝑢 − 𝑚 ቀ𝑢 +
𝑣
𝑟ቁ
 
= − ൬𝑢 −
𝑚 + 1
2
൰
ଶ
+
(𝑚 + 1)ଶ
4
− 𝑚 ቀ𝑢 +
𝑣
𝑟ቁ
 
≤
(𝑚 + 1)ଶ
4
− 𝑚 ቀ𝑢 +
𝑣
𝑟ቁ
 
なので、次のような不等式を得る。 
𝜕
𝜕𝑡 ቀ
𝑢 +
𝑣
𝑟ቁ
≤ 𝑑Δ ቀ𝑢 +
𝑣
𝑟ቁ
− 𝑚 ቆ𝑢 +
𝑣
𝑟
−
(𝑚 + 1)ଶ
4𝑚
ቇ 
ここで、新しい変数 𝑋(𝒙, 𝑡) を 
𝑋(𝒙, 𝑡) = 𝑢 +
𝑣
𝑟
−
(𝑚 + 1)ଶ
4𝑚
 
とおけば、この不等式は 
𝜕𝑋
𝜕𝑡
− 𝑑Δ𝑋 + 𝑚𝑋 ≤ 0 
と書ける。加えて 𝑢, 𝑣 は領域 Ω ⊂ 𝐑𝒎 の境界で Neumann 境界条件を満たすので、明らか
に 𝑋 も Neumann 境界条件を満たす。故に 𝑋 は条件(2.3)を満たすので、最大値原理が適用
でき、次のことが成立する。 
𝑋(𝒙, 0) ≤ 0 ⇒ ∀𝑡 > 0,   𝑋(𝒙, 𝑡) ≤ 0 
したがって、次のような正不変集合 Σସ を得る。 
図 3.4: 正不変集合 Σ  (𝑟 = 0.5, 𝑚 = 0.3, ℎ = 1.0  の場合) 
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Σସ = ቊ(𝑢, 𝑣) |  𝑢 +
𝑣
𝑟
−
(𝑚 + 1)ଶ
4𝑚
≤ 0ቋ 
すでに得られている正不変集合 𝐷 と Σସ を合わせて次のような正不変集合 Σ を得る（図 3.4）。 
𝐻ଵ(𝑢, 𝑣) = −𝑢 
 𝐻ଶ(𝑢, 𝑣) = −𝑣 
𝐻ଷ(𝑢, 𝑣) = 𝑣 − (1 + ℎ)𝛼(1 − 𝑢) 
𝐻ସ(𝑢, 𝑣) =  𝑢 +
𝑣
𝑟
−
(𝑚 + 1)ଶ
4𝑚
 
𝛼 = 1 +
𝑟
1 + ℎ
− 𝑚 
Σ௝ = {(𝑢, 𝑣) | 𝐻௝(𝑢, 𝑣) ≤ 0}  (𝑗 = 1,2,3,4) 
Σ = ሩ Σ௝
ସ
௝ୀଵ
 
 最後に、 ∂Σଷ と ∂Σସ の位置関係について考えることによって得られた Σ の形状について
考察する。∂Σଷ の 𝑢 切片は 1 で∂Σସ の 𝑢 切片は (1 + 𝑚)ଶ/4𝑚 である。両者の差を計算する
と、 
(1 + 𝑚)ଶ
4𝑚
− 1 =
(1 − 𝑚)ଶ
4𝑚
≥ 0 
であるから、𝑚 ≠ 1 のとき常に∂Σସ の 𝑢 切片は∂Σସ の 𝑢 切片よりも左側に存在し、𝑚 = 1 の
ときに限り両者は一致する。 
次に両者の傾きを比較すると、∂Σଷ は−𝑟 + (1 + ℎ)(𝑚 − 1)で、∂Σସ の傾きは −𝑟 である。こ
のため、𝑚 > 1 のとき ∂Σଷ のほうが傾きが大きくなり、𝑚 < 1 のとき ∂Σସ のほうが傾きが大
きくなる。したがって、𝑚 ≥ 1 のとき Σ の形状は ∂Σଷ を斜辺とする直角三角形となり、 
𝑚 < 1 のとき四角形となる。 
 
 
 
3.5 先行研究との比較 
 先行研究 [6] [12]で示されている等拡散系(2.2)の正不変集合は次のようなものである。  
𝑇 = {(𝑢, 𝑣)|𝑢 ≥  0, 𝑣 ≥  0, 𝑢 ≤  𝐶, 𝑣 ≤ −𝑟𝑢 +
𝑟𝐶
𝑚
(1 +  𝑚)} 
𝐶 ≥  1,   𝑟 >  𝑚,   
𝑚
 𝑟 − 𝑚
 ℎ <  1 
ここで、𝐶 は１以上の任意の定数であり、先行研究におけるパラメータの各種条件は本章
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における正不変集合に課したものと同一である。この正不変集合 𝑇 と、前節で構築した正不
変集合 Σ の相平面上におけるサイズを比較する。  
 𝑇 の境界の一部である直線 𝑣 =  −𝑟𝑢 + ௥஼
௠
 (1 + 𝑚) の 𝑣 切片は、 𝑟 と 𝑚 を固定したとき、
 𝐶 = 1 の ときに最も小さくなる。そのため、 𝑟𝑚(1 + 𝑚) が最小値である。この 𝑣 切片の値
と、Σ を構成する ∂Σଷ の 𝑣 切片の値を 𝑟, 𝑚 を動かして比較することにより、両者の大小関係
を比較できる。２つの 𝑣 切片の差を取ると、  
𝑟
𝑚
(1 + 𝑚) − (𝑟 + (1 + ℎ)(1 − 𝑚))  =
𝑟 − (1 + ℎ)𝑚 + (1 + ℎ)𝑚ଶ
𝑚
 
であり、𝛼 > 1 より 𝑟 > (1 + ℎ)𝑚 となることを利用すると、   
𝑟
𝑚
 (1 +  𝑚) − (𝑟 + (1 + ℎ)(1 − 𝑚))  ≥ (1 + ℎ)𝑚 >  0 
であることから、 𝑇 の境界を作る直線の 𝑣 切片のほうが、 𝜕Σଷ の 𝑣 切片よりも 𝛼 > 1 のも
とでは常に大きい。 
加えて、両者の 𝑢 切片を比較すると 𝜕Σଷ は 1 で、𝑇 の境界を作る直線 の  𝑢 切片は 
𝐶(1 + 𝑚) 𝑚⁄  であり、𝑟 >  𝑚,   𝐶 ≥  1 より常に 1 より大きい。 
したがって、𝜕Σଷ は 𝑇 の境界を作る直線よりも下側に存在するため、本論文で作られる
正不変集合の方が先行研究よりも小さいことが分かる。これにより、解の存在可能な範囲を
更に狭めることに成功したと言える。 
 
3.6 周期軌道の存在可能な範囲を与える正不変集合 
 
解析的な手順によって作られた常微分方程式の正不変集合 Σ は、平衡解を含んでいるた
め、 このままでは Poincaré-Bendixon の定理を適用するための条件を満たしていない。先
行研究 [13] [14] [15] [16]等によって、(2.1)を含む様々な常微分方程式で表される捕食・被
食モデルがリミットサイクルを持つことが示されているので、適切にパラメータを与えれ
ば正不変集合の内部にリミットサイクルが存在することが予想される。 
そこで本節では、数値計算の結果を解析的に得られる正不変集合 Σ と組み合わせること
により、平衡解を含まない前節よりも更に狭い正不変集合の構築するとともに、リミットサ
イクルの存在可能な範囲を求める。 
常微分方程式 (2.1) は時間を陽に含まない自励系なので、反応項 𝒇(𝒖) の各点における
ベクトルの向きは時間によって変化しない。そのため、異なる解軌道が交差することは決し
てない。 つまり、(2.1)のある１つの解軌道を介したベクトルの流出・流入は恒等的に 0 と
なる。したがっ て、正不変集合の境界の一部として、常微分方程式の解軌道そのものを採
用することが可能となる。しかし、解軌道の厳密な値を知ることできないので、数値計算に
よって解軌道を近似的に求めることが必要になる。 まず最初に、(2.1)の次のような解軌道
37 
 
を導入する。 
γ = ൛൫𝑢(𝑡), 𝑣(𝑡)൯ 𝑡 ∈ [0, 𝑇]ൟ, 𝑢(0) =
𝑚
𝑟 − 𝑚
ℎ, 𝑣(0) = (1 + ℎ)𝛼(1 − 𝑢(0)) 
ここで、解軌道 γ の終端時刻 𝑇 は、 𝑡 = 0 から計測して解軌道が 𝑢 のヌルクライン 𝑣 =
(1 − 𝑢)(𝑢 + ℎ)と 2 回交差するのに掛かった時間である。即ち、 ൫𝑢(𝑡), 𝑣(𝑡)൯ を境にして
𝑑𝑢 𝑑𝑡⁄  の符号は正から負へと転じることとなる。このような解軌道を考えたのは、解析的 
に得られた正不変集合の境界条件の点から出発して、最終的に同じ正不変集合の境界へと
戻ってくるような閉曲線を作るのに必要なためである。 
次に、 𝑣 ≥ (1 − 𝑢)(𝑢 + ℎ) では常に 𝑑𝑢 𝑑𝑡⁄ ≤ 0 なので൫𝑢(𝑇), 𝑣(𝑇)൯から上に向かって 𝑣 軸
に平行な線分 Γଵ を引き、解析的に得られた Σ における ∂Σଷに当たるまで伸ばすと Γଵ の法線
ベクトル(1,0)方向へのベクトルの流出が 0 以下になる。したがって、Γଵ も正不変集合の境
界になる。 ൫𝑢(0), 𝑣(0)൯ と直線 Γଵ が ∂Σଷ を切り取ってできる線分を Γଶ とすると、𝛾 ∪ Γଵ ∪ Γଶ 
は閉曲線となる。この閉曲線を構成する 3 つの集合上ではそれぞれ外向き法線ベクトルと
 𝒇(𝒖)の内積が 0 以下になるので、∂𝑆 = 𝛾 ∪ Γଵ ∪ Γଶ を境界にとる有界閉集合 𝑆 は平衡解(0,0)
と(1,0)を含まない正不変集合になる。さらに、平衡解 𝒖𝟎 = (𝑢଴, 𝑣଴) においてヤコビ行列の
全ての固有値の実部が正になるようにパラメータを調整することで、𝒖𝟎 を中心とした十分
に小さい開球 𝐵ఢ(𝒖𝟎) が存在し、その境界上でベクトル場が  𝑆/𝐵ఢ(𝒖𝟎) から流出しないよう
にすることができる。これにより、  𝑆/𝐵ఢ(𝒖𝟎) は平衡解を含まない有界な正不変集合となる
(図 3.5)。したがって、次のような結論が得られる。 
 
（定理 3.3) 常微分方程式で表される捕食・被食モデル(2.1)において、パラメータが次の条
件を満たすとする。  
図 3.5: 正不変集合 𝑆 (緑枠) 、リミットサイクル(紫枠)、 
ヌルクライン(水色) (𝑟 = 2.0 , 𝑚 = 0.8, ℎ = 0.3 の場合) 
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(i) 𝛼 > 1, 𝑟 > 𝑚 ( Σ を構築するのに必要な条件)  
(ii) 𝑟, 𝑚, ℎ > 0（常微分方程式の数理モデルとしての妥当性）  
(iii) 平衡解 𝒖𝟎 におけるヤコビ行列の固有値が全て正（平衡解 u0 を正不変集合から除去す
るための条件）   
このとき、∂𝑆 = 𝛾 ∪ Γଵ ∪ Γଶ となるような有界閉領域 𝑆 から、十分に小さな開球 𝐵ఢ(𝒖𝟎) を
取 り除いてできる集合  𝑆/𝐵ఢ(𝒖𝟎) は常微分方程式(2.1)の平衡解を含まない正不変集合とな
る。 定理 3.3 と Poincaré-Bendixon の定理から、常微分方程式(2.1)の平衡解を含まない正
不変集合  𝑆/𝐵ఢ(𝒖𝟎) の内部に、周期軌道が存在することが示された。 
これにより、リミットサイクルの存在可能な範囲を与えることができ、解析的に得られた
ものよりも更に狭い正不変集合 𝑆 を構成することができた。 
 
3.7 まとめ 
常微分方程式や反応拡散系に対して正不変集合 Σ(𝑡) を考えることができる。正不変集合
を構築することができれば， Σ(𝑡) に含まれる初期状態から出発した解は任意の時刻で Σ(𝑡) 
に含まれることが保証される。なお，正不変集合は時間に依存して形を変えてもよい。 
反応拡散系(2.2)に対しては，最大値原理を用いて長方形型の時間に依存する正不変集合
を構築することができた。加えて、常微分方程式(2.1)の平衡解(1,0)が安定となるパラメー
タの範囲では反応拡散系(2.2)の正不変集合が時間とともに縮小していき、最終的に解が
Fischer 方程式へと簡略化される。 
常微分方程式に対しては，ベクトル場の性質を使って定理 3.1 から時間に依存しない正不
変集合を構築した。(2.1)の正不変集合が任意の時刻で凸であるならば，定理 3.2 からこの集
合は等拡散系(2.3)の正不変集合にもなる。本章で常微分方程式(2.1)の凸となる正不変集合
を構築することができたので、定理 3.2 から等拡散系(2.3)の解は時間に依存しない正不変
集合を持つことが示された。さらに、数値解を援用することによって、(2.1)におけるより狭
い正不変集合を構築した。Poincaré-Bendixon の定理より、新たに構築したその正不変集合
の内部にリミットサイクルが存在することも同時に示した。 
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4. 解の空間一様化理論 
 
4.1 数学的準備 
 
 前章において、反応拡散系(2.2)の解が時間に依存しない有界な正不変集合を持つこと
を証明した。これにより、正不変集合の内部における初期条件から時間発展する解の有界性
が保証されたことになる。一般に反応拡散系の解が有界で、なおかつ拡散係数が十分に大き
いか、あるいは空間領域が十分に小さいとき、解は最終的に空間一様化することを解析的に
示すことができる。 
本章では、式(2.3)に特殊な初期条件を与えたときに解が空間一様化することを解析的に
示す。このとき、初期条件の性質に関する情報を解の中に組み込むことによって、一般の反
応拡散系において成立する定理の主張を拡張することが可能になる。具体的には、拡散係数
が十分に小さく、なおかつ空間領域が十分に大きい場合であっても、初期条件の性質が解を
空間一様化させることを示す。そのために必要や諸々の定義や定理に関する説明を本節で
行う。 
 
4.1.1 ユークリッドノルム 
 
 𝑛 次元ベクトル 𝒂 = (𝑎ଵ, 𝑎ଶ, ⋯ , 𝑎௡) において、ユークリッドノルム | ⋅ | を次のように定義す
る。 
|𝒂| = ට𝑎ଵଶ + 𝑎ଶଶ + ⋯ + 𝑎௡ଶ  
同様に、行列に対してもユークリッドノルムを定義する。さらに 𝑚 × 𝑛 の行列 𝐴 を 𝑚 × 𝑛 
個の要素を持ったベクトルと同一視することによって、𝐴 のユークリッドノルム | ⋅ | を次の
ように定義する。 
|𝐴| = ඩ෍ ෍ 𝐴௜௝ଶ
௡
௝ୀଵ
௠
௜ୀଵ
 
 
4.1.2 ベクトル及び行列の内積 
 
𝑛 次元ベクトル 𝒂 = (𝑎ଵ, 𝑎ଶ, ⋯ , 𝑎௡) と𝒃 = (𝑏ଵ, 𝑏ଶ, ⋯ , 𝑏௡) において、内積を次のように定義
する。 
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⟨ 𝒂, 𝒃 ⟩  =  ෍ 𝑎௜𝑏௜
௡
௜ୀଵ
 
 
特に、𝒂 と 𝒂 の内積はユークリッドノルムを用いて次のように表される。 
ඥ⟨ 𝒂, 𝒂 ⟩ = |𝒂| 
𝑚 × 𝑛 の正方行列 𝐴, 𝐵 に対しても、ベクトルと同様にして次のように内積を定義する。 
⟨ 𝐴, 𝐵 ⟩   = ෍ ෍ 𝐴௜௝𝐵௜௝
௡
௝ୀଵ
௠
௜ୀଵ
 
ベクトルの場合と同様に、𝐴 と𝐴 の内積はユークリッドノルムを用いて次のように表される。 
ඥ⟨ 𝐴, 𝐴 ⟩ =  |𝐴| 
 
4.1.3 𝑳𝒑 ノルム 
 
空間領域 Ω ⊂ 𝐑𝒎 において定義された関数 𝑓: Ω → 𝐑 が、 
න |𝑓|௣
ஐ
𝑑𝒙 < ∞ 
であるとき、 𝑓 は 𝑝 乗可積分であるという。 Ω について 𝑝 乗可積分な関数全体の集合を
 𝐿௣(Ω) で表す。このとき、 𝐿௣(Ω) に属する関数 𝑓 の 𝐿௣ ノルム ‖ ⋅ ‖௅೛(ஐ)  を次のように定義す
ることができる [17]。 
 ‖𝑓‖௅೛(ஐ) = ඨන |𝑓|௣
ஐ
𝑑𝒙
೛
 
特に 𝑝 = 2 の場合、 𝐿ଶ(Ω) に属する関数 𝑓 の 𝐿ଶ ノルム ‖ ⋅ ‖௅మ(ஐ) は次のように表され、本章
で最も頻繁に使用する。 
 ‖𝑓‖௅మ(ஐ) = ඨන |𝑓|ଶ
ஐ
𝑑𝒙 
同様にして 𝑛 次元ベクトル値関数 𝒘 ∶ Ω → 𝐑𝒏 に対しても 𝐿ଶ ノルムを次のように定義でき
る。 
 ‖𝒘‖௅మ(ஐ) = ඩ෍ න |𝑤௜|𝟐
ஐ
𝑑𝒙
௡
௜ୀଵ
 
根号内部の総和記号は有限和なので、積分と総和の順序を交換できる。したがって、
 ‖𝒘‖௅మ(ஐ) はユークリッドノルムを用いて次のように書ける。 
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 ‖𝒘‖௅మ(ஐ) = ඨන |𝒘|ଶ𝑑𝒙
ஐ
 
 
4.1.4 関数の空間平均 
 
𝑛 次元ベクトル値関数 𝒘 ∶ Ω → 𝐑𝒏 の空間平均 𝒘 തതത を次のように定義する [2] [3]。 
𝒘 തതത =
1
|Ω|
න 𝒘𝑑𝒙
ஐ
 
ここで、|Ω| は Ω の 𝑚 次元測度（体積）である。 
 
4.1.5 行列の作用素ノルム 
 
 𝐑𝒎 から 𝐑𝒏 への線形写像（行列）全体の集合を ℒ で表す。このとき、ℒ に属する行列 𝐴 の
作用素ノルム‖ ⋅ ‖ℒ はベクトルのユークリッドノルムを用いて次のように定義できる [17] 
[18]。 
‖𝐴‖ℒ = sup
|𝒙|ஷ𝟎,
𝒙∈𝐑೘
|𝐴𝒙|
|𝒙|
 
 
4.1.6 Cauchy-Schwarz の不等式 
 
 ユークリッドノルムを誘導する内積(3.1.2 節で定義したもの)とユークリッドノルムを用
いると、ベクトル 𝒙, 𝒚 ∈ 𝐑𝒏 の間に次のような関係式が成立する [18]。 
⟨ 𝒙, 𝒚 ⟩  ≤ |𝒙| ⋅ |𝒚| 
等号は 𝒙, 𝒚 が線形従属であるときに限って成立する。この不等式を Cauchy-Schwarz の不等
式という。行列 𝐴, 𝐵 ∈ 𝐑௠×௡ に関しても同様にして、 
⟨ 𝐴, 𝐵 ⟩  ≤ |𝐴| ⋅ |𝐵| 
が成立する。 
 
4.1.7 Hölder の不等式 
 
 𝑝, 𝑞 を 1 以上の有限な実数とし、  1 𝑝⁄ + 1 𝑞⁄ = 1 を満たすとする。このとき、  𝑓 ∈
𝐿௣(Ω), 𝑔 ∈ 𝐿௤(Ω) を満たす関数 𝑓, 𝑔 に対して次のような関係式が成立する [10] [18]。 
‖𝑓𝑔‖௅భ(ஐ) ≤ ‖𝑓‖௅೛(ஐ) ‖𝑔‖௅೛(ஐ) 
この不等式を Hölder の不等式という [10] [18]。特に 𝑝 = 𝑞 = 2 のとき、Hölder の不等式は
無限次元空間の内積とノルムの間で成り立つ Cauchy-Schwarz の不等式と一致する。即ち、
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次のような関係式が成り立つ。 
න |𝑓𝑔|𝑑𝒙 
ஐ
≤ ඨන |𝑓|ଶ𝑑𝒙  
ஐ
⋅ ඨන |𝑔|ଶ𝑑𝒙  
ஐ
 
 
4.1.8 Neumann 固有値問題 
 
 領域 Ω ⊂ 𝐑௠ と Neumann 境界条件のもとでの次のようなラプラシアンの固有値問題を考
える。 
Δ𝜙 + 𝜆𝜙 = 0 (𝒙 ∈ Ω) 
𝜕𝜙
𝜕𝑛
= 0  (𝒙 ∈ ∂Ω) 
この問題を Neumann 固有値問題と呼び、その固有値を Neumann 固有値という [2] [3]。
Neumann 固有値は離散的であり、全て 0 以上の値をとるので、これらを次のように順序付
ける。 
𝜆଴ = 0 < 𝜆ଵ < 𝜆ଶ < ⋯ 
固有値が重解となる場合も存在するが、領域を適切に選択することによって重解は回避さ
れているものとする。Neumann 固有値問題は明らかに𝜙 =(定数)となる解を持ち、その固有
値は 0 である。これを 𝜆଴ とし、𝜆ଵ を 𝜆଴ より大きい最小の固有値、即ち正の最小の固有値と
する。Neumann 固有値は領域の大きさと密接な関係があり、領域が小さくなるほど値が大
きくなるという性質を持つ。次のような 1 よりも十分小さな実数 𝜖 に対して縮小領域 
 Ω஫ = {𝒙ᇱ | 𝒙ᇱ = 𝜖𝒙,   𝒙 ∈ Ω } 
を作ると、変数変換から 
Δ =  ෍
𝜕ଶ
𝜕𝑥௜ଶ
௠
௜ୀଵ
= ෍
𝜕ଶ
𝜕𝑥௜ᇱଶ
𝜖ଶ
௠
௜ୀଵ
 
となるので、新しい変数 𝒙ᇱ について Neumann 固有値問題は次のように書き換えられる。 
෍
𝜕ଶ𝜙
𝜕𝑥௜ᇱଶ
+ 𝜖ିଶ𝜆𝜙 = 0
௠
௜ୀଵ
 
したがって、領域縮小後の Neumann 固有値は常に縮小前の固有値の 𝜖ିଶ 倍となる。このこ
とから、正の最小の Neumann 固有値 𝜆ଵは領域の大きさを特徴づける量となることが分か
る。 
 Neumann 固有値にはそれぞれ対応する固有関数が存在しており、それらは直交するとい
う性質を持つ [2]。互いに異なる固有値 𝜆௜ , 𝜆௝  に対応する固有関数 𝜙௜ , 𝜙௝ の領域 Ω における
内積は次のように計算される。 
𝜆௜ න 𝜙௜𝜙௝𝑑𝒙 = − න 𝜙௝Δ𝜙௜𝑑𝒙
ஐஐ
= − න 𝜙௝∇𝜙௜ ⋅ 𝒏𝑑𝛾 + න ∇𝜙௝ ⋅ ∇𝜙௜𝑑𝒙
ஐபஐ
= න ∇𝜙௝ ⋅ ∇𝜙௜𝑑𝒙
ஐ
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𝜆௝ න 𝜙௜𝜙௝𝑑𝒙 = − න 𝜙௜Δ𝜙௝𝑑𝒙
ஐஐ
= − න 𝜙௜∇𝜙௝ ⋅ 𝒏𝑑𝛾 + න ∇𝜙௜ ⋅ ∇𝜙௝𝑑𝒙
ஐபஐ
= න ∇𝜙௝ ⋅ ∇𝜙௜𝑑𝒙
ஐ
 
ここで、途中式の変形に部分積分の公式と Neumann 境界条件を用いた。これらの 2 式の差
をとると 
(𝜆௜ − 𝜆௝) න 𝜙௜𝜙௝𝑑𝒙 = 0
ஐ
 
であり、𝜆௜ ≠ 𝜆௝  より 
න 𝜙௜𝜙௝𝑑𝒙 = 0
ஐ
 
となる。なお、固有関数は 3.2 節において 
න 𝜙௜𝜙௝𝑑𝒙 =
ஐ
ቊ
1 ൫𝜆௜ = 𝜆௝൯
0 ൫𝜆௜ ≠ 𝜆௝൯
 
を満たすように適切に規格化してあるものとする。 
 
4.2 一般反応拡散系における解の一様化 
 
有界領域 Ω ⊂ 𝐑𝒎 における 𝑛 成分反応拡散系( 𝒖, 𝒇 ∈ 𝐑௡ , 𝐷 = diag(𝑑ଵ, 𝑑ଶ, ⋯ , 𝑑௡) ) 
𝜕𝒖
𝜕𝑡
= 𝐷𝛥𝒖 + 𝒇(𝒖)  (𝒙 ∈ Ω) 
𝜕𝒖
𝜕𝑛
= 0  (𝒙 ∈ 𝜕Ω) 
が、相空間内に時間に依存しない有界な正不変集合 Σ を持つと仮定する。もし正不変集合の
存在を仮定しないならば、何らかの別の手段によって 𝒖 の有界性が確保されていなければな
らない。このとき、正の実数 𝛿, 𝑀, 𝜎 を 
𝛿 = min
ଵஸ௜ஸ௡
𝑑௜ ,   𝑀 = max𝒖∈ஊ ‖𝐽‖ℒ ,   𝜎 = 𝛿𝜆ଵ − 𝑀 
と定義する。ここで、𝐽 は 𝒇(𝒖) のヤコビ行列であり、𝜆ଵ は領域 Ω における Neumann 固有値
問題の正の最小の固有値である。前節で見たように 𝜆1 は空間領域が小さいほど大きな値をと
るので、反応項によって定められる定数 𝑀 に対して拡散係数が十分に大きいか、あるいは
領域が十分に小さければ、𝜎 > 0 となる。 
 このとき、一般の反応拡散系に対して解のノルムの評価式が成り立ち、それは具体的には
次のように表される。なお、以降の証明には前節で定義した記号や記法を特に断りなく使用
するものとする。 
 
 
 
(4.1) 
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(定理 4.1) [2] [3] 
𝜎 > 0 と仮定する。式(4.1)における 𝒖 の解の像 
𝐼𝑚(𝑡) = {𝒖(𝒙, 𝑡) | 𝒙 ∈ Ω} 
が正不変集合 Σ に対して 𝐼𝑚(0) ∈ Σ を満たすとする。このとき、初期条件にのみ依存するあ
る定数 𝐶 > 0 が存在して、次のようなノルムに関する不等式が成立する。 
‖𝒖(𝒙, 𝑡) − 𝒖ഥ(𝑡)‖௅మ(ஐ)
ଶ ≤  𝐶 exp(−2𝜎𝑡)  
 
（証明） 
𝒖 の空間非一様性を次のような関数 𝑉(𝑡) で表す。 
𝑉(𝑡) =
1
2
 න |∇𝒖|ଶ 𝑑𝒙 
ஐ
 
なお、|∇𝒖| は行列のノルムである。このとき, 
𝑑𝑉(𝑡)
𝑑𝑡
= න ⟨∇𝒖, ∇𝒖𝒕⟩ 𝑑𝒙 
ஐ
 
= න ⟨∇𝒖, ∇𝐷Δ𝒖⟩𝑑𝒙 
ஐ
+ න ⟨∇𝒖, ∇𝒇(𝒖)⟩𝑑𝒙 
ஐ
 
= න ർ
∂𝒖
𝜕𝑛
  , 𝐷(Δ𝒖)඀ 𝑑𝛾
பஐ
− න ⟨Δ𝒖, 𝐷Δ𝒖⟩𝑑𝒙 
ஐ
+ න ൽ∇𝒖,
∂𝒇(𝒖)
𝜕𝒖
∇𝒖ඁ 𝑑𝒙 
ஐ
 
と計算できる。ப𝒇(𝒖)
డ𝒖
∇𝒖 はヤコビ行列と ∇𝒖 の行列積である。ここで、Neumann 境界条件と
 ∂𝒇(𝒖) 𝜕𝒖⁄  が 𝒇(𝒖) のヤコビ行列であることを用いると 
𝑑𝑉(𝑡)
𝑑𝑡
= − න ⟨Δ𝒖, 𝐷Δ𝒖⟩𝑑𝒙 
ஐ
+ න ⟨∇𝒖, 𝐽 ⋅ ∇𝒖⟩𝑑𝒙 
ஐ
 
となる。右辺第 1 項は 𝛿 の定義から明らかに 
− න ⟨Δ𝒖, 𝐷Δ𝒖⟩𝑑𝒙 
ஐ
≤ −𝛿 න |Δ𝒖|ଶ𝑑𝒙 
ஐ
 
と評価できる。次に、右辺第 2 項は Cauchy-Schwartz の不等式を用いると 
න ⟨∇𝒖, 𝐽∇𝒖⟩𝑑𝒙 
ஐ
≤ න |∇𝒖| ⋅ |𝐽∇𝒖|𝑑𝒙 
ஐ
 
が成り立つ。作用素ノルムに定義に立ち返ることにより 
‖𝐽‖ℒ = sup
|𝒙|ஷ𝟎,
𝒙∈𝐑೙
|𝐽𝒙|
|𝒙|
≥
|𝐽𝒙|
|𝒙|
  (|𝒙| ≠ 𝟎, 𝒙 ∈ 𝐑௡) 
⇔  |𝐽𝒙| ≤ ‖𝐽‖ℒ ⋅ |𝒙| 
となるが、ユークリッドノルムは行列に対しても定義されるので、𝒙 ∈ 𝐑𝒏 を∇𝒖 ∈ 𝐑𝒏×𝒎 に
変えても同様である。よって 
|𝐽∇𝒖| ≤ ‖𝐽‖ℒ ⋅ |∇𝒖| 
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となるので、𝑑𝑉 𝑑𝑡 ⁄ の右辺第 2 項は 
න ⟨∇𝒖, 𝐽∇𝒖⟩𝑑𝒙 
ஐ
≤ න ‖𝐽‖ℒ ⋅ |∇𝒖|ଶ 𝑑𝒙 
ஐ
≤ 𝑀 න |∇𝒖|ଶ 𝑑𝒙 
ஐ
 
と上から押さえられる。これらの結果から、 
𝑑𝑉(𝑡)
𝑑𝑡
≤ −𝛿 න |Δ𝒖|ଶ𝑑𝒙 
ஐ
+ 𝑀 න |∇𝒖|ଶ 𝑑𝒙 
ஐ
 
という不等式を得る。ここで、𝒖(𝒙, 𝑡) を 
 
𝒖(𝒙, 𝑡) =  ෍ 𝒄𝒊
ஶ
௜ୀ଴
(𝑡)𝜙𝒊(𝒙)  
のように Neumann 固有関数で展開して不等式の各項に代入すると、次のようになる。 
න |Δ𝒖|ଶ𝑑𝒙 
ஐ
=  න ቌ− ෍ 𝒄𝒊
ஶ
௜ୀଵ
(𝑡)𝜆௜𝜙𝒊(𝒙)ቍ
ଶ
𝑑𝒙 
ஐ
 
= ෍ 𝜆௜ଶ|𝒄𝒊(𝑡)|𝟐
ஶ
௜ୀଵ
න 𝜙௜ଶ(𝒙)𝑑𝒙
ஐ
+ ෍ 𝜆௜𝜆௝ൻ𝒄𝒊(𝑡), 𝒄𝒋(𝑡)ൿ
ஶ
௜,௝ୀଵ,
௜ஷ௝
න 𝜙𝒊(𝒙)𝜙௝(𝒙)𝑑𝒙
ஐ
 
= ෍ 𝜆௜ଶ|𝒄𝒊(𝑡)|𝟐
ஶ
௜ୀଵ
 
න |∇𝒖|ଶ 𝑑𝒙 
ஐ
=  − න ⟨𝒖, Δ𝒖⟩𝑑𝒙 
ஐ
 
= ෍ 𝜆௜|𝒄𝒊(𝑡)|𝟐
ஶ
௜ୀଵ
න 𝜙௜ଶ(𝒙)𝑑𝒙
ஐ
+ ෍ 𝜆௜ൻ𝒄𝒊(𝑡), 𝒄𝒋(𝑡)ൿ
ஶ
௜,௝ୀ଴,
௜ஷ௝
න 𝜙𝒊(𝒙)𝜙௝(𝒙)𝑑𝒙
ஐ
 
= ෍ 𝜆௜|𝒄𝒊(𝑡)|𝟐
ஶ
௜ୀଵ
 
ここで、Neumann 固有関数の直交性および積分と総和の交換を用いた。両者の間には、固
有値の大小関係から次のような関係がある。 
− න |Δ𝒖|ଶ𝑑𝒙 
ஐ
= − ෍ 𝜆௜ଶ|𝒄𝒊(𝑡)|𝟐
ஶ
௜ୀଵ
≤ −𝜆ଵ ෍ 𝜆௜  |𝒄𝒊(𝑡)|𝟐
ஶ
௜ୀଵ
= −𝜆ଵ න |∇𝒖|ଶ 𝑑𝒙 
ஐ
 
これにより 
𝑑𝑉(𝑡)
𝑑𝑡
≤ −2(𝛿𝜆ଵ − 𝑀) ⋅
1
2
 න |∇𝒖|ଶ𝑑𝒙
ஐ
 
= −2𝜎𝑉(𝑡) 
となり、𝑉(𝑡) の単純な微分不等式が得られたのでこれを解いて 
𝑉(𝑡) ≤ 𝑉(0) exp(−2𝜎𝑡) 
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を得る。なお、 𝑉(0) は初期状態によって決まる定数となる。 
次に 𝒖 の固有関数展開を用いて、解の空間平均は 
𝒖ഥ(𝒙, 𝑡) =
1
|Ω|
න ෍ 𝒄𝒊
ஶ
௜ୀ଴
(𝑡)𝜙𝒊(𝒙)𝑑𝒙
ஐ
 
=
1
|Ω| ෍ 𝒄𝑖(𝑡) න 𝜙𝒊(𝒙)Ω
∞
𝑖=0
  
= 𝒄଴(𝑡) 
と表される。なお、𝜙𝒊 の積分は 𝜙଴ = 1 との直交性により 0 になり、 𝜙଴ の積分のみが残るこ
とを利用した。この式と 𝑉(𝑡) を用いて解とその空間平均の 𝐿ଶ ノルムにおける距離を次のよう
に評価する。 
‖𝒖(𝒙, 𝑡) − 𝒖ഥ(𝑡)‖௅మ(ஐ)
ଶ = න อ෍ 𝒄𝒊
ஶ
௜ୀ଴
(𝑡)𝜙𝒊(𝒙) − 𝒄଴(𝑡)อ
ଶ
𝑑𝒙
ஐ
 
= න อ෍ 𝒄𝒊
ஶ
௜ୀଵ
(𝑡)𝜙𝒊(𝒙)อ
ଶ
ஐ
 𝑑𝒙 = ෍|𝒄𝒊(𝑡)|ଶ
ஶ
௜ୀଵ
  
≤
1
𝜆ଵ
෍ 𝜆௜|𝒄𝒊(𝑡)|ଶ
ஶ
௜ୀଵ
=
2
𝜆ଵ
⋅
1
2
න |∇𝒖|ଶ 𝑑𝒙 
ஐ
 
=
2
𝜆ଵ
𝑉(𝑡) 
これにより、 ଶ
ఒభ
𝑉(0)  は時間に寄らない正の定数なので、定理の主張 
‖𝒖(𝒙, 𝑡) − 𝒖ഥ(𝑡)‖௅మ(ஐ)
ଶ ≤
2
𝜆ଵ
𝑉(0) exp(−2𝜎𝑡) 
を得る。∎  
 
4.3 捕食・被食モデルにおける初期条件と空間一様化 
 
 本節では、等拡散系(2.3)で表される捕食・被食モデル 
𝜕𝑢
𝜕𝑡
= 𝑑Δ𝑢 +  𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣   
 
𝜕𝑣
𝜕𝑡
= 𝑑Δ𝑣 + 𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣 
の解の挙動について考察する。空間領域は Ω = (0, 𝐿) ⊂ 𝐑, 𝐿 ∈ 𝐑 とし、𝐿 は十分に大きな値
を取る。この領域に対して、Neumann 固有値問題は単振動型の微分方程式 [10]と同様の形
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となるので、Neumann 固有値と対応する固有関数は、解析的に次のように計算できる。 
𝜆௡ = ቀ
𝑛𝜋
𝐿 ቁ
ଶ
, 𝜙௡ =  cos
𝑛𝜋
𝐿
𝑥  (𝑛 = 1,2, ⋯ ) 
𝜆଴ = 0, 𝜙଴ = 1 
固有値は離散的であり、重解は生じ得ない。なお、計算の煩雑性を防ぐために、固有関数の
規格化は敢えてしないでおく。これらの固有関数を用いて、(2.3)の解を固有関数展開でき
る。この方程式において、次のような初期条件を考える。 
𝑢(𝑥, 0) = 𝑢଴ + 𝜖 cos
𝑁𝜋
𝐿
𝑥 
𝑣(𝑥, 0) = 𝑣଴ 
ここで、(𝑢଴, 𝑣଴) は正値定常解、𝑁 は十分に大きな整数であり、𝜖 は 𝑢଴ よりも十分に小さな
正数とし、初期条件の解の像が正不変集合に含まれるという条件を満たすように適切に与
える。cos ேగ
௅
𝑥 は固有値 𝜆ே に対応する規格化されていない固有関数である。このような初期
条件からは、時間的に変化し、成⾧する可能性がある固有関数の成分と全く成⾧する可能性
がない成分を調べることが必要となる。そのために固有関数ごとにその成⾧性を分けて考
える必要がある。 
 以下、等拡散系(2.3)と初期条件(4.2)を次のようにベクトル形式で記述する。 
𝒖(𝑥, 0) = 𝒖𝟎 + 𝒄ே(0) cos
𝑁𝜋
𝐿
𝑥 
𝒖(𝑥, 𝑡) = ෍ 𝒄௡
ஶ
௡ୀ଴
(𝑡)𝜙௡(𝑥) 
𝜕𝒖
𝜕𝑡
= 𝑑Δ𝒖 + 𝒇(𝒖) 
𝒇(𝒖) = ൬𝑓
(𝑢, 𝑣)
𝑔(𝑢, 𝑣)൰ = ൮
𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣
𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣
൲ 
𝒄ே(0) = ቀ
0
𝜖ቁ , 𝒖𝟎 = ቀ
𝑢଴
𝑣଴ቁ , 𝒄௡ ∈ 𝐑
𝟐  (𝑛 = 0,1,2, ⋯ ) 
次に、非線形項 𝒇(𝒖) を 𝟎 の周りで Taylor 展開すると次のようになる。 
𝒇(𝒖) = 𝐿𝒖 + 𝑁ଶ𝒖𝒖 + 𝑁ଷ𝒖𝒖𝒖 + ⋯ + 𝑁௡𝒖⊗𝒏 + ⋯ 
ここで、𝐿 は 𝒇(𝒖) の 0 におけるヤコビ行列で、𝑁௡は 𝑛 次項 𝑛 階の空間や時間に依存しない
テンソルであり、指数の⊗ 𝒏 はテンソル積の意味でのべき乗である。これに 𝒖 の固有関数
展開を代入して固有関数ごとに項を分けて整理すると次のようになる。 
(4.2) 
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𝒇(𝒖) = ෍ ቌ𝐿𝒄௡(𝑡) +
1
2
𝑁ଶ ෍ 𝒄௞భ(𝑡)𝒄௞మ(𝑡)
|௞భ±௞మ|ୀ௡
+
1
4
𝑁ଷ ෍ 𝒄௞భ(𝑡)𝒄௞మ(𝑡)
|௞భ±௞మ±௞య|ୀ௡
𝒄௞య(𝑡) + ⋯
ஶ
௡ୀ଴
+
1
2௠ିଵ
𝑁௠ ෍ 𝒄௞భ(𝑡)𝒄௞మ(𝑡)
|௞భ±௞మ±⋯ା௞೘|ୀ௡
⋯ 𝒄௞೘ + ⋯ ቍ 𝜙௡(𝒙) 
ここで、固有関数が三角関数となることから、積和の公式を用いて固有関数の次数を 1 へ
と下げた。例えば、𝒇(𝒖) の 2 次項は 𝜙 の 2 次式を含むが、これに対して𝜙௞భ , 𝜙௞మ  の積は 
𝜙௞భ𝜙௞మ = cos
𝑘ଵ𝜋
𝐿
cos
𝑘ଶ𝜋
𝐿
=
1
2
ቊcos
(𝑘ଵ + 𝑘ଶ)𝜋
𝐿
+ cos
(𝑘ଵ − 𝑘ଶ)𝜋
𝐿
ቋ 
であるから、この項が 𝜙௡ になるためには 𝑘ଵ, 𝑘ଶ が  
(𝑘ଵ + 𝑘ଶ) = 𝑛 
(𝑘ଵ − 𝑘ଶ) = 𝑛 
(𝑘ଶ − 𝑘ଵ) = 𝑛 
のどれかを満たされなければならない。なお、cos 関数は中身の符号をマイナスに変えても
不変であり、cos ቀ− ௡గ
௅
ቁ になるような組み合わせも考慮しなければならないので 3 番目の
式も必要となる。これら 3 つの条件式はまとめて |𝑘ଵ ± 𝑘ଶ| = 𝑛 と書くことができるので、
この式を満たす全ての 𝑘ଵ, 𝑘ଶ に対して係数ベクトルのテンソル積 𝒄௞భ(𝑡)𝒄௞మ(𝑡) が 𝜙௡ の成⾧
に関与する項となる。𝒇(𝒖) の 3 次項に由来する 𝜙 の 3 次式についても同様に計算でき、 
𝜙௞భ𝜙௞మ𝜙௞య =
1
2
ቊcos
(𝑘ଵ + 𝑘ଶ)𝜋
𝐿
+ cos
(𝑘ଵ − 𝑘ଶ)𝜋
𝐿
ቋ cos
𝑘ଷ𝜋
𝐿
 
                   =
1
4
ቊcos
(𝑘ଵ + 𝑘ଶ + 𝑘ଷ)𝜋
𝐿
+ cos
(𝑘ଵ + 𝑘ଶ − 𝑘ଷ)𝜋
𝐿
+ cos
(𝑘ଵ − 𝑘ଶ + 𝑘ଷ)𝜋
𝐿
+cos
(𝑘ଵ − 𝑘ଶ − 𝑘ଷ)𝜋
𝐿
ቋ 
なので、 𝜙௡ ができるためには |𝑘ଵ ± 𝑘ଶ ± 𝑘ଷ| = 𝑛 が満たされなければならない。以上のこと
から帰納的に 𝜙 の 𝑚 次式から 𝜙௡ を作るためには各 𝑘ଵ, 𝑘ଶ, ⋯ , 𝑘௠ が 
|𝑘ଵ ± 𝑘ଶ ± ⋯ + 𝑘௠| = 𝑛 
を満たす必要がある。 
 よって、(2.3)の方程式全体に𝒖 の固有関数展開を代入して、同じ波数ごとに項をまとめて
整理すると、係数ベクトル 𝒄ଵ(𝑡), 𝒄ଶ(𝑡), ⋯ , 𝒄௡(𝑡), ⋯ を未知変数とする次のような常微分方程
式が得られる。 
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𝑑𝒄௡(𝑡)
𝑑𝑡
= 
− ቀ
𝑛𝜋
𝐿 ቁ
ଶ
𝒄௡(𝑡) +   𝐿𝒄௡(𝑡) +
1
2
𝑁ଶ ෍ 𝒄௞భ(𝑡)𝒄௞మ(𝑡)
|௞భ±௞మ|ୀ௡
+
1
4
𝑁ଷ ෍ 𝒄௞భ(𝑡)𝒄௞మ(𝑡)
|௞భ±௞మ±௞య|ୀ௡
𝒄௞య(𝑡) + ⋯ 
+
1
2௠ିଵ
𝑁௠ ෍ 𝒄௞భ(𝑡)𝒄௞మ(𝑡)
|௞భ±௞మ±⋯ା௞೘|ୀ௡
⋯ 𝒄௞೘ + ⋯   (𝑛 = 0,1,2, ⋯ ) 
𝒄௡(𝑡) の変化が固有関数 𝜙௡(𝑥) の成分の変化であるから、𝒄௡(𝑡) の微分方程式が 𝜆௡ に対応す
る波数成分の成⾧性を表す。 
 初期条件(4.2)は 𝒄଴(0), 𝒄ே(0) ≠ 𝟎 であり、それ以外のモードに対応する係数ベクトルは全
て 𝟎 である。したがって、この初期条件から成⾧しうるモードは、𝒄଴(𝑡), 𝒄ே(𝑡) だけから成る
反応項を持つものに限られる。 𝒄଴(𝑡), 𝒄ே(𝑡) だけから成る反応項を持たないモードは、初期
状態において微分方程式(4.3)の右辺のどの項も𝟎 であるため、平衡解そのものから時間発
展することとなり、当然変化することはない。 
 𝒄଴(𝑡), 𝒄ே(𝑡) だけから成る反応項は、その番号に着目すると 
|𝑘ଵ ± 𝑘ଶ ± ⋯ + 𝑘௠| = 0, 𝑁, 2𝑁, 3𝑁, ⋯ 
を満たすような 0 か 𝑁 のどちらかの値をとる 𝑘ଵ, 𝑘ଶ, ⋯ , 𝑘௠ において 
𝒄௞భ𝒄௞మ ⋯ 𝒄௞೘ 
という形を持つ場合に限られる。したがって、その条件を満たしている 0 以上の 𝑁 の整数
倍のモードだけがこの初期条件(3.2)において成⾧しうるモードとなり、それ以外は初期条
件から一切変化しないことが分かる。したがって、解はこれらの成⾧しうる成分のみによっ
て次のように展開される。 
𝒖(𝑥, 𝑡) = ෍ 𝒄௜ே
ஶ
௜ୀ଴
(𝑡)𝜙௜ே(𝑥) 
これにより、解を構成する成分中における正の最小の固有値は 𝜆ே であり、領域の大きさを
特徴づける量は 𝜆ଵ ではなく 𝜆ே となる。また、 𝜆ே は初期条件(4.2)が持つ固有関数の波数に
関する情報も持っているので、 𝜆ே は(4.2)の性質を特徴づける量ともなる。 
この 𝜆ே に対して前節と同様の証明を行う。3 章で構成した等拡散系(2.3)の時間に依存しな
い有界な正不変集合 Σ と拡散係数 𝑑 に対して、正の実数 𝑀, 𝜎 を 
  𝑀 = max
𝒖∈ஊ
‖𝐽‖ℒ ,   𝜎 = 𝑑𝜆ே − 𝑀 
と定義し直す。この 𝜎 が正となるように初期条件と領域が適切に設定されていると仮定す
る。このとき、同様な計算から定理 4.1 を用いると 
(4.3) 
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‖𝒖(𝑥, 𝑡) − 𝒖ഥ(𝑡)‖௅మ(ஐ)
ଶ ≤  𝐶 exp(−2𝜎𝑡) 
𝐶 =
1
𝜆ே
න |∇𝒖(𝑥, 0)|
ஐ
ଶ
𝑑𝒙 
となり、𝑡 → ∞ の極限で解は 𝒖(𝑥, 𝑡) はその空間平均に収束する。故に、結論として次のよう
な定理を得る。 
 
（定理 4.2） 
1 次元有界領域 Ω = (0, 𝐿) ⊂ 𝐑, 𝐿 ∈ 𝐑 における等拡散系(2.3)における初期条件(3.2)が 
 𝜎 = 𝑑𝜆ே − 𝑀 > 0 及び 𝐼𝑚(0) = {𝒖(𝑥, 0) | 𝑥 ∈ Ω} ⊂ Σ を満たしていると仮定する。このとき、
(2.3)の解は 𝑡 → ∞ の極限で空間平均へと収束する。 
 
定理 4.2 から、拡散係数が小さく、領域が十分に大きい場合においても、初期条件が持つ波
数モード 𝑁 が十分に大きければ 𝜎 > 0 となり、解が空間一様化することがいえる。 
 
4.4 ノイズを含む初期条件における空間一様化 
 
 定理 3.2 は初期条件(3.2)のような単一の大きな波数を持つ固有関数と定数のみの和から
成る初期条件に対して成立する。しかし、これではこのような初期条件は波数の大きな cos
波に定数を加えたものに限られ、定理を適用できる範囲が非常に狭いように思える。そこで、
もっと広い範囲の初期条件に対して、定理 3.2 が適用できないかについて考察する。 
 前節の議論、𝒄଴(0), 𝒄ே(0) ≠ 𝟎 となる初期条件から成⾧しうるモードは、𝒄଴(𝑡), 𝒄ே(𝑡) だけ
から成る項を持つようなモードに限り、その条件を満たすは 0 以上の 𝑁 の整数倍のモード
だけであることを示した。そのとき、解 𝒖(𝑥, 𝑡) が 
𝒖(𝑥, 𝑡) = ෍ 𝒄௜ே
ஶ
௜ୀ଴
(𝑡)𝜙௜ே(𝑥) 
と展開され、これが一様化することを示した。 
ここで、初期条件において非ゼロのモードを𝒄଴(0) ≠ 𝟎, 𝒄ே(0) ≠ 𝟎, 𝒄ଶே(0) ≠ 𝟎, 𝒄ଷே(0) ≠
𝟎, ⋯の場合を考える。つまり 0 以上の 𝑁 の整数倍の固有関数すべて含むようなものにして
も、結局初期条件から成⾧しうるモードは、0 以上の 𝑁 のものに限られる。よって、次のよ
うな初期条件 
𝒖(𝑥, 0) = ෍ 𝒄௜ே
ஶ
௜ୀ଴
(0)𝜙௜ே(𝑥) 
においても、成⾧しうるモードは前節の結果と変わらない。ただし、無限和とすることによ
って解の像が広がってしまい、初期条件が正不変集合からはみ出てしまう可能性があるこ
とには注意しなければならない。そのため、与える初期振幅 𝒄௜ே を十分に小さくし、また当
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然のこととして無限和が収束するように与えなければならない。 
 以上より、定理 4.2 の主張を次のように拡張できる。 
 
（定理 4.3） 
1 次元有界領域 Ω = (0, 𝐿) ⊂ 𝐑, 𝐿 ∈ 𝐑 における等拡散系(2.3)における初期条件(4.2)が 
 𝜎 = 𝑑𝜆ே − 𝑀 > 0  を満たし、 (4.2)の解の像が正不変集合 Σ に含まれており 、これにより定
理 4.2 が適用できると仮定する。このとき、0 以上の 𝑁 の整数倍の固有関数のみから成る初
期条件 
𝒖(𝑥, 0) = ෍ 𝒄௜ே
ஶ
௜ୀ଴
(0)𝜙௜ே(𝑥) 
が収束し、𝐼𝑚(0) = {𝒖(𝑥, 0) | 𝑥 ∈ Ω } ⊂ Σ を満たすならば、(2.3)の解は 𝑡 → ∞ の極限で空間
平均へと収束する。 
 
 この定理により、例えば簡単な例として初期条件(4.2)に対して更に波数の高いノイズを
印加した次のような初期条件に対しても、(2.3)の解が一様化することが分かる。 
𝒖(𝑥, 0) = 𝒖𝟎 + 𝒄ே(0) cos
𝑁𝜋
𝐿
𝑥 + 𝒄ସ଺ସଽ (0) cos
4649𝑁𝜋
𝐿
𝑥 
𝒄ே(0) = 𝒄ସ଺ସଽே(0) = ൬
0
𝜖/2൰ 
ここで、𝜖 は(4.2)において与えたものと同一で、初期条件の解の像が正不変集合に含まれる
ように与えるものとする。これにより、𝜙ே = cos
ேగ
௅
𝑥 と定数の和から成る初期条件を等拡散
系(2.3)に与えたときに一様化するならば、その整数倍のさらに波数の高いノイズを与えて
も同様に一様化するということが示された。 
 
4.5 空間平均の挙動 
 
定理 4.1 において、反応拡散系の解が一定の条件下でその空間平均へと収束することを示し
たが、この空間平均の 𝑡 → ∞ における挙動も解析的に決定づけることが可能である。(4.1)
式で表される Ω ⊂ 𝐑𝑚 における反応拡散系 
𝜕𝒖
𝜕𝑡
= 𝐷𝛥𝒖 + 𝒇(𝒖)  (𝒙 ∈ Ω) 
𝜕𝒖
𝜕𝜈
= 0  (𝒙 ∈ 𝜕Ω) 
に対して、次のような解の空間平均が満たす常微分方程式を考える。 
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𝑑𝒖ഥ
𝑑𝑡
=
1
|Ω|
න 𝒇(𝒖)𝑑𝒙
ஐ
 
𝒖ഥ(0) =
1
|Ω|
න 𝒖(𝒙, 0)𝑑𝒙
ஐ
 
この方程式に対して、次のような定理が成り立つ。 
 
（定理 4.4） [3] 
反応拡散系(4.1)において定理 4.1 が成り立つとき、即ち解が空間平均へと収束するとき、
𝑡 → ∞ の極限で空間平均は常微分方程式 
𝑑𝒖ഥ
𝑑𝑡
= 𝒇(𝒖ഥ) 
の解となる。 
 
（証明） 
解の空間平均が満たす方程式を次のように書き直す。 
𝑑𝒖ഥ
𝑑𝑡
=
1
|Ω|
න (𝒇(𝒖) − 𝒇(𝒖ഥ))𝑑𝒙
ஐ
+ 𝒇(𝒖ഥ) 
ここで、𝒇(𝒖ഥ) は時間のみの関数なので空間平均をとっても値が変わらないことを利用した。こ
の方程式において次のように絶対値をとる。 
ฬ
𝑑𝒖ഥ
𝑑𝑡
− 𝒇(𝒖ഥ)ฬ = ቤ
1
|Ω|
න ൫𝒇(𝒖) − 𝒇(𝒖ഥ)൯𝑑𝒙
ஐ
ቤ 
したがって、この右辺が𝑡 → ∞ の極限で 0 に収束することを示せばよい。定理 4.1 の証明にお
いて、𝒇 が Σ 上で作用素ノルムが有界となるヤコビ行列を持つことを仮定していたので、これを
満たす場合 𝒇(𝒖) は明らかに Lipschitz 連続である。よって、ある定数 𝐾 を用いて右辺を次のよう
に評価できる。 
ቤ
1
|Ω|
න ൫𝒇(𝒖) − 𝒇(𝒖ഥ)൯𝑑𝒙
ஐ
ቤ ≤
1
|Ω|
න |𝒇(𝒖) − 𝒇(𝒖ഥ)|𝑑𝒙
ஐ
 
≤
𝐾
|Ω|
න |𝒖 − 𝒖ഥ|𝑑𝒙
ஐ
 
=
𝐾
|Ω|
 ‖𝒖 − 𝒖ഥ‖୐భ(ಈ) 
ここで、Hölder の不等式を用いると 
𝐾
|Ω|
 ‖𝒖 − 𝒖ഥ‖୐భ(ಈ) ≤
𝐾
|Ω|
‖1‖௅మ(ஐ) ‖𝒖 − 𝒖ഥ‖௅మ(ஐ) 
=
𝐾
ඥ|Ω|
 ‖𝒖 − 𝒖ഥ‖௅మ(ஐ) 
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となる。ここで、定理 4.1 より 
𝐾
ඥ|Ω|
 ‖𝒖 − 𝒖ഥ‖௅మ(ஐ) ≤ ඨ
2
𝜆ଵ|Ω|
𝑉(0) 𝐾 exp(−𝜎𝑡) 
が成り立つので、最終的に空間平均の方程式は次のように上から押さえられる。 
ฬ
𝑑𝒖ഥ
𝑑𝑡
− 𝒇(𝒖ഥ)ฬ = ቤ
1
|Ω|
න ൫𝒇(𝒖) − 𝒇(𝒖ഥ)൯𝑑𝒙
ஐ
ቤ 
≤ ඨ
2
𝜆ଵ|Ω|
𝑉(0) 𝐾 exp(−𝜎𝑡) 
仮定より 𝜎 > 0 であるから、𝑡 → ∞ において最右辺は 0 へと収束するので、解の空間平均は
常微分方程式 
𝑑𝒖ഥ
𝑑𝑡
= 𝒇(𝒖ഥ) 
の解へと最終的に漸近することが示された。∎ 
 
4.6 まとめ 
 
 時間に依らない有界な正不変集合を持つ反応拡散系において、拡散係数が十分に大きい
か領域が十分に小さいとき、正不変集合の内部に含まれる初期条件から時間発展する解は
最終的にその空間平均へと漸近する(定理 4.1)。 
このことを用いると、等拡散系で表される捕食・被食モデルにおいて、初期条件が領域に
対して固有値 0 の固有関数と、十分に大きなモード 𝑁 の固有関数の和で表されるときにも
解が一様化することを示した。この初期条件から成⾧しうるモードは 𝑁 の 0 を含めた整数
倍に限られるので、解はこれらの固有関数の線形結合で表現される。このとき、解の中に含
まれる正の最小の固有値が 𝜆ே であることから、この固有値を用いて定理 4.1 を書き直すこ
とにより、固有値 0 の固有関数と、十分に大きなモード 𝑁 の固有関数の和で表される初期
条件においても解が一様化することが示される(定理 4.2)。 
初期条件として与えると解が一様化するモード 𝑁 の 0 以上の整数倍の固有関数のみから
成る場合においても、初期条件から成⾧しうるモードは 𝑁 の整数倍に限られることは変わ
らないので、この場合においても解が一様化することが示される(定理 4.3)。このことを用
いると、一様化するモード 𝑁 にその整数倍のモードのノイズを加えた初期条件においても
やはり解は一様化することが分かる。 
反応拡散系(3.1)の解が定理 4.1 に従って空間平均へと漸近するとき、その空間平均は最
終的に(3.1)の反応項からなる常微分方程式の解に収束することが示される（定理 4.4）。こ
れにより反応拡散系の解が十分時間後に常微分方程式の解となることがわかり、空間一様
化する場合おいて、反応拡散系は常微分方程式へと縮約される。 
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5. 位相特異点近傍における反応拡散系の縮約 
 
5.1 位相特異点 
 
 常微分方程式 𝒖𝒕 = 𝒇(𝒖) について，周期が 𝑇 のリミットサイクルが存在する時，相空間
におけるリミットサイクルの軌道 𝒑(𝑡) の各点に対する位相 𝜑 を 
𝜑 =
2𝜋
𝑇
𝑡 = 𝜔𝑡 
と定義し、𝒑(0) の位相を 0 とする [4]。𝑡 が 0 から 𝑇 まで動くとき、位相は 0 から 2𝜋 まで
増加した後、再び位相 0 の点 𝒑(0) に戻るとする。この定義から位相は 0 から 2𝜋 の値をと
る事がわかる。更に、リミットサイクルの吸引領域内の点 𝒖𝒊𝒏𝒊𝒕 に対して， 𝒖(0) = 𝒖𝒊𝒏𝒊𝒕 を
初期値とする解軌道がリミットサイクルに漸近するならば， 
lim
௧→ஶ
ቛ𝒖(𝑡; 𝒖𝒊𝒏𝒊𝒕) − 𝒑 ቀ𝑡; 
𝜑଴
𝜔 ቁ
ቛ = 0 
となるようなリミットサイクル上の位相 𝜑଴ が存在する。つまり，𝒖(0) = 𝒖𝒊𝒏𝒊𝒕 における解
軌道と𝒑(𝜑଴/𝜔) を初期値とするリミットサイクル上の軌道は 𝑡 → ∞ で漸近する。このと
き，相空間上の点 𝒖𝒊𝒏𝒊𝒕 の位相 𝜑(𝒖𝒊𝒏𝒊𝒕) を 
𝜑(𝒖𝒊𝒏𝒊𝒕) = 𝜑଴ 
と定義する [4]。このとき，リミットサイクルが内部に含む平衡解 𝒖𝟎 はリミットサイクル
に決して漸近しないので，位相を定義することができない。この位相を定義することがで
きない点を相空間上の位相特異点と呼ぶ [4]。 
次に、反応拡散系について，相空間上に位相特異点が存在するとき，𝒙𝟎 ∈ Ω, 𝒖(𝒙𝟎, 𝑡) =
𝒖𝟎 となる点 𝒙𝟎 を空間領域における位相特異点と呼び，次のような集合 
𝑆(𝑡) ≔ {𝒙 ∈ Ω | 𝒖(𝒙, 𝑡) = 𝒖𝟎} 
を位相特異点集合と呼ぶ。この定義によって，相空間における位相特異点は空間領域上の
点と対応付けられる。位相特異点は相空間上のものと空間領域上のものの 2 種類があるが
以降の文脈で扱う位相特異点という用語は、全て空間領域上におけるものとして扱う。 
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5.2 位相特異点の近傍における反応拡散系の縮約 
 
 本節では、反応拡散系をより解析しやすい単純な方程式へと近似することを試みる。その
ために与える制約として、十分に広い 1 次元有界領域 Ω ⊂ 𝐑ଵ において 𝑆(0) ≠ 𝜙 の場合を
考える。このとき、ある位相特異点 𝑥଴ ∈ 𝑆(0) が存在し、領域の境界から十分に離れた位置
にあり、境界からの影響を無視できると仮定する。このような仮定のもとで位相特異点 𝑥଴ 
の近傍での解の振る舞いを解析する。 
 𝑛 成分反応拡散系(𝒖, 𝒇 ∈ 𝐑௡ , 𝐷 = diag(𝑑ଵ, 𝑑ଶ, ⋯ , 𝑑௡)) 
𝜕𝒖
𝜕𝑡
= 𝐷
𝜕2𝒖
𝜕𝑥2
+ 𝒇(𝒖)  (𝑥 ∈ Ω) 
𝜕𝒖
𝜕𝜈
= 0  (𝑥 ∈ 𝜕Ω) 
に対して解 𝒖(𝑥, 𝑡) を 𝑥 = 𝑥଴ の近傍で Taylor 展開して 3 次の項まで残すと次のようになる。 
𝒖(𝑥, 𝑡) = 𝒖𝟎 + 𝒄𝟎(𝑡) +  𝒄𝟏(𝑡)(𝑥 − 𝑥0) + 𝒄𝟐(𝑡)(𝑥 − 𝑥0)
2 + 𝒄𝟑(𝑡)(𝑥 − 𝑥0)𝟑  
ここで、位相特異点の定義から 𝑥 = 𝑥଴, 𝑡 = 0 で解は平衡解 𝒖𝟎 と一致することを利用し、0 次
の項を 𝒖𝟎 と時間に依存する部分 𝒄𝟎(𝑡) に分けて書いた。4 次以上の項は、𝑥 = 𝑥଴ の近傍で十分
に小さく無視できると仮定している。ここで、解の近似精度を高くすることを目標とするた
めに、単なる線形近似ではなくある程度高次の項も敢えて残している。 
 3 次までの近似式をもとの方程式の時間微分の項と拡散項に代入すると次のようになる。 
𝜕𝒖
𝜕𝑡
=
𝑑𝒄𝟎
𝑑𝑡
+
𝑑𝒄𝟏
𝑑𝑡
(𝑥 − 𝑥0) +
𝑑𝒄𝟐
𝑑𝑡
(𝑥 − 𝑥0)2 +
𝑑𝒄𝟑
𝑑𝑡
(𝑥 − 𝑥0)𝟑 
𝐷𝛥𝒖 = 2𝐷𝒄𝟐(𝑡) + 6𝐷𝒄𝟑(𝑡)(𝑥 − 𝑥଴) 
ただし、拡散項については 𝒖(𝒙, 𝑡) の 𝑥 についての 3 次までの項からの影響のみを考慮に入れて
いる。なぜならば、拡散項を𝑂((𝑥 − 𝑥଴)ଷ) まで得ようとすれば、𝒖(𝒙, 𝑡) を𝑂((𝑥 − 𝑥଴)ହ)まで展開
しなければならず、これにより新たな未知ベクトル 𝒄𝟒, 𝒄𝟓 が生じ、 𝒄𝟒, 𝒄𝟓 への拡散の影響は
𝒖(𝒙, 𝑡) の𝑂((𝑥 − 𝑥଴)଻)まで展開しなければならない。この繰り返しにより、𝒖(𝒙, 𝑡) を展開する次
数以上の項からの拡散の影響をどこかで無視しなければ、際限なく高次の未知ベクトルが生じ
てしまい、後述するように閉じた方程式を導出することができない。このため、本章では𝒖(𝒙, 𝑡) 
の 𝑥 についての 3 次までの項のみの拡散の影響を考慮し、拡散項を 𝑥 について 1 次項まで展開
している。 
反応項の計算には工夫が必要で、そのままでは 𝒇(𝒖) の中に複雑な非線形項が含まれるため 𝑥 
の整関数で展開することは困難である。そこで、𝑥 = 𝑥଴ の十分近傍では解が 𝒖 ≅ 𝒖𝟎 を満たす
と仮定して、𝒇(𝒖) を 𝒖𝟎 の周りで 2 次項まで Taylor 展開し、それ以上の項を無視する。すると、
𝒇(𝒖) を次のように計算できる。 
𝒇(𝒖) =  𝐽(𝒖 − 𝒖𝟎) + 𝑁ଶ(𝒖 − 𝒖𝟎)⊗ଶ 
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ここで、(𝒖 − 𝒖𝟎)⊗ଶは (𝒖 − 𝒖𝟎) の 2 階テンソル積を表し、 𝐽 を 𝒇(𝒖)のヤコビ行列、𝑁2 を 2 次項
を 展 開 し た と き に 現 れ る 3 階 テ ン ソ ル と す る 。 具 体 的 に は 、 𝑁2 は  𝒇(𝒖) の 各 成 分
𝑓1(𝒖), 𝑓2(𝒖), ⋯ , 𝑓𝑛(𝒖) のヘッセ行列をそれぞれ計算して並べたもので、イメージとしては 𝑛 × 𝑛 
行列を 𝑛 個層状に重ねたような構造をしている。𝑁2 と (𝒖 − 𝒖𝟎)⊗ଶ は内積でつながっており、3
階テンソルが持つ 3 つの添字のうち 2 つに対して総和をとることにより、𝑁2(𝒖 − 𝒖𝟎)⊗ଶ  全体で
ベクトルとなる。 
 この２次項まで展開した 𝒇(𝒖) に対して 𝒖(𝑥, 𝑡) の 3 次までの近似式を代入すると次のように
なる。 
𝒇(𝒖) = 𝐽{𝒄𝟎 +  𝒄𝟏(𝑥 − 𝑥଴) + 𝒄𝟐(𝑥 − 𝑥଴)ଶ + 𝒄𝟑(𝑥 − 𝑥଴)𝟑} 
+𝑁ଶ{𝒄𝟎(𝑡) +  𝒄𝟏(𝑥 − 𝑥଴) + 𝒄𝟐(𝑥 − 𝑥଴)ଶ + 𝒄𝟑(𝑥 − 𝑥଴)𝟑}⊗ଶ 
ここで、ベクトルの和のテンソル積での二乗を展開して計算することになるが、スカラーの和の
二乗と異なり、異なる２つのベクトル 𝒂, 𝒃 のテンソル積は可換ではないので、掛ける順番も考慮
に入れて𝒂 ⊗ 𝒃 と𝒃 ⊗ 𝒂を区別しなければならない。そこで、 略記記号として 
[𝒂, 𝒃] ≔ 𝒂 ⊗ 𝒃 + 𝒃 ⊗ 𝒂 
を定義すると、２次項は次のように展開される。 
𝑁2{𝒄𝟎 +  𝒄𝟏(𝑥 − 𝑥0) + 𝒄𝟐(𝑥 − 𝑥0)2 + 𝒄𝟑(𝑥 − 𝑥0)3}⊗2 
= 𝑁ଶ൛𝒄𝟎
⊗ଶ + 𝒄𝟏
⊗ଶ(𝑥 − 𝑥଴)ଶ + 𝒄𝟐
⊗ଶ(𝑥 − 𝑥଴)ସ + 𝒄𝟑
⊗ଶ(𝑥 − 𝑥଴)଺ + [𝒄𝟎, 𝒄𝟏](𝑥 − 𝑥଴) + [𝒄𝟎, 𝒄𝟐](𝑥 − 𝑥଴)ଶ
+ [𝒄𝟎, 𝒄𝟑](𝑥 − 𝑥଴)ଷ + [𝒄𝟏, 𝒄𝟐](𝑥 − 𝑥଴)ଷ + [𝒄𝟏, 𝒄𝟑](𝑥 − 𝑥଴)ସ + [𝒄𝟐, 𝒄𝟑](𝑥 − 𝑥଴)ହൟ 
≅ 𝑁ଶ൛𝒄𝟎
⊗ଶ + [𝒄𝟎, 𝒄𝟏](𝑥 − 𝑥଴) + (𝒄𝟏
⊗ଶ + [𝒄𝟎, 𝒄𝟐])(𝑥 − 𝑥଴)ଶ + ([𝒄𝟎, 𝒄𝟑] + [𝒄𝟏, 𝒄𝟐])(𝑥 − 𝑥଴)ଷൟ 
ここで仮定より、４次以上の項を無視した。したがって、𝒇(𝒖) 全体では 
𝒇(𝒖) = 𝐽𝒄𝟎 + 𝑁ଶ𝒄𝟎
⊗ଶ + (𝐽𝒄𝟏 + 𝑁ଶ[𝒄𝟎, 𝒄𝟏])(𝑥 − 𝑥଴) + (𝐽𝒄𝟐+𝑁ଶ𝒄𝟏
⊗ଶ + 𝑁ଶ[𝒄𝟎, 𝒄𝟐])(𝑥 − 𝑥଴)ଶ 
+(𝐽𝒄𝟑 + 𝑁ଶ[𝒄𝟎, 𝒄𝟑] + 𝑁ଶ[𝒄𝟏, 𝒄𝟐])(𝑥 − 𝑥଴)𝟑 
となる。以上より、𝑥 の次数ごとに係数ベクトルを比較すると次のような常微分方程式を導くこ
とができる。 
𝑑𝒄𝟎
𝑑𝑡
= 2𝐷𝒄𝟐 + 𝐽𝒄𝟎 + 𝑁2𝒄𝟎
⊗2 
𝑑𝒄𝟏
𝑑𝑡
= 6𝐷𝒄𝟑 + 𝐽𝒄𝟏 + 𝑁2[𝒄𝟎, 𝒄𝟏] 
𝑑𝒄𝟐
𝑑𝑡
= 𝐽𝒄𝟐+𝑁2𝒄𝟏
⊗2 + 𝑁2[𝒄𝟎, 𝒄𝟐] 
𝑑𝒄𝟑
𝑑𝑡
= 𝐽𝒄𝟑 + 𝑁2[𝒄𝟎, 𝒄𝟑] + 𝑁2[𝒄𝟏, 𝒄𝟐] 
先にも述べたように、𝒄𝟐, 𝒄𝟑 に対する拡散項を取り入れようとすれば 𝒖(𝒙, 𝑡) を𝑂((𝑥 − 𝑥଴)ହ)ま
で展開しなければならず、これにより新たに 𝒄𝟒, 𝒄𝟓 の方程式が必要となる。更に、𝒄𝟒, 𝒄𝟓 に対
する拡散項を取り入れたければ 𝒖(𝒙, 𝑡) を𝑂((𝑥 − 𝑥଴)଻) まで展開しなければならず、新たに
 𝒄𝟔, 𝒄𝟕 に関する方程式が現れる。以下帰納的に 𝒄𝒏−𝟏, 𝒄𝒏 に対する拡散項を考慮すると 𝒖(𝒙, 𝑡) 
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を𝑂((𝑥 − 𝑥଴)௡ାଶ) まで展開する必要があり、新たに 𝒄𝒏+𝟏, 𝒄𝒏ା𝟐 が未知ベクトルとして加わる。
このように、拡散項への影響を有限の項で打ち切らなければ、いくらでも高次の未知ベクト
ルが現れるので未知ベクトルが 𝑛 個の方程式に𝑛 + 2 個の未知ベクトルが含まれることと
なり、どれだけ高次の項で 𝒖(𝒙, 𝑡) を展開しても閉じた方程式が得られない。そのため、拡散項
への影響を 𝒖(𝒙, 𝑡) の 𝑂((𝑥 − 𝑥଴)ଷ) までで打ち切り、それ以上の項からの拡散を無視している。 
これにより、𝑛 次元反応拡散系を 𝑥 = 𝑥଴ の近傍で 4𝑛 個の未知変数 𝒄𝟎, 𝒄𝟏, 𝒄𝟐, 𝒄𝟑 に対する常微
分方程式へと縮約することができた。これはあくまでも近似の一例にすぎず、𝑥 や 𝒖 について何
次の項まで取り入れるかによって、縮約方程式の内容は如何様にも変わりうる。𝑥 の近似精度を
上げたければ、より高次の項をとることが必要となり、未知変数の次元が増える。更に 𝒖 の近似
精度を上げると未知変数の数は変わらないが、その代わりに更なる高次のテンソル積を含む非
線形項が現れる。一般に近似精度を上げればより方程式は複雑なものになり、方程式を単純なも
のにすればするほど近似精度は下がっていくので、近似精度と方程式の複雑さはトレードオフ
の関係にある。 
 
5.3 等拡散系で表される捕食・被食モデルにおける縮約方程式の性質 
 
 簡単のため、本節では十分に⾧い１次元有界領域 Ω = (0, 𝐿) における等拡散系(2.2)の 𝑑 =
1 の場合 
𝜕𝑢
𝜕𝑡
=
∂ଶ𝑢
𝜕𝑥ଶ
+  𝑢(1 − 𝑢) −
𝑢
𝑢 + ℎ
𝑣   
 
𝜕𝑣
𝜕𝑡
=
∂ଶ𝑣
𝜕𝑥ଶ
+ 𝑟
𝑢
𝑢 + ℎ
𝑣 − 𝑚𝑣 
を扱う。例として初期条件を 
𝑢(𝑥, 0) = 𝑢଴ ቀ1 + 𝜖 cos
𝜋
𝐿
𝑥ቁ , 0 < 𝜖 < 1 
𝑣(𝑥, 0) = 𝑣଴ 
𝑢଴ =
𝑚
𝑟 − 𝑚
ℎ 
𝑣଴ = (1 − 𝑢଴)(𝑢଴ + ℎ) 
とすると、この初期条件においては領域のちょうど中心 𝑥଴ = 𝐿 2⁄  の位置に１つだけ位相特
異点を持ち、𝐿 を大きな値に設定すれば 𝑥଴ は境界から十分に離れた位置に存在することに
なる。この方程式に対して、𝑥 について３次、𝒖 = (𝑢, 𝑣) について 2 次の項まで取り入れる
として、𝑥଴ = 𝐿 2⁄  の近傍で 𝒖 が 𝒖𝟎 = (𝑢଴, 𝑣଴) の十分近くにあると仮定すると、前節と同様
の手順で以て 𝒄𝟎, 𝒄𝟏, 𝒄𝟐, 𝒄𝟑 ∈ 𝐑𝟐 における(5.1)の縮約方程式が次のように得られる。 
 
(5.1) 
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𝑑𝒄𝟎
𝑑𝑡
= 2𝒄𝟐 + 𝐽𝒄𝟎 + 𝑁2𝒄𝟎
⊗2 
𝑑𝒄𝟏
𝑑𝑡
= 6𝒄𝟑 + 𝐽𝒄𝟏 + 𝑁2[𝒄𝟎, 𝒄𝟏] 
𝑑𝒄𝟐
𝑑𝑡
= 𝐽𝒄𝟐+𝑁2𝒄𝟏
⊗2 + 𝑁2[𝒄𝟎, 𝒄𝟐] 
𝑑𝒄𝟑
𝑑𝑡
= 𝐽𝒄𝟑 + 𝑁2[𝒄𝟎, 𝒄𝟑] + 𝑁2[𝒄𝟏, 𝒄𝟐] 
𝐽 = ቌ
𝑘(1 − 𝑘) − 𝑘(1 + 𝑘)ℎ
1 − 𝑘
−𝑘
𝑟(1 − 𝑘 − 𝑘ℎ) 0
ቍ = ቌ
Tr(𝐽) −𝑘
det(𝐽)
𝑘
0
ቍ , 𝑘 =
𝑚
𝑟
 
 𝒄𝟎(0) = 𝟎, 𝒄𝟏(0) = ቆ
−
𝑢଴𝜖𝜋
𝐿
0
ቇ , 𝒄𝟐(0) = 𝟎, 𝒄𝟑(0) = ൭
𝑢଴𝜖𝜋ଷ
6𝐿ଷ
0
൱ 
ここで、縮約方程式の初期のベクトルの成分は、 
𝒖(𝑥, 0) = 𝒖𝟎 + 𝒄𝟎(0) +  𝒄𝟏(0)(𝑥 − 𝑥଴) + 𝒄𝟐(0)(𝑥 − 𝑥଴)ଶ + 𝒄𝟑(0)(𝑥 − 𝑥଴)ଷ 
と近似していることを利用し、初期条件を３次項まで Taylor 展開することによって計算できる。 
また、パラメータ 𝑟, 𝑚, ℎ の値はヤコビ行列が実部が正の複素固有値を持ち、(𝑢଴, 𝑣଴) が常微分方
程式(2.1)における不安定な平衡解となるように与えるものとする(例えば 𝑟 = 2.0, 𝑚 = 0.8,
ℎ = 0.3 のとき)。 
 この方程式は初期状態において、奇数次の項の係数ベクトルのみが非ゼロの成分を持ち、偶数
次の係数ベクトルは０である。よって、𝒄𝟎 の方程式(5.2)は初期状態において自明な平衡解 𝒄𝟎 =
𝒄𝟐 = 𝟎 上にあるので、このままでは位相特異点は初期位置から動かない。しかし、𝒄𝟐 の方程式
(5.4)に着目すると、 𝑁2𝒄𝟏
⊗2 という初期条件において非ゼロの成分を持つ 𝒄𝟏 のみから成る非線
形項を含んでいる。 𝒄𝟏 は(5.3)に従って変化するので、𝐽 が実部が正の固有値を持つとき将来に
渡って非ゼロの成分を持ち続けることが予想される。したがって、非線形項 𝑁2𝒄𝟏
⊗2 の影響を受
けて 𝒄𝟐 の成分にも変化が生じる。これにより、はじめは 0 だった 𝒄𝟐 も時間とともに非ゼロの成
分を含むようになる。 𝒄𝟐 は拡散項を介して 𝒄𝟎 に影響を与えるので、最終的に 𝒄𝟎 の成分も変化
することとなる。したがって、𝒄𝟎(0) = 𝟎 となる初期状態であっても、他の次数の係数ベクトル
が非ゼロの成分を持っていれば、時間とともに 𝒄𝟎(𝑡) が変化して非ゼロの成分を持つようになる。
故に、初期状態で 𝑥଴ = 𝐿 2⁄  の位置に存在していた位相特異点が時間とともに動き出すこと
が分かる。 
また、縮約方程式の線形項は偶数次の係数ベクトルなら偶数次、奇数次の係数ベクトルな
ら奇数次の係数ベクトルに対してしか影響を与えない。したがって、奇数次の係数ベクトル
が 𝒄𝟎(𝑡) の成分に影響を与える要因は非線形項に限られ、非線形項を無視するということは奇数
次の項と偶数次の項の相互作用を無視するということに他ならない。 
 数値計算などによってある時刻 𝑡଴ における 𝒄𝟎, 𝒄𝟏, 𝒄𝟐, 𝒄𝟑 が既知であるとすれば、 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
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𝒖(𝑥, 𝑡଴) = 𝒖𝟎 + 𝒄𝟎(𝑡଴) +  𝒄𝟏(𝑡଴)(𝑥 − 𝑥଴) + 𝒄𝟐(𝑡଴)(𝑥 − 𝑥଴)ଶ + 𝒄𝟑(𝑡଴)(𝑥 − 𝑥଴)ଷ 
を満たす。時刻 𝑡଴ における位相特異点 𝑥௧బ が存在するならば、その上では 
𝒖൫𝑥௧బ , 𝑡଴൯ = 𝒖𝟎 
であることから、両者の式を比較することにより 𝑥𝑡0 は次のような 3 次方程式 
𝒄(𝑡଴) +  𝒄𝟏(𝑡଴)൫𝑥௧బ − 𝑥଴൯ + 𝒄𝟐(𝑡଴)൫𝑥௧బ − 𝑥଴൯
ଶ + 𝒄𝟑(𝑡଴)൫𝑥௧బ − 𝑥଴൯
ଷ = 𝟎 
の解である。この式は２本の３次方程式であるから、 𝑥𝑡0 は両方の３次方程式を同時に満たす
必要があり、なおかつ空間領域の内部に存在しなければならない。それゆえに、𝑥𝑡0  は１次元領
域中での存在に対して強い制約がかかっている。 
 
5.4 縮約方程式の線形化と解析解 
 
 前節では、等拡散系(5.1)における縮約方程式の導出と、方程式を解かずとも推察できる
基本的な性質や振る舞いについて考察した。本節では、自明な平衡解の近傍における線形化
方程式を実際に解くことによって、縮約方程式の近似的な解析解を得ることを試み、そこか
ら位相特異点の振る舞いについて考察する。自明な平衡解は 𝒄𝟎 = 𝒄𝟏 = 𝒄𝟐 = 𝒄𝟑 = 𝟎 なので、
非線形項を除去したものがそのままこの平衡解近傍での線形化方程式となりそれは次のような
ものである。 
𝑑𝒄𝟎
𝑑𝑡
= 2𝒄𝟐 + 𝐽𝒄𝟎,
𝑑𝒄𝟐
𝑑𝑡
= 𝐽𝒄𝟐 
𝑑𝒄𝟏
𝑑𝑡
= 6𝒄𝟑 + 𝐽𝒄𝟏,
𝑑𝒄𝟑
𝑑𝑡
= 𝐽𝒄𝟑 
従って線形化方程式は 𝝃𝟏 ∈ 𝐑ସと𝝃𝟐 ∈ 𝐑
4 に関する閉じた２組の方程式に分離され、それは次の
ようになる。 
𝑑𝝃𝟏
𝑑𝑡
= ቀ 𝐽 2𝐼𝑂 𝐽 ቁ 𝝃𝟏,
𝑑𝝃𝟐
𝑑𝑡
= ቀ 𝐽 6𝐼𝑂 𝐽 ቁ 𝝃𝟐 
なお、 𝝃𝟏 は 𝒄𝟎, 𝒄𝟐 から成り、 𝝃𝟐 は 𝒄𝟏, 𝒄𝟑 の成分から成る。初期条件は前節とは異なり 
𝑢(𝑥, 0) = 𝑢଴ ቆ1 + 𝜖 cos
𝜋
𝐿
𝑥 + 𝜖 ൬𝑥 −
𝐿
2
൰
ଶ
ቇ , 0 < 𝜖 ≪ 1 
𝑣(𝑥, 0) = 𝑣଴ 
のような 2 次関数と余弦波を足したものに設定する。この初期条件を 𝑥 = 𝐿 2⁄  の周りで３次ま
で展開して次のような 𝝃𝟏, 𝝃𝟐 の初期条件を得る。 
𝝃𝟏(0) = ൮
0
0
𝑢0𝜖
0
൲ , 𝝃𝟐(0) =
⎝
⎜⎜
⎛
−
𝑢0𝜖𝜋
𝐿
0
𝑢0𝜖𝜋3
6𝐿3
0 ⎠
⎟⎟
⎞
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前節より、奇数次の係数ベクトルは非線形項によってのみ偶数次の係数ベクトルに影響を与え
るので、非線形項を無視したことによって、必然的に 𝒄𝟎(𝑡) の成分が自分自身または 𝒄𝟐(𝑡) の影
響のみによって変化する場合を考慮することとなる。 
ここで、𝝃𝟏, 𝝃𝟐 に関する方程式は独立なので、以降は 𝝃𝟏 の方程式についてヤコビ行列の固有
値・固有ベクトルを計算することにより解を求めることにする。前節の設定から 𝐽 が実部が正の
複素固有値 𝛼 ± 𝛽𝑖 (𝛼, 𝛽 ∈ 𝐑, 𝛼 > 0, 𝛽 ≠ 0)をとるようにパラメータを与えているので、これらを
 𝝃𝟏 の方程式に代入すると、次のようなヤコビ行列 
𝑀ଵ ≔ ൬
𝐽 2𝐼
𝑂 𝐽 ൰ =
⎝
⎜
⎜
⎛
𝛼 −𝑘 2 0
𝛼ଶ + 𝛽ଶ
𝑘
0 0 2
0 0 2𝛼 −𝑘
0 0
𝛼ଶ + 𝛽ଶ
𝑘
0
 
⎠
⎟
⎟
⎞
 
を得る。この 𝑀ଵ を Wolfram Alpha [7]を用いてジョルダン分解し、固有ベクトルを計算する。𝑀ଵ
の固有値は明らかに 𝐽 の固有値 𝜆ଵ = 𝛼 − 𝛽𝑖, 𝜆ଶ = 𝛼 + 𝛽𝑖と同一であり、2 重の固有値を 2 つ持っ
ており通常の意味での固有ベクトルは計算できないので、一般化固有値問題を解いて一般化固
有ベクトルを求める必要がある。計算の結果、𝑀ଵ は次のようにジョルダン分解される。 
𝑀ଵ = 𝑆𝐴𝑆ିଵ 
𝑆 = (𝒑𝟏, 𝒑𝟐, 𝒑𝟑, 𝒑𝟒) 
𝒑𝟏 =
⎝
⎜
⎛
𝑘
𝛼 + 𝛽𝑖
1
0
0 ⎠
⎟
⎞
,   𝒑𝟐 =
1
2
⎝
⎜
⎛
0
0
𝑘
𝛼 + 𝛽𝑖
1 ⎠
⎟
⎞
,   𝒑𝟑 =
⎝
⎜
⎛
𝑘
𝛼 − 𝛽𝑖
1
0
0 ⎠
⎟
⎞
,   𝒑𝟒 =
1
2
⎝
⎜
⎛
0
0
𝑘
𝛼 − 𝛽𝑖
1 ⎠
⎟
⎞
 
𝐴 = ൮
𝛼 − 𝛽𝑖 1 0 0
0 𝛼 − 𝛽𝑖 0 0
0 0 𝛼 + 𝛽𝑖 1
0 0 0 𝛼 + 𝛽𝑖
 ൲ 
𝑆ିଵ =
⎝
⎜
⎜
⎜
⎜
⎜
⎜
⎛
൫𝛼2 + 𝛽2൯
2𝛽𝑘
𝑖
𝛽 − 𝛼𝑖
2𝛽
0 0
0 0
൫𝛼2 + 𝛽2൯
𝛽𝑘
𝑖
𝛽 − 𝛼𝑖
𝛽
−
൫𝛼2 + 𝛽2൯
2𝛽𝑘
𝑖
𝛽 + 𝛼𝑖
2𝛽
0 0
0 0 −
൫𝛼2 + 𝛽2൯
𝛽𝑘
𝑖
𝛽 + 𝛼𝑖
𝛽
 
⎠
⎟
⎟
⎟
⎟
⎟
⎟
⎞
 
ここで、𝑆 は 𝑀ଵ の固有ベクトルを並べてできる行列で、 𝐴 は 𝑀ଵ のジョルダン標準形である。
𝑆 の第 1 列は固有値 𝜆ଵ の通常の固有ベクトル固有値 𝒑ଵ 、第 2 列は固有値 𝜆ଵ の一般化固有ベク
トル 𝒑2 、第 3 列は固有値 𝜆ଶ の通常の固有ベクトル固有値 𝒑ଷ 、第 4 列は固有値 𝜆ଶ の一般化固
有ベクトル 𝒑4 であり、それらは次のような関係式を満たす。 
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(𝑀1 − 𝜆1𝐼)𝒑𝟏 = 𝟎 
(𝑀1 − 𝜆1𝐼)𝒑𝟐 = 𝒑𝟏,   (𝑀1 − 𝜆1𝐼)
2𝒑𝟐 = 𝟎 
(𝑀1 − 𝜆2𝐼)𝒑𝟑 = 𝟎 
(𝑀1 − 𝜆2𝐼)𝒑𝟒 = 𝒑𝟑,   (𝑀1 − 𝜆2𝐼)
2𝒑𝟒 = 𝟎 
𝜆ଵ = 𝛼 − 𝛽𝑖, 𝜆ଶ = 𝛼 + 𝛽𝑖 
行列の指数関数を用いると、𝝃𝟏(𝑡) は次のように求められる。 
𝝃𝟏(𝑡) = exp(𝑀1𝑡) 𝝃𝟏(𝟎) 
𝑀ଵ の 4 つの固有ベクトルは明らかに線形独立であるから、4 次元ベクトル 𝝃𝟏(𝟎) は次のように
固有ベクトルの線形結合で表現できる。 
𝝃𝟏(𝟎) = ෍ 𝑎𝑖𝒑𝒊
4
𝑖=1
= 𝑆𝒂 
この式から、4 元連立 1 次方程式 𝑆𝒂 = 𝝃𝟏(𝟎) を解くことによって係数 𝒂 = (𝑎ଵ, 𝑎ଶ, 𝑎ଷ, 𝑎ସ)் を求め
ることができる。こうして得られた 𝒂 を用いて、解は次のように書ける。 
𝝃𝟏(𝑡) = 𝑒
𝜆1𝑡 ⋅ exp[(𝑀1 − 𝜆1𝐼)𝑡] ൫𝑎1𝒑𝟏 + 𝑎2𝒑𝟐൯ + 𝑒
𝜆2𝑡 ⋅ exp[(𝑀1 − 𝜆2𝐼)𝑡] ൫𝑎3𝒑𝟑 + 𝑎4𝒑𝟒൯ 
= 𝑒ఒభ௧(𝐼 + (𝑀ଵ − 𝜆ଵ𝐼)𝑡)൫𝑎ଵ𝒑𝟏 + 𝑎ଶ𝒑𝟐൯ + 𝑒
ఒమ௧(𝐼 + (𝑀ଵ − 𝜆ଶ𝐼)𝑡)(𝑎ଷ𝒑𝟑 + 𝑎ସ𝒑𝟒) 
= 𝑒ఒభ௧(𝑎ଵ𝒑𝟏 + 𝑎ଶ𝒑𝟐 + 𝑎ଶ𝑡(𝑀ଵ − 𝜆ଵ𝐼)𝒑𝟐) + 𝑒ఒమ௧(𝑎ଷ𝒑𝟑 + 𝑎ସ𝒑𝟒 + 𝑎ସ𝑡(𝑀ଵ − 𝜆ଶ𝐼)𝒑𝟒) 
= 𝑒ఒభ௧((𝑎ଵ + 𝑎ଶ𝑡)𝒑𝟏 + 𝑎ଶ𝒑𝟐) + 𝑒ఒమ௧((𝑎ଷ + 𝑎ସ𝑡)𝒑𝟑 + 𝑎ସ𝒑𝟒) 
ここで 4 本の固有ベクトル 𝒑𝟏, 𝒑𝟐, 𝒑𝟑, 𝒑𝟒 の上半分の 2 成分をそれぞれ 𝒑𝟏
𝑻,  𝒑𝟐𝑻, 𝒑𝟑𝑻, 𝒑𝟒𝑻 ∈ 𝐑𝟐、下半
分の 2 成分をそれぞれ 𝒑𝟏𝑩,  𝒑𝟐𝑩, 𝒑𝟑𝑩, 𝒑𝟒𝑩 ∈ 𝐑𝟐 とおくと、次のようになる。 
𝒑𝟏
𝑻 = ൭
𝑘
𝛼 + 𝛽𝑖
1
൱ ,   𝒑𝟐
𝑻 = ቀ00ቁ ,  𝒑𝟑
𝑻 = ൭
𝑘
𝛼 − 𝛽𝑖
1
൱ ,  𝒑𝟒𝑻 = ቀ
0
0ቁ 
𝒑𝟏
𝑩 = ቀ00ቁ ,  𝒑𝟐
𝑩 =
1
2
൭
𝑘
𝛼 + 𝛽𝑖
1
൱ =
1
2
𝒑𝟏𝑻,  𝒑𝟑𝑩 = ቀ
0
0ቁ ,   𝒑𝟒
𝑩 =
1
2
൭
𝑘
𝛼 − 𝛽𝑖
1
൱ =
1
2
𝒑𝟑𝑻 
これらのベクトルを用いて、 𝒄𝟎(𝑡), 𝒄𝟐(𝑡) を次のように求めることができる。 
𝒄𝟎(𝑡) = 𝑒𝜆1𝑡(𝑎1 + 𝑎2𝑡)𝒑𝟏
𝑻 + 𝑒𝜆2𝑡(𝑎3 + 𝑎4𝑡)𝒑𝟑
𝑻 
𝒄𝟐(𝑡) =
1
2
൫𝑎ଶ𝑒𝜆1𝑡𝒑𝟏
𝑻 + 𝑎4𝑒𝜆2𝑡𝒑𝟑
𝑻൯ 
以下同様にして 𝝃𝟐(𝑡) も求めることができ、結果は次のようになる。 
𝝃𝟐(𝑡) = 𝑒
𝜆1𝑡൫(𝑏1 + 𝑏2𝑡)𝒒𝟏 + 𝑏2𝒒𝟐൯ + 𝑒
𝜆2𝑡൫(𝑏3 + 𝑏4𝑡)𝒒𝟑 + 𝑏4𝒒𝟒൯ 
ここで、𝒒𝟏, 𝒒𝟐, 𝒒𝟑, 𝒒𝟒 はそれぞれ 𝝃𝟐 の方程式におけるヤコビ行列 
𝑀ଶ ≔ ቀ
𝐽 6𝐼
𝑂 𝐽 ቁ =
⎝
⎜
⎜
⎛
2𝛼 −𝑘 6 0
𝛼 2 + 𝛽2
𝑘
0 0 6
0 0 2𝛼 −𝑘
0 0
𝛼 2 + 𝛽2
𝑘
0
 
⎠
⎟
⎟
⎞
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の固有ベクトルであり、それぞれ次のようになる。 
𝒒𝟏 =
⎝
⎜
⎛
𝑘
𝛼 + 𝛽𝑖
1
0
0 ⎠
⎟
⎞
,   𝒒𝟐 =
1
6
⎝
⎜
⎛
0
0
𝑘
𝛼 + 𝛽𝑖
1 ⎠
⎟
⎞
,   𝒒𝟑 =
⎝
⎜
⎛
𝑘
𝛼 − 𝛽𝑖
1
0
0 ⎠
⎟
⎞
,   𝒒𝟒 =
1
6
⎝
⎜
⎛
0
0
𝑘
𝛼 − 𝛽𝑖
1 ⎠
⎟
⎞
 
加えて係数 𝒃 = (𝑏ଵ, 𝑏ଶ, 𝑏ଷ, 𝑏ସ)் は固有ベクトルを並べた行列 𝑇 = (𝒒𝟏, 𝒒𝟐, 𝒒𝟑, 𝒒𝟒) と初期条件から
𝒃 = 𝑇ିଵ𝝃𝟐(0) と求められる。 
ここで 4 本の固有ベクトル 𝒒𝟏, 𝒒𝟐, 𝒒𝟑, 𝒒𝟒 の上半分の 2 成分をそれぞれ 𝒒𝟏
𝑻,  𝒒𝟐𝑻, 𝒒𝟑𝑻, 𝒒𝟒𝑻 ∈ 𝐑𝟐、下
半分の 2 成分をそれぞれ 𝒒𝟏𝑩,  𝒒𝟐𝑩, 𝒒𝟑𝑩, 𝒒𝟒𝑩 ∈ 𝐑𝟐 とおくと、次のようになる。 
𝒒𝟏
𝑻 = ൭
𝑘
𝛼 + 𝛽𝑖
1
൱ = 𝒑𝟏𝑻,  𝒒𝟐
𝑻 = ቀ00ቁ = 𝒑𝟐
𝑻,   𝒒𝟑𝑻 = ൭
𝑘
𝛼 − 𝛽𝑖
1
൱ = 𝒑𝟑𝑻,   𝒒𝟒𝑻 = ቀ
0
0ቁ = 𝒑𝟒
𝑻 
𝒒𝟏
𝑩 = ቀ00ቁ = 𝒑𝟏
𝑩,   𝒒𝟐
𝑩 =
1
6
൭
𝑘
𝛼 + 𝛽𝑖
1
൱ =
1
6
𝒑𝟏𝑻,   𝒒𝟑𝑩 = ቀ
0
0ቁ = 𝒑𝟑
𝑩,   𝒒𝟒𝑩 =
1
6
൭
𝑘
𝛼 − 𝛽𝑖
1
൱ =
1
6
𝒑𝟑𝑻 
これらのベクトルを用いて、 𝒄𝟏(𝑡), 𝒄𝟑(𝑡) を次のように求めることができる。 
𝒄ଵ(𝑡) = 𝑒𝜆1𝑡(𝑏1 + 𝑏2𝑡)𝒑𝟏
𝑻 + 𝑒𝜆2𝑡(𝑏3 + 𝑏4𝑡)𝒑𝟑
𝑻 
𝒄𝟑(𝑡) =
1
6
(𝑏ଶ𝑒𝜆1𝑡𝒑𝟏
𝑻 + 𝑏4𝑒𝜆2𝑡𝒑𝟑
𝑻) 
以上より、最終的に自明な平衡解近傍での縮約方程式の解は次のように近似的に求められた。 
𝒖(𝑥, 𝑡) = 𝒖𝟎 + 𝒄𝟎(𝑡) + 𝒄𝟏(𝑡) ൬𝑥 −
𝐿
2൰ +𝒄𝟐
(𝑡) ൬𝑥 −
𝐿
2൰
2
+𝒄𝟑(𝑡) ൬𝑥 −
𝐿
2൰
3
 
𝒄𝟎(𝑡) = 𝑒𝜆1𝑡(𝑎1 + 𝑎2𝑡)𝒑𝟏
𝑻 + 𝑒𝜆2𝑡(𝑎3 + 𝑎4𝑡)𝒑𝟑
𝑻 
𝒄ଵ(𝑡) = 𝑒𝜆1𝑡(𝑏1 + 𝑏2𝑡)𝒑𝟏
𝑻 + 𝑒𝜆2𝑡(𝑏3 + 𝑏4𝑡)𝒑𝟑
𝑻 
𝒄𝟐(𝑡) =
1
2
൫𝑎ଶ𝑒𝜆1𝑡𝒑𝟏
𝑻 + 𝑎4𝑒𝜆2𝑡𝒑𝟑
𝑻൯ 
𝒄𝟑(𝑡) =
1
6
(𝑏ଶ𝑒𝜆1𝑡𝒑𝟏
𝑻 + 𝑏4𝑒𝜆2𝑡𝒑𝟑
𝑻) 
このとき、ある時刻 𝑡 における位相特異点 𝑥𝑡 は 𝒖(𝑥௧ , 𝑡) = 𝒖𝟎 より次のような方程式を満たす。 
𝑒𝜆1𝑡(𝑎1 + 𝑎2𝑡)𝒑𝟏
𝑻 + 𝑒𝜆2𝑡(𝑎3 + 𝑎4𝑡)𝒑𝟑
𝑻 + ൫𝑒𝜆1𝑡(𝑏1 + 𝑏2𝑡)𝒑𝟏
𝑻 + 𝑒𝜆2𝑡(𝑏3 + 𝑏4𝑡)𝒑𝟑
𝑻൯ ൬𝑥𝑡 −
𝐿
2
൰
+
1
2
൫𝑎ଶ𝑒𝜆1𝑡𝒑𝟏
𝑻 + 𝑎4𝑒𝜆2𝑡𝒑𝟑
𝑻൯ ൬𝑥𝑡 −
𝐿
2
൰
2
+
1
6
൫𝑏ଶ𝑒𝜆1𝑡𝒑𝟏
𝑻 + 𝑏4𝑒𝜆2𝑡𝒑𝟑
𝑻൯ ൬𝑥𝑡 −
𝐿
2
൰
ଷ
= 𝟎 
また、連立 1 次方程式 𝑆𝒂 = 𝝃𝟏(0) , 𝑇𝒃 = 𝝃𝟐(0)を実際に解いてベクトル 𝒂, 𝒃 を求めると次のよう
になる。 
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𝒂 = 𝑆ିଵ𝝃𝟏(0) =
(𝛼ଶ + 𝛽ଶ)𝑢଴𝜖 
𝛽𝑘
𝑖 ൮
0
1
0
−1
൲ , 𝒃 = 𝑇−1𝝃𝟐(0) =
(𝛼ଶ + 𝛽ଶ)𝑢଴𝜖
2𝛽𝑘
𝑖
⎝
⎜
⎛
− 𝜋 𝐿⁄
𝜋3 𝐿3⁄
𝜋 𝐿⁄
− 𝜋3 𝐿3⁄ ⎠
⎟
⎞
 
これらを代入して、次のような方程式を得る。 
(𝛼2 + 𝛽2)𝑢0𝜖 
2𝛽𝑘
𝑖𝑖(𝑒𝜆1𝑡 𝒑𝟏
𝑻 − 𝑒𝜆2𝑡𝒑𝟑
𝑻) ቊ2𝑡 + ቆ
𝜋ଷ
𝐿ଷ
𝑡 −
𝜋
𝐿
ቇ ൬𝑥 −
𝐿
2
൰ + ൬𝑥 −
𝐿
2
൰
ଶ
+
𝜋ଷ
6𝐿ଷ
൬𝑥 −
𝐿
2
൰
ଷ
 ቋ = 𝟎 
ここで、固有値と固有ベクトルの部分を実際に計算すると 
𝑖൫𝑒𝜆1𝑡 𝒑𝟏
𝑻 − 𝑒𝜆2𝑡𝒑𝟑
𝑻൯ =
𝑖𝑘𝑒௔௧
𝛼ଶ + 𝛽ଶ
ቄ(cos 𝛽𝑡 − 𝑖 sin 𝛽𝑡) ቀ𝛼 − 𝛽𝑖1 ቁ −
(cos 𝛽𝑡 + 𝑖 sin 𝛽𝑡) ቀ𝛼 − 𝛽𝑖1 ቁቅ 
=
2𝑘𝑒௔௧
𝛼ଶ + 𝛽ଶ
൬𝛼 sin 𝛽𝑡 + 𝛽 cos 𝛽𝑡sin 𝛽𝑡 ൰ 
となる。これにより任意の時刻で 𝑖൫𝑒ఒభ௧ 𝒑𝟏𝑻 − 𝑒ఒమ௧𝒑𝟑𝑻൯ ≠ 𝟎 を満たし、パラメータ 𝛼, 𝛽, 𝑢଴, 𝑘, 𝜖 は
すべて正より、位相特異点が満たす方程式は次のように求められる。 
1
6
𝜎ଷ𝑋ଷ + 𝑋ଶ + (𝜎ଷ𝑡 − 𝜎)𝑋 + 2𝑡 = 0 
ここで、 𝑥𝑡 − 𝐿 2⁄ = 𝑋,  𝜋 𝐿⁄ = 𝜎 とおいた。この方程式において、領域サイズ 𝐿 が十分に大
きければ 𝜎 の値は十分に小さくなる。例えば、𝐿 = 200 とすれば 𝜎 ≅ 0.0157 となり、𝜎ଷ の
値は無視できるほど小さくなる。よって、位相特異点が  𝑥 = 𝐿 2 ⁄ の近傍にあり 𝑋 が十分に
小さいとき、方程式は次のように近似される。 
𝑋ଶ − 𝜎𝑋 + 2𝑡 = 0 
これを解くと、 
 𝑥𝑡 =
𝐿
2
+
𝜎 ± √𝜎ଶ − 8𝑡
2
 
を得る。故に 𝑡 = 0 において 𝑥 = 𝐿 2⁄ ,  𝐿 2⁄ + 𝜎 に存在していた２つの位相特異点は時間とと
もに近づいていき、𝑡 = 𝜎ଶ 8⁄  において 𝑥 =  𝐿 2⁄ + 𝜎 の位置で完全に合流し、それ以降は虚数
となって領域上から消滅してしまうことが分かった。 
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5.5 まとめ 
 
 相空間上において位相という量を導入し、位相が定義不可能になる平衡解と一致するよ
うな空間領域内の点を位相特異点と定義した。位相特異点の近傍で反応拡散系の解を 3 次
の項まで Taylor 展開して近似し、反応項の中から線形項に加え 2 次の非線形項を拾い出す
ことによって、等拡散系(5.1)で表される捕食・被食モデルを 8 次元の常微分方程式へと縮
約することができた。 
 解を展開したときの偶数次の係数ベクトルと奇数次の係数ベクトルは非線形項によって
結び付けられており、方程式を自明な平衡解の周りで線形化することにより、偶数次の方程
式と奇数次の方程式を完全に分離することができ、最終的には 2 本の 4 次元線形微分方程
式を解くこととなる。このとき、線形化方程式は反応項のヤコビ行列の 2 つの固有値の 2 重
解となり、この行列の固有ベクトルは一般化固有値問題を解くことによって得られる。こう
して、解析的に線形化方程式の解を得ることができた。 
近似解は初期条件に与えた位相特異点の近傍で成り立つので、この近傍における位相特
異点の位置の時間的変化を求めることができる。例として 2 次関数と余弦波を足し合わせ
た初期条件を⾧さ 𝐿 の 1 次元領域で考えると、線形化方程式の解析解を得ることができ、
そこから位相特異点の満たす 3 次方程式を導出することができた。この 3 次方程式の解は、
領域の⾧さが十分に大きいとき 2 次方程式で近似でき、このとき初期条件において存在し
ていた 2 つの位相特異点が時間ともに合流していき、その直後虚数となって対消滅するこ
とが分かった。位相特異点のこのような挙動は、数値シミュレーションにおいて見られる現
象であり、この結果は数値シミュレーションの結果の正当性を裏付けるものと考えられる。 
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6. 時空間カオスと位相特異点の数値シミュレーション 
 
6.1 数値シミュレーションを行う上での留意点 
 
6.1.1 理論との比較 
  
 本章では、等拡散系で表される捕食・被食モデル(2.3)を数値的に解くことにより、その解
の挙動を調べることを試みる。その際、前章までの理論的に得られた結果と矛盾しないこと
を確かめる必要がある。 
3 章では等拡散系(2.3)の時間に寄らない有界閉領域が正不変集合となることを示した。
この結果から、正不変集合内部に存在する初期条件を与えて数値シミュレーションを行っ
たとき、十分時間後に解は同じ正不変集合の内部に留まっていなければならず、そうでなけ
れば明らかに計算結果が誤っていることになる。 
 4 章では、1 次元領域でラプラシアンの固有関数のうち十分に大きな波数を持つ波から成
る初期条件において、時間とともに解が空間一様化することを示した。したがって、これら
の初期条件を与えて数値シミュレーションを行ったときに解が一様化することを確かめる
必要がある。 
 5 章では、空間的に近くにある 2 つの位相特異点が時間ともに合流して対消滅するような
挙動を見せることを示した。本章では、このような挙動が数値シミュレーションにおいても
発生することを見る。 
 加えて本章では、等拡散系(2.3)の解が時空間カオスと呼ばれる非常に複雑な振る舞いを
示すことを見る。このとき、どのような初期条件・空間領域を与えたときに時空間カオスが
発生するかを調べるとともに、位相特異点と時空間カオスの因果関係について考察する。こ
れにより、時空間カオスの発生条件を初期条件や空間領域・位相特異点の様相によって特徴
付けることを目標とする。 
 
6.1.2 時空間カオスの判定基準 
 
 何を以て得られた数値解が「カオス的」なのかを客観的に示すのは存外難しい問題であり、
複雑な挙動に見えるというだけでは単なる個人の主観である。そのため解の挙動が時間的・
空間的に複雑であるの基準を明確にする必要がある。以下に述べる基準とはあくまでも本
論文における主張であり、統一的な見解というわけではないことを予め断っておく。本論文
では、以下のような基準を以て「時空間カオス」であると判定する。 
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(i) 空間中のある一点を選び、その点における解軌道を⾧時間的に観測して相空間上に描い
たときに、その様相が常微分方程式におけるストレンジアトラクタと同様であること。すな
わち、空間中の一点を固定したとき解軌道が有界でありながらも、相空間内の様々な場所を
塗りつぶしながら通らず非周期的あるとき、解は時間方向に複雑であるとする。 
 
(ii) 解の空間的な非一様性が⾧時間的に保持され、加えてその構造が時間とともに変化して
いること。すなわち、十分⾧い時間観測し続けても解が空間一様化することなく、空間構造
が時間ともに絶えず変動している状態であるとき、解は空間的に複雑であるとする。具体的
には、4 章で定義した関数 
𝑉(𝑡) =
1
2
න |∇𝒖(𝒙, 𝑡)|ଶ𝑑𝒙
ஐ
 
が、解の空間非一様性の度合いを表している。𝑉(𝑡) は解が空間一様であれば 0 となり、解
の空間的な増減が激しいほど大きな正の値をとる。このことから、𝑉(𝑡) が⾧時間的に正の
値をとりながら絶えず増減を繰り返しているとき、解は空間的に複雑であると判断できる。 
 
数値シミュレーションの結果として得られた解が(i)(ii)を満たしており、時間的・空間的
に複雑な挙動を示しているとき、これを時空間カオスであると呼ぶ。 
 
6.2 捕食・被食モデルの数値シミュレーション 
 
6.2.1 時空間カオス 
 
 空間領域を Ω = (0, 𝐿) × (0, 𝐿), 𝐿 = 200, パラメータを 𝑟 = 2.0, 𝑚 = 0.8, ℎ = 0.3 として、等
拡散系(2.3)の次のような初期条件と境界条件を設定する。 
𝑢(𝑥, 𝑦, 0) = 𝑢଴ ቀ1 − 0.5 cos
𝜋
𝐿
𝑥ቁ 
𝑣(𝑥, 𝑦, 0) = 𝑣଴ ቀ1 − 0.5 cos
𝜋
𝐿
𝑦ቁ 
𝑢0 =
𝑚
𝑟 − 𝑚
ℎ = 0.2 
𝑣଴ = (1 − 𝑢଴)(𝑢଴ + ℎ) = 0.4 
𝜕𝑢
𝜕𝑛
=
𝜕𝑣
𝜕𝑛
= 0 , (𝑥, 𝑦) ∈ ∂Ω 
(6.1) 
(6.2) 
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図 6.1：(𝑎): 𝑡 = 160 における𝑢 の空間パターン  (𝑏): 𝑡 = 1000 における 𝑢 の空間パターン 
  (𝑐): (𝑥, 𝑦) = (10,10) における(𝑢, 𝑣) の定点観測図（紫線）・常微分方程式(2.1)におけるリミッ
トサイクル（緑線） (𝑑): 𝑉(𝑡) の時間変化図 
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 (6.2)では、明らかに領域の中心に位相特異点が 1 つだけ存在している。これらの条件の
もと、拡散項を Crank-Nicolson 法、反応項を 3 次の Adams-Bashforth 法 [19]で離散化し有
限要素法を用いて数値解を求める。なお時間刻みは 𝛥𝑡 = 0.1 、空間分割数は一辺あたり 40
とし、数値計算には FreeFem++ [20]を用いた。このとき、得られた空間パターン・
(𝑥, 𝑦) = (10,10) の位置における解の定点観測図・(6.1)式で表される空間非一様度 𝑉(𝑡) の
グラフは図 6.1 のようになった。 
図 6.1 (𝑎)(𝑏) より、𝑡 = 160 において綺麗な渦巻き模様を描いていた空間パターンは、時
間とともに崩壊して 𝑡 = 1000 では無秩序な空間パターンになっている。また、 (𝑐) より空間
領域上の位置を固定して解の値を相空間上にプロットすると、その軌跡は常微分方程式に
おけるストレンジアトラクタのような様相になっており、常微分方程式(2.1)のリミットサ
イクルの内側に入っている。明らかにリミットサイクルは常微分方程式(2.1)の正不変集合
であるから、リミットサイクルを境界とする領域が凸であれば、定理 3.3 から同じリミット
サイクルが等拡散系(2.3)の正不変集合にもなる。リミットサイクルを境界とする領域が真
に凸であることを示すことできないが、(𝑐) では、(2.3)の解の一部がリミットサイクルの内
側に存在し続けている。また 3.6 節の結果から、このリミットサイクルは 3 章で構築した等
拡散系(2.3)の正不変集合 Σ の内部に存在しているので、解軌道もまた Σ の内部に存在して
いる。加えて、(𝑑) では初期状態において 𝑉(0) が非常に小さな正の値をとっていたものが
次第に増加し、 𝑡 = 1000 に至るまで絶えず変動しながら初期状態よりも非常に大きな正の
値をとっている。このことから、前節の判断基準を用いると、初期条件(6.2)から時空間カオ
スが発生していることが分かる。 
 なお、扱う空間領域・数値解法・境界条件・パラメータは次節以降でも同様とする。 
 
6.2.2 空間一様化 
 
 前節とは異なり、等拡散系(2.3)の次のような初期条件を設定する。 
𝑢(𝑥, 𝑦, 0) = 𝑢଴ ൬1 − 0.5 cos
13𝜋
𝐿
𝑥൰ 
𝑣(𝑥, 𝑦, 0) = 𝑣଴ ൬1 − 0.5 cos
13𝜋
𝐿
𝑦൰ 
前節との違いは cos 波の波数のみであり、これにより位相特異点の数は 169 個となった。 
この条件のもとで、数値解から図 6.2 のようなデータを得た。(𝑎) より、位置(100,100)に
おける解軌道は、同じパラメータの常微分方程式(2.1)のリミットサイクルに時間とともに
回転しながら漸近することが分かる。また、(𝑏) より 𝑉(𝑡) の値は 𝑡 = 0 ~100 にかけて一時
的に増加するものの、最終的に急激に減少して 0 になることが分かる。これらの結果から
(6.3) 
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初期条件(6.3)の解は、時間とともに空間一様化し、常微分方程式(2.1)のリミットサイクル
上の振動となることが分かる。 
 
 
6.2.3 大きな波数の Neumann 固有関数の合成波から発生する時空間カオス 
 
 初期条件(6.2)と(6.3)の違いは cos 波の波数であり、これにより(6.2)の位相特異点は 1 個・
(6.3)の位相特異点は 169 個である。このことから、位相特異点が少ないときは時空間カオ
スに、多いときに空間一様化すると推定できるかもしれないが、実際にはそうではないこと
が分かった。本節では、次のような初期条件を扱う。 
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𝑢(𝑥, 𝑦, 0) = 𝑢଴ ൬1 − 0.25 cos
13𝜋
𝐿
𝑥 − 0.25 cos
12𝜋
𝐿
𝑥൰ 
𝑣(𝑥, 𝑦, 0) = 𝑣଴ ൬1 − 0.25 cos
13𝜋
𝐿
𝑦 − 0.25 cos
12𝜋
𝐿
𝑦൰ 
 
初期条件(6.4)は、(6.3)と同じ波数の cos 波と僅かに波数が異なった cos 波を合成したもの
となっている。この初期条件は和積公式によって次のように書き換えられる。 
𝑢(𝑥, 𝑦, 0) = 𝑢଴ ൬1 − 0.5 cos
25𝜋
2𝐿
𝑥 ⋅ cos
𝜋
2𝐿
𝑥൰ 
𝑣(𝑥, 𝑦, 0) = 𝑣଴ ൬1 − 0.5 cos
25𝜋
2𝐿
𝑦 ⋅ cos
𝜋
2𝐿
𝑦൰ 
したがって、(6.4)の位相特異点は次のようになる。 
(𝑥, 𝑦) = ൬
2𝑚 − 1
25
𝐿,   
2𝑛 − 1
25
𝐿൰ ,    𝑚, 𝑛 = 1,2, ⋯ 12 
なお、𝑚 か 𝑛 が 13 になる場合、これらの位相特異点は境界上に存在するので定義から除外
する。これにより、(6.4)は領域内に 144 個の位相特異点を持つこととなる。しかし、解を
Neumann 固有関数展開し成分ごとに分けた方程式(4.3)に着目すると、この初期条件からは
正の最小の固有値に対応する波数 𝜋 𝐿 ⁄ の固有関数の成分が成⾧しうる。この成分は、時空
間カオスが発生する初期条件(6.2)における cos 波と同様であるから、(6.4)においても結果
的に時空間カオスが発生しうるものと予想される。 
 (6.4)の数値解から図 6.3 のようなデータが得られた。図 6.3(𝑎) より、十分時間後の空間
パターンは規則性の読み取れない無秩序なものとなっている。図 6.3 (𝑏)(𝑐)より、初期条件
(6.2)における数値解と同様に、定点観測図が常微分方程式のストレンジアトラクタのよう
な様相となり、解の非一様性が⾧時間的に正の値をとりながら絶えず変動していることが
分かる。このことから、初期条件(6.4)においても時空間カオスが発生していると判断でき
る。  
(6.4) 
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図 6.3： (𝑎): 𝑡 = 1000 における 𝑢 の空間パターン  (𝑏): (𝑥, 𝑦) = (100,100) にお
ける(𝑢, 𝑣) の定点観測図（紫線）・常微分方程式(2.1)におけるリミットサイクル
（緑線） (𝑐): 𝑉(𝑡) の時間変化図 
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6.2.4 ⾧時間的に非一様性を保つリミットサイクル上の振動 
 
 前節までの結果から初期条件が持つ位相特異点が多数存在しても、波数の小さな
Neumann 固有関数の成分が成⾧しうる場合、時空間カオスが発生することが分かる。それ
ならば、位相特異点と時空間カオスの間には何も関連がないのだろうかという疑問が浮か
ぶ。しかし、次のような初期条件における数値解から、やはり位相特異点は時空間カオスの
発生に関与していることが分かった。 
𝑢(𝑥, 𝑦, 0) = 0.21 + 𝑢଴ ቀ1 − 0.5 cos
𝜋
𝐿
𝑥ቁ 
𝑣(𝑥, 𝑦, 0) = 0.21 + 𝑣଴ ቀ1 − 0.5 cos
𝜋
𝐿
𝑦ቁ 
𝑢0 =
𝑚
𝑟 − 𝑚
ℎ 
𝑣଴ = (1 − 𝑢଴)(𝑢଴ + ℎ),   r = 2.0, 𝑚 = 0.8, ℎ = 0.3 
初期条件(6.5)は、(6.2)を平行移動して得られたもので、領域内に位相特異点が存在しなく
なるように設定した。もし、初期条件が波数 𝜋 𝐿 ⁄ の固有関数を持っているとき位相特異点
に無関係に時空間カオスが発生するならば、(6.5)からも時空間カオスが発生するはずであ
る。しかし結果はそうはならず、数値解から次のようなデータが得られた。 
 図 6.4 (𝑎) の定点観測図から空間上の位置を固定したときの解軌道は時間とともに常微分
方程式のリミットサイクルへと近づいている。また、非常に⾧い時間が必要となるものの解
の非一様性は振動しながらゆっくりと減少していき、最終的に 0 となる。つまり、解はリミ
ットサイクル上を周回しているものの、⾧時間非一様性を保っており、拡散の影響でゆっく
りと空間一様状態へと近づくということが分かった。 
 この結果は、直感的な推測からも説明がつく。位相特異点を含まない初期条件(6.5)の各
点 (𝑢, 𝑣) はすべて常微分方程式(2.1)において、リミットサイクルに漸近する初期値となる。
したがって、(6.5)から発展する解の像は十分時間後にリミットサイクル上に存在しており、
最終的に拡散項の影響で空間一様化すると考えられる。また、拡散係数 1、正方形領域の辺
の⾧さは 𝐿 = 200 より、一様化に必要な時間はおよそ 200ଶ 1⁄ = 40000 のオーダーである。 
 
(6.5) 
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6.2.5 時空間カオスの発生条件 
 
 本節における数値計算の結果から、時空間カオスが発生するためには次のような条件が
必要となることが分かった。 
 
(i) 初期条件が波数の小さい Neumann 固有関数を持つ。あるいは、異なる波数の Neumann
固有関数どうしが非線形項で干渉することによって、波数の小さい Neumann 固有関数の成
分が結果的に成⾧しうる。 
(ii) 初期条件が 1 つ以上空間領域内に位相特異点を持つ。 
 
𝑢 
𝑣 
𝑡 
𝑉(𝑡) 
図 6.4：  (𝑎): (𝑥, 𝑦) = (100,100) における(𝑢, 𝑣) の定点観測図（紫線）・常微分方
程式(2.1)におけるリミットサイクル（緑線） (𝑏): 𝑉(𝑡) の時間変化図 
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初期条件(6.2)・(6.4)の場合はこれらのうち両方が満たされており、(6.3)は(i)が満たされて
おらず、(6.5)は(ii)が満たされていない。したがって、(i)(ii)の両方が満たされているとき、
解は最終的に時空間カオスとなることが分かる。 
 
6.3 位相特異点の挙動 
 
6.3.1 時空間カオスが発生する場合における位相特異点の挙動 
 
 時刻 𝑡 における位相特異点の空間分布 𝑆(𝑡) を求める。具体的には位相特異点の方程式
 𝒖(𝒙, 𝑡) = 𝒖𝟎 を Newton 法を用いて解き、これを満たす 𝒙 を求めることによって得られる。
有限要素法で得られた数値解は空間方向について 1 階微分可能なので、Newton 法の計算に
必要な 1 階導関数も数値計算によって得ることができる。 
 これにより、初期条件(6.2)の位相特異点の分布は図 6.5 のようになった。この図から、
𝑥, 𝑦 方向について 𝑡 = 240 付近までは初期条件として与えた 1 つの位相特異点が存続して
いたが、それ以降を境に急速に位相特異点が領域内に広がり始め、多数分岐していく様子が
見て取れる。位相特異点は図 6.1 の空間パターン図における渦巻きの中心に対応しており、
𝑡 = 240 以降位相特異点が多数分岐することによって、小さな渦巻きが空間中に多数乱立す
る状態となる。したがって、𝑡 = 240 付近までは図 6.1(𝑎) のような渦巻きパターンを維持し、
それ以降は時空間カオスとなると考えられる。 
 加えて、数値シミュレーションの計算精度によって計算結果がどのように変わるかを調
べたところ、結果は図 6.5(𝑐)のようになった。図 6.5(𝑐)より、空間分割数を 20 から 60 へ変
えても、初期条件で与えたひとつの位相特異点が急速に分岐し始める時刻はほぼ変わって
いない。加えて、空間分割数 40 と 60 の結果が概ね同じ位置に重なっていることから、数
値解が十分に収束していると判断できる。対して、⾧時間的な挙動を求めると空間分割数 40
の結果（緑）と 60 の結果（水色）の差が顕著となることから、計算精度を変えると位相特
異点の位置や分岐数に関する情報は大きく変化することが分かる。したがって、位相特異点
が急速に乱立し始める時刻は数値誤差の影響をあまり受けていない、概ね信用できる結果
であると考えられるが、位相特異点の位置や分岐数に関する情報は数値計算の誤差による
初期値鋭敏性の影響を受けることにより、⾧時間的な情報の正確さは失われるものと考え
られる。 
 以下、同様に Newton 法を用いて位相特異点の位置を求めることにする。 
 
 
 
   
75 
 
 
図 6.5： (𝑎):  位相特異点の 𝑥 方向の分岐図  (𝑏): 位相特異点の 𝑦 方向の分岐図 
(𝑐): 位相特異点の 𝑥 方向の分岐図 空間分割数 20（紫）・空間分割数 40（緑）・
空間分割数 60（水色） 
(𝑐) 
𝑥 
𝑡 
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6.3.2 空間一様化する場合における位相特異点の挙動 
 
初期条件(6.3)における位相特異点の分岐図は図 6.6 のようになった。この図から、𝑡 =
 60 直前で位相特異点は 𝑥 方向に付近の他の位相特異点と合流して対消滅し、𝑦 方向へはそ
のまま途絶えるようにして消滅している。(6.3)の解は最終的に常微分方程式(2.1)における
リミットサイクル上の空間一様解になるので、初期条件として与えた位相特異点は最終的
にすべて消滅していなければならないが、図 6.6 よりその通りとなっている。𝑥 方向の対
消滅の挙動は、前章における空間 1 次元の縮約方程式から求めた位相特異点の対消滅の挙
動と類似している。もしこれらのメカニズムが同一であれば、図 6.6(𝑎)における位相特異
点の軌跡は放物線となり、2 つの位相特異点が合流する先の 𝑥 座標はそれらの中点となる 
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はずである。このことから、初期条件において 𝑥 座標がそれぞれ  ଵ଴଴
ଵଷ
, ଷ଴଴
ଵଷ
 の位置に存在し
ていた 2 つの位相特異点が 𝑡 = 58 で合流して消滅するとすると、前章の結果から時刻 𝑡 に
おける位相特異点の𝑥 座標 𝑥௧は、次のように表される。 
𝑥௧ =
200
13
± √58 − 𝑡 
この放物線と𝑥 方向の分岐図を重ねると、図 6.6 (𝑎) より両者はよく一致している。したが
って、(6.3) の解における位相特異点は前章の理論的に得られた結果と同様な挙動で対消
滅していることが分かった。 
図 6.6： (𝑎):  位相特異点の 𝑥 方向の分岐図(紫)・曲線 𝑥 = 200 13⁄ ± √58 − 𝑡 （緑
線・青線）  (𝑏): 位相特異点の 𝑦 方向の分岐図（紫） 
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6.3.3 位相特異点の分岐現象 
 
 6.3.1 節では、初期条件(6.2)において 1 つ与えた位相特異点が 𝑡 = 240 近辺で急速に分岐
し、その個数が増加することを見た。本節では、位相特異点が増加する直前と直後の解を比
較することにより、その挙動を数値的に調べる。そのため、解の等高線 𝑢 = 𝑢଴, 𝑣 = 𝑣଴ につ
いて考える。2 本の等高線を 𝑥𝑦 平面上に図示すると、両者は位相特異点のみで交差する。
このことから、これらの等高線の交差について調べれば、位相特異点がどのように分岐して
いるかを調べることが可能となる。そこで、分岐する直前の 𝑡 = 230 における等高線と、分
岐直後の𝑡=245~250 の等高線を図示すると、図 6.7 のようになる。 
図 6.7： (𝑎):  𝑡 =230 における等高線 𝑢 = 𝑢଴ (緑)・𝑣 = 𝑣଴ (紫)  (𝑏): 𝑡 =245~250
における等高線 𝑢 = 𝑢଴ (緑)・𝑣 = 𝑣଴ (紫) 
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図 6.7(𝑎)より、分岐直前において 2 本の等高線は螺旋状になっており、領域の中心 1 点で
交わっている。これは図 6.1 における渦巻きパターンと対応しており、渦巻きの巻き数が増
えれば図 6.7 の螺旋の巻き数も増える。しかし、巻き数はいくらでも増やせるわけではなく、
ある限界が存在するものと考えられる。その限界を超えて渦巻きが巻き数を増やそうとす
ると、2 本の等高線が衝突し、渦巻きパターンの崩壊へとつながる。図 6.7(𝑏) では、等高線
の共有点が新たに 2 つ増えることによって、中心の 1 つはそのままで、新たに 2 つの位相
特異点が発生している。新たに発生した位相特異点は新たに小さな渦巻きパターンをつく
るので、この繰り返しによって領域内には乱立する小さな渦巻きパターンの生成・消滅が起
こり、これが時空間カオスと考えられる。したがって、時空間カオスは、位相特異点が対生
成・増加することが原因で発生すると考えられる。 
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7. 結論 
 
 本論文では、主に等拡散系で表される捕食・被食モデル(2.3)を理論・シミュレーションの
両方から解析し、正不変集合や漸近挙動・位相特異点の振る舞いなどの解の挙動に関する特
筆すべき結果を得た。 
第 3 章では、(2.3)の解は時間に依らない有界な正不変集合を持ち、その内部に含まれる
初期条件から始まる解は常に正不変集合の内部に留まることが示された。また、常微分方程
式(2.1)の数値解を援用することにより、内部に(2.1)のリミットサイクルを含む正不変集合
を構築することができた。 
第 4 章では、拡散係数が十分に大きいか領域のサイズが十分に小さいときに反応拡散系
の解がその空間平均へと収束するという一般的な定理を応用することにより、初期条件の
波数も解の一様化に関与することを示した。具体的には、十分に大きな波数を持つ Neumann
固有関数と定数の和から成る初期条件からは、その波数の整数倍の固有関数しか生じ得な
いことを利用して解が一様化するという事実を見出した。更に、十分に大きな波数の整数倍
の固有関数だけから成る初期条件においても、解に現れうる波数成分が変わらないので、こ
れも最終的に一様化することが示された。これらの初期条件は大きな領域に対して低い波
数を持っており、その固有関数は非線形項によって合成されて多様な波数の固有関数を作
り出すこととなる。つまり、波数の低い固有関数を持つ初期条件によって、解の複雑性が生
じると考えられる。波数の大きな固有関数ほど、単体で初期条件として与えたときに、生じ
うる波の種類が限定され、固有値 0 に対応する固有関数を除けば自らよりも低い波数の固
有関数を作り出すことができない。これにより、解は単純化する方向へ向かい、最終的に空
間平均へと漸近することが分かった。よって、捕食・被食モデル(2.3)の解は初期条件の波数
によって様々な振る舞いを見せることが分かり、複雑な挙動を示す解は低い波数の固有関
数から生じることが分かった。 
第 5 章では、位相特異点の近傍で等拡散系(2.2)の解を縮約することによって、解析しや
すい常微分方程式を得ることに成功した。縮約方程式から、位相特異点の移動は、解を Taylor
展開したときの定数項の係数ベクトル変化で表され、その定数項は、自分自身と 2 次項の
係数ベクトルからの拡散の影響によってのみ変化しうる。例えば位相特異点の近傍で 1 次
項と 3 時項のみに非ゼロの値を持つような初期条件に対しては、1 次項の係数ベクトルのテ
ンソル積から成る非線形項の影響から 2 次の係数ベクトルが変化しうるので、これにより
2 次項の影響から最終的に位相特異点が動きうることが分かった。また、縮約方程式の近似
的な解は、自明な平衡解の近傍における線形化方程式を解くことによって得られる。線形化
方程式を解くことにより、2 次項からの拡散が最終的に位相特異点を動かし、最終的に対消
滅するという挙動が明らかになった。 
 6 章における数値シミュレーションの結果から、空間を固定したときの解軌道は 3 章で求
81 
 
めた正不変集合の内部に収まっており、また波数の大きな固有関数から成る初期条件から
時間発展する解が 4 章の結果の通り空間一様解に漸近するという結果が得られた。このと
き、位相特異点の挙動は 5 章で得られた対消滅の挙動とよく一致しており、理論によって
数値シミュレーションの結果の正当性が示された。また、時空間カオスの発生には、波数の
小さい Neumann 固有関数の成分が初期条件から成⾧することと、位相特異点が必要となり、
これら両方が満たされることによって複雑な挙動が発生することが分かった。しかし、単一
の渦巻きパターンから小さな渦巻きパターンが乱立する時空間カオスへと遷移する際に、
位相特異点の対生成・増加という現象が発生するという結果が得られた。この対生成・増加
に関する理論を構築することが今後の課題であり、これにより時空間カオス発生のメカニ
ズムや挙動をより詳細に明らかになることが期待できる。 
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