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ФУНКЦИОНАЛЬНОЕ ДИФФЕРЕНЦИРОВАНИЕ ИНТЕГРАЛЬНЫХ ОПЕРАТОРОВ 
СПЕЦИАЛЬНОГО ВИДА И НЕКОТОРЫЕ ВОПРОСЫ  
ОБРАТНОГО ИНТЕРПОЛИРОВАНИЯ
Аннотация. Работа посвящена проблеме операторного интерполирования и функционального дифференци-
рования. Приведены некоторые сведения о вариационных производных и явные формулы точных решений про-
стейших уравнений, содержащих первые вариационные производные искомого функционала. Для функционалов, 
заданных на множествах функций и квадратных матриц, построены различные интерполяционные многочлены эр-
митова типа с двукратными узлами, содержащие первые вариационные производные интерполируемого операто-
ра. Представленные решения интерполяционных задач Эрмита основаны на алгебраической чебышевской системе 
функций. Получены явные формулы первообразных функционалов для аналитических функций с аргументом из 
множества квадратных матриц. Найдено решение отдельных дифференциальных уравнений с интегральными опе-
раторами специального вида и первыми вариационными производными. Рассмотрена задача обратного интерполи-
рования функций и операторов. Демонстрируются явные схемы построения обратных функций и функционалов, 
в том числе в случае функций матричной переменной, полученные с применением отдельных известных результа-
тов теории интерполирования. Изложение материала иллюстрируется рядом примеров.
Ключевые слова: функциональное дифференцирование, вариационная производная, дифференциал Гато, опе-
раторное интерполирование эрмитова типа, обратное интерполирование
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Введение. Функциональное (вариационное) дифференцирование операторов – один из раз-
делов современного математического анализа. Теория вариационных производных, их свойства, 
дифференциальные и интегро-дифференциальные уравнения с вариационными производными 
достаточно полно изложена, например, в монографиях [1–3] и работах [4–10] и имеет многочис-
ленные приложения в статистической физике, квантовой теории поля, гидромеханике и других 
областях. 
Явные формулы решений уравнений с вариационными производными известны лишь в не-
многих случаях. Это относится, главным образом, к множеству линейных уравнений [7–11], поэ-
тому основными методами их решения являются приближенные.
Проблема приближенного решения уравнений с вариационными производными недостаточ-
но исследована. При решении такого класса задач может оказаться полезным применение мето-
дов, которые учитывали бы заданные начальные и граничные значения. В частности, в задаче 
Коши для уравнения n-го порядка искомый функционал F(x) может быть приближенно найден 
по известным в точке x0(t) значениям функционала F(x0) и его вариационных производных до 
(n – 1)-го порядка. Для этого естественно использовать аппарат операторного интерполирования 
[12–15]. 
Некоторые предварительные сведения о вариационных производных. Пусть X – множе-
ство функций, на котором определен функционал : ,F X Y→  где Y – некоторое числовое или 
функциональное множество. В частном случае X может быть одним из функциональных про-
странств [ , ]C C a b=  или 2 2[ , ].L L a b=  
Напомним [5], что если дифференциал Гато [ ; ]F x hδ  функционала F(x) представим в инте-
гральном виде [ ; ] ( , ) ( ) ,   ( ) ,
b
a
F x h A x t h t dt h t Xδ = ∈∫  где A(x,t) – некоторая функция, зависящая от 
x = x(s) и переменной t, то ее называют вариационной (функциональной) производной первого 
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где ( ) ( 0,1,... )k ka a t k n=  – некоторые фиксированные функции, а независимая переменная x(t) – эле-

















так как дифференциал Гато 
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и вариационная производная 
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=  δ  
∑ ∫
т. е. функционалы (3) и (4) связаны соотношением ( ) ( ).
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имеет решение 2 ( ) ( )[ cos ( )] ,
b
a
I x x t c x t dt= −∫  где c – const. 





( ) exp ( ) ,I x f x t dt= α β∫
где α и β – некоторые фиксированные числа или функции, функционал Гато и вариационная про-
изводная имеют вид 
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( ) ( )I x f x t dt= β∫
имеют место равенства 
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I xI x h f x t h t dt f x t
x t
δ′ ′δ = β β = β β
δ∫
Если функционал 
[ ] (1)5 , ( ), ( ) , ( ) [ , ]
b
a
I f t x t x t dt x t C a b′= ∈∫ ,
тогда получим, что 
[ ] 55





I t f t x xI x h f t x x h t dt
x t x
′δ ∂′ ′δ = =
δ ∂∫
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Для функционала 
( )
6 ( ) , ( ), ( ) ,
b
a
I x f t x t x t dtα =  ∫
где 
( ) 1 ( )( )
(1 ) ( )
b
a






Γ −α − τ∫
– дробная производная Римана – Лиувилля порядка α (0 1), [ , ],t a b< α < ∈  а 1
0
( ) z sx s e ds
∞
− −Γ = ∫  – 
гамма функция, дифференциал Гато и вариационная производная в точке x(t) имеют следующий вид:
   ( ) 66
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∫  тогда имеем 
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( ) , , ( ) , , ( ) .
( ) x
I x f K t s x s ds K t s x s
x t
 δ ′ ′=  δ  
∫
Двукратное интерполирование по алгебраической системе функций. Сначала приведем 
[16, 17] интерполяционную формулу эрмитова типа с двукратными узлами xν (ν = 0,1) для функ-
ций f(x) скалярного аргумента в случае обычных производных и различных узлов 
 3 10 0 11 1 10 0 11 1( ; ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ),H f x h x f x h x f x q x f x q x f x′ ′= + + +  (5)
где фундаментальные многочлены двукратного эрмитова интерполирования по алгебраической 




0 1 0 1 0 1
( ) 1 2 ,   ( ) ( ),x xx x x xh x q x x x
x x x x x x
     −− −




1 0 1 0 1 0
( ) 1 2 ,   ( ) ( ).x x x xx xh x q x x x
x x x x x x
     − −−
= − = −     − − −     
Для многочлена (5) справедливы следующие интерполяционные условия:
3 3( ; ) ( ),     ( ; ) ( )    ( 0,1).i i i iH f x f x H f x f x i′ ′= = =
Применим формулу (5) к конкретному матричному случаю. Пусть 0 0( ), ( ),x t x t= σ = σ  
1 1( )x t= σ  – соответственно следы квадратных матриц 0 1( ), ( ), ( );  ( ), ( ) ( 0,1)iA t A t A t t t iσ σ =  – эле-
менты пространства C[a,b] и разность 1 0 1 0( ) ( ) 0x x t t− = σ −σ ≠  на отрезке [a,b]; в точках следов 
известны также значения функции f(x) и ее производной f ′(x). После замены 0 1, ,x x x  на 0 1, ,σ σ σ  
в формуле (5) и функциях 10 11 10 11( ), ( ), ( ), ( )h x h x q x q x  придем к интерполяционной формуле (5), 
для которой выполняются равенства 
3 3( ; ) ( ),    ( ; ) ( )   ( 0,1).i i i iH f f H f f i′ ′σ = σ σ = σ =
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В случае произвольного значения n∈  и различных узлов xν ( 0,1,..., )nν =  интерполяцион-
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Многочлен (6) удовлетворяет интерполяционным условиям
 2 1 2 1( ; ) ( ),     ( ; ) ( )    0,1,..., .n nH f x f x H f x f x n         
Аналогичные интерполяционные формулы для функционалов. Пусть далее на функцио-
нальном пространстве X определен оператор : ,F X R→  для которого известны значения F(xν) 







 в узлах { } 0( ) .
nx t Xν ν= ∈





( ) ( )( ; ) ( );  ( 0,1,..., ).
( ) ( )
n
n
H x F xH F x F x n




= = ν =
δ δ  
(7)
Одной из таких формул [18] в случае двух узлов может быть 
( ) ( )3 0 10 1 11
1( ; ) ( ) ( ) ( ) ( )
b b
a a
H F x F x h x t dt F x h x t dt
b a
 




( ) ( )0 110 11
( ) ( )( ) ( ) ,
( ) ( )
b b
a a
F x F xq x t dt q x t dt
x t x t
δ δ
+ +
δ δ∫ ∫  
(8)
где функции h10(x), h11(x) и q10(x), q11(x) такие же, как и в равенстве (5) . При проверке выполнения 
интерполяционных условий вида (7) для формулы (8) необходимо воспользоваться правилом (2) 




2 1 2 1 2 1 2( ) ( ) ( , ) ( ) ( ) ,
b b
a a
F x P x K s s x s x s ds ds≡ = ∫ ∫
 
(9)
где, например, 22[ , ],  :[ , ]x L a b K a b∈ → R – непрерывная функция своих аргументов, дифферен-
циал Гато 2[ ; ]P x hδ  имеет [19] вид
2 1 2 1 2 1 2 1 2 2 1 1 2[ ; ] ( , ) ( ) ( ) ( , ) ( ) ( ) ,
b b b b
a a a a
P x h K s s x s h s ds ds K s s x s h s ds dsδ = +∫ ∫ ∫ ∫
а первая функциональная производная 
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Если в формуле (8) F(x) заменить на квадратичный функционал (9), то для многочлена 
3 2( ; )H P x  будут выполняться равенства (7) в двух узлах x0(t) и x1(t). В этом несложно убедиться 
путем непосредственных вычислений.
Функциональные интерполяционные многочлены 2-го и 3-го порядков эрмитова типа 
с двукратными узлами. Пусть функции 0 1( ), ( ), ( )x t x t x t  из пространства C[a,b] и 0 1( ) ( )x t x t≠  
для .a t b≤ ≤  Для операторов 
( ) ( )0 12, 0 1,0 1,1
( ) ( )( ) ( ) ( ) ( )     ( 1,2,...,7),
( ) ( )
b b
a a
I x I xH x I x q x t dt q x t dt




= + + ν =
δ δ∫ ∫
где фундаментальные интерполяционные многочлены Эрмита имеют вид
2
0 0 1 0
1,0 1,1
0 1 1 0
( )( 2 ) ( )( ) ,     ( ) ,
2( ) 2( )
x x x x x x xq x q x
x x x x






( ) ( )( ) ( ),     ( 1,2,...,7; 0,1).
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H x I xH x I x i




= = ν = =
δ δ
Также в случае двух узлов x0(t), x1(t) для аналогичных интерполяционных многочленов треть-
его порядка










I xH x I x h x t dt q x t dt





= + ν =
− δ∑ ∑∫ ∫
где
21 1
1,0 1 0 1 0 0 1( ) ( )( ) 1 2( )( ) ,h x x x x x x x x x
− −   = − − − − −   
21 1
1,1 0 1 0 1 1 0( ) ( )( ) 1 2( )( ) ;h x x x x x x x x x
− −   = − − − − −   
2 21 1
1,0 1 0 1 0 1,1 0 1 0 1( ) ( )( ) ( ),     ( ) ( )( ) ( ),q x x x x x x x q x x x x x x x




( ) ( )( ) ( ),     ( 1,2,...,7; 0,1).
( ) ( )
i i
i i
H x I xH x I x i




= = ν = =
δ δ
Двукратное интерполирование и дифференцирование функционалов, заданных на мно-
жествах квадратных матриц. В случае двух матричных узлов x0(t) и x1(t) интерполяционный 
функциональный многочлен 3 ( ; )H F x  с вариационными производными, являющийся аналогом 
формулы (5), для которого выполняются равенства (7), задается формулой
 










F xH F x F x h x t dt q x t dt
b a x t= =
δ
= +
− δ∑ ∑∫ ∫  
(10)
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где
( ) ( )21 11,0 1 0 1 0 0 1( ) ( )( ) 2( )( ) ,h x x x x x I x x x x− −= − − − − −
( ) ( )21 11,1 0 1 0 1 1 0( ) ( )( ) 2( )( ) ;h x x x x x I x x x x− −= − − − − −
( ) ( ) ( )2 21 11,0 1 0 1 0 1,1 0 1 0 1( ) ( )( ) ;      ( ) ( )( ) ( ),q x x x x x x x q x x x x x x x− −= − − − = − − −




( ) ( )( ; ) ( );  ( 0,1).
( ) ( )
H x F xH F x F x




= = ν =
δ δ  
(11)
Выполнение соотношений (11) для формулы (10) несложно проверить, используя формулу (2) 
и значения функций 1 1( ), ( )k kh x q x  и их производных в узлах x = x0 и x = x1: 
10 0 11 1 10 1 11 0( ) ( ) ,     ( ) ( ) ;h x h x I h x h x O= = = =
10 0 11 0 10 1 11 1 10 1 11 0 10 0 11 1( ) ( ) ( ) ( ) ( ) ( ) ;     ( ) ( ) ,q x q x q x q x q x q x O q x q x I′ ′ ′ ′= = = = = = = =
а также нулевые значения производных 1 ( )kh x′  в узлах x0 и x1, где O – нулевая, I – единичная ма-
трицы.
Пусть в формуле (10) x(t) и узлы x0(t), x1(t) – соответственно квадратные функциональные ма-
трицы 0 1( ), ( ), ( ).A t A t A t  Перепишем интерполяционную формулу (10) для квадратичного функ-
ционала (9) непосредственно в этих матричных обозначениях: 
( ) ( )
1 1
2
3 2 2 1 1
0 0






P AH P A P A h A t dt q A t dt
b a A t= =
δ
= +
− δ∑ ∑∫ ∫
где 
21 1
10 1 0 1 0 0 1( ) ( )( ) 2( )( ) ,h A A A A A I A A A A
− −   = − − − − −   
21 1
11 0 1 0 1 1 0( ) ( )( ) 2( )( ) ;h A A A A A I A A A A
− −   = − − − − −   
2 21 1
10 1 0 1 0 11 0 1 0 1( ) ( )( ) ( );     ( )( ) ( ).q A A A A A A A q A A A A A A
− −   = − − − = − − −   
Выполнение интерполяционных условий 
( )3 2 2
3 2 2
( ) ( )( ; ) ( ),     ( 0,1)




H P A P AH P A P A i
A t A t
δ δ
= = =
δ δ  
для рассматриваемого функционала несложно проверить, как и в случае формулы (10). При этом 
вычисление вариационных производных 








основано на равенстве (2), где, как и раньше, p(t) = 1.
Пусть X – множество квадратных функциональных матриц A(t), t T R∈ ⊂  и f(A) – аналитиче-
ская функция матричной переменной :A X∈  
 0
( ) ( ),kk
k
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где коэффициентами bk могут быть числа, функции или матрицы. Ставится задача найти перво-
образный функционал F(A) для функции f(A), т. е. определить F(A), для которого выполнялось 
бы равенство 
( )( ) ( ) .
( )





Покажем, что искомый функционал F(A) представим в виде 
 
( ) ( )
1
0 0 0 0
0
( ) ( ) ( ) ( ) ( ) ( ) ( ) .
T
F A F A ds f s A t A t A t A t A t dt= +  − +  − ∫ ∫
 
(13)
Для этого сначала необходимо вычислить дифференциал Гато [ ]; , :F A H H Xδ ∈




[ ; ] ( ) ( ) ( ) ( ) ( ) ( ) ( )
T
dF A H ds f s A t H t A t A t A t H t A t dt
d
δ =  + λ − +  + λ − = λ ∫ ∫
( ) ( )
1
0 0 0 0
0
( ) ( ) ( ) ( ) ( ) ( ) ( )
T
ds f s A t H t A t A t A t H t A t dt
λ=






( ) ( ) ( ) ( ) ( )
T
ds f s A t H t A t A t H t dt
λ=
+  + λ − +  = ∫ ∫
 




( ) ( ) ( ) ( ) ( ) ( )
T






( ) ( ) ( ) ( ) .ds f s A t A t A t H t dt+  − +  ∫ ∫
Итак, искомый дифференциал Гато




[ ; ] ( ) ( ) ( ) ( ) ( )
T
F A H dsf s A t A t A t A t A t s
 ′δ =  − +  − +  
∫ ∫
 
( ) }0 0( ) ( ) ( ) ( ) ,f s A t A t A t H t dt+  − +    
а вариационная производная




( ) ( ) ( ) ( ) ( ) ( )
( )
F A dsf s A t A t A t A t A t s
A t
δ ′=  − +  − + δ ∫  
( )0 0( ) ( ) ( ) .f s A t A t A t+  − +  
Так как для функции ( )0 0( ) ( ) ( ) ( )s f s A t A t A t sϕ =  − +    производная 




( ) ( ) (1) (0) ( ),
( )
F A s ds f A
A t
δ ′= ϕ = ϕ −ϕ =
δ ∫
т. е. справедлива следующая 
Те о р е м а  1. Функционал (13) является первообразным на множестве квадратных функцио-
нальных матриц для аналитической функции матричных переменных вида (12).
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Дифференциальные уравнения с вариационными производными. Рассмотрим обыкно-
венное дифференциальное уравнение n-го порядка с известным решением ( ) :x t
 ( )
( ) ( 1)
1 1 0( ) ( ) ( ) ( ) ... ( ) ( ) ( ) ( ) ( ),
n n
n nl x t x t a t x t a t x t a t x t a t
−
− ′= + + + + =   (14)
и его матричный аналог также с обычными производными, где в качестве узлов берутся следы 
функциональных матриц. Как и раньше, след trA(t) матрицы A(t) обозначим через σ(t) и, соответ-
ственно, будем иметь 




dA t A t t k n
dt
≡ = σ =
Рассмотрим матричный аналог уравнения (14) в виде
 ( )nL A =
( ) ( 1)
1 1 0tr ( ) ( )tr ( ) ... ( )tr ( ) ( )tr ( ) tr ( ),
n n
nA t a t A t a t A t a t A t B t
−
− ′+ + + + =   (15)
где B(t) – заданная матрица со следом a(t). Решением этого уравнения является матрица A(t), след 
которой ( ) ( ).t s tσ = 
Уравнение (14) при ( ) ( )x t t= σ  совпадает с равенством (15), записанным в терминах следа ма-
триц A и B. 
В качестве аналога уравнения (14) в случае дифференциальных уравнений с вариационными 
производными естественно рассмотреть следующее уравнение: 
 
( ) ( )
1
1 1 01
( ) ( ) ( )( ) ( ) ... ( ) ( ) ( ).
( ) ( ) ( )
n n
n nn n
F x F x F xL x t a t a t a t F x a t




= + + + + =
δ δ δ  
(16)
Рассмотрим проблему решения отдельных дифференциальных уравнений (16) специального 
вида с вариационными производными. К этому классу относится и рассмотренная ранее задача 
о нахождении первообразных для функционалов, определенных на множествах функций и ма-
триц. Далее продолжим исследование аналогичных задач.
Пусть на множестве X функций x(t), ,t T∈ ⊆  � задан функционал 
 
( ) ( )
1
0 0 0 0
0
( ) ( ) ( ) ( ) ( ), ( ) ( ) ( ) ,n n n n n
T
J x J x ds f s P x P x P x a t P x P x dt= +  − +  − ∫ ∫
 
(17)
где Pn(x) – алгебраический многочлен n-й степени с числовыми или функциональными коэффици-
ентами от функции x = x(t), а a(t) – некоторая фиксированная функция, произвольно заданная на T.
Дифференциал Гато и вариационная производная функционала (17) задаются соответствен-
но формулами




[ ; ] ( ) ( ) ( ), ( ) ( ) ( ) ( )n n n n n n
T
J x h ds f s P x P x P x a t sP x P x P x
 ′ ′δ =  − + − + 
∫ ∫
 
  0 0( ) ( ) ( ), ( ) ( ) ( ) ,n n n n
T
f s P x P x P x a t P x h t dt
         





( ) ( ) ( ) ( ), ( ) ( ) ( ) ( )
( ) n n n n n n
J x ds f s P x P x P x a t sP x P x P x
x t
δ ′ ′=  − +  − + δ ∫  
  0 0( ) ( ) ( ), ( ) ( ) .n n n nf s P x P x P x a t P x     
Производная φ′(s) функции ( )0 0( ) ( ) ( ) ( ), ( ) ( )n n n ns f s P x P x P x a t P x s′ϕ =  − +    совпадает с вы-
ражением в фигурных скобках в приведенной выше формуле для вариационной производной 
и, следовательно,




( ) ( ) (1) (0) ( ), ( ) ( ).
( ) n n
J x s ds f P x a t P x
x t
δ ′ ′= ϕ = ϕ −ϕ =
δ ∫
Таким образом, доказана следующая 
Те о р е м а  2. Решением дифференциального уравнения 
 
( )0
( ) ( ), ( ) ( )
( ) n n





с начальным условием 0 0( )J x J=  является функционал (17).
Рассмотрим уравнение (18) в случае, когда в качестве независимой переменной функционала 
f выступают алгебраические многочлены с функциональными коэффициентами 
( )0 0
0





P x a t x x x t x x t t T
=
= = = ∈∑
Через ( )( )nJ P x  обозначим функционал
( ) ( )0( ) ( )n nJ P x J P x= +  
 




( ) ( ) ( ), ( ) ( ) ( ) .n n n n n
T
ds f s P x P x P x a t P x P x dt+  − +  − ∫ ∫
 
(19)












 функционала (19). По определению
( )[ ( ); ] ( ) )n n
d dJ P x H J P x H
d d
δ = + λ = ×
λ λ  




( ) ( ) ( ) ( ), ( ) ( ) ( ) ( )n n n n n
T
ds f s P x H x P x P x a t P x H x P x dt
λ=
×  + λ − +  + λ − = ∫ ∫
 




( ) ( ) ( ) ( ), ( ) ( ) ( ) ( )n n n n n
T
ds f s P x H x P x P x a t P x H x P x dt
λ=






( ) ( ) ( ) ( ), ( ) ( ) ,n n n
T
ds f s P x H x P x P x a t H x dt
λ=
+  + λ − +  ∫ ∫
т. е. дифференциал Гато




[ ( ); ] ( ) ( ) ( ), ( ) ( ) ( ) ( )n n n n n n
T






( ) ( ) ( ), ( ) ( ) .n n n
T
ds f s P x P x P x a t H x dt+  − +  ∫ ∫
Далее вычислим вариационную производную и соответственно будем иметь
( )





( ) ( ) ( ), ( ) ( ) ( )
( )
n
n n n n n
n T
J P x
ds f s P x P x P x a t P x P x s
P x t







( ) ( ) ( ), ( ) ( ),n n n
T
f P x P x P x a t dt ds s
 ′+  − +  = ϕ 
∫ ∫
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где ( ) ( )0 0 0( ) ( ) ( ) ( ), ( ) ( ) ( ) .n n n n n
T
s f s P x P x P x a t P x P x sdtϕ =  − +  − ∫  
Таким образом, 
( )
( ) ( )0
( )











и, следовательно, приходим к следующей теореме.
Те о р е м а  3. Функционал (19) является решением уравнения 
( )
( ) ( ) ( )0 0
( )
( ) [ ( ), ( )] ( ) ( ) .
( )
n
n n n n
n
J P x





К теории обратного интерполирования функций и операторов. На практике и непосред-
ственно в самой математике возникают задачи о нахождении по заданным значениям оператора 
соответствующих точных или приближенных значений их аргументов. Обратное интерполиро-
вание используется при решении различных классов уравнений, в том числе матричных. 
Для функции ( ),y f x=  заданной таблицей, задача обратного интерполирования заключает-
ся в том, чтобы по указанному значению y определить значение аргумента x, который обычно 
рассматривается на фиксированном интервале. При практическом решении таких задач является 
естественным применение отдельных известных результатов теории интерполирования. 
Пусть функция ( )y f x=  определена на отрезке [a,b] вещественной оси и заданы n + 1 значе-
ний ( )f x fν ν=  в узлах xν 0 1( ... ).na x x x b≤ < < < ≤  В этом случае интерполяционный многочлен 
Лагранжа имеет вид
 0






xL f x f
x x x νν= ν ν
ω
=




( ) ( ),
n
n x x xν
ν=
ω = −∏  и соответственно ( ; ) ( ) ( 0,1,..., ).nL f x f x nν ν= ν =  
Введем далее обозначения ( ),  ( ) ( 0,1,..., )y f x y f x nν ν= = ν =  и воспользуемся интерполяци-
онной формулой этого же вида для обратной функции x(y) по различным узлам yν ( 0,1,..., ) :nν =
 0






yH x y x









( ) ( ),
n
n y y yν
ν=
ω = −∏  y – независимая переменная; ( , )  ( 0,1,..., ).nH x y x nν ν= ν =  
В случае, когда ( ) ( )nf x P x=  и ( ) ( )nx y Q y=  – алгебраические многочлены степени не вы-
ше n, то для интерполяционных формул (20) и (21) имеют место равенства ( ; ) ( )nL f x f x=  
и ( , ) ( )nH x y x y=  в произвольных точках x и y, а не только в узлах интерполирования.
Применяются интерполяционные формулы и другой структуры в случае узлов yν. 
П р и м е р  1. Рассмотрим численный пример построения интерполяционного многочлена Ла-




 с узлами 0 1 2 3 40,  ,  ,  ,  .6 4 3 2
x x x x xπ π π π= = = = =  
Имеем
1 2 3 4 2 3 4
4 0 1
1 2 3 4 1 1 2 1 3 1 4
( )( )( )( ) ( )( )( )( ; ) ( ) ( )
( )( )( )
x x x x x x x x x x x x x x xL y x y x y x
x x x x x x x x x x x
− − − − − − −
= + +
− − −  
1 3 4 1 2 4
2 3
2 2 1 2 3 2 4 3 3 1 3 2 3 4
( )( )( ) ( )( )( )( ) ( )
( )( )( ) ( )( )( )
x x x x x x x x x x x x x xy x y x
x x x x x x x x x x x x x x
− − − − − −
+ + +
− − − − − −  




4 4 1 4 2 4 3
( )( )( ) ( ).
( )( )( )
x x x x x x x y x
x x x x x x x
− − −
+
− − −  
(22)
Очевидно, что 4 ( , ) ( ) ( 0,1,...,4).i iL y x y x i= =
Значения функции ( ) siny x x=  в этих узлах интерполирования известны: 
0 0 1 1 2 2 3 3 4 4
1 2 3( ) 0,    ( ) ,    ( ) ,    ( ) ,    ( ) 1.
2 2 2
y y x y y x y y x y y x y y x= = = = = = = = = =
Значения обратной функции ( )x x y=  в узлах yi ( 0,1,...,4)i =  равны: 
0 0 1 1 2 2 3 3 4 4
1 2 3( ) 0,    ( ) ,    ( ) ,    ( ) ,    ( ) .
2 2 2 2
x x y x x y x x y x x y x x y π= = = = = = = = = =
Интерполяционный многочлен вида, аналогичного (22), для функции x(y), построенный по 
узлам yi ( 0,1,...,4),i =  примет вид 
( 1) 1 2 3 4 2 3 4
4 0 1
1 2 3 4 1 1 2 1 3 1 4
( )( )( )( ) ( )( )( )( ; )
( )( )( )
y y y y y y y y y y y y y y yL x y x x
y y y y y y y y y y y
− − − − − − − −= + +
− − −  
1 3 4 1 2 4
2 3
2 2 1 2 3 2 4 3 3 1 3 2 3 4
( )( )( ) ( )( )( )
( )( )( ) ( )( )( )
y y y y y y y y y y y y y yx x
y y y y y y y y y y y y y y
− − − − − −
+ + +




4 4 1 4 2 4 3
( )( )( ) ,
( )( )( )
y y y y y y y x
y y y y y y y
− − −
+
− − −  
(23)
и соответственно ( 1)4 ( , )i iL x y x
− =  для 0,1,...,4.i =
Как обычно в задачах обратного интерполирования в общем случае, так и в этом примере 
интерполяционная формула (23) может быть использована для приближенного вычисления ар-
гумента x ( )ix x≠  функции sin .y x=  В частности, если 
5 ,
6
x π=  то 
1sin ,
2
y x= =  и значения y и yi 
( 0,1,...,4)i =  известны для вычисления ( 1)4 ( , ),L x y
−  т. е. получим формулу (23).
П р и м е р  2. Рассмотрим еще один элементарный численный пример. Пусть 2( ) cos ,y x x=  
а узлы интерполирования 0 1 2,   ,   .6 4 3
x x xπ π π= = =  В этом случае алгебраический интерполяци-
онный многочлен второй степени имеет следующий вид:
0 21 2
2 0 1
0 1 0 2 1 0 1 2
( )( )( )( )( ; ) ( ) ( )
( )( ) ( )( )
x x x xx x x xL y x y x y x
x x x x x x x x
− −− −
= + +




2 0 2 1
( )( ) ( ).
( )( )
x x x x y x
x x x x
− −
+
− −  
(24)
Функция 2( ) cosy x x=  в указанных узлах принимает значения 
0 0 1 1 2 2
3 1 1( ) ,    ( ) ,    ( ) .
4 2 4
y y x y y x y y x= = = = = =
соответственно. 
Значения обратной функции ( )x x y=  в узлах yi ( 0,1,2)i =  таковы: 
( ) ( ) ( )0 0 1 1 2 2,     ,     .6 4 3x x y x x y x x y
π π π
= = = = = =
Интерполяционный многочлен ( 1)2 ( ; )L x y
−  вида (24) для функции ( )x x y=  по узлам 0 1
3 1,  
4 2




y =  задается формулой
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( ) ( )( 1) 0 2 0 11 22 0 1 2
0 1 0 2 1 0 1 2 2 0 2 1
( )( ) ( )( )( )( )( ; ) ( ) ,
( )( ) ( )( ) ( )( )
y y y y y y y yy y y yL x y x y x y x y
y y y y y y y y y y y y
− − − − −− −= + +
− − − − − −  
(25)
для которой справедливы равенства ( 1)2 ( ; ) ( ),  0,1,2.i iL x y x y i
− = =
Используя правило (25), для 2cos 0
2 2
y y π π = = = 
 
 по известным y = 0 и ( 0,1,2)iy i =  можем 
вычислить приближенное значение аргумента .
2
π
 Подставляя в интерполяционный многочлен 
( 1)
2 ( ; )L x y
−  указанные численные значения и проведя соответствующие вычисления, придем к ра-
венству ( 1)2
3 5( ;0) .
6 4 12





 рассматриваемой обратной функции, вычисленное по интерполяционной форму-
ле (25), отличается от точного значения 
2
π  на величину, равную .
12
π
Далее приведем несколько общих сведений об обратном операторе и обратном операторном 
интерполировании.
Оператор B называют обратным к оператору A, если область определения оператора B совпа-
дает с областью значений оператора A. Обратный оператор обычно обозначается через A–1.
Если D – область определения оператора A, то для всех x D∈  верно равенство 1( ) ,A Ax x− =  
а также 1 1( ) ,A A− − =  т. е. 1 1( )A I− − =  – единичный (тождественный) оператор для матриц A.
В качестве прямых и обратных операторов, определенных на функциональных простран-
ствах, выступают широко известные интегральные операторы: преобразование Фурье по три-
гонометрической системе функций, по системе ортогональных алгебраических многочленов 
и многие другие.
Пусть оператор : ,F X Y→  где X и Y – заданные линейные пространства. Напомним [12], что 
задача лагранжева операторного интерполирования состоит в построении по заданным значе-
ниям F(xk) оператора F(x) в узлах 0 1, ,...,  ( , )n i jx x x x x i j≠ ≠  такого оператора : ,nL X Y→  который 
удовлетворял бы условиям ( ) ( ) ( 0,1,..., ).n k kL x F x k n= =  
Задача обратного интерполирования формулируется следующим образом. По значениям 
( )k ky F x=  оператора F(x) в точках xk ( 0,1,..., )k n=  необходимо построить оператор 
1 :nL Y X
− →  
такой, что 1( ) ( 0,1,..., ).k n kx L y k n
−= =
Как следует из постановки задачи, способ обратного интерполирования основан на решении 
уравнения ( ) *  ( * )F x y y Y= ∈  и применим, когда F имеет обратный оператор, однозначно опре-
деленный на X. Явный вид обратных операторов может быть построен в весьма немногочислен-
ных случаях. Вместе с тем обратное интерполирование может быть использовано как один из 
возможных способов построения приближенного решения x* уравнения ( ) *  ( * ).F x y y Y= ∈  Для 
этого составляется таблица значений 0 1, ,..., ny y y  оператора ( )y F x=  в точках 0 1, ,..., nx x x  и по 
найденным значениями yk строится интерполяционная формула вида 
1( ),nx L y
−=  для которой вы-
полняются равенства 1( ) ( 0,1,..., ).k n kx L y k n
−= =  В случае, если точка y* в каком-то смысле близка 
к одному из узлов yk, то будет иметь место (в каждом конкретном случае это требует дополни-
тельного исследования) приближенное соотношение 1* ( *).nx L y
−≈
Далее приведем отдельные явные формулы обратного операторного интерполирования.
Известно [12], что общая структура интерполяционных формул лагранжева типа для данно-
го оператора A с различными узлами 0 1, ,..., nx x x  из функционального пространства X имеет вид
 0









Здесь ωnk(x) – операторы (функционалы), для которых ( )  ( , 0,1,..., ).nk kx k nν νω = δ ν =  В случае 
обычного умножения множитель kνδ  – символ Кронекера в общепринятом понимании; если же 
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используется операторное умножение, то при k = ν оператор k Iνδ =  является единичным (тож-
дественным), а при   kk O     – нулевым оператором. Очевидно, что ( ; ) ( )nL A x A xν ν=  
( 0,1,..., ).nν =
Введем обозначения ,  ( ) ( 0,1,..., ).k ky Ax y A x k n= = =  Тогда интерполяционная формула для об-
ратного оператора A–1 по различным узлам ( 0,1,..., )ky k n=  имеет общий вид, аналогичный (26):
1 1 1
0














L A y y x− −
=
= ω∑ 
где ( ) ,nk kyν νω = δ  и, следовательно, ( )1 1;   ( 0,1,..., ).nL A y x n− − ν ν= ν =
П р и м е р  3. Рассмотрим пример обратного интерполирования для функций матричной пе-
ременной. Пусть функция f(A) определена, а также принимает значения на множестве квадрат-
ных матриц {A} одинаковой размерности; Ai ( 1,2,3)i =  – узлы интерполирования, такие, что ма-
трицы 2 1 3 1 3 2,  ,  A A A A A A− − −  обратимы.
Для матричного многочлена 2-й степени
1 1
2 2 1 2 3 1 3 1( ; ) ( )( ) ( )( ) ( )L f A A A A A A A A A f A
− −= − − − − +  
1 1
1 2 1 3 2 3 2( )( ) ( )( ) ( )A A A A A A A A f A
− −+ − − − − +  
 
1 1
1 3 1 2 3 2 3( )( )( ) ( ) ( )A A A A A A A A f A
− −+ − − − −  (27)
справедливы интерполяционные условия 2 ( ; ) ( ) ( 1,2,3).i iL f A f A i= =
Обратная функция f –1 определена на множестве значений функции f, т. е. на множестве {(A)}, 
и верны равенства ( ) ( )1 1( ) ,   ( ) .i if f A A f f A A− −= =
Введем обозначения ( ),  ( ),  ( 1,2,3).i iB f A B f A i= = =  Применив формулу (27) для случая об-
ратной функции f  –1, получим, что
1 1 1
2 2 1 2 3 1 3 1( ; ) ( )( ) ( )( )L f B B B B B B B B B A
− − −= − − − − +  
1 1
1 2 1 3 2 3 2( )( ) ( )( )B B B B B B B B A
− −+ − − − − +  
1 1
1 3 1 2 3 2 3( )( ) ( )( ) ;B B B B B B B B A
− −+ − − − −  
1
2 ( ; )    ( 1,2,3).i iL f B A i
− = =
Таким образом, матрица 12 ( ; )L f B
−  обладает следующим свойством: при B = Bi она совпада-
ет с аргументом функции f(A) для A = Ai ( 1,2,3).i =
В заключение отметим, что представленные в работе результаты могут служить осно-
вой дальнейших теоретических исследований в области функционального дифференцирова-
ния, а также для построения точных и приближенных методов решения некоторых линейных 
и нелинейных дифференциальных уравнений с вариационными производными первого поряд-
ка, встречающихся в различных прикладных областях и математической физике. Применение 
результатов, полученных для операторов общего вида в функциональных пространствах, к ап-
проксимации отдельных классов дифференциальных операторов рассмотрено в работах [19–22]. 
Достаточно полная теория интерполирования операторов, заданных на множествах функций 
и матриц, изложена в монографиях [12–15].
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