Introduction
VLSI placement is an important step in the physical design process. The objective of the VLSI placement is to assign each circuit element to a unique location of the chip. Broadly this process of assigning circuit elements to specific locations can be classified into two types, namely global placement and detailed placement. Simulated Annealing [1] , Min-cut [2] , Numerical optimization [2] , Force-directed [3] , and Evolution based [4] are some of the placement algorithms used to solve the VLSI placement problem [5] . Constructive placement algorithms use simple methods to generate the rough initial placements during the global placement. Placement by partitioning or Min-cut algorithm is an important constructive placement algorithm used extensively in the industry.
Min-cut algorithm divides the given circuit into sub-circuits at each level of partitioning and assigns the sub-circuits to specific chip areas. Sometimes, the allotted number of modules to a sub-circuit may exceed its allotted area capacity causing the overlapping of the modules. This is a typical violation of area constraint. The process of removing of this violation and making an overlap free placement is called Legalisation. Many methods were proposed in the literature such as ripple move [6] [7] [8], cell shifting [9] , grid wrapping [10] and slot assignment [6] [7] to remove the area congestion. In this paper, an algorithm which shifts the cells from an excess partition to the other partition in accordance with the optimisation requirements is used.
Dragon [11] , FengShui [12] , NTUPlace2 [13] and Capo [14] use min-cut partitioning algorithm for VLSI placement. They use either recursive balanced bisection or quadrisection [15] . The balanced min-cut bisection at each partitioning level may provide an optimal partitioning, but at the placement level an optimal partitioning may not give an optimal placement. All of this placement tools ignore the unequal sized partitioning and assume that the balanced min-cut partitioning give an optimal partitioning at all times for all the circuits. This paper employs a new method of partitioning called unequal sized partitioning to solve VLSI placement problem [5] . Since the problem of VSLI placement problem is NP complete [16] , it cannot be denied that unequal sized partitioning may provide better optimal solution. The objective of this work is to examine the effect of different legalisation schemes for unequal sized recursive partitioning. This paper is organised as follows. In section 2, a new partitioning approach called unequal sized partitioning is introduced with illustrations. Different possible implementations of unequal sized partitioning are discussed in detail in this section. The section 3, gives a brief introduction of different legalisation schemes which are employed in the proposed algorithm. In section 4, the hypergraph implementation of circuit is discussed in detail in addition to the benchmark circuits, software and operating system used to carry out the experiment. In section 5, the experimental results are reported which show a significant improvement of placement results with unequal sized partitioning. And finally the last section concludes the work emphasizing the necessity of unequal sized partitioning as an alternative approach to equal sized partitioning.
II.
Unequal sized recursive partitioning
Traditional min-cut placers divide the given circuit recursively into equal sized partitions till each module is mapped to a particular location of the chip. The Fig. 1 shows a typical example of min-cut placement by equal sized partitioning. The circuit is partitioned with equal number of modules and equal areas with minimum net cut at each level of partitioning. The cutline C1 divides the modules into two sets of eight modules each with the number of interconnections between them as 6. This is the first level of partitioning. In the second of level of partitioning the horizontal cut-lines C2 and C3 divide the blocks obtained in the previous level into blocks of four modules each. The process of division is continued to these sub-blocks further till each module is mapped to unique location. Contrary to the traditional method of equal sized partitioning, the modules are divided into unequal sized partitions and mapped to unequal sized chip areas as shown in Fig. 2 for unequal sized recursive partitioning. The number of modules allotted to the block B1 is shown as N(B)×partition ratio. If partition ratio is defined as 0.4, then the left smaller block B1 gets 0.4×N(B) , while the right bigger block gets 0.6× N(B). In the next partitioning level, the block B2 is considered for partitioning leaving its complementary block B1. The algorithm recursively apply the same partition ratio to this block B2 and divides into B21 and B22, where B21 gets 0.4$\times$ N(B2) modules and B22 gets 0.6×N(B2) modules. This process is repeated recursively till all the modules are allotted to unique locations of the chip. 
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The Fig. 3 represents a typical layout region with alternate vertical and horizontal cut-lines for unequal sized partitioning. Each of the cut-lines divides the partition area repeatedly into two partitions of areas of 40% and 60%. At each partitioning step, the total number of modules are divided into partitioning sizes of 40% and 60% and the modules are assigned to the respective partitioning areas. From this figure, it can be observed that we reached a stage where circuit to be partitioned have total number of ten modules. The vertical cut line C7 cuts the partitioning area into two partitions of areas of 40% and 60% of total area. The modules are divided into two partitions of four modules and six modules each such that the cut size is two nets.
The Fig. 4 represents different unequal partitioning strategies for a circuit having ten modules. Fig. 4(a) shows conventional partitioning for VLSI cell placement where partition areas and sizes are equal sized. The 
III. Legalization
The Fig. 5 shows a typical placement violation after an unequal sized min-cut partitioning step. The maximum capacity of the bottom block is 14 modules, but the placement algorithm allotted 18 modules with an excess of four modules. This kind of situations usually happens after global placement, where the primary objective of the placement algorithm during global placement is to minimize the wire length without considering congestion. It is necessary to remove this placement violation before proceeding to the next level of partitioning. A separate procedure is incorporated in the algorithm to remove this violation to make an overlap free placement. The selection of module for shifting is to be done keeping the optimisation in mind. For some of the circuits, minimization of wire length is given higher priority. For such circuits, the module from the overlapped partition which can reduce the wire length drastically is selected for shifting to other partition. For those circuits whose objective is the minimization of congestion, the module which has high fan-out is considered for shifting to other partition. Similar is the case with timing critical circuits, where the selection of module is done keeping in mind the change in delay caused by shifting.
The modules which are loosely connected or in other words those modules having least number of connections to other modules in that partition is considered for shifting, so that increase in total wire length of the circuit is not significant. Some legalisation method selects those modules which are strongly connected or having high number of connections in other partition is considered for shifting, which also results a slight increase in overall wire length. Still some legalisation techniques use an hybrid of the above mentioned two techniques to reduce the overall wire length. 
Procedure{Legalisation
EndIf EndFor EndIf EndIf EndProcedure
Fig. 6 Legalisation algorithm
The algorithm shown in Fig. 6 Checks the maximum capacity of the partition at each partitioning level to ensure that there is no placement violation. The maximum capacity of any partition is defined by its total area times the number of gates placed per site. A violation is reported if the partitioning step yields a result that has more gates in a partition than its maximum capacity.
Different strategies are implemented in the Algorithm to look after the legalization. Each strategy selects a module in the current partition that will be moved to the adjacent partition to fit the capacity constraints. The strategies are: 1) Least Connected: This strategy selects the module that is least connected to other gates and pads. This strategy is efficient especially for larger benchmarks. 
IV. Implementation details

Fig. 7 A simple circuit with seven logic gates and its hypergraph
In VLSI CAD, the circuits are represented using hypergraphs. A hypergraph is represented by G = (V, E), where V is a set of circuit gates and E is a set of signal nets. A hyperedge e E connects any number of vertices in V. The Fig. 7 shows a circuit with seven logic gates and five edges and its hyper graph. The gates are represented as a set vertices V ={A,B,C,D,E,F} with each vertex v ∈ V having a size s(v) and the interconnection wires are represented as a set of hyper-edges E= {e1,e2,e3,e4,e5} with each hyper-edge e ∈ E having a weight w(e).
The objective of the min-cut algorithm is to partition the given circuit into two sub-circuits such that the interconnections between the two partitions are minimum. This task of partitioning can be easily implemented using the hypergraph partitioning. The Half-Perimeter Wire length (HPWL) net model is used in the algorithm wire length estimation. This method calculates the perimeter of the bounding box of the modules under consideration and approximates the wire length by the half-perimeter. HPWL is most effective for 2-pin and 3-pin nets and since most of the nets in any circuit are either 2 or 3 pin nets this method is widely adopted in the industry. The algorithm shown in Fig. 6 is implemented in C++. Eclipse, an integrated development environment (IDE) is used to develop and carry the experiment. The operating system Ubuntu 12.04.4 LTS is used to run Eclipse. The hardware used include a processor of 4x Intel(R) Core(TM) i5-2410M CPU @ 2.30GHz with memory of 4041MB. MCNC benchmark circuits fract, primary1, industry1 and biomed are used to test our hypothesis. The Table 1 shows the characteristics of the benchmark circuits used. Table 3 compares the wire lengths for benchmark primary1, the results show that optimal wire lengths do not vary with the legalisation scheme and partition ratios. The Table 4 compares the wire lengths for benchmark industry1, the results show that optimal wire lengths vary with the legalisation scheme and partition ratios. Similar is the case with biomed. Also from the tables, it can be observed that the improvement in wire length is significant with all of the benchmark circuits with an average improvement of 1.26%. The Fig. 8 to Fig. 11 shows the variation of wire lengths for various partition ratios for MCNC benchmarks. From this figures, it can be inferred that each of the circuit behave differently without any uniform variation to different partition ratios. The experimental results show that some of the circuits yield optimal wire lengths for equal sized partitioning while other circuits yield optimal wire length for unequal sized partitioning.
VI. Conclusion
This paper examines the behavior of the circuits for different legalisation schemes for unequal sized recursive partitioning. Firstly modeling of unequal sized partitioning is discussed and then these models are applied to MCNC benchmark circuits. These results show that equal sized partitioning do not always give optimal placement results. The minimal wire length can occur at any partition ratio and purely a characteristic of the circuit topology. These results necessitate checking all the partition ratios to find which partitioning strategy gives optimal solution.
