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G-FONCTIONS ET COHOMOLOGIE DES
HYPERSURFACES SINGULIERES II
CRISTIANA BERTOLIN
Following Dwork's indications, in this work we give a further elaboration and a
list of corrections for the article "G-fonctions et cohomologie des hypersurfaces
singulieres". Moreover we extend the contents of that work to quasi-homogeneous
polynomials.
INTRODUCTION
Soit / un polynome homogene en les variables x\,... , x n + i et a coefficients dans
un corps de nombres, K. Dans [3] Dwork definit les modules exponentielles KM^ associes
a / et il demontre que si K est un corps de nombres alors pour presque tous les premiers
p de K, l'action du Probenius sur K.^ est liee a la fonction Zeta de l'hypersurface definie
par la reduction mod p de / . Cette theorie est interessante dans le cas ou / = 0 a des
singularites.
Dans [1] on etudie K.W en tant que module differentiel dans le cas ou K est le corps
des fonctions rationnelles en une seule variable sur un corps de nombres. On demontre
que K.^ est un module de type G et on explicite une majoration effective de son rayon
globale, p(/CO), qui ne depend pas de "I", mais seulement du polynome / (voir [1,
Theoreme 4.2, Remarque 4.3]).
Suivant les indications de Dwork, dans ce travail on va apporter des approfondisse-.
ments et des corrections a l'article [1]. Plus precisement, dans la premiere section on
explique le contenu de [1]. Dans la deuxieme on demontre en utilisant les resultats de
[1], que meme dans le cas ou / est un polynome quasi homogene le module differentiel
/CW, qui lui est associe, est un module de type G. Enfin dans la troisieme section on
donne une liste de corrections de [1].
L'auteur est reconaissante a Dwork pour les idees, l'aide et les conseils qu'il n'a
jamais cesse de lui fournir.
0. TERMINOLOGIE ET NOTATIONS
On utilise les notations de [1] (voir en particulier [1, Section 0]).
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1. EXPLICATION DE L'ARTICLE [1]
1.1. D'apres [3] le complexe de koszul des operateurs {£)]• .,..., D* + 1 *} agissant
sur R*, fournit des espaces de cohomologie de dimension finie. Cependant il se peut
tres bien que l'action du Frobenius ne soit pas definie sur ces espaces.
Puisqu'il existe une application naturelle K.W «-> £ ( ' + 1 ) , on peut definir K^°°^
comme etant l'espace limite. On a
Si les coefficients de / sont independants de A, c'est-a-dire s'ils appartiennent a K,
alors KS°°) est contenu dans L* (e) pour tout e > 0 et pour presque toutes les valuations
de K. Le complexe de koszul des operateurs {D{ f , . . . , D^+1j} agissant cette fois sur
/C^00), fournit encore des espaces de cohomologie de dimension finie et pour presque
tout premier p de K, la fonction Zeta de la variete torique definie par la reduction mod
p de f(x) = 0 , x i , . . . , x n i ^ 0, est calculee dans [3, Theoreme 20.2], grace a l'action
du Frobenius sur ces espaces de cohomologie.
1.2. Dans [1] les coefficients du polynome / appartiennent a K(A), c'est-a-dire
ils dependent de A. II semble raisonnable de croire que le complexe de koszul des
operateurs {D$j,... , D * + 1 j } construits avec ce nouveau / et agissants sur K^°°\
fournisse encore des espaces de cohomologie de dimension finie. Dans [1, Theoreme 4.2,
Remarque 4.3] on calcule une majoration explicite de p(/C^), qui est independante de
"/". Mais alors non seulement le module differentiel K.® a un rayon global fini pour
chaque I ^ 1, mais aussi KS°°}, qui est un module "differentiel" sur K(A) de dimension
infinie, a un rayon globale fini, c'est-a-dire pijC^) < +oo.
On est done amene a croire que le module de dimension infinie, KS°°^, se com-
porte comme un module de dimension finie KM^ pour I assez grand. En particulier
le complexe de koszul des operateurs {D[f,..., £>*+1 f} agissants sur &°°), pourrait
etre determine par celui des operateurs {D\j,... ,D^+lf} agissants sur K.^ pour I
assez grand. Ainsi on pourrait avoir des informations sur la fonction Zeta de la variete
definie par la reduction mod p de f(x) = 0, xi,..., xni ^ 0, a partir d'un espace de
dimension finie.
2. T H E O R I E DES FORMES QUASI HOMOGENES
2.1. Soit R = K(A)[Xx,... ,Xn+i]. Rappelons qu'un polynome g{X) € R est un
polynome quasi homogene sur K(A) s'il existe un (n + 1) — uplet [d\,..., dn+i) € N n + 1
tel que g (xf1,..., X^^ ) soit un polynome homogene.
\ /
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THEOREME 2 . 2 . Soit g(X) un polynome quasi homogene sur K(X). Alors pour
chaque I € N - {0}, le module
\v\=l
muni de la connection o\ , = — + —, est un module de type G.
oX oX
PREUVE: Par definition de g(X), il existe (di,... ,dn+i) e Nn+1 tel que
g (xf1,..., Xn+\x j soit un polynome homogene de degre note d.
Soient f(X) = fffxf1,...,X^t1) et w f =B.I Y, D)R- Puisque f(X) G Rlt on
peut utiliser les arguments de [1] pour demontrer que pour chaque / ^ 1, W* muni
Fi f) f
de la connection o\ t = -%— + -^-r, est un module de type G.
oX oX
Maintenant pour chaque <2 = ( a i , . . . , a n + i ) € N" + 1 tel que 0 < cti < di pour i =
l,...,n+ 1, soit i?(a) l'espace sur K(A) engendre par Xu, ou u € N n + 1 et Uj =
Qi mod di pour i = 1 , . . . , n + 1.
Puisque R(a) est stable sous <TA,/ et Dij pour i = l , . . . , n + l , o n peut definir
/
\v\=l
On observe que R — 0 i2(<3) et done
Mais alors, puisque pour chaque / ^ 1, W^ est un module de type G, on trouve que
pour chaque a et chaque I ^ 1, VV^  (a) est un module de type G.
Considerons maintenant l'isomorphisme
0
 : R _
II est evident que 6g = f et que 0 o ag = aj o 0. Puisque (l/di)Ei o 6 = 0 o Ei on
a aussi que did o Dii9 = Dij ° 6 pour i — 1,...,n+ 1. Done cet isomorphisme passe
au quotient et on obtient que Wg est isomorphe au module de type G WJ (0). Par
consequent on peut conclure que Wg' est un module de type G pour chaque I ^ 1. D
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COROLLA I RE 2 . 3 . Soient ni, n2 G N tels que ni + nz — n. De plus soit
" 2
oil pour j — 1 , . . . , n 2 , h^\Xi,..., Xni+i) est un polynome homogene sur K(X) de
degre fj.j en les ni + 1 variables X\,... , X n i + i .
Alors pour chaque I € N — {0}, le module
\v\=l
muni de la connection a\
 a = — + —, est un module de type G.
oX oX
P R E U V E : Consequence immediate du Theoreme 2.2 car g(X) est un polynome
quasi homogene. En effet il sufEt de considerer le (n + l ) - u p l e t ( l , . . . , l , d
—Hi, . . . , d — nn2), ou d = max /J,J , pour le rendre homogene. D
2.4. Soit g(X) un polynome comme dans 2.3 et posons fl = (HI, ..., fj,n2) € N™2.
Pour chaque ft £ N, soit R(jl,f3) l'espace sur K(A) engendre par Xu, ou u € Nn + 1 et
"2
t = l
Puisque R(fi, P) est stable sous a\tQ et D{,g pour i — 1,. . . , n + 1, on peut definir
\v\=l
COROLLAIRE 2 . 5 . Soit (3 tel que Wg (/2,/3) soit non nul. Alors pour chaque
I € N — {0}, le module Wg {p.,0) muni de la connection a\}3 — — + —, est un
module de type G. En particulier Wg (/2,0) est un module de type G.
PREUVE: On observe que R = 0i2(/Z, P) et done
On a alors Wgl\p, /?) = 0 pour presque tout P et lorsque Wg \p.,P) ^ 0 e'est un
module de type G, puisque d'apres 2.3 Wg Test. D
2.6. Remarque: une version un peu modifiee de Wg '(jl, 0) est le sujet du livre [4].
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3. ERRATA CORRIGE DE L'ARTICLE [1]
p.358, (2.2.2): g(X) = (X? + XXX2 + X$) + • • • + (X»_x + Xn^Xn + X*) + X*+l.
p.359, (1.4.3): N = ("+[)JV (il y a une erreur dans [3, Section 4]).
p.359, 1.17: { £ Bu(l/Xu) \ Bu 6 Qo} ou T' =f {u 6 N"+1 | «i + • • • + un+l =
0 mod d}.
p.360, 1.4: ... on doit substituer a l'ensemble T' =f {u € Nn+1 | «i H 1- un+i =
0 mod d}, l'ensemble: ...
p.362,1.7: D'AiiiOO:L'(b)—>L*{b).
p.362, 1.27: l/(p - 1) < 6 ^  p/(p - 1).
p.363, 1.3: Dans notre contexte on ne peut pas utiliser [2, Lemme 3.10] car il utilise la
compacite. Nous allons done donner une autre demonstration de ce lemme.
LEMME 3 . 1 . Soient c,b,e € R tels que l / (p - 1) < b < p/(p - 1) et e =
b - l / (p - 1). Indiquons par S soit un sous ensemble propre de { 1 , . . . , n + 1} soit
{ 0 , . . . , n}. De plus soient { & } i 6 S des elements de L(b, c) tels que J2 A4,t,oo£i = 0.
Alors il existe des elements {»7*,j } t - 6 5 de L(b,c+e), avec rjitj = —r}jti et rji^ =•
0 Vi,j 6 S, tels que
PREUVE: Pour chaque r ^ 0, on va construire par recurrence une famille
{^r )}.g S d'elements de L(b,c + re) tels que £) -D/i,t,oodr) = °- P o u r r = ° posons
£i — & Vi G 5. Supposons maintenant que la famille {£•; }i€S- existe. Puisque
E 0>M,«»dP) = 0 on a E ^ r ) = - E ^ ^ 6 L(6,c + re). Grace a [2, Lemme
3.8], on sait alors qu'il existe des elements {77 '^}
 s de L(b, c+(r + l)e) et des elements
K-J )ij€S d e L(b>c + (r + !)e) • avec ''iS = -fj? e t ^i? = ° Vi- J e 5, tels que
Definissons
(3.H) dr+1) = dr)
On observe que ^ r + 1 ) = r/fr) - E E^) € L(b, c+(r + 1) c) et que
ies '•'
E ^A.t.ooCi = 0. On a done vdrifie que la famille {€< }-6o a b i e n toutes Ies
ies '
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proprietes requises. En ecrivant (3.1.1) pour r = 1 , . . . , m et en additionnant toutes les
egalites obtenues, on trouve que
(
j€S r=0
Maintenant si on fait tendre m a 1'infini, ^ m + tend vers 0 et JP 77,-^  converge
r=0
dans L(b, c + e) vers un element qu'on notera ijij et qui est tel que T)itj = —r]jti et
Vi,i — 0 Vt, j € 5 . Par consequent on obtient finalement
avec {^7i,j}i 6 5 elements de L{b, c + e) tels que r?i,j = —»fr,i et r ^ = 0 Vi,j € S. D
p.364, 1.8-10: . ...E(&) est ferme dans Lc(b) et done Lc(b)/E(b) est un espace vecto-
riel norme sur un corps complet. D'apres [1, (1.7.8)] il est de dimension finie et par
consequent tout x appartenant a H.om(Lc(b)/E(b),Q) est continu. Mais alors, puisque
par definition de la topologie de Lc(b)/E(b) l'application ircb est continue, on peut
conclure que pour chaque element x appartenant a Hom(Lc(b)/E(b),ti), xO7rc,b est
une fonction lineaire et continue sur Lc(b).
p.366,1.13: {w'itA= E {l/x(A))(Gw,Uti(A)/(R(A)n)w°)l/X™} l<i<N
p.367, (2.3.2): ACJJ C L*(ordR(tv) + e) Ve > 0.
Ceci signifie que si uj*tv = £3 Bu{\/Xu), alors pour chaque z > 0 il existe ce e K tel
ue.Fo
que ord (Bu) ^ -uo(e + ordR(tv)) - ce.
p.368,1.9: ord(HwBw+n) ^ -ce+w0(-£+ord(\-tv)-ordR(tv))-u0(e+ordR(tv)).
p.370, 1.26: lim Bv(\, F) = 0 T-adiquement car BV(X, T) 6 rwoK(A)[[r]l.
v—>oo
p.372, 1.9-11: Munissons K(A) de la norme de Gauss par rapport a A et soit Cl la
cloture algebrique de K(A), munie d'une extension de la norme de K(A).
| 1 + ; V 2p.372, 1.14: | r | < | P O ( A , > 1 ( O ) ) | 1 + ; V 2 | C T O ( A ' ^ ( O ) ) I O U ^ ( A , ^ 0 ) ) est le coefficient
de TT dans x(A,T) d i f x(A,r,A(°)) = rT(a0(\,A^)+T<T1(\,AW)+ ...), avec
CTO(A, A^) / 0. (On change legerement la speciausation de A faite en [1, 3.1] en
ajoutant la condition co(A, A^) ^ 0 . ) En eflfet dans la demonstration de [1, 3.9] on
a choisit a tel que |a | ^ 1 et tel que i?(A,F) n'ait pas de zeros dans le disque pointe
0 < iri < |a | . Ceci signifie que le systeme -== - G(X, V) — 0 peut avoir seulement
a l
[7] G-fonctions 195
des singularities triviales dans cette region. Cependant dans la quatrieme partie de la
demonstration de [1, A3] on a besoin qu'il n'y ait pas de singularites triviales dans ce
disque pointe.
Pour resoudre ce probleme, on choisit a tel que x(X, F).R(A, F) n'ait pas de zeros dans
le disque pointe 0 < |F| < |a | . Avec cette nouvelle condition, l'assertion [1, (3.9.2)]
reste vraie, mais il faut changer la conclusion de l'enonce de [1, 3.9].
p.372, (3.9.1):
 M(e)
p.372, 1.18 - p.373, 1.3: La discussion sur les singularites du systeme — — G(A,F) =
oT
0 est un peu confuse. D'apres [1, 1.8], les coefficients de G(A,F) appartiennent a
K(A)[r, l/(x(A,F)i2(A,r))l et done les singularites de —-G(A,F) = 0 sont contenues
dans l'ensemble des Fo tels que le produit x(A, Fo).R(A, Fo) soit nul. Soit Fo tel que
x(A,Fo) = 0 et .R(A,r0) ^ 0. Alors Fo doit etre une singularite apparente, car si on
choisit une nouvelle base de W'1', on obtient un nouveau x(A, F) qui ne s'annule pas
en Fo- Mais d'apres [3, Lemme 9.1] on sait en plus que si R(X, Fo) ^ 0, alors Fo est
une singularite triviale de — — G(A,F) = 0. Par consequent on peut conclure que les
singularites non triviales du systeme — — G(X, F) = 0 sont contenues dans l'ensemble
aF
des Fo tels que i?(A,F0) = 0.
p.374,1.12: /cJ ) 0CL'(( l + e(l + iV2)) ord/Bo(A,i4<°>)+e ordCT0(A, A^)+e) Ve > 0.
p.375, (3.13.1):
LEMME 3 . 2 .
PREUVE: Dans [1, 4.1] on specialise A et F et on modifie la specialisation
de A, faite en [1, 3.1]. Pour majorer le terme e JZ logl/ |ao(^,>l^)| , on va ajouter
trois conditions a ces specialisations:
(1) <TO(
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(2) cro(t,A(o))^O,
(3) *(£,/*) ^ 0 .
D'apres [4, Section 3] x(£,M) = ft bs^^,A^) avec 68(£, (
3=1
+ fia[a)(£, AW) + . . . ) ou a{03)(£, A<°>) ± 0 pour « = 1 n . O n s done
(3.2.2) CTOO
et par consequent il nous suffit de trouver une bonne majoration de
pour s = 1, . . . , n. Considerons l'application surjective
<J: W s ® RnaZ\ —> i?s
n + l
( t U , / l i , . . . , / l n + i ) I >-W +
ou Ws est le sous espace de R engendre par les monomes Xu avec u € Nn+1, ui H h
u n + i = scf et 0 < Ufc < d pour fc= 1,.. . , n + 1 . Choisissons comme bases de Ws, R"*l
et R3 celles composees de monomes. D'apres [4, 3.2.1] 6s(£,/i, A^) est le determinant
de la sous matrice de rang maximale de la matrice A, qui represente 5 par rapport aux
bases que Ton a choisies. Par consequent en utilisant les notations de [1, 4.1]
JC/a,card J=TS
^) A (
ou / s est un ensemble de M3 = (n"J,*d) elements, Xa est un vecteur dont les coefficients
( m \
sont 0,1 ou Ui I 53 Cu fc^fc I pour tout u & J- et ya est un vecteur dont les coefficients
\fe=0 ' /
sont UiAu pour tout u G T'. Maintenant en appliquant le Theoreme d'Hadamard a
ces (^3) determinants, on obtient grace a [1, (4.2.3) et (4.2.4)]
log "M0))L
et done grace a (3.2.2), on trouve la majoration (3.2.1). D
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p.376, (4.2.1): p(g(X)) <
 d2n(»+(»+i),y [(3 /2 ) log ((£-)(4(n + 2d)/(d- 1)))
(log (m+i)+hco{f))]+(ti rrd)) r<ri)d) M r a M*+
REMARQUE 3.3: meme apres avoir ajoute le terme e Z^ log 1/ |CT-O(A,
v€Vf
notre majoration du rayon global de K^l\p{p{X)), reste toujours independante de "/".
3.4. On termine cette section en donnant la demonstration d'une formule qu'on a utilisee
dans [1, p.377, 1.10].
LEMME 3 . 5 .
(n + d\ in + 2d)
PREUVE: On observe que
(3.5.1)
dDe plus si S = t—,
at
2t2
( I - * ) 3
Par consequent
(3.5.2)
Au contraire, en faisant directement les calculs
Mais alors grace a (3.5.2) et (3.5.3)on trouve que pour chaque I ^ 0
(3.5.4)
et done d'apres (3.5.1) et (3.5.4) on peut finalement conclure que
n + d\ (n + d\ _ fn + d\(n + 2d))+2UJ [)
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