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A variety of fluctuation theorems, concerning probability ratios of rare versus common trajectories
in stochastic processes, are defined in terms of reversed paths and driving protocols. A subset of
these apply the measure of the original stochastic process to reversed paths, and have an interpre-
tation in terms of time-reversed dynamics. More generally, the adjoint measure of the fluctuation
theorems, constructed to reverse probability currents, may define a new stochastic process, which
is not inherently dynamical and may even be incompatible with reverse-time dynamics. Here we
develop a general interpretation of fluctuation theorems based on the adjoint process by considering
the duality of the Kolmogorov-forward and backward equations that define the adjoint generator,
as these equations apply asymmetrically to distributions and to observables. Kolmogorov-backward
propagation of observables is related to problems of statistical inference, so we characterize the
adjoint construction as a duality between dynamics and inference.
The adjoint process corresponds to the Kolmogorov backward equation in a generating functional
that erases memory from the dynamics of its underlying distribution. We derive this result for
general correlation functions by showing that fluctuation-theorem duality exchanges the roles of
advanced and retarded Green’s functions. We work at the level of stochastic Chemical Reaction
Networks, and show that dualization acts on the finite representation of the generating event-set, in
a manner similar to the usual action of similarity transform on the (potentially infinite) set of state
transitions. We use the Doi-Peliti functional integral representation of generating functionals, within
which duality transformation takes a remarkably simple form as a change of integration variable.
Our Green’s function analysis is used to recover the Extended Fluctuation-Dissipation Theorem of
Seifert and Speck for non-equilibrium steady states, and to show that the causal structure responsible
for it applies also to dualization about non-steady states.
I. INTRODUCTION: FLUCTUATION
THEOREMS FROM DIFFERENT APPROACHES
TO PATH REVERSAL
Given any two probability distributions P and P ∗ de-
fined on a set of extended time trajectories for some sys-
tem, it is a tautology that the average of P ∗/P in the dis-
tribution P must be unity, because it is the same as the
trace of the distribution P ∗. In symbols, EP (P
∗/P ) ≡ 1,
where EP denotes expectation in measure P . At its sim-
plest, the relation could be so little as the change of mea-
sure on the space of trajectories, and P ∗/P could be the
Jacobean of the corresponding change of variables.
Starting in the early 1990s for dynamical systems [1–
4], and a few years later for stochastic processes [5–14],
a carefully chosen subset of these tautologies have been
exploited to gain information about complex, potentially
non-stationary non-equilibrium distributions in terms of
simpler stationary or equilibrium distributions and func-
tions along paths that can be measured mechanically or
calorimetrically. What the family of tautologies have in
common that have been put to this use, is that the prob-
ability P ∗ is defined from P in some way that involves
reversing the direction in which each trajectory is tra-
versed, generally along with the externally-imposed pro-
tocol of control parameters under which the distributions
evolve.
When constructing a probability P ∗ to study based on
reversal, the most basic choice faced is whether to use
the original measure P while only reversing trajectories
and protocols, or whether to construct a new measure
that will reverse probability currents [13, 15, 16]. Rela-
tive to the process that generates P , the former choice
results in what is conventionally termed the “backward”
process, while the result of the latter choice is termed
the “adjoint” process [17]. If the systems in question are
Markovian stochastic processes, the backward and ad-
joint processes are the same precisely in the case that
the transition probabilities satisfy a condition of detailed
balance, in which case their steady states are true equilib-
rium distributions in the strict sense of Boltzmann/Gibbs
thermodynamics.
The general class of theorems of the form EP (P
∗/P ) ≡
1 based on path reversal for stochastic processes are
called Integral Fluctuation Theorems. Their refinements,
in which the ratios P ∗/P are given a functional form for
2individual trajectories, are called Detailed Fluctuation
Theorems [14]. Integral and detailed fluctuation theo-
rems have been derived to describe rare-event statistics
in thermal ensembles [8, 9], to estimate equilibrium free
energy values by sampling mechanical work under non-
equilibrium conditions, where they are known as Non-
Equilibrium Work Relations (NEWRs) [5, 6, 9–11], to
separate out the contributions to heat flows that main-
tain a non-equilibrium driven state from those that pro-
vide entropy to change the state [15, 18], and to derive
generalized fluctuation-dissipation relations applicable to
non-equilibrium steady states [13, 19–24]. The litera-
ture on fluctuation theorems is now large; for reviews
see [13, 17, 25, 26].
Markov processes with detailed balance are a very re-
stricted class, about which a great deal is already known,
and so much of the study of probabilities under path re-
versal aims at understanding more general cases. For
these, different information is gained, and different lim-
itations are faced, in the study of the backward versus
the adjoint processes [17]. The backward process,[75] re-
quiring only a permutation of the probabilities defined
in the original process, works directly from the original
specification of dynamics, without reference to any par-
ticular solutions that they generate. The construction is
limited, however, to cases in which every trajectory with
a measure in the original system has a reverse which also
has a measure in that system. Even when that is the
case, the averages of P ∗/P produced for the backward
process may not carry useful information about quite or-
dinary properties such as the Shannon entropy difference
between non-equilibrium steady states connected by a
slow parameter change [15].
Adjoint processes are more flexible than backward pro-
cesses, but they are also more arbitrary. The adjoint pro-
cess constructed from an underlying Markov process is
essentially a new process; the trajectories to which it as-
signs probabilities are simply chosen to be the reverses of
those in the original process, whether or not they them-
selves have probabilities in that process. However, the
property of reversal of probability currents is not defined
solely in terms of the transition probabilities of the orig-
inal process: it must make reference to some state of the
system from which those currents originate. Typically
for non-stationary Markov chains, the reference distribu-
tion at any time is taken to be the stationary distribu-
tion that would result if the parameters in the Markov
chain at that time were fixed.[76] This choice permits a
definition of the adjoint that at least does not depend
on extended-time solutions for probability distributions,
but even the stationary distribution generally depends on
probability flows among many or all system states, and as
such is non-local in the state space [17]. In general it may
also be difficult to construct explicitly. What is gained
from the choice to study averages of P ∗/P for the adjoint
process may be the ability to separate the maintenance-
associated and change-associated costs of altering a non-
equilibrium state [15, 18], as well as new identities among
correlation functions and response functions in the non-
equilibrium background [13, 19–24, 27].
The great majority of work done in the emerging dis-
cipline of Stochastic Thermodynamics [26] involves path
trajectories P ∗ that can be somehow constructed from
the backward process, seemingly for two reasons. One
is that the backward process has an immediate inter-
pretation in terms of events and their time-reverses in
the original process, and thus can be used to understand
the origin of thermodynamic arrows of time [25], even as
these are manifested in quite complex systems [28, 29].
The second is that the major body of work in statisti-
cal physics since the 1930s [30–34], to formulate a theory
of non-equilibrium thermodynamics, has been based on
the effort to derive constraints on non-equilibrium dy-
namics from changes in the equilibrium entropy. While
not possible in general, and not as general as the pursuit
of a full non-equilibrium large-deviation theory [35, 36],
this strategy is highly successful for systems with a sep-
aration of timescales, in which a slow process with mi-
croscopically resolved discrete events evolves in the pres-
ence of a fast-relaxing thermal bath. For such systems
the trajectory probabilities in the original and backward
processes can be expressed in terms of changes in the
bath’s thermodynamic entropy and the system’s Shan-
non entropy [17, 20], providing a conservative but still
very productive extension of equilibrium thermodynamic
methods to non-equilibrium systems.
Even cases in which P ∗ was constructed as an adjoint
process for an underlying system without detailed bal-
ance, such as the irreversible Langevin system studied
by Hatano and Sasa [15], have been interpreted with
respect to heat flows and entropy-production (with the
equilibrium entropy state variable defining the entropy
“produced” in the bath), and thus implicitly with refer-
ence to time reversal at least for the bath [37]. The very
heavy dependence on time reversal for interpretations of
fluctuation theorems or NEWRs has limited the study of
adjoint processes. This is reflected in the caution given
by Seifert [26] (p. 41) that, given only the Langevin equa-
tion itself without a further specification of context, the
assignment of a quantity such as dissipated work based
on analogy with physically reversible cases, may be “a
purely formal one without real physical meaning.”
Adjoint fluctuation theorems, beyond time reversal
Often one wishes to study adjoint stochastic processes
in which the transition probabilities for dynamics are not
interpreted in terms of bath-entropy production, or they
do not support detailed-balance equilibria, or where the
reverses of allowed trajectories are not even allowed in
the original process. Models of this form naturally arise
in Chemical Reaction Network (CRN) theory [38, 39]
for networks that produce steady states without detailed
balance. While, for applications to chemistry, entropy-
production interpretations may still be valid, this class
3of models equally well represents evolutionary popula-
tion processes[77] in which events of death and repro-
duction can reflect inputs of a completely different origin
than physical thermodynamics. Even within chemistry,
the choice to omit a reverse reaction from a CRN, which
immediately precludes defining the backward process, is
a commitment that the dynamics of the system is con-
trolled by factors other than rare fluctuations against the
likely directions of flow; it should be possible to under-
stand these in their own terms as an effective theory [40].
For all cases it is desirable to assign a meaning to the
adjoint process that follows directly from its construction
from the original dynamics, without reference to time
reversal and without dependence on additional framing
outside the dynamical equations themselves. This is
true even if the adjoint process may also have a case-
dependent interpretation in terms of time reversal.
Our aim in this paper is to explain a natural seman-
tics for fluctuation theorems based on the adjoint con-
struction of P ∗, which follows from the transposed rep-
resentations of the underlying generator of the stochas-
tic process. Introduced by Kolmogorov as the “forward”
and “backward” evolution operators [41], these act re-
spectively on probability distributions or on observables
averaged in those distributions.
Transposing the action of a generator defines the sense
of path- and protocol-reversal beneath the construction
of the adjoint process, but by itself, this transposition
is simply a regrouping of terms in a sum, with no new
information. The nontrivial step in constructing the ad-
joint process is recognizing that the ratio P ∗/P consti-
tutes a tilt that forms a generating functional [36] on
the evolving probability distribution of the underlying
process. The adjoint processes that produce interesting
fluctuation theorems are identified by going beyond the
identity EP (P
∗/P ) ≡ 1 to study the behavior of corre-
lation functions in the presence of the tilt[78]. The par-
ticular adjoint process produced by dualizing about the
instantaneous steady states under the Markov generator
is one that erases memory of the causal history of the
distribution from correlation functions. Mathematically,
this criterion is equivalent to interchanging the forms of
the Kolmogorov forward and backward generators, in a
sense we will make precise below. Other results known
for the adjoint process, such as the extended Fluctuation-
Dissipation Theorems (FDTs) [13, 19–21, 24], follow
from this memory-erasing property, not only for station-
ary nonequilibrium states, but also about non-stationary
backgrounds.
If the natural interpretation of the backward process
is physical, in terms of time-inverted sampling of dynam-
ical paths, the natural interpretation of the adjoint pro-
cess, suggested by the relation of Kolmogorov forward
and backward equations, should be informational. The
inverted time order by which operators depend on states
under the Kolmogorov-backward equation has no rela-
tion to reversal of dynamics; it arises because in a causal
process the expectations of operators depend on the con-
ditions imprinted on states at earlier times. A generating
functional alters the weight with which trajectories are
sampled to produce average values, in a manner closely
related to the procedure of importance sampling from
statistical inference. Therefore we characterize the du-
ality of fluctuation theorems using the adjoint process
as being dualities between dynamics and inference for a
stochastic process.
Green’s functions from generating functionals, and the
Doi-Peliti 2-field representation
The tools to efficiently study the propagation of dis-
turbances either forward or backward in time are the
Green’s functions of the stochastic process. Familiar as
the Green-Kubo relations for linear response to small per-
turbations, these are typically discussed in the context
of perturbations near equilibrium. Within a generating
functional, however, it is possible to compute fluctuation-
response relations for perturbations about any back-
ground that the tilt of the generating functional makes
into a saddle point. In cases where a perturbative ex-
pansion in higher-order moments of the fluctuation con-
verges, the Green’s functions form a basis for higher or-
ders of nonlinear response, while continuing to express
the causal structure in the underlying process.
Our preferred system for working with Green’s func-
tions is the Doi-Peliti (DP) functional integral frame-
work [42–45] for the representation of arbitrary generat-
ing functionals. The DP formalism is one of a larger fam-
ily of 2-field functional integral (2FFI) methods [46] that
include the Martin-Siggia-Rose formalism for stochas-
tic differential equations [47] and the Schwinger-Keldysh
time-loop [48, 49] for quantum systems with decoherence.
The Doi operator representation abstracts the linear al-
gebra of generating functions, and the Peliti construc-
tion then evaluates the time integrals of these on con-
tinuous basis sets derived from Poisson distributions[79],
which become the field variables of functional integrals.
This additional change of representation leads to very
direct derivations of Green’s functions and fluctuation-
dissipation relations [46], as well as very elegant routes to
ray-theoretic or other semiclassical approximation meth-
ods [50–52].
The most important feature of the DP construction
for us will be that the two fields of this 2FFI formal-
ism directly represent the action of both the forward
and backward generators. Time-dependent correlations
can be computed either by propagating distributions for-
ward in time with retarded Green’s functions which are
causal, or by propagating observables backward in time
with advanced Green’s function which are anti-causal.
The relations between these and the equal-time correla-
tion function is the basis for non-equilibrium fluctuation-
dissipation relations [46, 51]. The anti-causality of the
advanced Green’s function, in the context of saddle-
point approximations [53] provides our connection be-
4tween the backward equation and methods of importance
sampling [54].
The elements we believe are new in this paper include
the DP construction of fluctuation theorems for general
discrete-state stochastic processes, which is a straight-
forward extension from the study of Langevin systems
(equivalent to Gaussian-order fluctuations) in [16]. The
elegant form of the DP generator for CRNs (Eq. (28)
below) and the significance of its modular structure, al-
though introduced previously [55, 56], will play a new
role in the context of fluctuations theorems. It was rec-
ognized earlier by Baish [57] that the construction of the
adjoint process corresponds in the DP functional integral
to a simple change of the dummy variable of integra-
tion. We will show that this change of variable produces
a similarity transformation of the adjacency matrix of
the CRN, exactly reflecting on a finite generator set the
similarity transform that defines the adjoint process on
the matrix of transition probabilities which has the di-
mension of the state space. Although the extended FDT
that we derive was chosen to recover the result of [20]
for non-equilibrium steady states, our Green’s function
derivation makes contact between two different notions
of FDT, and also shows that the results extend to non-
stationary backgrounds and non-linear fluctuations.
The presentation is organized as follows. Sec. II pro-
vides basic notation for discrete-state stochastic pro-
cesses, and reviews the standard construction for fluc-
tuation theorems using the adjoint process. We then
review Kolmogorov forward/backward duality, and in-
troduce the concepts and notations for the DP generat-
ing functional construction, emphasizing the particularly
simple form it takes for stochastic CRNs.
Sec. III develops a very simple class of examples that
can be solved exactly, to illustrate the meaning and roles
of the conjugate fields in 2-field functional integrals, their
connection to concepts from importance sampling, the
way duality appears as a change of variables in the in-
tegral representation, and how tilting to form generat-
ing functionals interacts with dynamics, particularly for
NEWRs.
Sec. IV extends the results of Sec. III from the
stationary-point approximation to the Green’s functions
for response and fluctuation, and to general CRNs for
which a second-order expansion of the rate equations is
defined. Here we introduce the versions of FDTs that
emerge in functional integrals as a consequence of in-
ternal symmetries, and relate them to the more familiar
forms used in [20, 58]. We provide explicit solution forms
for the simple models of Sec. III in order to show the
subtle manner in which path weights, by exchanging the
roles of distributions and observables, harness causal and
anticausal response functions that were already present
as a reflection of the Kolmogorov transpose relation.
Sec. V derives the appropriate generalization of
NEWRs in the CRN framework, emphasizing the con-
nection between the required form of the path-weight
function to produce anti-causal dynamics, and the origi-
nal duality between the forward and backward equations
with which we began the discussion.
II. BACKGROUND: DISCRETE-STATE
STOCHASTIC PROCESSES, DUALIZATION,
AND GENERATING FUNCTIONALS
We begin by defining the class of stochastic processes
to be considered and introducing notation for the master
equation and generator.
A. Discrete-state stochastic processes and
generator
Let a state be given by a vector n ≡ [np] with non-
negative integer-valued components, for p ∈ 1, . . . , P . We
will refer to p as an index of the species in the system,
and np as the count of species p. Let ρn be a probability
density indexed on n. Dynamics for ρ are governed by a
continuous-time master equation of the form
dρ
dτ
= Tρ
shorthand for
dρn
dτ
=
∑
n′
Tnn′ρn′ . (1)
T ≡ [Tnn′ ], called the transition rate matrix of the
stochastic process, is a representation of its generator.
In general we regard T as having a fixed form – for in-
stance reflecting a fixed set of reactions in a CRN – but
adjustable parameters such as rate constants represent-
ing controls or interactions with an environment. Some-
times it is convenient to re-express the control parameters
in terms of quantities such as mean values of the steady
state they would produce; when we do so we denote those
values with underbars, to distinguish them from mean
values of dynamical states actually produced. Follow-
ing [15], denote these parameters α; in general they may
vary with time as the process runs.
B. Fluctuation theorems based on the adjoint
process
The construction of the adjoint process to some un-
derlying system follows from a relation between a path-
weight that can be used to modify the measure on paths,
and a dual generator constructed from the underlying
Kolmogorov backward operator by absorption of the
weighting terms. The path weight is derived from the
stationary distribution at the instantaneous parameter
values α. For systems with detailed balance evolving un-
der a Hamiltonian, the logarithm is proportional to the
energy. To review the construction as given in Equa-
tions (5–9) of [15], with minimal notation, we reduce the
stochastic process to a discrete-time process by evolving
5for finite time intervals, and treating the parameters in
the generator as fixed within any short interval.
Let δτ be a small enough time interval that the param-
eters in T are effectively constant over that interval, and
introduce the matrix of one-step transition probabilities
W ≡ eδτT (2)
Let ρ denote the steady-state distribution annihilated by
T at parameters α. The one-step transition matrix sat-
isfies ∑
n
Wn′nρn = ρn′∑
n′
Wn′n = 1 ; ∀n, (3)
where the second line states that W is a stochastic ma-
trix.
Denote a discrete-time trajectory in the lattice of
species counts by [n], which is a sequence of states
n0, n1, . . .nK over a real-time interval of lengthKδτ ≡ T .
Let [α] likewise denote a protocol, a sequence of values of
the control parameters α0, α1, . . . αK . Write W
(k)
nk+1nk ≡
Wnk+1nk(αk) for the matrix element in the one-step ma-
trix at step k, between the kth and (k + 1)th state in
trajectory [n], and likewise denote by ρ(k)
n
the density at
any n in the steady state under W(k).
The expectation of any function g[n] on trajectories,
starting from the steady-state density at step k = 0, is
defined in the measure
〈g〉 ≡
∑
[n]
g[n]
(
K−1∏
k=0
W(k)nk+1nk
)
ρ(0)
n0
. (4)
By Eq. (3), at each step k∑
nk
W(k)nk+1nkρ
(k)
nk
= ρ(k)
nk+1
, (5)
from which it follows that〈
K−1∏
k=0
ρ(k+1)
nk+1
ρ(k)
nk+1
〉
=
〈
exp
(
K−1∑
k=0
log ρ(k+1)
nk+1
− log ρ(k)
nk+1
)〉
= 1.
(6)
− log ρ(k) plays the role of a non-equilibrium generaliza-
tion of the free energy in [15]. Although in general we
may not be able to express ρ(k)
nk
as a function of nk and
αk, if we take the difference log ρ
(k+1)
nk+1
− log ρ(k)
nk+1
to de-
fine dτ (dα/dτ) ∂ρ(n;α) /∂α in the limit δτ → 0, we may
write Eq. (6) as〈
exp
∫ T
0
dτ
dα
dτ
∂ log ρ(n;α)
∂α
〉
= 1. (7)
holding T fixed as δτ → 0.
Re-grouping terms in the products in Eq. (6), the same
path sum may be written
〈
K−1∏
k=0
ρ(k+1)
nk+1
ρ(k)
nk+1
〉
=
∑
[n]
ρ(K)
nK
(
K−1∏
k=0
1
ρ(k+1)
nk+1
W(k)nk+1nkρ
(k)
nk
)
.
(8)
The chain of sums produces a sequence of normalized dis-
tributions when evaluated from left to right in Eq. (8),
whereas in Eq. (4) normalized distributions result from
summing from right to left. Hence we identify the trans-
pose of a new one-step operator WˆT as
(
WˆT
)
n′n
≡ 1
ρ
n′
Wn′nρn
or Wˆnn′ ≡ ρn
(
WT
)
nn′
1
ρ
n′
. (9)
From Eq. (3) for W, it follows that
∑
n′
Wˆnn′ρn′ = ρn∑
n
Wˆnn′ = 1 ; ∀n′ (10)
In the limit δτ → 0, Eq. (9) is the one-step matrix for a
transformed rate-matrix or generator
Tˆnn′ ≡ ρn
(
TT
)
nn′
1
ρ
n′
. (11)
with the properties that
∑
n′
Tˆnn′ρn′ = 0∑
n
Tˆnn′ = 0 ; ∀n′ (12)
The adjoint stochastic process, generated by Tˆ, has the
same steady states as the process defined by T, and it has
nonzero probabilities on each trajectory that is the time-
reverse of some trajectory for which T produces non-zero
probabilities.
Combining terms across the two lines in Eq. (9), the
adjoint process could alternatively have been defined as
the one that reverses probability flow between any two
states in the stationary distribution [10],
Wˆnn′ρn′ = Wn′nρn. (13)
It is immediate that the condition of detailed balance
is the statement that Wˆ = W, in which case ρ is an
equilibrium distribution at parameters α. Clearly there is
no implication of reversed dynamics in this construction;
the index k on n and α is simply read in the reverse order
from the original process to define the “forward” direction
for Wˆ.
6C. Interpreting the adjoint process in terms of
Kolmogorov forward-backward duality and memory
erasure
To understand what the adjoint process means, accept-
ing that part of its definition was our arbitrary choice
of the stationary ρ as the reference for reversal of cur-
rents, we consider the use of a similar transpose to relate
the Kolmogorov-forward and backward equations for any
stochastic process. In particular, we make explicit not
only the role of distributions, but also that of observables
which may be averaged to produce moments or correla-
tion functions.
Consider the expectation of an arbitrary observable O
at a single time in a distribution ρ, given by
〈O〉 ≡
∑
n
Onρn. (14)
The On are chosen not to be explicit functions of time,
so all time dependence in 〈O〉 results from the evolution
of ρ. This evolution can be expressed in two ways, as
d
dτ
〈O〉 =
∑
n
On(Tρ)n
=
∑
n
(T∗O)nρn (15)
The first line, in which T acts on ρ, is called the forward
equation, and the second line where T∗ acts on O – also
formally an adjoint when written this way, but we will
think of it in terms of a matrix transpose to avoid confu-
sion with the fluctuation-theorem adjoint – is called the
backward equation[80]. If these equations are integrated
over a finite interval separating an initial condition ρ(0)
from O evaluated at a later time τ , the forward equation
evolves the distribution up to τ , whereas the backward
equation evolves the dependence of O (metaphorically, a
“shadow cast by O” on earlier times) down to the initial
distribution.
The Kolmogorov-backward generator T∗ is not yet the
generator of the adjoint process; it is a stochastic matrix
on the “wrong” index. The rescaling of Eq. (9) has the
effect of exchanging the behavior of the indices that con-
tract with distributions and with observables. To show
how the the path weight (6) responsible for the rescaling
is constructed as a tilt of a dynamically evolving distri-
bution ρ that is not generally equal to ρ, we begin by
reviewing the use of generating functions and functionals
to study the time evolution of distributions and correla-
tion functions, and show how it is instantiated in the DP
functional integral formalism.
D. Generating functions, and the Doi-Peliti
framework
The Doi Hilbert space
It is often more convenient than working directly with
the density ρn, to work with themoment-generating func-
tion. Historically, the generating function was introduced
as a Laplace transform of the density
Φ(z) ≡
∑
n
(∏
p
znpp
)
ρn, (16)
in which z ≡ [zp] is a vector of complex-valued argu-
ments to Φ[81],[82]. In this representation, The moment-
generating function evolves in time under a Liouville
equation induced by the master equation (1), of the form
∂
∂τ
Φ(z) = −L
(
z,
∂
∂z
)
Φ(z) , (17)
in which L(z, ∂/∂z) is termed the Liouville operator.
For many uses it is not necessary to evaluate Φ as an
analytic function of argument z; only the linear algebra
induced by its formal power series is required. Here we
adopt a representation due to Doi [42, 43] that replaces
complex (analytic) variables and their derivatives by ab-
stract raising and lowering operators, under the mapping
zp → a†p;
∂
∂zp
→ ap. (18)
The algebra of these operators, induced by the action of
partial derivatives on analytic functions, is given by[
ap, a
†
q
]
= δpq. (19)
The Doi construction of a Hilbert space of generating
functions, with inner product corresponding to the trace
of the underlying density, is a standard exercise [51], for
which we provide a brief summary in App. A 1. The
result is that the analytic generating function Φ(z) is
replaced by a state vector |Φ), on which time evolution
under the Liouville operator (17) becomes
∂
∂τ
|Φ) = −L(a†, a) |Φ) . (20)
The evaluation of Φ(z) at z = 1, equivalent to tracing
over the underlying density ρ, is accomplished with a pro-
jection operator that defines the inner product, given in
Eq. (A5). Crucially, the expectations of observables (14)
are represented by operator insertions in the inner prod-
uct, establishing a correspondence between distributions
and observables on the index n, with states and opera-
tors in the Doi Hilbert space. One can invert the map-
ping (18) to restore the analytic structure of the gener-
ating function using its complex-variable argument in a
modified version of the inner product, as
(0| e
∑
p zpap |Φ) = Φ(z) . (21)
7This transformation will be useful in defining the
functional-integral representation of generating functions
next.
The Peliti 2-field functional integral
A functional-integral representation for the Hilbert
space of time-dependent generating functions and func-
tionals was introduced by Peliti [44, 45], building on
the Doi algebra. It facilitates a variety of stationary-
point approximations (related to the ray methods of
Freidlin and Wentzel for diffusion equations [50]), and
is one of a larger class of 2-field functional-integral
(2FFI) methods including the Schwinger-Keldysh time-
loop formalism [46, 48, 49] for quantum systems, and the
Martin-Siggia-Rose formalism for dissipative dynamical
systems [47].
The Peliti method makes use of coherent states as basis
elements for the expansion of arbitrary generating func-
tions. For a vector φ ≡ [φp] of complex-valued coeffi-
cients, the coherent state
|φ) ≡ e(a†−1)φ |0) (22)
is the generating function for a Poisson distribution with
mean φ.
In the Doi algebra, dual to each right-hand coherent
state is a projection operator, which is a function of the
Hermitian conjugate vector φ†. Constructed from the
left-hand ground state (0| defined in Eq. (A1), it is given
by
(φ| ≡ e(1−φ†)φ (0| eφ†a. (23)
A representation of unity is obtained from the inte-
gral over coherent states and their conjugate projection
operators, as
∫
dpφ†dpφ
πp
|φ) (φ| = I. (24)
When the representation (24) is inserted into an expres-
sion to provide an expansion in the basis
(
φ†, φ
)
, these
vectors become field variables of integration. The field φ
is termed the observable field, because it corresponds to
the mean of a Poisson distribution, while φ† is termed the
response field, for reasons that will become clear when we
study Greens functions in Sec. IV.
Evolution under the Liouville equation (20) can for-
mally be reduced to quadrature and converted into a
functional integral through repeated insertion of copies
of the representation (24) of unity at small increments
of time; more detail on this construction is provided in
App. A 2. If the inner product (21) is used at late time
to re-establish a connection between the complex field
variables, and the complex surface arguments z that can
be used to probe Φ, the integral representation of the
generating function for a distribution evolved from time
τ = 0 to τ = T can be written
ΦT (z) =
∫ T
0
Dφ†Dφe(z−φ†T )φT e−SΦ0
(
φ†0
)
. (25)
In Eq. (25) a new functional S with the form of a
Lagrange-Hamilton action functional appears, which is
defined in terms of the Liouville operator from Eq. (20)
as
S =
∫ T
0
dτ
{− (dτφ†)φ+ L(φ†, φ)} . (26)
There are many reasons to adopt an extended-time,
functional-integral representation for a function such as
ΦT (z) evaluated at a single time, beyond simply extract-
ing the moments of an underlying evolved density ρT .
The integral offers a way to insert operators at times
τ < T to study the dependence of late-time observables
on regions in the distribution at earlier times, giving a
representation of the backward equation. The density
can also be given incremental weights in continuous time,
making Eq. (25) an extended-time generating functional.
We will use all these below to understand the origin of
reverse-time evolution and anti-causality in NEWRs and
their generalizations.
E. Nonlinear rate laws and concurrency: forms of
the generators for Chemical Reaction Networks
A very general class of discrete-state stochastic pro-
cesses are those for which each elementary event can re-
move a set of members from one or more species, and
then introduce another set. The removal of all mem-
bers in the removed set happens concurrently, and if a
state has too few members of some species to populate
the removed set, the event cannot occur. Processes in
this class are of mathematical interest because the con-
dition of concurrency makes the graphical representation
of the process model a directed multi-hypergraph [59, 60],
on which problems of constraint satisfaction are often
computationally complex [61], and because the rate laws
are generally nonlinear. They are of practical interest be-
cause they include models of Chemical Reaction Networks
(CRNs) [38, 39, 62], though the class is rich enough to
include a wide variety of other population processes as
well. We will develop them here because removal and
addition, performed respectively by lowering and raising
operators, in the Doi-Peliti formalism stand in the rela-
tion of projection operators and states.
We will adopt a set of concepts and terms from the
CRN literature, which are reviewed in App. B. Elemen-
tary events are termed reactions, and the input and out-
put sets in each reaction are termed complexes. The rep-
resentation of reactions in the transition rate matrix is
decomposed into three components:
A stoichiometric matrix denoted Y that gives the
numbers of each species in any input or output complex;
8an adjacency/rate matrix denoted Ak (k are the rate
constants), which acts as the equivalent of a graph Lapla-
cian between complexes; and
an activity function in two forms, denoted ΨY and ψY .
ΨY , typically representing a sampling process, expresses
the probability to form a complex in terms of the numbers
of species n, and ψY is a corresponding function defined
on shift operators or the arguments of the generating
function.
In terms of these quantities, for a simple CRN where
complexes are formed by sampling without replacement
from the pools of species (the rule underpinning the usual
mass-action rate law), the matrix T that generates the
forward equation can be written
T = ψTY
(
e−∂/∂n
)
Ak
[
ψY
(
e∂/∂n
)
·ΨY (n)
]
=
∑
(i,j)
[
ψjY
(
e−∂/∂n
)
− ψiY
(
e−∂/∂n
)]
kjiψY i
(
e∂/∂n
)
ΨY i(n) .
(27)
Here sub/superscripts i and j index complexes, the or-
dered pair (i, j) indexes a reaction from complex i to
complex j with associated rate constant kji, and ΨY i is
the count of ways in which the set in i can be sampled
from a state n. We indicate shift operators on functions
indexed by n with e∂/∂n; the activity functions ψY i, de-
fined in Eq. (B5), are simply those that, with argument
e∂/∂n, shift the indices of all functions to their right up-
ward in np by the stoichiometric coefficient y
i
p of species
p in complex i.
The Liouville operator in the Doi representation, cor-
responding to the generating matrix (27), takes the strik-
ingly simple form
−L(a†, a) = ψTY (a†)Ak ψY (a) . (28)
We have developed several consequences of the sym-
metric form (28) for the solution of moment hierarchies
in [55, 56]. The fact that such a formal symmetry ex-
ists between raising and lowering operators – or between
states and projectors – will give the adjoint construction
of the generator a comparably simple form whether or
not the dynamics comes from a Hamiltonian.
The “form” of transition matrices and their adjoints
Eq. (27) shows the typical form of generators of the
forward equation: shift operators act on the distribution
and also on functions such as combinatorial factors that
determine reaction rates (here ΨY (n)). The backward
generator T∗ may be formed by shifting indices in the
sum (1); for this class of processes, it amounts to chang-
ing ∂/∂n → −∂/∂n, and having shift operators act to
the left, where they no longer transform ΨY (n).
The surprising result of the NEWRs and their general-
izations is that by adding a generating-functional weight
to an evolving distribution, the characteristic forms of T
and T∗ can be interchanged. Although the inner prod-
uct (A4) for stochastic processes is inherently asymmet-
ric between states and projection operators, the formal
asymmetry in the Doi-Peliti functional integral is (up to
a choice of boundary conditions) all contained within the
kernel matrix Ak in the Liouville operator (28). A suit-
able generalization of the transpose of this kernel can
thus exchange the behavior of states and operators.
We show below in Eq. (97) that dualization of Ak is
carried out by a rescaling similarity transformation of
the same form as the adjoint relation in Eq. (9), but in-
stead of using probabilities ρn indexed on states, it uses
complex-activities ψY related to average particle num-
ber. The important feature of the 3-factor symmetric
product form (28) is to encapsulate the network topol-
ogy (a simple graph) within the factor Ak, allowing the
activities ψY and ψ
T
Y to act symmetrically on observable
and response fields.
III. DUALITY BETWEEN STATES AND
OPERATORS IN THE DOI-PELITI FORMALISM
We have shown how in the DP formalism distributions
take the form of states, and observables correspond to
operators. We show now how states and operators are
represented respectively by the observable and response
fields of the DP representation. In the context of a sim-
ple 2-state model, for which many expectations can be
obtained exactly by stationary-point methods, we then
demonstrate how the similarity transform of Eq. (9) may
be effected by a simple change of variables, which has
then the effect of exchanging the response and observ-
able fields.
The change of variables also results in an extra term,
which is a functional weight added to L. This term
corresponds to what has been called the excess heat in
Langevin approximation [15, 18] (though here no Gaus-
sian limit of fluctuations is required), and reduces to the
total entropy production in the integral fluctuation theo-
rem for systems with detailed balance [14, 26]. Though
forward and reverse dynamics are always present in a gen-
erating function, simply as a consequence of the duality
between the forward and backward actions of the genera-
tor, the adjoint construction of the fluctuation theorems
exchanges the forms of the forward and reverse genera-
tors as mentioned earlier. We show in the next section
that the forward and reverse dynamics derived here for
stationary paths extends to causality and anticausality
of more general Green’s functions. We also point out
connections of this procedure to the tilting transforma-
tion performed in Importance Sampling, which exchanges
a weight function between a distribution and an observ-
able while preserving expectation values.
9A. States, operators, and duality: a single-time
generating function in the DP representation
We begin not with dynamics, but simply with the con-
struction of a generating function for a static distribu-
tion, in the DP representation. This will introduce the
idea of a nominal distribution, for which the mean is re-
ported by the expectations of bilinear forms φ†φ in the
Peliti field integral, and will show how it differs from
the distribution reported by the stationary point φ¯ of
the observable field alone. The nominal distribution will
correspond to the tilted density in the generating func-
tion, while the state associated with φ¯ and the operator
associated with the stationary point φ¯† of the response
field can vary depending on how the tilting is performed.
Ideas and terminology associated with Importance Sam-
pling are reviewed in App. C.
Our example will be a class of binomial distributions
for a 2-state system, which can be written
ρ(na, nb) ≡ νnaa νnbb
N !
na!nb!
. (29)
na and nb range over non-negative values with N ≡
na + nb fixed, and we take νa + νb = 1. νa and νb are
respectively the mean values of na/N and nb/N under ρ.
The one degree of freedom in such distributions is a
variable we denote x, with
νa =
1
2
(1− x) ; νb = 1
2
(1 + x) . (30)
Two other quantities µ and ξ that, in the case where ρ
is an equilibrium Gibbs distribution, have the interpre-
tations respectively of a chemical potential and a free
energy, are related to x as
νa
νb
≡ eβµ x = −thβµ
2
βξ ≡ log chβµ
2
, (31)
where β is inverse temperature.
We consider a starting distribution ρ0 with parameters
νa0 and νb0, and its generating function, constructed as
in Eq. (16),
Φ0(za, zb) ≡
N∑
na=0
znaa z
nb
b ρ0(na, nb)
= [νa0za + νb0zb]
N
. (32)
We will look only at contours for za and zb which leave
Φ0 normalized; these can be written
za =
1− xT
1− x0 ≡
νaT
νa0
; zb =
1 + xT
1 + x0
≡ νbT
νb0
, (33)
for some parameter xT . The density z
na
a z
nb
b ρ0(na, nb) de-
termines the mean values of na and nb under Φ0, and
will serve as the nominal distribution for the rest of the
discussion of this static generating function.
The connection of incremental tilting with concepts from
Importance Sampling
The generating function can be formed from ρ0 by one
discrete tilt as in Eq. (32), or the tilt can be accumu-
lated incrementally along a contour. Introduce an in-
terval [0, T ], an increment δτ , and a sequence of values
τ = kδτ for k ∈ 0, . . . , T/δτ . Then introduce a sequence
of values xτ with x0 = x0 and xT = xT , which we will
take to converge to a smooth function (except possibly in
the final step) as δτ → 0. Then za and zb can be factored
as
za =
T∏
τ=dτ
(
νaτ
νaτ−dτ
)
; zb =
T∏
τ=dτ
(
νbτ
νbτ−dτ
)
. (34)
Denote the last term in the product Eq.(34)
zaT =
(
νaT
νaT−δτ
)
; zbT =
(
νbT
νbT−δτ
)
. (35)
We will use these as boundary terms in the conver-
sion (21) from the Doi algebra back to analytic functions.
We will consider the two cases where zaT , zbT = 1+O(δτ)
so that νaT−δτ → νaT and νbT−δτ → νbT , or where zaT ,
zbT ∼ O
(
δτ0
)
to impose a finite shift at the final value
τ = T .
The generating function (32), if tilted incrementally
using the factorization (34), can be decomposed at any
intermediate value τ into factors
Φ0(za, zb) =
N∑
na=0
T∏
τ=dτ
(
νaτ
νaτ−dτ
)na( νbτ
νbτ−dτ
)nb
ρ0(na, nb)
=
N∑
na=0
T∏
τ ′=τ+dτ
(
νaτ ′
νaτ ′−dτ
)na( νbτ ′
νbτ ′−dτ
)nb
ρτ (na, nb) ,
(36)
where we have defined
ρτ (na, nb) ≡
τ∏
τ ′=dτ
(
νaτ ′
νaτ ′−dτ
)na( νbτ ′
νbτ ′−dτ
)nb
ρ0(na, nb) .
(37)
Referring to the review of Importance Sampling in
App. C, each of the distributions ρτ behaves as an impor-
tance distribution, and the residual factor in the second
line of Eq. (36) behaves as its conjugate likelihood ratio,
with respect to the nominal distribution in Eq. (32). We
will show next how these factors are carried by observable
and response fields in the functional integral.
In the limit δτ → 0, the intermediate density ρτ evolves
along the parameter τ under the equation (making the
state-index n explicit and suppressing τ from the nota-
tion)
dρn
dτ
=
dx
dτ
nb (1− x)− na (1 + x)
(1− x2) ρn
= −βµ˙
2
[(nb − na)−Nx] ρn, (38)
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in which x is the function with values xτ introduced at
the beginning of the section to define Eq. (34). (Here
and below we use overdot ˙ as a shorthand for d/dτ .)
We have introduced the “physical” variables (31) to make
contact with the Hamiltonian construction of Crooks [9].
[µ (nb − na) /2−Nξ] is the Hamiltonian that will pro-
duce the binomial distribution (29) at parameter x as a
Gibbs equilibrium, net of the instantaneous Gibbs free
energy, and its τ -derivative – a path “work” – acts as the
generator of τ -translation for ρ.
B. A functional integral representation for static
generating functions
The parameter τ provides a coordinate along which a
Doi-Peliti functional integral representation for Φ0 can
be built. Depending on the contour xτ assumed, the
functional integral can represent either the one-shot tilt
of Eq. (32), or a smooth incremental accumulation as in
Eq. (36). Following the steps outlined in Sec. IID and
App. A, the 2FFI representation is given by
Φ0(za, zb) =
∫
Dφ†aDφaDφ†bDφbe(zaT−φ
†
aT )φaT+(zbT−φ
†
bT )φbT e−SΦ0
(
φ†a0, φ
†
b0
)
. (39)
The action S depends functionally on x over the range
0 ≤ τ ≤ T − δτ , with the last factors zaT , zbT from
Eq. (35) appearing in the boundary terms. We now com-
pare two cases.
1. Identity map, followed by a discrete tilt
First consider the case zaT = za, zbT = zb, xτ = x0
which we set equal to x0 of the starting distribution. Be-
cause µ˙ ≡ 0, the action in Eq. (39) is given by
Snull =
∫
dτ
{
− (dτφ†a)φa − (dτφ†b)φb} . (40)
A functional integral with Snull propagates ρ0 through a
sequence of identity maps (24), and the boundary terms
apply the discrete tilt of Eq. (32) at τ = T .
App. D 1 derives the stationary-point solutions for the
observable and response fields. These, and the number
field given in the stationary-point approximation by n¯a ≈
φ¯†aφ¯a, n¯b ≈ φ¯†bφ¯b, take values
φ¯a =
N
2
(1− x0) φ¯b = N
2
(1 + x0) ,
φ¯†a = za φ¯
†
b = zb,
n¯a =
N
2
za (1− x0) n¯b = N
2
zb (1 + x0)
=
N
2
(1− xT ) = N
2
(1 + xT ) . (41)
The stationary coherent-state distribution at φ¯ remains
the input distribution ρ0 at all τ < T ; the coherent-state
projection operator at parameter φ¯† multiplies each state
|n) by the weight znaa znbb of the generating function (32).
The numbers n¯ reflect the expectations in the nominal
distribution znaa z
nb
b ρ0(na, nb).
2. Static generating function, accumulated continuously
Next consider the complementary case where zaT ,
zbT = 1 +O(δτ), and xτ interpolates smoothly between
x0 = x0 of the initial distribution, and xτ → xT set by
za, zb as τ → T . The action in Eq. (39) for this case is
given by
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Stilt =
∫
dτ
{
− (dτφ†a)φa − (dτφ†b)φb + βµ˙2
[
(1− x)φ†bφb − (1 + x)φ†aφa
]}
, (42)
where the term in µ˙ implements the τ -evolution of
Eq. (38). The existence of τ -derivatives in the “ki-
netic” term of Stilt, which merely reflects the over-
lap (φτ−δτ | φτ ) between adjacent representations of
unity (24), suggests a way to remove the time-derivative
term by a change of variable, which is the 2FFI expres-
sion of the duality transform of the NEWRs and their
generalizations.
The change of variables that expresses duality in Doi-
Peliti functional integrals is one already recognized by
Baish [57]. From the original field variables
(
φ†, φ
)
, in-
troduce two new variables
(
ϕ†, ϕ
)
defined by
φ†a ≡
ϕ†a
1− x φa ≡ (1− x)ϕa
φ†b ≡
ϕ†b
1 + x
φb ≡ (1 + x)ϕb. (43)
In the dual variables the action (42) becomes
S =
∫
dτ
{
− (dτϕ†a)ϕa − (dτϕ†b)ϕb} . (44)
We recover the form (40) of the null action, in a basis
which is tilted to absorb the generating-functional weight
in each interval δτ .
Stationary-point solutions in the original and dual vari-
ables are derived in App. D2. ϕ¯† and ϕ¯ are constant as
in the last example, though at different values because
the change of variables alters their boundary conditions.
The stationary-point solutions in the original fields are
now non-trivial functions of τ :
(
φ¯a
)
τ
=
N
2
(1− xτ )
(
φ¯b
)
τ
=
N
2
(1 + xτ ) ,(
φ¯†a
)
τ
=
1− xT
1− xτ
(
φ¯†b
)
τ
=
1 + xT
1 + xτ
,
n¯a ≡ N
2
(1− xT ) n¯b ≡ N
2
(1 + xT ) . (45)
Note that n¯ continues to report the mean in the nominal
distribution znaa z
nb
b ρ0(na, nb), while now φ¯ is the mean
in ρτ from Eq. (37), and φ¯
† produces the conjugate τ -
dependent likelihood ratio in Eq. (36).
C. Generating functions and functionals of
dynamically evolving distributions
The main result from Sec. III A and Sec. III B is that,
for the generating function of a static distribution, the
nominal distribution is determined, though it can be fac-
tored into importance distributions and likelihood ratios
in a continuum of ways[83]. The expression of that free-
dom in the functional integral is important for under-
standing the meaning and roles of the observable and
response fields in the Doi-Peliti construction. In this
section we will show that for the generating function or
functional of an evolving state, the nominal distribution
becomes dynamical. The new feature is that the nominal
distribution itself, as well as the way it is factored into
importance distributions and likelihood ratios, now de-
pends on the way weights are accumulated along paths.
We will show that, in the static generating function
of an evolved distribution, the nominal distribution is a
simple sum of the sample distribution propagated with
retarded dynamics, and the generating-function weight
propagated (in a suitable measure) with advanced dy-
namics. However, if an incremental tilting protocol is
matched to the dynamics, the evolution of the sample
distribution can be made memoryless, while the nomi-
nal distribution evolves entirely with advanced dynamics.
The required matching protocol defines the construction
of the adjoint process, and it has the effect of transposing
the forms of forward and backward generators.
To keep the example as simple as possible, we intro-
duce the minimal non-trivial dynamics for the 2-state
system, which preserves the binomial form (29) of distri-
butions under arbitrary time-dependent rate parameters.
A minimal transition rate matrix (27) is given by
T = νb
(
e∂/∂na−∂/∂nb − 1
)
na+νa
(
e∂/∂nb−∂/∂na − 1
)
nb,
(46)
describing single-particle hops with per-particle rates νb
(for A ⇀ B) and νa and (for B ⇀ A). We will take νa
and νb to define the contour xτ , where τ is now a time
coordinate and not simply an arbitrary parameter. The
2-state system of course possesses detailed balance, mak-
ing this a standard NEWR [9]. However, the tilting pro-
tocols, 2FFI variable changes, and causality arguments of
this and the next section also go through more generally,
in the same form except that a non-equilibrium steady
state must be computed.
1. Generating function of an evolved distribution, formed
discretely at the end of evolution
We first consider a single-time generating function, like
Eq. (32), but applied to a distribution evolved to time
τ = T under the master equation (46). This illustrates a
case where the observable field φ¯ corresponds to the ex-
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pected, time-dependent coherent state, but the nominal
distribution differs from this state because it also reflects
the existence of the late-time tilt in the generating func-
tion. Write this generating function from Eq. (39) now
as ΦT (zaT , zbT ). The arguments (zaT , zbT ) will in gen-
eral be different from (za, zb) of Eq. (33), because they
will shift the distribution from a time-dependent contour
x¯ different from the initial value x0.
The action in the integral (25) for this case is
Sdyn =
∫
dτ
{
− (dτφ†a)φa − (dτφ†b)φb + 12
(
φ†b − φ†a
)
[(1− x)φb − (1 + x)φa]
}
. (47)
The terms including a factor x come from the Liouville
operator corresponding to T in Eq. (46).
Stationary-point solutions under the action Sdyn are
given in App. D3. We introduce a new function x¯τ with
initial value x0, and satisfying
dx¯
dτ
= − (x¯− x) . (48)
In terms of its solution,
(
φ¯a
)
τ
=
N
2
(1− x¯τ )
(
φ¯b
)
τ
=
N
2
(1 + x¯τ ) . (49)
Comparing this to the first line of Eq. (45), x for Stilt has
been replaced with the retarded solution x¯ for Sdyn.
The stationary-path solutions for the response fields
are more complicated, and are given in Eq. (D12). The
number fields, however, can be shown to satisfy
(n¯b − n¯a)−Nx¯
1− x¯2
∣∣∣∣
τ
= e−(T−τ)
(n¯b − n¯a)−Nx¯
1− x¯2
∣∣∣∣
T
. (50)
If zaT = zbT = 1 in the generating function ΦT , n¯ coin-
cides with the coherent-state mean φ¯ from Eq. (49), as
in the usual expositions [63, 64]. If zbT − zaT 6= 0 in
the generating function, the left-hand side of Eq. (50) is
nonzero, and the deviation of (n¯b − n¯a) from Nx¯ decays
exponentially backward in time, with a measure
(
1− x¯2)
which gives the instantaneous variance in the coherent
state at φ¯.
2. Cumulative generating functional matched to the time
evolution
Finally we consider the interaction between dynam-
ics and incremental tilting, so that we form a time-
dependent generating functional and not simply a single-
time generating function. Return to the argument de-
composition zaT = 1 + O(δτ), zbT = 1 + O(δτ), and
replace the generating function from Eq. (32) with one
written Φxˆ(zaT , zbT ), to indicate that the tilting protocol
will depend functionally on a contour xˆ that we have yet
to specify.
To identify the appropriate contour for incrementally
tilting an evolving distribution, note that for a binomial
density advancing along a parameter τ under Eq. (38),
one can freely add a factor of the instantaneous genera-
tor T with the rate constants depending on xτ without
altering the result, because the tilted distribution is in-
stantaneously annihilated by T:
dρ
dτ
=
{
T− βµ˙
(
n− N
2
x
)}
ρ. (51)
The action in Eq. (39), with xˆ set equal to x as suggested
by Eq. (51), becomes
SCrooks =
∫
dτ
{
− (dτφ†a)φa − (dτφ†b)φb + 12
(
φ†b − φ†a
)
[(1− x)φb − (1 + x)φa] +
βµ˙
2
[
(1− x)φ†bφb − (1 + x)φ†aφa
]}
.
(52)
Although the matrix T is invisible in Eq. (51) when acting on the instantaneous equilibrium distribution, the Liouville
term remains in the action, and governs the evolution of more general distributions and correlation functions. We label
this action SCrooks because, as we noted following Eq. (38), µ˙
[
(1− x)φ†bφb − (1 + x)φ†aφa
]
/2 is the time derivative
of the difference between a Hamiltonian and local free energy, which is the normalization convention of [9].
To solve this case, we observe that the transformation (43) removes the explicit time-derivative term from SCrooks
as it does for Stilt (it is the same term), giving the form
SCrooks =
∫
dτ
{
− (dτϕ†a)ϕa − (dτϕ†b)ϕb + 12
[
(1− x)ϕ†b − (1 + x)ϕ†a
]
(ϕb − ϕa)
}
. (53)
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The new observation is what the duality transform does
to the term originating from the Liouville operator: it
interchanges the roles of φ and φ† with those of ϕ† and ϕ,
respectively. If the Liouville term is written as a bilinear
form (first introduced by Keldysh [46, 49]), duality has
the effect of transposing the matrix kernel of this form.
We show in Sec. V how this result generalizes for non-
linear and non-Hamiltonian systems.
Stationary-point solutions for SCrooks in the original
and dual variables are derived in App. D4. As for the
static generating functional with continuous tilting, and
as suggested by Eq. (51), fields φ¯ again take the values
in the first line of Eq. (45).
To describe the n¯ fields and the behavior of the nominal
distribution, we introduce a new mean field contour x¯
with x¯T = xT , evolving under the advanced dynamics
dx¯
dτ
= (x¯− x) ; (54)
this is contrasted with retarded dynamics under the un-
weighted stochastic process shown in Eq. (48). In terms
of the solution x¯ to Eq. (54), n¯a + n¯b = N at all times,
and
(n¯b − n¯a)τ = Nx¯τ . (55)
Thus the nominal distribution evolves under time-
reversed dynamics, but the exact form of the solution
for τ < T depends on the fact that the generating func-
tional has been continued to a time τ = T in the future.
The shift from retarded to advanced dynamics reflects
the reverse-time evolution that the backward equation
produces for any operator, as applied to the particular
case where the operator is a path weight chosen to erase
memory from the instantaneous distribution given by the
coherent state at φ¯.
The surprising result is that this path-weighting proto-
col does not only time-reverse the dynamics of binomial
distributions, but transposes the whole kernel in the Li-
ouville operator. In the usual DP theory for unweighted
distributions, the stationary values of response fields are
fixed points of the backward equation. Under the trans-
form (43), the stationary value for the dual observable
field becomes a fixed point of the (dual) forward equation.
The consequence is that the generator of the backward
equation takes on the equivalent form to the generator
of a forward equation, rather than the adjoint form. It
implies, as we show next, a transposition of causal and
anti-causal propagation in general correlation functions.
D. Dynamics, tilting, and duality working directly
in number fields
Before studying fluctuations, however, we make a brief
digression to introduce a change of variables from the
coherent-state field variables
(
φ†, φ
)
, to a set (n, η) that
stand in the relation of action-angle variables [65] to
the original fields. As explained elsewhere [51], this is a
canonical transformation with respect to the functional
integral [84] and is thus usable for the study of Green’s
functions and FDTs. It allows us to work directly in the
number field as an elementary (rather than composite)
variable, with a conjugate field that has the interpreta-
tion of a chemical potential [85].
The transformation from coherent-state to number
fields for the two-state system is given by
φ†a ≡ eηa φa ≡ e−ηana
φ†b ≡ eηb φb ≡ e−ηbnb. (56)
The combination ηb + ηa does not appear in L, because
the stochastic process (46) conserves total particle num-
ber, so we perform a second shift to diagonal variables
h ≡ 1
2
(ηb + ηa) N ≡ (nb + na)
η ≡ (ηb − ηa) n ≡ 1
2
(nb − na) . (57)
The un-tilted dynamical action (47) becomes, in these
variables,
Sdyn =
∫
dτ
{
−N dτh− n dτη + 1
2
[
(1 + x) (1− eη)
(
N
2
− n
)
+ (1− x) (1− e−η)(N
2
+ n
)]}
. (58)
The tilted action (52) is then
SCrooks =
∫
dτ
{
−N dτ
(
h− βξ)− n dτ (η − βµ)+ 1
2
[
(1 + x) (1− eη)
(
N
2
− n
)
+ (1− x) (1− e−η)(N
2
+ n
)]}
,
(59)
where for the first time ξ from Eq. (31) is written explicitly, showing its role [9] as a normalizing factor.
The duality transformation in action-angle variables is simpler than in coherent-state variables, and is suggested
immediately by the removal of explicit time-dependence from the kinetic term in Eq. (59); we simply shift the fields
conjugate to the particle numbers:
h˜ ≡ h− βξ, η˜ ≡ η − βµ. (60)
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Using the variable relations (31) to simplify terms, the dual representation of the action becomes
SCrooks =
∫
dτ
{
−
(
dτ h˜
)
N − (dτ η˜)n+ 1
2
[[
(1 + x)− (1− x) eη˜] (N
2
− n
)
+
[
(1− x)− (1 + x) e−η˜] (N
2
+ n
)]}
(61)
h˜ and η˜ are the action-angle variables that would have
been obtained from Eq. (53) by transforming directly in
the dual ϕ†, ϕ variables. Note that n and N are not af-
fected by the duality transformation at all, though their
stationary-path equations of motion and Greens func-
tions will be different when tilting leads to action (61),
relative to the un-tilted action (58).
E. Connection of the field-integral approach to the
similarity-transform derivation of Crooks
To close the section, we show how the transformation
of the 2FFI action above is recovered directly from the
similarity-transform construction as given by Crooks [9].
In that construction, final-time parameters νaT , νbT
are imposed to create the desired reference state, and
representations of unity are then inserted in the form
of multiplication and division by Gibbs factors at inter-
mediate times. The similarity transform over each seg-
ment of Liouville evolution converts the generator ma-
trix T into its dual, while the incomplete cancellation of
the Gibbs factors at different times generates an explicit
time-dependence that can be canceled if an appropriate
weight is multiplied onto the evolving density at each
time-step.
For these binomial distributions, following Eq. (38),
the Hamiltonian is
H = µ (nb − na) . (62)
Initial distributions, which are assumed to be of Gibbs
form with Hamiltonian H0 at τ = 0 are evolved with the
quadrature of the master equation (1), which we write
as the time-ordered product of one-step operators from
Eq. (2), giving
∏T−δτ
τ=0 e
δτTτ .
The relevant similarity transform, as in Eq. (8), is car-
ried out with a matrix product that is the same for either
plain or tilted Liouville evolution:
T−δτ∏
τ=0
eδτTτ e−βH0 = e−βHT
T−δτ∏
τ=0
(
eβHτ+δτ eδτTτ e−βHτ
)
.
(63)
We suppose that δτ is sufficiently small to write
eβHτ+δτ eδτTτ e−βHτ ≈ 1 + δτ [eβHτTτe−βHτ + dτ (βHτ )]
≡ 1 + δτ
[
T˜τ + dτ (βHτ )
]
≈ eδτ [T˜τ+dτ (βHτ )]. (64)
Here the notation T˜ designates the generator matrix
acted on through similarity transform with eβH .
Applied to the matrix product in Eq. (63), the simi-
larity transform (64) produces
T−δτ∏
τ=0
eδτTτ e−βH0 = e−βHT
T−δτ∏
τ=0
eδτ [T˜τ+dτ (βHτ )]. (65)
The similarity transform is equivalent to the change of
integration variables (43) in the functional integral, and
by itself has no affect on any computed quantities. If,
however, the tilting factor −dτ (βHτ ) from Eq. (38) had
been introduced in the original evolution equation, that
would then cancel the corresponding term from the sim-
ilarity transform, leaving only T˜, to give
T−δτ∏
τ=0
eδτ [Tτ−dτ (βHτ )]e−βH0 = e−βHT
T−δτ∏
τ=0
eδτ T˜τ (66)
For the two-state model eβH can be written
eβH =
(
νa
νb
)n
=
(
1− x
1 + x
)n
, (67)
in which case the similarity-transformed generator be-
comes
eβHTe−βH =
(
e−∂/∂nνa − νb
)
na +
(
e∂/∂nνb − νa
)
nb
≡ T˜. (68)
If we denote by L˜ the Liouville operator obtained by the
usual construction using T˜ rather than T, that evaluation
gives
L˜ = (νb − νaeη)na +
(
νa − νbe−η
)
nb
=
1
2
{
[(1 + x)− (1− x) eη]na +
[
(1− x)− (1 + x) e−η]nb} .
(69)
Thus we correctly recover the Liouvillian term in the
transformed SCrooks of Eq. (61).
IV. BEYOND STATIONARY POINTS: TILTING
FROM CAUSALITY TO ANTI-CAUSALITY IN
THE FULL DISTRIBUTION
Sec. III used several simplifications from a 2-state ex-
ample and a stationary-point analysis to show where the
sense of time reversal in NEWRs originates in the du-
ality between distributions and observables. In this sec-
tion we show for general correlation functions and general
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stochastic CRNs (as long as the effects of nonlinearity can
be expanded in perturbation series for fluctuations), that
the time-reversal illustrated above for stationary points
extends to a full transposition in the roles of observable
and response fields, and of causal with anti-causal re-
sponse functions. We demonstrate this by studying the
Green’s function expansion obtained from the second-
order approximation to the action functional, which is
also the source of fluctuation-dissipation relations both
for unweighted evolving distributions and for their gen-
erating functionals. We show how these are derived from
internal symmetries of 2-field integrals, and relate them
to the Extended FDTs of Seifert and Speck [20]. The key
step in all such constructions is the replacement of corre-
lation functions derived from the dynamical action with
others derived from the Hatano-Sasa tilt term, concisely
reviewed and placed in context of related approaches to
extended FDTs in [24].
A. Green’s function expansions, Ward identities,
and Fluctuation-Dissipation Theorems
In a field theory, there may be relations among the
expectations of different operator products in a time-
dependent distribution implied by internal symmetries
of the theory. These are known as the Ward identi-
ties of the field theory [66]. In 2FFI representations,
some of these identities are produced by shifts of the
dummy variables of integration. One important group
are the Green’s functions, which describe the propaga-
tion of disturbances in response to idealized point-like
perturbing events. Here we consider the free Green’s
functions, which describe the propagation of disturbances
at leading (Gaussian) order; more general response func-
tions can often be constructed from these by common
perturbative methods [66].
In the study of free Green’s functions, a condensed
notation greatly simplifies the presentation. Regard φ
as a column vector and φ† as its conjugate row vec-
tor, and likewise for dual fields ϕ and ϕ†. Then for any
field action (26) the quadratic-order expansion in fields
which controls Gaussian fluctuations may be cast in the
form [46]
S =
∫
dτ
{
− (dτφ†)φ+ φ†Dτφ− φ†∆τφ†T /2} . (70)
Here Dτ is the drift matrix for the hopping rates in the
stochastic process – generally time-dependent through a
varying parameter such as xτ – and ∆τ is a possible
source for stochastic fluctuations. For the free theories
produced by the two-state example, the quadratic-order
expansion is the whole action, and∆ ≡ 0 in the coherent-
state variables.
1. The free Green’s function arrived at as a variational
identity, and the most basic FDT
Let 〈 〉, when bracketing field variables, denote expec-
tation in the functional integral (25). Starting from the
expectation 〈[
φ† φT
]
τ ′
〉
at a time τ ′, consider the variation produced by the pair
of shifts of dummy variable of integration at some (gen-
erally different) time τ :
0 =
[
δ/δφ†
δ/δφT
]
τ
〈 [
φ† φT
]
τ ′
〉
= Iδττ ′ −
[
0 dτ +Dτ
−dτ +DTτ 0
]〈[
φ†
T
φ
]
τ
[
φ† φT
]
τ ′
〉
.
(71)
Here I stands for the 2P × 2P identity matrix and δττ ′
is the Dirac δ-function that results from the Kronecker
δ scaled by 1/δτ as δτ → 0 in the skeletonized mea-
sure (A8).
In the first line of Eq. (71), the variation is zero because
a shift of a dummy variable of integration produces no
change in the value of an integral. In the second line,
the δ-function variation comes from the direct action of
the shift on the argument of the expectation value at τ ′,
while the second term comes from functional variation of
S in the exponential of Eq. (25).
The causal structure of a stochastic process in forward
time ensures [46] that the expectation has a form first
propounded by Keldysh [49] for dissipative quantum field
theories,〈[
φ†
T
φ
]
τ
[
φ† φT
]
τ ′
〉
=
[
0 GA
GR GK
]
ττ ′
, (72)
in which GR, GA, and GK are the retarded, advanced
and Keldysh Green’s functions of the theory. The re-
tarded and advanced Green’s functions are solutions to
the inhomogeneous differential equations
(dτ +Dτ )G
R
ττ ′ = Iδττ ′,(−dτ +DTτ )GAττ ′ = Iδττ ′ (73)
from the diagonal blocks of Eq. (71), (where I now stands
for the P × P identity matrix), while GK is the solution
to the homogeneous differential equation
(dτ +Dτ )G
K
ττ ′ = 0 (74)
from the upper-right off-diagonal block. The general
form that is admitted [46] for such a homogeneous so-
lution is
GKττ ′ = G
R
ττ ′Mτ ′ +MτG
A
ττ ′ , (75)
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where Mτ satisfies the differential equation
dτMτ +DτMτ +MτD
T
τ = 0. (76)
Equations (75, 76) are the essential relations defin-
ing the Fluctuation-Dissipation Theorem (FDT). The re-
tarded and advanced Green’s functions, which govern
the response of fields to external perturbations, also
determine the rate of decay of endogenous noise and
thus the level of self-maintained fluctuations. For equi-
librium states, these reduce to the familiar FDT. For
non-equilibrium distributions, whether steady or time-
dependent, they capture the essential relation between
dissipative relaxation under the retarded and advanced
Green’s functions, and the kernelMτ which serves as the
source of fluctuations.
For the action (47), the matrix Dτ is
Dτ =
[
0 0
−xτ 1
]
(77)
Because the stationary-path backgrounds φ¯ and φ¯† are
homogeneous solutions to the equations of motion, we
may subtract them out, and the equations (73–76) are
satisfied for residual fluctuations φ′ ≡ φ − φ¯ and φ†′ ≡
φ†− φ¯†. The explicit forms for GR and GA in the conve-
nient basis of even and odd symmetry are then
1
2
〈[
φ′b + φ
′
a
φ′b − φ′a
]
τ
[ (
φ†b
′
+ φ†a
′
) (
φ†b
′ − φ†a′
) ]
τ ′
〉
≡ GRττ ′ = Θτ>τ ′
[
1 0∫ τ
τ ′ dτ
′′e−(τ−τ
′′)xτ ′′ e
−(τ−τ ′)
]
,
1
2
〈[
φ†b
′
+ φ†a
′
φ†b
′ − φ†a
′
]
τ
[
(φ′b + φ
′
a) (φ
′
b − φ′a)
]
τ ′
〉
≡ GAττ ′ = Θτ ′>τ
[
1
∫ τ ′
τ
dτ ′′e−(τ
′′−τ ′)xτ ′′
0 e−(τ−τ
′)
]
. (78)
The Keldysh Green’s function at equal time, which coincides with the value of Mτ , is given by
1
2
〈[
φ′b + φ
′
a
φ′b − φ′a
]
τ
[
(φ′b + φ
′
a) (φ
′
b − φ′a)
]
τ
〉
≡ GKττ = −
N
2
[
1
xτ
] [
1 xτ
]
. (79)
For a free theory, the expectations of general opera-
tors are obtained by combinatorial contractions with
the above Green’s functions, by the usual Wick expan-
sion [66]. Here we will evaluate one such expectation
using a shift of the variables of integration to illustrate
its relation to the simple FDT from the Green’s function
alone.
2. The Green’s function expansion and Ward identities for
general observables
Let Oτ ′ be some observable which is a function of the
fields in the functional integral at a time τ ′. Consider the
same symmetries as above, under shifts of the integration
variables, but now for the quantity
〈Oτ ′[ φ† φT ]τ ′′〉 .
The Ward identity generalizing Eq. (71) for this compos-
ite observable is
0 =
[
δ/δφ†
δ/δφT
]
τ
〈
Oτ ′
[
φ† φT
]
τ ′′
〉
= 〈Oτ ′〉 Iδττ ′′ +
〈[
∂O/∂φ†
∂O/∂φT
]
τ ′
[
φ† φT
]
τ ′′
〉
δττ ′ −
[
0 dτ +Dτ
−dτ +DTτ 0
]〈
Oτ ′
[
φ†
T
φ
]
τ
[
φ† φT
]
τ ′′
〉
.
(80)
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It follows, from the definition of the Green’s function as the inverse of the kernel for the equations of motion, that
the expectation must have the form〈
Oτ ′
[
φ†
T
φ
]
τ
[
φ† φT
]
τ ′′
〉
=
[
0 GA
GR GK
]
ττ ′
〈[
∂O/∂φ†
∂O/∂φT
]
τ ′
[
φ† φT
]
τ ′′
〉
+ 〈Oτ ′〉
[
0 GA
GR GK
]
ττ ′′
(81)
This is the implementation of the Wick expansion of arbi-
trary observables in terms of contractions of their deriva-
tives with the free Green’s function.
B. Green’s functions and Ward identities in the
dual process
Because the duality transform (43) can be used to ab-
sorb the explicit time derivative from Eq. (51) or its gen-
eralizations, the generating functional possesses an equiv-
alent field theory to the one for the underlying process.
The observation made following Eq. (53), that duality
transposes the structure of the dynamical equations from
fields to their conjugates has the consequence that, for
Green’s functions, the block-diagonal form (72) is like-
wise transposed, resulting in a transposition from causal
to anti-causal response in the Green’s functions.
1. Anti-Keldysh form and anti-causality
In the tilted theory, after transformation to dual field
variables, the second-order action becomes
S =
∫
dτ
{
− (dτϕ†)ϕ+ ϕ†D˜τϕ− ϕ†∆˜τϕ†T /2} . (82)
For the two-state example, D˜τ = D
T
τ though this need
not be the case more generally. The variational condition
has the same form as Eq. (71) with D replaced by D˜ and(
φ†, φ
)
replaced by
(
ϕ†, ϕ
)
.
In order for the stationary-path backgrounds to van-
ish under the dual equations of motion, the expectation
of the outer product of fields must take the transposed
block-diagonal, or “anti-Keldysh” form
〈[
ϕ†
T
ϕ
]
τ
[
ϕ† ϕT
]
τ ′
〉
=
[
G˜K G˜A
G˜R 0
]
ττ ′
. (83)
The dual retarded and advanced Green’s functions are
the transposes of those in the un-tilted theory, reflecting
the fact that here D˜τ = D
T
τ .
1
2
〈[
ϕ′b + ϕ
′
a
ϕ′b − ϕ′a
]
τ
[ (
ϕ†b
′
+ ϕ†a
′
) (
ϕ†b
′ − ϕ†a
′
) ]
τ ′
〉
≡ G˜Rττ ′ = Θτ>τ ′
[
1
∫ τ
τ ′
dτ ′′e−(τ−τ
′′)xτ ′′
0 e−(τ−τ
′)
]
,
1
2
〈[
ϕ†b
′
+ ϕ†a
′
ϕ†b
′ − ϕ†a′
]
τ
[
(ϕ′b + ϕ
′
a) (ϕ
′
b − ϕ′a)
]
τ ′
〉
≡ G˜Aττ ′ = Θτ ′>τ
[
1 0∫ τ ′
τ dτ
′′e−(τ
′′−τ ′)xτ ′′ e
−(τ−τ ′)
]
. (84)
These Green’s functions still have the same causal structure with respect to ordering of the time-indices as their
counterparts (78), but as noted above, the dependence on x is shifted from the φ fields to the counterpart ϕ† fields.
As a result, the causal structure couples very differently to the expectations of operators, in the same way as the
mean value x¯τ switches from retarded dynamics (48) in the underlying stochastic process to advanced dynamics (54)
in the tilted generating functional.
A Ward identity equivalent to Eq. (80) for an arbitrary arbitrary operator 〈Oτ ′〉 in the dual variables is
0 =
[
δ/δϕ†
δ/δϕT
]
τ
〈
Oτ ′
[
ϕ† ϕT
]
τ ′′
〉
= 〈Oτ ′〉 Iδττ ′′ +
〈[
∂O/∂ϕ†
∂O/∂ϕT
]
τ ′
[
ϕ† ϕT
]
τ ′′
〉
δττ ′ −
[
0 dτ + D˜τ
−dτ + D˜Tτ 0
]〈
Oτ ′
[
ϕ†
T
ϕ
]
τ
[
ϕ† ϕT
]
τ ′′
〉
,
(85)
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and its solution is〈
Oτ ′
[
ϕ†
T
ϕ
]
τ
[
ϕ† ϕT
]
τ ′′
〉
=
[
G˜K G˜A
G˜R 0
]
ττ ′
〈[
∂O/∂φ†
∂O/∂φT
]
τ ′
[
φ† φT
]
τ ′′
〉
+ 〈Oτ ′〉
[
G˜K G˜A
G˜R 0
]
ττ ′′
. (86)
These Ward identities subsume all consequences of
FDTs for 2-field functional integrals, and the solu-
tions (78,84) demonstrating the shift from causality in
the underlying process to anti-causality in the dual gen-
erating functional extends the results of Sec. III from sta-
tionary points to general correlations. However, formula-
tions of FDTs may take many forms, and the “extended
FDT” for non-equilibrium steady states derived in [20]
appears quite different from the above formulae. We will
return in Sec. IVD to show how the Green’s function ex-
pansion can be used to evaluate the response to physical
perturbation of the boundary conditions, and how the
combination of the anticausality in the generating func-
tional, with the Ward identities resulting from internal
symmetry, can be used to produce another collection of
operator equivalences which are the extended FDTs.
C. Causal and anti-causal Green’s functions in
number fields
A derivation and comparison of the Green’s functions
in the action-angle variables of Sec. III D, for the un-
weighted distribution and the dual generating functional,
gives further insight into the coexistence of forward and
reverse-time propagation in all these functional integrals,
and the way it is harnessed under duality.
The number field corresponds to a bilinear operator in
φ† and φ, so it inherits both causal and anti-causal re-
sponses from their respective dynamics. The anticausal-
ity of the nominal distribution shown in equations (54,55)
results from changing the way forward and backward re-
sponses couple to changes in the physical boundary con-
ditions, within a block-diagonal matrix that retains over-
all Keldysh form.
Although the interpretation of the number fields is
more direct than that of coherent-state fields, the non-
linearity of the action-angle variable transformation (56)
converts the bilinear coherent-state action for a free field
theory into a more complicated form involving transcen-
dental functions in the number fields, which is more dif-
ficult to work with algebraically. Therefore we will com-
pute here only the set of terms directly responsible for
fluctuations in the number field.
The shift of integration variable that defines Green’s
functions for the number field is made in η (or respec-
tively, η˜) in the plain or dual variables. The two Ward
identities corresponding to the upper row in Eq. (71),
from variation of the actions (59) and (61) respectively,
are given by
0 =
δ
δητ
〈[
η n
]
τ ′
〉
=
[
1 0
]
δττ ′ −
〈[
(dτ + ch η + x sh η)n− (sh η + x ch η) N
2
]
τ
[
η n
]
τ ′
〉
=
[
1 0
]
δττ ′ −
〈[
−1
2
(N − 2n¯x) η′ + (dτ + ch η¯ + x sh η¯)n′
]
τ
[
η′ n′
]
τ ′
〉
,
0 =
δ
δη˜τ
〈[
η˜ n
]
τ ′
〉
=
[
1 0
]
δττ ′ −
〈[
(dτ + ch η˜ − x sh η˜)n− (sh η˜ − x ch η˜) N
2
]
τ
[
η˜ n
]
τ ′
〉
=
[
1 0
]
δττ ′ −
〈[
−1
2
(N − 2n¯x) η˜′ + (dτ + ch ¯˜η − x sh ¯˜η)n′
]
τ
[
η˜′ n′
]
τ ′
〉
. (87)
In the second line of each expression several simplifica-
tions are made. Terms involving fluctuations of N are
dropped, because N is constant. Stationary-path val-
ues, which are homogeneous solutions to the equations
of motion, are subtracted out to leave expressions for re-
mainders η′ ≡ η − η¯, n′ ≡ n − n¯, and η˜′ ≡ η˜ − ¯˜η, and
terms linear in fluctuations about the stationary paths
are also removed because by construction these have zero
mean. Finally, it can be checked to follow from the
stationary-path equation of motion, that the fluctuation
source term for (η′)
2
or (η˜′)
2
– this is the term from ∆τ
in the second-order expansion corresponding to Eq. (70),
which would be zero in coherent-state fields [46] but is
non-zero in action-angle variables [51] – takes the same
form − (N − 2n¯x) /2 in both the forward and reverse-
time solutions, though the functional form n¯ appearing
in this expression differs for the two solutions.
The formulae for the retarded and advanced Green’s
functions in the (η, n) sector are as for the coherent-
state system. The Keldysh Green’s functions for fluc-
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tuations in n in the two cases have the standard forms
GKττ ′ = G
R
ττ ′Mτ ′+MτG
A
ττ ′ , or G˜
K
ττ ′ = G˜
R
ττ ′M˜τ ′+M˜τ G˜
A
ττ ′,
only now the kernel functions M or M˜ satisfy the inho-
mogeneous equations
[dτ + 2 (ch η¯ + x sh η¯)]M =
1
2
(N − 2n¯x) ,
[dτ + 2 (ch ¯˜η − x sh ¯˜η)] M˜ = 1
2
(N − 2n¯x) (88)
(compare to Eq. (76) for coherent state fields).
Further solution details are worked out in App. E. The
important result for understanding the nature of anti-
causality in the dual generating functional is the form of
the Green’s functions in the dual theory,[
0 G˜A
G˜R G˜K
]
ττ ′
= Θτ>τ ′e
−(τ−τ ′) 1− x¯2τ
1− x¯2τ ′
[
0 0
1 M˜τ ′
]
+Θτ ′>τe
−(τ ′−τ) 1− x¯2τ ′
1− x¯2τ
[
0 1
0 M˜τ
]
,
(89)
in which M˜τ = N
(
1− x¯2τ
)
/4 from Eq. (E3), and x¯τ sat-
isfies Eq. (54). We return to use these forms in Eq. (94)
below.
D. Extended FDTs from the anticausality and
Ward identities of generating functionals
The term Fluctuation-Dissipation Theorem can refer
to multiple concepts that are related but that differ in
detailed form. In the original work of Einstein, and in
the Extended FDTs of Seifert and Speck [20], the goal
is to relate the response of a system to perturbations in
its physical boundary conditions or control parameters,
to the magnitude of its fluctuations in the absence of the
perturbation, which define a measure of susceptibility.
In 2FFI representations, including the Schwinger-
Keldysh time-loop for quantum mechanics and the DP
construction for stochastic processes, the presence of the
response fields places a layer of intermediate variables
between the operator that represents an external distur-
bance and the measure of the system’s response. The
advanced and retarded Green’s functions (72), written
as correlation functions between the observable and re-
sponse fields, give the response to any perturbation, and
these are related to the fluctuation spectrum through the
Keldysh relations (75,76). In 2FFI theories, these Ward-
identity relations are known as FDTs [46]. In this section
we relate them to the more familiar extended [20] and
generalized [58] FDTs usually derived from state-space
methods by working with the action SCrooks of Eq. (52).
Needless to say, the relations hold more generally beyond
any specific form of the action.
Starting from the action SCrooks of Eq. (52) in the orig-
inal field variables
(
φ†, φ
)
, we wish to compute the effect
of a perturbation in xτ on the expectation Oτ ′ , as in
Sec. IVA2. Although only the shift in the generating
matrix (46) is a “physical” perturbation in the boundary
conditions on the stochastic process, we vary the generat-
ing functional along the contour where the path-weight
factor remains matched to the generator, which means
varying µ˙
τ
and xτ in the second term in SCrooks as well.
The result is an expression for the variation of Oτ ′ as a
sum of two operator products, one with the variational
term from the Liouville operator and the other from the
path weight:
δ
δxτ
〈Oτ ′〉 = −1
2
〈
Oτ ′
(
φ†b − φ†a
)
τ
(φb + φa)τ
〉
+
d
dτ
{
1
1− x2τ
〈
Oτ ′
[
φ†bφb (1− x)− φ†aφa (1 + x)
]
τ
〉}
. (90)
In the second term we have used an integration by parts
to transfer the d/dτ from its original argument µ in
Eq. (52) to the expectation value.
Variation of xτ is not inherently a symmetry as the
shift of a dummy integration variable is, so it is not ap-
parent in the original variables
(
φ†, φ
)
that when τ < τ ′
the variation on the left-hand side of Eq. (90) is actually
identically zero. This is true, however, as a consequence
of anticausality of the Green’s functions in the generating
functional, and this observation gives us a way to com-
pute the first operator product on the right-hand side of
Eq. (90) in terms of the second.
Although the variation leading to Eq. (90) was per-
formed within a class of matched generating functionals,
in the particular case where xτ is constant, the back-
ground for µ˙ in the action (52) is zero, so both of the ex-
pectation values on the right-hand side of Eq. (90) must
also be those of the underlying stochastic process. Since
we have chosen the initial state ρ0 to be annihilated by
the generator (46), these expectations are those of a (non-
equilibrium or equilibrium) steady state. Relations of the
form (90) are the extended FDTs for non-equilibrium
steady states introduced by Seifert and Speck [20] (see
also Verley et al. [22, 23]). They fit within the class
of “generalized FDTs” defined by Polettini and Espos-
ito [58].
In the more general case, with xτ non-constant, the re-
lation (90) still holds, though now the expectation values
refer to those in the generating functional with µ˙ nonzero.
The total variation δ 〈Oτ ′〉 /δxτ remains zero even in the
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dynamical case – which is far from apparent in the orig-
inal variables – as a consequence of the memory-erasing
effect of the weighting term, and the anti-causal correla-
tion structure that results.
The duality transformation (43), together with the
Green’s function evaluations of Sec. IVB 1, provide a way
to show vanishing of the variation (90) and thus the ex-
tended FDT for steady states and its dynamical general-
ization. Variation with δxτ in the action (53) gives only
one term:
δ
δxτ
〈Oτ ′〉 = −1
2
〈
Oτ ′
(
ϕ†b + ϕ
†
a
)
τ
(ϕb − ϕa)τ
〉
, (91)
after which the Ward identity from Eq. (86) may be used
to evaluate the expectation in terms of a Green’s function
expansion,
〈
Oτ ′
(
ϕ†b + ϕ
†
a
)
τ
(ϕb − ϕa)τ
〉
= Θτ>τ ′e
−(τ−τ ′)
〈
∂O
∂
(
ϕ†b − ϕ†a
)
∣∣∣∣∣∣
τ ′
(
ϕ†b + ϕ
†
a
)
τ
〉
+Θτ ′>τ
〈
∂O
∂ (ϕb + ϕa)
∣∣∣∣
τ ′
(ϕb − ϕa)τ
〉
.
(92)
There is the potential for coupling with either ordering of τ and τ ′, because both retarded and advanced Green’s
functions make a contribution. However, if the second term on the right-hand side of Eq. (92) is evaluated in a
Green’s function expansion of ∂O/∂ (ϕb + ϕa), there is no contribution for τ < τ ′ by Eq. (84). Therefore (ϕb − ϕa)τ
is evaluated at its stationary-point value, which by Eq. (D18) and the initial conditions (D8) is zero. In this way the
“anti-causality” of what we have termed the nominal distribution in Sec. III C 2 is extended to correlation functions
of arbitrary observables. Variation of the parameters in the Liouville operator (x in the examples) at times τ earlier
than the support τ ′ of some observable O cannot be propagated to O because they are only carried on the ϕ† fields,
which propagate them only to times earlier than τ .
1. For free theories, short-cuts using the background fields
For a free theory, where the stationary path is also the exact mean, the result of a variation δxτ can be computed
directly by computing the dependence of Oτ ′ on the shifted stationary path. In the dual generating functional in
variables
(
ϕ†, ϕ
)
, the result is
δ 〈Oτ ′〉 = ∂ 〈Oτ
′〉
∂
(
ϕ¯†b − ϕ¯†a
)
τ ′
δ
(
ϕ¯†b − ϕ¯†a
)
τ ′
+
∂ 〈Oτ ′〉
∂(ϕ¯b + ϕ¯a)τ ′
δ(ϕ¯b + ϕ¯a)τ ′
=
∂ 〈Oτ ′〉
∂
(
ϕ¯†b − ϕ¯†a
)
τ ′
Θτ>τ ′e
−(τ−τ ′)
(
ϕ¯†b + ϕ¯
†
a
)
τ
δxτ +
∂ 〈Oτ ′〉
∂(ϕ¯b + ϕ¯a)τ ′
Θτ ′>τ (ϕ¯b − ϕ¯a)τδxτ
=
∂ 〈Oτ ′〉
∂
(
ϕ¯†b − ϕ¯†a
)
τ ′
Θτ>τ ′e
−(τ−τ ′)2δxτ . (93)
The second and third lines use solutions for ϕ¯† and ϕ¯ from App. D4, recovering the advanced and retarded decay
terms of Eq. (92), including vanishing of the second term for τ < τ ′.
Writing out the extended FDT directly in number fields clarifies the way in which a shift from causality to anti-
causality is accomplished by a change in the way terms couple to boundary conditions. The same steps that lead to
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Eq. (93), starting from the action (61), lead to
δ
δxτ
〈Oτ ′〉 = −
〈
Oτ ′
[(
1 + eη˜
)(N
2
− n
)
− (1 + e−η˜)(N
2
+ n
)]〉
≈ 2 [ −N2 (1 + ch ¯˜ητ ) ]
〈[
η˜′
n′
]
τ
[
η˜′ n′
]
τ ′
〉[
∂O/∂η˜
∂O/∂n
]
τ ′
= 2
[
−N2 2(1−x¯2τ )
]〈[
η˜′
n′
]
τ
[
η˜′ n′
]
τ ′
〉[
∂O/∂η˜
∂O/∂n
]
τ ′
= 2
[
−N2 2(1−x¯2τ )
]{
Θτ>τ ′e
−(τ−τ ′) 1− x¯2τ
1− x¯2τ ′
[
0 0
1 M˜τ ′
]
+Θτ ′>τe
−(τ ′−τ) 1− x¯2τ ′
1− x¯2τ
[
0 1
0 M˜τ
]}[
∂O/∂η˜
∂O/∂n
]
τ ′
(94)
In the first line, the stationary-path part of the term in
square brackets is zero by the equations of motion, and
≈ in the second line indicates the leading expansion to
second order in fluctuations, the same order to which
we have expanded Green’s functions in the action-angle
variables.
The only nonzero term in the Green’s function at τ ′ >
τ in the last line is orthogonal, by Eq. (E3), to the vector[ −N/2 2/ (1− x¯2τ ) ] in Eq. (94), ensuring that for τ <
τ ′ δ 〈Oτ ′〉 /δxτ = 0. In the particular case that O =[
η˜ n
]
, Eq. (94) recovers the variation of the stationary
path for τ > τ ′,
δ ¯˜ητ ′
δxτ
=
2
1− x¯2τ ′
e−(τ−τ
′),
δn¯τ ′
δxτ
=
N
2
e−(τ−τ
′). (95)
The sensitivity of the response field in the first line in-
cludes the measure term 1 − x¯2τ ′ that we first saw in
the backward propagation of final-time tilting weights in
Eq. (50).
The anti-causality of correlation functions demon-
strated in this section extends to more general non-linear
rate laws, by using the Wick expansion of higher-order
perturbations about the stationary-path background,
wherever the perturbation series converges.
V. DUALITY BEYOND TIME REVERSAL
We now show how the constructions of the previous
sections can be applied at the level of the CRN frame-
work of Sec. II E. The main new observation is the way
duality transformation for systems with non-linear rate
laws (corresponding to non-“free” field theories) general-
izes the operation of transposing the kernel of the Liou-
ville operator that was exhibited in Eq. (53).
A. Dualizing about steady states under the
transition matrix
As we noted in Sec. II E, the adjacency matrix Ak on
the complex network defines the relevant concept of a
graph Laplacian for stochastic processes on CRNs. Act-
ing on this network with a suitable topology-preserving
transformation exchanges the roles of observable and re-
sponse fields in the DP functional integral.
Since we will define duality transforms about steady
states of the generator (27) with strictly positive species
counts, we mention first the conditions under which such
solutions are ensured to exist. The Feinberg deficiency-
zero criterion [39, 62] is a sufficient condition as long
as all rate constants in Ak are nonzero. Steady states
may exist for a much wider range of CRNs than these,
but their existence can then depend quantitatively on the
rate constants.
Let n∗ denote the vector of steady-state numbers for
n under the stochastic process with the topological adja-
cency matrix Atop from Eq. (B2). By this choice of ref-
erence matrix, ψY i(n
∗) = const. is always a right eigen-
vector of Atop, so we may choose n∗ ≡ 1 ⇒ ψY i(n∗) =
1; ∀i[86].
Let n denote the steady state under the stochastic pro-
cess with matrix Ak from Eq. (B1). Whenever all np > 0,
the appropriate generalization of Eq. (43) to the more
general CRN is
φp ≡
(
np
n∗p
)
ϕp,
φ†p ≡
(
n∗p
np
)
ϕ†p. (96)
The evaluation of the Liouville operator (28) in dual fields
gives
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ψTY
(
φ†
)
Ak ψY (φ)
= ψTY
(
φ†
) ∑
(i,j)
(wj − wi) kjiwTi ψY (φ)
= ψTY
(
ϕ†
)
[diag (ψY (n
∗) /ψY (n))]
∑
(i,j)
(wj − wi) kjiwTi [diag (ψY (n) /ψY (n∗))] ψY (ϕ)
≡ ψTY
(
ϕ†
) ∑
(i,j)
wik˜ij
(
wTj − wTi
)
ψY (ϕ)
≡ ψTY
(
ϕ†
)
A˜k ψY (ϕ) . (97)
Here [diag (v)], for a vector v ≡ [vi], denotes the diagonal
matrix with ith entry vi. In passing from the third to the
fourth line of Eq. (97), we have used the fact that∑
(j|i)
k˜ji =
∑
(j|i)
k˜ij (98)
implied by ψY i(n
∗) = 1; ∀i. A˜k is the rate matrix for
the dual process, defined from the fourth line in terms of
dual rate constants k˜ij .
The change coming from the kinetic term when the
action (26) is written in dual variables is
− (dτφ†p)φp = − (dτϕ†p)ϕp + dτ lognpϕ†pϕp, (99)
and the term involving dτ lognp is the one that must be
subtracted by a path-weighting function to cause the ob-
servable and response fields to exchange roles. Note that
this term – the path-integral version of the time deriva-
tive of the log-density function of Hatano and Sasa [15]
– is defined entirely from the overlap (φτ−δτ | φτ ) of the
coherent states between insertions of the Peliti represen-
tation of unity (24) at adjacent times. In the case of
detailed balance as with the 2-state example, it becomes
the excess work of Crooks [10].
The action for the dual generating functional,
SCrooks =
∫
dτ
{− (dτφ†)φ+ ψTY (φ†)Ak ψY (φ)− φ† [diag (dτ logn)]φ}
=
∫
dτ
{
− (dτϕ†)ϕ+ ψTY (ϕ†) A˜k ψY (ϕ)} , (100)
is the general memory-erasing form for stochastic CRNs.
For the two-state model, it recovers the forms (52,53).
B. Similarity transforms on the complex network
and on the state space
Fig. 1 summarizes the parallel action of the adjoint
dualization transform on the adjacency matrix Ak and
the transition rate matrix T. The fixed set of reactions
among complexes generate the full matrix of transition
rates among states. As we note in [55, 56], the step of
interposing complexes between chemical species and re-
action events, thus placing stoichiometric constraints be-
tween species and complexes, rather than between species
and reactions directly, allows the complex matrix to be-
have as an ordinary directed network for a random walk.
Therefore the vector of 1s on complexes i annihilates Ak
on the left, as the vector of 1s on states n annihilates T
on the left in Eq. (12).
Under adjoint dualization, both matrices are similar-
ity transformed by rescaling, Ak with a vector of com-
plex activities ψY (n), T with the vector of probabilities
ρ in which those activities would be observed. The ad-
joint adjacency matrix A˜k generates the adjoint transi-
tion rates among states. In systems with detailed bal-
ance, A˜k = A
T
k , and thus both Ak and T are self-adjoint.
Details are provided in App. F. Self-duality of the Liou-
ville operator for networks with detailed-balance equilib-
ria is similar to Hermiticity of the Hamiltonian for sys-
tems with microscopic reversibility.
We see both why nonlinear CRNs can transform as
simply as linear processes under dualization, and also
that the adjoint construction from Eq. (97) is much sim-
pler than would be expected from the general transfor-
mation (9). The former is true because the adjacency
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Complexes States
generates
adjoint
dualization
FIG. 1: The adjacency matrix Ak and the one-step transition
matrix T under dualization. The fixed matrix Ak generates a
transition matrix T of rank equal to that of the state space.
Dualization to form the adjoint generating functional acts on
both matrices by a rescaling similarity transform. For the
adjacency matrix, the scale factor is a function of average
numbers, and for the transition matrix it is the vector of state
probabilities.
matrix transforms as an ordinary graph Laplacian for
linear or non-linear processes; all complexity is cordoned
off in the estimates of n. Note, however, that whereas
the transition matrix is transformed by all components
of ρ, Eq. (97) is defined from simple products of the P
components of the mean number vector n. Exact calcu-
lation of n formally depends on calculation of ρ, because
in general moment hierarchies do not truncate [55, 56].
However, approximate or parametric inversions based on
mean values are simpler and more robust than those that
require explicit estimation of all moments.
The condition that assures many of the stronger simpli-
fications among fluctuation theorems – principle among
them the equivalence of the backward and the adjoint
versions of duality – is detailed balance. The simplifi-
cation associated with the similarity transforms we have
just exhibited for CRNs – that the low-dimensional in-
formation in the scale factors ψY (n) contain all the in-
formation in the densities ρ – is the weaker condition of
complex balance. For complex-balanced steady states,
the distributions are products of Poisson distributions
on individual nk, or sections through such products, and
ψY (n) = 〈ΨY (n)〉ρ, a result known as the Anderson-
Craciun-Kurtz theorem [67].
C. Worked examples
We close with a pair of worked examples to show how
dual graphical models characterizing the propagation of
information in the response fields are derived from the
graphical models of the underlying stochastic process.
1. A simple cycle with no dynamical reversibility
The first example is a 3-cycle of purely irreversible
events, with two of the complexes involving pairs of
particles. The reaction schema (with generally time-
dependent rate constants) is
A
k1⇀ 2B
2B
k2⇀ 2C
2C
k3⇀ A. (101)
The rate matrix written explicitly is
Ak =

 −k1 0 k3k1 −k2 0
0 k2 −k3

 , (102)
and the stoichiometric matrix is
Y =

 1 0 00 2 0
0 0 2

 , (103)
in terms of which the stationary-path equation of motion
for the field φ becomes
0→ dτφ+ Y AkψY (φ)
= dτφ+ Y

 −k1 0 k3k1 −k2 0
0 k2 −k3



 ψA(φ)ψ2B(φ)
ψ2C(φ)

 . (104)
The vector of complex activities on the non-
equilibrium steady-state solution is given by
 ψA(n)ψ2B(n)
ψ2C(n)

 ≡

 nAn2B
n2C

 ∝

 1/k11/k2
1/k3

 . (105)
From this, the steady-state concentrations can be com-
puted, and the duality transform (96) becomes
φA ≡ ϕA
k1
φB ≡ ϕB√
k2
φC ≡ ϕC√
k3
φ†A ≡ k1ϕ†A φ†B ≡
√
k2ϕ
†
B φ
†
C ≡
√
k3ϕ
†
C . (106)
The adjacency matrix in the dual generating functional,
from Eq. (97), is then
A˜k =

 −k1 0 k1k2 −k2 0
0 k3 −k3

 . (107)
In the dual theory, the stationary-path background for
the observable field ϕ is given by ϕ¯ ≡ 1. We write the
stationary-path equation of motion for the response field
in its transpose form, for the sake of comparison to the
un-weighted equation of motion (104), as
0 = −dτϕ†T + ∂ψ
T
Y (ϕ)
∂ϕT
A˜
T
k ψY
(
ϕ†
)
→ −dτϕ†T + Y

 −k1 k2 00 −k2 k3
k1 0 −k3



 ψA
(
ϕ†
)
ψ2B
(
ϕ†
)
ψ2C
(
ϕ†
)


(108)
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If the adjacency matrix had admitted a detailed-
balance solution, then by Eq. (F8), Eq. (108) would
simply have described the process of Eq. (104) with a
mirror-image trajectory for the rate constants. In this
fully-irreversible model, the graphs for the original pro-
cess, and for the dual process, shown in Fig. 2, exhibit
two further features. In the dual process, the only ele-
mentary moves are the opposites of those in the underly-
ing process. The positions of the rate constants are also
moved to different links in the graph, as well as their
time-courses’ becoming mirror images.
k1
k2
k3
A
2B
2C
k1
k2
k3A
2B
2C
FIG. 2: Left graphic: original CRN with simple cycle. Right
graphic: dual CRN that propagates the inference field.
2. An example in which a cycle co-occurs with symmetric
bi-directional links
The second example combines the irreversible cy-
cle of the previous example with a conventional
microscopically-reversible sub-network, to show that du-
ality is not always as simple as shuffling rate constants
on an existing complex network.
The reaction schema is
A
k1⇀ 2B
2B
k2⇀ 2C
2C
k3⇀ A
2B
k4
⇌ D
2C
k4
⇌ D, (109)
and the rate matrix written explicitly is
Ak =


−k1 0 k3 0
k1 − (k2 + k4) 0 k4
0 k2 − (k3 + k4) k4
0 k4 k4 −2k4

 . (110)
The powers of species activities appearing in the
complex-activity vector ψ(n) on the non-equilibrium
steady state may be solved as

nA
n2B
n2C
nD

 ∝


(2k2 + k4) /2k1k2
(2k3 + k4) /2k2k3
(2k2 + k4) /2k2k3
(k2 + k3 + k4) /2k2k3

 (111)
The rate constants in the dual matrix A˜k now have
a more complex form, shown on the complex-network
graphs for the original and dual processes in Fig. 3. The
graphs refer to writing the equation of motion for the
response field transposed, as in the previous example. All
but one of the dual reaction rates are non-trivial functions
of the equilibrium across the network.
k4
k4
k4
k4
k1
k2
k3
DA
2B
2C
k3
2k2 + k4
2k3 + k4
k2
2k3 + k4
2k2 + k4
k4
2k3 + k4
k2 + k3 + k4
k4
2k2 + k4
k2 + k3 + k4
k4
k2 + k3 + k4
2k2 + k4
k4
k2 + k3 + k4
2k3 + k4
k1
DA
2B
2C
FIG. 3: Top graphic: original CRN with both a totally
asymmetric loop and a totally-symmetric conversion. Bottom
graphic: dual CRN with respect to the canonical CRN on the
same topology (see development in the text). The dual graph
now has structural asymmetry in the two-directional rates
connected to complex D, emphasized by distinguishing their
arcs.
VI. CONCLUDING REMARKS
The substitution of measures on trajectories to pro-
duce an expression of the form EP (P
∗/P ) ≡ 1 is a tau-
tology; particular classes of such transformations rise to
significance when they are identified by an interpretation
linking a class of measurements. The use of the under-
lying measure on reversed trajectories was the first such
group to be extensively developed in fluctuation theo-
rems [5, 6, 9, 10]; its interpretation was time reversal and
it linked work along paths with total entropy production.
The entropy produced in the bath is the equilibrium en-
tropy by the local-equilibrium assumption. The entropy
in the explicitly resolved stochastic process is still the
usual Shannon form. It would become an equilibrium
entropy if the system were held in a fixed state by an
external boundary condition, as it is momentarily held
in that state by the waiting time for transitions in the
stochastic process.
Hatano and Sasa [15] showed that the underlying mea-
sure is not the only one with a fluctuation-theorem in-
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terpretation, and even if it exists, it may not be a useful
measure for questions involving nonequilibrium systems.
However, they provided an alternative in the adjoint mea-
sure. Its interpretation is the reversal of probability cur-
rents in the instantaneous steady-state distribution, and
it links the quantity identified by Oono and Paniconi [18]
as housekeeping heat, with the change in Shannon en-
tropy of these steady states. Housekeeping heat is still
defined in terms of a near-equilibrium approximation for
the bath, making this interpretation of the adjoint fluctu-
ation theorem somewhat contingent on the system [26].
We have therefore developed the adjoint fluctuation the-
orems in terms that are independent of any external ther-
modynamic interpretations of the rate constants, empha-
sizing instead generating functionals, memory erasure,
and inference, and we have developed some of the conse-
quences for correlation functions at the level of generality
of stochastic CRNs.
We would like to regard the two measures studied so far
as two early cases within a more general duality concept
captured by fluctuation theorems. One can imagine de-
signing adjoint transformations to yield measures of other
aspects of non-equilibrium structure, as the Hatano-Sasa
construction measures changes in system Shannon en-
tropy under a Langevin equation, using excess heat. We
hope that a generating-functional framing is helpful in
developing that generalization systematically.
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Appendix A: Definitions, notation, and standard
constructions for the Doi-Peliti generating functional
Here we briefly review the operator-algebra construc-
tion of Doi [42, 43] for moment-generating functions, and
the Peliti coherent-state expansion [44, 45] that creates a
functional-integral representation of extended-time gen-
erating functions and functionals. More didactic reviews
may be found in [51, 63, 64].
1. The Doi operator algebra construction
Following the notations (18) to represent complex ar-
guments and their partial derivatives as raising and low-
ering operators, with the operator commutator (19), the
Doi algebra [42, 43] defines a Hilbert space of generat-
ing functions and an inner product that corresponds to
projection. These are written as right and left “ground
states”, with the correspondences
1→ |0)
∫
dPz δP (z)→ (0| . (A1)
A moment-generating function is a polynomial in the
components of z multiplying the number 1, which in the
Doi algebra is the action of a polynomial of the raising
operators acting on the left ground state. Each monomial
is a basis vector for this space,
P∏
p=1
znpp × 1→
P∏
p=1
a†p
np |0) ≡ |n) ; (A2)
the basis vectors are termed number states.
Under the mapping (A2) the analytic function Φ(z)
becomes a state vector |Φ), given by
Φ(z) =
∑
n
ρn
P∏
p=1
znpp × 1→
∑
n
ρn |n) ≡ |Φ) . (A3)
All number states have unit normalization in an inner
product known as the Glauber norm, given by
(0| e
∑
p ap |n) = 1, ∀n. (A4)
As a consequence, the Glauber norm of each generating
function is simply the trace of the underlying probability
density:
(0| e
∑
p ap |Φ) =
∑
n
ρn = 1. (A5)
The Doi algebra may be seen simply as a way to use
integration and δ-functions to change the variable argu-
ment of a generating function from a complex argument
z to a formal argument a†. The compact notation it pro-
vides for an inner product becomes very convenient when
an evolving generating function must be projected onto
a basis at each of a large sequence of time intervals, as is
done to integrate the equations of motion. The inverse
transform, from variables a† back to analytic argument
z, is given by the inner product Eq. (21) in the text, of
which the Glauber norm (A5) is a special case.
2. The Peliti coherent-state expansion and path
integral
In the Doi Hilbert-space representation, time evolu-
tion (20) is formally reduced to quadrature by exponen-
tiation in the Liouville operator:
|ΦT ) = Te−
∫
T
0
dτLτ |Φ0) . (A6)
Here the subscript Lτ indicates that the parameters in
L may be explicit functions of time, and T stands for
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time-ordering of the exponential, written as a product of
terms over successive small time slices.
The 2FFI representation introduced by Peliti [44, 45]
provides a way to evaluate the quadrature (A6) by ex-
panding the arbitrary evolving generating function in
a basis of coherent states, which were introduced in
Eq. (22). Coherent states are eigenstates of all coeffi-
cients in the lowering operator:
ap |φ) = φp |φ) . (A7)
A sequence of insertions of the representation of
unity (24), formed from the outer product of left and
right coherent states (projection operators and their con-
jugate generating functions), defines a skeletonized func-
tional integral, in which the values of φ and φ† at each
time become field-variables of integration. In the con-
tinuum limit defined by letting the spacing between in-
sertions δτ → 0, the functional measure of integration is
denoted and defined as
∫ T
0
Dφ†Dφ ≡ lim
δτ→0
T/δτ∏
k=0
∫
dpφ†kδτd
pφkδτ
πp
. (A8)
From the quadrature (A6), the insertion of this skele-
tonized measure, with Eq. (21) used to change variable
back from a† to a complex surface argument z, produces
the functional integral representation (25) for the gener-
ating function of the time-dependent density ρ evolved
from time τ = 0 to time τ = T .
Appendix B: The Feinberg decomposition for
stochastic CRNs
The main feature in our use of Doi-Peliti representa-
tions for stochastic Chemical Reaction Networks is a de-
composition due to Feinberg [39, 62], which recognizes
complexes as formal objects distinct from species, and
factors the representation of reactions into independent
events that occur on the complex network, and stoichio-
metric relations that connect removal or addition of a
complex to removal or addition of a set of species. The
complex network can be represented by an ordinary di-
rected graph, and the stochastic process on this network
is equivalent to a simple random walk on this graph.
The stoichiometric relations are represented by links of
a distinct type, giving a way to represent the multi-
hypergraph of the CRN with a bipartite ordinary graph,
with two kinds of nodes (species and complexes) and two
kinds of links (reactions and stoichiometric connections).
The work of Feinberg typically represents only the com-
plex network explicitly, and we follow this convention in
Sec. VC. Elsewhere [55, 56, 68] we have used the bi-
partite graph representation to more fully represent the
multi-hypergraph.
To obtain a representation for the transition matrix of
a stochastic CRN, we begin with a matrix representation
for the adjacency/rate structure on the complex network:
Ak ≡
∑
(i,j)
(wj − wi) kjiwTi . (B1)
Here i and j index complexes, and the ordered pair (i, j)
indexes a reaction from complex i to complex j. We will
later assign a probability of formation to each complex
in state n, and imagine these probabilities written as a
column vector indexed by i. wi is then a vector which
is an indicator function with value 1 at index i, and wTi
is a transpose which selects the formation probability at
complex i. The parameter kji is the rate constant for
complex i, if formed, to be converted to complex j.
An important theorem for CRNs [39, 62] is that the
existence and uniqueness of steady states of the time evo-
lution (1) is for some cases determined by the topology
of the adjacency matrix, independent of its rate struc-
ture as long as the rates are nonzero. We will represent
the topology by referring to an adjacency matrix with all
rates set (arbitrarily) to unity, denoted by
A
top ≡
∑
(i,j)
(wj − wi)wTi . (B2)
For the simple case where complexes are formed from
species by sampling without replacement in a well-mixed
reactor (the only case we will develop here; some more
general cases are considered in [67]), the probability to
form complex i is given by a truncated factorial of the
species numbers {np}, which we denote by the function
ΨY i(n) ≡
∏
p
np!(
np − yip
)
!
. (B3)
Here the yip are non-negative integer-valued stoichio-
metric coefficients, giving the number of members from
species p that form complex i.
In the Doi algebra, the operator that will produce the
combinatorial factor (B3) for complex i when acting on
a number state |n), and the conjugate operator that will
create the particles in complex i, are both given by the
same function taking respectively a and a† as arguments.
We denote these by
ψY i(a) ≡
∏
p
a
yip
p , ψ
i
Y
(
a†
) ≡∏
p
a†
yip
p . (B4)
In the transition matrix, when complex i is consumed and
complex j is produced, the generator T adds probability
to the state |n) from the state ∣∣n + yi − yj), for which
each np is offset to np + y
i
p − yjp. The shift operator that
produces the index offset np → np + yi is also given by
ψY i
(
e∂/∂n
)
≡
∏
p
ey
i
p∂/∂np = ey
iT ∂/∂n. (B5)
Here yi ≡ [yip] is a column vector with components yip,
and yi
T
is its transpose, forming an inner product with
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the vector ∂/∂n ≡ [∂/∂np]. The complementary shift
operator for np → np − yj is ψY j
(
e−∂/∂n
)
, and the two
operators commute.
From these definitions, the expression (27) for the tran-
sition matrix and (28) for the Liouville operator follow.
Appendix C: Importance Sampling and relations to
saddle-point methods
Here we review basic concepts and terms associated
with Importance Sampling, which are helpful in inter-
preting the roles and meanings of the observable and re-
sponse fields in DP functional integrals. Although there
is no process identical to sample estimation in the 2FFI
representation, many of the same criteria and interpre-
tations apply to stationary-point expansions, which are
a type of saddle-point approximation. In the interest of
brevity, we simplify from the general notation of the text
for binomial distributions, and assign reduced names for
distribution parameters.
1. Altering the performance of sample estimators
by Importance Sampling
Consider the problem of estimation by sampling a vari-
able n ∈ 0, . . . , N from a binomial distribution with pa-
rameter p:
ρn = p
n(1− p)N−n
(
N
n
)
. (C1)
Expectations in ρ are defined as in Eq. (14).
Sample estimation may perform poorly if the support
of the observable O falls outside the range where ρ pro-
duces many samples; or if the mean depends on an inter-
action between the shape of O and the shape of ρ, as is
often the case if ρ must be sampled in a “tail”.
It may be possible to mitigate both problems by draw-
ing samples, not from the original distribution ρ, but
rather from a tilted distribution ρ˜. In order to obtain an
unbiased estimator for the mean, the observable O must
be multiplied by a weight function that compensates for
the tilt of the sample distribution. The key observa-
tion behind the protocol known as Importance Sampling
(IS) [54] is that the tilt may be chosen so that sample
values of the weighted observable cluster closer to their
mean than did those of the unweighted observable. If the
binomial parameter p is tilted to a new parameter q, the
expectation (14) becomes
〈O〉 =
N∑
n=0
(
p
q
)n(
1− p
1− q
)N−n
Onqn(1− q)N−n
(
N
n
)
≡
N∑
n=0
O˜nqn(1− q)N−n
(
N
n
)
≡
N∑
n=0
O˜nρ˜n. (C2)
The tilted density ρ˜ is termed the importance distribu-
tion, and the residual correction factor that converts O
into O˜ is termed the likelihood ratio. The original den-
sity ρ is termed the nominal distribution. The likelihood
ratio under an exponential tilting is also known as the
Radon-Nikodym derivative of the map from the nominal
probability measure ρ to the importance measure ρ˜.
Suppose, for instance, that On = ϕn for some constant
ϕ. Then if we choose
q =
ϕp
1− p+ ϕp, (C3)
the likelihood-weighted observable
O˜n =
(
1− p
1− q
)N(
p (1− q)ϕ
q (1− p)
)n
=
(
1− p
1− q
)N
× 1n
= (1− p+ ϕp)N = 〈O〉 , (C4)
at all n. Whereas the values of the original observable
On are dispersed in n, and the shape of ρn is needed to
compute the mean from them, the values of O˜n are tightly
compressed around the mean (here, they are perfectly
collapsed onto it), and the shape of ρ˜n does not matter.
2. Use of tilting in saddle-point methods
The criterion of minimizing variance in sample-
estimation is related to approximation procedures such
as saddle-point expansions, for which exponential tilting
also is commonly employed [53]. For the same distribu-
tion ρ and exponential observable On = ϕn, the leading
exponential dependence in the sum (14) defining 〈O〉 is
given by
− 1
N
log (Onρn) ∼ n
N
log
(
n
Npϕ
)
+
N − n
N
log
(
N − n
N (1− p)
)
,
(C5)
(where ∼ indicates the omission of higher-order correc-
tions in the Stirling formula for factorials).
The saddle point of the argument in Eq. (14) is the
value n¯ where d log (Onρn) /dn = 0, given by
n¯
N − n¯ =
pϕ
1− p . (C6)
Thus n¯/N = q from Eq. (C3), the same saddle-point
value that would be obtained by approximating the tilted
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distribution ρ˜ alone. In the saddle-point approximation∑
nOnρn is replaced by the leading-exponential term
∑
n
Onρn ∼ On¯ρn¯ ≈ e−N log(
N−n¯
N(1−p)) =
(
1− n¯/N
1− p
)N
= 〈O〉 . (C7)
For this case, the optimal IS-tilt is the one that, in
stationary-point approximation, maximally insulates the
resulting observable O˜ from sample fluctuations, and in
complementary fashion brings the identification of the
saddle point to depend only on the importance distribu-
tion.
The duality transformation (43), which can be used to
absorb path weighting terms in the class of the NEWRs,
has exactly the effect of exchanging a Radon-Nikodym
derivative between an observable field that behaves as the
mean of an importance distribution, and a response field
that carries a complementary likelihood ratio. When the
path weighting is done in such a way that the stationary
points of either the observable or the response field be-
come fixed points of the forward or backward equations
(respectively, in the dual or the original variables), it has
the effect of maximally separating the values of one field
from the distribution dynamics of the other, as seen in
the above example.
Appendix D: Supporting algebra for elementary
stationary-path solutions
This appendix provides supporting algebra for the
stationary-point evaluations of the four free field theo-
ries introduced in Sec. III. We keep surface arguments
zaT and zbT and their variations explicit whether they
are ∼ O(δτ0) or 1 + O(δτ). The four cases are con-
trasted according to whether the absence or presence of
dynamics (respectively) preserves or dissipates the termi-
nal values of stationary paths, and according to whether
(by duality transformation) the response fields or observ-
able fields are fixed points of the respective backward and
forward equations.
1. Identity path-integral at a single time, followed
by discrete tilting
The first variational derivatives in the action (40) lead
to stationary-path conditions for φ† of
dτ φ¯
†
a = 0, dτ φ¯
†
b = 0. (D1)
The surface terms at τ = T from variation of φ set the
boundary values of φ¯† equal to the arguments
(φ¯†a)T = za, (φ¯
†
b)T = zb. (D2)
The stationary-path conditions for φ are likewise
dτ φ¯a = 0, dτ φ¯b = 0. (D3)
Their boundary values are set by the variations of φ† at
τ = 0, to give
(φ¯a)0 =
∂ logψ0
∂(φ¯†a)0
=
N (1− x¯0)
(1− x¯0) (φ¯†a)0 + (1 + x¯0) (φ¯†b)0
,
(φ¯b)0 =
∂ logψ0
∂(φ¯†b)0
=
N (1 + x¯0)
(1− x¯0) (φ¯†a)0 + (1 + x¯0) (φ¯†b)0
.
(D4)
Because we have chosen to vary za, zb within the con-
tour (33), the denominators in Eq. (D4) equal 2 at all
values of zb − za. The solutions φ¯, φ¯†, and n¯ are then
constant at the values in Eq. (41).
2. Continuous tilting at a single time using a
2-field functional integral
Because the duality transform (43) converts the ac-
tion (42) into the stationary form (44), the variations are
the same as in the previous case except for their bound-
ary values. First variational derivatives give
dτ ϕ¯
†
a = 0, dτ ϕ¯
†
b = 0; (D5)
dτ ϕ¯a = 0, dτ ϕ¯b = 0. (D6)
The surface terms at τ = T from variation of the ϕ
fields set the response fields equal to the arguments
(ϕ¯†a)T = zaT
(
1− xT−δτ
)
(ϕ¯†b)T = zbT
(
1 + xT−δτ
)
= (1− xT ) , = (1 + xT ) . (D7)
The τ = 0 boundary values for ϕ¯ take a simple form due
to the duality transform because we have chosen x0 = x¯0:
(ϕ¯a)0 =
∂ logψ0
∂(ϕ¯†a)0
=
N
(ϕ¯†a)0 + (ϕ¯
†
b)0
,
(ϕ¯b)0 =
∂ logψ0
∂(ϕ¯†b)0
=
N
(ϕ¯†a)0 + (ϕ¯
†
b)0
. (D8)
Thus both ϕ¯ and ϕ¯† are constant at their boundary
values. In particular, n¯, which is an invariant under the
duality transform, is given by
n¯a = φ¯
†
aφ¯a = ϕ¯
†
aϕ¯a =
N
2
(1− xT ) ,
n¯b = φ¯
†
bφ¯b = ϕ¯
†
bϕ¯b =
N
2
(1 + xT ) . (D9)
Inverting the duality transform gives the τ -dependent
values for φ¯ and φ¯† of Eq. (45).
Note in particular, with reference to Eq. (36) that the
stationary values for the response fields correspond to
(φ¯†a)τ =
1− xT
1 − xτ
=
T∏
τ ′=τ+dτ
(
νaτ ′
νaτ ′−dτ
)
,
(φ¯†b)τ =
1 + xT
1 + xτ
=
T∏
τ ′=τ+dτ
(
νbτ ′
νbτ ′−dτ
)
, (D10)
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the values of the likelihood ratio from the IS decomposi-
tion of the tilted generating function.
3. Retarded time evolution under the un-tilted
stochastic process
The introduction of dynamics along the contour τ
changes the character of stationary paths by dissipating
the boundary data at τ = T (the weight variables za, zb)
and τ = 0 (the distribution parameter x¯0), and gradu-
ally substituting the influence of the rate parameter xτ
in the transition matrix (46). The observable fields are
evolved with retarded dynamics, and the response fields
with advanced dynamics. Unlike either of the single-time
weighting protocols, the nominal distribution – the dis-
tribution reported by n¯ – becomes a dynamical function
of τ , sensitive to both initial and final data as well as the
history of rates x.
Variation of the observable fields φ in the action Sdyn
from Eq. (47) gives advanced equations of motion for the
response fields with source x,
(−dτ + 1)
(
φ¯†b − φ¯†a
)
= 0,
−dτ
(
φ¯†b + φ¯
†
a
)
= x
(
φ¯†b − φ¯†a
)
. (D11)
The surface variation at τ = T again produces the as-
signments (D2). The solutions for these in terms of the
arguments za, zb of the generating function at time T are(
φ¯†b − φ¯†a
)
τ
= (zb − za) e−(T−τ),(
φ¯†b + φ¯
†
a
)
τ
= (zb + za) + (zb − za)
∫ T
τ
dτ ′e−(T−τ
′)xτ ′ .
(D12)
At za = zb = 1 we have the usual [63, 64] fixed-point
solutions φ¯†b = φ¯
†
a ≡ 1.
Variation of the response fields φ¯† fields gives the re-
tarded equations of motion for the observable fields
dτ
(
φ¯b + φ¯a
)
= 0,
(dτ + 1)
(
φ¯b − φ¯a
)
= x
(
φ¯b + φ¯a
)
, (D13)
and the variation at τ = 0 again gives the surface condi-
tions (D4).
The contour for variation of (za, zb) that preserves a
normalized generating function is no longer determined
only from the starting and ending values x¯0, xT , because
the fields φ¯† have an extended dependence on x. How-
ever, at whatever the value the integral in Eq. (D12) gives
at τ = 0, we can vary (za, zb) along the contour passing
through (1, 1) and holding the denominator in Eq. (D4)
fixed at 2. Then the solutions for the observable fields at
all times will be
φ¯b + φ¯a ≡ N,
φ¯b − φ¯a = Nx¯, (D14)
for x¯τ solving Eq. (48) and x¯0 = x0.
It can be shown that n¯b+ n¯a ≡ N at all times, while if
we write zb−za in terms of the displacement (n¯b − n¯a)T−
Nx¯T , then (n¯b − n¯a)τ is given by Eq. (50). If za = zb = 1,
the number fields as well as φ¯ obey
dτ (n¯a − n¯b) = − [(n¯a − n¯b)−Nx] . (D15)
4. Advanced time evolution under the
Crooks-tilted generating functional
When cumulative tilting is matched to the rate param-
eters in the transition matrix (46), we arrive at the same
final distribution as in the absence of dynamics, and even
the same sequence of stationary values for the observable
fields. The nominal distribution remains dynamical as in
the previous case, but instead of being a sum of terms
from the evolving distribution and a final weight factor,
it evolves with advanced dynamics from the final distri-
bution.
As for the single-time Green’s function with cumula-
tive tilting, the stationary-path solutions are most easily
solved in the dual variables. Starting from the action
SCrooks in Eq. (53), the equations of motion for the re-
sponse field are
−dτ
(
ϕ¯†b + ϕ¯
†
a
)
= 0,
(−dτ + 1)
(
ϕ¯†b − ϕ¯†a
)
= x
(
ϕ¯†b + ϕ¯
†
a
)
, (D16)
and the surface condition at τ = T is again given by
Eq. (D7).
(
ϕ¯†b + ϕ¯
†
a
)
is constant at its the terminal value
2, while
(
ϕ¯†b − ϕ¯†a
)
is solved by
(
ϕ¯†b − ϕ¯†a
)
τ
=
(
ϕ¯†b − ϕ¯†a
)
T
e−(T−τ) +
(
ϕ¯†b + ϕ¯
†
a
) ∫ T
τ
dτ ′e−(τ
′−τ)xτ ′
= (zbT − zaT )
(
1− x2T
)
e−(T−τ) +
(
ϕ¯†b + ϕ¯
†
a
)[
xτ +
∫ T
τ
dτ ′e−(τ
′−τ)∂τ ′xτ ′
]
. (D17)
When zbT = zaT , the first term in the second line of Eq. (D17) vanishes,
(
ϕ¯†b + ϕ¯
†
a
)
= zbT + zaT , and
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(
ϕ¯†b − ϕ¯†a
)
evolves under an advanced response to x, dual
in both time and field conjugation to the retarded re-
sponse that φ¯b − φ¯a shows in Eq. (D13).
The variation of response fields ϕ† gives the equations
of motion for the observable fields ϕ¯
(dτ + 1) (ϕ¯b − ϕ¯a) = 0,
dτ (ϕ¯b + ϕ¯a) = x (ϕ¯b − ϕ¯a) , (D18)
and again recovers the surface conditions (D8). Thus
ϕ¯b = ϕ¯a = N/2, independent of the trajectory x. The
observable field in the dual variables has become a fixed
point of its forward equation – the role played by the re-
sponse function (with respect to the backward equation)
in an unweighted time evolution of a plain distribution
as noted following Eq. (D12).
The components of the number field again satisfy n¯b+
n¯a = N at all times, but the difference value (n¯a − n¯b)
satisfies Eq. (55), with x¯ obeying the advanced equation
of motion (54) and x¯T = xT .
To compare the field interpretations to the non-
dynamical case with cumulative tilting, we convert back
using the duality transform (43), to obtain
1
2
(
φ¯†b + φ¯
†
a
)
τ
= 1− xτ
(1− x2τ )
∫ T
τ
dτ ′e−(τ
′−τ)∂τ ′xτ ′ ,
1
2
(
φ¯†b − φ¯†a
)
τ
=
1
(1− x2τ )
∫ T
τ
dτ ′e−(τ
′−τ)∂τ ′xτ ′ ,(
φ¯b + φ¯a
)
τ
= N,(
φ¯b − φ¯a
)
τ
= Nxτ . (D19)
By construction the observable fields are the same. For
the response fields, the quantity xT − xτ in Eq. (D10)
is replaced with the integral
∫ T
τ dτ
′e−(τ
′−τ)∂τ ′xτ ′ in
Eq. (D19).
Appendix E: Supporting algebra for Green’s
function computation in action-angle variables
The retarded and advanced Green’s functions for num-
ber fields are solutions to the inhomogeneous differen-
tial equations involving n′ in the second and fourth lines
of Eq. (87), corresponding to Eq. (73) in coherent-state
fields.
However, whereas the diffusion kernel Dτ in Eq. (73)
leads to the characteristic decay rate 1 (the lower-right
entry in Eq. (77)), the two decay rates appearing in the
second and fourth lines of Eq. (87) are non-obvious func-
tions of x and η¯ or ¯˜η, which evaluate respectively to
ch η¯ + x sh η¯ = 1,
ch ¯˜η − x sh ¯˜η =
(
1 + x¯2
)− 2x¯x
(1− x¯2)
= 1− dτ log
(
1− x¯2) . (E1)
The argument of the decaying exponential, which is
τ − τ ′ in Eq. (78) for coherent-state fields, remains τ − τ ′
for number fields in the un-tilted stochastic process, but
is replaced with the integral
Y˜ ττ ′′ ≡
∫ τ
τ ′
dτ ′′ (ch ¯˜η − x sh ¯˜η) = (τ − τ ′) + log
(
1− x¯2τ ′
1− x¯2τ
)
(E2)
in the tilted generating functional.
Using these in the equations (88) for the Keldysh ker-
nel, one can check that both are solved by the functions
M =
N
4
(
1− x¯2) , M˜ = N
4
(
1− x¯2) , (E3)
with the appropriate retarded solution (48) for x¯τ in the
case of M and the advanced solution (54) for x¯τ in the
case of M˜ . The quadrature form of Eq. (88) for the kernel
M˜ is
M˜τ = e
−2Y˜ τ
τ′M˜τ ′ +
∫ τ
τ ′
dτ ′′e−2Y˜
τ
τ′′
N
2
(1− x¯x)τ ′′ . (E4)
Collecting these evaluations together gives the expres-
sion (89) for the Green’s functions in the text.
Appendix F: Rate matrix and duality for
microscopically reversible systems
Microscopic reversibility requires that the rate matrix
have a form
Ak ≡
∑
〈i,j〉
(wj − wi)
(
kjiw
T
i − kijwTj
)
, (F1)
in which the rate constants can be expressed in terms of
single-complex and transition-state chemical potentials,
as
kji = e
−β
[
µ
〈ij〉
−µ
i
]
= e
−β
[
µ
〈ij〉
−
(
µ
i
+µ
j
)
/2
]
e
β
(
µ
i
−µ
j
)
/2
,
kij = e
−β
[
µ
〈ij〉
−µ
j
]
= e
−β
[
µ
〈ij〉
−
(
µ
i
+µ
j
)
/2
]
e
β
(
µ
j
−µ
i
)
/2
.
(F2)
Here the single-complex chemical potentials µ
i
are ex-
pressed in terms of the one-particle potentials µ
p
for each
species, and the stoichiometric coefficients, as
µ
i
≡
∑
p
yipµp. (F3)
〈ij〉 denotes the un-ordered pair of i and j, and µ
〈ij〉
denotes the single-complex transition-state free energy
(equal to a chemical potential in energy units) for the
reactions (ij) and (ji), the same in both directions un-
der the assumption that these are elementary reactions.
Eq. (F1) then becomes
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Ak ≡
∑
〈i,j〉
(wj − wi) e−β
[
µ
〈ij〉
−
(
µ
i
+µ
j
)
/2
] (
e
β
(
µ
i
−µ
j
)
/2
wTi − eβ
(
µ
j
−µ
i
)
/2
wTj
)
. (F4)
The detailed-balance equilibrium satisfies
np ∝ e−βµp , (F5)
from which (choosing the normalization for convenience),
the dual variables (96) become
φp ≡ e−βµpϕp,
φ†p ≡ eβµpϕ†p. (F6)
The complex activities in Eq. (97) then transform as
ψi(φ) = e
−βµ
iψi(ϕ) ,
ψi
(
φ†
)
, = eβµiψ†i
(
ϕ†
)
. (F7)
For the form (F1) of Ak, the rate matrix for the dual
complex network becomes
A˜k = A
T
k . (F8)
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