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Abstract
General Relativity is usually formulated as a theory with gauge invariance under the
diffeomorphism group, but there is a ‘dilaton’ formulation where it is in addition invariant
under Weyl transformations, and a ‘unimodular’ formulation where it is only invariant under
the smaller group of special diffeomorphisms. Other formulations with the same number of
gauge generators, but a different gauge algebra, also exist. These different formulations pro-
vide examples of what we call ‘inessential gauge invariance’, ‘symmetry trading’ and ‘linking
theories’; they are locally equivalent, but may differ when global properties of the solutions
are considered. We discuss these notions in the Lagrangian and Hamiltonian formalism.
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1 A circle of theories
Physical systems often admit different descriptions. We shall be concerned with a special aspect
of this, namely gauge theories which can be described as having larger or smaller gauge groups.
The question arises both in gravity and in Yang-Mills theories. We will only consider one
particular example, namely four different formulations of GR, where by GR we mean the theory
of gravity based on Einstein’s equations. Let us begin by listing these four formulations, then
we shall discuss reasons to prefer one over another.
1.1 EG
In Einstein’s standard formulation (which we call Einstein Gravity, or EG), gravity is described
by the dynamics of a metric gµν and the action is
SEG(g) = ZN
∫
ddx
√
|g|R where ZN = 1
16πG
. (1.1)
In the four-dimensional case ZN is one half of the squared reduced Planck mass M
2
P = (8πG)
−1.
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1.2 DG
We will call (conformal) Dilaton Gravity (DG) a reformulation of GR where in addition to the
metric there is a scalar field φ and the action is defined by SDG(g, φ) = SEG(g¯) where
g¯µν =
(
α
ZN
) 2
d−2
φ2gµν (1.2)
and α is a pure number. This action had been considered by Dirac in [1], motivated by Weyl’s
idea of allowing arbitrary units of length at each spacetime point [2]. For this reason one could
also read DG as ‘Dirac Gravity’.
Using the Weyl transformation properties of the curvature, the action becomes
SDG(g, φ) = α
∫
ddx
√
|g|φd−2 [R− 2(d− 1)φ−1∇2φ− (d− 1)(d− 4)φ−2(∇φ)2] . (1.3)
By construction, this action is automatically invariant under the Weyl transformations
gµν → Ω2gµν , φ→ Ω−1φ . (1.4)
For d = 4, (1.3) is the usual action for a conformally coupled scalar. In other dimensions, it is
more convenient to define φ = ψ
2
d−2 , so that (1.3) can be rewritten
S′DG(g, ψ) = α
∫
ddx
√
|g|
[
ψ2R− 4d− 1
d− 2ψ∇
2ψ
]
. (1.5)
In this case Weyl transformations act by ψ → Ω− d−22 ψ.
These actions are properly Weyl-invariant, not just invariant up to total derivatives. They
have the right sign if we think of them as actions for gravity, but the wrong sign if we think of
them as actions of a scalar field. In the latter case it is customary to normalise the kinetic term,
leading to the choice
α =
d− 2
8(d− 1) . (1.6)
Also, in this case one usually integrates by parts the kinetic term. If we do this and neglect the
total derivatives, then the action is only invariant up to a total derivative. In the following we
will assume that such integrations can always be done, i.e. we will discard all boundary terms.
1.3 UG
Unimodular Gravity (UG) [3–7] is a theory where the determinant of the metric is fixed. Usually
one just chooses
√|g| = 1. This condition, however, restricts the allowed coordinate systems
and furthermore is incompatible with the choice of dimensionless coordinates that we find to be
often desirable. We thus define UG by the condition
√
|g| = ω , (1.7)
where ω is a fixed scalar density of weight one. Locally any scalar density can be transformed
into any other by a diffeomorphism, so (1.7) is almost entirely a gauge statement. However,
the total four-volume (when finite) is Diff -invariant and hence in principle observable, so the
statement
V√
|g|
(M) = Vω(M) ,
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which is obtained by integrating (1.7) over the spacetime manifold M , is a genuine physical
constraint. This global difference between EG and UG leads to a different role of the cosmological
constant, which appears in UG as an integration constant for each solution, rather than a fixed
parameter in the action.
Since ω is a fixed non-dynamical background, it breaks the gauge invariance to the group
SDiff of volume-preserving, or ‘special’ diffeomorphisms.
In the ‘minimal’ formulation, one thinks of UG as EG where one has partly fixed the Diff
invariance by the condition (1.7). The action of minimal UG is simply
SUG(g) = ZN
∫
ddxωR . (1.8)
We note that for the linearised theory, or in applications of the background field method,
the constraint (1.7) is automatically enforced by writing
gµν = g¯µρ(e
X)ρν , (1.9)
where
√|g¯| = ω and demanding that Xρν be traceless [8].
1.4 UD
We can also make DG unimodular by imposing (1.7) on the metric g in (1.5). This amounts
to a partial gauge fixing of both diffeomorphisms and Weyl transformations, which both change
the determinant of the metric. The symmetry group Diff ⋉Weyl of DG is broken to its ‘special’
subgroup; any further diffeomorphism that would change the metric determinant must be com-
pensated by a Weyl transformation in order to preserve (1.7). We call this Unimodular Dilaton
gravity (UD). It has been discussed in [9].
The action of UD is
SUD(g, ψ) = α
∫
ddxω
[
ψ2R− 4d− 1
d− 2ψ∇
2ψ
]
. (1.10)
There is no analogue of the constraint on the total spacetime volume in this case: the volume
measured with the metric g is gauge-dependent in DG, due to the Weyl symmetry, and the
volume measured with the metric g¯ is unaffected by the unimodularity constraint.
The unimodular condition has been employed in applications of DG to cosmology, where one
can use it to shift the expansion of the Universe from the metric determinant into the scalar
field ψ; we will discuss cosmological applications in section 6.
We could write S (Diff ⋉Weyl) for the symmetry group of UD, but the group is actually just
the diffeomorphism group Diff acting on the fields in a non-standard way. The usual action of
Diff is generated by Lie derivatives,
δǫgµν = Lǫgµν = ∇µǫν +∇νǫµ , δǫψ = Lǫψ = ǫµ∂µψ (1.11)
where ǫ is any vector field. From the properties of the Lie derivative it follows that
[δξ, δǫ] = δ[ξ,ǫ] (1.12)
and the Lie algebra of the diffeomorphism group is given by the Lie algebra of vector fields.
In UD, the action of symmetry generators is different: we now need to act with a compen-
sating Weyl transformation to ensure that g remains unimodular. These “Weyl-compensated”
diffeomorphisms are still generated by vector fields, but their infinitesimal action is
δǫgµν = Lǫgµν − 1
2
gµν∇ρǫρ , δǫψ = ǫµ∂µψ + 1
4
ψ∇ρǫρ . (1.13)
3
It is now easy to check explicitly that
[δξ, δǫ]gµν = L[ξ,ǫ]gµν −
1
2
gµν∇ρ[ξ, ǫ]ρ , [δξ, δǫ]ψ = [ξ, ǫ]µ∂µψ + 1
4
ψ∇ρ[ξ, ǫ]ρ . (1.14)
Hence we have, again, [δξ, δǫ] = δ[ξ,ǫ], the Lie algebra of Diff . In order to clarify that this group
acts differently on fields than usual diffeomorphisms, we call the group generated by (1.13) Diff ∗.
At this point we can close the circle of theories by noting that the minimal formulation of
UG can be obtained from UD by fixing the scalar
ψ = ψ0 ≡
√
ZN
α
. (1.15)
This fixes the Weyl invariance leaving just the group SDiff .
1.5 WTDiff gravity
As a side remark, we observe that in the literature one finds also another closely related action
for GR which can be obtained from DG as follows. Start from the action (1.5) and integrate by
parts the second term so as to eliminate the Laplacian. Then fix the scalar field to be
ψ = ψ0
( |g|
ω2
)− d−2
4d
. (1.16)
This leads to the following action4 [10–13]
SX(g) = ZN
∫
ddx |g| 1d ω d−2d
[
R+
(d− 1)(d− 2)
4d2
(|g|−1∇|g| − 2ω−1∇ω)2
]
. (1.17)
The presence of an unconventional power of the determinant breaks the diffeomorphism in-
variance to invariance under diffeomorphisms that preserve |g|. This action is invariant under
SDiff ⋉Weyl , hence the name WTDiff (TDiff being synonymous to SDiff ).
Invariance under Weyl transformations is not immediately obvious. It becomes obvious once
we note that the same action can also be obtained from the Hilbert action (1.1) by setting
SX(g) = SEG(g¯), where
g¯µν =
( |g|
ω2
)−1/d
gµν . (1.18)
The metric g¯µν is manifestly invariant under Weyl transformations of gµν , with fixed ω. Also,
note that the metric g¯µν is unimodular by construction, so this is also viewed as a form of
unimodular gravity: instead of removing the determinant by a constraint on the metric, it is
removed by making the action independent of it.
1.6 Which description is preferable?
The different formulations of GR discussed in the preceding subsections and their mutual rela-
tions are summarised in figure 1. Given that they are all locally equivalent, are there reasons to
prefer one over another? Actually there are good reasons to prefer the theories that lie above
in the figure and others to prefer the theories that lie below.
In gauge theories we deal with more variables than are strictly necessary to describe the
physical degrees of freedom of the system. The main reason for accepting this redundancy and
the complications it entails is that in this way we can work with local fields5. If we had good
4Since under SDiff the determinant |g| is a scalar, we have ∇µ|g| = ∂µ|g|.
5Another reason (for flat space QFT) is that this redundancy allows to preserve manifest Lorentz invariance.
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Figure 1: Dynamical fields and symmetry groups for different formulations of vacuum GR; gU
stands for a metric constrained to be unimodular.
techniques for computing directly in terms of the physical, non-local variables, we would not need
to deal with gauge invariances. From this point of view, DG seems a perverse complication of the
description of GR. In the literature, this point of view is represented for example in [11,14,15],
where the Weyl invariance of DG is viewed as ‘fake’. The characterisation of the Weyl invariance
as fake was based on the vanishing of the Noether current. We would like to propose here a
different notion: we will say that a gauge invariance is ‘inessential’ if there is a way of fixing it
which results in a description that is still in terms of local fields. This is the case when there
is a field that transforms by a shift under infinitesimal gauge transformations. The standard
example is a nonlinear sigma model with values in G/H coupled to gauge fields for the group
G. One can partly gauge fix G by fixing the nonlinear scalar, leaving a massive YM field with
values in the Lie algebra of G, but only an H gauge invariance. By contrast, a simple example of
an ‘essential’ gauge invariance is the one of QED. Indeed, any attempt to fix the U(1) gauge will
result in the new variables being related to the original ones by a non-local transformation. For
example, if we fix the Lorentz gauge, the remaining, physical, degree of freedom is a transverse
vector, which is obtained from the original gauge potential acting with a projector that involves
an inverse d’Alembertian.
For the reasons mentioned above, it seems desirable to eliminate all inessential gauge invari-
ances and to work with the smallest gauge group that is compatible with locality. In the case of
gravity, not only is the Weyl invariance of DG inessential, but also part of the Diff invariance
of EG. From this point of view, UG is the best formulation of GR6.
However, there may be other arguments that may lead us to accept a larger gauge group. One
such argument, of a rather formal nature, appears from figure 1. EG, UD and WTDiff -gravity
all have the same number of gauge generators (equal to the dimension of spacetime), but the
gauge group acts in different ways on the fields, and may even be different. The equivalence of
these theories is apparent if we allow the gauge group to be enlarged, until all three formulations
are seen to be different gauge fixings of a ‘linking theory’, in the present case DG. We refer to
the transitions between EG, UD and WTDiff gravity as ‘symmetry trading’, a notion which we
6A related motivation for UG is the fact that a spin-two particle is described by a traceless symmetric tensor [4],
and so the trace is unnecessary.
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will also discuss in more generality later on.
There is also another, more physical argument in favour of larger gauge groups. In gauge
theories there is another notion of ‘locality’, different from the one discussed above: the fields
need not be defined continuously on all of spacetime. It is enough that they can be defined on
an open neighbourhood of every point. These locally defined fields may have singularities, but
what matters is that gauge invariant observables be regular. Then if the field has a singularity
somewhere, it must be possible to find another, gauge-equivalent field that is is regular there.
Thus gauge fields are collections of locally defined fields, such that the union of all their domains
of definition covers all of spacetime. In Yang-Mills theory, the classic example that requires
this generalised notion of field is the instanton. In gravity, this notion is exemplified by the
Schwarzschild horizon, and by the coordinate transformation from Schwarzschild to Kruskal
coordinates.
There is a tension between these two notions of locality, in the sense that trying to minimise
the number of local fields in the description of a given system may forbid the existence of certain
solutions: if the gauge group is smaller, a singularity in a local solution is less likely to be a
gauge singularity. From this point of view, formulations with larger gauge group could allow us
to make sense of field configurations that would otherwise seem to be singular. One example
is the possible resolution of curvature singularities in the metric in formulations with a larger
gauge group, as we shall discuss further in section 6.
In the core of this paper (sections 2-5) we shall compare the Hamiltonian descriptions of DG,
EG, UD, UG. This Hamiltonian analysis would be the starting point for canonical quantization,
which provides further arguments for or against different formulations of (locally) the same
theory, and the choice of different variables and symmetries.
A prime example of such differences in canonical quantization is the introduction of Yang-
Mills-type variables for GR in the Ashtekar formulation [16], which allows a more rigorous
construction of a Hilbert space for quantum GR when compared to the ADM formalism by
using additional variables and a inessential gauge symmetry under local frame rotations.
An example of a symmetry in the Hamiltonian formalism whose presence may obstruct
canonical quantization is the refoliation invariance of all formulations we have discussed so far,
expressed by the presence of a Hamiltonian constraint. This symmetry poses the infamous
problem of time [17]: no foliation (or choice of time function) is singled out over another, posing
a serious obstacle to canonical quantization. Attempts to eliminate the refoliation symmetry
of GR have led, inter alia, to the formalism of shape dynamics [18, 19] which does not have
refoliation invariance, is locally but not globally equivalent to GR, and thus fits naturally in
our discussion of symmetry trading. Unlike theories such as DG or WTDiff , however, shape
dynamics is usually fundamentally formulated at the Hamiltonian rather than Lagrangian level.
We shall discuss shape dynamics and its relation to EG in section 6. An idea which we will
be able to substantiate in some cases is that DG can provide a linking theory also for EG and
shape dynamics, when expressed in Hamiltonian language.
2 Hamiltonian analysis of DG
We begin with the canonical formulation of DG. We will encounter curious properties of the
Hamiltonian constraint in this formalism which, to our knowledge, have not been discussed in
the literature before. In this and the following sections we restrict our attention to d = 4.
DG can be seen as a limit of two better studied theories of gravity with a dynamical scalar:
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it corresponds to Brans-Dicke gravity [20]
SBD(g, φ) = α
∫
d4x
√
|g| [φ2R− 4ωgµν∂µφ∂νφ]
= α
∫
d4x
√
|g|
[
ΦR− ω
Φ
gµν∂µΦ∂νΦ
]
(Φ ≡ φ2) (2.1)
where the Brans-Dicke parameter ω takes the value ω = −32 . This is the special value in which
an additional (Weyl) symmetry emerges and the scalar field Φ no longer carries an independent
physical degree of freedom. Brans-Dicke gravity with ω = −32 is sometimes called ‘pathological’
(see e.g. [21]), for instance because the initial value problem in the sense of scalar-tensor theory
[22] is ill-posed. In the view we explore in this paper, the action (2.1) with ω = −32 is simply
one way of defining GR; assuming that the coupling to matter preserves Weyl invariance, one
has an additional gauge symmetry which is to be fixed in order to have a well-posed initial value
problem. The theory, as it stands, is then no more ‘pathological’ than EG.
Up to an overall sign, DG is also the limit of the action for a scalar conformally coupled to
GR,
SGR+φ(g, φ) = ZN
∫
d4x
√
|g|R− 1
2
∫
d4x
√
|g|
[
gµν∂µφ∂νφ+
1
6
φ2R
]
, (2.2)
in which the Einstein-Hilbert term is absent (ZN → 0). The Hamiltonian analysis of Brans-Dicke
gravity has been discussed in [23] and that of GR with a conformally coupled scalar in [24, 25].
It turns out that the limits ω → −32 or ZN → 0 in the Hamiltonian formulation of these theories
are singular, as we will explain in more detail below, because of the additional Weyl symmetry
that is present in the limit. This is why we present a self-consistent Hamiltonian analysis of DG
in this section, which to our knowledge has not been discussed previously.
The starting action is (1.5) and we choose the parameter α to be given by (1.6):
SDG(g, φ) =
1
12
∫
d4x
√
|g| [φ2R+ 6gµν∂µφ∂νφ] . (2.3)
We use the familiar ADM decomposition
ds2 = −N2dt2 + qij(dxi +N idt)(dxj +N jdt) (2.4)
and then express the time derivatives q˙ij and φ˙ in terms of the extrinsic curvature
Kij =
1
2N
(q˙ij −DiNj −DjNi) (2.5)
(where D is the covariant derivative associated with the metric qij) and the normal derivative
∂nφ ≡ nµ∂µφ = 1
N
(
φ˙−N j∂jφ
)
(2.6)
where nµ is the normal vector to hypersurfaces of constant t.
In this way we arrive at (integrating by parts in the second step)
SDG(g, φ) =
1
12
∫
dt
∫
d3x
√
qN
[
φ2
(
R(3) +KijK
ij −K2
)
−6(∂nφ)2 − 4Kφ∂nφ+ 6qij∂iφ∂jφ+ 4
N
φqij∂iφ∂jN
]
=
1
12
∫
dt
∫
d3x
√
qN
[
φ2
(
R(3) +KijK
ij −K2
)
−6(∂nφ)2 − 4Kφ∂nφ+ 2qij∂iφ∂jφ− 4φD2φ
]
. (2.7)
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This form of the Lagrangian agrees with known expressions for GR with a conformally coupled
scalar field [24, 25] in the appropriate limits (ZN → 0, d = 4), which are well-behaved at the
Lagrangian level. Boundary terms were neglected in [24, 25] and, as stated above, we shall not
discuss them either.
2.1 Constraints
Denote pij the momenta conjugate to qij , P and P
i the momenta conjugate to N and Ni and π
the momentum conjugate to φ. We have the following relations between momenta and velocities:
pij =
1
12
√
qφ2
(
Kij − qijK − 2qijφ−1∂nφ
)
, (2.8)
π = −√q
(
∂nφ+
1
3
φK
)
. (2.9)
There are no terms proportional to N˙ and N˙ i in the action, so we have the usual primary
constraints
P = 0 , (2.10)
Pi = 0 . (2.11)
In addition, the trace of (2.8),
p ≡ qijpij = −1
2
√
qφ
(
∂nφ+
1
3
φK
)
,
is proportional to (2.9), so we have another primary constraint
C ≡ φπ − 2p = 0 . (2.12)
Rewriting the Lagrangian in (2.7) as L = pij q˙ij + πφ˙ − H, after a bit of work we obtain the
primary Hamiltonian
H1 ∼ H[N ] +D[ ~N ] + C[ρ] (2.13)
where ∼ means ‘up to arbitrary terms proportional to the primary constraints’ and D and H
will be seen to correspond to the diffeomorphism and Hamiltonian constraints. We have added
a term with a Lagrange multiplier ρ enforcing (2.12) explicitly. As usual, the constraints are
smeared with suitable ‘test functions’, here
C[ρ] =
∫
d3x ρ(x)C(x) (2.14)
D[ ~N ] =
∫
d3x N j(x)Dj(x) (2.15)
H[N ] =
∫
d3x N(x)H(x) (2.16)
where
Dj = π∂jφ− 2Dipij (2.17)
and
H(x) = 12√
qφ2
p˜ij p˜
ij − 1
2
√
q
π2 − 1
12
√
q
(
φ2R(3) + 2qij∂iφ∂jφ− 4φD2φ
)
. (2.18)
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Here we denote p˜ij the tracefree part of the momentum
p˜ij = pij − 1
3
qijp . (2.19)
Let us repeat that at this point, due to (2.12), the given expressions for H and Di are only
uniquely defined up to actions of C. We will aim to fix this ambiguity in the following discussion.
Preservation in time of the primary constraints (2.10,2.11) implies the secondary constraints
H = 0 ; (2.20)
Di = 0 . (2.21)
As we shall see below, there are no further constraints.
The dynamics of the lapse N and shift N i and their conjugate momenta are rather trivial;
the momenta are constrained to vanish whereas N and N i are arbitrary spacetime functions to
be chosen for convenience. The usual convention is then to remove (N,P ) and (N i, Pi) from
the phase space and treat N and N i as Lagrange multipliers enforcing the constraints. The
Hamiltonian as given in (2.13) is then simply a sum of five first class constraints smeared with
different Lagrange multipliers.
2.2 Algebra of the constraints
We now show that the constraints H, Di and C indeed form a closed (first-class) algebra7. First,
we illustrate their interpretation as generators of gauge transformations in DG.
The constraints Di generate infinitesimal diffeomorphisms. Indeed, for any vector field ǫi we
have
{X,D[~ǫ]} = δǫX = LǫX ,
where Lǫ denotes the Lie derivative along ǫ. For the canonical variables we have
δǫφ = ǫ
i∂iφ , (2.22)
δǫπ = ∂i(ǫ
iπ) = ǫiDiπ + πDiǫ
i , (2.23)
δǫqij = Diǫj +Djǫi , (2.24)
δǫpij = ǫ
kDkp
ij − pikDkǫj − pjkDkǫi + pijDkǫk . (2.25)
In the second and fourth relation one has to remember that the momenta are densities of weight
one, and for subsequent manipulations it is more convenient to write the Lie derivatives in terms
of covariant derivatives instead of partial derivatives. We also note the relation
δǫ
√
q = ∂k(ǫ
k√q) . (2.26)
Similarly one finds that the constraint C[ω] generates infinitesimal Weyl transformation with
parameter ω:
{X, C[ω]} = δωX ,
and more specifically for the canonical variables:
δωφ = ωφ , (2.27)
δωπ = −ωπ , (2.28)
δωqij = −2ωqij , (2.29)
δωp
ij = 2ωpij . (2.30)
7We ignore the constraints P and Pi from now on, as their Poisson brackets with all other constraints vanish.
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We also note the relation
δω
√
q = −3ω√q . (2.31)
Using these relations one finds that the constraints obey the following algebra:
{D[~ǫ1],D[~ǫ2]} = D[[~ǫ1,~ǫ2]] , (2.32)
{C[ω1], C[ω2]} = 0 , (2.33)
{D[~ǫ], C[ω]} = C[ǫi∂iω] , (2.34)
{D[~ǫ],H[N ]} = H[ǫi∂iN ] , (2.35)
{C[ω],H[N ]} = H[ωN ] . (2.36)
Using these relations, we will see that imposing the time preservation of the constraints does
not generate new constraints, and that the constraints form a first class system.
The only remaining bracket is that of two Hamiltonian constraints. In the ADM formulation
of canonical GR, this bracket is equal to a spatial diffeomorphism that depends on phase-space
functions; the four constraints Di and H then satisfy the hypersurface-deformation algebra which
is interpreted geometrically as the statement that these constraints generate four-dimensional
spacetime diffeomorphisms. If we start from the symmetries and seek a spacetime-covariant
theory of a metric and conjugate canonical momentum by imposing the presence of constraints
satisfying the hypersurface-deformation algebra, the dynamics of GR is essentially unique [26].
In the case of DG, this discussion becomes more subtle. In particular, with the definition
(2.18) we find
{H[N ],H[M ]} = D[qij(N∂iM −M∂iN)]− 1
3
C[ND2M −MD2N ] . (2.37)
The algebra thus remains first class, and no further constraints are generated, but the commu-
tator of two gauge transformations generated by H is not simply a spatial diffeomorphism: it
involves a Weyl transformation. Since its action mixes diffeomorphisms with Weyl transforma-
tions, H is not simply a generator of refoliations as in the ADM formalism.
To find an alternative definition of H that is simply a generator of refoliations, we have the
freedom of using the primary constraint C. In particular, we can remove the π2 term from H in
exchange for changing the coefficient of p2, i.e.
H˜(x) ≡ 12√
qφ2
(
pijp
ij − 1
2
p2
)
−
√
q
12
(
φ2R(3) + 2qij∂iφ∂jφ− 4φD2φ
)
(2.38)
(this form will be used again in the following). This constraint satisfies
{H˜[N ], H˜[M ]} = D[qij(N∂iM −M∂iN)] + C
[
qij(N∂iM −M∂iN)φ−1∂jφ
]
(2.39)
and thus has the same issue as far as its geometric interpretation is concerned.
The statement can be sharpened: consider now a general Hamiltonian constraint of the form
c1
pijp
ij
√
qφ2
+ c2
p2√
qφ2
+ c3
π2√
q
+ c4
pπ√
qφ
+ c5
√
qφ2R(3) + c6
√
qqij∂iφ∂jφ+ c7
√
qφD2φ (2.40)
where the ci are initially free coefficients. The seven terms we include are all scalar densities
under spatial diffeomorphisms with the correct conformal weights, as it must be if we want to
maintain the correct transformation behaviour under transformations generated by Di and C.
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We then ask whether there is a choice of ci such that the resulting Hamiltonian constraint
Hˆ defines the dynamics of DG (i.e. is equivalent to (2.18) up to the action of other constraints)
and also satisfies the hypersurface-deformation algebra
{Hˆ[N ], Hˆ[M ]} = D[qij(N∂iM −M∂iN)] . (2.41)
Intermediate steps of this calculation are given in Appendix A. There is a somewhat trivial
ambiguity related to a rescaling φ→ λφ and π → λ−1π where λ is a constant, which we fix by
setting c5 = − 112 . We then find that the most general choice for the other ci in (2.40) consistent
with (2.41) leads to a Hamiltonian constraint
HBD ≡ 12√
qφ2
(
pijp
ij − 1
2
p2
)
−
√
q
12
(
φ2R(3) + 2qij∂iφ∂jφ− 4φD2φ
)
− a
4
√
qφ2
C2− 1
a
√
qqij∂iφ∂jφ
(2.42)
with only a single free parameter a. We have rearranged terms such that HBD = H˜ + H(a)
where H˜ is a possible Hamiltonian constraint for DG and H(a) contains the two last terms that
depend on the parameter a. The last term in (2.42) explicitly breaks the Weyl symmetry of the
Hamiltonian constraint; Weyl symmetry, and the dynamics of DG, would only be recovered for
a → ±∞ which is not possible. We thus conclude that there is no Hamiltonian constraint for
DG of the form (2.40) that satisfies (2.41).
In fact, (2.42) is the Hamiltonian constraint of Brans-Dicke gravity (2.1) with a ≡ − 62ω+3 .
Again, we see that ω → −32 in Brans-Dicke gravity would be a → ±∞ in (2.42), so this limit
cannot be taken to obtain a Hamiltonian constraint of DG. The same conclusion applies to a
possible ZN → ∞ limit in the Hamiltonian formalism of GR conformally coupled to a scalar
as presented in [25], where the Hamiltonian constraint also contains a term proportional to C2
whose coefficient diverges as ZN →∞. In [23] the Hamiltonian constraint of Brans-Dicke gravity
with ω = −32 , i.e. of DG, was obtained by dropping the C2 term; one then obtains H˜ in (2.38)
which, as we showed, does not satisfy the standard hypersurface-deformation algebra.
Finally we note that there is a trick by which one can obtain (2.38) directly from the (ADM)
Hamiltonian constraint of EG [27]. Namely, starting from
HADM = 1
ZN
√
q¯
(
p¯ij p¯
ij − 1
2
p¯2
)
− ZN
√
q¯R(3)[q¯] (2.43)
for a 3-metric q¯ij and conjugate momentum p¯
ij , change variables as in (1.2),
q¯ij =
1
12ZN
φ2qij , p¯
ij = 12ZNφ
−2pij . (2.44)
Now use the formula for the transformation of the Ricci scalar under a conformal rescaling and
rescale the lapse by N¯ =
√
1
12ZN
φN to obtain the new Hamiltonian constraint that is exactly
(2.38). By construction, this method produces a Hamiltonian constraint that cannot depend on
π, so it cannot resolve the ambiguities we have identified.
3 Hamiltonian analysis of minimal UG
Minimal UG is defined by the constraint (1.7). Following [5] we will impose this constraint at
the Lagrangian level. In the ADM decomposition it amounts to fixing the lapse to
N =
ω√
q
. (3.1)
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We perform the 3+1 decomposition of the UG action (1.8) to obtain
SUG(g) = ZN
∫
dt
∫
d3xω
(
KijK
ij −K2 +R(3)
)
. (3.2)
The Hamiltonian analysis is based on this Lagrangian. It closely parallels the usual ADM
formulation of EG, except that there is no lapse variable.
The relation between qij and their conjugate momenta p
ij is given, as in EG, by
pij = ZN
√
q
(
Kij − qijK) , (3.3)
but now we have only the primary constraint (2.11).
Proceeding as for DG, one finds that the primary Hamiltonian is
H1 ∼ H
[
ω√
q
]
+D[ ~N ] . (3.4)
Consistency of the primary constraints under time evolution leads to the secondary constraints
(2.21). It is worth stressing that even though the gauge symmetry at the Lagrangian level
consists only of special diffeomorphisms, the constraints (2.21) generate the full 3-dimensional
diffeomorphism group, as in EG. In this connection we note that given any spatial vector field
ǫ, it is always possible to extend it to a vector field on spacetime that is divergence-free. Thus
the restriction on the gauge transformations is not evident at this stage.
At this point the analysis deviates from that of EG. Consistency of the secondary constraints
implies that
0 =
{
D[ǫ],H
[
ω√
q
]}
= H
[
Di
(
ǫi
ω√
q
)]
, (3.5)
which implies the tertiary constraint
DiH = 0 or H = √q C , (3.6)
for some integration constant C. That is, the dynamical variables have to satisfy the ADM
Hamiltonian constraint with a cosmological term (where the value of Λ is in general different
for each solution)
HΛ = 1
ZN
√
q
(
pijp
ij − 1
2
p2
)
− ZN√q
(
R(3) − 2Λ
)
. (3.7)
There are no further constraints. Compared to the standard ADM formalism, there is one less
first class constraint (P = 0) but also one fewer canonical pair of phase space variables (N , P ).
The constraints are now identical to those of the ADM formulation of EG (including a
cosmological constant Λ), and thus satisfy the hypersurface-deformation algebra
{D[~ǫ1],D[~ǫ2]} = D[[~ǫ1,~ǫ2]] , (3.8)
{D[~ǫ],H[N ]} = H[ǫi∂iN ] , (3.9)
{H[N ],H[M ]} = D [qij(N∂iM −M∂iN)] . (3.10)
They form a first class system.
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4 Hamiltonian analysis of UD
This proceeds very similarly to the case of minimal UG, with one small twist. As for minimal
UG and EG, the only difference between UD and DG when deriving the Hamiltonian is that
the lapse is fixed by the unimodularity condition, and we find a primary Hamiltonian
H1 ∼ H
[
ω√
q
]
+D[ ~N ] + C[ρ] . (4.1)
The primary constraints are C and P i; there is again no primary constraint associated to the
lapse, which does not appear in the action. Consistency of Pi again leads to Di as secondary
constraints.
However, we now have the additional constraint C which also needs to be preserved under
time evolution. This leads to the condition
0 =
{
C[ρ],H
[
ω√
q
]}
= −2H
[
ρω√
q
]
, (4.2)
i.e. it is now H, not its derivative, which emerges as a tertiary constraint. In UD, unlike in UG,
there is no additional global degree of freedom corresponding to the cosmological constant, as
the Weyl symmetry forbids the appearance of a new dimensionful parameter (notice that C in
(3.6) has positive mass dimension 4).
5 Gauge fixings of DG
The way in which various theories descend from DG by gauge fixing in the Lagrangian formalism
is summarised in figure 1. We shall now discuss this at the Hamiltonian level for three cases of
interest: the reduction from DG to EG and UD, and a gauge fixing of refoliation invariance.
5.1 Einstein gauge
We can recover the Hamiltonian form of EG by gauge fixing the Weyl symmetry of Hamiltonian
DG. One adds a gauge fixing condition as an additional constraint,
GE ≡ φ− φ0 = 0 (5.1)
where φ0 is a non-zero constant with dimensions of mass. This gauge fixing corresponds to a
global choice of units: we can identify φ0 =: ±
√
12ZN as corresponding to Newton’s constant.
The new gauge-fixing constraint is second class with respect to C,
{C[ρ],GE [λ]} = −
∫
d3x ρλφ . (5.2)
That is, preservation of GE under time evolution does not generate an additional constraint, but
instead fixes the Lagrange multiplier ρ. We also have
{D[~ǫ],GE [λ]} =
∫
d3x ǫi ∂iφ ≈ 0 , (5.3)
{H˜[N ],GE [λ]} = 0 (5.4)
where H˜ is the redefined Hamiltonian constraint (2.38), which is equivalent to H up to actions
of the primary constraint C. The notation ≈ in (5.3) is Dirac’s notion of weak equality, i.e.
equality when the constraints are satisfied.
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The second class constraints GE and C can now be solved for φ and π,
φ = φ0 , π = 2p φ
−1
0 , (5.5)
and φ and π can be removed from the phase space (this is equivalent to the Dirac bracket
procedure). We are left with the ADM phase space and constraints
Di|φ2=12ZN = −2Dkpki , (5.6)
H = H˜|φ2=12ZN =
1
ZN
√
q
(
pijp
ij − 1
2
p2
)
− ZN√qR(3) , (5.7)
and hence recover Hamiltonian EG.
For Einstein gauge to be available, it is necessary and sufficient that the solution of DG one
considers does not have a zero of φ. The breakdown of this gauge condition is associated with
certain singularities in EG, as we will discuss below.
5.2 Unimodular gauge
The unimodular condition
√|g| = ω can be used to fix the lapse, as we have discussed. In order
for this to be a gauge fixing in the usual Hamiltonian sense, we need to return to a larger phase
space for DG which contains the lapse N and its momentum P (we could also include the shift
N i and its momentum Pi, but doing this would have no effect on what follows).
Let us then define
P[τ ] =
∫
d3x P (x)τ(x) (5.8)
as the smeared constraint associated to P , and add the gauge-fixing constraint
GU ≡ N√q − ω = 0 . (5.9)
This is second class with P, since
{P[τ ],GU [λ]} = −
∫
d3x
√
q λτ (5.10)
is not an additional constraint but fixes τ = 0. For the other constraints we find
{H[ǫ],GU [λ]} = 0 , (5.11)
{D[~ǫ],GU [λ]} = −
∫
d3x
√
q Nλ(Diǫ
i) , (5.12)
{C[ρ],GU [λ]} = 3
∫
d3x
√
q Nλρ . (5.13)
H[ǫ] and the combinations D[~ǫ]−P[N Diǫi] and C[ρ]+P[3Nρ] are first class with the unimodular
gauge fixing. We can then remove N and P from the phase space by solving for N = ω/
√
q and
P = 0. The resulting canonical formalism is just the one for UD that we discussed in section 4:
adding GU is equivalent to choosing a specific form of the lapse.
We do not discuss in detail the other two arrows in Figure 1, namely those from EG to UG
and from UD to UG, both of which amount to imposing the same gauge conditions as in this
and in the preceding sections. Instead, we consider a different type of gauge-fixing that has
other virtues.
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5.3 Lichnerowicz gauge
Here one fixes the refoliation invariance of GR, i.e. gauge transformations generated by the
Hamiltonian constraint H. One simple gauge-fixing condition that can achieve this is
GL ≡ π = 0 . (5.14)
Through the conformal constraint C, this condition is equivalent to imposing maximal slicing
p = 0. The Lichnerowicz gauge fixing is first class with C and D,
{D[~ǫ],GL[λ]} = GL[ǫi∂iλ] , (5.15)
{C[ρ],GL[λ]} = GL[ρλ] . (5.16)
On the other hand, the bracket of GL with H leads to a lapse-fixing equation
{H[N ],GL[λ]} =
∫
d3x λ
[
− 24N√
qφ3
p˜ij p˜ij − N
6
√
qφR(3) +
√
qqij∂iN∂jφ+
√
qN D2φ+
√
q
3
φD2N
]
(5.17)
which is again an equation fixing a Lagrange multiplier and not an additional constraint: GL is
second class with H (notice that we have now returned to the conventional formalism in which
N is not part of the phase space but a Lagrange multiplier). We can use the Hamiltonian
constraint and GL to eliminate the p˜ij p˜ij term from the lapse-fixing equation, reducing it to
(
−φR(3) − φ−1qij∂iφ∂jφ+ 5D2φ
)
N + 3qij∂iN∂jφ+ φD
2N = 0 (5.18)
or, somewhat more succinctly (see [28]),
(
χ2R(3) − 7χD2χ
)
N − χ−1D2(χ3N) = 0 (5.19)
with χ ≡ φ1/2. Again, the second class constraints GL and H can now be solved for φ and π to
remove these variables from the phase space. The Hamiltonian constraint becomes, using π = 0,
12√
qφ2
p˜ij p˜
ij −
√
q
12
(
φ2R(3) + 2qij∂iφ∂jφ− 4φD2φ
)
= 0 . (5.20)
This is the Lichnerowicz equation for φ, which provides one way of finding suitable initial data
for canonical GR on a spatial hypersurface. Again, its form simplifies when expressed in terms
of χ ≡ φ1/2,
144
q χ7
p˜ij p˜
ij − χR(3) + 8D2χ = 0 . (5.21)
The remaining constraints are then simply
C|π=0 = −2p , Di|π=0 = −2Dkpki . (5.22)
That is, pij must be transverse and traceless.
The meaning of the Lichnerowicz equation for the initial value problem of GR is the follow-
ing: start with an arbitrary 3-metric q¯ij and a symmetric tensor K¯
ij which is transverse and
traceless with respect to q¯ij . Solve the Lichnerowicz equation for χ; then gij = χ
4 q¯ij and
Kij = χ−10 K¯ij provide initial data in terms of a 3-metric and extrinsic curvature, solving the
Einstein equations. (See e.g. [19] for more details and the extension of Lichnerowicz’s to York’s
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method.)
In DG, the combinations φ2 qij and φ
−5 K¯ij ≡ φ−5 pij/√q are Weyl invariants; they hence
reduce to the corresponding GR solutions in a gauge where φ is constant.
The limitation of Lichnerowicz gauge is that it requires the existence of a global foliation for
which p = 0 everywhere. On compact manifolds, this is only possible for Yamabe-positive met-
rics which is a serious restriction. It would be desirable to extend Lichnerowicz gauge to a more
general ‘York gauge’ in which p =
√
q τ where τ is constant on each spatial slice but can differ
from one slice to the next. This condition breaks conformal symmetry if τ is a scalar under
Weyl transformations.
6 Discussion
Count of the degrees of freedom
To summarise the results of the Hamiltonian analyses, we compare here the count of degrees of
freedom in the standard formulation of GR (EG), in the formulation with a dilaton (DG) and
in unimodular formulation (UG), returning to a general number d ≥ 3 of spacetime dimensions.
The count is summarised in table 1, which reads as follows. In the standard Einstein formu-
lation there are d(d+ 1) canonical variables and 2d first class constraints. Since each first class
constraint has to be accompanied by a gauge condition, the total number of canonical degrees
of freedom is d(d+ 1)− 2× 2d = d(d− 3). In d = 4 this agrees with the two polarization states
of the graviton.
In DG one has two more canonical variables (the scalar field and its momentum). There is
also one more primary constraint and the same number of secondary constraints, so the number
of constraints is one higher. This, and the associated gauge condition, removes the additional
variables.
In unimodular gravity there are two less canonical variables, due to the condition of unimod-
ularity of the four-metric, which we use to eliminate the lapse and the associated momentum.
There is then one less primary constraint than in Einstein gravity, because the momentum con-
jugate to the lapse is not a canonical variable. There is also one less secondary constraint, but
then there is a tertiary constraint (in another terminology, one would say that there is the same
number of secondary constraints). The fact that there is one less constraint is related to the
fact that the gauge group SDiff has one less free parameter. Altogether, the constraints and
their gauge condition remove two variables less than in Einstein’s theory, so the final number of
degrees of freedom is the same.
Symmetry trading and linking theories
Choosing Lichnerowicz gauge in DG leads to a theory that is different from EG: compared to
EG, the refoliation invariance generated by H has been ‘traded’ for a Weyl symmetry generated
by C. The canonical variables are the same in both theories (a spatial metric and its conjugate
momentum); the same number of first class constraints implies the same number of (local)
degrees of freedom. One of the main points we want to convey in this paper is that the relation
between two locally equivalent theories, sharing the same dynamical variables and the same
number of gauge symmetries per spacetime point, is often easiest within a ‘linking theory’, here
given by DG.
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DG EG UG
Fields qij ,Ni,N ,φ qij ,Ni,N qij ,Ni
Momenta pij ,P i,P ,π pij ,P i,P pij ,P i
# of canonical variables d(d+ 1) + 2 d(d+ 1) d(d+ 1)− 2
Primary constraints P i, P , C P i, P P i
Secondary constraints Hi,H Hi,H Hi,HΛ
# of first class constraints 2d+ 1 2d 2d− 1
# of canonical d.o.f. d(d− 3) d(d− 3) d(d− 3)
Table 1: Summary of the constraint analysis of Dirac, Einstein and unimodular gravity.
In section 1 we already saw an example of this in the covariant Lagrangian formalism (see
figure 1). Compare EG and WTDiff gravity: they are both formulations of GR in terms of
a Lorentzian metric, but with different action and different symmetries. Understanding the
relation of the two can be done either via UG [29] or, as we have done here, via DG. As we
have seen, EG and WTDiff are obtained by different choices for the scalar ψ (or φ, the two
coincide in d = 4) in DG. Thus, DG provides a ‘linking theory’ from which EG and WTDiff can
be obtained rather straightforwardly. A linking theory, when it exists, also clarifies the global
differences between different formulations, which correspond to the failure of the respective
gauge-fixing conditions for certain solutions, as we will discuss in the section ‘Singularities’
below. Symmetry trading then becomes more directly understandable in terms of the linking
theory.
Shape dynamics
DG in Lichnerowicz gauge provides a dynamical system for gravity that is similar to shape dy-
namics [18,19], the key difference being that Weyl transformations in DG are not constrained to
be volume-preserving; accordingly, unlike shape dynamics, DG does not have a global Hamilto-
nian8. It is known that both Hamiltonian (ADM) EG and shape dynamics can be seen as gauge
fixings of a Hamiltonian linking theory [18]. One of the original motivations for the present
work was to seek a spacetime covariant, Lagrangian form for the linking theory. DG provides
the obvious candidate for relating Hamiltonian EG to shape dynamics.
Under certain further assumptions, the known linking theory for EG and shape dynamics
can indeed be seen to be equivalent to DG. The following system of constraints for a 3-metric
qij and canonical momentum p
ij , scalar field Φ and momentum πΦ provides a linking theory for
shape dynamics [19]:
H = e
−6Φˆ
√
q
p˜ij p˜ij − e
−6Φˆ
6
√
q
(πΦ
4
+ e6Φˆ
√
q〈p〉
)2
−√q
(
R(3)e2Φˆ − 8eΦˆD2eΦˆ
)
, (6.1)
Hi = −2Djpij + πΦ∂iΦ , (6.2)
Q = πΦ − 4(p− 〈p〉√q) . (6.3)
Here p˜ij is again the tracefree part of pij , and Φˆ ≡ Φ − 16 log〈
√
qe6Φ〉. Spatial averages for a
scalar density X are defined by 〈X〉 ≡ (∫ d3xX)/(∫ d3y√q).
8We have dropped boundary terms in our analysis, e.g. by assuming that the spacetime manifold is compact
without boundary. Boundary terms would lead to a true Hamiltonian, corresponding to the ADM energy.
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An elementary canonical transformation (for simplicity here, unlike in the rest of the paper,
φ and Φ are treated as dimensionless)
e2Φ ≡ φ , πΦ = 2πφ , (6.4)
transforms (6.1)-(6.3) into
H = 〈
√
qφ3〉√
qφ3
p˜ij p˜ij −
〈√qφ3〉
6
√
qφ3
(
πφ
2
+
√
qφ3〈p〉
〈√qφ3〉
)2
−√q φR
(3) − 8φ1/2D2φ1/2
〈√qφ3〉1/3 , (6.5)
Hi = −2Djpij + π∂iφ , (6.6)
Q = 2πφ− 4(p− 〈p〉√q) . (6.7)
These constraints agree with the ones of DG (see section 2.1) if
〈p〉 = 0 , 〈√qφ3〉 = const. (6.8)
At least in the specific case of configurations with vanishing average extrinsic curvature and with
constant spatial volume as measured by the ‘Einstein frame’ metric q¯ij ∝ φ2qij , DG is precisely
the linking theory that was constructed for shape dynamics already. Its Hamiltonian formalism
can be derived from a simple, generally covariant action (1.5) (with d = 4).
Singularities
The dilaton φ is naturally required to be positive (in fact it is common to parametrize it as
φ = feσ). However, in solving the equations one sometimes encounters situations where it may
be advantageous to relax such a condition.
As an example, consider the case of a cosmological Friedmann-Lemaˆıtre-Robertson-Walker
universe, which in EG can be written in terms of conformal time as
ds2 = a2(η)(−dη2 + hijdxidxj) ≡ a2(η) g0µνdxµdxν (6.9)
where hij is a fixed 3-metric of constant curvature. By (1.2), it is now evident that such EG
solutions can be ‘lifted’ to DG solutions for which
gµν = g
0
µν , φ ≡ a(η)
√
ZN/α , (6.10)
i.e. solutions with static spacetime metric and time-dependent φ field; a(η) solves the Friedmann
equations of usual cosmology. From a mathematical point of view, the singularity has been
shifted from the metric gµν to a zero of the dilaton. (Notice that φ→ 0 means a divergence in
the effective Newton’s constant ∼ φ−2.) Whether this is to be regarded as a physical singularity
of the geometry depends on whether free falling test particles are assumed to follow the geodesics
of the metric gµν (in which case the physical singularity has been removed) or of the original
metric g¯µν of (1.2) (in which case it is still present). In the former case, such cosmological
solutions of DG allow an extension of the spacetime manifold through what would normally be
the Big Bang/Big Crunch singularity at a(η) = 0, the point where Einstein gauge breaks down.
See [30] for various recent works using DG and related formulations in this context in order to
resolve the Big Bang/Big Crunch singularity of EG either classically or quantum mechanically.
This discussion extends straightforwardly to general solutions of EG that have points or regions
where the metric has vanishing determinant.
DG is most naturally coupled to matter fields that are themselves conformal (in the sense
of being invariant under (1.4)), and do not ‘see’ any singularities in the conformal factor of the
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metric, nor in the dilaton φ. For non-conformal matter there is, as usual, a choice of whether
it couples only to the metric gµν or also to φ, and coupling to φ would in general still lead to a
singularity even if gµν is made to be non-singular.
Just as the larger gauge group of DG means that certain singular fields in EG are not singular
in DG, the smaller gauge group of UG means that certain regular fields in EG would be singular
in UG. As a simple example, in a 2-dimensional space with coordinates x and y, consider ω = x.
This is singular at x = 0, because a volume form is supposed to be nowhere-vanishing. However,
this is normally seen as a shortcoming of the coordinates. Recognising that ω is the volume
form of flat space in polar coordinates, we remove the singularity by simply passing to Cartesian
coordinates. However, in UG such a coordinate transformation would be forbidden, so the
singularity cannot be removed. For a slightly less trivial example, consider the Schwarzschild
metric in isotropic coordinates
ds2 = −
(
r −M/2
r +M/2
)2
dt2 +
(
1 +
M
2r
)4
(dx11 + dx
2
2 + dx
2
3) .
If we base UG on the fixed volume element ω =
(
1− M2r
) (
1 + M2r
)5
, there is a (mild) singularity
at r =M/2 that cannot be removed by gauge transformations.
It would be interesting to find other examples of such behaviour in realistic solutions.
Cosmological constant term
It would be straightforward to add a cosmological constant term to the actions we discussed. In
DG in d = 4, it would be of the form
SΛ = ZN
∫
d4x
√
|g¯| 2Λ
∣∣∣
g¯µν=
α
ZN
φ2gµν
=
α2
ZN
2Λ
∫
d4x
√
|g| φ4 (6.11)
i.e. a φ4 potential with dimensionless coefficient, which is clearly allowed by Weyl invariance.
Since such a term does not involve spatial derivatives, it does not affect the discussion of the
constraint algebra in section 2.2. In UG, even with a cosmological constant term in the action
one gets a different effective Λ as an integration constant for each solution. We have omitted
details of these discussions which do not seem important for the main points of our paper.
Further extensions
As we hope to have made clear, the addition of inessential gauge invariances can be useful
in order to compare equivalent formulations of a theory possessing different gauge invariances
(symmetry trading). We have discussed in some detail the case of Weyl invariance, but one need
not stop here. There is a formulation of gravity where the gauge group is extended by local
GL(4) transformations, see [31] for a canonical analysis and [32] for a review and additional
references. This formulation acts as a linking theory between EG and the tetrad formulation, in
the sense that both can be obtained by fixing the value of some field9. DG can be viewed as a
sub-case of the GL(4)-formulation where the GL(4) transformations are restricted to multiples
of the identity.
We also note any metric can be locally transformed into any other metric by means of a local
GL(4) transformation
g′µν(x) = Λ(x)µ
αΛ(x)ν
βgαβ(x) .
9Incidentally, note that local Lorentz transformations are inessential.
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A field theory of matter that is invariant under such local GL(4) transformations is a theory that
is independent of the metric and therefore is a topological field theory. Just like a conformally
invariant theory of matter is insensitive to the cosmological singularity, a GL(4)-invariant field
theory will be insensitive to any singularity.
Quantization
Our main aim was to discuss inessential gauge invariance and symmetry trading at the classical
level, but we add here a few comments about these issues in a quantum context. Weyl invariance
is generally known to be anomalous at a quantum level [33]. However, it has been known for a
long time that in the presence of a scalar field transforming by a shift (a dilaton), it is possible
to quantize the theory preserving Weyl invariance [34–40]. This is therefore the case in DG. For
WTDiff -gravity, this has been discussed in [41]. It has also been argued on general grounds [42]
and shown explicitly in one-loop calculations [8,43] that UG is equivalent to EG at the quantum
level. All this points to the conclusion that the local equivalence between theories that differ by
inessential gauge invariances or symmetry trading can be maintained also at the quantum level.
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A Evaluation of the Poisson bracket {H[N ],H[M ]}
For convenience of the reader, we summarise some details of how one evaluates the Poisson
bracket {H[N ],H[M ]} in DG and possible modifications (including Brans-Dicke gravity) as
discussed above. We consider general Hamiltonian constraints that are a linear sum of the
following terms:
pijp
ij
√
qφ2
,
p2√
qφ2
,
π2√
q
,
pπ√
qφ
,
√
qφ2R(3) ,
√
qqij∂iφ∂jφ ,
√
qφD2φ (A.1)
smeared with test functions N(x) and M(x).
The following nontrivial Poisson brackets appear in the required calculations:
{∫
d3x
Nπ2√
q
,
∫
d3yM
√
q qij∂iφ∂jφ
}
− (↔) = 4
∫
[N,M ]iπ∂iφ , (A.2)
{∫
d3x
Nπ2√
q
,
∫
d3yM
√
q φD2φ
}
− (↔) =
∫
[N,M ]i(−4π∂iφ+ 2Di(πφ)) , (A.3)
{∫
d3xN
pijp
ij
√
qφ2
,
∫
d3yM
√
qφD2φ
}
− (↔) =
∫
[N,M ]i φ−1
(
p∂iφ− 2pij∂jφ
)
, (A.4)
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{∫
d3xN
pijp
ij
√
qφ2
,
∫
d3yM
√
qR(3)φ2
}
− (↔) =
∫
[N,M ]i
(
8pφ−1∂iφ− 2Djp
−8φ−1pij∂jφ+ 2Djpij
)
, (A.5){∫
d3xN
p2√
qφ2
,
∫
d3yM
√
qφD2φ
}
− (↔) =
∫
[N,M ]ipφ−1∂iφ , (A.6)
{∫
d3xN
p2√
qφ2
,
∫
d3yM
√
qR(3)φ2
}
− (↔) =
∫
[N,M ]i
(
16pφ−1∂iφ− 4Dip
)
, (A.7)
{∫
d3xN
pπ√
qφ
,
∫
d3yM
√
qqij∂iφ∂jφ
}
− (↔) = 2
∫
[N,M ]ipφ−1∂iφ , (A.8)
{∫
d3xN
pπ√
qφ
,
∫
d3yM
√
qφD2φ
}
− (↔) =
∫
[N,M ]i
(
Dip− 2p∂iφ
φ
+
π∂iφ
2
)
,(A.9)
{∫
d3xN
pπ√
qφ
,
∫
d3yM
√
qR(3)φ2
}
− (↔) =
∫
[N,M ]i (8π∂iφ− 2Di(πφ)) . (A.10)
In these expressions, “(↔)” is a shorthand for taking the previous expression and exchanging
N and M , and we define
∫
[N,M ]iVi ≡
∫
d3x qij(N∂jM −M∂jN)Vi as the right-hand side is
always of this form. Where these expressions can be compared with those given in [25], they
agree. Taking linear combinations of these Poisson brackets then results in Poisson brackets
among possible expressions for the Hamiltonian constraint, as given in section 2.1.
References
[1] P. A. M. Dirac, “Long range forces and broken symmetries,” Proc. Roy. Soc. Lond. A 333
(1973) 403-418.
[2] H. Weyl, “Gravitation und Elektrizita¨t,” Sitzungsber. der K. Preuss. Akad der Wiss. zu
Berlin (1918) 465-480.
[3] J. L. Anderson and D. Finkelstein, “Cosmological constant and fundamental length,” Am.
J. Phys. 39 (1971) 901-904.
[4] J. J. van der Bij, H. van Dam and Y. J. Ng, “The Exchange of Massless Spin Two Particles,”
Physica 116A (1982) 307-320.
[5] W. G. Unruh, “Unimodular theory of canonical quantum gravity,” Phys. Rev. D 40 (1989)
1048-1052.
[6] W. Buchmu¨ller and N. Dragon, “Einstein Gravity From Restricted Coordinate Invariance,”
Phys. Lett. B 207 (1988) 292-294; “Gauge Fixing and the Cosmological Constant,” Phys.
Lett. B 223 (1989) 313-317.
[7] G. F. R. Ellis, H. van Elst, J. Murugan and J. P. Uzan, “On the Trace-Free Einstein
Equations as a Viable Alternative to General Relativity,” Class. Quant. Grav. 28 (2011)
225007 [arXiv:1008.1196 [gr-qc]].
G. F. R. Ellis, “The Trace-Free Einstein Equations and inflation,” Gen. Rel. Grav. 46
(2014) 1619 [arXiv:1306.3021 [gr-qc]]
[8] R. de Leo´n Ardo´n, N. Ohta and R. Percacci, “Path integral of unimodular gravity,” Phys.
Rev. D 97 (2018) 026007 [arXiv:1710.02457 [gr-qc]];
21
R. Percacci, “Unimodular quantum gravity and the cosmological constant,” Found. Phys.
(2018) 1-16 [arXiv:1712.09903 [gr-qc]].
[9] M. O. Katanaev, “Polynomial form of the Hilbert-Einstein action,” Gen. Rel. Grav. 38
(2006) 1233-1240 [gr-qc/0507026]; “Polynomial Hamiltonian form of General Relativity,”
Theor. Math. Phys. 148 (2006) 1264-1294 [Teor. Mat. Fiz. 148 (2006) 459-494] [gr-
qc/0604096].
[10] E. A´lvarez, D. Blas, J. Garriga and E. Verdaguer, “Transverse Fierz-Pauli symmetry,” Nucl.
Phys. B 756 (2006) 148-170 [hep-th/0606019].
[11] I. Oda, “Classical Weyl Transverse Gravity,” Eur. Phys. J. C 77 (2017) 284
[arXiv:1610.05441 [hep-th]].
[12] J. Bonifacio, P. G. Ferreira and K. Hinterbichler, “Transverse diffeomorphism and Weyl
invariant massive spin 2: Linear theory,” Phys. Rev. D 91 (2015) 125008 [arXiv:1501.03159
[hep-th]].
[13] D. Blas, M. Shaposhnikov and D. Zenhausern, “Scale-invariant alternatives to general rel-
ativity,” Phys. Rev. D 84 (2011) 044001 [arXiv:1104.1392 [hep-th]].
[14] R. Jackiw and S. Y. Pi, “Fake Conformal Symmetry in Conformal Cosmological Models,”
Phys. Rev. D 91 (2015) 067501 [arXiv:1407.8545 [gr-qc]].
[15] I. Oda, “Fake Conformal Symmetry in Unimodular Gravity,” Phys. Rev. D 94 (2016) no.4,
044032 [arXiv:1606.01571 [gr-qc]].
[16] A. Ashtekar, “New Variables for Classical and Quantum Gravity, Phys. Rev. Lett. 57 (1986)
2244-2247; “New Hamiltonian Formulation of General Relativity,” Phys. Rev. D 36 (1987)
1587-1602.
A. Ashtekar and J. Lewandowski, “Background independent quantum gravity: A Status
report,” Class. Quant. Grav. 21 (2004) R53 [gr-qc/0404018].
[17] C. J. Isham, “Canonical quantum gravity and the problem of time,” Lectures at the NATO
Summer School held in Salamanca in June 1992 [gr-qc/9210011].
E. Anderson, “The Problem of Time in Quantum Gravity,” in Classical and Quantum
Gravity: Theory, Analysis and Applications, Ed. V.R. Frignanni (Nova, New York 2012)
[arXiv:1009.2157 [gr-qc]].
[18] H. Gomes, S. Gryb and T. Koslowski, “Einstein gravity as a 3D conformally invariant
theory,” Class. Quant. Grav. 28 (2011) 045005 [arXiv:1010.2481 [gr-qc]].
H. Gomes and T. Koslowski, “The Link between General Relativity and Shape Dynamics,”
Class. Quant. Grav. 29 (2012) 075009 [arXiv:1101.5974 [gr-qc]];
[19] F. Mercati, Shape Dynamics: Relativity and Relationalism (Oxford University Press, Ox-
ford, 2018); [arXiv:1409.0105 [gr-qc]].
[20] C. Brans and R. H. Dicke, “Mach’s principle and a relativistic theory of gravitation,” Phys.
Rev. 124 (1961) 925-935.
R. H. Dicke, “Mach’s principle and invariance under transformation of units,” Phys. Rev.
125 (1962) 2163-2167.
22
[21] F. Hammad, D. K. C¸iftci and V. Faraoni, “Conformal cosmological black holes: restoring
determinism to Einstein theory,” arXiv:1805.09422 [gr-qc].
[22] M. Salgado, “The Cauchy problem of scalar tensor theories of gravity,” Class. Quant. Grav.
23 (2006) 4719-4742 [gr-qc/0509001].
[23] G. J. Olmo and H. Sanchis-Alepuz, “Hamiltonian Formulation of Palatini f(R) theories a
la Brans-Dicke,” Phys. Rev. D 83 (2011) 104036 [arXiv:1101.3403 [gr-qc]].
[24] C. Kiefer, “Nonminimally Coupled Scalar Fields and the Initial Value Problem in Quantum
Gravity,” Phys. Lett. B 225 (1989) 227-232.
[25] N. Bodendorfer, A. Stottmeister and A. Thurn, “Loop quantum gravity without the Hamil-
tonian constraint,” Class. Quant. Grav. 30 (2013) 082001, Erratum: [Class. Quant. Grav.
30 (2013) 119501] [arXiv:1203.6525 [gr-qc]]; “On a partially reduced phase space quanti-
zation of general relativity conformally coupled to a scalar field,” Class. Quant. Grav. 30
(2013) 115017 [arXiv:1203.6526 [gr-qc]].
[26] S. A. Hojman, K. Kucharˇ and C. Teitelboim, “Geometrodynamics Regained,” Annals Phys.
96 (1976) 88-135.
[27] K. V. Kucharˇ, letter to J. Barbour (2011).
[28] E. Anderson, J. Barbour, B. Z. Foster, B. Kelleher and N. O’Murchadha, “A First-principles
derivation of York scaling and the Lichnerowicz-York equation,” [gr-qc/0404099].
[29] E. A´lvarez, S. Gonza´lez-Mart´ın and C. P. Mart´ın, “Note on the gauge symmetries of uni-
modular gravity,” Phys. Rev. D 93 (2016) 123018 [arXiv:1604.07263 [hep-th]].
[30] I. Bars, S. H. Chen, P. J. Steinhardt and N. Turok, “Antigravity and the Big Crunch/Big
Bang Transition,” Phys. Lett. B 715 (2012) 278-281 [arXiv:1112.2470 [hep-th]].
I. Bars, P. Steinhardt and N. Turok, “Sailing through the big crunch-big bang transition,”
Phys. Rev. D 89 (2014), 061302 [arXiv:1312.0739 [hep-th]].
S. Gielen and N. Turok, “Perfect Quantum Cosmological Bounce,” Phys. Rev. Lett. 117
(2016), 021301 [arXiv:1510.00699 [hep-th]]; “Quantum propagation across cosmological sin-
gularities,” Phys. Rev. D 95 (2017) 103510 [arXiv:1612.02792 [gr-qc]].
C. Wetterich, “Eternal Universe,” Phys. Rev. D 90 (2014) 043520 [arXiv:1404.0535 [gr-qc]].
[31] R. Floreanini and R. Percacci, “Canonical Algebra of Gl(4) Invariant Gravity,” Class.
Quant. Grav. 7 (1990) 975-984.
[32] R. Percacci, “Gravity from a Particle Physicists’ perspective,” PoS ISFTG (2009) 011
[arXiv:0910.5167 [hep-th]].
[33] D. M. Capper and M. J. Duff, “Trace anomalies in dimensional regularization,” Nuovo
Cim. A 23 (1974) 173-183; “Conformal Anomalies and the Renormalizability Problem in
Quantum Gravity,” Phys. Lett. A 53 (1975) 361-362.
S. Deser, M. J. Duff and C. J. Isham, “Nonlocal Conformal Anomalies,” Nucl. Phys. B 111
(1976) 45-55;
M. J. Duff, “Observations on Conformal Anomalies,” Nucl. Phys. B 125 (1977) 334-348;
“Twenty years of the Weyl anomaly,” Class. Quant. Grav. 11 (1994) 1387 [hep-th/9308075].
23
[34] F. Englert, C. Truffin and R. Gastmans, “Conformal Invariance in Quantum Gravity,” Nucl.
Phys. B 117 (1976) 407-432.
[35] E. S. Fradkin and G. A. Vilkovisky, “Conformal off-mass-shell extension and elimination of
conformal anomalies in quantum gravity,” Phys. Lett. B 73 (1978) 209-213.
[36] R. Floreanini and R. Percacci, “Average effective potential for the conformal factor,” Nucl.
Phys. B 436 (1995) 141-162 [hep-th/9305172]; “Renormalization-group flow of the dilaton
potential,” Phys. Rev. D 52 (1995) 896-911 [hep-th/9412181].
[37] M. Reuter and C. Wetterich, “Quantum Liouville field theory as solution of a flow equation,”
Nucl. Phys. B 506 (1997) 483-520 [hep-th/9605039].
M. Reuter, “Weyl invariant quantization of Liouville field theory,” hep-th/9612158.
[38] M. Reuter and H. Weyer, “Background Independence and Asymptotic Safety in Conformally
Reduced Gravity,” Phys. Rev. D 79 (2009) 105005 [arXiv:0801.3287 [hep-th]]; “Conformal
sector of Quantum Einstein Gravity in the local potential approximation: Non-Gaussian
fixed point and a phase of unbroken diffeomorphism invariance,” Phys. Rev. D 80 (2009)
025001 [arXiv:0804.1475 [hep-th]].
[39] M. Shaposhnikov and D. Zenhausern, “Quantum scale invariance, cosmological constant
and hierarchy problem,” Phys. Lett. B 671 (2009) 162-166 [arXiv:0809.3406 [hep-th]].
M. E. Shaposhnikov and I. I. Tkachev, “Quantum scale invariance on the lattice,” Phys.
Lett. B 675 (2009) 403-406 [arXiv:0811.1967 [hep-th]].
[40] R. Percacci, “Renormalization group flow of Weyl invariant dilaton gravity,” New J. Phys.
13 (2011) 125013 [arXiv:1110.6758 [hep-th]].
A. Codello, G. D’Odorico, C. Pagani and R. Percacci, “The Renormalization Group and
Weyl-invariance,” Class. Quant. Grav. 30 (2013) 115015 [arXiv:1210.3284 [hep-th]].
[41] E. A´lvarez and M. Herrero-Valea, “No Conformal Anomaly in Unimodular Gravity,” Phys.
Rev. D 87 (2013) 084054 [arXiv:1301.5130 [hep-th]].
[42] A. Padilla and I. D. Saltas, “A note on classical and quantum unimodular gravity,” Eur.
Phys. J. C 75 (2015) 561 [arXiv:1409.3573 [gr-qc]].
[43] S. Gonza´lez-Mart´ın and C. P. Martin, “Unimodular Gravity and General Relativity UV
divergent contributions to the scattering of massive scalar particles,” JCAP 1801 (2018)
028 [arXiv:1711.08009 [hep-th]]; “Scattering of fermions in the Yukawa theory coupled to
Unimodular Gravity,” Eur. Phys. J. C 78 (2018) 236 [arXiv:1802.03755 [hep-th]].
24
