In this article, we explore the task of automatically identifying educational materials by classifying documents with respect to their educational value. Through experiments carried out on a dataset of manually annotated documents, we show that the generally accepted notion of a learning object's "educational value" is indeed a property that can be reliably assigned through automatic classification. Moreover, an analysis of cross-topic and cross-domain portability shows that the automatic classifier can be ported to other topics and domains, with minimal performance loss.
INTRODUCTION
With the rapid growth of the amount of information available online and elsewhere, it becomes increasingly difficult to identify documents that satisfy user needs. Current search engines target a broad coverage of information at the cost of providing limited support for well defined verticals.
In particular, an increasingly large number of users, consisting primarily of students, instructors, and self-taught learners, are often seeking educational materials online to use as standalone instructional materials or to supplement existing class resources. The typical solution is to either refer to existing collections of learning materials, which often lack breadth of coverage, or to search the Web using one of the current search engines, which frequently lead to many irrelevant results. For example, as shown later in Section 3, from the top 50 documents returned by a search performed on a major search engine 1 for the query "tree data structure," only four were found to be strongly educational, while as many as 29 documents were found to be completely non-educational. 1 Throughout our experiments, we conduct our searches using the Google search engine.
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In this article, we address the task of automatically identifying educational materials. We formulate the task as a text categorization problem and try to automatically classify the "educational value" of a document. Through annotation experiments carried out on a dataset of materials from the domain of computer science, we show that the educational value of a document is a property that can be reliably assigned by human judges. We also identify several features characteristic of educational resources, which can be used to identify the educational value of a document. We perform a number of classification experiments and show that the educational value of a document can be automatically assigned.
The task is part of the larger problem of automatic retrieval of educational materials, which can be regarded as a two-stage process: (1) retrieval of candidate documents from the Web, which also includes intermediate steps such as query expansion, spelling correction, etc.; and (2) identification of educational materials among the candidate documents retrieved in step (1). In this article, we mainly focus on the second stage, formulated as a text categorization problem where we try to separate the documents that have an educational value from those that do not. Note that for the purpose of building an experimental framework, we also run components from the first-stage (i.e., we retrieve candidate documents from the Web), but we mainly use third-party software for that purpose (e.g., the Google search engine).
BACKGROUND
A learning object is formally defined as "any entity, digital or non-digital, that may be used for learning, education, or training" [Hodgins and Duval 2002] , or "any digital resource that can be reused to support learning" [Wiley 2000 ].
The idea that a document can have an educational property is widely accepted in the growing body of work dedicated to learning objects. Learning object repositories (e.g., Neven and Duval [2002] , Smith Nash [2005] ) target improved access to learning materials through "sharing and reuse," by providing a common interface to entire collections of learning materials that can be shared among students and instructors and can be reused across courses and disciplines. These definitions are representative of the notion of "educational value" as used in this article.
There have been numerous efforts that promote the use and sharing of online learning objects, including the National Science Digital Library [NSDL 2003 [Anderson and Whitelock 2004; Gaseci and Hatala 2006] . There are also tools that support pedagogical searches [Carvalho et al. 2001; Wongse-Sanit 1997] and those that guide searching by providing strategies or suggesting sites [Carvalho et al. 2001; Pazzani et al. 1996] . But due to the diversity and heterogeneity of the Web, unfocused exploration of Web materials during learning can be ineffective, especially in increasing student interest in the domain.
While there has been a large body of work focused on Learning Object Metadata harnessing [Pansanato and Fortes 2005; Meyer et al. 2007; Greenberg 2004 ], we are not aware of any work that has tried to harness the power of the Web as an educational resource through the automatic identification of learning assets on the Web. The work closest to ours is perhaps Thompson et al. [2003] , where the authors addressed the problem of finding educational resources on the Web. However, the focus of their work was limited to metadata extraction for a small number of fine-grained properties. Instead, in this article, we introduce a method to automatically annotate the educational value of a document, which can be used to assist learners in their search for educational materials.
Also related to our work is the task of readability assessment, which aims to determine the appropriate readership for a given document (or conversely, to determine the appropriate documents for a given readership). For instance, a readability method should be able to determine that a certain document is appropriate, for example, for students in fifth grade. There are several readability methods proposed to date that rely on frequency-based approaches, which predict the familiarity with a word based on high frequency observed in a corpus [McClelland and Rumelhart 1981; Morton 1969] and other more advanced statistical language models [Collins- Thompson and Callan 2005] , by using word counts derived from general-purpose English corpora such as the British National Corpus or from collections of language-learning English texts that students normally read in their studies [Brown and Eskenazi 2004] . There are also methods that aim to perform text simplification and adaptation, which is done either at the syntactic [Siddharthan et al. 2004] or lexical level [Carroll et al. 1998; Burstein et al. 2007] . A key difference between the task of readability assessment and our work is the fact that in readability assessment the main differentiator between classes is the age of the reader, and therefore the classification is done between different levels of difficulty in the general English vocabulary, whereas in our work the selection of a document is done based on its relevance to a given topic (e.g., is this document concerned with hash tables) as well as the educational value of the document (e.g., how useful is this document for a student who is trying to learn about hash tables). While both tasks can be cast as classification problems, the classification dimensions are completely different.
Finally, it is important to note that the classification of the educational value of a document cannot be modeled as a genre classification task. While recognizing the educational value of a document is relatively easy to do with accomplished readers, different educational materials can have major stylistic inconsistencies, which invalidate their membership to a unified genre [Karlgren 2004 ]. For example, a diagram, textbook, and a blog could all serve as useful and educational resources despite their obvious stylistic differences.
BUILDING A DATASET FOR THE CLASSIFICATION OF EDUCATIONAL MATERIALS
What are educational materials? The purpose of educational materials is primarily decided by the author or the presenter of the resource, who decides the target audience and the delivery style (e.g., textbook, presentation, diagram). While the purpose of the resource is a property that is mainly determined by its author, its educational value is a property evaluated cumulatively by the target audience of the resource (e.g., students or educational experts). Hence, in the construction of our dataset and in the evaluations we run, we focus on the educational value of a learning resource as determined by the agreement of their potential users (students).
Educational materials can be located in a variety of sources and formats, including lectures, tutorials, online books, blog articles, publications, even technical forums or expert networks. Most of these learning objects typically include several of the following components: definitions, examples, questions and answers, diagrams, and illustrations.
In order to build a dataset for the classification of educational materials, we mimic a hypothetical learner who tries to locate and identify learning assets using current online resources. We use a typical search scenario, which involves the use of a search engine with a disambiguated query to identify candidate materials, followed by a filtering step that selects only those materials that have educational relevance.
We collect a dataset covering the domain of computer science. We select fourteen topics frequently addressed in data structures and algorithms courses, as shown in Table I . Starting with each of the fourteen topics, a query is constructed and run Note that the meaning of some terms can be ambiguous, e.g., "tree" or "list," and thus we explicitly disambiguate the query by adding the phrase "data structure." By performing this explicit disambiguation, we can focus on the educational value of the documents returned by the search, rather than on the differences that could arise from ambiguities of meaning.
Properties of Educational Materials
We define a set of features largely based on the properties associated with learning objects as defined in standards such as IEEE LOM [Hodgins and Duval 2002] . Some of the features are also motivated by previous work on educational metadata [Westerhout and Monachesi 2008] . The following features are associated with each document in the dataset.
Relevance. This feature represents the relevance of a document to a given query. For instance, given the query "tree data structure," some of the documents returned by the search engine may contain information relevant to this query, whereas others may be completely irrelevant. We want to measure how human-assigned relevance can contribute to our task and see if an accurate (manual) measure of relevance can result in a better identification of learning objects as compared to the search engine ranking. We measure relevance on a four point scale ranging from nonrelevant to very relevant.
Content Categories.
The content category is a feature that classifies the type of content found on the target page. We assume that the typical content of a learning object can be categorized into one or more of the following types.
-Definition. The content presents a textual definition of a concept or any of its associated properties. -Example/Use. The content presents examples that help clarify a concept, demonstrative use of a concept, or the use of operations in that concept (e.g., the queue data structure push-and-pop operations). -Questions and Answers. The content presents a question and answer dialogue, as usually found in technical forums and sometime in blog articles. -Illustration. The content presents an illustration of a concept or a process either through the use of images or through diagrams. -Other. This group contains all the other types that do not fit in the previous categories.
Resource Type. One of the interesting properties of the learning asset is its source. Under the assumption that the type of the resource can contribute to the document's educational value, the annotators were instructed to choose all the possible types that apply from a precompiled list. The list was generated by observing and inspecting the collection of retrieved documents. These types are not mutually exclusive.
-Class Web page. A typical class homepage where the teacher would provide lecture notes, tips, quizzes, and answers for the class homework. -Encyclopedia. A resource for educational materials, representing semi-structured or fully structured data contributed by experts in the field. -Blog. A Web log or blog represents an online personal journal. It varies in format and purpose and it is an increasing popular online form of self-expression. -Mailing list/forums. It is a typical example of an expert network where users pose their questions to an expert (or group of experts) in the field and receive one or more answers. Usually such content is very technical but not always useful. -Online book. This category represents electronic books in an online format (e.g., HTML, PDF). -Presentation. A demonstrative material that consists of a set of slides or pages, representing the main points to be addressed with respect to a topic. -Publication. This group includes scientific publications, such as journal articles, conference proceedings, article abstracts, and patent descriptions. -How-To article. This source type addresses the use of a specific concept on a step-by-step basis. -Reference manual. A technical reference or manual, which explains the use and the inner workings of a concept (e.g., Java language documentations). -Other. This category includes all other content (e.g., product catalogs, company homepages).
Expertise. Learning objects are very diverse and are subject to the judgment of the learner. An expert in the field needs little introduction to the topic and may require a high level of technical insight. Instead, the same information might seem non-educational and irrelevant from the perspective of a novice user who seeks basic fundamentals. To address this problem, we asked the annotators to indicate their expertise in each of the selected topics on a four point scale.
In addition to the preceding features, in order to capture the educational value of a resource, the annotators were also asked to score each page on its overall educational value. This label is not used as a feature, but rather it serves as the major class of the documents in the dataset.
Educational value. The annotators were instructed to evaluate the resource as a necessary asset for a student to understand the topic and score each document on a four point scale that was mapped to the following four labels: non-educational, marginally educational, educational, and strongly educational.
Final Set of Features
Taken together, all the features just defined are referred to as user features and are listed in Table II . The only exception is the "educational value" annotation, which is used as a class. In addition, for each document in the dataset, we also collect its search engine ranking and its document type (ppt, pdf, html, doc, etc.) . We also calculate the hubness of each page, defined as the ratio of its hyper-linked contents to its original content. For instance, if one page contains 100 words out of which 10 are hyperlinked, the hubness of the page is calculated as 10/100=10%. Note that these three final features are automatically collected, and thus they are not part of the user features predicted in the experiments reported later in this article.
Agreement Study
Two judges individually annotated the collected documents based on a set of annotation guidelines. The average expertise of the two annotators was 2 and 3, respectively (on a scale of 0 to 3), which indicates good to high expertise. The annotators were required to identify the value associated with all the document features described, along with the educational value of a document. The annotators were instructed to evaluate the resource from a college student perspective, therefore discarding highly technical and specific resources as non-educational or marginally educational. Appendices A and B show the written guidelines provided to the annotators as well as four sample annotations.
We measure the inter-annotator agreement by calculating the number of times the two annotators agree on their annotations out of the total number of examples. We also calculate and report the kappa statistic for the annotations made by the two human annotators. The inter-annotator agreement and the kappa statistic for all the features and for the educational value class are shown in Figure 1 . The kappa scores In some cases, the low to moderate kappa statistics can be attributed to the subjectivity of some of the annotations (e.g., the EducationalValue class label or the IsBlog feature), whereas in other cases it is mainly due to the high agreement expected by chance (e.g., IsBook has an expected agreement ≥0.74).
The final dataset is created by asking a third annotator to arbitrate the disagreements among the first two annotators. The final distribution across the educational class labels is shown in Table III . As seen in the table, the distribution across educational and non-educational classes is relatively balanced with a few exceptions. Topics such as "queue" and "tree" tend to have more non-educational pages, unlike topics such as "binary search," which tend to have more educational pages.
EXPERIMENTS
Using the dataset described in the previous section, we experiment with automatic classifiers to annotate the educational value of a given document. Through these evaluations, we measure the ability of a system to automatically detect and classify documents according to their educational value.
The four-point scale used for the educational value annotation allows us to perform both a fine-grained and a coarse-grained evaluation. In the fine-grained evaluation, all four dimensions are considered, and thus we run a four-way classification. In the coarse-grained evaluation, we combine the non-educational and marginally educational documents into one class (non-educational), and the educational and strongly educational pages into another class (educational) and run a two-way classification. All the evaluations are conducted using a tenfold cross validation.
Through our experiments, we seek answers to the following questions.
(1) Can the content of a document be used to predict the educational value of a document? We evaluate the use of the document content to learn and detect its educational value. The content is used to construct a feature representation of each document. The terms appearing in the learning objects serve as features in the learning algorithm, with a weight indicating their frequency in the learning object.
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(2) Can the user-features be used to predict the educational value of a document? We evaluate the selected user features as possible dimensions to learn and detect the educational value of target examples. We use all the user features summarized in Table II to construct a feature vector representation for each learning asset. Since these features were manually assigned by the annotators, these annotations serve as an upper bound on the accuracy that can be achieved by using such features. (3) Can the content of a document be used to predict the user features? We run an evaluation where each of the selected user features serves as its own class. The learning assets in which this feature has been selected by the annotators serve as positive examples, while the documents in which the feature was not encountered serve as negative examples. The content of the documents is used to build the feature vectors. The examples are then used to train a classifier to classify each of the features automatically. (4) Can the automatically predicted user features be used to learn and predict the educational value of a document? Finally, given the set of classifiers generated in the previous experiment, we use their output to construct a machine weighted user-feature representation of the given document. This evaluation is similar to the one relying on manually assigned user features. However, instead of using the user annotations, we use the output automatically predicted by the classifiers.
For the experiments, we used three classifiers: Naïve Bayes [McCallum and Nigam 1998 ], SVM [Vapnik 1995] , and support vector regression [Smola and Scholkopf 2004] , selected based on their performance and diversity of learning methodologies.
The main idea in a Naïve Bayes text classifier is to estimate the conditional probability of a category given a document using probabilities of categories and categoryconditional probabilities of words. Naïve Bayes text classifiers assume word independence, but despite this simplification, they were shown to perform well. While there are several versions of Naïve Bayes classifiers (variations of multinomial and multivariate Bernoulli), we use the multinomial model [McCallum and Nigam 1998 ], which was shown to be more effective. We use the Naïve Bayes classifier available in the Weka package.
Support Vector Machines (SVM) [Vapnik 1995 ] is a state-of-the-art machine learning approach based on decision plans. The algorithm defines the best hyper-plane that separates the set of points associated with different class labels with a maximum margin. The unlabeled examples are then classified by deciding on which side of the hypersurface they reside. In our evaluations we use SVMTorch [Collobert and Bengio 2001] with a linear kernel since in text classification experiments it was found to be as powerful as other kernels [Yang and Liu 1999] .
Support Vector Regression (SVR) [Smola and Scholkopf 2004 ] is a sequential minimal optimization algorithm for solving machine learning regression problems. We use the implementation available in the Weka package, which trains an SVR using polynomial kernels. This implementation globally replaces all missing values and transforms nominal attributes into binary ones. It also normalizes all the attributes by default. Because running the SVR algorithm is relatively time consuming, we only use this learning method to predict the educational value of a document. We do not use it in the prediction of the individual user features. We transformed the nominal classes to real classes by using the corresponding 1 through 4 scale (e.g., 1 corresponds to noneducational). For the prediction, we rounded the output of the classifier to the nearest integer and mapped it back to the nominal class (e.g., an output of 1.25 is rounded to 1, which is mapped to non-educational). 
RESULTS

Can the Content of a Document Be Used to Predict the Educational Value of a Document?
In our first experiment we extract features from the content of the document, after minimal preprocessing (tokenization and stopword removal) takes place. Tables and graphical elements (e.g., diagrams, images) are removed, and only textual content is preserved. We then classify each document with respect to the fine-grained and coarse-grained educational value classes, using ten fold cross-validation on the entire dataset. The rows labeled with "document content" in Table IV show the results of this experiment. The content-based classification experiments report 48.32%-60.75% accuracies on the fine-grained and 73.13%-77.36% on the coarse-grained evaluations. In fact, these scores feature a 10%-22% and 18%-22% absolute improvement for the finegrained and the coarse-grained results over the baseline of selecting the most common class across all the documents. To answer our first question, these experiments show that the raw content of a document can indeed be effectively employed to predict the educational value of a document.
Can the User Features Be Used to Predict the Educational Value of a Document?
We use the manual annotations for the user features to classify the educational value of a document. The results obtained in this experiment are shown in Table IV in the rows labeled with "user features (manual)." These results are clearly superior across all our experiments, boasting 70.07%-76.35% and 83.66%-87.89% accuracies on the fine-grained and coarse-grained classes, respectively. Therefore these user features are demonstrated to be effective predictors of a document's educational value. We would like to emphasize that these results represent an upper bound in our evaluations, since they rely on manually annotated features. 
Can the Content of a Document Be Used to Predict the User Features?
Since the user features appear to exhibit the best classification performance, we decided to evaluate the ability of automatically labeling these features using the content of the documents. The accuracies obtained using automatic classification of the user features is shown in Figure 2 . Note that for efficiency reasons, the SVR classifier is not used in these experiments. Both SVM and Naive Bayes seem to be able to label these features with relatively high accuracy. The lowest performance is achieved for Relevance 5 (50-56% F-measure), while the highest is attained for the IsEncyclopedia class (86-95% F-measure). This experiment therefore shows that the user features that were shown as good predictors of a document's educational value can themselves be predicted based on the content of the document with various degrees of accuracy.
Can the Automatically Predicted User Features Be Used To Learn and Detect the Educational Value of a Document?
Finally, we answer the fourth question by running an experiment where the automatically predicted user features are used as input to a classifier to annotate the educational value of a document. The results obtained in this experiment are shown in Table IV , under the rows labeled "user features (predicted) ." This model reports 51.11%-61.22% and 76.05%-77.99% accuracies for fine-grained and coarse-grained, respectively, hence featuring an improvement of 1%-5% over using the classifier trained on raw content alone. This result can be the basis for future improvements by seeking improvements in the classification of the individual features prediction (e.g., by using syntactic or semantic features in addition to lexical features).
DISCUSSION
Based on our experiments, we found that the educational value of a document is a property that can be automatically identified. Not surprisingly, the classification with respect to a set of coarse-grained classes is higher than the fine-grained classification.
In terms of features, the raw content of a document was found useful as were other properties associated with a document (referred to as user features). As a natural next step, we also attempted to combine the user features with the content features. While the combined classifier brought an average absolute improvement of 6% over the classifier that uses content features alone, the combined classifier is always below the classifier that relies on the user features. This is perhaps explained by the large gap between the performance obtained with the manually labeled user features (which represents an upper bound on the classification) and the performance obtained when using content only.
We also attempted to combine the predicted user features with the content features. The improvements obtained with the combined classifier over both individual classifiers were, however, marginal, most of the time below 1%. We believe that this is due to the high degree of redundancy between these two sources of information: The content is also used to predict the user-features, and thus the addition of content features to the user features did not bring any large improvements.
To gain further insights, two additional analyses were run. First, we examined the impact of individual features on the final classification outcome. Second, we ran two experiments to assess the portability of the educational property across topics and across domains.
Feature Analysis
To evaluate how each of the user features contributes to the classification accuracy, we measure the information gain associated with each feature based on the manual annotations. We also perform a feature ablation study where we run the same classification experiments as before but remove one feature at a time. The classifier is run using the coarse-grained classes and the manually assigned user features. Figure 3 shows the feature weights as calculated using information gain. Figure 4 shows the results of the feature ablation experiments. Note that the figures should be read in different directions, that is, a high information gain in Figure 3 corresponds to a feature that has a low accuracy in the leave-one-out ablation experiments in Figure 4 (this is because leaving out an important feature will result in a large drop in accuracy). With this in mind, both the information gain and the feature ablation studies seem to show a similar trend in terms of the importance of the various features, as the clockwise trend in Figure 3 roughly matches the counterclockwise trend in Figure 3 . Not surprisingly, the content categories (e.g., HasDefinition, HasExamples) score the highest, indicating their discriminative power. Other intuitive features such as resource types (e.g., IsPresentation, DocType) seem to also contribute to the classification.
We also analyzed the most discriminative features in the content-based classification. By looking at the top-ranked features according to their information gain, we notice that they often consist of descriptive terms that portray properties such as size, value, position or actions like insert, assume, call, and store. This seems to correlate with what is typically observed in explanatory or demonstrative contexts. We also see a large number of nouns reflecting listings and enumerations such as fact, element, case, number, operation, main, position, and version. There are also many definitional verbs such as highlight, represent, generate, affiliate, assume, call, and store. Some of the verbs While we also found a number of domain-dependent terms like nodes, root, or subtree, it is interesting to note that the majority of the top-ranked terms, as just exemplified, are not topic-or domain-dependent, which suggests that the educational property can be transferred across topics and domains.
Cross-Topic Portability
To assess how the classification performance is affected by the topic dependence, we partition our dataset into fourteen folds, each fold corresponding to a single topic (as listed in Table I ). Next, a fourteenfold cross-validation is performed where each of the folds serves as a test fold, while the remaining folds are used for training. In this way, we eliminate the influence of the document topics on the classification accuracy. The results of this evaluation are shown in Table V . The classification performance is consistent with the one observed in the previous tenfold cross-validation, which was carried out on a randomized version of the dataset. This indicates that the features learned are not topic-dependent, and the system is able to capture the educational value of a document regardless of its topic.
Cross-Domain Portability
We also ran an experiment to evaluate the portability of the educational property across domains. We randomly selected a topic from the biology domain (DNA), and manually annotated 67 documents. The documents are collected and annotated in a fashion similar to the initial computer science dataset, i.e., an initial annotation is independently performed by two annotators, followed by an adjudication step by a third annotator. The annotator agreement on this dataset was similar to the figures observed for the computer science dataset, that is, the agreement for the educational property of a document in the DNA dataset was measured at 0.82. The documents are then used as a test set for our classifier, which is trained on the entire set of computer science documents. The results of this evaluation are shown in Table VI . It is important to note that the distribution of the classes in the biology domain is somehow more skewed than in the computer science domain, with 42 documents labeled as non-educational, 3 labeled as marginally educational, 17 labeled as educational, and 5 labeled as strongly educational. This difference in class distribution is probably the reason why the baseline in this cross-domain evaluation is higher than in the computer science evaluations.
Although the manual user features continue to lead to high accuracies of 77.61%-83.58% and 91.04% for fine-and coarse grained, respectively, the predicted user features provide the best results. This is an interesting result, and we believe it is due to the fact that the annotators (Computer Science students) were not familiar enough with the topic they annotated, and this affected their decisions regarding some of the features, therefore making the manual annotations sometime less reliable than the automatic ones. For instance, it is not simple for annotators with a background in Computer Science to identify whether a resource has examples or definitions in the biology domain. 6 Since these two features, HasDefinition and HasExamples, are highly predictive for the educational value class, the model is negatively impacted when relying on these manually annotated features.
The raw content also achieves good results with 54.92%-67.16% and 76.11%-77.61% accuracy, representing a clear improvement over the baseline. However it is still far below the predicted user-feature scores. This affirms the importance of the user features as topic/domain-independent variables that can give an insight on the educational value of a document.
CONCLUSION
In this article, we addressed the task of automatically identifying learning materials. We constructed a dataset by manually annotating the educational value of the documents retrieved for fourteen topics in computer science. An annotation experiment carried out on this dataset showed that the educational value of a document is a property that can be reliably assigned by human judges. Moreover, through a number of classification experiments, we showed that the educational value can also be automatically assigned with good accuracy. Additionally, an analysis of cross-topic and cross-domain portability showed that the classifiers can be ported to other topics and domains with minimal performance loss.
Through our experiments, we identified several promising lines for future research. First, we plan to explore ways of improving the classification accuracy for the individual user features in order to improve the overall accuracy of the educational value classification. We also plan to evaluate the portability of this method to other domains, including domains in the humanities such as history and political science. Finally, we would like to run student evaluations to determine the practical usefulness of the educational materials identified with our method.
The dataset introduced in the article can be downloaded from http://lit.csci.unt. edu/˜rada/downloads/LIEM.tar.gz. 6 As an example, we inspected the distribution of the annotations for the "Queue data structure" topic and the "DNA" topic (both topics having a similar class distribution), and we found some bias in the DNA annotation: While the distribution of the HasDefinition feature is almost even in the Queue topic, only a third of the DNA documents are annotated as having definitions. Similarity, the HasExamples feature distribution is evenly distributed in the Queue topic; however, for the DNA topic only 14% are marked as having examples.
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APPENDIXES Appendix A: Annotator Guidelines
For a given concept, such as "hash table," your task is to evaluate a set of WebPages with respect to their educational purpose. That is, given a concept and a webpage, you should judge how useful that page would be for explaining the concept to a student.
If the page only mentions the concept, without defining it, as in e.g. "this program was implemented using a hash table," you will mark the page as non-educational. Instead, if the page provides a definition for hash tables, describes the main operations on hash tables, gives examples of how to use a hash table, etc., then you will mark the page as educational. There will be also cases in between, where a page explains a concept, but only briefly, or a page that is about another concept (e.g., search engines), and on the side also gives the definition of the hash table.
Please try to ignore your own knowledge of the concept, and try instead to judge how useful the material would be for a student who is now learning that concept.
Please rate your expertise/knowledge of the topic (Asked only once per annotator)
Please rate your expertise/knowledge of the concept (Asked only once per concept and per annotator).
For each material (file) provided for this concept, please answer the following questions:
-How much of this material would you consider educationally relevant to the "Concept" in question? (0%-100%).
-If you were to be tested on this "Concept" would you consider this material educational?
(1) Non-Educational (2) Marginally Educational (3) Educational (4) Strongly Educational -How relevant do you consider this material with respect to the "Concept" in question? Recall that arrays and hashes contain only scalars; they cannot directly contain another array or hash as such. But considering that references can refer to an array or a hash and that references are scalars, you can see how one or more elements in an array or hash can point to other arrays or hashes. In this section, we will study how to build nested, heterogeneous data structures. Let us say we would like to track a person's details and that of their dependents. One approach is to create separate named hash tables for each person: %sue = ( # Parent 'name' => 'Sue', 'age' => '45'); %john = ( # Child 'name' => 'John', 'age' => '20'); %peggy = ( # Child 'name' => 'Peggy', 'age' => '16'); The structures for John and Peggy can now be related to Sue like this: @children = ($%john, $%peggy); $sue'children' = children; Figure [ below] shows this structure after it has been built.
Marginally educational
http://www.perlmonks.org/?node id=580477
If your hash structure is always HoHoHo... -i.e. no arrays, just hashes -then the first trick you need to nail down is a way to distinguish between terminal nodes and non-terminal nodes in your tree. Based on your examples, I'd guess that the easiest way to do this is by using your actual strings only as hash keys, never as values assigned to keys. The value of a hash element would always be a hash ref; nonterminal nodes would contain hash refs with one or more keys, whereas a terminal node would contain an empty hashref. The point here is that hash value is either a simple scalar or else it's a reference -it can't be both. Here's a way you could take hyphen-delimited strings to create an arbitrarily deep / arbitrarily wide tree structure.
Non-educational http://www.patentstorm.us/patents/6748401.html
An exemplary embodiment of the present invention is a method for dynamically managing a hash pool data structure. A request to insert a new key value into a hash pool data structure that includes at least one index level is received. An insertion location is calculated for the new key value in response to the new key value and to existing key values in the hash pool data structure. The insertion location includes an index level. A new index level is added at the insertion location if the index level is not the maximum number of index levels in the hash pool data structure; if the insertion location contains a chain of existing key values with a length equal to the maximum chain length; and if the new index record locations of the new key value and the existing key values are dispersed. The insertion location is updated in response to adding a new index record and the new key value is inserted into the insertion location. An additional embodiment includes a system and storage medium for dynamically managing a hash pool data structure.
