ABSTRACT: Constructing composite indices, variables have to be reduced and principal component analysis (PCA) is widely used for this purpose. Although, PCA is conducted after standardizing variables to overcome unit and value dependency problems, variables lose their inherent variability. To address that issue, two options were tested. First option was transforming variables by dividing their means, resulting new means and variances becoming one and square of coefficient of variance (CV 2 ) respectively. Second option was making meaningful adjustment to original variables to convert them as unitless. Grama Niladhari (GN) division level data on thirteen variables in Colombo district were used and second option was successful illustrating contribution of first two PCs to total variability by 96.34%. However, in the conventional method, 8 PCs were needed to reach that proportion. Expressing some variables on a per household basis and dividing GN density by total density were two adjustments made and that resulted in meaningful variable reduction in the index.
INTRODUCTION
A composite indicator measures multi-dimensional concepts (Eg competitiveness, e-trade or environmental quality) which cannot be captured by a single indicator. Ideally, a composite indicator should be based on a theoretical framework or definition, which allows individual indicators or variables to be selected, combined and weighted in a manner which reflects the dimensions or structure of the phenomena being measured. Using composite indices we can summarize complex, multi-dimensional realities with a view of supporting decision makers. It is easier to interpret than a set of many separate indicators and can assess progress of countries over time and most importantly it is able to reduce the visible size of a set of indicators without dropping the underlying information base. In the context of policy analysis, composite indices are useful in identifying trends and drawing attention to particular issues and they can also be helpful in setting policy priorities and in benchmarking or monitoring performance. (Farrugia 2007) = provide misleading policy messages, may invite simplistic policy conclusions and may be misused. Constructing a composite indices using a large number of variables is not practically useful. Considering the statistical relationship between variables, application of the multivariate statistical technique called principal component analysis (PCA) is a widely used technique for variable reduction. PCA involves a mathematical procedure that transforms a set of correlated variables into a smaller set of uncorrelated variables called principal components. These principal components are linear combinations of the original variables. Usually variables have to be standardized before performing PCA due to unit dependency. That means, the results of PCA depend on the scales at which the variables are measured.
Factor analysis (FA) is also a variable reduction technique and is a useful tool for investigating variable relationships for complex concepts such as socio-economic status, dietary patterns, or psychological scales. It allows researchers to investigate concepts that are not easily measured directly by collapsing a large number of variables into a few interpretable, uncorrelated underlying factors. In factor analysis, a factor is a latent (unmeasured) variable that expresses itself through its relationship with other measured variables. Variables have to be standardized to perform FA as PCA.
Since PCA operates on standardized data, scaled by their standard deviation, drawing conclusions about the dominance of variation for the actual, unstandardized data tends to be misleading. Some variables may have high inheritant variability. Another disadvantage of PC's derived using the correlation matrix is that they give coefficients for standardized variables and are therefore less easy to interpret directly (Jolliffe, 2002) . Therefore this problem has to be addressed to get meaningful results from PCA.
The objective of this study is to find out the solution to the problem of unit dependency of performing PCA without standardizing the variables while preserving the information with respect to inherited variability of the variables.
METHODOLOGY
Conducting a PCA using covariance matrix approach without standardized variables is a good alternative to preserving variability of the variables. But it has to be carried out overcoming the problem of unit dependency and influence of variables which have high variance due to relatively larger values. In order to achieve this objective the following two methods were tested.
Method 1
Variable were converted in to new set by dividing the data of original variables by their means. In this method the new set of variables is independent of the unit and the differences between variability of each variable are substantially lower.
In this method, if the original variables are X i where i=1, 2, …, k, where k is the number of original variable , where, is the mean of the i th variable.
Method 2
Variables were adjusted meaningfully while keeping the variables unitless and controlling the effect of large values on higher variance. For the adjustments, some variables were expressed on a per household basis and also GN densities of population and building were divided by the total density. Then new variables were with lower variability and unitless.
In order to achieve the objectives of the study, timely important issues faced by Sri Lanka were considered. i.e. the classification of urban and rural sectors in the country. The prevailing method is not based on a proper statistical methodology. For the study, Grama Niladhari (GN) division level data was obtained from Department of Census and Statistics (DCS) 3 . Considering the following variables data was collected by GN divisions in Colombo District. Those variables were selected after consulting experts. As a variable reduction technique, PCA was performed to identify the minimum linear combination of considered variables with higher explanation of the original variation of the data. Initially this was conducted using correlation matrix approach to overcome unit dependency problem. Number of GNs was 557.
Application of PCA -Correlation matrix approach
Considering the results of PCA, first four PCs with eigen values are above 1, explained only 80 percent of total variation. This is not supposed to be a good approach due to two reasons. One of these was requirement of selecting higher number of PCs though the objective is to reduce variables to a minimum level while explaining the greater degree of variability whereas the other was neglecting the inherent variability due to standardizing variables. Then the possible alternative is to perform PCA using covariance matrix approach.
Covariance matrix approach
The main disadvantage of covariance matrix approach is the scale dependency. In order to test the effect of unit on PCs, separate PCA was performed taking the variables relating to densities in two separate units, one in per acre and the other per square kilometer. With unit as per acre, first PC explained 83.47 percent of total variation, while using densities as per Km 2 98.7 percent of total variation was explained by the first PC. The clear difference in percentage is an indication that depending on unit PCA outcome is affected. In addition, with both units large values for the percentage indicate covariance approach instead of correlation approach (after standardizing the variables) should be used in constructing PCs. Moreover in the factor analysis, nine variables have significantly contributed to the first factor with densities unit per acre whereas only 3 variables were significant under the unit as per Km 2 . This also indicates, variables in different units provide different results. Therefore unit dependency has to be removed without loss of variability. As solutions to the problem given by two methods were tested.
Method 1: Coefficient of Variance (CV) method
To meet the objective variables were transformed by dividing by their means. Then unit dependency problem was solved and the inherent variability of the variables were also taken into account. Then the variances of the new set of variables are the square term of CV of original variables. Table 2 shows that difference between the CV values which are comparatively lower than variances of the original variables. In correlation approach 71.24 percent of total variance was explained by the first three factors, while 75.64 percent was explained with the covariance approach. This is about 4.5 percent of improvement which cannot be considered as sufficient. Scree plot also do not show a clear difference. In factor analysis, without rotation, in covariance matrix approach, one variable indicated significant contribution on two factors. Therefore Varimax rotation was used to overcome the problem. In correlation matrix approach 12 variables out of 13, significantly contributed to first three factors while in covariance matrix approach it was 11. Since the application of CV method, a significant improvement on covariance approach over the correlation approach could not be seen, the second method was tested.
Method 2: Variable adjustment method
The variables, WholeS_Trade, Retail_Trade, Section_Edu, Section_Recrn and Section_Health were adjusted dividing the values by total number of households in the GN division. The adjusted variables were named as WS_HH, Retail_HH, Edu_HH, Recrn_HH, and Health_HH. The rational of this adjustment is that in urban area more outside people of the GN division get benefited from wholesale and retail trade centres, education, and health and recreation centres.
When the value of adjusted variable in a GN division is high, that area is more likely to be urban. Five variables were adjusted to the total number of households. It is not necessary to consider another variable for household density since that information is reflected in the adjusted variables. Therefore two variables of population density and building density were adjusted to those of total densities for the whole country. Then the variables became unitless and they were renamed as pop_tot_density and bld_tot_density. The rational of this adjustment is that when the density of the considered variable in a GN division with respect to whole country density is high, the particular area has more urban nature. Before adjustment, there are very huge differences in variances. But after adjustment, variables became unitless and the differences of variances among variables are comparatively very low. Hence, using adjusted variables, PCA was performed. According to the table 4, 96.34 percent of total variance was explained by the first two factors in covariance matrix approach. Scree plot also clearly shows that. But to reach that proportion, in correlation matrix approach 8 factors was needed. That is unacceptable. Therefore, the covariance matrix approach is more useful. Under the factor analysis without rotation, in correlation matrix approach, one variable indicated significant contribution on two factors and it was solved using Equifax rotation. According to the results, in correlation matrix approach 11 variables out of 12, significantly contributed to the first four factors while in covariance matrix approach it was 7 for the first two factors.
CONCLUSIONS
Constructing a composite index using a minimum number of meaningful variables is very useful. Principal component analysis (PCA) is a widely used technique for variable reduction. Conducting PCA as a variable reduction techniques, with correlation matrix approach is not always acceptable due to ignorance of the inherent variability of variables. Covariance matrix approach is a good solution to the above problem, but it has the drawback of unit dependency. To overcome that issue out of the two methods studied, the second method can be used. With this method, adjusting variables meaningfully while keeping them unitless and controlling the effect of large values on higher variance gives solution for the issues mentioned above. Therefore adjusting variables in constructing composite indices can generate very useful information.
