Summary. In this paper we present a comprehensive approach to automatic organization and hybrid navigation of text databases. An organizing stage first builds a particular lattice representation of the data, through text indexing followed by lattice clustering of the indexed texts. The lattice representation, then, supports the navigation stage of the system, a visual retrieval interface that combines three main retrieval strategies: browsing, querying, and bounding. Browsing and querying are used to search the retrieval space, bounding is used to restrict it based on the information that users have, or get during their interaction with the system. We show that such a hybrid paradigm permits high flexibility in trading off information exploration and retrieval and, in addition, has good retrieval performance. We compared information retrieval using lattice-based hybrid navigation with conventional Boolean querying. The results of an experiment conducted on two medium-sized bibliographic databases showed that the performance of lattice retrieval was comparable to or better than Boolean retrieval.
Introduction

THE ORGANIZING/NAVIGATING PARADIGM
In most information retrieval systems, the user provides some description of the information being sought, and the system retrieves database items that match the description. The querybased paradigm has a long and predominant tradition in information retrieval (van Rijsbergen, 1975; Salton & McGill, 1983 ): various models have been proposed, e.g., boolean, vector space (Salton & McGill, 1983) , probabilistic (Turtle & Croft, 1991) , some of which have been incorporated into commercially available systems. However, more recently, another approach to information retrieval that explores a different assumption -that humans seem to prefer recognition tasks to description tasks (Marchionini, 1992 ) -has gained widespread acceptance. It consists of organizing the information into some sort of structure, and letting the user navigate through it, therefore it is sometimes called the organizing/navigating paradigm (Bowman, Danzig, Manber, & Schwartz, 1994) . Hypertexts (Nielsen, 1990) , cluster browsers (Crouch, Crouch & Andreas, 1989) , and object-oriented retrieval interfaces (Lucarella, Parisotto & Zanzi, 1993) can all be seen as variations of this basic theme. The chief advantage of this kind of approach is flexibility. As the user may retrieve a document of interest without specifying a query perfectly or partially matching some description of the document, this approach does not require prior knowledge about the query language or the content of the data base, nor does it require the user to have some specific goal in mind.
Therefore it is also suitable for casual users and for exploration of new domains (Marchionini & Shneidermann, 1988) , two features that have become more and more important with the continuously growing amount of Internet accessible information resources.
However, the organizing/navigating paradigm also presents some serious limitations. One problem is the construction of the supporting structure. Although the possibility of building the structure automatically has been investigated (e.g., Thompson & Croft, 1989; Maarek, Berry & Kaiser, 1991; Savoy, 1993; Agosti, Melucci & Crestani, 1995) , this often requires a large amount of manual work as well as the possession of an initial set of index terms representing each document (e.g., Frei & Jauslin, 1983; Frisse & Cousins, 1989; Pedersen, 1993) . Another, perhaps more important, limitation of navigational approaches is their retrieval ineffectiveness, even for databases of modest size. The difficulty of finding specific information is related, in part, to the well known difficulty of orientation of the user in the information space, for which sophisticated navigational aids have been developed (e.g., Furnas, 1986; Mackinlay, Robertson, & Card, 1991) . But there seems to be at least two other fundamental questions to address. The first is that the user should be given the opportunity to locate the sought information without having to navigate through the structure.
The second is that the organization of the information should be adapted to the specific user's needs and knowledge, while in most systems it is predefined and cannot be easily changed.
Thus, one of the major challenges for navigation system design is to find new ways of exploiting the flexibility of the basic approach while reducing the accompanying disadvantages. To attack this problem, as we will see in the next section, several hybrid approaches have been proposed that try to incorporate other knowledge sources and interaction strategies into a conventional navigation system.
HYBRID NAVIGATIONAL APPROACHES
A great deal of the research on hybrid navigational approaches to information retrieval has concentrated on the combination of browsing and querying. One typical choice is to maintain different retrieval methods in parallel, for instance a hierarchical browsing system and a boolean query system (Maarek, Berry & Kaiser, 1991) . In this case, the integrated system is, in practice, like a switch whereby the user may select either strategy. A tighter form of integration is achieved by cascading the two strategies. A well known approach is that of browsing through a term space to refine the queries to submit to a retrieval system operating in a distinct document space (Frei & Jauslin, 1983; Pedersen, 1993) . Alternatively, one can use query prior to browsing. For instance, Lucarella (1993) presents a graph-based object model in which browsing is applied to pattern instances that have been formerly extracted from the database schema using query-patterns. In this kind of combined schema the output of the first module is used as an input to the next module to focus its search.
A more active approach is presented by Thompson and Croft (1989) , where several knowledge sources, including browsing through document association maps and clusterbased searches, are combined through a blackboard architecture. The system provides guidance as to which action to perform next based on an evaluation of the system user interaction. In particular, browsing becomes available after the other search methods have failed to achieve acceptable results, and subject to the system's assessment of a user profile.
One practical major disadvantage of most such integrated approaches is that the user must map different representations and results, while the system has to maintain different structures. An approach that helps overcome these problems is presented in the works of Godin, Missaoui, and April (1993) and Agosti, Melucci and Crestani (1995) , where browsing and query formulation can be combined to search a unique retrieval space including both terms and documents. This is a deep form of integration, because the two strategies share the same data space and exchange their search results. A similar integrated paradigm is also adopted for networked information retrieval by many systems available on the Internet, in which a basic navigational paradigm, such as Gopher (based on hierarchical file structure) or WWW (based on hypertext), has been complemented with gateways to other retrievaloriented tools working on a homogeneous information space. Veronica, for example, indexes the file and menu names of Gopher servers, LYCOS indexes the title, content and URL of WWW documents.
The development of hybrid strategies can also be seen as an attempt to bias the search towards the user needs. This is consistent with arguments that contextual sources should play a larger role in information retrieval (Salton & Buckley, 1990) as well as in interface design (Totterdel et al, 1990) . This question has been addressed in some recent works aimed at developing user model based navigational aids. For instance, in the system described by Kaplan, Fenwick and Chen (1993) , users' specific information needs and preferences are explicitly taken into account -via simple associative matrices -to help them find their way through a browsable network. Another example is the work of Lokuge and Ishizaki (1995) , where the authors advocate the use of a learning mechanism to direct the search towards the information space regions chosen by the user in past interactions.
Adding query-based search mechanisms and introducing user information into link-based search are seen, therefore, as two primary means for building more general and effective navigation systems. Our approach, described in the next section, shares the same perspective.
OUR APPROACH
The system that we present consists of two main stages. The first stage is responsible for building a lattice representation of text databases. Given any collection of texts, we first automatically extract a set of indices representing each text; then we build a particular network of clustered texts -the Galois lattice of the text-index relation -characterizing the whole database. The resulting structure supports the second stage of our system, a visual interface for exploring and retrieving the information contained in the lattice representation. In this paper the major emphasis will be on the latter stage, named ULYSSES.
ULYSSES is based on a hybrid navigational paradigm that combines the two main interaction methods seen above, namely browsing and querying, and a third interaction method, based on bounding. Bounding, like organizing/browsing and querying, is a general search technique to find the sought elements of a set without exhaustively enumerating all its elements. It is based on the utilization of the available knowledge about the problem and works towards progressively reducing the original set into one or smaller subsets until their elements can be easily evaluated. Although the central idea of bounding is at the heart of many search algorithms developed in such diverse fields as operations research, artificial intelligence, and dynamic programming (e.g., Balas, 1968; Mitchell, 1982; Kumar, 1984) , it has been little explored in the navigational retrieval context. We have applied bounding to the structure being used to retrieve information, with the aim of complementing the other two main interaction strategies. In our approach, browsing and querying are used to search the current retrieval space by focusing on some regions of it, while bounding may be incrementally used to restrict the current retrieval space, based on the knowledge about the goal or the domain that the user has or learns from the system feedback. The three interaction modes work on the same retrieval space, using a single representation of results; therefore, as will be seen more fully later, they can be combined in various ways by the user to form multiple retrieval strategy interaction sequences.
To summarize, our approach presents three main features:
• The construction of the network supporting information retrieval is fully automatic, and it does not require any preconstructed knowledge structures, or any unrealistic reliance on the availability of a set of index terms.
• The retrieval interface provides a novel interaction mode (i.e., bounding) that facilitates the exploitation of personalized knowledge into the search process. The concern is the same as that expressed by Kaplan, Fenwick and Chen (1993) and Lokuge and Ishizaki (1995) , but rather than recommending to users the best paths through an underlying fixed network, ULYSSES provides users with the ability to restrict the network itself.
• ULYSSES takes the multiple interaction paradigm one step further, for it combines browsing, querying, and bounding into a single search framework. As a result, users may dynamically choose a hybrid search strategy that best reflects their goals, their domain knowledge, and the results of the interaction. The advantages include greater flexibility -the system may be used for a spectrum of tasks ranging from casual inspection to subject searching -and good retrieval capabilities.
We have to emphasize that using Galois lattices for supporting browsing retrieval is not a new idea (Godin et al, 1986; Godin et al, 1989; Godin et al, 1993) . This research takes a step forward, extending previous work in many significant ways. The main enhancements are the introduction of the bound facility and the integration of this and several other useful features, such as automatic indexing, fisheye view browser for lattice, and use of thesaurus, into a basic lattice framework.
A major part of this paper is, then, an empirical evaluation that supports our previous claim that the system has good retrieval capabilities. We report the results of an experiment on subject searching in two reasonably-sized databases, where our system compared favourably with a conventional Boolean retrieval system. In the next two sections we describe each stage of our system in detail; we start with the construction of the supporting network.
Building lattice representations of text databases
AUTOMATIC TEXT INDEXING
The first task for building a global representation of a text database is to identify the content of each text. Basically, there are two kinds of approaches. In the AI-based approach, natural language processing or machine learning techniques (e.g., Sowa, 1984; Srihari & Burhans, 1994; Baudin, Pell & Kedar, 1994) can be used to build or refine an internal representation of each text. Although most of these methods can produce deep conceptual indices, they can only work in restricted environments and usually require extensive knowledge about the semantics of the application domain. An alternative approach to content extraction that is domain-independent, knowledge-free, and mostly effective is adopted, with some variants, in most information retrieval systems. Our indexing procedure is inspired by the latter approach.
It consists of the following steps.
1. Text segmentation. Our system first identifies the individual words occurring in a text collection, ignoring punctuation and case.
2. Word stemming. We reduce each word to word-stem form. This is done by using a very large trie-structured morphological lexicon for English (Karp et al, 1992) 4. Word weighting. For each document, we derive a measure of the usefulness of each remaining word for indexing purposes. The goal is to identify words that characterize the document to which they are assigned, while also discriminating it from the remainder of the collection. In fact, most of the weighting functions that have been proposed tend to favor terms relatively frequent in the document, relatively rare outside of the document. To compute the weight of term k in document i (w ik ) for a collection of n documents we use the following function, which has an information theory basis (Salton and McGill,1983) :
where FREQ ik is the frequency of term k in document i,
, and
5. Word selection. For each document we select as indices those words whose weight value is one standard deviation above the mean; i.e., such that w ik > w i + σ i , where w i represents the mean and σ i the standard deviation of the distribution of w ik values within document i. This is a classical threshold that has already been used for index selection by another automatic indexing system producing a different type of indices (Maarek, Berry & Kaiser, 1991) . Of course, restricting the index set by some heuristic thresholds may affect the subsequent retrieval process; however, it should be noted that this is probably not a real limitation, for it has been often remarked that working with a larger set of indices does not necessarily improve retrieval performance (e.g., Voorhes, 1994; Salton, 1989) .
This indexing method combines simple and well known linguistic and statistical concepts, nevertheless it is sufficient to accomplish our goal, i.e., assigning to each document an informative but restricted set of indices suitable for the subsequent processes of cluster formation and visualization. We must also emphasize that the basic method could be easily extended to incorporate more advanced features without harming its generality and efficiency:
for instance, we could add vocabulary normalization tools such as synonym list and thesaurus associations, or use adjacent words to form term-phrases (Maarek, Berry & Kaiser, 1991; Chen, Hsu, Orwig, Hoopes & Nunamaker, 1994) . On the other hand we should note that there is some evidence that, in many practical situations, the use of more elaborate systems than single-word term extraction did not result in significant performance improvement (Salton, 1989) .
After the system has determined a set of indices describing each text, it builds a cluster network characterizing the whole database. This issue is discussed in the next section.
LATTICE CONCEPTUAL CLUSTERING OF INDEXED TEXTS
Our approach is based on a clustering structure called concept (or Galois) lattice. Given a binary relation between a set of documents and a set of terms, whether automatically or manually built, the Galois lattice is a particular set of clusters, in which each class is a pair, composed of a subset of documents (D), called extent, and a subset of terms (T), called intent. Each pair (D,T) must be a complete pair, meaning that T must contain just those terms shared by all the documents in D, and, similarly, the documents in D must be precisely those sharing all the terms in T. The set of pairs can then be ordered by applying the standard set inclusion relation to the set of terms (or, dually, to the set of documents) that describe each pair. The resulting ordered set, usually represented by a Hasse diagram (i.e., a diagram in which there is an edge between two nodes if and only if they are comparable and there is no other intermediate cluster in the lattice), turns out to be a lattice (Davey & Priestley, 1990) . To illustrate, consider the simple database of Table 1, containing nine documents described by nine index terms. The corresponding Galois lattice is shown in Figure 1 .
Given the definition of Galois lattices, we addressed the problem of their automatic determination. We implemented in a system named GALOIS an algorithm that builds the lattice incrementally, where each update takes time proportional to the number of documents to be clustered. We also studied the space complexity of Galois lattices, and found empirical and theoretical evidence that, when the number of index terms per document is bounded, the size of the lattice grows linearly with respect to the number of documents. A detailed explanation of Galois lattices, of their complexity and of the construction algorithm is contained in (Carpineto & Romano, 1996a) ; in the same paper we describe also a generalization of Galois lattices that can take into account semantic information over the terms describing the documents. 1 A Galois lattice presents many useful properties for supporting information retrieval. In particular, compared to the statistical clustering methods that have been predominately used in information retrieval (e.g., Willet, 1988; Crouch, Crouch & Andreas, 1989; Maarek, Berry & Kaiser, 1991) , 2 this approach presents two main features. The first is that each cluster is described by an intensional (or conceptual) description, rather than by just the set of documents covered by the cluster; the second is the possession of a clear semantics by which to characterize the whole structure in terms of the document description. The retrieval interface that we describe in the next section is largely based on these properties. 
Lattice-based hybrid navigation
To enable the interaction between the user and the lattice we have implemented a prototype visual interface on top of GALOIS, named ULYSSES. 3 It consists of four main components, namely one visualization module and three interaction modules, for browsing, querying, and bounding. In the next subsections we describe each facility in detail, and show how they can be combined to form hybrid search strategies.
VISUALIZATION
The first problem in the interface design is the visualization of the retrieval space. In general, the lattice representation of a document collection is too large to fit on a screen, even for small databases. To visualize large structures, one simple approach is to allow for multiple views, such as local and global views (e.g., Crouch, Crouch & Andreas, 1989; Wille, 1989) , but this has the disadvantage that the user must map different graphical representations. To make the transition from local to global information more smooth and continuous, several focus+context techniques have been recently developed (e.g., Mackinlay, Robertson, & Card, 1991; Lamping, Rao, & Pirolli, 1995) , the best known of which is probably the generalized fisheye view (Furnas, 1986; Sarkar & Brown, 1994) . ULYSSES employs a variant of this latter approach. In the basic fisheye view approach there is a current focus of interest in the graph to be displayed and the information is shown in varying levels of detail depending on the distance from the focus. In ULYSSES these properties have a simple and natural counterpart. The current focus is represented by the last node selected by the user through one of the three interaction modes, as will be better explained below. The distance between a given node and the current focus is the length of the shortest path between the two nodes. As for the levels of detail, we have defined four types of display involving different styles, sizes, fonts and types of information: we start with the focus node (large size, large font, bold, full information) and progressively reduce the node size, the font size and the amount of information displayed, until we reach the less detailed nodes, painted as small boxes containing only the number of associated documents.
The main difference between our approach and a basic fish eye view approach is that ULYSSES does not have to display the whole structure. As the lattice is used for information retrieval, one can argue that it is probably not so important to see the entire lattice while focusing on some particular node. Indeed, the information relative to global parameters, such as the lattice size or its full topology, may be of little help in the retrieval process. Rather, the user will want to focus on some selected node and browse through the nodes in the adjacent region, containing similar information. Therefore, in trading off focus and context information ULYSSES emphasizes the former; only a part of the region around the focus is usually displayed, subject to two parameters controlling its size and topology.
The detailed working of the visualization module of ULYSSES is the following. There are two procedures: the first computes the graph to draw, the second draws it. To compute the graph, one level at a time is generated; the first level is just the focus node, the n-th level is obtained by the (n-1)th level considering for each node in the level n-1 all the adjacent nodes that have not already been generated. Before adding another level to the graph to draw, the algorithm checks that the size of the resulting graph does not exceed a constant. The size is computed by a weighted sum of all the nodes in the graph, where the weight of each node is proportional to its size. Also, while computing each level the algorithm checks whether the number of nodes adjacent to each single node to expand exceeds another constant, in which case they are not included in the set of nodes to draw (instead, the node to expand will be simply labelled with the number of its successors when drawing the graph). Once we have decided which nodes to draw using which format (in practice each level is assigned a format, as explained above), the actual layout is produced by a standard graphical routine available on the Symbolics Lisp Machine. Although the routine does not produce particularly informative layouts (for instance it allows the user to control sizing but not positioning of the elements of the graph), it is very simple and efficient to use. In order to produce a more aesthetic and fisheye-oriented layout we should resort to more sophisticated algorithms for painting graphs (Eades & Tamassia, 1989) , or for manipulating the attributes controlling the graphical layouts (Sarkar & Brown, 1994) .
In Figure 2 we show an example screen of the lattice in Figure 1 . The current focus is the node: DIAGNOSIS, EXPERT-SYSTEMS, KNOWLEDGE-BASED-SYSTEMS, MEDICINE. The two constants have been set respectively to 30 and 5; with this choice, given the small lattice at hand, ULYSSES displays the whole retrieval space.
FIGURE 2
3.2. BROWSING ULYSSES' browsing mode takes advantage of the lattice properties. First, the fact that each node can be seen as a query (the intent) with its associated set of documents (the extent) may improve the retrieval of specific information. In particular, this may facilitate the recognition of useful nodes during browsing, as well as improving the efficiency of the query-cluster matching process for automatic search. Another useful property is that the lattice structure, in which there are many paths to a particular node, facilitates recovery from bad decision making while traversing the hierarchy in search of documents, as opposed to the strict hierarchical structures used in most cluster-based browsers, in which each class has exactly one parent. Third, the lattice allows gradual enlargement or refinement of a query. More precisely, following edges departing upward (downward) from a query produces all minimal conjunctive refinements (enlargements) of the query with respect to that particular database (Godin, Gecsei & Pichet, 1989) .
In practice, to navigate through the lattice ULYSSES allows the user to select any node on the current screen by direct graphical manipulation (Shneiderman, 1987) , i.e. by pointing and clicking with the mouse on the desired node. The selection of a certain node makes it the new focus; as a consequence, the retrieval space is redrawn around the node selected. The user may also see the documents associated with any node on the current screen, without changing the current focus.
QUERYING
The background menu of ULYSSES allows selection of the other two basic interaction modes: querying and bounding. A new query can be formulated in two ways: either the user specifies the new terms from scratch, or the user modifies the current query (i.e., the intent of the current focus). In the latter case the user can remove a term, add a new term, or specialise/generalise a term using the information contained in the thesaurus. The result of a query is the node of the lattice (whose intent is) equal to the query, if there is any, or one or more nodes that partially match the query. The best partially matching queries are determined in the following way. The algorithm first computes the most general nodes that are more specific than the query. If none is found, it finds the most specific more general nodes. If neither case occurs, which means that all the nodes in the lattice are incomparable to the query (according to the lattice ordering relation), the algorithm seeks similar nodes. It finds all the nodes that have the maximum number of terms in common with the query and then returns the most general of them. Thanks to the intensional description of the nodes and to their ordering, the algorithm is very efficient: it requires matching the query against a limited number of nodes in the lattice, and each matching usually involves short conjunctions of terms.
The query mode allows the user to make large jumps to regions of interest; also, it can be seen as a way to explore the relationships between the properties of the data set. An alternative approach to query-driven exploration that does not require the construction of the entire set of relationships in advance, as in ULYSSES, is described by Williamson and Shneiderman (1992) and Ahlberg and Shneiderman (1994) . One interesting thing about this approach is that it is particularly suitable for ordinal attributes, while ordinal attributes cannot be easily dealt with by ULYSSES (see Wille (1992) ). Therefore it could be employed to filter the documents in the initial database -using such information as year and length of documents -prior to the application of ULYSSES.
BOUNDING
Bounding allows users to change the space from which they are retrieving information during the search. The user may apply constraints with which the sought documents have to comply and the retrieval space is bounded accordingly. The constraints are expressed as inequality relations between the description of admissible clusters and a particular conjunction of terms.
For the sake of illustration we will assume that such conjunction of terms coincides with the intent of some node in the lattice, but we have to emphasize that it can be any conjunction of terms. Let c be an admissible cluster and c 1 be a particular cluster of the search space. In our framework there are four possible kinds of constraints: c > c 1 , c < c 1 , c ¬ > c 1 , c ¬ < c 1 .
These constraints have an immediate graphical interpretation in terms of the partitions they induce over the search space, as shown in Table 2 ; they cause the white regions to be pruned away from the space, thus restricting the search to the gray regions. When the search space is a Galois lattice, the four constraints seem to express also interesting properties of the clusters of documents from the point of view of their information retrieval performance. Two constraints, namely c < c 1 and c ¬ < c 1 , seem to be particularly useful, while the other two have less obviuos interpretations (see Carpineto and Romano (1994) . The constraint c < c 1 can be used to restrict the search to the documents having c 1 ; the constraint c ¬ < c 1 can be used to prune away from the search space all the documents having c 1 . It should be noted that the application of a constraint, in addition to pruning some nodes from the lattice, may also change the extent of the remaining admissible nodes. In particular, the application of a constraint of type c > c 1 or c ¬ < c 1 causes not only the elimination of the nodes that are, respectively, not above or below c 1 , but it also eliminates the documents containing c 1 from the extent of the remaining nodes.
TABLE 2
Of course this is only an abstract definition of the bound framework. The next step is to find an algorithm which, given a set of constraints, is able to incrementally represent and update the constrained space. In fact, we developed such an algorithm and described it elsewhere (Carpineto & Romano, 1994) . For the scope of this paper, suffice it to say that the algorithm employs a particular representation of the constrained space realized by two boundary sets, one containing the most specific elements of the space (i.e., the lower boundary set) and the other containing the most general elements of the space (i.e., the upper boundary set). This representation is compact and supports efficient update (i.e., proportional to the square of the cardinality of the boundary sets). As more and more constraints are added the admissible space shrinks, and the two boundary sets may eventually converge to the target class. It may also be the case that the asserted constraints turn out to be too strong given a particular lattice, thus causing the admissible space to contain too few documents, or even making it empty. To recover from this situation ULYSSES allows the user to retract previously specified constraints.
Bounding the search space has of course a direct effect on browsing and querying, in that it only allows the user to jump to nodes that are within the admissible region, but it may also change the space visualization. This happens whenever the current focus, as an effect of the new constraint(s), is no longer admissible; in this case, ULYSSES makes the node(s) of the nearest boundary set the new focus.
Before closing this section, it is useful to clarify the relation between querying and bounding, and their relative scopes, in the search process. In both interaction modes the user provides some information about the goal, and the system focuses the search on some relevant space region; but there are two main differences. The first is that the description languages are usually different, and therefore some information may be expressed in one mode but not in the other. For instance, by applying the constraint c ¬ < c 1 we can specify the target nodes using negated terms, which is forbidden in the strictly conjunctive language of ULYSSES' query mode. The second difference is that the two strategies take advantage in different ways of the same piece of information. Suppose that users are interested in the documents containing c 1 . Users may query the system by questioning c 1 , or they may apply the constraint c < c 1 . In both cases the likely result is a jump to some nodes containing c 1 , but in the bounding mode the change will also affect later retrieval. The advantage of bounding is that the whole search becomes more focused, the disadvantage is that the user is no longer able to retrieve relevant documents in the region that has been pruned away.
Therefore bounding is more useful when the goal is very precise or when the user becomes more aware of the terminology/structure of the database, later on during the search. An additional advantage of bounding in ULYSSES is that documents violating the constraints are removed from all the nodes in which they are contained, thus reducing the time necessary to scan the documents associated with each admissible node.
In the next section, we illustrate by a simple interaction session how the different strategies of ULYSSES can complement each other.
FORMING HYBRID RETRIEVAL STRATEGIES
At this point, it should be clear that at any given time ULYSSES is in a certain state, characterized by a current retrieval space and by a focus within it. In each state, the user may select an operator (browsing, query, or bounding) and apply it. As a result, ULYSSES makes a transition to a new state, possibly characterized by a new retrieval space and/or a new focus. At this point the user evaluates the new state for document retrieval, and iterates this basic cycle. In fact, such an approach has many similarities with the GOMS user's cognitive model described by Card, Moran & Newell (1983) , and with the theory of user activity presented by Norman (1986) . Therefore each interaction sequence may be composed of several operators, connected in various orders. For instance, users may initially bound the search space exploiting their knowledge about the goal, then query the system to locate a region of interest within the bounded space, then browse through the region; also, at any time during this process, they may further bound the retrieval space based on the feedback obtained during the interaction.
As an example of the user forming hybrid retrieval strategies, consider the following scenario. Suppose that the user wants to find the documents contained in the lattice database in Figure 1 that concern 'applications of expert systems to new domains'. This kind of request cannot be easily translated into a query matching the given indexing language; in fact, it seems to require some form of direct inspection of the database. The user might begin the session submitting the query EXPERT-SYSTEMS; in response, the system would return the screen shown in Figure 2 , whose focus is the most general node containing EXPERT-SYSTEMS. This display reveals much information relevant to the specific user question that would have been otherwise difficult to acquire. On one hand, it shows that there are only two documents of the database indexed by EXPERT-SYSTEMS, while there are many more documents (eight) indexed by a similar term (i.e., KNOWLEDGE-BASED SYSTEMS); also, it suggests that a large percentage of the documents in the database deal with an application domain that is not relevant to the user, i.e., medicine. At this point the user might exploit this information by inputting two constraints, namely < KNOWLEDGE-BASED SYSTEMS and ¬ < MEDICINE. Figure 3 shows how the user can actually do so. Consequently, the retrieval space is bounded as shown in Figure 4 , and the new focus, consisting of two nodes, is the lower boundary set of the bounded representation. The new screen displays one node that is presumably of interest to the user (i.e., the one with the document about knowledge-based systems for cooking), and that had not been fully visualized before. 
Experimental evaluation
GOAL
The objective of the experiment was to evaluate the effectiveness of ULYSSES on a typical retrieval task: subject searching. Although our system has both browsing potentials and direct retrieval capabilities we concentrated on the latter, partly because pure browsing is difficult to evaluate, partly because the retrieval effectiveness of most structure-based approaches to information retrieval is generally seen as unsatisfactory compared to more conventional query-based systems. In the experiment we compared ULYSSES with a Boolean retrieval system; we chose a Boolean system because it is easy to implement, and it is known to perform reasonably well on this task.
SUBJECTS
We tested four subjects in the experiment. The subjects were graduate students in computer science with little knowledge of the document domains and no prior knowledge about the systems. The subjects were provided with a tutorial session of about an hour for each system on a training database, and were offered more training if they desired it. Great attention was paid to ensure that at the end of the training they could easily manipulate the interface for specifying Boolean queries and that they could make full use of the lattice system facilities, includind the bound mode. Fifty dollars was paid to each subject for his participation.
DATABASE AND QUERIES
We used two databases in our experiment, INSPEC-AI and CISI.
INSPEC-AI is a collection of 1555 documents extracted from INSPEC, a commonly used large computer-engineering collection. We queried INSPEC by questioning "artificial intelligence", and selected the 1555 most recent (as of January 1994) elements out of some 10,000 documents retrieved. We chose this size because it is large enough for the test to be considered significant, and small enough for the relative lattice to be computed, stored, and accessed easily. The documents were described by a title, an abstract and a set of terms. In order to deal with a controlled and compact vocabulary we used only the terms labelled as preferred. In addition, we expanded each term using its broader terms according to the broader/narrower relation among preferred terms given in the 1991 INSPEC thesaurus. 4 With this enlarged set of keywords each document was described by 10.15 terms on average. The corresponding document by term matrix was used to generate both the Boolean and the lattice search spaces. The lattice contained 8769 nodes, with an average of 3.11 parents per node and path lengths ranging from 2 to 15 edges from the lattice's top to the bottom node; each node was described by an average of 3.74 terms (7.42 if we consider also the broader terms) and 6.07 documents. In order to perform subject searching on the INSPEC-AI database, we manually produced a set of 20 queries (see Carpineto and Romano (1996a) for their list). We also manually computed for each query its relevance judgements, i.e., the associated set of relevant documents. The average number of relevant documents for the 20 queries was 30.5.
The database CISI is a widely used, electronically-available bibliographical collection of 1460 information science documents, described by a title and an abstract, but without index terms. The CISI database was first automatically indexed as specified in section 2.1. It initially contained 184,584 words, 9706 of which were distinct. After stemming and stop wording the database contained 90,154 words, with 7598 distinct words. By word weighting and word selection we finally assigned to each document an average of 6.2 terms. The lattice built from this document by term matrix contained 3740 nodes, with an average of 2.75 parents per node and a depth ranging from 2 to 7 edges; each node was described by 3.14 terms and 4.47 documents on average. Along with the CISI database comes a set of 35 queries with their relevance judgements. For the experiment we randomly selected 20 queries among them; the average number of relevant documents for the 20 queries was 39.
SOFTWARE
In the choice of software we considered both experimental constraints and interface issues.
We implemented a Boolean retrieval system that employs the same indexing strategy as the lattice system (i.e., the one described in Section 2.1), and that allows the user to formulate Boolean queries and select documents in an iterative fashion. We minimized as much as possible the effect that having different interfaces has on performance: the Boolean system runs on the same machine as the lattice system, and both systems use many identical interaction devices, such as the vocabulary window, the document display-and-selection facility, the thesaurus window, and the history of user queries. In Figure 5 we show an example screen of the Boolean retrieval interface during the search of the CISI documents relevant to the following query: "How much do information retrieval and dissemination systems, as well as automated libraries, cost? Are they worth it to the researcher and to industry?". Figure 5 shows in the left upper corner the Boolean query input by the user (i.e., "cost AND (retrieval OR library)"), whose terms were selected from a vocabulary window similar to that shown in Figure 3 ; Figure 5 also shows a window containing the titles of the documents retrieved by the system in response to the query, and a window displaying the content of one of such documents.
We implemented the Boolean retrieval system ourselves, rather than choosing some commercially available Boolean system, because this would have made it much more difficult to meet our experimental constraints and control the interface effect. For the same reasons did we not choose a more advanced prototype retrieval system, such as SMART (Salton & McGill, 1983) or INQUERY (Turtle & Croft, 1991) .
FIGURE 5
4.5 TEST DESIGN The four subjects were asked to retrieve the documents relevant to the 20 queries using the Boolean method and the lattice method. For assigning the queries to the two retrieval methods we used a repeated-measures design, in which each subject searched each query using each method. To minimize sequence effects (Preece, Rogers, Sharp, Benyon, Holland & Carey, 1994) , we divided the four subjects into two pairs of two subjects. One pair then did Boolean retrieval followed by lattice retrieval and the other pair did lattice retrieval followed by Boolean retrieval. We decided which pair did which task first randomly.
During each search the user, who was not asked to finish within a certain time period, could see the abstracts of the documents associated with the visited nodes. The documents judged to be relevant by the user, as well as those scanned during the search, were noted as retrieved. This choice deserves some explanation, because in evaluating the effectiveness of browsing retrieval systems the definition of the retrieved set of documents is usually not obvious. One approach (Godin, Missaoui & April, 1993) is to consider as retrieved documents only the documents that have been seen and judged to be relevant by the user. The disadvantage of this approach is that we might be measuring the users judgement more than the effect of the retrieval method. A more typical choice (e.g., Tague-Sutcliffe, 1992; Turtle, 1994) is to rate a document as a retrieved document as soon as its full description (the abstract, in our case) is recovered, without considering the user's judgement. We have taken the latter approach.
Since no single evaluation tool provides results which, especially for interactive methods, are truly unbiased, we used different evaluation scenarios and measures. For each search, we measured both the performance in the course of the interaction (i.e., dynamic performance) and the performance at the end of the search (i.e., raw performance).
For the dynamic performance, we measured precision 5 at each retrieved document point; in this case, recall, 6 the other most widely used measure in laboratory experiments, can be simply derived from precision by multiplying the latter by a constant. To average over the set of queries we used the following procedure. For each database and for each retrieval method, we discarded 16 of the 80 available queries, namely the eight queries with the smallest number of retrieved documents and the eight queries with the largest number of retrieved documents. At this point, for each database, we chose as cutoff value the number of documents retrieved by the query with the least number of retrieved documents in one of the two methods. In this way, we obtained a cutoff value of 25 for INSPEC-AI and 30 for CISI.
The measure of the dynamic performance is a direct indication of how the retrieval ability of the two methods varies with the number of retrieved documents, but it says little about the final raw performance and it does not give any indication of the time taken to retrieve the documents themselves, which is an important measure of the user's effort. To account for these aspects, at the end of each search, we measured four variables: precision, recall, search time (i.e., the time taken by the user to perform his task) and number of documents retrieved.
RESULTS
The results are displayed in Figure 6 , Table 3, and Table 4 . Figure 6 shows that the dynamic performance of lattice retrieval was, in general, better than Boolean retrieval. For the INSPEC-AI database, lattice retrieval obtained better average precision at all but four retrieved documents points. The superiority of lattice over Boolean is much more apparent for the CISI database, where lattice markedly outperformed Boolean at each of 31 retrieved documents values. A paired t-test performed over the whole set of data (i.e., values of precision for all queries at all retrieved documents points) confirmed that the difference can be considered statistically significant for CISI (p = 0.0002), and, to a lesser extent, for INSPEC-AI (p = 0.041). These results are not surprising, because although Boolean queries have a greater expressive power than lattice queries, the lattice method provides other retrieval strategies that may compensate for this limitation. In particular, browsing allows smooth query refinement, while it is well known that in Boolean retrieval the user cannot control the amount of output obtained in response to a query (e.g., Salton & McGill, 1983; Lesk, 1989) . Another advantage of lattice retrieval is that the user may exploit the feedback obtained from the structure to facilitate selection of relevant terms in the database, as opposed to Boolean retrieval where this kind of information is not available.
Finally, there are two other reasons two explain why the greater expressive power of Boolean querying resulted in worse retrieval performance. On one hand, we observed that, consistently with the evidence shown by Borgman and Meadow (1985) that in Boolean retrieval users prefer conjunctive queries, most (82%) of the Boolean queries submitted by the users during the experiments were conjuntions of few atomic arguments (i.e., simple terms); on the other hand, it should be noted that the possibility of expressing negated terms in the bound mode of lattice retrieval may compensate for the Boolean operator NOT, while performing more lattice searches is equivalent to using the Boolean operator OR. Table 3 shows that, for the CISI database, lattice retrieval obtained better evaluation scores for each of the raw retrieval performance variables. A paired t-test revealed that the method had no effect on time (p = 0.17) or retrieved documents (p = 0.37), but it did reveal the superiority of lattice retrieval with respect to recall (p = 0.038) and precision (p = 0.008). The results shown in Table 4 , relative to the raw performance on the INSPEC-AI database, are slightly different. Lattice retrieval obtained better recall and precision values, but performed worse than Boolean retrieval with respect to retrieved documents and search time. In this case, the differences were not statistically significant: p = 0.30 for recall, p = 0.11 for precision, p = 0.15 for retrieved documents, p = 0.14 for search time. 7 The raw precision of lattice was greater than Boolean, although by a smaller margin than the CISI database, as was also apparent in the dynamic performance scenario. The values of raw recall were very similar, because Boolean was less precise but it retrieved more documents. The values of retrieved documents and search time were similar across both databases. Roughly, the two methods took a similar time to retrieve a similar number of documents. These results can be better explained by looking at the operations performed by the users during the experiments.
In using the Boolean retrieval system, they performed, for each search on one of the two databases, an average of 10.22 queries (σ = 4.41); on the other hand, in using the lattice retrieval system, they on average performed 6.12 queries (σ = 3.01), visited 16.13 nodes (σ = 7.58), and bounded the search space 3.14 times (σ = 1.90). Therefore, in lattice retrieval the users, on the whole, saw the result of a larger number of queries than in Boolean retrieval while performing a smaller number of direct queries, because most of the queries were explored as a result of the feedback obtained from the structure. On the other hand, the users retrieved a larger number of documents per query when using the Boolean system. The observed behavior seems to indicate that in lattice retrieval the users concentrated on finding good queries, whereas in Boolean retrieval they devoted a larger effort to the analysis of the query results. To sum up, in Boolean retrieval the users were primarily engaged in direct query formulation (which entailed a time consuming scanning of the vocabulary window) and scanning of the query results, while in lattice retrieval they also seemed to spend much time in browse-driven query searches and, to a smaller extent, in constraint specification/retraction.
It is useful to compare these results with those obtained by Godin, Missaoui and April (1993) using a Galois lattice approach with more limited retrieval capabilities. Godin, Missaoui and April (1993) reported the result of an experiment conducted on a small-scale (113 documents) manually-indexed database that showed that lattice retrieval was slightly worse than Boolean retrieval. Therefore, there is a clear improvement in performance when using our system; such improvement is especially important considering that our databases were one order of magnitude larger than Godin et al.'s. In fact, their approach is less powerful than ours for a number of reasons. Godin et al.'s system allows browsing and query formulation, but it has a very simple graphical interface and it does not provide any bound facility. Even its query mode is severely limited, compared to ours, because the terms contained in a query must be a subset of (the intent of) some node in the lattice; the query EXPERT-SYSTEMS(ANALOGY, for instance, would return no answer for the lattice in Figure 1 . In addition, Godin et al.'s system cannot use a thesaurus, and it has no indexing mechanism. FIGURE 6 
Scaling considerations
Although in the experiments we used reasonably-sized databases, their scale is still not large relative to operational environments. In this section we address this issue; i.e., what happens as scale is increased? First of all, it should be noted that there are two sources of limitations that might affect how well our approach could scale up: computational limitations and effectiveness limitations. We will examine each of them in turn.
With the kind of databases that we used in our experiment the construction of the supporting lattice is fast (a few minutes) and the response time of the interface is good (at most a few seconds in the bound mode), but the issue remains as to whether the two main components of the system would scale up to large databases. The interface is less critical. In fact, the complexity of the bound facility, which is the most costly operation in the interaction with the user, depends on the cardinality of the two boundary sets defined in Section 3.4, and this parameter may become exceedingly large only in certain cases (e.g., when a database produces a very large and shallow lattice), while in general it is not directly related to the size of the database. The key limiting factor seems to be the lattice construction. If the number of terms per document is bounded, as usually happens, the lattice can be constructed even from databases containing a significantly larger number of documents than used in the experiments. In contrast, as the number of terms per document increases, there may arise computational problems even for databases of a size similar to those used in the experiments, because the size of the lattice may grow quadratically with respect to the number of objects (Carpineto & Romano, 1996a) . However, for the case when the system would run into computational barriers, we could take an alternative approach that may alleviate the problem.
Rather than build an entire concept lattice in advance, we could let the user formulate a query first, and then compute, dynamically, a very limited portion of the lattice, centered around the node in the lattice that would match the query (e.g., its parents and children). In fact, such a dynamic approach, that has been recently explored by Carpineto and Romano (1996b) , seems to adequately address the scaling issue while retaining the main advantages of the static approach, with the significant exception of the bound facility.
The second source of concern for scalability is effectiveness limitations, because there is some evidence that passing from small-scale to large-scale databases may sharply affect performance results, both in automatic and interactive information retrieval systems (e.g., Blair and Maron, 1985, Turtle, 1994) . As the effectiveness of our approach crucially depends on the operations performed by the user, it is useful to see if there are any aspects in the human-system interaction that might be affected by scaling. In particular, what happens to ULYSSES' visual browsing tool in a large environment? Fortunately, the complexity of the displayed graph is not a function of the lattice size, as seen in section 3.1; furthermore, the complexity of the information shown in each node would probably remain low, because it can be seen that even when the set of indices describing each document is large, the mean number of terms per node is usually small (Carpineto & Romano, 1996b) . Therefore, the willingness and the ability of the user to read and manipulate the information shown in the browsing interface should not change as a consequence of the shift to a larger environment. This is encouraging, of course, but it is not enough to guarantee that the retrieval performance of the system would be equally good. Working with a large lattice would probably reduce the utility of the bound operations, and it would make it more difficult to find nodes of interest through link-based navigation. As a consequence, the overall retrieval performance might still be badly affected.
Conclusion
This paper was roughly split into two parts. In the first part we presented a system for information exploration and retrieval that is based on the organizing/navigating paradigm. The system allows the user to navigate through a particular lattice representation built from a text database. During the navigation, the user may use multiple interaction techniques, which can be combined into a search&bound approach to information retrieval. We discussed the merits of the system both from a computational and a usability point of view. The system works in unrestricted environments and is fully automatic; in other words, it can be applied to collections of texts that vary in subject matter and extent, and it does not require domainspecific preconstructed knowledge structures. One of its most distinguishing features is flexibility. Users can use the system to browse or retrieve information; but this is not like a switch, because they can combine the two types of search and they have more ways of using their knowledge of the goal or domain to influence the information finding.
In the second part of our paper we evaluated the retrieval effectiveness of the system. We compared its performance with that of a Boolean retrieval system on a typical task: subject searching. Our results confirm the intuition of Godin, Missaoui and April (1993) that lattice retrieval can be seen as an alternative to more conventional methods even for pure retrieval, and, in addition, they extend previous results in many significant ways. In particular, we showed that the performance of lattice retrieval may be better than Boolean retrieval with respect to precision and recall, and that this result can be obtained even for databases of non trivial size.
This research can be extended in several directions. In section 5 we discussed the influence of database scale on the system's efficiency and effectiveness, which is a fundamental aspect to evaluate the scope of this approach. In operational situations, however, there may be other important parameters that need be controlled, such as indexing strategies, query characteristics, subject domain, thesaurus availability, interface details, and user profile. While the experiments that we performed may also provide some insigths into the sensitivity of the results to these factors, it is clear that this can only be taken as indicative;
one direction for future work is to perform further experiments to evaluate how the performance results change when controlling a wider range of factors including database scale, and characteristics of system, domain, and users.
Another planned research avenue, which also has the advantage of addressing the scalability issue, is to combine our system with the resources available on the Internet. The idea is to use the powerful tools available in World Wide Web for searching large and distributed databases, such as WebCrawler or Lycos, as a pre-processing step, and then apply our system to the set of elements retrieved in this way, which are usually returned in an unindexed and unstructured fashion. In this view, our system will act as an organizer/navigator of the information retrieved after a Web search, with the aim of improving its presentation and facilitating its access. Table 1 . A simple database containing nine documents described by nine index terms. (window in the background), he or she specifies a new constraint of type ¬ < (window in the middle), and his argument: MEDICINE (windows in the foreground). The windows are automatically arranged into a cascade (Preece et al, 1994) , so that many constraints can be asserted at the sime time, without hiding the lattice. Table 3 . Average values of raw retrieval performance measures for the CISI database. Table 4 . Average values of raw retrieval performance measures for the INSPEC-AI database.
