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We derive new classes of cosmological solutions ofN = 2 supergravity containing planar Killing
horizons and develop a novel treatment of the Euclidean action formalism suitable for deriving
a thermodynamic partition function for solutions with a time-dependent exterior region.
We consider solutions to Einstein-Maxwell theory andN = 2 supergravity coupled to three
vector multiplets, known as the STU model. To obtain non-extremal solutions of the STUmodel,
we solve the time-reduced field equations. Lifting back to four dimensions, the resulting static
spacetime is incomplete, bounded by a curvature singularity on one side and a Killing horizon
on the other. Analytic continuation reveals the existence of dynamic patches in the past and future,
with the Kasner geometry recovered in the asymptotic limit.The global structure of the solutions
to both Einstein-Maxwell theory and the STU model are shown to be the same. Restricting the
integration constants in our solution to the STUmodel, we show that the scalar fields of the theory
can be made constant, yielding the previously derived solutions of Einstein-Maxwell theory.
We find explicit lifts to five, six, ten and eleven dimensions which show that in the extremal
limit, the underlying brane configuration is the same as for STU black holes. The extremal limit
of the six-dimensional lift is shown to be BPS for special choices of the integration constants. We
argue that there is a universal correspondence between spherically symmetric black hole solu-
tions and planar cosmological solutions which can be illustrated using the Reissner-Nordström
solution of Einstein-Maxwell theory.
We present a modified implementation of the Euclidean action formalism suitable for study-
ing the thermodynamics of a class of cosmological solutions containing Killing horizons. To ob-
tain a real metric of definite signature, we perform a triple Wick-rotation by analytically con-
tinuing all spacelike directions. The resulting Euclidean geometry is used to calculate the Eu-
clidean on-shell action which defines a thermodynamic potential. The thermodynamic potential
obtained can be used to define an internal energy that obeys the first law of thermodynamics.
Our approach is complementary to, but consistent with the isolated horizon formalism.
We conclude with an outline of future work inspired by planar solutions in Einstein-anti-
Maxwell theory where the sign of the Maxwell coupling is flipped. These solutions are planar
black holes rather than cosmological solutions. We show that upon a standard Wick-rotation,
the black hole solutions give rise to the same Euclidean action and thermodynamic relations as
the planar solutions of Einstein-Maxwell theory. We understand this as an indication of a ther-
modynamic duality between distinct theories. Considering Einstein-anti-Maxwell theory as a
consistent truncation of compactified type II∗ string theories, we propose that this duality can
be generalised to the anti-STU model where the sign of the gauge coupling matrix is flipped.
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Black holes are among the most wonderful and exotic objects to have come from theoretical
physics. They appear naturally when we ask ourselves what happens when a body becomes so
dense that the escape velocity is faster than the speed of light. In astrophysics, black holes appear
as the final stage in the life cycle of certain stars, and in general relativity, they appear as some
of the simplest solutions to Einstein’s equations. In contemporary research, black holes have a
central role in guiding us towards a consistent description of quantum gravity.
One of the most surprising mathematical results of general relativity is the appearance of
curvature singularities from gravitational processes. In particular, Penrose’s singularity theorem
asserts that there is a curvature singularity within a trapping region of a spacetime [1]; we can
roughly understand this as the assertion that a singularity necessarily lives at the centre of a black
hole. In 2020, Penrose received the Nobel prize in physics ‘for the discovery that black hole for-
mation is a robust prediction of the general theory of relativity’, a remarkable moment reflecting
the growing acceptance from the wider academic community in the importance of mathematical
research when understanding gravitation.
Penrose’s award is preceded by two experimental results which have bookended the work
undertaken during our research. In 2016, LIGO and VIRGO announced their joint results mea-
suring gravitational waves emitted from the merger of a binary black hole system [2]. In 2019,
the Event Horizon Telescope released a radio telescopic image of the shadow of a supermassive
black hole [3]. Extraordinarily, this publication not only spread through the scientific commu-
nity, but the black hole’s shadow was printed onto the front page of newspapers across the world.
More than ever, black holes are being understood and accepted as physical objects outside of our
imagination while still motivating some of our most abstract and theoretical work.
Classically, we understand a black hole as a region of spacetime from which nothing can
escape. As such, the development of black hole thermodynamics is certainly one of the most sur-
prising and interesting twists in the history of black hole physics. The story begins with Beken-
stein’s conjecture that a black hole has entropy proportional to its surface area [4], motivated
by Hawking’s area law that states that for any classical physical process, the area of a black hole
weakly increases [5]. Hawking’s law sits within a group of four geometric laws known as the ‘laws
of black hole mechanics’ which are mathematically rigorous statements about black holes and
Killing horizons.1 Hawking showed that for stationary black hole solutions, the event horizon of
1A Killing horizon is a null hypersurface with a normal vector which is a solution to Killing’s equation.
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a black hole was a Killing horizon [6].
Not long after Bekenstein’s conjecture, Hawking set the constant of proportionality by consid-
ering a quantum field theory in a curved spacetime background. Hawking was able to show that
an observer external to the surface of a black hole would detect the emission of thermal radiation










These relations are particularly beautiful in how they bring together the fundamental constants of
special relativity: the speed of light (c), gravitation: Newton’s constant (G), quantum mechanics:
the reduced Planck’s constant (ħ) and statistical mechanics: Boltzmann’s constant (kB). Incred-
ibly, by considering a black hole semi-classically, Hawking was able to show that the ‘region of
no return’ would emit energy and that eventually, the black hole would totally evaporate. The
thermodynamic description of black holes led to the re-interpretation of the laws of black hole
mechanics as the laws of thermodynamics. The parameters of a black hole solution, such as the
mass, surface gravity and area now had thermodynamic interpretations as the internal energy,
temperature and entropy respectively, and with this, a series of new thermodynamic and quan-
tum mechanical questions could be asked of black holes.
In classical thermodynamic systems, when a system is considered macroscopically, the en-
tropy measures the amount of energy in the system unable to do work. There is a second inter-
pretation for thermodynamic systems from statistical mechanics, in which the entropy counts
the number of microscopic configurations that would produce the same macroscopic system.
The puzzle is then: if a black hole is a thermodynamic system, what are the microscopic degrees
of freedom being counted by the Bekenstein-Hawking entropy? Another open problem is the in-
formation paradox [8].The emission of Hawking radiation causes a black hole to lose energy and
eventually totally evaporate. The particles emitted are purely thermal and so carry no informa-
tion about the system. As such, we can imagine a pure state entering into a black hole region only
to eventually be emitted, with all information about the original state having been lost. This loss
of information violates unitarity and seems to be a fundamental incompatibility between black
holes and quantum mechanics.
The elephant in the room of contemporary theoretical physics is a consistent theory of quan-
tum gravity. The beginning of the twentieth century brought about two incredibly fundamental
theories: quantummechanics and special relativity.The inconsistencies betweenNewtonian grav-
ity and special relativity were immediately apparent, with the Newtonian potential predicting in-
stantaneous changes. Led by the equivalence principle, Einstein put forward the theory of general
relativity [9, 10]. Understanding gravitation as the curvature of a spacetime manifold gave new
insight into experimental problems, such as providing the corrections toMercury’s orbit [11], but
also predicted more exotic physics such as gravitational waves and black holes. However, despite
the successes of general relativity, it is an effective field theory lacking the structure to explain
gravitation in the smallest of scales.
2TheHawking temperature is proportional to the surface gravity κ which for now can be understood as a constant
associated to a Killing horizon.
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During the development of general relativity, there was a successful effort to incorporate
special relativity into quantum mechanics, leading to quantum field theory. By the 1970s, the
electromagnetic force, together with the strong and weak forces, had quantum field theory de-
scriptions, and the unification of these theories produced the standard model of particle physics.
The missing piece was gravity, which would not yield to a quantum field theory description due
to unresolvable divergent behaviour when analysed perturbatively.
In our efforts to write down a theory for quantum gravity, we should expect black hole ther-
modynamics to play a central role in what questions we hope to be able to answer, and for the past
fifty years, black holes have indeed been guiding our research. Most prominently, noticing that
the entropy of a black hole was encoded by its area, rather than its volume, was the starting point
for the holographic principle [12, 13], suggesting that a quantum description for gravity could be
described as a boundary theory with one less dimension. This insight led to the development of
the AdS/CFT conjecture [14, 15] which has produced an incredible amount of work for the past
twenty-five years, relating gravitational systems in (D+ 1) dimensions, to quantum field theories
in D dimensions with a strong/weak coupling duality.
Superstring theory [16, 17] is the most prominent and hopeful candidate for a unified quan-
tum theory. String theory describes particles as oscillation modes of a relativistic string and was
initially put forward byVeneziano as amodel for the scattering amplitudes of strongly interacting
particles [18]. When a massless spin-two particle was found in the spectrum of the closed string,
string theory began a new life as a possible theory of quantum gravity. In the early eighties, it was
found that by including supersymmetry, the so-called superstring could be anomaly free [19, 20],
leading to the ‘first string revolution’ and the realisation of a consistent, perturbative quantum
theory including the graviton. However, there was still the problem of a non-perturbative de-
scription and black holes were out of string theory’s scope.
In themid-nineties, the ‘second string revolution’ began after the discovery of string dualities
known as S- and T-duality, allowing us to understand the five once-distinct superstring theories
as intimately related. It was shown that the strong coupling limit of one string theory was related
to the weak coupling limit of another string theory, or eleven-dimensional supergravity, and with
this insight came a way to study strongly coupled systems with a perturbative treatment of the
dual theory. Furthermore, these dualities suggested that all superstring theories could be collected
together into a single eleven-dimensional theory known asM-theory3with each theory appearing
as an asymptotic expansion in different limits [22].
Of particular interest when studying non-perturbative effects in string theory are a set of
string soliton solutions known as p-branes.These (p+1)-dimensional objects can be understood
as higher-dimensional analogues of charged particles and are fundamental objects of string the-
ory. When a p-brane additionally preserves some fraction of supersymmetry, they are referred
to as BPS solitons and are stable. When considered as solutions to the field equations, the BPS
p-branes have a simple geometric description.
3What the ‘M’ stands for inM-theory is a common footnote in texts on the subject, with suggestions such asmatrix,
magic, mystery, membrane and even mother suggested. Ultimately, no single answer is accepted (Witten offers three
different answers up to the user’s discretion). However, the silliest explanation I found is attributed to SheldonGlashow,
stating he wondered whether “‘M’ wasn’t an upside-down ‘W’ for Witten” [21].
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In this thesis, we are particularly interested in charged black hole solutions of N = 2 su-
pergravity and their thermodynamics. Here, N counts the number of conserved supercurrents
and in four dimensions, there are 4N real supercharges. Although supergravity exists as the low-
energy effective field theory of string theory, the study of supergravity predates string theory and
instead was first studied by realising the super Poincaré symmetries of supersymmetry as local
(or gauged) symmetries. From the point of view of studying black hole solutions and their ther-
modynamics, we can think of supergravity as the extension of general relativity with additional
massless fields, the appearance of which allow for more complex systems of solutions and with
that, the potential for more exotic black hole geometries.
Since the bosonic sector of pureN = 2 supergravity is Einstein-Maxwell theory, the Reissner-
Nordström solution of general relativity is additionally a solution to N = 2 supergravity. The
black hole is parameterised by its massM and charge Q, and provided thatM ≥ Q, the curvature
singularity is hidden behind a Killing horizon. In the special case when M = Q, the Hawking
temperature vanishes and the solution is said to be extremal. Viewed as a solution of N = 2
supergravity, the extremal Reissner-Nordström solution is a BPS soliton.
Charged black holes have a dual, perturbative description in terms of p-branes of type IIA
and type IIB string theory [23]. The embedding of BPS black hole solutions into string theory
allows us to return to the question of a microscopic understanding of a black hole’s entropy. As
the p-branes are supersymmetric configurations, it is possible to perturbatively compute various
properties which hold for all values of the coupling. The entropy of the p-brane system can be
computed in this way, and to leading order, it can be shown that thismatches with the Bekenstein-
Hawking area law [24, 25].
The thermodynamic picture offered from string theory and its BPS configurations have the
restriction that they necessarily describe black hole solutions with zero temperature.4 Studying
the full realisation of black hole thermodynamics requires non-zero temperature and so there
are additional research questions from the supergravity perspective, searching for non-extremal
solutions and comparing to known thermodynamic relationships.
Of the four laws of black hole mechanics, the third law is the least understood from both
the black hole and thermodynamic perspective. The law comes in two forms which are known
as the strict and weak versions. In the strict version, it is said that the zero-temperature limit
corresponds to a systemwith vanishing entropy,whereas theweak version only demandsminimal
entropy in the extremal limit. From a black hole perspective, the strict third law would impose
that the black hole vanishes in the extremal limit, which generally is not the case; take for example
the extremal charged black holes with dual string theory realisations.
It is then an interesting question to search for black hole solutions in which the strict third
law holds. Recently, a class of four-dimensional, non-extremal, planar symmetric black brane
solutions of N = 2 supergravity coupled to nV vector multiplets were presented [28]. It was
found in the extremal limit, the area density of the Killing horizon vanished, reproducing the so-
called ‘Nernst branes’ of [29, 30] and therefore were examples of a black hole solutions obeying
4Although near-extremal solutions can be studied with leading order approximations describing the greybody
factors of Hawking radiation [26, 27].
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the strict third law of thermodynamics.
Finding non-extremal solutions of supergravity theories is generally difficult. A common
method to find black hole solutions in supergravity is by employing the Killing spinor equations;
a set of first-order equations, generally easier to solve than Einstein’s equations. The conditions
placed by the Killing spinor equations then restrict the geometry of the solution which can lead
towards the derivation of exact, analytic solutions. The price to pay is that the Killing spinor
equations ensure the solutions are BPS states and so necessarily have zero Hawking temperature.
The derivation of the non-extremal Nernst branes followed the work of [31, 32], which de-
veloped the c-map in a new formulation using special real coordinates. The four-dimensional
solutions are dimensionally reduced over a timelike circle, and in the real formulation of special
geometry, the resulting equations of motion are symplectically covariant. By making non-trivial
restrictions on the field configurations, it is possible to find exact Euclidean instanton solutions
that can be lifted back into four dimensions and interpreted. Application of this procedure has
led to a series of new non-extremal black hole solutions ofN = 2 supergravity [31, 33, 28, 34].
In this thesis, we use the real formulation of special Kähler geometry to derive new classes
of solutions ofN = 2 supergravity, generalising the work on the Nernst branes by allowing there
to be multiple charges. We find that these generalisations no longer obey the strict third law of
thermodynamics, but instead yield a vastly different causal structure, containing external space-
time regions which are time-dependent. The Killing horizons of these solutions are understood
to be cosmological horizons, and we are given the opportunity to study the laws of black hole
mechanics in non-stationary spacetimes. By restricting our solutions, we recover solutions for
Einstein-Maxwell theory, which can be understood as the Reissner-Nordström solution, but with
planar rather than spherical symmetry.
In the extremal limit, these cosmological solutions can be embedded into higher-dimensional
supergravity, understood as p-brane configurations in ten or eleven dimensions. The cosmolog-
ical solutions can be described thermodynamically, with an internal energy which is conserved
and obeys the first law of thermodynamics. However, as the solution is non-stationary, the inter-
nal energy cannot be understood as a mass parameter as in conventional black hole thermody-
namics.
ConsideringN = 2 supergravity theories related by flipping the sign of gauge coupling, pla-
nar symmetric solutions are derived. It is shown that these distinct solutions have the same par-
tition functions, realising thermodynamically dual Killing horizons. Understanding that these
solutions are derived from theories related by T-duality, we can look towards string theory for a
deeper understanding of this relationship. Again, we find evidence of black hole thermodynamics
highlighting relationships between distinct physical theories. The verification of the first law for
our cosmological Killing horizons suggests a deeper and more fundamental thermodynamic in-




Themain content of this thesis is structured into two parts. In Part I, we concentrate on introduc-
ing the relevant background material needed to understand the research within this thesis. We
split the background into three chapters. In Chapter 2, we introduce general relativity, assuming
the reader is familiar with special relativity. The majority of the discussion is focused on the rele-
vant differential geometry for the topic, and the conclusion of this chapter ties these areas together
with the postulates of general relativity. We additionally include a discussion of the Lagrangian
formulation of gravity. In Chapter 3, we discuss black holes in detail. We describe the geome-
try of Killing, trapping and event horizons. Using the Schwarzschild solution, we introduce the
global structure of a black hole.We then use the Reissner-Nordström solution to give an in-depth
discussion of deriving the black hole geometry from the field equations. We give a discussion of
what it means to compute mass within general relativity and a general discussion of the laws of
black hole mechanics and their relationship to thermodynamics. We conclude the chapter with
the Euclidean action formalism, which is used to study the thermodynamic properties of the solu-
tions within this thesis. In Chapter 4, we cover the necessary topics of supergravity. We begin by
introducing supersymmetry through the extension of the Poincaré algebra. We build upon this,
introducing the N = 2 supergravity Lagrangians, the field content, and a few remarks on what
wemean when we talk about supersymmetric black hole solutions.The electric-magnetic duality
is discussed and its generalisation that appears forN = 2 vector multiplet theories. Kaluza-Klein
dimensional reduction is introduced and we use the double reduction of the STU model from
six to four dimensions as an example. The c-map is then discussed, serving as a second example
of dimensional reduction as well as introducing a key piece of the solution generating technique
we use to find non-extremal solutions. Finally, we overview supergravity in higher dimensions,
motivating it from the point of view of string/M-theory and discuss p-branes. We view these
p-branes as solutions to the field equations and in particular we focus on the BPS solutions of
p-branes and their intersections, relating this back to black hole solutions in lower dimensions.
In Part II, we present the results of this thesis: planar symmetric solutions of the field equa-
tions for Einstein-Maxwell theory and the STU model of N = 2 supergravity, and their corre-
sponding thermodynamics. In Chapter 5, we begin by making a planar symmetric, static ansatz
for our geometry and find a solution of Einstein-Maxwell theory supported by an electric charge.
Studying the static solution closely, we find that it contains a curvature singularity and a Killing
horizon. We thus interpret the static patch as the interior of our solution in analogy with the in-
terior of the Schwarzschild solution, or alternatively, the region behind the Cauchy horizon of
the Reissner-Nordström solution. Analytic continuation through the Killing horizon leads to a
second region which we interpret as the exterior. Here, the coordinates {t, r} switch from time-
like/spacelike to spacelike/timelike, and as such, the exterior region is dynamic (non-stationary).
The explicit time-dependence of the exterior geometry leads to us naming the solution as a cos-
mological solution.The remainder of the chapter is split between studying properties of the static
region of the spacetime— such as the motion of causal geodesics or the conserved charges of the
solution — and the global spacetime structure of a generalised class of cosmological solutions.
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Understanding the global structure leads to the classification of the horizons of the various so-
lutions, which is vital for the discussion of the thermodynamics in later chapters. We conclude
the chapter with a discussion of the extremal limit for the spacetime geometry. We notice that in
the extremal limit, the location of the Killing horizon is ‘pushed off ’ to infinity; the static region
becomes spacetime filling and the dynamic region is of zero size. We also find the area density of
the solution diverges, indicating infinite entropy for the extremal solution.5The remaining space-
time contains a timelike singularity without a Killing horizon and so is understood as a naked
singularity solution.
In Chapter 6 we turn to study non-extremal, planar symmetric solutions of the STUmodel of
N = 2 supergravity. To solve the field equations, we begin with our four-dimensional theory and
make an ansatz to impose staticity and planar symmetry. We then use the c-map, dimensionally
reducing the solution over the timelike coordinate to obtain a three-dimensional Euclidean the-
ory. Expressing this using the real formulation of special geometry, we write our field equations
in a symplectically covariant manner. After making a restriction of the field content, we find an
exact solution to the equations of motion and the Euclidean instanton solution is then uplifted
back into four dimensions. Here, we impose regularity conditions on the solution to ensuring
the existence of a Killing horizon with finite area density, and physical scalars with no divergent
behaviour at the horizon. The resulting four-dimensional solutions are then studied through a
series of coordinate changes and we find that qualitatively, the global structure of the solution
is identical to that of the planar symmetric solutions of Einstein-Maxwell theory. We find that
asymptotically the spacetime geometry is that of the Kasner type-D vacuum solution and that
the extremal limit ‘undresses’ the solution, removing the Killing horizon and leaving behind a
static solution with a naked singularity. We conclude the chapter by showing that through mak-
ing a specific choice in our integration constants, the physical scalars of the theory can be made
constant, and the solution simplifies to reproduce the solution of the Einstein-Maxwell theory.
In Chapter 7, we study the extremal limit of these cosmological solutions from a different
perspective. We begin by uplifting the four-dimensional, non-extremal solutions into higher di-
mensions, finding solutions to consistent truncations of five, six, ten and eleven-dimensional
supergravity. From the perspective of ten and eleven dimensions, we find that after taking the
four-dimensional extremal limit, we can describe the cosmological solutions as smeared brane
configurations with only small departures from the canonical examples given in Chapter 4. In six
dimensions, we find that by taking the extremal limit together with a charge balancing condition,
we recover supersymmetric solutions despite havingmade no assumptions about supersymmetry
while solving the equations of motion in the previous chapter.
In Chapter 8, we present our research on verifying the first law of thermodynamics for our
planar symmetric, cosmological solutions. The first law is a differential relationship between the
internal energy of the solution and the other thermodynamic quantities. The crux of our dis-
cussion is how to obtain a properly normalised mass-like parameter to vary, as the static region
of the spacetime is finite, containing a singularity, and the external region of the spacetime is
5This divergence occurs simultaneously with the horizon ‘vanishing’ into the asymptotic distance, and so the phys-
ical interpretation of this divergence is not obvious.
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neither asymptotically flat nor stationary. We choose to employ the Euclidean action formal-
ism, which is well suited to non-asymptotically flat solutions. The standard methodology of the
Euclidean action formalism employs a Wick-rotation of the timelike coordinate, allowing us to
study the Euclidean section of the geometry, and from a quantum-mechanical argument, we can
derive a thermodynamic potential from the saddle-point approximation of the Euclidean action.
From the thermodynamic potential, we can obtain an expression for the thermodynamic inter-
nal energy, which becomes the mass-like parameter we need. The issue we find for our classes of
solutions is that a Wick-rotation within the static region does not produce a smooth Euclidean
geometry (due to the singularity) and a Wick-rotation of the timelike coordinate in the exterior
region produces a complex line element. Towork around this, we obtain a smooth, real Euclidean
geometry from the exterior region of the solution through Wick-rotating all three spacelike co-
ordinates. We refer to this technique as the triple Wick-rotation. As a consistency check for this
procedure, we use the de Sitter solution which contains a Killing horizon when written in static
coordinates, but no singularity. We then use the Euclidean action formalism in both the static
and dynamic regions of solution and verify the results are the same for both methods. We then
turn to the planar symmetric solutions of this thesis to verify the first law of thermodynamics.
One last complicationwe encounter is how to properly normalise the Euclidean action.When
computing the Euclidean action, usually a term is included which corresponds to the subtraction
of the background contribution. For solutions which are asymptotically flat, the solution can
be considered as isolated and the background subtraction comes from a boundary term com-
puted by embedding the solution into Minkowski space. More generally, there are commonly
divergent contributions to the action when evaluating in the asymptotic limit. In these cases, the
divergences can removed by including a counter term built from geometric data of the boundary
manifold. In fact, for asymptotically flat solutions we find a divergence too and the Minkowski
background is the appropriate counter term. Removing the divergences uniquely determines the
background subtraction and hence the normalisation of the action. When evaluating the Eu-
clidean action for our planar symmetric solutions, we find there is no natural background or
divergent contribution, and hence no natural subtraction term. To remedy this, we introduce a
‘boundary condition’ which ensures that the electric charge computed from the thermodynamic
partition function matches that of the conserved charge computed from Gauss’ law. This condi-
tion sets an overall numerical normalisation for our partition function, and from this, we find a
consistent formulation of the first law of thermodynamics and Smarr’s law for both the solutions
of Einstein-Maxwell theory and the STUmodel. At the end of the chapter, we then cover an alter-
native procedure known as the isolated horizon formalism.This method assumes the form of the
first law and derives all thermodynamic quantities from horizon data. We find that this method
is consistent with our work from the triple Wick-rotation.
Finally, in Chapter 9, we offer some thoughts on how this research can be continued, focusing
on a particular project in which partial progress has been made.The thesis ends with a summary
of what we have presented and a few closing thoughts. Part III is dedicated to the appendices of
the thesis, containing our conventions and some additional discussions and calculational details





GENERAL RELAT IV IT Y
Einstein’s theory of general relativity allows us to study gravitational physics through understand-
ing how matter curves the spacetime we live within. To understand gravity, we must then under-
standwhat itmeans for amanifold to be curved and themathematicswe use to describe curvature.
In this chapter, we introduce the reader to differential geometry, and the mathematical tools we
will need while studying black holes. With the ground work of differential geometry, we moti-
vate the postulates of general relativity from looking at the inconsistencies between Newtonian
gravity and special relativity. A brief discussion of what it means to solve a gravitational system
is given, which is followed by the Lagrangian formulation of general relativity.
The work contained in this section is based onWald’s ‘General Relativity’ [35], and some old
lecture notes written by Reall [36, 37] from my time at the University of Cambridge.
2.1 manifolds
2.1.1 Differential manifolds
If we are to understand gravity through the curvature of spacetime, we must work to understand
the spacetime manifold, and how we can perform calculations on it. One of the cornerstones
of physics is the application of calculus, which is well defined on the manifold Rn. The aim of
differential geometry is to generalise calculus on spaces which we can only treat as Rn locally.
Beginning with a generic manifold M, if we consider some small, local patch O ⊂ M, we
can reasonably approximate O as a patch of flat space U ⊂ Rn, i.e. if we look at a small enough
piece of something curved, it appears flat. If we are able to build our curved manifold from a
set of overlapping, flat patches, we can perform calculus over the whole of the manifold; such a
manifold is known as a differential manifold. The construction of a differential manifold is based
on the requirement on correctly gluing together each local piece in a smooth way.
Definition 2.1. An n-dimensional differential manifold is a setM with a collection of subsetsOα
such that
(i) Every point inM is in at least oneOα i.e. the collection {Oα} coversM.
(ii) For eachOα , there is an isomorphic map ϕα ∶ Oα → Uα , where Uα is an open subset of Rn.
(iii) If any two subsetsOα ,Oβ overlap, there exists a smooth, bijective map ϕβ ○ϕ−1α whichmaps
from Uα → Uβ.
11
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Themaps ϕα are coordinate systems for the manifold and are sometimes referred to as charts.
For the remainder of the thesis, a manifold M is assumed to be a differential manifold, and for












Figure 2.1: An illustration of the mapping ϕβ ○ ϕ−1α of two coordinate
systems overlapping. A differential manifold requires the mapping be-
tween the red and blue sections ϕβ ○ ϕ−1α ∶ Uα → Uβ to be smooth.
2.1.2 Curves, vectors & tensors
Both Minkowski and Euclidean manifolds have the structure of a vector space. This means that
if we consider some vector, such as the position or velocity of a particle on a flat manifold, we can
construct the vector from the manifold itself. For a general manifold, this is not the case.
For a differential manifold, we recover a vector space by taking a point p ∈ M and looking at
all vectors tangent to this point.This defines a vector space Tp(M) of dimension n, known as the
tangent space. In flat space, the rate of change of a function along a curve at a point p is given as
a directional derivative Xp ⋅ (∇ f )p for a vector Xp. We can carry this notion over to differential
manifolds by studying the variation of a smooth curve, with some tangent vector Xp ∈ Tp(M).
Definition 2.2. A smooth curve in a differential manifold M is a smooth function mapping λ ∶
I → M, for an open interval I ∈ R. We say ϕα ○ λ is a smooth map from I → Rn for every chart
ϕα .
Definition 2.3. Given a smooth curve λ ∶ I → M, the tangent vector to λ at a point p is a linear
map fromM → R defined by:
Xp( f ) =
d
dt
( f ○ λ) .
Introducing a local coordinate patch U ⊂ M with coordinates xµ, for a curve λ(t) parame-









Figure 2.2: Illustration of the manifold S2 and the tangent space
Tp(S2) at the point p in the manifold.
As well as vectors, which usually are first introduced when studying mechanics, we also work
with quantities which map vectors to numbers. These objects are known as covectors.
Definition 2.4. Let V be a finite dimensional, real vector space. The dual vector space V∗ is the
collection of linear maps from V → R.
When V is finite dimensional, the double dual V∗∗ of a vector space is isomorphic to V . The
dual space to the tangent space Tp(M) is the cotangent space T∗p (M). An element in this space is
a covector.
In physics, we not only deal with vectors and covectors but also tensors which are multilinear
maps that produce a real number from a set of vectors and covectors. We first contact tensorial
objects in mechanics with the energy-momentum tensor, or in electromagnetism with the field
strength. In general relativity, the curvature of a spacetime is described using tensors.
Definition 2.5. A tensor of type (r, s) at the point p is a multilinear map:
T ∶ T∗p (M) × . . . × T∗p (M)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
r−times




The above discussion considered vectors, covectors and tensors defined at a point p in a man-
ifoldM. When considering physical systems, we are concerned with how these objects vary over
the manifold. This leads to the concept of a vector field, where we assign a vector Xp for every
p ∈ M.
Definition 2.6. A vector field is a map X which maps a point p in M to a vector Xp in such a
way that Xp varies smoothly from point to point. Consider a smooth function f , for every point
p ∈ M, there exists a function X( f ) which maps from the manifold M → R. We say the vector
field is smooth if for a smooth function f , the function X( f ) is also smooth.
Following this definition, we can think of a covector field as assigning a covector to every
point in our manifold and a rank (r, s) tensor field as assigning for each p ∈ M, a (r, s) tensor Tp
at p.
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Definition 2.7. Given a smooth vector field X, an integral curve γ of X, is a curve on M passing
through a point p whose tangent everywhere is X.




= Xµ(x(t)), xµ(0) = xµp .
There exists a unique solution to this differential equation, and hence there is an integral curve
for all vector fields X through a point p.
2.1.3 Metric tensor
One tensor we will be particularly interested in is themetric tensor. Essentially, the metric tensor
measures distance on a manifold. We construct the metric tensor as a bilinear scalar function on
two vectors such that g ∶ Tp(M) × Tp(M)→ R which has the following properties:
Definition 2.8. Ametric tensor g is a rank (0, 2) tensor which is
(i) Symmetric: g(X ,Y) = g(Y , X), ∀X ,Y ∈ Tp(M)
(ii) Non-degenerate: g(X ,Y) = 0⇔ Y = 0, ∀X ∈ Tp(M)
In a coordinate basis, the metric tensor is given by
g = gµνdxµ ⊗ dxν .
Commonly the metric tensor is abbreviated to
ds2 = gµνdxµdxν ,
which makes more clear the interpretation of the metric as an infinitesimal distance squared.
The symmetry of the metric tensor ensures that it is possible to introduce a basis that diago-
nalises the metric. As the metric is non-degenerate, all diagonal elements will be non-zero and so
themetric is guaranteed an inverse g−1 with components gµν. An orthonormal basis can be found
such that all diagonal elements of the metric tensor are ±1. There are many orthonormal bases,
but the number of elements which are +1 or −1 is fixed and the collection of these signs fixes the
signature of the metric.
Definition 2.9. A pseudo-Riemannian manifold is a pair (M , g), for a differential manifold M
and metric tensor g.
In differential geometry, we are usually concerned with a metric g which is positive-definite.
A pseudo-Riemannian manifold with a positive-definite metric g is a Riemannian manifold, i.e.
the metric g has signature {+ + . . .+}. In general relativity we consider a spacetime with the
signature {− + . . .+}, such a manifold is known as a Lorentzian manifold.1 For a local patch of
1A n-dimensional Lorentzian manifold has a signature {∓,±, . . . ,±}. In relativistic physics — and this thesis —
the ‘mostly plus’ convention is used. In high-energy physics, the ‘mostlyminus’ convention is used where the signature
of the metric is {+ − . . .−}.
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Themetric tensor not only acts as a scalar product on two vectors, but also a linear mapping
from vectors to covectors. For a pseudo-Riemannian manifold (M , g), given a vector Xµ, we can
define a covector ωµ = gµνXν. Similarly, we can define a vector from a covector ων by Xµ = gµνων.
Definition 2.10. For a Lorentzianmanifold (M , g)we classify vectors in the followingway.Given
a non-zero vector X ∈ Tp(M), we say a vector is timelike if g(X , X) < 0, null if g(X , X) = 0 and
spacelike if g(X , X) > 0.
This terminology follows to curves. We say that a curve is timelike when the tangent vector






Figure 2.3: The lightcone illustrating the causal structure of a point
p in a Lorentzian manifold. Null vectors run along the surface of the
lightcone, shown in purple. All timelike vectors (blue) lie within the
lightcone and spacelike vectors (red) are exterior to the cone.
Using the metric, we can now calculate the lengths of timelike and spacelike curves within
a manifold. Note that null curves have zero ‘length’. For a Riemannian manifold (M , g), we can






g(X , X). (2.1.1)











which is simply the case for which gµν = δµν is the metric for Euclidean space.
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For a Lorentzianmanifold, the length of a spacelike curve is given by (2.1.1). When the curve






−g(X , X). (2.1.2)
When a curve λ is parameterised by the proper time, the tangent to the curve is called the four-
velocity of the curve. The curve is usually denoted by uµ = dxµ/dτ. Looking infinitesimally at
Equation (2.1.2), we have that
dτ2 = −gµνuµuν ⇒ gµνuµuν = −1,
and so uµ is a unit timelike vector.
Given the notion of length along a curve on amanifold, a natural question is what is the length
extremising curve between two points p, q ∈ M. In this discussion, we will restrict ourselves to
timelike curves, and consider the Euler-Lagrange problem for maximising the proper length of a




du L(x(u), ẋ(u)), λ(0) = p, λ(1) = q, ẋ = dx
du
.




















gνρ,µ ẋν ẋρ = 0.
Making a change of parameterisation of the curve from u, to the proper time τ, we can rewrite














where we have used that
























gµσ(gνσ ,ρ + gρσ ,ν − gνρ,σ). (2.1.4)
We note that the Christoffel symbols are not tensor components, but that their variation is. We
will use this later in Section 2.3.3. Equation (2.1.3) is the geodesic equation. Geodesics themselves
will be defined below, after we introduce the notions of a connection on a manifold and parallel
transport along a curve.
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2.1.4 Symmetries
Sometimes we will be interested in mapping from one generic manifold to another, e.g. when
projecting from amanifold onto a lower-dimensional hypersurface. As with the coordinate basis,
we can ensure that this mapping is smooth in the following way.
Definition 2.11. Let M, N be two differential manifolds of dimension m and n. A function ϕ ∶
M → N is smooth if and only if ϕβ ⋅ ϕ ⋅ ϕ−1α for all coordinate basis ϕα onM and ϕβ on N .
The mapping ϕ allows us to map objects from one manifold onto another. With a map ϕ we
can naturally write a smooth function on N , ontoM as follows.
Definition 2.12. Given a smooth mapping ϕ ∶ M → N , the pull-back of a function f ∶ N → R is
defined as ϕ⋆( f ) = f ○ ϕ ∶ M → R.
X
ϕ⋆(X)
λ ϕ ○ λ
● p ● ϕ(p)
M N
Figure 2.4: Illustration of the mapping between two differential mani-
foldsM and N . The smooth map ϕ can push-forward a curve λ inM
to N , where the tangent vector X ∈ Tp(M) is mapped to the vector
ϕ⋆(X) ∈ Tϕ(p).
We can also define a push-forward, which naturally takes a curve inM and maps it onto N in
the following way.
Definition 2.13. Given a smooth map ϕ ∶ M → N , and a point p ∈ M we can define the push-
forward of a vector Xµ ∈ Tp(M) as the vector ϕ⋆(X) ∈ Tϕ(p)(N). Given a curve λ onM passing
through p, with tangent Xµ ∈ Tp(M), the vector ϕ⋆(X) is the tangent to the curve ϕ ○ λ in N , at
the point ϕ(p).
The push-forward ϕ⋆ can been seen as the total derivative of the map: ϕ⋆ = dϕ. Pointwise
on the manifold we understand the push-forward as a linear map ϕ⋆ ∶ Tp(M) → Tϕ(p)(N).
Similarly, we understand the pull-back as a pointwise linear mapping from T∗ϕ(p)(N)→ T
∗
p (M).
We can extend the action of the pull-back onto a rank (0, s) tensor S as
(ϕ⋆(S))(X1, X2, . . . , Xs) = S(ϕ⋆(X1), ϕ⋆(X2), . . . , ϕ⋆(Xs)),
for X1, X2, . . . Xs ∈ Tp(M). Similarly, we extend the action of the push-forward onto a rank (r, 0)
tensor as
(ϕ⋆(R))(ω1,ω2, . . .ωr) = R(ϕ⋆(ω1), ϕ⋆(ω2), . . . , ϕ⋆(ωr)),
for ω1,ω2, . . .ωr ∈ T∗p (N). However, we can’t extended these actions to mixed rank tensors with-
out a further requirement.
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Definition 2.14. We say that the map ϕ ∶ M → N is a diffeomorphism if and only if it is bijective,
smooth and has a smooth inverse.
If there exists a diffeomorphism ϕ then the two manifolds M and N have the same mani-
fold structure with dim(M) = dim(N). When the mapping is a diffeomorphism, we can use the
inverse ϕ−1 to extend the pull-back onto a tensor T of mixed rank (r, s)
(ϕ⋆T)(ω1, . . .ωr , X1, . . . , Xs) =
T((ϕ−1)⋆(ω1), . . . , (ϕ−1)⋆(ωr), ϕ⋆(X1), . . . , ϕ⋆(Xs)).
For a diffeomorphism ϕ, we have that ϕ⋆ = (ϕ⋆)−1, and so we need only either the push-forward
or pull-back.
Given a diffeomorphism ϕ ∶ M → N and a spacetime (M , g , T), the system found after
mapping (N , ϕ⋆(g), ϕ⋆(T)) is physically indistinguishable from the original system. A tensor T
is physically inequivalent to T̃ if and only if there is not a diffeomorphism T̃ = ϕ⋆(T). We then
see diffeomorphism invariance as a redundancy in our description of physics in general relativity
and so diffeomorphisms are gauge symmetries in general relativity.
An alternativeway to viewdiffeomorphisms is amapping from themanifold onto itself, where
themapping ϕ acts as a change of the coordinate basis ϕα . When ϕ ∶ M → M is a diffeomorphism
and T is a tensor field on M, the push-back (pull-forward) allows us to compare T at different
points in the manifold. We say that if ϕ⋆(T) = T then ϕ is a symmetry transformation of the
tensor field.
On a manifold M, given a vector field X, one can construct a diffeomorphism by looking at
the map ϕt which sends a point p ∈ M along an integral curve a parameter distance t. It can be
shown that ϕt is a diffeomorphism [38]. Using ϕ⋆t , one can compare a tensor along the integral
curve of X.
Definition 2.15. The Lie derivative of a rank (r, s) tensor at p ∈ M with respect to a vector






When the diffeomorphism ϕt is a symmetry of the tensor T , then we have
LXT = 0.
We will expand on this later, in Section 2.2.4. The Lie derivative allows us one way to compare
tensors at different points in amanifold. In the following sectionwe introduce anotherway, which
leads us naturally to a formal definition of curvature.
2.2 curvature
We first think about curvature as an experience of some two-dimensional surface embedded
within three-dimensional flat space. This type of curvature is mathematically captured by the
extrinsic curvature and is defined formally in Section 2.2.6. As an example, we can imagine a
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rolled up newspaper. The surface of the paper appears ‘curved’ to our eye when viewed from our
three-dimensional perspective. However, allowing the newspaper to unroll, what remains is a
flat surface, or approximately R2. What we are experiencing is that an object which is flat can be
curved into a space of higher dimension.
There is another type of curvature though, which belongs to a manifold without any notion
of embedding. We call this the intrinsic curvature of a manifold. We can compare our newspaper
example to the peeling of an orange. In three-dimensional space, the surface of the fruit appears
round and in this sense has extrinsic curvature as our rolled newspaper did. However, as we peel
the orange we might try to flatten the surface onto the table. What we find that it is impossible to
flatten the peel into a good approximation of R2. The surface of a sphere in itself is curved.
In general relativity, we are interested in the intrinsic curvature of spacetime.We do not think
of our spacetime as being embedded within another manifold, but rather we see gravity manifest
itself as the curvature of spacetime itself.
2.2.1 Connections
Definition 2.16. A covariant derivative∇ on amanifoldM is a mapping from two smooth vector
fields X ,Y to a smooth vector field ∇XY
∇ ∶ (X ,Y)Ð→ ∇XY ,
which obeys the following properties:
∇X(Y + Z) = ∇XY +∇XZ ,
∇( f X+gY)Z = f∇XZ + g∇YZ ,
∇X( f Y) = X( f )Y + f∇XY ,
for all vector fields X ,Y , Z ∈ T(M) and smooth functions f , g onM.
We note that the action of ∇ on a smooth function f has been defined by: ∇X f = X( f ).
When written in a components, the covariant derivative of a vector field is given by
∇XY = Xµ∇µ(Y ρ∂ρ) = Xµ (∂µY ρ + ΓρµνY ν) ∂ρ ,
where Γρµν are the connection components, wewill see later that for a special connection— the Levi-
Civita connection— the connection components in a coordinate basis are given by theChristoffel
symbols (2.1.4). Using the Leibniz property of the covariant derivative, we can write down the
action of ∇ action on a covector ω
∇X(ω(Y)) = X(ω(Y)) = (∇Xω)Y + ω(∇XY),
which shows we should define the action of the connection on a covector as
∇Xω ∶ T(M)Ð→ R,
(∇Xω)(Y) = X(ω(Y)) − ω(∇XY).
Written in components
(∇Xω)Y = (X(ωµ) − ΓρµνωρXν)Y µ .
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We can extended this to an arbitrary tensor in the following way
∇X(T1 ⊗ T2) = ∇X(T1)⊗ T2 + T1 ⊗∇X(T2).
Definition 2.17. A connection is torsion-free if the torsion tensor T(X ,Y) = 0
T(X ,Y) = ∇XY −∇YX − [X ,Y].
In components, this is equivalent to the condition Γρ[µν] = 0.
If given only a manifold, we find that the choice of connection∇ is not unique, however, with
the additional structure of ametric, we can define a unique connection for a pseudo-Riemannian
manifold.
Definition 2.18. Given a pseudo-Riemannianmanifold (M , g), there exists a unique torsion-free
connection such that ∇g = 0, called the Levi-Civita connection.
We say a connection∇ ismetric compatible if∇g = 0. Deriving the components for the Levi-
Civita connection, we find that they are the Christoffel symbols (2.1.4).
2.2.2 Parallel transport
Given a manifold M, there is no immediate way of comparing tensors at different points in the
manifold. We saw that the Lie derivative allowed us to compare points using diffeomorphisms to
compare the value of tensors along integral curves of a vector field. An alternative way is to use a
connection ∇ to study how tensors change as we propagate them along some curve γ in M. We
will see that this leads us to the notion of a geodesic; a special curve which describes the path of
freely falling objects in general relativity.
Definition 2.19. Given an integral curve γ of a vector field X, a tensor T is said to be parallelly
propagated along γ if ∇XT = 0.
Taking a vector Xp, we can compare it to Xq by parallelly propagating the vector along some
curve γ which joins the points p and q. However, the choice of curve joining two points on a
curved manifold is not unique and we find that parallel propagation of a tensor is curve depen-
dent. In other words, picking two distinct curves γ1 and γ2 the vector Xp will take on two values
Xq∣1 and Xq∣2 after parallel propagation. The path dependence of parallel transport is a measure
of a manifold’s intrinsic curvature and is captured formally by the Riemann curvature tensor.
Definition 2.20. The Riemann curvature tensor of a connection ∇ is defined by
R(X ,Y)Z = (∇X∇YZ −∇Y∇XZ −∇[X ,Y]Z) , (2.2.1)
for vector fields X ,Y , Z.
Before continuing the discussion of parallel transport, we cover some basic properties of the
Riemann tensor. We call a connection flat when the Riemann tensor vanishes. In a coordinate
basis, the components of the Riemann curvature tensor are given by






ρτ Γτνσ − Γ
µ
στ Γτνρ ) , (2.2.2)
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where we have explicitly included the sign s2 = ±1momentarily. Inmost conventional differential
geometry texts, s2 = +1. However, when working with Supergravity, there are other sign conven-
tions and in the work completed in [39, 40], we found it most appropriate to make the choice
s2 = −1. To maintain consistency throughout this thesis, we will use that s2 = −1 for the remain-
der of the discussion. As s2 = −1 is unconventional from the differential geometry perspective, we
will make appropriate comments throughout this chapter to highlight key differences but refer
to Appendix A for a thorough discussion of various signs.
The symmetry of the Riemann tensor means that
Rµν(ρσ) = 0.
For a torsion free connection, the Riemann curvature tensor obeys some other useful relation-
ships.The Christoffel symbols obey Γµ[µν] = 0 and the Riemann tensor has the additional property
Rµ[νρσ] = 0.
Contraction of the first or last two indices of the Riemann tensor is zero, but contracting over the
first and third gives the Ricci tensor, an important tensor in General relativity
Rµν = Rλµλν = − (∂λΓ
λ




µν − Γλντ Γτµλ ) . (2.2.3)
The Ricci identity
∇ρ∇σXµ −∇σ∇ρXµ = RµνρσXν , (2.2.4)
allows the interpretation of the Riemann tensor as a measure of the failure for successive opera-
tions of the connection to commute.






Contracting first over the indices (µ, ρ)
∇µRµνσλ +∇λRνσ −∇σRνλ = 0,
then (ν, σ) gives us




where Gµν is the Einstein tensor, and will appear later as one side of Einstein’s equations. When
discussing general relativity, we will see that the differential Bianchi identity shows consistency
within general relativity for the conservation of the energy-momentum tensor.
So howcanwe relate parallel transport and theRiemann tensor? Picking some two-dimensional
surface S in the manifold M, we can construct a small loop that passes through a point p ∈ S in
the following way. We choose coordinates (t, s) on S such that the point p = (0, 0). We take vec-
tor fields X = ∂/∂s, Y = ∂/∂t which are linearly independent: [X ,Y] = 0. We define three more
points: (q, r, u) by moving small distances along curves with tangents X ,Y such that q = (δs, 0),
r = (0, δt) and y = (δs, δt). Connecting these four points creates a parallelogram pqur.
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p ∶ (0, 0)
r ∶ (0, δt)
q ∶ (δs, 0)




Figure 2.5: A vectorV µp (purple) is parallelly propagated along the two
curves pqu and pru. The resulting vectors V µu∣1 and V
µ
u∣2 (red and blue
respectively) are not parallel at the point u. This is due to the intrinsic
curvature of the manifold and is captured by the Riemann curvature
tensor.
We are now interested in how some vector Vp ∈ Tp(M) changes as it is parallelly propagated
around the loop. We will compare the resulting vectors Vu∣1 and Vu∣2 obtained by parallel propa-
gation along the curves pqu and pru respectively. Along pq we have that ∇XV = 0 and so
dV µ
ds
= −ΓµνρV νXρ ,
d2V µ
ds2
= −∂σ(ΓµνρV νXρ)Xσ .
Using normal coordinates at the point p, we have Γµνρ(p) = 0 and we can expand the vector field
as





















We can now look at the parallel transport of V µq along the curve qu. The result can be expanded















= V µq − (Γ
µ
νρV νY ρ)qδt −
1
2
(∂σ(ΓµνρV νY ρ)Y σ)q δt
2 +O(δt3),
= V µp −
1
2
(∂σΓµνρV ν [XρXσδs2 + Y ρY σδt2 + 2Y ρXσδsδt])p +O(δ
3).
In the third linewehave substituted in the results from (2.2.5) and assumed thatO(δs) = O(δt) =
O(δ). The result of parallel propagation for the vector V µp along the curve pru follows the same
steps, and only X ↔ Y must be swapped in the above equation.We can then look at the difference
between these two vectors at u:






νρV ν(Y ρXσ − XρY σ)δsδt]p +O(δ
3),
= [(∂ρΓµνσ − ∂σΓ
µ
νρ)XρY σV ν]p +O(δ3),
= [RµνρσV νXρY σ]p +O(δ3),
= [RµνρσV νXρY σ]u +O(δ3).
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Herewe have used Equation (2.2.2) and that Γµνρ(p) = 0, and in the final linewe use that quantities
at p and q differ in order δ and so both the LHS and RHS are tensors at the point u. As such, this
relationship is basis independent and the Riemann tensor appears as






From the notion of parallel transport, we arrive at the definition of a geodesic.We can think about
a geodesic as being a path between two points in a manifold that curves as little as possible.
Definition 2.21. For a manifoldM with connection∇, a geodesic is an integral curve of a vector
field X such that ∇XX = αX, for an arbitrary function α. When the function α = 0 we say that
the geodesic is affinely parameterised:
∇XX = 0. (2.2.6)
In other words, an affinely parameterised geodesic is the integral curve of the vector field X which
is parallelly propagated along itself.
Looking at the components, we can write down the geodesic equation in a coordinate basis











We can view Equation (2.2.7) as a coupled system of n second order differential equations and
so from ODE theory, we know that there exists a unique solution given initial values for xµ and
dxµ/dt. Therefore, for a given point p ∈ M and a tangent vector Xµ ∈ Tp(M) there is always a
unique geodesic through the point p with tangent Xµ.
In Section 2.1.3, we arrived at the geodesic equation by considering the extremal curve join-
ing two points. However, the existence of a unique curve holds only locally. Consider for example
the surface of a sphere (see Figure 2.2).The great arcs of a sphere are geodesics and if we take our
points (p, q) to be theNorth and South poles, we find that there is an infinite number of geodesics
joining them.This is an example of conjugate points on a Riemannian manifold, for which there
exists a one-parameter family of geodesics joining them.We alsomention that the length extrem-
ising curve is always a geodesic, but not all geodesics are length extremising. Consider again two
points on a greats arc of the sphere and the two segments of the great arc which connect them;
both of these segments are geodesics. When the points are antipodal, we return to our example
of the conjugate points, for all other cases, only one of these geodesics is length minimising.
2.2.4 Isometries
Earlier, we used diffeomorphisms to define a symmetry of a tensor and saw that this was echoed
in the Lie derivative. When the tensor we consider is the metric tensor, we give the symmetry a
special name.
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Definition 2.22. For a pseudo-Riemannian manifold (M , g) a diffeomorphism ϕ is called an
isometry when its action on the metric tensor is invariant: ϕ⋆(g) = g.
Given an isometry ϕ and the corresponding vector field X, its Lie derivative (2.1.5) vanishes:
LX g = 0. We now want to write this in components. The natural action of a Lie derivative on
a smooth function f is LX f = X( f ). In a coordinate basis, we can write the action of a Lie
derivative on a vector, covector and (0, 2) tensor as:
(LXY)µ = [X ,Y]µ ,
(LXω)µ = Xν∇νωµ + ων∇µXν ,
(LXT)µν = Xρ∇ρTµν + Tµρ∇νXρ + Tρν∇µXρ .
Whenwe consider an isometry for a pseudo-Riemannianmanifold equippedwith the Levi-Civita
we can simplify the above equation.
Definition 2.23. Given a one-parameter isometry ϕt with corresponding vector field ξ on a
pseudo-Riemannian manifold (M , g) it follows that Lξg = 0. When the connection ∇ is the
Levi-Civita connection, isometries are characterised by Killing’s equation
∇µξν +∇νξµ = 0. (2.2.8)
The vector fields ξ satisfying the above equations are known as Killing vector fields. We can inter-
pret a Killing vector field as infinitesimal generators of isometries.
Lemma. For a pseudo-Riemannian manifold equipped with the Levi-Civita connection, a Killing
vector obeys the identity
∇µ∇νξσ = Rρµνσ ξρ . (2.2.9)
Proof. As the Levi-Civita connection is torsion free, the Killing vector satisfies the Ricci identity
(2.2.4)
∇µ∇νξσ −∇ν∇µξσ = −Rρσµν ξρ .





From Killings equation (2.2.8) we have ∇[µξν] = 0, and so antisymmetry in the above equation
is equivalent to the cyclic permutation
∇µ∇νξσ +∇σ∇µξν +∇ν∇σ ξµ = 0,
which can be rearranged using Killing’s equation to give
∇µ∇νξσ = ∇σ∇νξµ −∇ν∇σ ξµ ,
= −Rρµσν ξρ ,
= Rρµνσ ξρ ,
where in the last line, we have used the skew symmetry of the Riemann tensor.
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Lemma. If ξµ is a Killing vector field and V µ is tangent to an affinely parameterised geodesic, then
the quantity ξ ⋅ V is constant along the geodesic.
Proof. Taking the derivative of ξ ⋅ V along a geodesic parameterised by τ we find
d
dτ
(ξµV µ) = ∇V(ξµV µ) = V ν∇ν(ξµV µ),
= V νV µ∇νξµ + ξµV ν∇νV µ = 0.
Where in the last line, we lose the first term from the antisymmetry in Killing’s equation (2.2.8)
and the second term vanishes due to the geodesic equation (2.2.6).
This is particularly interesting when we consider the energy-momentum tensor. Given a
Killing vector field ξµ and the energy-momentum tensor Tµν, we can construct the conserved
current Jµ = −Tµνξν such that ∇µ Jµ = 0.
2.2.5 Congruences
Definition 2.24. Given a manifold M and an open set U ∈ M, a congruence in U is a family
of curves such that exactly one curve passes through each point p ∈ U . We call this a geodesic
congruence if the curves are geodesics.
Consider a geodesic congruence where all geodesics are either timelike, spacelike or null.
When all geodesics of a congruence are of the same type, we can normalise the affine parameter
such that the tangent vector U µ of the geodesic satisfies U2 ∈ {−1, 1, 0} where the three cases are
for timelike, spacelike and null geodesics respectively.
In Section 2.2.2, we used parallel transport to look at the difference of two vectors as a mea-
sure of the curvature of themanifold.We can apply a similar discussion when looking at geodesic
congruences, looking at neighbouring geodesic curves and measuring the deviation of their tan-
gent vectors remaining parallel along the curve.
Definition 2.25. A one-parameter family of geodesics is a map: γ ∶ [0, 1] × [0, 1]→ M such that
(i) For fixed parameter s, γ(s, λ) is a affinely parameterised geodesic .
(ii) The map (s, λ)↦ γ(s, λ) is a smooth bijection.
Together, these two points imply that the family of geodesics span a two-dimensional surface Σ,
parameterised by the coordinates (s, λ).
Let us consider a one-parameter family of geodesics. We refer to the tangent vectors of the
geodesics as U µ and study the vector Sµ which is tangent to the curves for constant λ. Consider
the two-dimensional surface Σ parameterised by the coordinates (s, λ). We can extend these
coordinates into a neighbourhood around Σ with coordinates (s, λ, . . .) such that
S = ∂
∂s
, U = ∂
∂λ






Figure 2.6: A sketch of the two-dimensional surface Σ spanned by the
vectors U µ (black) and Sµ (red). On the surface Σ, we can use the
coordinates (s, λ).
This relationship allows us to write down
∇U∇US = R(U , S)U , (2.2.10)
where we have used that∇UU = 0. Equation (2.2.10) is known as the geodesic deviation equation
andmeasures the failure for infinitesimally close geodesics within a one-parameter family to have
tangent vectors which remain parallel.
We are interested in the geodesic deviation of geodesic congruences. We know that
Uν∇νSµ = Sν∇νU µ = BµνSν ,
where the tensor Bµν measures the failure of Sν to be parallelly transported along the geodesics.
For a geodesic congruence where all geodesics are of the same type, we have the additional prop-
erty that U2 is constant in U , and so we have
1
2
∇µU2 = UνBνµ = 0,
and so we can look at
U ⋅ ∇(U ⋅ S) =
SνU µ∇µUν +UνU µ∇µSν = UνBνµSµ = 0,
where we have cancelled a term using by that U µ is affinely parameterised. We see that (U ⋅ S) is
constant along the geodesic.
When considering congruences, there is a gauge freedom in howwe pick our affine parameter.
Even after setting the value ofU2, we find we can shift λ by a constant value. Scaling λmaintains
that U µ is affinely parametrised, but shifts the displacement vector
λ̃ = λ − a(s), S̃µ = Sµ + da
ds
U µ .
For timelike and spacelike congruences, we see that the shift in the affine parameter causes a
shift in
(U ⋅ S̃) = (U ⋅ S) + da
ds
U2.
We can then fix the gauge freedom by picking λ such that (U ⋅S) = 0. For null congruences where
U2 = 0, a shift in λ leaves (U ⋅ S) invariant and so we need to introduce extra structure to fix the
gauge freedom. We delay the further discussion of null congruences until Section 3.1.5, where
we will look at the properties of them in more detail in the context of trapping regions.
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2.2.6 Extrinsic curvature
Extrinsic curvature is the curvature thatwe are used to seeing.Wemeasure it for lower-dimensional
manifolds embedded within our spacetime, e.g. the surfaces of the objects we have in front of us
can be thought of as embedded within R3. We see extrinsic curvature in curves we draw onto
pages, or the cylinder we see by rolling up a paper. Before formally defining extrinsic curvature,
we must formalise what it means for a surface to be embedded within another.
Definition 2.26. Let M and S be manifolds of dimension m, s, with s < m. A smooth map
ϕ ∶ M → S is an embedding when ϕ is an injection and for any p ∈ S, there is a neighbourhood U
such that ϕ−1 ∶ ϕ[U]→ S is smooth.
Definition 2.27. Let M and S be manifolds of dimension m, s, s < m. If ϕ ∶ M → S is an
embedding, we say that ϕ[S] is an embedded submanifold ofM. If s = m − 1 then we say that S is
a hypersurface denoted by Σ.
For a Lorentzian manifold, a hypersurface Σ is said to be timelike, spacelike or null corre-
sponding to whether the normal to the surface is everywhere timelike, spacelike or null.
When working with the action of a gravitational theory, we will be interested in calculating
boundary terms for a manifold M. The boundary of a manifold M is a hypersurface ∂M = Σ.
In the following discussion, we allow Σ to be either timelike or spacelike, with a corresponding
unit normal: nµnµ = є, where є = ±1 for timelike/spacelike Σ respectively. The case for null
hypersurfaces will be considered later when discussing the geometry of black holes in Section
3.1.3.
We now have the necessary pieces to define extrinsic curvature. Informally, we can under-
stand the extrinsic curvature as follows. Lets us take a normal vector nµ at the point p ∈ Σ and
parallelly transport it along a curve λ ∈ Σ to the point q. The extrinsic curvature measures the
failure for this vector to be normal to Σ at q.
The first fundamental form, γµν, and can be constructed given the spacetime metric gµν and




ν−єnµnν as either projection
operator for tensors in M onto Σ, or γµν as the induced metric on Σ. The second fundamental
form is the extrinsic curvature.
Let us consider the parallel transport of a normal vector Nµ along a curve in Σ with a tangent
Xµ: ∇XNµ = 0. We can measure the failure of Nµ remaining normal to Σ through considering a
second tangent vector: N ⋅ Y ?= 0. We can study how (N ⋅ Y) varies along the curve:
X(N ⋅ Y) = Xµ∇µ(Y νNν) = NνXµ∇µY ν .
We see that N ⋅Y = 0 remains true along the curve iff NνXµ∇µY ν = 0. This leads to the definition
(2.2.11) of the extrinsic curvature. By extending our definition of nµ in a neighbourhood around
a point p in Σ into M in an arbitrary way such that nµ remains the unit normal, we can write
down the extrinsic curvature tensor






Figure 2.7:The extrinsic curvature measures the failure of a normal to
remain normal after parallel transport along a curve.The unit normal
at the point p ∈ γ (red) is parallelly propagated along the curve to the
point q.The extrinsic curvature of γ causes the deviation of this vector
and the unit normal at the point q ∈ γ (blue).
for vector fields X ,Y defined in M, and Xµ∥ = γ
µ
ν Xν is tangent to Σ. The sign s4 = ±1 is not set
through the construction of this tensor. In this thesis, we use that s4 = 1, but note that many other
authors use s4 = −1 (see for example Equation (5) in [41]).
Using that nρY
ρ
∥ = 0, we can evaluate K(X ,Y):










ν∇ρnσ)XµY ν = KµνXµY ν . (2.2.12)
This leads to the expressions
Kµν = γρµγσν∇ρnσ = ∇µnν − єnρnµ∇ρnν = γ
ρ
µ∇ρnν , (2.2.13)
for the extrinsic curvature, where we used nρ∇µnρ = 12∇µ(n
ρnρ) = 0. The boundary can locally
be described as the level set of a function f . Then Nµ = ∂µ f is a normal vector field, and the
corresponding unit normal vector field nµ is hypersurface orthogonal and satisfies the Frobenus
integrability condition
n[µ∇νnρ] = 0 . (2.2.14)
Contracting this relation with nρ it is straightforward to obtain a relation which allows to show
that Kµν is symmetric: Kµν = Kνµ.












(nc∇ργµν + γµρ∇νnρ + γρσ∇µnρ),
= 1
2
(nc∇ρ(gµν − єnµnν) + (gµρ − єnµnρ)∇νnρ + (gρσ − єnρnν)∇µnρ),
= 1
2
(∇µnν +∇νnµ − єnρ∇ρ(nµnν)),
= ∇µnν − єnµnρ∇ρnν = Kµν .
In our calculations, we need the trace of the extrinsic curvature, K
K = gµνKµν = γi jKi j , (2.2.16)
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where the indices i , j run over the coordinates of Σ only. The trace can be calculated from the
expression
K = gµνKµν =
1
2









Einstein’s theory of special relativity revolutionised physics. The understanding that our physical
laws should be the same in all inertial frames led to developing our concept three-dimensional
space, into a four-dimensional spacetime. An event in special relativity is specified by its position
within space and time, which we can think of as a point in Minkowski spacetime. Invariance of
inertial frames is captured by Lorentz invariance of the tensors on the manifold.
After relativity, it was understood that physical laws should be Lorentz invariant, and so our
classical theories would need to be reviewed from this new viewpoint. The constant speed of
light bought in new causality constraints, and from this we understood that the instantaneous
changes associated with particle interaction would have to be addressed. It was the theory of
electromagnetism that led to special relativity, and could be considered as a ready-made theory
in regard to being relativistic. However, this was not the case for other physical theories.
Newton’s theory of gravitation was one of these theories. Although very accurate in a low
energy limit when the masses were not too large, or the velocities small compared to the speed
of light, its formulation is inconsistent with special relativity. The most immediate issue comes
from Newton’s equation
∇2Φ = 4πGρ,
for the gravitational potential Φ and mass density ρ. As a Lorentz transformation will mix to-
gether space and time coordinates, there will be inertial frames involving time derivatives, i.e.
Newton’s laws are not invariant between inertial frames. Another way of seeing this same issue
can be found from solutions of the potential
Φ(t, x) = −G ∫ d3x ρ(t, y)∣x − y∣ .
We see this describes instantaneous response for the potential at x due to an event at y, which is
incompatible with special relativity.
Despite these issues, Newton’s work also gives us a clue on howwemightworkwith relativistic
gravity. In Newtonian physics, there are two notions of mass. From Newton’s second law, we
have the inertial mass appearing in the relationship F = mIa, and the gravitational mass which
determines how a body interacts with the gravitational field: F = mGg. The equation for the
gravitational field defines both the mass mG and the acceleration due to gravity g, leading to a
scaling ambiguity between them. We fix this by imposing that mI = mG , which is known as the
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weak equivalence principle. Equality of these two couplings leads to the differential equation
ẍ = g(t, x).
which has a unique solution given a test body’s initial position and velocity. Newton’s theory
doesn’t give a why to this equivalence, but the Eötvös experiment shows that mI/mG − 1 ≃
O(10−12) [42].
It is this equivalence that leads us to the idea of describing gravity as curvature. Let us imagine
two bodies which are dramatically different in their composition.Theweak equivalence principle
states that if these two bodies begin with the same initial position and velocity, they will travel
along the same path within spacetime.The independence of a body’s composition on the journey
they travel through during free fall suggests that the gravitational field is determined by spacetime
alone. It is this simple insight that inspired the conjecture that the gravitational force should be
seen as a geometric theory of the spacetime.
Newton’s equivalence principle is stated for test bodies moving within inertial frames, but
how does this extend to areas of physics with additional laws, such as the movement of charged
particles? Einstein generalised the equivalence principle in the following way
Definition 2.28. The Einstein Equivalence Principle states that
(i) The weak equivalence principle is valid.
(ii) In a local inertial frame, all non-gravitational experiments will be indistinguishable from
the same experiment carried out in a Minkowski inertial frame.
We are led to realise that any physical experiment carried out under uniform acceleration
would be equivalent to that of one done within a uniform gravitational field.
So to understand gravity after special relativity, Einstein proposed the theory of general rel-
ativity; capturing this equivalence with using geometry. The intrinsic, observer independent na-
ture of spacetime should be described by a spacetime metric, but unlike special relativity, we
should not require this to be flat Minkowski space. Einstein prosed that our experience of gravity
is captured by the deviation from flatness of the metric of spacetime. Moreover, the curvature of
the spacetime metric is caused by the matter within it, and so we relate the curvature of space
to a conserved tensor known as the energy-momentum tensor. In essence ‘Spacetime tells matter
how to move, matter tells spacetime how to curve’ [43]. We can formalise this paragraph with the
postulates of general relativity.
Postulates of General Relativity
(i) Spacetime is a four-dimensional Lorentzian manifold.
(ii) Free particles fall along geodesics of the Levi-Civita connection. Massive particles follow
timelike geodesics, massless particles follow null geodesics.
(iii) Matter content of a physical system is captured by a (0, 2) rank symmetric tensor Tµν called
the energy-momentum tensor, which is conserved: ∇µTµν = 0.
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(iv) The curvature of spacetime is related to the energy-momentum tensor by Einstein’s equa-
tions
Gµν ≡ Rµν −
1
2
Rgµν = −8πGTµν . (2.3.1)
The minus sign on the right-hand side comes from our convention s3 = −1 which is explained in
more detail within Appendix A.
We might ask how the form of (2.3.1) came to be, or whether it could be generalised. When
looking for a symmetric tensor of rank (0, 2) to be related to the stress-energy tensor, the imme-
diate guess would be the Ricci tensor: Tµν = cRµν, for some constant c. However, the conservation
of the energy-momentum tensor then implies that∇µRµν = 0. This, together with the contracted
Bianchi identity implies∇µR = 0, and hence∇µT = 0.Thiswould require the energy-momentum
tensor to be constant throughout the universe, which obviously isn’t the case. Knowing Gµν and
the contracted Bianchi identity, we see the Einstein tensor as the natural candidate, but is this the
most general solution? The answer comes from Lovelock [44] in the following theorem:
Theorem 2.29 (Lovelock). Let Aµν be a symmetric tensor with the properties
• Metric dependence: Aµν is a function of only gµν , ∂ρgµν and ∂ρ∂σ gµν
• Conservation: ∇µAµν = 0
Then there exist constants α, β such that
Aµν = αGµν + βgµν .





Rgµν + Λgµν = −8πGTµν . (2.3.2)
The constant Λ is called the cosmological constant and was predicted (and then retracted!!) by
Einstein while he was developing his theory of gravity.With Λ ≠ 0, Einstein’s equations no longer
reduce to Newtonian physics, but if Λ is sufficiently small then the deviation is negligible.
For historical reasons we have kept Newton’s constant (G) explicit during the above discus-
sion, while maintaining that the speed of light c = 1. We now return to units G = c = 1, unless
otherwise stated.
2.3.2 Solving Einstein’s equations
Einstein’s equations (2.3.1) describe how spacetime is curved by the matter within it. The so-
lutions to Einstein’s equations are given by the metric of the spacetime. The Riemann tensor
contains first and second order derivatives of the metric tensor, and so finding solutions of Ein-
stein’s equations is equivalent to solving non-linear second order differential equations.The non-
linearity of the differential equations separates gravitational solutions from other physical theo-
ries e.g. the electromagnetic field equations, or Schrödinger’s equation.
Due to this non-linearity, exact analytic solutions to Einstein’s equations are hard to find, and
in general can only be found after making a series of assumptions about the metric tensor. The
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assumptions for themetric tensor are referred to as themetric ansatz which are formed bywriting
down the most general metric satisfying a set of assumed isometries. As we saw in Section 2.2.4,
symmetries of the metric tensor manifest as the existence of Killing vector fields of the manifold.
Thefirst non-trivial solution to the vacuumEinstein equationswas found by Schwarzschild in
1916 [45]. To a good approximation, stars and planets are spheres and so a reasonable assumption
is that the spacetime geometry containing these massive bodies has the same symmetries as a
sphere.
Definition 2.30. A spacetime is spherically symmetric if its isometry group contains an SO(3)
subgroup with two-sphere orbits. In other words, a manifold is spherically symmetric if it poss-
eses the symmetries of the two-sphere, which has a metric
dΩ2 = dθ2 + sin2 θdϕ2.
By assuming spherical symmetry of the metric, Schwarzschild was able to analytically solve
the vacuumequations and describe the geometry of spacetime exterior to a spherically symmetric
distribution of uncharged matter.
Theorem 2.31 (Birkhoff). The unique spherically symmetric solution of the vacuum Einstein equa-
tions is the Schwarzschild solution. In the coordinates (t, r, θ , ϕ) the Schwarzschild metric is given
by
ds2 = −(1 − 2M
r2




dr2 + r2(dθ2 + sin2 θdϕ2), (2.3.3)
whereM is a real, positive constant corresponding to the mass of the solution.
Proof. Hawking and Ellis [6].
The Schwarzschild solution is found by assuming spherical symmetry, but there is additional
isometry of the spacetime.As themetric (2.3.3) is time-independent, there is an additional Killing
vector: kµ = (∂t , 0, 0, 0).
Definition 2.32. A spacetime is stationary is it admits a Killing vector field2 kµ that is everywhere
timelike: kµkνgµν < 0.
Definition 2.33. A spacetime is static if it admits a hypersurface-orthogonal Killing vector field.
If a spacetime is static, it is also stationary.
We see that the Schwarzschild solution is a static solution and the full isometry group of the
metric is R × SO(3). From Birkhoff ’s theorem, we realise that the gravitational field exterior to
any spherical symmetric distribution of matter is therefore time-independent.
Before moving on, we make a few more comments about the line element (2.3.3). We see
that the constant M parameterises the solution, and that as we take the limit for M → 0, the
resultingmetric is that ofMinkowski.TheSchwarzschild solution is also asymptotically flat, which
informally can be understood as a spacetimewhich approachesMinkowski spacetime in the limit
2A note for Killing vector notation, we will use ξµ when talking of a generic Killing vector field, and kµ when the
Killing vector field is also a timelike vector field.
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r →∞. A formal definition for the asymptotic region of a spacetime will be discussed in Section
3.2.5.
In Section 3.3, we derive the Reissner–Nordström solution, a generalisation which allows for
the matter distribution to be electromagnetically charged. As a result, we postpone further dis-
cussion of the Schwarzschild solution and its various properties until later in the thesis.
2.3.2.1 Maximally Symmetric Spacetimes
To illustrate how assuming the symmetries of the spacetime produces solutions to Einstein’s equa-
tions, we show how imposingmaximal symmetry on a spacetime almost uniquely determines the
Riemann tensor.
Definition 2.34. A maximally symmetric spacetime is a manifold equipped with the maximum
number of linearly independent Killing vector fields.
Proposition. For an n-dimensionalmanifold, themaximumnumber of linearly independentKilling




Proof. Given a pseudo-Riemannian manifold (M , g) equipped with the Levi-Civita connection,
we are interested in counting the number of linearly independent vector fields which satisfy
Killing’s equation (2.2.8). We say that a set of Killing vector fields are linearly independent if they
are linearly independent as vector fields, i.e. for a set of constants αi , the condition
∑
i
αi ξiµ = 0,
implies that αi = 0.
From the relationship (2.2.9), we see that a Killing vector field is determined uniquely by the
data of ξµ(p) and∇µξν(p) for p ∈ M. We can understand this statement from how (2.2.9) relates
the second derivative of a Killing vector to itself. As a result, given the zeroth and first derivatives
of the Killing vector at a point p ∈ M, we can expand and obtain the full solution for Killing
vector via the Taylor series.
For a n-dimensionalmanifold, there can be atmost n linearly independent vector fields ξµ(p)
at a point p ∈ M. Likewise, there can be at most n(n − 1)/2 values for ∇µξν(p) due to the anti-
symmetry of Killing’s equation. Combining these results, we obtain that there are
n + n(n − 1)
2
= n(n + 1)
2
,
linearly independent Killing vectors.
Definition 2.35. A pseudo-Riemannian manifold (M , g) is homogeneous if there exists a group
of isometries which acts transitively, i.e. any two points p, q ∈ M can be mapped to each other by
a metric preserving symmetry.
Definition 2.36. We say that Riemannian (Lorentzian) manifold is isotropic at a point p if the
isotropy group at p ∈ M acts transitively on the unit sphere (pseudo-sphere) in Tp(M). If a
manifold is isotropic for every point in the manifold, it is also homogeneous.
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We take a moment to expand on the second remark in definition 2.36. Take a homogenous
Riemannian space. Isotropy at a point p ∈ M can be understood as rotation about the point, i.e.
the Killing vectors generating the isometry are within SO(n). Rotating a sphere about a point
which is not the sphere’s origin acts as a translation of the sphere. If every point in the manifold is
invariant under rotation, then it must also be invariant under the translation between two points.
Proposition. AmanifoldM is homogeneous and isotropic if and only if it is amaximally symmetric
manifold
Proof. S. Kobayashi [46], S. Gallot [47]
If a maximally symmetric manifold is isotropic at a point p ∈ M, then tensors in the tangent
space at that point will be invariant under Lorentz transformations. As the only invariants of the
Lorentz group are the Minkowski metric (or products thereof) we can use the symmetries of the
Riemann tensor to write the most general form at the point p in the manifold
Rµνρσ(p) = f (p) (ηµρηνσ − ηµσηνρ) .
Allowing the coordinate system to be arbitrary, we replace ηµν with a generic metric, but we also
know that for all p ∈ M, the spacetime is isotropic, and so we can write down a general expression
for the Riemann tensor as
Rµνρσ(x) = f (x) (gµρgνσ − gµσ gνρ) ,
for some function f (x). Contracting the Riemann tensor, we find that this function is related to
the Ricci scalar
Rµν = (n − 1) f (x)gµν , R = n(n − 1) f (x).





(gµρgνσ − gµσ gνρ) .











) gνσ∇µR = 0,
where we have used that the Levi-Civita connection is metric compatible. From this, we see that




(gµρgνσ − gµσ gνρ) ,
for a constant k. We do not elaborate on the cases for n ≤ 2. If a Riemann tensor satisfies the
above relationship, it is said to be amanifold of constant curvature. As R is constant, from (2.3.4)
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we see that the Ricci tensor is proportional to the metric tensor and so a maximally symmetric
space is also an Einstein space [48].
We thus find that imposing maximally symmetry on our spacetime leads to solutions of Ein-
stein’s equations having constant curvature. We can write down Einstein’s tensor
Gµν = Rµν −
1
2





) gµν + Λgµν ,
and see that maximally symmetric spacetimes are solutions of the vacuum Einstein equations
with a cosmological constant (2.3.2), where we find





For a fixed signature, there are only three possible metrics with constant curvature which
depend on the sign of R. For a Riemannian manifold, a space with R < 0 is the sphere, for R = 0,
the manifold is flat Euclidean space and for R > 0, the space is the hyperboloid. For Lorentzian
signature, the case for R = 0 is flat Lorentzian space, for R < 0, the spacetime is called de Sitter and
the anti-de Sitter for R > 0. Let us note explicitly that a space of positive curvature has R < 0 and
a space with negative curvature has R > 0. This mismatch of signs comes from our conventions
outlined in Appendix A where we explain that a space with positive curvature has sign(R) =
s1s3 = −1 in our conventions.
The metrics for these maximally symmetric solutions are induced via an embedding of Rn+1.
As an example, one can find the four-dimensional de Sitter metric, beginning with a (1 + 4)-
dimensional Lorentzian spacetime
ds2 = −dt2 + dx21 + . . . + dx24 ,
from the embedding
−t2 + x21 + . . . x24 = r2.
This can be solved through making the choice
t = r sinh τ,
x1 = r cosh τ sin χ sin θ sin ϕ, x3 = r cosh τ sin χ cos θ ,
x2 = r cosh τ sin χ sin θ cos ϕ, x4 = r cosh τ cos χ.
The resulting line element is:
ds2 = r2 [−dτ2 + cosh2 χ (d χ2 + sin2 χ (dθ2 + sin2 θdϕ2))] .
One can also obtain the metric for these spaces by solving Einstein’s equations. As a worked
example, let us study three-dimensional Riemannian space. We are interested in solutions to the
differential equation
Rµν = 2kgµν .
The metric describes a homogenous and isotropic manifold, so to start we make an ansatz that
the manifold is spherically symmetric with coordinates (r, θ , ϕ)
ds2 = e2F(r)dr2 + r2(dθ2 + sin2 θdϕ2).
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From (2.1.4) we can find all non-zero components of the Christoffel symbols
Γrrr = ∂rF(r), Γrθθ = −re








, Γθϕϕ = − cos θ sin θ , Γ
ϕ
θϕ = cot θ .
(2.3.5)





, Rθθ = e−2F(r) (1 − e2F(r) − r∂rF(r)) , Rϕϕ = Rθθ sin2 θ ,




2kr2 = e−2F(r) (1 − e2F(r) − r∂rF(r)) .
From the first equation we have
∂rF(r) = −rke2F(r),




Notice that we have found a solution for the metric without solving a differential equation! The




+ r2(dθ2 + sin2 θdϕ2).
The size of the curvature k can be fixed with a coordinate redefinition, such that there are only
three solutions for k ∈ {0,±1}.When k = 0, we obtain flat space, as wewould expect for a solution
with zero curvature. For k = −1, we obtain themetric on the sphere, and the hyperboloid for k = 1.
2.3.2.2 Planar Symmetry
Spherical symmetry is the natural ansatz when looking for solutions to Einstein’s equations, but
it’s not the only assumption we can start with. The main results of this thesis come from consid-
ering static solutions which are planar symmetric.
Definition 2.37. A spacetime is planar symmetric if its isometry group contains an E(2) subgroup
with R2 orbits. In other words, a manifold is planar symmetric if it possesses the symmetries of
two-dimensional Euclidean space.
Unlike spherically symmetric solutions, for a four-dimensional spacetime, imposing planar
symmetry will not ensure that the spacetime is asymptotically flat.We interpret spacetimes which
are not non-asymptotically flat as solutionswhich have an ever present contribution to the energy-
momentum tensor. The de Sitter and anti-de Sitter solutions are the simplest examples of this,
where the cosmological constant causes constant curvature throughout the entire spacetime.
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InChapter 5, the Einstein-Maxwell solution is considered, and bymaking an ansatz for planar,
rather than spherical symmetry, we find dramatic changes in the resultingmetric when compared
to the Reissner-Nordström solution derived in Section 3.3. The changes between these solutions
carries through to the causal structure, the number of horizons and their classification.
If one considers solutions of Einstein’s equations in dimensions greater than four, one can ob-
tain asymptotically flat solutions with planar symmetry. In Section 4.5.3, we will see how these
solutions relate to brane solutions of supergravity.Thinking within the context of brane solutions
allows the interpretation of planar symmetric solutions in lower dimensions as the dimensional
reduction of brane configurations of ten and eleven-dimensional supergravity. Finding solutions
with planar symmetry in four dimensions is can then be understood as finding ‘large brane’ so-
lutions of supergravity [49].
Imposing spherical symmetry gave the Schwarzschild solution to the vacuum Einstein equa-
tions, and Birkhoff ’s theorem showed that this was the unique solution. If the spacetime is as-
sumed to be stationary, the unique planar symmetric solution of the vacuum Einstein’s equations
is the Taub solution with the corresponding line element [50]
ds2 = 1√
1 + kz
(−dt2 + dz2) +
√
1 + kz(dx2 + dy2).
In the limit of k → 0, we see Taub’s line element reduces to the Minkowski solution.
Another planar symmetric solution comes from the Kasner solutions, which are anisotropic
cosmological solutions that depend only on some timelike coordinate t. The Kasner solution is
described by [51]





where the exponents pi are called the Kasner exponents. This metric is an exact solution of Ein-









Selecting the constants p1 = p2 = 23 , and p3 = −
1
3 the above line element can be written as
ds2 = −dt2 + t−
1
3 dz2 + t
2
3 (dx2 + dy2),
and we see that this solution is planar symmetric over the coordinates (x , y).
2.3.3 Einstein-Hilbert action
Einstein’s equations describe the dynamic content of general relativity.Given an energy-momentum
tensor, one can solve the differential equations Gµν = −8πTµν, and obtain a metric for the space-
time. Despite this, it is still useful to develop a Lagrangian for general relativity. Later, we will
use the Lagrangian formulation to construct a partition function for various black hole solutions,
which we then use to study the thermodynamics of black holes. More generally, a Lagrangian
description for general relativity starts to reach towards the tools and descriptions one would
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expect for a theory of quantum gravity. If one wanted to calculate the path integral for a gravita-
tional theory, one would need an action and thus a Lagrangian or Hamiltonian of the classical
theory. In this section, we keep the various signs si , which are a collection of conventions one
picks when studying general relativity. These are described in more detail in Appendix A. Keep-
ing these signs in our calculations will allow for the comparison of various conventions between
the computations of the thesis to external resources.











This is the action for a vacuum spacetimewith no cosmological constant. Note that the dynamical
field for the Einstein-Hilbert action is the metric tensor, and so we not only vary the Ricci scalar
R, but also the volume form itself.
We now show one can derive Einstein’s equations by varying the action
δSEH =
s1s3






To calculate the variation, we look at each term independently. We begin by looking at the varia-
tion of the metric determinant. First we write the metric inverse in terms of the determinant and
the metric cofactors
gµν = g−1(Aµν)T = g−1Aνµ ⇒ g = gµνAµν .
We can then write the variation of the determinant
δg = ∂g
∂gµν
δgµν = Aµνδgµν = g gµνδgµν .
Application of the chain rule yields
δ
















We now look at the second term, and calculate the variation of the Ricci scalar. We can break this
into a variation of the Ricci tensor and the metric
δR = δgµνRµν + gµνδRµν .
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The first term requires no more work. To calculate the Ricci tenor’s variation, we have to take a
few steps back. The Riemann tensor, written in terms of Christoffel symbols is




νρ + Γτνσ Γ
µ
τρ − Γτνρ Γ
µ
τσ ) .
The variation of the Riemann tensor is then given by




νρ + δΓτνσ Γ
µ
τρ + Γτνσ δΓ
µ
τρ − δΓτνρ Γ
µ
τσ − Γτνρ δΓ
µ
τσ ) .
As mentioned, the Christoffel symbol is not a tensor, but its variation is, and taking the covariant
derivative we find that




στ δΓτνρ − Γτνσ δΓ
µ
ρτ − Γτρσ δΓ
µ
ντ ,
which can be used to simplify the above expression, given





The variation of the Ricci tensor is then found by contracting the indices:





The last step is to write out the variation of the Christoffel symbol in terms of variation of the




δgρσ(∂µgνσ + ∂νgµσ − ∂σ gµν) +
1
2
gρσ(∂µδgνσ + ∂νδgµσ − ∂σδgµν).
The first term can be simplified by writing







gρσ(∂µδgνσ + ∂νδgµσ − ∂σδgµν).





Finally, contracting the variation with the metric tensor we find
gµνδRµν = s3 (gµν∇ρ(δΓρµν ) − gµν∇ν(δΓ
ρ
ρµ )) ,
= s3 (∇ρ(gµνδΓρµν ) −∇ν(gµνδΓ
ρ
ρµ )) ,




− gµρgνσ(∇νδgµσ +∇µδgνσ −∇σδgµν)),
= s3∇µ(∇νδgµν − gρσ∇µδgρσ).
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δR = −Rµνδgµν + s3∇µ(∇νδgµν − gρσ∇µδgρσ),
(2.3.8)














The first term is recognised to be left-hand side Einstein’s equations. The second term is a total
derivative and for certain boundary conditions can be assumed to be zero. If we do not impose
boundary conditions, we can write down the second term as an integral over the boundary ∂M







√−g∇µ Jµ = ∫M d4x ∂µ(
√−gJµ),
= ∫∂M JµdΣµ ,
= ∫∂M d3x єnµ
√
∣γ∣Jµ .






16π ∫∂M d3x 1
√
∣γ∣nµ(∇νδgµν − gρσ∇µδgρσ). (2.3.9)






where γ is the determinant of the inducedmetric of the hypersurfaceΣ andK is the corresponding




8π ∫∂M d3x δ(
√
∣γ∣K) = s1є





As before, we will solve this variation term by term, beginning with the variation of the unit
normal. This is achieved by writing a generic normal covector Nµ = ∂µ f for some function f
which is constant on Σ and then appropriately normalising to find the unit covector:
nµ =
є∂µ f√
gνρ∂ν f ∂ρ f
.
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where cν is orthogonal to nν. Before continuing we write down a few useful identities which we
will use:
nµnνnρ = 0,
δnµnµnν = δnν .
Next we can calculate the variation of the induced metric with respect to the spacetime metric:
δγµν = δ(gµν − єnµnν),





and by the same reasoning:
δγµν = δ(δ
µ
ν − єnµnν) = 0.
Using identical methods as for the spacetime metric we find:
δ
√




The last thing to calculate is the variation of K:





= δγµνKµν + γµνγρµδ(∂ρnν − Γσνρ nd),
= δγµνKµν − γµνγρµδΓσνρ nd + γµνγ
ρ
µ∇ρ(δnν),
= δK(1) + δK(2) + δK(3).
To make this easier on the eyes, we now go through this expression term by term. The first term



































δgνσKνσ + Dνcν .
Where Dµ is the covariant derivative projected onto Σ. Adding these all together we find that:

























γµνnρ(∇µδgνρ −∇ρδgµν) + Dµcµ .
Where we have relabelled some dummy indices and cancelled out one term. We are now in a
position to accumulate all of these pieces to find that:
δSGHY =
s1є


















∣γ∣ [ (Kγµν − Kµν) δγµν −
1
2
γµνnρ(∇µδgνρ −∇ρδgµν) + Dµcµ].









we see that the inclusion of SGHY will exactly cancel the boundary term which we found in the















∣γ∣[ (Kγµν − Kµν) δγµν + Dµcµ].
We now make a few comments on this action. We know that by Einsteins equations Gµν = 0 in a
vacuum, and so that term will disappear. It is usually assumed that the metric has zero variation
on the boundary δM = Σ. This is to say that δγµν = 0. This will remove the second term, and
as the last term is a total derivative on the boundary spacetime it is safely ignored. When this
boundary condition isn’t assumed, we have a further requirement of the extrinsic curvature of
the hypersurface:
(Kγµν − Kµν) = 0.
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This is known as the Israel Junction Condition.
The above discussion assumes thatwe areworkingwith a vacuum:Tµν = 0, but to fully recover
Einstein’s equations we must include a matter term into our Lagrangian. We allow this to be a
generic contribution
Sm = ∫M d4x
√−gLm .












Defining the total action as the Einstein-Hilbert term and the matter term together

















gµνR − Rµν + s38πTµν) δgµν ,
where for clarity we suppress the boundary conditions. We see that a vanishing variation implies
Rµν − 1
2
Rgµν = s38πTµν ,




Black holes are an incredible consequence of general relativity naturally arising from the study of
dense distributions ofmatter.We find that when themass density of a gravitational object reaches
a critical limit,1 a region of spacetime appears in which it is impossible for causal information to
escape. These regions are what we call as black holes, and their boundaries are known as event
horizons.
One of the most extraordinary advances in modern theoretical physics was the development
of black hole thermodynamics. The story begins geometrically, in the development of the laws
of black hole mechanics [52, 5], a set of four laws which had a remarkable similarity to the laws
of thermodynamics. The relations were similar enough to lead Bekenstein to conjecture a pro-
portionality between a black hole’s area and its entropy [4]. Through studying gravitational solu-
tions semi-classically, Hawkingwas able set the constant of proportionality. Considering a curved
spacetime quantum field, Hawking found that a black hole emitted thermal radiation as a black
body [7], making concrete our understanding of the geometric rules derived from black holes as
thermodynamic relations. The core of this thesis is work put towards better understanding this
relationship between general relativity and thermodynamics.
In this chapter, we introduce the reader to many of the tools we will need while studying the
planar symmetric solutions ofN = 2 supergravity. We begin in Section 3.1, looking at the mathe-
matical structure of a horizon.We follow this in Section 3.2 by considering the causal structure of
a black hole and then develop a global description of the Schwarzschild black hole. In Section 3.3,
we look at the Einstein-Maxwell theory, and derive a black hole solution which is charged under
the Maxwell field, known as the Reissner-Nordström solution.This is followed by a discussion of
what we mean by the conserved energy of a gravitational solution in Section 3.4. We follow this
with an overview of the laws of black hole mechanics and their relationship to the laws of thermo-
dynamics in Section 3.5. In Section 3.6, we show using the Euclidean action formalism that one
can derive thermodynamic quantities from the saddle-point approximation of the gravitational
partition function, and use Reissner-Nordström black hole as a worked example.
1To understand the requirement of high density: in Section 2.3.2, we wrote down the Schwarzschild solution,
describing a spherical symmetric distribution of matter. For the Schwarzschild spacetime, the event horizon is located
for r = 2M, but for almost allmatter distributions, this point in spacetime is within the distribution ofmatter where the
Schwarzschild solution is no longer valid. Hence, we can only expect black holes to appear once thematter distribution




A black hole is a region of spacetime for which it is impossible for a timelike or null curve to
escape. In essence, the gravitational field is so strong, that one would need to travel faster than
the speed of light to escape the region.We call the boundary of this region an event horizon, which
we understand as the point of no return.This ‘definition’ of a black hole is sufficient to understand
what we mean when we talk about a black hole, but due to the work of Hawking, Penrose and
others, this definition can be made more formal. The language and tools needed to do this go
beyond the scope of our discussion, and so we reference [6, 35] as two key textbooks for this
result. As a black hole region is impossible to escape, we realise that to properly define the event
horizon, wemust understand the black hole geometry globally. It is not enough to say you cannot
currently escape, you have to know that whatever happens, you never will.
In this sectionwe introduce twohorizons closely related to event horizons, theKilling horizon
and the trapping horizon.2 Killing horizons are surprisingly simple to locate given a manifold’s
line element, and when the spacetime is stationary, Hawking showed that the event horizon is a
Killing horizon [6]. The trapping horizon, unlike the event horizon, can be defined locally, and
we will find the notion of a trapping horizon useful when studying black hole thermodynamics.
It has been proven that the trapping horizon is always contained within the event horizon [35].
3.1.1 Null hypersurfaces
For a manifold M, with a metric g, the vector field nµ = ∇µ f is normal3 to a surface Σ defined
by constant f , for any function f such that d f ≠ 0 on Σ.
Definition 3.1. A null hypersurfaceN is a hypersurface whose normal is everywhere null.
For any null hypersurfaceN , with a normal nµ, a vector Xµ tangent toN satisfies X ⋅ n = 0.
As the normal vector is null: n ⋅ n = 0, we see that the normal is itself a tangent vector for some
null curve inN .
Proposition. The integral curves of the normal vector field of a null hypersurface are geodesics.
Proof. Let N be a null hypersurface for f = constant. We can write the unit normal vector n =
f̃ d f , for some function f̃ . For some general normal vector field N = d f , nµ and N µ have the
same integral curves.
Taking the covariant derivative of the norm of N evaluated onN , we can write down
∇µ(NνNν)∣N = 2Nν∇µNν = 2Nν∇νNµ , (3.1.1)
where we have used that∇νNµ = ∇ν∇µ f = ∇µ∇ν f = ∇µNν. As we also know that NνNν = 0, N2
is constant onN . From this, we know that the gradient of Nµ is normal toN
∇µ(NνNν)∣N = 2hNν , (3.1.2)
2The trapping horizon is the boundary of the trapping region, which we will define in better detail in Section
3.1.4. Penrose proved the singularity theorem [1], which states that within a trapping region at least one geodesic is
future-inextendible, signifying the presence of a singularity. An extraordinary result showing the physical significance
of spacetime singularities.
3Although technically the normal vector field need not be a gradient in general, see for example [53].
black holes 47
for some function h. Combining (3.1.1) with (3.1.2) we can write
Nν∇νNµ = 2hNν ,
whichwe read as the geodesic equation for a non-affinely parameterised geodesic (2.2.6).We thus
see integral curves of N µ, and therefore nµ, are geodesics. Appropriately picking the normalisa-
tion of the curve parameter, one can find an affinely parameterised geodesic.
Definition 3.2. The generators of a null hypersurfaceN are the null geodesics xµ(λ), with affine
parameter λ, such that the tangent vectors to xµ(λ) are normalN .
Definition 3.3. A null hypersurface N is a Killing horizon when there exists a Killing vector ξµ
normal toN .
Hawking proved the rigidity theorem [6], which states that for a stationary black hole, the
event horizon is also a Killing horizon, for a review, see [54]. We will comment again on event
horizons in Section 3.2, but note here that often we work with the existence of a Killing horizon
rather than an event horizon, due to the simplicity in locating a Killing horizon by considering
the line element of a gravitational solution.
3.1.2 Surface gravity
As ξ2 = 0 on aKilling horizon, then the gradient of ξ2 will also be zero along the null hypersurface.
From this, we can write down the relationship [55]
∇µ(ξνξν) = −2κξµ . (3.1.3)
The function κ is known as the surface gravity of the Killing horizon.
Rearranging the above definition for the surface gravity by using Killing’s equation, we obtain
∇µ(ξνξν) = 2ξν∇µξν , ∇µξν +∇νξµ = 0 (Killing’s Equation)
= −2ξν∇νξµ
ξν∇νξµ = κξµ .
This allows us to geometrically interpret the surface gravity κ as the measure of the failure of λ
to be an affine parameter, where ξµ = ∂λ. We see that the Killing vector ξµ obeys the non-affine
geodesic equation (2.2.6).
We can understand the surface gravity from another perspective. Let us imagine a spaceship
at rest in some static, asymptotically flat spacetime, some distance above the Killing horizon. To
maintain its position within space, we can intuitively understand the spaceship as accelerating so
as not to fall towards the black hole. To use a more formal language, a particle at rest in a static
spacetime follows the orbit of a timelike Killing vector field kµ. As these orbits are not geodesics,
we understand this particle as accelerating.
Now instead of imagining the ship’s acceleration being generated by its engines, let us imagine
the ship is held in place by some rigid rod extending off to an anchor point at infinity. An observer
at infinitymeasures the force holding the ship in place as a tension T in the rod. In the limit of the
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spaceship being located on the Killing horizon, the tension measured at the anchor point tends
towards the surface gravity: T → κ. We can then say that the surface gravity κ is the force needed
to hold a body in place on the Killing horizon for an observer at infinite distance. The local force
experienced by the spaceship is a different matter. The local tension, i.e. the force exerted by the
ship onto the rod, diverges as the ship approaches the Killing horizon. Note for this interpretation,
we have required the spacetime to be static. For rotating solutions, such as the Kerr solution [56],
this interpretation is no longer valid.
3.1.3 Expansion of null hypersurfaces
In Section 2.2.5, we discussed geodesic congruences and showed the gauge freedom for the affine
parameter was fixed for timelike and spacelike congruences by settingU ⋅ S = 0. For null congru-
ences, we need to fix the gauge freedomby constraining the action of S on two vector fields. In the
following discussion, we look at a congruence containing the generators of a null hypersurface
N . In this case, the displacement vector is tangent toN such that U ⋅ S = 0 always holds.
To see how to set the gauge freedom, let us choose a spacelike hypersurface Σwhich intersects
each geodesic of the congruence only once. We define our second vector field N µ such that on
the hypersurface we have
N2 = 0, N ⋅U = −1.
We can understand N µ as a vector field in M by extending it off Σ through parallel transport
along U µ: ∇UN µ = 0. If U µ is tangent to outgoing radial null geodesics, we understand N µ as
tangent to ingoing radial null geodesics, and vice-versa.
Given our two vector fields N and U , we can now fix the gauge freedom in λ by picking the
displacement vector such that
U ⋅ S = 0, N ⋅ S = 0.
Under this condition, the displacement vector Sµ spans a two-dimensional subspace tangent to
both U µ and N µ. We can define a projection onto this tangent space using
Pµν = δ
µ
ν + N µUν +U µNν ,






We note that for null congruences which do not contain generators of a null hypersurface i.e.
when the displacement vector is not tangent to the hypersurface, we would have to project the
displacement vector,
Ŝµ = Pµν Sν , Sµ = αU µ + βN µ + Ŝµ ,
where we have additionally written out the form of the displacement vector for a generic null
congruence.
We can interpret B̂µν as a matrix in the two-dimensional space tangent to U µ and N µ. We










where we have split the matrix into its trace, traceless symmetric and anti-symmetric parts:
θ = B̂µµ , Expansion,






ω̂µν = B̂[µν] Twist.
We interpret these values in the following way. Let us take two vector fields V µ± which are orthog-
onal to U µ and N µ. The two vectors V µ± define an area element in the space tangent to both U µ
and N µ given by the expression
A = εµνρσUµNνV+∣ρV−∣σ .
The shear measures the change of shape of this area while maintaining its magnitude. We can
think of this as describing the geodesics moving apart in one direction and towards each other in
another. The expansion, measures the change in the magnitude of the area. When θ > 0, we say
understand that the geodesics are moving away from each other (expanding) and for θ < 0 they
come together (contraction). To see how the expansion measures the change in the area„ we can
vary the area Awith respect to our affine parameter to find:
dA
dλ
= U ⋅ ∇A = εµνρσUµNν [U ⋅ ∇ (V+∣ρV−∣σ)] ,
= εµνρσUµNν [B̂λρVλ∣+Vσ ∣− + B̂λσVλ∣+Vρ∣−] ,
= εµνρσUµNν B̂λρ (Vλ∣+Vσ ∣− − Vσ ∣+Vλ∣−) ,
= εµνρσUµNν B̂λλVρ∣+Vσ ∣− = Aθ .
From this, we can then understand the expansion as measuring the rate of increase of the area
with respect to the affine parameter λ.
The twist ω̂µν, measures how the geodesics twist around each other. For congruences con-
taining the generators null hypersurface N , the twist is everywhere zero on N . If ω̂µν = 0, then
U µ is hypersurface orthogonal [35].
An alternative and useful expression for the expansion is given by
θ = ∇µU µ = gµν∇µUν , (3.1.4)
which can be derived from
θ = Pµν BνρP
ρ
µ ,
expanding out all the terms and using that
U µ∇µUν = U µ∇νU µ = 0.
This representation of the expansion shows us that θ is independent of the vector field N µ and
should be understood as an intrinsic property of the congruence.
Later when discussing the laws of black hole mechanics, we will consider a congruence con-
taining the generators of a Killing horizon. With this additional property for the vector fields, we
find that on the Killing horizon, all of these quantities vanish.
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Proposition. Theexpansion, shear and rotation for a geodesic congruence containing the generators
of a Killing horizon are all zero evaluated on the Killing horizon: θ = σ̂ = ω̂ = 0.
Proof. As the generators of the Killing horizon are hypersurface orthogonal, the rotation ω̂ = 0,
as discussed before.What remains is to show that the symmetric part of B̂(µν) = 0. We denote the
Killing vector field ξµ, which is normal to the Killing horizonN . OnN , we can relate the Killing
vector field to tangents of the generators of the hypersurfaceU µ with some generic function h on
the hypersurface: ξµ = hU µ.
To calculate the expansion and shear, we use that our Killing horizon is specified by the zero
of some function f = 0. This allows us to write down the generator
U µ = h−1ξµ + f V µ ,
for some vector field V µ. Taking the covariant derivative, we find
Bµν = ∇µUν = ∂µ(h−1)ξν + h−1∇µξν + ∂µ( f )Vν + f∇µVν ,
Taking only the symmetric part, and evaluating on the hypersurface, we find
B(µν)∣N = ξ(ν∂µ)h
−1 + V(ν∂µ) f ,
where we have used Killing’s Equation (2.2.8) and that f = 0. However, when we project this onto
the orthogonal space T⊥ we see that all terms vanish
B̂(µν) = P
ρ
µ B(ρσ)P σν = 0,
as both the Killing vector ξµ and the derivative ∂µ f are parallel to the vector field U µ.
3.1.4 Trapping and apparent horizons
For an observer in a spacetime, how can they decide if they’re within a black hole region? The
event horizon is defined as a region of spacetime in which it is impossible to send a signal to
infinity. The requirement of properly dealing with impossible and infinity necessitates a global
description for the spacetime. For certain solutions, wemay only have a local patch of the solution
we wish to probe, and in these scenarios, we cannot describe the black hole region.
A trapping horizon is a way to talk about the local structure of a spacetime. It is the boundary
of a trapping region, which can be thought of as a local analogue of a black hole region. Let us
pick a spacelike hypersurface Σ within our spacetime, and on that, identify a closed hypersurface
S. For every point on S, we have two future-directed null vector fields ℓµ± which correspond to
two families of null geodesics. We can understand each family of geodesics generating two null
hypersurfaces N+ and N−. In the cases we are concerned with, null geodesics with tangents ℓ±
will correspond to the ingoing and outgoing light rays within the spacetime. We can identify a
trapped surface by calculating the expansion of these vector fields.
Definition 3.4. A closed, spacelike hypersurface S is a trapped surface if both families of null
geodesics orthogonal to the hypersurface have an everywhere negative expansion. When the ex-
pansions are everywhere non-positive, we say that this surface ismarginally trapped.
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Looking at the spacelike hypersurface Σ, we can find the trapped regions T by looking at the
union of all trapped surfaces S ⊂ Σ. The boundary of this region is called the apparent horizon
A = ∂T . Calculating the expansions on the apparent horizon, we find that it is a marginally
trapped surface.
Definition 3.5. Using the foliation of a spacetime M with codimension-one spacelike hypersur-
faces Σt , one can find the set of all trapped regions Tt . The set of their boundaries At = ∂T are
the codimension-two apparent horizons. We define the trapping horizon TH as the union of all
apparent horizons.
It can be shown that if weak cosmic censorship conjecture is correct, then the trapping region
is contained within the black hole region [6]. This implies that the apparent horizon, and hence
the trapping horizon, lies either on or inside of the event horizon. Thus, we understand that if a
local observer measures the existence of a trapped surface, and hence the apparent horizon, they





Figure 3.1: Illustration of a trapping horizon in a spacetime M. Σ is
a codimension-one spacelike hypersurface. A trapped surface S is a
closed codimension-two spacelike hypersurface on Σ. The union of
all trapped surfaces along Σ is the trapped region T , it’s boundary is
the apparent horizonA. Evolving to the past and future from Σ yields
a set of trapped regions, shaded blue, the boundary of this region is
the trapping horizon TH.
3.1.5 Classification of trapping horizons
By considering the signs of the expansion of future-directed ingoing and outgoing null vector
fields ℓ±, we can write down four distinct trapping horizons based on the work of [57, 58]. De-
noting the expansions of ℓ± as θ±, we distinguish the horizons in the following way. We say a
trapping horizon is a future horizon when θ+ = 0 and θ− < 0 on TH, and a past horizon when
θ− = 0 and θ+ > 0 on TH. We can further distinguish trapping horizons by considering how the
sign of θ± changes as we cross the horizon in the direction of ℓ∓. We can calculate this sign with
the Lie derivative: Lℓ∓θ±, evaluated on the horizon. When Lℓ∓θ± < 0, we say that the horizon
is an outer horizon. Using the convention that the non-trapping region bounded by this horizon
has θ+ > 0 and θ− < 0, we say that the horizon is an inner horizon when Lℓ∓θ± > 0. In summary,
we can identify the four types of horizons as:
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(i) Future outer horizons: θ+ = 0, θ− < 0, Lℓ−θ+ < 0. The sign of θ+ changes from positive to
negative with increasing ℓ−. We understand that ‘outside the horizon’, the outgoing congru-
ence is expanding, while ‘inside the horizon’ both congruences contract. Therefore future
outer horizons can be taken as local definitions of black holes.
(ii) Past outer horizons: θ− = 0, θ+ > 0, Lℓ+θ− < 0. The sign of θ− changes from positive to
negative with increasing ℓ+. We understand that ‘outside the horizon’ the ingoing congru-
ence is expanding, while ‘inside the horizon’ both congruences expand.We can understand
outer horizons as local definitions of white holes.4
(iii) Future inner horizons: θ+ = 0, θ− < 0, Lℓ−θ+ > 0. The sign of θ+ changes from negative to
positive with increasing ℓ−. The inside region is non-trapping while in the outside region,
both congruences contract.We can understand future inner horizons as the local definition
of contracting cosmologies, where all null congruences become converging for large enough
distances from the observer.
(iv) Past inner horizons: θ− = 0, θ+ > 0, Lℓ+θ− > 0. The sign of θ− changes from positive
to negative with increasing ℓ+. The interior region is non-trapping while in the exterior
region both congruences expand. We can therefore understand past inner horizons as a
local definition of expanding cosmologies, where all null congruences become expanding
for large enough distances from the observer.
We will return to these classifications when we discuss the temperature associated to trapping
horizons.
3.1.6 Vaidya spacetime
Wenow take a brief detour to consider an examplewhich illustrates a case when the event horizon
and trapping horizon do not coincide, following a discussion from [55].
Let us consider a spherically symmetric black hole that for some finite time absorbs some null
dust, increasing the mass of the black hole. Taking the Schwarzschild and allowing the mass to
be a function of the null coordinate v, we obtain the ingoing Vaidya solution with a line element
in Eddington-Finkelstein coordinates given by [59]
ds2 = −(1 − 2M(v)
r
) dv2 + 2dvdr + r2dΩ2.
This is a solution to Einstein’s equations describing null dust which itself can be understood as a
pressureless fluid. We assume that the black hole absorbs this null dust for a finite interval, where
the mass parameter of the solution is given by
M(v) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
M1, v ≤ v1,
M(v), v1 < v < v2,
M2, v ≥ v2.
4We discuss white holes in some more detail in Section 3.2.1, but for now we can understand them as the time-
reversal of a black hole.
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We assume M2 > M1 and that the growth of M(v) is smooth. In [55], the expansion for the
null congruences is computed and it can be shown that the apparent horizon is always located at
r = 2M(v).
The event horizon for v > v2 is, as expected, located at r = 2M2, where we can consider this
as the Schwarzschild solution of mass M = M2. The surprising result comes at v < v2. The event
horizon is the causal boundary from future null infinity and so is located for r = 2M2 throughout
the spacetime, as it is the null hypersurface extending from the result of v > v2. We see that the
location of the event horizon requires all future knowledge of some non-stationary system, which
is in direct contrast to the locations of the apparent horizons which we can compute given any
time slicing.
For v > v2, when there is no longer any dynamic changes to the solution, it should be clear that
the trapping and event horizons coincide. However, for v < v2, the horizons are distinct, with the
trapping horizon containedwithin the event horizon.We can thenunderstand that someobserver
within the spacetime could locally measure themselves as exterior to the Trapping horizon, but
ultimately still unable to escape the black hole region if they are interior to the event horizon. An
illustration of this is given in Figure 3.2.
H+1 H+2
TH
Figure 3.2: An illustration of the horizons for a Vaidya black hole so-
lution being irradiated by a null dust. The dashed event horizon H+1
would be the boundary if the mass remained at M = M1. The blue
curve depicts the trapping horizon built from the union of apparent
horizons each located for r = 2M(v). The event horizon H+2 is the
boundary of the causal past of future null infinity and is determined by
the final massM2 of the solution.We see that an observerO (depicted
as a point) outside of the trapping horizon in this non-stationary so-
lution can still be trapped within the black hole.
3.2 causal structure of black holes
In this section, we use the Schwarzschild solution to further discuss blacks holes from the per-
spective of their causal structure. We start from the line element (2.3.3) and see that the region of
spacetime we are able to probe is limited by coordinate singularities.Throughmaking coordinate
changes, we will extend the validity of the coordinate range and hence a greater perspective of
the Schwarzschild solution. To aid our discussion, we reproduce the Schwarzschild metric
ds2 = −(1 − 2M
r2




dr2 + r2(dθ2 + sin2 θdϕ2).
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We start looking at the Schwarzschild solution by determining forwhat ranges our coordinate
system is valid. In particular, we look for divergence of the components of the metric. We see the
usual problems for θ = 0 and θ = π, which stem from the necessity for more than one coordinate
chart to cover S2. We also notice two divergences associated to r = 2M, and r = 0, in which the
metric components grr and gtt diverge respectively. As we work with differential manifolds, we
must therefore limit the coordinate range of the radial coordinate r to the domain 2M < r <∞.5
What we find is that the divergence for r = 2M comes from inappropriate coordinates (as is for
the case of the coordinate chart of the two-sphere), but the singularity at r = 0 is a property of
the solution itself.
So given a solution with a metric with apparently divergent components, how can we distin-
guish the physical singularities from coordinate singularities? To identify a singularity, we look
for a geodesic which is not extendible within the spacetime. In Penrose’s singularity theorem, it
is shown that within a trapping region there is always at least one null geodesic which has a finite
length [1]. The termination of the geodesic highlights a singularity, and for the Schwarzschild
solution, this occurs at r = 0. An alternative way to look for singularities is to study divergences
of the curvature scalars of the solution. As scalars are diffeomorphism invariant, we know these
divergences do not stem from a bad choice of coordinates.The Schwarzschild solution has R = 0,
and so the Ricci scalar will yield no information about the singularities. Another scalar we study
is called the Kretschmann scalar
K = RµνρσRµνρσ , (3.2.1)
which is quadratic in the Riemann tensor, and so quartic in the metric tensor. We do not detail






We see that K is finite for r = 2M, but diverges in the limit for r = 0, signalling that regardless of
the coordinate system, there is singular behaviour at r = 0.
Wenote briefly thatwemust remember the conditions forwhich the Schwarzschild solution is
valid. When solving Einstein’s equations, we assume that the spacetime is spherically symmetric,
stationary and a vacuum solution, i.e. the energy-momentum tensor is zero. This means that for
a standard spherically symmetric distribution of matter (such as a star, or even our own planet)
the Schwarzschild metric is only valid in the exterior of the matter content. For everything but
black holes, the surface of the matter distribution is located for r0 >> 2M. This means that the
singular point of the solution is beyond the scope of validity. For black holes, which this thesis is
concerned with, the coordinate and physical singularities must be distinguished and understood.
The true nature of the physical singularities which appear in solutions to Einstein’s equations
require models extending beyond the classical limit of general relativity into theories of quantum
gravity. From the point of view of this thesis, we gently acknowledge the presence of singularities
and their relationship to general relativity, but restrict our discussion to smooth manifolds. To
5One could instead limit the solution to the range 0 < r < 2M, but for this line element, the coordinate r would be
timelike and the solution would not be stationary. We discuss this in more detail throughout the thesis.
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do this, we choose to limit our coordinates in a way that the singularities such as the one at r = 0
are evaded.
Our work now is to understand how we can write down the Schwarzschild solution using an
alternative coordinate system that allows us to probe the spacetime for 0 < r ≤ 2M.
3.2.1 Eddington-Finkelstein coordinates
To study the Schwarzschild solution on the horizon r = 2M and beyond that towards the singu-
larity to r → 0, we use a coordinate system which is motivated by the null geodesics.
Null radial geodesics obey the relation (2.2.7)
0 = −(1 − 2M
r









where we have defined the new ‘tortoise’ coordinate
r⋆ = r + 2M log ∣
r − 2M
r
∣ , 0 < r⋆ <∞.
Radial null geodesics obey d(t ∓ r⋆) = 0 and so we can define new ingoing and outgoing null
coordinates from
v = t + r⋆, u = t − r⋆, −∞ < u ≤ v <∞.
where the coordinates (v , r, θ , ϕ) and (u, r, θ , ϕ) are known as ingoing and outgoing Eddington-
Finkelstein coordinates respectively.
3.2.1.1 Ingoing Eddington-Finkelstein coordinates
As an example, we can use ingoing coordinates to rewrite the metric as
ds2 = −(1 − 2M
r
) dv2 + 2dvdr + r2 (dθ2 + sin2 θdϕ2) .
In this new coordinate system, we see that all components are smooth for r > 0, and that the
coordinate singularity at r = 2M has been removed.
We can now extend the Schwarzschild solution for r < 2M. If wewant, we can even reverse the
coordinate transformation after allowing r < 2M back to the coordinates (t, r, θ , ϕ).This analytic
extension of the Schwarzschild solution for r > 2M to r < 2M using a coordinate transformation
will be a trick used throughout this thesis. We note that after changing to r < 2M we have
0 < r < 2M ∶ (1 − 2M
r
) < 0,
and so the Killing vector kµ = ∂/∂t is no longer timelike! After crossing the horizon, the time-
like/spacelike properties of the coordinates (t, r) switch.This is easier to see if wewrite themetric
functions such that they are positive valued for the domain of the coordinates, and so the term
in the metric with an overall negative sign can be quickly identified as the timelike coordinate
ds2 = (2M
r




dr2 + r2 (dθ2 + sin2 θdϕ2) .
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For the patch given by r > 2M, we were able to define a time orientation from the Killing vector.
Using ingoing Eddington-Finkelstein coordinates, theKilling vector is given by ∂/∂v and is space-
like for r < 2M. We can recover a time orientation by noticing that ±∂/∂r is globally null. The
time orientation is fixed by setting the sign, ensuring that ∂r shares a lightcone with the Killing
vector for r > 2M:
k ⋅ (± ∂
∂r
) = ±gvr = ±1,
and so we see that −∂/∂r is a good time orientation for all r > 0 when working with Eddington-
Finkelstein coordinates.
3.2.1.2 Black Hole region
This new patch of spacetime, covered by the coordinates (t, r, θ , ϕ) for 0 < r < 2M, is the black
hole region of the spacetime. The boundary of this region, given by the hypersurface r = 2M is
the event horizon. Using the ingoing Eddington-Finkelstein coordinates, we can show that all
causal curves which have points for r ≤ 2M will be unable to escape to r > 2M. Formally, we can
write this statement in the following way
Proposition. For all future-directed causal curves (timelike or null) x(λ)with r(λ0) ≤ 2M, we will
have r(λ) ≤ 2M for λ > λ0.




) ⋅ X = −gµrXµ = −Xv = −
dv
dλ
≤ 0, ⇒ dv
dλ
≥ 0, (3.2.2)
and so along any future-directed causal curve, v is non-decreasing. To see whether the curve is
trapped within the region r ≤ 2M, we can look at



















to study the behaviour of dr/dλ. When r < 2M, we can rearrange the above expression such that


























To understand the sign of dr/dλ, let us assume that dr/dλ > 0. For the relation (3.2.3) to hold
and be consistent with (3.2.2), we must have dv/dλ = 0 and hence









but as both terms here on the right-hand side are non-negative, they must both be zero. This
means that if dr/dλ > 0, the only non-zero term of Xµ is




Now, the only non-zero component is Xµ is Xr , which we see is positive and so Xµ is past directed.
This is a contradiction from our initial assumption and hence, by proof by contradiction, for a




We see that when r ≤ 2M, dr/dλ is monotonically decreasing and so for a future-directed curve
with r(λ0) ≤ 2M, we will have r(λ) ≤ 2M for all λ > λ0.
3.2.1.3 Outgoing Eddington-Finkelstein coordinates
Using ingoing Eddington-Finkelstein coordinates, we analytically continued the Schwarzschild
metric to describe the region of spacetime for r < 2M and showed that this region, with the
boundary for r = 2M, describes a black hole region of the spacetime. Using the outgoing coordi-
nates (u, r, θ , ϕ) instead, we can write down the metric for the spacetime as
ds2 = −(1 − 2M
r
) du2 − 2dudr + r2 (dθ2 + sin2 θdϕ2) .
From this metric, we can again analytically continue the Schwarzschild solution for r < 2M. This
is a distinct patch of spacetime from the black hole region.
To see the difference, we can look at surfaces of constant u = t − r⋆, where the outgoing null
geodesics obey dr/dτ = 1. As such, as we increase proper time, the geodesics propagate from
r > 0, through r = 2M and off to infinity. More than this, if we followed a similar argument to
the one given above for the black hole region, we find that it is impossible for a signal not to reach
r ≥ 2M from this region of space; any causal geodesic within the region r ≤ 2M will cross the
horizon at r = 2M in finite proper time. We can understand this region as the time-reversal of a
black hole, and refer to it as a white hole.
3.2.2 Kruskal coordinates
By performing coordinate changes, we see that we have been able to extend the range of the
coordinates on our manifold to cover new regions of spacetime. We can formalise this with the
notion of analytic extension.
Definition 3.6. Aspacetime (M , g) is extendable if it is isometric to a proper subset of a spacetime
(M̄ , ḡ). We refer to (M̄ , ḡ) as the analytic extension. We call the spacetime (M̄ , ḡ) themaximal
analytic extension when (M̄ , ḡ) cannot be extended.
So far, we have seen that with ingoing or outgoing Eddington-Finkelstein coordinates we can
extend the Schwarzschild solution to find an additional region for r < 2M. We can think of the
Schwarzschild solution as (M , g) and the extended spacetime which includes the black (white)
hole region as (M̄ , ḡ).
We now show that by performing an additional coordinate transformation, we can write
down the maximal extension of Schwarzschild solution, including the three regions previously
discussed, and a fourth patch with a second asymptotically flat region.Themaximal extension of
the Schwarzschild solution is known as the Kruskal spacetime.
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We begin by making a coordinate change from the Schwarzschild solution using the null
coordinates
v = t + r⋆, u = t − r⋆, −∞ < u, v <∞,
with a resulting metric given by
ds2 = − f (r)dudv + r2dΩ2, f (r) = 1 − 2M
r
, (3.2.4)
where we should understand that the radial coordinate r = r[r⋆(u, v)] is a function of our null
coordinates. To remove the degeneracy for r = 2M, we use Kruskal coordinates
U = −e−uκ , V = evκ .
The surface gravity (3.1.3) is calculated to be








Null Kruskal coordinates are therefore given by
U = +e−u/(4M), 0 < U <∞ ↔ −∞ < u <∞,
V = −ev/(4M), −∞ < V < 0 ↔ −∞ < v <∞.




dUdV + r2dΩ2, (3.2.5)
where the coordinates (t, r) can be expressed as functions of (U ,V) by






We refer to the region for U > 0, V < 0 as region I, which covers the same patch of spacetime as
the original Schwarzschild coordinates.Through selecting the signs of the coordinates (U ,V), we
cover new regions of the spacetime, which are separated by Killing horizons located atU = 0 and
V = 0. In Figure 3.3, the four regions obtained through setting the signs of (U ,V) are illustrated.
Region II can be obtained by extending (3.2.4) for r < 2M by setting




which takes on values for 0 > r⋆ > −∞ for 0 < r < 2M. Here, the Kruskal coordinates are given
by
U = +e−u/(4M), V = +ev/(4M).
In region II,U ,V > 0, while u, v can take all real values individually. However, the ranges of both
(u, v), and (U ,V) are restricted by r > 0. Regions I and II together cover the spacetime covered












Figure 3.3: Kruskal diagram for the Schwarzschild solution. Surfaces
of constant r are hyperbola and surfaces of constant t are straight lines.
Also included are the ingoing (blue) and outgoing (red) null geodesics
which are future-pointing.
Allowing (U ,V) < 0 brings us to region III. Regions I and III cover the spacetime found
using outgoing Eddington-Finkelstein coordinates.
The new region of spacetime is region IV, where the null Kruskal coordinates take values
U > 0 and V < 0. In this region, one can reintroduce null coordinates u, v by
U = +e−u/(4M), 0 < U <∞ ↔ ∞ > u > −∞,
V = −ev/(4M), −∞ < V < 0 ↔ ∞ > v > −∞.
Observe that (u, v) are directed opposite to (U ,V) in region IV. If we go back from (u, v), to
(t, r⋆) and (t, r), the metric assumes the same local form (2.3.3) as in region I, but globally, there
is a difference. Compared to region I, (t, r) point the opposite way: t downwards, r leftwards.
Ingoing lightfronts move in positive V = negative v direction. Outgoing lightfronts move in the
positive U = negative u direction. The association of (U ,V) with in/out-moving lightfronts is
reversed compared to region I.
The global spacetime is time-orientable and time-reversal symmetric and so we should not
conclude that time is flowing backwards in region IV. If we choose a global time orientation that
points in the same direction as t in Region I, then physical time in region IV is measured by −t.
We conclude that region IV is a copy of region I, with a flipped time orientation. Notice that this
second copy of an asymptotically flat region of spacetime is spacelike separated from region I,
and so no causal curve will ever travel between them. We note that taking a surface of constant
t through the Kruskal spacetime is a hypersurface passing through region I into region IV. This
manifold has a topology ofR×S2 and is known as an Einstein-Rosen bridge, or in popular culture
as a ‘wormhole’.
3.2.3 Classification of horizons
This brings us to a good point towork through an example of the classification of the horizons (see
Section 3.1.5) of the Schwarzschild solution through studying the expansion of null geodesics. Let
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us take a two-dimensional surface S in our spacetime such that all tangent vectors are spacelike.
At a point p ∈ S, there will be exactly two future-directed null vectors ℓ+, ℓ− orthogonal to S.These
null geodesics form two hypersurfaces.
Using the coordinates (U ,V), we can write down the Killing vector field associated with the
staticity of the spacetime. In (t, r) coordinates, this is given by6
k = ∂
∂t
, k♭ = − f (r)dt, k ⋅ k = − f (r).
Using that
VdU −UdV = e
(v−u)/(4M)
4M











We can calculate the covector of the Killing vector k using Kruskal coordinates:








e−r/(2M) (−VdU +UdV) ,








To check our result, we can compute
k ⋅ k = −(1 − 2M
r
) ,
and see that this matches with the previous calculation.
For the Kruskal spacetime, we can consider S as the sphere at a point in M by considering
surfaces of constant (U ,V). We thus have two null hypersurfaces which are formed for constant
U = U0 and V = V0. We can parameterise these with
ℓ♭+ = −16M3dU , ℓ♭− = −16M3dV ,
where the constants have been chosen to ensure the following vector fields are future-directed,
together with a factor to simplify the form of the vectors. Using (3.2.5), we can raise the indices
and obtain two future-directed null vector fields











We can verify ℓ± are future-directed, by computing
k ⋅ ℓ+ = 4M2U , k ⋅ ℓ− = −4M2V ,
which are both negative in region I, where U < 0 and V > 0.
6We use ‘musical’ notation to distinguish between vectors and the corresponding covectors (one-forms).
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We are interested in the expansion of these geodesics. Using the formula













We can find an exact form for the partial derivatives by looking at the following
VdU +UdV = e
(v−u)/(4M)
4M





































From the above expressions, we see that the signs of θ± are determined by the sign of U ,V . On
the horizon between regions I and II, we have thatU = 0 and hence θ+ = 0. Similarly, the horizon
between region I and III is given by V = 0, and so θ− = 0. To determine the type of horizon, we













Evaluated on U = 0 gives us the expression
Lℓ−θ+ = −8M2er/(2M) < 0.
By similar arguments, we find that on the horizon V = 0 that
Lℓ+θ− = −8M2er/(2M) < 0.
This shows we have two horizons with the following property. In region I, we haveU < 0 and
V > 0. For the horizon given by U = 0, we have:
θ+ = 0, θ− < 0, Lℓ−θ+ < 0,
which is a future outer horizon. For the horizon set by V = 0, we have the following data for the
expansions
θ+ > 0, θ− = 0, Lℓ+θ− < 0,
which is a future inner horizon.












Figure 3.4: Signs of the expansions θ± in the four quadrants of the
Kruskal diagram of the Schwarzschild solution. The red arrow is out-
wards pointing and flows with increasing v, the blue arrow is inwards
pointing and flows with increasing u.
3.2.4 Penrose-Carter diagram
The Kruskal coordinates of the Schwarzschild solution give a representation for the global struc-
ture of the spacetime. We are able to plot the horizons, singularities and surfaces of constant
coordinates, but the asymptotic region built of the ‘points at infinity’ can’t be included into the
Kruskal diagram.
The aim of a Penrose-Carter diagram is to compactify the spacetime in such a way that points
at infinity aremapped to a finite point while maintaining the lightcone structure of the spacetime.
To do this, we make a conformal transformation of the metric ḡ = Ω2g, where Ω is a smooth
function defined in the spacetime M. This new metric ḡ allows the extension from (M , ḡ) to a
larger, unphysical spacetime M̄. To bring infinity to constant values, we require thatΩ → 0 in the
asymptotic limit; we can then understand the physical spacetime M in M̄ with a boundary ∂M
for Ω = 0. In the following discussion, we perform this transformation on Minkowski spacetime
as an example and then proceed to the Schwarzschild solution.
3.2.4.1 Minkowski spacetime
Using ingoing and outgoing null coordinates
v = t + r, u = t − r, −∞ < u ≤ v <∞,
we can write down the Minkowski solution as
g = −dudv + 1
4
(v − u)2 (dθ2 + sin2 θdϕ2) .
The aim now is to make a coordinate transformation such that the range of the null coordinates
is finite. We can do this using the transformation
u = tan x , v = tan y, −π
2




such that the metric is in the form
g = (2 cos x cos y)−2 [−4dxdy + sin2(y − x) (dθ2 + sin2 θdϕ2)] .
Notice that in this form, all our coordinates have a finite range and that there is a conformal factor
in the metric. By picking Ω = 2 cos x cos y, we can write down
ḡ = Ω2g = −4dxdy + sin2(y − x) (dθ2 + sin2 θdϕ2) .
We now perform the coordinate transformation
T = x + y ∈ (−π, π), R = y − x ∈ [0, π),
such that the metric is of the form
ḡ = −dT2 + dR2 + sin2 R (dθ2 + sin2 θdϕ2) .
In this form,weunderstand themetric ḡ having the topology I×S3 for the intervalT ∈ I = (−π, π).
If instead we had T ∈ R, the above metric would be the Einstein static universe with the topology
R × S3 [35]. We understand ḡ as a section of the Einstein static universe for bounded T .
Plotting the spacetime above onto the (T , R) plane, we obtain the Penrose-Carter diagram
for Minkowski space (Figure 3.5) where each point on the diagram represents a two-sphere. The
boundary of the diagram corresponds to either r = 0, or to the points at infinity.
To understand the ‘infinite distance’ points, we can study the radial geodesics of the spacetime.
Radial null geodesics are the null curves of the flatmetric ds2 = −dT2+dR2 and so run as straight
lines at an angle of 45○. These null curves originate from the null surface J − (given by a surface
of constant T − R) pass through the origin for r = 0 and end at the null surface J +, given by a
surface of constant T + R. We refer to J + as future null infinity and J − as past null infinity. All
timelike geodesics originate from the point i− and end at i+ which are named past timelike infinity
and future timelike infinity respectively. We see that these points are located for (T , R) = (±π, 0)
on the Penrose-Carter diagram, and are therefore the points (u, v) = (±∞,±∞)written in terms
of the original null coordinates for the metric g. Finally, all spacelike curves originate from the
point i0, which we refer to as spatial infinity located for (T , R) = (0, π), or (u, v) = (−∞,∞).
3.2.4.2 Kruskal spacetime
We can carry out the same kind of coordinate transformation on the metric (3.2.5) to ‘compact-
ify’ the Kruskal diagram to obtain the Penrose-Carter diagram for the Schwarzschild solution.
It is possible to do this carefully with a set of coordinate transformations as we have done pre-
viously; luckily for us though, the explicit work isn’t necessary. As the Schwarzschild solution is
asymptotically flat, the structure of the boundary of the Penrose-Carter diagram for the Schwarz-
schild solution will be of the same form as the Minkowski diagram. As there are two copies of
an asymptotic spacetime for the Kruskal spacetime, there will then be two distinct sets of infinite
boundaries for the Penrose-Carter diagram.
Null geodesicswill still be lines running at 45○, originating atJ −, only nowwefind that not all
null geodesics will terminate atJ +. Future-directed null geodesics which pass through the event









Figure 3.5: Penrose-Carter diagram for Minkowski spacetime. The
points i± are future (past) timelike infinity, at the points (T , R) =
(±π, 0), i0 is spacial infinity at the point (T , R) = (0, π) and J ± are
future (past) null infinity and are the null surfaces for surfaces of con-
stant T ± R.
horizon will inevitably fall to the singularity at r = 0. Conventionally, the conformal factor Ω
used the set the asymptotic boundary is also picked such that the singularity r = 0 is represented
as a horizontal line. As this point is not within our spacetime, it is represented by a wavey line
in the diagram. Timelike geodesics still originate from i−, but as with the null geodesics, only
those which do not pass the event horizon will end at i+. This same story is repeated under time
reversal. All causal geodesics will end at J + or i+, but the contribution to these points will come
from J − and i−, or from the white hole horizon.
Putting this all together, we can draw the Penrose-Carter diagram for the Schwarzschild solu-
tion, shown in Figure 3.6. We note that this method of constructing the Penrose-Carter diagram
piece by piece and comparing with known structures, is how the diagrams are conventionally
built. We will apply this same method in Section 3.3, as well as in our novel solutions in Chapter
5 and Chapter 6.
3.2.5 Asymptotic flatness
Leading to this point, we have mentioned that the Schwarzschild solution is asymptotically flat,
with the understanding that at an infinite distance, themanifold (M , g) looks like theMinkowski
spacetime. Here we discuss this in a bit more detail.
A common way to study systems is by assuming that they are isolated. By understanding
Minkowski space as the background of a solution, we can think of asymptotic flatness as the
statement that from an infinite distance from a source, spacetime appears to be empty.
In this thesis, we consider planar symmetric solutions to the field equations, and for all the
solutions we derive, we find that the solutions are not asymptotically flat. Asymptotic flatness is




















Figure 3.6: Penrose-Carter diagram for the Schwarzschild solution.
understand the existence of an asymptotically flat region to the solution as giving us a natural
background to work from.
From the perspective of the metric tensor, we say that the spacetime is asymptotically flat if
there exists a system of coordinates {t, x , y, z}, where r2 = x2+ y2+z2 such that themetric tensor
can be written as
gµν = ηµν + hµν(xµ),










However, this coordinate-dependentmethod to identify asymptotically flat spacetimes is difficult
to work with in general. This method will be enough for our work, but we note that the best way
to classify asymptotically flat spacetimes is by showing that the structure of null infinityJ ± is the
same as for the Minkowski solution. More details on this are given in [6, 35].
3.3 reissner-nordström solution
3.3.1 Solving the equations of motion
In this section, we derive the static, spherically symmetric solution to Einstein-Maxwell theory to
produce a charged black hole known as the Reissner-Nordström solution.The action for Einstein-
Maxwell theory is given by
S = 1
16π ∫ d4x
√−g(−R − F2). (3.3.1)
Where F = dA is the 2-form field strength.We note here that we adopt the relativistic convention
for the gauge coupling which is g = 4π and G = 1, chosen to unify the couplings from the Ricci
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and Maxwell terms. We will allow the black hole to be supported by both electric and magnetic




















Using that Tµν is traceless, we can rewrite Einstein’s equations as
Rµν = −8πTµν , (3.3.3)
and Maxwell equations are
∇µFµν = 0, ∇[µFνρ] = 0.
We begin our solution by writing down a metric ansatz compatible with a stationary, spherically
symmetric spacetime
ds2 = −e2F(r,t)dt2 + e2H(r,t)dr2 + r2(dθ2 + sin2 θdϕ2),
where the timelike direction t, is orthogonal to all spacelike directions. Considering the electro-
magnetic field strength, our assumption of spherical symmetry results in the only non-zero field
components being the radial ones. For the electric field we have
Er = Ftr = −Frt = α(t, r),
and for the magnetic field we use
Bµ = gµνєtνρσFρσ ,





For Br to have no θ component, the field strength must be of the form7
Fθϕ = β(t, r)r2 sin θ ,






0 α(t, r) 0 0
−α(t, r) 0 0 0
0 0 0 β(t, r)r2 sin θ





7Note here that the explicit r2 term appears for cosmetic reasons which become apparent in the following calcula-
tions.
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Tϕϕ = Tθθ sin2 θ .
(3.3.4)
We now turn our attention to calculating the components of the Ricci scalar. Using (2.1.4),





−e−2F(t,r) 0 0 0
0 e−2H(t,r) 0 0
0 0 r−2 0





the non-zero values of (2.1.4) are
Γttt = ∂tF(t, r), Γttr = ∂rF(t, r), Γtrr = e2(H−F)∂tH(t, r),
Γrtt = e2(F−H)∂rF(t, r), Γrtr = ∂tH(t, r), Γrrr = ∂rH(t, r),
Γrθθ = −re
−2H , Γrϕϕ = −r sin









, Γϕθϕ = cot θ .
The Riemann tensor expressed in terms of the Christoffel symbols is given in (2.2.2) and when
contracted yields the expression for the Ricci tensor
Rµν = Rλµλν = − (∂λΓ
λ




µν − Γλντ Γτµλ ) . (3.3.5)
Substituting in the values for theChristoffel symbols, the non-zero components of theRicci tensor



















































+ 1) + 1,














= 0, ⇒ H(r, t) = h(r).
Adding components from (3.3.4) we find that
Trr + e2(h−F)Ttt = 0,
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which when substituted into (3.3.3), we obtain













= 0 ⇒ F(r, t) = g(t) − h(r).
Through redefinition of the coordinate t, we can absorb g(t) such that F(t, r) = f (r) = −h(r)
and the line element for our solution takes the form
ds2 = −e2 f (r)dt2 + e−2 f (r)dr2 + r2dΩ2.
Before continuing, we note here that through the assumption that our solution is spherically
symmetric and stationary, we obtain a static line element with no extra assumptions.
The last differential equation to solve is
Rθθ = −8πTθθ , (3.3.7)
but before we do this, let’s look at the Maxwell equations to determine the exact form of the
functions α(t, r) and β(t, r).










In particular, if we look at the r-component we obtain
∂tFtr = 0 ⇒ α(t, r) = α(r). (3.3.8)
For the t-component of the equation we obtain:








where Q is the total electric charge of the black hole.
To obtain the form for β(t, r), we use the Bianchi identity
∇µFνρ +∇νFρµ +∇ρFµν = 0.
When the connections are expanded in terms of Christoffel symbols, we find we are left only with
partial derivatives
∂µFνρ + ∂νFρµ + ∂ρFµν = 0.
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Choosing our indices such that µ = t, ν = ϕ and ρ = θ we find
∂tFθϕ = 0 ⇒ β(t, r) = β(r).
If we instead pick µ = r, ν = θ and ρ = ϕ, we obtain the differential equation




where P is the total magnetic charge of the black hole.
Turning our attention back to (3.3.7) we find that:
Rθθ = ∂r(re2 f ) − 1 = −8πTθθ ,








Integrating with respect to r, we obtain








Q2 + P2 is the total charge. To set the final integration constant µ, we can take the
limit in which the charges tend to zero and compare our result with Newtonian gravity by taking
the weak field approximation
ds2 = −(1 + µ
r




dr2 + r2dΩ2. (3.3.10)
The line element for Newtonian gravity is known [35]
ds2 = −(1 + 2Φ)dt2 + (1 − 2Φ)dr2 + r2dΩ2, (3.3.11)




By comparing (3.3.11) with (3.3.10) we can identify
µ = −2M ,
where M is the mass of the black hole. Substituting this into (3.3.9) we obtain the Reissner-
Nordström solution



















where A is the gauge potential from which we obtain the field strength F = dA. The solution
(3.3.12) is the general solution of the coupled Maxwell-Einstein equations for a spherically sym-
metric spacetime, and can be proven as the unique solution with a generalisation of Birkhoff ’s
8We reiterate that we are working in natural units where Newton’s constant G = 1.
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theorem [61]. The Reissner-Nordström solution is parametrised by three constants: the massM,
the electric charge Q and magnetic charge P.
In Section 3.4 we will discuss in more detail how the mass parameter of a black hole solution
can be derived, but for now we will use that the mass is exactly given by the parameter M. We




4π ∫S2 ⋆F , P = limr→∞
1
4π ∫S2 F . (3.3.13)
These integrals can be understood as the curved spacetime generalisation of Gauss’ law. These
integrals will pop up again and again throughout the thesis, but in Section 4.2we considerAbelian
gauge fields and their conserved charges. As an example, we can use the field strength computed








4π ∫ g tt grrFtrr2 sin θdθdϕ,
= Q .
(3.3.14)




4π ∫S2 F = P. (3.3.15)
3.3.2 Causal structure
Unlike the Schwarzschild solution, we see the function





) = (r − r+)(r − r−)
r2
, r± = M ±
√
M2 − e2, (3.3.16)
will have two zeros, provided thatM > e. For the case withM = e, there will be a single repeated
zero for r = M. This solution is known as the extremal solution and will be further discussed in
Section 3.3.3. For the case of M < e, there are no zeros for (3.3.16) in the domain r > 0. The
Kretschemann scalar for the Reissner-Nordström solution is given by [60]
K = RµνρσRµνρσ =
48M2r2 − 96Me2r + 56e2
r8
,
which shows the presence of a curvature singularity for r = 0. We then understand the case for
M < e being a solution with a singularity without a horizon. These are known as naked singu-
larities and are generally deemed unphysical as they violate the cosmic censorship hypotheses.9
As such, we will assume thatM ≥ e for the following discussion. If one were to imagine a ball of
matter withM < e, we would find the electromagnetic repulsion would prevent gravitational col-
lapse. For quantum particles such as the electron with Q > M, we cannot employ these classical
arguments.
9The cosmic censorship hypotheses comes in two forms. The weak statement is that no singularities can be seen
from future null infinity, and so must be hidden behind a horizon; this is what we will refer to by cosmic censorship
in this thesis. The strong cosmic censorship hypothesis states that generically, the maximal Cauchy development of
some initial dataset is inextendible. The strong cosmic censorship hypothesis – despite the name – does not imply the
weak version and Penrose’s version [62] of the strong version was disproven in [63].
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The solution (3.3.12) derived from the Einstein-Maxwell action is well defined for r > r+.
The singularities for r = r± are coordinate singularities and it is possible to analytically continue
through the horizons for r = r± with appropriate coordinate transformations to describe space-
time regions which extend from 0 < r <∞.





⇒ r⋆ = r +
1
2κ+




log ∣ r − r−
r−
∣ , (3.3.17)
with ingoing and outgoing null coordinates
v = t + r⋆, u = t − r⋆,
such that when expressed using ingoing coordinates the line element can be written as
ds2 = − f (r)dv2 + 2dvdr⋆ + r2dΩ2.
This line element is smooth for r > 0. In our Eddington-Finkelstein coordinates, the timelike
Killing vector for r > r+ is given by
k = ∂
∂v
, k♭ = − f (r)dv + dr, k2 = − f (r).
The null hypersurfaces located for r = r± are therefore Killing horizons. We denote the Killing
horizon for r = r+ as the outer horizon and it can be shown that the region for r < r+ is a black hole
region with the event horizon located at r = r+ [55]. The Killing horizon for r = r− is the inner
horizon, and is formally known as a Cauchy horizon. A Cauchy horizon is a null hypersurface
which is also the boundary for the domain of validity of a Cauchy problem. Cauchy horizons are
unstable [64], but as we will not be researching the stability of the Killing horizons we discuss in
this thesis, we leave further discussion to the given references.
In this coordinate system, we can compute the surface gravity (3.1.3) for the horizons located




∂r f (r) ∣
r=r±
,
= (r − r+) + (r − r−)
2r2









Studying the line element given by the ingoing Eddington-Finkelstein coordinates, we see that the
coordinates (t, r) will be timelike/spacelike depending on the sign of the function f (r). Starting
in the region r > r+, we can see that in the limit of r → ∞, the line element (3.3.12) approaches
theMinkowski solution. Crossing the event horizon at r = r+, f (r) < 0, the coordinates (t, r) are
spacelike and timelike respectively.The region of spacetime between r+ > r > r− is therefore time-
dependent.The Cauchy horizon for r = r− is a point in time, which will eventually be crossed for
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all causal paths.10There is a physical singularity at r = 0, which is a point in space which can then
be avoided.11
In Poisson’s textbook [55], the Kruskal coordinate system for the Reissner-Nordström solu-
tion is given great care. However, it is possible to construct the Penrose-Carter diagram for the
spacetime patch-wise, based off the discussion above. The diagram is given in Figure 3.7, with
a conformal factor picked such that the timelike singularities are depicted with a vertical wavey
line. Thinking of some future-directed causal curve, one can follow the path of a geodesic which
begins from J − in region VIII, moves through the event horizon into region III, and inevitably
crosses the Cauchy horizon and reaches the region with a singularity in region IV. The regions
VII and VIII are isomorphic, as are regions II and IV. Unlike the Schwarzschild solution though,
the causal curve is not doomed to remain in the region containing the singularity and can cross
the horizon at r = r− into region I, which is isomorphic to region III. Here, the horizon r = r+
is a point in time and the causal curve must continue through into region V or VI, which are
isomorphic not only with each other, but also to VII and VIII. We see that the causal path has
traversed from one asymptotically flat patch into another one! We might think that this contra-
dicts the assertion that the null hypersurface ar r = r+ is an event horizon, seeing as the path
has ‘escaped’ but what we must consider is that the regions VIII and VI are distinct in that one
cannot communicate between the regions. Once a causal path crosses the horizon in region VIII,
it is impossible for it to reach J + in region VIII.
3.3.3 Extremal solution
For the special case ofM = e, the solution is said to be extremal.The line element for the extremal
Reissner-Nordström solution is given by








dr2 + r2dΩ2, (3.3.19)
where for r > M, the spacetime is static and the hypersurface for r = M is a Cauchy horizon. The
singularity at r = M is a coordinate singularity, and by computing the Kretschmann Scalar
K = RµνρσRµνρσ =
8M2(7M2 − 12MR + 6r2)
r8
,
we can identify r = 0 as a physical singularity.
Wemay analytically continue the line element throughmaking the coordinate transformation







and introducing an ingoing Eddington–Finkelstein coordinate v = t+ r∗. From this, we can write
down a line element which extends past r < M towards the singularity at r = 0




dv2 + 2dvdr + r2dΩ2.
10We can think of the inevitably of crossing r = r− in the same way that the curvature singularity is unavoidable for
causal curves that cross r = 2M in the Schwarzschild solution.
11This is in contrast to the spacelike singularity of the Schwarzschild solution which is a point of time and is thus
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Figure 3.7: Segment of the Penrose-Carter diagram for Reissner-
Nordström solution. New patches can be reached in an infinite stack
from above and below the diagram.
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The extremal solution has an interesting behaviour for surfaces of constant t. Unlike Schwarz-
schild, where a surface of constant time is an Einstein-Rosen bridge connecting two spacetime
regions, a surface of constant t is an infinite throat. This can be seen by calculating the proper






= [M log(r −M) + r ]xM+є ,
which diverges as є → 0. Looking more closely at the near horizon metric, we can understand
this better. For r = M(1 + є), the metric (3.3.19) can be expanded for є << 1 and we find




This is the Robinson-Bertottimetric, which is isometric to AdS2 × S2.
As with the non-extremal solution, the singularity is timelike and so avoidable for causal
paths. We can think of the extremal solution as the limit where both horizons for r = r± coincide,
and the time-dependent region of the spacetime is lost. In the extremal Reissner-Nordström so-
lution, an observer in region I has two choices. It can either follow a causal path towardsJ +, or it
may cross the Cauchy horizon at r = M. After crossing the horizon, unlike in the Schwarzschild
solution, the spacetime region remains static. This is because the coordinate r remains spacelike
throughout the geometry as f (r) ≥ 0 for all r. The singularity is located for r = 0, which is simply
a point in space and can be avoided. The causal observer can then continue through the horizon
at r = M into a new, asymptotically flat spacetime (region I′). See Figure 3.8, for an illustration.
We can see that the area of the black hole is finite: A = 4πr2h = 4πM
2, but if we compute the



















We refer to Killing horizons with vanishing surface gravity as an extremal event horizon or a
degenerate Killing horizon. In this way, we can talk of taking the extremal limit as the limit of
vanishing surface gravity, we will use this later in Section 6.5. We see that in the limit e → M, the
surface gravity calculated in (3.3.18) vanishes as expected.
3.4 calculating mass in general relativity
Our first experience of gravity in any formal way involves the notion of weight and with this,
the concept of mass. It’s then certainly a strange fact that when we consider a generic pseudo-
Riemannian manifold (M , g) in general relativity, there’s not an obvious way to write down a
sensible quantity for the mass. The diffeomorphism invariance within general relativity prevents
us from assigning a total momentum four-vector, and as a result, we cannot the measure mass
parameter à la special relativity. If wewish to have ameaningful definition for amass-like quantity



















Figure 3.8: Segment of the Penrose-Carter diagram for extremal
Reissner-Nordström solution. As with the non-extremal solution, this
diagram can be extended above and below, infinitely.
When we consider special relativity, we study some classical field with an associated energy-
momentum tensor Tµν. Taking a slice of constant time to obtain a spacelike hypersurface Σ, with
a unit normal nµ, the total energy associated with time translations generated by a Killing field
kµ is given by
E = ∫Σ Tµνnµkν .
As the energy-momentum tensor is conserved: ∂µTµν = 0, we understand E to be independent
of the choice of time slicing. This independence of the Cauchy surface Σ is vital for the energy to
be considered as a globally defined.
When we allow spacetime to be curved, the condition∇µTµν = 0 yields a local conservation
law, but there is no invariant integral of Tµν over an arbitrary region as Tµν is not a differential
form. As a result, we do not in general have a global conservation law. An exception is when
we have the additional structure of Killing vector field kµ in the spacetime. We will elaborate
on this further when we discuss the Komar mass. When a spacetime is asymptotically flat, the
Arnott-Deser-Misner (ADM) construction can be used to define a total mass [65]. In this for-
malism, the asymptotic limit is used to define a mass parameter in virtue of our understanding
of a total momentum four vector in special relativity. In essence, asymptotically flat solutions
can be considered isolated and the ADM mass measures a global energy density through calcu-
lating quantities in this limit. For spacetimes admitting Killing horizons with an asymptotically
flat static region, the ADM formalism is equivalent to the Komar construction [66]. As we will
not be concerned with asymptotically flat spacetimes, we do not further comment on the ADM
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formalism.
After discussing the Komar mass, we then offer an alternative method to obtain a mass-like
quantity quasi-locally. The Brown-York mass can be calculated in a spatially bounded region of
spacetime providing that it is stationary. This method will be particularly important to us for the
planar solutions we study in this thesis, where it found that the static regions of spacetime are of
finite size.
When we interpret the law of black hole mechanics as a thermodynamic laws, we will see
the mass parameter of black hole solutions plays the role of the internal energy of the system. As
such, when we are looking to verify the first law of black hole mechanics it will be vital to com-
pute a meaningful quantity associated to the mass parameter. Despite the usefulness of both the
Komar mass and the Brown-York mass from the point of view of classifying the solutions within
this thesis, we will see that they both suffer from an inability to be self-consistently normalised.
Ultimately it is black hole thermodynamics itself that offers a way past this through the Euclidean
action formalism. We expand on this in Section 3.6.
3.4.1 Komar mass
We begin our discussion of the Komar mass considering a spacetime (M , g) which is stationary,
i.e. it admits a timelike Killing vector field kµ. We can understand the Komar mass as being the
Noether charge associated to the symmetry associated with the Killing vector. Using the Killing
vector, we can define a conserved current
Jµ = −Tµνkν , d ⋆ J = 0,
where we use the language of forms, as it natural when considering Stoke’s theorem. The total
energy on a spacelike hypersurface Σ is given by the integral
EΣ = − ∫Σ ⋆J .
As the current is conserved, we can write the difference of two integrals over Σ and Σ′ bounding
a region N of spacetime and apply Stoke’s theorem
EΣ′ − EΣ = − ∫∂N ⋆J = − ∫N d ⋆ J = 0.
From (2.2.9), we can associate covariant derivatives of the Killing vector field to the Riemann
tensor. Contracting (2.2.9), we can relate the Killing vector to the Ricci tensor
∇ν∇νkµ = −Rµνkν ,
and with Einstein’s equations we have




We can see that the right-hand side of this term is conserved, and so we can write





where we have used Killing’s equation to write
(⋆d ⋆ dk)µ = −∇ν∇µkν +∇ν∇νkµ = 2∇ν∇νkµ = −2Rµνkν .
We see that ⋆J̃ is exact and conserved, so we can write down the energy has an integral over the
boundary of the hypersurface
EΣ = − ∫Σ ⋆J̃ = −
1
8π ∫Σ d ⋆ dk = −
1
8π ∫∂Σ ⋆dk. (3.4.1)
We now have a covariant expression for a conserved charge generated by a timelike isometry,
and we can interpret this as a measure of the total energy of spacetime. In its current form, this
expression is dependent on the normalisation of the Killing vector field. In [67], it is shown that
this conserved charge can be considered as amass for asymptotically flat spacetimes. In particular,
it is shown that when the spacetime is asymptotically Schwarzschild at spatial infinity, the surface
integral is evaluated in the asymptotic limit yields the P0 term from the momentum four-vector
in the asymptotic limit. This leads to the definition of the Komar mass
Definition 3.7. For an asymptotically flat, stationary spacetime (M , g), the Komar mass is the
conserved charge associated with the timelike Killing vector field kµ
MK = limr→∞−
1
8π ∫S2 ⋆dk. (3.4.2)
where the coordinate system is picked such that r →∞ is the asymptotically flat region.
When a spacetime is equipped with a timelike Killing vector field, but is not asymptotically
flat, a local-Komar like integral can be calculated without taking the limit to r →∞. We can still
interpret this as a conserved quantity associated with the energy, but the overall normalisation
is left unset. In Section 5.2.3 and Section 6.5.3, we use this local form of the Komar integral to
calculate a position dependent, mass-like parameter for our planar symmetric solutions.
Example: Reissner-Nordström solution
As an example, let us calculate the Komar mass of the Reissner-Nordström solution. The Killing
covector field in the static patch is given by
k = − f (r)dt, dk = ∂r f (r)dt ∧ dr.
Computing the Hodge-star of dk we find
(⋆dk)µν =
√−g εµνρσ gρτ gσλ(dk)τλ ,
as the only non-zero term of dk is the t, r component, the only non-zero term of the Hodge dual
is
(⋆dk)θϕ = −r2 sin θ ⋅ ∂r f (r) = [−2M +
2e2
r
] sin θ .
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Much like we find that the local description for trapping horizons is more practical than the defi-
nition of event horizons, the Brown-York energy [68] is useful in that we calculate it quasi-locally.
The mass is derived via Hamilton-Jacobi analysis of the action functional for a gravitational sys-
tem, in [68], it is shown that quasi-local energy is also the value of the Hamiltonian that gen-
erates unit magnitude proper-time translations. When the spacetime is also asymptotically flat,
the Brown-York energy matches the mass derived from the ADM formalism, if the boundary
of the calculation is taken to asymptotic infinity. In this section, we do not derive the form of
the Brown-York energy, but instead write down the integral from [68] and introduce the various
components of the expression, such that we can calculate the Brown-York energy for our planar
solutions throughout this thesis.





σ(k − k0), (3.4.3)
where we use the notation of k as the extrinsic curvature of the codimension-two manifold B
embedded within M, where σ is the metric of B and k0 is a background contribution. In the
following discussion, we will better introduce all these pieces to the reader.
In this formalism, we consider a physical spacetime (M , g), which is topologically a hypersur-
face Σ, foliated over a real line interval:M = R×Σ.We denote boundary of Σ as B, a codimension-
two manifold in M. Taking the product of B with the timelike worldlines orthogonal to Σ pro-
duces the codimension-one hypersurface 3B, a component of the three-boundary ofM. The full
boundary ofM includes the end points of timelike worldlines.
To calculate (3.4.3), wewill need the geometric data of B in terms of the known data of (M , g).
We take a future pointing unit vector uµ, normal to the foliation Σ. A tensor T is said to be spatial
when T ⋅ u = 0. The metric gµν induces a metric on Σ, which, when regarded as a tensor hµν on
M, is a spatial tensor. The induced covariant derivative Dµ for spatial tensors is found through
projectionDµ = hνµ∇ν.The extrinsic curvature of Σ as an embedded submanifold ofM is denoted
Kµν. We use the notation hi j , Ki j, where i , j run from one to the dimension of Σ, when regarding
the metric and extrinsic curvature of Σ as tensors on Σ.
12Alternative treatments of the quasi-local energy include the lapse function N into the expression [69], which has
an effect on non-asymptotically flat spacetimes. In this section we follow the work of Brown and York and do not







Figure 3.9: The manifold M, which topologically R × Σ. Taking a sur-
face of constant t, we obtain the codimension-one hypersurface Σ.The
boundary of Σ is the codimension-two hypersurface B. Taking the
product R × B, we obtain the codimension-one hypersurface B3.
The ADM decomposition [65] of the metric is given by
ds2 = −N2dt2 + hi j(dx i + V idt)(dx j + V jdt), (3.4.4)
for a lapse function N and shift vector V i .
We proceed in the samewaywith the three-boundary 3B by considering the outward pointing
unit vector nµ, normal to 3B.Themetric induced by gµν is denoted γmn when regarded as a tensor
on 3B and γµν when regarded as a horizontal tensor on M, i.e. as a tensor T on M satisfying
n ⋅ T = 0.
The boundary B, which is the intersection of Σ and 3B, has ametric σµν which can be induced
from either of the codimension-onemanifolds or the spacetime itself.The extrinsic curvature kµν
of B – the vital part needed to calculate (3.4.3) – is computed using the embedding of B in Σ:







We will also need the trace k = σ µνkµν in our later calculations.
The last piece of (3.4.3) to comment on is the background normalisation term k0. When
workingwith the action, there is an inherent ambiguity on the boundary,which in itsmost general
form is built from data on γmn. In [68], the subtraction term is set by ensuring the energy density
depends only on canonical variables. The quasi-local energy is shown to obey additivity, and so
we can understand k0 as a term removing the contribution from flat Minkowski space, which
intuitively we would expect to have a zero energy density. For the derivation, and an explanation
of how the action functional relates to the extrinsic curvature of the boundary B, we refer to [68].
It is then shown that calculating the energy when boundary is taken in the asymptotic limit,
the quasi-local energy is the same as the ADM mass for asymptotically flat spacetimes. Alterna-
tively, taking the Newtonian limit of the quasi-local energy for a spherical distribution of mass
of radius R and massM, it is shown that the quasi-local energy takes the form
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We interpret these as the contributions from the matter energy density and the Newtonian grav-
itational potential energy, and so we can see E as a natural description for the total energy of the
system within this boundary.
Example: Reissner-Nordström solution
It is instructive to perform the calculation for the Brown-York quasi-local energy for a solution
we already have experience with, before applying it to the novel solutions of this thesis. In this
section, we calculate the quasi-local energy of the Reissner-Nordström solution, and show that
by taking the asymptotic limit we recover the Komar mass calculated in Section 3.4.1.
Wewill need to calculate the trace of the extrinsic curvaturek for both theReissner-Nordström
metric and k0 for the Minkowski metric. In the following we will use the metric:






but keep the function f (r) general as much as we can, which will help for calculations later. We
also realise we can get results for the Minkowski solution by allowing f (r) = 1. Comparing the
Reissner-Nordström metric with the ADM decomposition (3.4.4) we can identify the lapse and
shift functions
N2 = f (r), V i = 0.
The outward point unit normal we consider is nµ = (0,
√
f (r), 0, 0), such that n2 = 1.
To calculate the Brown-York energy, we need to calculate the extrinsic curvature of the man-
ifold B embedded into the spacetime M with (3.4.5). Computing this and taking the trace, we
find









For Reissner-Nordstöm, the boundary B, with metric σαβ is the two-sphere with radius r set for
the boundary location.



















= r (1 −
√
f (r)) .
We see that in the limit of setting the boundary for r →∞, the quasi-local energy takes the form




and so the constant contribution is the mass parameter of the solution M, which is precisely
the ADM mass for asymptotically flat solutions. We see that the energy contributions from the
O(r−1) order terms can be understood as the gravitational binding energy, and the electrostatic
binding energy. We note here that if we were to include the lapse function to the quasi-local
energy following [69], both of these sub-leading contributions would be positive.
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3.5 black hole thermodynamics
In this section, we introduce the laws of black hole mechanics, a set of geometric relationships
built from the properties of black hole solutions. A truly remarkable feature of black holes is un-
covered through these rules; by interpreting the surface gravity and the area of the black hole as
the temperature and entropy of some thermodynamic system, the laws of black hole mechanics
can be understood as the laws of thermodynamics. This similarity has a deeper physical connec-
tion and by considering black holes semi-classically, the thermodynamic interpretation of a black
hole can be formalised. The work started with the concept of the entropy of a black hole being
proportional to its area, rather than its volume. In 1972, Bekenstein conjectured [4] that the en-
tropy of a black hole would be proportional to the area of the black hole divided by the Planck
length squared. Soon after, Hawking was able to set the constant of proportionality and proved
Bekenstein’s conjecture by considering a quantum field theory in a curved background [7]. Look-
ing at quantum fluctuations near the event horizon, Hawking proved that stationary black holes
emitted thermal radiation as a blackbody. We will discuss the temperature of black holes and the
seeming contradiction of a black hole emitting heat in more detail in Section 3.5.2.
In this section, we outline the four rules of black hole mechanics and remark on their sim-
ilarity to the laws of thermodynamics. In Appendix B, we expand on the thermodynamic laws
themselves and elaborate on a few extra details that will be useful whenwe consider the Euclidean
action formalism in Section 3.6.
3.5.1 Laws of black hole mechanics
Zeroth law of black hole mechanics The zeroth law is the statement that the surface gravity is
constant across a future event horizon. As we have most of the pieces already discussed to prove
this, we offer a formal proof of this law.
Theorem 3.8 (Zeroth Law of Black Hole Mechanics). The surface gravity κ is constant on a future
event horizonH+, for a stationary spacetime obeying the dominant energy condition [52].
Proof. In this proof, we useHawking’s theorem that an event horizonH+ is a Killing horizonwith
respect to a Killing vector field ξµ [6], and so we will show that the surface gravity κ is constant
on a Killing horizonN . This roughly follows the proof given in [52].
Raychaudhuri’s equation [55] relates the expansion, shear and twist of a null congruence, with





θ2 − σ̂ µν σ̂µν + ω̂µνω̂µν − RµνU µUν .
On a Killing horizon we have seen that, θ = σ̂ = ω̂ = 0 and Raychaudhuri’s equation simplifies to
0 = Rµνξµξν ∣N = 8πTµνξ
µξν ,
where we have used Einstein’s equation and ξ2∣N = 0 in the last step. From this, we see that on
the Killing horizon, we can write down a current Jµ = −Tµνξν. The dominant energy condition
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states that −Tµν Xν is future-directed for all future-directed vector fields Xµ. As the Killing vector
field is future-directed, so is Jµ and hence the current must be parallel to the Killing vector field.
We can then antisymmetrise and with (2.2.9) and write down







and so ∂µκ must be proportional to ξµ and hence Xµ∂µκ = 0 for a vector field Xµ tangent toN .
We then understand κ is constant on the Killing horizon.
Looking at this result, with the not-so-subtle naming of it as the zeroth law, we can think about
the zeroth-law of thermodynamics, which states that for a body in equilibrium, the temperature
is constant.
First Law of BlackHoleMechanics Theno hair theorem ofWheeler [43, 70] states that station-
ary black hole solutions are completely encoded by their mass M, electromagnetic charges Qi
and their angular momentum J. By varying these parameters, we find a differential relationship
κ
8π
dA = dM −ΩH J − µdQ, (3.5.1)
where theΩH is the angular velocity of a rotating black hole solution and µ is the chemical poten-
tial, which can be computed from the asymptotic value of the time component of the gauge-fixed
vector potential [71]. For all the solutions within this thesis, ΩH = J = 0, but we include it here
for generality; the canonical example of spinning black holes is the Kerr solution [56]. We can
understand the first law of black hole mechanics as the statement of energy conservation for a
black hole solution. It has been proved for stationary black hole solutions by Sudasky and Wald
[72]. In this thesis, we will show that the first law is also satisfied for a class of Killing horizons
where the external, asymptotic region of the spacetime is time-dependent. Hartle and Hawking
[73] proved an alternative version of the first law by perturbing a black hole solution by adding
some small mass δM to a black hole and letting the spacetime settle back to a stationary solution,
and an alternative proof is found in [52] by Bardeen, Carter and Hawking.
As an example, we can verify the first law for the Reissner-Nordström solution, where in
Section 3.3 we found thatQ = Q, r± = M ±
√
M2 − Q2 and for the Killing horizon at r = r+, the



































= dM − µdQ,
where we have used Equation (3.6.4) for the chemical potential µ.
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Understanding the mass as encoding the total energy of the black hole, this relationship is
tantalisingly close to the first law of thermodynamics
dE = TdS + µidQi − PdV ,
where the µidQi terms encode the work terms associated to the system, and PdV is the term
associated to the pressure / volume of the closed system. For us to relate these two differential
relationships, we must associate TdS with the geometric terms 18πκdA.
Second Law of Black Hole Mechanics The second law of black hole mechanics is Hawking’s
area law [5]. Informally, this law states that if one assumes both the cosmic censorship conjecture
and the null energy condition, the area A of an event horizonH does not decrease with time
δA ≥ 0.
We have not formally defined either of these two assumptions in this thesis as they are not vital
to the work in the main body. As a sketch, the (weak) cosmic censorship is the statement that all
singularities in the spacetime are hidden behind a horizon and the null energy condition states
that for a null vector field Xµ we have the inequality TµνXµXν ≥ 0.
The first law seemed to suggest that the area and entropy were proportional. We can follow
this into the second law and realise Hawking’s area theorem is then the statement that for a phys-
ical process, the entropy of a black hole would be always increasing. This relationship is perhaps
the most interesting. Hawking’s area theorem is a rigorous geometric statement from the geome-
try of spacetime, but the second law of thermodynamics is a classical result which is believed to
hold for systems with a large number of particles.
There is a slight modification to this story when we take seriously the notion of thermal radi-
ation from a black hole with temperature proportional to κ. Over time, a black hole will eventu-
ally evaporate and while doing so, lose entropy through the thermal radiation. Taking this into
account, the second law is generalised such that combination of the black hole’s entropy together
with the entropy encoded into the radiation is non-decreasing: δ(SBH + ST) ≥ 0[74]. We will not
comment further on this.
Third Law of Black Hole Mechanics The third law is less well defined, from both the thermo-
dynamic and black hole perspectives, and in fact comes in two versions: the strong and the weak
third law. Unlike the last three, we will state the third law as a thermodynamic law and then refer
to the geometric formulation for the third law(s) as they currently stand.
The weak version of the third law states that the temperature of a system cannot be reduced
to zero in a finite number of steps, in which the entropy is at the minimum value. A stronger
version put forward by Planck [75] states that the entropy vanishes when the system is brought
to zero temperature.
From a geometric perspective, Israel put forward a formulation [76] that it is impossible to
reduce the surface gravity to zero in a finite number of steps.However, there is no formof proof for
the third law, in fact, we already have a counter example with the extremal Reissner-Nordström
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solution. In this solution, the surface gravity of the solution vanishes, and yet there is still a black
hole with a finite size!The third lawmay have ambiguities, but it’s still an active area of research in
black hole physics [77, 78, 79, 80]. In [29, 30, 28, 34] a class of black hole solutions dubbedNernst
branes were found inN = 2 gauged supergravity with the special property that they obeyed the
strong version of the third law.These solutions were the starting-off point for the class of solutions
found in [39], the research of which is one of the main results of this thesis. Further discussion
of Nernst branes is delayed until Chapter 6. We can summarise these results into Table 3.1 [35].
Law Black Hole Mechanics Thermodynamics
Zeroth κ is constant over the horizon of a
stationary black hole
T is constant for a body in equilib-
rium
First dM = 18πκdA+ µdQ +ΩHdJ dE = TdS + µidCi − PdV
Second δA ≥ 0 for physical processes δS ≥ 0 for physical processes
Third The surface area is minimised for ex-
tremal black holes
The entropy is minimised at abso-
lute zero
Table 3.1: A summary of the laws of black hole mechanics and a com-
parison of their form to the laws of thermodynamics.
3.5.2 Temperature of horizons
Realising the laws of black hole mechanics as thermodynamic relations leads to a new interpre-
tation for geometric parameters associated to the black hole solution. From the zeroth and first
law, we are led to related the surface gravity to temperature, and from the first and the second
laws, we relate the area of a black hole as a measure of its entropy. We can formalise this in the
following way
T = ακ, S = A
8πα
,
where we allow some constant α, which we cannot set from the mechanical laws alone. This
leads to a strange contradiction. By definition, a black hole is a region of spacetime from which
nothing can be emitted, but the interpretation of a black hole as a thermodynamic object leads
us to interpret it as some blackbody radiating with a temperature TH .
It was Hawking in 1974 [7] that was able to reconcile this by studying the black hole semi-
classically. By considering matter quantum mechanically, Hawking showed that a black hole ra-





where we have re-introduced all physical constants briefly. There is something beautiful in the
collision of so many areas of physics in this one equation. Hawking’s derivation sets the value of
the constant α, and with this validated Bekenstein’s conjecture that the entropy of a black hole












, S = A
4
.
Hawking’s work means that given a Killing horizon, one can calculate the surface gravity
of the horizon and hence the temperature. However, given a Killing horizon N , with a Killing
vector field ξ, and surface gravity κ,N is also a Killing horizon of αξ with surface gravity α2κ for
any constant α. This means that the surface gravity is not a unique property of N and depends
on the normalisation of the Killing vector. As the norm of the Killing vector vanishes on the
hypersurface, there is no way to normalise ξ onN in a natural way.
When a spacetime is stationary and asymptotically flat, there is a natural normalisation that




However, when a spacetime does not admit an asymptotically flat spacetime, the surface gravity,
and hence the temperature, must be set in another setting.
An alternative calculation for the Hawking temperature comes from studying the Euclidean
section of a black hole solution byWick-rotating the time coordinate t → −iτ. In the next section,
we show that theWick-rotation goes beyond just a calculation for the temperature but all the way
to a thermodynamic partition function.
After Wick-rotation, the coordinate τ must be periodically identified τ ≃ τ + β, where β =
T−1H is the inverse temperature. This identification is imposed to ensure the absence of a conical
singularity at the origin of the Euclidean manifold.
Taking a black hole solution with a line element of the form




where dX⃗2 is a generic line element for a two-dimensional space. Conventionally this would
be the two-sphere S2 and later it will be the plane R2 for our planar symmetric solutions. The
function f (r) has a zero for f (rh) = 0, with a non-zero derivative. We can write down the ap-
proximation for line element near the Killing horizon at r = rh by Taylor-expanding
ds2 = −∂r f (rh)(r − rh)dt2 +
dr2
∂r f (rh)(r − rh)
+ r2hdX⃗
2.
Wick-rotating t → −iτ, we can write down the line element as
ds2 = ρ2dθ2 + dρ2 + r2hdX⃗
2,
where we have made the additional coordinate transformation
ρ2 = 4(r − rh)
∂r f (rh)
, θ = 1
2
∂r f (rh)τ.
We see that the conical singularity from the Wick-rotation is avoided as long as we make the
identification
θ ≃ θ + 2π, ⇒ τ ≃ τ + 4π
∂r f (rh)
,
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As a consistency check for this calculation, we can calculate the surface gravity using the Killing




where in order to evaluate the result on the horizon at r = rh, it is necessary to perform an
Eddington-Finkelstein transformation on the line element first.With this expression for κ, we can
see that the temperature calculated from the Wick-rotation matches (3.5.2). We can notice that
θ = κτ, but when studying the line element, the surface gravity enters the line element quadrati-
cally and so this procedure doesn’t actually determine whether TH is positive or negative.
The ambiguity in the scaling and sign of the temperature of a black hole solution ultimately
requires the full computation of Hawking temperature using curved spacetime quantum field [7],
or the tunnelling effect for a quantum particle [81]. For stationary, asymptotically flat spacetimes,
Hawking’s work holds and computation of the temperature can be done with either of the above
methods. However, for the solutions we consider within this thesis, we will need to extend our
work suitably to understand the Killing horizons of our solutions.
Deriving the temperature of a Killing horizon by considering the semi-classical emission of
black body radiation is a complicated set of calculations, especially as it seems that all we want
is to set the sign of the temperature for non-standard black hole solutions. However, there is a
known relation for the sign of the temperature for the four variants of trapped horizons defined in
Section 3.1.5. In particular, we will be concerned with regions of spacetime which depended on
a timelike coordinate t. For these solutions, the absence of a timelike Killing vector field inhibits
the canonical computation of the surface gravity. However, by following the work of [82], the
surface gravity can be computed using the Kodama vector [83]. With a valid expression for the
surface gravity, following the work of [57, 58], we can show that once the category of trapping
horizon is identified the sign of the temperature is fixed.
The Kodama-Hayward surface gravity can be computed when the metric has the structure
ds2 = γi j(x)dx idx j + C2(x)dX⃗2 , i = 0, 1,
where γi j and C only depend on the coordinates (x0, x1) = (t, r). For spherically symmetric
spacetimes, dX⃗2 = dΩ2 is the standard metric on the two-sphere. In our later calculations, we
will allow planar symmetry and hence dX⃗2 is the standard metric on R2. The surface gravity in








For later reference, we compute the Kodama-Hayward surface gravity for line elements of the
form
ds2 = − dt
2
f (t)
+ f (t)dr2 + t2dX⃗2,
black holes 87
which include the dynamic patches of the solutions considered within this thesis. Performing the
computation, we find that the surface gravity is given by
κ = − 1
2
∂t f (th), f (th) = 0. (3.5.4)
Following [57, 58], trapping horizons and their Kodama-Hayward surface gravity subdivide
into four cases as the sign of the surface gravity is proportional to
κ ∝ −Lℓ∓θ±.
Thus outer horizons have positive surface gravity, while inner horizons have negative surface
gravity. By computing the Hawking temperature of a trapping horizon using the Parikh-Wilczek
tunnellingmethod, [81, 57, 58], we find an additional sign between theHawking temperature and
the surface gravity for trapping horizons with TH ∝ ±κ, with the (+) sign for future horizons
and the (−) sign for past horizons. We can summarise these signs
(i) Future outer horizons
θ+ = 0, θ− < 0, Lℓ−θ+ < 0, κ > 0, TH > 0.
(ii) Past outer horizons
θ− = 0, θ+ < 0, Lℓ+θ− < 0, κ > 0, TH < 0.
(iii) Future inner horizons
θ+ = 0, θ− < 0, Lℓ−θ+ > 0, κ < 0, TH < 0.
(iv) Past inner horizons
θ− = 0, θ+ < 0, Lℓ+θ− > 0, κ < 0, TH > 0.
The net effect is that future outer horizons (black holes), and past inner horizons (expanding
cosmologies) have positive temperature, while future inner horizons (contracting cosmologies)
and past outer horizons (white holes) have negative temperature.
Negative temperature has been argued to indicate the absence of Hawking radiation, since
future inner and past outer horizons cannot separate virtual particle pairs created by vacuum
fluctuations, thus not enabling the Hawking effect [57, 58]. However, in thermodynamics, the




Therefore, negative temperature can occur if one drops the usual assumption that the entropy
increases monotonically with the energy. A toy model for negative temperature is provided by a
system with finite maximum energy [84]. Taking a system with two energy eigenstates E1 < E2
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as the simplest example, this will be in a maximally ordered state (S = 0) if all particles are ei-
ther in the lower or in the higher state, while a maximally disordered state is realised when half
of the particles are in either state. Upon heating up such a system, entropy and temperature first
increase, with the temperature reaching +∞when entropy becomesmaximal. Upon further heat-
ing, the entropy decreases and the temperature jumps at the turning point from +∞ to −∞. After
this point, it increases, approaching 0 from below when reaching a situation where all particles
are in the higher state. Thus negative temperatures are ‘higher’ than positive temperatures and
correspond to ‘population inversion.’ We will see later that some of the horizons we are interested
in have negative surface gravity and negative temperature, and that this is necessary in order for
the first law to take its standard form when using our triple Wick-rotated Euclidean formalism.
3.6 euclidean action formalism
One of the main results of this thesis is the verification of the first law of Killing horizon me-
chanics for a class of planar symmetric, cosmological solutions of Einstein-Maxwell and N = 2
supergravity theories. As mentioned, these solutions are neither asymptotically flat, nor station-
ary in the exterior regions of the spacetime, complicating our ability to find a meaningful mass
parameter from which we could verify the first law. Both the Komar mass and Brown-York mass
can be used to find local mass-like parameters within the finite, static region of our solutions, but
both of these methods have a freedom in their normalisation, and so the first law – a differential
relationship – cannot be studied without imposing an additional condition.
The Euclidean action formalism [85, 86] is a method to study the thermodynamics of black
holes through the formal identification of the gravitational partition function and the thermody-
namic partition function.This procedure leads to the computation of a thermodynamic potential
by its relation to the Euclidean action of the gravitational theory. We can calculate various ther-
modynamic parameters such as the mass, charge, entropy and temperature from derivatives of
the thermodynamic potential. More details are given in Appendix B. In our solutions, we find
the natural thermodynamic potential related to the Euclidean action for theories with electro-
magnetic charges is the grand potentialΩ(β, µ) and via a Legendre transformation, we compute
the free energy F(β,Q).
For planar symmetric solutions, a normalisation ambiguity remains in the Euclidean action
formalism, but we can now set it with the additional condition that the charge calculated from
the grand potential matches the charge calculated fromGauss’ law.This sets an overall numerical
factor for the Euclidean action, and hence the remaining thermodynamic variables. For asymp-
totically flat spacetimes, this normalisation is unnecessary as we have the Minkowski solution
at infinity to normalise as a background contribution. With the normalisation set, we show the
thermodynamic entropy matches the Bekenstein area law, and we derive a mass parameter. This
mass parameter can be varied and the first law verified.
In this section, we introduce the Euclidean action formalism using the Reissner-Nordström
solution as an example. We work through a computation of the Euclidean action, together with
the background terms and thus derive the thermodynamic potential. We use this to rederive the
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charge, mass and entropy of the Reissner-Nordström solution and show that these results match
with our previous calculations.
In Chapter 8, we develop the Euclidean action formalism such that it is suitable for the classes
of cosmological solutions we study in this thesis. Precisely, we find that the natural procedure of
Wick-rotating the time coordinate leads to a complex line element, and hence a complex-valued
thermodynamic potential. To circumvent this, we introduce the so-called triple Wick-rotation, in
which we obtain a negative-definite line element throughWick-rotating all spacelike coordinates.
We delay further discussion of this procedure until after introducing the standard formalism.
3.6.1 Gravitational and thermodynamic partition functions
The thermodynamic canonical partition function Z(β) for a system with a Hamiltonian Ĥ is
defined by
Z(β) ∶= e−βF = Tre−βĤ ,
where F is the free energy and β is the inverse temperature. For a system with a conserved charge
Q, the thermodynamic potential depends on the conserved charge in addition to its dependence
on temperature, F = F(β,Q). The grand canonical ensemble is defined by keeping the charge
constant and letting the corresponding intensive thermodynamic variable, the chemical poten-
tial µ, fluctuate. The corresponding thermodynamic partition function is the grand canonical
partition function:
Z(β, µ) ∶= e−βΩ = Tre−βĤ ,
where Ω(β, µ) is the grand potential. For the following discussion, we suppress the usual contri-
bution of a volume / pressure term. In gravitational systems, the cosmological constant can be
interpreted as a pressure-like termwhen considering the enthalpy of the solution [87], but for the
purposes of our discussion, we will not be including it. For more details, we refer to Appendix B.
To illustrate the correspondence between partition functions of quantum (field) theories
and thermodynamic partition functions, we consider the case of a quantum particle. The time-
evolution operator admits a path integral representation involving the classical action
⟨x∣ e−itH ∣x′⟩ = ∫ Dxe iS[x],
where we have set ħ = 1. By Wick-rotating the time coordinate t → −iβ and taking the trace,
which in the path integral corresponds to integrating over paths periodic in time, one obtains
Tre−βH = ∫ Dxe−SE[x] = e−βF ,
where β is interpreted as inverse temperature, and where F is the free energy.
It is straightforward, at least at a formal level, to extend this prescription to quantum field
theories. In a quantum theory including gravity, the path integral is performed over the space of
all metrics g, as well as over the matter fields ϕ,
Z = ∫ DgDϕe−SE[g ,ϕ] .
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This might on the surface look like we need to have a well-defined quantum model for grav-
ity to continue, but it is enough to consider the saddle point approximation. By expanding the
path-integral around a solution of the classical equations of motion, we keep only the tree-level
contributions and so obtain a semi-classical approximation to the path-integral.This leads to the
expression Z ≃ e−SE , where the Euclidean action SE is evaluated on an on-shell field configura-
tion satisfying suitable boundary conditions [88].
Employing this, we obtain a relation between the Euclidean on-shell action and the free en-
ergy:




When gauge fields are present, the standard boundary conditions are such that the total charge
Q is fixed, and the Euclidean action depends on the associated chemical potential µ. This means
that the Euclidean action is of the form SE = SE(β, µ), and one obtains the following relation
between the Euclidean on-shell action and the grand potential Ω(β, µ):




The grand potential and free energy are related by a Legendre transformation: Ω = F − µQ, and
we will use this relation to derive the free energy from the Euclidean action of the charged black
hole solutions we consider. We note here that we could also calculate the free energy directly
from the Euclidean action by including an additional boundary term into the action such that
the chemical potential is fixed and the charge fluctuates [88]. We will not use this method in the
following discussion.
When considering the Euclidean action, one also needs to consider the sign of SE such that
we can make a statement about the boundedness of the partition function. For general gravita-
tional systems, the Euclidean action has an indefinite sign [89]. However, the authors show that
through using a conformal transformation and considering up to the one loop contributions,
the gravitational action has a converging path integral. An alternative treatment in [89] shows
that in static solutions, estabilished theory from flat quantum field theory can be carried forward
to curved spacetimes. Practically, we can consider the operator exp (−SEβ) as bounded when
SE > 0, and in Chapter 8, we consider the boundedness while computing the Euclidean action
for each of our solutions.
3.6.2 Wick-rotating the gravitational action
In this section, we cover the calculation of the Euclidean action for the Einstein-Maxwell theory
with a cosmological constant. This covers all the necessary pieces we will need for the Reissner-
Nordström example we conclude this section with, as well as giving a good backbone for us to
build from when we introduce the triple Wick-rotation in Section 8.1. For our calculations, we
follow [41] for the gravitational action, and generalise this by including the cosmological constant
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and the Maxwell action:











∣γ∣(K − K0)d3x .
(3.6.1)
The middle line is the bulk term, containing the Einstein-Hilbert action with the Ricci scalar R,
a cosmological constant Λ and the Maxwell term. The final line is the Gibbons-Hawking-York
boundary term SGHY [90, 85], which is needed to cancel boundary terms arising from the vari-
ation of the Einstein-Hilbert action if spacetime is not closed (compact without boundary). The
spacetime metric g induces a metric γ on the boundary ∂M. K is trace of the extrinsic curva-
ture of ∂M as an embedded submanifold of spacetime M. The constant є takes the values є = ±1
for boundaries with unit normals which are either spacelike (+) or timelike (−). To obtain a fi-
nite value for the on-shell action, we include a background term K0. For an asymptotically flat
spacetime, K0 is the extrinsic curvature of the boundary embedded into a flat spacetime, which
ensures that the action of Minkowski space, which is a solution for Λ = 0, is zero rather than
divergent. In the de Sitter calculation, considered in Section 8.2, K0 is replaced by a counter term,
which we build by hand to remove divergences. For the planar symmetric solution, there are no
divergences, and so K0 is dropped from the action and replaced by an overall numerical factor,
set using a condition on the conserved charge.
Toobtain theEuclidean action,we apply theWick-rotation t → −iτ to (3.6.1) tomap exp(iS)→
exp(−SE). Following [41] we first consider the gravitational terms. The bulk gravitational term




g(R − 2Λ)d4x → i 1
16π ∫M
√
g(R − 2Λ)d4x .
For the transformation of the GHY-term we need to distinguish two cases.
(i) For surfaces with a timelike unit normal:
є = −1, K → iK √γd3x →√γd3x .
(ii) For surfaces with a spacelike unit normal:
є = 1, K → K , √γd3x → −i√γd3x .









∣γ∣(K − K0)d3x .
We now consider the Maxwell field. Before Wick-rotation, we use that as we are considering the
saddle-point approximation, the Maxwell action is evaluated on-shell which allows us to rewrite
its contribution as a total derivative13
FµνFµν = 2∇µ(AνFµν).
13In terms of differential forms, F ∧ ⋆F = dA∧ ⋆F = d(A∧ ⋆F), if d ⋆ F = 0.
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∣g∣∇µ (AνFµν) d4x =
1
8π ∫∂M FµνAµdΣν ,
where the volume element on the boundary is defined as dΣµ = nµ
√
∣γ∣d3x and nµ is the outward-
pointing unit normal vector. Applying a Wick-rotation, we find the Maxwell action transforms
as
1
8π ∫∂M FµνAµdΣν → −i
1
8π ∫∂M FµνAµdΣν ,
where note explicitly that each pieces transforms as: dΣµ → −idΣµ, Aµ → −iAµ, and Fµν → iFµν.
Taking all contributions together, the Euclidean action is








∣γ∣(K − K0)d3x −
1
8π ∫∂M FµνAµdΣν .
(3.6.2)
Example: Reissner-Nordström Solution
As an example of this procedure, we verify the first law of thermodynamics for the Reissner-
Nordström solution using the Euclidean action formalism. We will simplify the calculations by
working with a purely electric solution: P = 0. In [88], it is shown that electric andmagnetic black
holes are dual, and that we can work with one or the other.14 Furthermore, for the solutions we
discuss later in the thesis, we will use Hodge dualisation to ensure all charges are electric and so
this example will be sufficient.





The stationary, spherically symmetric solution was found to have a line element (3.3.12)












dr2 + r2dΩ2 A = −Q
r
dt.
As the gauge potential stands, At is undefined on the horizon and so we gauge fix this by ensuring







With this gauge we nowWick-rotate our solution t → −iτ:










) dr2 + r2dΩ2,





In Figure 3.10, an illustration of the Wick-rotation is given. The outer horizon r+ becomes the
origin of the Wick-rotated spacetime and the boundary is located for some distant r0, which we
will evaluate in the asymptotic limit r0 →∞.
14If a black hole has both electric andmagnetic charge, a symplectic transformation on the gauge fields can bemade
such that it is purely electric / magnetic. See Section 4.2 for more details on the electromagnetic duality.








Figure 3.10: 2D representation of the map from the Lorenztian space-
time to Euclidean space. By Wick-rotating the time coordinate, our
metric becomes positive-definite and τ is a compact dimension with
period τ ∼ τ + β. By setting the origin of the Euclidean space at the
horizon we can identify β with the inverse of the Hawking tempera-
ture. The radial coordinate r now extends from the horizon into the
asymptotic region. A boundary is placed at the large distance r0.








∣γ∣(K − K0)d3x −
1
8π ∫∂M FµνAµdΣν .
As the Reissner-Nordström has zero Ricci scalar, the action will have contributions from only
the boundary terms. We begin by taking a surface of constant r = r0, and calculate the Gibbons-
Hawking-York term by calculating the trace of the extrinsic curvature
√




where√γ is the volume element of the codimension-onemanifold. In the limit of r0 →∞, we see
that this contribution is divergent. However, the inclusion of the background term K0 normalises
this. To calculate this piece, we use the flat space embedding as the background metric





) dτ2 + dr2 + r2dΩ2,
and performing an identical calculation, we find
√




Combining these terms and taking the boundary to the asymptotic limit, theGibbons-Hawking




∣γ∣(K − K0)d3x =
4πβ
8π
(2r0 − 2M +
Q2 −M2
r0







All that remains is to include the contribution from the Maxwell field. For the boundary
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The contraction of the field strength with the gauge potential is calculated








Putting this together, we can write down the Maxwell field contribution in the limit of r0 →∞
− 1



















(M − Qµ), (3.6.3)








We can use the Euclidean action to write down the grand potential from the partition function:
logZ = −SE , Ω = −
1
β











and we notice that this quantity matches the derived conserved charge (3.3.14) that we found
using Gauss’ law. Later, when we do not consider asymptotically flat spacetimes, we will assert
that these two quantities are the same, fixing an overall normalisation constant which appears in
the Euclidean action.
For the Reissner-Nordström solution, we already have a good physical parameter for all the
thermodynamic variables {M , S , TH ,Q , µ}, but for the sake of this example, wewill take the quan-
tities {TH , µ} which we can define from horizon data, and derive the remaining variables from
the Helmholtz free energy. The free energy can be calculated from the Legendre transformation:
Ω = F − µQ ⇒ F(Q, β) = 1
2
(M + Qµ).
Partial derivatives of the free energy can be used to calculate the internal energy, chemical poten-
tial and entropy.We can use our results from Section 3.5 as a consistency check for the Euclidean
action formalism. For more details on the various parameters we can derive from a given poten-
tial, we refer to Appendix B. Later, when considering the planar solutions and their thermody-
namics, will use the Euclidean action formalism to derive the values of these quantities.
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The entropy is found from








































M2 − Q2)2 = πr2+,
which exactly matches with the Bekenstein-Hawking entropy law (3.5.3).



















































and as we expect for the Reissner-Nordström solution, this matches with the mass parameter of
the solution. Lastly we can find a value for the chemical potential by keeping the temperature
fixed (and therefore r+ fixed)















and note that this matches with the derived value (3.6.4).
Armed with our thermodynamic variables, we can now verify the first law (3.5.1) through
varying the internal energy and checking that
dE = THdS + µdQ .
To do this, we want to write down the equation of state E(S ,Q), and vary the energy. However,
due to the functional form, it’s a little bit easier to write down S(E ,Q) and instead vary this. The
entropy S = πr2+ can be varied
dS = ∂E(πr2+)dE + ∂Q(πr2+)dQ , r+ = M +
√
M2 − Q2.
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which allows us to write down
dS = ∂E(πr2+)dE + ∂Q(πr2+)dQ = βdM − µβdQ ⇒ dE = THdS + µdQ ,
and as expected, the first law is satisfied. We can also verify Smarr’s law [75] and show that
E = 2THS + µQ.
4
SUPERGRAVIT Y AND HIGHER DIMENSIONS
In this thesis, ourmain focus is to understand solutions of supergravity theories containing planar
symmetric Killing horizons and their corresponding thermodynamics. In the previous chapters,
we have discussed how starting with a Lagrangian containing somematter content and an ansatz
imposing a set of symmetries on the manifold, allows us to derive a metric describing the space-
time of the solution. From this perspective, the role of supergravity is to suggest a Lagrangian as
a starting point from which we build our solutions in Chapter 6.
This chapter aims to introduce supergravity from the perspective of extending the possible
physical models we consider as a general relativist, while also giving a backbone to some of the
various comments and calculations that relate our four-dimensional solutions to contemporary
research in string theory and higher-dimensional supergravity.
We begin with Section 4.1, introducing supergravity from the perspective of the supersym-
metry algebra and use this to define the matter content we would expect in a physical theory,
focusing on N = 2 supergravity in four dimensions. In Section 4.2, we take a brief detour and
discuss the electromagnetic duality and its generalisation, which appears inN = 2 vector multi-
plets. This will be particularly important when we consider the thermodynamics of our charged
solutions derived in Chapter 8. In Section 4.3, we introduce Kaluza-Klein reduction, which is
an incredibly useful tool for representing higher-dimensional supergravity in lower dimensions.
From a phenomenological perspective, the process of dimensional reduction allows us to under-
stand higher-dimensional theories such as string theory andM-theory in a way that matches our
experience of a universe in four dimensions. In Section 4.4, the c-map is introduced, which is a
crucial result in finding non-extremal solutions of supergravity in four dimensions. The chapter
concludes with Section 4.5, which gives an overview of higher-dimensional supergravity, aiming
to introduce the reader to p-branes and their relationship with black hole solutions.
4.1 N= 2 supergravity
In this section, we provide an introduction to supergravity sufficient to motivate the supergravity
actions which serve as a starting point from which we derive planar symmetric solutions. We
begin in Section 4.1.1 by motivating supersymmetry as the extension of the Poincaré algebra and
study the massive and massless representations following [91]. In Section 4.1.2, we then specify
toN = 2 supergravity in four dimensions and present the Lagrangian of the bosonic content of
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N = 2, two-derivative supergravity coupled to nV vector multiplets.
4.1.1 Supersymmetry algebra
The laws of physics are understood to be invariant under translations (generated by the momen-
tum operator Pµ) and the Lorentz transformations (boosts and rotations, generated by Mµν).
From these generators, one can build the Lie algebra of the Poincaré group
[Pµ , Pν] = 0,
[Mµν , Pρ] = i (ηµρPν − ηνρPµ) ,
[Mµν ,Mρσ] = i (ηµρMνσ − ηµσMνρ − ηνρMµσ + ηνσMµρ) .
(4.1.1)
Supersymmetry comes naturally from the question of whether we can include additional opera-
tors which extend the Lie algebra. In 1967, Coleman and Mandula [92] proved their no-go theo-
rem that the most general bosonic symmetries of the S-matrix must commute with the Poincaré
algebra if we wish to maintain non-zero scattering amplitudes, i.e. these additional generators
transform as scalars. Of course, a no-go theorem is only as strong as its assumptions, and in 1971,
Golfand and Likhtmanwere able to extended the algebra by including anti-commuting, fermionic
generators [93]. The inclusion of fermionic generators generalises the Lie algebra to a graded Lie
algebra, which is defined by
OaOb − (−1)χa χbObOa = iCcabOe ,
for operatorsOa, where χa = 0 for bosonic generators and χa = 1 for fermionic generators, andCcab
are the structure constants. In 1975, Haag, Lopuszanski and Sohnius generalised Coleman and
Mandula’s no-go theorem stating that non-trivial quantum field theories have the super Poincaré
alebgra as the most general algebra, and any additional symmetries will commute as internal
scalars [94].
The super Poincaré algebra is the extension of (4.1.1) which includes the additional fermionic
generators, also known as supercharges which we take to be Weyl spinors, transforming in the
fundamental representation of SL(2,C) and its complex conjugate. They are denoted by:
QAα , Q̄
A
α̇ , α, α̇ ∈ {1, 2}, A ∈ {1, . . . ,N},
where the indices α, α̇ are spinorial indices, raised and lowered with δαβ̇, and N counts ‘the
amount of supersymmetry’; more precisely, we say that a theory has 4N real supercharges. The





⋆.1 Minimal supersymmetry is forN = 1, and maintain-
ing that the highest spin states have spin-2 requiresN ≤ 8 [95].
Qualitatively, we can think of these fermionic operators generating a fermion from a boson
and vice versa:
Q ∣fermion⟩ = ∣boson⟩ , Q ∣boson⟩ = ∣fermion⟩ .
1If we consider the Weyl spinors as independent, we have four complex degrees of freedom, andN = 2 supersym-
metry realised in our algebra. By asserting the Weyl spinors are each other’s complex conjugates, we reduce to two
complex, or four real degrees of freedom which can be packaged together into a single Majorana spinor or the two
related Weyl spinors introduced in the main text.
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These generators extend the Poincaré algebra with the following (anti-)commutation relations
[Pµ ,QAα ] = 0,
[Mµν ,QAα ] = −
i
2
(σµν) βα QAβ ,






{QAα , Q̄Bβ̇} = 2δ
AB(σµ)αβ̇P
µ ,
{QAα ,QBβ} = єαβZ
AB .
(4.1.2)
The explicit form of the Pauli matrices is
σ0 = (
1 0
0 1) , σ1 = (
0 1
1 0) , σ2 = (
0 −i
i 0 ) , σ3 = (
1 0
0 −1) ,
and σµν = 12σ[µσν]. The relations (4.1.2) together with (4.1.1) form the super Poincaré algebra.
The operators ZAB are known as central charges, and they commute with all elements of the
super Poincaré algebra. Note that this extension leaves the Poincaré algebra as a subalgebra, and
so supersymmetry only adds additional structure to the physics we already understand.
There is also an internal symmetry called R-symmetry which is the group of transformations
on the supercharges that leave the superalgebra invariant. For the case ofN = 1, the R-symmetry
group is U(1) and we can see this in the automorphism
Qα → e iλQα , Q̄α̇ → e−iλQ̄α̇ .
As the phases for Q and Q̄ are opposite, and the only non-trivial commutation relation is for
{Q , Q̄}, we see immediately the algebra will be left unchanged. For the case of N > 1, we can
understand the elements of the R-symmetry group S ∈ GR as those for which
[QAα , Ti] = SAB QBα , [Q̄Aα̇ , Ti] = −Q̄Bα̇ SAB .
The general linear transformation S is restricted by the condition that it must commute with the
supercharges. When the central charges of the theory vanish, the R-symmetry group is simply
U(N ). However, when ZAB ≠ 0, the R-symmetry is a subgroupGR ⊂ U(N ) andmust be studied
on a case-by-case basis.
Considering the Poincaré algebra, we think of the irreducible representations as describing
particles. For supersymmetric theories, the particle representations are combined together to
form multiplets which are populated by superparticles which have the same mass, but different
spin/helicity. Under action of the supersymmetry algebra, these superparticles transform into
each other. The content of the multiplets is dependent on N . As the supercharges commute
with the momentum operator and generate fermions from bosons (or vice-versa), we can under-
stand that any bosonic (fermionic) superparticle will be accompanied by at least one fermionic
(bosonic) superparticle of the same mass, which we refer to as the superpartners. It can be shown
that for any supersymmetric theory, the total number of bosons and fermions is the same [91].
While working with quantum field theories, the underlying spacetime is assumed to be flat
and the physical system is invariant under global super Poincaré symmetries. In this case, we
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refer to supersymmetry as global or rigid supersymmetry. If we instead consider a theory of grav-
ity, the super Poincaré symmetry is realised as a local (gauge) symmetry, and we call this local
supersymmetry, or supergravity.
Supersymmetry transformations onfields are parameterised by a spinor є. In supergravity, the
spinor parameter є(x) itself becomes a spacetime dependent function.The graviton gµν, which is
a spin-two massless particle, hasN massless spin- 32 gravitino fields ϕ
A
µα as superpartners which
are the gauge fields for local supertransformations.
Making the restriction to N = 2, which is the starting point for the solutions in Chapter 6,
the anti-commutation relations of the supercharges simplifies to the form
{QAα , Q̄Bβ̇} = 2δ
AB(σµ)αβ̇P
µ ,




β} = 2єαβ ∣Z∣, 2∣Z∣ ∶= ∣Z
12∣,
(4.1.3)
where by making a U(1) phase transformation, it is possible to ensure that Z12 is real.
Massive representations
This discussion follows [49]. Let us begin with massive representations forM2 > 0, for which we
can boost to the rest frame Pµ = (−M , 0, 0, 0), such that
σ µPµ = Mσ0 = (
M 0
0 M) .
We can apply this simplification to (4.1.3) and find that the algebra is written as
{QAα , Q̄Bβ̇} = 2Mδαβ̇δ
AB ,




β} = 2єαβ ∣Z∣.












Looking at their anti-commutation relations, we find
{aα , āβ̇} = 2(M + ∣Z∣)δαβ̇ , {bα , b̄β̇} = 2(M − ∣Z∣)δαβ̇ .
We are interested in the irreducible representations of the Poincaré algebra, which are com-
plicated to determine as the algebra is not semi-simple.The upshot ofWigner’s classification [96]
is that after setting the mass of the particle (which can be understood as fixing the eigenvalue
of Casimir operator built from the momentum operator) there is a remaining symmetry of rota-
tions determined by the so-called little group. As such, the irreducible representations of massive
particles are represented by the spin (s) of the particle (its representation [s] of the little group
SU(2)).2 Setting the spin can be understood as fixing the eigenvalue of the second Casimir oper-
ator built from the Pauli–Lubanski operator.
2Considering only bosons, the little group of massive particles is SO(3), but in supersymmetry we necessarily also
consider fermions and the inclusion of half-integer spin particles requires working with the double cover of SO(3)
which is Spin(3) ≅ SU(2).
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Setting M > 0 and working with the irreducible representations of the little group, we inter-
pret aα , bβ as the annihilation operators
aα ∣s⟩ = 0, bβ ∣s⟩ = 0,
and āα̇ , b̄β̇ as the creation operators. We can then build a suitable basis of irreducible represen-
tations by
B = {āα̇1 . . . b̄β̇1 . . . ∣s⟩}.
Maintaining that our representations are unitary requires that absence of negative norm states.
This enforces the bound
M ≥ ∣Z∣,
known as the BPS bound, named after Bogomol’nyi, Prasad and Sommerfield [97, 98]. States
which saturate this bound are known as BPS states, our massive representations fall into two
classes.
WhenM > ∣Z∣, the full algebra is unitary; as we have four creation operators, we have a total
of 24 ⋅ dim[s] states. When the bound is saturated, we find null states which must be removed to
maintain unitarity. This can be achieved by setting the operators bβ = b̄β̇ = 0 such that the basis
of irreducible representations is modified to the form
B′ = {āα̇1 . . . ∣s⟩}.
As we have only two creation operators, we have only 22 ⋅ dim[s] states in the BPS-multiplets.
Massless representations
We now consider massless states, for which irreducible representations of the Poincaré group
are labelled by their helicity λ: the quantum number of their representation in the little group
SO(2).We can change the helicity through actingwith the superchargesQAα , Q̄Aα̇ . As the fermionic
operators commute with the momentum operator, we can consider all helicities in a frame in
which Pµ = (−E , 0, 0, E) such that
σ µPµ = E(σ0 + σ3) = (
2E 0
0 0) .
Referring back to (4.1.3), we see thatQA2 = Q̄A2̇ = 0, and that Z
AB = 0, such that the central charges











which can be understood as raising or lowering the helicity by one half respectively. With two
operators, we can expect 22 ⋅ dim[λ] states per representation. The anti-commutation relations
are given by
{aA, āB} = δAB , {aA, aB} = {āA, āB} = 0.
102 N= 2 supergravity
helicity state # states
λmin ∣λmin⟩ 1
λmin + 12 ā
1 ∣λmin⟩ ā2 ∣λmin⟩ 2
λmin + 1 ā1 ā2 ∣λmin⟩ 1
Table 4.1: The four states obtained by acting with raising operators on
the Clifford vacuum.
To build an irreducible representation, we pick a state of minimal helicity ∣E , λmin⟩ which is
annihilated by all aA. We refer to ∣E , λmin⟩ = ∣λmin⟩ as the Clifford vacuum3 [91] and by acting on
it with our raising operators, we can build our states. We summarise the generation of the four
possible states into Table 4.1. We see that for N = 2, we have 4 massless superparticles present
in each irreducible representation which split into 2 bosons and 2 fermions. Maintaining that
λmax ≤ 2, we can build all possible base states of the massless representations through picking










1 1 2 1
1
2 1 2 1
helicity 0 1 2 1
− 12 1 2 1
−1 1 2 1
− 32 1 2
−2 1
Table 4.2: All possible base states of themassless representations of the
N = 2 super Poincaré algebra [91].
Taken on their own, themultiplets formed through choosing someminimumhelicity will not
be charge-parity (CP) invariant [49]. Thus, the physical multiplets we consider will be the pairs
of CP conjugated multiplet which then include the corresponding antiparticles. As a concrete
example, let us see how this pairing produces the multiplets of D = 4, N = 2 supergravity of
3We could have in fact used this terminology before.The relations between the fermionic creation and annihilation
operators are equivalent to those of a Clifford algebra and the standard Clifford relations can be obtained by taking
suitable linear combinations of aA and āA. In this sense, the Clifford algebras can be realised using the fermionic ladder
operators. This is discussed in detail in Appendix 5.A of [16].
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which we will be primarily concerned with.4
• Supergravity multiplet
(gµν ,ψAµα ,Aµ)
The supergravity multiplet is built from combining the massless representations with max-
imum helicity 2 and −1. This consists of the graviton gµν, two Weyl vector-spinors, called
gravitini ψ1µ ,ψ2µ and a vector field Aµ known as the graviphoton.
• Vector multiplet
(Aµ , λA, z)
The vector multiplet is built from combining the massless representations with maximum
helicity 1 and 0. It consists of a massless vector field Aµ, two Weyl spinors λ1, λ2 and a
complex scalar field z.
• Hyper multiplet
(γA, qu)
A hypermultiplet is built from two representations with maximal helicity- 12 and consists of
two Weyl spinors γ1, γ2 and four real scalar fields q1, q2, q3, q4.
4.1.2 N = 2 supergravity Lagrangians
We are now ready to study the supergravity Lagrangians which serve as the starting point for
the planar solutions we derive in Chapter 6. In this thesis, we consider only the bosonic field
configurations, and hence the fermions in our multiplets are effectively set to zero. The removal
of the fermionic matter is a form of consistent truncation, which is a removal of some sub-set of
the matter content of a theory such that solutions of the truncated theory are also solutions of the
full theory.
Let us first consider the bosonic matter content of pure supergravity. We see that with the
gravitini ψAµ = 0, the supergravity multiplet contains the graviton gµν and a single gauge field
Aµ. This is precisely the same field content as the Einstein-Maxwell theory (see Equation 3.3.1).
We can thus interpret the Reissner-Nordström solution derived in Section 3.3 as a solution of
N = 2 pure supergravity. There is an important distinction to make here though. The Reissner-
Nordström solution may be a solution to supergravity, but we do not say that the Reissner-
Nordström solution is a supersymmetric solution. In Section 4.1.3, we revisit this comment and
discuss the extremal Reissner-Nordström solution as a supersymmetric solution.
The bosonic content of a vector multiplet is made from the vector field Aµ and a complex
scalar field z. Here we consider the Lagrangian of N = 2 supergravity coupled to nV vector
multiplets which will have a bosonic field content of the metric, nV complex scalar fields and
4Technically, the hyper multiplets will be set to zero when we solve the equations of motion in Section 6.2, but we
include them here as we will find that after the dimensional reduction of a four-dimensional theory coupled to vector
multiplets, the resulting three-dimensional theory can be described as supergravity coupled to hyper multiplets.
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(nV + 1) vector fields. Its Lagrangian is given by [99, 100]
















A∂µ z̄B̄ + 1
4
IIJF IµνF J∣µν +
1
4
RIJF Iµν F̃ J∣µν .
(4.1.4)
where we use the indices A, B ∈ {1, . . . , nV} and I, J ∈ {0, . . . , nv}, the nV complex scalars are
represented by zA, and the (nV + 1) gauge fields appear in the field strengths F Iµν. R is the Ricci
scalar and e4 =
√−g is the vierbein. The gravitational coupling κ24 = 8πG, and although within a
relativity contextwe oftenmake the choiceG = 1, it ismore common for κ24 = 1 froma supergravity
perspective. In this section, we will keep κ4 explicit. We denote the dual field strengths as G
µν
I ,
which can be written in terms of the field strength and it’s Hodge-dual
GµνI =RIJF
J∣µν − IIJ F̃ J∣µν ,
where we use a tilde to represent Hodge-dualisation
(⋆F I)µν =∶ F̃ I∣µν = 1
2
єµνρσF I∣ρσ .
Lastly, we have coupling matrices for our matter fields. The scalar field coupling is gAB̄, and the
gauge field coupling is split into the real and imaginary components:NIJ =RIJ + iIIJ .
The derivation of the Lagrangian (4.1.4) is often found through the process of gauge fixing a
theory of superconformal vector multiplets coupled to superconformal supergravity. To properly
contextualise some of the following discussion, we offer a sketch of the relationship between these
theories but do not offer a full derivation. We refer to [101, 102] for a comprehensive overview.
As we were able to extend the Poincaré algebra by including fermionic generators, the same
story can be played out with the conformal algebra which itself extends the Poincaré algebra by in-
cluding scale transformations (also known as dilatations) and special conformal transformations.
As the superconformal algebra has additional symmetries, to recover Poincaré supergravity we
should expect to gauge fix the redundant degrees of freedom.
To understand the relationships between these theories, we can consider themultiplets of the
superconformal theory. In this discussion we are interested in Weyl multiplet and the supercon-
formal vector multiplets, however, the full discussion requires the inclusion of at least one hyper
multiplet too which contributes as a conformal compensator, which wemention again below.The
bosonic content of the superconformal vector multiplets is unchanged, containing a vector field
Aµ and a complex scalar X. However, the complex scalar fields have the additional symmetry
X → λX , λ ∈ C⋆ ≃ R>0 ×U(1).
To obtain the Poincaré theory from the superconformal one, we must break both the dilatations
generated by R>0 and the overall phase transformation from the U(1).
The Weyl multiplet is built from the gauge fields that appear when gauging the rigid theory
to obtain superconformal supergravity. Included within the Weyl multiplet are the gauge fields
e aµ , which label the translations and ω abµ , which label the Lorentz symmetries. To recover the
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(nH + 1) Hyper
multiplets (q0, qu)
Weyl multiplet
(e aµ ,ω abµ , . . .)









Figure 4.1: Diagram of the packaging of the bosonic content of the
multiplets of N = 2 Poincaré supergravity from the superconformal
theory. By gauge fixing the superconformal N = 2 theory, we obtain
the field content of N = 2 Poincaré supergravity, with the Weyl mul-
tiplet and a single vector multiplet being packaged to give the super-
gravity multiplet.
Poincaré theory, we must understand e aµ as the vielbein (or the tetrad) and ω abµ as the spin
connection. In other words, we require that the local gauge translations of the superconformal
theory are equivalent to the diffeomorphisms of the Poincaré theory. This is achieved by making
the so-called conventional constraint relating various gauge fields of the superconformal theory
to each other. In particular e aµ and ω abµ are no longer independent, but related through the ex-
pression for the torsion two-form [103].The conventional constraint requires the matter content
of theWeyl multiplet together with two additional multiplets, known as conformal compensators.
To recover the graviphoton of the supergravity multiplet, we inherit a gauge field by including a
superconformal vector multiplet and the second conformal compensator is often taken to be a
hyper multiplet.
It can then be shown that Poincaré supergravity is gauge equivalent to the local superconfor-
mal supergravity theory after imposing the conventional constraint and including the conformal
compensators. The upshot is that in order to consider Poincaré supergravity coupled to nV vec-
tor multiplets and nH hyper multiplers, we gauge fix superconformal supergravity coupled to
(nV + 1) superconformal vector multiplets and (nH + 1) superconformal hyper multiplets. An
illustration of this is given in Figure 4.1.
Including the additional vector multiplet leads to a miss-match in the number of scalar fields
in the superconformal theory: XI , I ∈ 0, . . . , nV and the super Poincaré theory: zA, A ∈ 1, . . . , nV .
In fact, viewed from another perspective, one of the benefits with working with the superconfor-
mal theory is that the number of gauge fields and scalar fields is balanced. We will explain the
utility of this in more detail from the context of finding planar symmetric solutions in Chapter 6.
Working with the complex fields XI , we must then remember we have spurious degrees of
freedom which are set through two gauge-fixing conditions. The first is known as the dilatation
gauge or D-gauge, which corresponds to setting a scale for the theory, the second is a U(1) sym-
metry associated to phase transformations of XI . From these complex scalars XI , the physical
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which are understood to be the scalars of the Poincaré supergravity theory after gauge fixing the
extra superconformal symmetries. Despite zA parameterising the physical degrees of freedom of
the theory, we instead will work with XI and keep track of the gauge fixing conditions which we
must impose while finding our solutions, where we should understand our Lagrangian as given
by






I∂µ X̄ J̄ + 1
4
IIJF IµνF J∣µν +
1
4
RIJF Iµν F̃ J∣µν .
One of the primary benefits is that in this form, the field equations are invariant under symplectic
transformations. This is discussed in more detail in Section 4.2.
The matrix couplings5 (gI J̄ , IIJ ,RIJ) and hence the dynamics of the Lagrangian, are entirely
determined by a holomorphic function known as the prepotential.We denote the prepotential by
F(XI), which is homogenous of degree two. Note that although the same Latin letter is used for
the prepotential and the gauge field strength, the presence of the spacetime indices (and context)
should help distinguish them.Throughout the thesis, we have been referring to Chapter 6, stating
that wewould be finding planar symmetric solutions to the STUmodel.We can consider the STU





The matter content of the STU model is that ofN = 2 supergravity coupled to three vector mul-
tiplets. As a result, there will be three complex scalar fields (which are sometimes referred to by
the letters s, t, u) and (3+1) gauge fields. In Appendix E, we use this prepotential to find the exact
forms of the coupling matrices gAB̄ and IIJ as functions of the physical scalars zA.
We now offer some formulae which help us build an understanding of the couplings in (4.1.4)
in terms of the complex scalars XI and the prepotential F(X0, . . . XnV ). We will use the notation







for the derivatives of the prepotential.
From the superconformal perspective, the kinetic term for the complex scalars comes with
a coupling term NIJ = −i(FIJ − F̄IJ), which can be understood as a Kähler metric on the target
manifold parameterisedwith our complex holomorphic scalars as coordinates.We can thenwrite




K(X , X̄) = i(XI F̄I − FIXI). (4.1.6)
5The coupling of the physical scalars gAB̄ is distinct to, but can be computed from gI J̄ . This relation is given by
(4.1.10) and the calculation is performed explicitly in Appendix E for the case of the STU model.
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We can write the Kähler potential in terms of the scalar metric and complex scalars
i(XI F̄I − FIXI) = i(XI F̄IJ X̄ J̄ − X JFIJXI),
= iX I X̄ J̄(F̄IJ − FIJ),
= −i2XI X̄ J̄NIJ ,
K = XNX̄ ,
where we use the notation XNX̄ = XINIJ X̄ J̄ .
The scalar metric gAB̄ of the associated Poincaré supergravity theory has a related, but differ-
ent Kähler potential given by
K(X , X̄) = − logK ⇒ e−K = i(XI F̄I − FIXI). (4.1.7)
Setting the D-gauge of the theory is equivalent to fixing the value of the potential, commonly the
choice is made such that e−K = 1.





dX I ⊗ dX̄ J̄ , (4.1.8)
which is a rank-two tensor field. This is not the metric for the holomorphic coordinates XI as it
has a two-dimensional kernel with null vectors:
XI gI J̄ = 0, gI J̄ X̄
J̄ = 0.
This means that two real degrees of freedom are non-propagating. As we showed above, we can
recover the independent propagating degrees of freedom through considering ratios of the holo-
morphic coordinates.This allows us to understand this as ametric for the scalars zA, despite being
derived from XI . We can explicitly calculate the components of the scalar couplings in terms of
the complex scalars XI and the scalar metric






where we use the notation such that (NX)I = NIJX J . The coupling for the scalar fields is defined
from this matrix






The couplings of the gauge fields are derived in [101], which can be expressed in terms of the
prepotential by [100]




where in our conventions IIJ is negative-definite. We note here that the field strengths F I fit into
the conformal, but not the Poincaré vector multiplets. We choose to work with F I , as (F I ,GI)
is a symplectic vector. We will expand on this in Section 4.2. One can obtain the gauge fields of
the Poincaré supergravity theory from a linear combination of those from the superconformal
theory.
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Gauged supergravity We take a brief aside to mention the fairly confusing terminology of
gauged supergravity. We discussed above that to obtain supergravity from rigid supersymmetry,
the super Poincaré group is gaugedmaking the symmetries local, promoting partial derivatives to
covariant derivatives.The new gauge fields are packaged into the supergravitymultiplet and from
the Lagrangian perspective, we find the appearance of the Einstein-Hilbert term.This (ungauged)
supergravity theory has no additional gauge symmetries and so the matter is uncharged and all
vector fields areAbelian. In contrast, gauged supergravity has additional gauge symmetries, which
appear in the form of charged matter fields or non-Abelian vector fields. These additional gauge
symmetries introduce a scalar potential. In this sense, all supergravity theories are gauged, just
some more than others. In this thesis, we will only be interested in solutions to ungauged super-
gravity theories, but will commonly refer to gauged supergravity when discussing the extension
of our work or tangential research.
4.1.3 Supersymmetric black holes
In Section 4.1.2, we mentioned that the bosonic content of N = 2 pure supergravity in four
dimensions matched that of Einstein-Maxwell theory, which we studied in Section 3.3. As the
truncation of fermions is a consistent truncation, we know that the Reissner-Nordström solution
is a solution to supergravity. We now justify the claim that the extremal Reissner-Nordström
solution is supersymmetric following a discussion in [49].
Let us first understand what we mean by a supersymmetric solution, and why this is inter-
esting from the perspective of looking at black hole solutions. As an analogy, let us consider the
role of Killing vector fields when finding solutions to Einstein’s equations. We understand that
Killing vector fields generate the symmetries of a spacetime. In Section 2.3.2.1, we saw that when
we imposed the maximum number of Killing vector fields to be present, the solution to Einstein’s
equations was almost totally determined. On the flip side, if we assume no symmetry properties
and look for some generic solution of Einstein’s equations, solving the field equations becomes
an incredibly difficult problem. For the black hole solutions we considered, such as the Schwarz-
schild solution and the Reissner-Nordström solution, we have that they are both static and spher-
ically symmetric and so have four Killing vectors (time-translation and spacial rotations). From
the point of view of the field equations, the symmetries which appeared in our ansatz played a
role in allowing us to find exact solutions. However, we also can learn about the solutions from
the symmetries which are broken. For the Schwarzschild solution, spacial translations are broken,
but the underlying theory itself is translation invariant. We can then understand all black holes
related by some spacelike translation as being equivalent in that they have the same energy [49].
There is a supersymmetric analogue to this, where we say a solution is supersymmetric if it is
invariant under supersymmetric transformations. We say a field configuration Φ0 is supersym-
metric if
δє(x)Φ∣Φ0 = 0. (4.1.12)
Thevariation is performedon all fieldsΦ and evaluated in the field configurationΦ0.The fermionic
parameter є(x) depends on the spacetime coordinates and is known as a Killing spinor. The
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Killing spinor equations (4.1.12) are first order equations and are generically easier to solve than
the second order Einstein’s equations. By imposing that the solution is supersymmetric, we im-
pose restrictions on the field equations which ultimately reduce the complexity of solving Ein-
stein’s equations in an analogous way as to how our Killing vector fields reduced the solution
space.Amaximally supersymmetric solution should have 4N Killing spinors and solutionswhich
break certain supersymmetries have some fractional number of Killing spinors. For spherically
symmetric, finite mass solutions of supergravity, we would expect the solutions to be BPS states.
Solutions that preserve one-half of the supersymmetries (solutions with 2N Killing spinors) are
then said to be 12 -BPS solutions.
Returning to the extremal Reissner-Nordström solution, we understand it as embedded into
N = 2 pure supergravity and so there is a maximum of eight Killing spinors. As both of the
gravitini are truncated out, the supersymmetry variation of the gauge field and graviton are trivial
as the background is bosonic. The remaining conditions come from the gravitini variations:
δєψAµ
!= 0,
which are the only variations which impose conditions on the bosonic fields. It can be shown
that by inserting in the field content of the extremal solution, there are precisely four Killing
spinors. As such, we can understand the extremal Reissner-Nordström solutions as preserving
one-half of the supersymmetries [101]. Another perspective of seeing the extremal solutions as
BPS solutions comes from the analogy of the extremal limitM = ∣Q∣ to the BPS limit ofM = ∣Z∣.
We note here that although BPS solutions are always extremal solutions, extremal solutions need
not always be BPS solutions. A common first example of this is the Kerr-Newman solution which
describes a spinning, charged black hole. Here, we find that the extremal solution is not BPS, and
the recovery of a BPS state requires ‘over rotating’ the black hole, producing a spacetime with a
naked singularity [105].
We can also understand the near-horizon geometry of the extremal solution from a new per-
spective thanks to supersymmetry. At the asymptotic distance, the spacetime is four-dimensional
Minkowski, which has eight Killing spinors for N = 2 supergravity. At the horizon, we find the
Bertotti-Robinson solution AdS2 × S2, which is a product of maximally symmetric spaces and
which also has eight Killing spinors. We then see that the extreme Reissner-Nordström solution
interpolates between two vacua ofN = 2 between the asymptotic limit and the horizon. We will
see a similar behaviour for the 12 -BPS state solutions in Section 4.5.3.
In this thesis, we are concernedwith finding non-extremal solutions, and so theKilling spinor
equations will not be appropriate for our research. However, in Chapter 6 we will take our four-
dimensional solutions and uplift them into higher dimensions. From this higher-dimensional
perspective, we will see that we can interpret the extremal limit of our solutions as intersecting
brane configurations. In Section 4.5.3 and Section 4.5.4, we will give an overview of the construc-
tion of these intersecting brane solutions, which are BPS configurations. Furthermore, in Section
7.2, we find that for our class of non-extremal solutions in six dimensions, it is possible to restrict
the integration constants in such a way that a BPS solution is recovered, despite the fact we never
enforce supersymmetry while solving the equations of motion.
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4.2 electromagnetic duality
In this section we take a brief detour to discuss electromagnetic duality and its generalisation,
which appears forN = 2 vector multiplets. This will be important to understand when studying
the thermodynamic properties of the STU model in Chapter 6, as we make use of an electric-
magnetic duality framewhere themagnetic chargesPA,A = 1, 2, 3 are replaced by electric charges
Q̃A. Additionally, find that from the perspective of the duality transformations, we are led to a
clear picture of computing the conserved charges of the gauge fields.
4.2.1 Maxwell theory
To explain the idea, we first consider a theory with a single Abelian vector field Aµ with field
strength Fµν = ∂µAν − ∂νAµ and a curved spacetime Maxwell type action6
S[A] = ∫ − 12F ∧ ⋆F . (4.2.1)
We begin our discussion writing down the field equations
∇µFµν = 0, єµνρσ∂νFρσ = 0.
The first are the Euler-Lagrange equations which can be found though varying the Lagrangian.
The second is the Bianchi identity, which is an integrability condition to ensure the presence of
the gauge potential Aµ, and doesn’t depend on the spacetime metric.
The electromagnetic duality is a symmetry of the field equations that interchanges the electric
and magnetic fields. The symmetry can be made apparent through writing down the equations
of motion in terms of differential forms
d ⋆ F = 0, dF = 0. (4.2.2)
Considering the Hodge-star, we can define a dual gauge field by
F̃ = ⋆F ,
replacing F → F̃ into the equations of motion, we find
d ⋆ F̃ = d ⋆2 F = dF = 0, dF̃ = d ⋆ F = 0,
where we have used that ⋆2 = −1 for a two-form in four-dimensional Minkowski spacetime. We
see that swapping F ↔ F̃ will leave these two equations invariant, however, their interpretation
will change. The Euler-Lagrange equations become the Bianchi identity for the dual field, ensur-
ing that F̃ = dÃ, and the Bianchi identity becomes the new Euler-Lagrange equations for an
action of the form
S[Ã] = ∫ − 12 F̃ ∧ ⋆F̃ . (4.2.3)
The electromagnetic duality is more general than the interchange of F ↔ ⋆F, and can instead
be understood as the invariance of the equations of motion under the mapping from F to some
6For a review on the form notation used here, see Appendix A.
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linear combination of F and ⋆F. Another way of thinking about this is that we are free to make
some uniform rotation under the action of Sp(2,R) ≃ SL(2,R) of the vector (F , ⋆F) [101].7 We
note here explicitly that the electromagnetic duality is not a symmetry of the Lagrangian. If we
make the substitution F → F̃ into (4.2.1), we obtain
S[A] = ∫ − 12F ∧ ⋆F ,
→ ∫ − 12 F̃ ∧ ⋆F̃ = ∫ −
1
2
⋆ F ∧ ⋆2F = ∫ 12F ∧ ⋆F ,
which we see produces a sign error. The reason that this substitution doesn’t work is that F is not
a fundamental field; the action (4.2.1) is a function of the gauge potential A, and not the gauge
field F. If we want to correctly dualise this action, we must first promote the Bianchi identity to
an equation of motion by including it into the action with a Lagrange multiplier. This process is
known as Hodge duality and in Appendix C, we offer a general discussion of this process for a
p-form in a D-dimensional spacetime.
We begin by including a three-form λ to act as a Lagrange multiplier
S[F] = ∫ − 12F ∧ ⋆F − dF ∧ ⋆λ. (4.2.4)
This allows the Bianchi identity to become an equation of motion for the Lagrange multiplier
S[⋆λ + ⋆δλ; F] = S[⋆λ; F] + ∫ −dF ∧ ⋆δλ,
0 = ∫ −dF ∧ ⋆δλ, ⇒ dF = 0.
Varying the action with respect to the field strength, we find a modified equation of motion
S[⋆λ; F + δF] = S[⋆λ, F] + ∫ −δF ∧ ⋆F − d(δF) ∧ ⋆λ,
= S[⋆λ, F] + ∫ −δF ∧ ⋆F + (δF) ∧ d ⋆ λ,
= S[⋆λ, F] + ∫ δF ∧ [− ⋆ F + d ⋆ λ] ,
⇒ ⋆F = d(⋆λ).
Collecting these together, we write down the equations of motion for the first order action as
dF = 0, ⋆F = d(⋆λ),
where we note that the original equations of motion still hold as d2 = 0. In this form, we can
perform the dualisation by making the identification
F̃ = ⋆F ,
Ã = ⋆λ ⇒ F̃ = dÃ.
(4.2.5)
If we substitute these dual fields the action (4.2.4), the resulting action is of the form
S[Ã] = ∫ − 12 F̃ ∧ ⋆F̃ F̃ = dÃ, (4.2.6)
7From the point of view of the field equations, we can actually further generalise this so the symmetries are gener-
ated by GL(2,R). Fixing the normalisation of the gauge field reduces this to SL(2,R) ≃ Sp(2,R). Once we consider
the preservation of the charge quantisation condition, there is a further restriction to Sp(2,Z).
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which preserves the duality in the equations of motion, but now also has the correct sign in the
kinetic term when compared to (4.2.3).
The electromagnetic duality also helps us define our conserved charges. Writing our field
equations as Bianchi identities:
dF̃ = 0, dF = 0, (4.2.7)
we can apply Stoke’s theorem to obtain values for the electric and magnetic charges8
Q = ∫X F̃ = ∫X ⋆F , P = ∫X F , (4.2.8)
Here we leave the codimension-two manifold generic and understand that for point-like charges
the surface X has the topology of a sphere and for solutions with planar symmetry, we take X to
be a plane. Note that for planar solutions, the integral over the plane is divergent and so we must
instead consider charge densities.The equations ofmotion and Bianchi identities, which are valid
outside charges, tell us that both F and F̃ are closed. This allows one to deform the integration
surfaces X continuously, as long as one avoids moving them through the charges. This is not a
problem for the solutions we consider, where the charges are located at singularities, which are
not included within the domain of our parameters. Often it is convenient to evaluate the charges
in a limit where X is evaluated at infinity, and this is in particular how charges are computed
throughout this thesis.
The dualisation procedure can be used to replace magnetic charges by electric charges. This
can be convenient since in a fixed duality frame electric charges are Noether charges and can cou-
ple minimally to the gauge field, whereas magnetic charges are topological and do not have local
couplings to the gauge field. For black hole thermodynamics, and in particular, the Euclidean ac-
tion formalism introduced in Section 3.6 and used in Chapter 8, we find it convenient to replace
magnetic charges by electric charges. The dual charges are found by replacing F by F̃. Using that
˜̃F = ⋆F̃ = ⋆2F = −F ,
we find
Q̃ = ∫X ˜̃F = − ∫X F = −P , (4.2.9)
P̃ = ∫X F̃ = Q. (4.2.10)
and we note that the transformation (Q,P)→ (−P ,Q) is symplectic.
Symplectic transformations As a brief review, a symplectic vector space (V ,ω) is built from
an even-dimensional vector spaceV and the symplectic form ω, which is a non-degenerate, skew-
symmetric bilinear form. Picking a basis for V , we can write ω as a matrix, which is commonly
picked to be of the form
Ω = ( 0 1n−1n 0
) .
8Note that the normalisation here matches that of the action (4.2.1) and will differ in factors from the equations
used for the charges of Reissner-Nordström solution in Section 3.3.3, and also the STUmodel calculations performed
in Section 8.4.1. Unfortunately, different models discussed within the thesis have different natural normalisations, so
this mismatch is somewhat unavoidable.
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A symplectic transformation is a linearmap L ∶ V → V such that the symplectic form is preserved
ω(Lu, Lv) = ω(u, v).
In a basis, this is the same as the requirement that a matrix M obeys MTΩM = Ω, and a matrix
which obeys this relationship is said to be a symplectic matrix. The symplectic group Sp(2n) ⊂
GL(2n) is the group of symplectic matrices. Later, when discussing the c-map in Section 4.4, we
will show the real formulation of special geometry allows us to write our N = 2 supergravity
theory in a symplectically covariant manner. For more details, we refer to [106].
4.2.2 N = 2 vector multiplets




IIJF IµνF J∣µν +
1
4
RIJF Iµν ⋆ F J∣µν . (4.2.11)
which appears as the gauge field contribution from the nV vector multiplets in the bosonic field
content ofN = 2 supergravity (4.1.4).The coupling matricesRIJ and IIJ depend on the complex
scalar fields XI and are completely determined by the form of the prepotential.
In order to discuss the underlying symplectic duality, let us first decompose the gauge fields
into their selfdual and anti-selfdual components









which are related by











(F Iµν ± i ⋆ F Iµν) .




(F+∣ INIJF+∣ J − F−∣ IN̄IJF−∣ J) ,
where we do not include the spacetime indices for cosmetic reasons.
The field equations of this Lagrangian are given by
d (NIJ ⋆ F+∣ J − N̄IJ ⋆ F−∣ J) = 0, dF I = 0.
Decomposing the Bianchi identities into selfdual and anti-selfdual components, we can write it
into the form
d (⋆F+∣ I − ⋆F−∣ I) = 0.






such that the field equations of the theory are in the form
d (⋆G+∣ I − ⋆G−∣ I) = 0, d (⋆F+∣ I − ⋆F−∣ I) = 0.
As with the Maxwell example, the field equations are not simply invariant on the interchange


























) , O ∈ GL(2nV + 2,R).
However, in order to ensure that the Euler-Lagrange equations descend from some Lagrangian
after rotation, the group is restricted to Sp(2nV +2,R).9We can realise this restriction by looking
at how the gauge coupling transforms under action of O and the restrictions we must place to
preserve its symmetry. The gauge coupling transforms fractionally linearly [107]
NIJ → (V KI NKL +WIL)[(U + ZN )−1]LJ .
Imposing thatNIJ = NJI restricts the sub-matrices
UTW −WTU = 0, UTV −WTZ = 1n ,
ZTV − VTZ = 0,
which are precisely the relations which define an element of the symplectic group.
We note that this transformation acts continuously, but once charge quantisation is taken
into account it is broken to a discrete subgroup Sp(2nV + 2,Z). As the vector is covariant under
symplectic transformations, we say that (F±∣ IG±J )T is a symplectic vector. Within the context
of N = 2 supergravity, there is another symplectic vector of the form (XI , FI)T , where to be
precise, we remind the reader FI = ∂IF is the derivative of the prepotential. This duality for the
complex scalar and (the derivative of) the prepotential leads to the equivalence of various theories
built from prepotentials of different forms [107]. For more details on how various pieces of the
N = 2 Lagrangian transform under the action of the symplectic group, we refer to [108]. A totally
comprehensive review of these duality rotations within the context ofN = 2 supergravity can be
found in [53].
Let us now consider this duality with a concrete example which we will use in later calcula-
tions for the thermodynamics in Chapter 8. In the planar solutions of the STU model we derive
in Chapter 6, we make restrictions on the field configurations to allow for exact solutions to the
differential equations. As a consequence, we find that the coupling matrices are restricted by
RIJ = 0 and the remaining coupling matrix IIJ is diagonal. Let us now consider the duality dis-
cussed above in this restricted case. Under these assumptions, the Lagrangian (4.2.11) simplifies
into the form








9To be more precise, preservation of a Lagrangian formulation reduces from GL(2nV + 2,R)→ Sp(2nV + 2,R)×
R2nV+2 and we fix the scalings by setting the normalisation of the gauge fields.
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where we remind the reader that the STU model is built from nV = 3 vector multiplets. This
amounts to (3+1) copies of the type of vector field Lagrangian we have considered in theMaxwell
example, but now the gauge field appears with a coupling which is spacetime dependent.
The symplectic transformation in this special case becomes an exchange of the electric and
magnetic fields while additionally inverting the coupling. To demonstrate this, let us return to
the single Abelian vector field example
S[A] = ∫ − 12g2 F ∧ ⋆F , (4.2.13)
but now we include an explicit coupling g which is allowed to depend on the spacetime coor-
dinates. Terms like this commonly appear in the study of black holes in supergravity, where the
gauge field is coupled to a dilaton such that the coupling is g2 = eαϕ [109, 110]. For our case when
considering theN = 2 vector multiplets, we would take g−2 = −III , where the additional minus
sign appears as IIJ is negative-definite. The field equations of (4.2.13) take the form
d ( 1
g2
⋆ F) = 0, dF = 0. (4.2.14)




Substituting F as a function of F̃ into the field equations with the relationship
F = −g2 ⋆ F̃ ,
gives the following set of field equations for the dual field
d ( 1
g2
⋆ F) = −d (⋆2F̃) = dF̃ = 0,
dF = d (−g2 ⋆ F̃) = 0.
We can make these equations appear more symmetric with the original pair though introducing
a dual coupling g−1 = g̃ such that the field equations can be written as
dF = 0 ⇔ d ( 1
g̃2
⋆ F̃) , d ( 1
g2
⋆ F) = 0 ⇔ dF̃ = 0.
We can thus understand this dualisation procedure as exchanging the Euler-Lagrange equations
and the Bianchi identity with the additional constraint that the gauge coupling is inverted. For
the dual field, the Bianchi identity ensures that F̃ = dÃ and the new Euler-Lagrange equations
exist as the equations of motion for a dual action
S[Ã] = ∫ − 12g̃2 F̃ ∧ ⋆F̃ . (4.2.15)
Theprocess of dualising the action (4.2.13) into (4.2.15) follows the steps outlined for theMaxwell
theory, where one must promote the Bianchi identity to an equation of motion through intro-
ducing a Lagrange multiplier. This is carried out in full detail in Appendix C for a p-form kinetic
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term in D dimensions. Applying this procedure to (4.2.12), where it is understood that FA are
magnetically charged, we can write down the Hodge dualised action that is purely electric










where we draw attention to the inversion of the couplings IAA → IAA.
Again, considering the Bianchi identities of the gauge field and its dual, we can compute the
conserved charges. The electric and magnetic charges are given by
Q = ∫X F̃ = ∫X
1
g2
⋆ F , P = ∫X F . (4.2.16)
where we now see that the electric charge appears with the coupling. Returning to our concrete
example, before dualisation we have the electric and magnetic charges: (Q0,PA). We can map
these to be purely electric charges: (Q0, Q̃A), where Q̃A = −PA with the above duality map. We
can compute the value of the conserved charges with the following integrals
Q0 = ∫X F̃0 = ∫X ⋆ (−I00F0) , (4.2.17)
Q̃A = − ∫X FA = ∫X ⋆ (−IAAF̃A) . (4.2.18)
4.3 dimensional reduction
In this section, we review the procedure of dimensional reduction. We will use dimensional re-
duction as a tool at several points within this thesis, using it to better understand the structure
of our supergravity solutions, and as a method to simplify the equations of motion while find-
ing solutions to gravitational systems. In Section 4.3.1, we give a brief discussion of the history
of dimensional reduction to allow a physical perspective of the subsequent calculations. In Sec-
tion 4.3.2, we give a prescription of how to dimensionally reduce a generic (D + 1)-dimensional
Lagrangian, which is suitable for the application of the various models we consider. Finally, in
Section 4.3.3 we give a worked example of the dimensional reduction of the STUmodel from six
to four dimensions, following [111]. Later, while discussing the c-map in Section 4.4, we will see
a second example of dimensional reduction as we compactifyN = 2 supergravity coupled to nV
vector multiplets from four to three dimensions, following [31, 112].
4.3.1 Kaluza-Klein reduction
Dimensional reduction first appeared when Kaluza [113] suggested to Einstein that one could
unify electromagnetism with gravity by considering a five-dimensional spacetime. In essence,
Kaluza’s suggestion was to study a five-dimensional metric where the electromagnetic gauge po-
tential appears as components of the metric. By ensuring that this metric also contained a four-
dimensional subspace that described the physical spacetime we experience, Kaluza aimed to ge-
ometrically capture both electromagnetism and gravity within a single tensor. Years later, Klein
noticed that if this extra fifth dimension was small and compact, this five-dimensional spacetime
effectively reduces to four-dimensional gravity coupled to electromagnetism [114].
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In essence, the Kaluza-Klein reduction assumes a cylindrical condition, where the higher-
dimensional spacetime is assumed to have the formM5 = S1 ×M4, with one compact coordinate
wrapped into a tight circle
x0 ≃ x0 + 2πL.
This periodicity allows us to interpret this compactification coordinate as an angular coordinate,
and we understand L as the radius of circle we compactify over.
For the following discussion, we will assume we are working with a spacetime of dimension
(D + 1), with coordinates x µ̂, where µ̂ = {0, . . . ,D}, and our compact coordinate is x0. Let us
study how this identification effects a scalar fieldΦ(x µ̂). We can make the Fourier expansion for
the field




In this form, we find the so-called Kaluza-Klein tower of an infinite number of D-dimensional
fields ϕn(xµ), with masses ∣n∣L . Klein’s ‘cylinder condition’ is to truncate out every mode except
the massless mode ϕ0, by assuming that the radius of the circle is very very small.This truncation
happens as when the radius shrinks, themasses of themassivemodes grow. As themassivemodes
then exist at energy levels far above the effective field theories we compactify over, they are safely
ignored. It is this procedure of keeping only the massless modes in a Fourier expansion which we
define as the Kaluza-Klein reduction. In Section 4.3.2, this procedure is carried out for a general
Lagrangian containing the Einstein-Hilbert and gauge field contribution.
Reducing pure gravity from five to four dimensions produces a Lagrangian of the following
form









which seems to be an incredible result (see Section 4.3.2 for the reduction formula). Both grav-
ity and electromagnetism come falling out of a five dimensional theory, with the field strength
F = dV behaving as we would expect a U(1) gauge field to [115]. Although mathematically ele-
gant, the physical motivation of describing gravity and electromagnetism together using a fifth,
compact dimension was questioned. Firstly, although the field content is the same, the equations
of motion in five dimensions include the further constraint [116]
R̂00 = 0 ⇒ FµνFµν = 0.
It is only after setting this that we obtain the equations of motion we saw in Equation (2.3.1)
through considering R0µ = 0 and Rµν = 0. We cannot say Einstein-Maxwell theory is a consistent
truncation of five-dimensional pure gravity without ignoring part of the five-dimensional equa-
tions of motion. We must also ask where the motivation for this additional dimension comes
from. The cylindrical condition imposes that our physical fields are independent of this extra
coordinate, and so it appears in Kaluza-Klein theory as a spectator or mathematical oddity.
These criticisms resulted in Kaluza-Klein compactification not being considered seriously as
a unification tool or a description of ‘real-world’ physics. However, years later within the con-
text of higher-dimensional supergravity and the various superstring theories in ten dimensions,
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dimensional compactification came back into focus. We will discuss this with more context in
Section 4.5.
In our work, we will not be concerned with phenomenological questions, but instead we will
use dimensional compactification as a tool to solve equations of motion in Chapter 6 and as a
way to understand our four-dimensional solutions as brane configuration in Chapter 7. The fact
remains though, that if we hope to see a stringy understanding of quantum gravity, somewhere
along the way we’ll need to find a consistent way to tie up all the extra dimensions.
As a closing remark, in this thesis we will only be concerned with reductions over the circle S1
or tori Tn (which is n repeated reductions over S1). However, the compact, internal manifold can
have a much richer structure. We will not be employing any of these generalisations, but include
suitable references for further reading. Performing a Kaluza-Klein reduction over the sphere, one
obtains a reduced theory containing Yang-Mills gauge fields [117]. In the context of supergrav-
ity, compact manifolds of special holonomy are reduced over to break supersymmetry, see for
example Calabi-Yau reductions [118, 119, 120] which produce N = 2 supergravity solutions in
four dimensions, reducing the total number of supercharges by three-quarters. Rather than com-
pactifying over manifolds, another method to break supersymmetry comes from reducing over
orbifolds [121], or orientifolds [122]. The Scherk-Schwarz reduction [123] is a generalisation of
the Kaluza-Klein reduction where the assumption that the lower-dimensional fields are indepen-
dent of the internal coordinates is relaxed. One application for the Scherk-Schwarz reduction is
to produced gauged supergravity in lower dimensions [124, 125].
4.3.2 Dimensional reduction formulae
In this section, we give the result of the Kaluza-Klein reduction of a generic model containing
contributions from an Einstein-Hilbert term and a gauge field term. The results will be stated
without proof, and are included as a reference for when we perform reductions within the thesis.
A wealth of good references exist with explicit computations such as [112, 115, 117, 126].
Thefirst step in the reduction is tomake theKaluza-Klein ansatz for themetric tensor, suitable
for the reduction over the circle
ds2D+1 = −єe2βϕ(dx0 + Vµdxµ)2 + e−2αϕds2D , (4.3.1)
where x0 is the compact direction, ϕ is the Kaluza-Klein scalar and Vµ is the Kaluza-Klein vector.
The constants, α and β, are set by requiring that the Einstein-Hilbert part of the action reduces
in the so-called ‘Einstein-frame’, in which the Ricci scalar has no coupling with the Kaluza-Klein
scalar, and the kinetic term for the Kaluza-Klein scalar has a factor of − 12 .
10 This is done through
picking
α2 = 1
2(D − 1)(D − 2)
, β = (D − 2)α.
10A common technique is to set α = 0 and β = 1 to simplify the equations during the reduction.The Einstein-frame
can then be recovered after a conformal transformation. An alternative choice is called the ‘string frame’, where α, β
are picked so the Ricci scalar has a factor of e−2ϕ .
supergravity and higher dimensions 119
The constant є is used to allow us to express the reduction over x0 of arbitrary signature, where
є =
⎧⎪⎪⎨⎪⎪⎩
−1 if x0 is spacelike,
1 if x0 is timelike,
such that the signature of the (D + 1)-dimensional metric is
{−є− . . .−
´¹¹¹¹¸¹¹¹¹¶
t−times
+ . . .+}.
This allows us to consider the Kaluza-Klein reduction over both timelike and spacelike dimen-
sions. Generally, the coordinate is assumed to be spacelike and we reduce from one Minkowski
theory to another. However, reducing over timelike coordinates and considering the resulting
Euclidean theory has a wealth of applications too. One that we focus on in particular is the time-
like reduction ofN = 2 supergravity from four to three dimensions in the context of the c-map,
which is discussed properly in Section 4.4, and used in Chapter 6 to obtain non-extremal, pla-
nar symmetric solutions to the STUmodel. More generally, for a review of special geometry and
Euclidean supergravity see [32, 100, 127, 128].
In the following, we will denote (D + 1)-dimensional fields with a hat, and the (D + 1)-
dimensional indices count from µ̂ = {0, . . . ,D}, whereas the unhatted will not include the com-
pact dimension: µ = {1, . . . ,D}. When written in form notation, we will use the Hodge-star
operator, which is also dimension-dependent; however, we do not include hats and instead un-
derstand the Hodge operator from context.
We begin with a generic (D + 1)-dimensional Lagrangian containing the Einstein-Hilbert
term, and a gauge contribution from a p-form





Using the following identities
⋆A∧ B = 1
p!
Aµ1 ...µpB
µ1 ...µp ⋆ 1, ⋆1 =
√
−ĝdD+1x ,
for some p-forms A, B, we can write Lagrangian using differential forms





F̂p ∧ ⋆F̂p ,
for more discussion on form notation, see Appendix A. Note that the p-form is assumed to be
exact: F = dAp−1 for some gauge potential Ap−1.
Commonly we consider Lagrangians which also contain a scalar kinetic term, however, the
Kaluza-Klein reduction of this term is trivial. We replace a derivative over (D + 1) dimensions
with the derivative over the remaining D dimensions
∂ µ̂ϕ∂ µ̂ϕ → ∂µϕ∂µϕ.
Note that in form notation, this is dϕ ∧ ⋆dϕ → dϕ ∧ ⋆dϕ.
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We can break the reduction down into two parts. Starting with the Einstein-Hilbert term, it
is found that the Ricci scalar reduces as







⋆ R − 1
2






2 ϕdV ∧ ⋆dV] .
(4.3.2)
We see that from the (D + 1)-dimensional Ricci scalar, the resulting D-dimensional spacetime
has contributions from a D-dimensional Ricci scalar, as well as a scalar kinetic term from the
Kaluza-Klein scalar and a gauge field contribution from the two-form dV , due to the Kaluza-
Klein vector.
The reduction of a p-form gauge field contribution is given by







Fp−1 ∧ ⋆Fp−1 − єeβϕ
1
2
(Fp − V ∧ Fp−1) ∧ ⋆(Fp − V ∧ Fp−1)] ,
where we do not substitute in the values for α, β to make this easier on the eye. We can simplify
this slightly, by defining a new gauge potential
Bp−1 = Ap−1 − V ∧ Ap−2, Gp = dBp−1,
allowing us to write down the Kaluza-Klein reduction of a p-form as
SF2p = ∫MD [−єe
(2p−2)αϕ 1
2
Gp ∧ ⋆Gp − e2(p−D)αϕ
1
2
Fp−1 ∧ ⋆Fp−1] . (4.3.3)
In short, the Kaluza-Klein reduction of a p-form in (D + 1) dimensions produces an action in D
dimensions including both a p-form and a (p − 1)-form. In the special case where we reduce a
two-form gauge field with potential Â µ̂, we obtain a gauge field term for Aµ, and a scalar kinetic
term for A0.
One-piece we do not consider here in full generality is the dimensional reduction of topologi-
cal terms arising from the gauge fields.The form of the topological term (and hence its reduction)
is dependent on the values of both p and D and so is hard to discuss generically. However, we
will reduce a four-dimensional topological term built from a two-form in Section 4.4, which we
now outline.
When (D + 1) is even and the gauge field present is a (p + 1)-form, and p + 1 = D+12 is also
even, there can be a topological term
Ŝtop = ∫ 12dÂp ∧ dÂp .
Decomposing the gauge field dÂp, we can write it as
dÂp = dAp + dx0 ∧ dAp−1.
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Expanding this relation in the topological term
Ŝtop = ∫ 12(dAp + dx0 ∧ dAp−1) ∧ (dAp + dx0 ∧ dAp−1),
= 1
2 ∫ dAp ∧ dx0 ∧ dAp−1 + dx0 ∧ dAp−1 ∧ dAp ,
= 1
2 ∫ (−)p+1dx0 ∧ dAp ∧ dAp−1 + (−)p(p+1)dx0 ∧ dAp ∧ dAp−1,
= ∫ dx0 ∧ dAp ∧ dAp−1.
Integrating we obtain the reduced term in D dimensions
Stop = ∫ dAp ∧ dAp−1.
The case we consider in the c-map in Section 4.4 is when D = 3 and p = 1.
Written with Lorentz indices expanded, we can collect the Ricci scalar and gauge kinetic term
computations to write a D-dimensional action after reduction. Here we make the choice p = 2,
as this will be the most common choice throughout the thesis

























where Vµν is the field strength from the Kaluza-Klein vector, and χ = A0 is a scalar field, where
we decompose the gauge potential as Â = χdx0+Aµdxµ. The explicit form of the new gauge field
is
Gµν = Fµν − 2V[µ∂ν]χ.
4.3.3 Dimensional reduction ofN = 1, 6D supergravity
As a concrete example of Kaluza-Klein compactification, we now perform the reduction ofN = 1,
six-dimensional supergravity coupled to tensor multiplets over T2 = S1 × S1 [129, 104]. This
reduction produces a four-dimensional theory with theN = 2 supergravity multiplet, and three
vector multiplets. As discussed, this is the STU model which is the focus of Chapter 6.
4.3.3.1 Reduction from six to five dimensions
The action forN = 1, six-dimensional supergravity coupled to one tensor multiplet is [104]





2ϕH µ̂ν̂ρ̂Ĥ µ̂ν̂ρ̂) . (4.3.4)
Where ϕ is the dilaton, and Ĥ µ̂ν̂ρ̂ is a three-form field strength Ĥ = dB̂. To perform the reduction,
we make the ansatz
ds26 = e2βσ(dz6 + Ã1)2 + e−2ασds25 , (4.3.5)
wherewe reduce over the compact, spacelike coordinate z6, theKaluza-Klein scalar is represented
by σ , to differentiate it from the dilaton appearing in (4.3.4), and theKaluza-Klein vector is labeled
Ã1 = (Ã1)µdxµ.
122 dimensional reduction
Referring to the above equations, setting D = 5 in (4.3.2), the Ricci scalar and dilaton terms
reduce to










where we use F̃1 = dÃ1, and we will use F2 = FµνFµν throughout this reduction to reduce the
number of indices in our expressions.
The gauge term can be computed with (4.3.3), setting D = 5 and p = 3 to find













where we denote the (p− 1)-form F̃2 = dÃ2, and the p-form asH = H− F̃2∧ Ã1. Before reducing
this five-dimensional solution, we can do some book-keeping to simplify the above expression.
As we are in five dimensions, a three-form is Hodge-dual to a two-form. Performing the Hodge







Inserting this into the above action we find we can write



























which are subject to the constraint h1h2h3 = 1, maintaining the degrees of freedom captured by

















Squaring and summing, we see that we can write the kinetic term for the scalar fields ϕ, σ in
terms of hi :





which in form notation is given by




⋆dhi ∧ dh i
(hi)2
. (4.3.6)
Written using the scalars hi , the five-dimensional action simplifies into the form


















(dhi ∧ ⋆dhi + F̃i ∧ ⋆F̃i) .
As a consistency check, we can compare this action with the one derived in [100] and see that the








where we use Fi for the notation of the gauge fields appearing in Equation (6.2) of [100].
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4.3.3.2 Reduction from five to four dimensions
We are now in a position to reduce the five-dimensional action to four dimensions. We re-write
the action, where we now include hats on the five-dimensional fields, ready to reduce to four
dimensions























We begin through making the ansatz
ds24 = e2βλ(dz5 + Ã4)2 + e−2αλds24, (4.3.8)
where we are reducing over a spacelike coordinate dz5, the Kaluza-Klein scalar is denoted with a
λ to keep it distinct from the previous ones, and the Kaluza-Klein vector is denoted Ã4.
Using (4.3.2) with D = 4, we find that the Einstein-Hilbert reduces to






where we write the field strength of the Kaluza-Klein vector as F̃4 = dÃ4. We can consider all
three gauge field reductions simultaneously, and using (4.3.3), with D = 4 and p = 2 we find that
ˆ̃Fi ∧ ⋆ ˆ̃Fi → e
λ√
3 F̃i ∧ ⋆F̃i + e
− 2λ√
3 d χi ∧ ⋆d χi , F̃i = dÃi ,
where the five-dimensional vectorsAi have been reduced to the pair of four-dimensional vectors
Ãi and a scalars χi .






















which, after doing so allows us to write the Lagrangian in the following form:
S4D = ∫ d4x√−g [R − 12(dϕi ∧ ⋆dϕi + e2ϕ id χi ∧ ⋆d χi) −
1
2
e−ϕ1−ϕ2−ϕ3 (F̃4 ∧ ⋆F̃0 + e2ϕ i F̃i ∧ ⋆F̃i)] .
We will return to this reduction process in Chapter 7.1 when we perform the uplift of a four-
dimensional solution to five, and then six dimensions. During these calculations, we will work
under an additional assumption which we call the ‘purely imaginary condition’.This is equivalent
to the condition χi = 0,11 and so under these conditions, the four-dimensional action further
simplifies into the form
S4D = ∫ d4x√−g (−R − 12(dϕi ∧ ⋆dϕi) −
1
2
e−ϕ1−ϕ2−ϕ3 (F̃4 ∧ ⋆F̃4 + e2ϕ i F̃i ∧ ⋆F̃i)) . (4.3.9)
11These scalar fields are sometimes referred to as axions, and the ‘purely imaginary condition’, is sometimes also
known as the ‘axion free condition’
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A note on transgression terms
Before we conclude this section, we make a note on an omission we have made during our calcu-
lations. In the Hodge dualisation of the three-form in five dimensions, an additional topological
term appears in the five-dimensional action:
Stop = ∫ d5x F̃2 ∧ F̃3 ∧ Ã1. (4.3.10)
The appearance of topological terms after Hodge dualisation is explained in the general case in
Appendix C. When performing the dimensional reduction from five to four dimensions, if the
topological term (4.3.10) is also reduced, the gauge fields in the four-dimensional theory are
modified by the so-called transgression terms. For the reduction of a p-form, all transgression
terms are proportional to the resulting (p − 1)-form.
For this current reduction, the modification of the gauge field terms is given precisely in
[130, 131], where they also include the resulting four-dimensional topological term
Stop = ∫ d4x χ1 (F1 ∧ F4 + F2 ∧ F3) ,
which also arises from the reduction of (4.3.10). The reason we do not include the topological
terms in the computations of this section is that we are interested in the results of this calculation
in the application of Chapter 6, where we demand that χi = 0. As all the modifications to the
two-forms in four dimensions are proportional to χi (as well as the four-dimensional topological
term itself), we effectively set to zero all contributions from the dimensional reduction of the
topological term. Thus, we find that it is sufficient to ignore them in favour of computational
clarity in this example.
4.4 the c-map
In this section, we use a Kaluza-Klein reduction to dimensionally reduce N = 2 supergravity
coupled to nV vector multiplets in four dimensions, producing a theory described by nH = nV +1
hypermultiplets coupled toN = 2 supergravity in three dimensions [132].Thismapping between
the target spaces of the four and three-dimensional theories is known as the c-map. In particular,
we use that in three dimensions it is possible to dualise vector fields into scalar fields, leading to
a simplification of the equations of motion for the solutions considered in Section 6.2.
We follow the work of [31, 32], which developed the c-map through introducing a new for-
mulation in terms of special real coordinates and the corresponding Hesse potential; the develop-
ment of which led to a series of publications [28, 31, 33, 34] on the construction of non-extremal,
stationary solutions in theories of four-dimensional N = 2 vector multiplets coupled to gauged
and ungauged supergravity. It was this work that we continued in [39] which led to the cosmo-
logical solutions ofN = 2 supergravity we present in Chapter 6.
4.4.1 Dimensional reduction
We begin with the four-dimensional Lagrangian for N = 2 supergravity coupled to nV vector
multiplets, described in Section 4.1. We note that this Lagrangian can be obtained from the re-
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duction of type II theories over a Calabi-Yau manifold [119], or heterotic theories compactified
over K3 × T2 [120, 133]. We rewrite the Lagrangian with our four-dimensional field content,
which will be denoted by a hat, as will the spacetime indices: µ̂ ∈ {0, 1, 2, 3}.
e−14 L4 = −
1
2
R̂4 − gAB̄(z, z̄)∂ µ̂z
A∂ µ̂ z̄B̄ + 1
4




˜̂F J∣µ̂ν̂ . (4.4.1)
Note that, in our conventions, gAB̄ is positive-definite and IIJ is negative-definite.
Rather than working with the scalar fields zA, we choose to work with special coordinates XI ,
which introduces symplectic covariance of the field equations. As explained in Section 4.1.2, the
coordinates XI live in a larger ambient space which introduces gauge freedoms that will need to
be fixed. To return back to the physical hypersurface, parameterised by zA, we must fix both the
dilatations and the U(1) phase transformations [33].
The dilatations can be broken through imposing the D-gauge
− i(XI F̄I − FI X̄I) = 1. (4.4.2)
Fixing the U(1) phase transformation necessarily breaks the symplectic covariance, and so we
choose to leave U(1) symmetry of the special coordinates until we have solved the equations of
motion. For more details on this we refer to [31, 112].
In Chapter 6, the gauge condition is fixed while imposing the ‘purely imaginary’ field con-
figuration, which are a set of conditions for the physical fields. The presence of the U(1) gauge
symmetry means that when counting the independent degrees of freedom, it is important that
we realise that one of the relations within the set is not a condition of physical fields, but rather a
gauge fixing. Any condition which is not U(1) invariant would be suitable, however, convention-
ally and within this thesis we identify the condition
Im(X0) = 0,
as the gauge fixing relation. The ‘purely imaginary’ condition will be discussed in more detail in
Section 6.1.2 from the context of finding solutions to the equations of motion.
The map from the generic (inhomogenous) coordinates zA to homogenous coordinates XI
in the Lagrangian is induced by the following transformation
ḡAB̄(z, z̄)∂ µ̂z
A∂ µ̂ z̄B̄ → gI J̄(X , X̄)∂ µ̂X
I∂ µ̂ X̄ J̄ . (4.4.3)
where we have used that gI J̄ has a two-dimensional kernel, so that the number of independent
degrees of freedom remains the same.12 Rewriting the Lagrangian (4.4.1) in terms of the special
coordinates
e−14 L4 = −
1
2
R̂4 − gI J̄(X , X̄)∂ µ̂X
I∂ µ̂ X̄ J̄ + 1
4




˜̂F J∣µ̂ν̂ . (4.4.4)
Althoughwewill only need the reduction over a timelike circle in Section 6.1.1, in this section,
we follow thework of [31] and allow for the dimensional reduction of (4.4.1) over either a timelike
or spacelike direction. We do this as explained in Section 4.3.2, by introducing factors of є.
12The two-dimensional kernel descending from the scale and U(1) invariance of the superconformal theory.
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We impose an ansatz on our four-dimensional solution such that the metric can be decom-
posed into the appropriate form to allow the standard Kaluza-Klein dimensional reduction
ds24 = −єeϕ(dy + Vµdxµ)2 + e−ϕds23 . (4.4.5)
As we are in (D + 1) = 4 dimensions, α = β = 12 , and ϕ,Vµ are the Kaluza-Klein scalar and vector
respectively.
Under this assumption, the gauge fields ÂIµ̂ decompose into
ÂI = ζ Idy + (AIµ − ζ IVµ)dxµ ,
where ÂIy = ζ I , and we include ζ IVµ to eliminate ‘naked’ vector potentials, allowing us to write
everything in terms of gauge invariant field strengths [32].
Performing the reduction of (4.4.1) using the rules described in Section 4.3.2, the three-














eϕIIJ(F Iµν + ζ IVµν)(F J∣µν + ζ JV µν)
− 1
2
єe−ϕIIJ∂µζ I∂µζ J −
1
2
єεµνρRIJ(F Iµν + ζ IVµν)∂ρζ J .
(4.4.6)
The first line comes from the reduction of the Einstein-Hilbert and scalar kinetic terms, the re-
mainder of the Lagrangian comes from the reduction of the vector fields.
A great benefit of working in three dimensions, is that we are able to simplify the Lagrangian
through the dualisation of the vector fields (AI ,V) into scalar fields (ζ̃I , ϕ̃). We can write down




єεµνρ(F Iµν∂ρ ζ̃I − Vµν∂ρ(ϕ̃ −
1
2
ζ I ζ̃I)). (4.4.7)
We can then eliminate the vector terms through computing their equations of motion from the
new Lagrangian L̃3 = L3 +LLm. The resulting computation allows us to write the vector terms as
functions of the scalars
Vµν = 2e−2ϕεµνρ(∂ρ ϕ̃ +
1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)),
F Iµν = λe−ϕI IJєεµνρ [∂ρ ζ̃J −RJK∂ρζK] − ζ IVµν .
(4.4.8)







∂µϕ∂µϕ − gI J̄∂µX
I∂µ X̄ J̄
− e−2ϕ [∂ρ ϕ̃ + 1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)] [∂ρ ϕ̃ +
1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)]
− є
2
e−ϕ [IIJ∂µζ I∂µζ J + I IJ (∂ρ ζ̃I −RIM∂ρζM) (∂ρ ζ̃J −RJN∂ρζN)] ,
(4.4.9)
where we have dropped the tilde overL3 as we will no longer work with the previous Lagrangian.
We relegate some additional computational details into Appendix D.
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This Lagrangian is of the standard form often found in the literature [132], however, in [31]
it is explained that inspired by the r-map13 [100], it is favourable to perform a field redefinition
through scaling the complex coordinates
Y I ∶= eϕ/2XI . (4.4.10)
In these new variables, the D-gauge becomes an expression relating the Kaluza-Klein scalar to
our new scalar fields
− i(Y I F̄Ī − FIȲ
Ī) = eϕ . (4.4.11)
The matrix gI J̄ is homogenous of degree two and so transforms as
gI J̄(X , X̄) = e
ϕgI J̄(Y , Ȳ). (4.4.12)
The coupling matricesRIJ and IIJ are homogenous of degree zero and so
IIJ(X , X̄) = IIJ(Y , Ȳ), RIJ(X , X̄) =RIJ(Y , Ȳ). (4.4.13)
With all of this taken into account, the Lagrangian (4.4.9) is now of the form
e−13 L3 = −
1
2
R3 − gI J̄(Y , Ȳ)∂µY
I∂µȲ J − 1
4
∂µϕ∂µϕ
− e−2ϕ [∂ρ ϕ̃ + 1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)] [∂ρ ϕ̃ +
1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)]
− є
2
e−ϕ [IIJ∂µζ I∂µζ J + I IJ (∂ρ ζ̃I −RIM∂ρζM) (∂ρ ζ̃J −RJN∂ρζN)] .
(4.4.14)
4.4.2 Special real formulation
Wewill nowwrite the Lagrangian (4.4.14) using special real coordinates.These calculations follow
[31]. We decompose the complex coordinate Y I and the derivative of the prepotential as
Y I = x I + iuI(x , y),
FI = yI + ivI(x , y),
(4.4.15)










whereH(qa) is theHesse potential and we can relate the Hesse metric to the Kähler metric by the
relationship
g = Re (NIJdY I ⊗ dȲ J̄) = Habqa ⊗ qb .
13The r-map can be understood in analogy to the c-map, where instead a five-dimensional supergravity theory
coupled to nv vector multiplets is dimensionally reduced to four dimensions.
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TheHesse potential itself is related to the holomorphic prepotential by a Legendre transformation
replacing uI with yI as independent variables [134]:
H(x , y) = 2ImF(x , y) − 2yIuI(x , y),
= i
2




The D-gauge written in terms of the rescaled real scalar fields takes the simple form of
−2H(qa) = eϕ .
We now briefly discuss two additional metric tensors which appear in the following compu-
tations. In Section 4.1.2 we wrote down an additional Kähler potential by taking the logarithm
of the Kähler potential of the corresponding superconformal theory. In a similar way, we define
a new Hesse potential by






The tensor H̃ab is a non-degenerate rank two tensor field and as such can be interpreted as a new




where the dual coordinate qa has been defined as:







( vI−uI) . (4.4.17)
This definition implies the following relations
qa = −H̃abqb ⇒ qa = −H̃abqb , ∂µqa = H̃ab∂µqb , (4.4.18)
where we have used that H̃a is homogeneous of degree -1 and then an application of the chain
rule in the second relation.We can use H̃ab to lower themetric index in ∂µ q̂a to obtain a covector
field
∂µ q̂a ∶= H̃ab∂q̂b . (4.4.19)
The second additional metric comes from considering the vector field coupling. We can ex-




−I−1R I−1 ) . (4.4.20)
This matrix appears as the coupling matrix of the vector kinetic terms after dimensional reduc-
tion, and we find that this particular expression simplifies our work and is preferable to rewriting
RIJ and IIJ themselves.
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We now turn to writing the Lagrangian (4.4.14) in terms of our special real coordinates. We
outline some steps and refer to [31, 112] for an in-depth discussion.The Kaluza-Klein scalar can
be written in terms of the Hesse potential
eϕ = −i(Y I F̄Ī − FIȲ
Ī) = −2H, (4.4.22)
and the scalar kinetic term is found to be [31]
gI J̄dY








(Ωacqc)(Ωbdqd)] dqadqb . (4.4.23)
Using that





















HaHb] ∂µqa∂µqb . (4.4.26)
We are now left to rewrite the terms arising from the gauge fields. We can do this elegantly







which can be related to the physical field strengths by
∂µζ I = F̂ Iµ0, ∂µ ζ̃I = ĜI∣µ0. (4.4.28)
With a bit of algebraic work, we are able to rewrite gauge field terms as
− є
2
e−ϕ[IIJ∂µζ I∂µζ J + I IJ(∂µ ζ̃I −RIK∂µζK)(∂µ ζ̃J −RJL∂µζL)]
= є
2
Ĥab∂µ q̂a∂µ q̂b .
(4.4.29)













(Ωacqc)(Ωbdqd)] ∂µ q̂a∂µ q̂b . (4.4.30)
Piecing together equations (4.4.23), (4.4.26) and (4.4.30)we canwrite down the three-dimensional
Lagrangian in terms of the special real coordinates and the Hesse potential























130 supergravity in higher dimensions
Lastly we simplify this by reintroducing the function H̃ and its corresponding metric H̃ab [31]
e−13 L3 = −
1
2














4.5 supergravity in higher dimensions
In this section, we give a limited introduction to supergravity in higher dimensions, effective to
describe p-branes and their relationship to black hole solutions.This is a vast topicwhich deserves
much more space than we give to it, and so we begin with a few references for a reader interested
in the topic. A comprehensive overview is given in [136], which covers everything and more of
what we hope to describe. Marolf has a chapter in [137] which is focused on how p-branes give
rise to black hole solutions and is particularly readable. Duff has some TASI lecture notes on
brane solutions from the perspective of AdS/CFT research [138]. Additional TASI lectures by
Peet [139] and a review from ICTP by Stelle [140] are based on BPS solutions and black holes
from the perspective of string theory. Duff ’s article ‘Formally known as strings’ offers a historical
perspective on the history of higher-dimensional supergravity and its relationship to M-theory
[141].
This section first introduces supergravity in eleven dimensions and its relationship to string
theory andM-theory. We then discuss the fundamental objects known as p-branes, which gener-
alise the notion of the charged particle in four dimensions. We conclude the section by sketching
how one can build black hole solutions which have ten and eleven dimension interpretations as
intersecting brane configurations.
4.5.1 Eleven-dimensional supergravity
In Section 4.1.1, supergravity was introduced as the local description of supersymmetry, which
itself was motivated as the extension of the Poincaré symmetry through the introduction of a
fermionic generator describing a symmetry transformation between fermions and bosons. In this
context, it made sense to discuss supersymmetry in four dimensions, but we can consider the
supersymmetry algebras in arbitrary dimension.Nahmproved in 1977 that if wewish tomaintain
that the highest spin states have spin-2, then the spacetime dimension is restricted to D ≤ 11 [95].
As a very rough sketch, we understand this from our discussions in four dimensions. In four
dimensions, each spinor has four components and maintaining that the helicity ∣λ∣ ≤ 2 forced at
most 32 supercharges, setting N = 8. In eleven dimensions, a single spinor has 32 components,
and so maximal supersymmetry is given by N = 1. If we were to try and raise the number of
dimensions, we would find our spinors had at least 64 components (for D = 12), and so D > 11 is
incompatible with our assumptions of highest spin states.
More surprisingly, in 1978, Cremmer, Julia and Scherk proved that there is a unique eleven-
dimensional supergravity theory described by the supergravity multiplet containing the gravi-
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ton GMN , the graviphoton ψM and a three-form gauge potential AMNP , where the spacetime
indices run fromM ,N ∈ {0, . . . 10}. In this initial context, eleven-dimensional supergravity was
thought of as a way to derive four-dimensional supergravity from dimensional reduction. It was
this eleven-dimensional theory which bought new attention to the Kaluza-Klein reduction when
the community started to try and find ways to wrap up the seven dimensions. In 1981, Witten
produced a paper stating that the minimum number of dimensions to compactify over to get a
standard-like model in four dimensions was seven [142]. This seemed to only further motivate
that eleven-dimensional supergravity was the ‘sweet-spot’ for a unified theory.14
While supergravity was being worked on, Veneziano’s dual model theory to describe the
strong interaction [18] had wildly changed direction after being realised as a model of the rel-
ativistic string with the graviton appearing in the massless spectrum of the closed string. In 1984,
the so-called ‘first superstring revolution’ began when Green and Schwarz developed the type I
superstring with the gauge group SO(32) [20]; a theory free from gauge and gravitational anoma-
lies. String theory became the new hope for a unification theory and for a few years, eleven-
dimensional supergravity took a back seat. By 1985, there were five consistent string theories:
the type I string already mentioned, two heterotic strings with gauge groups of either E8 × E8
or SO(32) [143, 144] and two theories of closed strings called type IIA and type IIB [19]. It was
argued that one could break the maximal supersymmetry of the string in ten dimensions by
reducing the heterotic string over a Calabi-Yau three fold, producing a theory withN = 1 super-
symmetry in four dimensions [145]. The new question was that if string theory was supposedly
a ‘theory of everything’, why were there five different theories. There was also the question of the
non-perturbative realisation for the superstring, and other phenomenological questions such as
how to make the choice of which Calabi-Yau to reduce over, and how can we understand the
smallness of the cosmological constant [138].
Eleven-dimensional supergravitymade a surprising return to the limelight afterWitten intro-
duced a new, non-perturbative theory known as M-theory [22]. By appealing to a set of stringy
dualities, it was put forward that one overarching theory in eleven dimensions could describe
each of the five string theories as various points in a moduli space, with eleven-dimensional su-
pergravity appearing as the low energy limit.
E8 × E8 Heterotic string
SO(32) Heterotic string






For the remainder of this section, we will focus on the low energy, bosonic field content of eleven-
dimensional supergravity and its relationship to type IIA/IIB string theory, motivated that eleven-
14This upper and lower bound for D = 11 from very different perspectives is described by Duff as what appears ‘to
this day seems to be merely a gigantic coincidence’ [138].
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dimensional supergravity isn’t only interesting in isolation but also through howM-theorymakes
contact with all consistent string theories.




∫ −R ⋆ 1 − 12 ⋆F ∧F −
1
6
F ∧F ∧A. (4.5.1)
Where A is the three-form gauge potential with the corresponding field strength F = dA and
2κ211 = 16πG11 is the gravitational coupling. The fermionic completion of this action is given in
[146]. Although eleven dimensions is obviously something we’re less used to, from the point of
view of the action it’s not that different to the Einstein-Maxwell action (3.3.1), in which gravity
is coupled to some two-form gauge field. This similarity will come up again when we consider
p-branes shortly. Note that there is no scale dependent coupling, i.e. there is no dilaton.
Let us now consider the low energy, bosonic field content of the type II strings, which we
will refer to as type IIA/IIB supergravity. The matter content of type IIA/IIB supergravity comes
from two sectors known as the Neveu–Schwarz (NS-NS) sector and the Ramond (RR) sector,
which get their names from the boundary conditions used from the string theory perspective.
The NS-NS sectors of the type IIA and type IIB string theory are the same, whereas the RR sector
is different for each. The bosonic content of the NS-NS sector is given by the graviton gµν, a two-





∫ e−2ϕ (−R ⋆ 1 + 4dϕ ∧ ⋆dϕ − 12H ∧ ⋆H) , H = dB.
where we note that this is written in the string-frame where the Ricci scalar appears in the action
coupled to the dilaton. This can be removed through a conformal transformation to obtain the




∫ (−R ⋆ 1 − 12dϕ ∧ ⋆dϕ −
1
2
e−ϕH ∧ ⋆H) .
The RR sector is built from additional p-form field strengths. For the type IIA string, the gauge
potentials are odd, with a one-form A1 and three-form A3. We can write down the low energy
bosonic action for the RR sector [22]
SIIA | RR = −
1
2κ210
∫ F2 ∧ ⋆F2 + F̃4 ∧ ⋆F̃4 − 14F4 ∧ F4 ∧ B,
where the last term is a topological Chern-Simons term and the field strengths are given by
F2 = dA1, F̃4 = dA3 + A1 ∧H + B ∧ F4 ∧ F4,
F4 = dA3.
In contrast, the IIB string has a RR sector built from even-form gauge potentials: A0 a scalar,
A2 a two-form gauge potential and A4 a four-form gauge potential, which has a self dual field
strength F5. The self-duality of F5 prohibits a totally satisfactory Lagrangian, but if we are happy
to impose this as an additional constraint, one can write [147]
SIIB | RR = −
1
2κ210
∫ F1 ∧ ⋆F1 + F̃3 ∧ ⋆F̃3 + 12 F̃5 ∧ ⋆F̃5 + A4 ∧H ∧ F3,
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where the various field strengths are given by
F1 = dA0, F̃3 = F3 − A0H,







F5 = dA4, F̃5 = ⋆F̃5,
where we note the last piece of the above is the self-duality constraint F̃5 = ⋆F̃5, imposed by hand.
For the following work, we will not need the exact form of the actions, but we have collected
them all together as many resources include only one or two. What we will be focused on is
studying the fundamental objects of each theory by looking at how charged objects couple to the
p-forms.
As a closing remark, we comment on how these theories are related to one another. At the low
energy level, we can build a duality map through dimensional compactification. Beginning with
the eleven-dimensional theory, reducing (4.5.1) over a compact, spacelike circle, one obtains the
action for type IIA supergravity. It was first conjectured by Townsend in [148] that the full type
IIA string theory can be obtained by the dimensional compactification of the supermembrane in
eleven dimensions. This is an example of the symmetry known as S-duality, where the dilaton in
the strong coupling limit behaves like an additional dimension [149]. Another S-duality appear-
ing within string theory is the SL(2,Z) invariance of type IIB string theory for theories related
by the flipping of the string coupling gS[150].
The type IIA and type IIB supergravity theories can be shown to be dual through compacti-
fying them both down to nine dimensions, where one can map the field content into each other.
This duality is also seen at the level of string theory, which manifests as the stringy symmetry
known asT-duality, which is full equivalence at the level of the string partition function. Roughly,
T-duality is the statement that type IIA (IIB) compactified over a circle of radius R is equivalent
to type IIB (IIA) compactified over a circle of radius R−1. In the process of this duality, the mo-
mentum and winding modes of the string are interchanged.
4.5.2 p-branes
Given the actions of eleven-dimensional supergravity and the low energy descriptions of the type
IIA/IIB strings, we can consider the fundamental objects of the various theories. The notion of a
p-brane comes naturally as a generalisation of the charged particles of Maxwell theory, which is
where we begin.
Maxwell theory contains a one-form potential Awhich enters the action as a two-form field
strength F = dA. Let us consider some charged particle that couples to the gauge potential in the
following way




The charge of the particle is found from the now familiar formula using Gauss’ law:
Q = ∫S2 ⋆F .
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As we saw in Section 4.2, the electromagnetic duality allows one to define a dual gauge po-
tential Ã and we can consider the magnetic particle (magnetic monopole) that couples to Ã anal-
ogously to the electric particle




where the charge of the particle is found by integrating over the flux of the field
P = ∫S2 F .
We note that point-like magnetic charges have not been measured experimentally, but the sym-
metry we see here suggests that they exist, but with masses far beyond the reach of current exper-
iments [151].
Let us now consider an identical system, but allow our Maxwell theory to be defined in D-
dimensions. We have a one-form potential which will couple to a particle. However, to surround
the particle in D dimensions, we do not integrate over a S2 but rather over SD−2 such that the
electric charge is found from
Q = ∫SD−2 ⋆F ,
where we note that ⋆F will be a (D− 2)-form. Let us now consider the magnetic dual, which will
have a charge equal to the integral over the flux of the field
P = ∫S2 F .
We can no longer interpret this as a magnetic particle, but rather as an object that extends into
space. Working in D dimensions, the sphere S2 doesn’t necessarily surround a point-like particle,
but rather an extended object spanning (D − 4) spacelike dimensions. These extended objects
are called p-branes. As some examples, we can think of a particle as a 0-brane and a string as a 1-
brane. Taking the example of D = 10, we see that a particle that electrically couples to a one-form
will have a magnetically dual 6-brane.
Let us now allow our discussion to be totally general, where our theory contains some gauge
potential Ap+1 which is a (p + 1)-form with a Fp+2 = dAp+1 field strength. By considering the
charges of this gauge potential and its magnetic dual, we can understand the extended objects
that couple to it. Our (p + 1)-form gauge potential couples electrically to the world volume of a
p-brane with n = p+ 1 spacetime dimensions.15 We can write the action of the brane coupling to
the (p + 1)-form as
S = Q ∫ Ap+1,
where the electric charge of the p-brane is computed from
Q = ∫SD−p−2 ⋆Fp+2.
15This note is mainly for a student reading this getting used to the numbers. A particle has no extension in space,
but moves through time. As such, we think of the particle as a 0-brane which has a worldvolume of one spacetime
dimension. Generally we describe some theory with a gauge field which is an (p+2)-form, which has an (p+ 1) gauge
potential that couples to an extended object whose worldvolume has (p + 1) spacetime dimensions, which we call a
p-brane. From this, the quick statement is given an n−form field strength (this is what appears in the action usually),
one has a (n − 2)-brane that couples electrically to its gauge potential.
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Similarly, the magnetic dual has a charge given by the integral over the flux
P = ∫S p+2 Fp+2.
This charge can be understood as being sourced from a (D − p − 4)-brane. Another way to see
this is to consider the charge from the dual field with
Q̃ = ∫SD−p−2 ⋆F̃D−p−2.
which is the electric charge of a (D − p − 2)-form associated to a (D − p − 4)-brane.
With this general rule, we can write down the extended objects of eleven-dimensional super-
gravity aswell as type IIA and IIB supergravity. Note that these are not only objects in supergravity
but also in M-theory and type IIA/IIB string theory [152].
For eleven-dimensional supergravity, we have only one gauge potential, which is the three-
form A, with the corresponding 2-brane known as the M2 brane. This plays the role of the elec-
tron in four-dimensional Maxwell theory, coupling electrically to A. The magnetic dual of the
M2 brane is the (11 − 2 − 4 = 5) 5-brane known as the M5 brane. We will discuss these in more
detail in the next section, from the context of BPS solutions of supergravity.
In the type IIA/IIB supergravities, there are the NS-NS and RR sectors. In the NS-NS sector,
we have the two-form B which sources the electric 1-brane, known as the F1 string and its mag-
netic dual the NS5 brane. The F1 string is known as the fundamental string and is the string of
perturbative string theory. For type IIA, the RR gauge potentials are the one-form A1 and the
three-form A3 which have the electric D0 particle and the D2membrane coupling to them.Their
magnetic duals are known as the D6 brane and D4 brane, respectively. Finally, the RR sector of
the type IIB string has a zero-form A0, two-form A2 and four-form A4. The two-form couples
to the D1 string and its magnetic dual is the D5 brane. The electric source of the zero-form is
sometimes called the D(-1) brane; when studied in Euclidean theories, we can consider this as
an instanton solution in space and Euclidean time [151]. Its magnetic dual is the D7 brane. Fi-
nally the four-form couples both electrically and magnetically to the D3 brane as a result of the
self-duality of the five-form F5 = dA4 = ⋆F5. This is summarised in Table 4.3. Here we have used
words such as string and membrane for the lower dimensional branes to help with visualisation,
but often all these extended objects are simply referred to as branes, e.g. the D1 brane or D0 brane.
4.5.3 Extremal brane solutions
We now discuss p-branes from the perspective of solutions to the field equations. In particular,
we are going to discuss the extremal solutions which preserve one half of the supersymmetry. As
such, these extremal solutions are sometimes referred to as BPS solutions, or more accurately
1
2−BPS solutions. Solutions are found by making an ansatz for the p-brane with the symmetry of
ISO(1, p) × SO(D − p − 1), with the corresponding line element
ds2 = e2A(r)dx2∥ + e
2B(r)dx2⊥.
We denote the coordinates parallel to the brane with dx2∥ = ηµνdy
µdyν, accounting for the sym-
metry group ISO(1, p), and the directions transverse to the brane as dx2⊥ = δmndxmdxn, account-
ing for the symmetries of the sphere. The variable r is the isotropic coordinate corresponding to
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Electric Brane D = 11 Type IIA Type IIB Magnetic Dual
D(-1) Instanton — — A0 D7 Brane
D0 Particle — A1 — D6 Brane
F1 String — B B NS5 Brane
D1 String — — A2 D5 Brane
M2 Membrane A — — M5 Brane
D2 Membrane — A3 — D4 Brane
D3 Brane — — A4 D3 Brane
Table 4.3: Summary of the electric p-branes and their magnetic duals
[147]
the transverse space: r =
√
xmxm. For the following discussion, we limit p ≤ 6 to allow our solu-
tions to be asymptotically flat.The inappropriate fall off of the so-called ‘large branes’ is a common
feature for brane solutions in arbitrary dimension where there are less than three transverse di-
rections to the source, e.g. black holes in three dimensions, or black strings in four dimensions
[49].
We will not solve the field equations themselves, but rather write down the line elements with
proper referencing so we can discuss their form. In [140, 138], it is explained how to find brane
solutions from the field equations in good detail. For our purposes, wewish to have these extremal
p-brane solutions as building blocks for the next section, in which we look at the intersection of
branes and their relationship to black hole solutions in lower dimensions.
Let us begin by looking at theM2 andM5 brane solutions of eleven-dimensional supergravity.
These are two of the four basic solutions of eleven-dimensional supergravity, with the other two
being the PP-wave and the Kaluza-Klein monopole where the gauge fieldA = 0. As these are also
solutions in ten dimensions (where both the field strength and dilaton are assumed to be zero),
we will cover them at the conclusion of this section.











⊥, Aµνρ = εµνρ H−12 .
where H2 is a harmonic function with respect to the transverse coordinates
△⊥H2 = 0.
One particular choice we can make for the harmonic function corresponds to the single-centred
solution




whereQ2 is related to the charge of theM2 brane.More generally, wewrite the harmonic function
of a single centred solution with respect to the transverse coordinates of a p-brane solution as
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Here r is understood to be the isotropic coordinate as defined before, with the source located at
r → 0 and Qp is related to the charge of the brane.
The global structure of the M2 brane can be understood in analogy to the extremal Reissner-
Nordström solution of Einstein-Maxwell theory studied in Section 3.3.There is a Killing horizon
located for r → 0 and crossing the horizon, we find that the timelike Killing vector remains time-
like and the singularity is therefore a timelike singularity. The conformal diagram is that of the
extremal Reissner-Nordström (see Figure 3.8) but with each point on the diagram representing
R7 × S2 rather than S2. We also see that just as the extremal Reissner-Nordström solution inter-
polated betweenM4 in the asymptotic limit to the Bertotti-Robinson solution AdS2 × S2 near
the horizon, the M2 brane interpolates betweenM11 in the asymptotic limit, to the near horizon
geometry AdS4 × S7.















As with the M2 brane, we have a horizon located at r → 0, and we find that the near horizon
geometry is given by AdS7 × S4. However, unlike the M2 brane, there is no spacetime singularity
at all, and instead we find a copy of the spacetime on either side of the horizon [155].
We might be worried that this solution is a counterexample for the Penrose singularity the-
orem, as we seem to have a trapping horizon bounding a region which contains no singularity.
However, as the trapping horizon of the M5 brane solution is non-compact, a key assumption in
Penrose’s argument is broken, and so we should not expect the theorem to hold [137].
TheD-brane solutions of type IIA and type IIB supergravity can be written down in a generic
form, where specific solutions are obtained by setting the value of p with the following string-



















Hp dt ∧ dx
1 ∧ . . . ∧ dx p p ≤ 3,
⋆ ( 1Hp dt ∧ dx
1 ∧ . . . ∧ dx p) p ≥ 3,
(4.5.3)
where Hp is set by (4.5.2). The presence of the dilaton can often lead to singular behaviour when
dimensionally reducing the brane, and care must be taken to stabilise the scalar fields so they do
not diverge on the horizon. We will postpone further discussion of the solutions until the next
section, where we construct a four-dimensional black hole from an arrangement of intersecting
branes from IIB supergravity.
The final two solutions are not brane solutions but are instead key parts of the construction
of intersecting brane configurations. They come from solutions where the gauge field (and the
dilaton for ten-dimensional theories) vanishes. As such, these can be considered as solutions of
general relativity in higher dimensions.They are known as the PP-wave, or null particle solutions,
and the Taub-NUT or Kaluza-Klein monopole solutions.
The PP-wave, also sometimes called the Aichelburg-Sexl [156] solution, can be found by in-
finitely boosting the Schwarzschild solution while scaling the mass M such that the total energy
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E is finite, and was first discussed by [157]. We can think of the PP-wave as being the solution de-
scribing the gravitational field of a null particle, and it is parameterised with a harmonic function
HK with a line element given by
ds2 = −dt2 + dz2 + (HK − 1)(dt − dz)2 + dx2⊥,
where the perpendicular space has (D − 2) spacelike dimensions. The PP-wave solution can be
superimposed along the direction of a brane such that we understandmomentummodesmoving
in a direction along the brane. From the point of view of dimensional compactification, reducing
over a direction with a PP-wave introduces an electric charge in the lower-dimensional theory,
with the identification of the compact coordinate playing the role of charge quantisation.
The final solution we consider here is known as the Taub-NUT or Kaluza-Klein monopole
solution, first considered as a solution in general relativity [50, 158], and then later interpreted
in five dimensions, where it could be understood as a magnetic monopole solution after Kaluza-
Klein compactification [159], as well as an eleven-dimensional solution [160].
The line element of the Taub-NUT solution is given by
ds2 = −dt2 + d y⃗2 +HKKdx2 +H−1KK (dθ + Aidx i)
2 ,
H = ϕ = 0, ∇⃗B = ∇⃗ × A⃗,
and like the other solutions, is parameterised by a single harmonic function, which for this solu-
tion is a harmonic in the three-dimensional coordinates x i . The spacetime coordinates: −dt2 +
d y⃗2 cover (D − 4) dimensions and we can think of the spacetime having a decomposition as
MD−4 × K4 where K4 is the Taub-NUT space with a line element
ds2TN = H
−1
KK (dθ + Aidx i)




We see that this naturally lends itself to compactification, with θ as the compactification dimen-
sion. It can be shown that like the BPS branes we discussed, the PP-wave andTaub-NUT solutions
are also 12 -BPS solution [140].
4.5.4 Black holes and intersecting branes
In this section, we outline the process of describing supersymmetric black hole solutions in lower
dimensions as the dimensional compactification of the brane solutions given in the previous sec-
tion. Given a p-brane solution in D dimensions, we have two options for dimensional compact-
ification. Reducing over a coordinate that runs parallel to the brane, we would obtain a (p − 1)-
brane in (D − 1) dimensions. This procedure is known as a double reduction or a wrapping. As
the coordinates running parallel to the brane are isometries of the solution, this is always valid.
The alternative reduction choice is to dimensionally reduce over a coordinate transverse to the
brane.This produces a solution describing a p-brane in (D−1) dimensions. However, generically
the reduction direction will not be an isometry of the spacetime, as the harmonic functions that
describe brane solutions are dependent on the isotropic coordinates built from the transverse
directions. To perform the reduction, an isometry direction is established through smearing out
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the brane in a periodic array along the compactification direction.This generalises the harmonic
function from a single source to that of a multi-centred solution. The branes can be placed arbi-
trarily within the array, with the gravitational and electromagnetic repulsions cancelling out due
to the no-force property of the BPS branes. To avoid going too far off-topic for the thesis, we do
not detail this further but refer to the lecture notes [49] which perform calculations and give ex-
amples on this topic.The upshot of this procedure is that the harmonic function then depends on
all transverse directions except the reduction direction, which is then an isometry and a Kaluza-
Klein reduction can be performed. These smeared brane configurations are often referred to as
delocalised branes where the symmetry of the source is no longer spherical, but cylindrical.
Constructing black holes from brane configurations is particularly interesting as from the
higher-dimensional perspective, where we understand the microscopic origins of the M-branes
and D-branes from M-/string theory. We can calculate the statistical entropy of the branes in
higher dimensions and then compare it with the Bekenstein-Hawking area law of the black hole
solutions in lower dimensions, opening a window into the quantum description of black hole
thermodynamics [24, 161, 162]. However, in this thesis we are interested in these black hole so-
lutions from a reversed perspective, where we will show that the four-dimensional solutions we
derive in Chapter 6 can be described as higher-dimensional solutions through a process of dimen-
sional lifting. In Chapter 7, we find the explicit solutions in ten and eleven dimensions which we
can understand within the context of the brane solutions discussed in this section. As such, we
include this section to give context for later discussions, and will not make further comments on
entropy counting of brane configurations.
The main obstruction when finding black holes from the dimensional compactification of
p-branes is their singular behaviour after reduction. For a generic p-brane solution, the result
after compactification is degenerate, with a horizon of zero area leaving behind a null singularity
in the lower-dimensional solution. This is a common issue for solutions with scalar fields which
take singular values within the spacetime. When we solve our equations of motion in Chapter 6,
we will have to carefully pick our integration constants such that our scalar fields do not diverge
on the horizon. From the context of dimensional reduction, singular behaviour signifies that our
solutions do not make sense from a lower-dimensional perspective.
In order to produce black hole solutions in lower dimensions, we then need a way to control
the behaviour of the scalar fields. We can then understand the problem of finding regular solu-
tions as the problem of ‘stabilising the moduli’ [49]. One way of doing this is to have the scalar
functions given as ratios of harmonic functions, which can be achieved through introducingmul-
tiple p-branes into the spacetime which intersect along common directions. For the remainder
of this section, we will discuss how to write down solutions of intersecting branes and give an
example of the intersection of a D1 brane and D5 brane which produces a non-singular solution
in four dimensions.
From the single brane solutions discussed in the previous section, it is possible to write down
a set of generic rules to construct intersecting brane configurations that preserve some fraction
of the supersymmetry. The steps we now offer are taken from an unpublished book by Klaus
Behrndt [163], but the solutions we build will be given with published resources. The key part
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to understand is that the harmonic functions are solutions to Laplace’s equation in the number
of relative transverse directions to the whole configuration and so their fall off in terms of the
isotropic coordinate depends on the brane system and not the constituent branes.
We will focus on solutions of intersecting branes that preserve some fraction of supersymme-
try, which requires the number of relative transverse dimensions to be
n = 4k, k ∈ Z,
which for D ≤ 11 leaves us with n = 0, 4, 8. When k = 1, the fraction of supersymmetry preserved
is one-quarter, which is what wewill focus on in this discussion.When n = 0, we consider parallel
branes, which include the stacked brane configurations which are commonly studied due to their
relationship to the AdS/CFT correspondence [14, 15, 161] which arguably has been the most
celebrated and productive area of string theory and black hole physics for the past twenty-five
years. For the case of n = 8, to obtain spherical black holes from dimensional reduction requires
reducing over a non-flat space, and the resulting solutions are asymptotic to (anti)-de Sitter rather
than Minkowski [163].
Let us now consider the rules for generating intersecting solutions. Considering the intersec-






where we note that there’s no summation over indices within this rule.The dilaton, if present, and
gauge fields combine as
ϕ(p×q) = ϕ(p) + ϕ(q), F(p×q) = F(p) + F(q),
where gauge fields will only combine when p = q, otherwise they are independent. For solutions
with three or more intersecting branes, these rules described must be true for all pairs of branes.
As a ten-dimensional example, lets construct the D1-D5 brane configuration [161] from the




















where we notice that sending Q1 → 0 or Q5 → 0 will recover the solution for the D5 or D1 brane
solution respectively, and we suppress the form of the gauge potentials which are independent
from each other as they are different rank forms.




3 [ − dt2 + dz2 +H1H2H3dx⃗2
+H1(dy21 + dy22) +H2(dy23 + dy24) +H3(dy25 + dy26)],
(4.5.5)
where we now just use counting indices for the three M5 branes which have harmonics Hi .
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We see that by intersecting the D1 and D5 brane, the coupling eϕ approaches a constant
in the limit r → 0. We can think of performing a dimensional reduction by wrapping over the




[−dt2 + dz2] +
√





The ten-dimensional dilaton is balanced by the determinant of the internal space spanned by the
yi coordinates and becomes a constant. The Kaluza-Klein scalar σ parametrises the volume of
the four torus. The wrapped D1-D5 solution is a dyonic string, with an electric charge sourced
by the D1 brane, and magnetic charge from the D5 brane. To obtain a black hole solution (a 0-
brane), we must reduce over the coordinate spanned by the string z. Performing this reduction,
the metric written in the Einstein frame can be found to be [49]
ds25 = − (H1H5)
− 23 dt2 + (H1H5)
1
3 (dr2 + r2dΩ23) .
However, in the limit of r → 0, the area of the event horizon tends towards zero. We can under-
stand this singularity being sourced by gzz → 0 in the limit of r → 0 from the six-dimensional
perspective. We can interpret the vanishing of the area as the black string being in the ground
state, and to stabilise the solution, we can include a PP-wave along the common intersection of














Reducing this over the five-torus we obtain a five-dimensional solution built from three charges
[49]
ds25 = − (H1H5HK)
− 23 dt2 + (H1H5HK)
1




This solution has a horizon of finite area, and the near horizon geometry is given by AdS2 × S3
[163]. In the special limit where all charges are equal, the solution simplifies to the Tangherlini
solution [165]




which can be thought of as the five-dimensional equivalent to the four-dimensional extremal
Reissner-Nordström solution.
Finally, if we wish to obtain a four-dimensional black hole, we will have to perform one last re-
duction. However, the remaining spacelike coordinates are not generally isometries of the space-
time and so we will have to smear the solution before we can reduce it. The extended brane be-
comes a string, and our harmonic functions are restricted to depend only on three of the four
coordinates in the relative transverse space dx2⊥. In the limit of r → 0, we see that (H1H5HK)
1
3
will diverge, and so following how we stabilised the previous reduction with the introduction of
the PP-wave, we must add an additional charge before reducing to four dimensions. This can
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be achieved through assuming that the relative transverse directions cover the Taub-NUT space,
rather than Minkowski. From a ten-dimensional perspective, we consider a D1-D5 brane inter-














(dx4 + A⃗dx⃗)2 +HKKdx⃗2] .
(4.5.7)
This can now be reduced over a six-torus to obtain a four-dimensional solution with four gauge
fields [163]
ds2 = − (HKH1HKKH5)−
1
2 dt2 + (HKH1HKKH5)
1
2 (dr2 + r2dΩ22),
F1 = d (H −11 ) ∧ dt, F3 = (εµνρ∂ρH5)dxµ ∧ dxν ,
F2 = d (H −1K ) ∧ dt, F4 = (εµνρ∂ρHKK)dxµ ∧ dxν
e2σ1 = HK
H1








where we have two electric charges descending from the D1 brane and the PP wave, and two
magnetic charges, descending from the D5 brane and the Kaluza-Klein monopole. The scalars
σi correspond to the radius of the internal torus from the reduction from six to four dimensions.
The area of the horizon is finite, and the near horizon geometry is found to be AdS2 × S2. This
solution can be thought of as a generalisation of the extremal Reissner-Nordström solution with
four distinct gauge fields.
We will not go through the details, but the same story can be played for the triple intersection
ofM5 branes (4.5.5). Bywrapping over the internal space, one obtains a five-dimensional solution
with threemagnetic charges corresponding to the threeM5 branes. Obtaining a black hole in four
dimensions by compactifying over the z coordinate requires a stabilisation charge, which like the
D1-D5 solution, is achieved through including PP-wave along common intersection [164]
ds25×5×5×PP =(H1H2H3)−
1
3 [dudv +HKdu2 +H1H2H3dx⃗2
+H1(dy21 + dy22) +H2(dy23 + dy24) +H3(dy25 + dy26)].
(4.5.9)
This can be reduced over a T7 to obtain a line element in four dimensions [166]
ds24 = − (HKH1H2H3)
− 12 dt2 + (HKH1H2H3)
1
2 (dr2 + r2dΩ22), (4.5.10)
which again will have four distinct gauge fields and scalar fields corresponding to the volume
of the internal torus produced though compactification. These four-dimensional, extremal so-
lutions obtained from the compactification of intersecting BPS solutions in ten and eleven di-
mensions are related to extremal solutions of the STU model [166]. In Chapter 7, we will show
that when taking the extremal limit of the higher-dimensional, non-extremal solutions we will
encounter these intersections again.
Part II




COSMOLOGICAL SOLUT IONS OF E INSTE IN -MAXWELL THEORY
In this chapter, we begin our research into planar symmetric solutions by considering Einstein-
Maxwell theory as a toy model. We find that the qualitative behaviour for the planar symmet-
ric solutions of the STU model, which are the focus of Chapter 6, is also found for the simpler,
Einstein-Maxwell model. This gives us the great opportunity to discuss some general properties
of our cosmological solutions from the perspective of a model we are already familiar with.
The structure of this chapter is as follows. In Section 5.1, we solve the equations of motion,
imposing that our solution should be planar symmetric and static. In Section 5.2, the causal struc-
ture of the solution is studied. In particular, we find that the static ansatz leads to a spacetime
region of finite size, where the transverse coordinate is bounded between a singularity and the
Killing horizon. Using Eddington-Finkelstein coordinates, we analytically continue through the
horizon into a second region in which the metric is time-dependent. As this patch of the space-
time contains the asymptotic region, we call this region the exterior and refer to our solutions as
cosmological solutions. We study the geodesic motion for null and timelike curves and show that
with the exception of transverse null curves, all geodesics are effectively repelled by the singular-
ity. In the static patch of spacetime, we compute the conserved charges and offer a discussion on
possible mass-like parameters. In Section 5.3, we consider the global properties of a generalisa-
tion of these solutions. We do this in such a way that the discussion covers the solutions of both
the Einstein-Maxwell theory and the STU model. For this generalised discussion, we construct
Kruskal-like coordinates, and from this, we draw a Penrose-Carter diagram.We then classify the
horizons of our cosmological solutions following the work in Section 3.1.5, and find that our
horizons are past and future inner horizons. We conclude this chapter with a discussion of the
extremal limit in Section 5.4. We find that for extremal, planar symmetric solutions of Einstein-
Maxwell, the spacetime contains a naked singularity.
5.1 planar symmetric solutions
We begin this chapter finding planar symmetric, static solutions to the Einstein-Maxwell theory
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The most general metric ansatz we can make which matches our conditions is given by
ds2 = −e2F(r)dt2 + e2H(r)dr2 + Y2(r)(dx2 + dy2),
where the coordinates take values in
x , y, t ∈ R r ∈ [0,∞).
Our equations of motion are Einstein’s equations:
Rµν = −8πTµν ,
where we have used that the stress-energy tensor is traceless, and Maxwell’s equations:
∇µFµν = 0, ∇[µFνρ] = 0. (5.1.1)
Unlike the Reissner-Nordström solution studied in Section 3.3, we have explicitly assumed our
spacetime is static. The main motivation for this is that the following equations simplify when
the coordinate dependence is only on the transverse coordinate r. We will also assume staticity
when solving the equations of motion for planar symmetric solutions of the STU model, and so
this allows a similar starting point for both chapters.
As in Section 3.3, we first compute the stress-energy tensor through considering the form
of the gauge fields. Matching our metric ansatz, we will assume the electric and magnetic fields
spatially only depend on the transverse direction. We can write them down
Er = Ftr = α(t, r), Br =
2grr
e(F+H)r2
Fxy ⇒ Fxy = r2β(t, r),
we have chosen the extra factor of r2 in the magnetic field for convenience. From (3.3.2), we can
find the form of the stress energy tensor. First calculating,
F2 = 2(FtrFtr g tt grr + FxyFxygxx g yy) = 2(β2 − α2e−2(F+H)),








(α2e−2F + β2e2H) ,
Txx = Tyy =
r2
8π
(α2e−2(H+F) + β2) .
To solve Einstein’s equations, we need the components of the Ricci tensor. Using (2.1.4), the non-
zero Christoffel symbols are found to be
Γttr = ∂rF , Γrtt = e2(F−H)∂rF , Γrxx = Γryy = −e−2HY∂rY ,
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As with the spherically symmetric case, by combining the following terms













we obtain a differential equation, which can be solved by picking
F(r) = −H(r), ∂
2Y
∂r2
= 0, ⇒ Y(r) = Ar + B.
The integration constants A, B can be absorbed through coordinate transformation: {t, r, x , y} =
{t, r − B,A−1x ,A−1y}. After making these choices, our line element is in the form
ds2 = −e2F(r)dt2 + e−2F(r)dr2 + r2(dx2 + dy2). (5.1.3)
FromMaxwell’s equations, we have that
∇t(r2Ftr) = 0 ⇒ α(t, r) = α(r),




Similarly, the Bianchi identity gives:
∂tFxy = 0 ⇒ β(t, r) = β(r),




The integration constants Q , P are set using Gauss’ law, matching with our method Section 3.3.
However, unlike the Reissner-Nordström solution, the codimension-two manifold has an infi-
nite surface area, and so conserved charges associated with planar symmetric solutions will be
divergent. To work with this, we consider charge densities per unit coordinate area. Alternatively,
we could consider these the total charges contained in a two-torus after compactification of the
plane.
With the exact formof the gauge field contribution,we can look at xx-component of Einstein’s
equations







The Ricci tensor component can be simplified from the form in (5.1.2) into a total derivative
Rxx = ∂r (re2F(r)) ,
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to obtain the differential equation











To ensure the presence of a Killing horizon for the timelike Killing vector kµ = (∂t , 0, 0, 0), we
pick our integration constant C < 0 such that e2F(r) has a zero for r > 0. We will later find a
curvature singularity for r = 0 and so allowing C > 0, would remove the horizon and the re-
sulting spacetime would contain a naked singularity. For comparison to the Reissner-Nordström
solution, we can write C = −2M, forM > 0.
In summary, we have found a class of planar symmetric solutions to the Einstein-Maxwell
theory, with a line element
ds2 = − f (r)dt2 + dr
2
f (r)








Q2 + P2, F = −Q
r2
dt ∧ dr + Pdx ∧ dy,
(5.1.5)
parameterised by the integration constants (M ,Q , P). However, unlike the Reissner-Nordström
solution, we cannot compare this line element to Newtonian physics by taking the weak field
approximation. As a result, we cannot at this point derive a physical interpretation of the inte-
gration constant M. In the following sections, we will study this line element and its properties
and attempt to find a way to properly interpretM from both a gravitational and thermodynamic
perspective.
5.2 causal structure
Studying the metric, we again are interested in the domain of validity of the coordinate sys-
tem. Like the spherically symmetric solution, the Ricci scalar is zero, but we can compute the
Kretschmann scalar1 from the line element and we find
K = RµνρσRµνρσ =
4 (3e2 − 2Mr)2
r8
.
We see for r = 0, as with the spherically symmetric solutions, the Kretschmann scalar diverges
indicating the presence of a singularity. Hypersurfaces of constant r will have normal covectors
nµ = (0, dr, 0, 0), n2 = − f (r).
This shows that the surface for constant rh = e2/2M will be a null hypersurface.TheKilling vector
kµ = (∂t , 0, 0, 0) has a vanishing norm at rh, and so we understand this null hypersurface as a
Killing horizon.
During our integration, we explicitly set M > 0 to ensure the presence of a Killing horizon.
We see that for this patch of spacetime, the function f (r) > 0, when the spacelike coordinate
1We usedMathematica for this computation, but SageMath [167] or even pen and paper (and patience) will work.
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0 < r < rh. This is in stark contrast to the spherically symmetric solutions, in which we solved the
equations of motion and found ourselves in static regions of spacetime for rh < r < ∞. We find
that for these planar solutions to Einstein-Maxwell, imposing that the spacetime should be static,
produces a finite static region containing a timelike singularity. We can understand this region
as similar to the static region behind the Cauchy horizon r = r− from the Reissner-Nordström
solution discussed previously (see regions II and IV in Figure 3.7).
We note here that we cannot simply say the ‘asymptotic’ region is found when taking the
limit to r →∞. We will see in Section 6.3, that this naive limit for the planar solutions of the STU
model is just some point in spacetime, which a null curve reaches in finite affine parameter. For
the spherically symmetric solutions we discussed, the ‘asymptotic limit’ is defined by the limit
in which the Minkowski solution is recovered. As this is not possible for our planar solutions,
we instead define the asymptotic limit as the point which takes an infinite affine parameter for
a null geodesic to reach. To perform this calculation, we will first need to perform a coordinate
transformation to study the spacetime for r > rh.
5.2.1 Eddington-Finkelstein coordinates
To better understand this solution, let us first make an Eddington-Finkelstein coordinate trans-
formation. We do this in the now familiar way, defining a tortoise coordinate r⋆ and the ingoing




, v = t + r⋆, u = t − r⋆,
using ingoing coordinates {v , r, x , y}, we can write the line element






Notice that now the coordinate range for the transverse coordinate covers all of 0 < r < ∞.
Crossing the horizon for r = rh, the Killing vector ∂v is spacelike for r > rh. In this new region of
spacetime, the transverse coordinate is timelike.
5.2.2 Geodesic motion
Using (5.2.1), we can study the geodesic motion within our spacetime for the full range of r. We
begin by writing down the Lagrangian of our system

















where s = {1, 0,−1} for spacelike, null and timelike geodesics respectively and λ is our affine
parameter. We compute the constants of motion




, a = r2 dx
dλ
, b = r2 dy
dλ
,










We have written this in a suggestive way, allowing us to view this as the equation of motion for a
particle withmassm = 2, where wewriteV(r) tomake explicit the interpretation of this function
as an effective potential.
First, let us check that r → ∞ is a suitable limit to describe as the asymptotic region. We




= ±E ⇒ λ = ± 1







We see that it will take infinite affine parameter to reach r → ∞ from some finite point r0 > 0,
confirming that r →∞ is our asymptotic region.Wewill discuss the asymptotic structure further
in Section 5.2.4.
With the above interpretation as the equation of motion of some massive particle, we can
study the form of the potential. The domain of validity for the equation of motion is restricted by
the inequality
V(r) ≤ E2.
The point at which V(r0) = E2 is interpreted as the classical turning point of the particle’s tra-
jectory. Studying the potential V(r) for the domain of r in the static region, we can look at the
paths of causal geodesics.
In Figure 6.4, we plot V(r) and see that for the static region of our spacetime, the potential
is everywhere positive and therefore repulsive. When decreasing r from the horizon towards the
singularity, the potential monotonically increases until it diverges in the limit of the singularity.
As such, we are guaranteed a unique solution for V(r0) = E2 within the static region, and hence
the existence of a classical turning point.
There is one exception to this: the casewhen s = a = b = 0, specific to transverse null geodesics
where the potential is everywhere zero. As a result, our spacetime is not geodesically complete,
as transverse null rays will reach the singularity in a finite proper time.
We conclude that for non-zero potentials, a particle will arrive from J − and necessarily fall
through the horizon at r = rh. The particle will then continue towards the singularity to a min-
imum distance from the singularity at r0. At this point, it will be reflected and then continue
off through the Killing horizon into a second dynamic spacetime, towards J +. The only causal
geodesics which do not follow these trajectories are those for whichV(r) = 0.These are precisely
the transverse null geodesics which fall through the horizon from J − and straight into the sin-
gularity. We can understand this turning point due to the repulsive potential generated by the
singularity at r = 0.
Proper acceleration
Seeing that all timelike geodesics reach a classical turning point before reaching the singularity,
it is interesting also to study the acceleration of massive particles at rest within the static patch of
the spacetime.




Figure 5.1: Behaviour of the effective ‘potential’ as a function of r
for the set of causal geodesics excluding null transverse geodesics, for
which V = 0. We see that in the static region, for r < rh , the potential
is repulsive.







where the normalisation has been chosen such that u2 = −1. From this, the proper acceleration
can be found




From the metric (5.1.5), we can compute the norm of the Killing vector: k2 = − f (r) to find that
Aµ = 1
2
gµν∂ν log ( f (r)) . (5.2.4)
The only non-zero component of the acceleration is in the transverse direction, and we find
Ar = 1
2











As the static region is bounded for 0 < r < rh, we see that Ar < 0 throughout the static patch of
the solution. As such, a particle at rest always experiences a force repelling it from the singularity,
which matches with our interpretation of a timelike geodesic experiencing repulsion. We remark
that the behaviour of geodesics andKilling orbits in our planar symmetric solution is qualitatively
the same as for the interior region of the non-extremal Reissner-Nordström solution behind the
Cauchy horizon for r = r− (regions II and IV in Figure 3.7). Moreover, in both cases, this static
interior region is bounded by horizons both in the past and in the future to regions where the




From the line element (5.1.5), we can compute the conserved charges associated to the Maxwell
gauge field. Using the relationship (3.3.13) we find
Q = 1
4π ∫R2 ⋆F ,
= 1
4π ∫R2
√−gєtrx yg tt grrFtrdx ∧ dy,
= 1
4π ∫R2 Qdx ∧ dy.




, ω = ∫R2 dx ∧ dy. (5.2.6)
For the following discussion, we allow ω to remain explicit in our expressions. However, for the
solutions of the STU model presented in Chapter 6, where there are many more integration con-
stants, we instead consider charge densities by setting ω = 1. Alternatively, we could compactify
the plane as a torus, and compute a finite charge by integrating over T2 instead. The conserved
magnetic charge is computed in a similar way
P = 1








Asdiscussed in Section 3.4, computing themass in general relativity requires some extra structure.
When the solution is static and asymptotically flat, we have awealth of optionswhich all agree.The
Komar energy requires only that the solution is static, but to interpret this as a mass-like quantity,
one must have a suitable asymptotic fall off for the solution. The alternative computation comes
from the Brown-York mass, which can be defined quasi-locally, but suffers from the necessity to
pick the correct background to normalise the result.
For the planar symmetric solution of Einstein-Maxwell theory, our static region is of finite
size. As such, we cannot take an asymptotic limit in the static patch. However, we can still look at
mass-like quantities which are position-dependent, following the work of [168] in which similar
solutions were analysed. In this section, we will compute both a position-dependent Komarmass
following Section 3.4.1 and a Brown-York quasi-local mass following Section 3.4.2.
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In the static region, where r < rh, the timelike Killing vector field is kµ = ∂/∂t. We can compute
the exterior derivative and its Hodge-star
dk = ∂r f (r)dt ∧ dr, ⋆dk = −
√−g∂r f (r)dx ∧ dy,
and so the energy is given by
EK =
1













Looking at the above result, it is tempting to say that the Komar mass is found by taking the limit
r →∞




whichwhen compared to the charges above, looks like the expected value compared to theReissner-
Nordström solution, and the various factors of 4π could be removed by allowing ωS2 = 4π to
match the integral over the sphere. However, taking this limit, we would we find ourselves in a
region where kµ is not a timelike Killing vector field, and the original arguments wemake for this
to be a mass-like parameter are gone. As a result, we have no physical motivation to understand
limr→∞ EK as a mass-like parameter. We could alternatively think of this as the Noether charge
associated to spacelike isometries, and so a form of momentum. However, we do not follow this
line of reasoning much further than noting it as an interesting perspective.
In Section 8.3, we will use the Euclidean action formalism to derive the thermodynamic inter-
nal energy for this solution, and we find that interestingly this calculationmatches the naive limit
taken above. However, for now, we remain within the static region and save further discussion
for later. Notice that for r < rh, the quantity EK is negative. From this, we can relate the realisa-
tion of the position-dependent mass-like parameter being negative to the ‘repulsive’ behaviour
of the singularity. However, performing a similar computation in the static region behind the
Cauchy horizon for the Reissner-Nordström solution produces a negative, position-dependent
mass. As such, we do not conclude that these static solutions are ‘negative mass solutions’ but
rather realise one might say the Reissner-Nordström solution has an effective negative mass in a
particular region.






Looking at the trace of the extrinsic curvature, we see that like the Reissner-Nordström solution,
it is of the form






Ignoring the normalisation term k0, we can write down the Brown-York energy as
EBY = −
1






















For the static domain, we have r < rh and hence EBY < 0. However, unlike the Komar energy,
taking the limit of r →∞, we find thatMBY is imaginary and so not well defined. This is not too
surprising, as we only have a good description for EBY when the spacetime is stationary.
Interestingly, we note a slight variation of this story by instead considering the quasi-local
definition for the mass developed by Katz, Lynden, Bell and Israel [69]. The Katz-Lynden-Bell-
Israel energy differs from the Brown-York quasi-local energy through the introduction of the
lapse function N =
√



















and taking the limit, evaluating the boundary at r →∞, we find that the energy is real and finite




However, just like taking the limit for the Komar mass, this moves us into a region where the
spacetime is no longer stationary, and the interpretation of the limit as a mass-like quantity is
no longer valid. Notice also that like the Komar energy, and the Brown-York energy the Katz-
Lynden-Bell-Israel energy is everywhere negative for r < rh.
We note here that we have not included the background contribution associated with k0. In
standard treatments, k0 is computed by considering the background geometry of the solution.
The planar symmetry of our solution means we have no maximally symmetric spacetime asymp-
totically, and so no natural background geometry to pick. Alternatively, k0 can be introduced
as a counter-term to remove divergences in the energy when considering the asymptotic limit.
However, as we have seen, the asymptotic contribution for our solution is finite and so we have
no natural choice for a counter-term. We will comment on this again with slightly more detail
in Chapter 6 in the context of the planar solution of the STU model. To have confidence in a
derived mass-like parameter, we wait until Section 8.3 where we have the additional structure of
a thermodynamic potential to calculate the internal energy, which we derive from the thermody-
namic partition function obtained through a modified implementation of the Euclidean action
formalism.
5.2.4 The dynamic region
From the line element (5.2.1), we can study the spacetime for which r > rh. Reversing the coordi-
nate transformation, we can write a line element using the coordinates {t, r, x , y}, valid for r > rh.
However, in this region, we have f (r) < 0, and the coordinates t, r are spacelike and timelike re-
spectively. For a clearer discussion for the remainder of this chapter, we relabel the coordinates
t ↔ r, such that we use the symbol t for the timelike coordinate. In doing this, we are labelling
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our coordinates with regard to the external region of the spacetime. In this form, we have a line
element given by
ds2 = − dt
2
f̃ (t)






where f̃ (x) = − f (x) and the Killing horizon is located for t = th such that f̃ (th) = 0. The line
element is valid for th < t <∞.
We see from (5.2.8) that the only coordinate dependence of the line element is from the time-
like coordinate t, and so we understand this as a time-dependent, or cosmological solution. The
singularity for t = 0 is hidden behind a Killing horizon. The horizon itself is a place in time, like
the Cauchy horizon for r = r− in the Reissner-Nordström solution, which all timelike and null
geodesics will inevitably cross. We see that from the static ansatz we began with, the derived pla-
nar symmetric solution of the Einstein-Maxwell theory is a cosmological solution containing a
Killing horizon. For the remainder of the discussion, we drop the tilde on the function f (t).
We can evaluate the surface gravity of the Killing horizon using the Kodama-Hayward for-
mulation (3.5.4) to find
κ = − 1
2




which we see is negative. In Section 5.3.1, we will study the Kruskal coordinates and the expan-
sions of null geodesics. This will allow for the classification of the trapping horizons for cosmo-
logical, planar symmetric solutions we discuss.
Evaluating (5.2.8) in the asymptotic limit of t →∞, we obtain the line element




dr2 + t2dX⃗2 , (5.2.10)
which is the ‘positive mass’ version of the planar (type-D) A-III vacuum solution of pure Einstein
gravity [169]. Introducing a new timelike coordinate t ∝ τ2/3 and absorbing numerical factors
by rescaling (r, x , y), we can write the line element into the form
ds2 = −dτ2 + τ−2/3dr2 + τ4/3dX⃗2 , (5.2.11)
which belongs to the class of type-D Kasner solutions [51]. These are the simplest homogeneous
but anisotropic vacuum cosmological solutions of pure Einstein gravity. The A-III/Kasner solu-
tion is defined for 0 < t, τ <∞ and describes a universe starting in a big bang at t = τ = 0, then
expanding in the (x , y)-directions while contracting in the transverse direction r. The Penrose-






dr2 + t2dX⃗2 , −∞ < t < 0 ,
= −dτ2 + τ−2/3dr2 + τ4/3dX⃗2 , −∞ < τ < 0 ,
describes a universe which contracts in the (x , y) directions, expands transversally, and ends in
a big crunch at t = τ = 0. We then see that the planar solutions describes a bouncing cosmology
which interpolates between a contracting and an expanding Kasner cosmology. The presence of
the Killing horizon removes the spacelike big crunch and big bang singularities at t = τ = 0
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and instead introduces an intermediate region containing two timelike singularities. These sin-
gularities can be interpreted as sources, and later in Chapter 7, we can embed Einstein-Maxwell
theory into the STU-supergravity and subsequently into string theory, allowing these source to




Figure 5.2: Penrose-Carter diagram for the type-D Kasner solution
5.3 global structure of planar cosmological solutions
In this section, we perform Kruskal-like coordinate transformations which allow us to construct
the maximal analytic extensions of the planar symmetric solutions of Einstein-Maxwell. In fact,
we will take this opportunity to discuss time-dependent metrics of the form (5.2.8), but leave the
formof the function f (t) general.Thiswill allow us to reuse the results from this discussionwhen
we consider the planar symmetric solutions of the STU model, as well as the de Sitter solution
in static coordinates, which we introduced in Section 2.3.2.1 and will revisit as an example in a
thermodynamic computation in Section 8.2.
Obtaining Kruskal-like coordinate systems for these solutions will allow us to understand
their global causal structure and to identify the type of all horizons using the classification of
trapping horizons reviewed in Section 3.1.5. We will find throughout this section only very small
departures from the calculations we performed in Section 3.1.5 for the Schwarzschild solution,
and so we begin by comparing black hole solutions with a single Killing horizon (e.g. the Schwarz-
schild solution) to cosmological solutions with a single Killing horizon (e.g. the planar symmetric
solutions to Einstein-Maxwell).
The solutions we discuss fall into two categories which are distinguished by the causal rela-
tionship between their interior and exterior regions. For all solutions, we call regions exterior if
transverse/radial null geodesics reach a horizon in one direction, but can be extended to infinite
affine parameter in the other direction. In terms of our standard transverse/radial coordinate, the
asymptotic region is at r →∞. In contrast, regions are called interior regions if transverse/radial
null geodesics terminate at a curvature singularity in one direction and reach a horizon in the
other. We refer to solutions with a static exterior region as black hole solutions and those with a
time-dependent exteriors as cosmological solutions.
To properly compare horizons between these solutions, we must set an orientation. We will
consider the horizons crossed by future-directed null geodesics which pass from the exterior to
the interior region. We pick this convention as this is the horizon one considers for ingoing null
curves in the Schwarzschild solution, which is crossed by geodesics which start from J − and























Figure 5.3: Kruskal diagrams for black hole and cosmological solu-
tions. Surfaces of constant r are hyperbola and surfaces of constant
t are straight lines. Also included are the ingoing (blue) and outgoing
(red) null geodesics which are future-pointing.
terminate at the singularity. We will use the static line elements to define ingoing and outgoing
null geodesics, fixing the global time orientation of the maximally extended spacetime. Fixing
the orientation is important as the extension contains two isometric static regions, where the line
element takes the same form in terms of coordinates (t, r), but where the timelike Killing vector
field ∂t is future-directed in one region, but past-directed in the other (where future-directed is
defined globally by picking one of the patches to fix the time orientation).
Starting from a ‘standard static patch’, chosen to fix the definition of ingoing/outgoing and
hence the direction of time, we define Kruskal coordinates and obtain a maximally extended
spacetime containing four distinct regions. By computing the expansions of null geodesic con-
gruences for each region, we can identify the form of the horizons separating them. Within the
context of the thermodynamics we consider in Chapter 8, we consider future horizons, where the
exterior region can causally influence the interior, but not vice versa. The horizons between such
regions are future outer horizons for black hole solutions and future inner horizons for cosmo-
logical solutions. For the thermodynamic formalism based on the Euclidean action that we use
in Section 8.1, we assume that temperature and surface gravity are related according to [57, 58],
that is, they are proportional. We then find that black holes have positive temperature, while
(contracting) cosmologies have negative temperature.
5.3.1 Kruskal coordinates
We begin by considering the static patch of cosmological solutions which have a line element of
the form
ds2 = − f (r)dt2 + f (r)−1dr2 + r2dX⃗2, (5.3.1)
as we saw in Equation (5.1.5). Later, in Section 6.4, we will find the STU model has metric of
the same form and in Section 8.2, we will write down the de Sitter solution in static coordinates
which is only different in that the two-dimensional line element dX⃗2 is instead the metric on S2:




















Figure 5.4: Comparison of the Kruskal diagrams for black hole and
cosmological solutions. Shaded regions correspond to the interior re-
gions, curved lines show the direction of the Killing vector field in the
static patches of the spacetime.
dΩ2. Note that the function f (r) is positive for rsing < r < rh, and rsing is the position of the
singularity. The domain of r is such that this is the interior region of the solution. We assume
that f (r) has a simple zero and therefore changes sign at r = rh. Since the Killing vector field ∂t
becomes spacelike for r > rh, the outside region is dynamical.We assume that f (r) is negative for
rh < r <∞, with r →∞ at infinite distance. Thus the horizon at r = rh is a cosmological horizon.






Aswe keep the function general, it will be useful later to use its Taylor expansion near the horizon:
f (r) = 2κ(r − rh) +O((r − rh)2) . (5.3.2)
First defining the tortoise coordinate
r⋆ = ∫ f (r)−1dr, 0 < r⋆ <∞ ,
we introduce future-pointing null coordinates
v = t + r⋆, u = t − r⋆, −∞ < u, v <∞ , r(v , u) > rsing .
Changing to null coordinates, the line element takes the form
ds2 = − f (r)dvdu + r2dX⃗2 ,
where r is an implicitly defined function of r(u, v). Note that v is future- and outward-pointing
while u is future- and inward-pointing in the interior region. This is the same assignment as in
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black hole solutions considered in Section 3.1.5.With coordinates fixed in this way, we can clearly
see what is the difference compared to the static patch of the black hole solutions. Since r points
in the opposite direction, the roles of interior and exterior are exchanged, where interior means
r < rh. While v points outwards in both cases, it points away from the horizon for the black
hole solutions, but towards the horizon for the cosmological ones.This makes it natural to define
Kruskal coordinates such that the standard static region, which we use to fix the overall time
orientation, is Region IV, rather than Region I.
With the region set, we can construct Kruskal like coordinates.We start with the static line el-
ement, rewritten using null coordinates (u, v), where v is future-pointing and outward-pointing,
while u is future-pointing and inward-pointing, relative to the local coordinates (t, r). This fixes
the definitions of the expansion θ±, and the direction of physical time. We define global null
Kruskal coordinates (U ,V) such that they point in the same direction as (u, v):
V = −eκv −∞ < V < 0 ⇔ −∞ < v <∞ ,
U = e−κu 0 < U <∞ ⇔ −∞ < u <∞ ,
where the factors of the surface gravity have been included to make manifest that the metric is
regular at r = rh where f (r) has its zero. We have also used that κ < 0. The standard static patch
is Region IV, and it is illustrative to compare the black hole case and the cosmological case in
Figure 5.3 and Figure 5.4.
The line element in Kruskal coordinates is given by
ds2 = − f (r)e
−2κr⋆
κ2
dVdU + r2dX⃗2 .
We can show this is regular on the horizon using the Taylor expansion (5.3.2)
−2κr⋆ = ∫ (− 2κ2κ(r − rh) +O(r − rh)) dr = − log(rh − r) +O((r − rh)
2) ,
where we note that the choice log(rh − r) is made as in the static patch we have r < rh. Putting
this together, we obtain
− f (r)e−2κr⋆ = −2κ(r − rh)e− log(rh−r) = 2κ +O((r − rh)2) ,





In this form, we see that we can extend the Kruskal null coordinates such that
−∞ < U ,V <∞ ,
subject to the constraint that r(U ,V) > rsing, where we implicitly write
UV = −e2κr⋆ , V
U
= −e2κt .
The direction of various coordinates in the respective regions is shown in Figure 5.5.










Figure 5.5: Flow of coordinates in the static regions of the Kruskal
diagram for cosmological solutions. The red arrow denotes future-
directed outgoing null geodesics, the blue arrow denotes future-
directed ingoing null geodesics
5.3.2 Classification of horizons
Before we begin, let us precalculate a few useful formulae relating our static coordinates to our
Kruskal coordinates




(VdU +UdV) , (5.3.3)




(VdU −UdV) . (5.3.4)
To calculate the expansions, we start with the Killing vector field which we can write down
in static coordinates as k = ∂∂t . Using the metric tensor, we write down the covector field k
♭ =
− f (r)dt. From the results above (5.3.4), we can rewrite the Killing covector field in terms of the
Kruskal-like coordinates





with the corresponding vector given by





We nowwrite down the geodesics which are future-pointing within region IV, the standard static
region according to our conventions. We pick the normalisation of the covectors to ensure that
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We can double check that the normals are future-pointing by computing the inner product of
these with the Killing vector field
k ⋅ ℓ+ = −U , k ⋅ ℓ− = V ,
which we see obeys k ⋅ ℓ± < 0 in region IV, where U > 0 and V < 0.
Their expansions are calculated following Section 3.1.3, using (3.1.4)












where we use that h = det (r2dX⃗2) for either the two-sphere or the two-plane depending on the







































While this already determines the types of all horizons in virtue of knowing the signs for all four




























Let us look at the left part of the Kruskal diagram, that is, regions III, IV and II (see Figure
5.4b). The physics of the sequence III, I, IV is equivalent but parametrised differently since ∂t is
past-pointing in region I. In region IV of the Kruskal diagram, we haveU > 0 and V < 0. On the
horizon given by V = 0, we have:
θ+ > 0, θ− = 0, Lℓ+θ− > 0,
which shows that this is a past inner horizon. For the horizon set by U = 0, we have that
θ+ = 0, θ− < 0, Lℓ−θ+ > 0,
which is a future inner horizon. The expansions for all four regions is illustrated in Figure 5.6.
When considering future-directed causal geodesics which pass through a horizon from the
exterior to the interior, we must consider the future inner horizon between region III and region
IV. For a future inner horizon, we have that TH ∝ κ < 0. Later, in Chapter 8, we will see that this
matches with the geometric interpretation of the temperature when we study the first law for the
cosmological solutions of this thesis. Overall, the sequence III, IV (or I), II, describes a cosmic













Figure 5.6: Signs of the expansions θ± in the four quadrants of the
Kruskal diagram for a cosmological solution where κ < 0.
5.3.3 Penrose-Carter diagram
From the form of the Kruskal diagram given in Figure 5.3b, and the Penrose-Carter diagram
for the Kasner solution in Figure 5.2, we can draw the Penrose-Carter diagram for the planar
solutions of Einstein-Maxwell. In fact, we will see that this diagram is suitable also for the class
of planar symmetric solutions we discuss in Chapter 6, but more on that later.
The diagram has four regions. Regions II and III are the dynamic regions of the spacetime,
with the Kasner spacetime located in the asymptotic limit t →∞. A Killing horizon is located at
a point in time: th. All timelike and null geodesics will cross the horizon. Regions I and IV are
the static regions, which have a finite size, bounded between 0 < t < th. All causal geodesics, with
the exception of null, transverse geodesics, travel to a classical turning point t0 > 0, after which
the curve moves with increasing t, until it crosses the horizon again. Null transverse geodesics
are terminated with finite length once they reach the singularity. After crossing the horizon, all
geodesics inevitably travel to a Kasner-like solution for t →∞.
5.4 extremal limit
Let us briefly discuss the extremal limit for this class of planar solutions. We found in (5.2.9) that





In the spherically symmetric solutions, we found that κ → 0whenwe allowed themass and charge
to be equal: M → e. For this solution, we see that in this limit the surface gravity will remain
finite. Instead, by taking the limit M → 0, the surface gravity vanishes and the line element for







dr2 + t2 (dx2 + dy2) .
The resulting spacetime has t, r spacelike and timelike respectively, and so we see the extremal
limit produces a static solution with a naked, timelike singularity located at t = 0.
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Figure 5.7: Penrose-Carter diagram for our planar symmetric, cosmo-
logical solutions. Starting in region III, we have a cosmological space-
timewith a horizon located at a finite point in time; any observermust
necessarily fall through the horizon. Passing through the horizon, the
spacetime is static (region IV) with an avoidable (repulsive) naked sin-
gularity located at a point in space. Massive particles at rest experi-
ence negative acceleration and will leave the static region into a sec-
ond dynamic spacetime, region II. An example of a complete timelike
geodesic is given in orange, spacelike hypersurfaces of constant time
are given in blue.






and so we can understand the limit ofM → 0 as pushing the horizon location off to infinity.This
results in changing the causal structure such that the dynamic region is lost and only the static
patch of spacetime remains, with the singularity left exposed. In terms of catchy phrases for a






Figure 5.8: Penrose-Carter diagram for extremal planar symmetric so-
lution of the Einstein-Maxwell theory.
Relabelling coordinates such that t ↔ r and absorbing the constant e, we can write the ex-




+ r2 (dr2 + dx2 + dy2) .
5.5 discussion
In this chapter, we began our study on planar symmetric solutions of general relativity by consid-
ering Einstein-Maxwell theory. This is a particularly interesting starting point, as not only does
it allow us to directly compare our solutions with the well known Reissner-Nordström solutions,
we will also see in Section 6.6, that we recover the Einstein-Maxwell Lagrangian through enforc-
ing that the scalar fields are constant for theN = 2 supergravity solutions we consider in the next
chapter. This allows for a comparison between the simpler solution discussed in this chapter to
the more complicated supergravity solution which follows.
When solving the equations of motion, we assumed that the spacetime was both static and
planar symmetric.We saw inEquation (5.1.4) that the resulting spacetimemetric contained either
a Killing horizon or a naked singularity, depending on our choice of sign for the integration
constantC. Unlike spherically symmetric solutions, we cannot compare our asymptotic geometry
to the Newtonian limit and as such we set the sign by hand, ensuring the presence of a Killing
horizon by picking C < 0. This is beneficial in that it avoids violating cosmic censorship, but it
is also in our interest as we wish to better understand the structure of planar symmetric Killing
horizons.
The surprising result of these planar symmetric solutions is that despite enforcing that the
solution was static, the resulting spacetime metric describes a finite region of spacetime in which
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the transverse coordinate is bounded between a curvature singularity and the Killing horizon.
Analytically continuing through the horizon, we reach a new patch of spacetime which is time-
dependent with an asymptotic geometry which is that of the type-D Kasner spacetime. We refer
to this region as exterior as it contains the asymptotic region, and so we understand the planar
symmetric solution as a cosmological solution, and the Killing horizon as a cosmological horizon.
Studying the static region, we saw that the spacetime is geodesically complete for timelike
geodesics, which instead of reaching the singularity, reach some minimum distance before be-
ing repelled. The only geodesics which reach the singularity in finite affine parameter are null,
transverse geodesics. The repulsive interpretation of the singularity within the static region is
further justified as massive particles at rest experience a negative proper acceleration, and the
position-dependent mass quantities are negative. We can compute the surface gravity of the hori-
zon, which we find is negative and vanishes in the limitM → 0. In the extremal limit, the location
of the horizon is pushed off to infinity and the resulting spacetime is everywhere static, with a
naked singularity. Considering the Penrose-Carter diagram in Figure 5.7, we can think of this
extremal limit as setting the volumes of the dynamic regions to zero as the horizon is moved off
to asymptotic infinity.
The main result of this chapter is the generalised discussion of the causal structure of cosmo-
logical solutions containing a single horizon. By considering the static patch of the cosmological
solutions for line elements which are of the form
ds2 = − f (r)dt2 + f (r)−1dr2 + g(r)dX⃗2,
where dX⃗2 can be either the metric for the two sphere, or the plane and f (r) has one zero, we
can write down the line element in terms of Kruskal-like coordinates. This allows us to then find
the Penrose-Carter diagram and the classification of the trapping horizons for the solutions in
this chapter, but also for the planar symmetric solutions of the STU model, and for the de Sitter
solution, which is used as an example in Section 8.2.Wewill come back to this solution inChapter
8 when we consider the thermodynamics of the Killing horizon, and it will appear again in our
concluding remarks, when in Section 9.1, we discuss an ongoing project that attempts to classify




COSMOLOGICAL SOLUT IONS TO N = 2 SUPERGRAVIT Y
This chapter contains work first published in [39].The original aim of this paper was to continue
the previouswork [28, 31, 33, 34] on the construction of non-extremal, stationary solutions in the-
ories of four-dimensionalN = 2 vector multiplets coupled to gauged and ungauged supergravity,
and tomake contact in the extremal limit with the classification of supersymmetric near-horizon
geometries. It was this original research idea that developed into the study of planar symmetric,
cosmological solutions, that then became the basis of this thesis.
At a technical level, the work of [39] was to extend the work of [28] by allowing the solutions
to havemultiple charges. In the original work, the solutionswere derived fromU(1) gaugedN = 2
supergravity supported by a single electric charge. Solutions were found using the same method
we will apply, in which the real formulation of special geometry was used to obtain analytic solu-
tions after the reduction over the timelike coordinate. The solutions were derived using a static,
planar symmetric ansatz and were called ‘Nernst branes’ as they obeyed the strict third law of
black hole mechanics: in the extremal limit, the area (density) of the black hole vanished. It was
found that the solutions interpolated between two different hyperscale violating Lifshitz geome-
tries between the horizon and the asymptotic limit. In the extremal limit, the Nernst solutions
reduced to the solutions of [29, 30]. The solutions had singular behaviour: approaching the hori-
zon, an observer would experience infinite tidal forces and in the asymptotic limit, it was found
that the physical scalar fields diverge. In a second paper [34], the Nernst solution was realised as a
boosted AdS Schwarzschild black brane in five dimensions and the divergence of the singularities
when taking the asymptotic limit was resolved.
In our research [39], we showed that it was possible to solve the equations ofmotion using the
samemachinery of [28] for solutions supported by two, three or four charges underAbelian gauge
fields.We found that when following the solution generating technique, increasing the number of
charges supported by the brane required us to reduce the number of gauge parameters and restrict
the form of the prepotential. For the case of four charges, all gauge parameters are required to be
set to zero, and so the model we consider simplifies from gauged to ungauged supergravity.
It was found that for the solutions with more than one charge, the strict third law no longer
held.The solution with two charges was a black hole solution, which had a single Killing horizon
with finite area density in the extremal limit. In the asymptotic limit, the two-charge solution
was conformally flat — in contrast to the Lifshitz geometry of the Nernst solution, which was
conformally AdS4. The three-charge ansatz led to solutions for a class of gauged vector multi-
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plet theories, including the gauged STU model, while the four-charge system was a solution to
the ungauged STU model. The three- and four-charge solutions had stranger behaviour in the
extremal limit. It was found that when the surface gravity was taken to be zero, the area density
diverged. Furthermore, as in the planar solutions of the Einstein-Maxwell theory discussed in Sec-
tion 5.2, the static patch of the three- and four-charge solution interpolated between a curvature
singularity and a Killing horizon. By analytical continuation through the horizon, we obtained
time-dependent regions which were asymptotic to Kasner-like solutions in the infinite past and
infinite future for the three-charge solution and true-Kasner asymptotically for the four-charge
solution. These solutions can be understood as ‘inside-out’ compared to the causal structures of
non-extremal black hole and black brane solutions, and should be interpreted as cosmological
spacetimes.
Our family of solutions overlapswith previously found solutions of Einstein-Maxwell-Dilaton
theories and truncations of supergravity theories in the literature, which in particular display the
same Penrose-Carter diagram [168, 170, 171]. We also find that the Penrose-Carter diagram is of
the formof the diagram given in Figure 5.7 fromour discussion of the planar solutions of Einstein
Maxwell theory. Studying the three- and four-charge solutions, it was found that the qualitative
behaviour of their causal structure was similar enough to discuss simultaneously. It is because of
this that in this thesis we choose to focus only on the ungauged, four charge solutions found in
[39], and leave a reference to the paper for further discussion of the cosmological solution of the
gauged, three-charge solutions.
The structure of this chapter is as follows. In Section 6.1 we give sufficient background to
understand the already established work of [31, 33, 28, 34] and relate this back to our discussion
from Section 4.1.2 and Section 4.4. In Section 6.2, the three-dimensional equations of motion
are solved, producing a Euclidean instanton solution. In Section 6.3 this is uplifted to produce
a four-dimensional solution, where regularity of the Killing horizon is imposed, allowing us to
reduce the number of free integration constants. In Section 6.5, the four-dimensional solution
is carefully considered, and we find a qualitative similarity in structure when compared to the
planar symmetric solutions of the Einstein-Maxwell theory. In Section 6.6, we will show that
by taking the special limit in which all scalar fields of the solution are constant, the four-charge
solution reduces to the planar symmetric solutions to Einstein-Maxwell theory.
6.1 background
In this section, we overview the approach developed in [31, 33, 28, 34] to construct non-extremal,
stationary solutions of N = 2, D = 4 supergravity coupled to nV vector multiplets. During this
chapter, we will use the following tools to obtain our static, planar symmetric, four-dimensional
solutions:
(i) The dimensional reduction over time to obtain an effective three-dimensional Euclidean
theory.
(ii) The real, rather than themore commonly used complex formulation of the special geometry
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ofN = 2 vector multiplets, which is based on a Hesse potential rather than a prepotential.
(iii) A set of conditions which decouples the field equations and allows us to integrate them
elementarily; this requires us to impose restrictions on the admissible prepotential/Hesse
potential, and to consistently truncate the field content to a subset of ‘purely imaginary’ (PI)
configurations.
Our initial work which led to the results of this thesis began with only small modifications from
previous research papers, in particular [28], where planar symmetry was also considered. In this
section, we summarise the essential points of each of these steps to a level in which our research
was carried out. For further, more technical details, we refer [31] for a discussion of the dimen-
sional reduction beyond what has been covered in Section 4.4 and [33, 28, 39] for more details on
the generation of solutions ofN = 2 (un)gauged supergravity extending to models more generic
than the STU model we consider in this chapter.
Our starting point is the bosonic content of the general two-derivative Lagrangian for nV
vector multiplets coupled to N = 2 Poincaré supergravity introduced in Section 4.1.2. The La-
grangian is given by
e−14 L = −
1
2
R4 − gI J̄∂µX
I∂µ X̄ J̄ + 1
4
IIJF IµνF J∣µν +
1
4
RIJF Iµν F̃ J∣µν , (6.1.1)
where µ ∈ {0, 1, 2, 3} are the spacetime indices, e4 is the vierbein, R4 is the Ricci scalar, F Iµν are the







As discussed in Section 4.1.2, all data in the Lagrangian is encoded by a prepotential F =
F(XI), which is a holomorphic function, homogeneous of degree two in the complex scalar fields
XI . By working with the scalar fields of the superconformal theory, we’re able to package together
(XI , FI)T , which is a symplectic vector where FI = ∂IF(XI). Wemust remember that by working
with XI , we introduce redundant degrees of freedom and must impose the D-gauge and fix the
U(1) symmetry to work with the independent degrees of freedom of the Poincaré supergravity





, z̄A = X̄
A
X̄0
, A ∈ {1, . . . , nV}. (6.1.3)
Working with the scalars XI has the advantage of formally balancing the number of scalar and
vector fields. As a reminder: in Section 4.1.2, we discussed the derivation of Poincaré supergravity
by gauge fixing the superconformal theory and that to construct the supergravity multiplet, we
needed to include an additional vector multiplet to recover the graviphoton in the supergravity
multiplet.
As introduced in Section 4.2, the most important feature of N = 2 vector multiplets is that
the field equations (though not the Lagrangian) are invariant under the action of the symplectic
group Sp(2nV + 2,R), which acts linearly on the field strengths (F Iµν ,GI∣µν)T . The symplectic
transformations generalise the electric-magnetic duality of the source-free Maxwell equations,
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and contain stringy symmetries, such as T-duality and S-duality, if the theory under considera-
tion arises as a low-energy effective theory from string theory. By supersymmetry, the full set of
field equations is symplectically invariant, with the scalars described by the symplectic vectors
(XI , FI)T .
Preserving manifest symplectic covariance is vital in our solution generating method, in that
it allows a simplification of the equations of motion such that they are solved exactly. However,
there is a drawback to working with the complex scalar fields XI as they do not form a symplec-
tic vector by themselves. Similarly, the couplings gI J̄ , IIJ and RIJ do not transform as tensors
under the symplectic group, but have a more complicated behaviour. To resolve these trans-
formation issues, we instead work with the special real formulation, with real scalar fields qa,
a ∈ {1, . . . , 2nV + 2}, related to the complex scalars XI by
(qa) = ( x
I
yJ




These real scalar fields have the benefit of transforming as a vector under symplectic transforma-
tions. In this formulation, all couplings are encoded in a real function H = H(qa), called the
Hesse potential, which is homogeneous of degree two, and which up to a factor, is the Legendre
transform of the imaginary part of the prepotential F (see [31] for further details). It is helpful to
think of the complex and real formulations of special geometry as being related to one another
in the same way as the Lagrangian and Hamiltonian formulations of mechanics, see for example
[172] and [53] for a detailed, comprehensive discussion.
6.1.1 Dimensional reduction
As summarised above, we generate four-dimensional solutions through finding Euclidean instan-
ton solutions in three dimensions, which we then uplift back into four dimensions. We accom-
plish this via a Kaluza-Klein reduction over a timelike coordinate, following the formulae given in
Section 4.3.2. The general discussion of this reduction was given in Section 4.4. We begin choos-
ing a Kaluza-Klein ansatz for our four-dimensional spacetime. Following [126], we choose to
additionally impose that our four-dimensional solutions are static, and therefore decompose the
four-dimensional spacetime metric as
ds24 = −eϕdt2 + e−ϕds23 , (6.1.4)
where ϕ and all matter fields are assumed to be independent of time t. The field ϕ is the Kaluza-
Klein scalar and there is no Kaluza-Klein vector since the assumption that field configuration is
static1 setsVµ = 0. As discussed in Section 4.1.2, by performing a field redefinition of the complex
scalar fields, the Kaluza-Klein scalar ϕ is absorbed
Y I ∶= eϕ/2XI . (6.1.5)
1As a reminder, staticity assumes that the metric is both stationary (time-independent) and hypersurface-
orthogonal (no time-space cross-terms)
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We do not introduce a new symbol for the corresponding real scalars qa, which, are subject to
the same rescaling, such that from now on we understand the real scalars are written as
(qa) = ( x
I
yJ




The advantage of this field redefinition is that the Kaluza-Klein scalar is now on the same footing
as the four-dimensional scalar fields. When needed, the Kaluza-Klein scalar can be extracted as
eϕ = −2H, where H is the Hesse potential considered as a function of the rescaled real scalars qa.
Upon dimensional reduction, the (nV + 1) four-dimensional vector fields split into scalars ζ I and
three-dimensional vector fields which can be dualised into a second set of scalars ζ̃I .These 2nV+2
scalars can be combined into the symplectic vector q̂a = 12(ζ
I , ζ̃I)T . We refrain from giving the
explicit relations between the various fields, and refer the interested reader to [31, 33, 28]. What
matters is that all dynamical degrees of freedom are now encoded in the (4nV + 4) real scalars
qa , q̂a, which form two symplectic vectors and the four-dimensional fields can be recovered with
known formula from the literature.
Following the reduction outlined in Section 4.4, the resulting three-dimensional Lagrangian
is given by (4.4.32), repeated here for convenience
e−13 L3 = −
1
2








where H is the Hesse potential and
Ωab = (
0 1
−1 0 ) ,
are the components of the symplectic form Ω = 12Ωabdq
a ∧ dqb.
Note that in the above equation, the final line from (4.4.32) is missing, which is a result of the
static assumption removing the Kaluza-Klein vector.The equations of motion for the Lagrangian
(4.4.32) are derived in [31], but are not included here as the resulting simplification made after
the following discussion will allow a more concise derivation of the equations of motion we will
consider.
6.1.2 Restricted field configurations
In order to obtain solutions of the field equations by decoupling and elementary integration, we
make two further assumptions.
(i) We will need to know the Hesse potential explicitly, but models are naturally defined in
terms of their prepotential, e.g. in the context of Calabi-Yau compactifications of string the-
ory. Since the Hesse potential is obtained by a Legendre transformation of the (imaginary
part of the) prepotential, it cannot be computed in closed form for a generic prepotential.
We will therefore restrict the form of the prepotential in such a way that we can obtain the
Hesse potential explicitly.
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(ii) We want the field equations to decouple. This is achieved by imposing a block structure,
where the scalar fieldswithin each block are proportional to each other, andwhere equations
within a block do not couple to equations in other blocks. Such block structures appear if
we consistently truncate out part of the scalar fields.
We remark that the two types of conditionswe impose are not independent.Weonly need to know
a Hesse potential for the subset of fields which are not truncated out consistently.Themore fields
we truncate out, the larger the class of prepotentials admissible. In [39], as we increased the num-
ber of charges, the fields kept in the effective three-dimensional theory became more and more
restricted. In [28], it was shown that this restriction must also be applied to the gauging param-
eters of the scalar potential and that this required factorisation of the admissible prepotentials.
In this thesis, we look at the extreme limit of this, in which we allowed the maximal number of
distinct charges using this method, and in doing so, set all gauging parameters to zero, fixing the
form of the prepotential by requiring it was fully factored.
For the single-charged Nernst brane solutions [28] of gauged supergravity, it is sufficient to
restrict the prepotential to be of the so-called very special form
F(Y) = f (X
1, . . . Xn)
X0
, (6.1.6)
where f is a homogeneous polynomial of degree three. This condition is equivalent to imposing
that the vector multiplet theory can be lifted to five dimensions. In [39], we found that increasing
the number of charges required factorising the polynomial f (X1, . . . Xn) such that the prepoten-
tials were of the form
F2(X) =
X1 f2(X i , . . . , Xn)
X0
, F3(X) =








where the subscripts count the number of charges present in the theory, and f2 and f3 are homoge-
nous polynomial of degree two and one respectively. While F2(X) is still the generic form for a
compactification of the heterotic string on K3 × T2 at string tree level, F4(X) is the well known
STUmodel [104], which is also theminimal example for a prepotential of the form F3(X). While
more general models can be defined and solved for by relaxing the condition that f3 is a polyno-
mial, we do not know how such models could be embedded into string theory and so restricted
ourselves to the polynomial case. We have included this discussion of the lower charge solutions
as an illustration of how we came to the STU model for the four charge case, but we will not
further discuss the form their solutions, which are explained in full detail in [39].
Next we specify the consistent truncation of the scalar fields qa , q̂a that we impose to achieve
decoupling. In [33], the truncated field configurations were called ‘purely imaginary’ (PI) because
the corresponding four-dimensional physical scalars zA are purely imaginary, and in terms of real
scalar fields, the PI conditions require that
y0 = u0 = 0, xA = 0, A ∈ {1, . . . , nV}.
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This type of condition is also known as ‘axion-free’, as in our parametrisation, the real parts of zA
have an axion-like shift symmetry for prepotentials of the very special form. Remembering back
to the gauge fixing conditions we must impose on the complex scalars XI , we can identify one
of these conditions not as a restriction on the physical scalars, but instead as the condition to fix
the U(1) gauge symmetry. Any of these conditions is appropriate for this gauge fixing, but it is
standard to think of ImY0 = 0⇒ u0 = 0 to be the gauge fixing condition.
In terms of three-dimensional scalars, the PI condition takes the form
(qa)∣PI = (x
0, . . . , 0; 0, y1, y2, . . . , yn). (6.1.8)




(∂µζ0, . . . , 0; 0, ∂µζ1, ∂µζ2, . . . , ∂µζn). (6.1.9)
We remark that the PI condition maintains that the solution we obtain is a consistent truncation
of the full theory. A point of view we do not deeply discuss in this thesis is realising the scalar
fields as harmonicmaps to a target space geometry. Understanding the scalar fields as coordinates
on the target manifold, making a field restriction can be interpreted as picking out some sub-
manifold from the target space. From this perspective, the PI condition as a consistent truncation
reflects the existence of a distinguished totally geodesic2 (2nV +2)-dimensional sub-manifold of
the (4nV + 4)-dimensional scalar manifold realised from the three-dimensional effective theory
obtained from dimensional reduction.
For notational convenience, we adjust the assignment of indices a, b, . . . to the scalar fields
qa , q̂a such that the non-constant scalars correspond to indices a ∈ {1, . . . , nV + 1}. We can
further simplify the equations of motion through some simple manipulations. All terms in the
three-dimensional Lagrangian and field equations which do not involve the scalar potential ei-
ther involve the constant anti-symmetric matrixΩab or the Hesse potential H and its derivatives.
Looking at (6.1.8) and (6.1.9), we find that
qaΩab∂µqb = qaΩab∂µ q̂b = 0.
Moreover, we replace the scalar fields qa by their duals qa = H̃a = −H̃abqb, where we used that
H̃ab are homogeneous functions of degree −2. While in general we cannot lower indices on q̂a in
the same way,3 we can lower the indices after differentiation: ∂µ q̂a ∶= H̃ab∂µ q̂b [33]. As the fields
q̂a are essentially the four-dimensional gauge potentials, which only enter into the field equations
through their derivatives, this is sufficient for rewriting all field equations with indices a in the
lower position. Putting this all together, under the PI condition, the effective three-dimensional
Lagrangian is simply
e−13 L3 = −
1
2
R3 − H̃ab(∂µqa∂µqb − ∂µ q̂a∂µ q̂b). (6.1.10)
2Here, totally geodesic means that geodesics on the subspace are geodesics in the full space.
3We do not require the functions q̂a to be well defined on the scalar manifold, and in particular, we cannot find
coordinates by computing H̃ab q̂b unless H̃ab is itself constant. This is because the above coordinate could not be
consistent with ˙̂qa = H̃ab ˙̂qb . However, q̂a are well defined functions on the scalar manifold, and from this ˙̂qa and ˙̂qa
are well defined vector and covector fields respectively.
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6.2 euclidean instanton solutions
We are now in the position to formulate the problem that we will solve. Starting from the La-
grangian (6.1.1), we impose that the four-dimensional metric (6.1.4) is static, the PI truncation
(6.1.8, 6.1.9) and finally that the three-dimensional metric has planar symmetry
ds23 = e4ψdτ2 + e2ψ(dx2 + dy2). (6.2.1)
All fields, including the unknown function ψ, depend only on the overall transverse coordinate
τ in this brane-like ansatz.
The resulting equations of motion can be derived from (6.1.10), alternatively, the restrictions
discussed can be applied to the general three-dimensional equations for timelike dimensional
reduction derived in [31] by imposing our field restrictions. Either way, the resulting equations
of motion are given by




∂aH̃bc(∂µqb∂µqc − ∂µ q̂b∂µ q̂c) = 0, (6.2.3)
− 1
2
R(3)µν − H̃ab(∂µqa∂νqb − ∂µ q̂a∂ν q̂b) = 0. (6.2.4)
The first line gives the equations of motion for for the scalars q̂a, which correspond to the four-
dimensional vector field equations. The second line give the equations for the scalars qa, which
encode the four-dimensional scalars zA and the Kaluza-Klein scalar ϕ. The last line are the three-
dimensional Einstein equations which determines the three-dimensional warp factor ψ.
To solve Einstein’s equations we use that the non-zero components of the Ricci tensor are
found to be
Rττ = 2ψ̈ − 2ψ̇2, Rxx = Ryy = e−2ψψ̈,
where we use a dot to denote differentiation by τ. The equations (6.2.4) then reduce to the follow-
ing form for µ, ν ≠ τ
1
2
e−4ψψ̈ = 0, (6.2.5)
and for µ, ν = τ
H̃ab(q̇a q̇b − ˙̂qa ˙̂qb) = ψ̇2 − 12 ψ̈, (6.2.6)
where we have substituted in (6.2.5) to reduce this condition. We remark that (6.2.6) is called the
Hamiltonian constraint [33, 28].
We are interested in deriving solutions carrying charge under four gauge fields. The requires
enforcing that the equations of motion for all qa decouple, which in turn requires that the prepo-





which is the well-known prepotential of the STU model.
From the STU prepotential, we can compute the Hesse potential (4.4.2)





cosmological solutions of N= 2 supergravity 175
and as we know the exact form of theHesse potential, we can now completely solve for themetric,




We note that after making the PI restriction we have reduced from four complex to four real
variables.
We start by solving the equations ofmotion for q̂a. Since all fields are assumed to only depend
on τ, Equation (6.2.2) reduces to
¨̂qa = 0. (6.2.9)
Integrating up we obtain
˙̂qa = Ka . (6.2.10)
The non-vanishing constants Ka are proportional to the electric charge Q0 andmagnetic charges
PA of the four gauge fields in this solution4
˙̂qa = Ka = (−Q0, 0, 0, 0; 0, P1, P2, P3). (6.2.11)
Now turning to the scalar fields qa, studying (6.2.3) we find that they completely decouple













where the integration constants have been collected together as
Ba = (B0, B1, B2, B3), ha = (h0, h1, h2, h3).
Without loss of generality we set Ba ≥ 0. To avoid curvature singularities associated with zeros of
the fields qa, we further require that sign(h0) = sign(Q0) and sign(hA) = sign(PA). This ensures
that there are no zeros for the domain 0 ≤ τ <∞.
Finally, we turn to Einstein’s equations (6.2.4). From (6.2.5) we have the simple result
− 1
2
e−4ψψ̈ = 0 ⇒ ψ̈ = 0.
TheHamiltonian constraint (6.2.6) allows us to find
1
4q2a




B20 + B21 + B22 + B23
4
, (6.2.14)










4The minus sign in front of Q0 reflects that Ka transforms as a covector, and not as a vector, under symplectic
transformations.
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As it appears in an exponential in the line element (6.2.1), we additionally calculate
e−4ψ = e−4a0 e±2
√
∑i B2i τ . (6.2.15)
To summarise, we have found the following planar symmetric solution to the time-reduced STU
model:








e−4ψ = e−4a0 e±2
√
∑i B2i τ .
(6.2.16)
6.3 four-dimensional planar solutions
In this section, we study the three-dimensional instanton solutions derived as candidates for black
hole solutions in four dimensions. Part of this process involves imposing regularity conditions
on the matter content through placing conditions on the integration constants.
As we mentioned in the reduction of the brane configurations in Section 4.5.4, to have well
behaved solutions, the scalar fields must be regular on the horizon. From the point of view of
N = 2 supergravity coupled to vector multiplets, this condition can be traced back to ensuring
certain properties of the prepotential. In our case, when the prepotential is of the very special
form (6.1.6), we require that the polynomial function f (X1, . . . Xn) have no zeros or poles. For
the STU model, where f (X) = X1X2X3, this translates to the simple condition that the scalars
zA do not diverge on the horizon. When considering multi-charged solutions [39], the argument
must be made for more generic prepotentials.
We can explicitly write down the four-dimensional, static, planar symmetric line element
using (6.1.4) and (6.2.1)
ds24 = −eϕdt2 + e−ϕ+4ψdτ2 + e−ϕ+2ψ(dx2 + dy2), (6.3.1)
where the Kaluza-Klein scalar is found from the Hesse potential via (6.2.8)





We can perform the lift from the three-dimensional fields into four dimensions using the dimen-
sional reduction formulae found originally in [31, 33, 28].
The four-dimensional physical scalars are determined by the three-dimensional scalars through
the relations [33]
Y0 = − 1
4q0
, YA = − i
2
eϕqA, (6.3.2)
where Y I are rescaled scalar fields defined in (6.1.5). This yields the form for the physical scalars
via (6.1.3)
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where as displayed in (6.1.1), ζ I are the components of the gauge fields along the reduction di-
mension and ζ̃I are the Hodge duals of the three-dimensional vectors. Their relation to the four-
dimensional gauge fields can be calculated from [33]
∂µζ I ∶= F Iµt , ∂µ ζ̃I ∶= GI∣µt , (6.3.5)
where we remind the reader that
GI∣µν ∶=RIJF Jµν − IIJ F̃ Jµν , (6.3.6)
is the dual field strength.
We begin by looking for the location of a Killing horizon. As the solution is static, we have
the timelike Killing vector field kµ = ∂t and we can compute its norm k2 = eϕ. Evaluating this in












where we use that Bi > 0. We understand that there is a Killing horizon located in the four-
dimensional spacetime for τ → ∞. We can now take the same limit for the scalar fields (6.3.3)
and ensure that they are finite on the horizon. Inserting in our result for the scalar fields qa, we
find the tau dependence of the physical scalars on the horizon goes as:
z1∣τ→∞ ∼ exp [(B0 + B1 − B2 − B3) τ] ,
z2∣τ→∞ ∼ exp [(B0 + B2 − B1 − B3) τ] ,
zA∣τ→∞ ∼ exp [(B0 + B3 − B2 − B1) τ] .
Imposing that these fields are finite in the limit τ →∞ requires that the following three conditions
hold:
B0 + B1 − B2 − B3 = 0,
B0 + B2 − B1 − B3 = 0,
B0 + B3 − B2 − B1 = 0.
This is satisfied when the integration constants obey B0 = B1 = B2 = B3 = B. The integration con-
stant a0, which appears in the warp factor, can be removed by a suitable shift in the τ coordinate
and after performing the shift, we see the that the warp factor simplifies, up to a sign
e−4ψ = e±4Bτ .
We can set this sign through our final condition, looking at the area density of the horizon. The
area of the horizon is given by integral
A = ∫ dxdye−ϕ+2ψ∣
τ→∞
. (6.3.7)
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As with the planar symmetric solutions of the Einstein-Maxwell theory, our x and y coordinates
are not compact, and so the area diverges, reflecting the planar symmetry of our ansatz. To obtain
finite quantities we could identify x , y periodically, but as with our discussion in Chapter 5, we
prefer to work with densities instead and take ratios relative to the coordinate area. As there are
many more functions and integration constants to keep track of in this chapter, we formally set
ω = ∫R2 dx ∧ dy = 1 ,
rather than keep ω explicit in our computations. With this understood, we find that the area










In Chapter 7, when uplifting the four-charge solution to higher dimensions, and in Chapter
8, when considering the thermodynamics of these solutions, we will need the explicit form of the
gauge fields. As we assume all three-dimensional components depend only on the coordinate τ,
the non-zero components are found from (6.3.4-6.3.6)









where the dot references differentiation by the parameter τ.
In summary, the explicit four-dimensional solution takes the following form:












e−4ψ = e4Bτ .
(6.3.10)
A note on integration constants
Imposing the reality conditions such that the area of the horizon is finite and that the scalar fields
take finite values on the horizon has reduced the total number on free integration constants from
13 to 9. This reduction from reality conditions is related to the question of whether there is an
analogue or generalisation of the attractor mechanism for non-extremal solutions.
The attractor mechanism [173, 174, 25, 175] forces scalar field to attain unique values, deter-
mined by the charges at the event horizon of static extremal BPS black holes.5 This mechanism
reduces the number of integration constants in the second order scalar field equations by a factor
5For non-BPS extremal black holes, the horizon values of some scalar fields may remain un-fixed, as long as the
variation of these values does not change the black hole entropy [176].
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of one-half, since only the asymptotic values of the scalars at infinity remain integration constants
that can be chosen arbitrarily.
When constructing solutions using the Killing spinor equations, ormore generally, by impos-
ing that the scalar field equations reduce to first order gradient flow equations, this reduction is
automatic. When solving the second order field equations directly, the reduction in the number
of integration constants enters when imposing that the scalars should take regular values at the
horizon, rather than displaying run-away behaviour. Interestingly, this link between regularity
and the reduction of the number of integration constants also exists for non-extremal solutions,
which we see not only in this case, but for all solutions considered in [39], thus also including
solutions of gauged supergravity.
While naively we could have expected to obtain solutions with two integration constants per
scalar field, there is only one, corresponding to the field’s value at infinity, and one additional
constant, which corresponds to the non-extremality parameter. While the values of the scalars
at the horizon are not exclusively determined by the charges, they are still fixed and completely
determined by the other integration constants. Similar observations were made in [33, 177] for
non-extremal five- and four-dimensional black holes, and in [28] for Nernst branes. In [177] this
behaviour was named the ‘dressed attractor mechanism’, since the horizon values of the scalars
are given by the same expressions as in the extremal limit, with the charges replaced by dressed
charges which depend on the other integration constants.These observations are consistent with
the idea of ‘hot attractors’, which was advocated in [178, 179, 180], and support the idea that the
attractor mechanism is relevant, in a modified form, for non-extremal solutions.
6.4 cosmological solutions of the stu model
In this section, we study the geometry of the planar symmetric solutions derived above.This is ac-
complished through a series of coordinate transformations that will build a global description of
the solution.Wewill find that qualitatively, this planar symmetric solution has the same structure
as the planar symmetric solutions of the Einstein-Maxwell theory. In Section 6.6, we show that
through fine-tuning the integration constants, we can recover the Einstein-Maxwell solutions as
a consistent truncation of the solutions discussed here.
For the solutions which came before the multi-charged ones discussed in [39], the transverse
coordinate took values in τ ∈ [0,∞). We have seen that τ → ∞ is the location of the horizon,
and for the Nernst solutions [28], τ → 0 was the asymptotic limit, which inspired the coordinate
change
e−2Bτ = 1 − 2B
ρ
=∶W(ρ). (6.4.1)
We understand ρ = 2B as the location of the horizon, and ρ →∞ as being the location of asymp-
totic infinity.6
6Aswith the Einstein-Maxwell solution, our best definition for an asymptotic region for planar symmetric solutions
comes from the behaviour of the null geodesics of the solution; instead of looking for some maximally symmetric
geometry associated with the vacuum solution, we look for the region which we can extend null geodesics to infinite
affine parameter.
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What we show below is that on making this coordinate transformation for the four-charge
solution, ρ = ∞ is reached by transverse null geodesics in finite affine parameter and therefore
cannot be interpreted as the asymptotic region. Introducing a new transverse coordinate ζ , which
is defined by ρ = ζ−1, we identify the appropriate asymptotic region as ζ →∞ (ρ = 0).
Written in terms of the new transverse coordinate ζ , we start to understand the structure of
the solution. The locus ρ → ∞ ⇔ ζ → 0 is of no particular significance and is a hypersurface
within the static region of the spacetime. The Killing horizon is located at ζ = (2B)−1 and we
find that within static region ζ < (2B)−1, there is a curvature singularity ζ = ζs ≤ 0. As a result,
we find the transverse coordinate has finite extension within static region, bounded between the
Killing horizon and a timelike curvature singularity.This region can be understood like the region
behind the Cauchy horizon in the Reissner-Nordstrom solution, or the static region of the planar
symmetric solutions to Einstein-Maxwell theory.
By analytic continuation of the solution, we can extended to the region (2B)−1 < ζ < ∞,
where the coordinate ζ becomes timelike and the limit ζ → ∞ is at infinite (timelike) distance.
We will interpret region I, ζs < ζ < (2B)−1 as the interior region, and region II, (2B)−1 < ζ < ∞
as the exterior region. A summary of this structure is given as an illustration in Figure 6.1. As we
have an exterior region which is time-dependent, we refer this class of solutions as cosmological.
6.4.1 Finding asymptotic infinity
We beginning by applying the coordinate change (6.4.1) to the fields found in (6.3.10) to obtain
a line element for our solution in terms of the coordinates {t, ρ, x , y}, where ρ ∈ (2B,∞).








where we have defined the harmonic functions










, a = 0, . . . , 3.
The warp factor is found to be
e−4ψ =W(ρ)−2,












With the expressions for the Kaluza-Klein function and the warp factor, we can write down the







+H(dx2 + dy2). (6.4.5)







τ → 0, ρ →∞, ζ = 0
τ →∞, ζ = (2B)−1
ζ →∞
Figure 6.1: Diagram of the spacetime regions.When starting from the
3D solution, a static patch of the spacetime is found, parametrised by
τ for ζ ∈ [0, (2B)−1]. We can extend this spacetime to a singularity
where the Kretschmann invariant becomes infinite. Analytically con-
tinuing our parameter through the horizon to ζ > (2B)−1 we obtain a
time-dependent geometry.
We are now interested in looking for where our asymptotic region is. We do this in an identical
procedure to how we studied the geodesic motion in Section 5.2.






where the dot represents differentiation with respect to an affine parameter λ. Null geodesics
satisfy L = 0. The constant of motion associated to the timelike Killing vector kµ is
E = −k ⋅ u = Wṫ
H
,
which can be rearranged to give a differential equation.Upon integration, we obtain an expression
for the affine parameter
ρ̇ = ±
√
ρ4E2, λ = ± ∫ dρEρ2 . (6.4.6)
This shows that light signals sent from ρ > 2B reach ρ = ∞ in finite affine parameter, whereas
ρ → 0 is reached in infinite affine parameter. Therefore, ρ → 0 should be interpreted as being at
infinite distance and ρ < 2B as the exterior region, while ρ > 2B is the interior region.
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Given this observation, we introduce the new transverse coordinate ζ = ρ−1 so that infinity
is now at ζ →∞. It is important to note that in order to reach the limit of ζ →∞ we must cross
the Killing horizon located at ζ = (2B)−1 =∶ α−1 into a new, ‘exterior’ region. In the exterior, ζ is a
timelike coordinate and as the line element depends explicitly on ζ , the exterior is non-stationary
and as such the solution is interpreted as cosmological.
We also note that for causal information coming from an asymptotic distance, the Killing
horizon is a cosmological horizon which is located at a point in time ζ = α−1, and so will be
necessarily crossed for all causal geodesics.7 Once the horizon has been crossed, the timelike
singularity can be avoided, and geodesics may leave the static patch into a second dynamic patch
of spacetime. This statement is justified with calculations later in Section 6.5.





dζ2 +H(ζ)(dx2 + dy2). (6.4.7)
Note that we have relabelled the coordinate t, which is interpreted as time in the interior, as η.
This is because t becomes a spacelike coordinate in the exterior patch of spacetime, so we instead
use the neutral notation (η, ζ) instead of (t, ρ). After the coordinate change, themetric functions
are
W(ζ) = 1 − αζ ,







2∣Ka ∣ ζ] .
We will refer to these harmonics in a condensed format by redefining our integration constants
such that











We refer to these linear functions as harmonics from the perspective of the intersecting brane
configurations we introduced in Section 4.5.4. We will see in Chapter 7 that these solutions can
be considered as smeared configurations with one transverse dimension, for which a harmonic
function is a linear function.
Finally, we rewrite the gauge fields (6.3.9) which will be particularly important when we con-










6.4.2 The dynamic region
With an appropriate set of coordinates, let us now demonstrate that the metric can be analyti-
cally continued to ζ > α−1. We make an intermediate coordinate transformation to advanced
7This mandatory crossing can be understood in the same way as all causal geodesics reaching the singularity for
the Schwarzschild solution once the horizon has been crossed.
cosmological solutions of N= 2 supergravity 183
Eddington-Finkelstein coordinates








dv2 + 2dζdv +H(dx2 + dy2).
This shows that the metric has no singularity at ζ = α−1 and so we can analytically continue the
coordinate ζ to ζ > α−1, and then reverse the coordinate transformation to obtain the metric for





dζ2 +H(ζ)(dx2 + dy2),
for ζ > α−1. Note thatW(ζ) is an everywhere negative functionwithin the domain of the dynamic
patch of the spacetime. To have a clearer picture of our spacetime, we define a new, always positive
functionwithin this domain:W(ζ) ∶= αζ−1. Using this, we canwrite down themetric for ζ > α−1
where it is immediately obvious that the coordinate ζ is timelike.
The exterior (region II) is the cosmological region where ζ is timelike and the metric is time-
dependent.The interior (region I) is static, for which ζ < α−1 is spacelike and η is timelike. As we
will see below, the spacetime ends at a timelike singularity located at ζs, where ζs is the first zero












dη2 +H(ζ)(dx2 + dy2).
(6.4.9)
Having found coordinates suitable for describing both regions of our solution, we now start
to analyse its properties. Using (6.3.3) we obtain the following expressions for the physical scalars:
















We can study the asymptotic behaviour of the scalars by taking the limit ζ →∞ and we find
Ha ≃ ∣Ka ∣e
− αha2∣Ka ∣ ζ ,
such that the scalars all tend to a constant value, as allHa depend on ζ in the same way
lim
ζ→∞







We can look for the presence of curvature singularities through computing the curvature
scalars corresponding to the metric (6.4.9). Unlike the previous solutions discussed so far, the
Ricci scalar is non-zero, and is found to be
R =
W (H′2 − 2HH′′)
2H3
, (6.4.11)
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where we denote a derivative with respect to ζ with a prime. The Kretschmann scalar, K =





′H′′ (4WH′ + 3αH)
H5
+ H




We find that both have singular behaviour for the limit of H(ζ) → 0. As H(ζ) is a polynomial
of degree four which factorises into four linear polynomials, it will in general have four distinct
zeros at ζ = γaβ−1a .The boundary of the spacetime domain is given by the largest of these zeros, or
the ‘first zero ofH(ζ)’, which we denote ζs. We remark that ζs ≤ 0 for all values of the integration
constants. Without loss of generality, we assume that the first zero ofH will be forH0 = 0, such









6.4.3 Near horizon geometry
We can study the near horizon geometry of this solution through making a coordinate transfor-
mation
χ2 = ζ − α−1, dζ2 = 4χ2d χ2. (6.4.14)







and after the coordinate change, we find
dζ2 = 4χ2dr2, W = αχ2, H = 2ZE
α2
,
where we have defined
Z ∶=
√





















d χ2 + 2ZE
α2
(dx2 + dy2). (6.4.15)
With the near horizon approximation, we can study the Hawking temperature (up to a sign) via




to put our line element into the form in which we can compare it with the Rindler line element
[35]. Performing the Wick-rotation η → −iηE , we ensure that there is no conical singularity by
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making the identification τ ≃ τ+β, where β can be understood as the inverse temperature β = T−1H .





We remember that the sign of the computation is not set through this reasoning, as explained in
Section 3.5.2.
6.4.4 The extremal limit
We are interested in the extremal limit of the solution in which the surface gravity of the Killing
horizon vanishes. We can compute the surface gravity using the Kodama-Hayward formulation
(3.5.4), where we additionally have knowledge of the sign, and we find












This allows us to identify that α should be interpreted as the non-extremality parameter, with the
extremal limit: α → 0. This is consistent with (6.4.16) where we see that κ = 2πTH . In Section
6.5, we will obtain a global depiction of the spacetime and from that, we can set the sign of the
temperature from the classification of the trapping horizons.
As this solution is a generalisation of theNernst solution, we are interested in how the entropy
density behaves in the extremal limit. We can read off the entropy density of the solution as the





Surprisingly, unlike the Nernst solution which had vanishing area density, the entropy density
diverges in the extremal limit.
We can look at the geometry of the solution in the extremal limit, and we find the metric
functions are found to be
α → 0 ⇒ W(ζ)→ −1, βa → haζ , γa → Ka . (6.4.17)
The resulting line element is given by
ds2 = −H−1(ζ)dη2 +H(ζ)dζ2 +H(ζ)(dx2 + dy2), (6.4.18)
where η, ζ are now everywhere timelike and spacelike respectively, and we understand that the
spacetime is static.
Taking the extremal limit has a dramatic effect on the causal structure of the spacetime, sim-
ilar to what we have already seen when taking the extremal limit for the planar solutions of
Einstein-Maxwell in Section 5.4. As the functionW becomes constant we find that the location
of the horizon is set byH−1 → 0, which occurs when ζ → ∞. The horizon location is pushed to
α−1 →∞, and the resulting spacetime is everywhere static with a naked singularity. This change
in the causal structure is a general feature of the cosmological, planar symmetric solutions we
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have studied, which was also seen in the three-charge solutions of [39]. Further discussion of
the relationship between the causal structure and the extremal limit is left for Section 7.3, where
we have the additional perspective of these solutions as intersecting brane solutions in higher-
dimensional supergravity.
6.4.5 The asymptotic limit





2Ka ζ , lim
ζ→∞
H(ζ) ≃ 2ZEζ2, lim
ζ→∞
W(ζ) ≃ αζ .





dη2 + 2ZEζ2(dx̄2 + d ȳ2), (6.4.19)
and with a simple change of coordinates to absorb all of the constants, we find the asymptotic
metric is in the form
ds2 = −ζ̄d ζ̄2 + 1
ζ̄
d η̄2 + ζ̄2(dx2 + dy2). (6.4.20)
We find that the asymptotic geometry is the same as for the planar solutions of Einstein-Maxwell,
which we understand as the planar Schwarzschild solution (AIII metric) with the mass M = 12
[169]. This matching of asymptotic geometries can be understood as in the asymptotic limit,
the scalars fall off to a constant value. As we will show in Section 6.6, the solutions of Einstein-
Maxwell theory can be recovered from the STU model by imposing all the scalar fields take con-
stant values.



















we can rewrite the asymptotic metric in the form
ds2 = −dτ2 + τ2/3dz2 + τ4/3(dx2 + dy2),
which is the type-D vacuum Kasner solution [51]. The Penrose-Carter diagram for the vacuum
Kasner type-D solution was given in Figure (5.2).
6.5 causal structure of cosmological solutions
In this section, we use the general framework we built in Section 5.3 to draw the Kruskal diagram
and the Penrose-Carter diagrams for the planar symmetric solutions of the STU model. We can
also carry through the computations to classify the horizons and find that they are inner horizons.
From the conformal diagram, we realise that our planar symmetric solutions have an intersection
with a class of cosmological solutions studied in [168, 170] for the case of generalised Einstein-
Maxwell-Dilaton theory and the orientifold constructions in [171]. We then consider the static
patch inmore detail, studying causal geodesics and the worldlines of stationary massive particles,
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following the methodology introduced in Section 5.2.3. We find that the singularity repels all
timelike geodesics and that stationary massive particles experience negative acceleration with
respect to the singularity. Finally, we compute various mass-like parameters associated with the
static region of the spacetime.
6.5.1 Kruskal coordinates and the Penrose-Carter diagram
Studying the line element for region I (6.4.9), in which the transverse coordinate ζ is spacelike,
we notice that it is of the form (5.3.1) when we make the identification
f (ζ) = W(ζ)
H(ζ)
= 1 − αζ
2
√
(β0 + γ0ζ)(β1 + γ1ζ)(β2 + γ2ζ)(β3 + γ3ζ)
.
As we allowed f (r) to be completely general in our construction of Kruskal-like coordinates
of our cosmological solutions in Section 5.3.1, we can write down our line element in terms of
Kruskal-like coordinates {U ,V}




From this, we know that the Kruskal diagram for these solutions will be the Figures 5.3b and
5.4b, which we redraw with explicit labels for each region in Figure 6.2. We can similarly draw
the Penrose-Carter diagram for these solutions, which we give in Figure 6.3.
We can continue following the generalised discussion in Section 5.3.2 to classify the horizons
in our spacetime. Region IV is that which we understand as having the conventional time orienta-
tion.The horizon separating regions III and IV is a future inner horizon, which has a temperature
proportional to the surface gravity and so is negative. It is this horizon which we consider when
studying the thermodynamics of these solutions in Section 8.4. The horizon separating regions
IV and II is a past inner horizon, which has a temperature with a sign opposite to the surface
gravity, and so is positive.
6.5.2 Geodesic motion
Following the computations performed in Section 5.2.2, we can study the timelike andnull geodesics
of the solution through considering the Lagrangian




ζ̇2 +H(ẋ2 + ẏ2), (6.5.1)
where s = 0,−1 for null and timelike geodesics respectively (wewill not consider spacelike geodesics
for which s = 1). We calculate the constants of motion from the isometries as
E = W
H
η̇, a =Hẋ , b =H ẏ,




= −E2 + ζ̇2 + (a2 + b2)W
H2
. (6.5.2)













Figure 6.2: Kruskal diagram for the planar symmetric solutions of the
STU model, which we can draw from the qualitative similarity of this
solution to the general discussion given in Section 5.3. As before, in-
going (outgoing), transverse null geodesics are drawn in blue (red).
Collecting the terms together and separating out an effective potential, we can write the differen-
tial equation into the suggestive form






which can be interpreted as the equation of motion for a particle with mass m = 2. The domain
of validity for the equation of motion is restricted by the inequality
V(ζ) ≤ E2.
The point at which V(ζ0) = E is interpreted as the classical turning point of the particle’s tra-
jectory. Studying the potential V(ζ) for the domain in which ζ is spacelike, we can look at the
motion of causal information along geodesics.
In Figure 6.4 we plot V(ζ) and see that for region I, in which ζ < α−1, the potential is every-
where positive and therefore considered repulsive. When decreasing ζ from α−1 towards ζs, we
see that the potential monotonically increases until it diverges in the limit of the singularity. As
such, we are guaranteed a unique solution for V(ζ0) = E2, and hence the existence of a classical
turning point. There is one exception to this, the case when s = a = b = 0, specific to the motion
along transverse null geodesics, where the potential is everywhere zero. In this case, there is no
turning point and the transverse, null geodesic reaches ζ = ζs in finite affine parameter:
λ = ± ∫ 1E2 dζ = ±
1
E2
(ζ0 − ζs) ,
evaluated from some initial point ζ0 > ζs. We realise that our spacetime is not geodesically com-
plete.
We can understand this repulsive potential from another perspective through looking at the
proper acceleration for a massive particle at rest at some point in region (I/IV) of the spacetime.
We consider a massive particle following the orbit of the stationary Killing vector field kµ = ∂η.















−1ζ = α −1
ζ =
α






, η =∞J −
ζ s ζ s
Figure 6.3: Penrose-Carter diagram for the planar cosmological solu-
tions. Starting at ζ →∞, we have a cosmological spacetime (III) with
a future inner horizon located at a finite point in time; any observer
must necessarily fall through the horizon. Passing through the hori-
zon, the spacetime is static (IV) with an avoidable (repulsive) naked
singularity located at a point in space. Massive particles at rest expe-
rience negative acceleration and will leave the static region through a
past inner horizon, into a second dynamic spacetime (I). An example
of a complete timelike geodesic is given in orange, spacelike hypersur-
faces of constant time are given in blue.









Figure 6.4: Behaviour of the effective potential as a function of ζ for the
set of causal geodesics excluding null transverse geodesics, for which
V(ζ) = 0.





As the functionsW ,H and ∂ζH are everywhere positive in the static region of spacetime, we see
Aζ < 0, and that a particle at rest always experiences a force repelling it from the singularity.
We can understand the behaviour as qualitatively identical the planar Einstein-Maxwell so-
lution discussed in Section 5.2. The metric functions H(ζ) and W(ζ) produce a line element
with a more ‘complicated’ form, but from the point of view of the global structure, we see no
difference.This leads us to the same conclusion for the movement of geodesics. For non-zero po-
tentials, a particle will arrive from J − and necessarily fall through the horizon at ζ = α−1, which
is located at a point in time.The particle will then continue towards the singularity to aminimum
distance ζ0, which is the classical turning point. At this point, the particle will then be reflected
by the singularity and continue off through the Killing horizon into a second dynamic spacetime
towardsJ +. The only causal geodesics which do not follow these trajectories are those for which
V(ζ) = 0. These are precisely the transverse null geodesics which fall through the horizon from
J − and straight into the singularity. In Figure 6.3, an example of a geodesically complete timelike
curve is drawn in orange.
6.5.3 Mass
We now turn our attention into looking at the mass-like quantities we can compute within the
static region of the spacetime. Computation of the conserved electric andmagnetic charges of this
solution is delayed until Section 8.4. When verifying the first law, we will find it helpful first to
dualise our gauge fields, so the solution is purely electric. The computation of conserved charges
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is better suited within the context of the Euclidean action formalism, which can be done whilst
also performing the dualisation, where we compute an exact form for the gauge couplings as
functions of ζ . For reference, the charges are given in equations (8.4.8), (8.4.9).
As in Section 5.2.3, we will consider both the Komar formalism, as well as quasi-local Brown-
York formalism. For both methods, the mass quantity is extracted from the energy by taking an
asymptotic limit.However, both of these formalisms assume the spacetime region to be stationary,
and as our static region is finite, taking the asymptotic limit brings us into a region in which our
initial assumptions no longer hold. As a result, we cannot interpret the asymptotic evaluation
of the energy quantities as mass-like. To remedy this, we do not take the limit and instead find
the Komar energy, and quasi-local energy as position-dependent quantities. This methodology
is inspired by the computations performed in [168, 170], and mirrors the work already discussed
in Section 5.2.
Komar mass




is computed from our timelike Killing vector k. We again mention our inability to properly nor-
malise this quantity. In spherically symmetric solutions, the Killing vector is normalised such
that k2 = −1 in the asymptotic limit, but for these planar symmetric solutions, k2 → 0 in the limit
of ζ → ∞. Because of this, we leave k2 unnormalised and study the Komar energy as a position
dependent quantity in spacelike ζ .
For the Killing vector: kµ = (∂η , 0, 0, 0) and taking the Hodge dual, with orientation set by
єηζxy = 1, we find




The Komar integral is evaluated to
EK = −
1




Due to the planar symmetry of our solution, this value is divergent when integrating over the











Within the domain of the static regionH,W , ∂H > 0, so as α is positive, the Komar energy will be
everywhere negative, regardless of the overall normalisation of k2. We can play the same gamewe
did in Section 5.2.3 and take the asymptotic limit, despite having no physical motivation. Doing





and that like the planar solutions to Einstein-Maxwell, this asymptotic energy contribution de-
pends only on the non-extremality parameter.
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Brown-York mass





σ(k − k0), (6.5.6)
where k is the extrinsic curvature of the codimension-two manifold embedded into our space-
time. Comparing our metric (6.4.9) with the ADM decomposition (3.4.4) we identify
N2 = W
H
, V i = 0, σxx = σyy =H.








As with the Komar energy, we have no natural way to normalise this energy, albeit for a dif-
ferent reason. As discussed in Section 5.2.3, the normalisation for the Brown-York energy comes
from picking a suitable background, from which we compute k0. The most conventional choice,
when available, is to use the maximally symmetric space located in the asymptotic limit. In Sec-
tion 3.4.2, we saw this with the Reissner-Nordström solution, where the divergent energy became
finite after we removed the ‘infinite energy contribution’ from the Minkowski background. An-
other choice for solutions with electromagnetic charges is to use the extremal solution as the
background geometry. The issue with normalisation here is two-fold. Firstly, these normalisa-
tions come into play when we choose to set the boundary in the asymptotic region. For these
cosmological solutions, this limit brings us into a non-stationary region of the spacetime, thus
breaking an initial assumption of the formalism.The second is that even if we accept the limit as a
valid concept, neither the background contributions derived from the asymptotic region (6.4.19),
or the extremal line element (6.4.18) cancel the divergence as ζ →∞ which grows asO(
√
ζ). As
a result, we study the energy without normalisation, setting k0 = 0.





















This is negative-definite in the static domain due to identical reasoning as for the Komar calcula-
tion.
If instead of following the Brown-York mass, we follow the Katz-Lynden-Bell-Israel formal-






cosmological solutions of N= 2 supergravity 193







Comparing this with the Brown-York energy, we see introducing the lapse function has no effect
on the sign within the static region. However, the Katz-Lynden-Bell-Israel energy does have an
interesting property of being finite if we take the (inappropriate) asymptotic limit. Taking the
limit of the boundary to r →∞, we find that the energy is real and finite




and like theKomarmass, depends only on the non-extremality parameter.Wewill revisit themass
when we understand it as the internal energy of the solution from a thermodynamic perspective.






Note that unlike the planar solutions of Einstein-Maxwell, there is a difference between this mass
and the Komar mass computed above. This difference comes from a change of coordinates we
make in Section 8.4.1, where we impose that the metric over the two-plane falls off as
ds22 = ζ2(dx̄2 + d ȳ2),
when we take the limit ζ →∞. We find that these planar coordinates are related by
(x , y)↦ 2√γ0γ1γ2γ3 (x̄ , ȳ),
and if we make this coordinate change on the line element for region I in (6.4.9) and recompute









Again evaluating for ζ →∞ we obtain






Showing that these two quantities can be made to be equal through coordinate changes says less
about the validity of the solution andmore about our inability to know the correct normalisation
without some additional information. We see that when considering these position dependent
quantities in the static region, the best we can hope for is an understanding of the overall sign of
the energy. In Section 8.4, we are able to find an overall normalisation for the Euclidean action
by imposing that the thermodynamic derivation for the conserved charges matches Gauss’ law.
It is this new ‘boundary condition’, which gives us a foothold to go from, which then leads to the
verification for the first law of thermodynamics.
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6.6 recovering the planar solution of einstein-maxwell theory
If we take the limit of setting the physical scalars of the theory to be constant, the geometry of
the four-charge solution becomes that of the vacuum solution to the Einstein-Maxwell equations
with planar symmetry, studied in Chapter 5.This is expected as the Reissner-Nordström solution
is the resulting geometry for the spherically symmetric solution to the STUmodel with constant
physical scalars.Thismatching of solutions can be understood as the non-extremal generalisation
of the double-extremal limit [181].








and we see that they are everywhere constant under the restriction that all the harmonics are
equal: H0 = H1 = H2 = H3. This is achieved by fine-tuning the integration constants such that
Q0 = P1 = P2 = P3 = K and h0 = h1 = h2 = h3 = h.
Understanding that the scalar fields are constant after imposing this matching condition on
the integration constants, we can look at how the Lagrangian (6.1.1) changes in this limit. As the
scalar fields are constant, the kinetic term for the scalar field vanishes. The gauge coupling IIJ
depends only on the scalar fields, and so is itself a constant. The four gauge fields F I are all equal
and so we can reinterpret the contribution from the nV + 1 gauge fields as a single gauge field
contribution. All that remains of (6.1.1) is the Ricci scalar and a single Abelian gauge field and
so by a suitable rescaling of F, the action can be brought into the form of the Einstein-Maxwell
Lagrangian (3.3.1).
This transition from the STU model to the Einstein-Maxwell theory is also mirrored in our
geometry.Whenwe take the above limit for our integration constants, we recover the line element
for the solution of Einstein-Maxwell theory with planar symmetry (5.1.5). The metric for the





dζ2 +H(ζ)(dx2 + dy2), (6.6.1)
changes at the level of these functions, which are now given by
W(ζ) = 1 − αζ , H(ζ) = 2(β + γζ)2,
with our integration constants simplified as




) , γ = K exp(−αh
2K
) , α, β, γ ∈ (0,∞).
Themetric written in terms of these new constants for ζ < α−1 is given by
ds2 = − 1 − αζ
2(β + γζ)2
dη2 + 2(β + γζ)
2
(1 − αζ)
dζ2 + 2(β + γζ)2(dx2 + dy2). (6.6.2)
We now show that a suitable change in coordinates maps this line element into our solution
(5.1.5), derived in Chapter 5 which we repeat here for comparison
ds2 = − f (r)dt2 + dr
2
f (r)
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The equivalence of our solution (6.6.1) and (5.1.5) is found after making the following coor-
dinate transformations
2(β + γζ)2 = r̃2 ⇒ r̃ =
√




− β) , dζ = dr̃√
2γ
,
we can then rewrite parts of the line element as
1 − αζ
2(β + γζ)2
dη2 = (− α√
2γr̃





dζ2 = (− α√
2γr̃






To ensure that the functions preceding the dη2 and dr̃2 are each other’s multiplicative inverse we
rescale r̃ such that
r = r̃√
2γ
, dr = dr̃√
2γ
, r̃ = γ
√
2r.
This allows us to write down the metric in the form
ds2 = − f (r)dη2 + dr
2
f (r)
+ 2γ2t2(dx2 + dy2),
where we have defined the function









Finally we rescale the x and y coordinates to re-absorb the 2γ2 factor and rename η to t to arrive
at the metric
ds2 = − f (r)dt2 + dr
2
f (r)
+ r2(dx2 + dy2). (6.6.3)
Looking at the function f (r) and comparing this to (5.1.5) we can relate the integration constants
from our solution to the ‘mass’ and electric charge of the solution.
M = α
4γ2
, Q2 = αβ + γ
2γ3
. (6.6.4)
Thinking back to the asymptotic limit of the Komar energy for planar solution Einstein-












we see that by making the identification (6.6.4), these mass-like parameters match exactly. Fur-
thermore, these masses are precisely the masses we derive from a thermodynamic perspective in
Chapter 8.
6.7 summary
In this chapter we have derived and studied planar symmetric solutions ofN = 2 supergravity in
four dimensions. In particular, we have found non-extremal, cosmological solutions of the STU
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model containing a Killing horizon, which are asymptotic to the type-D Kasner spacetimes. As
explained throughout this chapter, the causal structure of this solutionmatches that of the planar
solutions of Einstein-Maxwell theory, so we will not repeat ourselves here. We concluded the
chapter by showing that in the limit of ensuring that all the physical scalars zA are constant, the
planar symmetric solution of the STU model becomes that of the Einstein-Maxwell theory. This
behaviour is expected as this has already been seen for the case when the solutions are spherically
symmetric [181].
The initial motivation for this work was to generalise the Nernst solutions discussed in [28].
As a result, we are biased towards considering the thermodynamics of this solution and its be-
haviour in the extremal limit. The defining property of the Nernst branes is that the area density
of the horizon vanishes in the extremal limit, which has a formal analogy with the strict third law
of thermodynamics. However, when taking the extremal limit for these solutions, we instead find
that the area density diverges and the resulting spacetime is static with a naked singularity. To
better understand this extremal behaviour, we study these solutions in higher dimensions. This
is the topic of Chapter 7.
Furthermore, we are interested in whether these solutions have Killing horizons which obey
the first law of black hole mechanics. When attempting to find a mass-like parameter, we con-
cluded that there was no natural method to set the overall normalisation of the mass and our
value was inherently position dependent. As the first law is a differential relationship, we are
unable to verify the first law without additional structure. In Chapter 8, we introduce a novel for-
mulation of the Euclidean action formalism, which when considered together with using Gauss’
law as an effective boundary condition allows for the verification for the first law.
As further discussion of this solution is dependent on the results of other chapters of this
thesis, we prolong a discussion of the planar solutions of the STU model until further results
have been presented.
7
COSMOLOGICAL SOLUT IONS IN HIGHER DIMENSIONS
To better understand the physical origin of the four-charge solution, we turn our attention to find-
ing consistent higher-dimensional embeddings. This is motivated by the success of [34], which
offered a new understanding of the Nernst solution [28] by using a five-dimensional embedding.
We are further motivated by the work of [171] and comments made by [168] which link cosmo-
logical solutions to higher-dimensional theories reduced on orientifolds.
Before continuing, we remark on the work of [182], in which a cosmological solution of the
STU model was found. In this work, the authors also began by dimensionally reducing N = 2
vector multiplet supergravity from four to three dimensions. Solutions are then derived through
understanding the symmetric spaces associated to the sigma models. In contrast to our work,
the authors explicitly search for cosmological rather than static solutions. The problem of uplift-
ing the solution back to four dimensions becomes a problem in representation theory and their
resulting four-dimensional spacetime has a general, but quite complicated form. The upshot is
that the form of the line element derived has a coordinate structure which only yields a frag-
ment of the solution that we found in Section 6.4. Specifically, their solution does not include the
Killing horizon, and the static region and singularity are therefore not discussed. Their work has
other virtues though, and several examples of cosmological solutions toN = 2 supergravity are
found. In particular, there is an interesting section in which they understand their solutions from
a higher-dimensional perspective through a lift from four to ten dimensions on the orientifold
K3× T2/Z2. The explicit relation between their solution and ours is complicated, and we will do
not give the mapping.
For our work, we will also study the cosmological solutions in ten and eleven dimensions,
but instead of uplifting over the orientifold, we instead consider simpler, toroidal lifts. Despite
this simplification, will are still able to relate our cosmological solution to black hole solutions of
the STUmodel and to make contact with six-dimensional BPS solutions. By taking the extremal
limit, we will be able to interpret our line elements as intersecting brane solutions from both a
string and M-theory perspective.
We note here that in lifting of our solution over tori, we necessarily consider not the reduc-
tion of the full string theory, but some consistent truncation. This is because the reduction over
the torus does not break any supersymmetry and so the naive reduction would produce N = 8
supergravity in four dimensions. We also note that instead of reducing over an orientifold, we
could also consider the decomposition of the fields while reducing over a Calabi-Yau threefold,
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which would break the right amount of supersymmetry, but do not comment on this further.
This chapter is organised in the following way. First, we rewrite our Lagrangian (6.1.1) in a
form that allows a direct comparison with [131]. We then uplift our non-extremal planar solu-
tions of the STU model from four dimensions to five, six, ten and eleven dimensions, express-
ing our solutions as embedded into truncations of string/M-theory. Upon taking the extremal
limit of the four-dimensional solution, we make contact with well-known brane configurations
in string/M-theory models. Additional fine-tuning of the four-dimensional electric charges is
shown to make the extremal six-dimensional uplift supersymmetric. This is a particularly sur-
prising result as we did not utilise Killing spinor equations and therefore the existence of super-
symmetric limit was not guaranteed.
7.1 dimensional lifting of the cosmological stu solution
In Section 4.3.3, we performed the dimensional reduction ofN = 1, six-dimensional supergravity
coupled to a tensormultiplet, recoveringN = 2 supergravity coupled to three vectormultiplets in
four dimensions.This is the STUmodel, for which we found planar symmetric solutions in Chap-
ter 6. In this section, we reverse this procedure to obtain five and six-dimensional embeddings
for the planar symmetric solutions. Furthermore, the five-dimensional solution can be uplifted
over T6 to give an eleven-dimensional line element, which is a solution of a consistent truncation
of eleven-dimensional supergravity. Similarly, the six-dimensional solution can be uplifted over
T4, producing a ten-dimensional line element which is a solution to a consistent truncation of
string theory.
Wewill follow the oxidation1 prescription of [131] towrite down consistent truncated string/M-
theory Lagrangians and their corresponding metric and gauge field content.
7.1.1 Rewriting the Lagrangian for uplift
Our starting point is the Lagrangian (6.1.1), repeated here for reference




A∂µ z̄B̄ + 1
4
IIJF IµνF J∣µν +
1
4
RIJF Iµν F̃ J∣µν .
To perform the uplift, we first find the exact form of the couplings in terms of our physical scalars
zA. The explicit expressions for the gauge couplings are obtained from the prepotential F(X) us-
ing standard special geometry formulae. Full derivations for the couplings are given in appendix
E, in which we use the same conventions as [100].
Remembering that we have imposed the ‘purely imaginary’ condition, the couplings take the
form:


















1The process of embedding lower-dimensional solutions in higher dimensions is sometimes called oxidation, and
has nothing to do with chemistry!
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where
s = −Im(z1), t = −Im(z2), u = −Im(z3).















After redefining our scalars
s = e−ϕ1 , t = e−ϕ2 , u = e−ϕ3 , (7.1.4)
the Lagrangian takes the following form








e−ϕ1−ϕ2−ϕ3 [(F0)2 + e2ϕA(FA)2] , (7.1.5)
where we sum over A ∈ {1, 2, 3}. Using the STU couplings (7.1.1) and the expressions for the















To embed our solution into higher dimensions, we will use various ansatz given in [131]
allowing for us to obtain the results for ten and eleven-dimensional solutions via six and five-
dimensional solutions respectively. The relevant truncation of the four-dimensional STU La-
grangian given in [131] is






e−ϕ1−ϕ2−ϕ3 [(F4)2 + e2ϕ i(F̃i)2] . (7.1.6)
This is related to our Lagrangian (7.1.5) by an overall factor of 2, together with the following
rescaling of the gauge fields and the scalars
F0 = 1√
2
F4, FA = 1√
2
F̃i , ϕi = ϕi .
We will need to keep track of these factors while oxidising, and insert the exact values for the
gauge fields into the ansatz of [131].
7.1.2 Oxidation to five dimensions
The STUmodel can be consistently embedded into five dimensions with the bosonic Lagrangian
L5 = −R ⋆ 1 −
1
2
h−2i (⋆dhi ∧ dhi + ⋆F̃i ∧ F̃i) + F̃1 ∧ F̃2 ∧ Ã3, (7.1.7)
where the five-dimensional scalars hi satisfy the constraint h1h2h3 = 1. Using the Kaluza-Klein
reduction ansatz
ds5 = f −1ds24 + f 2(dz5 −A4)2 , Ã(5D)i = Ãi , (7.1.8)
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we obtain the four-dimensional Lagrangian (7.1.6) when we make the choice f hi = e−ϕ i . The
vector field A4 is the Kaluza-Klein vector field, while the vector fields Ai descend from the five-
dimensional vector fields.






















the five-dimensional constrained scalars hi can be expressed in terms of two independent fields
h1 = e2σ/
√
























































allows us to write down the Kaluza-Klein scalar f in terms of ζ













Using (7.1.8) together with (7.1.10) and A4 =
√
2A0, as well as collecting common factors, we















+ dx2 + dy2)].
(7.1.11)
Five-dimensional gauge potential
To obtain expressions for the five-dimensional gauge potentials, it is necessary to express all the
gauge fields in our solution in terms of electric components. This requires replacing the dual
vector potentials ÃA by the ‘standard’ vector potentials AA. The associated field strength F̃A and
FA are related by Hodge duality together with multiplication by inverse gauge coupling matrix
FA = −IAB ⋆ F̃B .
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Using the form of the gauge potential found in (6.4.8), standard calculations give their form
FA = −IAB ⋆ F̃B = −
PA
2√γ0γ1γ2γ3
dx ∧ dy. (7.1.12)










We will return to these gauge fields before uplifting the solution to six dimensions, when it will
be necessary to Hodge dualise in five dimensions to obtain a two-form potential.
Extremal limit
We now investigate the effect of the four-dimensional extremal limit defined in Section 6.4.4 for
the following higher-dimensional lifts.2 Just as in the four-dimensional case, the horizon for the
five-dimensional solution is pushed out to ζ →∞ and the static region takes up the entirety of our
spacetime; in other words, the extremal limit results in a solution containing a naked singularity.
Simplifying the metric functions using the expressions from (6.4.17) we can write down the five-
dimensional line element in the form
ds25 = (H1H2H3)−
1
3 [dηdz5 +H0dz25 +H1H2H3(dζ2 + dx2 + dy2)] .
Wewill consider the extremal limit for each of the following uplifts as we further oxidise the STU
model.
7.1.3 Oxidation to eleven dimensions
Touplift our solution to elevendimensions,we startwith the bosonic part of the eleven-dimensional
supergravity Lagrangian
L11 = −R ⋆ 1 −
1
2
⋆F ∧F − 1
6
F ∧F ∧A,
where A is the three-form such that F = dA is the four-form field strength. We can directly
embed the five-dimensional STU model into this theory through a Kaluza-Klein reduction on
T6 with the ansatz
ds211 = ds25 + h1(dy21 + dy22) + h2(dy23 + dy24) + h3(dy25 + dy26),
A = Ã1 ∧ dy1 ∧ dy2 + Ã2 ∧ dy3 ∧ dy4 + Ã3 ∧ dy5 ∧ dy6.
In a consistent truncation to five-dimensional minimal supergravity, the volume of the torus cor-
responds to a scalar in a hypermultiplet, while its shape is encoded by scalars in vector multiplets.
2We note here that we use the same symbols ha for the integration constants in (6.4.17) and the constrained five-
dimensional scalars, as this allows us to match notation with the literature on five-dimensional solutions. We trust
that the reader will infer from context which quantity is meant in a particular expression.
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This factorisation imposes the condition h1h2h3 = 1 on the scalars hi . By restricting our field con-
tent, we can consistently truncate out the hypermultiplets and remain with the five-dimensional
STU model with two vector multiplets.
We now combine this 5D/11D lift with the previous 4D/5D lift. In our four-dimensional solu-
tion, we can express the hi as functions of ζ through the harmonic functionsHi , see (7.1.9). The
three-form gauge potential is found directly from the components of (7.1.13).Thus the full line el-
















+ dx2 + dy2)
+H1(dy21 + dy22) +H2(dy23 + dy24) +H3(dy25 + dy26)] .
(7.1.14)
Eleven-dimensional extremal limit
By again substituting in the four-dimensional extremal limit (6.4.17) we can write down (7.1.14)
in the extremal limit to find
ds211 =(H1H2H3)−
1
3 [dηdz5 +H0dz25 +H1H2H3(dζ2 + dx2 + dy2)
+H1(dy21 + dy22) +H2(dy23 + dy24) +H3(dy25 + dy26)].
(7.1.15)
This extremal solution should remind the reader of the line element (4.5.6) introduced in Section
4.5.4 which described the configuration of three M5 branes intersecting over a string, encoded
by H1,H2,H3, with a PP-wave superimposed along the intersection direction, encoded by H0
[164]. For solutions with spherical symmetry, which in Section 4.5.4 is enforced by the harmonic
functions encoded by Hi , compactification on T6 × S1 gave rise to four-charged, BPS black holes.
For these solutions, the branes are delocalised along y1, . . . , y6 but localised in the remaining
three spacelike directions. The four-dimensional line element is given in (4.5.10) and a deeper
discussion for these solutions and their relationship toN = 2 supergravity appears in [166].There
is a crucial difference between those solutions and our extremal configuration (7.1.15), which
can be seen in the harmonic functionsHa. In our solutions, theM5 branes have in addition been
further delocalised in two of the non-compact directions, which upon the reduction over T6×S1,
will give rise to planar rather than spherical symmetry which was imposed at the level of the
metric ansatz.
7.1.4 Oxidation to six dimensions
Lifting the four-dimensional Lagrangian to six dimensions by extending the 4D/5D lift requires
a tweak of the five-dimensional Lagrangian, namely to Hodge-dualise one of the three vector
potentials into a two-form B. This is the reverse process of the computation we performed in
Section 4.3.3, where we dualise the three-form so we can reduce all three 2-form field strengths
in the same way. The reason we dualise before uplifting is that the six-dimensional supergravity
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is chiral and both the supergravity multiplet and tensor multiplets contain self-dual or anti-self-
dual tensor fields which do not admit a standard Lagrangian description. However, in super-
gravity coupled to one tensor multiplet (plus vector and hypermultiplets), one self-dual and one
anti-self-dual tensor combine into an unconstrained tensor, which allows a standard Lagrangian
description. String compactifications to six dimensions are of this type, with the tensor field de-
scending from the ten-dimensional Kalb-Ramond field.
Matching our conventions with the work of [131] we define the three-form from the dualisa-
tion of the two-form field strength in five dimensions
F̃3 = dÃ3 = −h−21 h−22 ⋆5 H. (7.1.16)
Making this transformation and substituting into the Lagrangian results in
L5 = − R ⋆ 1 −
1
2
h−2i ⋆ dhi ∧ dhi +
1
2
h−21 ⋆ F̃1 ∧ F̃1
+ 1
2







We can now use the results of [131], and first work with the new three-form field strength in five
dimensions in terms of ζ .
Dualisation of the five-dimensional gauge field
Taking the Hodge dual of (7.1.16) we find the three-form
⋆5H = −h21 h22F̃3 , ⋆5 ⋆5 H = − ⋆5 (h21 h22F̃3) , H = ⋆5(h21 h22F̃3) ,
where we have used that for a k-form ω in n dimensions in the Lorentzian signature ⋆ ⋆ ω =
(−1)k(n−k)+1ω. Substituting in (7.1.12) together with:
√−g5 = 2(H1H2H3)
2
3 , єηζxyz5 = 1 ,
h21 h
2











we find that the three-form is
H = −( p3
H23
) dη ∧ dζ ∧ dz5 .
Lift to six dimensions
The six-dimensional Lagrangian is
L6 = −R ⋆ 1 −
1
2





where H = dB is a three-form field strength. The reduction ansatz which reproduces our five-





6(dz6 + Ã1)2 , B(6D) = B + Ã2 ∧ (dz6 + Ã1),
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with the field strengths decomposed as
H(6D) = H + F̃2 ∧ (dz6 + Ã1) , H = dB − Ã2 ∧ F̃1, F̃i = dÃi .













Weare now in the position to combine these results to write down the six-dimensionalmetric



















(dz6 + Ã1)2 ,




The piece containing the gauge field A1 can be expanded
(dz6 + Ã1)2 = (dz6 + (Ã1)xdx + (Ã1)ydy)2 ,
= (dz6 + p1(ydx − xdy))2 .
Six-dimensional gauge fields
We now take the gauge fields and express them as a function of the six-dimensional coordinates.







The three-form H is found from two pieces
H(6D) = H + F̃2 ∧ (dz6 + Ã1) .
This is simplified, as the term
F̃2 ∧ Ã1 = 2p2dx ∧ dy ∧ p1 (ydx − xdy) = 0,
is zero due to anti-symmetry. Using the work from the five-dimensional calculations, the six-




) dη ∧ dζ ∧ dz5 − (2p2)dx ∧ dy ∧ dz6 .
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Six-dimensional extremal limit





[H−12 (H0dz25 + dz5dη) +H3H1(dζ2 + dx2 + dy2) +H3H−11 (dz6 + Ã1)2] .
(7.1.18)










7.1.5 Oxidation to ten dimensions
The six-dimensional STUmodel is a consistent truncation of the reduction of type IIB supergrav-
ity compactified over T4. To lift our solution, we only need to include the overall volume of the
T4 as a modulus
ds210 = ds26 + eϕ/
√
2(dy21 + dy22 + dy23 + dy24), Φ =
ϕ√
2
, C ≡ B.














































+ dx2 + dy2) + H3
H1
(dz6 + Ã1)2
+ dy21 + dy22 + dy23 + dy24].
Ten-dimensional extremal limit
Uplifting the extremal six-dimensional solution using the same methods as Section (7.1.5) we





[H−12 (H0dz25 + dz5dη) +H3H1(dζ2 + dx2 + dy2)
+H3H−11 (dz26 + Ã1)2 + dy21 + dy22 + dy23 + dy24].
(7.1.19)
As with the eleven-dimensional uplift, we can recognise this line element as a solution for an in-
tersecting brane configuration. We can compare this with the line element (4.5.7), which is the
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solution for the D1-D5 brane intersection with a PP-wave superimposed over the intersection
direction, and a Taub-NUT space in the relative transverse space. In Section 4.5.4, we showed
that upon reduction over a T6, the solution (4.5.8) gave rise to a four-dimensional black hole so-
lution with a finite area, which interpolated between an AdS2×S2 on the horizon toMinkowski at
asymptotic infinity. Here, in the solution (7.1.19) the key difference is again the linear harmonic
functions. Where as before the zeros of Hi signalled the location of the brane, the planar symme-
try imposed in four dimensions leads to linear harmonic functions Ha, and we understand the
brane configuration (7.1.19) as being smeared over two additional dimensions.
7.2 supersymmetry in six dimensions
Supersymmetric solutions of six-dimensional supergravity have been classified in detail.The first
classification of supersymmetric solutions in theminimal ungauged six-dimensional theory, with
a self-dual three-form, was constructed in [183]. Following on from this, the supersymmetric
solutions of six-dimensional U(1), and SU(2) gauged supergravity were classified in [184]. This
analysis was done using the spinor bilinears method. Supersymmetric solutions of more general
theories coupled to arbitrary vector and tensormultiplets were classified using spinorial geometry
methods in [185]; see also [186, 187, 188, 189].These classifications have been used to findmany
new examples of solutions, and we shall show that in a certain limit, the six-dimensional solution
we have constructed satisfies the necessary and sufficient conditions for supersymmetry.
7.2.1 Conditions required for supersymmetry
We now turn our attention to the six-dimensional uplift of our solution and test to see whether
there is a configuration of integration constants such that the solution is supersymmetric. In this
particular case, the theory of interest is the U(1) gauged supergravity whose supersymmetric
solutions were classified in [184], in the special case for which theU(1) gauge parameter is set to
zero.The bosonic content of this theory is the metric g, a real three-form G, and a dilaton ϕ. The
geometry of these solutions was also considered in [190]. Before considering the six-dimensional
uplift in detail, we first summarise the necessary and sufficient conditions on the bosonic fields
in order for a generic solution of this theory to be supersymmetric.
The metric for the supersymmetic solutions is given by
ds26 = −2H−1(dv + β)(du + ω +
1
2
F(dv + β)) +Hds24. (7.2.1)
The metric for the four-dimensional base space B is written as
ds24 = hmndxmdxn , (7.2.2)
with F and H as smooth functions and β = βmdxm and ω = ωmdxm regarded as one-forms on
B. The vector ∂∂u corresponds to a Killing spinor bilinear and the Killing spinor equations imply
that this vector is an isometry, and moreover, that the Lie derivative of the three-form G and
the dilaton Φ with respect to ∂∂u vanish. However, in general, the metric, the three-form and the
dilaton may depend on the v and the xm coordinates.
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Analysis of the algebraic properties of the spinor bilinears through considering the Fierz iden-
tities implies that there are three anti-self-dual two-forms on the base B: J(A), A = 1, 2, 3, which
satisfy the algebra of the imaginary unit quaternions; B therefore admits an almost hyper-Kähler
structure. In addition, the gravitino Killing spinor equations imply that
d̃ J(A) = ∂v(β ∧ J(A)) , (7.2.3)
where d̃ denotes the exterior derivative restricted to surfaces of constant u and v; and ∂v denotes
the Lie derivative with respect to ∂∂v . It is also useful to define the differential operator D by
Dχ = d̃ χ − β ∧ ∂v χ, (7.2.4)
where χ is a u-independent differential form on B. Then supersymmetry implies that
Dβ = ⋆4Dβ, (7.2.5)
where ⋆4 denotes the Hodge dual on B. This exhausts the conditions on the geometry obtained
from the gravitino Killing spinor equation. It remains to consider the conditions on the fluxes.
The Killing spinor equations determine the components of the three-form G as
e
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+ ∧ e− ∧ (H−1DH + ∂vβ +
√
2DΦ)
− e+ ∧ (−Hψ + 12(Dω)
− − K) + 12H
−1e− ∧ Dβ,
(7.2.6)
where K is a self-dual form on the base B, ψ is expressed as
ψ = 1
16
HєABC J(A)mn(∂v J(B))mn J(C), (7.2.7)
and we have adopted the null basis
e+ = H−1(dv + β), e− = du + ω + 1
2
FHe+, ea = H
1
2 ẽa , (7.2.8)
in which the metric is
ds26 = −2e+e− + δabeaeb , (7.2.9)
and the basis ẽa = ẽamdxm is a basis for the base B.
On imposing the Bianchi identity dG = 0, the following conditions are obtained
D(H−1e
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2Φ(∂vβ) ∧ (K +HG +Hψ) = 0,
(7.2.11)







and (Dω)± denote the self-dual and anti-self dual parts of Dω.
The gauge field equations, d(e2
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2Φ(K +HG) ∧ Dβ. (7.2.14)
As noted in [184], imposing these conditions implies that the dilaton field equation is auto-
matically satisfied, and also all but one component of the Einstein field equations also hold. The
remaining ++ component of the Einstein equations must be imposed as an additional condition.
On defining







this component of the Einstein equation is given by











FDβ)2 − 2Lm(∂vβ)m + 2H2(∂vΦ)2
+ 2H−2(K −Hψ + 1
2
(Dω)−)2. (7.2.16)
where we adopt the convention that if X is a two-form on B then X2 = 12XmnX
mn.
7.2.2 Matching the solutions
Wenowwish to seewhetherwe can satisfy the conditions outlined above for the extremal solution
(7.1.18). We begin by taking the α → 0 limit; in four dimensions we can think of this limit as
taking the blackening factor to zero and thus, being associated with extremality. In this limit, the







dη ∧ dζ ∧ dz5 −
P2√
2Q0P1P2P3
dx ∧ dy ∧ dz6. (7.2.17)
Comparing our metric with the metric (7.2.1) we extract a four-dimensional base space:
ds26 = (H2H3)−
1




ds24 =H1(dζ2 + dx2 + dy2) +H−11 (dz6 +A1)2. (7.2.19)
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Direct comparison to (7.2.1) shows that we should make the following identifications:
β = ω = 0, H =
√
H2H3, F =H0, dv = dz5, 2du = dη,
with all components of the metric and three-form independent of the v coordinate. The basis
vectors are given as:
e+ = (H2H3)−
1









We begin by looking more closely at the base space (7.2.19)
ds24 =H1(dζ2 + dx2 + dy2) +H−11 (dz6 +A1)2,
























(ydx − xdy). (7.2.20)
As the solution is independent of the v coordinate, the condition (7.2.3) implies that the base is
hyper-Kähler. In particular, we require that the Ricci scalar of the base must vanish. Computing





Solving this for R(4D) = 0 imposes the following condition
2Q0P1P2P3 = 1,





and so we see that the supersymmetric limit occurs by fine-tuning the four-dimensional electric
charge or alternatively the Kaluza-Klein momentum in five or six dimensions.
Given this fine tuning condition, the base metric is then given by






This metric is in the form of the Gibbons-Hawking instanton solution [191, 192]
ds2GH = U−1(dτ + ω)2 +Udx⃗ ⋅ dx⃗ ,
where τ = z6 is the direction corresponding to the tri-holomorphic isometry ∂∂τ of the hyper-
Kähler structure, and U = h1 + P1ζ is a linear harmonic function of the Cartesian coordinates
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{ζ , x , y} onR3, and the one-form ω = dz6 + 12P
1(ydx − xdy) is a U(1) connection onR3 which
satisfies
dU = ⋆3dω. (7.2.22)
This base space corresponds to a constant density planar distribution of Taub-NUT instantons.
Moreover, the conditions imposed on the three-form given in (7.2.6) are consistent with the three-
form obtained from the uplift in (7.2.17), on setting K = 0 in (7.2.6), and also identifying







We remark that the dilaton which appears in the classification of [184], which we have de-
noted by Φ, differs from the dilaton ϕ appearing in previous sections by a scaling
Φ = − 1
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dz5 ∧ dη ∧ dζ . (7.2.26)
In addition, the Bianchi identities (7.2.10) and (7.2.11) hold with no further conditions im-
posed, as all terms are independent of v, and also K = 0, G = 0 and ψ = 0. The condition ψ = 0
follows from (7.2.7), on using the fact that the hyper-complex structures are independent of v.
It remains to consider the gauge field equations (7.2.13) and (7.2.14). The RHS of these equa-
tions vanishes identically, as a consequence of the fact that h = 0. The remaining content of the
gauge field equations is that He±
√
2Φ be harmonic on the base space. This holds automatically as
a consequence of the previously obtained conditions, because He
√
2Φ = H3 and He−
√
2Φ = H2,
and ζ is harmonic on the base space as a consequence of (7.2.24). Similarly, the Einstein equa-
tion (7.2.16) holds automatically, because all terms on the RHS vanish individually, and also
L = − 12Q0dζ which is co-closed
3 on the base, again as a consequence of (7.2.24).
7.2.3 Analysis of the spacetime
Now we have shown that by fine-tuning our integration constants we can obtain a supersymmet-
ric solution, it is interesting to look at the geometric properties of this spacetime.
Our analysis is focused on the simplified metric
ds26 = (H2H3)−
1
2 dz5(dη +H0dz5) + (H2H3)
1
2 [H1(dζ2 + dx2 + dy2) +H−11 (dz6 +A1)2] .
3A co-closed form satisfies δω = 0, where the co-differential operator: δ = (−1)n(p−1)+1+t ⋆ d⋆ is a map from
Ωp → Ωp−1 .
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In the limit of ζ → ∞ we find that the Riemann tensor falls off as ζ−n for n ≥ 1. The Ricci







and we notice here that we have the option to pick either a charge P2/3 or h2/3 value such that the




⇔ R(6D) = 0.
We can understand this condition by looking back at the harmonic functions









and we see that picking the right integration constants we allow the zeros of bothH2 andH3 to
occur simultaneously.
7.3 discussion
In this chapter, we have taken the non-extremal solutions found in Chapter 6 and through the
process of dimensional oxidation, have found solutions to consistent truncations of supergravity
in five, six, ten and eleven dimensions. We saw that when taking the four-dimensional extremal
limit, that the ten and eleven-dimensional line elements could be understood as describing the
intersecting brane configurations of M-theory and IIB string theory introduced in Section 4.5.4.
In particular, we recovered solutions which could be interpreted as the triple intersection of M5
branes, with a PP-wave or as the D1-D5 system with a PP-wave and Taub-NUT space. Both of
these solutions were argued to give rise to regular black holes in four dimensions with four dis-
tinct charges. In the context of planar symmetric solutions of the STUmodel, we find that planar
symmetry causes the additional delocalisation along two directions. In Section 7.2, we performed
an investigation of the six-dimensional solution and showed that through fine-tuning of the inte-
gration constants, it is possible to recover BPS solutions of six-dimensional supergravity despite
having solved the equations of motion in Section 6.2 without imposing the Killing spinor equa-
tions, which would preserve some fraction of supersymmetry in our solution. We now conclude
this section with a discussion of the planar solutions of the STUmodel, taking into account vari-
ous results from the previous three chapters.
Thinking back to the work of theNernst branes, one of themain focuses of this work has been
the behaviour of the solutions in the extremal limit. In Chapter 6, we identified the extremal limit
and saw that the area density of the brane solution diverged, rather than vanishing like the Nernst
solutions of [28].This divergencematched the behaviour of the planar symmetric solutions of the
Einstein-Maxwell theory discussed in Chapter 5. In fact, the closeness of the planar STU model
solutions to the planar solutions of Einstein-Maxwell theory will lead to our discussion of the
properties of these solutions through the lens of this simplified model.
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As an overview, we have seen that, surprisingly, amethod designed to produce static solutions
has provided us with a class of cosmological solutions with an extremal limit which produces a
spacetime containing a naked singularity. Our procedure of oxidation and the embedding into
string theory has not provided by itself any insight into why we obtain cosmological rather than
black brane solutions though, as the additional dimensions are purely spectators. Instead, we
learn an interesting lesson about the importance of being able to make brane configurations non-
extremal.The compactified BPS brane solutions used to obtain four-dimensional BPS black holes
have the same causal structure as the extremal Reissner-Nordström solution, which is embedded
as a ‘double-extreme’ limit [181], where all four-dimensional scalars are constant. The essential





Figure 7.1: Comparison of the conformal diagrams for spherical and
planar Reissner-Nordström-like spacetimes.We only display one copy
of each type of region. Shaded regions are where the spacetime is dy-
namical (no timelike Killing vector).
We start with the spherically symmetric extremal Reissner Nordström solution, whose causal
structure we have seen is shared by a large class of BPS solutions obtained by compactifying brane
configurations. Its maximal analytical extension is a sequence of two types of regions, both static:
one containing an asymptotically flat exterior, the other (the interior) containing a timelike sin-
gularity which is repulsive to massive neutral particles. In other words, timelike geodesics are in-
finitely extendable. For our purposes, we focus on just a single pair of such regions, see Figure 7.1
for an illustration. If the solution ismade non-extremal, a third type of region occurs, which is dy-
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namical (non-stationary) and located between the two distinct static patches. Let us now consider
the effect of replacing spherical by planar symmetry, or, in brane language, of delocalisation of
the constituent branes along two non-compact spatial directions. In this case, the solution cannot
be asymptotically flat any more. For brane-type solutions, it is a well-known feature that asymp-
totic flatness requires more than two transverse dimensions: ‘large branes’ (those with two or less
transverse dimensions, like the D7-brane in type IIB) cannot be asymptotically flat. In terms of
the causal structure, we lose the static, asymptotically flat patch and remain with a static patch
containing the singularity, and a dynamical patch. More precisely, bymaximal analytic extension,
we end up with two patches of each type, resulting in a conformal diagram which is the same as
Schwarzschild rotated by 90 degrees, see Figure (5.7). If we now perform an extremal limit, we
also lose the dynamical patch and remain with a static patch containing a singularity. Compar-
ing the four types of conformal diagrams, we see that going from spherical to planar symmetry
removes the asymptotically flat region, while the existence of a dynamical patch depends on non-
extremality. Viewed from this perspective, the presence of a cosmological patch in our solutions
is completely natural, and results from physics already present in Einstein-Maxwell theory.These
features are robust under dimensional lifting and persist for the three-charged solution, which
is a solution of gauged supergravity and has the same conformal diagram [39]. However, the
Nernst brane solutions [28, 34, 29, 30] illustrate that these features do not persist if we modify
essential features. Like the three- and four-charge solutions, the single-charged Nernst branes are
planar and not asymptotically flat, but they do not share the ‘inside-out’ feature of a singularity
at a finite distance inside the static patch. The essential difference is that Nernst branes require
a non-constant scalar fields, and therefore there is no limit in which they become solutions of
four-dimensional Einstein-Maxwell theory. Instead, as shown in [34], they lift to boosted AdS-
Schwarzschild black brane solutions of five-dimensional AdS gravity.
The close relation of our cosmological solutions to the planar Reissner-Nordström solution
also settles the question of whether we need to interpret it as being sourced by negative tension
branes. We have found that the local Komar mass is negative in the static patch, which is consis-
tent with the repulsive character of the singularity. However, this feature is also present in the
spherical Reissner-Nordström solution, the only difference being that with planar symmetry we
lose the asymptotically flat region, and hence the ability to define a ‘proper’ mass by evaluating
the Komar expression at asymptotic infinity. This reflects the general insight, reviewed recently
in [193], that the definition of global quantities through conservation laws à laNoether requires
that general diffeomorphism invariance is ‘broken naturally’ by the presence of extra structure,
such as boundary conditions. That we do not have a static asymptotic region does not provide a
good reason to assign negative tension to the sources because locally, the situation is not different
from Reissner-Nordström. Moreover, for the cases where we can lift to ten or eleven dimensions,
the sources reveal themselves as conventional, positive tension branes.
The only caveat is that our four-dimensional solutions admit other embeddings into string
theory, which might change their higher-dimensional interpretation. In particular, it can be
shown that the solution found in [182] describes a region of our solution, although in differ-
ent coordinates, where the existence of a Killing horizon is not obvious. The solution of [182]
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admits an uplift over the orientifold K3×T2/Z2. This alternative embedding, which we have not
analysed in detail in this thesis, is interesting because it starts with a compactification which has
less than maximal supersymmetry. In contrast, in our uplift we have used toroidal compactifica-
tions and start with maximally supersymmetric theories in ten and eleven dimensions.Therefore
reduction to a four-dimensional N = 2 theory requires one to truncate the field content after
compactification. In [182] the sources are orientifolds, rather than D-branes or M-branes. Some
authors [171] have argued that in string theory, orientifolds naturally give rise to cosmological
solutions. This is a natural direction to perform additional research, together with the proper di-
mensional uplift of the three-charged solution of [39], which as a solution of gauged supergravity
would need the mechanics of the Sherk-Schwarz reduction mentioned in passing during Section
4.3.1, rather than the simple Kaluza-Klein reduction we have concerned ourselves with within
this thesis.
One aspect which we have not investigated in this chapter is the question of whether our
solutions are stable. For this we refer to the discussion in [168, 170] which have addressed some
aspects of the stability of the horizon. They found that the situation for the first horizon is the
same as for the inner horizon of non-extremal Reissner-Nordstrom solution, while for the second
horizon no indication for an instability was found.
While our analysis disfavours interpreting the sources of our solutions as negative tension
branes, it has been argued that negative branes exist in string theory [194]. In [195] it was shown
that when admitting timelike T-duality, the web of string/M-theories contains exotic theories
with twisted supersymmetry and negative kinetic energy for some of the fields. Moreover, there
exists at least one version of type-II string theory for any possible spacetime signature. According
to [194], some of the branes of these exotic theories appear as ‘negative branes’ when viewed from
the point of view of a dual theory. This could allow the construction of new, genuinely stringy
cosmological solutions, and our formalism could easily be tweaked to study these solutions. We
will return to this discussion in the conclusions of this thesis, which with the additional context
of the next chapter, offers an interesting project for further work.
8
THE F IRST LAW FOR COSMOLOGICAL SOLUT IONS
The planar solutions of the STU model came from considering the Nernst branes of [28], which
were initially motivated by the search for black hole solutions obeying the strict third law of
thermodynamics. We found that the Nernst-like behaviour of the solutions was lost as we in-
creased the number of charges supported by the brane solution, but instead we gained a new
class of cosmological solutions, where the external region of the spacetime is time-dependent
and asymptotic to the Kasner solution.
From the position of already thinking of black hole thermodynamics, it is then natural to the
ask what thermodynamic properties these cosmological, planar horizons have. From our classi-
fication of trapping horizons in Section 6.5.1, it is possible to compute the temperature of the
solution, and we can write down area densities which have an analogy in entropy density. Sim-
ilarly, we can calculate the conserved charge densities Q and P associated to the solutions, to-
gether with chemical potentials, however, writing down a meaningful mass parameter has so far
escaped us. In Section 5.2.3, and Section 6.5.3, we were able to write down a local expression
for mass working in the finite, static region of spacetime, but as we were unable to set an overall
normalisation, we cannot verify the first law, which is a differential relationship.
In Section 3.6, we saw that by Wick-rotating the gravitational action, we were able to make
a formal equivalence between the gravitational and thermal partition functions. Computing the
thermodynamic potential from the thermal partition function allows for the derivation of several
thermodynamic parameters through partial derivatives of the free energy, including the internal
energy.
The standard simple Wick-rotation discussed in Section 3.6 can be applied for static space-
times which upon continuation remain real, so that the Euclidean on-shell action can be inter-
preted as a thermal partition function. The static patches of the planar solutions of Einstein-
Maxwell model (Section 5.1) and the STU model (Section 6.4) take the form
ds2 = − f (r)dt2 + dr
2
f (r)
+ g(r)2(dx2 + dy2), (8.0.1)
which at first appears suitable for this procedure. However, we also need smooth field configura-
tions to obtain a well-defined and finite Euclidean on-shell action. For the solutions we consider,
the static patches have a curvature singularity for some finite value r = rsing of the transverse co-
ordinate r. We see that although we can Wick-rotate the line element and obtain a real, positive-
definite spacetime, there will necessarily be a singularity within the Euclidean section and hence
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the Euclidean on-shell action is ill-defined. However, as we have seen, these static patches have a
horizon at another finite value r = rh > rsing, and by analytic continuation we reach the external
patch of the spacetime, which depends only on the coordinate r, which is timelike for r > rh.
After relabelling r↔ t, we can write the line element of these solutions into the form
ds2 = − dt
2
f̃ (t)
+ f̃ (t)dr2 + g(t)2(dx2 + dy2). (8.0.2)
Note that the function f̃ (t) has been modified with an additional sign: f̃ (x) = − f (x). This
ensures that f̃ (t) is positive-definite within the domain of t ∈ (th ,∞). For the remainder of the
discussion, the tilde will be dropped and it is understood that functions f appearing in the line
element are positive-definite for each patch, and that the coordinate denoted t is timelike while
the coordinate denoted r is spacelike.
These dynamic patches, where t ∈ (th ,∞), more closely resemble the external, static patches
of the Reissner-Nordstöm solution we considered in our example in Section 3.3.2. However, in
the dynamic patch, the horizontal Killing vector field is spacelike rather than timelike, and the
application of the simpleWick-rotation leads to a complex line element and action. To work with
this dynamic patch and ensure a real Euclidean section after Wick-rotation, we modify the stan-
dard Euclideanmethod. Before continuing, we note that there are some examples where complex
line elements are used in the literature, the canonical example being the Kerr metric [85]. In this
case, the generalisation is to admit timelike Killing vector fields which are not hypersurface or-
thogonal, and the complexification arises from cross terms in the line element. This is different
from our case, where the Killing vector field is still hypersurface orthogonal, but spacelike.
This chapter presentswork initially completed in [40], which introduced amodification of the
Euclidean action formalism though performing a triple Wick-rotation. This method in principle
can be applied to any metric which has no timelike-spacelike cross-terms, and depends explic-
itly on time but not on the spatial coordinates. Instead of Wick-rotating the time coordinate, we
choose to Wick-rotate all three spacelike coordinates of the line element. As we are working ex-
clusively with line elements of the form (8.0.2), we denote the spatial coordinates (r, x , y) such
that the triple Wick-rotation takes the form
(r, x , y)→ ±i(r, x , y), (8.0.3)
where we admit either choice of sign. Notice that unlike the standardWick-rotation, the resulting
Euclidean line element will be negative-definite, as we work with the mostly-plus conventions. As
we saw in Section 3.6, the standard argument for identifying the resulting Euclidean action with a
thermodynamic potential depends on the Killing vector being timelike, and thus being related to
time translations and energy. In the dynamic outer patch, the Killing vector is spacelike and thus
corresponds to spatial translations and momentum. This discrepancy from the standard formal-
ism requires further work to understand fully, but we proceed formally and relate our Euclidean
action to a thermodynamic potential, leaving questions about the underlyingmicroscopic theory
aside. The ‘energy’ E is defined as a derivative of this potential, and we prove that its variation
δE satisfies a relation which takes the exact form of the first law. As a further consistency check
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in Section 8.5, we also apply the isolated horizon formalism, which imposes the first law and this
way obtains an expression for the energy, and we find that the results of both formalisms agree.
In this chapter, we first discuss a general gravitational action, following the example of the
single Wick-rotation in Section 3.6. From this, we write down a general expression for the Eu-
clidean action after the tripleWick-rotation, which is then used in a series of examples. We begin
considering the de Sitter solution in Section 8.2. The de Sitter solution, when written in static
coordinates, has an observer dependent cosmological horizon, but no singularity. This allows us
to study the first law using the Euclidean action formalism for both the standard case in the finite-
sized static region, and the triple Wick-rotation for the external dynamic region. Hence, the de
Sitter solution is a perfect test case, used as a consistency check for the triple Wick-rotation. Fol-
lowing this, the planar solutions of the Einstein-Maxwell model (Section 8.3) and the STUmodel
(Section 8.4) are analysed using the modified Euclidean action formalism, and we show that for
both of these systems, the first law holds.
8.1 triple wick-rotation
Following Section 3.6, the transformation (8.0.3) is applied to the gravitational action (3.6.1) and
the Euclidean action associated with the triple Wick-rotation is calculated. As with the standard
Wick-rotation, we calculate the action term-by-term. The bulk contribution transforms as
− 1
16π ∫M(R − 2Λ)
√−gd4x → − (±i)3 1
16π ∫M(R − 2Λ)
√−gd4x ,
= ± i 1
16π ∫M(R − 2Λ)
√−gd4x .
The GHY-term, as with the single Wick-rotation, transforms with the same sign for є = ±1.
1. For surfaces with a timelike unit normal
є = −1, K → K , √γd3x → (±i)3√γd3x .
2. For surfaces with a spacelike unit normal,
є = 1, K → ∓iK , √γd3x → (±i)2√γd3x ,









∣γ∣(K − K0)d3x .
Again, as with the standard Wick-rotation, we can write the gauge field contribution as a bound-
ary term as we evaluate the action on shell. Performing the triple Wick-rotation, we find
1
8π ∫∂M FµνAµdΣν → ∓i
1
8π ∫∂M FµνAµdΣν ,
wherewe have used that dΣµ → (±i)3dΣµ,Aµ → ±iAµ and Fµν → ∓iFµν. Piecing this all together,









∣γ∣(K − K0)d3x ∓
1
8π ∫∂M FµνAµdΣν .
(8.1.1)
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We then (formally) identify the thermodynamic potential as we do in the standard formulation,
evaluating the partition function Z in a saddle point approximation to obtain
logZ = −SE(β, µ) = −βΩ, (8.1.2)
where the inverse temperature β and chemical potential µ can be expressed in terms of parameters
of the triple-Wick-rotated solution.
8.2 thermodynamics of the de sitter solution
As an introductory example of the implementation of the tripleWick-rotation in spacetimes with
dynamic asymptotic regions, we study the de Sitter solution. This example is somewhat simpler
than the planar symmetric solutions considered in this thesis, as it is a vacuum solution without
a curvature singularity. However, it allows us to demonstrate that the results we obtain using a
triple Wick-rotation in the dynamic patch agree with those obtained previously using a single
Wick-rotation in the static patch.
8.2.1 Static patch, single Wick-rotation
The de Sitter spacetime line element in static coordinates is given by
ds2 = −(1 − r
2
L2





dr2 + r2dΩ22, (8.2.1)
with the cosmological horizon located at rh = L, where L is the de Sitter radius and the domain of
our variable is r ∈ [0, rh). At r = rh, there is a Killing horizon for the Killing vector field kµ = ∂t ,
which becomes spacelike when we continue to r > rh. Unlike the event horizon for black hole
solutions, the cosmological horizon in the de Sitter solution is observer dependent, and is formed
by the spacelike separation of events due to the expansion of the spacetime.
Using the Euclidean action formalism, the thermodynamics of de Sitter space can be calcu-
lated within the static patch 0 ≤ r < rh using standard methods. The cosmological constant Λ
can be written generally as a function of the de Sitter radius





where for reference, we first give the relation for general dimension D before setting D = 4 for
the remainder of our work. Note the non-conventional sign for the cosmological constant. We
have decided within this thesis to have the cosmological constant to be proportional to the Ricci
scalar, and in our conventions, a manifold with constant positive curvature has R < 0. We expand
on this in Appendix A.
Under the Wick-rotation t → −iτ, the line element (8.2.1) maps to the positive-definite line
element
ds2 = (1 − r
2
L2





dr2 + r2dΩ22. (8.2.2)
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The temperature associated with the horizon is proportional to the Kodama-Hayward surface
gravity (3.5.4) , which is found to be κ = −L−1. Defining our thermodynamic horizon in the usual
way, we look for the horizon crossed by future-directed causal geodesics which move from the
exterior to the interior of the solution. These are the regions III and IV in Figure 8.1, where the
global time orientation is chosen such that the Killing vector field is future-pointing in region
III, that is, globally time flows ‘upwards’ in the diagram.This choice of regions is natural as it has
the same causal structure as the part of the extended Schwarzschild spacetime which describes a
black hole (regions I and II in the left diagram of Figure 5.4a).
The line element (8.2.1) is in the same form as the cosmological solutions (5.3.1) we consider
in Section 5.3.1 and so we see that the horizon separating regions III and IV is a future inner








We note here that the sign of the temperature is different from the assignments made in other
references, including [86, 196], where the Hawking temperature is positive TH > 0. However,
according to [196], when the temperature is positive, it is found that entropy is negative. In our
case, the sign of the temperature is determined by the type of trapping horizon, but the entropy
is always defined by the area law and therefore positive. Note that the expression TdS entering
















Figure 8.1: Penrose-Carter diagram for the global de Sitter solution.
Dashed lines denote the cosmological horizon located for r = L and
the North/South poles are identified for r = 0. Blue curved arrows
denote the flow of the Killing vector field.
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Euclidean action Global de Sitter space is a maximally symmetric space of constant positive
curvature with topologyR× S3. Its Kruskal diagram decomposes into four regions, two of which
have a timelike Killing vector field and do not intersect the boundary, which is spacelike with
topology S3. If we evaluate the Euclidean action on a static patch, the boundary terms do not



















Note the limits on the integration of the radial coordinate r, which have been chosen to run from
rh, the origin of the Euclidean manifold, to the North pole for r = 0.1 As there are no charges in
the solution, we work in the canonical ensemble and we have the following relations:
log(Z) = −SE = −βF , F = E − TS .
Thede Sitter solution is amaximally symmetric vacuum solution and thus interpreted as a ground
state. We therefore choose the natural normalisation E = 0. Following from this we obtain
SE = βF = −S ⇒ S = πL2.
We see that the thermodynamic entropy matches with (8.2.3) and the first law is satisfied though
in a ‘degenerate way’, as the entropy is constant: dS = 0 = TdS = dE = d(0) = 0.
We note that the negativity of the temperature: β < 0 for this example effects the boundedness
of the partition function as the Euclidean action is negative: SE < 0. If instead we had picked a
positive temperature, we would return to the case considered within [86], where SE > 0, but the
entropy of the solution has a sign difference from the Bekenstein-Hawking area law.We comment
on this again in our discussion in Section 8.6.
8.2.2 Dynamic patch, triple Wick-rotation
Thestatic patch is not complete and by analytical extension of the coordinate r through theKilling
horizon to values r > rh, we obtain a second, dynamical patch, with asymptotic region r → ∞.
When crossing the horizon, the function f (r) becomes negative, andwe find that the coordinates
(t, r) exchange their roles.The timelike coordinate t becomes spacelike, while the spacelike coor-
dinate r becomes timelike. We adopt the convention to relabel coordinates in the dynamic patch
so that t is always timelike and r always spacelike.
Then the line element in the dynamic patch is





dt2 + ( t
2
L2
− 1) dr2 + t2dΩ22 . (8.2.4)
1As this might be confusing, let us justify the integration bounds. Although we interpret r = 0 as the coordinate
origin for static coordinates of the de Sitter solution, this is not the origin for the Wick-rotated Euclidean manifold.
When we Wick-rotate, the location of the horizon: r = rh , becomes the origin with the identification τ ≃ τ + β made
to avoid a conical singularity. Our integration limits are then chosen to match the conventions from the origin of the
Euclidean space to the boundary and as such we integrate from r = rh to r = 0.
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The coordinate domain is t ∈ (th ,∞) where th is the Killing horizon located at th = L. Note
that while this cannot be read off from the local form of the line element, we have chosen the
continuation from region IV to region III, so that t → ∞ corresponds to past timelike infinity.
This is relevant as it determines the sign of the temperature.
Triple Wick-rotation We now perform a triple Wick-rotation where r → ±ir and where the
sphere S2 is analytically continued to the hyperbolic plane H2 by (θ , ϕ) → ±i(θ , ϕ). The line
element (8.2.4) is mapped to the negative-definite line element





dt2 − ( t
2
L2
− 1) dr2 − t2dH22 , dH22 = dθ2 + sinh2 θdϕ2 .
Temperature & entropy The temperature and entropy associated with the Killing horizon are
the same as in the previous calculation. Using the Kodama-Hayward expression (3.5.4), the sur-
face gravity is found to be κ = −L−1 and for the future inner horizon between regions III and IV,












Euclidean action Thedynamical patches of global de Sitter space intersect the boundary, which
is spacelike with topology S3, therefore, we need to take boundary terms into account. After our
triple Wick-rotation, the boundary has topology S1 ×H2, where the radius of the S1 is fixed by
imposing the absence of a conical singularity.





g(R − 2Λ)d4x ± 1
8π ∫∂M
√
γKd3x + ∫∂M Lct[γ]d3x ,
where a counter term Lct has been included, which we will use to remove divergences from the
action.Thismethod is the same as when calculating the Euclidean action for themore commonly
considered asymptotically anti-de Sitter spacetimes [197, 198].Wewill take our boundary to be at
t →∞, but to properly calculate the counter terms, we first integrate t in the domain t ∈ [th , є−1)
and then take the limit of є → 0. The volume
ω = ∫H2 sinh θdθ ∧ dϕ,
of the hyperbolic plane is divergent. While one option in this situation is to work with densities,
we keep ω as a formal constant which corresponds to the parametric volume ωS2 = 4π of the
two-sphere in the static patch.





g(R − 2Λ)d4x ,
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where
R = − 12
L2




g = t2 sinh θ .





























can be calculated in the following way: the normal vector to the boundary for constant t is
nµ = (−
√
f , 0, 0, 0) ⇒ nµnµ = −1.
The trace K of the extrinsic curvature, evaluated on a surface of constant t = t0, can then be
computed using (2.2.17):





































The counter term is constructed from the geometric data of the boundary metric:
∫∂M Lct[γ]d3x = ∫∂M d3x
√
∣γ∣(c1 + c2R[γ]),
where R[γ] is the Ricci curvature associated to the boundary manifold, and c1,2 are renormalisa-
tion constants. We can expand out the counter terms in orders of є and find:
√




+O(є1)) sinh θ ,
R[γ]
√
∣γ∣ = (− 2
Lє
+O(є1)) sinh θ .
Comparing terms of order є we find that the counter term is:
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(r, θ , ϕ)→ +i(r, θ , ϕ),
for the triple Wick-rotation, the signs of the Euclidean actions agree for both patches, and the
actions only differ by the numerical factors ω,ωS2 = 4π. As these are numbers, which we could
eliminate by taking the Euclidean action per coordinate area, the resulting thermodynamics is
the same. From the perspective of boundedness, we can pick our triple Wick-rotation such that
SE > 0. We will see in the following computations, the first law is recovered regardless of the sign
of SE . Furthermore, we find that the partition function is bounded from below naturally while
satisfying other conditions.With this result, we continue to study the first law of thermodynamics
for the solutions found in Chapters 5 and Chapters 6.
8.3 planar solutions of einstein-maxwell theory
Our next example is the application of the triple Wick-rotation to the planar symmetric solu-
tions of the Einstein-Maxwell equations, studied in Chapter 5. We have seen in Section 6.6 that
these solutions are the simplest examples of a class of planar solutions of the STU model, corre-
sponding to the limit where all scalar fields are taken to be constant. We use these solutions as
a starting point to study the thermodynamics of the planar symmetric solutions of STU model,
as they already show all the qualitative features of the global causal structure of the full class of
solutions. We will see from our computations that in this section, that the thermodynamics of
planar Einstein-Maxwell solution is simpler than, but representative of, the thermodynamics of
planar solutions of the STU model.




√−g (−R − F2) .
In Section 5.1, we found that solving the Einstein-Maxwell equations while imposing planar sym-
metry and staticity leads to a solution with the line element (5.1.5), repeated here
ds2 = − f (r)dt2 + dr
2
f (r)






where we remind the reader that the constantM is taken to be positive to ensure the presence of
a horizon. The transverse coordinate r takes values in the interval 0 < r < rh, where r = 0 is the
location of a curvature singularity, while rh is the location of a Killing horizon, where f (rh) = 0.
We will assume that the solution only carries electric charge, the gauge field is given by
F = (−Q
r
) dt ∧ dr . (8.3.1)
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Thegauge potentialA is found through integration of (8.3.1) togetherwith the standard boundary






Charge & chemical potential The chemical potential is given by the asymptotic value of the









Note that while r → ∞ is outside the static patch 0 < r < rh, we will see below that we can
analytically extend spacetime to 0 < r <∞, so that this limit makes sense.The conserved electric




4π ∫R2 ⋆F =
Qω
4π
, ω = ∫R2 dx ∧ dy .
Hereω is the divergent parametric area of the horizon.The factor of 4π is due to the normalisation
we have chosen for the gauge field. In our conventions the volume form is defined using the
conventional choice єtrx y = 1.
8.3.1 Dynamic patch
Due to the presence of a curvature singularity at r = 0 we cannot apply the standard thermody-
namic formalism in the static patch. In Section 5.2.4 we analytically continued our coordinates
using advanced Eddington-Finkelstein coordinates at an intermediate step to extend spacetime
to the dynamical region rh < r < ∞, where the horizontal Killing vector field became spacelike.
As r becomes a timelike coordinate in the dynamic patch, we apply the same convention as in
the de Sitter example and relabel the coordinates (t, r) → (r, t), and redefine f by a minus sign.
Then the line element of the dynamic patch takes the form (5.2.8), repeated here
ds2 = − dt
2
f (t)









This line element covers region III of Figure 5.7, with t → ∞ corresponding to past timelike in-
finity. Using advanced Eddington-Finkelstein coordinates, one can show that the Killing horizon
between regions III and IV (and I) is an apparent horizon of future inner type, consistent with the
interpretation as a contracting cosmological solution. We saw this in Section 5.3 from the point
of view of Kruskal coordinates and the expansion of null congruences. We could alternatively
classify the horizons of the solution using advanced/retarded Eddington-Finkelstein coordinates
which are correlated with past/future timelike infinity. For further discussion on this, we refer to
Appendix D in [40].
Temperature & entropy To compute the surface gravity and temperature of the future inner
horizon, we use the Kodama-Hayward formalism to compute the surface gravity. From Section
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5.3, we understand the regions III and IV to be separated by a future inner horizon and so TH ∝ κ.























As with other extensive quantities, we keep the divergent volume ω as a formal constant rather
than using densities.
8.3.2 Euclidean action
Our main goal is to show that the future inner horizon satisfies the first law of Killing horizon
mechanics, which takes the same form as the first law of thermodynamics. This requires us to
identify geometrically defined quantities of the solution with thermodynamic quantities. In stan-
dard black hole thermodynamics, the mass M of the black hole is identified with the internal
energy of a canonical or grand canonical ensemble. Due to the planar symmetry, and since we
are not working in a static patch, we do not have a natural candidate for a mass-like quantity.
We will trade this problem for the one of obtaining a well behaved Euclidean action which we
interpret as a grand canonical partition function. The mass-like quantity we identify with the
internal energy is then obtained using standard thermodynamic relations. The remaining prob-
lem in defining the Euclidean action is its normalisation. For solutions which are asymptotic to
a ‘vacuum’, that is to a maximally symmetric spacetime, the normalisation is fixed by including
a boundary term such that the Euclidean action is zero when evaluated on the vacuum solution.
We do not have this option as our solution is not asymptotic to amaximally symmetric spacetime.
Moreover, the GHY-boundary term will turn out to be finite, so there is no natural candidate for
a boundary counter term. However, the integral over the two planar directions is divergent, and
while we can formally absorb this in a constant ω, we will allow for a finite multiplicative factor
N between the Euclidean action SE and the grand potential Ω:
βΩ = N SE . (8.3.5)
The constantN parametrises the relative normalisation between thermodynamic and geometric
quantities. To fix it, we impose one relation, which we choose to be Gauss’ law.That is, we identify
the chargeQ defined by the gauge field of our field configuration with the negative derivative of
Ω with respect to the chemical potential
∂Ω
∂µ
!= −Q . (8.3.6)
OnceN has been fixed by this condition, all thermodynamic relations must take their standard
form, if our interpretation of Z = exp(−N SE) as a thermodynamic partition function is correct.
Performing the triple Wick-rotation
(r, x , y)→ ±i(r, x , y),
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we obtain the negative-definite line element
ds2 = − f (t)−1dt2 − f (t)dr2 − t2(dx2 + dy2). (8.3.7)










8π ∫∂M FµνAµdΣν .
Since the planar Einstein-Maxwell solution has a vanishing Ricci scalar: R = 0, the action is
completely determined by the boundary terms, which are evaluated in the limit where t → ∞.
We do not include a background boundary term K0, as SE will turn out to be finite.
The hypersurface Σ = ∂M is obtained as the limit of a sequence of slices of the spacetime M
for constant time t0, and has an extrinsic curvaturewith traceK when considered as an embedded
submanifold ofM. It can be computed using the formulas reviewed in Section 2.2.6 andwe obtain
the result

























The factor βω is the parametric volume of the boundary. After Wick-rotation, the coordinate r
becomes periodic with period β, in order to avoid a conical singularity at t = th.2
As the gauge potential has only one non zero component, so the boundary term is calculated
∓ 1









8.3.3 Verifying the first law
Formally equating the partition function calculated from the Euclidean action with the negative
logarithm of the thermal partition function, log(Z) = −N SE = −βΩ, yields the grand potential















2To be precise, the conical method determines the period up to sign, and we choose β to have the sign determined
by the Kodama-Hayward method.
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Wenowapply our normalisation condition (8.3.6): the conserved chargeQ calculated fromGauss’






= ±5NQ, ⇒ N = ∓ 1
5
.
From this, the grand potential and partition function are determined to be
Ω(β, µ) = βµ
4ω
(8π)2




and we see that the partition function is bounded from below.
The free energy F(β,Q) is obtained as the Legendre transform of the grand potential
F(β,Q) = Ω − µ ∂Ω
∂µ







where we have used the relation






to express the free energy in terms of its natural variables β andQ. From F we can compute the
thermodynamic entropy S and check that it matches the Bekenstein-Hawking entropy SBH ∶








= SBH . (8.3.11)






















We observe that E is proportional to the parameter M, and therefore E is positive. Notice that
like the de Sitter solution, if we set the area density to ω = 4π, we obtain E = M. Looking back to
(5.2.7), we see that the mass we compute here matches the naive asymptotic limit of the Komar
energy. In both the triple Wick-rotation and in the Komar ‘mass’, we could think of the mass-like
parameter being associated to a momentum like quantity, and so it is interesting to see how they
match.
Using our previous results we can verify that the thermodynamic variables E , T , S , µ,Q sat-
isfy the Smarr relation
E = 2TS + µQ . (8.3.12)
Expressing the internal energy E in terms of its natural variables S andQ, we obtain the equation
of state
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where both expressions have been simplified by substituting in S(β,Q) using (8.3.11). The vari-





dQ = TdS + µdQ .
This relation takes the standard form of the first law of thermodynamics. Note that this works
because we have allowed that the temperature is negative. If we had insisted that the temperature
is positive, this would have resulted in a non-standard sign for the entropy term.
8.4 planar solutions of the stu model
We are now in a position to turn to our main application of the triple Wick-rotation; the planar
cosmological solutions of the STU model found in Chapter 6, for which we will now verify the
first law of thermodynamics. To aid our discussion, we repeat the bosonic Lagrangian for nV
vector multiplets coupled toN = 2 supergravity






A∂µ z̄B̄ + 1
4κ24
IIJF IµνF J∣µν +
1
4κ24
RIJF Iµν F̃ J∣µν , (8.4.1)
where compared to (6.1.1), we have restored the four-dimensional gravitational coupling κ4 by
an overall scaling to maintain the form of our solutions. While we used standard supergravity
conventions where κ24 = 1 in Chapter 6, it will be more convenient in the following to use rela-
tivist’s conventions where G = 1 and κ24 = 8π, in order to avoid non-standard numerical factors
in thermodynamic relations. We remind the reader that the couplings gAB̄ , IIJ and RIJ , where
A, B = 1, . . . , n and I, J = 0, . . . , n are functions of the scalar fields zA (6.4.10), and their exact
form is derived in Appendix E.
8.4.1 Dynamic patch
As in the solutions of Einstein-Maxwell, we begin with the line element in the dynamical patch





dη2 +G(ζ)(dx2 + dy2), (8.4.2)
where all functions depend only on the timelike coordinate ζ :
W(ζ) = αζ − 1,
Ha(ζ) = (βa + γaζ),
H(ζ) = 2 (H0H1H2H3)
1
2 ,
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This line element has been modified compared to (6.4.9), through the rescaling of the planar
coordinates (x̄ , ȳ)↦ (x , y) such that the corresponding part of the line element is now
H(ζ)(dx̄2 + d ȳ2) = 2√γ0γ1γ2γ3 G(ζ)(dx̄2 + d ȳ2),
= G(ζ)(dx2 + dy2) .
This rescaling has been chosen such that the asymptotic form of the planar line element is ds22 =
ζ2(dx2 + dy2). In this form, the line element matches the planar Einstein-Maxwell solutions
which asymptotically is given by ds22 = t2(dx2 + dy2). We note that as the line element has no
functional dependence on the planar coordinates, we could rescale them by an arbitrary function
of the thermodynamic data; the choice that we make here appears to be the most natural.
In the following calculationswewill rewrite expressions using the integration constants found
in Section 6.4.We repeat here the relations between the integration constants foundwhile solving











Ka = (Q0, P1, P2, P3) ,
are the four non-zero charges carried by the gauge fields F Iµν.3 Without loss of generality, we can
take the set of integration constants {α,Ka , ha} to be non-negative. We will work with the gauge








where we explicitly note that we choose to work with F̃A∣µν, which denote the duals of the gauge
field FAµν.The advantage of using the fields (F0, F̃A) instead of (F0, FA) is that now all gauge fields
and charges appearing in the solution are electric,4 allowing us to treat all contributions the same
thermodynamically. Note that as the gauge couplings are field dependent, dualisation is not just
Hodge-star, but additionally involves inverting the couplings. This was discussed in Section 4.2
for the general case of N = 2 supergravity. The precise relation between gauge fields and dual
gauge fields is
F̃A = − ⋆ IABFB ⇒ FA = ⋆IAB F̃B ,
where FA, F̃A are the two-forms corresponding to the gauge fields. Note that the coupling matrix
IIJ is invertible, and in our convention is negative-definite.
Temperature In Section 6.5.1, we saw that the Killing horizon located at ζ = ζh = α−1 is a future
inner horizon and hence TH ∝ κ. The surface gravity is computed using the Kodama-Hayward
3We drop the sign in front of Q0 within Ka as it allows us to drop the various modulus signs in our integration
constants.
4This is for computational simplicity. In [88], the authors show howmagnetic and electric black hole solutions are
equivalent in the semi-classical approach applied here.
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Using the relations above (8.4.3), we can simplify the expression of the temperature to




































Since the planar STU solution has several integration constants, we will suppress the parametric
volume ω of the planar directions in this section by setting ω = 1. This can be interpreted as
either working with densities of divergent extensive quantities, or as compactifying the planar
dimensions on a two-torus with unit area.
Chemical potentials The corresponding gauge potentials are found by integration of the gauge
fields (8.4.4), subject to the standard boundary condition A(ζh) = Ã(ζh) = 0:
(A0)η = −
γ0(αζ − 1)
2Q0 (β0 + γ0ζ)
, (ÃA)η =
γA(αζ − 1)
2PA (βA + γAζ)
.












Electromagnetic charges As with the Einstein-Maxwell solution, the conserved charges are
computed using Gauss’ law. However, we need to take into account that the gauge couplings de-



















s = −Im(z1), t = −Im(z2), u = −Im(z3).
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8π ∫ ⋆(−I00F0). (8.4.7)
Evaluating (8.4.7) using the expressions for the couplings (8.4.6), and the exact form of the gauge






We use the normalisation єηζxy = 1 for the volume form, which is the standard normalisation in
the static patch of the solution, where η is timelike and ζ spacelike. Note that the Hodge operator
contains a factor of ζ2, so that when we evaluate the integral in the limit ζ →∞ we read out the
coefficient of the leading term in the integrand, which is proportional to 1/ζ2. This is the leading
behaviour of the field strength F0, while the coupling I00 approaches a constant.
As mentioned, we have dualised the magnetic field strengths FA and instead work with their
electric duals F̃A, but wemust remember that whenwe dualise a gauge potential in the Lagrangian











The dual electric charge Q̃A can be related to the magnetic charge of FA by Q̃A = −PA.5
8.4.2 Euclidean action
Employing the triple Wick-rotation
(η, x , y)→ ±i(η, x , y),





dη2 −G(ζ)(dx2 + dy2). (8.4.10)
As we did with the Einstein-Maxwell solution, we evaluate the Euclidean action on-shell, which





g (R + 2gAB̄∂µz











We have performed the dualisation procedure such that we work with a purely electric solution.
5See Section 4.2 for more information.
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Cancellation of bulk terms As in the much simpler case of Einstein-Maxwell theory, the bulk
term does not contribute. This is non-trivial since the Ricci scalar does no longer vanish on-
shell. However, the gauge field contribution still is a boundary term, and the scalar contribution




gµνR = −8πTµν ⇒ R = 8πT .
In four dimensions, the gauge fields do not contribute to the trace of the energy-momentum
tensor, which is therefore completely determined by the scalars:








R = gAB̄ (∂µz
A∂µ z̄B̄) ,
and therefore the bulk contribution of the solution vanishes. Note that when we set the scalars
constant, we recover the electro-vac type solution of Einstein-Maxwell theory considered in the
previous section, which is not Ricci flat Rµν ∝ Tµν /= 0, but has vanishing Ricci scalar.
Calculation of boundary terms With the bulk terms found vanishing, the Euclidean action for
the planar solution of the STUmodel can be found from the boundary terms. Following the same









The gauge field term is calculated through substituting in the various components and taking the
limit of ζ →∞, obtaining
± 1



























8.4.3 Verifying the first law
As in the Einstein-Maxwell case we admit a multiplicative constantN in the relation between the
Euclidean action and the grand potential:








the first law for cosmological solutions 233
The constantN is fixed by imposing that one of the thermodynamic relations takes its standard










To impose this condition, we first need to express the grand potential Ω in terms of its natural





µ0 µ̃1 µ̃2 µ̃3,
leading to the expression
Ω(β, µ0, µ̃A) = ±
N
16π2
βµ0 µ̃1 µ̃2 µ̃3 . (8.4.12)












Comparing this with (8.4.11) we find thatN = ∓1. This determines the grand potential to be
Ω(β, µ0, µ̃A) = −
1
16π2






Note that as in the Einstein-Maxwell case, the grand potential Ω is independent of our choice
of sign for the triple Wick-rotation after imposing Gauss’ law as a ‘boundary condition’. Due to
the similarity in form of the gauge fields, is clear that the other derivatives of Ω with respect to
chemical potentials give the correct corresponding charges. Computing the partition function,
we can see it is bounded from below, just as with the Einstein-Maxwell solution:





To obtain the free energy we perform a Legendre transform of the grand potential:
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We can now verify that all remaining thermodynamic relations take their standard form. First
we verify that the Bekenstein-Hawking entropy matches with the thermodynamic definition









A further consistency check comes from ensuring that the chemical potentials that were found
from the gauge field satisfy the standard thermodynamic relations for chemical potentials




















whichmatches exactly with the chemical potentials found from the asymptotic limit of the vector
potentials.




















Next we express the entropy in terms of its natural thermodynamic variables to obtain the
equation of state




Note that the entropy is positive, due to Q0 < 0 and QA > 0, see (8.4.8) and (8.4.9), bearing in
mind that we have chosen Q0 and PA to be positive.6



























Thus the Hawking temperature TH , calculated from the geometry of the solution agrees with the
thermodynamic quantity T = ∂E/∂S.
6Note that the sign of the entropy does not change if change the signs of charges. We have just chosen certain
charges to be positive or negative in order to avoid carrying around ± signs or to distinguish several cases.
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Smarr relation Evaluating the grand potential we find




which we can rearrange in the form of a standard Smarr relation
E = 2TS + µ0Q0 + µ̃AQ̃A. (8.4.16)
First law of thermodynamics We wish to verify the first law:
dE = THdS + µ0dQ0 + µ̃1dQ̃1 + µ̃2dQ̃2 + µ̃3dQ̃3.
The total differential of E is
dE = (∂E
∂S
) dS + ( ∂E
∂Q0
) dQ0 + (
∂E
∂Q̃1
) dQ̃1 + ( ∂E
∂Q̃2
) dQ̃2 + ( ∂E
∂Q̃3
) dQ̃3.
Having already found that
(∂E
∂S
) = TH ,
we turn our attention to the derivatives with respect to the charges. Using that:
























Hence we see that the first law of thermodynamics holds.
8.5 comparison to the isolated horizon formalism
We now present an alternative way of studying the first law working entirely on the horizon.This
allows us to calculate thermodynamic variables in the static region of the spacetime where the
usual definitions of the thermodynamic constants hold. From [199], we find that the first law




+ µaδQa . (8.5.1)
The ambiguity of the energy in the spacetime is fixed by imposing that the infinitesimal energy
(mass) is equal to the RHS (8.5.1). For the remainder of this discussion, we setG = 1.The subscript
∆ denotes variables evaluated on the isolated horizon ∆, which for us is the location of our Killing
horizon at ζ = α−1. The contracted a index denotes the multiple charges (in our case, we have
four).
236 comparison to the isolated horizon formalism
There is an important distinction between this work and our work using the Euclidean action
formalism. Before, we found that we could derive a mass-like parameter from the free energy,
which itself could be computed from the Euclidean action with the additional condition that the
thermodynamic charge matched the Gauss’ law. We could then vary the mass and verify that it
obeyed the first law of thermodynamics. For the isolated horizon formalism, the mass parameter
of the solution is defined such that the first law holds. As such, the mass parameter and the first
law of black hole mechanics in the isolated horizon can only be considered as self-consistent
and does not give a direct way to measure the mass outside of the first law itself. Despite this,
we find that the isolated horizon formalism provides a consistency check for our work, which is
especially helpful when we consider the issue of normalisation which has followed us throughout
this chapter.
In this section, we consider the planar symmetric solutions of the STUmodel, and then using
the mapping described in Section 6.6, we then show that our results are also consistent with the
planar solutions of Einstein-Maxwell theory.
8.5.1 Planar solutions of the STU model
Before we begin, we make a coordinate change into Eddington-Finkelstein coordinates of the
rescaled line element (8.4.2). From there, we identify a Killing vector ℓ which we use to find κ.
In a similar way to the previous section, we then determine the electromagnetic terms, but this
time evaluated on the horizon rather than for ζ →∞.






dη2 +G(ζ)(dx2 + dy2),
we make the coordinate change to the outgoing null coordinate u, using a tortoise coordinate ζ⋆




to obtain the Eddington-Finkelstein metric which is well defined for ζ = α−1
ds2 = W
H
du2 + 2dud ζ̄ +G(dx2 + dy2). (8.5.2)











From the metric (8.5.2), we can read off the infinitesimal change in the area as:
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where we maintain that divergent area contribution from the planar solutions is effectively di-
vided out
ω = ∫ dx ∧ dy = 1,
such that we consider densities, as we did in the Euclidean action formalism.



















= −αδc + cδα − 1
2
αcδ log(Q0P1P2P3).
Gaugefields and charges From the previous calculation, we found that the gauge field strengths








We need to express the gauge field strength in terms of the Eddington-Finkelstein coordinates
and then write down the field strength and the corresponding gauge couplings on the horizon.
Starting with the gauge field strengths, we see that they are all of the form
F = f (ζ)dζ ∧ dη.
Defining a null basis
ds2 = 2e+e− + δi je ie j ,
e+ = du , e− = dζ + W
2H
du , e+ ∧ e− = −dζ ∧ du,
and we can easily take the Hodge dual
F = − f (ζ)e+ ∧ e− , ⋆F = f (ζ)e1 ∧ e2 = cH f (ζ)dx ∧ dy.
This allows us to write down the Hodge duals explicitly
⋆F0 = − Q0
2(β0 + γ0ζ)2
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We are now in the position to calculate the conserved charges using the integrals
Q0∣∆ = −
1
8π ∫R2 ⋆F0∆I00∣∆ , Q̃A∆ = −
1
8π ∫R2 ⋆F̃A∣∆IAA∆ ,




cH(α−1)) ⋅ (2(αβ0 + γ0)
2
α2H(α−1)






















Re-expressing these in terms of the new Eddington-Finkelstein coordinates, evaluated on the

















Contracting with the null vector ℓ we find the chemical potentials from the identities (this is
justified in [199]):
µ0 = −ιℓA0 , µ̃A = −ιℓÃA.
Simplifying the gauge potential using that we can rearrange our integration constants to obtain
γa(αβa + γa) = K2a ,
we can write down the chemical potentials






Now we can write down the second term on the RHS of (8.5.1) by combining this with the





















αcδ log (Q0P1P2P3)) .
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First law of black hole mechanics Using these quantities we are now able to find an expression






[ − αδc + cδα − 1
2
αcδ log(Q0P1P2P3)
+ 2αδc + 1
2
αcδ log (Q0P1P2P3) ],
= 1
8π











which we can see is identical to the calculations using the Euclidean action formalism (8.4.15).
Smarr relation Our last consistency check comes from the Smarr relation we derived in the
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+ cP3 ⋅ α
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which again is identical to the relation derived from the quantities obtained using the Euclidean
action formalism (8.4.16).
8.5.2 Planar solutions of Einstein-Maxwell theory
As we showed in Section 6.6, the Einstein-Maxwell theory is a consistent truncation of the STU
model where all four gauge fields are set equal, while the scalar fields are constant. This allowed
us to map the solution of the STU model to that of Einstein-Maxwell model by fine tuning the








and we see that they are everywhere constant under the restriction thatH0 =H1 =H2 =H3.This
ensured by setting integration constants equation to each other and consequently the four gauge
fields take identical values, and the degrees of freedom contributing to the solution match those
of Einstein-Maxwell theory. In the Einstein-Maxwell limit, and the line element becomes
ds2 = −2(β + γζ)
2
(αζ − 1)
dζ2 + (αζ − 1)
2(β + γζ)2






and we refer back to Section 6.6 for the form of the integration constants. In Equation (6.6.4),
we found how to express the parameters M ,Q of the Einstein-Maxwell solution in terms of the
constrained integration constants of the STU solution:
M = α
4γ2






where we are using that all the charges are considered as electric and so P = 0 ⇒ e2 = Q2.
We can now study each piece of the above calculation and see how it changes under this
mapping, and see that we recover the results from the Euclidean action formalism in Section 8.3.




























where we have used that c−1 = 2γ2.





































which matches exactly with the internal energy derived from the free energy, via the Euclidean
action formalism in Section 8.3 with the condition that ω = 1.
8.6 discussion
In this chapter, we have developed a modified version of the Euclidean approach to horizon ther-
modynamics, which can be applied to a class of cosmological spacetimes whose causal structure
is related to black hole solutions by exchanging the role of exterior and interior. In Section 8.1,
we introduced the procedure of the triple Wick-rotation and gave how this transformation acts
on the gravitational action coupled to an Abelian vector field. From the triple Wick-rotation, we
obtain a finite Euclidean on-shell action derived from the exterior region of the cosmological
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solution, bounded between the horizon and the asymptotic distance. Following the standard for-
malism introduced in Section 3.6, we take this action and relate it to a grand thermodynamical
potential, from which all thermodynamic quantities, the Smarr relation and the first law can be
derived. In Section 8.2, we use the example of the de Sitter solution as an initial consistency check,
where we first perform the standard Euclidean formalism in the static patch, and then compare
this to the result of our modified tripleWick-rotation applied to the dynamic region of the space-
time.We then apply the formalism to the planar solutions of the Einstein-Maxwell theory and the
STU model, for which the standard Euclidean formalism cannot be used due to the presence of
a singularity within the static region. The triple Wick-rotation allows us to verify the first law for
the solutions derived within this thesis.The final section of the chapter offers another consistency
check with the quasi-local, isolated horizon formalismwhich defines themass from imposing the
first law for values computed at the horizon.
For planar solutions of Einstein-Maxwell theory and of the STU model, the formalism al-
lows the definition of a positive mass-like quantity. Remarkably, the formalism works despite
that the solution is not asymptotic to a vacuum solution. The results obtained using the triple
Wick-rotation are consistent with those derived using the isolated horizon formalism, which is
another check of its validity. This positive mass quantity further justifies our conclusions from
the previous chapters that these solutions should not be interpreted as negative brane solutions.
More remarkably, the first law of black holemechanics has been verified for our cosmological
solutions despite the lack of physical motivation for the triple Wick-rotation from the perspec-
tive of the quantummechanical path integral. Rather than interpreting the internal energy within
the first law as a mass, our physical intuition seems to say that this should be a momentum-like
quantity. In Sections 5.2.3 and Section 6.5.3, we saw that the asymptotic limit of the Komar en-
ergy was finite and argued that it should be considered as momentum-like as it was generated
by a spacelike isometry. From the point of view of the Euclidean action formalism and the path
integral, we can think of the rotation in a spacelike coordinate as being associated to a momen-
tum operator, rather than a Hamiltonian. From the thermodynamic perspective, the first law is
the statement of conservation of energy and is not associated to a mass or momentum, but rather
the internal energy of some thermodynamic system. Thinking back to special relativity, where
we can compute the total energy as the norm of the four-momentum, we can try and think about
the differences between these solutions and more conventional ones. From the study of static
black hole solutions such as the Schwarzschild solution or the Reissner-Nordström solution, the
internal energy coming only from the mass seems natural, but for the cosmological models de-
rived within this thesis, the total energy of the system is less clear. If the solution is dynamical,
we would not expect all the energy to be stored within a rest mass. What we seem to be able to
access with the asymptotic limit of the Komar integral, or from the internal energy from the ther-
modynamic perspective, is an energy parameter of the solution which can be thought of just as
the mass parameter for the Schwarzschild solution which labels an equivalence class of solutions.
Ultimately, the question of understanding the thermodynamics defined using the tripleWick-
rotation would be best realised through some underlying microscopic description, which one
would hope that the non-standard brane configurations in Section 7.1 may shed light on. It is
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exciting that the successes of this formalism and this chapter seem to ask more questions than
it answers, and is in essence an argument for how the geometric properties of Killing horizons
keep reaching out into other areas of physics for deeper understanding.
For the thermodynamic formalism, we used the future inner horizons of the maximally ex-
tended solutions. This is natural because these horizons can be crossed by causal geodesics from
the outside to the inside, which is the same situation as for black holes. For future inner horizons
the surface gravity and temperature are both negative, when computed according to [82, 57, 58],
and we have shown that the first law takes its standard form. It is natural to ask what happens if
we use the past horizons instead, where causal geodesics cross from the interior to the exterior.
This is analogous to asking about the thermodynamics of white holes. For our cosmological so-
lutions the past horizons are past inner horizons. Since the surface gravity is still negative, the
expression κdA and hence the ‘first law of horizon mechanics’ retains its standard form. How-
ever, the temperature is now positive and the ‘first law of thermodynamics’ takes a non-standard
form where the sign of the temperature/entropy term is flipped, TdS → −TdS. This depends, of
course, on accepting both the definition of the surface gravity by Kodama-Hayward and the sign
of the Hawking temperature being determined by the Parikh-Wilczek tunneling method. This is
another option for further work.
Something remarked upon, but not followed in too much detail, is the boundedness of the
partition function.We see that applying the tripleWick-rotation for the de Sitter solution, we can
set the sign used in the rotation to ensure that SE > 0. For the solutions derived from Einstein-
Maxwell theory and the STUmodel, we saw that our ‘boundary conditions’ to ensure the match-
ing of computed charges additionally set SE > 0. However, for the de Sitter solution, considering
the future inner horizon where β < 0, we saw that Z was instead bounded from above when ap-
plying the regularWick-rotation. It could be that by instead considering t → +it that this changes,
but we leave consideration of the boundedness of Z with the more general consideration of the
stability of these solutions, as our primary focus has been the verification of the first law.
Finally, there is a result obtained in [40] which we now include into our discussion. Con-
sidering planar solutions of Einstein-Maxwell where the sign of the gauge coupling is flipped
has introduced a curious relation or ‘duality’ between cosmological and black hole solutions.
We will refer to this flipped sign theory as Einstein-anti-Maxwell. Taking planar symmetric solu-
tions of the Einstein-anti-Maxwell theory produces black hole solutions asymptotic to the Taub
vacuum solution [50]. The exterior of these solutions are static, and the future horizons have
positive temperature. The singularity is spacelike, and we can verify the first law of the horizon
using standard techniques. Remarkably, the Euclidean on-shell action for these solutions and the
Einstein-Maxwell solutions in Section 8.3 are the same, hinting towards a duality.
This duality will be the topic of the closing remarks of this thesis, where we describe how
flipping the sign of the Maxwell term exchanges the interior and exterior, spacelike and timelike
singularities, and which relates solutions with negative temperature to solutions with negative
energy. We think that a promising way to approach all these questions is the embedding into
string theory, and a offers a great way to conclude this thesis, sharing some future work and some
aspirations for how these results will branch into more areas of theoretical physics.
9
CONCLUS IONS AND OUTLOOK
In our conclusion of this thesis, we present an overview on the natural extensions of our research
followed by a discussion of the work completed. In Section 9.1, we outline a particular project
which has followed naturally from this thesis, whose work was started in our thermodynamic
paper [40], and will be continued in an upcoming publication [200]. We finish the chapter with
Section 9.2 with a summary of the work undertaken in the thesis, together with some general
remarks on other possible research projects. We hope that this offers a non-technical overview,
helping the reader review the motivations and insights that carried us throughout this body of
work.
9.1 further work
We begin with a result first presented in [40] where we considered the thermodynamics of a
four-dimensional planar symmetric black hole solution, derived from the so-called Einstein-anti-
Maxwell theory, which differs from the standard Einstein-Maxwell theory through flipping the
sign in the gauge field coupling:
S = 1
16π ∫ d4x
√−g (−R + F2) .
When compared to the cosmological solution ofChapter 5, we find the static and dynamic regions
of the solution are exchanged such that the first law and other thermodynamic relations can be
derived using a conventionalWick-rotation.Wewill show that this planar black hole solution can
be viewed as the ‘dual’ partner to the planar cosmological solution of Einstein-Maxwell theory.
This solution realises the same thermodynamical system as studied in Section 8.3, in the sense
that both solutions have the same Euclidean action, and therefore the same grand potential and
other thermodynamic potentials. More precisely, the range of some of thermodynamic quantities
(temperature, energy) will turn out to be different, suggesting that the two solutions represent
different ‘phases’ of the same system.
In general, fields with flipped sign kinetic terms are referred to as ‘phantom’ fields [201, 202].
Fields with negative kinetic energy have been discussed in the context of cosmology, because
some data suggest that the current expansion of the universe is over-exponential, leading to a
‘big-rip’ cosmological singularity in finite time.While naively the negative kinetic energy renders
the theory unstable, p-form gauge fields with inverted kinetic terms appear in the type II∗ string
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theories which are related to type II string theories by timelike T-duality transformations. In
these cases, the theory is made consistent through the presence of massive string modes and
the related higher gauge symmetries [203]. Gauge fields with flipped kinetic terms also appear
in ‘Fake-Supergravity’ theories [202, 204]. We will return to the type II∗ theories shortly in the
















Figure 9.1: Comparison of the Penrose-Carter diagrams of cosmolog-
ical and black hole solutions. Left side: Planar cosmological solution
of Einstein-Maxwell theory. Right side: Planar black bole solution of
Einstein-anti-Maxwell theory, same as for the (spherical) Schwarz-
schild solution of pure Einstein theory.
9.1.1 Planar solutions of Einstein-anti-Maxwell theory
We start with an action which simultaneously describes both theories,




where ε = ±1 and g2 = 4π is the gauge coupling. We use vierbein notation, to avoid conflict
between the spacetime metric and the gauge coupling. Introducing g is convenient because it
allows us to relate both theories by analytic continuation of the coupling constant g → ig leaving
ε fixed. Alternatively, we could relate them by analytic continuation of the gauge fields F, but we
prefer to keep F real-valued in both theories. This said, we revert to our standard conventions
where G = 1, κ24 = 8π and g2 = 4π.
Solving Einstein’s equations with a static, planar symmetric ansatz yields a line element of the
form:1






1This calculation has an almost identical discussion to the one offered in Section 5.1, where ε appears in the Rxx
component of the Ricci tensor when equated to the stress energy tensor component Txx . Following this through, we
find the charge e2 = Q2 appearing in the line element carries a factor of ε.
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As explained in 5.1, for spherically symmetric solutions, the value of the integration constant
C is set by comparing the result in a weak field limit to Newtonian results. In planar symmetric
theories, this is not possible as there is no asymptotically flat region. Instead, we choose the sign of
C by imposing the existence of a Killing horizon, which implements cosmic censorship by placing
the singularity at r = 0 behind a horizon. With this in mind, we can write the line element as






where the integration constant M is always positive and C = 2εM. In this form, it is easy to see
that the sign of f (r) is set by ε. Namely, when ε = −1, the asymptotic region is dynamic and the
static patch for the solution is a finite region of the spacetime, bounded by









such that for Einstein-anti-Maxwell, the asymptotic region of the spacetime is static. Asymptoti-
cally this metric is the vacuum Taub solution [50], with a line element
ds2 = − 1
r
dt2 + rdr2 + r2(dx2 + dy2).
As the exterior of the solution is static, we can obtain a smooth Euclidean geometry by performing
aWick-rotation of the timelike coordinate t. Unlike the Einstein-Maxwell solution, here we have
the standard relation between quantum mechanics and statistical mechanics, which identifies
the saddle point approximation of the gravitational functional integral with a thermodynamic
potential.
Setting ε = 1, we consider the anti-Maxwell solution and calculate the Euclidean action and
corresponding thermodynamic potentials. The line element in the static region is
ds2 = − f (r)2dt2 + dr
2
f (r)









Chemical potential The gauge field is in the same form as the solution considering in Chapter
5, which we can write down as
F = (−Q
r












Conserved charge The sign flip of the gauge field coupling leads to a sign flip in the conserved
charge, which can be understood as relating each theory by performing g → −ig and using the
Equation (4.2.16). Therefore, the conserved electric charge is found to be
Q = − 1




Note that we have set ω = 1 for simplicity.
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Entropy&Temperature TheEinstein-anti-Maxwell solution has an exterior regionwith a time-
like Killing vector which allows the surface gravity to be calculated by the standard method from








We note that using the Kodama-Hayward expression (3.5.4), we obtain an identical result. The
line element 9.1.3 is of the form of the Schwarzschild solution, whichwas discussed in Section 3.2.
We then realise that the horizons of the solution are outer horizons, and specifically, the horizon
separating the static exterior from a dynamic interior for a future-directed causal curve is a future
outer horizon. In Figure 9.1 these are regions I and II in the conformal diagram on the right-hand
side. This being a future outer horizon, we have κ ∝ TH and the temperature is positive but has
the same magnitude as in the Einstein-Maxwell solution.








Euclidean action After theWick-rotation t → −iτ the Euclidean action is given by (3.6.2), with










8π ∫∂M FµνAµdΣν .







The gauge field contribution is identical to the one of the Einstein-Maxwell solution
1









which is the same as for the Euclidean action of the triple Wick-rotated Einstein-Maxwell action
(8.3.8).
As the charge is kept fixed, we associate the grand canonical thermodynamic partition func-
tion with the saddle-point approximation of the gravitational partition function:




where we have expressedΩ in terms of its natural thermodynamical variables.The normalisation






















this fixesN = − 15 , so that the grand potential for the planar Einstein anti-Maxwell solution is




The free energy is then obtained by a Legendre transformation:
































We note that E is negative, which reflects that in the Einstein-anti Maxwell theory the vector field
has negative kinetic energy. By expressing E in terms of its natural thermodynamic variables, we
obtain the following equation of state:










Q = β−1dS + µdQ,
and find that the first law is satisfied. It is interesting to note that the Euclidean action and
grand potential, as well as other thermodynamic relations, are the same as for the planar so-
lutions of Einstein-Maxwell theory, except for the range of some of the parameters. For the
Einstein-Maxwell solution, the temperature is negative and internal energy is positive, while for
the Einstein-anti Maxwell solution, the temperature is positive and internal energy is negative.
While both solutions exhibit features indicating instabilities (negative temperature and negative
internal energy, respectively), they obey all formal relations of thermodynamics and have the
same underlying Euclidean action.
The matching of partition functions for distinct theories is usually a hint towards a deeper
underlying duality. In the following section, we comment on a few ideas we have been developing
to study this further.
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9.1.2 Project outlook
The realisation of a duality between two distinct Lorentzian solutions, via the equivalence of their
Euclidean actions, has an interesting relation to recent results inN = 2 supersymmetry. In [205],
four-dimensionalN = 2 supersymmetry algebras have been classified for all possible signatures
(t, s), where t is the number to timelike and s the number of spacelike dimensions. A similar
discussion was given for the five-dimensional case in [206]. It was found that while theN = 2 su-
persymmetry algebra is unique in Euclidean signature (0, 4), there are two inequivalent algebras
in Minkowski signature (1, 3), namely the standard algebra with compact R-symmetry group
U(2) and a twisted version with R-symmetry group U(1, 1). The corresponding vector multi-
plet theories are distinguished by relative signs between various terms in the Lagrangian, includ-
ing a relative sign between Maxwell and scalar terms. Already in [207] it has been shown that
a non-standard N = 2 supergravity theory coupled to vector multiplets with inverted signs for
all Maxwell-like terms results from the dimensional reduction of five-dimensional supergravity
coupled to vector multiplets with signature (2, 3). This theory reduces to Einstein-anti-Maxwell
theory upon truncating out the matter fields and the gravitini. We remark that while vector mul-
tiplet theories in signature (0, 4) can likewise be obtained in two ways from five dimensions, the
resulting relative signs can be removed by a suitable field redefinition, since the underlying Eu-





Figure 9.2: This diagram summarises the relations between five-
dimensional and four-dimensional vector multiplet theories with
spacetime signature (t, s), that is, t timelike and s spacelike dimen-
sions [205]. Two four-dimensional theories in a given signature differ
by relative signs between terms in their Lagrangians. In Euclidean sig-
nature, these signs can be changed by a suitable field redefinition, and
the Euclidean theory is unique. In Minkowski signature there are two
non-isomorphic supersymmetry algebras which are distinguished by
their R-symmetry groups U(2) and U(1, 1), respectively. Therefore
the corresponding vector multiplets theories cannot be related by a
field redefinition.
The relative sign flips between theMinkowski signature theories are of the same type as those
between type II and type II∗ string theory, which are related to each other by timelike T-duality
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where we denote a spacelike (timelike) T-duality by SR (ST). Moreover,N = 2 supergravity with
vector (and hyper) multiplets arises by compactification of type II string theory on Calabi-Yau
threefolds. In a future publication, we will present the details of the embedding of the twisted
N = 2 supergravity theory into type II∗ theory, where we find that beginning with one of the
four type II theories, we obtain fourN = 2 Lagrangians when reducing over the sameCalabi-Yau
manifold:
IIA Ð→ N = 2 (N ,M)
IIB Ð→ N = 2 (M ,N)
IIA∗ Ð→ N = 2 twisted (N ,M)
IIB∗ Ð→ N = 2 twisted (M ,N)
Where (N ,M) = (nV , nH) count the number of vector/hyper multiplets respectively. The val-
ues of N ,M are set by the specific choice of the Calabi-Yau. Finally, once in four dimensions,
we turn to the c-map. Performing a spacelike c-map and then uplifting back to four dimensions,
one obtains the well-known result of being able to interchange the number of vector and hyper
multiplets.This is equivalent to reducing either IIA or IIB string theory over the same Calabi-Yau
manifold. We extend this discussion, showing that by performing successive timelike and space-
like c-maps, one can move between all four (twisted) N = 2 supergravity theories. A summary
















Figure 9.3: On the base of the cube, we have 4 differentN = 2 theories.
Spacelike and timelike c-maps are denoted by CR , CT . Theories A and
B have (nV , nH) = (N ,M), (M ,N) respectively.The theories A∗ , B∗
have the same structure, but they have a non-compact R-symmetry.
The twisted theories have Lagrangians with positive-definite gauge
couplings. The top of the cube is the T-duality mapping between the
type II and type II∗ theories.The top and base of the cube are mapped
to each other by dimensional reduction over a Calabi-Yau threefold.
Theresearch then continues looking at planar symmetric solutions of the twisted supergravity
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theories andwe find a solution to the so-called anti-STUmodelwhich is a theory of twistedN = 2
supergravity coupled to three vector multiplets where the gauge coupling has a flipped sign. We
show that in much the same way we can recover the Einstein-Maxwell theory from the STU
model, one can recover the Einstein-anti-Maxwell theory from the anti-STU model. We expect
that continuing this research will shed more light onto the thermodynamics of planar solutions
and their microscopic interpretation in terms of string theory. We remark that when combining
timelike and spacelike T-dualitywith S-duality, it is possible to change spacetime signature in type
II string theory, which provides a second way besides analytical continuation, of relating theories
in Euclidean and in Minkowski signature [195]. Solutions in neutral and in general signature
have recently found attention in the literature, see for example [208, 209, 210].
However,wemust be carefulwith the distinction between the symmetry betweenLagrangians
and that of solutions. From a string-theory perspective, we can relate Lagrangians with flipped
signs through performing a timelike, then spacelike T-duality. From the four-dimensional per-
spective, we can map theories to one another by performing consecutive spacelike and timelike
c-maps. However, when we solve the equations of motion for these planar symmetric theories,
there is an additional restriction made to ensure the presence of the Killing horizon. For the
(anti)-Einstein-Maxwell solutions, we saw this as the setting of the sign of C. For the STUmodel
in 6.3, this was achieved through a set of regularisation conditions. Neither of these restrictions
can be captured by the above duality transformations, but rather must come from some other
perspective.
Let us take the simpler solutions of the (anti)-Einstein-Maxwell solutions. If we imagine that
the sign of C is fixed and we perform a duality transformation, we would expect to have a map-
ping between a solution containing a Killing horizon to a solution containing a naked singularity
(and vice-versa). We would only expect to map Killing horizons into each other if we also flipped
the sign of C (which we could equally well understand from flipping the sign of the mass M).
This behaviour is expected from another perspective from the history of literature of black holes
and T-duality transformations (usually studied in the low-energy limit with the Buscher rules).
Although the Killing horizon is preserved for spacelike symmetries [211], this is not the case
of timelike dualities [212]. Further discussion on this is given in [213], where the authors com-
ment on the mapping between naked singularities and black hole solutions while formulating a
manifestly T-dual invariant discussion of the first law of thermodynamics. The duality between
naked singularities and black holes is also discussed in [214, 215]. Another instance of mapping
between solutions with horizons and naked singularities is discussed in [194] when studying
negative brane solutions in string theory.2
One idea we wish to follow in more detail is considering planar solutions to each theory not
as four distinct solutions where C is constant, but rather as pairs of theories with C permitting
both signs: one with a Killing horizon and one with a naked singularity. The conjecture we make
is that flipping the sign of C maps solutions within a theory between spacetimes containing a
2We became aware of this paper when first studying these cosmological solutions in [39], when the negative-
definite mass-parameter of the four-dimensional solution in the static patch seemed to hint that our solutions were
negative branes, although this was not followed up after we worked with the extremal limit and studied our solutions
as intersecting brane solutions.
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Killing horizon or a naked singularity and that T-duality maps solutions with or without a Killing
horizon between theories. We also notice that ‘flipping the sign’ of C could also be understood as
the continuation through the singularity. This would allow C to remain fixed, and for the Killing
horizon to appear (disappear) by considering r < 0. This continuation to glue together regions at
singularities has been considered for the Schwarzschild solution [216]where the authors consider
the different interpretations of flipping the sign of the gravitational coupling, or continuations
through the singularity.
Both from the point of view of thermodynamics and from the one of T-duality, certain space-
time geometries naturally form pairs which share the same underlying Euclidean description. If
one takes the Euclidean functional integral as fundamental and allows both the spacetime and
the field space to be complex-valued, this will correspond to pairs of complex saddle points of
the functional integral which represent dual Minkowksi signature solutions. At this point it is
not clear whether the two dual solutions are actually ‘the same’, that is, gauge equivalent under
a chain of string duality transformations, or just have ‘the same thermodynamics.’ In either case,
one could also look for relations to solutions in neutral signature. It will be interesting to further
investigate these intriguing relations between geometry, thermodynamics and dualities.
9.2 summary
In this thesis, we have presented a discussion on four-dimensional planar symmetric solutions
and their thermodynamics. Using the c-map and the real formulation of special geometry, we de-
rived a class of non-extremal cosmological solutions ofN = 2 supergravity containing a Killing
horizon. Our analysis of the extremal limit of these solutions led to the discussion of our four-
dimensional solutions embedded into string/M-theory and the recovery of supersymmetric so-
lutions in six dimensions. Validating the first law of thermodynamics led to the development of a
novel formulation of the Euclidean action formalism. In this chapter, we briefly discussed future
work inspired by the implied duality found from the matching of Euclidean partition functions
for distinct theories related by the flipping of the sign for the gauge coupling in the Lagrangians.
Our discussion began considering planar symmetric solutions of Einstein-Maxwell theory in
Chapter 5. Following the example of the Reissner-Nordström solution (Section 3.3), we derived
the line element by solving Einstein’s equations, imposing that the spacetime was planar sym-
metric and static. To ensure the presence of a Killing horizon, we set the sign of the integration
constant: C = −2M < 0, and noticed that for C ≥ 0 the solution contained a naked singularity,
violating the cosmic censorship conjecture. Studying the global structure of the planar symmet-
ric solution, we found that the transverse coordinate r had finite extension from the horizon at
r = rh to the timelike curvature singularity at r = 0. We understood this static patch of space-
time in analogy to the region behind the Cauchy horizon for the Reissner-Nordström solution.
Extending the geometry of the solution by introducing Eddington-Finkelstein coordinates, we
then analytically continued through the horizon into a new region of the spacetime in which our
transverse coordinate r became timelike, and the coordinate t became spacelike. For r > rh, the
spacetime depended only on a timelike coordinate and taking the limit of r →∞, the asymptotic
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geometry was understood to be that Kasner type-D vacuum solution. This time-dependent exte-
rior geometry is what led to the naming of these cosmological solutions. Computing the surface
gravity, we identified M → 0 as the extremal limit of the solution. Applying this limit, we found
that the horizon was ‘pushed out’ to infinity; the dynamic patch of the region shrank to zero size,
and the resulting spacetime was everywhere static, with a naked singularity.
We then considered the static patch and studied the geodesics and conserved charges of the
solution. It was found that all causal geodesics were repelled by the singularity, with the excep-
tion of the null, transverse geodesics which necessarily would reach the singularity in finite affine
parameter. We understood this by interpreting the geodesic equation as the equation of motion
of a massive particle coupled to a positive (repulsive) potential. Studying the trajectories, the
potential ensured the existence of a classical turning point for timelike and non-transverse null
geodesics. As a result, these geodesics would never reach the singularity, but would instead be
repelled and continue through a Killing horizon. For null, transverse geodesics, the effective po-
tential was zero and hence the geodesic experiences no repulsion. An alternative point of view
was then offered, studying the proper acceleration for a static, massive observer. We found that
the acceleration for a massive particle following orbits of the timelike Killing vector field was
negative, indicating the experience of a repulsive force. Using Gauss’ law, we computed the con-
served electric charge (density) of the solutions, and we offered a discussion on computing a
mass-like parameter for the solution. As the solution was not asymptotically flat, and the asymp-
totic region not stationary, we considered position-dependent mass-like quantities within the
static region using both the Komar energy and quasi-local energies. However, we found no nat-
ural normalisation for our calculations, and so we could at most comment on the overall sign,
which we found was everywhere negative for all treatments.We also noted that for the Komar en-
ergy and the Katz-Lynden-Bell-Israel quasi-local energy, we could take the asymptotic limit and
find a finite quantity. Usually taking this limit for the Komar energy is associated with the Komar
mass under the assumption that the solution is asymptotically flat and stationary. As the planar
symmetric solution had neither of these properties, we could not draw the same conclusion. In-
stead, as asymptotically the conserved charge is computed from a spacelike isometry, the finite
quantity could be thought of as a conserved momentum, generated by translations at asymptotic
infinity. Later in the thesis, this conserved charge would appear again as the internal energy of
the solution from a thermodynamic perspective.
We concluded our discussion considering the global structure of cosmological solutions, al-
lowing the line element to be generalised to not only cover the planar solutions of Einstein-
Maxwell theory but also for the planar solutions of the STU model and the de Sitter solution
when written in static coordinates. In this general form, we were able to write down the Kruskal
coordinates for the solutions and from them, the corresponding Penrose-Carter diagrams. Fol-
lowing a discussion first offered in [40], we then carefully studied each of the four regions and
showed that following our conventions, the spacetime region IV could be understood as having
the conventional flow of time (see Figure 5.4b). Using the expansions of null geodesic congru-
ences, we were then able to classify the horizons. We found that the horizon between regions
III and IV was a future inner horizon and the horizon between regions II and IV was a past in-
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ner horizon (see Figure 5.6). The classification of the horizons allowed us to set the sign of the
temperature from the Kodama-Hayward surface gravity, which we would need when applying
the Euclidean action formalism. To match the standard case for the Schwarzschild solution, we
would consider the future inner horizon, which is crossed by future-directed, causal geodesics
travelling from the external to the internal regions of the solution. For future inner horizons, the
Hawking temperature is proportional to the surface gravity, which is negative for the solutions
we discussed within this section.
We then turned to study the planar symmetric solutions of the STU model. This research
was the initial starting point for the work presented in this thesis, and the previous discussion of
the solutions of Einstein-Maxwell theory serves as the minimal example, which can be recovered
from the STU model through the restriction that the scalar fields are constant throughout the
spacetime.This relationship between the more complex solutions ofN = 2 supergravity coupled
to vectormultiplets and the familiar Einstein-Maxwell theory allowed us to build upon already es-
tablished ideas, helping to give space for the more involved discussions particular to the solution
generating method employed within this chapter.
Our work was motivated through wanting to consistently generalise the Nernst brane solu-
tions of [28].TheNernst branes are non-extremal solutions ofN = 2 gauged supergravity coupled
to an arbitrary number of vector multiplets with a single electric charge. Their defining charac-
teristic was that in the extremal limit, the area (density) of the Killing horizon vanished and so
could be understood as black hole solutions obeying the strict third law of thermodynamics. Our
goal was to look at increasing the number of charges, and in [39], we presented a discussion of
dyonic solutions with one electric charge and between one and three magnetic charges. With
the interesting thermodynamic properties of the Nernst brane, it is natural to then to think about
the thermodynamics of themulti-charged solutions. Analysing the threemulti-charges solutions,
we found that the solutions no-longer obeyed the Nernst law. However, for the three and four
charged solutions, we instead had the surprise of deriving cosmological solutions, despite having
imposed staticity while solving the equations of motion. In this thesis, we focused on the four
charge solution which was a solution of the well known STU model, and this static ansatz pro-
ducing a cosmological solution could be understood in analogy to the Einstein-Maxwell solution
of the previous chapter.
To obtain the four-dimensional solutions, we built upon a growing history of work which em-
ploys the c-map to derive non-extremal solutions to N = 2 supergravity. Starting with the STU
model, the solution is assumed to be static, and subsequently dimensionally reduced over a time-
like circle to produce a three-dimensional Euclidean theory. In three dimensions, the Hodge-star
operator dualises vectors into scalars, and we can consistently write the three-dimensional field
content as 2nV+2 = 8 real scalar fields.The real formulation of special geometry allows us towrite
our theory in a symplectically covariant way, and the integration of the equations of motion can
be done exactly after making suitable restrictions on the field content. For our solutions, this was
achieved bymaking the purely imaginary field content restriction, and through integration of the
field equations, we wrote down a Euclidean instanton solution in three dimensions. Using previ-
ously established relations, we could then uplift the solution back into four dimensions, where
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the resulting spacetime is necessarily static. Additionally, for our discussion, planar symmetry
was imposed for the three-dimensional solution; however, this procedure would work equally
well for spherical symmetry and could also be extended to consider hyperbolic symmetry.
The four-dimensional solutions were then regularised by ensuring that the presence of a
Killing horizon with finite area density and that the physical scalar fields when evaluated on the
horizon were not divergent. Regularisation placed restrictions on the integration constants of the
theory, and we noted that this reduction of the number of remaining integration constants had
similar behaviour as the restrictions from considering the attractor mechanism for non-extremal
solutions.We noted that this would be an interesting avenue for further work through its possible
relation to the contemporary work of the hot-attractors [178, 180] . Given the four-dimensional
solution, we then studied the null geodesics of the spacetime and identified the asymptotic ge-
ometry by identifying the region for which a null geodesic would take infinite affine parameter
to reach. Using curvature scalars, we found the location of four curvature singularities. However,
as we must terminate the transverse coordinate at physical singularities in our manifold, we only
considered the location of the first one, which could be picked without loss of generality through
ordering the magnitudes of the integration constants. We noticed that the canonical coordinates
used for these solutions were not appropriate, and by making a change of coordinates, it became
apparent that the transverse coordinate had finite extension within the static region between the
Killing horizon and the curvature singularity. Analytic continuation through the horizon pro-
duces a new region of the spacetime which is dynamic, and we understood the planar symmetric
solution of the STU model as cosmological, in direct analogy to our previous analysis of the pla-
nar symmetric solutions of Einstein-Maxwell.
Following from this similarity, we then showed explicitly that the global structure of these
solutions were identical to the planar symmetric solutions of Einstein-Maxwell theory. Asymp-
totically, the spacetime geometry was that of the Kasner type-D vacuum solution, and taking
the extremal limit had the same effect of ‘pushing out’ the horizon to infinity, leaving behind a
static spacetime containing a naked singularity with the area density of the horizon diverging.
From the generalised discussion from the previous chapter, we knew that the horizons would
be inner horizons and that the horizon crossed by future-directed causal geodesics passing from
the exterior to the interior would cross a future inner horizon. Again, this would be important
for the later thermodynamics, where the Hawking temperature was proportional to the Kodama-
Hayward surface gravity which we found was negative. We studied the geodesic motion within
the static region and found that the singularity was repulsive using identical considerations as
from the previous chapter. We showed explicitly that for all geodesics (with the exception of null,
transverse ones) there existed a classical turning point and hence geodesics could never reach the
singularity. This was signalled both by the positive effective potential appearing in the geodesic
equations and the negative proper acceleration for static, massive particles.Themass-like param-
eter has the same story as the Einstein-Maxwell discussion, where only a position-dependent
quantity can be sensibly computed from either the Komar or quasi-local formalisms. Without
extra information to set a normalisation, we could only conclude that the energy was negative-
definite within the static region. Allowing ourselves to play with certain parameters, we again
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found a constant, conserved quantity associated to taking the asymptotic limit for the Komar
energy and the Katz-Lynden-Bell-Israel energy. These quantities, like in the planar solution of
Einstein-Maxwell, would appear again when computing the thermodynamic internal energy.
We concluded the chapter by looking at the steps needed to restrain the integration constants
such that the Einstein-Maxwell theory was recovered from the STUmodel. We found that by en-
suring all the harmonic functions Ha were equal, the scalar fields of the theory were constant
throughout the spacetime and the resulting solution could be mapped to the solutions of the
previous chapter. We noticed that applying this coordinate transformation gave us a way to ex-
press the parameter M of the Einstein-Maxwell solution to the integration constants α, γ of the
simplified solution of the STU model.
The development of the cosmological solutions of the STU model from the Nersnt solutions
immediately offered interesting questions. For the four-dimensional solutions of [28], there were
divergences of the scalar fields in the asymptotic limit and infinite tidal forces as one approached
the horizon. From a holographic perspective, these were understood as UV and IR divergences of
the solution respectively. The asymptotic curvature singularities of the solution were regularised
by interpreting the solutions in five dimensions, where the electric charge was understood as a
momentum wave in five dimensions [34]. For the Nernst solutions, the defining behaviour was
the vanishing area density of the Killing horizon in the extremal limit, but for our solution the
extremal limit produced a naked singularity and the rather than vanishing, the entropy diverged.
We saw this same behaviour for the three charge solution in [39]. However, for the two charge
solution, the entropy was finite in the extremal limit.
To try and understand the naked singularity appearing in the extremal limit, we chose to fol-
low the philosophy of the dimensional uplifting of the Nernst brane and in Chapter 7, we took
the four-dimensional solutions and embedded them into five, six, ten and eleven dimensions.
We showed that from the ten-dimensional embedding, the four-dimensional extremal limit pro-
duced a line element reminiscent of the D1-D5 intersection with a Kaluza-Klein monopole and
a PP-wave along the intersection direction. However, unlike the conventional intersection re-
viewed in our background (Section 4.5.4) which could be understood as a black hole in four
dimensions, we found that our initial planar ansatz in four dimensions has the effect of smearing
the brane intersection along two additional directions; the planar symmetry delocalised the inter-
secting brane description.The smearing can be seen at the level of the harmonic functions, which
are linear in the transverse coordinate. The story is very similar in eleven dimensions, where the
four-dimensional extremal limit produces a line element for the triple intersection of M5 branes
with a PP-wave superimposed along the common direction. Again the difference between our so-
lution and the canonical example is the smearing along two additional directions and signalled
in the form of the harmonic functions, which are linear in the transverse coordinate.
Equipped with the higher dimensional representations of our solutions, we were able to com-
ment on a supersymmetric solution in six dimensions. Following the work of [183, 184], we were
able to interpret the question of the existence of a supersymmetric solution as to whether we
could put sufficient restrictions on the integration constants to obtain a four-dimensional hyper-
Kähler base space and satisfy specific equations for the three-form field strength. We found that
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this was possible with a fine-tuning of the charges once the four-dimensional extremal limit had
been taken. The resulting geometry had vanishing Ricci scalar, and was supersymmetric. This
result was surprising, as at no point in our derivation of the four-dimensional solutions did we
require supersymmetry (for example through imposing the Killing spinor equations).Within our
background discussion, we mentioned that BPS solutions required taking the extremal limit, but
that the extremal limit was not always sufficient to obtain BPS solutions. Here in six-dimensions,
we see this again where there is the additional requirement of the balancing of the charges to
recover BPS solutions.
In our consideration of our uplifting, we followed the dimensional oxidation from [131],
which uplifted over Tn, embedding our lower dimensional solution into a consistent truncation
of higher-dimensional supergravity. An immediate question one can ask is how would this dis-
cussion change if we uplifted over other manifolds (or their generalisations). In [168], a similar
class of cosmological solution were discussed, and they comment that following [171], one could
expect solutions of this form to appear from a string theory perspective after the dimensional
reduction over an orientifold. In [182], the uplift of a patch of our cosmological solution is given
over the orientifold K3 × T2/Z2. However, due to their method of solution generation, the re-
sulting line elements are very complicated. We chose not to follow this line of research in our
original paper. However, given that our solutions have the benefit of a fairly simple coordinate
description covering the maximal extension of the spacetime, it would be interesting to apply
their uplift procedure to our work. Finally, one could repeat the analysis we presented within this
thesis for the three-charge solution. However, this would require modifying the uplift by instead
considering the Scherk-Schwarz reduction, where the dependence on the reduction dimension
would then produce the gauging parameters in the reduced theory.
Although the Nernst behaviour was not maintained while generalising to a higher number
of charges, it is natural to continue studying other thermodynamic properties. The focus of our
discussion became whether the first law of black hole mechanics could have a thermodynamic
interpretation for the cosmological horizons of the planar solutions of the Einstein-Maxwell the-
ory and the STUmodel. Building from this, it would also be interesting to look at the stability of
these solutions, both from a gravitational perspective and through computing the specific heat
capacities. Neither of these topics were considered and would be interesting topics for further
work.
The core of how to interpret the validity of the first law for our solutions was how to deter-
mine an appropriate internal energy. Our previous discussions of the position-dependent mass-
like quantities suffered from having no natural normalisation. As the first law is a differential
relationship, it was vital to have a well-motivated overall scaling of the energy. The most promis-
ing values were the asymptotic values of the energies, but for both the Komar and quasi-local
quantities, taking the asymptotic limit pushed us into a region of spacetime which was no longer
stationary and the conserved quantity could not be trusted as a mass-like parameter.
We decided to use the Euclidean action formalism, a common method for solutions which
are not asymptotically flat (although, usually, the exterior regions of most discussions are still
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stationary).3 The cosmological nature of our solutions meant that the usual Wick-rotation of the
timelike coordinate would not be suitable. In the static region, theWick-rotated geometry would
include the curvature singularity, and in computing the action, the spacetime geometry must be
smooth. For the dynamic region, the Wick-rotation of the timelike coordinate would produce
a complex line element. One method, usually employed for rotating solutions where there are
timelike/spacelike cross-terms, is to additionally complexify certain integration constants. How-
ever, following this reasoning, we would find that our thermodynamic quantities would become
complex. Rather than working with complex parameters, we noticed that throughWick-rotating
all spacelike coordinates in the dynamic region of the spacetime, we could obtain a smooth
Euclidean geometry. We noted that although this method produced a perfectly respectable Eu-
clidean action which we could then use the saddle point-approximation to obtain a gravitational
partition function, the original quantum mechanical motivation to interpret this as a thermo-
dynamic partition function no longer held. However, proceeding formally and interpreting the
partition function thermodynamically, we were able to continue and verify the first law for our
solutions. Understanding how this works, and further researching the relationship between the
gravitational and thermodynamic partition functions is another broad and interesting direction
for further work.
However, before being able to continue from the partition function to the first law, there was
an additional complication on how to properly normalise the Euclidean action. In the standard
treatment of the Euclidean action formalism, there is usually some divergent contribution from
evaluating the boundary terms in the asymptotic limit. An additional background contribution
is included in the action, built from the boundary geometry. For asymptotically flat solutions,
this is usually the contribution from the Minkowski background. For other solutions, such as
the de Sitter solution we discussed in Section 8.2, the boundary geometry is used to construct a
counter term.This renormalisation of the Euclidean action naturally determines the background
and overall scaling of the action. For our classes of planar symmetric solutions, the asymptotic
contribution of the boundary term is finite, and so there is no natural background contribution
to include. This problem was common throughout our analysis of the planar symmetric solu-
tions, where the lack of a symmetric space in the asymptotic limit produced various questions
in the normalisation of our thermodynamic quantities. For the temperature, we found no natu-
ral normalisation for the norm Killing vector field, leaving an overall scaling left unfixed for the
surface gravity. For the entropy and electric charge (density), reparameterisation of the planar
coordinates leads again to an ambiguity in the total overall normalisation.
To continue, we realised we would need some other condition to allow for an internal consis-
tency of our model. It is the diverse utility of the partition function that allowed us to establish
our missing ‘boundary’ term. From Gauss’ law, we computed the conserved electric charge (den-
sity), and from the gauge potential, we could compute the chemical potential through taking the
asymptotic limit of the t-component (note that this limit was taken after the potential is prop-
erly gauge fixed). We could then take our Euclidean action and relate this to the grand canonical
3A common use for the Euclidean action formalism is to derive the partition function for anti-de Sitter solutions
in conjunction with the AdS/CFT correspondence.
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potential — the natural thermodynamic partition function derived from our theory. From the
thermodynamic perspective, we know that varying this potential with respect to the chemical po-
tential is equal to the negative of the thermodynamic charge. Asserting that the charge computed
from Gauss’ law matched exactly to the thermodynamic charge from the partition function was
enough to set the overall numerical normalisation of the partition function.
After setting the normalisation, we could then make a Legendre transform to the grand
canonical potential to obtain the free energy. Varying the free energy, we can compute the ther-
modynamic chemical potential, entropy and internal energy. By construction, the chemical po-
tential matches that from the gauge field, but we additionally find that the entropy matches the
Bekenstein-Hawking area law.The internal energy is the focus of this result, and unlike the other
parameters, we have no natural parameter to compare with for consistency. However, we do find
that this thermodynamic internal energy matches the asymptotic contribution from the Komar
energy and the Katz-Lynden-Bell-Israel quasi-local energy. The matching of these quantities is
curious and deserves further attention. One thing we notice is that all of these conserved quanti-
ties have some natural interpretation as momentum-like parameters. It would be very interesting
to follow this and understand how this takes the place of the usual mass which we see in standard
treatments of the first law of black hole solutions.
Equipped with the internal energy, it was then a simple job to write down the equation of
state and to vary it. We find that the standard form of the first law holds, as well as the integrated
Smarr’s law.This discussion is the same for both the planar solutions of both the Einstein-Maxwell
and STU model. We concluded the chapter by then considering the alternative treatment of the
isolated horizon formalism. This method begins by assuming the first law and then using pa-
rameters defined on the horizon to obtain a mass after integration. This procedure is then not
suitable for verifying the first law, but we do find that through following the method, we find a
mass parameter consistent with the internal energy of the Euclidean action formalism. A general
and open-ended discussion is the application of the triple Wick-rotation for other cosmological
solutions. An immediate option is the three-charge solution of [39], which would also need care-
ful consideration of how to account for the gauging parameters. We note that although we are
biased towards this option, the triple Wick-rotation would be a suitable method for studying the
thermodynamics of any four-dimensional solution where the exterior region of the spacetime
geometry depended only on the timelike coordinate.
To conclude, we have presented a class of non-extremal, cosmological solutions of N = 2
supergravity through using the real formulation of the c-map and the uplift of the resulting three-
dimensional Euclidean instanton solutions. We have understood the singular extremal solutions
as modified intersecting brane configurations in ten and eleven dimensions and recovered super-
symmetric solutions in six dimensions. By modifying the Euclidean action formalism, we were
then able to verify the first law of thermodynamics our solutions and stumbled upon an apparent
duality where the Euclidean partition functions of distinct Lorentzian theories are the same. We
hope that this insight leads to a discussion of the thermodynamics of theories related by T-duality
and a discussion of black hole/cosmological solution pairs within the framework of double field





NOTAT ION AND CONVENT IONS
a.1 notation
Throughout this thesis we use that c = ħ = 1 except when these constants are reintroduced to
illustrate a point. The gravitational coupling
κ24 = 8πG ,
will be treated differently in various chapters to closely match the references of the discussion. As
a rule of thumb, when considering relativistic problems, we take G = 1 such that κ24 = 8π, and for
discussions of supergravity we take that κ24 = 1.








(Xµν + Xµν) , X[µν] =
1
2
(Xµν − Xµν) .
We define the Levi-Civita symbol1 by:
ε01...n = 1,
which is antisymmetric in its indices.The Levi-Civita symbol is not a tensor. To enable us to raise
and lower the indices with the metric, we enhance the symbol ε to be the Levi-Civita tensor є, by




Now we can raise the indices to find that
єµ1 ...µn = єν1 ...νn gµ1ν1 . . . gµnνn =
√
gεν1 ...νn g




where t counts the number of timelike dimensions. The Levi-Civita tensor can be contracted to
obtain the identity
єµ1 ...µpσp+1 ...σpє
ν1 ...νpσp+1 ...σn = (−)tp!(n − p)!δν iµ1 . . . δ
νp
µp .
1Another way of thinking about the Levi-Civita symbol is as the generalised Kronecker delta: δ1. . .nµ1 . . .µn = ε01.. .n
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The Levi-Civita tensor appears in the description of the volume form. For an n-dimensional man-
ifold, the volume form is
voln =
√
∣g∣dx1 ∧ . . . ∧ dxn = 1
n!
√




µ1 ∧ . . . ∧ dxµn .




µ1 ∧ . . . ∧ dxµp .
The wedge product of p-,q-forms is given generally by




and it is useful to remember
X ∧ Y = (−)pqY ∧ X . (A.1.1)
Taking the exterior derivative of a p-form X gives a (p + 1)-form:




ν ∧ dxµ1 ∧ . . . ∧ dxµp .
TheHodge-star is defined by:
⋆ ∶ Ωp → Ωn−p
X ∧ ⋆Y ∶= (X ,Y) voln ,
where the inner product in components is given by










νp+1 ∧ . . . ∧ dxνn .
The double application of the Hodge-star gives back a p-form with
⋆ ⋆ X = (−1)p(n−p)+tX ,
where n is the dimension of themanifold, and t counts the number of timelike dimensions. Using
the Hodge-star, we can write the volume form as
voln = ⋆1,
andwe can use this to rewrite a Lagrangian into the language of forms.As an example the Einstein-






FµνFµν) ≡ ∫M (−
1
2κ24
⋆ R − 1
2g2
F ∧ ⋆F) .
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a.2 sign conventions
In this thesis, we use a set of sign conventions that was established in the research [39, 40] which
are the core of the discussions of this body of work. These conventions were picked to follow the
work of [28], which was the starting point for the planar symmetric solutions of N = 2 super-
gravity and allowed for the comparison and homogenisation of our papers with the preceding
ones. We will show below a set of three signs which were highlighted as variable in [43] and use
the parametrisation of conventional signs as in [102].
Studying general relativity involves picking conventions for three distinct signs si = ±1, i =
1, 2, 3. The first is the overall sign of the Minkowski metric
ηab = s1diag(− + ++),
and decides whether we work with a ‘mostly-plus’ or ‘mostly-minus’ signature. The second sign





νρ + Γτνσ Γ
µ
τρ − Γτνρ Γ
µ
τσ ) ,




gµνR) = κ24Tµν ,
where it is understood that T00 is always positive (for normal matter). The signs s2, s3 enter into
the definitions of the Ricci tensor and Ricci scalar:
s2s3Rµν = Rρµρν , R = gµνRµν .











Generally, the conventions used in a particular paper can usually be reconstructed using that
the kinetic terms are positive. This depends of cause on knowing that the overall sign of the
Lagrangian has been fixed accordingly, and that we are not dealing with a non-standard theory
with flipped kinetic terms.2We also need to assume that the energy-momentum tensor is defined








where Lm is the matter contribution to the Lagrangian.
In this thesis, we use the same sign conventions as in [39, 40] which in turn where taken
over from [28]. This is a parametrisation where the Einstein-Hilbert and scalar term enter with
a minus sign:








2As an example for non-standard sign conventions, in our conclusionswemention the interesting duality suggested
by the matching of Euclidean partition functions for theories which differ in the overall sign for the sign of the gauge
field kinetic terms. For more detail, see Section 9.1.
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From this we can read off
s1 = 1, s3 = −1.
Defining the Ricci tensor such that s2s3 = 1, consistency determines the overall sign of the Rie-





νρ + Γτνσ Γ
µ
τρ − Γτνρ Γ
µ
τσ ).




gµνR = −κ24Tµν .
With these conventions, a spacelike surface of positive curvature has sign(R) = s1s3 = −1, and
so we have the slightly strange understanding that a positively curved space has a negative Ricci
scalar! From the perspective of the (anti) de Sitter solutions, we take the action to be of the form
S = − 1
16π ∫M(R − 2Λ)
√−gd4x
such that when solving the equations of motion, the Ricci scalar is proportional to the cosmolog-
ical constant. This means that for the de Sitter solution we have Λ < 0 and for the anti-de Sitter
solution, we have that Λ > 0.This is against most conventional research in the area, and descends
from the action built from s3 = −1.













where the fourth sign s′4, which arises from the definition of the second fundamental form, is
discussed in Section 2.2.6. Note that s′4 is distinct from s4 in [102], which is related to the spin
connection. Since we only consider bosonic fields within this thesis, this sign is irrelevant for us.
B
THERMODYNAMIC POTENT IALS
In our calculations of the first law of thermodynamics, we use the Euclidean action formalism
to derive a gravitational partition function.This is related to thermodynamic partition functions
and from these, we obtain thermodynamic potentials. In this appendix, we give some extra space
to the thermodynamic potentials we consider and the various parameters we can obtain through
computing partial derivatives. We end by re-focusing for the case of our black hole solutions and
the quantities we are interested in.Themajority of this discussion follows the textbook by Sethna
[217].
b.1 equation of state
The entropy S(E ,V ,N) can be considered as the first of our thermodynamic potentials which
depends on the energy E, the volume V and the particle number N . In a similar way, we can
rewrite this into the form E(S ,V ,N) and consider the energy as a thermodynamic potential.











































where P is the pressure and µ is the chemical potential. These relations can be understood and
are expected from the first law of thermodynamics
dE = TdS − PdV + µdN .
In themain body of the thesis, we verify the first law of thermodynamics by computing the energy
andwriting it in terms of the entropy and electric charge (which takes the place of particle number
N for relativistic systems). It is common to refer to the expression S(E ,V ,N) or E(S ,V ,N) as
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the equation of state. Varying this, we can check the above relations and verify that the first law
holds. However, for the solutions we consider, we don’t have access to the energy itself and we
must first derive it from other thermodynamic potentials.
Contact geometry We mention in passing that it can be shown that the first law of thermo-
dynamics is equivalent to the existence of a contact geometry which can be thought of as the
odd-dimensional analogue for symplectic geometry. As tempted as we are to continue on this in-
teresting note, digressing within a digression in our appendix seems extravagant. Our intuition
is that this geometric picture of the first law (of both thermodynamics and black hole mechanics)
might be an interesting way to try and classify how the non-standard work of the triple Wick-
rotation was able to have a well defined first law, despite the lack of a quantum mechanical link
between partition functions. For references on contact geometry, we offer [218, 219].
b.2 the canonical ensemble
To obtain the internal energy of the solution, we work with the canonical ensemble and derive
the Helmholtz free energy. The canonical ensemble governs the equilibrium behaviour for a sys-












with its explicit form as





This probability distribution is the definition of the canonical ensemble, describing systems ex-
changing energy with the external world at temperature T . The partition function Z does more
than just act as a normalisation, but instead can be used to describe the statistical properties of










where we are using that the inverse temperature is β−1 = kBT . This internal energy will be the
parameter we derive and vary to verify the first law.
Similarly, one can compute the entropy of the solution and find it as a function of thermody-
namic variables and the (logarithm of the) partition function
S = −kB∑
n
Pn log Pn =
⟨E⟩
T
+ kB log Z .
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From the logarithmof the partition function, we canwrite down a new thermodynamic potential,
hinted by its presence in the above relationships:
F(T ,N ,V) = −kBT log Z = ⟨E⟩ − TS ,
which is known as theHelmholtz free energy. Its total derivative is related to other thermodynamic
parameters by
dF = −SdT − PdV + µdN ,



















b.3 grand canonical ensemble
The grand canonical ensemble describes a systemwhich exchanges both energy and particle num-
ber. We find that due to the boundary conditions placed on the Euclidean action within the body
of the thesis, this is the natural thermodynamic partition function we consider.
When both energy and particle number are allowed to be exchanged, the probability for a






where the normalisation Z is the grand partition function:





Within this context, we can consider µ to be the energy required to add a particle to the system
adiabatically1 while keeping the (N + 1)-particle system in equilibrium.
Just as with the canonical ensemble, one can write down a thermodynamic potential from
the logarithm to obtain the grand potential given by
Ω(T , µ,V) = −kBT logZ = ⟨E⟩ − TS − µN .
This can be related to the Helmholtz free energy by a Legendre transformation
Ω = F − µN ,
and the total derivative of the grand potential is given by
dΩ = −SdT − PdV − Ndµ,














1An adiabatic process occurs between a system and its surroundings without changing the mass or temperature.
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b.4 back to black holes
In the body of the thesis, we are concerned with the thermodynamics of charged black hole solu-
tions. In relativistic thermodynamics, the particle number N is not conserved and therefore it is
replaced by conserved charges.
Let us consider the case of a single conserved chargeQ. The natural boundary conditions of
the Euclidean action fix the electric charge and allow the chemical potential to vary, and as such,
the natural thermodynamic partition function we relate to our gravitational calculation is the
grand canonical partition function. To obtain the internal energy, we are interested in working
with the Helmholtz free energy. One option is to place additional boundary data with a charge
projection operator [88] such that the gravitational partition function is related to the canonical
partition function.This is the option taken in [85, 88]. We take the alternative method of leaving
the boundary data as it is, and instead compute the grand canonical potential from the partition
function followed by making a Legendre transformation to obtain the free energy. From the free
energy, the internal energy can be computed and thus the equation of state.
We take the volume to be fixed so that the internal energy only depends on entropy and
charge, E = E(S ,Q). The free energy F(T ,Q) = E − TS and the grand potential Ω(T , µ) =
E − TS − µQ are related to E(S ,Q) by Legendre transformations which exchange the extensive
variables S ,Q with the intensive variables temperature T = β−1 and chemical potential µ, where
we have returned to our conventions where kB = 1.
Various partial derivatives can be read off from the total differentials
dE = TdS + µdQ , dF = −SdT + µdQ , dΩ = −SdT −Qdµ. (B.4.1)
In particular, we obtain the following relations used in the main text:
Q = −∂Ω
∂µ
, µ = ∂F
∂Q












= F + TS = E .
These equations are sufficient for the computations and discussions we present in this work. For
more information on statistical mechanics, we refer to [217] and we found [88] a particularly
thorough andwell written resource for a black hole perspective of thermodynamic partition func-
tions.
C
HODGE DUAL IT Y
In this appendix we continue the discussion put forward in Section 4.2 and consider the Hodge
dualisation and rewriting of Lagrangians with arbitrary p-forms and spacetime dimension. We
begin with the case for constant coupling, and then follow this considering spacetime-dependent
couplings. We end our discussion with the generation of topological terms when considering the
Hodge dualisation for gauge fields after dimensional reduction. For more details on dimensional
reduction, we point back towards Section 4.3. During this discussion, we will assume a spacetime
manifold M of dimension d, with t timelike directions and Lagrangians built with the kinetic
term for p-form gauge fields. Much of this discussion follows ideas from [220, 103].
Electromagnetic duality is an example of Poincaré duality, which formalises the isomorphism
Hp(M) → Hd−p(M)1 on a closed, oriented manifold M of dimension d. Hodge theory allows
this duality to be reformulated as an isomorphism between harmonic forms through the use of
the Hodge-star.
TheHodge-star is amap fromΩp → Ωd−p and is defined such that for the p-forms α, β ∈ Ωp,
we can express the inner product as
(α, β) = ∫M α ∧ ⋆β.
A harmonic form is a form ω ∈ Ωp such that both ω and ⋆ω are closed:
dω = 0, d ⋆ ω = 0.
TheHodge theorem proves that for harmonic forms, the Hodge-star is an isomorphism.Wemen-
tion these more mathematical details for context, but relegate further details to [221, 222]. A par-
ticularly good reference for physicists needing basics in this area is given in the appendix of [151],
and in volume two of superstring theory [223].
Maxwell’s equations define a harmonic form F by
dF = 0, d ⋆ F = 0,
where F = dA is a two-form. Hodge’s theorem yields an isomorphism between F → F̃ = ⋆F.
F̃ is a new two-form which also satisfies the equations of motion, with the role of the electric
and magnetic components switched. We note that this mapping is a symmetry at the level of the
1That is, the pth cohomology group is isomorphic to the (d − p)th homology group.
269
270 hodge duality for p-form potentials
field equations, but not at the level of the Lagrangian. We can understand this as the Lagrangian
is a functional of the gauge potential A and not the gauge field. As we saw in the main text, to
properly dualise the Lagrangian, the gauge field must be promoted to the level of a dynamic field
by promoting the Bianchi identity to a field equation using a Lagrangemultiplier. For a p-form in
an d-dimensional space, we see that if the Hodge-dual is directly substituted into the Lagrangian,
a factor of (−)t is picked up, where t counts the number of minus signs in the metric signature:
∫M Fp ∧ ⋆Fp ↦ ∫M F̃p ∧ ⋆F̃p ,
= ∫M ⋆Fp ∧ ⋆ ⋆ Fp ,
= (−)p(d−p)+t ∫M ⋆Fp ∧ Fp ,
= (−)2p(d−p)+t ∫M Fp ∧ ⋆Fp ,
= (−)t ∫M Fp ∧ ⋆Fp ,
where we have used that for a p-form
⋆ ⋆ωp = (−)p(d−p)+tω. (C.0.1)
We see that for Lorentzian theories, where t = 1, replacing the p-field strengthwith itsHodge-dual
introduces a sign error.
c.1 hodge duality for p-form potentials
The correct procedure of dualisation is performed as follows. We are able to write the second
order action:
S[A] = − 1
2 ∫ Fp ∧ ⋆Fp , Fp = dA(p−1),
as a first order action after promoting Fp to be a fundamental field.We do this by including a new
term into the action:
S[F] = ∫ − 12Fp ∧ ⋆Fp + (−1)p+1dFp ∧ ⋆λ(p+1). (C.1.1)
This allows the Bianchi identity to become an equation of motion obtained by varying the La-
grange multiplier: a (d − p − 1)-form. Let us see this explicitly:
S[⋆λ + δ ⋆ λ; F] = S[⋆λ; F] + ∫ (−1)p+1dFp ∧ ⋆δλ(p+1),
0 = ∫ (−1)p+1dFp ∧ ⋆δλ(p+1),
⇒ dFp = 0.
By varying the action with respect to the field strength we find that the equation of motion is
modified into the form
S[⋆λ; F + δF] = S[⋆λ, F] + ∫ −δFp ∧ ⋆Fp + (−1)p+1d(δFp) ∧ ⋆λ(p+1),
= S[⋆λ, F] + ∫ −δFp ∧ ⋆Fp + (−1)2p+2(δFp) ∧ d ⋆ λ(p+1),
= S[⋆λ, F] + ∫ δFp ∧ [− ⋆ Fp + d ⋆ λ(p+1)] ,
⇒ ⋆Fp = d(⋆λ(p+1)),
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where in the second line, integrating by parts introduces the usual ‘−’ together with a factor of
(−)p commuting the exterior derivative d past the p-form Fp.
Collecting these together, we write down the equations of motion for the first order action as:
dFp = 0,
⋆Fp = d(⋆λ(p+1)).
Now to dualise the action such that we express our action in terms of (d − p)-forms, we make
the identification:
F̃(d−p) = ⋆Fp ,
Ã(d−p−1) = ⋆λ(p+1), F̃ = dÃ,
(C.1.2)
and notice that the equations of motion are invariant. If we substitute (C.1.2) into the first order
action (C.1.1), we find that our new action is of the form:
S[Ã] = − 1
2 ∫ F̃(d−p) ∧ ⋆F̃(d−p), F̃(d−p) = dÃ(d−p−1),
which we see now has the correct sign for a kinetic term.
c.2 form fields coupled to dilaton fields
Let us now generalise this discussion to include a spacetime dependent coupling for the gauge
field. In this discussion, we use a dilaton coupling which is what appears for gauge field kinetic
terms descending froma string theory perspective.Our calculationswould is unchanged by using
some generic coupling g(x)−2, or a couplingmatrix IIJ(XI) as appears in theN = 2 supergravity
action coupled to vector multiplets (6.1.1).
The action with a dilaton coupling is given by:2
S[A, ϕ] = − 1
2 ∫ e−αϕFp ∧ ⋆Fp , Fp = dA(p−1),
where α is a constant. Again,wewant to promote this action into first order formwith the addition
of a Lagrange multiplier:
S[F , ⋆λ, ϕ] = ∫ − 12 e−αϕFp ∧ ⋆Fp + (−1)p+1dFp ∧ ⋆λ(p+1). (C.2.1)
The equation ofmotion for the Lagrangemultiplier will be no different from the previous section,
however, the equation of motion for the field strength Fp is given as:
S[F + δF , ⋆λ, ϕ] = S[F , ⋆λ, ϕ] + ∫ −e−αϕδFp ∧ ⋆Fp + (−1)p+1d(δFp) ∧ ⋆λ(p+1),
= S[⋆λ, F] + ∫ −e−αϕδFp ∧ ⋆Fp + (−1)2p+2(δFp) ∧ d(⋆λ(p+1)),
= S[⋆λ, F] + ∫ δFp ∧ [−e−αϕ ⋆ Fp + d (⋆λ(p+1))] ,
⇒ e−αϕ ⋆ Fp = d(⋆λ(p+1)).
2Here we have suppressed the term in the action for the kinetic term of the scalar field as it is not relevant to the
current discussion.
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Now in order to make the dualisation we must identify:
F̃(D−p) = e−αϕ ⋆ Fp ,
Ã(D−p−1) = (⋆λ(p+1)), F̃ = dÃ.
We can then substitute these relations into the first action (C.2.1) to obtain a dualised Lagrangian
S[B̃, ϕ] = − 1
2 ∫ eαϕ F̃(D−p) ∧ ⋆F̃(D−p), F̃(D−p) = dÃ(D−p−1),
with the equations of motion left invariant. We see from this that the action gives the same equa-
tions of motion when we make the dualisation:
F → F̃ = e−αϕ ⋆ F , ϕ → ϕ̃ = −ϕ.
We notice that the gauge field coupling has been inverted.
c.3 topological terms and transgression terms
We conclude this appendix with a discussion of the generation of topological terms from the
Hodge dualisation of form fields after performing a Kaluza-Klein reduction. The Kaluza-Klein
reduction of topological terms produces the so-called transgression termswhichmodify the struc-
ture of the form fields in the lower-dimensional theory. Generally, for a full understanding of the
lower dimensional field content for consecutive reductions, it is vital for all these terms to be
included. In the body of the thesis, a note is made about the appearance of these terms and it is
explained for our calculations, the field restrictions we make mean that the transgressions terms
are set to zero. Here, we expand on these comments and give general formula for the appearance
of topological terms, followed by the example for the case of reducing from six to five dimensions,
showing that the dualisation of the three-form in five dimensions introduces the Chern-Simons
form into our theory.
We begin with the action for a (d + 1)-dimensional theory for a p-form potential:
S[B] = − 1
2 ∫ H(p+1) ∧ ⋆H(p+1), H = dB,
and reduce this over an S1 using the Kaluza-Klein procedure to obtain a d−dimensional theory.
In Section 6.1.1 we cover this, and using the formula (4.3.3) we can write the reduced action is of
the form:
S[B,A,A] = − 1
2 ∫ e2(d−p−1)αϕdA(p−1) ∧ ⋆dA(p−1)
− e−2pαϕ(dB(p) − dA(p−1) ∧ A(1)) ∧ ⋆(dB(p) − dA(p−1) ∧ A(1)),
(C.3.1)
where ϕ and A(1) are the Kaluza-Klein scalar and vector respectively and our (d+ 1)-dimensional
p-form potential Bp has been reduced into the p-form, Bp and the (p − 1)-form, A(p−1).
Upon reduction, it is standard that if p ≥ d/2, then we should use the Hodge dualisation
procedure to rewrite the p-form potential as a (d − p − 2)-form potential:
B(p) → B̃(d−p−2).
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Just as before, we do this by promoting H = dB into the fundamental field by using a Lagrange
multiplier to enforce the Bianchi identity as field equations. To reduce the noise of this calculation,
wewill onlywrite down the second line of (C.3.1) togetherwith the newLagrangemultiplier term:
S̃[H,A,A] = − 1
2 ∫ e−2pαϕ(H(p+1) − dA(p−1) ∧ A(1)) ∧ ⋆(H(p+1) − dA(p−1) ∧ A(1))
+ ∫ (−)pdH(p+1) ∧ ⋆λ(p+2).
Integrating by parts we can write this as:
S̃[H,A,A] = − 1
2 ∫ e−2pαϕ(H(p+1) − dA(p−1) ∧ A(1)) ∧ ⋆(H(p+1) − dA(p−1) ∧ A(1))
+ ∫ H(p+1) ∧ d ⋆ λ(p+2).
Varying with respect toH(p+1) we obtain the algebraic relation:
⋆(H(p+1) − dA(p−1) ∧ A(1)) = e2pαϕd ⋆ λ(p+2),
(H(p+1) − dA(p−1) ∧ A(1)) = (−)p(d+p)+de−2pαϕ ⋆ d ⋆ λ(p+2),
H(p+1) = (−)p(d+p)+de2pαϕ ⋆ d ⋆ λ(p+2) + dA(p−1) ∧ A(1).
Substituting this back into the original action, whilst making the identification for our new dual
fields:
H̃(d−p−1) = e−2pαϕ ⋆H(p+1), B̃(d−p−2) = ⋆λ(p+2),
we obtain:
S̃[H,A,A] = (−)p(d+p)+d ∫ 12 e2pαϕH̃(d−p−1) ∧ ⋆H̃(d−p−1) + H̃(d−p−1) ∧ F(p) ∧ A(1)
H̃(d−p−1) = dB̃(d−p−2) F(p) = dA(p−1).
Including in the piece we dropped off earlier, the full, dimensionally reduced action would look
like:




+ ∫ H̃(d−p−1) ∧ F(p) ∧ A(1),
(C.3.2)
where we understand the last contribution as a topological term and
H̃(d−p−1) = dB̃(d−p−2), F(p) = dA(p−1).
As an example, let us consider the case where p = 2, d = 5 and therefore α−1 =
√
24 (see
Section 6.1.1). We can write the dimensionally reduced, Hodge dualised kinetic term for the
original three-form as
S[B,A,A] = − 1
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Lastly, if we were to couple this to a Dilaton field such that the original (d+1)-dimensional action
was written as:
S = − 1
2 ∫Md+1 e
βλH(p+1) ∧ ⋆H(p+1),
we would find upon reduction that the sign in front of λ would swap for the term dualised, like
so:




+ H̃(d−p−1) ∧ F(p) ∧ A(1),
(C.3.4)
and so, in our case, where β = −
√
2, d = 5, p = 2 we find that:











2λ ⋆ F(2) ∧ F(2)
− ∫ H̃(2) ∧ F(2) ∧ A(1).
(C.3.5)
D
C-MAP CALCULAT ION DETAIL S
In this appendix, we detail some additional steps for the calculations performed in Section 4.4.
There are no surprising results, but when learning this, it took some time to compute them all,
and so we include this as a resource for future students.
d.1 dualising vector fields














eϕIIJ(F Iµν + ζ IVµν)(F J∣µν + ζ JV µν)
− 1
2
єe−ϕIIJ∂µζ I∂µζ J −
1
2
єRIJ(F Iµν + ζ IVµν)∂ρζ Jεµνρ .
(D.1.1)




єεµνρ(F Iµν∂ρ ζ̃I − Vµν∂ρ(ϕ̃ −
1
2
ζ I ζ̃I)). (D.1.2)
Varying with respect to F Iµν
L3[δF Iµν] +LLm[δF Iµν] = +
1
2
eϕIIJ (F J∣µν + ζ JV µν) δF Iµν
− 1
2
єεµνρRIJ∂ρζ JδF Iµν +
1
2
єεµνρ∂ρ ζ̃IδF Iµν = 0.
Rearranging this we obtain
−eϕIIJ (F J∣µν + ζ JV µν) = єεµνρ (∂ρ ζ̃I −RIJ∂ρζ J)
F I∣µν + ζ IV µν = −e−ϕI IJєεµνρ (∂ρ ζ̃J −RJK∂ρζK) .
(D.1.3)
















ζ I ζ̃I) δVµν = 0.
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єe2ϕV µν = −eϕIIJζ I (F J∣µν + ζ JV µν) + єRIJζ I∂ρζ Jεµνρ + єεµνρ∂ρ (ϕ̃ −
1
2
ζ I ζ̃I) .
Inserting in (D.1.3) we obtain
1
2
єe2ϕV µν = єεµνρζ I (∂ρ ζ̃I −RIJ∂ρζ J) + єεµνρRIJζ I∂ρζ J + єεµνρ∂ρ (ϕ̃ −
1
2
ζ I ζ̃I) ,
= εµνρєζ I∂ρ ζ̃I + єεµνρ∂ρ (ϕ̃ −
1
2
ζ I ζ̃I) ,
= єεµνρ [ζ I∂ρ ζ̃I + ∂ρ ϕ̃ −
1
2
(ζ I∂ρ ζ̃I + ζ̃I∂ρζ I)] ,
= єεµνρ [∂ρ ϕ̃ +
1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)] .
Rearranging this, we obtain
Vµν = 2e−2ϕεµνρ [∂ρ ϕ̃ +
1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)] .
Going back to (D.1.3), we can rearrange this for F Iµν
F Iµν = −e−ϕI IJєεµνρ [∂ρ ζ̃J −RJK∂ρζK] − ζ IVµν .
Naming
BIµν ∶= F Iµν + ζ IVµν = −e−ϕI IJєεµνρ (∂ρ ζ̃J −RJK∂ρζK) .































єεµνρ (BIµν∂ρ ζ̃I − Vµν [∂ρ ϕ̃ +
1
2







Combining these we obtain



















єεµνρBIµν (∂ρ ζ̃I −RIJ∂ρζ J) .
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Rearranging the last term, we can simplify this
















єe−ϕIIJ∂µζ I∂µζ J .
Substituting in the values from the equations of motion we find that
V µνVµν = є8e−4ϕ [∂ρ ϕ̃ +
1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)] [∂ρ ϕ̃ +
1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)] ,
IIJBIµνBJ∣µν = 2єe−2ϕI IJ (∂ρ ζ̃I −RIM∂ρζM) (∂ρ ζ̃J −RJN∂ρζN) ,
where we have used that εµνρεµνκ = є2!δκρ .






∂µϕ∂µϕ − gI J̄∂µX
I∂µ X̄ J̄
− e−2ϕ [∂ρ ϕ̃ + 1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)] [∂ρ ϕ̃ +
1
2
(ζ I∂ρ ζ̃I − ζ̃I∂ρζ I)]
− є
2
e−ϕ [IIJ∂µζ I∂µζ J + I IJ (∂ρ ζ̃I −RIM∂ρζM) (∂ρ ζ̃J −RJN∂ρζN)] .

E
STU SUPERGRAVIT Y COUPL INGS
In Section 7.1, we prepare our Lagrangian for dimensional uplift through writing it in a form
such that we can easily compare our conventions to those used in [131]. To do this, we need the
explicit form of the couplings which appear in our Lagrangian. As explained in Section 4.1.2, the
N = 2 supergravity theory is completely determined by the prepotential, which then naturally
becomes our starting point. The couplings are also used in Section 8.4 when we compute the
on-shell Euclidean action of the planar solutions of the STU model.





First we compute the derivatives of F with respect to the complex scalars XI . Taking the first



















































, Im(z1) = −s, Im(z2) = −t, Im(z3) = −u. (E.0.3)
To remove the spurious degrees of freedomwe remember we must gauge fix our complex scalars,
in our conventions we pick
ImX0 = 0, ReXA = 0,
and we can pick any of these to be the gauge fixing term. This allows us to relate the complex
scalars XI to the scalars
X0, X1 = −isX0, X2 = −itX0, X3 = −iuX0.
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From this, we can write down all the coupling matrices of the Lagrangian in terms of the real
fields {s, t, u, X0}. The prepotential is given by
F(X0, zA) = istu(X0)2, (E.0.4)
and its derivatives by




2istu −tu −su −st
−tu 0 −iu −it
−su −iu 0 −is





The scalar metric (4.1.6), and its inverse, can then be found from




4stu 0 0 0
0 0 −2u −2t
0 −2u 0 −2s


































We are interested in finding expressions for (4.1.11) and (4.1.9) which we can do by looking at
the following intermediate quantities:
(NX)I = 4X0 (stu,−itu,−isu,−ist) ,
(NX̄)I = 4X0 (stu, itu, isu, ist) ,
(XNX̄) = K = −8stu(X0)2,
(XNX) = 16stu(X0)2.



























−isu −u − su
t
−s
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We are now able to write down the coupling matrices using the above information. From
(4.1.11), we find the general gauge coupling to be











0 0 − isu
t
0






As we have imposed the purely imaginary condition through our gauge fixing, we haveRIJ = 0.









0 0 − su
t
0















0 0 − t
su
0






Similarly, from (4.1.9), we find the form for the scalar field coupling






































This is the coupling for the scalar fields XI , however, we only need the elements of the physical
scalar coupling, which is given by (4.1.10), repeated here

























We see that both (E.0.8) and (E.0.10) are diagonal, and so there will be no cross terms for our
scalar or gauge field kinetic terms. We can begin to start expanding our 4D Lagrangian (4.1.4)
for the STU model ofN = 2 supergravity




A∂µ z̄B̄ + 1
4
IIJF IµνF J∣µν +
1
4
RIJF Iµν F̃ J∣µν .
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Substituting in (E.0.8) and (E.0.10) we can write down an action in the form
























Making a redefintion of our scalars fields
s = e−ϕ1 , t = e−ϕ2 , u = e−ϕ3 ,
we obtain the Lagrangian








e−ϕ1−ϕ2−ϕ3 [(F0)2 + e2ϕA(FA)2] .
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