Abstract. A graph G percolates in Kr,s-bootstrap process if we can add all missing edges of G in some order such that a new copy of Kr,s, is created for the addition of each missing edge, where Kr,s is the complete bipartite graph. We study Kr,s-bootstrap percolation on Erdős-Rényi random graph, and determine the percolation threshold for balanced Kr,s up to a logarithmic factor. This partially answers a question raised by Balogh, Bollobás, and Morris. We also establish a general lower bound of the percolation threshold for all Kr,s, with r ≥ s ≥ 3.
Introduction
For a given graph H, the H-bootstrap percolation is defined as follows. Let G be a graph on vertex set [n] := {1, 2, . . . , n} and K n be the complete graph on the same set of vertices. Set G 0 = G and define, for each t ≥ 0, G t+1 := G t ∪ e ∈ E(K n ) : ∃H with e ∈ H ⊂ G t ∪ {e} .
Let G H = ∪ t≥0 G t . Here G H is the closure of G under the H-bootstrap process. We say G percolates (or H-percolates) in K n if G H = K n .
Recently this process was studied by Balogh, Bollobás, and Morris for G = G n,p , where G n,p is the random graph on n-vertices in which each edge is present independently with probability p. In [2] , they defined the critical threshold for H-bootstrap percolation on K n as follows: p c (n, H) := inf{p :
In this short article we study upper and lower bound of p c (n, H) for H = K r,s , where K r,s is the complete bipartite graph with r vertices in one part and s in the other. Here and throughout the paper we will assume r ≥ s ≥ 3 without loss of generality. Let λ(r, s) := rs − 2 r + s − 2 .
The following theorem is the main result of this paper.
Theorem 1.1. Let r ≥ 4, s ≥ 3, and s ≤ r ≤ (s − 2) 2 + s. Then there exists constants c(r, s), C(r, s) > 0 such that for large enough n, c(r, s)(log n) −1 n −1/λ(r,s) ≤ p c (n, K r,s ) ≤ C(r, s) log n log log n 2/λ(r,s) n −1/λ(r,s) .
(1.1) Remark 1.2. This partially answers a question by Balogh, Bollobás, and Morris; see Problem 5 in [2] . For the case K 2,t some results have been recently obtained that we discuss in the next section.
In the next proposition we obtain a general lower bound of p c (n, K r,s ). Proposition 1.3. For any r, s ≥ 3, p c (n, K r,s ) ≥ (e log n) −1 λ((s − 2) 2 + s, s) 2 n −1/λ((s−2) 2 +s,s) .
Related results.
Graph bootstrap percolation is an example of cellular automata introduced by von Neumann [10] (see also [5] ). Bollobás [4] introduced H-bootstrap percolation, which is also known as weak saturation. Extremal questions are well studied when H = K r (see [1] , [6] , and [8] ).
In the context of random graph Balogh, Bollobás, and Morris [2] obtained the following result regarding K r bootstrap percolation. It was shown that for r ≥ 4, and n ∈ N, sufficiently large
where λ(r) = (
Recently extremal results have been studied for H = K r,s , where K r,s is the complete bipartite graph with one part containing r nodes, and s nodes in the other. In [7] , the authors considered a related process called saturation. A graph G is called called H saturated if G does not contain a copy of H, and adding any missing edge in G completes a new copy of H. In [7] , it was shown that if an n-by-n bipartite graph is K r,s saturated then it must have at least (r + s − 2)n − (r + s − 2) 2 edges, confirming a conjecture in [9] up to an additive constant. In [9] the authors studied the weak saturation of K r,s in n-by-n bipartite graph, and showed that if it is K r,s -weakly saturated in a bipartite graph, then it has at least (2s − 2 + o(1))n edges, when s ≤ r. In the context of random graph the authors in [2] proposed the problem (Problem 5 in [2] ) to determine p c (n, K r,s ), at least up to a poly-logarithmic factor, for all r, s ∈ N. It was shown in [2] that
Recently some progress is made for bipartite graphs of the form K 2,t . In [3] , it was shown that p c (n, K 2,4 ) = Θ 1 n 10/13 . A lower and upper bound for K 2,t is also obtained in [3] for t ≥ 4. Our result complements the results in [3] , and determines p c (n, K r,s ) up to poly-logarithmic factor when the graph is balanced (see Definition 3.1), this is roughly equivalent to the saying that one part is not significantly larger than the other. We also obtain a general lower bound for p c (n, K r,s ) when r, s ≥ 3.
1.2.
Remarks on the proof. Our proof of the lower bound in Theorem 1.1 is based on the witness set algorithm introduced in [2] . The main idea involves two steps. The first step is to show that if a graph K r,s percolates then there exists an witness set satisfying certain extremal properties. The second step is to show that if p is below a certain threshold then there is no such set with high probability,that is, with probability going to one as the size of the graph goes to infinity. Although we use the same algorithm to establish the extremal properties of the witness set, the steps involved are different from K r , and the analysis of the algorithm leads to different optimization problem than in case of K r . Surprisingly the condition required to establish the lower bound for K r,s using witness set algorithm is also necessary to show that K r,s is balanced. Our lower bound works for r, s ≥ 3. The upper bound directly uses Proposition 3 from [2] . In order to check the assumptions in their proposition the upper bound is valid for r ≥ 4 and s ≥ 3.
Lower bound for K r,s percolation
A novel Witness-Set Algorithm was introduced in [2] in the context of K r -bootstrap percolation. We recall this algorithm for general graphs here.
Witness-Edges and Witness-Set Algorithm. Assign a set of edges WE(e) ⊂ E(G), and a graph F = F (e) ⊂ G to each edge e ∈ G H as follows:
• If e ∈ G then set WE(e) = {e}.
• Choose an order in which to infect the edges of G H , and at each step identify which H was completed (if more than one is completed then choose one).
• Infect the edges one by one. If e is infected by H, then set
Now call the set WE(e) Witness-Edges for the event e ∈ G H and F (e) is the graph whose vertices are the endpoints of the edges in WE(e), and edge set WE(e). The set F (e) is called the WitnessSet. Note that in (2.1) the union is taken only over the edges of H. In particular in the bootstrap process when a copy of H is completed on the set of vertices, say, V (H), there might be additional edges in the graph induced by V (H), and the union is not taken over such edges.
The Red Edge Algorithm. Let G be a graph, and e ∈ G H \G.
• Run the Witness-Set Algorithm until edge e is infected.
• Let (e 1 , e 2 , . . . , e m ) be the infected edges which satisfy F (e j ) ⊂ F (e) and e j / ∈ F (e), written in the order in which they are infected, where e m = e.
• For 1 ≤ j ≤ m, let H j be the copy of H that is completed by e j .
• Color the edges {e 1 , e 2 , . . . , e m } red, and note that e j ∈ H j \(
For an edge e m = e ∈ G H \G consider the Red-Edge Algorithm. For t ∈ [m], define
Our aim is to bound the number of non-red edges recursively. Notice that B t = F (e t ) in general. We define a graph G t , obtained using the Red Edge Algorithm whose vertices are the graphs {H 1 , H 2 , . . . , H t }, and in which two nodes H i , and H j are adjacent if they share at least one common edge.
Let l t denote the number of components of G t . Also let c t (ν) denote the number of components of G t containing the vertex ν ∈ V (G), and define
Lemma 2.1. Let F (e) be an Witness-Set on the graph G, and edge e. Then G m is a connected graph.
Proof of Lemma 2.1. Suppose the edge f ∈ F (e). Then by the definition of Witness-Set algorithm, there is a path from from H m to H t containing the edge f . Now for j ∈ [m] and hence F (e j ) ⊂ F (e). Since the set F (e j ) is non-empty, there exists an edge f ∈ F (e j ) ∩ F (e). Thus there is a t ∈ [m − 1],such that there is a path in G t from H m to H t and f ∈ H t . Also since f ∈ F (e j ), there is path from H j to H t ′ such that f ∈ H t ′ . Now f ∈ E(H t ) ∩ E(H t ′ ). Therefor either t = t ′ or H t and H t ′ are neighbors. Thus there is a path from H m to H j . Lemma 2.2. Let F (e) be an Witness-Set on the graph G, and edge e. Let L ∈ N. If e(F (e)) ≥ L, then there exists an edge f ∈ E ( G H ) with
in the same realization of the Witness-Set algorithm.
Proof of Lemma 2.2. Note that if we run the Witness-Set algorithm, then by (2.1) the number of edges in the Witness-Set for a new infected edge would be at most e(H) multiple of the maximum size (by number of edge) Witness-Set over all already infected edges. Therefore one witness set satisfying (2.2) must be created in the process with F (f ) ⊂ F (e).
The following lemma provides us the key estimate to establish the lower bound. We defer the proof to the end of this section. Lemma 2.3. For r ≥ 3, s ≥ 3, and r ≤ (s−2) 2 +s we have e(B t ) ≥ rs−2 r+s−2 (ν(B t ) + k t − l t (r + s)))+ l t (rs − 1).
Note that Lemma 2.1 gives G m is a connected graph and hence l m = 1, and k m = 0. Now the following lemma is immediate from Lemma 2.3. For each m ∈ N and every e ∈ E(K n ), define
Here, Y m (e) counts the number of subgraphs F of G n,p whose vertex set contains the end points of edge e, and have m ≥ λ(r, s) (ν(F (e)) − 2) + 1 edges.
Lemma 2.5. Let r, s ≥ 3, epn 1/λ(r,s) (log n)rs ≤ λ(r, s)
2 . Then there exists a constant C(r, s) such that for sufficiently large n,
Proof of Lemma 2.5. Now for a fixed m, let l ∈ N be maximal such that m ≥ λ(r, s) (l − 2) + 1. Therefore ν(F ) ≤ l, and hence
In the last inequality we used
Since m ≤ rs log n, for a sufficiently large constant C(r, s) we have l ≤ m−1 λ(r,s) + 2 ≤ C(r, s) log n. Therefore pl 2 = o(1), and consequently epl 2 2m = o(1). We also have m ≥ λ(r, s) (l − 2)+1. Combining these and the last display we have
Let C(r, s) > 0 be large enough such that m(m + C(r, s)) ≥ (m + 2λ(r, s)) 2 ≥ (λ(r, s)l) 2 . Then we will have
Hence using m ≤ rs log n, we have (enlarging the constant C(r, 2) .
Finally using the facts m ≤ rs log n, and the fact that λ(r, s
Proposition 2.6. Let r, s ≥ 3, and e ∈ E(K n ). If epn 1/λ(r,s) (log n)rs ≤ λ(r, s) 2 then P e ∈ G n,p Kr,s → 0 as n → ∞.
Proof of Proposition 2.6. We shall prove that, for every e ∈ E(K n ), P e ∈ G n,p Kr,s → 0 as n → ∞. For an edge e ∈ G n,p Kr,s , consider the set F = F (e) ⊂ G n,p , obtained using WitnessSet Algorithm. Assume that e(F ) ≤ log n. Then Lemma 2.4 gives
Therefore one of the following is true, either e ∈ G n,p , or Y m (e) ≥ 1 for some λ(r, s) (r + s − 2) + 1 ≤ m ≤ log n.
Using Markov inequality and Lemma 2.5 we have probability of the above event is at most Since r + s ≥ 6 and λ(r, s) > 1 we have each term in the last sum going to zero as n → ∞ and there are at less than log n terms. Hence the factor n −1/λ(r,s) ensures the whole term in the last display goes to zero as n → ∞.
We are now left with the part e(F ) ≥ log n. In this case Lemma 2.2, gives there must be an edge f in K n such that log n ≤ e(F (f )) ≤ rs log n. Therefore Y m (f ) ≥ 1 for some log n ≤ m ≤ rs log n Now using Lemma 2.4, union bound, and Markov inequality probability that such an edge exists is at most Here we use the fact that the function x+C(r,s) 2rs log n x is decreasing in the interval [log n, rs log n] for sufficiently large n and rs ≥ 9. To complete the proof we again use rs ≥ 9, and ensure that the last display is converging to zero as n → ∞.
Proof of Lemma 2.3. We will do induction on t. If t = 1 then ν(B 1 ) = r + s, e(B 1 ) = rs − 1, l 1 = 1, and k 1 = 0. Therefore
Thus the lemma holds for t = 1. For t ≥ 2 we break it dow into three cases.
Case I. l t = l t−1 + 1.
In this case all edges of K t r,s are new. Indeed, otherwise if it shares an edge with already existing edges then it must belong to one of the component of G t−1 but G t has one more component than G t−1 . Therefore e(B t ) = e(B t−1 ) + rs − 1. Let b be the number of vertices of K t r,s that are not new. Hence ν(B t ) = ν(B t−1 ) + r + s − b and k t = k t−1 + b (these b vertices are in one more component in G t than in G t−1 ). Let us now use these and the induction hypothesis for t − 1 to get
Therefore the lemma is proved for l t = l t−1 + 1.
Case II. l t = l t−1 . In this case K t r,s shares at least one edge with some component C 1 of G t−1 . Also all other edges that are not shared with C 1 must be new. Let b be the number of vertices of K t r,s \C 1 which are not new and a be the number of vertices in K r,s ∩ C 1 . We have the following inequality now e(B t ) ≥ e(B t−1 ) + rs − 1 − |{edges shared with C 1 }| Using the induction hypothesis e(B t ) ≥ rs − 2 r + s − 2 (ν(B t−1 ) + k t−1 − l t−1 (r + s)))+l t−1 (rs−1)+rs−1−|{edges shared with C 1 }|
Here note that ν(B t ) = ν(B t−1 ) + r + s − a − b, k t = k t−1 + b, Thus e(B t ) ≥ rs − 2 r + s − 2 (ν(B t ) − r − s + a + k t − l t (r + s)))+l t (rs−1)+rs−1−|{edges shared with C 1 }|
Finally we have
+ (a − r − s) rs − 2 r + s − 2 + rs − 1 − |{edges shared with C 1 }|.
Therefore we will be done if we show that (a − r − s) rs − 2 r + s − 2 + rs − 1 − |{edges shared with
Divide the vertices of K r,s into an r-subset, and an s-subset, such that each vertices one of these subset has an edge to every vertices of the other subset. Now we denote |K t r,s ∩ C 1 | = a, and let K t r,s ∩ C 1 consists of P vertices from the r-subset and Q vertices from the s-subset. Therefore |{edges shared with C 1 }| = P Q. Since at least one edge is shared 1 ≤ P ≤ r, and 1 ≤ Q ≤ s. Therefore showing (2.4) reduces to the problem to show
subject to the conditions 1 ≤ P ≤ r, and 1 ≤ Q ≤ s. Let us prove this with the additional constraint 1 ≤ P + Q ≤ r + s − 1. Note that if we want to show (2.5) for a fixed P , then it is sufficient to check this for the endpoints i.e. Q = 1 and Q = s (since for a fixed P (2.5) is linear in Q). Therefore we must check for each 1 ≤ P ≤ r − 1 the following hold
Again both these equations are linear in P and therefore we check these equations for P = 1, r − 1. For P = 1 the first one trivially holds, and the second one is
It is easy to show that rs−2 r+s−2 is non-decreasing both in r and s and therefore the last expression is non-negative as long as r, s ≥ 2. Similarly, for P = r − 1 the first one
For P = r − 1 the second one boils down to the condition
Therefore we have shown (2.5) for 1 ≤ P ≤ r − 1, and 1 ≤ Q ≤ s. Let us check this for P = r and Q = s − 1. Indeed, since r ≥ s, we have
The proof of is complete as long as |K t r,s ∩ C 1 | ≤ r + s − 1. Finally if |K t r,s ∩ C 1 | = r + s, then no new vertices were added by addition of K t r,s and ν(B t ) = ν(B t − 1). Therefore e(B t ) ≥ e(B t−1 ). In this case we also have |K t r,s ∩ C c 1 | = 0 and hence k t = k t−1 . Hence the proof is complete when l t = l t−1 .
Case III. l t < l t−1 .
Let m = l t−1 −l t +1. K t r,s shares at least one edge with edge with the components C 1 , C 2 , . . . , C m , and it does not share any edge with the other components. Note that m ≥ 2. Therefore
|{edges shared with C i }|.
Let P(m) denote the set of all subsets of {1, 2, . . . , m} and for S ∈ P(m) define
Here a S counts the number of nodes of K t r,s that are in C j for j ∈ S, and are not in any other component. Let a = |K t r,s ∩ {C 1 ∪ . . . ∪ C m }|, and b = number of vertices in K t r,s \{C 1 ∪ . . . ∪ C m } which are not new. Here ν(B t ) = ν(B t−1 ) + r + s − a − b. Since K t r,s merges the components
Now we have
|{edges shared with
|{edges shared with C i }| Plugging in the estimates we get
Therefore we will be done if we show
Now let us note that a = S∈P(m) a S , and hence a + c = S∈P(m) a S |S|. Therefore we will have to prove
Note that |K t r,s ∩ C j | = {S∈P(m):S∋j} a S , and consequently we have the following simple but important identity 
Next step is to turn it into an optimization problem. Let K t r,s ∩ C i consists of P i vertices from the r-subset and Q i vertices from the s-subset of K t r,s for i = 1, 2, . . . , m. We will be done if we prove the following for P i ≥ 1, Q i ≥ 1, and 
P i Q i will be maximized iff P i = CQ i and the conditions give C = r/s. Maximum value is therefore
Now rs − rm + r ≤ rs − m iff m ≥ r/r − 1. Which is trivially true since m ≥ 2. Therefore the right side is
and the proof therefore is complete.
Lemma 2.7. Let m ≥ 2 and 3 ≤ s ≤ r, P i ≥ 1, Q i ≥ 1, and
Proof of Lemma 2.7. We will use induction on m. For m = 2, we need to show
If we fix any 3 of (P 1 , Q 1 , P 2 , Q 2 ) then it becomes linear in the remaining variables. Therefore it is sufficient to verify this for the endpoints: (1, 1, r − 1, 1), (1, 1, 1, s − 1), (1, 1, 1, 1), (r − 1, 1, 1, s − 2), (r − 2, 1, 1, s − 1), (r − 1, s − 2, 1, 1), (r − 2, s − 1, 1, 1). It trivially holds for (1, 1, 1, 1). For (1, 1, 1, s − 1), (1, 1, r − 1, 1), it is easy using the fact that for r, s ≥ 3, rs−2 r+s−2 ≥ 1.For (1, 1, r − 1, s − 2), (using r, s ≥ 3, and 2x 2 − 7x is increasing for x ≥ 7/4 )
For (r − 2, s − 1, 1, 1) we again use r, s ≥ 3, and x 2 − 5x is increasing for x ≥ 5/2,
Finally for both the cases (r − 1, 1, 1, s − 2), and (r − 2, 1, 1, s − 1) we need to verify the same inequalities and since 
Upper bound for K r,s percolation
For the upper bound we directly appeal to the Proposition 3 from [2] . Let us recall the definition of balanced graph before we state the proposition. for every proper subgraph F ⊂ H with ν(F ) ≥ 3.
We are now ready to state the proposition that we are going to use to obtain an upper bound. for some constant C = C(H) > 0.
The following Lemma establishes the upper bound by verifying that K r,s is a balanced graph as long as r is not much larger than s. Lemma 3.3. For r ≥ s, K r,s is a balanced graph for r ≥ 4, s ≥ 3, and r ≤ (s − 2) 2 + s. 
