has a solution if a~ > 0 and l O~/Oxi f < ai for every i= 1, 2, ..., n.
It is interesting to note that, if F is convex and satisfies a mild coercivity condition that rules out the linear case, then (1.2) becomes the usual necessary and sufficient condition for existence (cf. Kru~kov [27] , Lions [29] ), namely Provided the L~-norm of D~ is sufficiently small, then (1.7) has a solution. [27] and Lions [29] . For the second one (without the modulus), cf. Dacorogna-Moser [20] .
F(D~(x)) <~
The Dirichlet problem (1.6) can also be rewritten in terms of "potential wells"; namely, if a~=l for i=1,2, ...,n, then (1.6) and (1.7) take the form Du(x) e SO(n)IUSO(n)I_, a.e. x 9 a, (1.8)
where SO(n) denotes the set of orthogonal matrices with positive determinant, I is the identity matrix and
The problem of potential wells finds its origins in elasticity (cf. Ball-James [4] , for example). Problem (1.8) has been solved by Cellina-Perrotta [13] if n=3 and r
The existence results stated in the above examples are a consequence of general theorems established in w The main points in the proof are:
(i) The Baire category method introduced by Cellina [11] and developed by De BlasiPianigiani [21] , [221, [34] , in the context of Cauchy problems for ordinary differential inclusions.
(ii) The weak lower semicontinuity and the quasiconvexity condition introduced by Morrey [33] (see also Ball [3] and [17] ), that is the appropriate extension of convexity to vector valued problems.
We very roughly outline the idea of the proof following the above scheme. We first construct a quasiconvex function f whose zeroes are also zeroes of F. We then define for kCN,
V= {uE~+WJ'~(a;R m) : f(Du) <~ 0 a.e. in a},

Vk= {ue V : s f(Du(x))dX >-k }.
The quasiconvexity of f (and at this stage, convexity of f would be sufficient) and boundedness of the gradients easily ensure that V is a complete metric space in the L ~ norm and that Vk is open in V. The more difficult part is to show that Vk is dense in V and there the full strength of quasiconvexity is needed. Then the Baire category theorem implies that the intersection of Vk, for kEN, is dense in V, i.e. the set kEN = {u E ~+W01'~ : f(Du) = 0 a.e.} C {u E ~+W~'~ : F(Du) = 0 a.e.} is dense in V. Therefore the set of solutions of the Dirichlet problem (1.1) is dense in the set V.
This density property obviously contrasts with the uniqueness of viscosity solutions (notion introduced in this context by Crandall-Lions [16] ) as established in the quoted literature on Hamilton-Jacobi equations in the scalar case. The notion of viscosity solution has not yet been extended to the vectorial context, since the definition uses ordering of the set of values of u. In particular the notion of maximal solution is not defined in the vectorial case. In our approach we prove that the set of solutions is not empty (and in fact it is even dense in V); one then could propose an optimality criterion to select one of these solutions. Of course in the scalar case, usually, the best criterion is the viscosity one.
The quasiconvex case
We now state the main theorem of this section. 
Then there exists uEWl'~(gt; R m) such that f(Du(x)) = 0, a.e. x E ~t, (2.5)
be an open set, and let ~E Remarks.
3) denotes the quasiconvex envelope of f-. In view of the representation formula for Q f-given in Theorem 7.2 (here we have dropped the index K, since there is no ambiguity), the hypothesis (2.3) guarantees that there exists, for any linear boundary datum in K, a sequence of approximate solutions with gradient in K.
(ii) The hypothesis (2.3) can be difficult to verify, however we will give a sufficient condition in Proposition 2.3. In the (scalar and vectorial) convex case, i.e. when f is convex, it is automatically satisfied.
(iii) Note that the hypothesis (2. 
where R f-denotes the rank-one convex envelope of f-.
Proposition 2.3 is a direct consequence of Theorem 7.2 in the appendix. We now turn to the proof of Theorem 2.1.
Proof of Theorem 2.1. We first observe that there is no loss of generality in assuming that ~ is bounded. Otherwise we cover f~ by bounded open sets and we solve the problem on each set. We divide the proof into three steps.
Step 1. We let V={uE~+W~'~(~t;R m) :Du(x)EK a.e. in ~2}.
Note that ~EV. Observe that V is a complete metric space when endowed with the L~-norm. Indeed let {u.} be a Cauchy sequence in V. Since K is bounded we can extract a subsequence {u,~ } which converges weak-* in W 1'~ to a function u. Since K is convex and closed, we deduce that uEV. Hence the whole sequence (and not only the subsequence) converges to u in L ~. Thus V is complete.
We then let for kEN,
1
Vk= {uEV: / f(Du(x))dx>--~}.
Suppose that we can show that
9 Vk is open in V (cf.
Step 2); 9 Vk is dense in V (cf. Step 3).
V~
We will then deduce from the Baire category theorem that Nk=l k is dense in V and hence nonempty. Observe that any uE Nk~__l Vk is a solution of (2.5). Indeed
Step 2. We now show that Vk is open in V. We will prove that V-Vk is closed.
Indeed let
We already know that u is in V (cf. Step 1). In fact uEV-Vk, by the quasiconvexity of f. Indeed from Theorem 7.1, we have
Thus V-Vk is closed and hence Vk is open.
Step 3. It therefore remains to show that Vk is dense in V. Let k>0 be a fixed integer. Let v E V and E > 0. We wish to show that we can find 
we find that u has all the claimed properties.
Step 2. It therefore remains to show (2.16). To do this we define for kEN the set { 1 meas f~ t 1} Tk = t > 0: ~-~ ~ meas(f~-Do) < "
We claim that this set is finite. Assume for the sake of contradiction that this is not so.
We then would get, from the fact 12-f~0=Ut>o ~tDUtET k f~t, that Then there exists uEWl,~(f~) such that
If in addition ~ECI(f~) and {~ 9
is closed then (3.1) can be replaced by D~(x) 9 int co{~ 9 an: F(~) = 0}U{~ 9 Rn: F(~) = 0}, (3.3) and the conclusion (3.2) still holds.
Remarks. (i)
This result is only valid in the scalar case. One should note that there is no hypothesis of convexity, coercivity or even continuity on the function F.
(ii) The condition (3.1) excludes, as it should do, the linear case, since there int co{~ 9 R~: F(~) = 0} = o.
(iii) If F is convex and coercive then (cf. w int co{~ 9 R~: F(~) = 0}U{~ 9 R~: F(~) = 0} = {~ 9 Rn: F(~) ~< 0}.
(iv) The condition (3.3) seems to be optimal. In general it cannot be replaced by
Dg~(x) E co{r E Rn: F(r = 0}.
Indeed let n=2 and F(r162 2. Then co{r e n~: F(r = 0} = {~ = (r r E n2:I~1 I, 1r ~< 1}.
Choose then ~(x, y)=x+fly with Ifll < 1. Note that
Let us show that, if for example ft=(0, 1) 2, then the problem
u(x, y) = x + fly on Oft has no solution. Indeed we have
This implies that
Ou O~x x Ox 1 a.e. This is of course impossible since I~l < 1.
We now turn to applications of Theorem 3.1.
COROLLARY 3.2 (prescribed gradient values). Let ~cR n be an open set; let E be any subset of R ~ and ~EWl'~(ft) be such that D~(x) is compactly contained in intcoE a.e. in ~.
(3.5)
Then there exists uEWl,~(ft) such that
If in addition ~ECI(Ft) and E is closed then (3.5) can be replaced by
Remark. This result has also been proved by Cellina [12] when qp is linear. (3.10)
(ii) As before one should note that no hypothesis on Fi, besides (3.8) or (3.10), is made.
We now proceed with the proofs.
Proof of Theorem 3.1. The idea of the proof is to find f:Rn--+R and K satisfying all the hypotheses of Theorem 2.1 and such that {~ E K: f(~) = 0} C {~ E Rn: F(~) = 0}.
(3.11)
The conclusion following from Theorem 2.1 and (3.1 I), i.e. there exists u E W 1'~ (f~) such
We divide the proof into three steps. As usual we will assume, without loss of generality, that ~ is bounded. In the first two steps we assume only that ~EWI'~
Step 1. Since (3.1) holds we can find a convex and compact set LcR n such that
We can then find a polytope P (cf. the proof of Theorem 20.4 in Rockafellar [35] ) with the following property:
P --co{~/1, ..., ~TN}, (3.13) L C int P C P C int co{~ 9 Rn: F(~) = 0}.
We then use the Carath~odory theorem (cf. Theorem 17.1 in Rockafellar [35] ) to write
This is possible since 7kEPCco{feR~:F(f)=0}. Combining (3.12), (3.13) and (3.14)
we find that D~(x)ELCintPCPCco{fll, 1 
none of the fi is a convex combination of the other ones.
We then define g: Rn---,R=Rt.J{+oc} by
We finally define f as the convex envelope of g, i.e. f(f)=Cg(f), and let
Since f is finite only over K, we redefine it outside as a convex function taking only finite values. This is always possible since g is Lipschitz over K with constant 1 and Cg has the same property. Indeed if f, f+TcK, then by the Carath6odory theorem and since K is compact we can find (hi, fi) with f=~ ~ifi and
Since f and 7 are arbitrary we have indeed that Cg is Lipschitz with constant 1 over K and hence it can be extended outside K in a convex and finite way.
Step 2. Before checking that f has all the claimed properties, we establish the fact:
if f E K then the following property holds:
f(f)=0 *~ fE{fl,-..,fs}. 
(here the infimum is actually a minimum since K is compact). Since by (3.15) the ~ are extreme points (i.e. none of them is a convex combination of the others) we deduce that f(~i)=g(~i)=O and hence (3.17) is established.
We are now in a position to prove that f satisfy all the hypotheses of Theorem 2.1.
9 By definition f is convex, hence (2.1) is established. 9 By construction K satisfies (2.2). 
If in addition ~6Cl(it; R m) then (4.3) can be replaced by f(D~(x)) <~ 0 for every x E it (4.5)
and the same conclusion holds.
Remarks. (i) Note that in the scalar case, (4.2) means that f is coercive in at least one direction. In the vectorial case this direction should be of rank one. In this sense the coercivity condition is weaker than the usual one (cf. Lions [29] ).
(ii) In the calculus of variations it is often more desirable to write the above theorem in the following form: Let KcR m• be convex and bounded in at least one direction of rank one (cf. (4.2)) and let ~EWI,~(12; R TM) be such that D~(x) is compactly contained in K. Then there exists u E W01'~ (it; R m) with Du (x) E OK (cf. Lemma 3.5 of DacorognaMarcellini [19] or, in the bounded scalar case, Lions [29] , Mascolo-Schianchi [31] ).
(iii) One can also deduce the vectorial version of the theorem by choosing m-1 components equal to those of the boundary datum. Of course to do this one needs to have an existence theorem for Carath4odory functions of the form f(x, Du).
Proof of Theorem 4.1. We divide the proof into two steps.
Step 1. We first prove the theorem under hyptheses (4.1), (4.2) and (4.3). We just have to find K such that we can apply Theorem 2.1. We observe that by (4.3) we can find, trivially, a compact and convex set L such that { D~(x) is compactly contained in int L, Step 2. We now assume that, in addition, ~ECI(~t;Rm); we proceed as in Corol- and the same conclusion holds.
Remarks. (i) In the case when n=3, ~=0, Cellina-Perrotta [13] have proved the same result.
(ii) As already mentioned the above theorem proves in particular that, if n=2, one can solve the problem IDul2 = 2, Idet Du] = 1
with the boundary datum u= ~. This shows in some sense that we can solve at the same time the eikonal equation with the modulus of the Jacobian given.
The theorem admits a corollary. We may now proceed with the proof of Theorem 5.1.
Proof of Theorem 5.1. We divide the proof into two steps.
Step 1. We first consider the Wl,~-case with inequality (5.1) satisfied. We want to construct f and K as in Theorem 2.1. We let We now check that f and K satisfy all the hypotheses of Theorem 2.1.
9 f is polyconvex and thus quasiconvex. Therefore it satisfies (2.1). Again the two matrices on the right-hand side differ by rank one so that 0) Step 2. We next consider the Cl-case and this is treated exactly as in Corollary 2.2.
gc{~ERn•
0 <~ R f- a2 "-.
This achieves the proof of this theorem. []
We now turn to the proof of Corollary 5.2.
Proof of Corollary 5.2. We divide the proof into 3 steps, the first two establishing parts (1) and (2) , and the last one part (3).
Step 1. Let R and A be as in (5.4). We let Step 
Ai(Du(x)) = Ai(Dv(Bx)A).
Furthermore since Ai(Dv)=I, we deduce that DvEO(n), i.e. it is an orthogonal transformation. Using again the invariance of Ai under the action of O(n) we deduce that Ai(Du(x))=Ai(A)=ai, which establishes (1) of the corollary. (2) is as usual a combination of (1) and the same argument as in Corollary 2.2.
Step 3. It now remains to establish (3), so we assume that ~ is affine and set D~=~.
We can then find P, P'EO(n) and 0~<al ~<...~an such that al 0 ) = P ".. 
Appendix: Some approximation lemmas
We give here two approximation lemmas which present minor modifications to standard results. The first one is a basic finite element approximation. Since however it presents some refinements we will give here a complete proof. 
[[Duu[[LOO <~ [[DU[[Lo~+C(~), with c(u)--+0 as u--+oe;
Du~ (x) is compactly contained in int K, a.e. x E ft.
(6.2) (6.3) (6.4) (6.5) (6.6) (6.7) (6.8)
Remark. The difference between this lemma and standard ones (cf. for example Ekeland-T6mam [24] ) is that this lemma is vectorial and at the same time the approximation should satisfy (6.8) . Note that (6.7) is, in some sense, a consequence of (6.8).
Proof. We divide the proof into three steps.
Step 1 (regularisation of u). We first note that by hypothesis we can find a compact and convex set L such that
On(x) E L C int K a.e. in ft. The last two conclusions hold since the process of convolution involves convex combinations (and L is convex).
Step 2 (piecewise approximation). We then use standard finite elements to approximate ws (cf., for example, Proposition 2.1 of Chapter X of Ekeland-T6mam [24] ) to find 
IIDws,~llz~r <<. IIDw~IIL~(O).
(The uniform convergence of the gradient is on the whole of O, since ws is also defined outside O.)
Step 3. The problem is then just to match the boundaxy condition and to verify all the claimed properties. We then define ~s to be an open set such that We now return to (6.13) and choose i sufficiently large so that
Itws,i-Ws
We are now in a position to define us. We let
S ~s(x)w~,i(x)+(1-ys(x))u(x) if xE O,
Us(X) (6.17) (u(x)
We now verify all the claimed properties.
9 Choosing appropriately r in (6.10) and s in (6.14) we have indeed (6.2).
9 By construction us is piecewise affine on f~, and so (6.3) is satisfied. and (6.6) follows from (6.12), (6.15) and (6.16). 9 To establish (6.7) we just observe that (6.18) and combine it with (6.12), (6.13), (6.15) and (6.16). 9 Finally we have (6.8). Indeed by (6.12) and (6.13) Dws,~ is compactly contained in int K and by (6.9) Du is also compactly contained in int K. Thus since K is convex we deduce that ~Dws,i+(1-~8)Du is compactly contained in int K. Since finally the last term in (6.18) is as small as we want by (6.12), (6.15) and (6.16) we deduce (6.8) .
This achieves the proof of the lemma.
[] We conclude this section by a second approximation lemma which is used to prove necessary conditions in the calculus of variations (see e.g. Ekeland-T~mam [24] or Dacorogna [17] ). The version given below is slightly stronger than the existing ones. I~(x)I ~<~ for every xEft; (6.20) Proof. Except for the condition (6.21), this lemma can be found for example in Dacorogna [17] . We divide the proof into two steps.
Step 1. We start by assuming that A, BCint K; otherwise we proceed by approximation. We also will assume that 
/i=R-1AQ-1, ~=R-1BQ -1.
We then use the lemma (cf.
Step 2) and find 121, ~2 and ~6W~'~(~; R m) with all the claimed properties. Setting
we will immediately obtain the lemma.
Step 2. So from now on we will assume that A and B satisfy (6.24) and A, BEint K.
We then express ~ as a union of cubes whose faces are parallel to the axis and a set of small measure. We set ~--0 on this last set and we do the construction on each cube.
So, without loss of generality, we assume that 12 is the unit cube. where ~=(0, 1)n-ft~.
We then define ~/ 9 1) n) to be any function so that [] 7 . Appendix: Polyconvexity~ quasiconvexity~ rank-one convexity
We gather here some of the most important notions and results that we used throughout the article. We refer for a more extensive discussion to Dacorogna [17] . We start with the following definition. (ii) f is said to be quasiconvex if f is Borel measurable, locally integrable and satisfies f(~) .meas ~ ~< f~ f(~+Du(x)) dx (7.2) for every bounded domain ~CR n, every ~ER mx'~ and every uEWl'~ Rm). In particular if re=n=2 then T({)=({, det {)ER2X2 x R~R 5 and T(2, 2)=5.
Before giving examples we recall the well-known fact that f convex ~ f polyconvex :=> f quasiconvex => f rank-one convex. (7.4) All the counter implications are false (for the last one at least when m>~3; cf. SverAk [37] ). The main theorem which justifies the notion of quasiconvexity is the following established by Morrey [33] and refined by many authors, cf. Meyers [32] , Acerbi-Fusco [1] and Marcellini [30] . Remark. The theorem admits also a converse, but we shall not need it here, i.e. quasiconvexity is also necessary for lower semicontinuity.
We also need the notion of convex envelopes of a given function. In view of (7.4) we always have Cf <~ Pf <~ Qf <~ Rf <~ f.
For more details about these envelopes we refer to Dacorogna [17] .
We finally need to establish a representation formula for the quasiconvex envelope (this formula is used in Theorem 2.1). Remark. When K=R mxn, this is the formula established by Dacorogna [17] and it gives that Qg is the quasiconvex envelope of g. However, we have to reproduce the proof in this case since the notion of quasiconvexity on part of R mxn is not well established. Here we use strongly the fact that K is convex, otherwise the problem is open.
Proof. We divide the proof into 6 steps. For simplicity we do not denote the dependence of QKg on K and we use the symbol Qg to denote the infimum in (7.9).
Step 1. We first prove that the definition of Qg is independent of the choice of ~t.
So let CcR '~ be the unit cube and gtcR n be an arbitrary bounded open set. Let
Qgc(~)=inf{m?asC /cg(~+Du(x))dx:uEWJ'~(C;Rm),~+Du(x)
CKa.e. } (7.10) and Qg~ be defined similarly with C replaced by 12. We wish to show that Qga = Qgc. Using (7.10) and (7.12) we can find uieW~'~ Rm), ~+Dui(x)EK a.e. so that
Iv g(~+Dui(x)) dx <~ (r C~, (xi).
Defining next uEWJ'~~ R m) by we find that
Combining (7.13), (7.14) and the arbitrariness of e we get Qga <~ Qgc.
The reverse inequality is proved similarly. First assume that ~ is a union of cubes.
If we denote by ~ti translation and dilation of ~ we have as in (7.12) that Qga, =Qga.
We can then for ~>0 find ~ti such that meas(C-Uf= ai)~r f~i C C, Ft~nf~j =~ if iCj and obtain as in (7.15) Qge <~ Qg~.
If ft is any open set we can find for every e>O, xiEft, Ai>O, 1<~i<.I, such that meas( l (xd-a) < (7.16) and then proceed as in (7.15) to get Qguc~ <~Qga.
Using then (7.16) we have indeed established the reverse of (7.15) and thus Step 1.
Step (7.20) ~+D~(x)EK a.e.
We then recall that since K is bounded we can find M>0 so that
We therefore define (51(g') .. . ~" 51(s "~ t= --~---/~-/\ 1 = mm el --~-/~-, 1 j~.
Observe that, since ~Eint K, we have (7.22) ~+ (1-t)D~ = t~+(1-t)(~+D~) 9 int K and thus we can find, for t as in (7. 
I(~ + D~)-(~l+(1-t)DT)l <~ [~-~?l+t[D~[ <. I~-~[+ tM <~ 51(e)
and hence by (7.19) we have
1~-~1<~5(~) ~ Ig(~+D~)-g(~+(1-t)D~)l<~ 89
(7.25)
We may now return to (7.20) , using (7.23) and (7.25) , to write
+Qg(~) >~ .L [g(~ + D~(x) )-g(~+(1-t)D~(x) )] dx +.fo g(~+ (1-t)D~(x) ) dx
-89 g(~?+ (1-t)D~(x))
> dx which implies, using the definition of Qg, that Qg(TI)-Qg(~) ~ ~. (7.26) Since the reverse inequality is obtained similarly, we deduce that Qg is continuous on intK, i.e. (7.17).
We now show (7.18). So we have ~EOK, ~eint K with ~--~. As before we choose 51(~) as in (7.19) and t as in (7.22) . We then define ~?v so that
We then proceed as above and find, by definition of Qg, a function ~EWg' (~t; R m) so that { 89
>~ fn g(~+D~(x)) dx, (7.27) ~+D~(x) E K a.e.
Since ~. E K we find that
(7.28)
Observing that from (7.19) we have
I~-~1 ~< 161(~)
I(~ + D~)-(t~ +(1-t)~ +(1-t)D~)I ~ ti~-q~l+tiD~I ~ ti~-~l+tM ~ SI (E)
Ig(~+D~) -g(t~ + (1 -t)~ + (1 -t)D~) I < 89
we then deduce that
~ +Qg(~) >1 ~ g(t~ +(1-t)~ +(1-t)D~(x) ) dx >7 Qg(t~
the last inequality coming from (7.28) and the definition of Qg. Passing to the limit and using the fact that e is arbitrary we have indeed obtained (7.18).
Step 3. We next wish to prove that Since K is compact and meas(~-it~)--~0 we can also deduce that
{ f~ Qg(~+Dr dx >! Qg(~
~ _a Qg(~ + D~b~,(x)) dx >~ -89
Therefore combining these two estimates, we find in ( we have indeed that 0 9 W0~'~ (a; nm), (7.39) ~+DO(x) 9 K a.e. in 12.
Combining (7.36), (7.37), (7.38) and (7.39) we deduce that
Qg(~ + Dr ) dx ~ -e + ~9(~ + DO(x) ) dx -c+Qg(~) .meas ~t-fa_ag(~ + DO(x)) dx,
where we have used the definition of Qg in the last inequality. Letting v--*cc and e-*0 we have indeed obtained (7.29).
Step 4. We next show that if A, B 9 int K with rank{A-B} ~< 1, A 9 [0, 1], then Step 6 . We finally show that we can find u~ satisfying Rm), u~ converges weak-, to 0 in W 1'~, ~+Du~(x)eg a.e., (7.48) fa g(~ + Du,(x) ) dx --* Qg(~).meas ~.
Qg(AA+(1-A)B) <~ AQg(A)+(1-A)Qg(B).
We prove this when Q is a cube (the general case follows easily). By definition we can find r so that )v e WI'~(~'~; Rm), ~+Dr 9 K a.e., (7.49) fn g(~ + Dr ) dx ~ Qg(~).meas Q.
Extending ~p. by periodicity from ~t to R n (still denoting this extension by ~.) we let (ii) The continuity of g can also be removed, as this is the case when K=R m•
