Abstract--Combining the method developed in [1-3] with a modification of Galerkin approximations procedure, we obtain a new multiplicity result for asymptotically linear elliptic equations with resonance at infinity.
INTRODUCTION
As is well known, many physical models lead to studying the following boundary value problem:
-Au = p(x, u), u I 0~ ~ 0, (1.1) where ~ C R n is a bounded open set with C2-smooth boundary and p(x, t) E C°(~ x R, R). In this paper, under the assumption that p is odd in u, we study multiple solutions of (1.1) and topological (stability) properties of isolated solutions of (1.1).
Set P(x, t) --fo p(x, s)ds.
As is well known (see, for instance, [4] ), if p is of subcritical growth in t uniformly in x, then the functional
f(u) = L (l lvu(x)12 -P(x,u(x))) dx (1.2)
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Typeset by .~AdS-TEX 35 is well defined on the Sobolev space W~'2(f~) = W0 ~'2 and its critical points are weak solutions of (1.1). If, in addition, p is of superlinear growth, then one can use the minimax theory (see [4, 5] ) or classical Morse theory (see [6, 7] ) to study the problem in question.
From now on, we assume that (1.1) is asymptotically linear, i.e., p(x,t) = At + ¢(x,t), where
Let A1 < A2 < ... < Ak < ... be eigenvalues of the operator -A : W0 2,2 C L2(f~) --* L2(fl). If A ~ Ak, then the classical methods still can be applied to study (1.2) . The situation changes dramatically when A = Ak for some k, in other words, when (1.1) has the resonance at infinity. As is well known (see, for instance, [7, 8] ), in this case, the application of classical methods to study functional (1.2) meets serious difficulties because, in general, functional (1.2) does not satisfy the PS-condition on W01'2.
Observe that the usual way to avoid the "conflict" with the PS-condition in the resonant problem (1.1) is to put certain extra conditions with respect to ¢ (cf. [4, [7] [8] [9] [10] , and references therein). The goal of this paper is to attack problem (1.1) in the presence of the Z2-symmetry and resonance at infinity without the extra assumptions on ¢. In contrast to the traditional approach, we will investigate (1.2) in the space L2(f~) = L2, on which (1.2) is, evidently, ill-defined. Our strategy is based on an approximation of (1.2) by a nice sequence of finite-dimensional functionals for which the Morse complex arguments can be applied. In particular, we use a modification of classical Galerkin approximations. Observe that the main result of this paper (Theorem 3.1), as well as the Basic Lemma (see Section 4) cannot be obtained in the framework of classical Ljusternik-Schnirelman Theory because the associated functionals do not satisfy the PS-condition in any appropriate sense. In particular, by Theorem 2.2, the homology groups are well defined for an arbitrary regular pair (¢, f) (in general, with ¢ not of the Morse-Smale type). 
(x, V, r) is called the local Lipschitz constant at x and denoted by L(x) = L(x, V). Finally, ire is a linear subspace of H, the number LE(X, V) = L(x, V I {x + E}) is said to be a local Lipschitz constant of V
at x a/ong E. Observe that if V is differentiable then L(x, V) = nV'(x)l[.
STATEMENT OF THE MAIN RESULT
Consider ( 
BASIC LEMMA
Let H be a separable Hilbert space and let F : dom F C H -* H be a linear, self-adjoint operator densely defined on H and having a discrete spectrum only. Denote by N(F), the dimension of the negative space in the spectral decomposition for F, and set N(F) = N(F) + dim ker F.
In this section, we consider an asymptotically quadratic functional f(
in general, ill-defined on H. Here A : domA C H --~ H is assumed to be a linear, closed, self-adjoint (in general, unbounded) operator densely defined on H, dim ker A < co; in addition,
E CI(H,R).
To study .f in a neighborhood of zero, we will use another representation of f in the form f(x) = (1/2)(Bx, x) + ~o(X), where B : dora B C H --* H is a linear self-adjoint operator densely defined on H, dimkerB < oo, domB -domA; in addition, ~0 E CI(H,R). In this representation, the first summand is assumed to be a principal part of f around zero.
Set En --ker B +/~n, where/~n is the sum of A-eigenspaces corresponding to all the eigenvalues A with [A[ < n. Define a sequence of functionals {fn : En --* R} by setting fn = f [/~,.
We will assume the following conditions.
(fl) The operator A has a discrete spectrum only, and any eigenvalue is of finite multiplicity. 
PROOF OF THEOREM 3.1
We prove Theorem 3.2 using the Basic Lemma. To take advantage of the Basic Lemma, we must verify Conditions Below we shall verify Condition (f2). The verification of (f3) is similar and we omit it. By Condition (¢4), the functional ~ is even. By Condition (¢1), the operator V~0 is bounded on any bounded subset of L2 and, moreover, satisfies the Lipschitz condition on the whole space H. To take advantage of Proposition 5.1, we need to show that for any sequence {un} C L2 with I lullL= -, o0 and p(Un, ker A)/llu, IlL= --, 0 (in the L2-metrics), the assumption of Proposition 5.1 holds. This easily follows from the two facts:
(a) any function u satisfying the equation -Au = )~u is analytic (see [13] ); (b) for any nonzero analytic function, the pre-image of zero has the Lebesgue measure equals zero isee, for instance, [14, Theorem 2]).
Thus, by the Basic Lemma, problem (1.1) has at least q distinct pairs of solutions with the corresponding homological information in the case of a discrete set of solutions. Now applying (~bl) and the standard regularity technique (see, for instance, [15] ), one can easily show that each obtained solution is of class C 2,a with any (~ < 1.
