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1. Introduction
This paper is devoted to the study of asymptotic almost periodicity of bounded solu-




ut = uxx + f(t, x, u, ux), t > 0, 0 < x < 1,
u(t, 0) = u(t, 1) = 0, t > 0,
(1.1)
where f : IR1 × [0, 1]× IR1 × IR1 → IR1 is a C2 function, and f(t, x, u, p) with all its partial
derivatives (up to order 2) are (Bohr) almost periodic in t uniformly for other variables in
compact subsets.
Denote by H(f) the hull of f in compact open topology and let Xα be a fractional
power space associated with the operator u → −uxx : H
2
0 (0, 1) → L
2(0, 1) that satisfies
Xα →֒ C1[0, 1] (that is, Xα is compact embedded in C1[0, 1]). Equation (1.1) generates a
(local) skew product semiflow Πt on X
α × H(f) (see section 2) as follows:
Πt(U, g) = (u(t, ·, U, g), g · t), (1.2)
where g · t is the flow on H(f) defined by time translations (H(f) is therefore almost




ut = uxx + g(t, x, u, ux), t > 0, 0 < x < 1,
u(t, 0) = u(t, 1) = 0, t > 0
(1.3)g
with u(0, ·, U, g) = U(·).
We shall study the asymptotic almost periodicity for a positively bounded motion
Πt(U, g) of (1.2) by investigating its ω-limit set ω(U, g) (the set of all accumulation points of
Πt(U, g) as t goes to infinite) since it has been shown in [22] that Πt(U, g) is asymptotically
almost periodic if and only if ω(U, g) is an almost periodic extension of H(f) (namely, a
1-cover of H(f)). We note that for (1.2), an ω-limit set is an almost periodic extension of
H(f) if and only if it is almost periodic minimal ([22]).
For a time periodic parabolic equation of form (1.1), it is known that any bounded
solution is asymptotically periodic, that is, each ω-limit set of (1.2) is necessary a 1-cover of
H(f) ∼ S1 (see [2], [5]). Nevertheless, similar results are false for the time almost periodic
parabolic equation (1.1) since an ω-limit set of (1.2) may not be even minimal (see [18]
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and an example in section 5 of the current paper). In general, following the results of [22],
even an ω-limit set of (1.2) is minimal, one expects that rather than an almost periodic
extension it may be an almost automorphic extension (namely, an almost 1-cover of H(f))
or a proximal extension of H(f) (proximal means that two trajectories of (1.2) starting
on a same fibre clasp eventually following a time sequence). However, similar to [18] for
the scalar ODE case, it is shown in [22] that if an ω-limit set of (1.2) is uniformly stable,
then it is almost periodic minimal (see also [21], [23], [24] for different situations of almost
periodic parabolic equations).
In this paper, we shall show that the hyperbolicity of ω(U, g) also implies its almost
periodicity. More precisely, we have the following main results:
1) Let ω(U0, g0) ⊂ X
α × H(f) be an ω-limit set of (1.2). Suppose that ω(U0, g0) is
hyperbolic, that is, the linearized equation about the flow on ω(U0, g0) has an ED
(exponential dichotomy) on ω(U0, g0) and the projections P (y) (y ∈ ω(U0, g0)) associ-
ated to the ED satisfy ImP (y) 6= {0} for y ∈ ω(U0, g0) (see section 2). Then ω(U0, g0)
is an almost periodic extension of H(f), that is, Πt(U0, g0) is asymptotically almost
periodic.
2) Suppose that f(t, x, u, p) = F (ω1t, ω2t, · · · , ωkt, x, u, p) is quasi-periodic in t and F :
T k × [0, 1] × IR2 → IR1 is Cr,γ (r ≥ 2, 0 < γ ≤ 1) (that is, F and all its partial
derivatives up to order r are locally Hölder continuous with Hölder exponent γ if
0 < γ < 1, and are locally Lipschitz continuous if γ = 1). Then a hyperbolic ω-limit
set ω(U0, g0) is C
r,γ diffeomorphic to T k and the flow on ω(U0, g0) is C
r,γ conjugate
to the twist flow on T k.
We remark that the above results are false for higher dimensional parabolic equations.
There are examples even in autonomous two dimensional parabolic equations in which a
hyperbolic invariant set may be rather chaotic ([17]). We also remark that if the flow on
an ω-limit set ω(U0, g0) of (1.2) has an ED but the projections P (y) associated to the ED
satisfy ImP (y) ≡ {0} for y ∈ ω(U0, g0), then ω(U0, g0) is uniformly stable. The above
result 1) in this case then follows from [22] and the above result 2) follows from arguments
in Theorem 4.9 of the current paper. Furthermore, we note that for a time almost periodic
scalar ODE, similar results as above trivially hold since the hyperbolicity in the scalar ODE
case is equivalent to either strong stability or strong instability. Following the arguments
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of the current paper and the Floquet theory ([7]), our main results also hold true in the
case of Neumann boundary conditions.
The paper is organized as follows. In section 2, we summarize some of the preliminary
materials such as the zero number property from [1], [16], invariant manifold theory due to
[6], [11], [25] and Floquet theory developed in [7]. We also sketch the construction for the
skew product semiflow (1.2). We discuss the zero crossing numbers on invariant manifolds
in section 3 similar to [3], [4]. The main results are proved in section 4. An example with
a nonhyperbolic ω-limit set is described in section 5.
Acknowledgment: We would like to thank the referee for comments and careful reading
of the current paper.
2. Preliminary
In this paper, the norm symbol ‖ · ‖ will have its obvious meaning unless specified
otherwise.




= A(y · t)v, t > 0, y ∈ Y, v ∈ X, (2.1)
where Y is a compact metric space, y · t is a flow in Y , X is a Banach space, A(y) :
D(A(y)) → X0 is a linear operator, here X0 is a Banach space and D(A(y)) →֒ X →֒ X0.
Suppose that the evolution operator Φ(t, y) : X → X of (2.1) (t ≥ 0, y ∈ Y ) exists in
the usually sense, that is, Φ(0, y) = I (the identity), and Φ(t, y)v ∈ D(A(y · t)), Φ(t, y)v is
differentiable in t with respect X0 norm and satisfies (2.1) for t > 0, moreover
Φ(t + s, y) = Φ(t, y · s)Φ(s, y), t, s ∈ IR+, y ∈ Y. (2.2)
Definition 2.1. Equation (2.1) is said to have an exponential dichotomy on Y if there
exist β > 0, K > 0 and continuous projections P (y) : X → X such that for any y ∈ Y ,
the following hold :
1) Φ(t, y)P (y) = P (y · t)Φ(t, y), t ∈ IR+;
2) Φ(t, y)|R(P (y)) : R(P (y)) → R(P (y · t)) is an isomorphism for t ∈ IR
+ (hence
Φ(−t, y) := Φ−1(t, y · −t) : R(P (y)) → R(P (y · −t)) is well defined for t ∈ IR+);
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3)
‖Φ(t, y)(I − P (y))‖ ≤ Ke−βt, t ∈ IR+,
‖Φ(t, y)P (y)‖ ≤ Keβt, t ∈ IR−.
(2.3)
Remark 2.1. 1) (2.3) is equivalent to
‖Φ(t − s, y · s)(I − P (y · s))‖ ≤ Ke−β(t−s), t ≥ s, t, s ∈ IR1,
‖Φ(t − s, y · s)P (y · s)‖ ≤ Keβ(t−s), t ≤ s, t, s ∈ IR1
(2.4)
for any y ∈ Y .
2)
R(P (y)) = {v ∈ X |Φ(t, y)v exists for t ∈ IR1,
Φ(t, y)v → 0 exponentially as t → −∞}
= {v ∈ X |Φ(t, y)v exists for t ∈ IR1, Φ(t, y)v → 0 as t → −∞},
and
R(I − P (y)) = {v ∈ X |Φ(t, y)v → 0 exponentially as t → ∞}
= {v ∈ X |Φ(t, y)v → 0 as t → ∞}.
Definition 2.2. V s(y) := R(I −P (y)) and V u(y) := R(P (y)) are referred to as the stable
and unstable subspaces of (2.1) at y ∈ Y .




= A(y · t)v + F (v, y · t), t > 0, y ∈ Y, v ∈ X, (2.5)
where F (·, y) ∈ C1(X, X0), F (v, ·) ∈ C
0(Y, X0) (v ∈ X), F (v, y) = o(‖v‖), and A, X , X0,
Y , y · t are as in (2.1). We assume that the solution operator Λt(·, y) of (2.5) exists in
usual sense (that is, Λ0(v, y) = v, Λt(v, y) ∈ D(A(y · t)) , Λt(v, y) is differentiable in t with
respect to X0 norm and satisfies (2.5) for t > 0).
Theorem 2.1. Consider (2.5) and assume that
1) Equation (2.1) has an ED on Y with ED constants K, β (that is, (2.4) holds);
2) The evolution operator Φ(t, y) : X → X of (2.1) can be extended to X0, and
Φ(t, y)X0 ⊂ X for t > 0;
3) There are constants ρ, K̃ with 0 ≤ ρ < 1, K̃ > 0 such that
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‖Φ(t − s, y · s)(I − P (y · s))v‖X ≤ K̃e
−β(t−s)(t − s)−ρ‖v‖X0 , t > s, t, s ∈ IR
1,
‖Φ(t − s, y · s)P (y · s)v‖X ≤ K̃e
β(t−s)‖v‖X0 , t ≤ s, t, s ∈ IR
1
(2.6)
for any v ∈ X0 and y ∈ Y , where Φ, P are as in (2.4).
Then, (2.5) possesses for each y ∈ Y a local stable manifold W s(y) and a
local unstable manifold Wu(y) which satisfy the following properties:
1) There are δ∗ > 0, M > 0, and bounded continuous functions hs,u : ∪y∈Y V
s,u(y) ×
{y} → ∪y∈Y V
u,s(y) with hs,u(·, y) : V s,u(y) → V u,s(y) being C1 for each fixed y ∈ Y ,
and hs,u(v, y) = o(‖v‖), ‖∂h
s,u
∂v







s,u(y) ∩ {v ∈ X |‖v‖ < δ∗}
}
.
Moreover, W s,u(y) are diffeomorphic to V s,u(y)∩{v ∈ X |‖v‖ < δ∗}, and W s,u(y) are
tangent to V s,u(y) at 0 ∈ X for each y ∈ Y .
2) W s(y) and Wu(y) are locally invariant in the sense that for vs,u ∈ W
s,u(y) there are
intervals Is = [0, τ), Iu = (−τ, 0] for some τ > 0 such that Λt(vs,u, y) ∈ W
s,u(y · t)
for t ∈ Is,u. They are also overflowing invariant in the sense that
Λt(W
s(y), y) ⊂ W s(y · t) for t ≫ 1,
Λt(W
u(y), y) ⊂ Wu(y · t) for t ≪ −1.
3) There are δ∗1 , δ
∗
2 > 0 such that
{v ∈ X |Λt(v, y) → 0 as t → ∞, ‖Λt(v, y)‖ < δ
∗
1 for all t ≥ 0} ⊂ W
s(y)
⊂ {v ∈ X |‖v‖ < δ∗2 , Λt(v, y) → 0 as t → ∞},
and
{v ∈ X |Λt(v, y) → 0 as t → −∞, ‖Λt(v, y)‖ < δ
∗
1 for all t ≤ 0} ⊂ W
u(y)
⊂ {v|‖v‖ < δ∗2 , Λt(v, y) → 0 as t → −∞}.
4) There is a constant C > 0 such that for any y ∈ Y and vs ∈ W
s(y), vu ∈ W
u(y), one
has
‖Λt(vs, y)‖ ≤ Ce
− β
2
t‖vs‖ for t ≥ 0,
‖Λt(vu, y)‖ ≤ Ce
β
2
t‖vu‖ for t ≤ 0.
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The proof of the theorem follows from the arguments in [6], [11], [25].
Remark 2.2. 1) By 3), if v ∈ X is such that Λt(v, y) → 0 as t → ∞ (−∞), then
there is a T > 0 such that Λt(v, y) ∈ M
s(y · t) for t ≥ T (Λt(v, y) ∈ M
u(y · t) for t ≤ −T ).
2) For any y ∈ Y , vs ∈ W
s(y), and vu ∈ W
u(y), let vs0(vs, y) = (I − P (y))vs and
vu0 (vu, y) = P (y)vu. Then,
Λt(vs, y) = v
s
0(Λt(vs, y), y · t) + h
s(vs0(Λt(vs, y), y · t), y · t) for t ≫ 1,
Λt(vu, y) = v
u
0 (Λt(vu, y), y · t) + h
u(vu0 (Λt(vu, y), y · t), y · t) for t ≪ −1,
(2.7)1
and
‖vs0(Λt(vs, y), y · t)‖ ≤ C̃e
− β
2
t‖vs‖ for t ≥ 0,
‖vu0 (Λt(vu, y), y · t)‖ ≤ C̃e
β
2
t‖vu‖ for t ≤ 0,
(2.7)2
where C̃ is a positive constant which is independent of y, vs, and vu.
3) If A(y) in (2.5) is of form A0 + B(y), where −A0 is a sectional operator in X0,
B(y) : X → X0 is uniformly bounded and B(y · t) is locally Hölder continuous in t ∈ IR
1
for any y ∈ Y , and if X (X ⊃ D(A0), X 6= D(A0)) is a fractional power space of −A0,
then the conditions 2), 3) in Theorem 2.1 are consequences of the condition 1) (see Lemma
7.6.2 of [11]).
4) Suppose that A(·) is as in 3). If F (v, y · t) is locally Hölder continuous in t ∈ IR1
for any v ∈ X , y ∈ Y , then the solution operator Λt(·, y) of (2.5) exists ([11]). Let X̃ be a
fractional power space of −A0 with X →֒ X̃ →֒ X0. Assume that F (·, ·) can be extended
to X̃ × Y with F (·, y) ∈ C1(X̃, X0), F (v, y) = o(‖v‖X̃), and F (v, y · t) is locally Hölder
continuous in t ∈ IR1 for any v ∈ X̃, y ∈ Y . Then hs(·, y) and hu(·, y) in the theorem can
be extended to (I − P (y))X̃ and P (y)X̃ with hs,u(v, y) = o(‖v‖
X̃
).
3. Zero Number Properties.
For a given C1 function v : [0, 1] → IR1, the zero number of v is defined as
Z(v(·)) = #{x ∈ (0, 1)|v(x) = 0}.
The following properties can be found in [1] and [16].




vt = a(t, x)vxx + b(t, x)vx + c(t, x)v, t > 0, x ∈ (0, 1),
v(t, 0) = v(t, 1) = 0, t > 0,
(2.8)
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where a, at, ax, axx, b, bt, bx and c are bounded continuous functions, a ≥ δ > 0. Let
v(t, x) be a classical nontrivial solution of (2.8). Then, the following hold:
1) Z(v(t, ·)) is finite for t > 0 and is nonincreasing as t increases;
2) Z(v(t, ·)) can drop only at t0 such that v(t0, ·) has a multiple zero in [0, 1];
3) Z(v(t, ·)) can drop only finite times, and there exists a t∗ > 0 such that v(t, ·) has only
simple zeros in [0, 1] as t ≥ t∗ (hence Z(v(t, ·)) = constant as t > t∗).
4. Floquet Theory.




wt = wxx + b(x, y · t)w, t > 0, 0 < x < 1,
w(t, 0) = w(t, 1) = 0, t > 0,
(2.9)
where y ·t is a flow on a compact metric space Y , b : [0, 1]×Y → IR1 is continuous. Suppose
that for any w0 ∈ L
2(0, 1), the solution w(t, x, w0, y) of (2.9) with w(0, x, w0, y) = w0(x)
exists. The following results are due to [7].
Theorem 2.3. 1) There is a sequence {wn}
∞
n=1, wn : [0, 1] × Y → IR
1 (n = 1, 2, · · ·)
such that wn(·, y) ∈ C
1,γ [0, 1] for any γ with 0 ≤ γ < 1, wn(0, y) = wn(1, y) = 0, and
‖wn(·, y)‖L2(0,1) = 1 for any y ∈ Y . {wn(·, y)}
∞
n=1 forms a (Floquet) basis of L
2(0, 1)




Wi(y) = {w0 ∈ L
2(0, 1)|w(t, ·, w0, y) is exponentially bounded in L
2(0, 1), and
n1 − 1 ≤ Z(w(t, ·, w0, y)) ≤ n2 − 1 for all t ∈ IR
1} ∪ {0} for any n1, n2 with n1 ≤ n2.






n’s are called Fourier coefficients). Then
w(t, x, w0, y) =
∞∑
n=1




n = µn(y · t)cn, (2.11)
cn(0) = c
0
n, µn(y · t) =
∫ 1
0
[b(x, y · t)wn(x, y · t)
2 − wnx(x, y · t)
2]dx, n = 1, 2 · · ·. Moreover,
for each n ≥ 1, there are Tn > 0, κn > 0 which are independent of y ∈ Y such that
∫ t+Tn
t
µn+1(y · s)ds −
∫ t+Tn
t
µn(y · s)ds ≤ −κn, (2.12)
for all y ∈ Y and t ∈ IR1.
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n=1, where w0(x) =∑∞
n=1 c
0
nwn(x, y). Then Ψ(y · t)w(t, x, w0, y) = {cn(t)}, here cn(t)’s are given in (2.10).
Moreover, Ψ is continuous, Ψ(y) is an isomorphsim for each y ∈ Y , and there are positive
constants K1, K2 which are independent of y such that
‖Ψ(y)‖ ≤ K1 and ‖Ψ
−1(y)‖ ≤ K2.




ut = uxx + f(t, x, u, ux), t > 0, 0 < x < 1,
u(t, 0) = u(t, 1) = 0, t > 0,
(2.13)
where f : IR1 × [0, 1] × IR1 × IR1 → IR1 is a C2 function and f(t, x, u, p) as well as all its
partial derivatives up to order 2 are (Bohr) almost periodic in t uniformly for (x, u, p) in
compact sets of [0, 1]× IR1 × IR1.
Let C := C(IR1 × [0, 1] × IR1 × IR1, IR1) be the space of continuous functions P :
IR1 × [0, 1] × IR1 × IR1 → IR1. Give C the compact open topology. This topology is








‖P − Q‖n = sup
t∈IR1,x∈[0,1],|u|≤n,|p|≤n
|P (t, x, u, p)− Q(t, x, u, p)|.
Then (C, d) is a metric space and the time translation (P, t) → P · t, P · t(s, x, u, p) =
P (t + s, x, u, p) defines a flow on C ([20]). Let H(f) = cl{f · t|t ∈ IR1} be the hull of
f . Then H(f) ⊂ C is an almost periodic minimal set under the translation flow (see
[20]). Define F : H(f) × [0, 1] × IR1 × IR1 → IR1 by F (g, x, u, p) := g(0, x, u, p). Then
F (g · t, x, u, p) ≡ g(t, x, u, p). Since each g ∈ H(f) is C2 ([12]), F (g · t, x, u, p) is C2 in t,
x, u and p. Moreover, for (gi, x, u, p) ∈ H(f) × [0, 1] × IR
2 (i = 1, 2), it is easy to see that
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|F (g1, x, u, p)−F (g2, x, u, p)| ≤ d(g1, g2), and d(g1 · t, g2 · t) ≤ d(g1, g2) ([25]). By the above




ut = uxx + F (g · t, x, u, ux), t > 0, 0 < x < 1,
u(t, 0) = u(t, 1) = 0, t > 0,
(2.14)g
where g ∈ H(f). Note that (2.14)f coincides with (2.13).
Let Xα be a fractional power space associated with the operator A0 : H
2
0 (0, 1) →
X0 ≡ L
2(0, 1): A0u = −uxx, that satisfies X
α →֒ C1[0, 1], Xα ⊃ D(A0), X
α 6= D(A0).
Define F̃ : Xα × H(f) → X0 by F̃ (u, g)(x) = F (g, x, u, ux). Then F̃ is Lipschitz in g and




= A0u + F̃ (u, g · t), u ∈ X
α, g ∈ H(f). (2.15)
Let u(t, x, U0, g) (u(t, U0, g)) be the solution of (2.14)g ((2.15)) with u(0, x, U0, g) =
U0(x) (u(0, U0, g) = U0 ∈ X
α). This solution locally exists and also continuously depends
on U0 ∈ X
α and g ∈ H(f) ([11]). Thus, (2.14)g or (2.15) generates a (local) skew product
semiflow Πt on X
α × H(f):
Πt(U0, g) := (U0, g) · t := (u(t, U0, g), g · t) = (u(t, ·, U0, g), g · t), t > 0. (2.16)
Moreover, following [11] and the standard a priori estimates for parabolic equations, if a
motion (U, g) · t is bounded for t in its existence interval, then it is globally defined, and for
any δ > 0, {(U, g) · t|t ≥ δ > 0} is relatively compact both in Xα ×H(f) and in H2(0, 1)×
H(f), hence, the ω-limit set ω(U, g)|Xα×H(f) = ω(U, g)|H2(0,1)×H(f). Furthermore, u has
continuous derivatives utx, uxxx in (0,∞)×[0, 1]. Note also that the skew product semiflow
(2.15) has a unique continuous backward extension on ω(U, g)([10]), that is, it is in fact a
usual skew product flow on ω(U, g).
Now, let Y ⊂ Xα×H(f) be a compact invariant set of (2.16). For each y = (U, g) ∈ Y ,




vt = vxx + a(x, y · t)vx + b(x, y · t)v, t > 0, 0 < x < 1,
v(t, 0) = v(t, 1) = 0, t > 0,
(2.17)
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where a(x, y) = Fp(g, x, U, Ux) = gp(0, x, U, Ux), b(x, y) = Fu(g, x, U, Ux) = gu(0, x, U, Ux).
Denote A(y) = ∂
2
∂x2
+ a(·, y) ∂
∂x
+ b(·, y). Then (2.17) becomes an ODE:
v
′
= A(y · t)v, v ∈ Xα. (2.18)
Definition 2.3. Equation (2.17) is said to have an ED on Y if equation (2.18) has an ED
on Y . We say a compact invariant set Y ⊂ Xα ×H(f) of (2.16) is hyperbolic if (2.17) or
(2.18) has an ED on Y and ImP (y) 6= {0} for all y ∈ Y , here P (y), y ∈ Y , are projections
associated to the ED.
3. Numbers of Zeros on Invariant Manifolds
Consider (2.16) and let Y ⊂ Xα × H(f) be a connect and compact invariant set of
(2.16). For any y = (U0, g0) ∈ Y , recall y ·t = (u(t, ·, U0, g0), g0 ·t). Let v = u−u(t, ·, U0, g0)
in (2.14). Then v satisfies
v
′
= A(y · t)v + G(v, y · t), (3.1)
where G(v, y) = F̃ (v +U0, g0)− F̃ (U0, g0)−B(y)v = O(‖v‖
2), B(y) = A(y)− ∂
2
∂x2
, F̃ (v, y)
and A(y) are as in (2.15) and (2.18). We now assume Y is hyperbolic, that is,
v
′




vt = vxx + a(x, y · t)vx + b(x, y · t)v, t > 0, 0 < x < 1,
v(t, 0) = v(t, 1) = 0, t > 0
(3.3)
has an ED on Y and ImP (y) 6= {0} for all y ∈ Y , where a and b are defined as in
(2.17), P (y), y ∈ Y , are projections associated to the ED. Let X0 = L
2(0, 1). Note that
G(·, y) ∈ C2(Xα, X0), G(v, ·) ∈ C
0,1(Y, X0) (v ∈ X
α). By Theorem 2.1 and Remark 2.2
3), 4), equation (3.1) possess local stable manifolds W s(y) and unstable manifolds Wu(y)
which satisfy properties stated in Theorem 2.1. Now for each y = (U, g) ∈ Y , define
M s(y) = {u ∈ Xα|u − U ∈ W s(y)},
Mu(y) = {u ∈ Xα|u − U ∈ Wu(y)}.
(3.4)
Then M s(y) and Mu(y) are overflowing invariant to (2.15), that is, u(t, M s(y), g) ⊂ M s(y ·
t) for t ≫ 1, and u(t, Mu(y), g) ⊂ Mu(y · t) for t ≪ −1, where u(t, ·, g) is the solution
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operator of (2.15). We note also that dimMu(y) = dimV u(y) is a positive integer which
is independent of y ∈ Y ([15], [19]), here V u(y) is the unstable subspace of (3.2) or (3.3).






a(s, y · t)ds
)
v(t, x) to (3.3). Then




wt = wxx + b
∗(x, y · t)w, t > 0, 0 < x < 1,
w(t, 0) = w(t, 1) = 0, t > 0.
(3.5)




a(s, y)ds]P (y)[exp− 12
∫ x
0
a(s, y)ds]w(x) for any y ∈ Y , w ∈ Xα.
Proof. This is straightforward.
Lemma 3.2. Consider (3.5). Let {wn(·, y)}
∞
n=1 be the Floquet basis of L
2(0, 1) defined in
Theorem 2.3 for equation (3.5). Let Ṽ s(y) and Ṽ u(y) be stable and unstable subspaces as-
sociated to the ED of (3.5). If for some n, wn(·, y) ∈ Ṽ
s(y) (wn(·, y) ∈ Ṽ
u(y) respectively),
then wk(·, y) ∈ Ṽ
s(y) for all k ≥ n (wk(·, y) ∈ Ṽ
u(y) for all k ≤ n respectively).
Proof. Let {µn}
∞
n=1 be given in (2.11) associated to the Floquet basis {wn}
∞
n=1 of (3.5).
Suppose wn(·, y) ∈ Ṽ








s)ds → −∞ as t → ∞. Now for t > 0, it follows from (2.12) that
∫ t
0









(µn+1(y · s) − µn(y · s))ds +
∫ t
[t/Tn]Tn




(µn+1(y · s) − µn(y · s))ds




µn+1(y · s)ds → −∞ as t → ∞. This implies that ‖w(t, ·, wn+1(·, y), y)‖L2(0,1) =
‖cn+1(t)wn+1(·, y · t)‖L2(0,1) → 0 as t → ∞. It then follows from the standard a priori
estimates for parabolic equations that ‖cn+1(t)wn+1(·, y · t)‖Xα → 0 as t → ∞, that is,
wn+1(·, y) ∈ Ṽ
s(y). By induction, wk(·, y) ∈ Ṽ
s(y) for all k ≥ n. Similarly, if wn(·, y) ∈
Ṽ u(y) for some n, then wk(·, y) ∈ Ṽ
u(y) for all k ≤ n.
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Lemma 3.3 Consider (3.5) and let {wn(·, y)}
∞
n=1, Ṽ
s(y), Ṽ u(y) be defined as in Lemma





s(y) = cl ∪m≥N+1
⊕m
n=N+1 Wn(y) under X
α-norm.
Proof. Take w0 ∈ Ṽ




nwn(·, y) in L
2(0, 1) for some {c0n} ∈ l
2.
Since w0 6= 0, there is a n0 such that c
0
n0
6= 0. Let w(t, x, w0, y) be the solution of (3.5)
with w(0, x, w0, y) = w0(x). By Theorem 2.3, w(t, ·, w0, y) =
∑∞







µn(y·s)ds, µn’s are given by (2.11) with respect to (3.5). By Theorem 2.3 3),








≤ K‖w(t, ·, w0, y)‖L2
≤ K̃‖w(t, ·, w0, y)‖Xα ,
(3.6)
where K̃ is a constant. It follows that cn0(t) → 0 as t → −∞ and then
‖w(t, ·, wn0(·, y), y)‖Xα = ‖cn0(t)wn0(·, y)‖Xα → 0 as t → −∞. Thus, wn0(·, y) ∈ Ṽ
u(y).
By Lemma 3.2, wn(·, y) ∈ Ṽ
u(y) for all n ≤ n0. Now suppose Ṽ
u(y) contains only n0 < N




and w0 will have a nonzero coefficient cn1 with n1 > n0. Repeat the above argument, one




Now take any w0 ∈ Ṽ




nwn(·, y) in L
2(0, 1).
For otherwise, a similar inequality as (3.6) would show that wn0(·, y) ∈ Ṽ
s(y) for some
n0 ≤ N . The rest of the proof are just elaborations of the above arguments, that is, we
first show that there is a n0 ≥ N + 1 such that wn0(·, y) ∈ Ṽ
s(y), hence wn(·, y) ∈ Ṽ
s(y)
for n ≥ n0 by Lemma 3.2, next we argue that if Ṽ








and Ṽ s(y) = cl ∪m≥N+1
⊕m
n=N+1 Wn(y) under X
α-norm. We omitt the details.
Corollary 3.4. Consider (3.3). Let V s(y), V u(y) be the stable and unstable subspaces
associated to the ED of (3.3) and denote N = dimV u(y). Then for any y ∈ Y , Z(U(·)) ≤
N − 1 for any U ∈ V u(y) \ {0}, and Z(U(·)) ≥ N for any U ∈ V s(y) \ {0}.
Proof. This is because of Lemma 3.2, Lemma 3.3, and Theorem 2.3 1).
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Recall the skew product semiflow Πt on X
α × H(f) generated by (2.15) is
Πt(U, g) = (u(t, ·, U, g), g · t), t > 0.
Theorem 3.5. Let M s(y), Mu(y) be the local stable and unstable manifolds of (2.15) at
y ∈ Y defined in (3.4). Denote N = dimMu(y). Then for any y0 = (u0, g0) ∈ Y , any
us ∈ M s(y0) \ {u0}, and any u
u ∈ Mu(y0) \ {u0}, one has that Z(u
s − u0) ≥ N , and
Z(uu − u0) ≤ N − 1.
Proof. We only prove the result for M s(y). First, for integers 1 ≤ m ≤ k ≤





a(s, y)ds)w(x)|w ∈ Wk(y)}
and V m,n(y) = ⊕nk=mW̄k(y), V
m,∞(y) = cl ∪n≥m V
m,n(y). For each positive integer
n, denote In = [an, bn] as the Sacker-Sell spectrum of (2.11) associated to (3.5), that
















µn(y · s)ds, λ̃
±





µn(y · s)ds (see [7], [15]). Since Y
is hyperbolic and dimMu(y) = N , one has that aN > 0 and bN+1 < 0. Let n0 = N + 1
and n0 < n1 < n2 < · · · be such that Ini ∩ Ini+1 = ∅ for any i = 1, 2, · · ·. Then, for each
ni, the gap between Ini and Ini+1 is away from zero ([7], [15]), and V
n0,ni(y) ⊂ V s(y).
Similar to Theorem 2.1, there is δ∗ > 0 such that (3.1) possesses for each ni and y ∈ Y a




V n0,ni(y)∩{v ∈ Xα|‖v‖ < δ∗}}, where hn0,ni(·, y) : V n0,ni(y) → V 1,n0−1(y)⊕V ni+1,∞(y)
satisfies the same properties as hs,u(·, y) in Theorem 2.1. Moreover, Wn0,ni(y) ⊂ W s(y),
and for any v ∈ W s(y), there are vni ∈ W
n0,ni(y) such that vni → v as ni → ∞.
Now, for any y0 = (u0, g0) ∈ Y and u
s ∈ M s(y0) \ {u0}, let v(t, x) = u(t, x, u
s, g0) −




vt = vxx + a0(t, x)vx + b0(t, x)v, t > 0, 0 < x < 1,
v(t, 0) = v(t, 1) = 0, t > 0,
(3.7)
where a0(t, x) =
∫ 1
0
g0p(t, x, u(t, x, u
s, g0), τux(t, x, u




g0u(t, x, τu(t, x, u
s, g) + (1 − τ)u(t, x, u0, g0), ux(t, x, u0, g0))dτ . By Lemma
2.2, we may assume that v(0, ·) has only simple zeros in [0, 1]. Since us − u0 ∈ W
s(y0),
there are uni ∈ Xα such that uni − u0 ∈ W
n0,ni(y0) and u
ni → us as ni → ∞. Therefore,
Z(uni(·) − u0(·)) = Z(u
s(·) − u0(·)) for ni ≫ 1. (3.8)
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Fix ni ≫ 1. Let v
ni(t, x) = u(t, x, uni , g0) − u(t, x, u0, g0). Similar to Remark 2.2 2),
vni(t, ·) = vni0 (v
ni(t, ·), y0 · t) + h
n0,ni(vni0 (v
ni(t, ·), y0 · t), y0 · t) for t ≫ 1,
where vni0 (v
ni(t, ·), y0 · t) ∈ V
n0,ni(y0 · t). Moreover, v
ni
0 (v
ni(t, ·), y0 · t) → 0 as t → ∞.
Since dimV n0,ni(y0 · t) = const < ∞ for all t ∈ IR, there is tn → ∞ such that y0 · tn →








ni(tn, ·), y0 · tn)
‖vni0 (v
ni(tn, ·), y0 · tn)‖
≡ w∗(·) ∈ V n0,ni(y∗) (3.9)
as n → ∞. Let Φ be the evolution operator of (3.2). Then Φ(t, y∗)w∗ is a solution of (3.3)
with y = y∗. Furthermore, v
ni (t+tn,·)
‖vni (t+tn,·)‖
→ Φ(t, y∗)w∗ (t ∈ IR) as n → ∞. Suppose that
t0 > 0 is such that Φ(t0, y
∗)w∗ has only simple zeros in [0, 1]. Then Z(vni(t0 + tn, ·)) =
Z(Φ(t0, y
∗)w∗) as n ≫ 1. Since Φ(t0, y
∗)w∗ ∈ V n0,ni(y∗ · t0) ⊂ V
s(y∗ · t0), by Lemma 2.2
and Corollary 3.4, one has that
Z(vni(0, ·)) ≥ Z(vni(t0 + tn, ·)) = Z(Φ(t0, y
∗)w∗) ≥ N for n ≫ 1. (3.10)
By (3.8) and (3.10), Z(us(·) − u0(·)) ≥ N .
4. Hyperbolic ω-limit set
Definotion 4.1. A set Y ⊂ Xα×H(f) is said to be an almost periodic extension of H(f)
if card(Y ∩ P−1(g)) = 1 for all g ∈ H(f), where P : Xα × H(f) → H(f), (U, g) 7→ g is
the natural projection.
We shall show in this section that any hyperbolic ω-limit set of (2.16) is an almost
periodic extension of H(f).
Lemma 4.1. Let Y ⊂ Xα × H(f) be a connect and compact hyperbolic invariant set
of (2.16). Again, denote by V s(y), V u(y) (y ∈ Y ) the stable and unstable subspaces
associated to ED of (3.2). Take (u1, g), (u2, g) ∈ Y . If ‖u1−u2‖ is sufficiently small, then
V s(u1, g)
⊕
V u(u2, g) = X
α, and therefore, (u1 + V
s(u1, g)) ∩ (u2 + V
u(u2, g)) 6= ∅.
Proof. Let P (y) be the projections associated with ED of (3.2). Since P : Y → L(Xα, Xα)
is continuous, V s(y) = (I−P (y))Xα, V u(y) = P (y)Xα vary continuously in y. For (u1, g),
(u2, g) ∈ Y such that ‖u1 − u2‖ is sufficiently small, it is easy to see that V
s(u1, g) ∩
V u(u2, g) = {0}. Since dimV
u(u1, g) = dimV
u(u2, g) < ∞, V
s(u1, g)
⊕
V u(u1, g) = X
α,
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one has that V s(u1, g)
⊕
V u(u2, g) = X
α. Thus, there is a unique us1 ∈ V
s(u1, g) and a
unique uu2 ∈ V




1, that is, u1 + u
s
1 = u2 + u
u
2 .
Lemma 4.2. Let Y be as in Lemma 4.1 and let M s(y), Mu(y) (y ∈ Y ) be the local
stable and unstable manifolds of (2.15) defined in (3.4). For (u1, g), (u2, g) ∈ Y such that
‖u1 − u2‖ ≪ 1, one has M
s(u1, g) ∩ M
u(u2, g) 6= ∅.
Proof. By Theorem 2.1, for each y0 = (u0, g) ∈ Y , there are C
1 functions hs(·, y0) :
V s(y0) → V
u(y0), h
u(·, y0) : V
u(y0) → V
s(y0) such that h
s(u, y0), h




(u, y0)| < M for u ∈ V
s,u(y0), and
M s(u0, g) =
{
u0 + u
s + hs(us, u0, g)|u
s ∈ V s(y0) ∩ {u ∈ X







u + hu(uu, u0, g)|u
u ∈ V u(y0) ∩ {u ∈ X









V u(u2, g) → X
α : (us1, u
u




1. By Lemma 4.1, there is a δ1 > 0
such that if ‖u1 − u2‖ < δ1, then V
s(u1, g)
⊕
V u(u2, g) = X
α, that is, Q(u1, u2, g) is
an isomorphism. Define Q̃(u1, u2, g) : X
α = V s(u1, g)
⊕









u(uu2 , u2, g)− h
s(us1, u1, g). Then it is not difficult to see that there









V s(u1, g)∩{u ∈ X
α|‖u‖ < δ∗})
⊕
(V u(u2, g)∩{u ∈ X
α|‖u‖ < δ∗}) for any
u ∈ Xα with ‖u‖ < δ3, in particular, there is a unique u
s
1 ∈ V
s(u1, g)∩{u ∈ X
α|‖u‖ < δ∗}
and a unique uu2 ∈ V
u(u2, g) ∩ {u ∈ X








s(us1) = u2 + u
u
2 + h
u(uu2 ), provided ‖u1 − u2‖ < min{δ2, δ3}.
Lemma 4.3. Let (ui, g), (u
∗
i , g





and let Πt(ui, g), Πt(u
∗
i , g
∗) (i = 1, 2) be defined for t ∈ IR1. If there is a sequence {tn}
({sn}) with tn → ∞ (sn → −∞) as n → ∞ such that Πtn(ui, g) → (u
∗
i , g
∗), (Πsn(ui, g) →
(u∗i , g
∗)) (i = 1, 2) as n → ∞, then Z(u(t, ·, u∗1, g
∗) − u(t, ·, u∗2, g
∗)) ≡ constant for all
t ∈ IR1.
Proof. This is just Lemma 2.2 of [22].
Definition 4.2. Suppose that Y ⊂ Xα×H(f) is a compact invariant set of (2.16). A pair
(u1, g), (u2, g) ∈ Y is said to be two sided proximal if inft∈IR+ ‖u(t, ·, u1, g)−u(t, ·, u2, g)‖ =
0 and inft∈IR− ‖u(t, ·, u1, g) − u(t, ·, u2, g)‖ = 0. Y is said to be a proximal extension of
H(f) if any (u1, g), (u2, g) ∈ Y forms a two sided proximal pair.
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Remark 4.1. It is easy to see that the above definition is equivalent to the usual definition
of proximal extension ([8], [14], [22]).
Lemma 4.4. Let Y ⊂ Xα ×H(f) be as in Lemma 4.1. Then Y does not contain any two
sided proximal pair.
Proof. Suppose that there is a two sided proximal pair {(u1, g0), (u2, g0)} ∈ Y . Let
t0 ∈ IR
1 be such that u(t0, ·, u1, g0) − u(t0, ·, u2, g0) has only simple zeros in [0, 1] (such a
t0 exists due to Lemma 2.2). Then there is ǫ0 > 0 such that for any v ∈ X
α with ‖v‖ < ǫ0,
u(t0.·, u1, g0) − u(t0, ·, u2, g0) + v(·) has only simple zeros in [0, 1], and
Z(u(t0.·, u1, g0) − u(t0, ·, u2, g0) + v(·)) = Z(u(t0.·, u1, g0) − u(t0, ·, u2, g0)). (4.2)
Let {tn}, {sn} with tn → ∞, sn → −∞ as n → ∞ be such that
‖u(tn, ·, u1, g0) − u(tn, ·, u2, g0)‖ → 0,
‖u(sn, ·, u1, g0) − u(sn, ·, u2, g0)‖ → 0
(4.3)
as n → ∞. Then by Lemma 4.2, for n ≫ 1, there are un+ ∈ M
s(u(tn, ·, u1, g0), g0 · tn) ∩
Mu(u(tn, ·, u2, g0), g0 ·tn), and u
n
− ∈ M
s(u(sn, ·, u1, g0), g0 ·sn)∩M
u(u(sn, ·, u2, g0), g0 ·sn).
By Theorem 2.1 4), one has
‖u(s, ·, un+, g0 · tn) − u(s, ·, u(tn, ·, u2, g0), g0 · tn)‖ ≤ Ce
β
2
s‖un+ − u(tn, ·, u2, g0)‖,
‖u(t, ·, un−, g0 · sn) − u(t, ·, u(sn, ·, u1, g0), g0 · sn)‖ ≤ Ce
− β
2
t‖un− − u(sn, ·, u1, g0)‖
(4.4)
for any s ≤ 0, t ≥ 0. Note that
u(t0 − tn, ·, u(tn, ·, u2, g0), g0 · tn) = u(t0, ·, u2, g0)
u(t0 − sn, ·, u(sn, ·, u1, g0), g0 · sn) = u(t0, ·, u1, g0).
(4.5)
By (4.4), (4.5), there is n0 such that
‖u(t0 − tn0 , ·, u
n0
+ , g0 · tn0) − u(t0, ·, u2, g0)‖ < ǫ0,
‖u(t0 − sn0 , ·, u
n0
− , g0 · sn0) − u(t0, ·, u1, g0)‖ < ǫ0.
(4.6)
Now, by (4.2), (4.6) and Theorem 3.5, one has
Z(u(t0, ·, u1, g0) − u(t0, ·, u2, g0)) = Z(u(t0, ·, u1, g0) − u(t0 − tn0 , ·, u
n0
+ , g0 · tn0)
+ u(t0 − tn0 , ·, u
n0
+ , g0 · tn0) − u(t0, ·, u2, g0))
= Z(u(t0, ·, u1, g0) − u(t0 − tn0 , ·, u
n0




Z(u(t0, ·, u1, g0) − u(t0, ·, u2, g0)) = Z(u(t0, ·, u1, g0) − u(t0 − sn0 , ·, u
n0
− , g0 · sn0)
+ u(t0 − sn0 , ·, u
n0
− , g0 · sn0) − u(t0, ·, u2, g0))
= Z(u(t0 − sn0 , ·, u
n0
− , g0 · sn0) − u(t0, ·, u2, g0))
≤ N − 1.
This is a contradiction. Hence Y does not contain any two sided proximal pair.
Lemma 4.5. Let Y ⊂ X × H(f) be a minimal set of (2.16). Then Y is a proximal
extension of H(f).
Proof. This is Theorem 3.3 of [22].
Corollary 4.6. Let Y ⊂ X × H(f) be a hyperbolic minimal set of (2.16). Then Y is an
almost periodic extension of H(f).
Proof. It follows directly from Lemma 4.4 and 4.5.
Lemma 4.7. Let (u0, g0) ∈ X × H(f) be such that the motion Πt(u0, g0) (t > 0) is
bounded. Then one of the following is true.
1) ω(u0, g0) is minimal;
2) ω(u0, g0) = E1 ∪ E11, where E1, E11 are disjoint, E1 is minimal. Moreover, for any
(u, g) ∈ E11, one has ω(u, g)∩E1 6= ∅, and α(u, g)∩E1 6= ∅, where α is referred to as
α-limit set;
3) ω(u0, g0) = E1 ∪ E2 ∪ E12, where E1, E2, E12 are disjoint, and E1, E2 are minimal.
Moreover, for any (u, g) ∈ E12, one has ω(u, g)∩(E1∪E2) 6= ∅, and α(u, g)∩(E1∪E2) 6= ∅.
Furthermore, there is an integer N0 > 0 such that Z(u1(·) − u2(·)) = N0 for all (u1, g) ∈
E1 ∩ P
−1(g), (u2, g) ∈ E2 ∩ P
−1(g), and all g ∈ H(f).
Proof. See Lemma 2.4 and Theorem 2.6 of [22].
Theorem 4.8. Consider an ω-limit set ω(u0, g0) ⊂ X × H(f) of (u0, g0) ∈ X × H(f). If
ω(u0, g0) is hyperbolic, then it is an almost periodic extension of H(f).
Proof. We shall show that ω(u0, g0) must be minimal. Then by Corollary 4.6, it is an
almost periodic extension of H(f).
Suppose ω(u0, g0) is not minimal. Then it is the either case 2) or the case 3) of Lemma
4.7.
Let ω(u0, g0) = E1 ∪E11, where E1 and E11 are as in 2) of Lemma 4.7. By Corollary
4.6, E1 is an almost periodic extension of H(f). Fix y0 = (u11, g) ∈ E11. Let (u1, g) =
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E1 ∩ P
−1(g). Then, by Lemma 4.7 2), (u1, g), (u11, g) is a two sided proximal pair. This
is impossible by Lemma 4.4.
Now, we let ω(u0, g0) = E1 ∪ E2 ∪ E12 with E1, E2, E12 being defined as in Lemma
4.7 3). E1, E2 are almost periodic extensions of H(f) by Lemma 4.5.
For any y0 = (u12, g) ∈ E12 , let (ui, g) = Ei ∩ P
−1(g) (i = 1, 2). Then, by
Lemma 4.4, both {(u1, g), (u12, g)} and {(u2, g), (u12, g)} do not form two sided proxi-
mal pairs. Therefore, without loss of generality, we may assume following Lemma 4.7
3) that ω(u12, g) ∩ E1 6= ∅, α(u12, g) ∩ E2 6= ∅. Since Ei ∩ P
−1(g), i = 1, 2, are sin-
gletons for all g ∈ H(f), it is easily seen that Πt(u12, g) − Πt(u1, g) → 0 as t → ∞,
and Πt(u12, g) − Πt(u2, g) → 0 as t → −∞. It then follows from Remark 2.2 3) that
Πt(u12, g) ∈ M
s(Πt(u1, g)) for t ≫ 1, and Πt(u12, g) ∈ M
u(Πt(u2, g)) for t ≪ −1. By
Theorem 3.5 and Lemma 2.2, one has
Z(u(t, ·, u12, g) − u(t, ·, u1, g)) ≥ N for t ∈ IR
1, (4.7)
and
Z(u(t, ·, u12, g)− u(t, ·, u2, g)) ≤ N − 1 for t ∈ IR
1, (4.8)
where N = dimMu(u, g) for (u, g) ∈ ω(u0, g0). We claim that there is a δ0 > 0 such that
|u(t, x, u1, g) − u(t, x, u2, g)|+ |ux(t, x, u1, g)− ux(t, x, u2, g)| ≥ δ0 (4.9)
for any x ∈ [0, 1] and t ∈ IR1. If this is not true, then there is a sequence {x̃n} ⊂ [0, 1], and
a sequence {t̃n} with |t̃n| → ∞ as n → ∞ such that |u(t̃n, x̃n, u1, g) − u(t̃n, x̃n, u2, g)| +
|ux(t̃n, x̃n, u1, g)− ux(t̃n, x̃n, u2, g)| → 0 as n → ∞. Without loss of generality, we assume
that t̃n → ∞, x̃n → x̃ ∈ [0, 1], g · t̃n → g̃, and u(t̃n, ·, u1, g) → ũ1, u(t̃n, ·, u2, g) → ũ2
in Xα as n → ∞. Then (ũ1, g̃) ∈ E1, (ũ2, g̃) ∈ E2, therefore, ũ1 6= ũ2 and ũ1(·) − ũ2(·)
has a multiple zero at x = x̃. But, by Lemma 4.3, ũ1(·) − ũ2(·) has only simple zeros, a
contradiction. By (4.7), (4.8), and (4.9), one has
Z(u(t, ·, u2, g)− u(t, ·, u1, g)) = Z(u(t, ·, u2, g)− u(t, ·, u12, g)) ≤ N − 1 for t ≫ 1,
and
Z(u(t, ·, u2, g)− u(t, ·, u1, g)) = Z(u(t, ·, u12, g)− u(t, ·, u1, g)) ≥ N for t ≪ −1.
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But by Lemma 4.7 3),
Z(u(t, ·, u2, g)− u(t, ·, u1, g)) = constant for t ∈ IR
1,
a contradiction.
Remark 4.2. Suppose that for some U0 ∈ X
α, ω(U0, f) is hyperbolic. By the above
theorem, ω(U0, f) is an almost periodic extension of H(f). Let (U
∗, f) = ω(U0, f)∩P
−1(f).
Then u(t, ·, U∗, f) is an almost periodic solution of (1.1).
We now consider in particular the quasi-periodic time dependent case. Consider equa-
tion (2.13) and assume that f is quasi-periodic in t with k(≥ 2) frequences ω1, · · · , ωk, that
is, f(t, x, u, p) ≡ F (ω1t, ω2t · · · , ωkt, x, u, p). We further assume that F : T
k × [0, 1]× IR1 ×
IR1 → IR1 is Cr,γ(r ≥ 1, 0 < γ ≤ 1). In this case, the hull H(f) is Cr,γ diffeomorphic to




ut = uxx + F (θ · t, x, u, ux), t > 0, 0 < x < 1,
u(t, 0) = u(t, 1) = 0, t > 0,
(4.10)θ
where θ · t = θ + ωt, ω = (ω1, ω2, · · · , ωk)
⊤, θ ∈ T k.
As usual, (4.10)θ gives rise to an ODE on X
α × T k,
u
′
= A0u + F̃ (u, θ · t) ≡ G(u, θ · t) (4.11)
in the same way as (2.15), where F̃ : Xα×T k → X0 is C
r,γ . This equation again generates
a (local) skew product semiflow Πt on X
α × T k :
Πt(u0, θ0) ≡ (u0, θ0) · t ≡ (u(t, ·, u0, θ0), θ0 · t), (4.12)
where u(t, ·, u0, θ0) is the solution of (4.10)θ0 with u(0, ·, u0, θ0) = u0(·).
Theorem 4.9. Suppose that F : T k × [0, 1]× IR1 × IR1 → IR1 is Cr,γ (r ≥ 1, 0 < γ ≤ 1).
Let Y ⊂ Xα × T k be a hyperbolic invariant set of (4.12). Asume that Y is an almost
periodic extension of T k. Then Y is Cr,γ diffeomorphic to T k and the flow on Y is Cr,γ
conjugate to the twist flow on T k.




= A(y · t)v + F (y · t), v ∈ Xα, y ∈ Y, (4.13)
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where Y is a compact metric space, y · t is a flow on Y , A(y) is of form in Remark 2.2 3),
and the function F (y · t) is bounded and locally Hölder continuous in t ∈ IR1. If
v
′
= A(y · t)v, v ∈ Xα (4.14)
has an ED on Y , then (4.13) has for each y a unique bounded solution v0(y · t). Moreover,
there is a constant M which is independent of y such that
‖v0(y · t)‖Xα ≤ M sup
t∈IR1
‖F (y · t)‖X0 . (4.15)
Proof. In fact, the unique bounded solution v0(y · t) satisfies
v0(y · t) =
∫ t
−∞
Φ(t − s, y · s)(I − P (y · s))F (y · s)ds−
∫ ∞
t
Φ(t− s, y · s)P (y · s)F (y · s)ds,
where Φ is the evolution operator of (4.14), P (y), y ∈ Y , are the projections associated to
ED. The Lemma then follows from Theorem 2.1 3), Remark 2.2 3) and a simple estimation.
Proof of Theorem 4.9. Since Y is an almost periodic extension of T k, Y is a graph
over T k, namely, Y = {(u(θ), θ)|θ ∈ T k}, for some function u : T k → X . By invariance of
Y , u(θ · t) is a solution of (4.11) and by minimality of Y , u is continuous (hence uniform
continuous). Thus, u(θ · t) is a quasi-periodic solution of (4.11) for each θ ∈ T k.
Suppose r = 1. We first claim u is Lipschitz continuous. Fix a θ0 ∈ T
k. By continuity
of u, for any ǫ > 0, there is δ > 0 such that ‖u(θ · t) − u(θ0 · t)‖Xα < ǫ if |θ − θ0| < δ. Let
v(t) = u(θ · t) − u(θ0 · t). Then v(t) satisfies
v
′
= A(θ0 · t)v + G1(t), (4.16)
where A(θ) = Gu(u(θ), θ), and
G1(t) = G(u(θ · t), θ · t) − G(u(θ0 · t), θ0 · t) − Gu(u(θ0 · t), θ0 · t) · (u(θ · t) − u(θ0 · t))
= [G(u(θ · t), θ0 · t) − G(u(θ0 · t), θ0 · t) − Gu(u(θ0 · t), θ0 · t) · (u(θ · t) − u(θ0 · t))]
+ [G(u(θ · t), θ · t) − G(u(θ · t), θ0 · t)].
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Since G : Xα × T k → X0 is C
1,γ , one has
‖G1(t)‖X0 = o(‖u(θ · t) − u(θ0 · t)‖Xα) + O(|θ − θ0|).
Thus, as |θ − θ0| < δ, one has that
‖G1(t)‖X0 ≤ ǫM1‖v(t)‖Xα + M2|θ − θ0|, (4.17)
for some constants M1, M2 > 0.
By Lemma 4.10,
‖v(t)‖Xα ≤ ǫM̃1 sup
t∈IR1
‖v(t)‖Xα + M̃2|θ − θ0|
for some constants M̃1 > 0, M̃2 > 0, that is,





|θ − θ0|. (4.18)
Next, for any given h ∈ T k, let ṽ0(θ0 · t, h) be the unique bounded solution of
v
′
= A(θ0 · t)v + Gθ(u(θ0 · t), θ0 · t)h. (4.19)
Since ṽ0(θ0 · t, h) is linear in h ∈ T
k, there is a v0 : T
k → L(T k, Xα), θ 7→ v0(θ) such that
v0(θ)h = ṽ0(θ, h). Define w(t) = u(θ · t) − u(θ0 · t) − v0(θ0 · t)(θ − θ0). Then w(t) is the
unique bounded solution of
w
′
= A(θ0 · t)w + G2(t) (4.20)
where
G2(t) = G(u(θ · t), θ · t) − G(u(θ0 · t), θ0 · t)
− Gu(u(θ0 · t), θ0 · t) · (u(θ·) − u(θ0 · t)) − Gθ(u(θ0 · t), θ0 · t)(θ − θ0)
= [G(u(θ · t), θ0 · t) − G(u(θ0 · t), θ0 · t) − Gu(u(θ0 · t), θ0 · t)(u(θ · t) − u(θ0 · t))]
+ [G(u(θ · t), θ · t) − G(u(θ · t), θ0 · t) − Gθ(u(θ · t), θ0 · t)(θ − θ0)]
+ [(Gθ(u(θ · t), θ0 · t) − Gθ(u(θ0 · t), θ0 · t))(θ − θ0)].
Since G : Xα × T k → X0 is C
1,γ and u is Lipschitz, one has
‖G2(t)‖X0 ≤ ǫM3|θ − θ0|
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as |θ − θ0| ≪ 1, where M3 is a constant. Thus, by Lemma 4.10,
‖w(0)‖Xα ≤ sup
t∈IR1
‖w(t)‖Xα ≤ ǫM̃3|θ − θ0| (4.21)
for some M̃3 > 0, that is, u(θ) is differentiable with uθ(θ) = v0(θ). Now, for fixed θ0, h ∈
T k, v̄(t) ≡ uθ(θ · t)h − uθ(θ0 · t)h ≡ v0(θ · t)h − v0(θ0 · t)h satisfies
v̄
′
= A(θ0 · t)v̄ + G3(t) (4.22)
where
G3(t) = [Gu(u(θ ·t), θ ·t)−Gu(u(θ0 ·t), θ0 ·t)]v0(θ ·t)h+[Gθ(u(θ ·t), θ ·t)−Gθ(u(θ0 ·t), θ0 ·t)]h.
Since G : Xα × T k → X0 is C
1,γ and u is Lipschitz continuous, there is a M4 > 0 such
that
‖G3(t)‖X0 ≤ M4|θ − θ0|
γ · |h|. (4.23)
Applying Lemma 4.10 again, one has that
‖uθ(θ) − uθ(θ0)‖Xα = ‖v̄(0)‖Xα ≤ M̃4|θ − θ|
γ
for some constant M̃4 > 0, that is, uθ is C
0,γ continuous.
We have shown in the above that if F : T k×[0, 1]×IR1×IR1 is C1,γ , then u : T k → Xα
is C1,γ , the rest of the proof can be carried over by induction.
Corollary 4.11. Suppose F : T k × [0, 1] × IR1 × IR1 is Cr,γ (r ≥ 2, 0 < γ ≤ 1).
Let ω(u∗, θ∗) ⊂ X
α × T k be a hyperbolic ω-limit set of (4.12). Then ω(u∗, θ∗) is C
r,γ
diffeomorphic to T k and the flow on ω(u∗, θ∗) is C
r,γ conjugate to the twist flow on T k.
Proof. By Theorem 4.8, ω(u∗, g∗) is an almost periodic extension of T
k. The Corollary
then follows from Theorem 4.9.
5. An Example
We modify an example of [18] to explain that if an ω-limit set of (2.16) does not




ut = uxx + (f(t) − λ1)u, 0 < x < 1, t > 0,
u(t, 0) = u(t, 1) = 0, t > 0,
(5.1)
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λ1 is the first eigenvalue of
∂2
∂x2
: H20 (0, 1) → L
2(0, 1). Let H(f) be the hull of f . Consider
the skew product semiflow Πt on X
α × H(f) generated from (5.1),
Πt(U, g) = (u(t, ·, U, g), g · t), (5.2)




ut = uxx + (g(t) − λ1)u, 0 < x < 1, t > 0,
u(t, 0) = u(t, 1) = 0, t > 0
(5.3)g
with u(0, x, U, g) = U(x), g ∈ H(f). Let U1 be the first eigenfunction of
∂2
∂x2
: H20 (0, 1) →





U1 is a solution of (5.1). By





satisfies the following properties:
1) φ(t) is bounded for t ≥ 0;
2) There is a sequence {tn} with tn → ∞ as n → ∞ such that φ(tn) → 0 as n → ∞, and
φ(2n) ≥ e−2π−2 for n = 1, 2, · · ·;
3) For any sequence {tn} with tn → ∞ as n → ∞ such that limn→∞ φ(t + tn) = φ
∗(t)
exists, φ∗(t) is not almost periodic if it is nonzero.
Now, consider ω(U1, g). By the property 2) above, {0} × H(f) is a proper subset of
ω(U1, f). Since {0} × H(f) is minimal (in fact, it is the only minimal set contained in
ω(U1, f)), it follows that ω(U1, g) is not a minimal set, hence is not hyperbolic by Theorem
4.8.
We now investigate flows on ω(U, f). Let Ω+(φ, f) be the positive limit set of




g, g) ∈ Ω
+(φ, f)}, that
is, ω(U1, f) ∩ P
−1(g) is a compact set of span{U1} × {g} for each g ∈ H(f), here
P : Xα × H(f) → H(f) is the natural projection. For any (φ∗g, g) ∈ Ω
+(φ, f), it is
clear that Πt(φ
∗







U1, g · t) ∈ ω(U1, f) for all t. Moreover, if φ
∗
g 6= 0,
then it follows from Lemma 4.7 that there are sequences {tn} and {sn} with tn → +∞ and
sn → −∞ such that u(tn, ·, φ
∗
gU1, g) → 0 and u(sn, ·, φ
∗
gU1, g) → 0 as n → ∞. One also
observes that there is a residual subset H0(f) ⊂ H(f) such that ω(U1, f)∩P
−1(g) = (0, g)
for all g ∈ H0(f) (note that cardω(U1, f) ∩ P
















f(s)ds 6= 0, then ω(U1, f) = {0} × H(f) by [9]). It follows from [13] that
H0(f) = {g ∈ H(f)| limsupt→∞
∫ t
0
g(s)ds = +∞, lim inft→∞
∫ t
0
g(s)ds = −∞} is residual.
Now take g ∈ H0(f), if there is (φ
∗
gU1, g) ∈ ω(U1, f)∩P







is unbounded, but Πt(φ
∗







U1, g · t) ⊂ ω(U1, f), a contradiction.
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[3] P. Brunovský and B. Fiedler, Numbers of Zeros on Invariant Manifolds in Reaction-
Diffusion Equations, Nonlinear Anal., TMA 10 (1986).
[4] M. Chen, X.-Y. Chen and J.K. Hale, Structural Stability for Time-Periodic One-
Dimensional Parabolic Equations, Preprint.
[5] X.-Y. Chen and H. Matano, Convergence, Asymptotic Periodicity, and Finite-Point
Blow-Up in One-Dimensional Semilinear Heat Equations, J. Diff. Eq. 78 (1989).
[6] S.-N. Chow, X.-B. Lin and K. Lu, Smooth Invariant Foliations in Infinite Dimensional
Spaces, J. Diff. Eq., 94 (1991).
[7] S.-N. Chow, K. Lu and J. Mallet-Paret, Floquet Bundles for Scalar Parabolic Equa-
tions, Preprint.
[8] R. Ellis, Lectures on Topological Dynamics, Benjamin, New York (1969).
[9] A. M. Fink, Almost Periodic Differential Equations, Lecture Notes In Mathematics,
377, Springer-Verlay, Berlin, Herdelberg and New York (1974).
[10] J. K. Hale, Asymptotic Behavior of Dissipative Systems, in Mathematical Surveys
and Monographs, Amer. Math. Soc., Providence, RI (1988).
[11] D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in
Math., 840, Springer-Verlay, Berlin (1981).
[12] R.A. Johnson, Concerning a Theorem of Sell, J. Diff. Eq. 30 (1978).
[13] R. A. Johnson, A Linear Almost Periodic Equations with an Almost Automorphic
Solution, Proc. Amer. Math. Soc. 82 (1981).
25
[14] R. A. Johnson, On a Floquet Theory for Almost Periodic Two-dimensional Liear
Systems, J. Diff. Eq. 37 (1980).
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