The ability to learn and adapt in real time is a central feature of biological systems. Neuromorphic architectures demonstrating such versatility can greatly enhance our ability to efficiently process information at the edge. A key challenge, however, is to understand which learning rules are best suited for specific tasks and how the relevant hyperparameters can be fine-tuned. In this work, we introduce a conceptual framework in which the learning process is integrated into the network itself. This allows us to cast meta-learning as a mathematical optimization problem. We employ DeepHyper, a scalable, asynchronous model-based search, to simultaneously optimize the choice of meta-learning rules and their hyperparameters. We demonstrate our approach with two different datasets, MNIST and FashionMNIST, using a network architecture inspired by the learning center of the insect brain. Our results show that optimal learning rules can be dataset-dependent even within similar tasks. This dependency demonstrates the importance of introducing versatility and flexibility in the learning algorithms. It also illuminates experimental findings in insect neuroscience that have shown a heterogeneity of learning rules within the insect mushroom body.
Introduction
The challenges of designing smart systems for edge-processing applications are different from those of conventional machine learning (ML) approaches. Usually, ML approaches rely on large datasets and highly optimized training algorithms. The resulting architectures are specific to certain tasks, and their parameters are traditionally fixed once the training is over. In contrast, in edge-based applications, devices in the field should be capable of learning and responding quickly, often from noisy and incomplete data, and should be capable of adapting to unforeseen changes in a safe, smart way.
A promising approach for dynamic learning is to develop systems that are based on biological systems. In particular, biological neural networks are both dynamic and plastic, with the capability to incorporate multiple functionalities depending on the context, and can carry out context and task-dependent learning. Insects in particular are ideal model systems for edge-processing applications: they display impressive capabilities despite their central neural system being composed of a small number of neurons, 100,000 in the case of Drosophila melanogaster and 1,000,000 in the case of the honeybee. Recently, researchers have expressed renewed interest in dynamic learning, but the focus has been on spiking neurons. Several works have explored ways in which Hebbian-inspired rules, primarily based on spike-timing-dependent plasticity, can be used to implement learning in spiking networks [4] . In a broader sense, however, dynamic learning has deep roots in artificial neural networks; and the question of batch size and its impact on a trained network's ability to learn and generalize is still an open research question.
Here we focus on this problem from a different perspective: learning can be viewed as a dynamic process that alters the network itself as it processes and assigns valence to certain inputs and create associations over time. The question then is, How can we find the optimum architecture and learning rules for a given task? Evolution has pushed biological systems to find highly efficient solutions within biochemical constraints. We seek to develop an analogous approach to help us identify optimal architectures for dynamic neural networks.
To accomplish this goal, we have implemented networks capable of dynamic learning as recurrent neural networks where plastic synaptic weights are treated as layers of the network. We parameterize the learning rules and expose them as hyperparamters. Doing so allows us to approach the problem of designing an effective dynamic learning from an optimization perspective. We then employ a scalable, asynchronous model-based search (AMBS) algorithm to simultaneously optimize learning rules and their hyperparameters. We adopt the AMBS implementation in DeepHyper [2] , a scalable optimization package that is built to take advantage of leadershipclass computing systems through parallel algorithms and efficient workflow management systems and hence provides advantages in speed to solution in addition to accuracy. To this end, we make the following contributions: (1) a new approach to designing and optimizing neuromorphic architectures for task-specific dynamic learning by combining asynchronous model-based search with modulated learning and (2) demonstration that task-specific metalearning rules are essential to extract the maximum performance from the learning model using two widely used ML benchmark problems in combination with mushroom body architecture.
Dynamic Learning
The architectures and meta-learning rules considered in this study are described below
Architecture
To explore architecture optimization for dynamic learning applications, we consider architectures that are inspired by the insect brain arXiv:1906.01668v1 [cs. LG] 4 Jun 2019 and, in particular, one of its key centers for olfactory (and, in hymenopterans, visual) memory: the mushroom body. The mushroom body constitute the third and fourth layers of olfactive processing in insects: sensing information is pooled in a first layer called the antennal lobe and then sparsely projected into the Kenyon cells in the mushroom body; see Figure 1 (a). This projection creates a sparse representation of the input that helps enhance its dimensionality. This layer is then densely connected into a few output neurons, which are recurrently connected. A key aspect of the mushroom body is that learning takes place primarily in this last step. Moreover, modulatory neurons innervating the mushroom body control when and where learning takes place [1, 5] . In this work, we have abstracted this architecture to explore the optimization and accuracy of different dynamic learning algorithms based on modulated learning and local learning rules. Since learning takes place primarily in the last layer, we can model the input layers as a functional transformation of our input, so that x e = f (u; ,). Here u is our input, x e represents the population of Kenyon cells in the mushroom body, and m is a vector of modulatory interactions providing a context-dependent input for context-dependent filtering of the input stream. Such context-dependent processing has been experimentally observed in the first layer of olfactive processing of insects. The output layer takes a linear combination of inputs that are densely connected with recurrent, cross-inhibitory interactions.
In addition to this processing component, we have a set of modulatory neurons m providing context-dependent information. This can be externally determined either for supervised learning or as a reinforcement signal, and their activity can be modified by the output of the neurons or by an independent modulatory component in our network, either as feedback or for cases where the system has internally to decide among multiple tasks.
Our goal is to explore dynamic learning using local learning rules. Instead of considering the network and the training algorithm as two separate entities, we consider that the evolution of the synaptic weights is given by the following general rule.
Here x e , x o , and x m generally represent the activity of presynaptic, postsynaptic, and modulatory neurons, respectively, and β represents a set of hyperparameters controlling how learning takes place.
With this approach, the system's ability to dynamically learn depends both on the selection of the actual learning rule and on the hyperparameters involved. To better understand how different learning rules affect the system's ability to dynamically learn different tasks, we propose a conceptual framework in which the learning process is integrated into the network itself. If we treat the synaptic weights following Eq. 1 as first-class citizens of our network, we now have a recurrent network that essentially modifies itself based on the input and an external context, as shown in Figure 1(b) . The key advantage of this approach is that we can leverage the capabilities of existing ML frameworks as well as existing approaches for network architecture optimization.
Learning and Meta-Learning Rules
Many dynamic learning rules have been discussed in the literature in the context of unsupervised, supervised, and reinforcement learning applications. Here we considered a subset of these rules and modified some of them to incorporate the presence of modulatory interactions regulating when and where learning takes place.
We have explored the following meta-(local)learning rules:
• Modulated covariance rule (MCR):
• Nonlocal, stabilized covariance rule (NSCR):
• Nonlocal, stabilized correlation rule (NSCoR):
where д = ReLU(x m − x o ).
• Least mean square rule (LMSR):
• Self-limited rule (SLR):
where д = ReLU(x m − x o ) • General modulated rule (GMR):
• General unsupervised rule (GUR):
In all these examples α is a parameter that controls the overall learning rate.
Both MCR and NSCR are learning rules where the change in the synaptic weight is proportional to the presynaptic input x e and to the difference between the modulatory input x m and the activity of the output neuron x o . This provides a natural feedback loop that interrupts learning once the desired output is achieved. In both cases, the sign of the weight change is determined by the difference between the modulatory input x m and a threshold variable. The key difference between MCR and NSCR is that in the former learning takes place solely whenever the modulatory neuron is active, whereas in the latter a general modulation term is applied to all output neurons. Also, in the case of NSRC the loss term is proportional to the synaptic weight to ensure the stability of the learning rule.
NSCoR is similarly a normalized covariance term, where the synaptic weight increase is driven by the covariance between the pre-and postsynaptic activity x e and the target modulatory output x m .
MOR is simply a modulated version of Oja's learning rule, whereas LMSE can be derived from a gradient descent rule from a cost function equal to the mean square error between the actual output and the expected output.
SLM is a self-limited rule in which synaptic weights are allowed to change only between 0 and W 0 . The current expression has been obtained from a fully implicit discretization of the corresponding differential equation.
GMR and GMU are two general rules based on the activity of pre-and postsynaptic neurons. In the former case the learning rate is modulated by the difference between the expected and the actual output of the network, whereas in the latter case the evolution of the synaptic weight is fully unsupervised. We expect that GMR and GMU will perform better when the modulatory neurons input the postsynaptic neurons. They will also be sensitive to the cross-inhibition between the output layer, which provides a natural competition between the output neurons.
Architecture Optimization
We adopt a parallel asynchronous model-based search [2] to learn the optimal meta-learning rule and its corresponding hyperparameters for a given architecture and dataset combination. Parallelization of the parameter configurations evaluation is critical for scaling the optimization algorithms to handle architectures that are computationally intensive to evaluate or have a large number of tunable parameters.
In the AMBS approach adopted, a surrogate model is fit between model parameters (such as the meta-learning rule choice and the hyperparameters within the rule) and validation accuracy (for a ML task on a given dataset) to guide the search. This surrogate is updated dynamically (and asynchronously) during each iteration of Table 1 : Search space considered to jointly optimize over the eight meta-learning rules and their parameters.
Dataset
Meta-Learning Rule Accuracy MNIST LMSR 0.903 FashionMNIST GMR 0.900 Table 2 : Best-performing meta-learning rule and corresponding testing accuracy with each dataset.
the search process by including the newly evaluated configurations, but without waiting for evaluations from all the active processes to be complete. This updated surrogate model is used to obtain promising configurations to evaluate for the next iteration.
Crucial to this approach are the choice of the surrogate model and the criterion used to choose the promising configurations (acquisition function). We use a random forest regressor [3] as the surrogate model since our search space consists of categorical parameters (choice of the meta-learning rule) and continuous variables (parameters inside the learning rule). Random forest is an ensemble machine learning approach that uses bootstrap aggregation (or bagging), wherein an ensemble of decision trees are combined to produce a model with better predictive accuracy and lower variance. The acquisition functions originate from the Bayesian optimization literature [8] and are used as strategies to balance exploration and exploitation in the search space. We use a hedging strategy [6] , wherein at each iteration, the algorithm chooses from a portfolio of acquisition functions based on an online multiarmed bandit strategy.
Results and Discussions
We adopt two different datasets to study the hypothesis that taskspecific meta-learning rules need to be considered and optimized in order to obtain the best predictive accuracy.
The first dataset is the widely used benchmark MNIST (Modified National Institute of Standards and Technology) [7] , which consists of grey-scale digital images of handwritten digits (0-9) that have been hand labelled. This dataset comprises 60,000 training data and 10,000 testing data, with each image showing a hand-written digit at low resolution (28x28 px). The second dataset is FashionMNIST [9] , which shares the same image size, number of classes, and structure of training and testing splits as the original MNIST. However, the FashionMNIST is a more challenging dataset that comprises ten classes of fashion products. We consider a shallow architecture for dynamic learning, which consists of four layers of a recurrent neural net: input layer, hidden layer, modulatory layer, and output layer. The plasticity in the hidden to output layer weights is regulated by using the modulatory layer. The modulatory layer corresponds to one of the eight meta-learning rules described by Ψ.
The optimization search space consists of a categorical variable Ψ that represents the choice of the meta-learning rule. In this work, we considered eight different rules, hence eight options for Ψ. The continuous parameters consist of α, which represents the learning rate, and three continuous variables commonly defined for all the meta-learning rules-β 1 , β 2 , and β 3 , as described in Section 2.2. We note that not all the meta-learning rules have all the parameters, in which case only the subset of these parameters are used to evaluate the learning rule. However, the search algorithm is agnostic of this. The search space for all these parameters is shown in Table 1 .
The optimization experiments are run by using an implementation of AMBS available in DeepHyper. The compute resources on Theta, a 11.69-petaflops leadership computing facility at Argonne, are used, where the experiments for each dataset are run on 128 Intel Xeon Phi (code-named Knights Landing) processor nodes.
The shallow architecture has an input size of 784 (corresponding to images of size 28X28) and 10 outputs (corresponding to 10 classes) for both datasets. A total of 20,000 randomly selected images (from training data of 60,000) are used to train the model for each parameter choice, and the predictive accuracy is obtained on the testing data with 10,000 images for both datasets. The best-performing meta-learning rule and its corresponding classification accuracy for both the MNIST and FashionMNIST datasets are shown in Table 2 . The corresponding scatter plots are shown in Figure 2 , where all the evaluations corresponding to the best-performing meta-learning rule are highlighted in blue while those corresponding to rest of the rules are highlighted in red. We note that the LMSR meta-learning rule with one active parameters (α) works best for the MNIST dataset and obtains a parameter configuration that gives a classification accuracy of 0.903. On the other hand, the GMR rule has three active parameters α, β 1 , β 2 , β 3 and provides the parameter configuration that achieves a classification accuracy of 0.9 for the FashionMNIST dataset, which is known to be more complicated to learn than is MNIST.
Results show that LMSR meta-learning rule provides higher accuracy with the MNIST dataset for smaller learning rates, as is expected since the number of epochs used for training is low (0.33). This dependence is not clear for the GMR rule performing best for the FashionMNIST data since its active search space is four dimensional compared with one dimensional for LMSR. We also observe that the β 2 is close to zero and β 3 is greater than 0.6 for all the parameter configurations, producing an accuracy close to 0.9 for GMR on FashionMNIST data.
Conclusions
We have modeled task-specific dynamic learning using insect brain-inspired mushroom body architecture implemented as a recurrent neural network, where the plastic synaptic weights are treated as layers in the network. The plasticity in output layer weights is controlled by the modulatory layer, which we model using meta-learning rules. This approach allows us to treat taskspecific architecture optimization as the selection of the optimal meta-learning rule and its parameters. We employ a scalable, asynchronous model-based search approach to perform the optimization at scale on Theta, a leadership-class system at Argonne.
We used two different machine learning benchmark datasets-MNIST and FashionMNIST-along with the proposed architecture and optimization to assess the predictive capability of the learning model. Because of the inherent differences in the two datasets, our proposed approach identifies different best-performing metalearning rules for the datasets, thus emphasizing the need for taskspecific dynamic learning.
In this work we have focused on a specific example to demonstrate our approach. Our goal is to apply this methodology to explore more complex, deeper architectures, including the presence of heterogeneous learning rules at different points of our network.
We also want to apply the same approach to the optimization of neuromorphic hardware, either to explore meta-learning in existing architectures such as Loihi or to help design novel robust and versatile architectures for edge-processing applications.
