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A novel approach to incorporating Machine Learning into optimization routines is 
presented. An approach which combines the benefits of ML, optimization, and meta-model 
searching is developed and tested on a multi-modal test problem; a modified Rastragin's 
function. An enhanced Particle Swarm Optimization method was derived from the initial 
testing. Optimization of a diesel engine was carried out using the modified algorithm 
demonstrating an improvement of 83% compared with the unmodified PSO algorithm. 
Additionally, an approach to enhancing the training of ML models by leveraging Virtual 
Sensing as an alternative to standard multi-layer neural networks is presented. Substantial 
gains were made in the prediction of Particulate matter, reducing the MMSE by 50% and 
improving the correlation R^2 from 0.84 to 0.98. Improvements were made in models of PM, 
NOx, HC, CO, and Fuel Consumption using the method, while training times and 
convergence reliability were simultaneously improved over the traditional approach. 
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CHAPTER 1.    INTRODUCTION: CI ENGINES AND THEIR OPTIMIZATION 
AND MODELING 
Motivations 
Presently, Internal Combustion Engines (ICEs) remain a fundamental power and 
transportation technology. As their impact on human health and the environment is better 
understood, regulatory constraints will likely continue to restrict their operations in order to 
reduce harmful air pollution contributions. Caught between society’s increasing demand for 
energy and the pressure from increased regulation, ICE manufacturers are under great 
pressure to rapidly develop and implement new technologies to simultaneously address their 
environmental impact, deliver the power and flexibility the customers demand, and return 
profits to share-holders. This description accurately depicts the context of many regulated 
industries, and as with ICE development, rapid optimization is a critical tool for bringing new 
technologies to maturity quickly and efficiently across all sectors. Certainly, optimization has 
always played a role in design engineering. As todays systems grow increasingly complex 
the optimization tools used on them must also be continually developed and improved. 
Background 
ICE Emissions in the U.S. and Europe 
Beginning in 1994 the U.S. implemented a plan to reduce combustion engine 
emissions, and by 1996, that plan took the shape of Tier 1 phase 1 emission limits. From 
1996 to 2015 the allowable emission limits for Compression Ignition (CI) engines decreased 
in various phases and steps, until the current final Tier IV limits. A subset of the specific 
limits, depicted in Figure 1.1, illustrates the magnitude of reduction that took place over the 
two decades of rollout. While Figure 1.1 illustrates one engine class and use case, the general 
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pattern was similar across all classes and uses. Meanwhile, European regulations which took 
shape from 1992 to 2014 are shown in Figure 1.2, highlighting a similar reduction scale. 
Proposed emission regulations for both China and India reflect similar reductions as well but 
have yet to be finalized or fully implemented. 
 
Figure 1.1 U.S. EPA Tiered Emissions for several classes of diesel engine. [1] 
 
Figure 1.2 Progress in Euro 6 emissions for busses [2] 
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Such aggressive regulatory changes drove the advancement of many emission control 
devices and strategies, and today the current emission limits are so low that they are 
practically unattainable without some aftertreatment (filter, catalyst, or trap) technology. 
Within the transportation and power generation industry it is generally accepted that the rate 
at which these regulatory challenges were imposed was rapid, and that their success in 
achieving the lower emission levels is a triumph of modern engineering. While the rollout of 
the U.S. Final Tier IV and EURO 6 regulations is generally seen to be a success, there have 
been infamous cases of emission testing fraud, which indicates that manufacturers today, four 
years after the last phase of reductions was fully implemented in the U.S., are still finding it a 
challenge to balance customer expectations, emission regulations, and profitability goals. 
These objectives compete primarily due to the relatively high capital expense of sourcing, 
installing, operating, and guaranteeing the advanced emission control equipment, but 
additionally due to the complexity of optimizing a system for emission reduction. Anecdotal 
reports tell of early emission control systems that doubled the capital costs of diesel engines 
while also being somewhat unreliable, too frequently stranding operators with simple (non-
mechanical) sensor malfunctions. 
Considering the complications and costs associated with emissions controls, the case 
for increased regulatory control over diesel engine emissions must be balanced with the 
consequence of regulating a critical industry out of existence. Additionally, the cost burdens 
of the equipment are eventually shared by everyone as construction, heavy industry, 
agriculture, and shipping costs affect the price of nearly all goods globally. Still, an 
expectation of increased regulation should exist, and the current science regarding the health 
impacts of PM and smog support policy refinement. European regulations remain slightly 
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more advanced than in the U.S., but most manufacturers are global and strive to develop a 
portfolio of strategies and technologies to address emissions for a variety of markets and to 
harness synergies while avoiding excess costs. 
Diesel engine emissions are known to contain several air pollutants, and the crux of 
the regulation is protecting the health and safety of the general public. Of the more prevalent 
regulated emissions, Particulate Matter (PM) emission, such as soot, Nitrogen Oxides (NOx), 
Hydrocarbons (HC), and Carbon Monoxide (CO), are all associated with several immediate, 
acute and chronic impacts on the health of humans. Furthermore, NOx emissions, especially 
when combined with other trace emissions, exacerbate existing pollution creating smog and 
ground-level (tropospheric) ozone. Additionally, formaldehyde and other specific emissions 
may be treated separately within the testing procedures. For example, some Volatile Organic 
Compounds (VOCs) may be both HC emissions as well as PM emissions, depending on how 
the test is carried out or on subtle changes in the macrostructure of the emission, or even the 
environment to which the pollutant is emitted. To be sure, all of the aforementioned regulated 
emissions present significant health hazards to humans. The most relevant emissions for 
diesel engines continue to be PM and NOx emissions, and while other emissions are 
considered, they usually carry less weight in the design process, owing to more cost effective 
treatments and their tendency to follow other primary focus emissions, such as with CO and 
HC emissions often following PM in the case of a Low Temperature Combustion (LTC) 
strategy. 
PM Emissions 
In 2017 a widely recognized study published in The Lancet highlighted the global 
impact of pollution, attributing 9.19 million deaths annually to various types of pollution [3]. 
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In 2016 the World Health Organization (WHO) indicated 4.2 million premature deaths 
associated with ambient (outdoor) air pollution [4]. The overwhelming proportion, 91%, 
occurred in low to middle income countries, highlighting an important disparity in the effects 
of air pollution [3, 4], likely driven by a lack of regulation, technology, and access to 
mitigations. Still, the problem of outdoor air pollution is not one restricted to developing 
nations as Europe endures a particularly high outdoor air pollution level as well, along with 
the associated risks and deaths, indicating that the ability to afford mitigations are likely not 
as substantial as the generation of the pollution.[4] 
Notably, Particulate Matter (PM) accounts for or contributes to 25% of global lung 
cancer cases and 15% of ischemic heart disease and stroke, as well as 9% of the COPD cases 
[4]. Over 90% of people living in cities globally are exposed to PM levels exceeding the 
WHO’s targets for safety [4]. Particulate Matter deposits to the  which, in turn, reduces the 
surface albedo, and thereby contributing to increased radiative forcing and surface warming 
[5]. While the relative magnitude of the impact of PM on radiative forcing remains an open 
question, its effect on accelerating glacial melt in critical regions is more affirmative [5, 6]. 
Given such substantial impacts on human life and wellbeing, it is imperative that society aim 
to control their impact on the environment for the long-term health and safety of all earth 
inhabitants. While global climate change remains a divisive, highly politicized, and 
seemingly controversial issue (despite widespread scientific acceptance [7]), PM exposure is 
a clear and present danger to those living in urban areas, especially to those living in less 
developed nations where burgeoning industrialization movements concentrate emissions near 
dense population centers, and without the regulatory protections that exist in more developed 
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nations. The negative health effects of air pollution are well established and the impact of PM 
on health continues to grow, rather than vary, as health science advances. 
The problem of controlling PM emissions is further complicated by the numerous 
sources of PM and the nuances of exposure: particularly with respect to the specific size and 
chemical composition of the particulates, how the emissions interact with other forms of 
pollution, and the wide variation in the level of persistence of the various particulates in the 
air. Generally, smaller particles cause more serious health effects in humans [8], which has 
been known for some time, as ultrafine particles can pass through the lungs into the 
bloodstream more readily. While regulation generally remains somewhat behind the 
underlying science, the U.S. tiered emissions for diesel engines does not currently address the 
size or distribution of PM emissions. European PM emissions regulations are beginning to 
respond to the health science and PM is regulated by size currently. Since Europe has a 
unique position as a region with very high PM pollution levels and also the economic 
position to regulate appropriately, and as such, has been more progressive on regulation 
relating to the size of PM particles than the U.S. or Asia. On the other hand, countries like the 
U.S. experience less PM-related health impacts [4] and thus the pressure to ramp regulations 
up is lower. Still, PM emitters in the U.S. have begun to assess their PM emission profiles in 
preparation for size-based regulations as it is now theorized for black carbon PM that the size 
of particles is the most significant risk factor in exposure, rather than the total mass of the 
PM to which one is exposed. The particle size also radically affects the persistence in the air 
as well as the mitigation strategies which can be taken to avoid exposure. Smaller particles 
are more harmful, harder to detect, persist for much longer, and are harder to filter or avoid 
[4]. The persistence in the air also means that smaller particulate can travel further away from 
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its source to affect a wider population, potentially outside of the regulatory borders. Thus, the 
smaller particulate complicates essentially every aspect of controlling PM emissions. While 
this research does not focus specifically on addressing the size of particles from PM emitters, 
it is motivated by the need to reduce PM emissions generally along with the need to adapt to 
new regulations rapidly. The results of these works can certainly be applied to reduce 
emissions as well as optimize how (a tradeoff balance) emissions are created, potentially 
implying that emitting a greater total mass of PM may become preferred over emitting more 
fine particles with a lower total mass. As more research and regulation relating to the size of 
particulates becomes widespread, a corresponding shift will occur in the operation of the PM 
emission sources, such as diesel engines, to avoid the extremely small particles, and 
optimization will then incorporate size distribution data as well as overall mass of emissions. 
Thus, it is imperative that technology to address PM emissions be continually explored and 
developed, despite a lack of immediate regulatory pressure. 
NOx Emissions 
NOx emissions are an important consideration as they are the primary cause of smog 
and acid rain as well as a major contributor to tropospheric ozone pollution [9]. NOx 
emissions have a high potential to create ozone when combined with Volatile Organic 
Compounds (VOCs) [9]. NOx emissions, and the byproducts thereof, also contribute to wide 
array of health conditions which are prevalent and severe, as with PM pollution, and directly 
exacerbates any existing respiratory or cardiovascular disease [4]. NOx emissions are also a 
significant contributor to total Greenhouse Gas Emissions (GHG) [10]. Over half of all NOx 
emissions are attributed to mobile sources such as Combustion Engines [11]. 
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NOx emissions are generated, generally, any time air is brought to a high 
temperature. Substantial NOx emissions exist in essentially all combustion devices which 
operate with air as a medium, but the challenge of cleaning up NOx emissions through 
catalysts affects each type of combustion system differently. Turbines and Compression 
Ignition (CI) engines operate with generally unrestricted airflow, resulting in a lean operation 
with excess oxygen available for oxidation reactions during and after combustion. The 
excess-air issue is avoided in stoichiometric operation, which is more traditionally done with 
Spark Ignition (SI) engines, but additionally, the avoidance of the extreme excess oxygen 
allows the 3-way catalyst technology to work well on CO, HC, and NOx emissions 
simultaneously. Since the CI engine often relies on the availability of the excess air in a 
number of leveraged intrinsic processes, the 3-way catalyst has not been readily adapted to 
the CI engine operation, though attempts have been made to just that [12]. 
In general, a host of different aftertreatment devices exist to accomplish NOx 
mitigation along with several in-cylinder strategies, based on the operational regime, 
including the Low Temperature Combustion (LTC) regime. Avoiding excess air is a strategy 
that has direct consequences for other emissions, engaging a well-established tradeoff with 
PM as well as HC and CO emissions. Advanced catalyst approaches which use Selective 
Catalytic Reduction (SCR) with ammonia injection are common for on-highway equipment, 
and for some equipment, even in off-road industrial applications. SCR with urea has been an 
effective, though costly, solution, and controlling the costs of the SCR system involve 
leveraging the tradeoff to balance cost of the PM mitigation devices (filters) with the NOx 
mitigations. To be sure, even as catalyst technologies advance, the SCR systems used by 
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many manufacturers are costly systems to implement and optimization of both the engine and 
the aftertreatment design are critical to successful product development. 
HC and CO Emissions 
HC and CO emissions both contribute significantly to air pollution, though the 
attention on HC and CO emissions has generally been lower than NOx and PM. HC and CO 
emissions tend to be highest when there is incomplete combustion and are generally lower 
when combustion is strong and reliable. They also tend to occur together and can result from 
the combustion conditions that also produce high PM emissions. While conditions exist, 
which produce high PM without high HC and CO emissions, rarely do HC and CO emissions 
occur without high PM emissions, and thus, avoiding high PM emissions consequently 
implies avoiding high HC and CO emissions. Additionally, HC and CO emissions reflect an 
inherent loss of efficiency that manufacturers are motivated to avoid or recover to provide 
value to customers. Treating HC and CO emissions can be challenging in a CI engine as 
compared with an SI engine, however as with NOx emissions, a lack of effective lean 3-way 
catalyst technology necessitates a separate oxidation treatment. The cost of a diesel oxidation 
catalyst (DOC) can be significant, and the catalyst can be sensitive to fouling, potentially 
requiring even more fuel use to protect them from becoming totally ineffective. Generally, 
HC and CO emissions are well treated by oxidation catalysts, which can also simultaneously 
treat low PM levels. On the other hand, oxidation catalysts may be insufficient for trapping 
ultra-fine carbon-black PMs, so they are not reviewed here as a part of PM aftertreatment; 
larger engines require multiple PM reduction techniques and have lower PM emission limits. 
Oxidation catalysts, as with particulate filters, can require elevated exhaust temperatures to 
operate properly, and may even engage the engine in a “burnout” mode that consumes extra 
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fuel strictly to clean the filter and/or oxidizing catalyst, reducing overall efficiency. Clearly, 
HC and CO emissions equipment is integrally tied to the entire system, and merits close 
attention during optimization of the combustion system. 
Emission Regulation in a Global Context 
As transportation sources, and specifically diesel-fueled combustion engines, have 
been identified as a major cause of both PM and NOx emissions, regulatory pressure on the 
transportation sector has radically increased across the United States as well as Europe over 
the last 2 decades with the final Tier IV fully implemented in the U.S. and Euro 5 and 6 fully 
implemented across Europe. China is also in the process of clamping down on its emissions 
from diesel engines with its Stage 6 regulation set to take effect in 2020. India has followed 
suit and its own Stage 6 regulations will also become effective in 2020. This regulatory 
pressure has driven a revolution in modern diesel engines with new technologies constantly 
being added to systems to improve efficiency and emissions profiles while also attempting to 
contain and reduce costs. 
Optimization 
Optimization is generally described as the process of using a resource to its 
maximum. Essentially all living creatures sustain themselves by being optimizers, be they 
generalists or specialists. Resource constraints and competition drive organisms to collect 
resources in a way that benefits them maximally. In this sense, optimization is a sort of 
transactional game within a general system. Organisms consider a potential decision, with 
some idea of the probability for outcomes, and they decide to either pay a cost to discover the 
outcome or ignore the opportunity and save the costs for another future opportunity. Often, 
the resource itself could be the currency in which the transactions are made. As an example, 
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consider a cheetah and the decision to hunt for food; the potential gain in resource is food 
energy, and the expenditure to attempt the hunt is also food energy. Humans who have to fill 
up their vehicles with fuel on their commute do it very consciously; they have clear 
objectives and have made very conscious decisions to minimize the costs. On the other hand, 
more ubiquitous forms of optimization exist everywhere - when we pick a fruit, or when a 
bird glides left versus right. Humans make choices constantly with small objective searching 
brain patterns that are thought to be core to our survival [13]. Nearly every organism does 
this as an essential element of their survival [14, 15]. Changes which reduce exploration 
costs, increase the probability of success, and/or increase the value of the success can all 
drive a decision towards being more attractive to an organism. Many organisms also develop 
rules based on their environment, and they may follow the rules as part of a strategy. Even 
when decisions are made on the spot without rules, the prior experiences tend to bias the 
decision-making process. 
Formally, optimization has been studied for over 2,300 years, dating back to the times 
of Euclid, and arguably even longer. Since that time, optimization and the classical problems 
we have used optimization to solve, have remained a topic of interest. The context for 
optimization today is not wholly different than that of early farmers working the Fertile 
Crescent, we still aim to produce the most food from a patch of land while minimizing the 
costs to work or fertilize that land. In some ways, very little has changed over the tens of 
thousands of years about our motivations. On the other hand, complex engineering problems 
have driven many advancements in the tools we use to perform the process of optimization. 
Since that early time humans have formalized optimization and mathematicians have 
created frameworks to utilize and analyze optimization methods. Up until the advent of the 
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modern computer, however, proper optimization could only be performed on a small subset 
of moderately interesting problems, often depending on the concept of differentiability and 
the existence of analytical solutions. For those problems for which an explicit derivative did 
not exist, or was not easily found, only iterative methods could be used. Yet, iterative 
methods failed to provide an absolutely confident solution in unconstrained problem contexts 
and could easily be demonstrated to end in oscillatory (non-convergent) behavior. On the 
other hand, iterative methods provide for a relatively smooth tradeoff in precision and cost, 
especially for problems which do not have a known analytical solution. These iterative 
problem-solving methods were not always recognized as an optimization algorithm, some 
originating prior to the language of optimization [16]. Methods such as the Newton-Raphson 
method for finding roots of an arbitrary function or the Gauss-Seidel method of iterating row 
operations on a matrix are both examples of a pragmatic context in which a method that 
works well for some class of problems had been historically developed, but which had not 
been presented as an optimization problem. In each problem there is a precise context, an 
iterative method, and a goal (from which deviations could be regarded as an objective to 
minimize), and so these classical problem-solving approaches are representative of 
optimization algorithms. Similarly, rule-based systems which define an action within a 
context to achieve an objective are also themselves optimizations. Optimization is truly 
everywhere, from how a bee flies, to how person picks a fruit, all the way to the core of 
global weather simulations. 
As early as the 1970s researchers were keenly interested in optimization methods that 
could overcome the challenges to analytical methods and derivative-dependent processes. 
Somewhat earlier, in the 1950s, Alan Turing had proposed “evolution” in computer 
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programs[17], and while his concept of evolutionary programming were not programs that 
used evolutionary methods, but rather programs on which the evolutionary method had been 
applied. In the late 1950s and early 1960s Fogel had provided more clear language and 
processes by which to achieve the concepts proposed by Turing [18],  By the 1970s the work 
of John Holland, among others, had laid the foundation for viewing the terms such as 
“adaptation” and “evolution” as a form of “search” – his book inspiring those who would go 
on to develop bio-inspired search methods [19, 20]. Though his work focused primarily on 
the Genetic Algorithm (GA), the generic view of adaptation led to new developments 
throughout optimization [21]. In the mid-1980s Craig Reynolds developed a framework for 
characterizing animal behavior and incorporated that into a model dubbed “BOIDS”, which 
demonstrated “flocking” and “schooling” in various modes [22]. This bio-inspired model is 
similar to the basis of the PSO, along with the introduction of the “Roost” concept by Russel 
Eberhardt and James Kennedy, led to the PSO search algorithm as we know it today [23]. 
Since that time both the GA and PSO, as well as other bio-inspired optimization routines, 
have been further refined with new variations and rules constantly being introduced [24-51]. 
Many modern developments in both the GA and PSO (among others) have been focused on 
the social network topology (information exchange) or adaptive hyperparameter settings 
(growing or shrinking populations, etc.) [38, 52-69]. 
PSO 
The PSO algorithm was introduced by Russel Eberhardt and James Kennedy in 1995 
[23]. Soon after its introduction several improvements, such as the “inertia weight” 
parameter, were made and the PSO emerged as a viable alternative to the established 
methods of optimization such as the genetic algorithm [23, 51, 70]. 
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Soon after the introduction of the PSO both the PSO and GA began rising in 
popularity, with clear advantages and disadvantages in both systems. The PSO remains 
interesting in research and methods applied to improving it include: social network 
modification [51, 71-75], hybridization with other methods [43, 44, 50, 64, 71, 76-152], 
adaptive hyperparameters [55, 64, 65, 77, 111, 137, 146, 153-189], and velocity 
modifications [60, 190-192]. Typically, these methods provide gains in performance on a 
specific problem, ideally over a broad spectrum of problems, while adding some modicum of 
complexity to the algorithm. Some methods seek to automate the new parameter selection or 
reduce the operator interaction in other ways to account for the complexity increases. For 
example, introducing a new hyperparameter, (e.g. a population growth rate), along with some 
metric for measuring the swarm spread, and finally, a rule to modify the population growth 
rate based on the swarm spread metric. Many ideas for these structural modifications (i.e. 
“behavior” of the particles) relate back to the first observations of Reynolds and his 
“BOIDS”, while modifying hyperparameters dynamically relates to evolutionary computing 
ideas introduced by Turing and the genetic algorithm development by Holland and others. 
Certainly, many more names percolate through the thousands of papers published mentioning 
the PSO or GA each year, but these foundational works essentially underpin much of the 
work in this area of optimization study. Certainly, simulated annealing, ant/bee colonies, and 
many more methods have emerged alongside the PSO and GA, but none have yet received 
the total level of attention that the PSO and GA have. 
After a few fundamental changes in the particle swarm algorithm, namely the velocity 
dampening feature called “inertia weight” and its replacement, the “constriction factor”, 
many changes to the PSO centered around changing the way particles share information. 
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Each particle originally having two sources of information, might now have three or four 
pieces of information, and the rules for deciding what information is passed can grow more 
complex. 
Today, the PSO algorithm can be found with super-structures such as multi-swarm 
[48, 61, 158, 193-203], local leaders [73, 180, 204-216], and adaptive topology [51, 73]. 
Research in these directions are interesting, and often result in improvements in performance, 
but they also introduce elements of complexity and uncertainty. In the work of most authors, 
the focus is on modifying the way that particles share information. This can be thought of as 
a network or graph with asymmetric (directional) links, as well as loopback or self-connected 
links (an edge whose origin and terminus are the same vertex). A fully connected graph 
represents the most complex information sharing network that can occur in the PSO 
algorithm. From this, all other PSO algorithms are essentially a subset, based on which 
connections in the graph are removed and which are retained. Even in adaptive methods, the 
topology seen by each particle at each generation (iteration) is some constant subgraph of the 
fully connected graph. The new search locations for the next generation are derived from 
processing the information through the graph according to the biases (if they exist) and 
weights. The basic PSO applies a random weight for two pieces of information (the leader 
and loop-back) and zero weight otherwise. Many modifications to the PSO can be described 
in this viewpoint as a change to the weights and biases in these graphs, each one representing 
a “generation” in the PSO. The graphs grow with the number of particles and with the 
generations to solve the problem and keeping track of all the weights and biases in a fully 
connected directional graph with 20,000+ nodes was an enormous task for the computers of 
the 80s and 90s. Even for today, 200M variables is not a small number of variables in a 
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system. It is easy to see why compressing the information from the prior state is a worthy 
venture, and why simplifying the graph creates more consistent behavior. 
Still, the limit of the PSO structure is inherent and new ways of incorporating 
information into the swarm (outside of the aforementioned network topology modification) 
have not been well researched. Methods to advance the ability of a particle to not only search 
the space, but to share new information with the swarm have lagged behind the development 
of new graph topologies. As research continues, it is imperative that new ways emerge to 
leverage the state of the prior graph without the computational complexity of tracking 
billions or trillions of network variables. 
To continue improving the PSO, new ways of incorporating information have to be 
developed. While there are several new approaches to improving the swarm performance, 
those which leverage data science and modeling stand poised to benefit from rapid 
advancement in those separate fields. Simultaneously, existing pathways of improving the 
PSO through information sharing (“social network”) eventually converge, with fully 
connected graphs and complex rule sets necessary for determining the huge number of 
weights and biases in the network. Alternatively, there are approaches which bring new 
information into the swarm without the unnecessary burden of complex rulesets and 
enormous data loads. A few of the most recent improvements have sought to apply meta-
modeling strategies leveraging machine learning techniques, including PSO-ANN hybrids, 
GA-ANN hybrids, along with Chapter 3 and 5 of this work, wherein a PSO-SVR method is 
introduced. Still, most of the modern modifications are PSO or GA searches of a meta-model 
space; a minor revision to the established meta-model search methods introduced by 




As previously mentioned, the Genetic Algorithm (GA) was developed in the 1970s as 
a method for searching objectives using some fundamental evolutionary ideas such as; 
mutation, crossover, and selection. Adaptations of the GA have developed along with the 
adaptations of the PSO, and while the essential function of the methods is similar, some 
elements of the GA have been shown to improve the PSO. Some early works on hybrid PSO-
GA methods showed that the mutation operator was a particularly useful feature. In regard to 
the general global search abilities of the GA, it has been widely recognized as the first 
evolutionary optimization method. While the exact operators in the GA are different from the 
PSO, and the rules by which both systems operate are similar, the GA and PSO both 
essentially accomplish very similar outcomes by similar methods. They both are population-
based methods which introduce the concepts of “identity” and “generational-time” into the 
optimization problem. The methods take existing search results, and based on rules applied to 
those results, exchange information with other individuals within the population. In each 
there is also an element of randomness introduced such as the GA operator of mutation, 
named for the event of seemingly spontaneous and random alterations to genetic information. 
The GA has, similar to the PSO, developed in the direction of more complex ways of 
exchanging information, with modern improvements centering around concepts such as 
“elitism” [31, 176, 185, 218-228] and advanced models for crossover, somewhat beyond 
what the bio-inspired models which had just two “parents” [229-232] 
The GA has perhaps undergone more research and many advanced models of the GA 
have been well established. Among the popular GA implementations, the NSGA-II, 
introduced in 2002 by Deb et. al. has been widely studied and used with over 15,000 citations 
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of the original introduction paper alone, and it continues to remain a standard method 
available in optimization software packages [228]. While many other variations of the GA 
exist, these variations follow a similar trend to the PSO research; they seek new ways to 
exchange information or they introduce a structural complexity along with a new 
hyperparameter. Eventually, the most complex information exchange represents a kind of 
fully connected graph between the population members, and no further increase in 
information exchange can occur. Presently, improvements in the GA have also considered 
meta-model assisted techniques following the trend in PSO strategies. 
Machine Learning 
Historically, statistical concepts developed by Thomas Bayes in the 1760s, which 
were later developed by Laplace, along with the least squares method developed by Legendre 
in the early 1800s, underpin essentially all of modern Machine Learning (ML). The 
foundation was built upon by rigorous mathematicians throughout the following hundred 
years, and beyond that, became the basis for the explosion of data science and statistics that 
started in the 1950s and accelerated in the mid-1990s. 
Modern ML emerged from the same conceptual base as evolutionary optimization 
methods, connecting back to Alan Turing’s work in the 1950s. During the same decade, 
Samuel at IBM developed a computer program that played checkers, and which learned from 
successful outcomes [233]. Also, in the early 1950’s, Marvin Minsky pioneered development 
of early Neural Networks for the U.S. military [234], while slightly later in the decade Frank 
Rosenblatt developed the perceptron model and as well as a device that was able to identify a 
shape using a rudimentary computer vision system . In a very short period from the mid-
1950s to the mid-1960s several researchers developed similar models and the essence of the 
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Artificial Neural Network (ANN) was created. After the middle of the 1960s, however, the 
pace of research slowed as speculations and expectations were not always met with success. 
In 1970, however, a method for propagating differences (errors) through a network 
containing nested differentiable functions (summing transfer functions) was published by 
Linnainmaa (who was notably the first computer science doctorate in the world) [235]. In the 
early ML research landscape terminology and methodology was not always presented in the 
most distilled abstract format, and this has led to some controversy about who exactly 
developed automatic differentiation (an early form of numeric differentiation), but from the 
late 1960s to late 1970s the automatic differentiation method appeared in several forms and 
was used similarly in different contexts by different authors, and this survey does not seek to 
reassign any credit due to other authors for their independent discoveries of similar methods. 
The method was applied in the reverse direction and “backpropagation” had emerged as a 
solution to many of the problems early ANN researchers faced [236]. While the full impact 
of this development was not immediately recognized, the backpropagation method would 
later become the standard rule for learning in computing systems, not remotely limited to 
ANNs. These early pioneering works laid the foundation for the both the philosophy and 
practical application of modern ML methods. 
Almost a full decade after Linnainmaa published his automatic differentiation (AD) 
method, the field of Artificial Intelligence (AI) and Machine Learning (ML) began a 
resurgence. In 1979, progress accelerated, and many new accomplishments were made – the 
computing age had dawned, and the use of computing machines and standardized 
programming was growing rapidly spurning discoveries in many fields. Researchers at 
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Stanford University had developed what may be called the first autonomous vehicle, and 
many other practical, if simple, problems saw improvements based on applied ML.  
In 1986, the AD process proposed by Linnainmaa was rediscovered and more 
formally developed (presented plainly in the reverse direction) into the concept called 
backpropagation, fueling a surge in research. Within another decade, IBM had developed a 
chess-playing computer (Deep Blue) that beat world champion Gary Kasparov at chess, 
which was considered at the time by many to be an impossible feat. During that same span of 
ten years, other machine learning methods were developed, notably including the Random 
Forest by Tin Kam Ho [237], and the Support Vector Machine (SVM) by Corinna Cortes and 
Vladimir Vapink [238], along with many other alternatives to the Neural Network, which had 
monopolized much of the attention prior. 
Throughout the 2000s interest in computational intelligence and evolutionary 
programming grew, but the backdrop for this period of growth is important. The five years 
prior saw unprecedented growth in venture capital entering the virtual business space and the 
speculative investing widely known as the “dot com bubble” caused a major shortfall in 
venture funding, research funding, and disintegrated several emerging tech companies. 
Expectedly, progress in ML methods was slowed while the tech market recovered and 
adjusted to the new landscape. Meanwhile, Moore’s law had remained fairly steady, bringing 
PCs to nearly every household in the U.S. and bringing the costs of large-scale computing 
down steadily. Similarly, companies which survived the dot com bubble had to find new and 
creative ways to leverage the volumes of data they were beginning to collect. By the late 
2000s, things were picking up for ML again and in 2009 the ImageNet competition was born. 
While this specific development alone did not radically alter the understanding of ML, it 
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provided a stage and level playing field for ML and AI companies and researchers to display 
and discuss their ML strategies. ImageNet is regarded by some as the key to the most recent 
explosion of AI and ML research, but arguably, it merely set a standard for putting these 
tools on display, and in doing so, increased the level of dissemination of research, bringing 
more research out from behind proprietary walls. Since 2010, the acceleration of ML and AI 
has increased, and the terms AI and ML are now used casually throughout society as the 
technology seeps deeper into our culture. Today, it is nearly impossible to go about a typical 
American day without interaction with some AI or ML software, and this is true throughout 
the world, not only developed nations. Smartphones have put AI and ML technology in the 
hands of nearly everyone. 
ANN 
While the development of the modern ANN is widely attributed to Rosenblatt, the 
earlier work by Minsky provides a different perspective on what exactly defines a neural 
network as compared with the perceptron model developed artificial neural network which 
came later. While the early network of Minsky was performing well, and existed as an actual 
machine rather than an abstract concept, the dependence of the modern ANN on the 
perceptron model developed by Rosenblatt is the reason is he is cited as the creator of the 
ANN. 
By 1957, Rosenblatt’s concept had been simulated on an IBM machine, and soon 
after the device was capable of simple object recognition – an astonishing feat given the 
technology available. The perceptron model is still used today, most frequently along with 
backpropagation, in most ANN applications. Some new areas of research for neural networks 
involve new training algorithms, either to replace or modify the backpropagation techniques, 
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and modification of the transfer functions within each perceptron. Additionally, because 
ANNs can have a large structural risk component, Bayesian methods for controlling the 
neural network size dynamically have been developed as well. Today, most research in 
ANNs is focused on their use and application, as deriving a network structure and training 
rule for each specific problem is a rather challenging prospect. ANNs have also gained 
incredible traction due to their (typically) natural translation to highly parallelized hardware, 
such as video cards and specialized ML hardware. On the other hand, some of the more 
advanced and robust learning rules cannot yet be easily translated to the highly parallelized 
hardware, and overcoming these challenges is a focus of modern ANN research. While 
ANNs continue to be used for an increasing variety of tasks, obstacles to understanding what 
is actually happening inside so-called “black box” learning algorithms prevent universal 
acceptance. Additionally, ANNs (along with other ML methods) have been shown to be 
susceptible to being fooled, and this has spurned yet another branch of ANN research; 
adversarial networks. The continued research into ANNs and their use will undoubtedly grow 
as the information age is not only burgeoning but rushing headlong into deploying ANN 
models without the confidence or security of “knowing what is inside.” This rapid 
deployment has had consequences and this trend will continue as they are used more widely 
[239, 240] 
While ANNs have emerged as a popular and easily implemented ML method, their 
lack of universal acceptance has left plenty of room for many other ML methods to take 
shape. Since the explosion of evolutionary methods and neural computing, many other 




The Support Vector Machine (SVM) was developed by Vladimir Vapnik (along with 
a multitude of other contributions to ML) and first published in 1995, though the basis of the 
SV algorithm dates back to Lerner and Vapnik’s work in the 1960s on modifications of the 
Generalized Portrait algorithm [241]. Since 1995 the SVM has only been modestly refined as 
compared to the ANN. Originally, the SVM applied to classification problems, which left it 
somewhat limited in applications of regression. 
While formulations for the SVM in a regression context were originally developed by 
Vapnik, and further researched by the Bell labs group (Drucker, Burges, Kaufman, and 
Smola), the early methods relied on Quadratic Programming solutions embedded within the 
algorithm. In the early 2000s, research on improving the SVR methods to use linear 
programming solutions led to dramatic increases in performance of the method. Additionally, 
the SVM can produce sparse models, and modifications to the SVR such as the Least Squares 
SVR developed by J. Suykens and J. De Brabanter [242] showed that the LS-SVR could be 
fast, robust, and sparse. The confluence of these features made the LS-SVR a very attractive 
model technique, and some further efforts to improve the SVR for practical engineering 
problems have built on these. Key improvements in SVR applications includes confidence 
interval development, robustness against non-normal errors, and derivative estimation [243, 
244]. All of these techniques are similarly well researched in ANN but generally speaking, 
one major issue remains clear when comparing the modeling methods; SVR can provide a 
more compact and sparse representation of the model even as data sets grow radically large 
in size. Furthermore, error handling in real systems is well managed by the nature of the 
epsilon bandwidth directly. This creates an inherent advantage when using the same 
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modeling technique over a large range of data in that the SVR does not necessarily need to be 
re-tuned to function well in a larger data landscape, whereas the typical and fast ANN 
methods may not be optimized over such a range of data. Typically, the SVR has fewer 
parameters to modify during learning, and learning can be done in a convex space, whereas 
with ANNs, learning may not occur in a convex space (weight space) and thus lead to sub-
optimal models, as well as reliability/repeatability issues not seen demonstrated with SVR. 
For some problem contexts the SVR will be a better choice, and in large data contexts, it may 
be remarkably faster to train; much research has been done to demonstrate the order of 
scaling for both methods and a sort of competition drives efficiency in both methods. The 
SVR has become a standard method for ML toolboxes and it can be found side by side with 
Neural Networks in most software packages that provide diverse modeling methods. Given 
the tendency toward larger dimensionality and larger data sizes, modeling methods such as 
the LS-SVM which have an advantage in their computational simplicity will likely be 
preferred over more costly methods which may not promise more accurate or reliable results. 
Optimization of Engines 
Prior to the invention of the Internal Combustion Engine (ICE) engineers already 
understood the primary mechanisms due to the widespread use of External Combustion 
Engines (ECEs) which relied on fuel, air, and steam for propulsion. The crank-slider 
mechanism as an expansion cylinder was well-established, and the leap to internal 
combustion, while not at all simple, was facilitated by such experience. Early engineers 
working for locomotive manufacturers surely set goals, ran tests, and iterated their designs to 
improve performance, or possibly to simplify designs. As locomotive engineers would have 
run tests on valve timing to extract the most power from their cylinders, so too do modern 
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engine researchers. In many ways the optimizations of steam engines directly applied to ICEs 
and so too would have been the strategies for testing. ICE experiments today can be quite 
expensive, as they would have been on full-scale steam engines in the 1800s, taking 
significant time and expense to tune a protype apparatus. Today, small high-powered 
computer clusters run 1000s of simulations before a protype part is built to optimize design 
parameters. After prototyping, another optimization process may occur to validate the new 
equipment.  
The introduction of innovative technologies into regulated industries is a challenge 
for engineers as the products are tested with scrutiny, especially after recent scandals 
involving major manufacturers and their emission control systems made global news – and 
with more manufacturers’ approaches to the emissions testing issue being criticized as a 
result. While long-term technologies receive attention for their great potential, our current 
technologies must bridge the gap and serve us now, and they must do so in accordance with 
the strict regulation. Incremental technology may receive less attention, but it is very 
important in maintaining the current way of life while also addressing the environmental 
concerns at hand. Regarding diesel engines, this incremental technology has meant strict 
pollution control devices which add significant cost and complexity to the systems. These 
typical filter-catalyst combinations are effective at reducing emissions, but they also reduce 
efficiency as the exhaust gasses must be forced through fine holes. Other strategies to reduce 
emissions include Exhaust Gas Recirculation, injection schedule controls, water injection, 
fuel changes, air handling modifications, including turbocharging and valve-trains, 
combustion mode changes, and combustion chamber design. These technologies can be 
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classified as in-cylinder control as they aim to reduce emissions within the cylinder, either by 
preventing their formation or by consuming/changing them before exhausting them. 
These strategies are used commonly in combination with filters and catalysts as they 
are often not sufficient on their own to reduce the emissions to the regulated level, at least, 
not without substantial output reductions. These solutions can also conflict with customer 
desires and in turn, manufactures desires to meet customers’ needs. Obviously, no customer 
wants a limited RPM range, a less powerful engine, increased operating costs, or increased 
capital costs. However, these are all consequences of regulatory limits, and manufacturers 
must optimize their systems to balance how these factors impact their customers. 
Optimizing the increasingly complex systems controlling modern diesel engines 
requires new methods, as well. The state-of-the-art engine has many adjustable control 
systems to carefully regulate the air and fuel flow into the cylinder, and the newest engines 
continue to advance rapidly. Typically, tuning engineers fix the regime of control for 
practical reasons, but the full design space of a modern engine is not feasible to test fully. 
This creates a conundrum, as testing must take place to ensure the engine is compliant with 
regulations. Thus, engineers need methods to rapidly test and optimize combustion systems 
without fully testing the entire design space. Further complicating things is the highly non-
linear response of an engine, and the interaction among control factors. One typical example 
is a pilot injection; it will be defined by a fraction of fuel compared to the whole injection as 
well as its timing, but the gap between injection events is somewhat dependent on other 
factors, including fuel pressure, as a higher fuel pressure will deliver the same pilot charge 
more quickly. From this, it is clear that pilot ratio, pilot timing, and fuel pressure will have 
some interesting interactions which are difficult to predict. Other systemic nuances such as 
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cycle-to-cycle and cylinder-to-cylinder variability also make the task of optimization 
difficult. The regulatory statue is defined for the engine-out emissions, but individual 
cylinder operation can be fine-tuned to account for some variations. This complicated 
landscape presents several interesting design optimization problems. 
Design optimization has, itself, undergone a revolution with the radical advancement 
of computing systems. Design optimization has shifted from simplistic experimental design, 
grid searching, and single objective searching, towards heuristic optimization and multi-
objective optimization. Heuristic search methods were known of prior to the explosive 
growth in computing power, but they were difficult to process by hand and often offered no 
real improvement over random searching, grid searching, or other traditional methods. The 
GA stands as one of the earliest heuristic methods while more recently the PSO method 
emerged and gained notoriety in the 1990s. Both of these methods are referred to as 
“population” methods and sometimes referred to as bio-inspired methods using nature as the 
inspiration for the model framework. Essentially these are models of how genetic 
information is exchanged and modified in a population and how swarms of birds, insects, or 
fish exchange movement information when gathering resources. These methods have been 
varied and improved upon for solving all sorts of problems across the entire spectrum of 
engineering; antenna design, dynamic resource allocation, and, more generally, any non-
linear optimization process. This has led to practically innumerable variations of both the GA 
and the PSO methods.  
Both Compression Ignition (CI) and Spark Ignition (SI) engines require intense 
design optimization to meet targets for efficiency and emissions. Only recently, with the 
widespread use of direct fuel injection in gasoline-powered SI engines, have smoke 
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emissions been relevant for SI engines, and even so, they have not proven as costly to control 
as in diesel engines, which produce substantially more smoke typically. The relative 
difficulty of controlling emissions in a diesel-powered CI engine as compared with SI 
engines is substantially greater while the overall efficiency is important in both types of 
engines, both for regulatory reasons and customer expectations. Today, the line between CI 
and SI engines is blurred by spark-assisted CI engines and similar technology while the 
traditionally strict use of gasoline and other high octane, low reactivity fuels only in spark 
ignition engines has also become antiquated by dual fuel capable technologies. These include 
technologies such as Reactivity Controlled Compression Ignition (RCCI) and Homogenous 
Charge Compression Ignition (HCCI) engines, which commonly use both a high and low 
reactivity fuel, or in some cases, only a low reactivity fuel, such as ethanol. These 
developments bring the CI engine and SI engine closer together in terms of applied 
technology. While the fuel injection system may remain specialized to the fuel type for 
reasons of viscosity and lubricity, the strict dependence of fuel type on engine type has been 
somewhat disrupted by HCCI and other technologies. 
Due to the aforementioned regulatory pressure there has been a push in ICE research 
towards highly optimized designs. An exergy analysis or, alternatively, examining the Carnot 
efficiency, illustrates that today’s ICEs are actually highly efficient at extracting usable work 
from chemical fuel though combustion. If combustion strategies are changed, it is possible to 
modify the net energy balance by extracting work or heat, but generally the wasted heat is 
rejected at a low temperature and some heat is necessary for the exhaust treatment stack to 
operate properly. Cold catalysts are not a likely near-future technology [245], and squeezing 
more from less, i.e. to gain the next 1% in total thermal efficiency as compared with having 
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gained the last 1%, is increasingly more difficult. With these considerations, the pressure on 
diesel CI engines is especially focused on emission control optimization as the cost for 
emissions systems remains high, thus, increasing capital and maintenance costs, and possibly 
reducing the overall efficiency of the system. Some efficiency can be gained when a tradeoff 
between emission levels and power allows a less restrictive emissions stack, albeit at the cost 
of available power. There are many research approaches to dealing with emissions, such as 
reducing catalyst costs, improving materials or manufacturing methods, or operating the 
engine in a regime that requires less catalyst (eg. Low-Temperature Combustion). Other 
technologies such as multiple injections and variable geometry turbochargers offered 
immediate improvements in both performance and emissions but presented new challenges 
for control and optimization. All of these technologies are developed in a context in which 
the primary interest is on how they can be used to lower emissions while maintaining or 
increasing efficiency. 
In response to regulatory changes, and to maintain competitive advantage, new 
processes and devices are constantly developed to improve performance or to broaden the 
operating envelope of existing operating modes; as new devices developed, new controls are 
also tested and calibrated. Many new devices offer variable geometry or variable actuation 
when previously only fixed modes were available, such as with turbo chargers, injector ramp 
rates, fuel pressure, injection timing, valve timing, etc. Before a control strategy is 
developed, an optimization problem of increased complexity must be solved, and a new 
relationship developed. Optimization in the design, calibration, and testing phases of 
prototype engines must be able to handle increased complexity and should leverage the 
valuable simulations that preceded each stage whenever possible. 
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Commonly, computational studies have relied on evolutionary optimization methods 
owing to the aforementioned design space complexity. For at least a decade, the ability of 
standard approaches to optimization has been dwindling. Factors for this have been identified 
such as non-differentiable response surfaces [246], radical growth of the design space [247], 
and complications such as disjoint response surfaces [248]. Further complications include 
unknown constraints, heavily skewed objectives, and the multi-objective context [246]. 
While non-evolutionary optimization studies have been successful, they have not been 
carried out in a global or “functionally equivalent” space, instead searching restricted design 
spaces. [246, 249]. 
Highlighted by Shi and Reitz [246], a 2006 study by Jeong et al. demonstrated a 
Kriging model presented as a non-evolutionary method, which then in a sub-problem 
conducted a GA search on the Kriging parameter, thus presenting a hybrid method with both 
evolutionary and non-evolutionary methods [250]. Also highlighted by Shi et. al. is an 
Interactive Method which involves a designer’s classification of the results at each iteration, 
rather than an objective function. While this is an interesting branch of methods, the high-
speed and highly parallelized nature of engine studies made these methods less practical. 
As early as 1990 engineers and researchers were using the evolutionary methods to 
solve the non-linear optimization problems presented by combustion engines. By 1994, 
applications of the GA and PSO were seen in engine studies, and by 2000 evolutionary 
methods were more widely used than non-evolutionary methods [246]. 
Improvements to the PSO and GA included various hybridizations [251, 252], multi-
objective improvements [253, 254], and coupling with meta-modeling to accelerate longer 
simulations or real experiments [255-257]. In the cases of meta-model assisted studies, there 
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exist GA-ML (ANN, SVR, and ensemble) methods, and ANN-PSO method, along with 
many cases of using meta-models as surrogates and performing a hybrid meta-model search. 
One combination of methods that is less researched is the SVR and PSO together, along with 
hybridizing the methods in new ways that more significantly alter the optimization 
performance of the algorithm. 
Machine Learning in Engine Studies 
Machine Learning in ICE research has focused primarily on the ANN and SVR 
implementations and while other methods have been used, it has been demonstrated that 
these two methods are currently the most suitable candidates for applications in diesel engine 
optimization [256]. ANNs have been used for modeling and control of almost every aspect of 
engine design, at some point between 1994 and today. While abstract, data-driven models 
such as ANNs and SVRs can capture the highly non-linear aspects of the engine 
performance, there are healthy criticisms of their blind application. Many statistical tools 
exist to improve model performance by assessing and massaging data sets, and while this is a 
critical step in engineering a high-quality surrogate model, it may not be possible when data 
set sizes are small. To avoid this issue, studies generally sample several hundred to several 
thousand data points [255, 256], typically using a DoE method such as Latin Hyper-cubes, or 
some distribution rule. Once the base set was collected, a model was generated from the base 
set. In this way, authors of those studies have seen at least some of their data prior to 
optimizing or modeling it, and in this way, they are using “warm-start” methods. There has 
been a lack of research exploiting applications to “cold-start” methods, which are used prior 
to collecting substantial amounts of data. While full simulations may become easier to 
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perform, real engine tests will remain essentially consistent in their costs and time 
requirements. 
Another area of interest for applied machine learning is in the application of virtual 
sensors. Virtual sensing has been used for many years, and during the mid-1990s, the relative 
explosion of computer technology that drove progress in all aspects of modeling and 
optimization similarly expanded the use and research on virtual sensing applications. The 
applications of virtual sensing are essentially unlimited, though the ability of the modeling 
systems to adequately replace measurement for control has been debated. While virtual 
sensors can replace measurement in some systems, more commonly they are used to either 
improve transient response, function as a backup and test of critical sensors, or to facilitate 
more cost-effective alternatives in measurement equipment. Virtual sensing also provides a 
way to measure things which are essentially unmeasurable, such as the heat release rate 
within a cylinder. While live cylinder pressure data may provide the raw essence of the heat 
release measurement, for technical reasons, heat release analysis occurs post-hoc, utilizing 
the entire cycle, or several cycles averaged together, to produce the heat release curve. But 
some control applications may rely on the instantaneous heat release rate to make same-cycle 
or next-cycle adjustments, and post-hoc analysis and cycle-averaging are not possible. In 
such cases, a virtual sensor is the only way to infer such data. As newer control systems 
advance toward next-cycle and same-cycle control, the need for virtual sensors is clear. 
Virtual sensors have been widely researched and are used commonly as part of a 
robust control and diagnostic framework. While many use cases are surely proprietary, 
virtual sensing is a core technology widely used across all industries. When virtual sensing is 
used to describe a VS mapped from an input space of pure control variables to an output 
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space containing the objective, the VS can simply be thought of as a meta-model. When the 
VS relies on other measured quantities, it could be considered as a correlation model. In 
either case, commonly used modeling strategies such as the ANN and SVR are often used as 
the modeling frameworks for VSs. 
From 2005 onward, research indicated issues with capturing the PM emission 
behavior accurately enough to be used in control strategies [246], and even NOx emission 
predictions were lower than analytical equipment, but on par with the basic OEM type of 
sensor. PM remained an elusive emission to control and to sense, as subtle causes of PM, 
such as injector dribbling, are extremely difficult to discover and measure in standard 
research engines, let alone production engines. PM remains difficult to predict even in high-
fidelity simulations [246]. 
Opportunities exist to leverage ML models to advance optimization through 
hybridizing the optimization with the ML method. Typically, evolutionary optimization 
methods are combined with ML modeling in two specific ways; the ML model functions as a 
surrogate for the actual engine or simulation result, which is then contained within an 
evolutionary optimizer or, an evolutionary optimizer is used on the ML parameters to 
accelerate convergence and improve reliability [255, 256] .In both approaches the ML and 
optimization function separately, nested within one another. Another approach is to directly 
use an ML meta-model search. While the data volume is low, however, and the 
dimensionality somewhat high, such a modeling method may not perform well. In such cases 
the initial sample set and sensitivity to modeling parameters would be tremendous, and the 
exploration-exploitation balance would need to be controlled. There remains an opportunity 
to hybridize existing search methods with ML meta-model search methods to leverage data 
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collected during optimization. Hybrid methods can harness the advantages of both advanced 
ML strategies as well as advanced optimization strategies. 
Overview and Layout 
In this work an approach to applying machine learning for the optimization of 
combustion systems is demonstrated, with a novel approach to heuristic search utilizing ML 
concepts. Additionally, a method for reducing prediction error of ML models by leveraging 
ML-based Virtual Sensors is exploited to demonstrate improvements in PM prediction. 
Comparing to other works, this work highlights the advantage of using ML in the 
small/sparse data case when small amounts of excess computing power are available, and 
when the cost for obtaining data is on the order of minutes/hours/days of wall time. 
Specifically, demonstrations of the Particle Swarm Optimization algorithm (PSO) and the 
Genetic Algorithm (GA) are used along with Artificial Neural Networks (ANN) and Support 
Vector Regression (SVR). A general overview of each method is contained in the chapters 
where they are applied, but a general description of each is outlined in Chapter 2. Methods. 
Two refined approaches are demonstrated, both utilizing data that is otherwise 
“wasted” by traditional approaches. These data are typically collected or produced as a 
corollary in research and testing environments in one case, and by the optimizer in the 
general case; this body of work is focused on leveraging that data to improve optimization 
performance. Chapter 4 presents an approach for research engine modeling that can 
dramatically improve PM emission predictions, and which naturally learns to operate as an 
array of virtual sensors for the entire network of critical measurements. In contrast, Chapter 5 
presents an approach to accelerate optimization with difficult data contexts, such as sparse 
data, convoluted response surfaces, lack of gradient information. 
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CHAPTER 2.    APPLIED METHODS 
Approach 
Optimization approaches can be roughly thought of as a multi-dimensional spectrum 
of methods which range from random, or non-specified, selection to fully specified selection 
(ANOVA, Latin squares/cubes, etc.). When large spaces and sample sets are considered, a 
random search and a grid search approach the same average performance. While these fixed 
search systems are essentially trivial, the no-free-lunch axiom states that for some problem 
context, a dynamic search may provide improvement, but for the general case of all 
problems, it will perform no better or worse than random search on average. 
Optimization methods can be defined before sampling, or future sampling can be 
based on prior samples. Bayesian approaches to Response Surface Modeling (RSM) and 
“heuristic” methods or “evolutionary” methods such as the PSO and GA are both examples 
of sampling methods which are informed strictly by the prior sampling. Another method that 
uses dynamic searching is meta-model optimization, which may use a mixture of exploration 
and exploitation to a model or a feature. 
In contrast, methods such as Gradient Descent the search is similarly informed by 
some prior data (step origin, step size), but it is also informed by gradient information and the 
expected decrease in a next step. A plurality of modifications to the Gradient Descent method 
exist. Alternatively, evolutionary methods such as the PSO and GA can function without 
gradient information and operate in the design space, rather than the response space. In the 
case of PSO and GA as compared to Bayesian RSM, the PSO and GA methods objectively 
minimize (or maximize) the response variable(s), with no concern for learning the space. On 
the other hand, Bayesian RSM and other similar methods form and fit a surface model 
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efficiently by reducing the uncertainty maximally at each sample step, seeking to gather the 
most valuable information at each next step. 
While some methods incorporate sampling criteria, surface modeling itself does not 
necessarily involve sampling rules and is often performed post-hoc on a complete dataset, as 
a modeling approach. As such, it may be considered an optimizer when the optimum quantity 
is not the value of the response function, but the relative knowledge gained from the sample 
set. Other methods hybridize modeled surfaces with real data.  
The complex modeling systems overlap within the realm of Machine Learning (ML); 
within each ML method, a max() or min() (or several of each) are called upon. Thus, within 
each ML method lies one or many optimization steps. For convex optimization, adaptive 
gradient methods and other similar methods work well and provide a reliable way to produce 
a good model fit, provided the learning space can be made convex, while for other ML 
methods, the cost function may not be convex, and search methods which work well in multi-
modal spaces can be advantageous. In this way, the PSO and GA remain relevant for ML 
methods such as the ANN (along with all others), and several examples of using the GA or 
PSO to optimize the hyperparameters of the ANN or SVR were provided in Chapter 1. 
Research reviewed in Chapter 1 also highlighted applications where an ANN or SVR was the 
model method used for a meta-model search by GA or PSO. These two general arrangements 
of ML-Optimizers describe nearly the entirety of “hybrid” methods, despite there being no 
direct link to either method being altered in any way by the other. Chapters 3 and 5 illustrate 




In this work, two applications of ML are presented as an approach to improve 
optimization of a 4-cylinder compression ignition diesel test engine and a similar diesel 
engine simulation. The goal of both applications was to accelerate optimization for lowering 
emissions while maintaining efficiency and available power. The simulation engine was 
comparable to the research engine, but not identical. Summaries of the testbed specifications 
and simulation parameters are provided in the respective subsections. 
In the first approach, an ANN is used to model objectives such as PM and NOx 
emissions, along with CO, HC, and fuel consumption. By leveraging expert knowledge to 
develop virtual sensors for specific combustion features, and then embedding the pre-trained 
virtual sensors in broader ANNs, it was expected that the overall prediction power could be 
improved without increasing the dimensionality of the input space or the number of samples 
in the data set. Essentially, the advantages of a larger network could be realized, without the 
need to obtain more samples, while simultaneously improving the convergence behavior for 
the final model. In the more general case, avoiding increases in overfitting that would 
normally occur would be difficult, and the overall reliability and repeatability would 
typically decrease. This method leveraged supplemental data collected in research engine 
studies, but which is not specified as a part of the optimization process (i.e. it is not a part of 
the inputs, outputs, or constraints). Figure 2.1 illustrates the nested ANN approach. The 
hidden layers of the neural network are not shown for simplicity. X represents an input 
vector, illustrated with 3 dimensions, while the design study incorporated 5 variables. W 
represents the expert knowledge parameter, and Y represents the output response which is 
being modeled. The hidden layers contain the complexities of the modeling, but in general, 
give n hidden units in the VS, and m hidden units in the larger network, the number of 
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weights and biases (the dimensionality of the weight-space) is 5*2*n+(5+1)*2*m, plus the 
standard input and output layers that are typically ignored. In this case, it is clear that adding 
the VS sensor more than doubles the weights and biases to modify, which corresponds 
approximately to doubling the number of hidden units. However, instead of training a 
coupled system with double the parameters, the de-coupled network can be trained in 
sequence, dramatically reducing the problem to two separate problems each with 
dimensionality approximately half of the larger problem. This approach improves 










Figure 2.1 The Virtual Sensor enhanced Artificial Neural Network, hidden layers are not shown for 
simplicity and clarity. 
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The second approach to applying machine learning relies on a novel incorporation of 
an ML method with a heuristic/evolutionary method; An SVR Meta-model informed PSO 
search. In this approach, the model is fully informed by the entirety of the data set, and a 
meta-model search is performed using the ML model derived from the data. The surrogate 
search on the model returns a prediction for the set of inputs that will generate the desired 
extremum, then the actual simulation/experiment is conducted on the extremum candidate. If 
it is an improvement in the overall fitness the information is incorporated into the swarm 
through the leader particle. Other ML-hybrid optimization methods have gained attention 
recently and in those studies models are used as surrogates for the data, but only after large 
base data are collected first and high accuracy can be attained, such as in work reviewed by 
Kavuri and Kokjohn, as well as Moiz et al. A general depiction of the iterative portion, 
shown in Figure 2.2, illustrates the separation between the modeling and optimization, 





Figure 2.2 A typical combined ML-optimization approach wherein the model exists separately, 
whether informed by the ongoing data collection, and the operation of the optimizer is unchanged. 
Figure 2.3 depicts the iterative flow of the proposed hybrid optimizer, highlighting 
that the model is never used as surrogate for the real system, and that the optimizer always 
considers the information presented by the meta-model search, and the location information 
passed to the optimizer is new, rather than in Figure 2.2, in which no new input parameters 




Figure 2.3 The proposed hybrid ML-optimizer with meta-search. 
Typically, with engine studies such methods require up to, or even more than, 2000 
initial data points before the model is fully formed and begins replacing some of the data 
collection. In contrast, this method begins using modeling methods as soon as data is 
available, which applies to problems that do not begin with an initial sample (referred to as 
“cold-start” in the context of optimization, not the context of cold engine startup). In this 
way, it is a unique and novel approach to ML-hybrid optimization.  
PSO 
The PSO method introduces an artificial time-step into the search space and with it, 
the concept of “path” and “history” for each “individual.” While certainly no real 
interpretation of the problem needs to be made, that is, the problem need not be a “path-
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based” problem; the search is simply based on abstracted behavioral observations of social 
animals, as discussed in the literature review. 
After introducing the concept of “individual” and “history” or “time” into the 
problem, separate from any real time involved in the problem definition, the rules guide the 
search. In the basic PSO the individuals, so-called particles, search by progressing through 
space based on simple physics principles; though they are named inconsistently with the 
analogous physics concepts. The particles continue on their previous path, typically with 
some decay or contraction factor, so their velocity decays (like drag or friction). In the basic 
PSO the particles are interested in both their own search history as well as the overall leader 
of the swarm. Particles rank their own historic locations as well as the entire swarm’s historic 
location and the best value from each group is used to select a location in the input space. 
The locations act as attractors for the particle, and a uniform random distribution creates 
variation in the magnitude of attraction for each iteration and particle. The operating 
equations are presented along with Figure 2.3, an illustration of how prior step, swarm best 
location, and particle best location are used to calculate the next search location. 
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Figure 2.4 An illustration of the PSO particle search calculation. 
The rules for update are formally stated as: 
 
𝑋𝑖,𝑗+1 = 𝑋𝑖,𝑗  𝑉𝑖,𝑗+1  
V𝑖,𝑗+1 = 𝑤 ∗ 𝑉𝑖,𝑗  𝐶1 ∗ 𝑟𝑎𝑛𝑑  ∗ (𝑋𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖,𝑗)  𝐶2 ∗ 𝑟𝑎𝑛𝑑  ∗ (𝑋𝑖,𝑝𝑏𝑒𝑠𝑡 − 𝑋𝑖,𝑗) 
 
The particle best and global best information are provided in the form of a difference 
vector, and this vector is applied with a preset factor and a uniform random variable. In this 
way, the particles can generally be guided more frequently towards the individual or global 
particle as the designer chooses. The uniform random variable provides some exploration and 
some variation between the particles and over time. Some implementations apply a single 
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random number to the entire difference vector, while this implementation has applied a 
random vector dot multiplied with the difference vector. 
Figure 2.5 and 2.6 illustrate the information flows and hierarchy in the standard PSO 
and the modified hybrid method. As illustrated, the leader particle does not take in any 
information from the swarm, and only passes one piece of information down to all the 
particles. 
  
      
          
 
Figure 2.5 The simple hierarchy of the basic PSO, with particle-best information (loopback 
connection) not shown 
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Figure 2.6 The hybrid PSO method illustrating the flow of information from the swarm and leader 
particles. The full history of swarm is communicated to the model and the meta-search returns just a 
single piece of information back to the swarm through the leader particle. 
The PSO method has some inherent limitations that are immediately apparent by 
examining the fundamental equations. First, the leader particle has a redundant factor, and 
any time a particle becomes the lead particle, it loses information streaming from other 
particles. As the flowchart shows, the initial lead particle will not move until another particle 
discovers a new global best. While some movement can be initialized through initial velocity 
setting, the lead particle is always stagnant initially, and typically becomes stagnant without 
some outside interference. 
In most cases the Individualistic Constant, C1, and the Social Constant, C2 are set to 
2, which each contribute a uniform random variable with an expectation of 1. So, in the case 
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of the leader particle, the expectation of this sum is always 2 (the particle best and global best 
are always the same), but the distribution of the sum is not the sum of the distributions; a 
triangle distribution centered at 2 is the result. With the standard inertia weight reduction of 
0.4, the expectation is scaled down to be centered at 1.2. When added with the velocity factor 
and vectoring, this returns the lead particle very close (0.2*initial step) to its origin, and early 
in the optimization phase. This even considers a random initial velocity feature, which isn’t 
always present.  
Thus, when the initial velocity is set to be some random quantity (or zero), the 
particle tends to move more slowly and reliably towards its own best location. If the particle 
does not discover a new global best in its first step, in fact, its movement will specifically be 
in the exact opposite direction of the initial velocity vector. In the case of the undampened 
velocity, this means the maximum likelihood for the global best particle position on the 
second iteration is exactly the initial location. This tendency of the leader particle to stagnate 
is further discussed in the new approach. An open question remains regarding the treatment 
of the leader particle with several variations that might address these shortcomings. It is 
utilized in this algorithm as an opportunity for improvement. Such stagnation exists in all 
methods and “stagnation control” is often coincident with “exploration improvement” 
modifications. 
GA 
The GA is another evolutionary method which relies on a population and updates the 
population using the same artificially induced time-step as the PSO. Unlike the PSO, the 
search candidates are all unique “individuals” and the time-step dependency comes from how 
“individuals” are created. The GA provides a few basic operations and does not specify 
exactly how each operation is applied, but there was a standard way of applying the method 
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initially. The operators are generally accepted to be: Selection, Crossover, and Mutation. 
Figure 2.7 demonstrates a generalized GA in flowchart format. 
 
 
Figure 2.7 A general flow of the GA optimization process 
The GA operates on the search function similarly to the PSO. It also may or may not 
account for the value of the objective function at the extremes, depending on the format. The 
flowchart of the basic GA is shown in and illustrations of the operations are provided in fix. 
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As compared with the PSO method, the GA is generally more effective at exploration 
but may be slower to converge. Hundreds of variations of the GA exist, and they have been 
effectively applied to engine studies. While the novel approach here utilizes the PSO instead 
of the GA, the GA can similarly be improved by incorporating the ML method. In these 
studies, the GA was used internally to quickly find the optimum of various models as well as 
to optimize the hyper parameters in the automatically tuned SVR models, but in these cases 
only the standard MATLAB optimization toolbox method was used and no modifications to 
the GA were used. 
Engine Testbed 
The virtual sensor-enhanced exhaust emission prediction was performed using data 
gathered from experiments with a 4-cylinder 4.5L turbocharged diesel engine. The engine is 
a John Deere 4045T series engine with a customized air-handling system capable of ultra-
high EGR rates. The engine was equipped with standard instrumentation for research engines 
including an array of thermal sensors, cylinder pressure transducers, air-pressure transducers, 
and a rotational encoder to track crankshaft position. Analysis followed the theoretical 
presentation by Heywood [258] and presented in detail in [247]. 
A complete review of the methodology of the data collection procedure and 
equipment utilized in the study is available in [247] while the current work applied ML 
modeling to the dataset. The data were collected using an optimization software, so it was 
known that they contained the type of clustering and weighting issues that exploitive search 
routines can have. 
The operational test conditions were held constant and controlled throughout the 
experiments. Table 2.1 summarizes the general test environment. Table 2.2 highlights the 
variables which were used as controls, taken as the inputs and constraints. 
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Table 2.3 summarizes the targets for optimization, which were processed in a single 
objective function highlighted in the study, and Table 2.4 summarizes how the exhaust 
measurements were taken. Values in ppm were converted using standard gas analysis to 
molecular and mass flows, from which brake specific results are derived. The brake specific 
targets were used as the outputs in the modeling, rather than the concentrations measured. 
Table 2.5 summarizes the general engine specifications. Greater detail can be found 
in [247] and [252] as well as Chapter 4. 
Table 2.1 Test Conditions 
Specification Setting 
Speed 1400 RPM 
Torque 110 Lb-ft (149 Nm) 
Intake Temperature 80 F (26.7 C) 
EGR Temperature 104 F (40 C) 
Fuel Supply Temperature 65 F (18.3 C) 
Table 2.2 Engine Control Parameter Limits 
Parameter Minimum Maximum 
SOI -15 CAD ATDC 5 CAD ATDC 
EGR 2% 65.5% 
Fuel Pressure 113 MPa 240 MPa 
Pilot Timing -40 CAD ATDC 0 CAD ATDC 
Pilot Ratio 2% 65.5% 
Table 2.3 Initially selected objective values 
Emission / Objective Tier 4 regulation Objective Point Values 
NOx 0.40 (g/kw-hr) 0.20 (g/kw-hr) 
NMHC (THC-2%)  0.19 (g/kw-hr) 0.19 (g/kw-hr) 
CO  5.0 (g/kw-hr) 5.0 (g/kw-hr) 
Soot 0.02 (g/kw-hr) 0.01 (g/kw-hr) 
Fuel Consumption * 200 
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Table 2.4 Exhaust Gas Analysis Measurement Units 
Exhaust Gas Species Unit of Measure 
CO (H) % 
CO (L) ppm 
CO2  % 
O2  % 
HC ppm C6 
NOx  ppm 
Table 2.5 Test Engine Specifications 
Parameter Specification 
Bore 106 mm 
Stroke 127 mm 
Compression Ratio 17.0:1 
Injection System Common Rail 
Intake Valves 2 
Exhaust Valves 2 
Firing Order 1-3-4-2 
Piston Shape Bowl in Piston 
Model HF475-4 
 
Engine Simulation Tool 
Diesel-RK is a multidimensional engine simulation tool which is similar to other 
software for computational engine studies such as WAVE by Ricardo, GT-Power by Gamma 
Technologies, BOOST by AVL, CONVERGE, etc. The simulation performs a mechanical 
simulation using advanced multidimensional CFD along with many sub-models to account 
for valve actuation, turbocharger and intercooler systems, resonance modes, fuel system 
components, and chemical kinetics using the built-in LLNL 1540 reaction (160 species) 
mechanism. The simulation allows for user modules and custom formulas throughout but for 
repeatability and reliability, the default configuration was used unless readily available data 
representing the laboratory engine was available. The software provides detailed results for 
various combustion tasks, but the use case representing diesel engine calibration (new or 
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retrofit) and optimization. The software allowed the direct computation of the objective 
function. A simple parsing script was used to write configuration files to the solver, to call 
the engine solver, and read the results file after completion. The fuel used was conventional 
diesel #2 and the compression ratio, rod length, bore, and stroke all represent the research 
engine outlined in Chapter 5; a John Deere 4045T series engine which has been adapted and 
instrumented for the research. The Diesel-RK simulation method is a method developed by 
Professor N. Razleytsev and then adapted and improved by Dr. A. Kuleshov, which is based 
on fundamental thermodynamics, multi-zone spray and combustion models, and with 
resolved through CHEMKIN. As with all large-scale simulations, a number of novel 
complexity reductions exist in the modeling. However, the program provides a sufficiently 
complex response characteristic to be used as a test bench for optimization. The response 
characteristics are very complex, and stability of the simulation is not assured. Some cases 
may not converge easily, and some simulations may be too near edge cases to be reliable. As 
with any simulation, a number of investigative runs were made to advise constraints to the 
problem. Still, as with real engines, some prohibitive regimes may be included in the feasible 
search space, and dynamic penalty assignment in the parsing script allowed the algorithm to 
process cases which did not converge. A few public screenshots of the software are provided 
in [259] and more information about the individual models can be found in associated 
publications. Figure 2.8 shows a sample of the various types of outputs which are available 




Figure 2.8 The engine simulation tool can provide many different types of visual presentations in 
addition to raw data files. 
The model was created to generally represent a similar engine to the prior study, but 
as there was no direct comparison being made, so the time and expense of adjusting the 
hundreds of parameters to match the research engine was avoided and some approximate 
values were used to represent the piston bowl, fuel injector parameters, turbocharger 
performance, and intercooling and EGR cooling parameters. These factors do not radically 
alter the topology of the response surface and so the system was accepted as a faster 
surrogate to the laboratory test engine. Further details on the exact algorithmic approach, test 
parameters, and optimization problem formation are available in Chapter 5. More details 
about the Diesel-RK software can be found in the user guides for the software, which are 




The ANN and SVR were demonstrated to be effective modeling tools for diesel 
engines. In Chapter 4, ANNs were used to model exhaust emissions from common control 
parameters. The input and output variables are presented in Table 2.1. The ANN was used to 
create a Virtual Sensor, and then the VS was incorporated into a similar, larger ANN and 
applied to the same input-output parameters, as shown in Figure 2.9. ANNs were created 
using the optimization toolbox available in MATLAB. 
The SVR method was applied in Chapter 3 and Chapter 5 to improve the performance 
of the PSO optimization routine. The SVR models were created using the optimization 
toolbox available in MATLAB while the PSO routine was written independently, despite 
there being a built-in version of the PSO available in the same toolbox, for reasons of 
consistency. 
ANN 
The ANN, based on the neuron activation function, functions by calculating a linear 
combination of input terms, then taking that through an activation function, and then finally 



























Figure 2.9 A standard representation of ANNs used for Virtual Sensing with hidden layers 
shown. 
A more complex network might pass the output to yet another function and summing 
step. Alternatively, a more complex network could employ more nodes in a single layer. 
Either approach increases the number of weights and biases necessary to define the linear 
combinations, and thus, increases the potential modality of the weight-space within the 
model. While this can capture more complex behavior, in absence of the data required to 
represent the complex behavior, the model will instead introduce unnecessary curvature and 
possibly overfit the data. While this could be acceptable, and also mitigated through several 
approaches, it is generally considered to be preferable to reduce the model size first, which 
also improves computational costs. Thus, it is clear that the optimum model is somewhat data 
dependent, especially in the case where the number of observations is on the same order as 
the number of variables in the model. Essentially, ANNs can easily overfit data, introduce 
unwanted curvature, and must have enough data to train properly. 
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The ANN studied in Chapter 4 focused on utilizing ANNs as “expert-informed virtual 
sensors” as additional inputs to improve the broader ANN performance in predicting smoke 
emissions from a diesel engine. 
SVR 
The SVR functions by using the data set itself as the source of the model parameters. 
Kernel based SVR methods essentially convolute the space according to the kernel 
parameters and the support vectors, and then perform a linear fitting process in the 
convoluted space. Then, processing the fit back through the convolution process, a regression 
line is produced. The SVR uses an epsilon margin wherein it ignores any potential error, that 
is, the data which falls within the epsilon radius of the regression line are ignored and only 
points which lie outside the margin. The so-called soft-margin loss is the key property that 
allows the SVR to achieve sparse representations, especially as data set size grows and model 
accuracy is high. The soft-margin loss also dampens the effect of noise and error in measured 
sources, as small deviations within the epsilon tube do not affect the loss, and therefore, 
convergence of the model parameters. Visually, this is represented in Figure 2.10, illustrating 




Figure 2.10 The soft-margin loss and epsilon tube. Support vectors are generated using the 
data which fall outside the shaded area [265]. 
The approach of the SVR method is to pose a primal-dual problem with a key 
relationship. Once the problem is reposed it can generally be solved more easily because the 
problem becomes a convex optimization process, despite becoming a Quadratic 
Programming problem. Phrased another way, after ignoring the epsilon band the solution 
seeks a maximum margin to separate supports. As stated by Vapnik, the original problem is 
posed as follows: 
[265] 
When the Lagrange multiplier method is applied to the above problem, the Lagrange 






After reformulating the problem, the SVR is presented finally as: 
[265] 
 
This is the essential derived formulation of the SVR. Here it can be seen that the 
complexity of the model does not depend on the dimensionality of X, but rather, only the 
number of support vectors, which is a desirable property [265]. 
Initial Tests 
The initial tests were performed on a modified version of Rastragin’s function in 1, 2, 
and 3 dimensions. The modification was designed to move the optimum away from the 
origin, as this may make the problem somewhat biased towards certain solutions. The initial 
tests applied the previously mentioned SVR method with the algorithm presented in Chapter 
3. The base algorithm was run 100,000 times to examine the distribution in great detail. Once 
the distribution was well-known, the test case was run 100 times, and the data were 
compared. The base PSO and modified PSO utilized the same parameter sets in both cases 
with only one exception. The modified method requires one extra evaluation each iteration, 
so the base test was given one additional search particle. Thus, the comparison here 
illustrates an exact equivalence in the amount of objective function evaluations. This was 
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deemed necessary as comparisons of the 100,000 samples showed differences when the 
population change was as small as 1 in 200 (200 population size as compared with 201). 
Statistical Testing Approach 
Statistical testing approaches were used to compare the performance of the 
algorithms. Since the algorithm operates in an iterative way it naturally produces integer data 
about the algorithms performance in addition to the continuous output about the actual 
system performance (objective function). A test problem with a known minimum was used, 
so true convergence was set to a tolerance that assured convergence within the neighborhood 
of the true optimum. The number of iterations before convergence was recorded and the 
integer data was used to compare trials in terms of efficiency. The alternative approach of 
using wall time was not prudent for the test problem, as the test problem was chosen to be 
particularly fast compared with the simulation tool, differing by as much as twenty orders of 
magnitude in wall time per evaluation. 
Randomization and Seed-setting 
Seed setting of random number generators were critical for repeatability but also to 
introduce sample pairing opportunities. The seeds were set using a combination of prime 
numbers to create assuredly unique seeds for comparing groups with up to 50,000 samples; 
each sample and iteration has a unique seed which can be recreated. 
Pairing allows more detailed hypothesis testing and provides insight to the specific 
types of improvements made, in general, when compared on a case-by-case basis. While 
certain pairs of test runs may be more or less related to each other than another, the default 
expectation is that if the model information is ignored, the paths and randomness will be 
identical between two observations – deviations only occur when the modeling solution has 
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injected new information into the swarm. If the model information is not ignored, it may 
have provided improvements in the convergence. Paired testing does impose limits on the 
sample size, and additional hypothesis testing power can be gained in two-group unpaired 
tests by increasing the number of samples of the control group, which is relatively low-cost 
resource to obtain due to the computational cost of modeling. 
Test pairs were run 100 times each and the number of iterations required for 
convergence was measured. Some results became trapped and did not converge within the 
limited convergence time, set to be 500 iterations for all trials, and cases where either the 
base set or the test set did not converge were thrown out. The remaining pairs were analyzed 
for differences. 
Means and Medians 
To examine the differences in the distributions the mean and median were both 
considered. Since the data were not expected to be normally distributed, the median 
examination provided multiple perspectives. The differences were examined on a pair-wise 
basis and distributions were plotted along with means and medians. 
Tests for Distribution Changes 
The tests used to describe differences in means and medians for paired and unpaired 
samples are typically derived from normal assumptions. The data were tested for normality, 
as well as lognormality, due to the nature of sampling “how many times something was 
repeated before an event occurred”. Without normality or even lognormality, the analysis 
relied on using a set size well above 30, so that approximately normal assumptions could be 
used in the T-test. The one-tailed, two-group, non-pooled, unknown variance T-test was used 
to compare means of the two groups while the difference median was tested along with the 
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rank distributions using the Rank-sum test and Signed-Rank tests. While old adages in 
statistics say that a plurality of tests mere complicates hypothesis rejection, newer studies 
highlight the need for examining multiple tests in the case of median behavior. Since the 
“typical improvement” was of interest, the median of differences was considered. These tests 
were performed on the cleaned data sets, which may have had fewer than 100 points 
considered in the hypothesis test due to the cleaning of failed convergence cases. In all cases 
the sample count was above 90, and choices for the swarm operation were made to assure 
that effects of local trapping were separated from the effects of typical improvements. A 
summary of testing is provided in Chapter 3. 
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CHAPTER 3.    RESULTS AND DISCUSSION OF PRELIMINARY STUDY 
The ML-PSO testing was carried out using the previously discussed framework and 
compared to the base PSO for improvement in the convergence speed measured by iterations 
of the search algorithm. The base case of a PSO algorithm with “typical” hyperparameters 
was run 100,000 times on the modified Rastragin’s function, initially in just one dimension, 
and then in increasing dimension. Then the modified algorithm was implemented, run for a 
smaller number of trials, and then tested against the base case using central value 
comparisons. The study took approximately 4000 core-hours of CPU time (3.5 GHz Intel 
Xeon and 4.0 GHz AMD 8000 series) using MATLAB as the computational environment. 
The process was accelerated using vectorization and parallelization when possible. 
Results of Investigative Study 
The large sample size (n=100,000) of the control set gave a good indication of the 
population distribution, which was closely following a log-normal distribution. While the 
sample distributions of the base cases were generally normal to log-normal, all cases failed 
the initial Lilliefors test for normality, both in the original domain and the log-translated 
domain. The results indicated in Table 3.1 through Table 3.3 demonstrate a need to use 
higher sample counts, at least greater than 30, to correct for non-normality. If more were 
known of the distributions, it is possible that different tests could generate deeper insights, 
however, for the description of central value differences, it was sufficient to move forward 
with 100 test points in the sample distributions. The distributions were similar when tested 
under different control cases, and even increasing dimension did not substantially alter the 
distribution shape, confirming of the validity of the sampling method. 
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Table 3.1 Lilliefors test for normality and log-normality of the iterations before convergence of the 
PSO algorithm run using a modified Rastragin’s function in n=1 dimension and with m = 21 particles 
for the base case, and m = 20 for the test cases.  
Kernel Scale Epsilon P H P H 
Base N/A N/A 0.001 1 0.001 1 
rbf 0.1 0.1 0.001 1 0.001 1 
rbf 0.1 1 0.001 1 0.001 1 
rbf 1 0.1 0.001 1 0.001 1 
rbf 1 1 0.001 1 0.001 1 
poly2 0.1 0.1 0.001 1 0.001 1 
poly2 0.1 1 0.001 1 0.001 1 
poly2 1 0.1 0.001 1 0.001 1 
poly2 1 1 0.001 1 0.001 1 
poly3 0.1 0.1 0.001 1 0.001 1 
poly3 0.1 1 0.001 1 0.001 1 
poly3 1 0.1 0.001 1 0.001 1 
poly3 1 1 0.001 1 0.001 1 
poly4 0.1 0.1 0.001 1 0.001 1 
poly4 0.1 1 0.001 1 0.001 1 
poly4 1 0.1 0.001 1 0.001 1 
poly4 1 1 0.001 1 0.001 1 
 
Table 3.2 Lilliefors test for normality and log-normality of the iterations before convergence of the 
PSO algorithm run using a modified Rastragin’s function in n=2 dimensions and with m = 41 
particles for the base case, and m = 40 for the test cases. 
Kernel Scale Epsilon P H P H 
Base N/A N/A 0.001 1 0.001 1 
rbf 0.1 0.1 0.001 1 0.001 1 
rbf 0.1 1 0.001 1 0.001 1 
rbf 1 0.1 0.001 1 0.001 1 
rbf 1 1 0.001 1 0.001 1 
poly2 0.1 1 0.001 1 0.001 1 
poly2 1 1 0.001 1 0.001 1 
poly3 1 1 0.001 1 0.001 1 
poly4 1 1 0.001 1 0.001 1 
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Table 3.3 Lilliefors test for normality and log-normality of the iterations before convergence of the 
PSO algorithm run using a modified Rastragin’s function in n=3 dimension and with m = 201 
particles for the base case, and m = 200 for the test cases. 
Kernel Scale Epsilon P H P H 
Base N/A N/A 0.001 1 0.001 1 
rbf 0.1 0.1 0.001 1 0.001 1 
rbf 0.1 1 0.001 1 0.001 1 
rbf 1 0.1 0.001 1 0.001 1 
rbf 1 1 0.001 1 0.001 1 
poly2 1 1 0.001 1 0.001 1 
poly3 1 1 0.001 1 0.001 1 
poly4 1 1 0.001 1 0.001 1 
 
Knowing that the data was not normal or lognormal required the use of the 100 test 
cases, and two-sample Kolmogorov-Smirnov (KS) test was performed to examine the 
distribution similarity between the base case and the test cases. Failure to reject the null 
hypothesis (the two distributions are the same) occurred for some samples, while for other 
tests, the KS test showed a meaningful difference in distributions. Results of the KS tests are 
provided in Table 3.4, 3.5, and Table 3.6 to reflect dimensions n=1, 2, and 3 respectively. 
Notably, the RBF (Gaussian) kernel both performed well in improving the and was 
qualitatively observed to be computationally faster. As the dimensionality increased, some 
polynomial kernels began to also show improvements in performance. Success in rejecting 
the null hypothesis for the KS test indicated that distributions of the data were different, and 
in the one-tailed case, that the test distribution dominated the base distribution (it’s CDF is 
always above and to the left of the base). In such cases, the mean of the test distribution is 
also demonstrated to be lower, but it isn’t tested directly. 
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Table 3.4 Two-sample KS test for difference of distributions in convergence of the PSO algorithm 
run using a modified Rastragin’s function in n=1 dimension and with m = 21 particles for the base 
case, and m = 20 for the test cases. 
Kernel Scale Epsilon P H 
rbf 0.1 0.1 0.0000 1 
rbf 0.1 1 0.0000 1 
rbf 1 0.1 0.3439 0 
rbf 1 1 0.5560 0 
poly2 0.1 0.1 0.9995 0 
poly2 0.1 1 0.6766 0 
poly2 1 0.1 0.9995 0 
poly2 1 1 0.8938 0 
poly3 0.1 0.1 0.6766 0 
poly3 0.1 1 0.9610 0 
poly3 1 0.1 0.9995 0 
poly3 1 1 0.9921 0 
poly4 0.1 0.1 0.4431 0 
poly4 0.1 1 0.3439 0 
poly4 1 0.1 0.0691 0 
poly4 1 1 0.9610 0 
 
Table 3.5 Two-sample KS test for difference of distribution in convergence of the PSO algorithm run 
using a modified Rastragin’s function in n=2 dimensions and with m = 41 particles for the base case, 
and m = 40 for the test cases. 
Kernel Scale Epsilon P H 
rbf 0.1 0.1 0.0000 1 
rbf 0.1 1 0.0000 1 
rbf 1 0.1 0.6766 0 
rbf 1 1 0.6766 0 
poly2 0.1 1 0.3439 0 
poly2 1 1 0.0001 1 
poly3 1 1 0.1400 0 
poly4 1 1 0.0994 0 
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Table 3.6 Two-sample KS test for difference of distribution in convergence of the PSO algorithm run 
using a modified Rastragin’s function in n=3 dimensions and with m = 201 particles for the base case, 
and m = 200 for the test cases. 
Kernel Scale Epsilon P H 
rbf 0.1 0.1 0.0000 1 
rbf 0.1 1 0.0000 1 
rbf 1 0.1 0.7942 0 
rbf 1 1 0.7942 0 
poly2 1 1 0.0000 1 
poly3 1 1 0.0000 1 
poly4 1 1 0.0082 1 
 
In increasing dimensions more results are consistent, at least, within the limits 
explored here. The hybrid PSO was performing better than the base PSO as dimensionality 
increased and in cases with specific parameter sets. Even when multiple kernels and kernel 
parameters were used, along with variations in the epsilon width, the modeling augmented 
methods demonstrated some substantial differences in behavior. In low dimension, the 
particle number is relatively higher, and this typically leads to accelerated convergence in 
either case, offering little opportunity for improvement by using the ML modeling. The 
tightly scaled RBF (Gaussian) kernel models are demonstrated to be both fast when 
compared with the other kernel models, and with a larger epsilon value, and both smoother 
and sparser over the data as compared with lower epsilon values. For the two RBF kernels 
identified as improved, the test statistics range from 1E-18 to 1E-41, indicating near certainty 
that these samples are from a distribution which has a model CDF always to the left (or 
above) the base comparison. Still, further testing is required as it is unknown if the central 
value, variance, or a higher moment is responsible for the differences. On the other hand, the 
results which do not reject the null hypothesis may still have improved the central value, or 
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the typical performance, but only subtly and or without radically altering the entire 
distribution. 
To investigate further how the distribution and central values have changed some 
paired tests were considered. Since it is of interest to describe the central tendency as well as 
possible, both considerations of the mean and median were made, and since the differences 
are of particular interest, the median of the differences was of particular interest. The 
Wilcoxon Signed-Rank Test (or Mann-Whitney U-test) and the basic Sign Test are used to 
examine the difference in medians and the median of differences. The results reinforce earlier 
testing, that the RBF kernels with small scaling produce the greatest confidence in the 
hypothesis test. The results of the Sign Test and Wilcoxon Signed-Rank test are given in 
Table 3.7, 3.8, and 3.9, for dimensions n=1, n=2, and n=3, respectively. 
Table 3.7 Sign-rank and Sign-test testing the rank distribution and the median difference in 
convergence of the PSO algorithm run using a modified Rastragin’s function in n=1 dimension and 
with m = 21 particles for the base case, and m = 20 for the test cases. 
Kernel Scale Epsilon P  P  H  H  
   Signtest Signrank Signtest Signrank 
rbf 0.1 0.1 0.0000 0.0000 1 1 
rbf 0.1 1 0.0000 0.0000 1 1 
rbf 1 0.1 0.9358 0.9524 0 0 
rbf 1 1 0.6267 0.7508 0 0 
poly2 0.1 0.1 0.6607 0.5084 0 0 
poly2 0.1 1 0.7991 0.8848 0 0 
poly2 1 0.1 0.4170 0.4206 0 0 
poly2 1 1 0.4581 0.3553 0 0 
poly3 0.1 0.1 0.9010 0.8938 0 0 
poly3 0.1 1 0.3760 0.4279 0 0 
poly3 1 0.1 0.5000 0.5384 0 0 
poly3 1 1 0.5000 0.5166 0 0 
poly4 0.1 0.1 0.7747 0.8615 0 0 
poly4 0.1 1 0.8313 0.8982 0 0 
poly4 1 0.1 0.8769 0.9597 0 0 
poly4 1 1 0.4170 0.6093 0 0 
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Table 3.8 Sign-rank and Sign-test testing the rank distribution and the median difference in 
convergence of the PSO algorithm run using a modified Rastragin’s function in n=2 dimension and 
with m = 41 particles for the base case, and m = 40 for the test cases. 








rbf 0.1 0.1 0.0000 0.0000 1 1 
rbf 0.1 1 0.0000 0.0000 1 1 
rbf 1 0.1 0.5796 0.5084 0 0 
rbf 1 1 0.0774 0.1541 0 0 
poly2 0.1 1 0.2035 0.1423 0 0 
poly2 1 1 0.0000 0.0000 1 1 
poly3 1 1 0.1524 0.0209 0 1 
poly4 1 1 0.0898 0.0141 0 1 
 
Table 3.9 Sign-rank and Sign-test testing the rank distribution and the median difference in 
convergence of the PSO algorithm run using a modified Rastragin’s function in n=3 dimension and 
with m = 201 particles for the base case, and m = 200 for the test cases. 








rbf 0.1 0.1 0.0000 0.0000 1 1 
rbf 0.1 1 0.0000 0.0000 1 1 
rbf 1 0.1 0.3012 0.2839 0 0 
rbf 1 1 0.1282 0.2888 0 0 
poly2 1 1 0.0000 0.0000 1 1 
poly3 1 1 0.0000 0.0000 1 1 
poly4 1 1 0.0025 0.0007 1 1 
 
Without being able to assume normality in these measures, the rank-based methods 
provided robust results as to the effect on central measure without having been heavily 
skewed by a relatively rare tail sample. The results generally agree, and small changes in 
rejection criteria (0.05) or slight increases in sample set size may have changed the outcome 
of the test. Since the rejection criteria is relatively arbitrary, a closer examination of the p 
values and the distributions is warranted. Clearly, in all tests the RBF kernel with a scale of 
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0.1 (very tight shaping, more complex transformation) improved the performance of the 
algorithm. Additionally, in n=2 and n=3 dimensions, the 2nd order Polynomial kernel model 
confidently improved the algorithm performance. In the n=3 dimensions case, the polynomial 
kernels tested all showed improvements as well. RBF kernels with a scale factor of 1.0 did 
not perform well in any case. It has been shown that the distributions are substantially 
affected by the different algorithms, and assumptions about variance have been avoided. Full 
plots of the distributions are provided in the Supplemental Figures subsection. 
The results of the non-parametric tests show that of the seven cases chosen for testing 
in n=3 dimensions, five produce significant changes in the inferred median of the population 
as well as in the median of differences, indicating a strong improvement in the performance 
of the hybrid PSO.  
The CDF dominance, indicated by the KS test, and the improvement of the median, 
along with the increased median of differences, together indicate a higher performance, 
however, it was necessary to also examine the mean behavior. The mean difference was 
tested using a more standard approach; the one-tailed, non-pooled variance, two-sample T-
test. Because the T-test may be run with either independent data or differences in dependent 
pairs, there are two possibilities for a T-test. One is to use the same difference data from the 
paired tests as before, in Table 3.3, which shows similar results to previous tests, indicating 
that there is a mean shift in the test population from the reference population for some cases. 
An alternative approach was to run a very high number of control cases, which can be done 
quickly, on the order of 100,000 to 1M tests, which gives relative certainty to the control 
population parameters. With the near-exact population mean and variance (as well as higher 
order moments) available, the testing of the sample sets may be improved as testing power 
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increases with increasing samples in the first population. Effectively, with such large sample 
sizes, the base sample can effectively represent the true population, and exact parameters for 
the mean and variance can be used to compare with the sample. On the other hand, rank 
statistics and the WSRT are the more sensitive tests for determining small differences in 
paired samples, as compared to the T-test. For comparison, the WSRT results are presented 
again with the T-test results, and only small differences in P values can be seen, with no 
differences in hypothesis tests at the 95% confidence level (one-sided). 
Table 3.10 T-tests of the difference in convergence of the PSO algorithm run using a modified 
Rastragin’s function in n=1 dimension and with m = 21 particles for the base case, and m = 20 for the 
test cases. 
Kernel Scale Epsilon P H 
rbf 0.1 0.1 4.53E-32 1 
rbf 0.1 1 2.13E-31 1 
rbf 1 0.1 0.8900 0 
rbf 1 1 0.6895 0 
poly2 0.1 0.1 0.5059 0 
poly2 0.1 1 0.7673 0 
poly2 1 0.1 0.4144 0 
poly2 1 1 0.3139 0 
poly3 0.1 0.1 0.8080 0 
poly3 0.1 1 0.4582 0 
poly3 1 0.1 0.5181 0 
poly3 1 1 0.4456 0 
poly4 0.1 0.1 0.7858 0 
poly4 0.1 1 0.8272 0 
poly4 1 0.1 0.9218 0 




Table 3.11 T-tests of the difference in convergence of the PSO algorithm run using a modified 
Rastragin’s function in n=2 dimension and with m = 41 particles for the base case, and m = 40 for the 
test cases. 
Kernel Scale Epsilon P H 
rbf 0.1 0.1 3.12E-35 1 
rbf 0.1 1 8.25E-15 1 
rbf 1 0.1 0.6469 0 
rbf 1 1 0.1528 0 
poly2 0.1 1 0.2696 0 
poly2 1 1 2.95E-08 1 
poly3 1 1 0.0059 1 
poly4 1 1 0.0081 1 
 
Table 3.12 T-tests of the difference in convergence of the PSO algorithm run using a modified 
Rastragin’s function in n=3 dimension and with m = 201 particles for the base case, and m = 200 for 
the test cases. 
Kernel Scale Epsilon P H 
rbf 0.1 0.1 0.0000 1 
rbf 0.1 1 0.0000 1 
rbf 1 0.1 0.2740 0 
rbf 1 1 0.2676 0 
poly2 1 1 0.0000 1 
poly3 1 1 0.0000 1 
poly4 1 1 0.0014 1 
 
An interesting result of the study, taken in the context of a known, error-free objective 
function, is that the models which are less complex (larger 2-epsilon dead-band) generally 
tended to improve the PSO performance, while those modeling frameworks which could 
achieve higher accuracy (lower 2-epsilon values) were not the best at improving the early 
PSO performance. This key result means that paradigms of ML, and their associated goals of 
reducing error in modeling, typically for prediction of a response value, are less applicable 
for determining the location of a specific ranked value, i.e. the minimum or maximum. As 
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the method was designed to optimize a system that requires validation of the performance at 
each design point, there is no direct value to surrogacy with this model, and thus, the 
measures of accuracy that typically describe an ML model’s performance are not well suited 
to indicate whether that model will work in this specific application. In other words, the most 
accurate model with respect to error may not be at all helpful for elucidating the topology 
features which are nearly undetectable when data volume is low. Since the PSO harvests data 
in fixed batches, the model framework needs to work well with a wide range of data points, 
and in cases where the surface curvature cannot easily be deduced from the quantity of data 
available when the model first runs. Another issue to contend with is that under small 
epsilon, the model will become more accurate as data are collected, but it will also be less 
sparse and take more time to complete than the larger epsilon value models. Thus, a tradeoff 
exists within the model system separate from the PSO interaction; depending on the context 
of the problem, and data available a priori, one might adjust the parameters of the modeling 
system before beginning a PSO optimization routine. 
Furthermore, it is recognized that since the MSE may not be the best indicator of the 
model performance, it may also not be the best loss basis for forming the model. A different 
loss function which is weighted more heavily for lower values and less for higher values (or 
vice-versa for maximization problems) may improve the model accuracy around the 
minimum. Alternatively, different transformations, such as logarithms, may be applied to the 
data prior to modeling in order to achieve a similar effect. An example of this is presented in 
Chapter 4, referring to the use of ANNs to predict diesel engine emissions and fuel 
consumption, and in Chapter 5, the application of the hybrid PSO method to a diesel engine 
simulator. Often, transforming the data is a more direct approach, and the transformations 
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can be dynamic, that is, different for each iteration of the PSO without adjustment or tuning, 
via transformations such as Box-Cox, which is used as the data transformation in Chapter 4. 
Taking the test results together, it has been shown that 5 of the models chosen from 
the initial 16 SVR models produce substantial improvement in the PSO function for this test 
case and problem. These specific models produced similar results in increasing dimension, as 
well, which is a promising result for scaling the technique up.  
While further tuning may be required, it has been demonstrated that fixing the model 
hyperparameters roughly by order (e.g. 1.0, 10.0, or 0.1, rather than to a specific value) was 
sufficient to produce a modeling strategy which has no additional tuning factors while being 
relatively problem-agnostic. Of course, each problem space is unique, and more testing is 
required to universally suggest such approaches. 
There are many limitations to this technique; it is not shown that ML modeling can 
achieve an accurate model with small amounts of data and no prior knowledge on which to 
base the model structure. The balance between overfitting and underfitting is precarious in 
accuracy-driven modeling, but in this context, both the overfit and the underfit models 
perform relatively well to grossly predict the domain location of the optimal response 
neighborhood. In fact, since one model captures mostly global features while the other model 
captures more local features, an average of the two may perform better than the individual 
models. This result suggests the exploration of ensembles as a viable approach for 
maintaining model diversity and accuracy while also smoothing uncertain regions, which is 
directly expected to assist with extremum searching. 
Insight into the performance of the models was gathered by looking at a few tests 
from the many thousands and visualizing them in the 1-D space. Only two specific models, 
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both based on the RBF kernel, consistently demonstrated gains for the initial trial using 20 
and 21 particles in the 1-D setting, though the 1-D setting does not fully utilize the dynamic 
searching ability of the PSO and provides a rather trivial design space. 
While the swarm size is particularly important, a full investigation of the optimal 
swarm size was not a part of the scope of this investigation beyond choosing a value that 
provided somewhat reliable results for comparison, no other swarm size investigations were 
made. Small swarms often get trapped locally, and so smaller swarms with trapping issues 
were avoided for the comparative data as they resulted in several wasted cycles. Still, it is 
worth noting that the overall efficiency of the PSO can go up when the swarm size is 
decreasing, which is somewhat counter-intuitive, but the modeling step is also performed 
more often (in addition to other information sharing that is batch processed) and the result is 
that in a smaller swarm more modeling information can be injected into the swarm earlier 
while simultaneously mitigating the local trapping, which is discussed briefly in Chapter 6. 
Table 3.13 summarizes the means and medians for the n=1-dimension case, while Table 3.14 
summarizes the n=2-dimension case, and Table 3.15 the n=3-dimension case. 
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Table 3.13 Mean and Median iterations before convergence of the PSO algorithm run using a 
modified Rastragin’s function in n=1 dimension and with m = 21 particles for the base case, and m = 
20 for the test cases. 
Kernel Scale Epsilon Mean Diff Median Diff 
Base N/A N/A 11.18 0 11 0 
rbf 0.1 0.1 3.43 -7.75 3 -8 
rbf 0.1 1 3.61 -7.57 3 -8 
rbf 1 0.1 12.02 0.84 12 1 
rbf 1 1 11.53 0.35 11 0 
poly2 0.1 0.1 11.19 0.01 11 0 
poly2 0.1 1 11.69 0.51 11 0 
poly2 1 0.1 11.04 -0.14 11 0 
poly2 1 1 10.85 -0.33 10 -1 
poly3 0.1 0.1 11.8 0.62 11.5 0.5 
poly3 0.1 1 11.11 -0.07 11 0 
poly3 1 0.1 11.21 0.03 11 0 
poly3 1 1 11.09 -0.09 11 0 
poly4 0.1 0.1 11.74 0.56 12 1 
poly4 0.1 1 11.85 0.67 12 1 
poly4 1 0.1 12.18 1 13 2 
poly4 1 1 11.35 0.17 12 1 
 
Table 3.14 Mean and Median iterations before convergence of the PSO algorithm run using a 
modified Rastragin’s function in n=2 dimension and with m = 41 particles for the base case, and m = 
40 for the test cases. 
Kernel Scale Epsilon Mean Diff Median Diff 
Base N/A N/A 26.89 0 26 0 
rbf 0.1 0.1 14.17 -12.72 13 -13 
rbf 0.1 1 16.5 -10.39 14 -12 
rbf 1 0.1 27.27 0.38 26.5 0.5 
rbf 1 1 25.96 -0.93 25 -1 
poly2 0.1 1 26.7 -0.19 26 0 
poly2 0.1 1 26.3 -0.59 26 0 
poly2 1 1 22.45 -4.44 22 -4 
poly3 1 1 24.79 -2.1 24 -2 




Table 3.15 Mean and Median iterations before convergence of the PSO algorithm run using a 
modified Rastragin’s function in n=3 dimension and with m = 201 particles for the base case, and m = 
200 for the test cases. 
Kernel Scale Epsilon Mean Diff Median Diff 
Base N/A N/A 31.36 0 31 0 
rbf 0.1 0.1 20.17 -11.19 19 -12 
rbf 0.1 1 23.29 -8.07 23 -8 
rbf 1 0.1 30.9 -0.46 31 0 
rbf 1 1 30.89 -0.47 31 0 
poly2 1 1 24.64 -6.72 25 -6 
poly3 1 1 27.72 -3.64 28 -3 
poly4 1 1 29.17 -2.19 28 -3 
 
The values of the medians and means show that some modeling parameter sets work 
well while others do not work as well. Considering the naïve approach to selecting the 
parameters, the result is motivating. 
Conclusions of Investigative Study 
Based on the preliminary results a simple investigation into the effect of the 
hyperparameters of the PSO and SVM was conducted to simplify the tuning process. The 
epsilon (insensitivity band width), kernel scaling factor, and box constraints were explored. 
Box constraints were observed to have little to no effect on the modeling performance, while 
epsilon and to a lesser extent, kernel scaling had an impact on tuning. Considering the effect 
of the epsilon and scale factors highlighted in Chapter 2, the larger epsilon becomes the 
smoother and more compact the model becomes, while a low epsilon corresponds to a tighter 
insensitive band and more active support vectors. In the case of low data quantity, 
compression and sparsity are not necessarily desirable. The fit of the low epsilon model will 
generally tend to be more curved, and it will fit the details of the data more, with a potential 
for overfitting. In the extreme case of overfitting, however, the model returns the mean of the 
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data for the majority of the design space, and the minimum location and value are relatively 
unaffected; a point close to the current known minimum is the most likely minimum result of 
such a model. In this case, no harm is done by overfitting. 
A subset of 4 model structures were chosen to be assessed on an engine simulation, 
highlighted in Chapter 5. The results of the preliminary investigation showed that marked 
improvements could be made in this type of optimization routine by incorporating ML data 
models, even when data is sparse, and the overall accuracy of the model is low. 
The RBF kernels with tight kernel scaling and the polynomial kernels with more 
coarse scaling and a more relaxed epsilon-tube improved performance in higher dimension. 
In low dimension, the RBF kernels were the only kernels which reliably assisted the 
optimizer. These kernels did radically improve the performance. Figure 3.4 is representative 
of the radical improvement, while Figure 3.10 and Figure 3.12 illustrate a case of no 
improvement. In all cases, there is no significant detriment to the performance. The results 





Test PSO Method in 1-Dimension 
 
Figure 3.1 Base swarm performance for n=1 Dimension 
 
 




Figure 3.3 Test swarm performance for n=1 Dimension 
 
 




Figure 3.5 Frequency distribution comparison for n=1 Dimension 
 
 




Figure 3.7 Distribution of differences illustrating significant improvement for n=1 Dimension 
 
 




Figure 3.9 Test swarm performance for n=1 Dimension 
 
 




Figure 3.11 Frequency distribution comparison for n=1 Dimension 
 
 




Figure 3.13 Distribution of differences for n=1 Dimension 
 
 




Figure 3.15 Test swarm performance for n=1 Dimension 
 
 




Figure 3.17 Frequency distribution comparison for n=1 Dimension 
 
 




Figure 3.19 Distribution of differences for n=1 Dimension 
 
 




Figure 3.21 Test swarm performance for n=1 Dimension 
 
 




Figure 3.23 Frequency distribution comparison for n=1 Dimension 
 
 












Figure 3.27 Test swarm performance for n=1 Dimension 
 
 




Figure 3.29 Frequency distribution comparison for n=1 Dimension 
 
 




Figure 3.31 Distribution of differences for n=1 Dimension 
 
 




Figure 3.33 Test swarm performance for n=1 Dimension 
 
 




Figure 3.35 Frequency distribution comparison for n=1 Dimension 
 
 




Figure 3.37 Distribution of differences for n=1 Dimension 
 
 




Figure 3.39 Test swarm performance for n=1 Dimension 
 
 




Figure 3.41 Frequency distribution comparison for n=1 Dimension 
 
 




Figure 3.43 Distribution of differences for n=1 Dimension 
 
 




Figure 3.45 Test swarm performance for n=1 Dimension 
 
 




Figure 3.47 Frequency distribution comparison for n=1 Dimension  
 
 




Figure 3.49 Distribution of differences for n=1 Dimension 
 
Test PSO Method in 2-Dimensions 
 




Figure 3.51 Frequency distribution comparison for n=2 Dimension 
 
 




Figure 3.53 Distribution of differences illustrating significant improvement for n=2 Dimension 
 
 




Figure 3.55 Frequency distribution comparison for n=2 Dimension 
 
 




Figure 3.57 Frequency distribution comparison for n=2 Dimension 
 
 




Figure 3.59 Distribution of differences for n=2 Dimension 
 
 




Figure 3.61 Test swarm performance for n=2 Dimension 
 
 





Figure 3.63 Frequency distribution comparison for n=2 Dimension 
 
 




Figure 3.65 Distribution of differences for n=2 Dimension 
 
 




Figure 3.67 Test swarm performance for n=2 Dimension 
 
 




Figure 3.69 Frequency distribution comparison for n=2 Dimension 
 
 




Figure 3.71 Distribution of differences illustrating significant improvement for n=2 Dimension 
 
 




Figure 3.73 Test swarm performance for n=2 Dimension 
 
 




Figure 3.75 Frequency distribution comparison for n=2 Dimension 
 
 




Figure 3.77 Distribution of differences for n=2 Dimension 
 
  
Test PSO Method in 3-Dimensions 
 




Figure 3.79 Frequency distribution comparison for n=3 Dimension. This guy is the best! 
 
 




Figure 3.81 Distribution of differences illustrating significant improvement for n=3 Dimension 
 
 




Figure 3.83 Test swarm performance for n=3 Dimension 
 
 




Figure 3.85 Frequency distribution comparison for n=3 Dimension 
 
 




Figure 3.87 Distribution of differences for n=3 Dimension 
 
 




Figure 3.89 Test swarm performance for n=3 Dimension 
 
 




Figure 3.91 Frequency distribution comparison for n=3 Dimension 
 
 




Figure 3.93 Distribution of differences illustrating significant improvement for n=3 Dimension 
 
 




Figure 3.95 Test swarm performance for n=3 Dimension 
 
 




Figure 3.97 Frequency distribution comparison for n=3 Dimension 
 
 








CHAPTER 4.    AUGMENTATION OF AN ARTIFICIAL NEURAL NETWORK 
(ANN) MODEL WITH EXPERT KNOWLEDGE OF CRITICAL COMBUSTION 
FEATURES FOR OPTIMIZING A COMPRESSION IGNITION ENGINE USING 
MULTIPLE INJECTIONS 
An article published and presented at the SAE World Congress, April 2017 
Abstract 
The objective of this work was to identify methods of reliably predicting optimum 
operating conditions in an experimental compression ignition engine using multiple 
injections. Abstract modeling offered an efficient way to predict large volumes data, when 
compared with simulation, although the initial cost of constructing such models can be large. 
This work aims to reduce that initial cost by adding knowledge about the favorable network 
structures and training rules which are discovered. The data were gathered from a high-
pressure common rail direct injection turbocharged compression ignition engine utilizing a 
high EGR configuration. The range of design parameters were relatively large; 100 MPa - 
240 MPa for fuel pressure, up to 62% EGR using a modified, long-route, low pressure EGR 
system, while the pilot timing, main timing, and pilot ratio were free within the safe 
operating window for the engine. The limits included restricting the dwell between 
injections, the upper and lower limits of main timing, and the pilot ratio which was limited to 
50%. The outcomes of the research are expected to provide important insight for accelerating 
and augmenting engine testing by offering an alternative to exhaustive phenomenological 
modeling. Quantification of the model’s ability to represent the experimental data is done 
using cross validation and various metrics are used to prevent overtraining while also 
maintaining high computational performance. A brief overview of the relative performance 




Compression ignition engines have undergone major technological revisions over the 
last decade due to various regulatory and economic pressures. While the engines in the 
marketplace right now rely on the same fundamental mechanisms that have been in place for 
over a hundred years the technology, they employ to deliver fuel and control the combustion 
conditions is somewhat revolutionary. Technological advancements in manufacturing, 
electronics, and materials have all provided significant contributions to the modern 
combustion engines’ specifications. On the other hand, design engineers need new design 
tools to keep up with this changing landscape of engine design. 
The engine design process made up of many phases and while the general trend of 
design paradigms indicates that products will be designed as fully as possible before being 
built, engine manufacturers, like many others, will struggle with implementing this design 
method completely. Combustion is an inherently difficult process to model and predict. Still, 
models are useful tools in all phases of design, though they need to be refined and tuned to 
each application. 
While substantial parts of the design phase occur in a virtualized environment, engine 
testing is done on real engines after manufacturing to provide the emissions and fuel 
consumption data which are required by several key stakeholders. Engine testing is the 
critical phase that connects the prior design process with the potential customer experience. 
Beyond emission certifications and fuel economy results engine testing provides design 
engineers with feedback about the success of the design and the predictions made about the 
design performance. On the other hand, engine testing is costly, and little can be done to 
accelerate the testing process due to the time required to reach steady state in a typical 
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engine. Improving this testing time substantially would require radical approaches in material 
selection to reduce the thermal capacitance and heat losses without substantial purpose other 
than to accelerate testing, which would be impractical. Still, heat loss mitigation such as 
thermal coatings may reduce the time required to reach thermal equilibrium and may 
improve transient performance of the engine, a worthy design objective. Certainly, thermal 
coatings are popular in research although not yet applied liberally in commercial production, 
and in the meantime other methods to accelerate testing are beneficial. 
Engine calibration, as the final stage of design, provides the data to feed back into the 
iterative design loop. Ideally, engine calibration would follow a rigorous process testing each 
potential combination of factors to a resolution that would produce a complete and smooth 
response surface of the engine output. That approach represents engine calibration as it was 
done 20 years ago, when the design factors in the calibration phase were far fewer than at 
present. Today, the feasibility of complete engine testing has been eroded by the increasing 
number of dynamic tuning factors available to calibration engineers. Engineers must either 
divide the problem of optimizing the engine calibration down into smaller pieces or they 
must augment their data with external models. To provide a confident global result, testing 
smaller ranges of the design space is not very useful. Other tools include heuristic 
optimization methods such as the genetic algorithm and particle swarm algorithm, which 
have both gained some reputation for being successful ways of finding near-optimal regions 
of operation within the design space. Still, such heuristics can fail to locate global optimums 
and they do still require much more data as design spaces increase, and furthermore, they can 
become trapped in local optimums. Data driven models can fill the gap between engine 
testing and optimization routines by providing a more rapid and economical results to the 
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optimizer. Once the optimum location is determined, further engine testing in the reduced 
space can produce more confident results than modeling alone, while locating the optimum 
much faster than a full factorial test of the engine can. The role of data modeling in this 
process will grow as new technologies develop and engine mechanical properties remain 
rather constant. 
Models used for this purpose are generally classified as either abstract or physical, 
meaning, phenomenological. Physical modeling is appealing, especially to general scientists, 
because once the model is complete and tuned, it can provide a vast amount of data about the 
process itself. Physical models aim to provide a complete knowledge of the entire process as 
it happens. They are generally very sensitive to certain input data, require a very deep and 
rigorous attention to the system boundaries and engineering assumptions made, and usually 
have a high fixed cost per iteration, once developed. On the other hand, abstract modeling 
approaches aim to connect the inputs and outputs in the most direct way possible. Abstract 
modeling is advantageous to physical models in that the cost to develop the initial model is 
the primary cost and the iterative cost of the model is very low. Also, being a data driven 
approach, unknown factors can be accounted for before they are understood completely. 
Abstract models fall short of providing the kind of insight about the process that 
phenomenological models provide, but with the advantage of being more rapid to develop 
and more flexible once built. These modeling techniques, though competitive, provide 
different results which cater to different goals in their use. 
Abstract modeling has enjoyed a long history of use dating back to C. Gauss and 
Legendre in the first decade of the 1800s, when Gauss’ method was used to predict the 
emergence of the planet Ceres without solving the non-linear equations of motion developed 
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by Kepler. Generally speaking, it is the process of creating a model and optimizing the 
parameters of that model to fit some data with the least error. The Least Squares method is a 
specific application of the generally abstract models. The abstraction characteristic comes 
from the fundamental assumption that there are unknown factors at work in the model and 
the parameters which reduce the error most will not necessarily elucidate those factors. 
Most recently abstract modeling has appreciated increased attention in the fields of 
Artificial Intelligence and Machine Learning. These methods can be classified as Regression, 
Regularization, Instance-based, Trees, Bayesian, Clustering, Association Learning, Artificial 
Neural Networks (ANN), Deep Learning, Dimensionality Reduction (DR), or Ensemble 
methods. The methods most prudent and realistic for the problem of optimizing engine 
calibrations are Regression, Regularization (e.g. Bayesian), ANN, DR, and Ensemble 
methods, as these methods deal strictly with continuous variables while the other methods 
listed are primarily used for logistical problems, which may still arise in situations such as 
cyclical variation analysis.[1] Taken as individuals, and in no specific context, these methods 
are often referred to as “black boxes” and, while that term makes sense, it isn’t technically 
precise. These methods can utilize a priori information and the methods can be used in 
conjunction with known models that use known constructions which lead to “gray box” 
method. These methods can also be used to extract rule sets to garner information about the 
system and processes, though such work is beyond the scope of this application. 
Several studies show that ANNs have become popular for predicting pressure features 
[2] and emissions characteristics [2-4]. ANNs have been used to predict emissions [2-6], ID 
[3], Combustion Duration (CD) , EGT, Brake Thermal Efficiency (BTE) [2-5], Peak Pressure 
(PP) [2], Peak Pressure Rise Rate (PPRR) [2], wall heat transfer, cylinder temperature [2]. 
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ANNs have been used to predict the effect of fuel blend [6], injection schedule [3], fuel 
pressure [5-6], EGR rate, valve timing, compression ratio, cetane number, boost pressure, 
and more. Some studies sought to resolve the cylinder pressure and temperature in time [2] 
while others sought only to identify the critical features of the pressure trace. 
This study examined the use of post-hoc analyzed cylinder pressure data to augment 
the model structure. The cylinder pressure data was not considered as an input to the 
combustion system, nor were the pressure features desired as outputs. Instead, this corollary 
data was used to enhance the overall model reliability in predicting the outputs from the 
inputs since the pressure data is informative and almost always collected despite not always 
being used directly. In this study, statistical tools are used to first predict the pressure features 
from the input data. After the initial modeling of the pressure trace features the input data are 
collected with the pressure predictions and then all together are used to predict the final 
output. A demonstrative graphic of this process using just three inputs, one predicted factor, 
and one output, is shown in figure 1 below. Using the key features of the combustion trace in 
addition to the input parameters enhances the prediction of the output data, provided the 
pressure prediction models have high certainty. As a necessary step towards this model 
structure the pressure features which can be modeled most accurately must be identified. 
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Input Layer Predicted Pressure Model Layer
Output Layer
 
Figure 4.1 Simplified illustration of the method showing the two-layered approach to first modeling 
an intermediate piece of data and then using the prediction along with the input layer to predict the 
output. Behind each connective arrow is a hidden neural network layer. This study used five inputs 
and many intermediate predictions, 
Many pressure trace and heat release features have been found to be useful in 
understanding the mechanisms at work during the combustion process. These features were 
extracted from the total pressure trace, the combustion pressure decomposition, and the heat 
release rate calculation. Important features from literature included absolute magnitudes, 
magnitude of derivatives, and the crank angle timing of such features, as previously 
identified. Singular event related features include the Start of Combustion (SOC) while other 
event related features are related to a duration, such as the angle of 50% combustion 
completion (MFB50). These features are summarized in table 1 below. 
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Table 4.1 Collection of relevant pressure trace features from literature, accounting for all commonly 
used combustion trace features 
Raw Pressure Max Pressure Derivative 
Max 
Timing of 
Both Ave. Pressure Max  Average Derivative 
Max 
Timing of 





Both Filtered Pressure 
Max 
Filtered Derivative Max Timing of 





Both Combustion Press. 
Max 
Combustion Deriv. Max Timing of 
Both Heat Release Rate 
Max 
HRR Derivative Max Timing of 







The scope of this study of the input variables was limited to include common tuning 
parameters for a dual injection scheme with variable fuel pressure. A modified exhaust gas 
recirculation (EGR) system allowed a wide range of EGR rates by utilizing long route and 
external pumping assistance. The emissions measured included hydrocarbons (HC), carbon 
monoxide (CO), carbon dioxide (CO2), nitrogen oxides (NOx), along with particulate matter 
(PM) and fuel consumption (SFC). The torque and speed were kept constant along with the 
inlet conditions for air and fuel. The data were gathered using a heuristic algorithm to obtain 
near-optimal results while representing the global optimization approach. From a statistical 
standpoint, this data gathering method has a high potential to create leverage and distribution 
problems as the data are not spread evenly, and they may be outside the region of interest. 
Data which had high leverage were removed from the original data set to reduce the impact 
of leverage and clumping without reducing the quality of the final models. It was prudent to 
do so, as well, because the points which have very high emissions and are far away from the 





The test apparatus consisted of a John Deere 4045T 4-cylinder turbocharged engine, 
with detailed specifications as in Table 2, coupled to a GE Dynamometer. The engine was 
equipped with a specialized EGR system allowing for temperature and flow control. The 
exhaust gas was sampled using a Horiba MEXA 7100 gas analyzer and an AVL smoke 
meter. The engine was equipped with a Kistler piezoelectric pressure transducer, fitted into 
the glow plug hole, and charge amplifier. Data was captured with a National Instruments data 
acquisition system and control of the engine was done using a proprietary tool to modify the 
ECU settings to deliver fuel and control fuel pressure.  
Table 4.2 Specifications for the John Deere 4045T engine used in the study. 
Displaced volume 4499 cc 
Cylinders 4 
Stroke 127 mm  
Bore 106 mm  
Connecting Rod 203 mm  
Compression ratio 17:1 
Number of Valves 4 
 
Data Context 
The data set was generated using a hybrid (particle swarm and genetic algorithm) 
heuristic optimization routine as found in [7]. The resulting data set was the result of a goal-
driven process rather than a designed experimental study, which was more representative of 
an industrial calibration process. Data points with high leverage and regions with tightly 
clustered data were trimmed manually reducing the data set from 163 data points to 159 data 
points. As the data was not distributed evenly and the study was not “designed” traditional 
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methods of Response Surface Modeling (RSM) are not valid. In this context, abstract 
modeling provided a better solution to those more straightforward methods previously 
established in RSM. 
The data set contained combustion of 3 characteristic regimes; ignition before TDC 
with a single HRR event, ignition after TDC with a single HRR event, and a regime with two 
HRR events. This challenge is particularly difficult to account for in analysis when 
comparing one regime with another. Premixed combustion and diffusion combustion happen 
at vastly different rates and thus, the model should be able to detect the type of combustion, 
though the relevance of the key parameters may be dramatically different for each type. 
Data Analysis 
The pressure data was gathered for 500 engine cycles and averaged by the data 
acquisition system. Pressure and system state data were recorded and analyzed offline. 
Pressure data was filtered using established methods of rolling average (digital comb) and a 
5th order Butterworth filter, in forward and reverse, to eliminate angle domain shift. Heat 
release was calculated using the method outlined by Heywood and summarized in Ferguson 
and Kirkpatrick [8-9], by assuming a low wall temperature, 600 K justified by the conditions 
of high EGR and late injections, as used in previous LTC studies on this particular engine. 
Cylinder pressure was decomposed using the polytropic model with an index of 1.35, 
which has been traditionally used on this apparatus and under these conditions. Non-
traditional applications were also explored to compare the effectiveness in terms of 
producing accurate and repeatable predictors. The angle (timing) of maximum pressure 
derivative was taken from the unfiltered, filtered, and decomposed pressure data. The angle 
and value of heat release rate maximum were also considered along with the SOC. The 
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combustion progress pinpoints, commonly referred to as MFB10, MFB50, MFB90, and 
MFB95, were also investigated, though the expectation was that since they are calculated 
from the heat release integration, they may not provide more useful data. The use of the EOC 
is investigated but due to the uncertainty involved in determining the EOC it was not 
expected to provide useful input to the neural network. 
ANN Structure 
In this work artificial neural networks were used to create abstract models of the 
combustion process. While other model methods may be effective for modeling in engine 
testing, in general, the ANN was chosen to accommodate the features of the data collection 
method, as this analysis is meant to augment the calibration procedure. The methods used in 
this analysis accommodate for small sample size, high order input space, unknown 
correlation between inputs, and unequally distributed sample data. More traditional methods 
such as principal component analysis (PCA) are sensitive to these types of data while online 
calibration using only heuristics cannot provide the type of data required for those statistical 
methods. Furthermore, methods such as support vector machine regression lack the ability to 
ignore extraneous factors in the final output model. A potential shortcoming of simplified 
methods of data reduction is the potential to ignore a substantially different mode in a group 
of data, for example, PCCI regimes with traditional regimes, which would mean that the 
assumption of common variance may not be applicable in such data sets. 
While other modeling techniques could replace the neural network in the pressure 
prediction step the ANN offers the ability to improve the model iteratively as data is 
collected, and this feature is not replicated by the other modeling techniques, as they must 
define the number of necessary features strictly to eliminate correlated inputs, and yet, this is 
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not possible before the data is gathered. Thus, the ANN provides a unique ability to ignore 
extraneous data while capturing highly complex relationships with data sets ranging from 
small to large while also using prior model data as a starting point to improve performance.  
The neural networks used in this study were standard models commonly available in 
software packages such as the Matlab Neural Network Toolbox. All neural networks rely on 
the perceptron model which sums a weighted set of inputs, applies a bias, and processes an 
activation function to determine the neuron’s output. Grouping perceptrons into layers and 
then a larger topology forms the actual neural network. Distinguishing factors of ANNs are 
the use of a fixed bias versus a complicated bias vector, the specific activation function(s) 
chosen, and the interconnectivity of the layers. 
The second key factor in how an ANN is described is the training function. While the 
network properties are a feature of the ANN while the training method itself is not a property 
of the network, it is still often referred to when describing the ANN. More precisely, the 
training function is the method by which the connection weights and biases are optimized to 
achieve the final network solution. There is an interaction between the network structure, the 
data, and the training method which cannot be ignored. Generally, a network which is too 
small cannot fit data well enough while a much larger network can overfit or become trapped 
in a local optimum more easily. The analysis of the training methods available and how the 
network structures interact with data and training methods are beyond the scope of this study. 
The purpose of the networks in this study were to demonstrate how a priori knowledge and 
analytical techniques could impact the reliability of abstract models in predicting the outputs. 
The neural network tuning was performed by adjusting the network size and examining how 
the networks performed in cross-validation.  
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The ANNs used in this study were the common three-layer construction with two 
layers for conditioning the input and output with one hidden layer where the abstract model 
is contained. Specialized network structures, as with various training methods, were beyond 
the scope of this study. A single model for each intermediate variable and each output 
variable were produced. Each network to predict intermediate values was given the full set of 
six input variables. Many networks for each intermediate variable were trained so that the 
repeatability of the model structure itself could be analyzed, rather than a singular solution. 
This was critical as with any heuristic or stochastic method a singular result is not very 
informative as to the function of the overall structure. A preliminary study indicated that 40 
networks were enough to get information about the repeatability of the network structure. 
While 40 network training sessions could provide information about the network architecture 
performance, 100 networks were trained for each set to address statistical quality concerns of 
using too few networks to characterize the topology. 
Fitting 
The data set of 158 test conditions was divided into training, validation, and test 
groups at a rate of 70%, 15%, and 15% respectively. Each network training session involved 
randomly dividing the validation groups, training the network, recording the fit parameters, 
and then repeating the process for 100 iterations. By examining the mean R2 fit parameter an 
overall understanding of how well the network structure was capturing the data. At the same 
time, it was critical to prevent overfitting. Overfitting is characterized by high errors on the 
validation set with nearly interpolating results in the training set. Overfitting can be seen in 
the test set as well, resulting in a fit which was better for the training than the validation or 
test. Overfitting was prevented by tracking the data errors made by all 100 networks, and 
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summing the square of these raw errors, as with the standard MSE. The variance of the errors 
was tracked, per data point, and a high variance of errors on each data point indicated 
overfitting. The network size which produced the lowest average variance in the errors 
overall data and all 100 iterations was chosen as the best network size. This did not always 
agree with the network performance, the overall MSE of the individual networks. Examining 
the MSE of each network alone would have allowed for large errors on a small set of data to 
be treated the same as smaller errors on the entire set, which would have allowed for 
overfitting, and eventually, impractically large solutions with low generalization potential. 
The predictive power of the networks was averaged and reported as R2 for each 
parameter. This was the average R2 value of the multitude of networks trained for each 
parameter. A high correlation reported that the network was reliably predicting outputs even 
when retrained many times with different sets of training data. Variation in R2, which would 
have represented a failure of an individual network to tune to the data, resulted in a reduction 
of the mean R2. Parameters which achieved an R2 of 0.98 and above were considered reliable, 
while 0.90 to 0.97 represented some unaccounted factors, and below 0.90 was a poor fit. The 
ability of the networks to predict each combustion feature was tracked and compared. 
This methodology follows general principles of cross-validation as well as 
bootstrapping and ensemble methods, but ensemble approaches were not used in generating 
the final models. The variation in performance of the networks was only used to provide an 
indication that the network topology was sufficient to produce similar results on different 
divisions of the training and validation data. In fact, ensemble methods leverage the 
differences between networks trained on slightly different data sub-sets while the methods 
used in this study were designed to indicate minimum differences between models trained 
141 
 
across different divisions of the data set. Those variations could come from both under fitting 
and over fitting the minimum variation from model to model is a good indicator of 
appropriate network size, at least, for simple ANN.  
Reference Model 
The same neural network sizing and training methods were applied directly to the five 
input conditions, utilized as controls by the heuristic optimization (PSO) routine, and those 
networks were considered as the single-layer reference for comparison as to using the 
improved, two-layer approach. It was expected that the two-layer method can outperform the 
single-layer method in cases where the single-layer method was inadequate, whereas in cases 
where the single-layer method was very accurate, the additional uncertainty introduced by 
adding data and calculations as well as another model layer may degrade the ability of the 
model to predict the results. Each pressure feature model was trained on a different, random 
division of the data and standard early stopping criteria were used to prevent over-training. 
Though multiple models were created for each pressure feature to determine the appropriate 
network size only one model was used for each pressure feature prediction in final testing, 
and these predicted pressure features were combined with the five engine test condition 
inputs to generate one ANN model for the prediction of the engine output. 
Results 
Parameter Selection 
The network size selection process produced ANNs ranging from 6 to 15 nodes in the 
hidden layers. The layer selection choices are summarized in Table 3 and indicate that some 
parameters were more difficult to model than others. Considering a single hidden layer, the 
increase in model parameters is proportional with the node quantity. The factors were 
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grouped into three groups based on the mean model performance. Factors which achieved 
very high performance were considered for the two-layer solution. These included the angle 
of maximum combustion pressure (decomposed), angle of maximum HRR, angle of both 
their derivatives, the absolute pressure maximum of the raw, comb-filtered, and resonance-
filtered pressure, as well as the MFB10, MFB50, and MFB90. These factors all achieved a 
very high repeatability, measured by low variance of model performance, and overall fit 
quality, measured by the correlation coefficient.  
Factors which had high fit quality but reliability issues included the SOC, MFB98, 
MFB95, as well as the angle of maximum pressure derivatives of the harmonic component, 
raw, comb-filtered, harmonic-filtered, and the angle of the maximum of the same harmonic 
component, and raw, comb-filtered, and harmonic-filtered pressures. These factors achieved 
a reliability high enough to be predicted by ANNs for analysis, but they did not achieve a 
high enough reliability to be considered for the two-layer approach. 
Remaining factors which were not able to be reliably predicted from the input factors 
were the maximum harmonic pressure, the maximum combustion pressure, the maximum 
HRR, and the derivatives of the harmonic, raw, comb-filtered, harmonic-filtered, and 
combustion pressures. The derivative of HRR along with the MFB5 and MFB99 were not 





Table 4.3 Pressure trace features examined, optimal network size for prediction, and mean prediction 
performance (R2). 
Maximum / Value  Nodes R2 
Raw Pressure Timing 11 0.90 
Raw Pressure Deriv. Timing 15 0.92 
Combed Pressure Timing 13 0.91 
Combed Pressure Deriv. Timing 13 0.95 
Filtered Pressure Timing 13 0.92 
Filtered Pressure Deriv. Timing 11 0.93 
Harmonic Pressure Timing 15 0.92 
Harmonic Pressure Deriv. 13 0.95 
Combustion Pressure Timing 11 0.98 
Combustion Pressure Deriv. Timing 11 0.98 
Heat Release Rate Timing 13 0.99 
Heat Release Rate Deriv. Timing 11 0.96 
Raw Pressure 9 0.99 
Raw Pressure Deriv. 12 0.74 
Combed Pressure 9 0.99 
Combed Pressure Deriv. 11 0.78 
Filtered Pressure 10 0.99 
Filtered Pressure Deriv. 11 0.87 
Harmonic Pressure 6 0.67 
Harmonic Pressure Deriv. 9 0.84 
Combustion Pressure 9 0.71 
Combustion Pressure Deriv. 9 0.71 
Heat Release Rate 8 0.87 
Heat Release Rate Deriv. 7 0.83 
Start of Combustion 11 0.96 
MFB 10% 9 0.98 
MFB 50% 9 0.999 
MFB 90% 9 0.98 
MFB 95% 6 0.96 
MFB 98% 10 0.93 
MFB 99% 11 0.89 
 
Two-layer Approach 
Using the factors identified from the selection process a two-step model was created 
for each of the five objectives. The two-step models were compared to single-layer models 
using the same process of ANN structure validation and size selection. The performance 
results of the two-step models were compared to the single-layer models and results are 
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provided in table 4. The quality of fit was improved by the added factors for all objectives. 
Fuel consumption predictions remained difficult while emissions predictions were raised to 
very high predictive power. The fuel consumption was not adequately modeled by the simple 
ANN structure without increasing the network size. Improvements were seen in using larger, 
regularized networks, in general, and when a 28 node Bayesian regularized network was used 
an improvement in correlation from 0.90 to 0.96 was seen. In all cases, improvements were 
seen by adding the additional predictive factors from the first stage of modeling. 
Table 4.4 Comparison of the single-layer model results and the enhanced two-step model results. 
Improved mean correlation fit parameters can be seen for all objectives. * An improved 28 node 
model using Bayesian Regularization was used to demonstrate a potential solution to the problem of 
under-performing models 




 R2 Nodes R2 Nodes 
CO 0.99 9 0.99 9 
THC 0.91 8 0.96 9 
NOx 0.92 9 0.98 9 
PM 0.86 9 0.99 9 
Fuel Consumption 0.80 7 0.89 7 
Fuel 
Consumption* 
0.90 28* 0.96 28* 
 
Discussion and Conclusion 
As the results indicate an improvement in predictive power was found by adding 
additional factors to the input. By using only additional factors which can be modeled 
accurately added uncertainty was avoided. The increase in predictive power raised all models 
to levels which could be used in the calibration optimization process. As the margin between 
emission limits and actual test conditions is often quite small, this high predictive power was 
important for creating a relevant model. The overall cost of producing the additional models, 
while not trivial, was low as compared with simulation methods, taking just a few minutes 
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each on a modern desktop PC. In particular, the smoke emissions prediction was improved 
dramatically, from 0.86 to 0.99, demonstrating how the additional input knowledge improved 
prediction reliability of the model dramatically. 
These results indicate that when high-precision abstract models can incorporate extra 
a priori information about the experimental system the overall improvement can enhance the 
model from being suggestive (R2 from 0.6-0.85) to being predictive (R2 from 0.85 to 0.999). 
The value of expert knowledge can be added to abstract models without creating physical 
sub-models. Furthermore, data reduction using expert knowledge was validated, as the entire 
pressure curve was replaced with just 9 features. The process of reducing the approximately 
1800 distinct pressure data measurement points (relevant to combustion) to 9 features using 
expert analysis meant that the model complexity and scope of the factors and observations 
didn’t change dramatically. In other words, by adding only a small number of input factors 
and no new observations the modeling structure could remain largely the same. Should the 
new considerations have raised the number of factors above the number of observations, or 
raised the order of magnitude of the observations, the resultant model structure would no 
longer be appropriate. 
The specific results indicated that the predictive power of some combustion features 
often discussed in literature were less than expected. One notable example was the peak 
pressure rise rate, and the angle of peak pressure rise rate. This characteristic feature 
contributes to noise and can influence longevity of components, but the ability of the ANN to 
predict it was low, and as such, it could not be used in the two-layer modeling approach. 
While the peak pressure rise rate and timing of such may be useful in general analysis, it was 
replaced by the extracted combustion pressure component with an improvement in overall 
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reliability as a modeling factor. The current study is limited to modeling the parameter and 
does not indicate that the peak pressure rise rate, as measured data, is not relevant to 
predicting emissions or characterizing combustion, but rather that it cannot be modeled from 
inlet conditions using the simple model structure presented here and that it was not necessary 
to achieve reliability in the final two-layer models. 
The results of this study indicate that the hybrid modeling approach of using expert 
analysis combined with abstract models can improve such models to a level required for use 
in iterative design and optimization, and potentially enough to be used in certified reliability 
processes. The key parameters identified by the study are relevant to compression ignition 
engines using multiple injection strategies with a wide variety of combustion profiles, 
excluding HCCI (fully premixed).  
One particularly important use of this modeling approach is in rapid optimization 
applications. The Genetic Algorithm (GA) has been used frequently with the downside of 
requiring many iterations, and therefore, test or simulation resources. With highly accurate, 
abstract models available, such as this two-layer neural network approach, algorithms such as 
the GA can be utilized without a substantial investment in massive computing resources. 
Beyond using optimization routines these types of models can produce highly dense fields of 
response predictions very rapidly without low computational cost and can further improve on 
heuristic optimization results. This type of low-cost model provides a useful mitigation of the 
problem of local extrema trapping that occurs with global optimization methods. 
Additional work should include comparison of this modeling method with other 
methods with the overall aim to develop accurate abstract model structures which incorporate 
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the minimal factors necessary to achieve industry standard reliability and repeatability in 
product development. 
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Figure 4.2 Selected heat release and pressure trace features along with their best model fits. 
 














































































































































































































































































































































































































































































Figure 4.4 CO regression modeling without Virtual Sensors 
 




Figure 4.6 HC regression without Virtual Sensors 
 




Figure 4.8 Fuel Consumption regression without Virtual Sensors 
 




Figure 4.10 PM regression without Virtual Sensors 
 




Figure 4.12 Heat Release Rate profiles for the entire data set 
 
Figure 4.13 Pressure trace history for the entire data set illustrating diversity in combustion profiles. 
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CHAPTER 5.    COMPUTATIONAL OPTIMIZATION OF A DIESEL ENGINE 
CALIBRATION USING A NOVEL SVM-PSO METHOD 
An article published and presented at SAE World Congress in April 2019 
Abstract 
Accelerated computational optimization of a diesel engine calibration was achieved 
by combining Support Vector Regression models with the Particle Swarm Optimization 
routine. The framework utilized a full engine simulation as a surrogate for a real engine test 
with test parameters closely resembling a typical 4.5L diesel engine. Initial tests were run 
with multi-modal test problems including Rastragin's function which informed the ML model 
tuning hyper-parameters. To improve the performance of the engine the hybrid approach was 
used to optimize the Fuel Pressure, Injection Timing, Pilot Timing and Fraction, and EGR 
rate. Nitrogen Oxides, Particulate Matter, and Specific Fuel Consumption are simultaneously 
reduced. As expected, optimums reflect a late injection strategy with moderately high EGR 
rates. The study shows that the optimization can be accelerated by approximately 75% while 
improving the ability to avoid local trapping using this novel Machine Learning - 
Optimization scheme. 
Introduction 
Over the past few decades, modern engine design has grown ever more complicated 
as refinements in established technology, emerging technologies, and customer expectations 
have increased [1-2]. Engine manufacturers face a challenge in delivering reliable, high-
performance engines that meet stringent emissions control regulations while simultaneously 
reducing fuel consumption and limiting capital cost increases. Today, engine manufacturers 
must optimize many factors in the design of an engine and optimization methodology plays a 
155 
 
significant role in helping designers achieve the many competing goals. At the same time, 
manufacturing technology and simulation technology have enabled the ability to optimize 
many more features than in the past. With an increase in the number of parameters to 
optimize, a narrowing of the performance envelope, i.e. reduced emissions with low fuel 
consumption, and the rapid pace of the production cycle, optimization methods have become 
increasingly important in achieving design targets. 
Optimization methodology can radically impact the product development pathway 
and design decisions [3]. One important way that optimization affects the product 
development is that a failure to find an optimum could hamper a technology from being 
applied; that is to say if a model of a technology underperforms compared with expectations 
due to the optimization method failing rather than the underlying technology, that technology 
may be rejected unjustly. This situation would have enormous costs and impacts on Research 
and Design processes, and while it can be avoided doing so carries its own costs. As 
operating envelopes continue to narrow, and controls become more precise, the likelihood of 
missing an optimal operating niche increase. Optimization methods must avoid local trapping 
and when testing new methods an examination of the ability to avoid local extrema should be 
done. 
Optimization methodology can also radically affect product design times and testing 
costs. When optimization is employed at the simulation/design phase of the mechanical parts 
of an engine substantial time is spent on high power computing (HPC) clusters. With 
hundreds of variables to optimize and a substantial run time for each simulation the available 
computational power is always a limiting factor. Even in cases where a super-computer or 
HPC cluster is available, the time spent on the machines is costly, and there is still a need to 
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reduce the total time spent optimizing a single design. When this time can be minimized 
costs can be reduced and product development can be accelerated. The added time could also 
be used to increase confidence that local optima have been avoided, to increase secondary 
performance factors, such as the width of the operational envelope, or to enable the use of 
more accurate models, which take longer to run. These advantages warrant research into the 
optimization methods used on engine systems, and to investigate the leverage gained by 
using more complex optimization methods. 
Several advancements are taking place in the computational landscape that offer 
opportunities to improve existing optimization methods. One such advancement is the 
incorporation of Machine Learning (ML) into almost all data-driven processes. Interestingly, 
the typical way that optimization and ML have been integrated is that ML models often use 
an optimization algorithm to accelerate a quadratic programming (QP) problem. This 
research takes a different approach, utilizing ML models to improve optimization routines. 
This approach is relatively new and the specific application in this study is novel, but the 
results are indicative of the potential of applying ML to optimization in this way more 
generally. 
This study explores the use of the Support Vector Machine Regression (SVM-R, or 
SVR) to enhance the performance of the Particle Swarm Optimization (PSO). While there are 
many ML models [4] and many optimization routines [5], the PSO and SVR are chosen in 
this case for their simplicity, speed, and scalability. The SVR method has been demonstrated 
to be effective in predicting engine performance [6-7]. Other models, such as Artificial 
Neural Networks (ANN) have also been demonstrated to be very effective but the speed of 
training as well as the tuning factors involved are dataset size dependent, requiring validation 
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all on their own. Rather than construct convoluted rule sets to determine these parameters, 
and to save time in having to adjust these rules for every individual optimization problem, an 
approach was chosen which better generalizes over a large array of optimization problems 
and datasets. 
The PSO algorithm was chosen due to its ability to minimize the number of test 
points while also being capable of avoiding local trapping. The Genetic Algorithm (GA) is a 
suitable alternative and results are expected to be similar for methods applied to the GA. 
Hyperparameters for the PSO are “untuned” and taken to be the standard values from 
literature [8-10] to offer a neutral view of the performance of the method. Tuning the 
parameters of the optimizer was beyond the scope and purpose of the study. 
A close approximation to a real test engine available for confirmation was developed 
using the Diesel-RK model system, and the engine simulator was used as the optimization 
plant for this study. The purpose of the study was to investigate the performance of the 
optimization routine on this engine model. At the same time, the response topology of the 
simulation plant needs to be approximately similar to that of the real engine, thus it was 
prudent to use a full engine simulator rather than a single cylinder CFD-kinetics alone. The 
simulator represented a real engine well, producing restricted designs which failed to 
run/combust, or which failed certain accuracy parameter checks, among other nuances. In 
this way, variations in injection spray and turbocharger performance, for example, were 
allowed and thus impacted the response surface topology. 
Recently, studies have demonstrated that both the SVR and ANN models are 
appropriate as surrogate functions for both complex engine simulations and, by extension, 
real engines [11]. It is well established that once a sufficient amount of data are collected, 
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either of these ML models will accurately represent the system to a degree that it can totally 
replace the system as a surrogate function, improving the cost and speed of the optimization 
[11-13]. These methods have generally started with a large test matrix or DoE approach, and 
then refined the search using the ML information, sometimes as the primary source of data. 
While the information from the ML model can be used as a surrogate, it is not directly fed 
back into the optimizer in any special way, and so the function of the optimizer is not directly 
affected; it is the speed of the objective function evaluation which is improved. To the 
contrary, this study aims to incorporate the first topology features to emerge from the data 
into the early optimization steps, and no prior test set is used to preload the ML. In contrast to 
the referenced “hot-start” methods this method is a true “cold-start” method that begins using 
ML information after just a handful of data are collected. In this study the purpose of the ML 
is to provide information about the location of the optimum neighborhood rather than 
accurately represent the value of the function over the domain. 
The goal of the study was to demonstrate the improvement in performance using the 
integrated PSO-SVR method over the standard PSO method, provide useful starting points 
for the ML hyperparameters more generally, and to quantify the improvement on a diesel 
engine simulation. A description of the implementation, test problem, and all the relevant ML 
hyperparameters determined by preliminary studies are reviewed in the methods. The overall 
improvement rate and exploration ability, emphasizing the acceleration of the optimization, 
are provided in the results. 
Methods 
The details for the optimization problem, the engine simulation, the ML model 
parameters, and a functional diagram of the optimization method along with its description 
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are provided herein. Preliminary study results for hyperparameter selection are provided as 
the basis for parameter selection in this study. 
Engine optimization presents a challenging problem for several reasons. Among these 
factors, the more challenging are: an unknown boundary for constraints, disjoint response 
spaces, undefined differentials, no analytical derivative information even for local 
approximations, a narrow envelope between constrained space and the expected optimum 
(the engine runs near misfire in some optimal cases), and a multimodal surface with different 
dominating features (primary factors) in different regimes. Additionally, the number of 
potential variables is greater than 100 for any typical circumstance, though practically it is 
often reduced to fewer, and the problems involve multiple objectives, though single objective 
functions are typically used. The engine test itself could be considered a “high cost” in terms 
of time and real costs, and when compared to a simple computational function. In this 
situation, methods which would be prohibitive in terms of wall-time penalty are feasible, 
which allows for ML tools to become integrated without substantially increasing the real 
costs of the optimization. 
Overview of the PSO-ML Strategy 
The PSO-ML method relies on incorporating information into the PSO method 
provided by a ML model. Generally, the PSO method ignores a great deal of information 
when updating the particle position and as a result, promising regions for exploration are 
ignored when they are not precisely in a particles historical best record. In a highly curved 
and multi-modal response space this drives local trapping and fails to explore fully. The 
PSO-ML strategy aims to correct this by incorporating a new test location based on the entire 
set of data. In this way, as particles test new locations even when they do not locate a piece 
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of information that will be shared with the swarm or direct their progression, the value of that 
data collected is not lost. The standard equation for the position of particles is given in Eqn 1. 
while the velocity update is given in Eqn 2. The global best particle in almost all PSO 
constructions suffers from a lack of velocity factors evident in Eqn. 2; all other particles in 
the swarm have their own historic best as well as the global best position contributing to 
velocity updates, while for the best particle, those locations are the same.  
 𝑋𝑖,𝑗+1 = 𝑋𝑖,𝑗   𝑉𝑖,𝑗+1 (1) 
V𝑖,𝑗+1 =  𝑤 ∗ 𝑉𝑖,𝑗  𝐶1 ∗ 𝑟𝑎𝑛𝑑  ∗ (𝑋𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖,𝑗)  𝐶2 ∗ 𝑟𝑎𝑛𝑑  ∗ (𝑋𝑖,𝑝𝑏𝑒𝑠𝑡 − 𝑋𝑖,𝑗) (2) 
The result of the construction is that the global best particle may experience 
stagnation precisely when it should explore, any time the global best particle is in a local 
‘trap’ it cannot escape once stagnated without another particle happening upon a better 
optimum region. To overcome this stagnation in the global best particle position, and to 
incorporate the otherwise wasted information, an ML model is created from the data 
gathered, it is then tested to find the optimum of the model, and this optimum is fed back to 
the optimization routine. Once the new potential location is sent from the ML model to the 
optimizer, it is tested as a possible best location. If it is indeed better than the previous 
optimum, the global best particle is instantly moved to that new location, before it its position 
and velocity are updated. The exact details of this process are found below in Fig. 1.  
The main algorithm of the PSO is not altered radically in the modified construction. 
After a group of tests (a ‘generation’ in terms of PSO or GA) is complete, the ML models are 
created from the entire data set collected through the optimization routine and the tested 
digitally to determine the ‘location of’ (input parameters) their minima. Those minima 
locations are tested using the full engine simulation and of the model-informed test locations 
the best result is compared to the previous known best (‘Global Best’) result. If the best result 
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of the ML models’ tests is better than the previously known global best value, the global best 
particle is immediately moved to the location of the model best value, and the global best 
value and location are updated to reflect the model-informed global best location. This passes 
the information to the entire swarm immediately allowing rapid exploration of the new 






Test SVR Model 
Points
Is Model Best?







Figure 5.1 The basic PSO algorithm modified with a new Machine Learning information injection 
step integrated before the particle positions are updated. The logic allows the model information to be 
incorporated only when the model predicts a better objective value than the historic global best value. 
A few logical concerns were necessary to be addressed in the system. First, a single 
objective function was utilized to simplify the method, though it is possible to implement the 
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strategy in a multi-objective situation. The objective function was chosen based on a simple 
but commonly understood relationship between Nitrogen Oxide (NOx) emissions, Particulate 
Matter (PM) emissions, and Specific Fuel Consumption (SFC). The single equation was 
based on targets which were well inside the Tier IV final envelope. This assured that the 
optimization could not actually reach the target, but the values were based on the ratio of the 
target zone; both the NOx and PM targets were exactly 1/4th of the “Tier IV Final” 
requirement. Preliminary trials for fuel consumption level were used and a baseline fuel 
consumption value was determined, and a value of 67% of that level was chosen to represent 
fuel targets. The order of each variable was set to indicate a preference for emissions targets 
with fuel as a secondary concern. Typically, when an engine can meet stringent emissions 
targets with less aftertreatment, a fuel penalty is generally acceptable, and solutions with 
equivalent emissions performance and lower fuel consumption are preferred. The choice of 
the fuel target is equivalent to a slight scale adjustment and does not impact the test result. 
The objective function is given in Eqn. 3 while the values used for the equation are 
summarized in Table 1. 













     (3) 
Table 5.1 The objective function parameters are set to be unattainable, to drive the optimization 
continually, and are based on the ratios of the Tier IV final limits. The exponents are set to 2 in order 
to place emphasis on the emissions as well as to enhance the solutions which are not extreme in either 
emission. 
Parameter Target / Value 
NOx0 0.2 g/kWh 
PM0 0.01 g/kWh 






Another logical concern is the issue of infeasible space. With any engine study, it is 
not known ahead of time if a specific engine operation mode will function as intended. While 
engine designers can predict approximately where misfire, combustion noise, or excessive 
combustion pressure will occur, it cannot be readily determined without testing. In the case 
of a prohibitive operational mode the value of the result is replaced with a penalty value. 
Additionally, if the particle is in a prohibited area, it is relocated by processing the velocity 
and position update functions up to three additional times. If the particle cannot find a 
feasible location after three attempts, it is assigned the penalty value and the algorithm moves 
forward. This logic is not specifically necessary for the test and it could be adjusted to fit any 
specific problem, but it does make sense in terms of wall-time equivalence; the failed tests 
take a fraction of the time as a full simulation due to early stopping, and so some time 
allowance is acceptable, however, if a particle is near a narrow feasible range, or far beyond 
the feasible boundary, it will not easily relocate to a feasible space. Limiting this number of 
reprocessing steps is necessary to avoid an endless loop. 
The final logistical concern is with handling velocity of particles exiting the design 
space limits. This was handled simply by fixing the particle to the boundary and giving the 
particle zero velocity in this dimension. This is the most simplistic way to handle constrained 
optimization, and it was preferable to penalty factors because the space beyond the limits was 
costly to explore; every effort was made to avoid doing so. 
PSO Hyperparameter Selection 
The PSO Hyperparameters were chosen according to literature as the ‘standard’ 
values. The swarm size was chosen in order to be large enough to give the swarm a better 
chance of avoiding local trapping as well as to avoid giving advantage to the modified 
164 
 
algorithm, which would benefit more from having a small swarm size. Initially, the swarm 
size was set based on prior experiments, however, it was increased to 32 (4x) after initial 
tests demonstrated issues with sensitivity to the initial conditions; that is to say that the small 
swarm size is highly sensitive to the random initial position selection. Fixing the swarm 
distribution could avoid this, however, it does not address the concerns with repeatability. 
The only modification to the basic PSO method was the inertia weight which was used to 
avoid velocity accumulation and excessive testing in the undefined infeasible region 
previously discussed. Additionally, the initial particle selection was not uniformly random, 
but a normal random distribution around a central feasible point (the design space centroid) 
to increase the number of valid tests in the initial set. When fixed and uniform distributions 
were used, the initial set contained many infeasible points and there was no logic for 
replacing those without ignoring the distribution criteria. Instead, the normal distribution 
gave the system a better starting point without wasting excessive iterations on infeasible 
points. If the constraints are well known, then the optimization can be limited more 
effectively to exclude infeasible space, and any starting criteria can be used. The starting 
criteria should not radically affect the comparison of the two methods but would certainly 
impact the total time either method should take.  
A summary of the hyperparameters chosen for the study are given in Table 2. The 
factors are kept the same for all tests in all conditions. The inertia weight factor was chosen 
from the literature which introduced it, similar to the social and individual factors.  
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Table 5.2 The velocity damping (inertia weight), social, and individual factors for tuning the PSO 
algorithm. The parameters are widely viewed as the default values for the PSO algorithm, no tuning 
was done on the parameters. 
Factor Value Purpose 
w 0.4 Velocity dampening 
C1 2*random( ) Social factor 
C2 2*random( ) Individual factor 
SVR Hyperparameter Selection 
An initial study utilizing standard multi-modal test problems for optimization was 
conducted to determine the influence of hyperparameters on the overall impact on the PSO-
SVR method. It was discovered that hyperparameters are critically important, especially 
when the number of samples is particularly low, as it is in typical optimization studies, 
especially during the first few iterations. The parameters modified included the Epsilon, 
Kernel scale, and Box constraint. Multiple choices exist for these hyperparameters including 
ad-hoc optimization, data-derived values based on the Inter-Quartile Range (IQR), and fixed 
values. All methods were examined, and it was found that IQR methods could be heavily 
influenced by the distribution and clustering of the particles, which presented an 
unpredictable behavior when combined with a pseudo-random optimizer. The ad-hoc 
optimization can provide a useful solution, but it increased the modeling time by a factor of 
10, so it is not always going to be practical. Interestingly, the ad-hoc optimization of the 
hyperparameters does not always produce the best result, either. This is a simple concept to 
illustrate, as the ad-hoc optimization seeks to find a model that has minimal error, whereas 
our function is essentially exponential and optimal near zero, which tends to put weight on 
the fit at large values. This is less than desirable, and furthermore adds nothing to the value 
of the model, as neither bias nor error are truly important; in fact, it is an approximation of 
the topology which we aim to use, rather than a surrogate function to replace the test. This is 
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the key novelty of this approach and to some degree undermines the value of ad-hoc 
optimization of the hyperparameters. 
For repeatability and simplicity, the hyperparameters were fixed, though in the final 
test, ad-hoc optimization was also compared as it is a valuable approach which can adapt 
better to various problems. Table 2 summarizes the fixed values found to be optimal for 
Rastragin’s function from 1 to 5 dimensions. These values were used in the engine study 
without further validation; however, a final examination of their appropriateness is examined 
in the results section. 






Constraint 2nd Order 
Polynomial 
1.0 0.1 1000 
3rd Order 
Polynomial 
1.0 0.1 1000 
4th Order 
Polynomial 
1.0 0.1 1000 
Gaussian (RBF) 0.1 1.0 1000 
 
Another important result of the initial study demonstrated that the selection of the 
SVR kernel was very important, and that a simple ensemble often outperformed any of the 
individual models. This made sense, as a low order polynomial captures the broader features, 
while a Gaussian kernel captures finer local features. Utilizing the ensemble of a 2nd order 
polynomial and Gaussian kernel provided the best results while a 3rd order polynomial result 
was often improperly predicting the minima at an extreme of the space (whereas the optimum 
was nearer the centroid). The preliminary investigation results indicated that 4 basic 
functions of kernel could be used effectively and also suggested a range for the 
hyperparameters of each. Additional functions tested in the preliminary study include 
Bukin’s function, and many more. Each study was repeated 100s of times with different seed 
values, and convergence within a small tolerance of the known minimum was required. The 
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results of this study indicated that the model-informed methods outperformed the standard 
PSO regardless of hyperparameter selection (P<0.001). 
Engine Model Parameters 
The engine model was designed in Diesel-RK to closely approximate a John Deere 
4045T engine. The engine model’s specifications are summarized in Table 4. The effort was 
not to model the specific engine accurately, but to create an approximation of an engine used 
in prior studies. The study represented the optimization of a calibration stage engine. The 
model included injector spray variations, multi-cylinder interactions, EGR mixing variations, 
and many more complexities that a 3-d CFD-kinetics model alone could not capture. These 
nuisances contribute to the complexity of optimizing engines both in design phase 
(computational) as well as in calibration phase (as-built). 
Table 5.4 A summary of the basic engine parameters used in the design of the simulation model, 
closely approximating the design of a John Deere 4045T engine. Included are some additional test 
conditions such as RPM and fuel loading. 
Cylinders 4 
Bore 106 mm 
Stroke 127 mm 
Displacement 4.5 L 
Compression Ratio 17.0:1 
Turbocharging Intercooled, single, fixed-
geometry EGR Type Low pressure, engine coolant 
cooled Fuel Diesel #2 
Speed 1500 RPM 
Cycle Fuel Mass 0.045 g 
 
The calibration parameters modified were limited to first injection timing; second 
injection timing; fraction of fuel in each injection; nominal fuel rail pressure, and Exhaust 
Gas Recirculation (EGR) ratio. The input parameter limits were selected based the physical 
engine apparatus and initial testing of the engine model. The limits chosen may not include 
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the full feasible design space but resulted in a balance between fraction of feasible space to 
the total design space and the ability of the model software to converge reliably. Late main 
injections, after 5 CAD ATDC with substantial pilot injections were avoided as the 
simulation time was up to 10 times longer than when the main injection was occurring prior 
to 5 CAD ATDC. There were also substantial emissions increases for HC and CO, as 
expected, and so such late injections were simply eliminated from the study. The limits are 
summarized in Table 4 and the variable features are highlighted. The simulation uses discrete 
optimization, as all computational systems do, but each variable had a different level of 
precision which is also included in the table. 
Table 5.5 The test variables and associated minimum and maximum values given to the optimizer 
routine. 
Calibration Input Minimum Value Maximum Value 
First Injection 
Timing 
50 CAD BTDC 5 CAD ATDC 




Fuel Pressure 800 bar 2600 bar 
EGR Rate 5% 65% 
 
Results and Discussion 
In general, the optimization routine incorporating ML models was accelerated and 
achieved better results than the basic PSO algorithm. The ML models had relatively high 
error, high loss rates, and exhibited poor predictive power over the result space. In this way, 
the models would perform poorly in predicting the overall emissions from the engine. 




Objective Values and Convergence 
The progression of the objective value (SE) is shown for the 5 different tests in Fig. 2 
highlighting the rapid improvement of the augmented systems.  
 
Figure 5.2 Progress of the objective values with swarm generation. Highlighted data points indicate 
that the ML modeling discovered a new swarm-best location, driving rapid improvement in the 
objective function. 
Generations where model information was incorporated are highlighted with an extra 
border, illustrating the relationship with the rapid improvement. The objective values 
discovered by the systems augmented with a 2nd order polynomial and Gaussian kernel 
performed slightly worse than the systems which incorporated a 3rd and 4th order polynomial 
kernel. This is due in part to the contribution of those models to the mean model, as the 
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was the best model of the four in 7 generations out of 36, while the quadratic SVR model 
was the best model in the remaining 29 generations. In the key generations, where the model 
predictions outperformed any previous particle test, 1 of 6 was found with Gaussian model 
while 5 of 6 were found using the quadratic model. At no time did the 3rd or 4th order 
polynomial kernel functions outperform the quadratic model in predicting the location of the 
minimum. 
There was significant improvement in objective values compared to the same 
generation of the PSO algorithm and to the overall best of the PSO algorithm after 10 
generations (cycles), which accounted for a total of 160 tests. The model augmented 
optimization achieved an overall average reduction in objective values of 68% with the best 
system resulting in an overall reduction in objective value of 83%. 
Local Optima Trapping 
Local trapping is a difficult phenomenon to track, however, when the convergence 
criteria is set to track the position and velocity of the swarm the relative dispersion of the 
particles is a good indicator of the trapping phenomenon. In the baseline test the particles 
have converged into a small space approximately 0.8 CAD First Injection by 2.3% pilot 
fraction by 1.36 CAD dwell by 34 bar fuel injection pressure by 1.2% EGR fraction. These 
are considered sufficiently small and the particle velocity average is less than 0.1% of the 
range, indicating that the particles are not going to move apart any longer. This was taken to 
indicate convergence for the baseline test. 
The baseline test does appear to be trapped in a local optimum while the ‘PSO+2 
models’ system is not trapped, as it still has some improvement going on, but it has also not 
fully converged, and it cannot be said that it would not be trapped. In the ‘PSO+4 models’ 
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case, the ‘PSO+2 optimized’, and the ‘PSO+4 optimized’ cases the particles are not in 
similarly small spaces, despite the lack of substantial improvement in the objective values 
over generations. The variations in the other systems represent approximately 20 CAD in 
first injection timing, 20% fraction split, 20 CAD dwell, 600 bar fuel pressure, and 20% EGR 
fraction. Compared to the full ranges of these values, the variation is substantial, and the 
particles are still exploring the space effectively. Interestingly, the particles are exploring the 
space for a longer time due to the model influence, even though in most cases, the model 
only introduced a single piece of information to the system during the 3rd, 4th, 5th, or 6th 
generation.  
Model Accuracy 
Figure 3 indicates the model loss function of generation for each model. The general 
trend is that the loss function drops as new data is brought into the model. At times, the loss 
spikes indicating that some new data is not able to be well captured by the model. As the data 
coming into the models is sparse and clustered to some extent, it is expected that the loss rate 
will be unpredictable from generation to generation. Interestingly, the ‘PSO+4 models’ 
system is the best performing when integrated into the optimization routine, however, it has 
the highest model loss. It cannot be concluded from this small set that there is a correlation 
between a poorer fit and better ability to capture the macro scale features of the topology, 
however, the contrapositive can be said; lower model loss did not lead to better system 
performance. 
While the model has relatively low performance, we do expect this with such small 
data set size. As the data set reaches the order of a thousand samples, the accuracy is 
expected to rise to the extent that the model can replace the actual engine, which has been 
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established by prior research. The accuracy may jump and have spikes, but this is 
predominantly due to exploration of a new region (incorporation of new local curvature). 
Each time a particle roams to a new region with it’s own local curvature, the model will 
struggle to represent that new curvature, and the error will jump up. As more data are 
provided, however, the error drops. Once the gross curvature of the entire space is 
established by the model, the error would not spike up or down dramatically. The spikes do 
not have any relationship to the ability of the model to represent the minima accurately. In 
fact, the model loss as shown is not entirely relevant except to demonstrate that the 
traditional sense of accuracy and error/loss are relatively insufficient to describe the 
usefulness of a particular model.  
 
Figure 5.3 The model loss for the various modeling arrangements. Generally, the models show 
decreasing trends of loss, however, large jumps in loss are demonstrated for the cases where the 
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The overall accuracy of the models is not high. In this implementation of ML, 
however, the performance of the model in terms of accuracy is not expected or required to be 
high. Instead, the ability of the model to capture some features of the topology is the main 
goal. As expected with such a small data set and with sparsely collected data, clumped near a 
few locations, the accuracy is poor, but improves generally as more data is added to the 
system, which was expected. Once the modeling directs the PSO to new regions, however, a 
large jump in error or loss occurred on the next model iteration. 
The error with respect to the overall global minimum discovered through all trials is 
shown in Figure 4. One interesting feature is that the ability of the model to accurately 
represent the minimum does trend with the overall improvement of the system; those systems 
which performed best predicted the objective value at the optimum more accurately. It cannot 
be concluded that there is any correlation between the performance of the models near the 
optimum and the system performance, but it is a natural expectation that as the quantity of 
data increases, the model performance improves, while at the same time, the system 
improves the quantity of data in the optimum region. It is possible that models with ad-hoc 
optimized hyperparameters could adapt better to the clustered data, however it is not 




Figure 5.4 The overall error in the models’ predictions of the optimum. As with loss, the accuracy 
generally gets better as more data is available, however, absolute accuracy (non-biased) models are 
not required for this application. Notably, the models are continuing to get more accurate even as the 
optimizer begins to stagnate, indicating that the requisite amount of data for a good model is 
substantially larger than what is required for the optimizer to locate a suitable performance regime. 
Conclusions 
In general, the PSO systems incorporating SVR models were able to avoid local 
trapping and rapidly accelerate their discovery of the optimum region. After only 48 trials, 
two of the four systems displayed improved behavior, and all systems displayed improved 
behavior after 96 trials. Overall improvement in the objective value was 83% for the system 
with 4 SVR model kernels tested. 
Evidently, a small amount of information fed into the PSO system can radically alter 
the swarm trajectory, improving the ability of the swarm to avoid local optima while 
decreasing the number of iterations necessary to optimize the system. Furthermore, 
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reasonably accurate models may require more data than the optimization process itself; 
creating accurate models may, in some cases, be costlier than optimizing directly. 
Hyperparameter optimization of the SVR model was not necessary and did not 
improve the overall performance; the best performing model used fixed parameters which 
radically simplifies the implementation and improves the computational speed of the SVR. 
The performance of the SVR models was comparable for all cases, validating the 
hyperparameter choices for the intended purpose. 
Improvements in the loss function formulation may have a substantial impact on the 
system when hyperparameter optimization is done, however, and it may be worth 
investigating alternative loss functions derived for this unique implementation. 
As compared to existing research this study shows potential of yet another way that 
Machine Learning can enhance optimization processes. There are many opportunities to use 
fast, cold-start methods such as this one, along with hot-start and DoE-based methods.  
Overall, large improvements in the optimization results are achieved even when 
model accuracy is low, and the data is sparse. The use of the ML model to extract the gross 
features of the topology for directing the optimization strategy was effective in reducing the 
optimization time and local trapping. As each case is based on random number generation, 
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CHAPTER 6.    CONCLUSIONS 
ML models have been demonstrated to be an effective tool in improving the speed, 
accuracy, and reliability of the Particle Swarm Optimization method by leveraging existing 
low-cost resources (data and computational resource). 
Optimization methods have been demonstrated to be improved by the ML methods, 
and extensions or applications of this method are readily applied – any optimizer which 
digests all of the critical data but compresses it into simple heuristics can be augmented by 
feeding new data or test points. Consider in the hybrid PSO that the swarm leader is now 
informed by an outside observer which sees all that has happened – a sort of omnipotent 
guide (data-driven model) – and which is only leveraged when it is proven correct (an 
improved solution is discovered by the model). The potential for applying mined ML features 
to a new technology follows suit with an abstract combination of both concepts presented 
herein. One can leverage both types of data in a research environment, and virtual sensing 
applications are a direct consequence of producing the type of 2-layer models demonstrated 
in Chapter 4. 
Leveraging disciplinary knowledge remains a key component to exploiting virtual 
sensors for improving overall models, relying on past research to establish relevant features. 
As data science progresses, it is possible that data mining can improve the feature selection 
process, but the pressure trace and heat release trace contain an enormous amount of data for 
each individual data point, and extracting relevant features from groups of time-series is not a 
trivial process, and certainly not as useful in a case where rapid analysis is critical. Still, data 
mining from pressure traces could result in improved virtual sensors and thereby improve the 
overall models dependent on those virtual sensors. 
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Chapter 5 demonstrated a substantial improvement in optimization search 
performance by applying ML methods, even when the ML models themselves were not 
highly accurate, and when data was very sparse. By combining both the 2-layer model 
(virtual sensor enhanced engine model) with the model-informed enhanced optimization 
scheme, it is expected that substantial gains can be made in rapid optimization methods, 
especially for those who have a large database of test records. 
The initial tests provided in Chapter 3 were meant to serve as a starting point in 
applications – not a prescriptive solution for all problems. Hyperparameter tuning is a critical 
element of every optimization and machine learning operation, however, to the greatest 
extent possible, the “original” or “traditional” values are taken as defaults, and the sensitivity 
to the tuning parameters should be attended to in each problem context. In these tests, no 
dynamic tuning of parameters was done, but when problems arose in the performance of the 
baseline model, adjustments were made. Adding complexity through tuning factors merely 
complicates the issue of optimization, and in this work a starting point was established from 
the initial tests. In the end, an approach with fixed tuning factors and an ensemble model was 
determined to be comparable to a quantile-based automatic-tuning approach in performance, 
which cost several magnitudes of additional computational (and wall) time, which was rather 
surprising. A compromise between capturing a topology feature (extrema location) and the 
traditional modeling performance factors of accuracy and bias was struck. 
Insights from this study open potential research into new loss functions designed for 
this purpose and other performance metrics for gathering topology information. While this 
area of mathematics (topology) is well researched and continues to expand, the data 
environment of a diesel engine optimization does not lend itself well to the traditional 
179 
 
analytical approaches. The problem context of the diesel engine is common in engineering 
practice, however, and analytical approaches most typically rely on differential data, which is 
not directly available in our study – even in the simulations. Further study into the topology 
of combustion engines will only be confounded by each new technological advancement, or 
each new dimension of design incorporated into the optimization process. The analytical 
methods are easily broken by the dimensionality issue, as well. Furthermore, the response 
surface may be convoluted or disjoint, for example, with HCCI injection timing; there is a 
prohibited space between standard operating timing and HCCI timing where a traditional 
charge quantity could over-pressurize the cylinder or even destroy an engine. Analytical 
techniques cannot handle these unforeseen factors, prohibited regimes, and otherwise 
obfuscated constraints.  
Hyperparameter tuning sensitivity remains a high priority for attention, as the less 
sensitivity to the tuning factors, the more automated optimization and modeling can be. Also, 
the more generally extensible the optimization routine can be. The limitations of 
investigating a single objective function are appreciated, however, for the specific 
engineering problem the topology of the test problem is similar to that of the real system 
known from prior research. The methods should be examined on a broader test bank to more 
fully understand the sensitivity to hyperparameter selection when the method is generalized. 
Alternatively, exploration on the test problem itself is more beneficial, especially when prior 
data sets can be leveraged to tune the ML model. 
In this study an improvement in the PSO optimization was realized through applying 
the RBF kernel SVR model ensemble consisting of one model with a small epsilon and one 
with a large epsilon. The RBF kernel methods selected resulted in a 25% and 35% reduction 
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in the iterations test problem with n=3 dimensions. In the simulated engine study the 
enhanced methods resulted in an 83% improvement in the objective value within a relatively 
small number of function evaluations (<300). 
With regards to utilizing the knowledge-based Virtual Sensor in enhancing the ANN 
model of engine emissions, the generally challenging problem of predicting smoke emissions 
was addressed with a 48% reduction in MSE and a correlation improvement from 0.84 to 
0.98. The results indicate that ANNs are useful modeling tools but that they can be improved 
substantially through prudent application of expert knowledge through virtual sensors. The 
improvement is substantial enough to change the application of the model from informative 
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