Abstract. In this paper, we study the gaps between primes in Beatty sequences following the methods in the recent breakthrough of [8] .
Introduction
Let p n denote the n-th prime and t a natural number with t ≥ 2. It has long been conjectured that lim inf
This was established recently for t = 2 by Y. Zhang [11] and shortly after for all t by J. Maynard [8] . Maynard showed that for N > C(t), the interval [N, 2N ) contains a set S of t primes of diameter
where D(S) := max{n : n ∈ S} − min{n : n ∈ S}.
In the present paper, we adapt Maynard's method to prove a similar result where S is contained in a prescribed set A (see Theorem 1) . We then work out applications (Theorems 2 and 3) to a section of a Beatty sequence, so that
The number α is assumed to be irrational with α > 1, while β is a given real number. We require an auxiliary result (Theorem 4) for the estimation of errors of the form
where I is an interval of length |I| < 1 and γ = α −1 . Theorem 4 is of "Bombieri-Vinogradov type"; for completeness, we include a result of Barban-Davenport-Halberstam type for these errors (Theorem 5).
In this paragraph, we introduce some notations to be used throughout this paper. We suppose that t ∈ N, N ≥ C(t) and write L = log N ,
Moreover, (d, e) and [d, e] stand for the great common divisor and the least common multiple of d and e, respectively. τ (q) and τ k (q) are the usual divisor functions. x is the distance of between x ∈ R and the nearest integer. Set P (z) = p<z p with z ≥ 2 and ψ(n, z) = 1 if (n, P (z)) = 1, 0 otherwise.
X(E; n) stands for the indicator function of a set E and P for the set of primes. Let ε be a positive constant, sufficiently small in terms of t. The implied constant "≪", when it appears, may depend on ε and on A Date: November 13, 2014.
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(if A appears in the statement of the result). "F ≍ G" means both F ≪ G and G ≪ F hold. As usual, e(y) = exp(2πiy), and o(1) indicates a quantity tending to 0 as N tends to infinity. Furthermore,
denote, respectively, a sums over all Dirichlet characters modulo q, a sum over nonprincipal characters modulo q and a sum restricted to primitive characters, other than χ = 1, modulo q. We writeχ for the primitive character that induces χ. A set H = {h 1 , · · · , h k } of distinct non-negative integers is admissible if for every prime p, there is an integer a p such that a p ≡ h (mod p) for all h ∈ H.
In Sections 1 and 2, let θ be a positive constant. Let A be a subset of [N, 2N )∩N. Suppose that Y > 0 and Y /q 0 is an approximation to the cardinality of A, #A. Let q 0 , q 1 be given natural numbers not exceeding N with (q 1 , q 0 P (D 0 )) = 1 and ϕ(q 1 ) = q 1 (1 + o(1)). Suppose that n ≡ a 0 (mod q 0 ) for all n ∈ A with (a 0 , q 0 ) = 1. An admissible set H is given with h ≡ 0 (mod q 0 ) (h ∈ H) and (
1.1)
p|h − h ′ , with h, h ′ ∈ H, h = h ′ , p > D 0 implies p|q 0 .
We now state "regularity conditions" on A.
(I) We have for m = 1, · · · , k. Moreover, for m ≤ k, g ≤ s and any a q ≡ a 0 (mod q 0 ) with (a q , q) = 1 defined for q ≤ x θ , (q, q 0 q 1 ) = 1, we have (1.5)
Finally, ̺ g (n) = 0 unless (n, P (N θ/2 )) = 1.
Theorem 1. Under the above hypotheses on H and A, there is a set S of t primes in A with diameter not exceeding D(H), provided that k ≥ k 0 (t, b, θ) (k 0 is defined at the end of this section).
In proving Theorem 2, we shall take s = a = 1, q 0 = q 1 = 1, ρ 1 (n) = X(P; n). A more complicated example with s = 5, of the inequality (1.3), occurs in proving Theorem 3, but again, q 0 = q 1 = 1. We shall consider elsewhere a result in which q 0 , q 1 are large. Maynard's Theorem 3.1 in [9] overlaps with our Theorem 1, but neither subsumes the other. Theorem 2. Let α > 1, γ = α −1 and β ∈ R. Suppose that
for all r ∈ N. Then for any N > c 1 (t, α, β), there is a set of t primes of the form
where C 2 is an absolute constant.
Theorem 3. Let α be irrational with α > 1 and β ∈ R. Let r ≥ C 3 (α, β) and
There is a set of t primes of the form
where C 4 is an absolute constant.
Theorem 3 improves Theorem 2 in that α can be any irrational number in (1, ∞) and 7.743 < 8, but we lose the arbitrary placement of N .
Turning our attention to our theorem of Bombieri-Vinogradov type, we write
Here, I runs over intervals of length |I| < 1.
Theorem 4. Let A > 0, γ be a real number and b/r a rational approximation to γ,
Then for N < N ′ ≤ 2N and any A > 0, we have
Our Barban-Davenport-Halberstam type result is the following.
Theorem 5. Let A > 0 and γ be an irrational number. Suppose that for each η > 0 and sufficiently large r ∈ N, we have
There are weaker results overlapping with Theorems 4 and 5 by W. D. Banks and I. E. Shparlinski [4] .
Let γ be irrational, η > 0 and suppose that
for infinitely many r ∈ N. Then (1.10) fails (so Theorem 5 is optimal in this sense). To see this, take
From this, we infer that
We now turn to the definition of k 0 (t, b, θ). For a smooth function F supported on
where the sup is taken over all functions F specified above and subject to the conditions I k (F ) = 0 and J (m) k (F ) = 0 for each m. Sharpening a result of Maynard [8] , D. H. J. Polymath [10] gives the lower bound
Now let k 0 (t, b, θ) be the least integer k for which
Deduction of Theorem 1 from Two Propositions
We first write down some lemmas that we shall need later.
for all prime p and
for any w and z with 2 ≤ w ≤ z. Let g be the totally multiplicative function defined by
.
Suppose that G : [0, 1] → R is a piecewise differentiable function with
for 0 ≤ y ≤ 1 and
The implied constant above depends on
Proof. This is [6, Lemma 4] .
Throughout this section, we assume that the hypotheses of Theorem 1 hold. Moreover, we write
Recalling the definition of admissible set, we pick a natural number ν 0 with
Proof. We have
from which the statement of the lemma can be readily obtained.
Lemma 3.
Let H > 1,
Then, we have
Proof. Let γ(p) = 0 if p|W 1 and
, as defined in the statement of Lemma 1, is
Using Lemma 1 with G(y) = 1 and Lemma 2, we have
where we can take
Combining everything, we get (2.2).
To prove (2.3), we interchange the summations and get
completing the proof of the lemma.
The lemma follows from this.
We now prove two propositions that readily yield Theorem 1 when combined. To state them, we define weights y r and λ r for tuples
We set y r = λ r = 0 for all other tuples. Let F be a smooth function with |F | ≤ 1 and the properties given at the end of Section 1. Let
and (2.6)
, and w n = 0 for all other natural numbers n.
w n X(A; n).
Then
Before proving the above propositions, we shall deduce Theorem 1 from them.
Proof of Theorem 1. Let
Using Propositions 1 and 2, the right-hand side of the above is
Here we have used
Therefore, using (1.4), we get
for a suitable choice of F . The positivity of the above expression is a consequence of (1.12). Therefore, there must be at least one n ∈ A for which
For this n, there is a set of t primes n + h m1 , · · · , n + h mt in A.
Proof of Propositions 1 and 2
This section is devoted to the proofs of the two propositions.
Proof of Proposition 1. We first show that
From the definition of w n , we get
Recall that n ≡ a 0 (mod q 0 ) for all n ∈ A. The inner sum of the above takes the form Counting the number of times a given q can arise, we get
Since R 2 W 2 ≤ N θ , we can appeal to (1.2) and (2.7) to majorize the right-hand side of (3.4) by
Applying Lemma 4 with f 1 = ϕ, we see that
Now we follow [8] verbatim to transform this equation into
As in [8] , we recast (3.5) as
For the non-zero terms on the right-hand side of (3.7), either s i,j = 1 or s i,j > D 0 . The terms of the latter kind (for given i, j, i = j) contribute
say. Clearly, U 3 ≪ 1. Now if u is squarefree, we have
So (2.2) and (2.3) give, respectively,
Hence, the right-hand side of (3.8) is
Now, we shall deduce Proposition 1 from (3.1). Mindful of (2.6), we have
Note that the common prime factors of two integers both coprime to W 1 are strictly greater than D 0 . Thus, we may drop the condition (u l , u j ) = 1 in the above expression at the cost of an error of size
by virtue of (2.2).
It remains to evaluate the sum
This requires applying Lemma 1 k times with
We take A 1 and A 2 to be suitable constants and
In the j-th application, we replace the summation over u j by the integeral over [0, 1] . Ultimately, we express the sum in (3.9) in the form
and Proposition 1 follows at once.
We shall need the following lemma in the proof of Proposition 2.
Lemma 5. Let 1 ≤ m ≤ k and suppose that r m = 1. Let
Fix j, 1 ≤ j ≤ k. In (3.10), the nonzero terms will have either a j = r j or a j > D 0 r j . The contribution from the terms with a j = r j is
Now, as before, from (2.2) and (2.3),
Hence (3.10) becomes
and the proof is completed by applying Lemma 2.
Now we proceed to the proof of Proposition 2.
Proof of Proposition 2. Let
is defined in Lemma 5. We shall first show that
From the definition of w n , we have
As in the proof of Proposition 1, d,e reduces to ′ d,e . Let n ′ = n + h m . Since n + h m ≡ a 0 (mod q 0 ) for n ∈ A, the inner sum of (3.13) reduces to
Here we have
For (a q , q) = 1, we need (h m − h i , [d i , e i ]) = 1 whenever m = i, which was noted earlier.
Arguing as in the proof of Proposition 1, (1.5) now gives
With a j and b j as in (3.6), we follow [8] to obtain (3.14)
Here q is the totally multiplicative function with g(p) = p−2 for all p and we have used Lemma 4 with f 1 = g.
The contribution to the sum in (3.14) from s i,j = 1 (for given i, j) is 
From (2.3) and the observation that, for s squarefree,
we get that
and we have established (3.12).
Now we use Lemma 5 in (3.12), recalling (2.5). When r m = 1,
From this, we find that
We shall apply Lemma 1 to (3.16) with κ = 1,
(similar to the proof of (2.2)). Define
We obtain that
Inserted into (3.12), the above produces a main term
and an error term of size
Now we remove the condition (r i , r j ) = 1 from (3.17). As before, this introduces an error of size
by an application of Lemma 3. Combining all our results, we get
The last sum is evaluated by applying Lemma 1 to each summation variable in turn, taking
to produce the right value of γ(p)/(p − γ(p)). Of course
by Lemma 2, while L ≪ log L. Our final conclusion is that
completing the proof.
Further Lemmas
Let γ = α −1 . As noted in [4] , the set of [αm + β] in [N, 2N ) may be written as
Lemma 6. Let I = (a, b) be an interval of length l with 0 < l < 1 and let h be a natural number satisfying 0 < −hγ < 2ε (mod 1),
Proof. Let t ≡ −hγ (mod 1), 0 < t < 2ε. Clearly A ∩ (A + h) consists of the integers in [N + h, 2N ) for which γn ∈ (a, b) (mod 1), γn + t ∈ (a, b) (mod 1). The lemma follows with J = (a, b − t).
Lemma 7. Let I be an interval of length l, 0 < l < 1. Let x 1 , · · · , x N be real. Then (i) There exists z such that
a j e(hx j ) . Lemma 8. Let 1 ≤ Q ≤ N and F a nonnegative function defined on Dirichlet characters. Then for some
Proof. This lemma follows on allocating the conductors ofχ into classes corresponding to divisors q 1 of q and applying a splitting-up argument to q 1 .
Lemma 9. Let f (j) (j ≥ 1) be a periodic function with period q,
f (j)e − nj q , F > 0, and R ≥ 1. Let H(y) be a real function with H ′ (y) monotonic and
where
Proof. This is [2, Theorem 8].
For a finite sequence {a k :
Let β be real and
where r 1 ≥ H and (u 1 , r 1 ) = 1. Then for M 1 ∈ N,
If M < r 1 and
Proof. For (4.2), it suffices to show that a block of [r 1 /H] consecutive m's contribute
so there are O(1) values of j for which the bound
fails. Our block estimate follows immediately.
The argument for (4.3) is similar. In this case,
Therefore, the left-hand side of (4.3) can be estimated by satisfies the bound
Proof. Let S ′ be the sum obtained from S by removing the condition N ≤ mk < N ′ . It suffices to prove the same bound, with L 1/2 in place of L 3/2 , for S ′ , since the condition can be restored at the cost of a factor of L. See [7, Section 3.2].
We have
say. We may also assume that b k = 0 if (k, q) > 1. By Cauchy's inequality, and with summations subject to the obvious restrictions on m, k 1 and k 2 ,
Bringing the sum over χ inside we see that the right-hand side of the above is
upon using the parallelogram rule
Now summing the geometric sum over m and then summing over q, we see that
Now we combine the variables l and q and then apply (4.2), leading to
The desired bound for S ′ follows by another application of Cauchy's inequality.
Lemma 12. Under the hypotheses of Lemma 11, suppose that 4M Q < N ,
(ii) If 4M Q < r and
Proof. Let I m (here and after) denote a subinterval of [N/m, N ′ /m). We have
where, for a suitably chosen χ q (mod q),
and
To prove part (i), it suffices to show that
We give the proof for S * ; the proof for S * * is similar.
Given q and m, Lemma 9 together with, using the notation from Lemma 9,
Summing over m and q,
The contribution to the right-hand side of the above from n's with |n − γmq| > 1/2 is
Now combining the variables m, q,
We can now deduce the desired bound for S * by applying (4.2). Now for part (ii), we note that (4.3) is applicable to the reciprocal sum in (4.7) with 4M Q and γ in place of M and β. Hence
Dr log 2r ≪ DLQ 1/2 r since 4M Q < r. Similarly S * * ≪ DLQr, and part (ii) follows.
Lemma 13. Suppose that
where B is an absolute constant, the sum S in (4.5) satisfies the bound
, the sum S in (4.5) satisfies (4.8).
Proof. In order to prove (i), we use Lemma 11. As D ≪ N ε/15 ,
To prove (ii), we break the situation into two cases. If K < N 1−ε , then by (i) of Lemma 12
giving the desired majorant. 
Lemma 14. Let f be an arbitrary complex function on [N, 2N ). Let
Proof. This follows from the arguments in [5, Chapter 24] by taking
We record a special case of [3, Lemma 14] . For more background on the "Harman sieve", see [7] .
Suppose that for some constant c > 0, 0 ≤ d ≤ 1/2, and for some Y > 0, we have, for any coefficients a m , 
Let u r (r ≤ N c ) be complex numbers with |u r | ≤ 1 and u r = 0 for (r, P (N ε )) > 1. Then
The following application of Lemma 15 will be used in the proof of Theorem 3. We take
for N ≤ n < N ′ ; otherwise, W (n) = 0. Here η χ is arbitrary with |η χ | ≤ 1.
Define S * (r, z) as above with W defined in (4.12). Then
Proof. We need to verify (4.10) and (4.11) with c = 4/7, d = 1/7 and Y = LN −A−3 . This is an application of Lemma 13.
We now introduce some subsets of R j needed in the proof of Theorem 3. Write E j for the set of j-tuples
A tuple α j is said to be good if some subsum of
and bad otherwise.
We use the notation p j = (2N ) αj . For instance, the sum
will be written as p1p2n3=k α2∈E2 ψ(n 3 , p 2 ).
Lemma 17. Let γ, u/r, N , Q be as in Lemma 16 and E be a subset of E j defined by a bounded number of inequalities of the form
Suppose that all points in E are good and that throughout E, z j is either the function z j = (2N ) αj or the constant z j = (2N ) 1/7 . Then for arbitrary η χ with |η χ | ≤ 1,
Proof. This is a consequence of (i) of Lemma 13. On grouping a subset of the variables as a product m = i∈S p i , with S ⊂ {1, · · · , j}, we obtain a sum S of the form appearing in (i) of Lemma 13, except that a bounded number of inequalities of the form (4.13) are present. These inequalities may be removed at the cost of a log power, by the mechanism noted earlier. See page 184 of [3] for a few more details of a similar argument. The lemma follows at once.
Here
Proof. We repeatedly use Buchstab's identity in the form
(4.14)
Continuing the decomposition of the last sum,
Combining (4.14) and (4.15), we complete the proof of the lemma.
Lemma 19. Let r, u/r, N and Q be as in Lemma 16 with ̺ 1 , · · · , ̺ 5 as in Lemma 18; we have
for arbitrary η χ with |η χ | ≤ 1 and any A > 0.
Proof. This follows from Lemmas 16 and 17 for j = 1, 2, 4, 5 on noting that α 1 + α 2 + α 3 ≤ α 1 + 2α 2 ≤ 5/7 for j = 5, so that either α 3 is good or α 1 + α 2 + α 3 < 4/7 (similarly for j = 2). For j = 3, we need to show that each α 4 counted is good. Suppose that some α 4 is bad. We have α 1 + α 2 + α 3 + 2α 4 ≤ 1. Hence α 1 + α 2 + α 3 ≤ 5/7 from which we infer that α 1 + α 2 + α 3 < 4/7. Therefore, α 1 + α 2 < 3/7. But we know that α 1 + α 2 > 2/7. This makes α 4 good, a contrdiction.
Proof of Theorems 4 and 5
Proof of Theorem 4. With a suitable choice of a q , (a q , q) = 1, we have
say. In view of the Bombieri-Vinogradov theorem, we need only bound q T 1 (q), which is, applying Lemma 7,
Let H = L A+1 . Mindful of the Brun-Titchmarsh inequality, it remains to show that for 1 ≤ h ≤ H,
Reducing hu/r into lowest terms, we need only show that
under the modified hypothesis (4.4) on γ (with H = L A+1 ), whenever |η q | ≤ 1.
Using Lemma 14, it suffices to show that
under either of the following sets of conditions.
We use Dirichlet characters to detect the congruence relation in (5.1) and we require the estimate
It suffices to show that
In case (a), we apply Lemma 11, which gives
Each one of these three terms is ≪ QN L −A−6 as
since Q ≤ rN −ε/2 , and
In case (b), we use Lemma 12. Suppose that K < N 1−ε/4 ; (i) of Lemma 12 gives
Each of the above four terms is ≪ QN L −A−6 , since
So (ii) of Lemma 12 gives comfortably:
Proof of Theorem 5. We first show that the contribution to the sum in (
it suffices to show for this Q that
We may suppose that A is large. Arguing as in the proof of Theorem 4, we need only show that (5.2) follows from either (a) or (b). By Dirichlet's theorem, there is a rational approximation b/r to γ satisfying (1.7). For any η > 0,
hence r ≫ L 5A . Now we apply Lemma 11 to prove the desired bound under (a).
presents no difficulty; the other terms are clearly all small enough. For the bound under (b), a similar remark applies to Lemma 12 and the terms Q 3/2 LDN Hr It remains to examine the contribution to the sum in (1.10) from q ∈ [Q, 2Q) with
say. Since T 2 (Q) is covered by a slight variant of the discussion in [5, Chapter 29], we focus our attention on T 1 (Q). By Lemma 7,
say. The Brun-Titchmarsh Theorem gives a satisfactory bound for T 3 (Q). Applying Cauchy's inequality to T 4 (Q), we get
for some h ≤ L A . From this point, we can conclude the proof by following, with slight changes, the argument in [5, pp. 170-171].
Proof of Theorems 2 and 3
Proof of Theorem 2. Let γ = α −1 and N ≥ C 1 (α, t), 0 < ε < C 2 (α, t). By Dirichlet's theorem, there is a reduced fraction b/r satisfying (1.7). Our hypothesis on α implies that We apply Theorem 1 to the set
Here J m , l m are the interval J and its length l in Lemma 6 (with εγ in place of ε), so that
Since (1.2) can be proved in a similar (but simpler) fashion to (1.5), we only show that (1.5) holds. We can rewrite this in the form (6.2)
The function E(N, N ′ , γ, q, a) appearing in Theorem 4 is not quite in the form that we need. However, discarding prime powers and using partial summation in the standard way, we readily deduce a variant of (6.2) from Theorem 4, in which N L −A appears in place of N L −k−ε , and the weight µ 2 (q)τ 3k (q) is absent. We then obtain (6.2) by using Cauchy's inequality; see [8, (5.20) ] for a very similar computation.
We are now in a position to use Theorem 1, obtaining a set of S of t primes in A ∩ [N, 2N ), which of course have the form [αn + β], with
We take l to be the least integer with
for a suitable absolute constant C, so that (6.3) follows from (6.1) and (1.11). Therefore,
In the proof of Theorem 3, we shall need the following. (ii) For j = 1, 2, let
Then I 1 < 0.03925889 and I 2 < 0.0566295.
, then we have
This defines a triangle which is easily verified to be A 2 . If α 1 + α 2 ≤ 5/7, then as α 2 is bad, we have in turn
Altogether, we have
This defines a triangle which we can verify to be A 1 . This proves (i). Now (ii) requires a computer calculation, which was kindly carried out by Andreas Weingartner.
Proof of Theorem 3. With a different value of l, we choose h ′′ 1 , · · · , h ′′ l and h 1 , · · · , h k exactly as in the proof of Theorem 2. In applying Theorem 1, we also take I, A, q 0 , q 1 , Y , J m , l m as in that proof, but now θ = 2/7 − ε, s = 5, a = 3; the functions ̺ 1 (n), · · · , ̺ 5 (n) are given in Lemma 18.
There is little difficulty in verifying (1.2) by a similar but simpler version of the proof of (1.5). So we concentrate on (1.5). We recall that this can be rewritten as 
We define Y g,m by
It is well known that if N ≤ n < N ′ and W (n) = 0 otherwise.
For example, when g = 3, the left-hand side of (6.8 We shall show that (4.10) and (4.11) hold with Y = QN L −A−3 , c = 4/7 and d = 1/7. (We could reduce the constraints on c and d, but that would not be useful in the present context.) Once we have done this, we can follow the proof of Lemma 19 to prove (6.8).
To prove (4.10), we use the Polya-Vinogradov bound for character sums to obtain Following the proof of (6) in [5, Chapter 28] , the left-hand side of (6.9) is Using Lemma 20, we see that b > 0.90411. Now we proceed just as the proof of Theorem 2. We may choose any l for which log(εγl) ≥ 2t − 2 0.90411(2/7 − ε) + C for a suitable constant C, and now it is a simple matter to deduce that D(S) < C 4 α(log α + t) exp(7.743t),
