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1 Osto-option salkun VaR
11 Johdanto
Henkivakuutusyhtiöillä on nykyisin monipuolisia salkkuja, jotka käsittävät satoja
tai jopa tuhansia sopimuksia [AL07]. Sopimukset voivat riippua esimerkiksi keskus-
pankkien asettamista viitekoroista tai erilaisten arvopapereiden markkinahinnois-
ta, jotka voivat kokea jyrkkiä muutoksia hyvin lyhyessä ajassa. Lisäksi huomioon
on otettava luonnonilmiöiden aiheuttamat ja usein vaikeasti ennustettavissa olevat
uhat. Kaikki nämä tekijät muodostavat laajan joukon riskejä, joilta vakuutusyhtiön
on suojauduttava analysoimalla mahdollisesti kärsimänsä tappiot ja tasapainotta-
malla salkkuaan sen mukaisesti.
Vakuutusyhtiön riskianalyysi on moniulotteinen prosessi, joka lukuisten paramet-
riensä takia on laskennallisesti todella vaativa. Kussakin mahdollisessa tapahtuma-
skenaariossa on laskettava muutaman kymmenen termin riskitekijäpolynomin arvo.
Tämän lisäksi tilastollisesti merkitsevän luottamusvälin saamiseksi on numeeristen
menetelmien heikkojen suppenemisominaisuuksien vuoksi [RW12] tarkasteltava tar-
peeksi montaa (esimerkiksi 10000) entuudestaan sovitettua todennäköisyysjakaumaa
noudattavaa riskiskenaariota. Täten suoritettavien laskutoimitusten lukumäärä voi
kasvaa tuntuvasti kuormittaen ja hidastaen analyysiä. Riskianalyysi vaatii sen takia
isoja prosessoriklustereita, jotka koostuvat sadoista laskentayksiköistä, ja analyy-
si voi silti vaatia jopa useita tunteja. Usein halutaan lisäksi kokeilla, miten yhtiön
vastuuvelka muuttuu, kun jonkin riskitekijän arvoa muunnetaan hieman, esimer-
kiksi, jos viitekorkoa kasvatetaan muutama prosenttiyksikkö. Tällaista dynaamista
analyysiä sanotaan interaktiiviseksi, ja tavoite on, että tuloksia ei jouduta odot-
tamaan tunteja, vaan että ne saadaan ja näytetään heti. Luonnollisestikin syntyy
kysymys, voidaanko laskentaa mitenkään nopeuttaa esimerkiksi jakamalla ongelma
osiin ja ratkaisemalla nämä rinnakkain. Yksittäiset tapahtumaskenaariot usein ole-
tetaan toisistaan riippumattomiksi, mikä viittaa vahvasti ongelman rinnakkaistetta-
vuuteen.
NVIDIA:n vuonna 2007 julkaisema CUDA-ohjelmointiympäristö (Computer Uni-
fied Device Architecture) on viime vuosina saanut paljon suosiota varsinkin sovelta-
van rahoitusmatematiikan tutkijoiden keskuudessa ennen kaikkea tarjoamansa suu-
ren laskentatehon ansiosta. Giles [NVI15c] on muiden muassa kehittänyt rinnakkai-
sia menetelmiä Black–Scholes -yhtälön ratkaisemiseen optiohinnoittelussa. Bahl ja
kumppanit [BBRV13][BBR+13] ovat empiirisesti tutkineet riskianalyysin laskentaa
ja osoittaneet, että CUDA:n avulla voidaan saada jopa 77-kertainen nopeutus neljäl-
lä NVIDIA-grafiikkasuorittimella verrattuna sarjalliseen C++-toteutukseen tavalli-
2sella prosessorilla, eli CPU:lla.
Tässä tutkielmassa tarkastellaan CUDA-ympäristön tuomaa nopeutusta riskiana-
lyysissä, perehdytään sen taustalla oleviin Monte Carlo -menetelmiin Longstaffin–
Schwartzin pienimmän neliösumman lähestymistavan avulla [LS01] ja tehdään pää-
telmiä rinnakkaislaskennan tehokkuudesta ja soveltuvuudesta tehtäviin. Suurin osa
jo olemassa olevasta tutkimuksesta käsittelee erilaisten eksoottisten johdannaisten
arvostamisessa hyödynnettävää laskentatehoa [ATVLM14]. Tässä opinnäytetyössä
puolestaan päätavoitteena on selvittää, nopeutuvatko myös riskilaskelmat rinnak-
kaistamisen ansiosta. Tätä varten tutkitaan empiirisesti, miten CUDA:lla ja MAT-
LAB:illa toteutettujen riskilaskelmien suoritusajat eroavat toisistaan ja verrataan
tässä saatuja tuloksia muilla menetelmillä saatuihin tuloksiin.
32 Riskin mittaamisesta – VaR
Tässä luvussa määritellään muodollisesti VaR ja annetaan esimerkkejä sen käytän-
nöllisistä sovelluksista. Lisäksi pohjustetaan matemaattisesti riskianalyysin ongel-
ma.
2.1 Mikä VaR on?
Rahoitusalalla on vuosien saatossa koettu hyvin tuhoisia mullistuksia, jotka ovat
aiheuttaneet miljardien dollarien tappioita. Tuoreessa muistissa on vielä sijoitus-
pankki Lehman Brothers:in hakeutuminen yrityssaneeraukseen muutama vuosi sit-
ten. Vuosituhannen alussa tehtyjen WTC-iskujen seurauksena Yhdysvaltojen ra-
hoitusmarkkinat pysyivät suljettuina peräti kuusi päivää, minkä jälkeen osakkeet
menettivät Yhdysvalloissa yli 1700 miljardia dollaria arvostaan [Jor06]. Kun kat-
se käännetään tulevaisuuteen, Iso-Britannian lähestyvällä EU-jäsenyyttä koskevalla
kansanäänestyksellä on ennalta arvaamattomat vaikutukset talouselämään Britan-
niassa, Manner-Euroopassa sekä maailmanlaajuisesti. Esimerkkejä rahoitusmarkki-
noita horjuttaneista (tai mahdollisesti horjuttavista) tapahtumista löytyy vielä lu-
kuisasti, mikä osoittaa ennen kaikkea sen, että finanssikonsernien tarve tarkkailla
jatkuvasti riskisijoituksiaan globalisoituneessa maailmassa vain kasvaa.
Yksinkertainen (joskin sinänsä riittämätön [Dam07]) keino vastata tähän tarpeeseen
on VaR (engl. Value at Risk) [Jor06]. VaR tarkoittaa suurinta mahdollista tappiota,
jota ei ylitetä annetulla luottamustasolla, tietyllä aikavälillä eli ennustehorisontilla.
VaR perustuu täsmälliseen tilastotieteelliseen mittaan, joka pitää sisällään salkun
kantaman kokonaisriskin. Jos esimerkiksi pankki ilmoittaa, että sen salkun päivit-
täinen VaR on 50 miljoonaa dollaria 99 %:n luottamustasolla, tämä tarkoittaa sitä,
että kauppapäivän aikana salkku voi menettää enemmän kuin 50 miljoonaa dollaria
arvostaan 1 % :n todennäköisyydellä [Jor06].
Matemaattisesti VaR määritellään seuraavasti: olkoon α haluttu luottamustaso. Täl-
löin VaR on tappion L[t,t+T ] ennustejakauman (1− α)–kvantiili [AL07], eli:
VaRα = inf{q ∈ R : P[L[t,t+T ] ≤ q] ≥ α}, (1)
missä L[t,t+T ] := −(Vt+T − Vt), Vt – salkun arvo hetkellä t, ja T – tarkasteltava
ennustehorisontti.
42.2 Riskienhallinnan alkeet
Vaikka nykymaailmassa riski usein mielletään tappion mahdollisuudeksi, teoriassa
se määritellään markkinaliikkeiden odottamattomaksi vaihteluksi [Jor06]. Toisin sa-
noen se voi käytännössä tuottaa tappion sijaan voittoa. Riskiä mitataan sijoituksen
arvon ennustejakauman keskihajontana, jota rahoitusmaailmassa kutsutaan nimel-
lä volatiliteetti (engl. volatility) ja merkitään kirjaimella σ. Jakauman paksu hän-
tä tietää korkeampaa riskiä, kun taas matala volatiliteetti on pienen riskin merkki.
Kuvassa 1 esitetään esimerkki valuuttaparien Kanadan dollari (CAD)–Yhdysvaltain
dollari (USD) ja euro (EUR)–Yhdysvaltain dollari (USD) kuukausittaisista tuotois-
ta. Tuotto lasketaan kaavalla tuotto = ln Pt+1
Pt
, missä Pn on valuuttakurssi kuukauden
n lopussa.
Kuva 1: Valuuttakaupan kuukausittaiset tulot muutaman vuoden ajanjaksolta
Kuten helposti huomataan, suhde CAD/USD on paljon lähempänä pariteettia kuin
valuuttapari EUR/USD. Kaupan EUR/USD tulojen keskihajonta on todellakin kor-
keampi 3,28 %, kun taas parin CAD/USD – 1,45 %. Yksinkertainen tulkinta on, että
Kanadan valuutta on Yhdysvaltain dollarien omistajalle paljon turvallisempi sijoi-
tus kuin euro, eli kauppa CAD/USD ei voi tuottaa suurta voittoa, mutta siitä ei voi
myöskään koitua paljon tappiota.
Epäsuotuisien tapahtumien riski voidaan yleisemmin esittää sijoitustuoton toden-
5näköisyysjakauman avulla, mikäli jakauma (tai jokin ennuste siitä) on tiedossa. Jos
satunnaismuuttuja X kuvaa sijoitustuottoja, ja FX on sen kertymäfunktio, riski, et-
tä sijoitus aiheuttaa tappion, joka ylittää rajan x > 0, on P[X < −x] = FX(−x).
Tarkastellaan vielä kuvassa 1 esitettyä esimerkkitilannetta ja oletetaan, että valuut-
tapari EUR/USD noudattaa normaalijakaumaa parametrein N(0, 3,282). Tällöin






2·3,282 dx = Φ(−2) = 2,28 % = 0,0228.
Sijoitus voi muuttua tappiolliseksi kahden tekijän seurauksena [Jor06]: sijoituskoh-
teen volatiliteetin ja investoidun pääoman. Edellinen tekijä yleensä oletetaan si-
joitusyhtiöiden toiminnasta riippumattomaksi. Finanssikonsernit voivat kuitenkin
säätää investoimiaan rahamääriä markkinaliikkeiden mukaisesti ja näin suojautua
tappioriskeiltä. VaR on kriteeri, joka ottaa huomioon sekä sijoitetun pääoman että
taustalla olevan markkinariskin.
Rahoituslaitosten riskienhallinnassa VaR-arvoa voidaan pitää jonkinlaisena kassava-
rannon mittana [Jor06]. Kassavaranto on se pääoma, joka muodostaa puskurin odot-
tamattomien tappioiden varalta. Jos esimerkiksi VaR on 99 %:n luottamustasolla
10 $, rahoituslaitoksen on laitettava sivuun 10 $ suojautuakseen markkinariskeiltä.
2.3 Hiukan VaR:in laskennasta
Mikäli tappion ennuste noudattaa normaalijakaumaa N(0, σ2), voidaan menetellä
seuraavasti [Jor06]:
• määritetään sijoitussalkun arvo – esimerkiksi 100 $;
• asetetaan riskintekijän vuotuinen volatiliteetti σ = 15 %;
• asetetaan sijoitushorisontti – 10 kauppapäivää;
• valitaan luottamustaso 99 %, joka normaalijakauman N(0, σ2) tapauksessa







2σ2 dx ≈ 0,9901;
• olettaen, että vuodessa on 252 kauppapäivää, lasketaan VaR0,99 = 100 $ ·15 % ·√
10/252 · 2,33 ≈ 7 $.
Perustellaan vielä lyhyesti laskussa käytetty neliöjuuri. Eri kauppapäivien tappiot
Ld oletetaan toisistaan riippumattomiksi ja samoin jakautuneiksi satunnaismuut-




j , joten muuttujien riippumattomuu-




































V [Ly1], ja ottamalla neliöjuuri puolittain
saadaan skaalattu volatiliteetti.
Jos toisaalta tarkka jakauma ei ole tiedossa, vaihtoehtoinen menetelmä on simu-
loida tulevia päivittäisiä tuottoja sijoituskohteen historiallisen vaihtelun perusteel-
la. Tämä menetelmä perustuu oletukseen, että keskimäärin historia toistaa itseään
[YXI+13]. Kuvassa 2 oleva histogrammi esittää NASDAQ 100 -indeksin kehitystä
1387 kauppapäivän ajanjaksolta. Indeksin päivittäisellä tuotolla (engl. daily return)
alla tarkoitetaan suhdetta It+1−It
It
, missä In on indeksin arvo kauppapäivän n pää-
tyttyä.
Kuva 2: NASDAQ 100 -indeksin päivittäiset tuotot [YXI+13]
Histogrammin nojalla indeksin heikoimmat 5 % tuloksista ovat välillä [−8 %,−4 %].
Tällöin, jos kauppapäivän n lopussa sijoitetaan 100 $ indeksin NASDAQ 100 osake-
koriin, seuraavan 24 tunnin aikana voidaan menettää enintään 4 $ todennäköisyydel-
lä 95 %, eli tässä tapauksessa VaR0,95 = 4 $. Mikäli halutaan nostaa luottamustaso
99 prosenttiin, lasketaan heikoimmat 14 kauppapäivistä ja huomataan, että 7 % tap-
pion raja ylitetään vain 1 prosentissa tapauksista. Täten 100 $ sijoituksen VaR0,99
on 7 $.
Lopuksi mainitaan lyhyesti, miten luottamustaso kannattaa valita VaR:iä lasket-
taessa. Jorionin [Jor06] mukaan mahdollinen tapa menetellä luottamustason valin-
7nassa on huomioida finanssiyhtiön toivoma luottoluokitus. Alla olevassa taulukossa
1 näytetään luokittajan Moody’s luottoluokitustasot. Kunkin luokituksen kohdal-
la ilmoitetaan maksukyvyttömyystodennäköisyys yhden vuoden aikavälillä sekä sitä
vastaava pääomakattavuus sijoitustulojen todennäköisyysjakauman keskihajonnan
kertoimena [Jor06]. Pääomakattavuus (engl. equity coverage) on positiivinen reaali-
luku a, jolla F (−aσ) on yhtä suuri kuin toivottua luottoluokitusta vastaava mak-
sukyvyttömyystodennäköisyys. Tässä F on sijoitustuoton kertymäfunktio, ja σ sen
keskihajonta.
Pääomakattavuus (keskihajonnan kerroin)





jakauma ν = 6
Aaa 0,01 % 3,72 9,08
Aa1 0,02 % 3,54 8,02
Aa2 0,02 % 3,54 8,02
Aa3 0,03 % 3,43 7,46
A1 0,05 % 3,29 6,79
A2 0,06 % 3,24 6,56
A3 0,07 % 3,19 6,37
Baa1 0,13 % 3,01 5,67
Baa2 0,16 % 2,95 5,44
Baa3 0,70 % 2,46 4,01
Ba1 1,25 % 2,24 3,52
Ba2 1,79 % 2,10 3,23
Ba3 3,96 % 1,76 2,62
B1 6,14 % 1,54 2,30
B2 8,31 % 1,38 2,08
B3 15,08 % 1,03 1,65
Taulukko 1: Luottoluokitusta vastaava pääomakattavuus tappion keskihajonnan ker-
toimena
Jos esimerkiksi sijoitusyhtiön vuotuisten tulosten keskihajonta on 109 $, saavut-
taakseen luottoluokituksen Aa2, yhtiön on pidettävä kassavarannossaan 3,54 · 109 $,
kun sijoitustuotot noudattavat standardinormaalijakaumaa. Jos toisaalta jakauma
on Studentin t−jakauma vapausasteella 6, tämä arvo on 8,02 · 109 $.
8Tähän asti tarkasteltiin tapauksia, joissa tappion ennustejakauma oli joko tiedos-
sa tai se pääteltiin sijoituskohteen historiallisen kehityksen perusteella. Todellisuu-
dessa, vaikka sijoituskohteen hinnan taustalla pyörivistä stokastisista prosesseista
olisi olemassa tarkat ja hyvin sovitetut matemaattiset mallit, salkun rakenne voi
olla sen verran monimutkainen, että VaR:in analyyttisesta laskennasta tulisi suo-
rastaan mahdotonta [HHL14]. Eräs keino kiertää tämä pulma ovat Monte Carlo
-menetelmät, joihin perehdytään yksityiskohtaisemmin seuraavassa luvussa. Monte
Carlo -menetelmät ovat keränneet suurta suosiota rahoitusalalla suoraviivaisuutensa
ansiosta [GHS00], mutta kuten myöhemmin nähdään, suoraviivaisuuden vastapuo-
lena on raskas laskenta.
93 VaR:in arviointi Monte Carlo -menetelmillä
Sijoitussalkun muodostavien rahoitusvälineiden moniosaisuuden takia investoinnin
tappiojakaumaa on hyvin usein mahdotonta lausua suljetussa muodossa [HHL14].
Tämän takia turvaudutaan simulaatioihin, eli Monte Carlo -menetelmiin, jotka pe-
rustuvat ennalta sovitettuihin tilastollisiin malleihin. Monte Carlo -menetelmillä ar-
votaan skenaarioita salkun kehityksestä tarkasteltavalla ennustehorisontilla. Niiden
etu on se, että näin pystytään hoitamaan monimutkaisiakin ehdollistettuja sopimuk-
sia (esimerkiksi sellaisia, jotka riippuvat epälineaarisesti kohde-etuutensa hinnasta)
sisältäviä salkkuja. Ne tarjoavat myös keinon varautua luotto- sekä volatiliteettiris-
keihin [Jor06]. Tämän takia Monte Carlo -lähestymistapaa pidetään joustavimpana
menetelmänä tarkastella VaR:iä. Toisaalta tämä joustavuus ei tule ilmaiseksi – se
voi nimittäin aiheuttaa erittäin raskaita laskelmia, jotka mm. heikon suppenemi-
sen vuoksi vaativat laitteistolta vahvaa suorituskykyä ja vievät paljon aikaa [Jor09].
Aikavaativuutta kuitenkin pyritään vähentämään kehittämällä vaihtoehtoisia mate-
maattisia menetelmiä ja siirtämällä laskenta tehokkaamman laitteiston hoidettavak-
si. Tässä tutkielmassa matemaattisiin menetelmiin tutustutaan tässä ja seuraavassa
luvussa, ja nopeampaan GPU-laitteistoon luvussa 5. Tässä luvussa päälähteenä on
Jorionin Value at Risk – The New Benchmark for Managing Risk [Jor06].
3.1 Miksi Monte Carlo?
Monte Carlo -lähestymistavan tarkoitus on jäljitellä toistuvasti kiinnostuksen koh-
teen (esimerkiksi osakehinnan) kehitystä ja saada aikaan laaja perhe skenaarioita,
jotka kattavat kohde-etuuden arvojoukon riittävän hyvin. Satunnaisotokset arvotaan
ennalta tunnetusta jakaumasta. Niiden perusteella voidaan ennustaa sijoitussalkun
mahdolliset muutokset ja johtaa VaR.
Monte Carlo -menetelmät saivat aikanaan alkunsa, kun hankaliin integrointiongel-
miin yritettiin keksiä suoraviivainen likimääräinen ratkaisu. Yhden muuttujan reaa-
lifunktion tapauksessa voidaan yksinkertaisesti valita määrittelyjoukon tasavälinen
jako ja laskea funktion arvo esimerkiksi 10 pisteessä. Jos funktion arvo määräytyy
kahdesta toisistaan riippumattomasta muuttujasta, kahden tasavälisen jaon karteesi-
sen tulon koko kasvaakin 10× 10 = 100 pisteeseen. Kun kyseessä on 100 muuttujan
funktio (esimerkiksi 100 eri osakkeen sijoituskori), tarkasteltavia pisteitä tuleekin
10100 kappaletta, mikä tuntuvasti hidastaa laskentaprosessia. Tämä ilmiö on niin
sanottu korkeiden ulottuvuuksien kirous (engl. curse of dimensionality) [Jor06].
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Monte Carlo tarjoaa vaihtoehtoisen lähestymistavan – ratkaisun paljon nopeamman
approksimaation. Funktion f(x¯) määrittelyjoukon jakojen sijaan Monte Carlo tar-
kastelee vektorin x¯ K-suuruista satunnaisotosta, joka syötetään funktioon f . Suur-
ten lukujen laki takaa sen, että kun K →∞, µ(V )
K
∑K




f(x¯)dx¯, missä µ(V ) on integroimisalueen V Lebesguen mitta.
Keskeinen raja-arvolause puolestaan kertoo suppenemisen nopeudeksi 1√
K
. Tämä









pienenee vain 10 kertaa. Toisaalta pannaan merkille, että suppeneminen riippuu vain
ja ainoastaan otoskoosta K, eikä mitenkään integroimisalueesta V , eli Monte Carlo
-menetelmät eivät kärsi aiemmin mainitusta korkeiden ulottuvuuksien kirouksesta.
3.2 Hintakehityksen simulointi
Aloitetaan mahdollisimman yksinkertaisesta tapauksesta, jossa tarkasteltavana on
vain yksi osake. Ensimmäinen ja tärkein askel on valita sopiva stokastinen prosessi,
jolla mallintaa sijoituskohteen hintakehitystä. Blackin ja Scholesin mallissa [BS73]
hyödynnetään yksinkertaista binomipuuta, joka on geometrisen Brownin liikkeen ap-
proksimaatio. Geometrinen Brownin liike olettaa, että sijoituskohteen hinnan muu-
tokset ovat korreloimattomia, ja ne voidaan ilmaista alla olevalla stokastisella diffe-
rentiaaliyhtälöllä [Jor06]:
dSt = µtStdt+ σtStdWt, (2)
missä dSt on sijoituskohteen arvonmuutos mielivaltaisen pienellä tarkasteluaikavä-
lillä dt, ja dWt ∼ N(0, dt) on Brownin liikkeen lisäys [AL07]. Brownin liike kuvastaa
hintakehityksessä tapahtuvaa satunnaisuutta. On huomattava kuitenkin, että mitä
lyhyempi tarkasteluaikaväli dt, sitä vähemmän todennäköisiä ovat satunnaishypyt,
sillä dt rajoittaa satunnaislisäysten varianssia. Yhtälössä (2) esiintyvät parametrit
µt ja σt ovat hetken t ajautuma (engl. drift) ja volatiliteetti. Ne voivat molemmat
periaatteessa riippua sekä ajasta että sijoituskohteen St tähänastisesta historiasta.
Seuraavassa esimerkissä kuitenkin yksinkertaisuuden vuoksi ne oletetaan vakioiksi.
Sijoituskohteen St hintakehityksen simuloimiseksi jatkuva prosessi (2) diskretoidaan,
eli jaetaan diskreeteiksi muutoksiksi aikavälillä ∆t. Oletetaan, että t on nykyhetki,
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T – sijoituksen eräpäivä (engl. maturity) ja τ := T−t VaR:in ennustehorisontti. Jae-
taan τ n:ksi yhtä pitkäksi ajanjaksoksi ja merkitään ∆t := τ/n. Jaon tiheydellä n
on merkitystä approksimaation tarkkuuden ja nopeuden kannalta: karkea jako tuot-
taa nopeampia tuloksia, kun taas pienet diskretointiaskeleet aiheuttavat pienempää
approksimaatiovirhettä. Yhtälön (2) diskretoitu versio on näin ollen muotoa:
∆St := St − St−1 = St−1(µ∆t+ σε
√
∆t), (3)
missä ε ∼ N(0,1). Voidaan helposti varmistaa, että E[∆S/S] = µ∆t ja V[∆S/S] =
σ2∆t. Kun St on tiedossa, hintaprosessin diskretointi etenee seuraavasti:
St+i = St+i−1 + St+i−1(µ∆t+ σεi
√
∆t), (4)
missä i = 1, 2, ..., n ja ε1, ε2, ..., εn on jono riippumattomia standardinormaalijakau-
maa noudattavia satunnaismuuttujia. Tämä on niin sanottu Eulerin–Maruyaman
menetelmä [Gil13]. Luonnollisesti lopulta asetetaan ST := St+n. Menetelmän ha-
vainnollistamiseksi tarkastellaan seuraavaa yksinkertaista esimerkkipolkua, joka ge-








1 100,00 0,1832 0,1832 100,1832
2 100,1832 −1,0298 −1,0317 99,1516
3 99,1516 0,9492 0,9412 100,0927
4 100,0927 0,3071 0,3073 100,4001
5 100,4001 0,1352 0,1357 100,5358






100 91,1626 −2,3193 −2,1143 89,0483
Taulukko 2: Hintakehityksen esimerkkipolku
Yllä olevassa taulukossa 2 konkretisoidaan askel askeleelta yksittäisen hintapolun
simulaatio. Kullakin rivillä lisäys ∆S ja uusi hinta St+i saadaan kaavasta (4). Tässä
esimerkkiskenaariossa kohde-etuuden loppuhinta on ST = 89,0483.
Kuvassa 3 esitetään kaksi aiemmin määritellyillä parametreillä generoitua polkua.
Tässä yksinkertaisessa tapauksessa VaR pystytään arvioimaan jokaisessa askeleessa
ennustehorisonttiin asti.
12
Kuva 3: Kohde-etuuden mahdollisia hintapolkuja
3.3 VaR:in laskenta
Kun sijoitussalkkuun sisältyvien rahoitusvälineiden hintapolut on jäljitelty Monte
Carlo -menetelmillä, voidaan laskea salkun arvo tarkasteltavan ennustehorisontin
lopussa ja päätellä VaR. Yksityiskohtaisemmin on suoritettava seuraavat vaiheet:
1. Valitaan sopivasti parametrisoidut stokastiset prosessit, joilla mallintaa kohde-
etuuksien hintakehitystä.
2. Arvotaan tarvittavat satunnaisluvut ja approksimoidaan edellisessä vaiheessa
valitut stokastiset prosessit.
3. Lasketaan salkun arvo.
4. Toistetaan vaiheet 2 ja 3 riittävän monta kertaa, esimerkiksi 10000.
Tämä menettelytapa luo salkun arvon jakauman, mistä voidaan päätellä haluttu
VaR. Palataan vielä edellisessä kappaleessa tarkasteltuun esimerkkiin ja oletetaan,
että meillä on hyvin yksinkertainen salkku, joka koostuu vain yhdestä rahoitusväli-
neestä S, joka mainittiin aiemmin. Simuloidaan rahoitusvälineen S markkinahintaa
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hetkellä T 10000 kertaa ja lasketaan näin saadun jakauman 0,05-kvantiili – 84,5 $.
Kuvassa 4 tämä on merkitty punaisella pystyviivalla.
Kuva 4: Kohde-etuuden S hinta hetkellä T 10000 skenaariossa
Toisin sanoen 95 %:n todennäköisyydellä hetkellä T kohde-etuuden S arvo on vä-
hintään 84,5 $. Eli jos hetkellä t sijoitetaan 100 $ rahoitusinstrumenttiin S, 95 %:n
todennäköisyydellä pahimmassa tapauksessa hetkellä T menetetään 100 − 84,5 =
15,5 $, eli VaR0,05 = 15,5 $.
3.4 Nopeus vastaan tarkkuus
Monte Carlo -menetelmien suurin heikkous on niiden vaatima laskenta-aika [Gla04].
Edellisessä kappaleessa nähtiin esimerkki, jossa generoitiin 10000 skenaariota. Sal-
kun yksinkertaisen rakenteen ansiosta tämä kesti millisekuntien luokkaa, mutta jos
salkku sisältää 1000 rahoitusvälinettä, laskenta aiheuttaa 10 miljoonaa skenaario-
ta, mikä on jo oleellisesti raskaampaa laskettavaa. Jos lisäksi salkkuun sisältyvät
rahoitusvälineet ovat monimutkaisempia, esimerkiksi polkuriippuvaisia eksoottisia
amerikkalaisia, aasialaisia tai kynnysoptioita (engl. barrier option), jotka ovat jo
yksinäänkin vaikeasti hinnoiteltavissa [AL07], laskenta hidastuu tuntuvasti.
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Monte Carlo -skenaarioiden lukumäärää suunniteltaessa on siis aina tehtävä kom-
promissi tarkkuuden ja laskelmien nopeuden välillä: isompi otoskoko tietää pienem-
pää tilastollista virhettä, mutta myös hitaampaa suoritusta. Hyvin yksinkertaisel-
la MATLAB-skriptillä generoitiin kolme erikokoista otosta standardinormaalijakau-
masta. Kuvan 5 histogrammit esittävät tulokset.
Kuva 5: Empiirisen jakauman suppeneminen kohti todellista jakaumaa
Kuten helposti huomataan, mitä enemmän näytteitä arvotaan, sitä enemmän his-
togrammi muistuttaa tuttua Gaussin käyrää. Kun asiaan syvennytään yksityiskoh-
taisemmin ja toistetaan jokainen koeasetelma 1000 kertaa, saadaan lisää selvyyttä,
kuinka hyvin pystytään arvioimaan jakauman tärkeät mitat, kvantiilit ja keskiha-




Mitta Tarkka arvo 100 1000 10000
1 %−kvantiili −2,326 [−3,76, −1,41] [−2,74, −1,98] [−2,45, −2,20]
5 %−kvantiili −1,645 [−2,38, −1,11] [−1,87, −1,43] [−1,71, −1,57]
10 %−kvantiili −1,282 [−1,81, −0,81] [−1,45, −1,12] [−1,33, −1,23]
keskihajonta 1,000 [0,76, 1,21] [0,93, 1,07] [0,98, 1,02]
Taulukko 3: Riskimittojen suppenemisnopeudet
Saadut tulokset ovat yhtäpitävät Jorionin [Jor06] esittämien johtopäätösten kans-
sa. Nimittäin 100 havainnon kokeessa 1 %:n kvantiilin arviot ovat liian karkeita –
ne voivat poiketa oikeasta analyyttisesti lasketusta arvosta jopa 1,4 yksiköllä, mi-
kä suurten sijoitusriskien tapauksessa ei ole järin toivottavaa. Jos toisaalta otos-
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koko kasvatetaan 10000 havainnon suuruiseksi, arvioiden vaihtelut kyllä supistuvat
– approksimaatiovälin pituus putoaa odotetusti noin kymmenykseen entisestään.
Tarkkuuden hinta on kuitenkin pidempi suoritusaika. Mikäli kyseessä on yksittäistä
kohde-etuutta laajempi sijoitussalkku (kuten yleensä onkin), jokaisen skenaarion kä-
sittely muuttuu raskaammaksi. Glasserman [Gla04] huomauttaa, että perustapoja
nopeuttaa VaR:in laskentaa on kaksi:
• joko vähentää tarvittavien skenaarioiden lukumäärää säilyttäen samalla toi-
vottu tarkkuus,
• tai nopeuttaa salkun arvon laskemista uhraamalla vain vähän tarkkuutta, mut-
ta kajoamatta skenaarioiden lukumäärään.
Tässä opinnäytetyössä kiinnostuksen kohteena on jälkimmäinen vaihtoehto, joka on
saanut tutkijoilta vähemmän huomiota ja johon paneudutaan seuraavassa luvus-




Arvottavien skenaarioiden vähentämiseksi hyvin yksinkertainen keino on käyttää
niin sanottuja antiteettisia muuttujia. Tämä suoraviivainen menetelmä edellyttää
vain satunnaiskohinan etumerkin vaihtamista hintapolun jäljittelyssä, eli käytän-
nössä yhtälö (4) muuttuukin seuraavasti
St+i = St+i−1 + St+i−1(µ∆t− σεi
√
∆t).
Tällä tavoin saadaan puolet skenaarioista kaupan päälle, mutta tärkeä ehto tässä me-
netelmässä on satunnaismuuttujien symmetrisyys 0:n suhteen. Antiteettiset muut-
tujat eivät siis nopeuta salkun arvon laskemista skenaariossa, joten niiden hyöty on
hyvin rajallinen.
3.5.2 Kontrollimuuttujat
Kontrollimuuttujat ovat helppo ja kätevä tapa vähentää tilastollista virhettä ilman
että Monte Carlo -otoskoko kasvaa [Fug00]. Virheen varianssi voi supistua puoleen tai
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jopa viidesosaan [Gla04]. Tämän menetelmän ydin on valita sopiva kontrollimuuttuja






VaR(xj)− [H(xj)− E [H]] , (5)
missä N on skenaarioiden lukumäärä ja VaR on VaR:in harhaton estimaatti. Li-
säksi, mitä suurempi riskimitan VaR ja kontrollimuuttujan H korrelaatiokerroin,
sitä pienempi tilastollisen virheen varianssi. Herää tietysti kysymys, mistä voidaan
keksiä sopiva kontrollimuuttuja H. Sellaiseksi on ehdotettu niin kutsuttua delta-
gamma-delta lähestymistapaa, missä salkun arvo V esitetään sen sisältämien kohde-
etuuksien S = [S1, ..., Sn]
T ainakin kahdesti derivoituvana funktiona. Tällöin sovel-
























· · · ∂2V
∂S2∂Sn
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· · · ∂2V
∂S2n
∆S,
missä ∆S on salkun kohde-etuuksien arvonmuutos. Olettamalla rohkeasti, että
(∆S,∆S2) noudattaa moniulotteista normaalijakaumaa Jorion päättelee, että ∆V
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Tehokkain nopeutustekniikka on niin sanottu tärkeysotanta (engl. importance samp-
ling), jolla voidaan saavuttaa jopa kymmenkertainen varianssin parannus [Jor06].
Kuten nimi antaa ymmärtää, tämä menetelmä perustuu oivallukseen, että on täysin
hyödytöntä tutkia kohde-etuuden keskiarvoa lähestyviä hintapolkuja, kun käytän-
nössä VaR painottuu etupäässä jakauman harvinaisempiin tapahtumiin. Tärkeyso-
tannassa arvotaan siis otos uudesta jakaumasta, jonka tiheysfunktio f ∗S(x) antaa
enemmän painoa alkuperäisen jakauman vähemmän merkitseville tapahtumille kuin
varsinainen tiheysfunktio fS(x). Tarkastellaan seuraavaksi salkun arvonmuutoksen
∆V (S), joka oletetaan kohde-etuuden S deterministiseksi funktioksi, todennäköi-
syyttä P [∆V (S) < v], josta voidaan suoraan johtaa toivottu kvantiili eli salkun












fS(x)dx = P [∆V (S) < v]
(7)








































Ensi näkemältä kaava (8) herättää kysymyksen nimittäjän arvoista – mikäli nimit-
täjässä esiintyy 0, laskenta muuttuu mahdottomaksi. Pannaan kuitenkin merkil-
le, että havainnot xj arvotaan tiheysfunktion f ∗S(xj) määräämästä jakaumasta, eli
jos tiheysfunktio on missä tahansa pisteessä 0, kyseistä pistettä ei koskaan valita.
Owen [Owe13] huomauttaa, että uuden jakauman määrittelemisessä riittää noudat-
taa nyrkkisääntöä f ∗S(xj) = 0⇒ fS(xj) = 0.
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3.5.4 Ositettu otanta
Viimeisen varianssireduktiotekniikan ositetun otannan (engl. stratified sampling) ha-
vainnollistamiseksi oletetaan, että tutkittavien skenaarioiden lukumäärä on N =
1000, ja sijoituskohteen S hintakehityksen jäljittämiseksi käytössä on edelleen Eulerin–
Maruyaman menetelmä (4). Yksinkertaisuuden vuoksi kuitenkin oletetaan, että as-
keleita polun generoinnissa on vain 1. Satunnaiskohinan arpomisessa tehdään li-
säksi seuraava temppu: jaetaan avoin yksikköväli (0,1) kahteen osaan (0, 0,1) ja
(0,1, 1), ja arvotaan kultakin osaväliltä 500 tasaisesti jakautunutta satunnaismuut-
tujaa, eli N(0, 0,1) = N(0,1, 1). Koska standardinormaalijakauman kertymäfunktio Φ :
(−∞,∞) → (0,1) on jatkuva bijektio, sillä on olemassa käänteisfunktio Φ−1 :
(0,1)→ (−∞,∞), joka muuntaa tasajakauman Gaussin jakaumaksi. Tämä on niin
sanottu käänteismuunnosmenetelmä (engl. inverse transform method).
(a) Kertymäfunktio (b) Kertymäfunktion käänteisfunktio
Kuva 6: Standardinormaalijakauman kertymäfunktio ja sen käänteiskuvaus
Koska tällä tavoin pystytään eristämään sijoituskohteen S alin 10 %-kvantiili, salkun
V (S) VaR0,05:in arvioimiseksi riittää vain tutkia pienemmät 50 % skenaarioista alu-
eesta (0, 0,1), sillä 50 %× 10 % = 5 %. Tässä päättelyssä nojattiin oletukseen, että
salkun arvo on kohde-etuuden S kasvava funktio. Näin ei tietenkään välttämättä tar-
vitse olla, sillä salkku voi sisältää esimerkiksi kohde-etuuden myyntioptioita, joiden
arvo itse asiassa laskee, kun kohde-etuus kallistuu. Jos kuitenkin osataan paikan-
taa S:n jakauman jokin osajoukko, jossa salkku menettää paljon arvostaan, ositettu
otanta voi merkittävästi nopeuttaa laskentaa ja pienentää tilastollista virhettä.
Huomataan, että tärkeysotannan ja ositetun otannan pääajatukset ovat hyvin sa-
manlaisia – löytää jakauman tärkein osajoukko ja keskittyä siihen laskentataakan vä-
hentämiseksi. Todellisuudessa nämä kaksi lähestymistapaa voivat täydentää toisiaan
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merkittävien säästöjen aikaansaamiseksi, kuten Glasserman ja kumppanit osoittavat
[GHS00].
3.6 Yhteenveto Monte Carlo -menetelmistä
Tässä luvussa tutustuttiin Monte Carlo -menetelmien tarjoamaan peruskalustoon
riskimitan VaR arvioimiseksi. Tunnistettiin myös muutamat ongelmakohdat, jotka
saattavat hidastaa laskentaa, ja esitettiin tapoja tilastollisen virheen vähentämisek-
si pitäen samalla Monte Carlo -skenaarioiden lukumäärä kohtuullisena. Seuraavassa
luvussa perehdytään paljon suosiota saaneeseen Longstaffin–Schwartzin lähestymis-
tapaan nopeuttaa Monte Carlo -arviointia, joka ei vaikuta otoskokoon, mutta on
silti erittäin tehokas.
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4 Longstaffin–Schwartzin pienimmän neliösumman
lähestymistapa
Luvussa 2 tutustuttiin käsitteeseen VaR ja sen keskeiseen asemaan henkivakuutus-
yhtiön vakavaraisuuden kannalta. Edellisessä luvussa tarkasteltiin hyvin yleisellä ta-
solla Monte Carlo -menetelmiä VaR:in laskentaan ja todettiin, että laskennasta voi
tulla hyvin usein raskasta isojen otoskokojen ja sijoitussalkun mahdollisesti moni-
mutkaisten rahoitusvälineiden takia. Havaittiin myös, että laskentataakan helpotta-
miseksi oli joko vähennettävä Monte Carlo -otoskokoa tai optimoitava laskentapro-
sessia. Koska yleensä ei haluta uhrata paljoa tarkkuutta, edellisessä luvussa esitet-
tiin muutama tapa vähentää tarkasteltavien hintapolkujen lukumäärää ilman, että
tarkkuus kärsii. Tässä luvussa perehdytään jälkimmäiseen nopeutusmenetelmään,
nimittäin pienimpään neliösummaan. Tätä varten ensin tarkennetaan ongelmana-
settelua ja asetetaan tavoite; seuraavaksi esitetään Longstaffin–Schwartzin pienim-
män neliösumman menetelmä ja lopuksi luonnehditaan, miten voidaan hyödyntää
sitä VaR:in laskennassa.
4.1 Sisäkkäinen stokastinen ongelma
Euroopan unionin asettaman Solvenssi II -direktiivin (engl. Solvency II) mukaan
vuoden ennustehorisontilla henkivakuutusyhtiöllä on oltava nettovarallisuutta (varat
miinus velat) VaR:in verran 99,5 %:n luottamustasolla [Kou11]. Ihanteellisessa tilan-
teessa nettovarojen todennäköisyys voidaan esittää yksinkertaisena kaaviona, josta
voidaan suoraan lukea VaR halutulla luottamustasolla, kuten esimerkiksi kuvasta 7.
Kuva 7: Henkivakuutusyhtiön VaR [Kou11]
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Näin ei kuitenkaan yleensä ole, ja VaR:in laskemiseksi joudutaan jäljittelemään si-
joitussalkun sisältämien kohde-etuuksien hintoja vuodeksi eteenpäin, kuten viime
luvussa opittiin. Mikäli salkku sisältää vain osakkeita ja yksinkertaisia rahoitusvä-
lineitä, VaR:in laskentaan riittävät vain nämä simulaatiot. Monimutkaiset finanssi-
instrumentit voivat kuitenkin jo yksinäänkin vaatia tuhansia Monte Carlo -poiminto-
ja, jotka merkittävästi hankaloittavat riskilaskelmia [Kou11]. Tässä tapauksessa si-
mulointi suoritetaan kahdessa vaiheessa, kuten kuva 8 näyttää.
Kuva 8: Skenaarioiden generointi VaR:in laskennassa [Kou11]
Kuten aiemmin mainittiin, Monte Carlo -poimintoja tehdään kahdessa vaiheessa:
ensimmäisessä jäljitellään sijoituskohteiden hintakehitystä yhden vuoden päähän,
kun taas simulointivaihe 2 tarvitaan rahoitusinstrumenttien uudelleen hinnoitte-
luun. Tämä tarkoittaa sitä, että kullekin rahoitusvälineelle generoidaan skenaarioita
sen eräpäivän mukaisesti. Laskenta-ajan vähentämiseksi on tutkittu tapoja päästä
eroon simulointivaiheesta 2. Tarkasteltavat skenaariot voitaisiin nimittäin korvata
niin sanotulla korvikemallilla (engl. proxy model) [Kou11]. Jotta korvikemallista oli-
si riskianalyysissä hyötyä, sen on toteutettava seuraavat ehdot:




• kattaa kaikki riskilähteet.
Tässä luvussa pohditaan, miten tällainen malli voidaan johtaa. Tätä varten seuraa-
vassa kohdassa tutustutaan Longstaffin–Schwartzin kumoukselliseen menetelmään,
jota on reilu vuosikymmen tutkittu, laajennettu ja sovellettu eri aloille.
4.2 Longstaffin–Schwartzin ratkaisu
Longstaff ja Schwartz [LS01] kehittivät vuosituhannen vaihteessa pienimpään ne-
liösummaan perustuvan menetelmän arvostaa amerikkalaisia ja bermudalaisia op-
tioita. Amerikkalainen optio (engl. American option) on sellainen arvopaperi, joka
antaa haltijalleen oikeuden milloin tahansa sopimuksen juoksuaikana suorittaa so-
vittu kauppa kohde-etuudella (esimerkiksi osakkeella) optiossa päätettyyn hintaan
[AL07]. Bermudalaisen option (engl. Bermudan option) haltijalla on vähän rajal-
lisempi oikeus siinä mielessä, että kauppa voidaan suorittaa vain etukäteen sovit-
tuina ajanhetkinä. Tässä kappaleessa tarkastellaan hyvin yksinkertaista tyyliteltyä
esimerkkiä, jolla tekijät havainnollistavat amerikkalaisen myyntioption (engl. put op-
tion) arvostusta. Myyntioptio on arvopaperi, joka antaa haltijalleen oikeuden myydä
hänen pitämänsä kohde-etuus S ennalta sovittuun hintaan K (engl. strike). Toisin
sanoen myyntioption palkkio (engl. pay-off ) on
(K − Sτ )+ := max {K − Sτ , 0} , (9)
missä τ on hetki, jolloin option haltija päättää käyttää oikeutensa, ja Sτ – kohde-
etuuden arvo silloin. Oletetaan lisäksi tässä, että käytössä on niin sanottu riskitön
korko r = 6 %, jolla mahdollisia kassavirtoja diskontataan tai korkoutetaan. Tar-
kastellaan Longstaffin ja Schwartzin generoimia S:n 8 hintapolkua taulukossa 4:
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Polku ST0 ST1 ST2
1 1,00 1,08 1,34
2 1,00 1,26 1,54
3 1,00 1,07 1,03
4 1,00 0,97 0,92
5 1,00 1,56 1,52
6 1,00 0,77 0,90
7 1,00 0,84 1,01
8 1,00 1,22 1,34
Taulukko 4: Kohde-etuuden hintapolkuja [LS01]
Samoin kuin kuvassa 8, tässä on tarkoituksellisesti annettu kolme ajanhetkeä: T0
– alkuhetki, T1 – ensimmäisen simulointivaiheen loppu ja toisen vaiheen alku, ja
T2, joka on jokin hetki tulevaisuudessa esimerkiksi toisen simulointivaiheen loppu.
Tarkastellaan myyntioption palkkiota (9) hetkellä T2, olettaen, että K = 1,10 eikä
sitä ole aiemmin lunastettu:
Polku ST0 ST1 (K − ST2)+
1 −− −− 0,00
2 −− −− 0,00
3 −− −− 0,07
4 −− −− 0,18
5 −− −− 0,00
6 −− −− 0,20
7 −− −− 0,09
8 −− −− 0,00
Taulukko 5: Kassavirrat hetkellä T2 [LS01]
Koska hetki T2 oli viimeinen tarkastelussa, valinta oli suoraviivainen – option hal-
tija myi kohde-etuutensa hintaan K = 1,10, mikäli ST2 < K, muuten ei. Käänne-
tään katse nyt hetkeen T1. Koska T1 ei ole viimeinen mahdollinen ajankohta, kun
ST1 < K, option haltija joutuu pohtimaan sitä ikivanhaa kysymystä myydäkö vai
eikö myydä paremman palkkion toivossa. Longstaff ja Schwartz ehdottavat tähän
erittäin mielenkiintoista ja samalla yksinkertaista ratkaisua, joka perustuu tavalli-
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seen regressioon. Käyttämällä hyväksi taulukossa 4 generoituja hintapolkuja voidaan
koota seuraava taulukko:
Polku ST1 y := e−r(K − ST2)+
1 1,08 0,9418× 0,00
2 −− −−
3 1,07 0,9418× 0,07
4 0,97 0,9418× 0,18
5 −− −−
6 0,77 0,9418× 0,20
7 0,84 0,9418× 0,09
8 −− −−
Taulukko 6: Kassavirrat hetkellä T2 diskontattuna hetkeen T1 [LS01]
missä oikeanpuoleisimmassa sarakkeessa mahdolliset hetkellä T2 tapahtuvat kassa-
virrat on diskontattu hetkeen T1. Seuraavaksi Longstaff ja Schwartz määrittelevät


















Soveltamalla tunnettua kaavaa β = (ATA)−1ATy, missä A on yllä oleva matriisi






Näin sovitetulla polynomilla f(X) := −1,0691 + 2,9817X − 1,8127X2 tekijät yrit-
tävät arvioida hetkellä T2 mahdollisesti saatavan voiton odotusarvoa ehdollistettuna
kohde-etuuden nykyarvolla ja diskontattuna nykyhetkeen T1, eli arvoa
e−rE [(K − ST2)+|ST1]. Täten myyntioption haltija saa hyvin suoraviivaisen vas-
tauksen kysymykseensä, nimittäin myydä, jos ja vain jos f(ST1) < (K − ST1)+.
Luonnollisesti herää kuitenkin muutama tärkeä kysymys: miten valita funktiokanta,
kuinka suureksi ja tietysti kuinka laajaksi kanta kasvaa, kun salkussa on useam-
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pi kuin vain yksi sijoituskohde. Longstaff ja Schwartz osoittavat empiirisesti, että
kolmea kantafunktiota laajempi kokoelma tuo hyvin vähän lisätarkkuutta. Kanta-
funktioiden muodollakaan ei ole varsinaisesti merkitystä: tekijät suorittavat kokeita,
joissa kantafunktioina käytetään yllä olevien termien lisäksi Hermiten ja Laguerren
polynomeja ilman olennaisia tarkkuuseroja lopputuloksissa. Lopulta he huomautta-
vat, että vaikka kantatermien lukumäärän luulisi kasvavan peräti eksponentiaalisesti
lukuisten ristitermien vuoksi, useamman sijoituskohteen tapauksessa tarpeeksi hyvä
approksimaatio voidaan saada halvemmallakin [LS01].
4.3 Pienimmän neliösumman menetelmä VaR:in laskennassa
Longstaffin–Schwartzin lähestymistapa toi suoraviivaisen keinon arvioida haluttu
ehdollinen odotusarvo, mutta miten tämä liittyy VaR:in laskentaan? Bauer ja Ha
[BH15] antavat erittäin yksityiskohtaisen matemaattisen vastauksen tähän, johon
ei tässä tutkielmassa syvennytä. Sen sijaan keskitytään ongelman käytännölliseen
puoleen Hörigin ja Leitschkiksen [HL12] sekä Klingerin [Kli03] esimerkkien valossa.
Palautetaan mieleen kuva 8: simulointivaihe 2 voidaan nyt korvata tässä luvussa
esitetyllä korvikemallilla, kun ajanhetkellä T1 (eli VaR:in ennustehorisontilla) halu-
taan arvioida ehdollinen odotusarvo. Klinger huomauttaa, että koko salkku voidaan
esittää satunnaisprosessina V, jonka arvo hetkellä T0 on tiedossa, ja ennustehorison-
tilla T1 se on ehdollinen odotusarvo ET1 [V ]. Koska kyseinen ehdollinen odotusarvo
voidaan laskea paljon kätevämmin, kun kerran korvikemalli on sovitettu, riittää ar-
poa vain reaalimaailman skenaariot simulointivaiheessa 1 ja sen perusteella johtaa
haluttu kvantiili.
Esimerkkinä Klinger tarkastelee erittäin yksinkertaista salkkua, joka käsittää vain
yhden eurooppalaisen osto-option (engl. European call option). Osto-optio on hyvin
läheistä sukua edellisen kohdan alussa esitetylle myyntioptiolle sillä erolla, että tä-
män sopimuksen haltijalla on oikeus ostaa tietty kohde-etuus S ennalta sovittuun
lunastushintaan K. Eurooppalaisuus kertoo puolestaan sen, että kauppa voidaan
suorittaa vain sopimuksen eräpäivänä (engl. maturity) u. Näin ollen eurooppalaisen
osto-option palkkio on (Su −K)+.
Simulaatiota varten Klinger asettaa seuraavat parametrit: vuotuinen volatiliteetti
σ = 0,4, vuotuinen ajautuma µ = 0,08, alkuarvo ST0 = 12, lunastushinta K =
12, ennustehorisontti T = T1 = T0 + 30 päivää, eräpäivä u = T2 = T0 + 365
päivää ja vuotuinen riskitön korko r = µ = 0,08. Tämän esimerkin yksi etu on se,
että eurooppalaiselle osto-optiolle C(T0, T2, ST0, K, r) on olemassa hinnoittelukaava
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suljetussa muodossa















ja Φ on standardinormaalijakauman kertymäfunktio [AL07]. Generoidaan ensin 10000
reaalimaailman skenaariota sijoituskohteen S hintakehityksestä kuukauden päähän
Eulerin–Maruyaman skeeman (4) avulla simulointivaihetta 1 varten. Käyttämällä
analyyttistä kaavaa (11) pystytään laskemaan salkun tarkka arvo jokaisessa 10000
skenaariosta. VaR:in arvioimiseksi jää tehtäväksi vain löytää haluttu kvantiili, joka
95 %:n luottamustasolla on Klingerin mukaan 1,0567. Osto-option arvo hetkellä T0
saadaan suoraan kaavasta (11) – 2,3264, mikä antaa VaR0,95 = 1,2697.
Käännetään seuraavaksi katse kohti Longstaffin–Schwartzin menetelmää ja generoi-
daan kutakin simulointivaiheen 1 reaalimaailman skenaariota kohti 20 uutta hin-
tapolkua 11 kuukauden päähän simulointivaiheessa 2, lasketaan jokaisen skenaa-
rion mahdollinen palkkio ja diskontataan hetkeen T1. Määritellään funktiokanta
{1, ST1, S2T1} ja sovitetaan generoidut palkkiot tälle kannalle. Saadaan kertoimet
β = [0,1038 − 0,2848 0,0383]T . Generoidaan sen jälkeen 10000 uutta reaalimaa-
ilman skenaariota ja lasketaan juuri johdetuilla kertoimilla salkun arvo jokaises-
sa skenaariossa. Lopuksi etsitään 0,05-kvantiili – 1,0648. Täten VaR0,95 = 1,2616,
mikä on yhtäpitävää Klingerin esittämien tulosten kanssa ja hyvin lähellä oikeaa
arvoa 1,2679. Tässä kappaleessa esitetyt tulokset perustuvat Liitteessä 1 olevaan
MATLAB-koodiin.
4.4 Yhteenveto pienimmän neliösumman menetelmästä
Longstaffin–Schwartzin lähestymistapa osoittautuu hyvin tehokkaaksi ja käteväksi
keinoksi riskianalyysissä. Edellisessä kohdassa esitetty esimerkki on toki erittäin yk-
sinkertainen, mutta silti se onnistuu välittämään menetelmän pääidean, nimittäin,
kun korvikemalli on kerran sovitettu, siihen ei tarvitse enää kajota. Syynä on se,
että taustalla olevat parametrit – vuosikorko, volatiliteetti, henkivakuutusyhtiöiden
salkkujen kohdalla myös kuolevuus ja elinajanodote, muuttuvat suhteellisen hitaasti
verrattuna itse sijoituskohteiden hintoihin. Tämä tarkoittaa käytännössä sitä, että
korvikemallia voidaan käyttää reaalimaailman skenaarioiden tarkastelussa ja vain
tarpeen tullen päivittää sitä. Laskentataakka helpottuu näin ollen merkittävästi,
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mutta koska kovikemalli voi sisältää lukuisia termejä, niiden laskemisesta 10000 re-
aalimaailman skenaarion tapauksessa voi tulla taas raskasta. Tässä tilanteessa avuk-
si tulevat tehokkaammat laitteistot, jotka esimerkiksi massiivisen rinnakkaisuuten-
sa ansiosta pystyvät käsittelemään isoja tietomääriä paljon nopeammin. Tarkem-
min näihin tutustutaan seuraavassa luvussa ja erityisesti NVIDIA:n kehittämään
CUDA-ympäristöön.
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5 CUDA – yleishyödyllinen ohjelmointialusta
Tässä luvussa tarkoitus on uppoutua grafiikkasuorittimien maailmaan, tarkastella
yksityiskohtaisemmin niiden ominaisuuksia ja kommentoida lyhyesti jokaisen yh-
teydessä, millainen vaikutus sillä voi olla käytännössä. Termin yleishyödyllinen las-
kenta grafiikkasuorittimilla (engl. general-purpose computing on graphics processing
units – GPGPU ) keksi vuonna 2002 yhdysvaltalainen tutkija Mark Harris jatko-
opintojensa aikana Pohjois-Carolinan yliopistolla Chapel Hillissä [Har12c]. Nykyään
Harris toimii NVIDIA:n GPU-ohjelmistotekniikan johtajana ja on avainasemassa
paljon suosiota saaneen CUDA-ympäristön kehityksessä ja yleistajuistamisessa.
Kolmiulotteisen teräväpiirtografiikan suosion kasvaessa nykyaikaisista näytönohjai-
mista on kehittynyt massiivisesti rinnakkaisia, monisäikeisiä ja moniytimisiä laittei-
ta, joilla on valtava laskentateho ja korkea muistin kaistanleveys [NVI15b]. Kuvas-
sa 9 seurataan NVIDIA:n grafiikkapiirien ja Intel:in keskussuorittimien nopeuksien
kehitystä vuosina 2001–2014. Kuvassa nopeudet mitataan liukulukulaskentaoperaa-
tioina (engl. floating point operations) sekunnissa.
Kuva 9: Liukulukulaskentaoperaatiot/sekunti GPU:lla ja CPU:lla [NVI15b]
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Syynä tähän merkittävään eroon on se, että grafiikkasuoritin on erikoistunut erittäin
raskaaseen ja helposti rinnakkaistettavaan laskentaan, jota tarvitaan tietokonegra-
fiikassa. Käytännössä laskentateho saadaan aikaan käyttämällä enemmän transisto-
reita tietojen käsittelyyn kuin välimuistiin tallentamiseen tai kontrollivuohon, kuten
kuvassa 10 näytetään.
Kuva 10: GPU käyttää huomattavasti enemmän transistoreita laskentaan kuin CPU
[NVI15b]
Erikoisesti GPU soveltuu erittäin hyvin ongelmiin, joissa ison tietojoukon jokaiseen
alkioon kohdistuvat samat laskutoimitukset muilla alkioilla suoritettavista laskutoi-
mituksista riippumatta. Tämän ansiosta tarkemman kontrollivuon tarve vähenee.
Matriisien yhteenlasku, transponointi ja kertolasku ovat esimerkkejä hyvin helpos-
ti rinnakkaistettavista ongelmista. Kun laskutoimituksia jokaista alkiota kohti on
enemmän suhteessa muistioperaatioihin, muistin viive (engl. latency) voidaan kier-
tää suorittamalla muita hyödyllisiä laskuja samaan aikaan, kun muistista haetaan
tarvittavaa dataa, sen sijaan, että ylläpidettäisiin isohkoja välimuisteja. Riinnakkais-
laskennassa jokainen käsiteltävä alkio (tai isompi kokonaisuus) annetaan yksittäisen
säikeen (engl. thread) hoidettavaksi muista säikeistä riippumatta.
Vuonna 2006 NVIDIA esitti CUDA-ohjelmointikehyksen, joka mahdollisti grafiik-
kayksiköiden valtavan laskentatehon valjastamisen monimutkaisten ongelmaratkai-
sujen nopeuttamiseksi. CUDA-ympäristö tarjoaa tukea erilaisille korkean tason oh-
jelmointikielille kuten C ja FORTRAN, mikä tekee siitä hyvin helposti omaksutta-
vaa. Sen ytimen muodostaa kolme abstraktiota: säikeiden hierarkia, muistilajit sekä
tahdistus (synkronointi). Nämä abstraktiot auttavat ohjelmoijaa purkamaan ongel-
man riippumattomiksi osiksi, jotka voidaan ratkaista rinnakkain ja sitten helposti
koota yhteen. CUDA takaa myös automaattisen skaalautuvuuden, joka mahdollistaa
laskentaresurssien tehokkaamman käytön.
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5.1 Säikeet ja ydinfunktiot
Säikeet CUDA:ssa suorittavat määreellä __global__ varustettuja ydinfunktioita
(engl. kernel). Suoritus tapahtuu siis vain GPU-laitteessa, eikä sitä voi siirtää pro-
sessorin hoidettavaksi. Säikeitä voivat luoda isäntä (engl. host) CPU:sta ja CUDA:n
versiosta 5.0 lähtien myös ydinfunktiot suoraan GPU:sta niin sanotussa dynaami-
sessa rinnakkaisuudessa (engl. dynamic parallelism). Tarkastellaan esimerkiksi alla
olevaa koodinpätkää, joka laskee kaksi vektoria A ja B yhteen ja tallentaa summan
vektoriin C [NVI15b].
Ohjelma 1: Yksinkertainen rinnakkainen kahden vektorin yhteenlasku [NVI15b]
// ydinfunktio
__global__ void VecAdd(float* A, float* B, float* C)
{
int i = threadIdx.x;





// ydinfunktion kutsu N säikeellä
VecAdd<<<1, N>>>(A, B, C);
...
}
Isäntä kutsuu ydinfunktion VecAdd() ja määrittää käynnistettävien säikeiden luku-
määrän erityisesti tähän tarkoitukseen varatulla syntaksilla <<< ... >>>. Tässä
esimerkissä luodaan N säiettä, joista kukin suorittaa yhden yhteenlaskukäskyn ja
tallentaa summan vektorin C asianmukaiseen paikkaan. Kullakin säikeellä on oma
tunnuksensa, johon se pääsee käsiksi muuttujan threadIdx avulla.
5.2 Säikeiden hierarkia
Säikeet muodostavat yksi-, kaksi- tai kolmiulotteisen joukon, nimeltään lohko (engl.
block). Muuttuja threadIdx on vastaavasti yksi-, kaksi- tai kolmiulotteinen vektori,
joka kertoo säikeen tarkan sijainnin lohkossa. Tämä on erittäin kätevää vektori- ja
matriisilaskennassa. Säikeiden lukumäärä lohkossa on rajoitettu, ja nykyisillä näy-
tönohjaimilla lohko voi sisältää korkeintaan 1024 säiettä. CUDA:ssa on kuitenkin
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mahdollisuus käynnistää lukuisia samankokosia lohkoja, jotka ryhmitellään lokeri-
koksi (engl. grid). Samoin kuin lohkot, lokerikkokin voi olla yksi-, kaksi- tai kolmiu-
lotteinen. Jokainen säie kuuluu siis täsmälleen yhteen lohkoon, ja ydinfunktiossa
lohkon sijainti lokerikossa saadaan selville muuttujan blockIdx avulla. Kuvassa 11
alla havainnollistetaan, miten säikeet ryhmitellään lohkoiksi, jotka vastaavasti muo-
dostavat lokerikon. Alla olevassa esimerkissä lokerikko on kaksiulotteinen ja sisältää
3× 2 kaksiulotteista lohkoa, joista kukin on kooltaan 4× 3. Huomataan lisäksi, et-
tä CUDA:ssa ulottuvuudet ja indeksoinnit noudattavat karteesista koordinaatistoa
(x, y) toisin kuin matriisien tapauksessa (rivi, sarake).
Kuva 11: Lokerikko lohkoineen [NVI15b]
Lokerikon ja lohkojen koot määrätään ydinfunktiokutsun yhteydessä kulmasulkei-
den <<< ... >>> sisällä joko kokonaislukuina, kuten esimerkkiohjelmassa 1 yllä,
tai dim3-tyyppisinä vektoreina, kuten alla. Jos ydinfunktiosta halutaan puolestaan
päästä käsiksi lohkon tai lokerikon ulottuvuuksiin, käytetään muuttujia blockDim
ja gridDim.
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Ohjelma 2: Kahden neliömatriisin rinnakkainen yhteenlasku [NVI15b]
// ydinfunktio
__global__ void MatAdd(float A[N][N], float B[N][N],
float C[N][N])
{
int i = blockIdx.x * blockDim.x + threadIdx.x;
int j = blockIdx.y * blockDim.y + threadIdx.y;
if (i < N && j < N)







dim3 numBlocks(N / threadsPerBlock.x, N / threadsPerBlock.y);
MatAdd<<<numBlocks, threadsPerBlock>>>(A, B, C);
...
}
Esimerkkiohjelmassa 2 N×N-kokoiset neliömatriisit A ja B lasketaan yhteen ja sum-
ma tallennetaan matriisiin C. Kutakin matriisin C alkiota kohti luodaan oma säie,
joka hakee matriisien A ja B tarvittavat alkiot, suorittaa yhteenlaskun ja tallentaa
sen matriisin C asianmukaiseen paikkaan. Indeksit i ja j lasketaan ydinfunktios-
sa MatAdd(). Säikeet puolestaan järjestetään 16 × 16-kokoisiksi lohkoiksi muuttu-
jassa threadsPerBlock, ja tämän jälkeen lohkoja käynnistetään tarpeellinen määrä
muuttujan numBlocks avulla. Lohkon ulottuvuudet (16,16) voisivat ensi näkemäl-
tä vaikuttaa sattumanvaraisilta, mutta niillä on erittäin olennainen rooli jaettujen
resurssien, säikeiden tahdistuksen ja loppujen lopuksi suoritusajan kannalta, mis-
tä kerrotaan lisää myöhemmin tässä luvussa. Sitä ennen kuitenkin tehdään tärkeä
huomautus, että lohkojen on oltava riippumattomia toisistaan. Nimittäin lohkoja
on pystyttävä suorittamaan missä järjestyksessä hyvänsä ilman, että tämä heijastuu
laskennan oikeellisuuteen.
5.3 Hiukan GPU:n arkkitehtuurista
NVIDIA:n GPU-arkkitehtuuri pohjautuu niin sanottuihin monisäikeisiin monisuo-
rittimiin (engl. multithreaded streaming multiprocessors (SM)). Kun isäntä kutsuu
ydinfunktiota lohko- ja lokerikkoalustuksineen, lohkot numeroidaan ja jaetaan mo-
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nisuorittimien kesken, kuten kuvassa 12 havainnollistetaan. Näin CUDA pystyy ta-
kaamaan ohjelmien skaalautuvuuden laskentayksiköiden lukumäärän suhteen.
Kuva 12: Automaattinen skaalautuvuus [NVI15b]
Lohkot numeroidaan lokerikossa siis riveittäin, eli lohkon tunnus = blockIdx.x +
blockIdx.y · gridDim.x. Maxwell-arkkitehtuuriin perustuvissa, eli CUDA-kyvykkyy-
dellä 5.x (engl. CUDA compute cabability) varustetuissa, laitteissa kussakin moni-
suorittimessa on 128 laskentayksikköä (engl. core) ja 4 vuoronantajaa (engl. sche-
duler). Monisuorittimien on suunniteltu ajavan satoja säikeitä yhtä aikaa, ja tä-
tä varten monisuorittimet noudattavat SIMT-periaatetta (engl. single instruction,
multiple thread). Kun monisuoritin saa yhden tai useamman lohkon, se jaottelee
niihin sisältyvät säikeet 32:n säikeen loimiin (engl. warps), minkä jälkeen se jakaa
loimet vuoronantajien kesken. Loimiin jaottelu tapahtuu säikeen lohkotunnuksen
perusteella. Säikeet numeroidaan lohkossa samalla tavalla kuin lohkot lokerikossa:
säikeen tunnus = threadIdx.x + threadIdx.y · blockDim.x. Tämän takia CUDA:ssa
on yleinen suositus, että lohkojen koon on oltava luvun 32 monikerta. Loimen kaikki
32 säiettä ovat yhtä aikaa aktiivisia (eli suorituksessa) ja suorittavat samat käskyt
täysin tahdistetusti. Jos ydinfunktiossa tapahtuu haarautuminen esimerkiksi ehto-
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lauseen vuoksi, loimen säikeet hajaantuvat (engl. diverge), ja eri haarat suoritetaan
peräkkäin. Näin ollen rinnakkaisuuden hyödyntämiseksi säikeiden hajaantumista loi-
men sisällä pitää välttää. Toisaalta on otettava huomioon, että eri loimet etenevät
toisistaan riippumatta, joten loimet eivät voi hajaantua keskenään. Loimen vaih-
to odotustilasta suoritustilaan ja takaisin on erittäin halpa toimenpide, sillä suori-
tusympäristö (rekisterit yms.) säilyy sirulla loimen elinaikana.
5.4 Muistihierarkia
Säikeet pääsevät käsiksi useaan muistialueeseen, joista kullakin on koko laskennan
kannalta tärkeät ominaispiirteensä. Kuva 13 selventää, mikä muistilaji on minkin
CUDA-komponentin käytettävissä.
Jokaisella säikeellä on oma yksityinen paikallinen muistinsa. Samaan lohkoon kuu-
luvilla säikeillä on pääsy lohkokohtaiseen jaettuun muistiin, ja kaikkien käytössä
on globaali muisti. Näiden muistilajien lisäksi on olemassa vakio- ja pintakuviointi-
muisti (engl. texture memory), jotka on optimoitu eri tarkoituksiin. Globaali muisti,
vakiomuisti sekä pintakuviointimuisti säilyvät lisäksi eri ydinfunktiokutsujen välillä.
5.4.1 Globaali muisti
Globaali muisti (engl. global memory) on muistilajeista hitain, mutta tallennuska-
pasiteetiltaan suurin (luokkaa 2–4 GB). Muistioperaatiot tapahtuvat 32-, 64- tai
128-tavuisina muistitransaktioina (hakuina tai tallennuksina). Kun loimen säikeet
kohtaavat jonkin globaaliin muistiin kohdistuvan käskyn, muistiviittauksia pyritään
yhdistämään ja suorittamaan nipussa ajan säästämiseksi (engl. memory coalescing).
Mikäli viitattavat muistipaikat ovat globaalissa muistissa lähekkäin, ne voidaan lu-
kea tai kirjoittaa samassa transaktiossa. Muuten joudutaan lähettämään useita luku-
tai kirjoituspyyntöjä eri transaktioissa, ja tehokkuus kärsii [Har13b]. Hävikki vaih-
telee arkkitehtuureittain [Wil13], ja pahimmillaan se on niin sanotuissa hajaantu-
neissa muistiviittauksissa (engl. strided access), jolloin hidastus voi olla peräti 8x
[Har13b]. Fermi- ja Maxwell-arkkitehtuureissa muistiviittauksissa hyödynnetään L2-
välimuistia, joka lieventää jonkin verran pirstaloituneiden muistiviitteiden aiheutta-
maa hidastusta [Har12c]. Tämän tutkielman yhteydessä tehdyissä kokeissa hajaan-
tuneiden muistiviittausten poisto toi noin kolmikertaisen nopeutuksen.
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Kuva 13: CUDA:n muistihierarkia [NVI15b]
5.4.2 Jaettu muisti
Jaettu muisti (engl. shared memory) on nopeusluokkaa L1 sirulla sijaitseva muisti ja
on sen takia paljon nopeampi kuin globaali muisti. Se on lohkokohtainen, mikä tar-
koittaa sitä, että vain lohkon säikeillä on pääsy siihen, ja se määritellään tarkenteella
__shared__. Tiedonsiirron optimoimiseksi jaettu muisti muodostuu samankokoi-
sista moduuleista, joita kutsutaan pankeiksi (engl. banks). Luku- tai kirjoituspyyn-
nöt, jotka kohdistuvat n eri pankkiin, voidaan suorittaa samanaikaisesti. Joissakin
tapauksissa kuitenkin on mahdollista, että tapahtuu yhteentörmäys (engl. conflict)
saman loimen muistiviittausten välillä, jolloin samaan pankkiin kohdistuvat muis-
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tioperaatiot sarjallistetaan. Alla tutustutaan tarkemmin, milloin yhteentörmäyksiä
voi sattua NVIDIA:n uudessa Maxwell-arkkitehtuurissa.
Maxwell-arkkitehkuuriin perustuvissa laitteissa jaetun muistin yläraja lohkoa kohti
on 48KB. Niissä muistin pankkeja on 32, ja muisti on hajautettu pankkien kesken
siten, että kaksi peräkkäistä 32 bitin sanaa kuvautuu kahteen peräkkäiseen pankkiin.
Samassa pankissa voi olla siis useita 32 bitin sanoja tallessa. Jos loimen useampi säie
viittaa samaan sanaan, lukupyyntöihin vastataan kuuluttamalla (engl. broadcasting)
tiedot yhtä aikaa kaikille kiinnostuneille säikeille. Sanaan kirjoittamaan pyytäneistä
säikeistä valitaan puolestaan sattumanvaraisesti vain yksi, joka pääsee muuttamaan
sanan sisältöä. Yhteentörmäys jaettuun muistiin viitattaessa voi tapahtua vain sil-
loin, kun loimen suoritettava luku- tai kirjoituskäsky kohdistuu saman pankin eri
sanoihin. Alla olevissa kuvaesimerkeissä havainnollistetaan eri tilanteet.
(a) Peräkkäiset ja hajaantuneet muistiviittauk-
set
(b) Sattumanvaraiset muistiiviittaukset
Kuva 14: Viittaukset jaettuun muistiin [NVI15b]
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Kun tarkastellaan yllä olevia tilanteita, havaitaan, että vain jotkin kuvan 14(a) kes-
kimmäiset pankit sisältävät useamman kuin yhden sanan. Tuolloin yhteentörmäys
tapahtuu esimerkiksi säikeiden 15 ja 31 välillä, sillä molemmat yrittävät päästä kä-
siksi pankin 30 eri sanoihin. Yhteentörmäyksiä ei kuitenkaan tapahdu kuvan 14(b)
viimeisessä sarakkeessa, sillä kaikki säikeet tavoittelevat joko pankin 12 tai pankin
20 samaa sanaa, joiden sisällöt kuulutetaan kaikille yhtä aikaa.
Havaitaan myös, että eri tilanteissa muistipankkeihin viitataan mielivaltaisessa jär-
jestyksessä. Globaalin muistin tapauksessa hajaantuvat muistiviittaukset voivat ai-
heuttaa merkittäviä hidastuksia, ja sen takia on luonnollista pohtia, kärsiikö jaet-
tukin muisti samanlaisesta puutteesta. Todellisuudessa jaetun muistin viive riippuu
vain ja ainoastaan yllä mainituista yhteentörmäyksistä. Tämän takia jaettu muis-
ti tarjoaa itse asiassa hienon keinon kiertää globaalin muistin suurta latenssia ha-
jaantuneiden muistiviittausten tapauksessa. Harris [Har13a] esittää yksinkertaisen
esimerkin, jossa transponoidaan 1024 × 1024 -neliömatriisi. Kun kutakin matriisin
alkiota kohti käynnistetään oma säie, suoraviivainen ydinfunktio näyttää seuraavan-
laiselta:
Ohjelma 3: Naiivi transponointi [Har13a]
#define TILE_DIM 32
#define BLOCK_ROWS 8
__global__ void transposeNaive(float *odata, const float *idata)
{
int x = blockIdx.x * TILE_DIM + threadIdx.x;
int y = blockIdx.y * TILE_DIM + threadIdx.y;
int width = gridDim.x * TILE_DIM;
for (int j = 0; j < TILE_DIM; j+= BLOCK_ROWS)
odata[x*width + (y+j)] = idata[(y+j)*width + x];
}
Ohjelmassa 3 yllä käytetään 32 × 8 -kokoisia lohkoja (sarakkeet × rivit). Jokainen
säie kopioi 4 alkiota matriisista idata ja tallentaa ne transpoosiin odata. Tarkas-
tellaan for-silmukan suoritusta vähän tarkemmin: koska lohkon leveys on tasan 32,
jokainen rivi muodostaa loimen. Näin ollen säikeen tunnuslaskusäännön nojalla loi-
messa jäännös x mod 32 käy läpi kaikki luvut 0, 1, ..., 31. Toisin sanoen jokaisessa
for-silmukan toistossa indeksit (y+j)*width + x viittaavat peräkkäisiin muistipaik-
koihin, ja muistihaut sujuvat nopeasti. Tallennuksen kohdalla kuitenkin tilanne on
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toisin, nimittäin indeksien x*width + (y+j) viittaukset ovat peräti 1024 muistipai-
kan päässä toisistaan, ja sen takia viive on merkittävää. Korjatakseen tilanteen Har-
ris turvautuu jaettuun muistiin ja ehdottaa seuraavaa vaihtoehtoa: jokainen säie
kopioi peräkkäiset alkiot ensin jaettuun muistiin, ja sieltä se poimii hajaantuuneet
alkiot, jotka sitten se tallentaa transpoosiin peräkkäisiin muistipaikkoihin, kuten
kuva 15 valaisee.
Kuva 15: Rinnakkainen transponointi jaetun muistin avulla [Har13a]
Hajaantuneet muistiviittaukset delegoidaan täten jaetulle muistille, joka osaa hoitaa
ne globaalia muistia paljon tehokkaammin. Huomataan lisäksi, että lävistäjäalkioita
lukuun ottamatta säie tallentaa matriisiin odata eri alkiot kuin mitkä se jaettuun
muistiin kopioi matriisista idata. Tämä viittaa kovasti siihen, että tarvitaan jokin
keino keskeyttää säikeet, kunnes kaikki alkiot on kopioitu jaettuun muistiin. Sellaisen
tarjoaa käsky __syncthreads(), joka pysäyttää lohkon säikeet, kunnes ne kaikki
saavuttavat sen. Tällöin ohjelma 3 muuttuu seuraavasti:
Ohjelma 4: Tehokas transponointi [Har13a]
#define TILE_DIM 32
#define BLOCK_ROWS 8
__global__ void transposeCoalesced(float *odata, const float *idata)
{
__shared__ float tile[TILE_DIM][TILE_DIM+1];
int x = blockIdx.x * TILE_DIM + threadIdx.x;
int y = blockIdx.y * TILE_DIM + threadIdx.y;
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int width = gridDim.x * TILE_DIM;
for (int j = 0; j < TILE_DIM; j += BLOCK_ROWS)
tile[threadIdx.y+j][threadIdx.x] = idata[(y+j)*width + x];
__syncthreads();
//lasketaan kopioitavan alkion koordinaatit transpoosissa
x = blockIdx.y * TILE_DIM + threadIdx.x;
y = blockIdx.x * TILE_DIM + threadIdx.y;
for (int j = 0; j < TILE_DIM; j += BLOCK_ROWS)
odata[(y+j)*width + x] = tile[threadIdx.x][threadIdx.y + j];
}
Nähdään, että ydinfunktion alussa varataan kaksiulotteinen taulukko jaetusta muis-
tista, mutta sen koko ei ole TILE_DIM × TILE_DIM, kuten voisi olettaa, vaan
TILE_DIM× (TILE_DIM + 1). Syynä on se, että vaikka jaettu muisti vastaa ha-
jaantuneisiin muistiviittauksiin melko tehokkaasti, yhteentörmäykset ovat sen suu-
rin heikkous, kuten kuvan 14(a) yhteydessä mainittiin. Tässä tapauksessa kopioi-
tava alimatriisi on kooltaan 32 × 32, joten alimatriisin kaikki sarakkeet tallentu-
vat samaan pankkiin. Tämä tarkoittaa sitä, että kaikki 32 muistiviittausta koodin
viimeisellä rivillä sarjallistetaan, minkä seurauksena muistin vasteaika nousee hui-
masti. Yhteentörmäyksiä pystytään tässä tapauksessa kiertämään yksinkertaisesti
täyttämällä (engl. padding) jaettu muisti sopivasti. Lopputulokseksi Harris saa noin
kolmikertaisen nopeutuksen naiiviin transponointiin [Har13a]. Myöhemmin nähdään
empiirisesti, että tällä tehokkaalla transponointimenetelmällä pystytään välttymään
kalliilta muistikopioinneilta ja saavuttamaan huomattava säästö.
5.4.3 Vakiomuisti
Vakiot tallennetaan laitteen muistiin, josta jokainen monisuoritin kopioi niitä tar-
peen tullen omaan vakiovälimuistiinsa (engl. constant cache). Tuo välimuisti on op-
timoitu samojen arvojen hakuun, mutta se ei pysty yhdistämään peräkkäisiin muis-
tipaikkoihin kohdistuvia pyyntöjä, joten niihin vastataan sarjallisesti. Viive riippuu
siitä, löytyvätkö halutut tiedot vakiovälimuistista (engl. cache hit), vai joudutaanko
hakemaan ne globaalista vakiomuistista. Tämä muistilaji ei soveltunut seuraavassa
luvussa esitettäviin kokeisiin, joten sitä ei tutkittu käytännössä.
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5.4.4 Pintakuviointimuisti
Pintakuviointivälimuisti (engl. texture cache) on optimoitu vastaamaan hakupyyn-
töhin kaksiulotteisessa euklidisessa avaruudessa. Tämä tarkoittaa käytännössä sitä,
että euklidisen metriikan mielessä lähellä olevia alkioita pystytään hakemaan no-
peasti. Lisäksi karkea lineaarinen interpolointi on myös mahdollista niin sanotun
kuviointisuodatuksen avulla (engl. texture filtering). Pintakuviointivälimuisti ei tuo-
nut merkittäävää nopeutusta ainakaan niissä tapauksissa, jolloin sitä tarkasteltiin,
joten sitä ei käytännössä hyödynnetty.
5.4.5 Rekisterit
Kuten kuva 13 antoi ymmärtää, jokaisella säikeellä on omat rekisterit, joihin käsik-
si pääsee vain säie itse. Rekisterit ovat kaikkein nopeinta muistia, ja sitä on myös
jopa jaettua muistia enemmän. Maxwell-arkkitehtuurissa säikeellä on käytössään
enintään 255 rekisteriä, joista kukin 32 bitin kokoinen, ja kokonaista lohkoa koh-
ti on saatavilla 256KB rekisterimuistia (CUDA-kyvykkyyttä 5.3 lukuun ottamatta,
missä sitä on 128KB). Vaikka rekistereiden viive on muistilajeista pienin, CUDA:n
käytäntöoppaan mukaan [NVI15a] rekistereitä ei pidä käyttää liikaa, sillä tämä vä-
hentää laitteen tehokkuutta ja rajoittaa sen mahdollisuutta peittää eri muistilajien
vasteaikoja.
5.5 Kuormitus
Rinnakkaisen CUDA-ohjelman suorituskyvyn kannalta olennaista on, että monisuo-
rittimet eivät koskaan jää toimettomiksi. Sen lisäksi työtehtävät on jaettava suh-
teellisen tasaisesti monisuorittimien kesken alustamalla lokerikon ja lohkon ulottu-
vuudet sopivasti, jotta latteen laskentatehoa hyödynnetään parhaalla mahdollisella
tavalla. Laitteen kuormitus (engl. occupancy) on keskeinen käsite laskennan tehok-
kuuden kannalta. Se mittaa, kuinka moni loimi on tietyllä hetkellä suorituksessa. Ak-
tiivisten loimien maksimilukumäärä on tiedossa ja riippuu CUDA-kyvykkyydestä.
CUDA-kyvykkyydellä 5.x varustetuissa laitteissa esimerkiksi se on 64 yhtä moni-
suoritinta kohti.
Kuormituksen enimmäistämisessä pyritään välttämään tilanteita, joissa monisuo-
ritin jää odottamaan jonkin hitaamman käskyn, esimerkiksi muistihaun, loppuun
saattamista. Sellaisia viiveitä halutaan yleensä peittää (engl. latency hiding) anta-
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malla laskentayksiköille muita loimia hoidettavaksi odotuksen ajaksi. Tätä varten
lohkojen ulottuvuudet ovat erittäin tärkeässä asemassa, ja niiden säätämiseksi CU-
DA:n käytäntöopas luettelee muutaman suuntaa antavan ohjeen [NVI15a]:
• lohkojen koon tulee olla luvun 32 eli loimen monikerta, kuten aiemmin mai-
nittiin;
• on suotavaa, että lohko sisältää vähintään 64 säiettä, mutta vain jos lohkoja
riittää kaikille monisuorittimille;
• optimaalinen lohkon koko on hyvin usein 128 ja 256 säikeen välillä;
• mikäli laskennassa on useita viivästystä aiheuttavia muistiviittauksia, on pa-
rempi käyttää pieniä lohkoja kuin vain yhtä monoliittista, varsinkin jos säikeitä
joudutaan tahdistamaan usein käskyllä __syncthreads().
Käytäntöopas huomauttaa, että lohkojen optimaaliset ulottuvuudet selviävät itse
asiassa yrityksen ja erehdyksen kautta. Se mainitsee lisäksi, että suurempi kuor-
mitus ei aina johda tehokkaampaan suoritukseen. Käytännössä, jos kuormitus on
kerran noussut yli 50 %, lisäkuormituksen hyöty on melko vähäistä. Pieni kuormitus
aiheuttaa kuitenkin aina hidastusta laskennassa. Tästä pystyttin vakuuttuumaan
käytännössäkin tässä työssä – suoritetuissa kokeissa optimaaliset tulokset saatiin
aina mahdollisimman isoilla lohkoilla.
5.6 Asynkronisuus
Tehokkaamman kuormituksen saavuttamiseksi CUDA tarjoaa myös toista keinoa,
nimittäin rinnakkaisia ydinfunktiokutsuja [Har15]. Ydinfunktiokutsun jälkeen isäntä




ensimmäisen funktiokutsun jälkeen isäntä lähettää heti toisen ja jatkaa eteenpäin.
Itse grafiikkapiirillä kuitenkin ydinfunktiot joutuvat jonottamaan suoritukseen pää-
syä, toisin sanoen ydin2 aloittaa vasta, kun ydin1 on saatu valmiiksi. Tällaisen sar-
jallistamisen välttämiseksi CUDA:ssa on olemassa käskyjonoja (engl. streams), jotka
mahdollistavat useamman ydinfunktion samanaikaisen suorituksen.
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ydin1<<<lokerikonKoko, lohkonKoko, jaetunMuistinKoko, jono1>>>();
ydin2<<<lokerikonKoko, lohkonKoko, jaetunMuistinKoko, jono2>>>();
Käskyjonoja luodaan funktiolla cudaStreamCreate(), kuten yllä näytetään. Nyt
ydinfunktiot 1 ja 2 sijoitetaan eri käskyjonoihin, ja täten voidaan saada tasaisem-
pi kuormitus aikaan. Asynkronisuudella oli sivuvaikutuksena empiirisissä kokeissa
käskyjonojen tahdistuksesta johtuva viivästys, mikä johti suboptimaalisiin tuloksiin,
joista kerrotaan lisää myöhemmin luvussa 7.
5.7 Tiedonsiirrot isännän ja näytönohjaimen välillä
Epäilemättä GPU-laskennan heikoin ja hitain lenkki on käsiteltävän datan siirto
näytönohjaimelle ja tulosten poimiminen takaisin isäntään [Har12a]. Sen takia Har-
ris ja CUDA:n käytäntöopas antavat seuraavat ohjeet tiedonsiirroista koituvien kus-
tannusten vähentämiseksi [NVI15a]:
• vähennetään isännän ja näytönohjaimen välillä tapahtuvan tiedonsiirron ko-
konaismäärää, vaikka jouduttaisiinkin suorittamaan ydinfunktioita, joilla ei
saavuteta nopeutusta suhteessa tavalliseen CPU-suoritukseen;
• tiedonsiirrot nopeutuvat, mikäli käytetään isännän naulittua muistia (engl.
pinned memory tai page-locked memory);
• asynkroniset tiedonsiirrot joskus auttavat peittämään muistien viivettä.
Tiedonsiirtokäskyn cudaMemcpy() antaa aina isäntä. Käskyssä se täsmentää, kum-
paan suuntaan tiedot siirretään, ja välittää osoittimet kopioitavaan alueeseen sekä
kohdealueeseen. Itse kopioinnin suorittaa GPU-laite, jolla on pääsy vain sellaiseen
isännän muistiin, joka ei koskaan tule sivutetuksi. Koska isännän käytössä on sivu-
tettavaa virtuaalimuistia, CPU:n on ensin varattava tilapäisesti tarpeeksi iso alue
naulittua muistia, kopioitava kaikki tiedot sinne, jotta GPU voi sen jälkeen siir-
tää tiedot omaan muistiinsa. Käytännössä kopiointia tapahtuu siis kahteen kertaan
[SK10], kuten kuva 16 selittää.
On tietysti mahdollista välttää kopiointi sivutettavasta muistista naulittuun muis-
tiin naulitsemalla etukäteen tarvittavan kokoinen alue isännän muistista ja suorittaa
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Kuva 16: Tiedonsiirto isännästä globaaliin muistiin [Har12a]
koko laskenta sillä. Muistia ei kuitenkaan pidä naulita liikaa, kuten Harris varoittaa,
sillä se rajoittaa muistin saatavuutta, mikä taas saattaa hidastaa käyttöjärjestelmän
ja muiden ohjelmien toimintaa. Tämän lisäksi Harriksen kokeet osoittavat, että nau-
litun muistin hyödyt riippuvat vahvasti GPU:n CUDA-kyvykkyydestä ja CPU:n te-
hokkuudesta. Hänen kokeissaan tiedonsiirtoa naulittu muisti nopeuttaa korkeintaan
2–3 -kertaiseksi, mutta tehokkaammalla CPU:lla sen vaikutus voi olla jopa päin-
vastainen. Tämän opinnäytetyön yhteydessä suoritetuissa kokeissa todettiin, että
tiedonsiirrot laitteelta isäntään vaativat 6,4 kertaa vähemmän aikaa naulitun muis-
tin ansiosta, mutta MATLAB:in asettamien rajoitusten takia sen hyöty jää melko
vähäiseksi.
Toinen vaihtoehto on peittää tiedonsiirron aiheuttamaa viivettä käynnistämällä ydin-
funktioita, jotka suorittavat muuta hyödyllistä laskentaa sillä aikaa. Tätä varten tar-
vitaan aiemmin mainittuja käskyjonoja ja komento cudaMemcpyAsync(), joka on
muuten sama kuin synkroninen vastineensa, mutta se lisäksi vaatii käskynon, johon
sijoittua. Edelleen asynkronisesti käytettävän isännän muistin tulee olla naulittua,
mikä tarkoittaa sitä, että naulitun muistin kohdalla mainitut rajoitukset pätevät
täälläkin. Lopulta Harris toteaa, että asynkronisen tiedonsiirron nopeutus yleensä
jää alle 50 % [Har12b].
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5.8 CUDA:n laskentavoima käytännössä
Tässä luvussa tutustuttiin NVIDIA:n CUDA-ohjelmointikehyksen ja grafiikkapii-
rien ominaisuuksiin, mutta ei ole vielä nähty, miten CUDA käytännössä hyodyttää
VaR:in laskentaa. Tämän työn yhteydessä suoritetuissa kokeissa kiinnitettiin huo-
miota juuri VaR-laskennan optimoimiseen, ja alla esitetään lyhyesti hyödyllisiksi
koetut nopeutuskeinot tuloksineen:
1. Muistihaut kohdistettiin peräkkäisiin muistipaikkoihin, ja tämä toi noin 3x-
nopeutuksen.
2. Olosuhteiden salliessa rivihaut muunnettiin sarakehauiksi transponoimalla mat-
riisit sivulla 38 esitetyllä menetelmällä. Tämä pudotti vielä noin neljäsosan
suoritusajasta.
3. Tiedonsiirtoja isännältä näytönohjaimelle supistettiin ja näin säästettiin vielä
reilut 50 % laskenta-aikaa.
Toimenpiteet tehtiin yllä olevassa järjestyksessä. Umpikujaan johtaneita yrityksiä
tarkastellaan yksityiskohtaisemmin luvussa 7.
Mainitaan vielä muiden alan tutkijoiden julkistamia saavutuksia: Dixon ja kumppa-
nit vertaavat C++:lla toteutettuja VaR-arviointimenetelmiä niitä vastaaviin CUDA-
toteutuksiin [DBCK12]. Kokeissaan he käyttävät CUDA-kyvykkyydellä 2.0 varus-
tettua NVIDIA:n GeForce GTX 480 GPU:ta, jolla on 1,5 GB globaalia muistia ja 15
monisuoritinta, kukin kellotaajuudeltaan 1,4 GHz. CPU-testit puolestaan he suorit-
tavat Intel i7−920 CPU:lla, jolla on 8 MB L2-välimuistia ja 2,66 GHz:n kellotaajuus.
Dixonin ja kumppaneiden saamat tulokset ovat merkittäviä: vaikka VaR:in lasken-
tamenetelmän siirtäminen CUDA:lle tuottaa nopeutusta vain 7,76x, sopeuttamalla
VaR-arvioinnin lähestymistavan CUDA:n erikoispiirteisiin tekijät onnistuvat supis-
tamaan suoritusaikaa peräti 53:nteen osaan. He eivät kuitenkaan analysoi isännän
ja laitteen välillä tapahtuvan tiedonsiirron vaikutusta nopeutukseen, vaan onnistu-
vat pitämään sen minimissään. Tiedonsiirto on kuitenkin joskus välttämätön paha,
varsinkin jos laskennasta halutaan siirtää näytönohjaimelle vain tietty osa. Tällöin
siitä voi tulla ratkaiseva tekijä optimoinnin kannalta. Seuraavassa luvussa perehdy-
tään tämän tutkielman yhteydessä tehtyjen kokeiden tuloksiin ja pohditaan, miten
niiden optimoinnissa olisi voitu päästä vielä pidemmälle.
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6 Rinnakkainen taseanalyysi
Tutkielman aiemmissa luvuissa tutustuttiin käsitteeseen VaR ja erilaisiin laskenta-
menetelmiin sen arvioimiseksi. Korostettiin myös VaR:in tärkeyttä henkivakuutus-
yhtiöiden riskianalyysissä. Luvussa 4 puolestaan tarkasteltiin Longstaffin–Schwartzin
kumouksellista keinoa helpottaa Monte Carlo -menetelmien aiheuttamaa laskenta-
taakkaa, mutta samoin myönnettiin, että korvikemallillakin oli tietyt laskentahaas-
teensa, joskin pienemmissä määrin. Edellisessä luvussa esitettiin NVIDIA:n pal-
jon suosiota kerännyt CUDA-ohjelmointikehys ja viitattiin sen huikeaan potentiaa-
liin riskianalyysissä. Tässä luvussa valjastetaan CUDA:n laskentateho VaR:in ar-
vioimiseen käytännössä. Tutkimuksen kohteena on Model IT:n MATLAB:in pohjai-
nen taloudellinen mallinnuskehys cFrame. Siitä eristettiin laskennan kannalta tär-
keä pullonkaula, jota nopeutettiin CUDA:n avulla. Laskentaa optimoitiin kahdella
eri tavalla: MATLAB:in sisäänrakennetulla GPU-tuella ja suoraan siirtämällä kaik-
ki vaativat funktiot CUDA C:lle. Kokeet suoritettiin NVIDIA:n GeForce 940M -
näytönohjaimella varustetulla ASUS X751LB -kannettavalla tietokoneella. Suoritti-
men malli oli Intel Core i5 5200U, ja kellotaajuus 2,20 GHz. Grafiikkapiirin CUDA-
kyvykkyys oli puolestaan 5.0, 3 monisuorittimella, kukin kellotaajuudeltaan 1,18
GHz. Käytössä olivat myös MATLAB R2016a ja CUDA-ohjelmointialustan versio
7.5. Ajan mittaamisen osalta luotettiin MATLAB:in Profiler-toimintoon ja NVI-
DIA:n Visual Profiler:iin, jotka osaavat tuottaa yksityiskohtaisia seurantatutkimuk-
sia funktioiden ajankäytöstä.
6.1 Longstaffin–Schwartzin menetelmä käytännössä –
cFrame
Model IT:n cFrame on monipuolinen työkalu, joka soveltuu sijoituspankkien ja hen-
kivakuutusyhtiöiden monenlaisiin riskilaskelmiin. Tässä opinnäytetyössä keskitytään
VaR:in arviointiin, sillä se on laskennallisesti tarpeeksi vaativaa ja näin tuo CUDA:n
nopeushyödyt paremmin esille. Laskelmissaan cFrame hyödyntää luvussa 4 esitet-
tyä Longstaffin–Schwartzin pienimmän neliösumman menetelmää. Kuvassa 17 näkyy
esimerkki cFrame:n tuottamasta VaR-arviosta. Huomataan, että diagrammi muis-
tuttaa paljolti luvuissa 2 ja 3 esitettyjä esimerkkikäyriä ja histogrammeja. Se antaa
lisäksi mahdollisuuden tutkia, miten salkun VaR muuttuu tiettyjen markkinaliikkei-
den sattuessa.
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Kuva 17: cFrame:n interaktiivinen riskianalyysinäkymä
6.2 Laskennan optimointi MATLAB:in sisäänrakennetulla
CUDA-tuella
MathWorks:ista on nykyään havahduttu CUDA:n suureen laskentapotentiaaliin, ja
sen takia MATLAB tarjoaakin erittäin helppokäyttöistä tukea GPU-laskentaan.
Sen keskellä on gpuArray-olio, joka on muuten sama kuin tavallinen numeerinen
MATLAB-taulukko, mutta se viittaa GPU-laitteen globaalissa muistissa sijaitse-
vaan tietoon [Mat16a]. Sen rajapinnasta on tehty mahdollisimman suoraviivainen,
jotta ohjelmoija ei näkisi käytännössä mitään vaivaa laskennan siirtämisen takia.
Konstruktori gpuArray(A) siirtää taulukon A keskusmuistista grafiikkasuorittimen
globaaliin muistiin ja palauttaa gpuArray-olion. Tietojen poimimiseen GPU:lta ta-
kaisin keskusmuistiin käytetään funktiota gather(). Tarkastellaan alla olevaa yk-
sinkertaista esimerkkiä, jossa arvotaan 1000 × 1000 -neliömatriisi, joka siirretään







Tiedonsiirron vähentämiseksi satunnaismatriisi voidaan luoda suoraan GPU:lle:
N = 1000;
gpuA = rand(N, 'gpuArray');
gpuAinv = inv(gpuA);
Ainv = gather(gpuAinv);
Huomataan, että GPU-matriisin kääntävä funktio inv() ei millään poikkea MAT-
LAB:in stardardikirjaston vastineestaan. MATLAB:in uusissa versioissa useat funk-
tiot on itse asiassa kuormitettu siten, että ne osaavat tunnistaa gpuArray-oliot
ja suorittaa tarvittaessa laskennan GPU:lla. Kuormitettujen funktioiden lista on
kattava ja sisältää raskaita operaatioita kuten esimerkiksi matriisien kertolaskun,
Mooren–Penrosen käänteismatriisin laskun, lineaarisen interpoloinnin [Mat16b] yms.
Mikäli osa ylikuormitetun funktion parametreistä sijaitsee keskusmuistissa ja osa
GPU:lla, funktio siirtää automaattisesti kaikki tiedot grafiikkasuorittimelle ja pa-
lauttaa gpuArray-olion.
Näillä eväin VaR-laskennan siirtäminen GPU:lle oli melko suoraviivaista. Alkupe-
räiseen koodiin ei tarvinnut oleellisesti koskea muuten kuin lisäämällä tarvittavat
’gpuArray’-määreet siihen, mihin parhaaksi nähtiin. Lopputulokset olivat tyydyttä-
viä, mutteivät läheskään vaikuttavia. Joissakin varsinkin vaativissa kertolaskuissa
ja interpoloinneissa havaittiin 3–15-kertainen nopeutus. Grafiikkapiirin globaaliin
muistiin siirrettävä datamäärä oli melko vähäinen, joten se ei vaikuttanut suori-
tusaikaan merkittävästi. Jokaisessa kokeessa takaisin isäntään kopioitavaa tietoa oli
kuitenkin noin 230 MB, mikä kesti 0,5 sekuntia, eli noin 4,8 % suoritusajasta. Tasoi-
tettu nopeutus oli siten 4,2x, mikä ei ollut lähelläkään Dixonin ja kumppaneiden ai-
kaansaamaa nopeutusta [DBCK12]. Tämän takia päätettiin riistäytyä MATLAB:in
turvallisesta sylistä ja siirtää laskenta CUDA C:lle. Seuraavassa kohdassa pohditaan
tuosta hankkeesta saatuja tuloksia.
6.3 Laskennan optimointi CUDA C:llä
MATLAB:in laaja CUDA-tuki on iso askel eteenpäin kohti yleishyödyllisen GPU-
laskennan helpompaa käyttöä. Täytyy myöntää kuitenkin sekin tosiasia, että se käy-
tännössä rajoittaa ohjelmoijan luovuutta, sillä pelkästään kuormitettuja funktioita
käyttämällä tämä ei pääse käsiksi CUDA:n muistinhallintaan, mikä voi olla rat-
kaiseva tekijä suorituskyvyn kannalta. Tämän takia MATLAB tarjoaa rajapinnan
48
Mexcuda ja luokan CUDAKernel, jotka antavat ohjelmoijalle miltei vapaat kädet
toteuttaa toivomansa funktiot CUDA C:llä ja kytkeä ne MATLAB:iin. Tässä ei sy-
vennytä näiden yksityiskohtiin, vaan selostetaan niiden avulla aikaansaatuja tulok-
sia.
CUDA C -toteutuksessa noudatettiin lähinnä kolmea seuraavaa pääperiaatetta:
• tiedonsiirtojen määrä pidettiin mahdollisimman pienenä;
• tietojen kopioinneilta grafiikkapiirin globaalin muistin sisällä pyrittiin säästy-
mään ja sen sijaan käytettiin pelkkiä osoittimia aina, missä oli mahdollista;
• muistiviittaukset pyrittiin kohdistamaan peräkkäisiin muistipaikkoihin globaa-
lin muistin viiveen vähentämiseksi.
MATLAB-matriisit esimerkiksi tallennetaan sarakkeittain, mikä on pidettävä mie-
lessä, kun ne siirretään CUDA C:lle. Sen takia matriisin rivihaut voivat aiheuttaa
hajaantuneita muistiviittauksia, joista kohdassa 5.4.1 mainittiin. Tällöin viimeistä
periaatetta noudattaen matriisin rivihaut toteutettiin ensin transponoimalla matrii-
sit tehokkaalla menetelmällä Ohjelmassa 4 sivulla 38, ja muuntamalla siten rivihaut
sarakehauiksi. Tätä keinoa sovellettiin kahteen keskisuureen matriisiin, ja kukin pu-
dotti noin kahdeksasosan kokonaisajasta. Lopputulokset olivat kohtalaisia, muttei-
vät taaskaan yltäneet Dixonin ja kumppaneiden julkistamiin: CUDA C:lle siirretty
laskenta kesti tavallisella MATLAB-toteutuksella noin 28 sekuntia, kun taas CUDA-
toteutus suoriutui samasta tehtävästä 3,5 sekunnissa. Nopeutus on siis 8-kertainen.
Syöteparametrien siirtäminen GPU:lle suoritettiin mahdollisimman varhaisessa vai-
heessa, jotta alustuksetkin voitaisiin hoitaa siellä. Tämä pudotti suoritusajasta noin
puolen. Tulosten poimiminen GPU:lta kuitenkin vei keskimäärin 0,50 sekuntia, ja
sen takia tasoitettu kokonaisnopeutus tiedonsiirtojen ja muiden toimenpiteiden jäl-
keen on 7,81x. Tämä on siis optimaalinen ratkaisu, joka saatiin aikaan monien yri-




Empiirisissä kokeissa nähtiin, että CUDA:n laskentateho voi todellakin hyödyttää
riskianalyysiä käytännössä – suoritusajan parannus vajaasta 28 sekunnista 3,5 se-
kuntiin ei ole mitenkään mullistavaa, mutta kertoo vakuuttavasti GPU-laskennan
potentiaalista. Tämä nopeutus jää toki selvästi alle Dixonin ja kumppaneiden tulos-
ten [DBCK12]. On toisaalta tärkeää muistaa, että tämän työn ja Dixonin ja kump-
paneiden lähtökohdat ovat hyvin erilaiset: he optimoivat Monte Carlo -menetelmiä
ilman korvikemallia. Hyvin oleellinen osa heidän nopeutuksestaan on peräisin satun-
naislukugeneraattorin tehokkaammasta toteutuksesta. Longstaffin–Schwartzin me-
netelmän ajatus on puolestaan juuri siinä, että satunnaisluvut eivät ole enää tar-
peen, kun korvikemalli on kerran sovitettu. Dixonin ja kumppaneiden lähtökohta
on lisäksi sangen tehoton, kuten tekijät itse huomauttavat. Sen siirtäminen CUDA
C:lle tuottaa heidän kokeissaan vain 7.76x-nopeutuksen, mikä on samaa luokkaa
kuin tämän työn kokeissa saatu nopeutus.
Matkan varrella tuli selväksi, että peräkkäiset muistiviittaukset ovat todellakin erit-
täin tärkeässä asemassa suoritusajan kannalta. Sen takia koodi optimoitiin siten, et-
tä se noudattaisi CUDA:n käytäntöjä mahdollisimman tarkoin: esimerkiksi GPU:lla
suoritettavien funktioiden parametrit siirrettiin keskusmuistista globaaliin muistiin
mahdollisimman aikaisin, ja toiset jopa luotiin suoraan sinne. Tämä nopeutti koko
laskennan peräti 50 %. Tulosten hakemista globaalista muistista sen sijaan ei pystyt-
ty oleellisesti optimoimaan. Naulitun muistin käyttö CUDA C:ssä ei sinänsä tuonut
tuntuvaa nopeutusta, sillä MATLAB:in rajapinnan Mexcuda asettamien rajoitusten
vuoksi naulittua muistia ei pystytty palauttamaan MATLAB:iin, vaan tulokset piti
vielä kerran kopioida isännän sivutettavaan muistiin.
Asynkronisuus oli myös niitä ominaisuuksia, joista oli enemmän haittaa kuin hyö-
tyä. Koska globaalin muistin resurssit olivat testikoneella rajalliset, asynkronisuutta
kokeiltiin vain 2 ja 4 käskyjonolla. Vaikka toinen käskyjono ei vaikuttanut suori-
tusaikaan tuntuvasti, 4 käskyjonon viritys oli noin 12,5 % hitaampi.
Optimoinnissa kokeiltiin myös, kuinka niin sanotut tasoitetut muistiviittaukset (engl.
aligned memory accesses) vaikuttavat suoritusaikaan. Kokeissa isojen matriisien sa-
rakkeet täytettiin (engl. pad) 256 tavun (tai sen monikerran) kokoisiksi. Harris
[Har13b] huomauttaa tutkimuksissaan, että tasoittamattomat muistiviittaukset voi-
vat tuntuvasti hidastaa suoritusta, mutta niiden vaikutus riippuu oleellisesti GPU:n
arkkitehtuurista. Tämän tutkielman yhteydessä CUDA:lla optimoitu koodi tutkit-
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tiin NVIDIA:n Visual Profiler:in avulla, ja heikoimmaksi kohdiksi paljastuivat juuri
viittaukset globaaliin muistiin. Vaikka viitattavat muistipaikat olivat suurimmaksi
osaksi peräkkäisiä, muistiviittausten tasoittamisen merkitys jäi hyvin vähäiseksi. Yk-
sittäisten funktioiden suoritusajat eivät oleellisesti muuttuneet, ja kokonaissuoritus
jopa hidastui noin 30 %.
Saadut tulokset osoittivat, että MATLAB:in gpuArray-olioilla riskianalyysin suori-
tus nopeutuu noin 4,2x, kun taas CUDA C -optimointi johtaa noin 7,8x-parannukseen.
Todettiin, että gpuArray-olioiden käyttö on melko suoraviivaista: GPU:lla käsitel-
tävät numeeriset MATLAB-taulukot tarvitsee vain koristaa ’gpuArray’-määreellä ja
MATLAB-tulkki hoitaa kaiken kulissien takana. CUDA C:n tuomalla lisänopeutuk-
sella on sen sijaan hintansa. Matriisien alkiot pitää huolellisesti indeksoida, lohkot ja
jaetut resurssit valita tarkasti. Koodirivien lukumäärä paisui lähes kymmenkertai-
seksi, mutta toisaalta suoritusaikakin supistui lähes puoleen verrattuna MATLAB:in
omalla CUDA-tuella satuun suoritusaikaan. Grafiikkasuorittimilla on näin ollen tun-
tuvat nopeushyödyt, kun vakuutusyhtiön tai sijoituspankin riskejä halutaan tutkia
eri tilanteissa.
Lopuksi mainitaan vielä yksi tehokas laiteperhe, nimittäin FPGA-piirit (engl. field
programmable gate arrays). Ne ovat puolijohdepiirejä, jotka sisältävät joukon uu-
delleen ohjelmoitavia logiikkayksiköitä (engl. configurable logic blocks). Isoista sijoi-
tuspankeista JPMorgan on muiden muassa havahtunut FPGA-piirien suureen po-
tentiaaliin ja on julkaissut tutkimuksia niiden sovelluksista. Weston ja kumppanit
[WSRM12] saavuttavat esimerkiksi 270x-nopeutuksen suhteessa CPU-toteutukseen
riskianalyysissä moniulotteisella Monte Carlo -mallillaan MaxRack hybrid -piirillä.
Sekä grafiikkasuorittimet että FPGA-piirit ovat erittäin lupaavia vaihtoehtoja ris-
kianalyysin ja ehkä yleensä Monte Carlo -laskennan nopeuttamiseksi. Tähän men-
nessä saadut vaikuttavat nopeutukset ovat merkki suuresta kasvupotentiaalista ja
osoittavat, että alan kehitys on vasta alullaan.
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8 Yhteenveto
Riskienhallinta on sijoituspankille ja henkivakuutusyhtiölle erittäin keskeinen toi-
menpide maksukyvyttömyyden välttämiseksi. Koko sijoitussalkun kattavana riski-
mittana VaR aiheuttaa pitkiä ja raskaita laskelmia, jotka kestävät kauan ja vaativat
suorittimelta paljon laskentaresursseja. Interaktiivisessa riskianalyysissä pitkät odo-
tusajat ovat kuitenkin epämieluisia ja hankaloittavat asiantuntijoiden tehtävää. Joh-
tavan grafiikkateknologia-alan yhtiön NVIDIA:n kehittämä CUDA-ohjelmointikehys
tarjoaa lupaavan vaihtoehdon riskilaskelmien aiheuttaman laskentataakan helpotta-
miseksi. Tässä tutkielmassa nähtiin, miten laskennan siirtäminen CUDA:lle voi joh-
taa kohtalaiseen nopeutukseen. Törmättiin myös GPU-laskennan yhteen kriittiseen
kompastuskiveen, nimittäin keskusmuistin ja grafiikkasuorittimen väliseen tiedon-
siirtoon, joka voi tappaa hyvin huomattavan osan nopeutuksesta. Siitä huolimatta
voidaan kiistatta päätellä, että kokonaislaskennan suoritusaika supistuu reilut 85 %,
mikä on itsessään melko hyödyllinen tulos.
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Liite 1. Osto-option salkun VaR












epsilon = normrnd(0, 1, muutoksiaPerPaiva*30, polkuja);
K = 12;
%ensimmäiset 30 päivää
for j = 1:muutoksiaPerPaiva*30
S = S.*(1 + mu*deltaT + sigma*sqrt(deltaT)*epsilon(j,:));
end
S1 = bsxfun(@times,ones(aliskenaarioita, polkuja),S);
epsilon = ...
normrnd(0, 1, askeleet−muutoksiaPerPaiva*30, aliskenaarioita, polkuja);
a = zeros(aliskenaarioita, polkuja);
%loput 11 kuukautta
for j = (muutoksiaPerPaiva*30+1):askeleet
a(:,:) = epsilon(j−muutoksiaPerPaiva*30,:,:);
S1 = S1.*(1 + mu*deltaT + sigma*sqrt(deltaT)*a);
end
palkkio = exp(−r*11/12)*max(S1 − K, 0);
A = ones(aliskenaarioita*polkuja,3);







%generoidaan uudet reaalimaailman skenaariot
%käytetään kuitenkin jo sovitettua korvikemallia
S = S0*ones(1,polkuja);
epsilon = normrnd(0, 1, muutoksiaPerPaiva*30, polkuja);
for j = 1:muutoksiaPerPaiva*30
S = S.*(1 + mu*deltaT + sigma*sqrt(deltaT)*epsilon(j,:));
end
A = ones(polkuja, 3);
for j = 1:polkuja
A(j,2) = S(j);
A(j,3) = S(j)^2;
end
y = A*beta;
