Education reform is a hot topic among politicians, academics and even around the dinner table these days. The issues are complex and important. One focus of the debate is on the level of resources appropriated by state and local politicians to the public school system. This debate has come to be identified with the question "Does money matter?" There seems to be no consensus on this issue. On the one hand, researchers (Hanushek, 1996 , for example) point out that school expenditures per pupil have risen many times over in the last thirty or so years, but educational achievement, as measured by scores on standardized tests, has not. Others point out that much of this expenditure growth has been directed at special education students, not the average student. When this is accounted for, spending per pupil has risen, though not nearly so rapidly.
Still others (Hedges and Greenwald, 1996) chime in by suggesting that over this same period of time family structures have deteriorated, more children are in single-parent households, more are living in poverty, more have less connection to books or well-educated people, than ever before. Consequently, the task of educating children has grown more difficult over time. More resources are needed just to stay in the same place given the deterioration in other circumstances.
Much of the research that underlies these conclusions is rooted in a production function paradigm, familiar to economists but not nearly so well-known among non-economists. Given the work that economists have done in this area, however, just how familiar economists are with the production model may also be questioned. This paper goes back to the basics of production theory to motivate a new empirical approach to the estimation of an education production function. Specifically, the analysis here recognizes that production functions are flow, not stock, relationships. Consequently, any attempt to model the process of education must account not only for static characteristics of the schools and teachers, the children and their families, but also for the continual application of resources to production.
The results of rethinking the production relationship indicate that the functional forms and variables included in the typical education production function equation are lacking. The results indicate that the amount of time spent in instruction is important in determining average test scores. Moreover, the effect of instruction time varies with class size; a given instructional time has smaller impact on test scores when classes are big than when classes are small. In addition, increased class size has negative consequences for average test scores once the instructional times variables are included.
Pooling the data reveals that year and school specific effects are very important. That year effects are important is troublesome for any program which professes to use aggregate test scores as measures of performance because significance of the year effects indicates that whether a school appears to have improved or not is in part determined by fluctuations in the difficulty of the test from year to year. This also raises a question about the use of the "value added" approach to education production functions because what appears to be value added may have more to do with the tests and their grading than with what students have learned. Moreover, using the pooled data with year and school specific effects reveals a very strong effect of average class size with the expected sign.
The next section of the paper returns to the production function as typically defined and described by microeconomists. This analysis suggests some respecifications of the empirical model which are implemented on data from the state of Illinois. The data are described in section XX and the results in YY. A conclusion follows.
I) The Production Function
Careful discussions of production functions describe the function as relating the amount of output produced per unit of time to the amount of resources utilitized per unit of time in producing the output. Having machinery in the factory sit idle produces nothing whereas having that machinery operating results in generation of output. Idle machinery supplies no services per unit of time, operating machinery does. Similarly, workers produce nothing when not actually doing their jobs.
At the same time, the services per unit of time from one type or vintage of equipment or machinery might be very different from those of another type or vintage. Workers with different skills or experience might also provide different levels of labor services in a given amount of time.
It is also likely that the ability to get services from some machinery or to use some materials effectively, depends upon the skills and experience of the worker. For example, the quality of the framing for a building that a new worker, one without prior construction experience, produces with warped and knotty wood may be quite different from the quality produced by a master carpenter with the same wood. And the time it takes the former to produce the same structure may be substantially more than what it takes the latter.
These examples suggest that when discussing production, three concerns regarding resource usage are likely to be quite important. The first of these is the time spent in the production process. The second concern is with the quality of the resources used in the process.
Finally, the effects of the quality of resources and time spent by the resources are interdependent.
Few studies of education production functions address these issues. Exceptions to this Fredrick and Walberg (1980) discuss review a broad array of studies of the relationship of time to learning. For 1 example, attendance rates, number of absences and number of times tardy are reflective of time inputs in the education process. More relevant for the issue raised here, their survey also examines the effects of hours of classes, minutes of study, and minutes or proportion of time on task. 6 include Fredrick and Walberg (1980) , Walberg, Fraser, and Welch (1986) and Betts (1997) . One 1 possible reason for this omission in most studies is that data on the time spent in instruction is rarely available in precise form. For example, in Walberg, Fraser, and Welch (1986) instructional time is measured as the number of semesters of science a student took in grades 9 through 12. Betts (1997) uses the teacher's report of the number of hours of math class as his measure of instructional time. This paper has the advantage of having instructional times by subject matter, english, mathematics, science and social studies, measured as the average minutes per five-day week in the third grade classrooms for each of the Illinois public schools.
Several studies have, however, suggested that a nonlinear relationship exists between inputs into the education process and the output of that process. Summers and Wolfe (1977) , for example, argue that the impact of teacher quality and class size differ by the race of the student. Ferguson (1992) suggests that the effect of class size is nonlinear, that there are discrete jumps in the effect of class size not constant marginal impacts. Ferguson and Ladd (1996) take account of these types of nonlinearities as well. Betts (1996) examines the effects of longer homework assignments on standarized test scores in mathematics. He notes that homework "appears to be a much more significant predictor of gains in math test scores than the more standard measures of school inputs such as class size and teachers' credentials." Moreover, the analysis indicates that the marginal productivity of homework in producing test scores is constant, at least within the range of homework assigned Hanushek, Rivkin, and Taylor (1996) explicitly ignore interactions because they find that the effects of race or 2 student scores on earlier tests do not influence the effects of school characteristics. Krueger (1997) uses experimentally generated data on school children from Tennesee to assess the importance of class size. He makes no control for interactions of teacher characteristics and class size. This may be especially important in his analysis because while small classes are shown to be beneficial, regular size classes with full-time teachers' aides show no differential effects over regular size classes without aides. Krueger hypothesizes that this may be due to measurement error because even the regular classrooms routinely have part-time aides. Interaction of teacher characteristics with classroom size might enable one to assess this possibility. 7 observed in the data. The clear inference from Betts' analysis is, therefore, taken to its logical conclusion, that an inexperienced poorly trained "teacher" facing a class of several hundred need only assign several hours of homework a night to produce students with high test scores.
Interestingly, these studies do not address the possible interaction of class size with teacher characteristics. Yet intuition suggests that better trained or more experienced teachers 2 may be better able to educate in large classes than are poorly trained or inexperienced teachers. Ehrenberg and Brewer (1994) find different effects of teacher characteristics by race and, indirectly, by class size and other school and student variables besides. They note that in the High School and Beyond data, a student that was surveyed as a sophomore may have dropped out before being surveyed as a senior. Not accounting for these possibly non-random withdrawals from the sample could bias the results of the education production function estimates. Consequently, they correct for sample selection bias using the inverse Mills' ratio constructed from a probit equation predicting continuation in the sample from sophomore to senior surveys.
Of course, this correction introduces the teacher, school and student variables into the education production function in a highly non-linear fashion. Ehrenberg and Brewer (1994) find the inverse Mills' ratio to be statistically significant, suggesting sample selection biases exist. At the same time, they note that the magnitudes and statistical significance of the other variables are not much affected. An alternative interpretation is that the significance of the inverse Mills' ratio indicates substantial nonlinearity and interaction among the explanatory variables. To assess the marginal impact of any variable is, therefore, more involved than simply performing a t-test on its coefficient. Ludwig and Bassi (1997) test for specification errors using the Ramsey RESET test in their analysis of NELS data on the relationship between school spending and student acheivement.
They find evidence that the typical "gain equation" is misspecified, though they cannot conclude whether the problem is omitted variables, incorrect functional form or endogeneity. The RESET test, recall, uses the fitted values of the dependent variable in higher order terms as regressors. If these terms are statistically significant, that indicates that the error from the original equation contained the influence of the explanatory variables in highly nonlinear fashion. From the perspective of this paper, such a finding supports the idea that the typical equation does not account sufficiently for the interactions of the inputs in the production process.
Ludwig and Bassi use a feasible generalized least squares estimator in which the regression errors from a first stage are used to construct the first-order correlation in the error terms. This correlation is then used as a weight in the differences of differences in both the dependent and independent variables. Since the errors are constructed from the dependent variable and the independent variables in a highly nonlinear fashion, one might interpret the analysis as favoring a highly nonlinear education production function, one in which current and past values of the input variables interact in complicated ways. Ludwig and Bassi find no evidence, in this specification, of misspecification or omitted variables.
The discussion above suggests that an education production function ought to include instructional time, characteristics of the teachers, students, school and community and interaction See Betts' papers for citations to similar research. terms between time and the other variables. The interaction terms expressly address the issue of producing education with "inputs" of variable quality. More time spent in instruction may be an approach to counteract the effects of large class size, say. Better trained or more experienced teachers may be able to impart the knowledge to children in less time than less trained or inexperienced teachers.
Additionally, instructional time in one subject may have beneficial effects in other subjects.
Or it might be detrimental. In other words, this analysis may be able to provide guidance to the type of internal restructuring that many see as the best hope for improving the state of public education in the United States.
Some work has been done on the effects of different production techniques on learning.
For example, Julian Betts has working papers on the role of homework in improving school quality, the effects of ability tracking, and on grading standards. In the paper on the role of 3 homework, Betts finds that additional homework and additional time in class each have significant effects on test scores. More interesting still, he finds that one cannot reject equality of the effects.
That is, more time spent on math homework improves scores on standardized tests by the same amount as more time in class.
II) The Model
This section describes the research strategy and the empirical specification of the educational production function. The estimation strategy is to begin with models most like those typically found in the literature, then to progress to more complicated models which more
accurately reflect the true nature of production.
The first model estimated is given by the following equation:
Where S is the average score on the Illinois Goal Assessment Program test of subject matter k in jtk school j in year t, X is district specific variables for school j in year t, X is school specific jt jt d s variables for school j in year t, ( and µ are vectors of parameters to be estimated, " is the intercept, and , is an iid disturbance term. I will describe the data in detail below. To help fix ideas, note that I will estimate equation (1) for math, reading and writing, for each of the three years 1994-95, 1995-96, and 1996-97. The second model estimated pools the data across years. This makes two possibilities.
The first possibility is to restrict all slope coefficients and the intercept to equality across years.
This approach implies that the relationship between the X variables and test scores is invariant over time and that the test scores are, on average, the same across years. Second, one can allow the intercept to vary by year but force the slope coefficients to be constant across years.
This second model addresses an interesting question which has been the subject of recent research. Ferguson and Ladd (1996) and Ladd, Roselius, and Walsh (1997) have examined the methods states use to evaluate progress within schools. These models are built on the assumption that the test scores are comparable over time; that is, a given score in one year means the same as that same score in a subsequent or previous year. If exams are successfully written so that scores are comparable over time, then the intercept should be constant over time.
The panel nature of the data makes one further extension of the basic model possible.
Since each school may appear in the data from 1 to 3 times, school specific intercepts are estimable. The final specification of the typical model then will include both year and school specific intercepts. The school specific intercepts may be thought of as controls for specific principals, to the extent the principal does not change over time, or an infinite variety of other possible characteristics of the school's environment.
The traditional model is then extended to include measures of the time spent on instruction in each of four different subjects and interactions of the instructional time variables with the average class size. The argument for including these variables is simply that student learning of any subject should be related to the time spent on teaching it. In the extreme, one would not expect students who have never been exposed to a foreign language to fare well on a test on the grammar of that language. Similarly, schools which devote many hours each week to instruction in mathematics should find the students performing better on math exams than schools whose students get little math instruction.
This model may be written as:
where MPD is a vector of instructional time variables and X = (X , X each student in the smaller class gets a larger share of the added time than each student in the larger class, and so derives greater educational benefit from that time than the students in the large class.
Indeed, intuition suggests that class size ought to interact with most of the other variables.
More qualified teachers, as measured by education or experience, might be expected to do better with large classes than less well trained or inexperienced teachers. Large classes might not have the same impact in schools with low attendance as in schools with high attendance; or the effect of class size may differ between low and high income schools, between schools with predominantly white student bodies and those with predominantly nonwhite students, and so on.
In the most extensive model, this analysis includes interactions between average class size and every other variable except the school and the year specific intercepts.
III) The Data
The data used in this analysis comes from the Illinois Goal Assessment Program in the years 1994 -95, 1995 -96, and 1996 -97. In 1985 Illinois passed education reform laws requiring the improvement of education through setting of "clear learning outcomes, assessing student attainment of the learning outcomes, and developing plans for school improvement". The assessment portion of this reform, the IGAP program, started in 1988. The IGAP program was designed with four purposes in mind. These are:
1. Help the state evaluate the extent to which public schools in Illinois are meeting the state goals for learning;
2. Describe how schools and districts perform in comparison to the state and nation;
3. Chart progress of schools, districts, and the state over time; and 4. Generate information which can be used for school accountability, policy making, and school improvement.
The program tests 3rd, 6th, 8th, and 10th grades each year in reading, mathematics, and writing, and 4th, 7th and 11th grades in science and social studies. The results of the test are reported to the school and the district in summary form and individual information is provided to the school or district and the parents of each child. Classroom summaries are not prepared.
The Illinois State Board of Education evaluates each school by the share of its IGAP scores that fall into three performance levels. The levels are "does not meet", "meets", or "exceeds" the state goals. However, "meets state goals" is further divided into high, middle and low levels. It is important to note that the evaluations apply to a "school building" and depend, therefore, on all the IGAP scores in the building. So, for example, the evaluation of a school which houses first through seventh grades would be based on the reading, writing, and math scores of the third, and sixth graders and the science and social studies scores of the fourth and
The typical software used for estimating the Rasch model imposes a mean of 0 and a standard deviation of 1 on the 5 individual ability parameters.
15 seventh graders. The IGAP scores are described in more detail below.
The schools in the sample for this analysis come from over 800 districts in Illinois, totaling more than 2500 schools in which third grade is taught at least one year between 1994-1995 and 1996-1997 . The full sample comprises 6807 observations over the three year period. About 1300 of these observations come from schools in the City of Chicago School District. No other single district contributes more than 125 observations.
Variable definitions are provided in Table 1 . Descriptive statistics are in Table 2 for the full sample, all schools in all three years combined, and for the schools in each of the three years.
The general rule of thumb is that any variable that ends with an "s" is a school level variable, any
The test score variables are "scale scores" as opposed to "raw scores". The reading and mathematics scores range from 0 to 500 with the average score for 1993 set to 250. The writing scores range from 6 to 32. Scale scores are developed from a Rasch latent variable model and set to be comparable to the results from previous years. The Rasch model estimates from answers to each question for each test-taker one parameter for each question reflecting how easy that question is and an ability parameter for each student. (Rasch, 1966) In the first year of testing, Illinois transformed the student ability scores giving them a mean of 250 and a standard deviation of 100. In subsequent years, similar conversions are made. However, to assure comparability 5 across years, several questions from earlier exams are asked on the current exam. In the Rasch model, the "easiness" parameters for these repeated questions are constrained to be those However, if average class size enters the equation quadratically, the linear and quadratic terms have opposite sign, 6 each is generally statistically significant at the 10% level or better, and the quadratic term typically has the higher absolute t. Moreover, evaluated at the mean of the average class size, the marginal effect of class size is negative, as one would expect.
16 obtained on the earlier data.
IV) Results
This section of the paper reports the results of the estimations of the models described above. Table 3 shows the results of estimating equation 1 on the 1995 data for each of the three tests, reading, math, and writing. The results are typical in that average class size is not statistically significant in any of the equations, though it does have the expected sign in both the reading and the math estimations. Results for 1996 and 1997 are very similar to these. Of the nine estimates of the effect of class size on test scores, just five have the correct sign and only two of those are statistically significant at conventional levels.
6
The estimates in Table 3 also indicate the commonly found importance of income, attendance and mobility, the enrollment in the school and the racial composition of the student body. These variables all have the intuitive signs. For example, the higher the proportion of the student body that is in a family which receives income support from the government, the lower are achievement test scores. The greater the proportion of students who attend school everyday, the higher are test scores and the higher is the proportion of the student body that moves in or out of the school during a school year the lower are test scores. High parental involvement also is positively and statistically significantly related to test scores. None of this explains the strong positive association between low English proficiency and IGAP scores. One possibility is that this variable is a strong proxy for motivation and effort. The efforts of students from Asia to succeed academically in the United States despite language barriers are well publicized.
Teacher characteristics such as experience, education and race are inconsistent in sign and significance across equations. In Table 3 , the percent of teachers with bachelors degrees and the percent with more than a masters degree each have positive but insignificant coefficients in the reading and math equations, but negative and insignificant coefficients in the writing equation.
But for the 1996 and 1997 data these variables frequently have negative and significant coefficients. Teacher experience carries negative coefficients about half the time but these are not statistically significant. The percent of teachers that are white has negative coefficients throughout and is almost always significantly different from zero. Unlike the previously discussed variables, however, these are measured at the district level rather than at the school level. As they are possibly quite poor measures of the characteristics of the teachers of third grade in any given
Interestingly, this analysis stands on its head Hanushek's critique that those studies which find significance school 7 resources tend to use more aggregated data.
18 school, the coefficient estimates are highly suspect.
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For each subject matter and for each year, tests were performed of both the null hypothesis that all instructional time variables have zero coefficients and the null that all instructional times and instructional times interacted with average class size have zero coefficients. Tables of the coefficient estimates are available upon request. The key finding here is that these variables clearly belong in the regression equation. Only for the writing test is it ever impossible to reject the null at standard probability levels. Even for the writing test, the null must be rejected for either formulation, instructional time or instructional time and interaction, for 1997, and for the exclusion of instructional times for 1996. Discussion of the coefficient estimates is put off until all structural form issues are addressed. Pooling the three years does not improve the outlook with respect to the average class size and teacher characteristics variables, however. These variables continue frequently to be of the wrong sign and their statistical significance is not stable. The characteristics of the student body are consistent in sign and significance between the individual year regressions and the pooled regressions. Table 5 provides the estimates from the pooled data when school specific intercepts are introduced. The year specific intercepts remain large and statistically significant. Among the remaining variables there are impressive differences resulting from inclusion of the school specific intercepts.
The sign of the average class size now accords with intuition and the statistical significance of this variable is undeniable ( the t-statistic nearest to indicating insignificance is -3.46). The size and significance of the student characteristics are dramatically affected by inclusion of the school specific intercepts, though the signs of the variables are unaffected. The most dramatic impact is on the low English proficiency variable which is no longer statistically significant at any conventional level.
On the other hand, the teacher characteristic variables remain a puzzle. The teacher education variables become strongly significant but of the wrong sign in both the reading and math equations. Experience is statistically significant in only the math equation, at the 10% level, but carries the wrong sign. And the percent of district teachers that are white becomes positive in every equation, though significant in only the math equation and that only at the 10%
In Illinois, school districts with third grades can be either Unit or Elementary districts. Tests for pooling of the 9 district types indicate that pooling is appropriate. Chicago schools comprise roughly one-third of the schools from Unit districts. It is not possible to test for pooling with Chicago schools and all others because there is no variation in the Chicago schools' teacher variables which are measured district wide. Table 6 is based upon the pooled sample over the three years as is obvious from the inclusion of the year specific 10 dummy variables.
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level.
The null hypothesis that all the school specific intercepts are equal is rejected easily for every equation. The adjusted R squared rises from .69 to .86 in the reading equation, from .57 to .85 in the math equation and from .42 to .76 in the writing equation. In other words, the model fits substantially better, explaining at a minimum 17%, and up to 34%, more of the variation in test scores after the school specific intercepts are included than before they were introduced.
9 Table 6 returns to the standard style of the education production function, not including the instructional times or the interactions between times and class size, but introduces the square of the average class size. Ferguson (1991) and Ferguson and Ladd (1996) contend that class 10 size enters non-linearly into the production function. Their approach is to use dummy variables for different ranges of class size. Here non-linearity is captured by both average class size and average class size squared in the production function. Note that in each of the three equations both variables are significant at least at the 10% level. Moreover, five of the six coefficients are significant at the 5% level or even better.
Interestingly, in each case, the marginal effect of average class size at very small sizes is positive. However, each marginal effect turns negative. This result suggests that economies of scale in class size exist for small class sizes but that eventually all such economies are exhausted.
The class size at which the marginal effect of class size turns negative is between 18.8, for reading, and 23.5, for writing. The turning point is at 19.1 students in the math equation.
Average class size is about 23.1. Consequently, for most classrooms, the effect of increasing the number of students is to reduce the average test score.
Consider Table 8 , however. In this table, the results are for the same model as in Table 6 , except that the school specific fixed effects are introduced. Note that the class size variables no longer matter in the writing equation. But more interestingly, the sign of the class size and class size squared coefficients flip. Now as class size rises from 1 student on, the average test scores in both reading and mathematics decline, and continue to do so through class sizes of 28 to 30.
Note that these turning points occur at from 5 to 7 more students than in the average class in the sample.
At the mean of the average class size, the marginal effect of an additional student is -.36 in reading, -.54 in math and -.02 in writing. One standard deviation above and below the mean each of these marginal effects remains negative. Relative to the mean of the test scores, these effects are very small. For example, raising the average class size from 23 to 24 results in a reduction in the average test score from 245.1 to 244.74. These effects hardly seem worth worrying about.
Even raising the class size by a full standard deviation, from 23 to almost 28 students per class has no appreciable effect, less than one point, on the average score.
Other results in Table 6 look very much like those of Table 4 . The school, district and student characteristics variables and the year specific intercepts all have essentially the same size and the same level of significance between the two models. The adjusted R squared is unaltered.
The only effect of the nonlinearity in average class size is to make class size and its square statistically significant. But over the relevant range, average class size has very little practical impact on the IGAP scores.
Introduction of the instructional times and their interactions with the average class size cannot be rejected. Table 7 reports the estimates of the production function when these variables are included. Note that in every equation at least three of these variables is individually significant at the 5% level. They seem also to indicate interesting things about the nature of education. For example, more time spent in mathematics instruction leads to improved reading scores. However, more instruction in language arts has no impact on math scores. Social studies instruction has negative consequences for math scores, but positive implications for reading and writing scores.
Science instruction reverses the pattern of social studies, reducing reading and writing scores and raising those on the math test. Table 9 repeats the analysis of Table 7 with the addition of the school fixed effects.
(Alternatively, it extends the model of Table 8 to include the instructional time and interaction variables.) The first point to note is that after introduction of the school fixed effects the number of the time variables or time and class size interactions variables that are individually significant drops dramatically. For example, in Table 7 of the 24 coefficients across the three equations 13
are individually significant at the 5% level and one at the 10% level; in Table 9 only five are significant at either the 5 or the 10% levels. Indeed, for this model, the hypothesis of joint insignificance of these variables cannot be rejected at standard levels in the reading equation and is rejected for the math equation only at the 10% level. The hypothesis is rejected at the 5% level in the writing equation.
Just as was the case in the standard model when the school fixed effects were introduced, other parameter estimates were dramatically affected in size or significance or both. For example, in Table 7 , the low English proficiency variable is highly significant in every equation. Yet in Table 9 it is never even close to significance. Low income status of the school drops from extremely highly significant, with absolute t-statistics of 20 or more, to significant at the 5% level in only the reading equation. The coefficients fall in size by several times; in the reading equation from -.764 to -.146, for example. Teacher characteristics variables are still of the wrong signs and hugely significant.
Unlike the class size variables, the effects of instructional times seem more substantial.
For example, suppose that time spent on math instruction were raised by ten minutes a week.
That would raise the average math score almost 1.5 points. It would also raise reading scores by half a point, which is more than enough to compensate for raising the average class size by one student.
Suppose now that we examine the possible interactions of average class size with the teacher characteristics. Tables 10 and 11 Finally, Table 12 reports the effects of adding interactions between average class size and the characteristics of the school and its student body. F-tests indicate that inclusion of these additional interactions is warranted in the case of the writing test but not warranted in the reading or math test equations.
The discussion so far has been stilted toward "statistical significance" of variables. From a policy perspective, one would wish to know if the issues raised in this paper have any practical relevance. For example, much of the literature indicates that more and better trained teachers are essentially irrelevant, at least until the internal workings of the schools are straightened out. The analysis of this paper indicates that average class size does matter, and does so in rather complicated ways. In the remainder of this section, the effects of raising class sizes are assessed.
Unlike the typical completely linear noninteracted models prevalent in the literature in which the marginal effect of increasing class size is simply the regression coefficient, the marginal effects from this analysis must be computed from the parameter estimates and the sample data.
The computations reveal something quite interesting. If one looks at the derivative of the test score equation with respect to class size, one obtains an equation like (3). Calculating this derivative, one obtains a negative number very near zero in each and every equation. Indeed, the size of this derivative is rather remarkably stable across models from Tables 7 through Table 12 .
However, if one examines the data for the later tables, 10 through 12, which the data supports against the earlier simpler models, one finds an important nuance. The effects of raising average class size if all the variables with which class size is interacted were set to zero is substantial and negative. It is only because of the countervailing effects of well trained teachers that some increases in average class size do not have disastrous consequences. Table 13 shows the marginal effects of raising average class size, calculated at the sample means. The effect if all the interaction variables are set equal to zero is in the first column. Note that the fall in average scores is 25% for both reading and writing and 17% for math. Once all the countervailing measures of teacher quality, instructional times and student and school characteristics are accounted for, the percentage declines from raising the average class size are less than 1% for both reading and math and about 2% for writing.
Conclusion
This paper has criticized the existing education production function literature for not paying enough attention to the complete set of insights that production theory affords.
Specifically, the theory suggests that there should be a high degree of interaction between the inputs into the production process. Tests of this hypothesis indicate that in fact such interactions are statistically significant. Moreover, computation of marginal impacts of average class size and of other inputs once interactions are included imply that schools can and do effectively use greater quantities of resources presumed to have beneficial effects to counteract greater quantities of those inputs thought to have harmful effects.
Additionally, the analysis has used panel data to allow for school specific fixed effects.
The inclusion of these effects is found to be warranted and to have large impacts on the estimated effects of other variables. Introducing these effects into the standard model of an education production function was sufficient to bring average class size into statistical significance, for example.
Finally, the panel data enabled a test of the stability of test scores from year to year. In this regard, the analysis clearly indicates that it may be unwise to examine test score reports for simple changes to draw conclusions about school performance. Year specific dummy variables are routinely significant. Consequently, one cannot assume that a school has performed better based on the knowledge that its scores rose from one year to the next. The effect could be either better performance by the school in educating the children or simply that the test was easier.
Policy makers would be wise therefore not to allot resources based on year to year differences in these test scores. 
LINCOMES
The percent of the students in the school from families receiving public assistance, living in institutions for neglected or abused children, being supported in foster homes with public funds, or eligible for free or reduced price lunches.
PARNVLVS
The percent of the children in the school whose parents made at least one contact with the student's teachers during the school year ATNDRTS The percent of the students who attended school every day.
MOBRATES
The percent of the students who enroll in or leave a school during the school year. 
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