1-1 Introduction
The format of this presentation follows this five part plan: (1) an introduction to the CLIENT 1 system to give an overview of our work together with some reasons for using computer simulation to clarify counseling theory, (2) a review of other systems which we will compare with our own, (3) a more concrete description of the CLIENT 1 program, (4) a brief outline of some implications of the use of computers in counselor training and research, and (5) discussion of our proposals for the continuing development of client-counselor interactive systems programmed for the computer. After our presentation Dr. Clyde A. Parker of the University of Minnesota will comment on the implications of our computer model.
CLIENT 1 is an attempt to model the process of counseling using a computer programming language. The simulation was developed from roleplaying interviews and models a client who is reasonably verbal and motivated,and not overly resistant to describing his concerns to a counselor he can trust.
This simulated client has a number of statements he can make about his work, his family, his relationships with others and his feelings. The counselor seats himself in front of a cathode ray tube (CRT) and keyboard and reacts to natural language statements made by the simulated client. These statements are organized into several topic areas, and statements within each topic are sequenced Using these indices and an interpretation of the counselor's input, the client "decides" whether (a) to become more specific or general in the topic area he is discussing, (h) to change topics, or (c) to, tz3rminate the interview.
Once the client's decision has been made, the appropriate statement is displayed on the CRT. The counselor's task is to move the client toward the verbalization of a specific and very threatening statement of the client's problem. Counseling progress is movement toward that problem statement through statements that are progressively more specific and more threatening. After each client statement the counselor constructs a statement and sends it to the client.
The counselor constructs his statement by selecting six numer ical codes which refer to a counselor lead, the affect, content area and person references which he wishes to include in his message, plus several connectives used in message construction. The system takes the coded information and creates the counselor's message on the CRT.
For instance the counselor's reflection of a client statement might be
YOU FEEL GUILT ABOUT FEELINGS FOR SECRETARY. YOU FEEL is the lead,
GUILT is the affect, FEELINGS is the content, and the client's SECRETARY is the person referenced in the statement (see Table 1 ).
The counselor has flexibility in communicating affect to CLIENT 1.
He may choose a highly specific affect name or he may choose a general affect statement, like ALL WOUND UP'INSIDE. The program has an affective dictionary from which the counselor can request either a general sampling of affect statements or a,number of affect statements associated with the particular affect which the counselor believes is most appropriate.
The counselor's decision to choose a more general or vague affect state ment can cause his statement to have multiple interpretations, for an affect statement can be associated with more than one affect. This 1 -3 unique aspect of the program is significant, since it simulates the realistic situation in which a client's interpretation of a counselor's statement may differ from the counselor's intended message.
After the counselor has encoded and transmitted his statement, the client program immediately tests the counselor statement to see whether it is a reflection. A counselor statement is a reflection.if and only if it is a subset of the client's last statement, i.e. it contains no affect, content, or person reference which is not present in the client's statement.
Reflections which are not too threatening will generally cause the client to move on to more specific material.
If the counselor's statement is not found to be a reflection, the statement is considered to be a_probe or interpretation. If the counselor's probe is not too threatening, the client searches through all the possible statements he can make to see if any are a subset of the counselor's statement. If such a client statement is found which is not too threatening, it is displayed on the CRT. If several statements are appropriate, the client has decision rules for choosing which statement will be displyed on the CRT. Whenever a counselor statement is too threatening, regardless of whether it is a reflection or a probe, the client will usually move to more general material or change topics.
The series of exchanges between the live counselor and the simulated client continues until the client has verbalized his specific problem statement or until a pre-determined number of counselor inputs have been made or until the high threat value of the counselor's statements and the low values for both strength of the relationship and the counselor's expertise cause the client to terminate the interview. The counselor's success can be determined by the number of counselor statements needed to reach the goal of the client's problem statement, by the strength 1 -4 of the relationship at the termination of the interview, and by other criteria.
We will be more specific about the computer program later in the presentation, but perhaps this introduction provides enough basis so that we can now discuss some of the rationale for our efforts.
Cognitive psychology has given us some indications of the limit- Frijda (1972) and Simmons (1965) .
An example of an extremely sophisticated effort is Winograd's (1971) robot project developed at M.I.T. Many of these question-answering programs are directed toward natural language analysis, deduction, and inference in order to produce the most accurate reply possible to the question. A major difference between the thrust of our research and these programs is that once CLIENT 1 has found the "answer" which is most relevant to the input, there is no guarantee that the response will be output. CLIENT l's "personality" might cause a different and possibly unrelated response to be selected for output. Question-answering systems cannot be described as having a "personality." They emphasize correct reasoning and analysis A third type of program has been designed by Weizenbaum (1966) and researched to some extent by Colby, Watt, and Gilbert (1966 A fourth category of computer programs has dealt with personality models. Examples would be the work of Ableson and Carrol (1965) , Gilbert.(1964), and Loehlin (1963) .
Reviews of these models can be found in Loehlin (1969) and Tomkins and Messick (1963) . These programs simulate such processes as how belief systems change and how neurotic defense mechanisms (e.g. displacement) are triggered as a function of emotions. They have little in common with the previously mentioned programs, but the variables and methods they used are very relevant to the simulation of interview behavior. However, none of these systems utilizes "real-time" communication between the human and which -onfront the counselor and client are seldom well-defined or wellstructured; they differ from formal games like checkers and chess. But the many interesting findings in problem-solving (e.g. the use of heuristics) and the increasing attention to ill-structured problems (Newell, 1969; Eastman, 1969 ) make this area relevant to our own efforts.
The programs in the first five categories have made important contributions to the simulation of human behavior.
Each is a part of that growing and evolving aspect of computer simulation which forms the background for our research. We shall review the sixth category, interview simulation utilizing personality models and man-machine interaction, 2-5 7Thin some detail since it includes simulation efforts which are similar to the present project in purpose and, in some instances, procedures.
Included in this last category are works by Bellman, Friend, and Kurland (1966) , Starkweather,Kamp, and Monto (1967) , and Colby, Weber, and }Ulf (1971) .
The Bellman group was interested in simulating a patient in an A probability model was used to select which of the three responses would be output. Without degrading the basic concepts of interaction between the patient and the therapist proposed by Bellman et al., we still recognize the simulation as limited given its simple tree or the model is recognized as a legitimate first step (which we tried ourselves) in the simulation of therapeutic encounters. Unfortunately, BelLman and his associates do not seem to have continued this work, and others have not followed the branching format.
An attempt to simulate both patient and therapist behavior is that of Starkweather, Kamp, and Monto (1967) . No specific psychological model has been proposed for these simulations, and they are primarily based on Starkweather's (1965) earlier work on the development of a computer language which would facilitate the writing of simulations.
The language, COMPUTEST, although general and allowing for natural language communication by means of a key word search procedure, is cumbersome in complex situations which require questions and answers about feelings and beliefs. COMPUTEST's other major drawback is that it only permits movement forward through a sequence of commands; it contains no provision for a return to previous mel-erial. Despite these limitations, a gain in Starkweather's program is that two computer programs, one for the patient and the other for the therapist, can interact in real time.
The limitations of the COMPUTEST program language, however, are obvious in these client-counselor interactions and at present the program cannot fulfill the demands of an "uninitiated" therapist who wishes to probe, reflect or interpret to the patient.
The last simulation involving personality models and man-machine interaction which we would like to discuss is the one developed by 2 -7
Colby and his associates at Stanford. Colby has published on simulation for more than ten years.
His work includes models of neurotic belief systems (Colby and Gilbert, 1964) and research with programs similar to Weizenbaum's ELIZA (Colby, Watt, and Gilbett, 1966) . In a recent article which we learned about after the development of CLIENT 1, "Artificial Paranoia" , a simulation of a psychotic personality is described which has a number of similarities to the CLIENT 1 program. The similarities are striking in some ways, and they are, we hope, a function of two independent research groups each finding a "good solution" to the problems involved in creating a natural language, dyadic, real time, interactive, system in which beliefs and affects are stored. We are uncertain about the program's sophistication in natural language communication. At present it seems that therapist input is handled by key word identification without regard to the syntax used.
The possibilities for misunderstanding in this key word recognition With regard to the 100 locations dimensioned for affect statements, twenty of those locations are reserved for specific affect names (e.g. (a) TELL ME ABOUT .
The addition of a statement qualifier reduces the overall threat value of the counselor's statement (THREAT VALUE * .9).
The total threat value of any counselor statement then is the combined function the threat values of the affect (or affect statement), content area, and person referenced in the statement, the type of statement lead used, and whether or not the statement is qualified.
Given this basic information on the client and counselor statements, it is pertinent now to discuss in more detail the assumptions around which the model was developed and the operation of the model.
We have defined our client to be a reasonably intelligent and verbal young man, who is aware of what it is that is troubling him, and who is not overly resistive to discussing his problem. He is motivated to describe his concerns to a counselor whom he can trust. In addition,
we have assumed the following: (1) this client has a finite number of topics to discuss; (2) these topics are not of equal importance in relation to his primary concern; (3) each of the topics may be viewed'
as comprised of a set of statements which can be ordered sequentially from general to specific with regard to the information communicated about a topic (i.e. statements focus in on particular topics); (4) each statement the client may make has a threat value associated with it; and (5) as statements become more specific and focus in on the concern, the threat value of the statements increases. As a function of (a) the threat values, (b) the strength of relationship (level of trust) between the counselor and client, (c) the threat value of the counselor's statements to the client, and (d) the key words referenced in the counselor's statements, the client will (1) get more specific in his statements, (2) get more general in his statements, (3) stay at the same level of statement specificity (i.e. same level of threat), (4) change topics, (5) refuse to discuss a given topic anymore, or (6) terminate the interview.
Following from these assumptions, client statements are grouped by "topic areas" and arranged sequentially from most to least threatening within each area: The topic areas themselves are sequenced from most to least threatening in accord with the threat of their member statements.
The "problem statement" is defined as the statement of greatest threat value; its topic area is the "problem topic'--other topics are "non-problem topics." While the program allows up to ten topics, the currently operating client has only three areas for discus- If the reflection is not too threatening, the 3-6 client will follow his own "game plan"--generally, a gradual and sequential unfolding of the client as he approaches verbalization of the problem statement (See Table 2 Table 2 ):
low trust (LT=5), adequce trust (AT=15), and high trust (HT=25). These anchor points, as well as those ranges specified above, may be modified in the program for variations in client types.
Specifically, the strength of the relationship, which is determined at each counselor-client exchange, is: A "benefit of the doubt" factor has been provided on the first several exchanges in order to accommodate for a few counselor "faux pas" in the early part of the interview as he is "getting to know" the client:
IF (NST is less than or equal to 4) SR = SR + .33
where NST: number of counselor statements
Beyond the first four exchanges, the counselor may be punished for repeated ineptitudes:
IF (AVER is less than -5 and SR is less than LT and NST is greater than or equal to 4) TERMINATE, where AVER is the average of last 4 GC values.
Let us now discuss in more detail how the counselor is to communicate with the client. Quite simply, the counselor selects from among available counselor leads (LE), affects and affect statements (AF), content Should the counselor select to view affect statements from the affective dictionary, he may or may not choose to select a particular affect area (e.g. "love" statements or "anxiety" statements). If the preference is not to choose a given affect area, the counselor will receive a sample of affect statements drawn from each affect area. If an affect area is stipulated, zhe counselor will receive only affect statements loading on the specified affect.
The Appendix contains an example which illustrates how counselor statements are generated and also two excerpts from "interviews." In the first interview excerpt the counselor quickly focuses on the client's real concern,while in the second the counselor is less effective.
Training and Research
CLIENT 1 has attributes that lend themselves to specific training attempts. The attributes are generality, explicitness, durability, accuracy, and consistency.
The generality of the CLIENT 1 model allows the trainer to simulate a wide variety of client verbal behaviors and to report a number of symptoms or diagnostic signs from the client's data base. The generality of the model also allows for the variation of a 'umber of clieht variables.
The client, for instance, can be programmed for high or low initial trust.
The symptoms can be for specialized counseling in terms of a need for occupational information, desensitization, or operant shaping of skills.
The gains for training in this ability to prog'am a number of client types are: (1) that it allows counselor trainees to understand the range of clients that they will probably see and (2) that the variety of training clients enables counselor educators to do in-service retraining of those counselors who have received a limited training in the past.
The counselor trained only to recognize talent and send bright achievers to college can be retrained (or retrain himself) to recognize and serve the various unmotivated or fearful or disruptive clients that he might now avoid in his counseling practice.
The explicitness of CLIENT 1 allows the student as well as the researcher to test variations counseling theory. Students in counseling are often enjoined to "develop" their own model of counseling. The explicitness of the CLIENT 1 model makes that injunction a real test for the first time. As long as the student is instructed to develop a word description of his own model and to test that description against a word description of a class of clients, he is unable to generate a real test of the efficacy of his model. The student taught to develop his own scenario for a standardized client or to program changes in a client which will make his proposed scenario work has tested his theory in a genuine way. Either the client is recognizable or he 1.s notEither the counselor's behavior moves the client to a faster identification of his concern or it does not.
The durability of simulation programs was a prime reason for our initial investment of time in the model. Horrified by our students' initial attempts to counsel each other in role playing simulations, knowing the ways in which they rapidly fell into "bad" counseling habits even under constant supervision, and wanting to slow down the initial practicum attempts so that the students could break down the counseling skills into their component parts, we were desperate for clients who could both pace the initial counseling contacts and endure the beginning students' mistakes. CLIENT 1 is able to do both those things and to relieve us of the ethical quandaries we lived with as we subjected undergraduate students in beginning psychology classes to our students' tender care. CLIENT 1 is patient and, in its patience, kind. Yet the CLIENT 1 program can be made simple or complex and can contain minimal standards for performance which make it impossible for the beginning counselor to fall into bad habits. The student rapidly learns the value of staying in the reflective mode until he has good data and of phrasing interpretations in tentative ways as well as the gains and losses of being explicit in identifying client affect.
To the extent that CLIENT 1 is an accurate model of a person, the man-machine interaction will be real. In fact, several counselor educators became extremely involved when they counseled CLIENT 1 and exhibited very real affect while puzzling over their next response to the client. Without exception, those faculty and students who have counseled CLIENT 1 in its These training functions are inherent in CLIENT 1 as it is presently structured.
In addition to using CLIENT 1 as a training device, we are also using it as a research instrument. CLIENT 1 presents a standardized task environment for counselors. We have already begun collecting protocol data from experienced counselors who "talk out loud" as they make decisions concerning what to say next to CLIENT 1. These protocols are being studied so that we might learn more about the cognitive processes involved in counseling. Perhaps at some point we will be able to make explicit statements, empirically based, about the programs and data which effective counselors employ when dealing with clients.
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Where Do We Go From Here
At this point we have described the CLIENT 1 model in some detail and compared it to other models. The model is explicit and unambiguous.
It is unique in being a real-time interaction with a "normal person"
who uses affect variables in order to structure the ongoing process.
CLIENT 1 is related to information processing research, to questionanswering natural language programs, to non-interactive personality models, to simulations of interviewing using computational linguistics, and most particularly to interview simulation involving both personality models and man -machine' interaction. With some optimism we look forward to the potential of CLIENT 1 for training and to its use as a task environment in the study of counselor cognitions. Without cynicism or pessimism we also look candidly at the shortcomings of this model.
While its surface behavior is in many ways plausible, many of the internal machanisms, particularly data storage and retrieval, are not psychologically plausible in terms of what we know of human beings.
We are presently trying to design a system which has a more plausible human memory structure and more powerful language capabilities. We want the system to be able to learn new facts and learn how to do new things. Such a system, whether it simulates a client or a counselor, will be able to change over time, from interview to interview. With such a system various therapeutic interventions can be studied and their effectiveness modeled.
In order to move forward with more sophisticated simulations of client and counselor behavior, it will be necessary for counseling psychologists to become more technologically sophisticated. There is a growing knowledge in the areas of human problem-solving and in certain areas of artificial intelligence which can be applied to the counseling 5-2
setting.
Suggesting what some of these areas are in a sense defines some of the components that we now believe should be a part of advanced simulations.
In the area of simulating human long-term memory, there have been successes in an area known as semantic information processing. A major development in this area is the creation of memory nets in which various concepts are linked together, or associated. Information can be easily placed in a net and linked to existing information. These memory nets are losely organized and can be entered at any point.
Searches for information in the net can be accomplished using simple commands. Stewart Shapiro (1971) at the Univeristy of Wisconsin has designed a system entitled "Mind" for semantic information processing and Schank and Tesler (1969) at Stanford Research Institute have been dealing with somewhat similar conceptual nets. Both appear to be useful models for human long-term memory. If, in addition, variables which seem to affect recall (e.g. activation indices, see Frijda, 1972) are made functional in semantic net structures, realistic simulations should be possible. The models which they have developed could also be used to organize information in a working memory that would have a shorter life than long-term memory.
Another area concerns "fuzzy" logic, which some researchers in artificial intelligence see as being much more human-like than the twovalued logic that has been popular in applications of the predicate calculus (e.g. theorem proving machines). Lee (1971) has proved several useful theorems in the area of fuzzy logic, while Colby, Tesler, and Enea (1969) have actually done some simulation research on belief systems which use "many-valued" beliefs, a close relative of fuzzy logic. Human beings hold many beliefs as neither false-nor true;" they assign to them a degree of credibility.
In addition to the deductions possible in fuzzy logic, human beings are also capable of induction, the ability to make some general statements based on specific instances. There have been efforts to model some of this behavior, and they are seen as potentially providing a necessary component for any attempt to simulate the full spectrum of human reasoning (Becker, 1969) .
As mentioned earlier, many of the problems that humans deal with could be defined as ill-structured problems, problems for which there is no well specified goal (Eastman, 1969) . Human beings can and do design solutions to these problems. They can create plans of action which move them closer to their goal (however vaguely described).
Being able to develop and execute plans in real-time relates to an area of artificial intelligence research called "programs which write programs" (Waldinger and Lee, 1969) . The successes in this area have been limited, but the ability to develop a plan and execute it in realtime is a human capability that we see as potentially simulatible.
Finally, the natural language capability of human beings must be better simulated if our counseling simulations are to be effective.
As mentioned earlier, Winograd (1971) has developed an extremely powerful robot program which emphasizes natural language understanding.
In order to carry out effective counseling simulations, then, the researcher will have to combine and integrate several areas (fuzzy logic, semantic nets, induction, programs which write programs, and natural language) with an understanding of the nature of and the approach to solving ill-structured problems. These components combined with a personality which includes attention to beliefs and affects can come together to produce evermore lifelike models to be studied.
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These models will have to be evaluated. Their behavior will have to look real to those who observe it, and their internal workings will have to be psychologically plausible. As new facts are learned or inadequacies discovered, models will need to be upgraded. In the area of counseling, we see a cyclical process in which models are designed, programmed, simulated and then empirically compared to human behavior.
When necessary, the model would then be redesigned, reprogrammed, and so forth. Empirical trials with humans to test the reasonableness of the model hold promise for truly lifelike simulations which will in turn be rich laboratories for studying human behavior. SUPERVISOR ROLE (3) 6.
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