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In partially ordered organic semiconductors, the characteristic times of nuclear motion are comparable
to those of charge carrier dynamics. It is impossible to describe charge transport using either static dis-
order models or temperature averaged electronic Hamiltonians. We build a model Hamiltonian which al-
lows the study of charge transport whenever carrier and nuclear dynamics are not easily separable.
Performing nanoseconds long molecular dynamics of a columnar mesophase of a discotic liquid crystal
and evaluating electronic couplings, we identify realistic parameters of the Hamiltonian. All modes which
are coupled to the electron dynamics can be described in the model Hamiltonian by a limited number of
Langevin oscillators. This method can be applied to systems with both slow (nanoseconds) and fast
(hundreds of femtoseconds) nuclear motions, i.e., with both dynamic and static disorder.
DOI: 10.1103/PhysRevLett.102.116602 PACS numbers: 72.80.Le, 71.23.k, 72.80.Ph, 73.63.Bd
Whenever there is strong coupling between electron
dynamics and large amplitude nuclear motion, there are
two treatable limits: if the nuclear dynamics is much
slower than the dynamics of charge carriers, the latter
can be described by a Hamiltonian with static disorder
based on simple assumptions on the electronic density of
states and on the hopping rates between localized states
[1]. Indeed, transport in disordered systems has success-
fully been modeled by assuming a hopping mechanism for
charge transport [2–4]. On the other hand, fast nuclear
dynamics can be accounted for by averaging out fast
degrees of freedom in the electronic Hamiltonian [5], as
is done in band renormalizations [6].
Partially ordered (e.g., semicrystalline or liquid crystal-
line) organic semiconductors form an important class of
systems where neither of these two limits is valid. These
materials, with discotic liquid crystals and conjugated
polymers being representative examples, are normally
soft, and hence can be easily solvated, spin coated, or
ink-jet printed, which renders them cost-effective substi-
tutes of inorganic semiconductors [7]. In spite of their
importance for applications, the description of the charge
carrier dynamics in such materials is extremely difficult as
their conformational dynamics may take place over the
same time scale as the electron dynamics, making it im-
possible to separate nuclear and electronic degrees of free-
doms through standard methods [8].
Usually these systems are described by a model
Hamiltonian with interacting electronic and nuclear de-
grees of freedom constructed on the basis of a number of
assumptions (i.e., top-down) and treatable with some ap-
proximate method [9,10]. This approach has several draw-
backs. First, one has to predefine the type of transport, e.g.,
adiabatic versus nonadiabatic [11], or the density of states
distribution [12], as it is done in the Gaussian disorder
model [2], or specific type of dynamics in the system, e.g.,
harmonic oscillators [13]. These assumptions are all
system-specific and cannot be always justified. In soft
systems, for example, the dynamics of collective variables,
which in our case are conjugated units, is no longer har-
monic. In other words, it is not possible to build a model
Hamiltonian on the basis of simple intuition.
To remedy this situation, we propose a bottom-up con-
struction: we first fully characterize the classical part of
Hamiltonian by analyzing molecular dynamics of the sys-
tem performed with force-field based simulations. The
transfer integrals between the molecules are evaluated
using quantum chemical calculations and are then used
to build the model Hamiltonian. Finally, we investigate
how structural fluctuations at all time scales below 100 ns
affect the charge carrier dynamics, compare our results
with experiments as well as the static disorder limit.
As a test system, we study a typical discotic liquid
crystal, a derivative of hexabenzocoronene [HBC, see
Fig. 1(a)]. HBC self-organizes into columnar structures
with conjugated molecules stacked on top of each other.
Overlap of the electronic -systems of molecules in the
columns enables charge transport along them, rendering
this material as a one-dimensional semiconductor, with
charge mobilities up to 1 cm2 V1 s1 [14]. HBC under-
goes structural transition from a crystalline herringbone
mesophase to columnar liquid crystalline mesophase at
about 370 K and has rich molecular dynamics with several
slow and fast modes present in the spectra [15].
The columnar mesophase was constructed by placing 10
HBC molecules in each column [see Fig. 1(b)] and posi-
tioning 16 columns on a hexagonal lattice. The parameters
of the equilibration and production runs are given in
Refs. [16,17]. Transfer integrals were calculated for every
pair of neighboring molecules using geometry-optimized
rigid copies of molecules and frozen orbital approximation
[18]. Note that HBC has two degenerate HOMO orbitals
labeled here a and b [see Fig. 1(c)]. The effect of the side
chains can be neglected as their orbital energies are several
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eV lower than the HOMO, and the poor interchain cou-
pling makes them good insulators. The time dependent
coupling VaaðtÞ between two neighboring a-HOMOs is
depicted in the inset of Fig. 1(d). The spectral density
Yð!Þ, defined as the Fourier transform of the autocorrela-
tion function of the coupling Yaað!Þ ¼
RhVaað0ÞVaaðtÞi
expði!tÞdt , was computed for all the 4 couplings (aa,
ab, ba, bb) between the degenerate HOMOs a and b in
neighboring sites. The four spectral densities are found to
be identical or differ by a constant C, i.e., Yaað!Þ ¼
Ybbð!Þ ¼ CYabð!Þ ¼ CYbað!Þ, with C ¼ 1:43. The func-
tions Y collect the essential information on the nonlocal
electron-phonon coupling resulting from hundreds of dif-
ferent nuclear modes per molecule. The function Yaa,
averaged among 6 different molecular pairs, is depicted
in Fig. 1(d). The molecular motions that modulate the
intermolecular hopping integrals span a continuous range
from 0 to 200 cm1 (corresponding to fluctuations in the
20 ps time scale or slower). As the mobility of this
material is of the order of 0:1–1 cm2 V1 s1, the residence
time on one molecular unit is of the order of 5–50 ps (the
distance between molecules is 3.6 A˚). Obviously, one
cannot assume here that the nuclear motions are much
slower [19] or much faster [20] than the charge dynamics.
The analysis above points at a complex situation with
hundreds of nuclear modes coupled to the electronic
Hamiltonian and characteristic time scales that prevent
any simple averaging or renormalization. It is possible,
however, to build a semiclassical Hamiltonian which cap-
tures the essential physics but is still sufficiently simple for
numerical treatment. We consider a one-dimensional sys-
tem with two degenerate orbitals jjai and jjbi per each
molecular site. The electronic Hamiltonian Hel is a func-
tion of the nuclear modes fuðkÞj g. uðkÞj indicates mode k
localized on molecule j. The modes modulate linearly
the hopping integral between neighboring sites as
hjajHeljðjþ 1Þai ¼ aa þ
X
k
ðkÞaaðuðkÞjþ1  uðkÞj Þ; (1)
where aa is the average coupling, 
ðkÞ
aa the Peierls (or
nonlocal) electron-phonon coupling parameter, and analo-
gous relations are valid also for the ab, ba, bb couplings.
In Ref. [13], a related model was used to describe the
charge dynamics in an organic crystal assuming that the
fuðkÞj g behave as simple harmonic oscillators (in the absence
of charge). In the present case, the spectral density is a
continuous function in the 0–200 cm1 range, and we
assume that the nuclear modes follow the dynamics of a
Langevin oscillator:
mðkÞ €uðkÞj ¼ mðkÞð!ðkÞÞ2uðkÞj mðkÞðkÞ _uðkÞj þ RðkÞðtÞ
 @
@uðkÞj
hc ðtÞjHeljc ðtÞi: (2)
The first three terms on the right-hand side are the forces
acting on a conventional Langevin oscillator with mass
mðkÞ, frequency !ðkÞ, friction coefficient , and a
Markovian random force RkðtÞ, i.e., hRðkÞi ¼ 0 and
hRðkÞð0ÞRðkÞðtÞi ¼ 2mðkÞðkÞkBTðtÞ. The last term repre-
sents the force on the oscillator uðkÞj due to the presence
of the charge. The introduction of the random force allows
one to describe a system with a complicated spectral
density using only a limited number of oscillators.
Alternatively, one can think that the many inactive modes
of the system are reincorporated in the stochastic compo-
nent of the Hamiltonian as a thermal bath. For the diagonal
terms of the electronic Hamiltonian, we use
hjajHeljjai ¼ a þ
X
k
ðkÞa uðkÞj ; (3)
where a is the diagonal on-site energy (here set to zero)
and ðkÞa is the local (or Holstein) electron-phonon coupling
parameter. Equation (2) can be integrated numerically
[21,22] by updating in two alternating steps the nuclear
positions-velocities and the wave function.
The model described is a semiclassical version of the
Holstein-Peierls model with the random force acting on the
vibrational degrees of freedom. The crucial point is that, by
adding this force, we can reproduce the spectral density of
the molecular motion with a small number of oscillators,
and therefore dramatically reduce the dimensionality of the
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FIG. 1 (color online). (a) chemical structure (b) molecular dynamics snapshot (only one out of 16 columns shown) (c) representation
of two HOMO orbitals on two consecutive sites (d) spectral density Yaað!Þ resulting from the autocorrelation function of the
intermolecular coupling VaaðtÞ. Crosses are the simulation results, and the continuous line is the fitting used to parametrize the model
Hamiltonian. The inset shows a portion of the VaaðtÞ function used in the calculation.
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problem. By fitting the computed spectral density [see
Fig. 1(d)] by a linear combination of the spectral densities
of Langevin oscillators [23], we verified that the realistic
spectral density can be well reproduced by only three
Langevin oscillators that modulate the intermolecular cou-
pling between two close sites. The oscillator that domi-
nates the spectral density has frequency 57:1 cm1. A
higher energy oscillator provides only a minor correction
to the overall shape of the spectral density, while a very low
frequency oscillator (1:0 cm1) provides a quasi static
disorder (in the time scale of the electron dynamics) and
is very close to the lowest frequency that can be resolved
with our computational method. The excellent quality of
the fitting indicates that the extremely complicated time
dependency of the electronic Hamiltonian can be captured
by a numerically tractable model.
As the spectral densities for coupling aa and bb are
identical, we have ðkÞaa ¼ ðkÞbb . Moreover, as the spectral
densities for coupling ab and ba differ only by the multi-
plicative constant C from coupling aa and bb, we have
ðkÞaa ¼
ﬃﬃﬃﬃ
C
p
ðkÞab ¼
ﬃﬃﬃﬃ
C
p
ðkÞba . In principle, one should take
into account the possible correlations between the fluctua-
tion of the hopping integrals aa, ab, ba, and bb. We have,
however, verified that the results do not change if we
consider these integrals to be completely decoupled (i.e.,
4 sets of distinct Langevin oscillators modulating indepen-
dently the 4 couplings) or completely coupled (i.e., only
one set of Langevin oscillators modulating all 4 couplings).
For simplicity, we report here the results for completely
decoupled oscillators.
We assumed that a single effective mode, k ¼ kH, dis-
tinct from the ones that modulate the intermolecular cou-
pling, is responsible for the Holstein coupling. The
standard values used for this mode (!ðkHÞ ¼ 1400 cm1,
mðkHÞ ¼ 6 amu), as discussed extensively elsewhere [22],
derive from the known observation that the Holstein modes
in conjugated molecules invariably involve C-C stretching
vibrations with typical vibrational energy around
1400 cm1. a;b ¼ 2:63 eV= A were set to reproduce the
computed reorganization energy of an isolated HBC mole-
cule, 0.13 eV [24], and ðkHÞ ¼ 0.
The time evolution of the wave function and the nuclear
coordinates are evaluated numerically [21] for 5 ps with
the time step of 0.0125 fs for a system with 300 mole-
cules and periodic boundary conditions. The initial wave
function c ð0Þn is taken to be one of the electronic
Hamiltonian eigenfuctions at t ¼ 0, and the initial posi-
tions and velocities of the nuclear oscillators are taken
from the Boltzmann distribution at the temperature of the
simulation (420 K). Because of the dynamic disorder,
the wave function is initially localized within a few
molecular sites. Its spread is monitored by calculating
R2nðtÞ  hc nðtÞjr2jc nðtÞi  hc nðtÞjrjc nðtÞi2 and then
thermally averaged over 290 different initial wave func-
tions to give hR2nðtÞi and the diffusion coefficient D ¼
limt!1hR2nðtÞi=2t. The mobility is obtained from the
Einstein relation  ¼ eD=kBT [22].
The mobility computed with this method is
2:4 cm2 V1 s1, which is in reasonable agreement with
the experimentally measured value of 0:1 cm2 V1 s1
[14], especially taking into account that we have no ad-
justable parameters. The discrepancy with experiment may
be due to the presence of (practically) static defects. The
dynamics of these defects is so slow that their motion is not
coupled to charge dynamics, and one can treat them as
static disorder. To estimate this contribution, we compare
our result to the static limit, assuming that the charge
carrier dynamics is much faster than the dynamics of
nuclei.
To do this, kinetic Monte Carlo (KMC) time-of-flight
simulations were performed on columns constructed
from molecular dynamics snapshots [25]. Analyzing
photocurrent transients, we obtained transient time tTr ¼
1:5 109 s, which results in mobility 0:67 cm2 V1 s1,
in between experimentally measured and predicted from
the model Hamiltonian. The reasons for the overestimation
of the experimental mobility (energetic disorder due to
polarization and electrostatic contributions, external con-
tribution to the reorganization energy, etc.) are discussed in
detail in Ref. [4]. The discrepancy between two theoretical
predictions is then a measure of the mobility reduction due
to long-range disorder, which leads to broadening of the
distribution of hopping rates on a large scale, decreasing
the mobility [2]. This effect is neglected in our model
Hamiltonian, since the dynamics of the system is mapped
onto the dynamics of two nearest neighbors, but can, in
principle, be incorporated by adding an additional (slow)
Langevin oscillator with initial conditions reflecting the
distribution of transfer integrals.
As evident from the discussion above, the traditional
distinction between charge transport models for ordered
and for disordered materials is not useful in the case
of mesophases. The thermally averaged electronic
Hamiltonian in these systems is that of an ordered phase
while the instantaneous electronic Hamiltonian is charac-
teristic of a fully disordered system. Since the time scale of
the fluctuations coincides with the time scale of the dy-
namics of interest, the problem can be related to analogous
problems encountered in condensed phase chemical dy-
namics, e.g., electron transfer reactions controlled by an
underlying nuclear dynamics [26,27]. The diffusion of ions
in polymeric matrices is another example of an indepen-
dent dynamics (the motion of the polymer) which affects
the dynamic of interest (the motion of the ions) [28].
Interestingly, the formulation of the problem in terms of
stochastic equations of motion is found to be very useful in
our case as in the examples above.
In conclusion, we propose a two-stage approach to
model the charge transport in semiconducting soft con-
densed matter systems. First, we evaluate the time depen-
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dent electronic Hamiltonian using a combination of mo-
lecular dynamics and quantum chemical methods. Second,
we distil the complicated dynamics emerging from these
computations into a semiclassical model Hamiltonian that
retains the essential characteristics (correlation functions)
of the real system. The use of a small set of Langevin
oscillators allows an efficient representation of the system
using only a limited number of degrees of freedom, and the
mobility computed without adjustable parameters is in
good agreement with the experimental one. Using this
approach, the mobility of different discotics, e.g., peryle-
nediimide [29] can be calculated from first principles,
opening up an opportunity to formulate structure-mobility
relations and aid rational design of these compounds. The
proposed approach is generally applicable whenever it is
not possible to separate conformational and electronic
dynamics in materials with a high degree of order.
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