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Variational quantum eigensolvers offer a small-scale testbed to demonstrate the performance of
error mitigation techniques with low experimental overhead. We present successful error mitigation
by applying the recently proposed symmetry verification technique to the experimental estimation of
the ground-state energy and ground state of the hydrogen molecule. A finely adjustable exchange in-
teraction between two qubits in a circuit QED processor efficiently prepares variational ansatz states
in the single-excitation subspace respecting the parity symmetry of the qubit-mapped Hamiltonian.
Symmetry verification improves the energy and state estimates by mitigating the effects of qubit
relaxation and residual qubit excitation, which violate the symmetry. A full-density-matrix simula-
tion matching the experiment dissects the contribution of these mechanisms from other calibrated
error sources. Enforcing positivity of the measured density matrix via scalable convex optimiza-
tion correlates the energy and state estimate improvements when using symmetry verification, with
interesting implications for determining system properties beyond the ground-state energy.
Noisy intermediate-scale quantum (NISQ) devices [1],
despite lacking layers of quantum error correction (QEC),
may already be able to demonstrate quantum advan-
tage over classical computers for select problems [2, 3].
In particular, the hybrid quantum-classical variational
quantum eigensolver (VQE) [4, 5] may have sufficiently
low experimental requirements to allow estimation of
ground-state energies of quantum systems that are dif-
ficult to simulate purely classically [6–9]. To date, VQEs
have been used to study small examples of the electronic
structure problem, such as H2 [10–15], HeH+ [4, 16],
LiH [13–15], and BeH2 [14], as well as exciton sys-
tems [17], strongly correlated magnetic models [15], and
the Schwinger model [18]. Although these experimen-
tal efforts have achieved impressive coherent control of
up to 20 qubits, the error in the resulting estimations
has remained relatively high due to performance limi-
tations in the NISQ hardware. Consequently, much fo-
cus has recently been placed on developing error mitiga-
tion techiques that offer order-of-magnitude accuracy im-
provement without the costly overhead of full QEC. This
may be achieved by using known properties of the tar-
get state, e.g., by checking known symmetries in a man-
ner inspired by QEC stabilizer measurements [19, 20], or
by expanding around the experimentally-obtained state
via a linear (or higher-order) response framework [21].
The former, termed symmetry verification (SV), is of
particular interest because it is comparatively low-cost
in terms of required hardware and additional measure-
ments. Other mitigation techniques require understand-
ing the underlying error models of the quantum device,
allowing for an extrapolation of the calculation to the
zero-error limit [22–24], or the summing of multiple cal-
culations to probabilistically cancel errors [23, 25, 26].
In this Rapid Communication, we experimentally
demonstrate the use of SV to reduce the error of a VQE
estimating the ground-state energy and the ground state
of the H2 molecule by one order of magnitude on average
across the bond-dissociation curve. Using two qubits in
a circuit QED processor, we prepare a variational ansatz
state via an exchange gate that finely controls the trans-
fer of population within the single-excitation subspace
while respecting the underlying symmetry of the prob-
lem (odd two-qubit parity). We show that SV improves
the energy and state estimates by mitigating the effect of
processes changing total excitation number, specifically
qubit relaxation and residual qubit excitation. We do this
through a full density-matrix simulation that matches the
experimental energy and state errors with and without
SV, and then using this simulation to dissect the contri-
bution of each error source. Finally, we explore the limi-
tations of SV arising from statistical measurement noise,
and find that enforcing the positivity of the fermionic 2-
reduced density matrix ties the improvement in energy
estimation from SV to the improvement in ground-state
fidelity (which was previously not the case).
A VQE algorithm [4, 5] approximates the ground state
ρ(0) of a Hamiltonian Hˆ by a variational state ρ(raw)(~θ),
with ~θ a set of parameters that control the operation
of a quantum device. These parameters are tuned by a
classical optimization routine to minimize the variational
energy E(~θ) = Tr[ρ(raw)(~θ)Hˆ]. In practice, this is calcu-
lated by expanding ρ(raw)(~θ) and Hˆ over the N -qubit
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2Pauli basis PN := {I,X, Y, Z}⊗N ,
ρ(raw)(~θ) =
1
2N
∑
Pˆ∈PN
ρ
(raw)
Pˆ
(~θ)Pˆ , Hˆ =
∑
Pˆ∈PN
hPˆ Pˆ ,
(1)
where the Pauli coefficients are given by ρ
(raw)
Pˆ
(~θ) =
Tr[Pˆ ρ(raw)]. The variational energy may then be calcu-
lated as
E(raw)(~θ) =
∑
Pˆ∈PN
ρ
(raw)
Pˆ
(~θ)hPˆ . (2)
For example, consider the H2 molecule studied in this
work. Mapping the Hamiltonian of this system (in the
STO-3G basis) onto four qubits via the Bravyi-Kitaev
transformation [27] and then further reducing dimensions
by projecting out two non-interacting qubits [10] gives
HˆH2 =hIIII + hZIZI + hIZIZ
+ hXXXX + hY Y Y Y + hZZZZ, (3)
where coefficients hPˆ depend on the interatomic distance
R. These coefficients may be determined classically us-
ing the OpenFermion [28] and psi4 [29] packages. The
Pauli coefficients ρ
(raw)
Pˆ
of the density matrix ρ(raw) are
extracted by repeated preparation and (partial) tomo-
graphic measurements of the ansatz state. As one only
needs those Pauli coefficients ρ
(raw)
Pˆ
with non-zero corre-
sponding Hamiltonian coefficients hPˆ , one need not per-
form full tomography of ρ(raw). However, in a small-
scale experiment, full state tomography of ρ(raw) may
still be feasible, and may provide useful information for
the purposes of benchmarking. In particular, the fidelity
of ρ(raw) to ρ(0),
F (raw) = Tr[ρ(raw)ρ(0)], (4)
is a more rigorous measure of the ability to prepare the
ground state than the energy error,
∆E(raw) = Tr
[(
ρ(raw) − ρ(0)
)
Hˆ
]
. (5)
Error mechanisms such as decoherence pull ρ(raw) away
from ρ(0), decreasing F and increasing ∆E.
These errors may be mitigated by using internal sym-
metries Sˆ ∈ PN [30] of the target problem, such as parity
checks [19, 20]. These checks project ρ(raw) to a symme-
try verified matrix ρ(SV) that lies in the 〈Sˆ〉 = s subspace
of the symmetry. This projection could be performed via
direct measurement of Sˆ on the quantum device, but one
may instead extract the relevant terms of the density ma-
trix ρ(SV) in post-processing:
ρ
(SV)
Pˆ
=
ρ
(raw)
Pˆ
+ sρ
(raw)
SˆPˆ
1 + sρ
(raw)
Sˆ
, (6)
The right-hand side may be obtained by partial tomo-
graphic measurement of the ansatz state, with at most
twice the number of Pauli coefficients that need to be
measured. This upper bound is not always achieved. For
example, the HˆH2 Hamiltonian has a Sˆ = ZZ symmetry,
which maps the non-zero Pauli terms in HˆH2 to other
non-zero Pauli terms in HˆH2. Symmetry verification in
this problem then does not require any additional mea-
surements to estimate E(SV) beyond those already re-
quired to estimate E(raw). Even when it does require ad-
ditional measurements, SV remains attractive because it
does not require additional quantum hardware or knowl-
edge of the underlying error model. One can show that
the SV state ρ(SV) may be equivalently obtained via a
variant of the quantum subspace expansion (QSE) [21],
suggesting an alternative name of S-QSE [19].
One may further minimize the error in a quantum al-
gorithm by tailoring the quantum circuit or the gates
within. In a VQE, one wishes to choose a variational
ansatz motivated by the problem itself [10, 31] while min-
imizing the required quantum hardware [14]. To balance
these considerations, we suggest constructing an ansatz
from an initial gate-set that is relevant to the problem
at hand. For example, in the electronic structure prob-
lem, the quantum state is generally an eigenstate of the
fermion number. When mapped onto qubits, this often
corresponds to a conservation of the total qubit excita-
tion number. Gates such as single-qubit Z rotations,
two-qubit C-Phase [32], and two-qubit iSWAP [33] gates
preserve this number, making these gates a good univer-
sal gate set (within the target subspace [34]) for quantum
simulation of electronic structure. In the example of H2,
the total two-qubit parity (ZZ) is indeed conserved and
the ground state at any R may be generated by applying
to |01〉 or |10〉 an exchange gate
Uθ =
1 0 0 00 cos θ i sin θ 00 i sin θ cos θ 0
0 0 0 1
 (7)
with R-dependent optimal exchange angle θ and a follow-
up phase correction on one qubit.
We now experimentally investigate the benefits of SV
in the VQE of H2 using two of three transmon qubits in a
circuit QED quantum processor (see details in [35]). The
two qubits (Q0 and Q1) are coupled by a common bus
resonator, and have dedicated microwave lines for single-
qubit gating, flux bias lines for local and ns-scale control
of their frequency, and dedicated readout resonators cou-
pling to a common feedline for independent readout by
frequency multiplexing. We prepare the ansatz state with
an efficient circuit [Fig. 1(a)] that first excites Q1 with a
pi pulse to produce the state |10〉, and then flux pulses Q0
into resonance with Q1 to coherently exchange the exci-
tation population. A sweep of flux-pulse amplitude and
duration [Fig. 1(b)] reveals the expected chevron pattern
that is the hallmark of coherent population exchange be-
tween the two qubits, albeit with some asymmetry aris-
ing from imperfect compensation of linear distortion in
the flux-bias line. To finely control population exchange
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FIG. 1. Quantum circuit and energy landscape of the vari-
ational eigensolver. (a) Quantum circuit for generating and
measuring the variational ansatz state. (b) Coherent exci-
tation exchange, produced as Q0 is fluxed into resonance
with Q1 by a square flux pulse. Pulse amplitude (x axis)
parametrizes the frequency to which Q0 is flux pulsed (∼
1.428 V bringing it on resonance with Q1). (c) Zoom-in of
(b) into the region used in the experiment to control the
exchange of population between Q0 and Q1. Colored lines
illustrate the hybrid path in pulse duration and amplitude
that maps out a finely-adjustable θ˜ range. (d) Excitation
of Q0 along the hybrid path, showing the matching of the
experimentally-defined θ˜ to the target θ defined in Eq. (7)
(black dashed curve). Colors [matching (c)] illustrate differ-
ent pulse durations used in each segment. (e) Landscape of
energies E(raw)(θ˜, R) as function of the experimentally-defined
θ˜ angle and the interatomic distance R.
without being limited by the 1 ns resolution in pulse du-
ration, we stitch together a hybrid path in pulse dura-
tion and amplitude. This results in a fine experimental
knob θ˜ (1500 possible settings) that controls population
exchange like θ in Eq. (7) [Fig. 1(c)], although with ad-
ditional single-qubit phases. The circuit concludes with
simultaneous pre-rotation gates on both qubits followed
by simultaneous measurement of both qubits, in order
to perform tomography of the prepared ansatz state. To
FIG. 2. Convergence of the VQE algorithm. (a) Experimen-
tal VQE estimate of H2 ground-state energy as a function
of interatomic distance R. At each chosen R, we minimize
the raw energy E(raw) (blue data points) over the variational
parameter θ˜ using the CMA-ES evolutionary algorithm [36].
Applying SV to the converged solution (orange data points)
lowers the energy estimate towards the exact solution (dashed
curve). Inset: A typical optimization trace for the conver-
gence of the energy estimate. (b-d) The reconstructed den-
sity matrices of the converged states at (b) R = 0.25 A˚, (c)
R = 0.80 A˚, and (d) R = 2.00 A˚, showing that the converged
states lie mostly in the single-excitation subspace, and that
entanglement increases with the interatomic distance R.
fully reconstruct the state, we use an overcomplete set
of 36 pre-rotation pairs and extract estimates of the av-
erage measurement for each qubit as well as their shot-
to-shot correlation using Nmeas measurements per pre-
rotation. Note that single-qubit phase corrections are
not required immediately following the exchange gate,
as phase rotations can be performed virtually from the
fully-reconstructed state.
We now optimize the VQE to approximate the ground-
state energy and ground state of H2. At each chosen R,
we employ the covariance matrix adaptation evolution
strategy (CMA-ES) optimization algorithm [36], using
E(raw) as cost function and θ˜ as single variational param-
eter. The evolutionary strategy optimizes θ˜ over repeated
generations of Npop = 10 samples of E
(raw)(θ˜), each cal-
culated from a raw density matrix ρ(raw) using linear in-
version of Nmeas = 10
3. A typical optimization [Fig. 2(a)
inset] converges after ∼ 20 generations (∼ 2 hours). The
converged state is finally reconstructed with greater pre-
4cision, using Nmeas = 10
5. Figure 2 shows the resulting
energy estimate for twelve values of R and the recon-
structed optimized state at three such distances. These
tomographs show that the optimal solutions are concen-
trated in the single-excitation subspace of the two qubits,
with two-qubit entanglement increasing as a function of
R.
Performing the described symmetry verification proce-
dure on the converged states shows improvement across
the entire bond-dissociation curve. To quantify the im-
provement, we focus on the energy error ∆E and the infi-
delity 1−F to the true ground state, with and without SV
(Fig. 3). SV reduces the energy error by an average factor
∼ 10 and reduces the infidelity by an average factor ∼ 9.
In order to quantitatively understand the limits of the
VQE optimization, and to clearly pinpoint the origin of
the SV improvement, we simulate the experiment via the
density-matrix simulator quantumsim [37], using an error
model built from independently measured experimental
parameters [35]. We build the error model incremen-
tally, progressively adding: optimization inaccuracy (the
difference between the state ideally produced by the con-
verged θ and the true ground state); dephasing on both
qubits (quantified by the measured Ramsey dephasing
times T ∗2 ); relaxation on both qubits (quantified by the
measured relaxation times T1); residual qubit excitations
(measured from single-shot histograms with each qubit
prepared in |0〉); and increased dephasing of Q0 during
the exchange gate (quantified by its reduced T ∗2 when
tuned into the exchange interaction zone). By plotting
the errors from each increment of the model, we are able
to dissect the observed experimental error into its sepa-
rate components without [Fig. 3(c)] and with [Fig. 3(b)]
SV. Measured temporal fluctuations of dephasing, relax-
ation and residual excitation are used to obtain simula-
tion error bars.
The simulation using the full error model shows fairly
good matching with experiment for both the ground-
state energy error [Figs. 3(a,b)] and the state infidelity
[Fig. 3(c)], with and without SV. The error model dissec-
tion shows that the energy error improvement from SV
results from the mitigation of errors arising from qubit
relaxation and residual qubit excitations. This is pre-
cisely as expected: these error mechanisms change total
qubit excitation number and violate the underlying ZZ
symmetry. Using SV changes the dominant error mech-
anism from residual qubit excitation to optimization in-
accuracy. This error could be reduced experimentally by
increasing Nmeas during the optimization, at the cost of
increased convergence time. The improvement in state
infidelity by SV can be explained along similar lines. We
observe some increased deviations between the observed
and simulated state infidelity at large R. We attribute
these to limitations in our to modeling of error during
the exchange gate (whose duration increases with R).
VQEs rely on variational bounding to ensure that the
obtained approximation to the ground-state energy is ac-
curate, but this is only guaranteed when the experimen-
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FIG. 3. Impact of SV in ground-state energy and state fi-
delity, and dissected error budget. (a) Experimental (solid
circles) energy error ∆E without and with SV compared to
the result (empty circles) of a full density-matrix simulation
using the full error model. The contributions from optimizer
inaccuracy, qubit dephasing, qubit relaxation, residual qubit
excitations and increased Q0 dephasing during the exchange
gate are shown as shaded regions for the case of no SV applied.
Without SV, ∆E is clearly dominated by residual qubit exci-
tation. (b) Zoom-in on experimental and simulated ∆E with
SV and corresponding error budget. With SV, the effects of
residual excitation and qubit relaxation are successfully miti-
gated, as predicted in Ref. 19. The remaining energy error is
dominated by optimizer inaccuracy. Simulation error bars are
obtained by modelling measured fluctuations of T1, T
∗
2 , and
residual excitation. (c) Experimental (solid circles) infidelity
to the true ground state without and with SV compared to
simulation using the full error model (empty circles).
tal results correspond to a physical state. Our method
for calculating the ground-state energy [Eq. (1)] indepen-
dently estimates each Pauli coefficient of the density ma-
trix with error ∝ N−1/2meas . Such estimation cannot guar-
antee a set of Pauli coefficients that could have come
from a positive density matrix. This in turn breaks the
variational lower bound on the energy estimate, and in-
creases the error in estimates of other properties of the
true ground state [38, 39]. As experimental error is re-
duced, ρ(raw) tends towards a rank-1 density matrix, in-
creasing its chance of being unphysical [39]. Moreover,
ρ(SV) is a lower-rank density matrix than ρ(raw) (being
projected onto a subspace of the Hilbert space), which
implies that unphysicality may be enhanced by SV. The
5FIG. 4. Constraining positivity with symmetry verification to
mitigate the effect of sampling noise. The experimental data
from Fig. 3 is split into 100 sample simulations for each R,
increasing the sampling noise by a factor of 10 and making it
comparable to other sources of experimental error. For each
sample, we plot (red) the relative energy error and infidelity
[Eq. (9)]. Values below 1 (dashed lines) indicate that SV
has not provided an improvement, as may be the case when
the density matrix has negative eigenvalues. We restore the
improvement from SV by constraining the positivity of the
2-reduced density matrix [38] (green). Histograms on the top
and right axes show the marginal distribution of the two scat-
ter plots. When the density matrices are constrained to be
positive, we observe the points fall along the line y = x (blue
dashed line), indicating that SV improves both metrics by the
same amount.
variance in a given term ρPˆ post-SV can be calculated as
Var[ρ
(SV)
Pˆ
] ≈ 3Nmeas
Nmeas(1 + Tr[ρ(raw)Sˆ])
. (8)
SV has maximal impact on the quantum state precisely
when this denominator is small, so this represents a nat-
ural bound for the power of SV as an error mitigation
strategy.
The effect of sampling noise may be mitigated some-
what by restricting the fermionic 2-reduced density ma-
trix to be positive (which may be completed in polyno-
mial time) [38]. To investigate the effect of such mit-
igation, we bin the data used for final tomography of
converged states to construct 100 density matrices with
Nmeas = 10
3 at each R, thus increasing the sampling
noise by a factor of 10. We wish to study the relative
improvement of SV in the two figures of merit, which we
quantify as
ηE =
|∆E(raw)|
|∆E(SV)| and ηF =
|1− F (raw)|
|1− F (SV)| , (9)
when physicality of the raw density matrices is enforced
and not. To enforce physicality, we employ a convex opti-
mization routine to find the closest positive semidefinite
matrix to the experimentally measured ρ(raw) (closest in
the L2 norm sense on the space induced by the the Pauli
basis). We then apply symmetry verification to the post-
processed density matrix. Figure 4 shows a scatter plot of
ηE and ηF, and relative histograms of each. Without en-
forcing physicality, SV makes no significant improvement
to the state fidelity, although it almost always improves
the energy error. However, when positivity is enforced,
SV greatly improves the overlap with the true ground
state. We also find that the improvement in the energy
from SV is equal to the improvement in fidelity when the
starting state is physical, but is relatively uncorrelated
when the starting state is not. This makes sense, as the
energy gain from SV given a physical matrix comes di-
rectly from substituting higher energy states with density
on the ground state. It is unclear whether such a strong
trend will continue in larger systems without requiring
too stringent a positivity constraint. As this is a four-
orbital two-electron system, enforcing the positivity of
the 2-reduced density matrix enforces positivity on the
entire density matrix (which is exponentially difficult in
the system size [40]). Testing this scalability is a clear
direction for future research [41].
In summary, we have experimentally demonstrated the
use of SV to mitigate errors in the VQE of H2 with
two transmon qubits. We implemented an efficient varia-
tional ansatz based on an exchange gate producing finely
adjustable population transfer in the single-excitation
subspace, respecting the ZZ symmetry of the H2 Hamil-
tonian. Verification of this symmetry reduced the error of
the estimated ground-state energy and the ground state
by one order of magnitude on average over the full disso-
ciation curve. A full density-matrix simulation of our sys-
tem allowed us to budget the contributions from known
experimental error mechanisms. We observe that SV mit-
igates the effect of processes that affect total qubit exci-
tation number, specifically qubit relaxation and residual
excitation. Finally, we have investigated the effect of
reconstructing density matrices via linear tomographic
inversion in the presence of sampling, which voids the
guarantee of positivity and in turn the guarantee that
SV improves estimation of the ground state. Intrigu-
ingly, we observe that when physicality is enforced, the
reduction in energy error from SV is directly linked to
the increase in fidelity to the ground state. If this obser-
vation extends to larger systems, a user can be confident
that symmetry-verified Pauli coefficients are accurate for
calculations beyond the ground-state energy.
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SUPPLEMENTAL MATERIAL FOR ”ERROR
MITIGATION BY SYMMETRY VERIFICATION
ON A VARIATIONAL QUANTUM
EIGENSOLVER”
I. DEVICE FABRICATION
A high-resistivity intrinsic silicon wafer was cleaned
with acetone and 2-isopropanol, and stripped of native
oxides using buffered oxide etch solution (BOE 7 : 1).
The wafer was subjected to HMDS vapor and sputtered
with 200 nm of NbTiN followed by dicing into smaller
dies. The device plane was spun with a high-contrast
positive tone resist and patterned using e-beam lithogra-
phy. The exposed base layer was subtractively patterned
using reactive ion etching and the resist was stripped.
This was followed by spinning of a bilayer resist for fab-
rication of Josephson junctions by double-angle shadow
evaporation. For the fabrication of airbridges, a 6 µm
thick e-beam resist was patterned and subjected to re-
flow. A 450 nm thick layer of aluminum was deposited
using an e-beam evaporator. The chip was diced and
wirebonded to a printed circuit board.
II. EXPERIMENTAL SETUP
The device was mounted on a copper sample holder
attached to the mixing chamber of a Leiden Cryogenics
CF-650 dilution refrigerator with ∼ 22 mK base tempera-
ture. For radiation shielding, the cold finger was enclosed
by a copper can coated with a mixture of Stycast 2850
and silicon carbide granules (15 to 1000 nm diameter)
used for infrared absorption. To shield against external
magnetic fields, the can was enclosed by an aluminum
can and two Cryophy cans. Microwave lines were filtered
using 60 dB of attenuation with both commercial cryo-
genic attenuators and home-made Eccosorb filters for in-
frared absorption. Flux-bias lines were also filtered using
commercial low-pass filters and Eccosorb filters with a
stronger absorption. Fast flux-pulses were coupled to the
flux-bias lines via room-temperature bias tees.
Amplification of the readout signal was done in three
stages: first a TWPA (provided by MIT-LL [42]) located
at the mixing chamber plate, then a Low Noise Factory
HEMT at the 4 K plate, and finally a Miteq amplifier
at room temperature. The TWPA was mounted on a
separate sample holder with the same shielding layers as
the device.
Room-temperature electronics used both commercial
hardware and custom hardware developed in QuTech.
Rhode & Schwarz SGS100 sources provided all microwave
signals for single-qubit gates and readout. The DC bias
was provided by home-built current sources (IVVI racks).
QuTech arbitrary waveform generators (QWG) gener-
ated the modulation envelopes for single-qubit gates and
the flux pulse for the exchange gate. A Zurich Instru-
ments UHFQA was used to perform independent read-
out of both qubits as well as their correlation. QuTech
mixers were used for frequency up- and down-conversion.
The QuTech Central Controller Light (CCL) coordinated
the triggering of QWGs and UHFQA.
All measurements were controlled at the software level
with qCoDeS [44] and PycQED [45] packages. The
QuTech OpenQL compiler translated high-level Python
code into the eQASM code [46] forming the input to the
CCL.
III. MEASURED DEVICE PARAMETERS
We ran a series of characterization experiments to ex-
tract the device parameters needed as inputs to the er-
ror model used in our density-matrix simulaiton. These
are summarized in Table S1. The qubit relaxation time
T1 and dephasing time T
∗
2 for each qubit were measured
using standard time-domain sequences. The reduced de-
phasing time T ∗,red2 of Q0 during the exchange gate was
measured by DC biasing Q0 to 5.1468 GHz while DC
biasing Q1 sufficiently far away from its sweetspot. We
extract T ∗,red2 = 0.995 µs from a standard Ramsey time-
domain experiment (Fig. S2). Single-qubit gate fidelity
8Qubit Q1 Q0
Readout resonator frequency (GHz) 8.0005 7.7377
Qubit sweetspot frequency (GHz) 5.1468 5.9207
T1 (µs) 9.8± 1.0 11.7± 0.6
T ∗2 (µs) 9.0± 1.3 17.3± 1.0
Residual qubit excitation (%) 1.34± 0.20 0.25± 0.09
Single-qubit gate fidelity 98.6% 99.1%
Coupling J1
2pi
(MHz) 20.9
TABLE S1. Measured device parameters. Resonator and
qubit frequencies were measured by spectroscopy, while re-
laxation and dephasing times, T1 and T
∗
2 , respectively, were
measured by standard time-domain experiments. Error bars
on T1 and T
∗
2 correspond to the standard deviation of 56 re-
peated measurements performed over a 24-hour period. See
text for the procedure used to quantify residual qubit excita-
tions. Single-qubit gate fidelity was measured by randomized
benchmarking. The qubit-qubit coupling strength was mea-
sured both by spectroscopy and time-domain measurements.
was extracted from randomized benchmarking of each
qubit separately.
We quantified residual qubit excitations from a sub-
set of the measurement set used to calibrate the mea-
surement operators in the post-convergence tomographic
reconstruction at each value of R in Fig. 3 (see section
below). The measurement set consists of 7×105 measure-
ments with the two qubits nominally prepared in each of
the four computational states |00〉, |01〉, |10〉, and |11〉.
Since all homodyne voltage shots were stored (not just
their average), we could construct histograms of the mea-
surements for |00〉 before 1-bit digitization. The residual
excitation was then extracted from a double Gaussian
fit [Fig. S3(a-b)]. We performed this procedure to ex-
tract residual qubit excitations for every data point in
Fig. S3(c).
IV. TOMOGRAPHIC RECONSTRUCTION AND
LIMITATIONS
Tomographic reconstruction was performed with the
same technique described in [47]. We provide a brief
description here for completeness. For each measurement
channel (measurement of Q1, measurement of Q0, and
their correlation), the average measurement outcome is
given by 〈mi〉 = Tr(Mˆiρ), with operator
Mˆi = β
i
II IˆI + β
i
IZ
ˆIZ + βiZI ZˆI + β
i
ZZZˆZ, (S1)
and real-valued coefficients βij . Single-shot measurements
of Q0 and Q1 are 1-bit digitized before correlation and
before averaging each of the three channels.
The simultaneously applied measurement pre-
rotations R0 and R1 consist of the 36 pairs created
by drawing each rotation separately from the set
{I,Xpi, Xpi/2, Ypi/2, X−pi/2, Y−pi/2}. These measure-
ment pre-rotations effectively change the measurement
operator to
Mk,li = Tr
(
Rk,l,†MˆiRk,l
)
.
There are thus 108 linear equations (36 per channel) link-
ing the averaged measurement to the 15 nontrivial 2-
qubit Pauli coefficients (we force 〈IˆI〉 = 1). We then
extract the Pauli coefficients by performing least-squares
linear inversion. Prior to the linear inversion, the mea-
surements are scaled to approximately match the noise
in the three channels.
The coefficients βij are obtained from standard cali-
bration measurements. The two qubits are nominally
prepared in the four computational states and measured.
In total, we perform 7 × Nmeas measurements per com-
putational state. The matrix relating the four measure-
ment averages of a channel to the coefficients has ele-
ments of the form 〈IˆI〉, ±〈 ˆIZ〉, ±〈ZˆI〉 and ±〈ZˆZ〉. By
taking into account the calibrated residual qubit excita-
tions, which reduce the magnitude of 〈 ˆIZ〉, 〈ZˆI〉, and
〈ZˆZ〉 from unity, we ensure that the coefficients βij and
thus also the operator Mi are not corrupted by residual
excitation.
Tomography by linear inversion does not ensure physi-
cality of the reconstructed density matrix. We investigate
this effect by performing tomography with variable Nmeas
on the state produced by our ansatz with θ = pi/4 and
extracting the minimum eigenvalue of the reconstructed
density matrix (Fig. S4). A negative minimum eigenvalue
manifests unphysicality over the Nmeas range covered.
Our quantumsim simulation produces a similar trend,
asymptoting to a physical state by Nmeas = 5 × 104.
These observations led us to choose Nmeas = 10
5 for the
final state tomography post VQE convergence in Fig. 3,
and to further investigate (in Fig. 4) how unphysicality
can violate the variational principle, producing reduc-
tions in energy from imprecise state reconstruction rather
than algorithmic precision.
V. CONSTRAINING THE POSITIVITY OF
REDUCED DENSITY MATRICES
Testing whether a N -qubit density matrix ρ is posi-
tive is in general QMA-hard [40]. However, if we trace
out all but a polynomial number of degrees of freedom
of ρ, testing positivity of the resulting reduced density
matrix ρ(red) is tractable on classical hardware, and ob-
taining the closest nearby positive matrix is similarly so.
This gives a set of necessary but insufficient physicality
conditions for ρ, but enforcing k-local constraints (on a
density matrix from a VQE) tends to be sufficient to vari-
ationally bound the resulting energies [38]. Following the
reduction, we write ρ(red) as a vector over the Pauli basis,
ρ(red) =
∑
Pˆ
ρ
(red)
Pˆ
Pˆ . (S2)
9Then, we attempt to find the density matrix ρ˜(red) closest
to ρ(red) in the L2-norm∑
Pˆ
(
ρ
(red)
Pˆ
− ρ˜(red)
Pˆ
)2
, (S3)
subject to the conditions ρ˜(red)  0, and ρ˜(red)I = 1. This
gives a quadratic minimization problem with cone in-
equality and linear equality constraints, which we solve
using interior point methods.
VI. THEORETICAL MODELING OF THE
EXPERIMENT
We use our full-density-matrix simulator quantumsim
to model the experiment. The error model takes as input
parameters the measured values of T1, T
∗
2 and residual
excitation for both qubits, and T ∗,red2 for Q0. We also
include the effect of fluctuations on the device parameters
by Monte Carlo sampling.
A. Numerical simulations
The simulations are performed by extracting the full-
density-matrix ρ(sim) at the end of the circuit. We use
the converged value of θ˜ at each R to generate the quan-
tum state and extract the Pauli coefficients ρ
(sim)
Pˆ
(θ˜) =
Tr[Pˆ ρ(sim)]. We add sampling noise to each coefficient,
drawn from a zero-mean Gaussian distribution with vari-
ance (1+ρ
(sim)
Pˆ
)(1−ρ(sim)
Pˆ
)/Nmeas, where Nmeas = 4×105.
Note that this is greater than the number of measure-
ments per tomographic prerotation in the experiment,
as data from multiple tomographic prerotations is used
to estimate each Pauli coefficient. To account for fluc-
tuations on the device parameters T1, T
∗
2 , and residual
excitations, we average over 104 simulations for every R.
For each simulation, we draw parameters from indepen-
dent normal distributions using values in Table S1. As
the dephasing noise T ∗2 depends on T1,
1
T ∗2
=
1
Tφ
+
1
2T1
, (S4)
it is more appropriate to sample the pure dephasing rate
Tφ independently. We calculate the Tφ mean and vari-
ance (T¯φ, Var[T¯φ]) from T
∗
2 ,
T¯φ =
1
1
T∗2
− 12T1
,
Var[T¯φ] = T¯
2
φ(T
∗
2 )
−2
[
Var[T ∗2 ]−
Var[T1]
2T 21 (T
∗
2 )
−2
]
.
(S5)
From the 104 simulations we obtain 95%-confidence error
bars for ∆E and F as twice the population standard
deviation.
B. Exchange gate
Due to quasi-static flux noise, the angle of the unitary
exchange gate (Eq. 7) differs between subsequent appli-
cations. Assuming that these fluctuations are fast on the
scale of the 2 hour optimization, this may be simulated
by integrating over the range of applied gates, resulting
in an incoherent noise model. As the gate is not repeat-
edly applied during a single-shot experiment, this inco-
herent approximation does not lead to an error in the
final result. To perform the integration, we convert our
unitary Uθ into a Pauli Transfer Matrix representation
(PTM) [48, 49]:
[Rθ]i,j =
1
2
Tr[PˆiUθPˆjU
†
θ], Pˆi, Pˆj ∈ PN , (S6)
which may then be integrated over a probability distri-
bution in the deviation δ from the target angle θ:
[R˜]i,j =
∫
dδ p(δ) [Rθ+δ]i,j . (S7)
We choose for p(δ) a Gaussian distribution: p(δ) =
e−
δ2
2σ2 . In order to obtain the distribution width σ2, we
note that the same effect causes single-qubit dephasing of
Q0 when fluxed to the exchange point when Q1 is fluxed
away. We may thus estimate σ as
σ2 = 1− e−
tint
T
∗,red
2 , (S8)
were tint is the exchange gate duration and T
∗,red
2 the de-
phasing time of Q0 at the exchange point (with Q1 fluxed
away). The final gate simulation also includes the effect
of amplitude damping on both qubits, and the dephas-
ing of Q1 at the sweet spot as discrete error channels of
duration tint2 on either side of the gate R˜.
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FIG. S1. Device and wiring schematic. The 2 mm × 7 mm chip contains three Starmon [43] qubits. Qubit pairs Q0-Q1 and
Q1-Q2 are coupled by bus resonators. Qubits have dedicated microwave drive lines, flux bias lines, and dispersively-coupled
readout resonators. Readout resonators are coupled to a common feedline allowing independent qubit readout by frequency
multiplexing. See text for details of cryogenic system and wiring. In this experiment, we only make use of Q0 and Q1. The
unused leftmost qubit, Q2, is parked at its sweetspot frequency (4.128 GHz) throughout.
11
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Time (µs)
0.0
0.2
0.4
0.6
0.8
1.0
〈Z
0
〉
Ramsey exp. data
Fit T ∗,red2 = 0.995 µs
FIG. S2. Ramsey experiment with qubit Q0 DC-flux bi-
ased to the frequency of the resonant exchange interaction
(5.1468 GHz, the Q1 sweetspot frequency), but with qubit
Q1 biased away to a lower frequency. The best fit value
T ∗,red2 = 0.995 µs is used for modelling the increased dephas-
ing of Q0 during the exchange gate.
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FIG. S3. Residual qubit excitations. Single-shot readout histograms for (a) Q1 and (b) Q0 nominally prepared in |0〉 and
|1〉. We extract a residual qubit excitation from the best-fit double gaussian on the ground-state histogram (solid curves). (c)
Residual excitations extracted from calibration data in the final, post-VQE-convergence in the dataset of Figs. 2 and 3 at each
value of R. The average (standard deviation) of the residual excitation is 0.25% (0.09%) for Q0 and 1.3% (0.2%) for Q1.
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FIG. S4. Minimal eigenvalue of density matrices obtained
from linear tomographic reconstruction with different Nmeas.
Here, the state preparation targets a Bell state using our vari-
ational ansatz (inset) with θ = pi/4 (producing a
√
iSWAP
gate). Physicality constraints on density matrices restrict
their eigenvalues to be non-negative. We observe negative
minimum eigenvalues over the entire range of Nmeas. A quan-
tumsim simulation produces a similar trend, asymptoting to
a physical state by Nmeas ∼ 50, 000.
