Data fusion is an important research hot issue due to rapidly growing networks. Rough set theory is an effective tool for process imperfect information. In this paper, we suggest an approach for fusing attribute information from multiple sources into a decision system based on rough set model. A numerical example is employed to illustrate how to fuse information that we take interesting in and to validate the feasibility of the approach.
INTRODUCTION
With the rapid development of the internet and other electronic information sources, the merging of data from multiple information sources has become an important problem. This problem has been studied in diverse areas of application [1] [2] [3] .
Rough set theory is a methodology*of imperfect information proposed by Pawlak [4] to process imprecise data and ignoring uncertainty. It enables finding the potential knowledge underlying the information systems by means of approximating a rough concept with two crisp sets: lower and upper approximations. The lower approximation can be interpreted as a conservative approximation that includes only objects that are definitely a member of the rough concept, whereas the upper approximation is more liberal in including all objects that can possibly belong to the rough concept. Within the data fusion framework, the rough concept can be considered as representing the imprecise set of (target) states of a system (instead of abstract objects). Then, Rough set theory would allow the approximation of possible states of the system based on the granularity of input data. For example, Liu et al. applied rough set theory in distinguishing and tracing the dynamic objects based on a communication reconnaissance information fusion system [5] . Peters et al. suggested an approach for fusing data from multiple sensors based on rough set theory [6] . In order to apply the rough set theory for data mining and knowledge discovery from multi-source data, Qian et al. proposed a pessimistic rough set model, which can solve the problem that how to knowledge representation and rough approximation in the context of multi-source information systems [7] .
Here, we consider a kind of data fusion problem in which we have some attribute variables, whose value we are interested in decision making. In our situation we have multiple information sources providing data as these variables' values in our decision information system. We assume a collection S , S , ⋯ , S of information sources. Each source provides a value for an attribute in the decision information system. The problem is how to fusion these attributes' information by an appropriate method to satisfy the requirements of decision makers. In this paper, we introduce an approach by which we can integrate knowledge discovered from information sources. A numerical example is given to illustrate how to use the approach.
PRELIMINARILY Definition 1[4]:
Let IS , , , be an information system, where U is the set of objects A is the set of attributes V ∪ V , V is the set of values of attribute a ∈ A ρ: U A → V is an information function, ρ : A → V x ∈ X is called information about x in IS , where ρ a ρ x, a for every x ∈ U and a ∈ A . Definition 2[8]:For any P ⊆ A there is associated an equivalence relation I P :
I P x, x ∈ U U|∀a ∈ P, ρ x, a ρ x , a I P is called the P-indiscernibility relation.
The equivalence class of P-indiscernibility relation is denoted by I x . I x y ∈ U| y, x ∈ I P For any rough concept X ⊆ U, P ⊆ A, we can use two crisp set to approximate it in the rough set methodology. These two crisp sets are called as lower approximation P X and upper approximation P X , respectively. P X x ∈ U|I x ∈ X P X I ∈ X
APPROACH FOR ATTRIBUTE INTEGRATION
Assume that data from each information source is regarded as values of an attribute in the decision system. We need useful information as many as we can get to make decision. In this situation, information from each source is important to our. Within rough set theory, we have known that if A , A ⊆ A , and A ⊆ A then A X ⊆ A X . We use a , a , ⋯ , a to denote the attributes from m sources, respectively. Let A a , i 1,2, ⋯ , m, we assume that A ⊂ P and A ∩ A ∅. The following equation holds. A X ⊆ P X From the above discussion, we have A X ∪ A X ⊆ A ∪ A X . Then we can get the following result
in where i 1,2, ⋯ , m 1 . Analogously, for P A let K ⋃ A X we have P X K ∪ P X K For P X ∼ P U X , then we do not discuss it here. In fact, approximations computing is the key step in rough set methodology for induction rules and features extraction. Therefore, it is significant to fuse these attribute for approximation computing. Table 1 is a decision information system, U
A NUMERICAL ILLUSTRATION Example 1:
x , x , x , x , x , X x , x , x and A a , a , a , in where a , a and a are available information from different three sources describing the state of each object in U. In this example, X is a concept approximated. Let P A, A a , i 1,2,3. We have the following results.
A X x , A X ∅, A X ∅ K A X ∪ A X ∪ A X x , P X K x Then we have P X
x , x . In fact, it is not difficult to find that A ∪ A X A ∪ A X x , x . From the computational results above, we find that a is an absolutely necessary attribute to P X . The one of attributes a or a are necessary. That is to say, a is the most important attribute in the decision information system (Table 1) . a , a and a , a are equivalence with P , then we may choose the one of a or a to unite a for satisfying the requirement of decision making.
CONCLUSION
Rough set is a mathematic tool for intelligent computation and widely applied in many research fields related to knowledge discovery and data mining, etc. Due to many advantages of rough set, such as, easy operation, comfortably understanding and ignoring uncertainty, we use it as a basis to give an approach for fusing information from multiple sources. An numerical example is employed to illustrate the feasibility of the approach. In the future, we will discuss some strategies for optimizing this approach and design the responding algorithm to the real-time problems.
