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In the discriminant analysis function, the assumption of linearity applies only to the relationships between pairs of predictors. Since non-linearity only reduces the power to detect relationships, researchers usually attend to it only when it is clearly known that a predictor consistently demonstrated non-linear relationships with other predictors. In the present analysis, there is no evidence for such a possibility.
Multivariate normality of the predictors is assumed but it has easily been tested for all predictors involved. The appropriate confidence intervals for skewness and kyrtosis cover at least partly the range (-1, 1) which is the range for a normally distributed variable. In regard to the outliers the usual Furthermore, the canonical correlation has been evaluated, the squared of which represents the percent of variation in the dependent variable discriminated by the predictors in discriminant analysis. Sometimes these values are used to decide how many functions are important . This issue does not arise here since there is only one discriminant function, though we may note that the function is extremely important since the eigenvalue is much larger than 1, it is 7,207 and its canonical correlation is very high, 93.7%.
Finally note that the appropriate Wilks' Lambda test for the significance of the eigenvalue has been performed and found to be statistically significant ( Wilks' Lambda = 1,222, p-value = 0.00).
Supplementary methods
Normalization of the raw data
The real-time qPCR as described above Type of Discriminant analysis used in our study
For the purpose of our study, among the different types of discriminant analysis we have been using the stepwise discriminating analysis in which statistical criteria determine the order of entry. Here we concentrate on stepwise discriminant analysis employing the most economical selection technique, namely the Wilks lambda criterion. In order for a DMR to enter the final model, a number of criteria need to be fulfilled (F criteria). The criteria are set by calculating the maximum significance of F for a DMR in order to enable the inclusion of the DMR to the final model and the minimum significance of F for a DMR to be removed from the final model.
