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a b s t r a c t
We study constraint preconditioners for solving singular saddle point problems. We ana-
lyze properties of the preconditionedmatrices, in particular their eigenvalue distributions,
and prove that for solving singular saddle point problems by preconditioned GMRESmeth-
ods with constraint preconditioners, GMRES will determine the least squares solutions at
breakdown. In addition, we present some numerical examples to demonstrate the conver-
gence behavior of preconditioned GMRES for solving singular saddle point problems.
Crown Copyright© 2012 Published by Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we investigate constraint preconditioners for solving singular saddle point problems. Consider the iterative
solution of a linear system of equations with the following 2× 2 block structure:
AX ≡

A BT
B 0

x
y

=

f
g

≡ F , (1.1)
where A ∈ Rn×n, B ∈ Rm×n, f ∈ Rn, g ∈ Rm, and m ≤ n. We denote the range space and the null space of A byR(A) and
N (A), the conjugate transpose and transpose of A by A∗ and AT , respectively, and I is an identity matrix of proper order.
Systems of the form (1.1) are often called saddle point problems, which arise in many scientific and engineering applica-
tions (cf. [1]), including computational fluid dynamics, constrained optimization, incompressible elasticity, circuit analysis,
structured analysis, and so forth. If the coefficient matrix A of linear system (1.1) is nonsingular, which requires B being of
full row rank, a number of iterative methods have been proposed in the literature. If B is rank-deficient, then we call linear
system (1.1) a singular saddle point problem. Some authors have studied the iterative methods for solving singular saddle
point problems (cf. [2–8]).
In this paper, we assume for linear system (1.1), the following conditions are satisfied.
• rB = rank(B) < m;
• A is positive real, i.e., vTAv > 0, for any nonzero v ∈ Rn.
• Linear system (1.1) is consistent, i.e., the solutions of (1.1) exist.
These conditions arise when partial differential equations are discretized by the finite difference methods or the finite
element methods (cf. [9,4]). Here we describe the relation a little between the concepts of ‘‘positive real’’ and ‘‘positive
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definite’’. For a matrix A ∈ Cn×n, A is positive definite if it holds v∗ A+A∗2 v > 0, for any nonzero vector v ∈ Cn. When A is a
real matrix and v is restricted in Rn for vT A+A
T
2 v, then positive definite is reduced to positive real.
It is well known that preconditioned Krylov subspace iterative methods are popular for solving nonsingular saddle point
problems, and constraint preconditioner (cf. [10]) is one kind of useful preconditioners. In this paper, for solving singular
saddle point problems as (1.1), we also consider constraint preconditioners. Since the solutions of (1.1) are not unique, for
any iterative method, it is necessary to ask to which solution the iterative method will converge. On the other hand, if there
are several iterative methods which converge to the same solution, it is more reasonable to compare their convergence
rates. Iterative methods for solving singular linear systems in the literature mainly show concern for the convergence or
semi-convergence, instead of which solution the iterative sequences will converge to.
The generalized minimal residual method (GMRES), introduced by Saad and Schultz, is one of the important Krylov
subspace iterativemethods for solving nonsymmetric linear systems. Theminimal residual approach is to identify a solution
for which the Euclidean norm is minimal over the current Krylov subspace (cf. [11]). In this paper we will seek the least
squares solution (generalized inverse solution) A ĎF of (1.1) by preconditioned GMRES with constraint preconditioners,
where A Ď is the Moore–Penrose inverse of A (cf. [12]) which satisfies the following Moore–Penrose equations:
AA ĎA = A , A ĎAA Ď = A Ď, (AA Ď)T = AA Ď, (A ĎA )T = A ĎA . (1.2)
Range-symmetric singular linear systems have been investigated in [13,14,5–7,15], and it is shown in [13] that GMRES
can converge safely to the least squares solution for solving a range-symmetric singular linear system. Throughout this
paper, a matrix A ∈ Rn×n is called range-symmetric, if it holds R(A) = R(AT ). A range-symmetric singular linear system
is the singular linear system whose coefficient matrix is range-symmetric. In this paper we construct preconditioners by
so-called proper splittings as that in [5], which can ensure the coefficientmatrices of the preconditioned systems to be range-
symmetric, and we compare the convergence behavior for the least squares solutions with different preconditioners.
The rest of this paper is organized as follows. In Section 2, we present some properties of the preconditioned linear
systems. Numerical tests are presented to demonstrate the convergence behavior of preconditioned GMRES for solving
singular saddle point problems in Section 3. Some conclusions are drawn in the last section.
2. Analysis for the preconditioned systems
To solve (1.1), we can solve the equivalent linear system (cf. [16,17])
¯AX ≡

A BT
−B 0

x
y

=

f
−g

≡ F¯ . (2.1)
It is known that the coefficient matrix A of (1.1) is indefinite (which means A has eigenvalues with both negative and
positive real parts). Whether A is symmetric or not, the coefficient matrix ¯A of (2.1) is nonsymmetric. Although ¯A loses
symmetry, similar to the nonsingular case (cf. [16]), it keeps some good properties by the following lemma.
Lemma 2.1. Assume that A is positive real. Then
(1) ¯A is range symmetric, that is,R( ¯A ) = R( ¯A T ), or equivalently,N ( ¯A ) = N ( ¯A T ).
(2) ¯A is semi-positive real, that is, vT ¯A v ≥ 0, for any v ∈ Rn+m.
(3) ¯A is positive semi-stable, that is, the eigenvalues of ¯A have nonnegative real parts.
Proof. To prove (1), let (ξ T , ηT )T ∈ N ( ¯A ), ξ ∈ Rn, η ∈ Rm, that is,
Aξ + BTη = 0
−Bξ = 0 ⇒ BA
−1BTη = 0⇒ (BTη)TA−1BTη = 0.
Notice that A is positive real, so is A−1. Then it holds that BTη = 0 and ξ = 0, which means
N ( ¯A ) = span (0T , ηT )T , η ∈ N (BT ).
Similarly it holds
N ( ¯A T ) = span (0T , ηT )T , η ∈ N (BT ).
Thus we obtainN ( ¯A ) = N ( ¯A T ).
To prove (2), for any v = (ξ T , ηT )T ∈ Rn+m,
vT ¯A v = (ξ T , ηT )

A BT
−B 0

ξ
η

= ξ TAξ ≥ 0.
To prove (3), note that a semi-positive real matrix should be positive semi-stable, then from (2) we obtain (3). 
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Remark 2.2. The last two results (2) and (3) in Lemma 2.1 are direct reformulations of the nonsingular case, which can be
obtained from Lemma 1.1 in [16].
Lemma 2.3. Let E = BA−1BT , B ∈ Rm×n, and A ∈ Rn×n be positive real. Then B = EEĎB = EĎEB.
Proof. Notice that A is positive real, so is A−1. Then it is easy to seeN (E) = N (BT ), which means
rank(ET ) = rank(E) = rank(BT ) = rank(B).
On the other hand, it holds obviously
R(E) ⊆ R(B), R(ET ) ⊆ R(B).
So we have
R(E) = R(ET ) = R(B).
Notice EEĎ and EĎE are twoorthogonal projections ontoR(E) andR(ET ), respectively. Thuswe obtain B = EEĎB = EĎEB. 
By Lemma 2.3, and verifying Moore–Penrose equations (1.2) directly, it is easy to see that A Ď and ¯A Ď have the following
block structure:
A Ď =

A−1 − A−1BTEĎBA−1 A−1BTEĎ
EĎBA−1 −EĎ

, (2.2)
¯A Ď =

A−1 − A−1BTEĎBA−1 −A−1BTEĎ
EĎBA−1 EĎ

. (2.3)
To solve linear system (2.1), we denote the singular constraint preconditioner by
M =

M BT
−B 0

. (2.4)
Then the corresponding preconditioned system [5,7] is
M Ď ¯AX = M ĎF¯ , (2.5)
and the preconditioned matrix is
T = M Ď ¯A . (2.6)
Definition 2.4 ([18]). The splitting A = M − N is called a proper splitting of A provided that R(A) = R(M) and
N (A) = N (M).
Lemma 2.5 ([5]). Let A = M − N be a proper splitting, then MĎA is range-symmetric.
Lemma 2.6 ([5]). Let Ax = b be a consistent linear system, and A = M − N be a proper splitting. Applying GMRES to the
preconditioned systemMĎAx = MĎb with initial guess x(0) ∈ R(AT ), then GMRES determines the least squares solution x∗ = AĎb
at breakdown.
If A and M in (1.1) and (2.4) are positive real, then it is easy to confirm that R(A ) = R(A T ) = R( ¯A ) = R( ¯A T ) and
¯A = M − (M − ¯A ) is a proper splitting, see also [5, Proposition 4.1]. Then from the above lemmas, applying GMRES to
the preconditioned system (2.5) with initial guess X (0) ∈ R(A ), GMRES determines the least squares solution ¯A ĎF¯ at
breakdown. Notice from Eqs. (2.2) and (2.3) it is easy to see A ĎF = ¯A ĎF¯ . Thus we have proved the following theorem.
Theorem 2.7. Let A and M be positive real. Applying GMRES to the preconditioned system (2.5)with initial guessX (0) ∈ R(A ),
then GMRES determines the solutionX ∗ = A ĎF at breakdown.
Generally speaking, the eigenvalue distributions of the preconditioned matrices may influence the convergence for the
least squares solutions, e.g., to solve an indefinite linear system Ax = b of order n by restarted GMRES(m), where m is
the iteration number for one restart, it is known that GMRES(m) may fail to converge for m less than n. More precisely,
assume A = VΛV−1 is diagonalizable, and denote the spectrum of A by σ(A). Then the k-th iterative residual r (k) of GMRES
satisfies [11]
∥r (k)∥2 ≤ κ(V )min
p∈Pk
max
λ∈σ(A)
|p(λ)| ∥r (0)∥2, (2.7)
where κ(V ) is the condition number of V , and Pk denotes the set of all polynomials p(λ) of degree not greater than k such
that p(0) = 1.
For nonsingular saddle point problems, the eigenvalue distributions of the preconditioned matrices are studied in
[19,10].
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Theorem 2.8 ([19]). If the coefficient matrix A in (1.1) and the corresponding constraint preconditioner M1 =

M BT
B 0

are all nonsingular, then the preconditioned matrix M−11 A has 2m eigenvalues at 1, and n − m eigenvalues of matrix
(W TMW )−1(W TAW ), where W = (w1, w2, . . . , wn−m),wi is an orthonormal basis for N (B), i = 1, 2, . . . , n−m.
Now we discuss the eigenvalue distributions of the preconditioned matrices for singular saddle point problems.
Let B = UΣV T be the singular value decomposition of B, partitionΣ , U , and V as follows,
Σ =

Σ0 0
0 0

, U = U1 U2 , V = V1 V2
where Σ0 ∈ RrB×rB being a diagonal matrix with positive diagonal entries, U1 ∈ Rm×rB , U2 ∈ Rm×(m−rB), V1 ∈ Rn×rB ,
V2 ∈ Rn×(n−rB). Then

V T 0
0 UT

¯A

V 0
0 U

=
V
T
1 AV1 V
T
1 AV2 Σ0 0
V T2 AV1 V
T
2 AV2 0 0−Σ0 0 0 0
0 0 0 0
 . (2.8)
Denote S = BM−1BT , and ifM is positive real, then similar to Eq. (2.3),M Ď has the following form,
M Ď =

M−1 −M−1BT SĎBM−1 −M−1BT SĎ
SĎBM−1 SĎ

, (2.9)
and 
V T 0
0 UT

M Ď

V 0
0 U

=

V TM−1V − V TM−1BT SĎBM−1V −V TM−1BT SĎU
UT SĎBM−1V UT SĎU

≡

M11 M12
M21 M22

.
By some algebra, the following four equations are easy to be verified,
M11 =

0 0
0 Z1

, M12 =
 −Σ−10 0−V T2 M−1V1Σ0K−1 0

,
M21 =

Σ−10 K
−1Σ0V T1 M
−1V2
0 0

, M22 =

K−1 0
0 0

,
where Z1 = V T2 M−1[In − V1(V T1 M−1V1)−1V T1 M−1]V2, K = Σ0V T1 M−1V1Σ0. Then it holds

V T 0
0 UT

M Ď

V 0
0 U

=

0 0 −Σ−10 0
0 Z1 −V T2 M−1V1Σ0K−1 0
Σ−10 K
−1Σ0V T1 M
−1V2 K−1 0
0 0 0 0
 . (2.10)
Together with (2.8) and (2.10), it holds

V T 0
0 UT

T

V 0
0 U

=
IrB 0 0 0Z2 Z3 0 0Z4 Z5 IrB 0
0 0 0 0
 , (2.11)
where
Z2 = V T2 M−1V2V T2 AV1 − V T2 M−1V1(V T1 M−1V1)−1V T1 (M−1V2V T2 A− In)V1,
Z3 = V T2 M−1[In − V1(V T1 M−1V1)−1V T1 M−1]V2V T2 AV2,
Z4 = Σ−10 V T1 AV1 + K−1Σ0V T1 M−1V2V T2 AV1 − K−1Σ0,
Z5 = Σ−10 V T1 AV2 + K−1Σ0V T1 M−1V2V T2 AV2.
Thus we have proved the following theorem.
Theorem 2.9. Let A and M be positive real. Then the preconditioned matrix T has 2rB eigenvalues at 1, m− rB eigenvalues at 0,
and n− rB eigenvalues of matrix Z3 = V T2 M−1[In − V1(V T1 M−1V1)−1V T1 M−1]V2V T2 AV2.
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Remark 2.10. Theorem 2.9 extends Theorem 2.8 to the singular case, but the result in Theorem 2.9 is not a direct
reformulation of Theorem 2.8, since one of the main techniques for the proof of Theorem 2.8 in [19] is based on the fact that
the inverse of a nonsingular block triangularmatrix is still block triangular, which does not always hold for aMoore–Penrose
inverse, and then cannot be used for the proof of Theorem 2.9, see the following counterexample.
Let
A =
 1 −1 0 0−1 1 0 01 1 2 4
0 2 1 2

be a block triangular matrix, but
AĎ =
 3/4 −3/4 −1/2 11/4 −1/4 −1/2 1−1/10 1/10 1/5 −1/5
−1/5 1/5 2/5 −2/5

is not block triangular.
If M is symmetric positive definite, then the eigenvalues of matrix Z3 can also be evaluated, since the eigenvalues of T
satisfy the following theorem.
Theorem 2.11. Let M be symmetric positive definite, and A be positive real. Then all the eigenvalues of T are 0, 1, or those whose
real part lies in [τmin, τmax], where τmin, τmax are extreme eigenvalues of matrix M−1(A+ AT )/2.
Proof. Let (λ, (xT , yT )T ) be an eigenpair of T , where x ∈ Cn and y ∈ Cm. Then
M Ď ¯A

x
y

= λ

x
y

⇒ MM Ď ¯A

x
y

= λM

x
y

.
By the proof of Lemma 2.1 it is easy to seeN (M T ) = N ( ¯A T ) = span (0T , ηT )T , η ∈ N (BT ), thenR( ¯A ) = R(M ). Notice
MM Ď is an orthogonal projection ontoR(M ), so it holds
¯A

x
y

= λM

x
y

,
that is
Ax+ BTy = λMx+ λBTy
Bx = λBx. (2.12)
It suffices to prove that when λ ≠ 0, 1, the real part Re(λ) satisfies τmin ≤ Re(λ) ≤ τmax. We assert that if λ ≠ 0, 1, then
x ≠ 0. In fact, if x = 0, then BTy = 0, which yieldsM Ď ¯A (0T , yT )T = 0, then λ = 0, which is in contradiction with λ ≠ 0.
From (2.12) it holds
x∗AT + y∗B = λ¯x∗M + λ¯y∗B,
where λ¯ is the conjugate number of λ, and by Bx = λBxwith λ ≠ 1, it holds Bx = 0. So
x∗AT x = λ¯x∗Mx,
which means λ = x∗Ax/x∗Mx. Let ω = M 12 x. Then it holds
λ = ω
∗M−
1
2 AM−
1
2ω
ω∗ω
,
Re(λ) = ω
∗M−
1
2 (A+ AT )M− 12ω
2ω∗ω
,
thus
λmin

M−
1
2 (A+ AT )M− 12
2

≤ Re(λ) ≤ λmax

M−
1
2 (A+ AT )M− 12
2

.
Note M−
1
2 (A + AT )M− 12 /2 and M−1(A + AT )/2 have the same eigenvalues, so τmin ≤ Re(λ) ≤ τmax, which finishes the
proof. 
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If M is symmetric positive definite, and A is positive real, then M
− 12 (A+AT )M− 12
2 is symmetric positive definite,
i.e., λmin

M−
1
2 (A+AT )M− 12
2

> 0, which yields the following corollary.
Corollary 2.12. Let M be symmetric positive definite, and A be positive real. Then T is positive semi-stable.
If A andM are positive real, butM is nonsymmetric, then Corollary 2.12 does not hold, see the following counterexample.
Example 2.13. Let
A =

3/2 0
−2 1

, M =

3/2 −2
0 1

, B = 0 0 .
Then
¯A =
3/2 0 0
−2 1 0
0 0 0

, M =
3/2 −2 0
0 1 0
0 0 0

, T =
−5/3 4/3 0
−2 1 0
0 0 0

.
T has eigenvalue− 13 + 23
√
2i, where i = √−1, so T is not positive semi-stable.
Notice that under the conditions of Corollary 2.12, the preconditioned matrix T may not be semi-positive real, see the
following counterexample.
Example 2.14. Let ¯A be the same as that in Example 2.13, and
M =
3/2 −1 0
−1 1 0
0 0 0

, whereM =

3/2 −1
−1 1

is symmetric positive definite.
Then
T =
−1 2 0
−3 3 0
0 0 0

.
Let v = 3 1 0T , it holds vTT v = −9, so T is not semi-positive real.
Remark 2.15. Theorems 2.9 and 2.11 and Corollary 2.12 describe the clustered spectrum of the preconditioned matrix
T . The residual bound (2.7) shows that a clustered spectrum may lead to the possible rapid convergence of GMRES. We
have stated previously that GMRES(m) may fail to converge for solving an indefinite linear system, fortunately, when the
conditions in Corollary 2.12 are satisfied, then all the eigenvalues of T have a nonnegative real part, which may prevent the
divergence of restarted GMRES.
3. Numerical tests
In this section, we present the performance of the preconditioned GMRES methods with constraint preconditioners for
solving singular saddle point problems. All the computations are implemented in MATLAB on a PC computer with Intel (R)
Core (TM) 2 Quad CPU 2.40 GHz, and 2.00 GB memory.
We will solve (2.5) by GMRES, and compare the convergence behavior for the least squares solution with the other two
preconditioners, i.e., the following block diagonal preconditionerMd and block triangular preconditionerMt (cf. [1]),
Md =

M 0
0 BM−1BT

, (3.1)
Mt =

M BT
0 BM−1BT

. (3.2)
Denote S = BM−1BT as that in (2.9), ifM is positive real, then it holds
M
Ď
d =

M−1 0
0 SĎ

, (3.3)
and
M
Ď
t =

M−1 −M−1BT SĎ
0 SĎ

. (3.4)
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To solve (2.1) with block diagonal preconditionerMd and block triangular preconditionerMt , the associated precondi-
tioned systems are
M
Ď
d ¯AX = M Ďd F¯ , (3.5)
and
M
Ď
t ¯AX = M Ďt F¯ , (3.6)
respectively.
Lemma 3.1. Let A and M be positive real. Then both ¯A = Md − (Md − ¯A ) and ¯A = Mt − (Mt − ¯A ) are proper splittings.
Proof. We only present the proof for that ¯A = Md− (Md− ¯A ) is a proper splitting, since the remaining proof is analogous:
A BT
−B 0

x
y

= 0⇔

Ax+ BTy = 0
Bx = 0 ⇔

x = −A−1BTy
Bx = 0 ⇔

BTy = 0
x = 0,
soN ( ¯A ) = span{(0T , yT )T }, where y ∈ N (BT ).
Similarly it also holds
M 0
0 BM−1BT

x
y

= 0⇔

Mx = 0
BM−1BTy = 0 ⇔

x = 0
BTy = 0,
soN (Md) = span{(0T , yT )T }, where y ∈ N (BT ), then it holdsN (Md) = N ( ¯A ). Note both ¯A andMd are range-symmetric,
so it holds
R(Md) = N (M Td )⊥ = N (Md)⊥ = N ( ¯A )⊥ = R( ¯A T ) = R( ¯A ),
which implies ¯A = Md − (Md − ¯A ) is a proper splitting. 
Note ¯A is range-symmetric and N ( ¯A ) = N (A ), then together with Lemmas 2.6 and 3.1 we obtain the following
proposition.
Proposition 3.2. Let A and M be positive real. Applying GMRES to the preconditioned systems (3.5) and (3.6) with initial guess
X (0) ∈ R(A ), respectively, then GMRES determines the same solutionX ∗ = A ĎF at breakdown.
Now we consider the following two numerical examples.
Example 3.3. The first numerical example comes from [8], with the matrix blocks in (1.1) having the following form,
A =

I ⊗ T + T ⊗ I 0
0 I ⊗ T + T ⊗ I

∈ R2l2×2l2 ,
BT = (Bˆ b1 b2) ∈ R2l2×(l2+2),
where
T = 1
h2
· tridiag (−1, 2,−1) ∈ Rl×l, Bˆ =

I ⊗ G
G⊗ I

∈ R2l2×l2 , b1 = Bˆ

el2/2
0

, b2 = Bˆ

0
el2/2

,
and
el2/2 = (1, 1, . . . , 1)T ∈ Rl2/2, G =
1
h
· tridiag (−1, 1, 0) ∈ Rl×l, h = 1
l+ 1 , n = 2l
2, m = l2 + 2.
The right hand side vectorF is chosen byF = A en+m, where en+m = (1, 1, . . . , 1)T ∈ Rn+m.
For all numerical examples in this section, we will use preconditioned restarted GMRES(20) to solve the corresponding
preconditioned linear systems (2.5), (3.5), and (3.6), respectively, and compare their convergence behavior. In our numerical
tests all the initial guessesX (0) are taken by zero vectors, and the tolerance is 10−10, that is, denote the k-th iterative residual
by r (k), the stopping criterion is
∥r (k)∥2
∥r (0)∥2 ≤ 10
−10. (3.7)
For the constraint preconditioner, block diagonal preconditioner and block triangular preconditioner we take M =
diag (β1, β2, . . . , βn), where βj is 1-norm of the j-th row of A, j = 1, 2, . . . , n. To compute the matrix-vector products
withM Ď,M Ďd andM
Ď
t , we need to obtain the matrix-vector products with SĎ. Since S is also range-symmetric, we can use
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Table 1
Convergence behavior for (2.5).
l CPU (s) Iteration numbers ∥r
(k)∥2
∥r(0)∥2
8 1.02 50 7.52× 10−11
16 2.07 79 8.08× 10−11
32 7.20 145 9.52× 10−11
64 131.40 273 8.30× 10−11
Table 2
Convergence behavior for (3.5).
l CPU (s) Iteration numbers ∥r
(k)∥2
∥r(0)∥2
∥Xc−Xd∥2
∥Xc∥2
8 1.89 147 8.82× 10−11 5.33 × 10−8
16 2.98 245 8.60× 10−11 5.59 × 10−8
32 16.77 490 9.94× 10−11 3.47 × 10−9
64 324.64 1151 9.90× 10−11 1.46 × 10−8
Table 3
Convergence behavior for (3.6).
l CPU (s) Iteration numbers ∥r
(k)∥2
∥r(0)∥2
∥Xc−Xt ∥2
∥Xc∥2
8 1.21 96 9.21× 10−11 6.36 × 10−8
16 2.10 172 8.82× 10−11 5.40 × 10−8
32 10.59 291 9.89× 10−11 4.22 × 10−9
64 236.27 599 9.84× 10−11 1.90 × 10−8
another GMRES to do this, i.e., to compute SĎz (z is a vector) through solving Sy = z by GMRES.We use restarted GMRES(20)
to compute SĎz, and the tolerance is 0.001.
We list the convergence behavior by the following tables, the iteration number k = (i− 1)× 20+ j, i is the number of
restarting, and j is the iteration number of the last restarting, respectively. Since all the numerical tests compute the same
solution X = A ĎF , then we can compare the error of them. Denote Xc , Xd and Xt as the approximation solutions we
obtain by the preconditioned GMRES with constraint preconditioner, block diagonal preconditioner and block triangular
preconditioner, respectively, then we use ∥Xc−Xd∥2∥Xc∥2 and
∥Xc−Xt∥2
∥Xc∥2 to represent the errors of them, respectively.
It can be found from Tables 1 to 3, for solving singular saddle point problem (2.1), the constraint preconditioner is more
efficient than the block diagonal preconditioner and block triangular preconditioner, both for the CPU times and iteration
numbers.
Example 3.4. Consider the linearization of the steady-state Navier–Stokes equations, i.e., the Oseen equations of the
following form
−ν△u+ (w · ▽)u+▽p = f inΩ
−▽ ·u = 0 inΩ (3.8)
whereΩ is an open bounded domain in R2 or R3, the vector field u represents the velocity inΩ , p represents pressure, and
the scalar ν is the viscosity, which is inversely proportional to the Reynolds number.
The test problem is a ‘‘leaky’’ two-dimensional lid-driven cavity problem in square domain:Ω = (0 < x < 1 : 0 < y <
1). Let u = (u, v)T denote the velocity field andw = (a, b)T the wind. The boundary conditions are u = v = 0 on the three
fixed walls (x = 0, y = 0, x = 1), and u = 1, v = 0 on the moving wall (y = 1). We take the ‘‘wind’’ as a circulating flow
field: a(x, y) = 8x(x− 1)(1− 2y), b(x, y) = 8y(2x− 1)(y− 1).
DivideΩ into a uniform n × n grid of cells of width h = 1/n. We discretize (3.8) by the ‘‘marker and cell’’ (MAC) finite
difference scheme [9], and the matrix representation of Oseen equations (3.8) has the same block structure as (1.1):
AX ≡

A BT
B 0

u
p

=

f
0

≡ F , (3.9)
where
A =

F1 0
0 F2

∈ R2n(n−1)×2n(n−1), B = (B1, B2) ∈ Rn2×2n(n−1),
Fi = νAi + Ni ∈ Rn(n−1)×n(n−1), i = 1, 2, u ∈ R2n(n−1)×1, p ∈ Rn2×1.
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Table 4
Convergence behavior for (2.5).
n CPU (s) Iteration numbers ∥r
(k)∥2
∥r(0)∥2
24 11.09 44 9.49× 10−11
48 34.34 47 9.51× 10−11
64 87.51 61 5.61× 10−11
128 1201.76 120 8.07× 10−11
Table 5
Convergence behavior for (3.5).
n CPU (s) Iteration numbers ∥r
(k)∥2
∥r(0)∥2
∥Xc−Xd∥2
∥Xc∥2
24 16.37 51 4.43× 10−11 6.03 × 10−6
48 60.58 82 9.57× 10−11 4.30 × 10−7
64 182.93 121 9.51× 10−11 1.15 × 10−9
128 4412.40 485 9.99× 10−11 2.99 × 10−7
Table 6
Convergence behavior for (3.6).
n CPU (s) Iteration numbers ∥r
(k)∥2
∥r(0)∥2
∥Xc−Xt ∥2
∥Xc∥2
24 18.54 56 6.59× 10−11 6.03 × 10−6
48 41.49 61 5.94× 10−11 5.39 × 10−7
64 116.25 75 8.81× 10−11 3.63 × 10−8
128 2473.73 284 9.89× 10−11 2.97 × 10−7
The coefficient matrix of (3.9) has the following properties: A is nonsymmetric and positive real, rank(B) = n2 − 1,
rank(A ) = 3n2 − 2n− 1,N (BT ) = span{en2}, en2 = (1, 1, . . . , 1)T ∈ Rn2 .
For the constraint preconditioner, block diagonal preconditioner and block triangular preconditioner we take M by the
incomplete LU factorization of A with drop tolerance 0.01 (cf. [20]). Similar to Example 3.3, we compute SĎz (z is a vector)
through solving Sy = z by GMRES. We use restarted GMRES(20) to compute SĎz, and the tolerance is 0.001.
We take the viscosity ν = 0.01 in our experiments, and list the convergence behavior by the following tables. Similar to
Example 3.3, it can be found from Tables 4 to 6, for solving singular saddle point problem (2.1), the constraint preconditioner
is still more efficient than the block diagonal preconditioner and block triangular preconditioner, both for the CPU times and
iteration numbers.
Remark 3.5. To solve a singular linear system, sometimes we can consider the solution methods based on the nonsingular
reformulation of the given singular linear system. For instance, we can eliminate the last row and the last column of the
coefficient matrix of (3.9) in Example 3.4 to obtain a nonsingular linear system:
A B˜T
B˜ 0

u
p˜

=

f
0

. (3.10)
It is easy to see that the unique solution (uT , p˜T )T of (3.10) is corresponding to the particular solution (uT , p˜T , 0)T of (3.9).
Note the particular solution (uT , p˜T , 0)T is not the generalized inverse solution A ĎF , it is a so-called minimum Q -norm
solution of (3.9) (cf. [21]). To solve (3.9), we use the same constraint preconditioner, block diagonal preconditioner and
block triangular preconditioner as in Example 3.4. The convergence behavior can be found in Table 7. CPU and IT in Table 7
express the CPU times (seconds) and the iteration numbers when the iterative residual satisfies the stopping criterion (3.7),
respectively.
Comparing Table 7 with Tables 4–6, we can see that the convergence behavior of the singular case is significantly better
than that of the corresponding nonsingular case. So, for solving a singular linear system, it need not always reduce the
original singular linear system to the nonsingular case. To solve a singular linear system by GMRES, it is known [2] that the
zero eigenvalue of the coefficient matrix has nothing to do with the convergence behavior, while in a nonsingular case, the
nonzero eigenvalues with very small magnitude (ill conditioned) of the coefficient matrix may influence the convergence;
however, rigorous arguments are not always easy to be established. Why the convergence behavior of the singular case is
significantly better than that of the corresponding nonsingular case is still an open problem [2].
4. Conclusions
Wehave discussed constraint preconditioners for solving singular saddle point problems.We have shown that constraint
preconditioners are constructed by proper splittings, and the corresponding preconditioned GMRES can determine the
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Table 7
Convergence behavior (nonsingular case) for (2.5), (3.5) and (3.6).
n (2.5) (3.5) (3.6)
CPU|IT CPU|IT CPU|IT
24 34.82|83 124.50|107 77.14|83
48 267.89|162 596.28|118 494.91|126
64 618.22|204 1268.69|150 508.16|109
least squares solutions at breakdown. We have also analyzed properties of the preconditioned matrices, in particular their
eigenvalue distributions. In addition, we have given some numerical examples to demonstrate the convergence behavior
of preconditioned GMRES for solving singular saddle point problems. Comparing with other preconditioners such as block
diagonal preconditioners and block triangular preconditioners (which are also constructed by proper splittings), we find that
constraint preconditioners aremore efficient than block diagonal preconditioners and block triangular preconditioners, both
for the CPU times and iteration numbers.
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