Abstract
Introduction
A large number nonlinear filters have been developed for the processing of greyscale images. Many of these, such as the median filter and the erosion and dilation operations of mathematical morphology, require the pixels contained within a mask or structuring element to be ordered. Therefore, as no unambiguous ordering for vector data exists, their extension to colour and other multivariate images is not straightforward. In particular, the scalar median, minimum and maximum operations do not have unique multivariate equivalents and instead a number of vector ordering schemes have been proposed. In his classic paper, Barnett categorises sub-ordering schemes for multivariate data as marginal ordering, reduced (or aggregate) ordering, partial ordering and conditional ordering [2] .
In marginal ordering (M-ordering), the scalar ranking is performed within one or more of the individual channels.
For colour imagery, this has the disadvantage of generating colours that were not present in the original samples. Reduced ordering (R-ordering) reduces each multivariate sample to a scalar value that is a function of the observations in each channel and has been widely used in colour image processing. Lexicographic ordering, which orders data according to a hierarchy of channels, is the best known example of conditional ordering (C-ordering) and has found application in colour morphology [10] . Finally, partial ordering (P-ordering) partitions the data into groups that are ranked with respect to each other. The operation is normally based on the convex hull and so is computationally expensive and, furthermore, no intra-group ranking exists.
In this paper, a new approach to vector ordering is presented and examples of its use in nonlinear operations for colour images given. The technique is termed pairwise vector ordering as it first orders vectors in groups of two, according to scalar distances between each pair of vectors. After all pairs have been ranked, for an odd number of samples the median vector is defined as the remaining unpaired vector and is therefore one of the original set. The highest ranked pair of vectors contains the maximum and minimum vectors and a simple reduced ordering can be applied to identify which is which. A complete ordering can then be achieved by applying the reduced ordering to each vector pair. As such, the technique is a combination of P-ordering and R-ordering. Colour filters based on various vector ordering schemes are briefly reviewed in section 2 and the new ordering scheme described in section 3. Results and discussion are presented in section 4 and conclusions drawn in section 5.
Vector ordering for multichannel median and morphological operations
Vector order statistics employing R-ordering have been used in the design of many multichannel filters including the vector median [1] and colour edge detectors [16, 18] . For a set of n vectors, x 1 , x 2 , · · · x n , the aggregate distance of x i to the other vectors in the set is denoted d i and given by
where · p is a vector norm. When the vectors are ordered according to their
the result is the ordered sequence
With this ordering, x (1) is the vector median, whose aggregate distance to the other vectors is less than or equal to the aggregate distances of all other vectors; this vector is employed by the well known vector median filter of [1] . An alternative to using aggregate distances based on norms is to consider the vectors' directions and the approach taken by vector directional filter is to order vectors according to the aggregate difference in angles [17] . More recently, vector filters that combine the advantages of both direction and magnitude have been developed [12] .
Whatever distance measure is used for the aggregate distance, x (n) is the vector extremum. However, unlike the scalar case where two extrema (the maximum and the minimum) exist, the multivariate ordering of equations 1 and 2 only defines a single extremum, given by the highest ranked vector. This is easily understood by applying the single channel form of the equations to three scalar values, when the value with the highest rank is the one that is furthest from the median; this value could be the scalar maximum or minimum. Therefore, although vector order statistics provide a good theoretical basis for defining the vector median, they cannot easily be employed for extending mathematical morphological operations to multichannel images, where the vector maximum and vector minimum are required. This problem has been overcome in morphology sieves based on graph morphology where the opening and closing operations are implemented by merging regional extrema with their closest neighbours. Using this approach two colour sieves have been proposed [4, 7] and evaluated [8, 9] .
The problem of extending structuring element-based morphological operations from univariate to multivariate images has also received some attention. Comer and Delp propose vector dilation and erosion operators for colour image processing using both M-ordering and R-ordering [3] . Operations employing M-ordering simply apply standard morphological operations to each channel. Although Mordering can be implemented in any colour space, it can modify the spectral composition of the image and produce jitter near edges. R-ordering effectively selects one of the input vectors as the output and so does not produce colours that were not present in the original image. Suitable scalar functions that were investigated include the luminance and individual colour channels [3] . Other authors have proposed a combination of reduced and conditional ordering [14] , marginal ordering [15] and lexicographical ordering in the HLS colour space [10] . More recently, Li and Li introduced a R-ordering scheme based on principal component analysis [11] .
Pairwise vector ordering
To overcome the difficulty the R-ordering scheme described above has in defining the minimum and maximum vectors, a new vector ordering scheme is proposed. The scheme first uses P-ordering to rank vectors in groups of 2. As the P-ordering is based on vector differences rather than the convex hull it is relatively efficient. R-ordering is then applied to each pair of vectors to induce a full ordering. The approach is therefore a combination of P-ordering and R-ordering and is termed pairwise ordering as it is based on groups of 2 vectors.
The first stage in the pairwise vector ordering scheme is to find the scalar distance
This is the maximum distance between any two of the n vectors and the two vectors associated with d 0 are the maximum and minimum vectors, although it is not known which is which. If these two vectors are removed and the maximum distance found again, d 1 results. Repeating this operation results in an ordered set of distances
that are given by the vectors norms
where x (s+1) and x (n−s) are the two vectors associated with distance d s and are interchangeable. This approach therefore orders the vectors in pairs. The distances in equation 4 figure 1 and for a detailed description and evaluation of the RCMG operator the reader is referred to [6] .
The pairwise ranking of equation 4 can be used to order n/2 vector pairs when n is even. When n is odd one unpaired vector remains after the other n − 1 vectors are ordered. This vector (denoted x m ) is assigned the distance d s = x m − x m p = 0, which is the lowest ranked distance. In a manner reminiscent of the vector median filter, the vector associated with the lowest ranked distance can be uniquely identified as the median vector. When n is even, there are two vectors associated with the lowest ranked position, both of which are candidates for the median vector. This situation is identical to that encountered when finding the scalar median of an even number of samples where the usual, if somewhat unsatisfactory, approach is to define the median as the mean of the two central samples.
To move from a pairwise to a complete vector ranking a mechanism for ordering the pair of vectors within each group is needed. The method proposed here is based on the observation when equation 4 is applied to univariate data the two values associated with distance d 0 are the maximum and minimum. Taking the approach that, for each pair of vectors, the maximum (resp. minimum) vector has a greatest (resp. smallest) magnitude, a complete vector ordering is given by
where x (s+1) and x (n−s) are the two vectors that give rise to distance d s and x (s+1) p ≤ x (n−s) p . For RGB colour images with values in the range 0 − 255 this ordering will result in vectors with a low luminance being given a low rank. Figure 2 illustrates the operation of the full pairwise ordering scheme for a set of 9 vectors. In this example, the vectors are first ranked into 4 pairs using the Euclidean distance (shown with dotted lines) and one unpaired vector which is ranked in position (n + 1)/2 = 5. The maximum and minimum vectors in each pair are then determined using the L 2 norm giving the complete ordering shown in the figure's legend. This example illustrates that full pairwise ordering corresponds well with an intuitive ranking of the vectors: vectors ranked in positions 1 and 9 are the maximum and minimum respectively while mid-ranked vectors (ranks 4-6) provide a good measure of central tendency. The figure also illustrates the role played by the initial pairwise ordering in the vector ranking, producing a ranking that is subtly different from simply ordering by luminance. For example, when the vectors x (1) , x (2) , · · · , x (9) from figure 2 are ordered by their luminance their ranked positions are 2, 1, 3, 4, 5, 6, 9, 7 and 8.
Using the ordering of equation 5, the morphological operations of colour dilation δ B , erosion B , opening O B and closing C B for colour and other multichannel images can be defined by
respectively, where B is a structuring element.
Evaluation and Discussion
The first aspect of the pairwise ordering scheme to be considered is its performance as a median filter. For comparison the vector median filter of [1] is used. Figure 3 To quantify the amount of image distortion introduced by the filters, the filtered images can be compared to the original using an error metric. Here, the normalised mean square error (NMSE) is used, given by
where f (i, j) and f (i, j) are the original and filtered vectors at pixel (i, j) and N 1 and N 2 are the image dimensions [17] . Table 1 shows that although the NMSE between the vector and pairwise median filtered images is very low (0.00042), when compared to the original image the vector median filter introduces less slightly image distortion.
Noise reduction
Multichannel median filters have been widely used for reducing noise in colour images. To evaluate the performance of a median filter based on the pairwise ordering,
Vector Pairwise Median Median
Original image 0.5734 0.5824
Vector median 0 0.0418 Table 1 . NMSE (×10 −2 ) between Lily and median filtered images using a 3×3 mask.
the Lily image was corrupted by independent and correlated noise and the quality of the images after filtering assessed using the NMSE.
To provide a realistic simulation of image noise both Gaussian and impulsive noise models were used. For impulsive noise a simplified version of the noise model described in [19] was employed, in which the proportion of noise applied to each individual channel or all channels simultaneously can be controlled. For a colour pixel
T the noise model used was
T , with probability p I p c /3
T , with probability p I p c /3 (x 1 , x 2 , I) T , with probability p i p c /3 (I, I, I) T , with probability p I p c ,
where x n is the noisy pixel, p I is the probability of an impulse of value I and p c is the proportion of correlated noise. Correlated Gaussian noise was simulated by adding a random vector to each colour pixel x. The random vectors were selected from the multivariate normal distribution with covariance matrix
where σ 2 is the variance of the Gaussian distribution and ρ is the correlation coefficient between each pair of channels.
The noise parameters and NMSE results are given in table 2, again using the vector median for comparison. The results show that although the pairwise median filter successfully reduces noise, its NMSE performance is slightly worse than the vector median filter for all noise types. This is perhaps to be expected as the vector median filter uses aggregate distances to define the median while in the pairwise ordering each distance d s only depends on two vectors. It is also noted that developments such as weighted vector filters, often employing fuzzy rules, out-perform the basic vector median filter [13] . Therefore the use of the pairwise median filter may perhaps be restricted to applications where a reasonable visual appearance is desired with a relatively low computational cost, and without the artifacts associated with processing channels individually.
Colour morphology operations
The basic colour morphological operations based on the pairwise ordering given in equations 6-9 are illustrated in application to the Mandrill test image. Figure 4 shows the original image and the results of colour dilation, erosion, opening and closing using a square 3 × 3 structuring element. The results show the performance of the colour morphological operations is consistent with expectations, based on an intuitive understanding of greyscale morphology. For example, the results of erosion and dilation in the eye region show that the appropriate image components are removed, illustrating the potential benefits of these operations. Figure 4 also shows the absence of any problems associated with filtering each channel independently, such as edge jitter.
Applying a series of openings and closings of increasing scale results in a scale-space image representation that can be used for applications such as image compression and texture analysis based on granulometries. The results of opening and closing the Mandrill image with square structuring elements in figure 5 show the rapid simplification of the im- age with increasing scale and provide a basis for characterising images based on scale, shape and colour.
Conclusions
A novel vector ordering scheme termed pairwise ordering has been presented and evaluated. Its ordering is a combination of P-and R-ordering and this has the advantage of enabling the maximum and minimum vectors to be identified, in addition to the median vector. The ordering is also relatively computationally efficient.
A median filter based on the new ordering was shown to reduce noise but to a lesser degree then the vector median filter. However, unlike the ordering of the vector median, the pairwise ordering also allows the development of colour morphological operations. Initial analysis indicates that these operations have potential for use in colour image processing and their application to colour granulometries is an area of ongoing research.
