1. Introduction. In this paper we study semisimple L*-algebras having simple systems of roots. Such algebras-called regular L*-algebras in the sequel-are shown to be precisely those semisimple L*-algebras which are orthogonal sums of separable simple L*-algebras. Since the latter class of algebras is known (Schue [7] ), the structure of the regular L*-algebras is completely determined. We also extend to regular L*-algebras some of the classical results from the theory of finitedimensional semisimple Lie algebras. In particular we obtain extensions of the isomorphism theorem and the existence theorem for the Weyl basis (Theorems 3,4).
The notions of the real form and the compact form can be introduced for semisimple L*-algebras in quite a natural way. It turns out that the compact form that we introduce is unique. Also in case the F*-algebra is regular, the compact form has the same kind of relationship with the Weyl basis as in the (finitedimensional) Lie theory (see Remark 7) .
A principal tool employed extensively in this paper consists in constructing suitable finite-dimensional F*-subalgebras (cf. Propositions 2, 3) and applying to them the theorems of the classical theory of Lie algebras. In particular it is by this method that we obtain one of the main results (Proposition 8) leading to the structure theorem stated at the outset.
2. Preliminaries. The requisite background material on L*-algebras will be found in Schue [7] , [8] . For the convenience of the reader the principal results of Schue's theory which are required in this paper are collected here.
Let L denote a semisimple F*-algebra. If 77 is a Cartan subalgebra of L and A = {a} the set of nonzero roots of L relative to H, then we have the Cartan decomposition if a+ß is not a root.
Each root a = a(h) is a continuous linear functional on 77 so that there is a unique vector hae H such that a(h) = (ji, ha} where <•> denotes the inner product. Also the set {ha: a e A} is total in H; i.e., for any A g 77, <A, Att>=0 for all ha implies A=0 [1, Lemma 6] .
We write <«, j8> = <Aa, hß} and call a_Lß ( = <* orthogonal to )3) if <a, ß} = 0. Also we shall say that a set {a} is linearly independent if the set {Aoe} is linearly independent. If a and ß are any two (distinct) roots, the a-series containing ß is the set of roots ß + ia where i is an integer, pSiSq, and we have (2) 2<«, £>/<«, «> = -(p+q).
Some Notations. (See also under Remark 1.) C, R, Q denote as usual the complex, the real and the rational fields respectively.
Let L be a semisimple 7*-algebra. For any subset S of F the set of all (finite) C-linear combinations of elements of S will be denoted by Spc >S'=Sp, 5 and the set of all g-linear combinations of elements by Spe S. The orthogonal complement of S in 7 is denoted by S i.
If 77 is a Hubert space we write dim 77 to mean the orthogonal dimension, i.e., cardinality of an orthonormal basis for 77. For an arbitrary set S,\S\ will denote the cardinality of S. Lemma 1. Let a semisimple L*-algebra L have an orthogonal decomposition 7 = 2 © Lj where L¡ are semisimple. Let H be a Cartan subalgebra of L. If a is a nonzero root relative to H, the root subspace Va belongs precisely to one L}. Write Ay = {o£ : Fa£7,}. FAen the closure of Sp {ha : a e A;} in H is a Cartan subalgebra H, ofLj, and the restrictions to Hj of the a e A; are precisely the roots ofL¡.
The proof of this lemma is quite straightforward and is omitted. Since every semisimple 7*-algebra L has an (unique) orthogonal decomposition 7 = 2 © Lj where7; are simple7*-subalgebras [7, p. Proof. By Corollary 1, y is a root of some Lj and the /3t are easily seen to be roots of this Lj.
3. Semisimple 7*-subaIgebras. In this section we describe a method of constructing semisimple and simple 7*-subalgebras of a semisimple 7*-algebra. Particular cases of this construction have already been used by Schue in his paper [ 
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Definition 1. Let L be a semisimple L*-algebra, 77 a Cartan subalgebra of L, and A the set of nonzero roots of F relative to 77. A subset A0 of A is called a root system (relative to H) if it satisfies the conditions: a e A0 implies -a e A0; and a, ß g A0, a+ß g A implies a+ß g A0. Remark 1. For any subset S of A, if we write (Sp)" S=Sp S n A then (Sp)~ S is clearly a root system. We may also observe that, as in the finite-dimensional Lie algebra case (cf. [5, p . 117]), we have the result: (4) (Spr S = Spe S n A. it is straightforward to verify that 7/0 © V0 is the required subalgebra L0. The assertions concerning the dimension of L0 are immediate consequences of the fact that, in an infinite-dimensional semisimple L*-algebra L,
Corollary. If A0 has a finite basis, L0 is finite-dimensional and consequently A0 is a finite set. Proof. In view of the Corollary to Proposition 1 it suffices to consider the case where S is infinite. Since A0 = (Sp)"" S=A n Spg S (by (4)), each root in A0 is a rational linear combination of roots from S. Hence, since S is infinite, by (5), dimF0«=|A0| = |S|. The final assertion concerning the simplicity of L0 is an Proof. Since A is indecomposable, for any two roots a, ß there is a chain Cae of roots. For each pair of roots a, ß in S select a chain Caß and denote by S' the union of all sets Caß as a, ß vary in S. It is easily seen that any two roots y, 8 in 5" can be joined by a chain Cy6 in S'. Hence S' is indecomposable and therefore by Proposition 2, L0 with A0 = (Sp)~ S' is simple.
Next we observe that S' is finite whenever S is finite. Also when S is infinite \S'\ = \\JCJ S Ko|S| = \S\ so that \S'\ = \S\. The assertions (ii) and (iii) concerning the dimension of 70 now follow from Proposition 2. Finally, an examination of the coefficients k¡ occurring in the representation of the highest root a=2 ¿¡ft for the simple Lie algebras of the different types (cf. [3, pp. 163-164]) show that 0f¡k¡¿6. Hence for all roots of L0, and in particular for y, we have |fc(| ^6. This completes the proof.
The lemma which follows will be needed later ( §7).
Lemma 2. Let L be a semisimple L*-algebra. Every finite f.s.r. F (unless it is a basis for A) can be extended to a f.s.r. F by the addition of a suitable root.
Proof. Let F={px, p2,..., pn-x}. Let ß be any root of F such that S = {pi,..., pn_i, ft is linearly independent. Consider the finite-dimensional L*-subalgebra L0 =L0(S) determined by S. Introduce the lexicographic ordering in A (cf. §5) induced by the ordering px,.. -,pn-i, ß of the basis S. Denote by S' the subset of elements of A0 which are not linear combinations of the pt and set Pn = infy.yeS'.
Since ßeS',ß^Pn.
We assert that the />, (/= 1, 2,..., n) are simple relative to the ordering introduced. To prove this suppose pt = 8 + 8'; 8, 8'>0. First consider the case pi^pn.
Then 8, 8' $ S' (for the contrary would imply 8, S'äpn> pt). Hence by the hypothesis on F, Sand S'are nonnegative integral linear combinations of pj (i'=l,.... ,n-1). Therefore the relation pt = 8 + 8' cannot hold unless one of 8, 8' is zero. This contradiction proves that p¡ is simple in this case. Next consider the case Pi = pn = 8 + 8'. Since pn e S', at least one of S, 8' e S' (otherwise pn would be in (Sp)~ F). If S g S', then Säpn and 8' = 0 which is a contradiction. Hence pn also is simple. Thus F={px, p2,..., pn} is a simple system of roots for L0 from which it follows (cf. Remark 4) that Fis a f.s.r.
(The above construction for the simple root pn was suggested by a result in I. Satake [6, p. 289 ].) 5 . Lexicographic ordering of roots. Definition 5. Let Sç A be a basis for A (over C). Then S is also a basis for A over R (even over Q) so that A is a subset of the real vector space HQ of all Ä-linear combinations of elements of S. H0 can be made into an ordered vector space in the following standard way. Let the basis S be well ordered as S={ft} in an arbitrary fashion. Any vector x in H0 is a real linear combination 2 Kßi, with /?¡ in S, and we define x>0 if the last nonzero coefficient A¡ is positive; also we define x>y if x-y>0. We shall call this ordering of 770, and also that induced on its subset A, the lexicographic ordering determined by the well ordered basis S.
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Denote by A+ the subset of A consisting of the positive roots (relative to this ordering). Obviously 5*s A + . Though S is well ordered the same need not be true of the whole of A+ in general. However, we have Theorem 1. 7/7 is a regular L*-algebra, there exists a lexicographic ordering for A under which A+ is well ordered.
Proof. Let S=F be a f.b.r. for A and consider a lexicographic ordering determined by F Then every root a in A+ (relative to this ordering) is a nonnegative integral linear combination a = 2 k¡pi of roots pt in F. It follows, from the fact that kx are nonnegative integers, that A+ is well ordered.
Remark 4. Suppose A is ordered as above in Theorem 1. Then it is easy to see (cf. [5, p. 121] ) that the roots in Fare precisely the positive roots p which cannot be written as a sum p = a+ß of positive roots a, ß. In view of this property we shall henceforth call p a simple root and F= II a simple system of roots of (the regular 7*-algebra) L.
Suppose next there is an arbitrary lexicographic ordering for A making A+ well ordered. Then an argument similar to the finite-dimensional case [5, p . 120] will show that the simple roots under this ordering form a f.b.r. of 7.
6. Simple systems of roots. Simple root systems in 7*-algebras share with simple root systems of Lie algebras many of their useful properties. Some of these properties are stated below. They are obtained by constructing, using Proposition 2, suitable finite-dimensional 7*-subalgebras and applying to them the known results of the Lie theory [5, pp. 112-123] .
In what follows n = {p¡} will denote a simple system of roots of a regular L*- (ii) For any positive root a $ U, there exists a simple root p such that a -p is a positive root; also a has a representation a = pil + pi2+ ■ ■ ■ + pik where the pif are not necessarily distinct and are such that every partial sum ph + ■ ■ ■ + p(m (m Sk) is a root.
(iii) For any finite set of simple roots px, p2,..., pn the sequences (kx, k2,..., kn) such that 2 kiPi is a root can be determined from A by an algorithm, so that U and A determine A.
Remark 5. Let Tl = {pi} be a simple system of roots of a regular 7*-algebra F. The elements ht;ea, e-a (PieIl,aeA+)
form a linearly independent set T which is total in L. We may call T a total basis for L. Because of the linearity and continuity of the Lie bracket, the multiplication We observe that by virtue of Remark 4 a regular F*-algebra can be redefined as a semisimple F*-algebra with a simple system n of roots. The following lemma is an easy consequence of the definition of a simple system (Definition 3) and Lemma 1. Proof. Let L be a simple L*-algebra which is regular, so that F has a simple system II of roots. For each p0 in ft denote by M(p0) the set of all p in II such that p¥=Po, (p, Po>^0. Call |M(p0)| the multiplicity m(p0) of p0.
[March We shall first prove: m(p) S 3 for all p in II. Suppose indeed for a p = p0, m(p0) > 3. Then we can pick out four roots p¡ (i =1,2, 3, 4) such that <p0, p¡>/0. Write A0 = (Sp)~ {p0, px,..., pi} and let 70=70(A0) denote the corresponding 7*-subalgebra (cf. Proposition 2). 70 will be simple and the Dynkin diagram for 70 will have at the vertex p0, four lines issuing from it. But this is impossible [5, p. 130 ]. Hence the result.
Next we assert that there is at most one p with m(p) = 3. To prove this, suppose we have m(px) = m(p2) = 3, px^p2. Write S=M(px)u M(p2). By Proposition 3 there exists a finite dimensional simple 7*-algebra 70 with Sç A0. By successive applications of Lemma 2, S can be extended to a simple system n0 of 70. Then the Dynkin diagram for n0 will have at each of the vertices px, p2 three lines issuing from the vertex. But an examination of the diagrams for the different types of simple Lie algebras will show that this is not possible. This proves our assertion. Further an exactly similar argument as above will also show that if m(p0) = 3, M(po)={px, p2, p3} then one of the p¡ has m(p¡) = l.
Again it is an easy consequence of the indecomposability of II that m(p) ^ 2 for all roots p except possibly two of them, say, px, p2 for which m(px) = m(p2) = 1. We conclude therefore that for the simple system n, «j(p) = 2 for all p in n except possibly three of them p, p", pm for which we have: m(p') = m(p")= 1 and m(pm) = 3.
We now proceed to prove that n is countable. We may assume that n is infinite. We have to consider various possibilities. Our method consists in picking out in each of the different cases that arise a certain countable (infinite) subset S of n and showing, with the help of the properties established for m(p) and the indecomposability of n, that U = S. By making use of the fact, that the Dynkin diagram (without weights) for any finite chain of II corresponds to that of one of the finitedimensional simple Lie algebras, it is not difficult to see that the cases considered below (for II) are the only ones that can occur. In each case the corresponding subset S that can be selected is indicated by a diagram. Case 1. m(p) = 2 for all p in n. To prove that 5= n (in all the cases) it suffices to consider Case 1 since the proof for the other two cases is similar. If SY n, we could select a p outside S. By the indecomposability of II, there is a chain CPaP. in II. Let p" be the first root of the chain lying outside S. Then the preceding root p lies in S and <p, p">^0. This clearly implies m(p)>2, which is a contradiction. Hence S =11. The countability of u follows immediately, whence 7 is separable (by (5) of §3).
Theorem 2 (Structure Theorem). FAe regular L*-algebras are precisely the L*'-algebras which are orthogonal sums of separable simple L*-algebras.
Proof. It is an immediate consequence of the definition of regularity and the results obtained by Schue in [7, p. 76 ] that every separable simple (or even semisimple) F*-algebra is regular. Hence by Lemma 3 an orthogonal sum of separable simple 7*-algebras is also regular. Next suppose that F is a semisimple 7*-algebra which is regular. If F = 2 © L¡ is the decomposition of F into its simple components Lj, then Lj are regular by Lemma 3. Hence by Proposition 8 Lj are separable and this completes the proof.
8. The isomorphism theorem. Definition 6. Let u be a simple system of roots (relative to 77) of a regular 7*-algebra F with a Cartan subalgebra 77. Following Schue [7, p. 76] we call the set (hPl, Ap2> as px, p2 vary in II the graph G of II. If 7' is also a regular 7*-algebra with IT as a simple system of roots (relative to an 77') and G' the corresponding graph, then G is said to be isomorphic with G' if there is a map p -> p of II onto IF such that <ACl, Afl2> = <A/ai, A"2> for all px, p2 in II.
It is an immediate consequence of assertion (iii) in Proposition 5 that the graph G associated with a simple system determines the set A of all nonzero roots (since G obviously determines the Cartan matrix A). Definition 7. A map i/> of an F*-algebra 7 onto an 7*-algebra L' is called an 7*-isomorphism if <\¡ is an isomorphism between F and 7' as Lie algebras and also an isomorphism between 7 and II as Hubert spaces. This isomorphism theorem has been obtained by Schue [7, p. 76] For proof see [7, p. 74 ]. Proof. The proof of this theorem will make use of the automorphism </i in the Corollary to Theorem 3 and runs on lines similar to that for the corresponding result in finite-dimensional Lie algebras (cf. [4, p. 152 
]).
Choose the va as in Definition 8. Since ^vae V_a, we can write </rua = c_ai;_a. [7, p. 70 ] the underlying complex Hubert space is replaced by a real Hubert space, the resulting system we get is called a real 7*-algebra.
Definition 10. Let F be a semisimple 7*-algebra. By considering 7 as a complex Lie algebra we have the associated real Lie algebra FB as in [4, p. 153] . Suppose now F0 is a subalgebra of LR with the following properties :
(i) F0 is closed for the *-operation of F, (ii) The inner product < • > of F is real over 70, (iii) F0 is a closed subset of F, (iv) F as a vector space is a complexification of F0: L=L0 + \/-lL0.
Then 70 is called a real form of the 7*-algebra F.
Remark 7. Since a complete orthonormal set for 70 is easily seen to be a complete orthonormal set for 7 also, we have (9) dimFo = dimF.
Further 7 is semisimple in the sense that its center is zero. By (iv) every element z in 7 can be uniquely written as (10) z = x+V-iy(x,yeL0). Then Fi is a real F*-algebra having B0 for a total basis (as defined in Remark 5) and the multiplication table for B0 is completely determined by the graph G associated with the simple system IL Further it is not difficult to see that Lx coincides with the compact real form Lk of F. Thus, as in the finite-dimensional case the Weyl basis can be used to determine the compact form.
