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ABSTRACT OF THE THESIS 
 
Study of 0.9nJ/bit Super-regenerative Impulse Radio Ultra-wideband Receiver 
 
By 
 
Wei-Chi Sung 
 
Master of Science in Electrical and Computer Engineering 
 
 University of California, Irvine, 2019 
 
Professor Michael Green, Chair 
 
 
 
A low-power impulse-radio ultra-wideband (IR-UWB) receiver using the super-regenerative 
principle is employed. The input carrier frequency of the receiver is 4.5GHz with a data rate of 
4Mbps. An asymmetric LC-VCO is used for reducing the oscillation start-up time. To minimize 
receiver complexity and reduce energy consumption, a non-coherent SRR architecture with 
internal quench signal is designed. Locking of the quench signal with the input RF signal is 
verified by simulation and measurement. The fabrication technology used is 0.18μm BiCMOS 
but only CMOS transistors are used. The energy dissipation is 0.9nJ/bit. 
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Chapter 1. Introduction of Ultra-Wideband Communication 
1.1 Definition of ultra-wideband (UWB) system 
An ultra-wideband (UWB) system allows considerably wider bandwidth than most 
conventional communication systems. The U.S. Federal Communication Commission (FCC) 
provides the following two definitions of a UWB signal [1]: 
1) A signal whose frequency occupies a 10-dB bandwidth of greater than 500-MHz 
2) A signal whose fractional bandwidth is more than 20%, where the fractional 
bandwidth is defined as: 
2(𝑓𝐻 − 𝑓𝐿)
𝑓𝐻 + 𝑓𝐿
 
where 𝑓𝐻 and 𝑓𝐿 are the upper and lower frequency of  the 10-dB bandwidth, 
respectively.  
The fractional bandwidth can be any value between 0 and 2. By virtue of the 
definition above, three-band classification can be identified in Table 1.1 [2].  
Table 1.1 Signal classification based on fractional bandwidth 
Band Type Fractional Bandwidth 
Narrowband (NB) 0.00 < 𝐵𝐹 ≤ 0.01 
Wideband (WB) 0.01 < 𝐵𝐹 ≤ 0.20 
Ultra-wideband (UWB) 0.20 < 𝐵𝐹 ≤ 2.00 
 
Based on this definition, UWB signal energy is distributed over a wide frequency 
band and thus may have some interference with other communication systems illustrated in Fig. 
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1.1[1]. Therefore, some regulations are required for avoiding interference and the input energy, 
as limitation will be mentioned in Section 1.3. 
 
Fig. 1.1 Comparison of energy spreading between UWB and narrowband 
1.2 Advantages and disadvantages of UWB systems 
Compared with conventional communication systems, ultra-wideband systems exhibit 
the following advantages: 
1) Fine resolution and long range: 
The range resolution is defined as the ability of radar to distinguish two targets at 
different ranges, and is inversely proportional to the bandwidth of the pulse. Thus, 
the pulse width is a key factor to have better range resolution. Because of the wide 
bandwidth nature of the UWB impulse system, fine-range resolution can be 
achieved [1].  
2) High multi-path resolution and low interference with other exiting signals: 
Fig. 1.1 indicates that the energy of UWB impulse system is spread over a 
considerably large range of frequency. Hence, its power spectral density is lower 
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than that of a continuous waveform (CW) system for the same input power. Thus, 
UWB signals produce less interference as compared to other communication 
signals.  Furthermore, due to the short pulse-width in the time domain, UWB 
signals are less likely to encounter degradation by other signals [1]. Thus, UWB 
systems achieve higher multi-path resolution as well as provide robustness to 
signal jamming [3].  
3) Low cost and simple architecture: 
Since UWB signals are encoded as short pulses, the transmitter can be realized by 
a pulse generator and the receiver can be realized with direct conversion circuitry. 
Moreover, the power hungry components, such as up-conversion mixer, down-
conversion mixer, and phase-locked loop, can be omitted, which results in reduced 
power consumption and simpler circuitry for UWB technology [1]. Lower power 
consumption is attractive for battery-operated portable devices [3]. 
However, UWB systems also have some disadvantages compared with conventional 
communication system: 
1) High noise figure for receiver: 
As compared to narrowband communication, the wide bandwidth of UWB 
communication systems allow a considerably larger amount of noise superimposed 
on the incoming signal. This limits the sensitivity and dynamic range of the 
receiver [1]. As will be discussed in Section 1.3, the input energy is limited to a 
very low level as illustrated in Fig. 1.2 [4]. The signals act as noise compared with 
narrowband systems. 
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Fig. 1.2 Power spectrum of UWB and narrowband communication 
2) Difficult for antenna design: 
UWB antenna is different from conventional antenna. The antenna has to receive 
all frequency at the same time rather than multi-narrowband. Thus, the 
performance of antenna should be stable across the entire band [5]. One of the 
candidates for UWB applications is printed disc monopole antennas illustrated in 
Fig. 1.3. The idea is that disc monopoles with a finite ground plane are capable of 
supporting multiple resonant modes instead of only one resonant mode (i.e., 
conventional antenna) [31]. The frequency of the first resonant mode can be 
determined by the size of the circular disc. Unlike the conventional patch antennas 
with a complete ground plane, the ground plane of disc monopole antennas should 
be of a finite length LG to support multiple resonances [32]. Thus, a wide 
bandwidth can achieve by multiple resonance overlapping shown in Fig. 1.4 [33].  
 5 
 
 
Fig. 1.3 Printed circular disc monopole antenna [32] 
 
Fig. 1.4 Multiple resonant modes of disc monopole antenna [33] 
1.3 Application of UWB and FCC regulation 
UWB systems can be categorized to two classes, which are determined by the 
application’s data rate and transmit range [6]: 
1) High data rate applications 
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In this category, the communication is at a high data rate ( > 100Mbp/s ) but short 
distance ( < 10m). It complies with low power and low cost and follows the IEEE 
802.15.3a standards for wireless personal area networks (WPANs) [7]. These two 
standards are: 
 
a. The multiband OFDM alliance (MOBA) standard 
This standard, supported by large semiconductor companies, is based on 
proven OFDM technology so the transceiver architecture is similar that of 
traditional narrowband. In these systems the power consumption increases 
with the data rate. It is implemented in standard IC CMOS technology and 
targets the PC market in the US [6].  
b. The direct sequence (DS) UWB standard 
The goal in this standard is to provide low cost, high data rate, and low 
power consumption so signals use impulse radio (IR) technique. The 
transceiver architecture is simpler than the MOBA standard. In these systems 
the power consumption and circuit complexity is nearly constant for 
increasing data rates. It is implemented in BiCMOS technology and targets 
the handheld consumer market in Japan [6]. 
2) Low data rate applications 
This category focus on low data rate ( < 1Mbp/s). Only a small amount of 
information is transmitted at a given time, which indicates extremely low duty 
cycle and low average power. Therefore, signals are realized as short impulses and 
have the advantage of simpler topology because of encoding the information in 
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short pulse in the time domain. The application candidates are wireless sensor 
networks, RFID, asset/inventory control, and equipment tracking [6]. Table 1.2 
summarizes some features of UWB applications. 
 
Table 1.2 Summary of some features of UWB applications 
UWB Proposal MOBA DS-UWB 
Channel BW 528 MHz 1.75 GHz, 3.5 GHz 
Signal OFDM Impulse radio 
Architecture Similar with traditional transceiver Simpler complexity 
Power Depends on data rate Ultra low power 
Technology CMOS BiCMOS 
Modulation QPSK BPSK 
Market PC market in the US Handheld device market in Japan 
In February 2002, the FCC issued rulings that provided the first radiation limitations 
for UWB, and also permitted the technology commercialization. The document introduced four 
different categories for UWB applications, and set the radiation masks for them. FCC allows 
UWB signal in frequency band of 3.1 to 10.6 GHz. Within this 7.5 GHz band, the equivalent 
isotropically radiated power (EIRP) is limited to -41dBm/MHz to ensure very low power spectral 
density. The radiation limits are shown in Table 1.3 [8]. 
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Table 1.3 FCC radiation limits for UWB communication 
Frequency (MHz) Indoor EIRP (dBm) Outdoor EIRP (dBm) 
960-1610 -75.3 -75.3 
1610-1990 -53.3 -63.3 
1990-3100 -51.3 -61.3 
3100-10600 -41.3 -41.3 
Above 10600 -51.3 -61.3 
 
The spectrum mask for UWB signals is illustrated in Fig. 1.5[7]. The mask indicates 
that the maximum average power spectral density should follow this limit by FCC Part 15 
regulation. 
 
Fig. 1.5 Mask of UWB outdoor radiation limits 
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Chapter 2. Principle of Super-regenerative Receiver 
2.1 History of super-regenerative receiver 
The super-regenerative receiver was invented by E. H. Armstrong in 1922. Owing to 
low cost and simpler architecture, this receiver was widely used in walkie-talkie communication. 
During wartime, the circuit was mass-produced as a pulse responder for radar identification of 
ships and aircraft [9]. Recently, super-regenerative receivers are used in remote control systems, 
short-range telemetry, and wireless security [10].  
The advantages of the super-regenerative receiver are low cost and low power 
consumption because it can achieve high gain with simple architecture. However, its use is 
limited by its frequency instability and poor selectivity [9-10].  
2.2 Basic theory 
1) Super-regenerative architecture for UWB pulse detection 
Two types of UWB receiver architectures are proposed, illustrated in Fig. 2.1 [11], 
are described as follows. 
a. Coherent architecture 
The pulse energy is recovered by a template waveform that is generated 
internally. It has better performance because the correlator acts as an analog 
pulse-matched filter and thus sub-nanosecond resolution can be achieved. 
However, the template generator consumes high power and create a good 
correlation template in the analog domain is a big challenge [11]. 
b. Non-coherent architecture 
For this technique the idea is to recover pulse energy by collecting the energy 
within the entire channel. As shown in Fig. 2.1 (b), the input signal is squared 
 10 
 
and integrated over the channel response in order to capture the desired energy, 
but gathering this energy inside the integrator over several tens of nanoseconds 
no longer provides timing information of the precise instant when the energy is 
collected. One way to recovery timing information is dividing the original 
integration time into N short time slots [11]. 
 
Fig. 2.1 (a) Coherent architecture (b) Non-coherent architecture 
2) Super-regenerative receiver model 
An example of the super-regenerative receiver is shown in Fig. 2.2 [9]. The core 
component of the receiver is an oscillator. The quench signal can be realized either 
as a time-varying voltage or a bias current. The time-varying gain controlled by the 
quench signal modulates the voltage-controlled oscillator (VCO) between its stable 
and unstable states. During the quench period, the oscillation starts up in the 
presence of the RF input carrier. The modulated signal from the output of the 
super-regenerative oscillator is retrieved by an envelope detector, which removes 
the quench component and recovers the modulating data. 
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Fig. 2.2 Block diagram of super-regenerative receiver 
A simplified model of a super-regenerative receiver is shown in Fig. 2.3 [10]. The 
resonant tank represents the LC-VCO with a time-varying negative 
conductance −G1(t), which is implemented by a cross-coupled transistor pair 
transistor whose conductance is  −
2
gm
 when it is fully biased. The tail current 
varies the negative conductance of active device with time, so the overall 
conductance (G0 − G1 t ), which compensates the loss of the tank, changes. If the 
RF input signal is a sinusoidal current it t = I sin(ωt), the transient behavior of 
this tank is given by [11]:  
C
dV0
dt
+  G0 − G1 V0 +
1
L
 V0 dt = I sin(ωt)                                                       (2.1) 
The solution for this differential equation, presented in [10], is given by: 
V0 t = e
−αt k1e
jωd t + k2e
−jωd t +
I sin (ωt) 
  G0−G1 2+(ωC−
1
ωL
)2
                                      (2.2) 
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where 
α =
 G0−G1 
2C
  
K1 =
V0 0 
2
+
αV0 0 
2jωd
+
1
2jωd
dV0 0 
dt
  
K2 =
V0 0 
2
−
αV0 0 
2jωd
−
1
2jωd
dV0 0 
dt
  
ωd =   
1
LC
 − [
 G0−G1 
2C
]2 =  (ω0
2 − α2)  
Equation (2.2) indicates two responses: The first term is the homogeneous 
response with free oscillation frequency ωd  and damping factor α. The second term 
is the forced response from the injection of the input signal. If  α is positive, the 
homogeneous response dies out because of the loss in the tank (i.e., the tank is 
stable). Therefore, the overcall conductance (G0 − G1 t ) has to be negative to 
provide sufficient energy for oscillation. Hence, the time-varying bias tail current 
controlled by quenched signal changes the sensitivity of the VCO.  
 
Fig. 2.3 Equivalent resonant circuit with input current source 
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The RF impulse detection in a super-regenerative receiver is shown in Fig. 2.4 [12]. 
It t  represents the time-varying bias current , from which the total conductance 
G(t) decreases to 0 when the bias current reach a critical value. The oscillation 
begins during the negative conductance period and dies out when the total 
conductance becomes positive again. Compared with the third and fourth 
waveforms in Fig. 2.4, the envelope voltage is higher when the RF input signal is 
present. The idea is that the core oscillator is forced to oscillate quickly by the RF 
input pulse. In this case a higher amplitude is reached in  Ven  t  if  Vrf t  is present, 
whereas the slower start-up oscillation, due only to the circuit noise, reaches a 
lower amplitude of  Ven  t  . 
 
Fig. 2.4 Waveform graph of super-regenerative receiver 
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Because of the sensitivity of the oscillation tank controlled by the quench signal, 
the RF input signal would be missing if it does not align with the quench signal. 
Fig. 2.5 [11] illustrates two scenarios between the RF and quench signals. 
 
Fig. 2.5 RF and quench signal (a) not synchronized (b) synchronized 
If the RF signal does not synchronize with the quench signal, the VCO does not 
oscillate and the envelope detector senses nothing. The output is the same as no RF 
input case. Thus, an input detecting circuitry is required to synchronize the RF 
input and quench signals and stay locked with the RF input. 
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Chapter 3. Receiver Architecture 
3.1 Overall architecture 
Based on the concepts described in Chapters 1 and 2, the super-regenerative technique 
is a good candidate to support high selectivity, high RF gain, and wide bandwidth operating 
while maintaining low cost and low power consumption for impulse radio UWB (IR-UWB) 
communication. The proposed block diagram of super-regenerative receiver is shown in Fig. 3.1 
[13]. 
 
Fig. 3.1 Waveform graph of super-regenerative receiver 
A low-noise amplifier (LNA) provides sufficient gain and proper impedance matching 
for injecting the RF signal to the oscillator. To prevent the oscillation signals from the super-
regenerative oscillator from radiating back to the LNA, the amplifier also provides isolation 
between the antenna and the oscillator. An LC-VCO controlled by a time-varying bias current 
(also called the quench signal) collects the input RF signal during the turn-on period. Therefore, 
the receiver samples the RF input periodically by the quench signal. The theory of quench-
controlled oscillation is discussed in Section 2.2. Then, the VCO output is rectified and filtered 
by the envelope detector to obtain voltage Venv . A baseband buffer is connected following the 
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envelope detector to create the digital output signal Venv , which also acts as a feedback input 
signals for the track and detection circuit. As discussed in Section 2.2, the quench signal should 
be aligned with the RF input to prevent signal loss. For this non-coherent architecture (lack of 
template generator), a track and detection circuit forms a feedback loop to synchronize the 
quench signal with the incoming RF by sensing the output signal of the baseband buffer. To have 
better selectivity and gain, a trapezoidal quench signal shape is adopted in this implementation 
[14].  
Owing to the architecture, the data carried by the RF input is modulated by on-off 
keying (OOK) amplitude modulation which can be retrieved by detecting the amplitude or the 
width of the RF pulse envelope [9]. This IR-UWB receiver is designed with a carrier frequency 
of 4.5GHz and a bit rate of 4 Mb/s in 0.18μm BiCMOS process. 
3.2 Feedforward circuitry 
The schematic circuitry of the super-regenerative receiver feedforward loop is 
illustrated in Fig. 3.2 and Fig 3.3 [13]. There are four major parts in the feedforward path and, all 
of which use a 1.5V supply voltage. Each part is described as follows: 
1) Single-ended low-noise amplifier (LNA) 
To have better isolation between the super-regenerative oscillator and the antenna, 
the single-ended LNA is realized as a cascode topology. The high output 
impedance results in less voltage variation at the source of cascode if the output-
node encounters large voltage swings [15]. The 50Ω impedance matching is 
achieved by biasing M1 properly and providing inductive degeneration realized 
with the bond wire. In addition, the off-chip gate inductance is used to resonate 
with parasitic capacitances Cgs1 and Cpad to have better matching [16]. A shunt-
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peaking inductor at the load is added to increase the bandwidth without 
introducing peaking in the frequency response [17]; it is designed to share the 
same resonant tank with oscillator in order to reduce the chip area. 
2) Super-regenerative oscillator (SRO) 
An asymmetric LC-VCO is designed to obtain a shorter start-up time of the 
oscillator. Therefore, a shorter quench time or lower average power dissipation can 
be achieved compared to conventional symmetric LC-VCO [18]. For the 
symmetric LC-VCO, the nominal  
W
L
 of the cross-coupled transistor pair is  
108 μm
0.18 μm
  
and capacitors are 650fF. The asymmetric LC-VCO is realized using a 15% 
mismatch in the cross-coupled pairs and 10% mismatch in the capacitors [19]. The 
circuit is shown in Fig. 3.2 and the quench signal duration is designed to be 25ns. 
The oscillator circuitry is tuned to 4.5GHz.  
Because of the extremely short duration of the quench signal, the oscillator should 
be designed to have substantial output amplitude in the presence of the RF input. 
To minimize the transient noise, as well as to amplify the input signals, especially 
for this wideband communication, a proper biasing of the oscillator tail current and 
asymmetric LC-VCO architecture is necessary. 
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Fig 3.2 Schematic of LNA and VCO in feedforward path 
3) Envelope detector 
To detect the oscillation output amplitude, a differential pair (M6 and M7) is 
connected to the oscillator output. Its source-coupled node Venv + acts as a lowpass 
filter that blocks high frequencies due to the parasitic capacitance at this node. The 
reference signal ( Venv −) is realized by taking the non-inverting source-coupled 
voltage of a replica circuit (M8 and M9) whose gates are connected to the supply 
voltage. It can be observed that the differential signal ( Venv + −  Venv −) is zero if 
no oscillation output presents and it becomes positive if oscillation occurs [19]. 
In order to maximize the gain of the envelope detector, both the peak detector and 
the replica circuits operate in the sub-threshold region [20]. The envelope signals 
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connect to the input of PMOS transistors for baseband amplification as shown in 
Fig. 3.3. 
4) Baseband amplifier 
A PMOS input single-ended operational transconductance amplifier (OTA) 
amplifies the differential envelope signal to the baseband. Since the baseband 
signal is the input of the decision logic circuit (the track and detection circuitry 
presented in Section3.3), the amplifier should provide enough gain to raise the 
signal to the logic high level. In the case, the differential envelope voltage peak is 
55 mV. The baseband amplifier is designed to provide 19dB voltage gain to 
exceed the threshold of detection logic circuitry when input signal presents. 
 
Fig. 3.3 Schematic of envelope detector and baseband buffer in feedforward path 
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3.3 Feedback circuitry 
To synchronize the quench signal with the input RF signal, a track and detection 
circuit connects the output of baseband signal and creates a feedback loop with the IR-UWB 
receiver. The block diagram of the feedback circuitry is shown in Fig. 3.4 [13].  If no input signal 
is present at the baseband, the circuit remains in the tracking mode and the quench sampling 
period is incremented by a counter. Once the input RF is detected, the circuit switches into the 
detection mode and the retiming and pulse shaping circuit produce the synchronized quench 
signal. Under this condition, the quench signal locks at a specific time slot until the reset signal is 
manually invoked. 1.0V supply voltage is used and details of each block are described as follows: 
 
Fig. 3.4 Block diagram of feedback circuitry 
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1) Delay-locked loop (DLL) 
As described in Section 2.2, the non-coherent super-regenerative receiver divides 
the integration time into N time slots for recovering timing information. This is 
realized by using a delay-locked loop with a 4MHz reference clock (CKref) 
because the receiver is designed for 4 Mbp/s data rate. The DLL block diagram is 
shown in Fig. 3.5. 
 
Fig. 3.5 Block diagram of delay-lock loop 
The 10 current-starved variable delay cells generate 10 clock phases (CK1-CK10), 
which are controlled by the voltage from the preceding circuit. For a 4MHz 
reference clock input, each adjacent clock has 25ns spacing. The schematic of the 
variable delay cell is illustrated in Fig. 3.6. In order to widen the tuning range, 
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auxiliary transistors M7 and M8 provide an additional current path for the rail-to-
rail operation [19].  
 
Fig. 3.6 Schematic of variable delay cell with auxiliary transistors 
To reduce the power consumption and chip area, true single-phase clock (TSPC) is 
used throughout the feedback circuit. With fewer transistors and faster transitions 
in the single path, the TSPC technique leads to lower phase noise in circuits [21]. 
Compared with traditional clocked CMOS (C
2
MOS), TSPC only needs single-
phase clocking, which avoids the need for overlapping clock signals. The TSPC D 
flip-flop is illustrated in Fig. 3.7. 
 23 
 
 
Fig. 3.7 Schematic of TSPC D flip-flop 
2) Pulse generator 
The first 5 clock phases (CK1-CK5), generated by the preceding circuit, are fed 
into exclusive-OR (XOR) gate to generate the five pulses for tracking the input RF 
position. Each pulse width is 25ns with a repetition rate of 8MHz, as illustrated in 
Fig. 3.8. The waveform figure also implies that only five XOR gates are needed 
for pulse generation. These pulses are applied to the following circuitry for 
selecting one of five pulses (P1-P5) as the quench signal.  
 24 
 
 
Fig. 3.8 Pulse generation waveform 
3) Selection circuitry 
A transmission gate is realized as the selection circuit for choosing one of the five 
pulses. As depicted in Fig. 3.9, six transmission gates controlled by a 3-bit counter 
circuitry allow only one pulse to propagate at the output. 
 
Fig. 3.9 Schematic of selecting circuit 
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4) Counter circuitry 
Three D flip-flops are connected in tandem as shown in Fig. 3.10. The 
complemented output of the last flip-flop is connected to the input of the first flip-
flop. The truth table of this topology is shown in Table 3.1, which indicates that 
the 3 D flip-flops create 6 states, which is sufficient to control the selection circuit. 
 
Fig. 3.10 3-bit Johnson counter 
 Table 3.1 Truth table of 3-bit Johnson counter 
State Q1 Q2 Q3 
0 0 0 0 
1 1 0 0 
2 1 1 0 
3 1 1 1 
4 0 1 1 
5 0 0 1 
To create switch signals for controlling the selecting circuit, six 3-input CMOS 
NAND gates (dedicated for six states) are employed for realization. The schematic 
of this NAND gate is illustrated in Fig. 3.11. An additional inverter is placed at the 
output to have a non-inverting controlled voltage for switching. The input 
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combination of the six NAND gates are listed in Table 3.2. Based on Table 3.2, the 
switch signals associated with each state are listed in Table 3.3. For consistency, 
the Vswitch  value follows the same notation as Fig. 3.9. Thus, within each 250 ns 
period, only one out of the five pulses can be chosen as the tracking quench signal. 
The quench signals remain in the tracking mode until one quench signal 
synchronizes with the input RF and the circuit changes into detection mode. 
 
Fig. 3.11 Schematic of CMOS NAND gate 
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Table 3.2 Input combinations of six NAND gates 
 A B C 
NAND1 𝑄1    𝑄2    𝑄3    
NAND2 𝑄1 𝑄2    𝑄3    
NAND3 𝑄1 𝑄2 𝑄3    
NAND4 𝑄1 𝑄2 𝑄3 
NAND5 𝑄1    𝑄2 𝑄3 
NAND6 𝑄1    𝑄2    𝑄3 
 
Table 3.3 Counter states associate with switch voltages  
State Q1 Q2 Q3 Vswitch Vquench 
0 0 0 0 V1 P1 
1 1 0 0 V2 P2 
2 1 1 0 V3 P3 
3 1 1 1 V4 P4 
4 0 1 1 V5 P5 
5 0 0 1 V6 Gnd 
 
5) Retiming and Shaping circuitry 
Once the RF input is detected (i.e., when incoming signal is present at the 
baseband output), the decision circuit changes into detection mode. Under this 
condition, the quench signal is determined by retiming and shaping circuitry. First, 
the circuit selects the appropriate clock signal that is generated by one of the delay 
cells. Then, the chosen clock signal is shaped by logic circuits to obtain a 25ns 
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pulse width. Meanwhile, the circuit deactivates the counter to save power 
consumption. The block diagram is shown in Fig. 3.12 [19]. 
 
Fig. 3.12 Block diagram of retiming and shaping circuitry 
When the input signal goes high, one of the half clock cycles is decided by two D 
flip-flops. Therefore, only five clock phases are chosen in the 10:5 selector. In the 
meantime, the switch signal of the 5:1 selector is determined by five D flip-flops 
for selecting the suitable clock among five chosen clocks. Then, the combinational 
logic elements shape the signal with 25ns pulse width. Owing to the presence 
of  Vdet , the D flip-flop in Fig. 3.4 sets the output quench signal in detection mode. 
Eventually, the quench signals synchronize the input RF signals and lock at the 
specific time slot. 
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Chapter 4. Simulation and Measurement 
4.1 Simulation result 
1) Feedforward circuitry 
a. Asymmetric LC-VCO 
As mentioned in Section 3.2, the oscillator is designed with asymmetry to 
enhance its startup behavior. It can be observed that capacitor and 
W
L
 mismatch 
effectively correspond to a larger forcing function amplitude, which results in a 
faster start-up time [18-19]. The comparison with symmetric and asymmetric 
LC-VCO output waveform are illustrated in Fig. 4.1 and Fig. 4.2. The 
waveforms exhibit faster start-up time for the asymmetric version of the LC-
VCO. Asymmetric is achieved with 15% mismatch in the cross-coupled pairs 
and 10% mismatch in the capacitors.  
 
Fig. 4.1 Single output of symmetric and asymmetric VCO (1.5V DC bias) 
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Fig. 4.2 Differential single output of symmetric and asymmetric VCO 
b. VCO with quench control 
Based on the super-regenerative principle, the oscillator should be controlled 
by a time-varying quench signal. In other words, the VCO should oscillate if 
the input RF is present at the time of the quench signal, while it should barely 
oscillate otherwise.  Applying input RF with OOK modulation, the oscillator 
output is illustrated in Fig. 4.3. Wideband transient noise (1-10GHz) is applied 
for the simulation. It can be observed in Fig. 4.3 that the oscillator turns on at 
every quench period and only a small amplitude oscillation occurs when no RF 
input is present. However, a considerable high peak at the VCO output is 
shown in Fig. 4.3 if the RF input is present, which can be distinguished by the 
envelope detector. 
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Fig. 4.3 Super-regenerative oscillator waveform  
c. Envelope detector 
The envelope information is retrieved by the differential pair that rectifies and 
extracts low-frequency information at the source-coupled node. The lowpass 
filtering is illustrated in Fig. 4.4 and the differential output of the envelope 
detector is shown in Fig. 4.5. The peak is 40mV lower if input RF is not 
present. 
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Fig. 4.4 Envelop extracting at common source node 
 
Fig. 4.5 Differential output signals of envelope detector 
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d. Baseband amplifier 
The baseband amplifies the envelope into substantial voltage and drives next 
few buffers to have logic high level (1V) for the digital tracking/detection 
circuit. The simulation results are shown in Fig. 4.6 and Fig. 4.7. 
 
Fig. 4.6 Baseband amplifier output 
 
Fig. 4.7 Output signal after baseband buffer 
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2) Feedback circuitry 
a. Circuit in tracking mode 
At the moment when the receiver start to activate, the quench signal does not 
synchronize with input RF. Thus, as mentioned in Section 3.3, one out of five 
pulses is chosen by the counter for sampling the input RF and realizes the 
quench signals. This is illustrated in Fig. 4.8.  
 
Fig. 4.8 Quench signal waveform during tracking mode 
In the absence of baseband output (Vdet ), the retiming and shaping block is 
deactivated. Only tracking circuitry creates sampling quench signals to the 
feedback output. Therefore, before the RF input coincides with the quench 
signal, the receiver remains in tracking mode. This phenomenon is illustrated 
in Fig. 4.9. 
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Fig. 4.9 Tracking mode and detection mode quench waveform before synchronizing 
b. Circuit in detection mode 
The retiming and shaping circuit is activated once the output baseband signal is 
present. In other words, at the time when the input RF signals coincide with 
quench signals, the feedback circuit senses the exact time slot of the RF input 
signals and shapes the synchronized quench signals. In the meantime, the 
switching circuit chooses the detection mode quench signals (synchronized 
quench signals) to control the tail current of oscillator and the super-
regenerative behavior is achieved. Thus, the circuit is locked at the specific 
time slot which is the same time frame as input RF signals. The result is 
illustrated in Fig. 4.10. 
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Fig. 4.10 Waveform of quench signal adjustment by feedback circuit 
3) Overall circuit simulation 
a. Overall system waveform 
To conclude the overall super-regenerative receiver, the synchronization 
operation is illustrated by the simulation waveforms in Fig. 4.11. The 
frequency of quench signals is 8MHz before synchronization and the data rate 
is 4Mbp/s. 
 
Fig. 4.11 Overall waveform of super-regenerative receiver 
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b. Energy consumption 
Two supply voltages are used in this design. A 1.5V supply voltage is 
employed in the feedforward circuitry, while a 1V supply voltage is adopted in 
the feedback circuitry. Because the LNA and VCO dissipate the most power, 
their instantaneous current waveforms should be analyzed carefully, as 
illustrated in Fig. 4.12. 
 
Fig. 4.12 Instantaneous current of LNA and VCO 
According to Fig. 4.12, an always ON current with a magnitude of 1.86 mA is 
conducted by the LC tank. The difference between the peak value and constant 
current is contributed by VCO. As a result, owing to the quench switching, 
VCO, envelope detector and baseband amplifier exhibit only 10% duty cycle. 
In contrast, the feedback circuitry (tracking and detection circuit) is always ON. 
Table 4.1 lists the average power dissipated by each circuit block. 
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Table 4.1 Power dissipation of super-regenerative receiver 
Circuit Block Average Power 
LNA 2.79 mW 
VCO (10% duty cycle) 340 μW 
Envelope Detector (10% duty cycle) 39.3 μW 
Baseband Amplifier 4.21 μW 
Detect/Track (always ON) 560 μW 
Total Power 6.799 mW 
Total Average Power 3.733 mW 
Energy Consumption 0.933 nJ/bit 
 
4.2 Measurement 
A similar design has been implemented in Tower Jazz 0.18μm BiCMOS 
technology. The die size is 900μm x 1400μm with an on-chip inductor [13] and is shown in Fig. 
4.13 and Fig. 4.14 [19]. 
 
Fig. 4.13 Picture of die 
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Fig. 4.14 Chip mounted PCB 
The validation test setup is shown in Fig. 4.15 [19]. A passive mixer (Anzac MD-
525-4.) mix 4.5GHz sine wave and pulse signal (with bandwidth of 500MHz) whose signals are 
generated by HP 8665B signal generator. The attenuator simulates the transmission loss and 
passes to the chip. The measured RF signal and baseband signal are monitored by Agilent 
Infiniium DSA91204A Digital Signal Analyzer. The frequency of VCO is measured by Rohde & 
Schwarz FSW Signal & Spectrum Analyzer [19]. 
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Fig. 4.15 Setup tooling for chip validation 
With an average input power of -80 dBm (peak power of -63 dBm with 2% duty 
cycle) fed into the LNA input, the output peak-to-peak voltage at the internal VCO output in the 
presence of an incoming RF pulse is 400 mV single-ended peak-to-peak. For measuring the 
VCO output, the signal is applied to an output buffer with a 50Ω termination. The time domain 
measurement result shows in Fig. 4.16 [19] and the frequency of oscillator is illustrated in Fig. 
4.17 [19]. 
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Fig. 4.16 VCO (yellow) and baseband output (green) 
 
Fig. 4.17 Output spectrum of oscillator 
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The measured performance of receiver is shown in Table 4.2 [19]. The total power 
consumption is close to the simulation result. 
Table 4.2 Receiver performance 
Supply voltage 1.5 V( RF front-end), 1.0V 
Modulation OOK 
Duty Cycle 10% 
Date Rate 4 Mbp/s 
Die Area (include pad) 900μm x 1400μm 
Center Frequency 4.5 GHz 
LNA 2.2 mA 
VCO 1.8 mA 
Env. Detector & Baseband Amp. 0.15 mA 
Track and Detection Circuit 0.58 mA 
Total Power Consumption 6.8 mW 
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Chapter 5. Comparison and Conclusion 
5.1 Comparison 
The comparison of other published work related IR-UWB receivers is shown in 
Table 5.1. 
Table 5.1 Receiver performance comparison 
 Date Rate Power Carrier Frequency Avg. Power System 
Zheng et al[26] 15.6Mbps 102mW 3.1 to 9.5GHz 6.51nJ/bit Coherent IR- UWB 
Yan et al[24] 100Mbps 99mW 6.5GHz  Coherent IR- UWB 
Chen et al[28] 500kbps 2.8mW 2.4GHz 5.6nJ/bit Narrowband SRR 
Vouilloz et al[29] 20kbps 13.mW  65nJ/bit Narrowband SRR 
Ayers et al[23] 2Mbps 215μW 2.4GHz 0.18nJ/bit  
Lee et al[22] 100kbps 35.8mW 3-5GHz 2.5nJ/bit Non-coherent IR-UWB 
Saúl et al[25] 10Mbps 31mW 100MHz  Non-coherent IR-UWB 
Prakash et al[12] 10Mbps 10.8mW 3.494GHz, 
3.993GHz 
0.24nJ/bit Non-coherent IR-UWB 
Daly et al[27] 16Mbps 22.5mW 3 to 5 GHz 1.4nJ/bit Non-coherent IR-UWB 
Rezaei et al[30] 4Mbps 320μW 902-928MHz 320pJ/bit Non-coherent IR-UWB 
This work 4Mbps 6.8mW 4.5GHz 0.9nJ/bit Non-coherent IR-UWB 
 
Among those non-coherent IR-UWB receivers in Table 5.1, several unique 
features of this work are described as following. In [22], [25], [27], the non-coherent receiver 
employs a mixer to realize the incoming signal without LC tank. A digital phase-locked loop 
(DPLL) is used for tuning the oscillator [12]. The unlicensed band is used in [30] and the quench 
signal is realized as a sawtooth waveform. 
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5.2 Conclusion 
In this study, a super-regenerative receiver with asymmetric LC-VCO is employed 
for IR-UWB communication. Low power consumption is achieved by employing a 10% duty 
cycle for the oscillator, envelope detector, and baseband amplifier. A track and detection circuit 
senses the baseband output and creates an accurate internal quench signal, which does not 
require a reference clock and therefore dissipates lower power. The receiver operates with on-off 
keying (OOK) modulation. 
 
An impulse signal with carrier frequency at 4.5GHz and -63dBm input power is 
used for the simulation. A fast start-up asymmetric LC-VCO is implemented and the internal 
quench signals eventually lock with the input RF signals. The energy consumption is 6.8mW 
(total) , which corresponds to an average energy per bit of 0.9nJ/bit. Compared to other 
published circuits, the complexity is lower using this architecture. 
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