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ABSTRACT
Mobile devices have been a promising platform for musical
performance thanks to the various sensors readily available
on board. In particular, mobile cameras can provide rich
input as they can capture a wide variety of user gestures
or environment dynamics. However, this raw camera input
only provides continuous parameters and requires expensive
computation. In this paper, we propose combining camera
based motion/gesture input with the touch input, in order
to filter movement information both temporally and spa-
tially, thus increasing expressiveness while reducing compu-
tation time. We present a design space which demonstrates
the diversity of interactions that our technique enables. We
also report the results of a user study in which we observe
how musicians appropriate the interaction space with an
example instrument.
Author Keywords
Mobile instruments, Optical flow, touchscreen
CCS Concepts
•Applied computing→ Sound and music computing;
•Computing methodologies → Motion capture;
1. INTRODUCTION
Many sensing capabilities of mobile devices have been ex-
plored for musical interaction [3]. Most of the mobile de-
vices today includes various sensors such as a microphone,
motion sensors, a touch screen, and multiple cameras. Hence,
numerous musical interaction devices were designed around
smartphones and tablets [5] [2] [17], in particular using
the discrete and continuous input capabilities of the touch-
screen. Among these sensors however, the use of built-in
camera of mobile devices has been little explored. The sim-
plest approach is to use the camera as a tone-hole. Ananya
et al. [2] use the average gray-scale value of the camera
input image to detect if the lens is covered. Covering or
uncovering of the lens modifies the pitch of the sound simi-
larly to a tone-hole. Keefe and Essl [9] used low-level visual
features of the input image such as the edginess to create
mobile music performances with visual contributions. Cam-
era image has also been used to track visual reference points
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to gather position and motion information that are mapped
to MIDI controls [15] [14].
However, to our knowledge, built-in cameras of mobile
devices have not been used for sonification of moving el-
ements in the camera image. Controlling sound through
movement has always been of interest and can be traced
back to Kurenniemi’s DIMI-O [12] and Rokeby’s Very Ner-
vous System [1]. More recent examples such as [13][7][8] [4]
use difference between images and optical flow to represent
the moving parts of the image, but the methods have been
either too simple to extract rich information or too heavy
to be run on mobile devices. The details of optical flow
methods will be further discussed in section 2.2.
In this paper, we propose combining visual movement de-
tection with the touchscreen of mobile devices in order to
reduce the computation time and to open expressive op-
portunities. We analyze these possibilities using a design
space. We also study how users appropriate the instrument
for two different movement sources: the user’s gestures and
the environment.
2. THE PHONE WITH THE FLOW
In this section, we first present the main approach behind
our system. It is currently implemented as an Android App
(www.caganarslan.info/pwf.html). Optical flow features,
extracted as described in the next section, are then mapped
to sound synthesis parameters. The synthesis can be done
either directly on the mobile device, with restrictions on the
complexity of the synthesis due to limited computing capa-
bilities of the mobile device, or the features can be sent to
external musical software via OpenSoundControl messages.
We also describe a design space of the interaction and
mappings opportunities afforded by our system.
2.1 From the Scene to the Touchscreen
Our system relies on real-time spatial and temporal filtering
of rich motion information provided by the built-in cameras
of mobile devices. Fig. 1 depicts an example scenario of use
of The Phone with the Flow.
Movement-rich Environment: The physical scene cap-
tured by the built-in camera offers a large range of move-
ments, with various periodicity, directions and sources. The
sources can be artificial (displays, mechanisms), natural
(weather, animals, plants), or originate from people (user’s
body, other musicians, spectators, by-standers).
Choosing the Interaction Space Mobile cameras have
a limited field of view but their portability enables explo-
ration of the surroundings by a point-and-shoot approach.
Unlike fixed installations, the mobile camera’s field of view
can be changed without effort by simply changing its posi-
tion and orientation. When the camera aims at a part of
the movement-rich environment, objects in the field of view
are captured, providing the user with a visual feedback of
(a) A person, a computer screen, a
fan, objects passing by the window are
movement sources.
(b) The user chooses a movement
source
(c) The user selects a region on the
screen
Figure 1: From scene to the the touchscreen.
their movement sources. The user is then free to interact
in the combined interaction volume [11] of the camera and
the touchscreen.
Filtering the Movements Once the movement sources
are displayed on the touchscreen, the user focuses on a re-
gion of interest by touching it. The touch selects a region
of the image to be analyzed further for detailed movement
information. The user can change the position of the region
by dragging their finger on the screen, alter its size, com-
bine multiple regions and switch between them. The touch
input thus enables filtering of the movements.
2.2 Optical Flow
Optical flow is the distribution of apparent velocities of
moving brightness patterns in an image [6]. The movement
indicates a motion resulting from the relation between cap-
tured objects and the viewer. The motion at a point can
be represented with ∆x and ∆y, the horizontal and the
vertical displacement respectively. Therefore displacement
vector can be expressed as v(∆x,∆y), but also in polar
coordinates v(r,Θ) to represent the amplitude and the di-
rection of the movement for a pixel. Fig. 2 shows a color
coded representation of the optical flow.
Figure 2: Color representation of the optical flow. (Top)
Color space: hue indicates direction, saturation indicates
amplitude. (Bottom) Grasp gesture, estimated flow, filtered
flow
Optical flow has been used in various musical interfaces
in the past. ParticleTecture [7] uses Horn-Schunck’s opti-
cal flow method to determine the apparent movement in
the image. The flow output is interpreted as a Game of
Life, where living cells correspond to pixels in motion. The
cells are tied to sonic grains that emit sound when activated.
However, the only direction information they use is the hor-
izontal component, which is used to trigger grains into pro-
liferation or stasis. Thus, while their work uses optical flow
for granular synthesis, they did not fully take advantage
directional richness of flow properties. In Sonified Motion
Fields[13] Pelletier uses FAST corner detector [16] to ex-
tract feature points and estimates the optical flow by using
a pyramidal Lucas-Kanade method[18] to track the sparsely
identified points. He also discusses the potential mappings
of the flow field to sound parameters. However he concludes
that the flow fields’ temporal resolution is poor and the fea-
ture detection is not robust. CaMuS2[14] estimates the
optical flow from a camera phone. A 176x144 pixels image
is divided into 22x18 blocks and cross-correlations between
successive pairs of block images are calculated to obtain
the optical flow. Because only 4 points are sampled in each
block, the algorithm performs quickly. The simplicity of the
method allows obtaining the global translation and rotation
at 15fps, but the system is unable to provide rich motion
information from the moving objects in the image.
In recent years, there have been advances both in smart-
phone hardware (improved cameras, CPU and GPU) and
optical flow algorithms, which open up new possibilities for
movement detection in real-time.
In 2016, Kroeger et al. [10] introduced DIS-Flow, an op-
tical flow estimation method that is one order of magnitude
faster than others and produces roughly similar flow quality.
Their objective is to trade-off a less accurate flow estima-
tion for large decreases in run-time for time critical tasks.
This method provides a dense flow output, in which ev-
ery pixel is associated to a displacement vector v(∆x,∆y).
This advancement enables us to envision the creation of an
innovative design space that allows richer interaction and
sonification methods.
Optical flow computation is noisy and presents important
motion discontinuities as it measures the displacement in
the 2D image plane of the real 3D world. Filtering out
noise and focusing on the coherent motion information is
the key to successful optical flow interaction. Our approach
to extracting features from raw flow data is as follows. First
of all, for every region of interest, the pixels that have a
smaller displacement value than a threshold are discarded
to eliminate the noise (2). We identified key information to
gather from the optical flow output. We collect three global
values: the amount of moving pixels, the average direction
and the average magnitude. The amount of moving pixels
corresponds to the ratio of the number of remaining pixels
to the image area. The average direction and magnitude
are the direction and amplitude of average displacement of
the moving pixels. In order to obtain the distribution of
the movement within the region of interest, we construct a
normalized 8-bin histogram of directions. Adding the three
global values to the histogram information, a feature vector
of eleven elements is obtained for various mappings.
2.3 Design Space
We present a four dimensional design space to explore the
musical expression possibilities presented by Phone with the
Flow. The dimensions can be combined to provide a large
set of interaction techniques.
2.3.1 Movement Source
A smartphone camera enables the user to freely change the
subject of the motion. We distinguish two values for this
dimension:
Figure 3: Movement sources. (Left) Self-motion, (Right)
World-motion.
Self-motion: The holder of the camera is also the cre-
ator of the movements. The user can use its body parts
to perform dynamic gestures. In the case where the user
holds the camera with one hand, the other hand is free to
create optical flow. The fingers permit creating movement
in multiple directions simultaneously. Feet, legs, head and
even the torso may also be the source of the movement. It
is also possible to perform gestures by moving the device,
as its relative motion with respect to the environment also
creates an optical flow.
World-motion: The camera aims at an external source
of motion. These sources can act intentionally to create
controlled movements, such as a dancer, or be unaware of
how they contribute to the process, such as spectators and
other musicians on the stage. Objects that are continuously
in motion may also be used to create sound, for instance,
a busy highway, a waterfall, an assembly line and so on.
Additionally, visual sources such as projections and displays
may serve as sources. In a rich environment where there are
multiple sources, the mobility of the device allows transition
between them.
2.3.2 Camera Movement
This dimension is about how we adapt camera movement
to complement the movement search.
Fixed: The camera is held at a fixed position. All of the
optical flow is created by the moving objects in the static
field of view.
Independent: The camera moves independently from
the content of the environment. The optical flow is created
by the motion of the camera with respect to the environ-
ment. Horizontal and vertical movements of the camera
produce an output similar to that of an accelerometer, but
the movement in the depth results in an optical flow in ev-
ery direction as it produces a zoom-in-zoom-out effect. It
can also be rotated around three axis.
Adaptive: The camera can track a moving object to
strip it from either its translation or rotation. Or, if the ob-
ject in motion is not rigid, its deformation can be stripped
by adapting the camera movement to its trajectory. How-
ever, if the object does not fill the camera’s field of view, the
independent motion mentioned above distorts the optical
flow. Hence, adaptive movement requires precise control.
2.3.3 Touch
The touchscreen offers valuable possibilities for filtering the
image to discard the movements that are not desirable for
the performer. The touch dimension has three values.
None: The touchscreen is not used along with the cam-
era. All the movements in the camera image are processed
continuously. This is ideal in controlled environments where
no intervention is required.
Activation: The touchscreen is used for temporal-only
selection of movement. All movements captured in the cam-
era image are therefore processed, but only while there is
a finger touching the screen. This allows for discrete acti-
vation/deactivation of otherwise mostly continuous changes
in the captured movements.
Isolation: Fingers are used to select a region of the cam-
era image to focus on a movement source and discard the
rest of the movements in the view. When there is no con-
tact between the finger and the screen, nothing is processed.
This enables both spatial and temporal filtering, making the
system more robust to noise. Another advantage of isola-
tion is decreasing the number of pixels to process in order
to lower the latency. Multiple regions may be activated at
the same time.
2.3.4 Mapping
The mapping dimension describes the mappings between
the finger position on the screen and sound parameters.
Independent from spatial position: Sound parame-
ters are influenced only by the optical flow. Regions that en-
counter the same movement sound the same independently
from their position.
Linked to spatial position: X and Y axes of the touch-
screen are mapped to the sound parameters. The position
of the finger determines the values along these axes. Con-
sequently, the same movement results in different sounds in
different regions of the camera image.
3. EVALUATION
We evaluate what techniques are used by musicians when
exploring the instrument. The goal of the evaluation is to
determine how the users utilize the interaction space created
by the combination of the camera and the touch screen.
10 participants (2 left-handed) volunteered to take part in
the experiment. Their ages varied between 23-52 (mean 35,
sd 9). All participants were involved in musical activities
and were regular users of smartphones. The experiment was
conducted on a 5.8” Galaxy Edge S8 smartphone running
Android. The built-in camera provided images of 320x240
pixels at 30 fps. The feature vectors were sent via OSC
messages to a standard PC running our Pure Data patches.
3.1 Protocol
We presented a mobile instrument which demonstrated our
design space to the participants. In this instrument, the
sound is produced by granular synthesis with 3 voices (one
per finger). The mapping is linked to spatial position such
that the horizontal and vertical touch position on the screen
respectively changes the initial position in a sample and the
initial frequency of the grains. While the finger is touching,
the grains that make up each voice then move around the
sound (in position and frequency, as if browsing a spectro-
gram) according to the optical flow. The flow histogram
gives the amplitude of displacement in 8 directions for the
grains. The average flow amplitude changes the duration
of the grains and the amount of moving pixels controls the
volume. Participants were also able to change the size of
the region that is activated by a touch.
The experiment was conducted in two stages. In the first,
the participants were provided with a display that could
generate animations and a small fan as world movement
sources. In the second they were instructed to use their
bodies to create movement. For each stage they were given
5-10 minutes to explore and to prepare a 5 minute perfor-
mance. During the performance, all parameter variations













Figure 4: Computation time of the features vs region size
Questions Mean SD
I made a lot of physical effort 2.65 1.05
I needed to concentrate 5.25 0.60




I was able to create a
wide variety of sounds
4.35 1.18
I found my own techniques to play 4.9 1.14
Table 1: Likert Scale results
were logged in the Pure Data patch. The sound samples
were altered between the steps. Both the order of steps and
the samples were counterbalanced across participants. Af-
ter the open exploration and the performances, participants
responded to 7-point Likert-scale statements for which the
results can be seen in table 1.
3.2 Results and Discussion
Without any instruction, all of the participants used their
dominant hand to hold the smartphone and to use the touch
input. They stated that orienting the smartphone and using
the touchscreen at the same time was a difficult task for the
non-dominant hand.
We measured the frequency of simultaneous fingers used
on the screen. While performing hand gestures in the self-
motion condition, the participants mostly used only one fin-
ger (55% 1 finger, 32% 2 fingers, 13% 3 fingers) to isolate
the regions. However, when participants moved the cam-
era with two hands, they were able to use multiple fingers.
In the world-motion, they often used both thumbs (42% 1
finger, 48% 2 fingers, 10% 3 fingers).
Figure 4 shows the average time it takes to calculate op-
tical flow and to produce the feature vector for regions of
different size. We calculated the average region size used by
the participants to be 16800 (140x120) pixels. This shows
that using image regions instead of the entire image (76800
pixels) significantly decreases the computational time from
23ms to 5ms.
70% of the participants preferred using world objects in-
stead of gestures. While the participants who preferred
world objects argued that the instrument required concen-
tration when performing hand gestures and using the touch
input at the same time. The opponents all stated that ges-
tural interaction allowed a finer control on the created move-
ment.
4. CONCLUSIONS
In this paper, we presented The Phone With the Flow, a
novel approach to sonify visual movements by combining
the touchscreen and the built-in cameras of mobile devices.
In this context, the touchscreen proves to be a valuable
tool to filter the visual input temporally and spatially. We
also discussed the different interaction techniques enabled
by our design space. An interesting future work would be to
combine the use of optical flow, i.e. motion features, with
the other features in the images captured by the built-in
camera, bringing objects textures, colors and shapes to the
sonification process.
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