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INTRODUCTION
The main goal of this paper is to lay the foundation for studying the
representations of (restricted) Lie colour algebras. In particular, properties
of representations are related to the structure of the underlying Lie colour
algebra as well as to properties of the corresponding (restricted) universal
enveloping algebra.
Since there are not too many results in the literature, the paper starts
more or less from the beginning but does not always give all the details if
they would lead too far astray. We also concentrate on questions related to
complete sets and tensor products. It should be mentioned that the
development of the arguments quite often is motivated by the ungraded
case but that also several new features show up.
In the first section several results on the Jacobson colour ideal are
proved which are well-known in the ungraded case but for which we could
not find an appropriate reference. Moreover, a colour version of a result of
Steinberg is established which shows the significance of complete sets of
modules. Here it is not necessary that the grading is commutative. It
should be remarked that in general we have tried to adapt the assumption
on the grading to the investigated topic.
In the second section we provide some abstract results which show how
families of graded modules closed under colour tensor products can be
used in order to produce colour ideals invariant under the colour comulti-
plication. In particular, the Jacobson colour ideal of a graded-artinian
colour b-algebra is invariant under the colour comultiplication if and only
if the graded-semisimple modules are closed under colour tensor products.
The remaining sections form the main part of the paper. In the third and
the fifth section we develop some elementary results on the structure and
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representation theory of Lie colour algebras or restricted Lie colour
algebras, respectively. Both sections are followed by a first study of com-
plete sets. In particular, a theorem of Burnside is generalized to restricted
Lie colour algebras, and some applications to the blocks of supersolvable
restricted Lie colour algebras are given. The latter results are only proved
for commutative fields of characteristic p>3 but this seems to be only due
to the fact that we use [1, Theorem 3.2.11(1)].
Finally, in the last section some of the methods are applied to charac-
terize p-reductive restricted Lie colour algebras in several ways as well as
to characterize finite-dimensional restricted Lie colour algebras whose
semisimple restricted modules are closed under tensor products.
1. COLOUR ALGEBRAS
In this section let R be a commutative ring with unit element 1R and let
1 be a group with unit element 1 :=11 .
A colour algebra is just a 1-graded associative R-algebra (which is not
assumed to have a unit element). A morphism f: A  B of R-algebras is a
morphism of colour algebras if f is homogeneous of degree 1 and a colour
ideal is a 1-graded two-sided ideal.
Let M be a 1-graded R-module. Then
EndR(M)# :=[ f # EndR(M) | f (M+)M+#]
is the R-submodule of homogeneous R-linear maps of degree # # 1 of
EndR(M) and
EndR(M)1 := 
# # 1
EndR(M)#
is a colour algebra, but does not necessarily coincide with EndR(M) (see
[18]). It immediately follows from the definition of EndR(M)# that the sum
is direct. Note that M is a 1-graded (left) A-module if and only if there
exists a morphism \: A  EndR(M)1 of colour algebras.
A (non-zero) 1-graded A-module S is graded-simple if S has no non-tri-
vial 1-graded A-submodule (cf. [18, p. 52]). Let Irr1 (A) denote the set of
all (isomorphism classes of) graded-simple A-modules. Then
Jac1 (A) := ,
S # Irr1 (A)
AnnA(S)
is called the Jacobson colour radical of A. It is clear from the definition that
Jac1 (A) is a colour ideal of A. A 1-graded A-module M is graded-semisimple
96 JO RG FELDVOSS
if M is a direct sum of graded-simple A-submodules (cf. [18, p. 52]). A
colour algebra is called (left) graded-artinian if it satisfies the descending
chain condition for 1-graded left ideals (cf. [18, p. 86]).
Theorem 1.1. Let A be a graded-artinian colour algebra. If Jac1 (A)=0,
then every 1-graded A-module is graded-semisimple.
Proof. Let L denote the class of all maximal 1-graded left ideals of A.
Since AnnA(S) is the intersection of the annihilators of its homogeneous
elements, we have
,
L # L
LJac1 (A)=0.
Consider the set Dfin of all finite intersections of elements in L. Obviously,
Dfin is non-empty. Since intersections of 1-graded left ideals are again
1-graded and A is graded-artinian, Dfin has a minimal element
L1 & } } } & Lm . Suppose that L1 & } } } & Lm {0. Then there exists L0 # L
with L1 & } } } & Lm 3 L0 . Hence we have L0 & L1 & } } } & Lm /L1 &
} } } & Lm which is in contradiction to the minimality of L1 & } } } & Lm . But
this means that L1 & } } } & Lm=0 and thus
A=AL1 & } } } & Lm /AL1 } } } ALm .
It follows that A is graded-semisimple (as a 1-graded submodule of a
graded-semisimple A-module). Since every 1-graded A-module is a factor
module of a direct sum of copies of suspensions of A (cf. [18, p. 5]), this
implies that every 1-graded A-module is graded-semisimple. K
A colour algebra A is called graded-semisimple if A is graded-artinian
and every 1-graded A-module is graded-semisimple. As in the ungraded
case, one can characterize graded-semisimple colour algebras by the
vanishing of its Jacobson colour radical.
Theorem 1.2. A graded-artinian colour algebra A is graded-semisimple
if and only if Jac1(A)=0.
Proof. By virtue of Theorem 1.1, the ‘‘only if ’’ part of the assertion
remains to be proved. Since a suspension of every graded-simple A-module
is a factor module of A (see [18, Lemma I.7.2]) and the latter is a direct
sum of graded-simple A-modules, we conclude that
Jac1 (A)= ,
S # Irr1 (A)
AnnA(S)=0. K
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Suppose now that A has a unit element 1A . Since by hypothesis 1 is a
group, one can show that 1A # A1 (see [18, Proposition I.1.1]).
Theorem 1.3. If A is a graded-artinian colour algebra with a unit element,
then Jac1 (A) is the largest nilpotent colour ideal of A.
Proof. We begin by proving that Jac1 (A) is nilpotent. Since A is
graded-artinian, there exists a positive integer n such that Jac1 (A)n=
Jac1 (A)2n. Suppose that J :=Jac1 (A)n{0. Then the set of 1-graded left
ideals L of A with JL{0 is non-empty (because it contains J by the choice
of n). Again, since A is graded-artinian, there is a minimal 1-graded left
ideal L0 with this property. Choose a homogeneous element x # L0 such
that Jx{0. Then JxL0 is 1-graded. It follows from J(Jx)=Jx{0 and
the minimality of L0 that L0=Jx. Because of x # L0 , there exists a # J such
that x=ax, i.e., (1A&a) x=0. But J is 1-graded and x is homogeneous
which implies that a # A1 . Hence one can show as in the ungraded case
that 1A&a is left invertible, i.e., x=0 and thus L0=Jx=0 which is in
contradiction to the choice of L0 . Consequently, Jac1 (A)n=0.
Let I be a nilpotent colour ideal of A. If S is a graded-simple A-module,
then IS is 1-graded. Suppose that IS{0. Then IS=S and inductively
S=I nS=0 for n large enough which is a contradiction. Hence IAnnA(S)
for every graded-simple A-module S, i.e., IJac1 (A). K
Remark. In fact, the proof of Theorem 1.3 shows that Jac1 (A) is the
largest nilpotent 1-graded left ideal of A.
The following consequence of the correspondence theorem for 1-graded
left ideals will be needed later in this paper.
Proposition 1.4. If A is a graded-artinian colour algebra with a unit
element, then
Jac1 (AJac1 (A))=0.
As a preparation for Sections 4 and 6 we will introduce in the following
some notation related to complete sets of modules.
A colour ideal I of a colour algebra A is called cofinite if AI is a free
R-module of finite rank. Let CF(A) denote the set of cofinite colour ideals
of A and set
R(A) := ,
I # CF(A)
I.
Then A is said to be residually finite if R(A)=0.
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Let A be a (1-graded) associative R-algebra. A (non-empty) set M of
(1-graded) A-modules is called complete if
,
M # M
AnnA(M)=0.
Because of
AnnA \ M # M M+= ,M # M AnnA(M),
it is clear that M is complete if and only if for every non-zero element a # A
there exists a module M # M such that a } M{0, i.e., A has sufficiently
many (1-graded) modules in M (see Theorem 1.5 and Corollary 4.3
below).
Suppose that R is a principal ideal domain and that A has a unit ele-
ment. Let M1 (A) denote the set of all 1-graded A-modules which are free
R-modules of finite rank. Since the annihilator of a 1-graded A-module is
1-graded, and submodules of finitely generated free R-modules are finitely
generated and free, we have
R(A)= ,
M # M1 (A)
AnnA(M).
We conclude this section by proving a slight generalization of the graded
analogue of a result due to Steinberg, which in Section 6 will be applied to
prove an analogue of Burnside’s theorem for restricted Lie colour algebras.
Theorem 1.5 (see [23, (3)] for the case 1=[0]). Let A be a graded-
artinian colour algebra with a unit element and let M be a complete set of
finitely generated 1-graded A-modules. Then every graded-simple A-module
is a suspension of a composition factor of some module in M.
Proof. Let S be a graded-simple A-module. Since AJac1 (A) is graded-
semisimple and A has a unit element, there exists a (non-zero) minimal
1-graded left ideal of AJac1 (A) which does not annihilate S. According to
the correspondence theorem for 1-graded left ideals, this yields an L0 such
that L0S{0 and L0 is a minimal element of the set of all 1-graded left
ideals of A which contain Jac1 (A) properly.
Since M is a finitely generated 1-graded A-module, it follows from [18,
Theorem I.7.7] that M has a (finite) composition series. Suppose that L0
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acts trivially on any composition factor of every M # M. Because A is
graded-artinian, one can show as in the proof of Theorem 1.1 that there
exist finitely many modules M1 ,..., Mr # M with
,
r
i=1
AnnA(Mi)=0.
Then there exists a positive integer n (namely, the maximum of the com-
position lengths of M1 ,..., Mr) such that
Ln0  ,
r
i=1
AnnA(Mi)=0.
Therefore by the remark after Theorem 1.3, we obtain that L0 Jac1 (A)
which is in contradiction to the choice of L0 . Hence there is a composition
factor S0 of some module in M such that L0 S0 {0.
By virtue of what was just established, there exist homogeneous elements
s # S of degree _ such that L0 } s{0 and s0 # S0 of degree _0 such that
L0 } s0 {0. Consider the A-module epimorphism
f : {S  S0l } s [ l } s0 .
Since s # S is homogeneous and S is graded-simple, AnnA(s) & L0 is a
1-graded left ideal of A which contains Jac1 (A). But AnnA(s) & L0 is
properly contained in L0 (by the choice of s) and thus the minimality of L0
implies that AnnA(s) & L0=Jac1 (A). Suppose now that l, l$ # L0 with
l } s=l$ } s. Then (l&l$) } s=0, i.e., l&l$ # AnnA(s) & L0=Jac1 (A). Hence
(l&l$) } s0=0, i.e., l } s0=l$ } s0 which shows that f is well-defined. By the
same argument for s0 instead of s one can prove that f is a monomorphism.
Finally, by considering the degrees of s and s0 we conclude that f is an
isomorphism of 1-graded A-modules from S onto S0(_&_0). K
2. COLOUR b-ALGEBRAS
In this section let R again be a commutative ring with (non-zero) unit
element 1R and let 1 be an (additively written) commutative semigroup.
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A bicharacter ( } | } ) is a map from 1_1 into the multiplicative semi-
group of R satisfying
(BC1) (:+; | #)=(: | #) } (; | #),
(BC2) (: | ;+#)=(: | ;) } (: | #),
for every :, ;, # # 1.
Let A=# # 1 A# and B=# # 1 B# be colour algebras. Then the colour
tensor product of A and B is the 1-graded R-module
AB := 
# # 1 \ :+;=# A: R B;+
with multiplication
(ab)(a$b$) :=(; | :$) aa$bb$
for a # A: , a$ # A:$ , b # B; , b$ # B;$ , and :, :$, ;, ;$ # 1.
A straightforward calculation shows that AB is a colour algebra (see
[1, Section 3.2.7, p. 88]) and the canonical isomorphism of 1-graded
R-modules
A (BC)$(AB)C
is an isomorphism of colour algebras. Moreover, AB$BA if the
bicharacter is alternating, i.e., if it satisfies (ABC) (see Section 3).
Let A be a colour algebra. A map 2 from A into the colour tensor
product AA is called comultiplication on A if 2 is a coassociative
morphism of colour algebras, i.e., 2 is a morphism of colour algebras such
that
(idA 2) b 2=(2 idA) b 2.
A colour algebra with a comultiplication is called colour b-algebra.
Let A and B be colour b-algebras (with comultiplication 2A and 2B ,
respectively). A morphism f: A  B of colour algebras is a morphism of
colour b-algebras if
( f f ) b 2A=2B b f.
A colour ideal I of A is a colour b-ideal if 2(I )IA+AI. It is clear
that then the factor colour algebra AI is a colour b-algebra and [11,
Proposition 2, p. 98] implies that a colour ideal is a colour b-ideal if and
only if it is the kernel of some morphism of colour b-algebras.
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Let M and N be 1-graded A-modules. The colour tensor product of M
and N is the 1-graded R-module
MN := 
# # 1 \ ++&=# M+R N&+
on which a # A# with 2(a)=:+;=# a: a; acts via
a } (mn) := :
:+;=#
(; | +)(a: } m) (a; } n)
for m # M+ , n # N& , and +, & # 1.
A straightforward calculation shows that MN is a 1-graded A-module
and the colour tensor product is compatible with direct sums, i.e.,
\ M # M M+N$ M # M (MN)
and
M\ N # N N+$ N # N (MN).
This is enough to prove the following colour version of [19, Proposition 1].
Proposition 2.1. Let A be a colour b-algebra and let M be a family of
1-graded A-modules which is closed under colour tensor products. Then
,
M # M
AnnA(M)
is a colour b-ideal of A.
Proof. It is easy to see that the annihilator of a 1-graded A-module is
1-graded. Since the intersection of 1-graded ideals is 1-graded, this implies
that M # M AnnA(M) is a colour ideal of A. Now one can proceed as in the
proof of [19, Proposition 1] to show that M # M AnnA(M) is a colour
b-ideal of A. K
Proposition 2.1 applied to M :=M1 (A) in conjunction with the observa-
tions before Theorem 1.5 yields
Theorem 2.2. Let A be a colour b-algebra with a unit element over a
principal ideal domain R. Then R(A) is a colour b-ideal.
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The next result is an immediate consequence of Proposition 2.1 applied
to M :=Irr1 (A).
Theorem 2.3. Let A be a colour b-algebra. If the set of graded-semisimple
A-modules is closed under colour tensor products, then Jac1 (A) is a colour
b-ideal.
The ‘‘if ’’ part of the next result is a special case of Theorem 2.3 and the
‘‘only if ’’ part follows from Proposition 1.4 and Theorem 1.1.
Corollary 2.4. Let A be a graded-artinian colour b-algebra with a unit
element and suppose that 1 is a commutative group. Then Jac1 (A) is a
colour b-ideal if and only if the set of graded-semisimple A-modules is closed
under colour tensor products.
Suppose from now on that 1 has a zero element 0 :=01 . A colour
algebra A is called unitary if A has a unit element 1A # A0 . Recall that
according to [18, Proposition I.1.1], 1A # A0 is always satisfied if 1 is a
group. In the following it is assumed that every morphism of unitary colour
algebras preserves the unit elements. In particular, the unit element 1A acts
on every 1-graded A-module as the identity map.
Let A be a unitary colour algebra. A morphism = of colour algebras from
A into R (where R is concentrated in degree 0, i.e., R0 :=R and R# :=0 for
every 0{# # 1 ) is called a counit of A. A unitary colour algebra with a
counit is called a colour bialgebra if the comultiplication 2 and the counit
= are compatible, i.e.,
(= b idA) b 2=1R idA
and
(idA b =) b 2=idA 1R .
In particular, one can define the trivial A-module R= (concentrated in
degree 0) via a } r :==(a) r for every a # A and every r # R. Then the com-
patibility condition between 2 and = yields for every 1-graded A-module M
the following isomorphisms of 1-graded A-modules:
R=M$M$MR= .
Examples. (1) If 1 :=[0] and (0 | 0) :=1R , then every bialgebra is a
colour bialgebra.
(2) If 1 is an arbitrary commutative semigroup and (: | ;) :=1R for
every :, ; # 1, then every 1-graded bialgebra is a colour bialgebra.
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(3) Let 1 :=Z2Z and consider the natural epimorphism Z  Z2Z,
: [ : :=:+2Z. Then (: | ; ) :=(&1): } ; for every : , ; # 1 is a bicharacter,
and every superbialgebra is a colour bialgebra.
(4) If 1 :=Z+ denotes the set of non-negative integers and (: | ;) :=
(&1): } ; for every :, ; # 1, then the Hopf algebras in [15, Section 4] are
colour bialgebras.
A morphism f: A  B of colour b-algebras (with counits =A and =B ,
respectively) is a morphism of colour bialgebras if =B b f ==A . A colour
bi-ideal I of A is a (proper) colour b-ideal of A with =(I )=0. It is clear that
the factor colour algebra AI is a colour bialgebra and that a colour ideal
is a colour bi-ideal if and only if it is the kernel of some morphism of
colour bialgebras.
If one assumes that R= # M, then the colour b-ideal of A in Proposition
2.1 obviously is a colour bi-ideal (cf. [19, Proposition 1*] for the case
1=[0]).
Proposition 2.5. Let A be a colour bialgebra and let M be a family
of 1-graded A-modules which is closed under colour tensor products and
contains R= . Then
,
M # M
AnnA(M)
is a colour bi-ideal of A.
If R is a principal ideal domain, then R= is a graded-simple A-module
which is free of rank 1, and the next two results are immediate consequences
of Proposition 2.5. Note that Theorem 2.6 generalizes [14, Theorem 5]
where it is proved (differently) in the special case 1 :=[0] and under the
assumption that R is a commutative field.
Theorem 2.6. Let A be a colour bialgebra over a principal ideal domain
R. Then R(A) is a colour bi-ideal.
Theorem 2.7. Let A be a colour bialgebra over a principal ideal domain
R. If the set of graded-semisimple A-modules is closed under colour tensor
products, then Jac1 (A) is a colour bi-ideal.
As above, we also obtain
Corollary 2.8. Let A be a graded-artinian colour bialgebra over a
principal ideal domain R and suppose that 1 is a commutative group. Then
104 JO RG FELDVOSS
Jac1 (A) is a colour bi-ideal if and only if the set of graded-semisimple
A-modules is closed under colour tensor products.
A colour bialgebra A is called primitively generated if A is generated as
an algebra by the set of its primitive elements
P(A) :=[a # A | 2(a)=a1A+1Aa].
In the following a generalization of [14, Theorem 9] will be useful.
Lemma 2.9. Let A be a primitively generated colour bialgebra over a
commutative field F. If I is a non-zero colour b-ideal of A, then I & P(A) is
non-zero.
Proof. We have to show that F } 1A is the unique simple subcoalgebra
of A which can be done as in the ungraded case (see [25]). K
Remark. In fact, the proof of Lemma 2.9 uses only that I is a 1-graded
F-subspace of A such that 2(I )IA+AI and =(I )=0.
Let A be a colour bialgebra. If mult denotes the morphism AA  A of
1-graded R-modules given by aa$ [ aa$, then EndR(A)1 is a unitary
colour algebra via the convolution product
f C g :=mult b ( fg) b 2
for f, g # EndR(A)1 .
A morphism %: A  A of 1-graded R-modules is called an antipode if
% C idA==( } ) 1A=idA C %,
and a colour bialgebra with an antipode is called a Hopf colour algebra.
It can be shown that an antipode % is an anti-endomorphism of colour
algebras, i.e., %(1A)=1A and
%(ab)=(: | ;) %(ba)
for a # A: , b # A; , and :, ; # 1.
A morphism f: A  B of colour bialgebras (with antipodes %A and %B ,
respectively) is a morphism of Hopf algebras if f b %A=%B b f. A Hopf colour
ideal I of A is a colour bi-ideal of A such that %(A)A. It is clear that then
the factor colour algebra AI is a Hopf colour algebra and that a colour
ideal is a Hopf colour ideal if and only if it is the kernel of some morphism
of Hopf colour algebras.
Then as in [19, Lemma 6] one can prove the following.
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Lemma 2.10. If A is a finite-dimensional Hopf colour algebra over a
commutative field F, then every colour b-ideal of A is a Hopf colour ideal of A.
Moreover, we obtain from Corollary 2.4 and Lemma 2.10 the following
colour version of [16, Theorem 1] (see also [19, Corollary 8] and [12,
Lemma 3.3] for the case 1=[0]).
Theorem 2.11. Let A be a finite-dimensional Hopf colour algebra over a
commutative field F and suppose that 1 is a commutative group. Then
Jac1 (A) is a Hopf colour ideal if and only if the set of graded-semisimple
A-modules is closed under colour tensor products.
3. LIE COLOUR ALGEBRAS
Assume for the rest of the paper that 1 is a commutative group and
( } | } ) is a map from 1_1 into the set of multiplicatively invertible
elements of R which satisfies (BC1), (BC2), and
(ABC) (; | :)=(: | ;)&1 \:, ; # 1.
Note that by (ABC) the two-conditions (BC1) and (BC2) are equivalent.
A Lie colour algebra g is a 1-graded R-module g=# # 1 g# with an
R-bilinear map [ } , } ]: g_g  g satisfying [g! , g’]g!+’ for every !,
’ # 1 and
(LC1) [ y, x]=&(’ | !)[x, y],
(LC2) (‘ | !)[x, [ y, z]]+(! | ’)[ y, [z, x]]+(’ | ‘)[z, [x, y]]=0
for every x # g! , y # g’ , z # g‘ , and every !, ’, ‘ # 1. (LC1) is called the
colour skew-symmetry and (LC2) is called the Jacobi colour identity.
If i and j are two 1-graded R-submodules of g, then [i, j] will denote the
R-submodule of g generated by
{[x, y] | x # .# # 1 i# , y # .# # 1 j# = .
Since [i, j] is generated by homogeneous elements, it is a 1-graded
R-submodule of g.
A colour subalgebra of g is a 1-graded R-submodule h of g such that
[h, h]h. If X is a subset of g, then the colour subalgebra of g generated
by X is defined as the intersection of all colour subalgebras of g which
contain X and will be denoted by (X) . A colour ideal of g is a 1-graded
R-submodule i of g such that [g, i]i. Note that by (LC1) a colour ideal
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i also satisfies [i, g]i and that for every colour ideal i the 1-graded
R-factor module gi is a Lie colour algebra via [x+i, y+i] :=[x, y]+i
for x, y # g.
A morphism of Lie colour algebras f: g  h is a morphism of 1-graded
R-modules such that f ([x, y])=[ f (x), f ( y)] for every x, y # g. Then
Ker( f ) is a colour ideal of g and Im( f ) is a colour subalgebra of h. It is
also clear that the usual isomorphism theorems hold for Lie colour
algebras and that a 1-graded R-submodule i of g is a colour ideal if and
only if i is the kernel of some morphism of Lie colour algebras.
Examples. (1) If 1 :=[0] and (0 | 0) :=1R , then every Lie algebra is
a Lie colour algebra.
(2) If 1 is an arbitrary commutative group and (: | ;) :=1R for every
:, ; # 1, then every 1-graded Lie algebra is a Lie colour algebra.
(3) If 1 :=ZZ2 and (: | ; ) :=(&1R): } ; for every :, ; # 1, then every
Lie superalgebra is a Lie colour algebra.
(4) If 1 :=Z+ denotes the set of non-negative integers and (: | ;) :=
(&1): } ; for every :, ; # 1, then every 1-graded Lie superalgebra is a Lie
colour algebra (see [15, Section 5]).
Every colour algebra A is a Lie colour algebra via the colour bracket
defined on homogeneous elements by
[a, b]1 :=ab&(: | ;) ba
for a # A: , b # A; , and :, ; # 1 and extended R-linearly to A (see [22,
(3.9)]), which is called the associated Lie colour algebra of A and will be
denoted by L(A). In particular, L(EndR(M)1) is a Lie colour algebra for
every 1-graded R-module M.
Let A be a (not necessarily associative) 1-graded R-algebra and set
DerR(A)$ :=[d # EndR(A)$ | d(xy)=d(x) y+($ | !) xd( y)
\! # 1, x # g! , y # g]
for every $ # 1. Then
DerR(A)1 := 
$ # 1
DerR(A)$
is a Lie colour subalgebra of L(EndR(A)1 ), and an element in DerR(A)1
is called a colour derivation of A.
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A g-module M is a 1-graded R-module M=# # 1 M# such that
g! } M+ M++!
for every !, + # 1 and
[x, y] } m=x } ( y } m)&(! | ’) y } (x } m)
for every m # M, x # g! , y # g’ , and every !, ’ # 1. Note that a morphism
\: g  L(EndR(M)1) of Lie colour algebras defines a g-module structure
on M and vice versa.
A morphism of g-modules f: M  N is a morphism of 1-graded
R-modules such that
f (x } m)=x } f (m)
for every x # g and every m # M. A submodule N of a g-module M is a
1-graded R-submodule of M such that g } NN. Then MN is a g-module
via x } (m+N) :=(x } m)+N for x # g, m # M, and the usual isomorphism
theorems hold.
Let X be a subset of a colour algebra A. Then X is called homogeneous
if
X .
# # 1
A# ,
and X is called nil if every element of X is a nilpotent element in A. If X
is homogeneous, then the R-submodule (X) R generated by X in A is a
1-graded R-submodule of A. A Lie colour set X is a non-empty
homogeneous subset of A which is closed under the colour bracket of A.
If X is a Lie colour subset of A, then (X) R is a Lie colour subalgebra of
L(A).
Suppose from now on that R has no zero divisors. Then (ABC) implies
that
(# | #)=\1R \# # 1,
which induces a partition
1=1+ _ 1&
of 1 where
1\ :=[# # 1 | (# | #)=\1R].
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A homogeneous element x # g# is called even (resp. odd) if # # 1+ (resp. # #
1&). Since every Lie colour set contains an even element, it follows from
the definition of the colour bracket that every Lie colour set contains 0.
Let M be a 1-graded R-module. A subset X of EndR(M)1 is said to act
strictly triangulable on M if there exists an ascending chain of 1-graded
R-submodules
0=M0 M1  } } } Ml=M
of M such that f (Mi)Mi&1 for every 1il and for every f # X. Note
that X acts strictly triangulable on M if and only if (X) R acts strictly
triangulable on M.
Then the following generalized version of a theorem due to Jacobson
holds for Lie colour algebras (see [24, Remark after Theorem 1.3.1] for
1=[0]). Its proof is a straightforward adaptation of the proof for 1=[0].
Theorem 3.1. Let R be a noetherian integral domain and let M be a
1-graded R-module. If X is a nil Lie colour subset of EndR(M)1 such that
the Lie colour algebra g :=(X) R is a finitely generated R-module, then g
acts strictly triangulable on M.
Remark. Let R be a noetherian integral domain, and let X be a nil Lie
colour subset of a colour R-algebra A such that g :=(X) R is a finitely
generated R-module. Then the (non-unitary) colour subalgebra X+ of A is
nilpotent (see [24, Corollary 1.3.6] for the case 1=[0]). This should be
compared with Goldie’s theorem [9, Theorem 6.1] in which it is assumed
that A is noetherian instead of that g is noetherian. Note also that every
Lie colour set is a so-called weakly closed set, but that the same ideas from
the proofs of Theorem 3.1 and the just mentioned consequence work in this
more general situation.
If M is a g-module, then
Mg :=[m # M | x } m=0 \x # g]
denotes the set of invariant elements of M. (In fact, it is enough to require
that x } m=0 for every homogeneous element x # g.) Note that M i is a
g-submodule of M if i is a colour ideal of g.
The next result follows from Theorem 3.1 applied to the set of
homogeneous elements # # 1 g# of g (acting on M):
Theorem 3.2. Let g be a finite-dimensional Lie colour algebra over a
commutative field F and let M be a g-module. If every homogeneous element
of g acts nilpotently on M, then g acts strictly triangulable on M. In
particular, Mg{0.
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Remark. A slightly weaker form of Theorem 3.2 was recently proved by
Montgomery and Small in [17, Theorem 3.1] by applying Goldie’s
theorem [9, Theorem 6.1] (see also the remark after Theorem 3.1).
A non-zero g-module is called simple if it contains no non-trivial g-sub-
module, and a composition series is a descending chain of submodules with
simple factors. Let
Anng (M) :=[x # g | x } M=0]
denote the annihilator of a g-module M, Then the following consequence of
Theorem 3.2 is often very useful.
Corollary 3.3 (See [24, Corollary 1.3.8] for the Case 1=[0]). Let i
be a finite-dimensional colour ideal of a Lie colour algebra g and let S be a
simple g-module. If the homogeneous elements of i act nilpotently on S, then
iAnng (S).
The Jacobi colour identity (LC2) implies that g itself is a g-module (the
so-called adjoint g-module) via
adg x :={g  gy [ [x, y]
More precisely, adg is a morphism of Lie colour algebras from g into
DerR(g)1 .
The center
C(g) :=[x # g | [x, g]=0]
is a colour ideal of g and C(g)=Ker(adg ). Consequently, there is the
following monomorphism of Lie colour algebras:
gC(g)/DerR(g)1 .
Note that the set of inner colour derivations Im(adg ) of g is a colour ideal
of DerR(g)1 .
A Lie colour algebra g is called abelian if [g, g]=0. This is equivalent
to saying that g=C(g). Inductively, one defines g1 :=g and gn :=[g, gn&1]
for every integer n2. Then
g=g1$g2$ } } } $gn$gn+1$ } } }
is called the descending central series of g. A Lie colour algebra g is said to
be nilpotent if there exists a positive integer n such that gn=0. Since
g2=[g, g], every abelian Lie colour algebra is nilpotent.
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Proposition 3.4. Let g be a Lie colour algebra. Then the following
statements hold:
(1) If g is nilpotent, then every colour subalgebra and every factor
colour algebra of g is nilpotent.
(2) If i and j are nilpotent colour ideals of g, then i+j is nilpotent.
(3) If i is a colour ideal of g such that iC(g) and gi is nilpotent,
then g is nilpotent.
Proof. Statement 1 is immediately clear, and Statement 2 is a conse-
quence of
(i+j)nin+ :
n&1
k=1
ik & jn&k+jn
for every positive integer n.
For Statement 3, because gi is nilpotent, there exists a positive integer
m such that gmi. By hypothesis, iC(g) which implies that
gm+1=[g, gm][g, C(g)]=0. K
An element x # g is called ad-nilpotent if adg x is a nilpotent
endomorphism of g. Then Engel ’s theorem for Lie colour algebras is con-
tained as a special case in Theorem 3.2.
Corollary 3.5. Let g be a finite-dimensional Lie colour algebra over a
commutative field F. If every homogeneous element of g is ad-nilpotent, then
g is nilpotent.
Proof. We proceed by induction on the dimension of g. By virtue of
Theorem 3.2, C(g){0. Since every homogeneous element of gC(g) is ad-
nilpotent, the induction hypothesis implies that gC(g) is nilpotent, which
in the light of Proposition 3.4(3) forces g to be nilpotent. K
Let g be a finite-dimensional Lie colour algebra. According to Proposi-
tion 3.4(2), the sum of two nilpotent colour ideals of g is nilpotent. Hence
there exists a largest nilpotent colour ideal in g which will be denoted by
Nil1 (g).
A composition factor of the adjoint module of a finite-dimensional Lie
colour algebra is called a chief factor. Let F(g) denote the set of all
(isomorphism classes of) chief factors of g. Then similarly to [7, Proposi-
tion 1] one can derive from Theorem 3.2 and Corollary 3.5 the following
description of Nil1 (g):
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Proposition 3.6. If g is a finite-dimensional Lie colour algebra over a
commutative field F, then
Nil1(g)= ,
S # F(g)
Anng (S).
A Lie colour algebra g is said to be semisimple if g contains no non-zero
abelian colour ideals. Note that a finite-dimensional Lie colour algebra g
is semisimple if and only if Nil1 (g)=0.
If one defines inductively g(0) :=g and g(n) :=[g(n&1), g(n&1)] for every
integer n1, then
g=g(0)$g(1)$ } } } $g(n)$g(n+1)$ } } }
is called the derived series of g. A Lie colour algebra g is said to be solvable
if there exists a non-negative integer n such that g(n)=0. As in the case
1=[0], one can see that every nilpotent Lie colour algebra is solvable.
Proposition 3.7. For every Lie colour algebra g the following
statements hold:
(1) If g is solvable, then every colour subalgebra and every factor
colour algebra of g is solvable.
(2) Let i be a colour ideal of g. Then g is solvable if and only if i and
gi are solvable.
Using Proposition 3.7 one can argue as in the case 1=[0] in order to
show that every finite-dimensional Lie colour algebra g has a largest solv-
able colour ideal, which will be denoted by Sol1 (g). By the observation
before Proposition 3.7, we obtain that Nil1(g)Sol1 (g). Moreover, a
finite-dimensional Lie colour algebra g is semisimple if and only if
Sol1 (g)=0.
Let g be a Lie colour algebra. Then a unitary colour algebra U(g) is
called a universal enveloping algebra of g if there exists a morphism
i: g  L(U(g)) of Lie colour algebras such that for every unitary colour
algebra A and a morphism f: g  L(A) of Lie colour algebras there is a
morphism U( f ): U(g)  A of unitary colour algebras with U( f ) b i= f (see
[22, Section 4] and [1, Chap. 1, Section 1.9]).
Remark. Let A be a colour algebra over an integral domain R and let
# # 1. If char(R)=2, then
[a, a]1=0 \a # .
# # 1
A#
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and if char(R)=3, then
[a, [a, a]1]1=0 \a # .
# # 1
A# ,
but if char(R)=2 then the first identity is not a consequence of (LC1) and
if char(R)=3 then the second identity is not a consequence of (LC2). In
order to obtain an embedding from g into U(g), one has to assume these
identities if char(R)=2 or char(R)=3 (see [22, Remark after Definition 2,
p. 713]). Another (perhaps more elegant) approach is to define a Lie
colour algebra g as a 1-graded R-module g=# # 1 g# together with a
morphism [ } , } ]: gg  g of 1-graded R-modules such that there exists
a colour algebra A and a monomorphism i: L  L(A) of 1-graded
R-modules with
i([x, y])=[i(x), i( y)]1 \x, y # g
(see [15, Section 5] for the special case of Z+-graded Lie superalgebras).
Consider the (two-sided) ideal I(g) of the tensor algebra T(g) of g over
R generated by
xy&(! | ’) yx&[x, y]
for x # g! , y # g’ , and !, ’ # 1. Since I(g) is generated by homogeneous
elements (of degree !+’), I(g) is a colour ideal of T(g). Hence T(g)I(g)
is a unitary colour algebra which satisfies the universal property of U(g),
i.e., U(g)$T(g)I(g).
It is a consequence of the PBW theorem for Lie colour algebras that the
natural map from g into U(g) is an embedding of 1-graded R-modules (see
[1, Theorem 3.2.2]). In the following g will therefore be identified with its
image under this embedding in U(g).
The next result is well-known for Lie superalgebras (see [21, Chap. 0,
Section 2, Nos. 4 and 1]) and the first part also for Lie colour algebras (see
[1, Chap. 3, Section 2.9]).
Proposition 3.8. Let g be a Lie colour algebra. Then U(g) is a Hopf
colour algebra with comultiplication 2 induced by x [ x1+1x, counit
= induced by x [ 0, and antipode % induced by x [ &x. Moreover, every
morphism f: g  h of Lie colour algebras induces a morphism U( f ): U(g) 
U(h) of Hopf colour algebras.
Remark. If {(ab) :=(: | ;) ba for every a # U(g): , b # U(g); , and
every :, ; # 1, then { b 2=2, i.e., U(g) is a cocommutative Hopf colour
algebra.
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If \: g  L(EndR(M)1) is a representation of g, then by the universal
property of U(g) there exists a (unitary) 1-graded representation
U(\): U(g)  EndR(M)1 . In fact, this gives an equivalence between the
category of g-modules and the category of (unitary) 1-graded U(g)-
modules. In particular, a g-module is (semi) simple if and only if it is a
graded-(semi) simple U(g)-module.
4. COMPLETE SETS OF MODULES FOR LIE COLOUR ALGEBRAS
In this section let F always be a commutative field of characteristic zero.
Let CF(g) denote the set of colour ideals which have finite codimension in
g and set
R(g) := ,
i # CF(g)
i.
Then g is said to be residually finite if R(g)=0. If M(g) denotes the set of
all finite-dimensional g-modules, then Ado’s theorem for Lie colour algebras
(see [22, Theorem 3]) implies that
R(g)= ,
M # M(g)
Anng (M).
A set M of g-modules is called complete if
,
M # M
Anng (M)=0.
Because of
Anng \ M # M M+= ,M # M Anng (M),
it is clear that M is complete if and only if for every non-zero element x # g
there exists a module M # M such that x } M{0, i.e., g has sufficiently
many modules in M (cf. Corollary 4.3 below). In view of the above
remarks, g is residually finite if and only if M(g) is complete.
As a consequence of the PBW theorem for Lie colour algebras (see [22,
Corollary 1]), U(g) is primitively generated, and we obtain the following
generalization of [14, Main Theorem 3(a)] to Lie colour algebras, which
was announced in [13, Theorem 3(i)].
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Theorem 4.1. Let g be a Lie colour algebra over a commutative field of
characteristic zero. Then g is residually finite if and only if U(g) is residually
finite.
Proof. It follows from the observation at the end of Section 3 that
M1 (U(g)) can be identified with M(g) as a set. Hence we can conclude by
using [1, Theorem 3.2.10]
R(U(g)) & P(U(g))=R(U(g)) & g
= ,
M # M1 (U(g))
Anng (M)=R(g). (V)
If g is residually finite, then (V) in conjunction with Theorem 2.2
and Lemma 2.9 implies that R(U(g))=0, and the converse is obvious
from (V). K
In the light of the above remarks, Theorem 4.1 also says that M1 (U(g))
is complete if and only M(g) is complete.
Set g+ :=# # 1+ g# where 1+ :=[# # 1 | (# | #)=1F ] (cf. Sections 3
and 5).
Examples. Assume that 1 is a finite commutative group.
(1) Every finitely generated metabelian Lie colour algebra is
residually finite (see [1, Theorem 6.3.2]).
(2) If a finitely generated Lie colour algebra g has an abelian colour
ideal a of finite codimension such that g2+ a, then g is residually finite
(see [1, Theorem 6.3.5]).
In particular, we obtain from Theorem 4.1 the following colour version
of a theorem of Harish-Chandra [10, Theorem 1] (see [3, Theorem 3.1]
and [2, Theorem 5.3] for the case of Lie superalgebras and a totally dif-
ferent ring-theoretic proof).
Theorem 4.2. If g is a finite-dimensional Lie colour algebra over a com-
mutative field of characteristic zero, then U(g) is residually finite.
As in [10, Corollary 1.3] for 1=[0] we can conclude that
Corollary 4.3. If g is a finite-dimensional Lie colour algebra over a
commutative field of characteristic zero such that g+ {0, then there are
infinitely many non-isomorphic finite-dimensional indecomposable g-modules.
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Proof. Suppose that there are only finitely many non-isomorphic finite-
dimensional indecomposable g-modules M1 ,..., Mr . Consider
Mg := 
r
k=1
Mk .
Then Theorem 4.2 implies that
AnnU(g)(Mg )= ,
r
k=1
AnnU(g)(Mk)= ,
M # M(g)
AnnU(g)(M)=0,
i.e., Mg is a faithful 1-graded U(g)-module. Hence U(g) can be embedded
into EndF (Mg )1 . Since by hypothesis g+ {0, U(g) is infinite-dimensional
(see [22, Corollary 1]), but EndF (Mg ) is finite-dimensional, a contradic-
tion. K
Let g be a finite-dimensional Lie colour algebra over F and let M be a
1-graded U(g)-module. Then M is called graded-indecomposable if M is not
the direct sum of proper 1-graded U(g)-submodules. Since it was already
observed at the end of Section 3 that there is an equivalence between the
category of g-modules and the category of 1-graded U(g)-modules, M is
graded-indecomposable if and only if M is an indecomposable g-module.
Hence the proof of Corollary 4.3 shows that there are infinitely many non-
isomorphic finite-dimensional 1-graded indecomposable U(g)-modules if
g+ {0.
5. RESTRICTED LIE COLOUR ALGEBRAS
Let R be an integral domain with unit element 1R . As was already
observed in Section 3, (ABC) implies that
(# | #)=\1R \# # 1
which induces a partition
1=1+ _ 1&
of 1 where
1\ :=[# # 1 | (# | #)=\1R].
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Note that 1+ is a subgroup of 1 of index at most 2. Set
g\ := 
# # 1\
g# .
Then g+ is a colour subalgebra of g, but in general [g& , g&]3 g& . If
char(R)=2, it is clear that 1=1+ and thus g=g+ .
Let p denote a prime number and let R be an integral domain of charac-
teristic p. A Lie colour algebra g over R is called restricted if for every
# # 1+ there exists a map ( } )[ p]: g#  gp } # such that
(RLC1) (x+ y)[ p]=x[ p]+ y[ p]+ p&1i=1 si (x, y), where is i (x, y) is
the coefficient of ti&1 in the polynomial (adg (tx+ y) p&1)(x) # g[t];
(RLC2) (rx)[ p]=r px[ p];
(RLC3) adg x[ p]=(adg x) p
for every x, y # g# and every r # R. The map ( } )[ p] is called the restriction
map (or p-map) for g. Note that p } 1+ 1+ , so that the restriction map
can be iterated. Moreover, as in the ungraded case (see [24, Lemma 2.1.2])
one can show that si (x, y) # (x, y) p for every 1ip&1.
If A is a colour algebra, then via the map given by the (associative) p th
power (i.e., a[ p] :=a p for every a # A# and every # # 1+) the associated Lie
colour algebra L(A) is a restricted Lie colour algebra which will be
denoted by Lp(A) (see [1, Proposition 1.1.10]).
A colour subalgebra h of a restricted Lie colour algebra g is called a
colour p-subalgebra if h[ p]# h for every # # 1+ . (Note that h & gp } #=hp } #
since h is a 1-graded R-submodule of g.) If X is a subset of g, then the
colour p-subalgebra of g generated by X is defined as the intersection of all
colour p-subalgebras of g which contain X and will be denoted by (X) p .
A colour ideal i of g is called a colour p-ideal if i[ p]# i for every # # 1+ .
Note that for every colour p-ideal i the factor (Lie colour) algebra gi is a
restricted Lie colour algebra via (x+i)[ p] :=x[ p]+i for x # g# and # # 1+ .
A morphism of restricted Lie colour algebras f: g  h is a morphism of Lie
colour algebras such that f (x[ p])= f (x)[ p] for every x # g# and every
# # 1+ . Then Ker( f ) is a colour p-ideal of g and Im( f ) is a colour p-sub-
algebra of h. It is also clear that the usual isomorphism theorems hold for
restricted Lie colour algebras and that a 1-graded R-submodule i of g is a
colour p-ideal if and only if i is the kernel of some morphism of restricted
Lie colour algebras.
Examples. (1) If 1 :=[0] and (0 | 0) :=1R , then every restricted Lie
algebra is a restricted Lie colour algebra (see [24, Section 2.1]).
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(2) If 1 is an arbitrary commutative group and (: | ;) :=1R for every
:, ; # 1, then every restricted 1-graded Lie algebra, i.e., a 1-graded and
restricted Lie algebra such that the 1-grading is compatible with the
restriction map (see [24, Sect. 3.2, p. 107]), is a restricted Lie colour
algebra.
(3) If 1 :=ZZ2 and (: | ; ) :=(&1R): } ; for every :, ; # 1, then every
restricted Lie superalgebra is a restricted Lie colour algebra.
(4) If 1 :=Z+ denotes the set of non-negative integers and (: | ;) :=
(&1): } ; for every :, ; # 1, then every 1-graded restricted Lie superalgebra
is a restricted Lie colour algebra (see [15, Section 6]).
(5) Let g be an abelian Lie colour algebra with maps f# : g#  gp } # for
every # # 1+ . Then (g, ( f#)# # 1) is restricted if and only if f# is p-semilinear
for every # # 1+ (see [24, Example 2.1(2)] for the case 1 :=[0]).
The following technical result will be useful later.
Proposition 5.1 (See [24, Proposition 2.1.3] for the Case 1=[0]). Let
g be a restricted Lie colour algebra. Then the following statements hold:
(1) If h is a colour subalgebra of g, then
(h) p=h+ :
# # 1+, n # N
(h[ p]n# ) R .
(2) Let h be a colour subalgebra of g and let s be an R-submodule of
g such that [h, s]s. Then [s, (h)p]=[s, h].
(3) If h is a colour subalgebra of g, then (h) np=h
n for every integer
n>1 and (h) (n)p =h
(n) for every positive integer n. In particular, h is abelian
(nilpotent, solvable, respectively) if and only if (h)p is abelian (nilpotent,
solvable, respectively).
(4) If i is a colour ideal of g, then ( i) p is a colour p-ideal of g.
Proof. (1) Set
k :=h+ :
# # 1+, n # N
(h[ p]n# ) R .
As in the proof of [24, Proposition 2.1.3(1)] one can show that k is a
colour subalgebra of g. Let # # 1+ and consider
k=h+ :
n # N, #n # 1+
f#n } h
[ p]n
#n # k# .
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Then [k, k]k in conjunction with (RLC1) and (RLC2) yields
k[ p]#h[ p]+ :
n # N, #n # 1+
f#n } h
[ p]n+1
#n (mod k),
i.e., k is a colour p-subalgebra of g. Because of hk(h) p , the last inclu-
sion is an equality.
(2) It follows from (1) that
[s, (h) p]=[s, h]+ :
# # 1+, n # N
[s, (h[ p]n# ) R].
For each summand we obtain (by finite induction) from (RLC3) in con-
junction with the hypothesis that
[s, (h[ p]n# ) R](adg h#)
pn (s)[h, (adg h) p
n&1 (s)][h, s]=[s, h].
Finally, (3) follows by induction from (2), and (4) is an immediate con-
sequence of (2) for h :=i and s :=g. K
A restricted Lie colour algebra g is called p-unipotent if for every ! # 1+
and every x # g! there exists a positive integer n such that x[ p]
n
=0. As in
the case 1=[0], the class of p-unipotent Lie algebras is closed under
taking subalgebras, factor algebras, and extensions.
Proposition 5.2 (See [24, Proposition 2.1.5] for the Case 1=[0]). Let
i be a colour p-ideal of a restricted Lie colour algebra g. Then g is p-unipo-
tent if and only if i and gi are p-unipotent.
Let F be a commutative field of prime characteristic p. Using Proposi-
tion 5.2 one can argue as in [24, Corollary 2.1.6] for the case 1=[0] in
order to show that every finite-dimensional restricted Lie colour algebra g
over F has a largest p-unipotent colour p-ideal which will be denoted by
Radp(g). (For the special case that g=g+ , this definition was already given
in [1, Remark after Theorem 4.3.2].)
A restricted g-module M is a g-module such that
(x[ p])M=(x) pM
for every x # g! and for every ! # 1+ . Note that a morphism \: g 
Lp(EndR(M)1) of restricted Lie colour algebras defines a restricted
g-module structure on M and vice versa.
Proposition 5.3. Let g be a finite-dimensional restricted Lie colour
algebra over a commutative field F of prime characteristic p, and let S be a
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simple restricted g-module. Then Radp(g)Anng (S). In particular, if g is
p-unipotent, then the one-dimensional trivial module F= is the only simple
restricted g-module (up to isomorphism and suspension).
Proof. According to Corollary 3.3, we have to prove that every
homogeneous element of Radp(g) acts nilpotently on S. If x is a
homogeneous element of Radp(g) of even degree, then by hypothesis there
exists a positive integer n such that x[ p]n=0. Since S is restricted, we
obtain
(x) pnS =(x
[ p]n)S=0S ,
i.e., x acts nilpotently on S.
If char(F)=2, then 1=1+ , and therefore every homogeneous element
has even degree. Hence we can assume from now on that char(F){2.
Let x be a homogeneous element of Radp(g) of odd degree !. Then we
have
([x, x])S=(x)S b (x)S&(! | !)(x)S b (x)S=2 } (x)S b (x)S ,
i.e.,
(x)S b (x)S= 12 } ([x, x])S
because char(F){2. Inductively, it follows that
(x)2nS =
1
2n
} ([x, x])nS
for every positive integer n. Since [x, x] is even, this in conjunction with
the above argument for the even case shows that x acts nilpotently on S.
K
The following result is an immediate consequence of Proposition 5.3 and
Proposition 3.6.
Corollary 5.4. If g is a finite-dimensional restricted Lie colour algebra
over a commutative field F of prime characteristic p, then
Radp(g)Nil1 (g).
In particular, every finite-dimensional p-unipotent restricted Lie colour
algebra is nilpotent.
Set
Np(g#) :=[x # g# | x[ p]=0]
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for every # # 1+ and define the p-nullcone of g by
Np(g) := 
# # 1+
Np(g#).
A restricted Lie colour algebra g is called p-regular if Np(g)=0.
If F is a commutative field of prime characteristic p, then
F p :=[ f p | f # F]
is a subfield of F, and we obtain
Lemma 5.5. Let g be an abelian restricted Lie colour algebra over a com-
mutative field F of prime characteristic p. Then Np(g) is a colour
p-subalgebra of g and
dimF g=dimF Np(g)+ :
# # 1+
dimFp(g[ p]# ) F
holds.
Proof. Since g is abelian, we obtain from (RLC1) and (RLC2) that the
restriction map is a p-semilinear map from g# into gp } # for every # # 1+ . In
particular, Np(g) is a 1-graded F-subspace of g, and [24, Lemma 2.3.1(3)]
yields for every # # 1+ the dimension formula
dimF g#=dimF Np(g#)+dimFp(g[ p]# ) F ,
which proves the second assertion. K
A torus is an abelian restricted Lie colour algebra g such that
g=x[ p] } x # .# # 1+ g#F .
If g is a torus, then it follows from the proof of Proposition 5.3 that (x)2M=
0 for every g-module M and every homogeneous element x # g of odd
degree.
Proposition 5.6. Let g be a finite-dimensional restricted Lie colour
algebra over a commutative field F of prime characteristic p. Then the follow-
ing statements hold:
(1) If g is a torus, then g is p-regular.
(2) Let F be perfect. Then g is a torus if and only if g=g+ is abelian
and p-regular.
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Proof. Let g be a torus. Then
g=x[ p] } x # .# # 1+ g#F = :# # 1+ (g
[ p]
# ) F .
Hence we obtain from the dimension formula in Lemma 5.5 the inequalities
:
# # 1+
dimF(g[ p]# ) F dimF \ :# # 1+ (g
[ p]
# ) F+=dimF g
=dimF Np(g)+ :
# # 1+
dimFp(g[ p]# ) F
dimF Np(g)+ :
# # 1+
dimF (g[ p]# ) F ,
i.e., Np(g)=0.
(2) Let x # g be a homogeneous element of even degree and consider
the colour p-subalgebra a :=n # Z+ Fx
[ p]n generated by x. Then a is
abelian and thus the restriction of the p-map on g to a extends to a p-semilinear
map on a. Since by hypothesis F is perfect, a[ p] is an F-subspace of a.
Moreover, Np(a)Np(g)=0. Hence [24, Lemma 2.3.1(3)] implies that dimF
a=dimF a[ p]=dimF (a[ p]) F and thus it follows from [24, Lemma 2.3.2]
that x # n # N Fx[ p]
n
# # # 1+ (g
[ p]
# ) F . Since the latter is an F-subspace of
g and by hypothesis g=g+ is abelian, we have shown that g is a torus. K
Let g be a restricted Lie colour algebra. A homogeneous element x # g of
even degree is called p-semisimple if x # (x[ p]n | n # N) F . If x # g! is p-semi-
simple, then (x)M # EndF (M)! is semisimple for every finite-dimensional
restricted g-module M (see [24, Proposition 2.3.3(2)] for the case
1=[0]).
Denote by Tp(g) the subspace of g generated by the p-semisimple
elements of C(g). Since Tp(g) is generated by homogeneous elements, it is
1-graded and one can prove analogously to the ungraded case that Tp(g)
is a toral colour p-ideal of g.
Proposition 5.7. Let g be a finite-dimensional restricted Lie colour
algebra over a commutative field F of prime characteristic p. Then g is nil-
potent if and only if gTp(g) is p-unipotent.
Proof. One implication is an immediate consequence of Proposi-
tion 3.4(3) in conjunction with Corollary 5.4 and Tp(g)C(g).
Suppose now that g is nilpotent. Let x # gTp(g) be a homogeneous ele-
ment of even degree. Since g is finite-dimensional, [x, x[ p],..., x[ p]m, ...] is
linearly dependent over F. Hence there exists a non-negative integer n such
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that x[ p]n is p-semisimple. In particular, adg x is semisimple and also nil-
potent because by hypothesis g is nilpotent. Consequently, x # C(g) which
implies that x[ p]n # Tp(g), i.e., x [ p]
n
=0. K
Let g be a restricted Lie colour algebra. Then a unitary colour algebra
Up(g) is called a restricted universal enveloping algebra of g if there exists
a morphism ip : g  Lp(Up(g)) of restricted Lie colour algebras such that
for every unitary colour algebra A and a morphism f: g  Lp(A) of
restricted Lie colour algebras there is a morphism Up( f ): Up(g)  A of
unitary colour algebras with Up( f ) b ip= f (see [1, Chap. 3, Section 2.4]).
Consider the ideal Ip(g) of U(g) generated by
x p&x[ p]
for x # g! and ! # g+ . Since Ip(g) is generated by homogeneous elements (of
degree p } !), Ip(g) is a colour ideal of U(g) and therefore U(g)Ip(g) is a
unitary colour algebra which satisfies the universal property of Up(g), i.e.,
Up(g)$U(g)Ip(g).
Since Ip(g) is a Hopf colour ideal, the Hopf colour algebra structure of
U(g) makes the restricted universal enveloping algebra Up(g) of g into a
cocommutative Hopf colour algebra (see [1, Chap. 3, Section 2.9]).
Moreover, every morphism f: g  h of restricted Lie colour algebras
induces a morphism Up( f ): Up(g)  Up(h) of Hopf colour algebras.
If \: g  Lp(EndR(M)1) is a restricted representation of g, then by the
universal property of Up(g) there exists a (unitary) 1-graded representation
Up(\): Up(g)  EndR(M)1 . In fact, this gives an equivalence between the
category of restricted g-modules and the category of (unitary) 1-graded
Up(g)-modules.
Let Irrp(g) denote the set of all isomorphism classes of simple restricted
g-modules.
Proposition 5.8. If g is a finite-dimensional restricted Lie colour
algebra over a commutative field F of prime characteristic p, then
Radp(g)= ,
S # Irrp(g)
Anng (S).
Proof. One inclusion was already proved in Proposition 5.3. Since
the annihilator of a restricted module is a colour p-ideal and intersections
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of colour p-ideals are again colour p-ideals, the other inclusion follows
from
,
S # Irrp(g)
Anng (S)=Jac1 (Up(g)) & g
and Theorem 1.3. K
It is already known that Up(g) is semisimple if and only if g is a torus
(see [1, Proposition 5.3.7 and Proposition 5.3.8]). Here we show that this
is also equivalent to Up(g) being graded-semisimple.
Theorem 5.9. For a finite-dimensional restricted Lie colour algebra g
over a commutative field F of prime characteristic p the following statements
are equivalent:
(1) g is a torus,
(2) Up(g) is semisimple, and
(3) Up(g) is graded-semisimple.
Proof. The implication (1) O (2) is just [1, Proposition 5.3.8].
(2) O (3) Suppose that Up(g) is semisimple. Then every Up(g)-
module is projective, and therefore it follows from [18, Corollary I.2.2]
that every 1-graded Up(g)-module is graded-projective, i.e., Up(g) is graded-
semisimple.
(3) O (1) Suppose that Up(g) is graded-semisimple. Then the one-
dimensional trivial Up(g)-module F= is graded-projective. According to [18,
Corollary I.2.2], F= is thus projective and [1, Lemma 5.3.4] in conjunction
with [1, Proposition 5.3.7] implies that g is a torus. K
Let g be a restricted Lie colour algebra over a commutative field F of
prime characteristic p. If M and N are restricted g-modules, then set
HomF (M, N)# :=[ f # HomF (M, N) | f (M+)N++#]
for every # # 1 and define
HomF (M, N)1 := 
# # 1
HomF (M, N)#
as well as
Homg (M, N)1 :=HomF (M, N)1 & Homg (M, N)
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(cf. [18, p. 3]). It is well known that Homg ( } , } )1 is a left exact
(bi-) functor (cf. [18, p. 11]), and one can define its derived functors
ExtnUp(g)( } , } )1 for every non-negative integer n as usual.
As in the ungraded case, one can use Ext1Up(g)( } , } )1 to define an equiv-
alence relation ‘‘belonging to a block’’ on the set of all isomorphism classes
of simple restricted g-modules as follows.
Two simple restricted g-modules S and S$ belong to the same block if
there exists a finite sequence S1 ,..., Sn of simple restricted g-modules such
that S=S1 , S$=Sn , and Ext1Up(g)(Sj , S j+1)1 {0 or Ext
1
Up(g)(Sj+1 , S j)1 {0
for every 1 jn&1.
Since the one-dimensional trivial g-module F= (concentrated in degree 0)
is restricted, there exists a block of g which contains F= . This block is called
the principal block of g. We also define the restricted cohomology of g with
coefficients in a restricted g-module M as
H np(g, M) :=Ext
n
Up(g)(F= , M)1
for every non-negative integer n.
It is straightforward to show that HomF (M, N)1 is a restricted g-module
via
(x } f )(m) :=x } f (m)&(! | .) f (x } m)
for x # g! , f # HomF (M, N). , m # M, and !, . # 1, which is extended
F-linearly. Similarly to [4, Theorem 2.4], one can then show by using
[18, Proposition I.2.14] that there are natural isomorphisms
ExtnUp(g)(M, N)1 $H
n
p(g, HomF (M, N)1)
for all restricted g-modules M, N and for every non-negative integer n.
In the following we will need
Lemma 5.10. Let g be a finite-dimensional restricted Lie colour algebra
over a commutative field F of prime characteristic p and let i be a colour
p-ideal of g. Then Tp(i)Tp(g). In particular, Tp(Nil1 (g))=Tp(g).
Proof. Let y= rn=1 fn } y
[ p]n be a p-semisimple element in C(i). In
order to prove the first assertion, it is enough to show that y # C(g). But
this holds since it follows from (RLC3) that
[ y, x]= :
r
n=1
fn } (adg y) p
n&1 ([ y, x])=0
for every x # g.
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The second assertion is an immediate consequence of the first one and
Tp(g)C(g)Nil1 (g). K
The next result gives a necessary condition for a simple restricted module
to belong to the principal block.
Proposition 5.11 (See [7, Proposition 2] for the Case 1=[0]). Let g
be a finite-dimensional restricted Lie colour algebra over a commutative field
F of prime characteristic p and let S be a simple restricted g-module. If S
belongs to the principal block of g, then Nil1 Anng (S).
Proof. First of all, we prove that t :=Tp(g)Anng (S). By transitivity
it suffices to show for two simple restricted g-modules M and N with
Ext1Up(g)(M, N)1 {0 that tAnng (M) if and only if tAnng (N).
It follows from the five-term exact sequence for cohomology (see [20,
Theorem 11.2] which can be applied because of [18, Corollary I.2.12]) in
conjunction with Theorem 5.9 and the observation before Lemma 5.10 that
H 1p(gt, Homt (M, N)1)$H
1
p(g, HomF (M, N)1)
$Ext1Up(g)(M, N)1{0,
i.e., Homt (M, N)1 {0.
Let 0{ f # Homt (M, N)1 . If tAnng (M), then t } Im( f )=t } f (M)=
f (t } M)=0, i.e., 0{Im( f )N t. Since N t is a g-submodule of N and the
latter is simple, this implies that tAnng (N). If tAnng (N), then
f (t } M)=t } f (M)t } N=0, i.e., t } MKer( f ). Since Ker( f ) is properly
contained in M, t } M is a proper g-submodule of M and thus tAnng (M).
Let x # Nil1 (g) be a homogeneous element of even degree. As in the
proof of Proposition 5.7, there exists a non-negative integer n such that
x[ p]n is p-semisimple. Hence we obtain from Lemma 5.10 that
x[ p]n # Tp(Nil1 (g))=Tp(g)Anng (S),
and because S is restricted x acts nilpotently on S. Now, one can argue
as in the proof of Proposition 5.3 to show that every homogeneous element
of Nil1 (g) acts nilpotently on S and then finally Corollary 3.3 yields the
assertion. K
Remark. The first part of the proof of Proposition 5.11 also gives a
cohomological proof of [5, Proposition 3] (which is not complete for non-
algebraically closed ground fields).
An immediate consequence of Proposition 5.11 is the following
generalization of Proposition 5.3.
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Corollary 5.12 (See [5, Theorem 2] for the Case 1=[0]). If g is a
finite-dimensional nilpotent restricted Lie colour algebra over a commutative
field F of prime characteristic p, then the principal block of g contains only
the suspensions of the one-dimensional trivial module F= .
In order to generalize Corollary 5.12 to arbitrary blocks, we will employ
the following subsidiary result.
Lemma 5.13. Let g be a finite-dimensional nilpotent restricted Lie colour
algebra over a commutative field F of prime characteristic p and let M be a
finite-dimensional restricted g-module. If a suspension of the one-dimensional
trivial g-module is a composition factor of M, then Mg{0.
Proof. We proceed by induction on the dimension of M. If M is simple,
then by hypothesis M is trivial, i.e., Mg=M{0. If M is not simple, then
there exists a simple submodule S of M. Applying the long exact sequence for
cohomology (cf. [18, Corollary I.2.12] and [20, Theorem 7.3]) to the short
exact sequence 0  S  M  MS yields the following long exact sequence:
0  H 0p(g, S)  H
0
p(g, M)  H
0
p(g, MS)  H
1
p(g, S)  } } } .
Note that in view of [18, Corollary I.2.12] and [20, Theorem 7.4] we have
H 0p(g, } )$( } )
g. If S is a one-dimensional trivial g-module, then H 0p(g, S)$
Sg$S{0, and it follows from the exactness of the above sequence that
Mg$H 0p(g, M){0. If S is non-trivial, then by hypothesis MS has a trivial
composition factor and H 0p(g, S)$S
g=0. Moreover, we conclude from
Corollary 5.12 that H 1p(g, S)$Ext
1
Up(g)(F= , S)1=0. Since the induction
hypothesis implies that H 0p(g, MS)$(MS)
g{0, we can again apply the
exactness of the above sequence in order to obtain Mg$H 0p(g, M){0. K
Now we are ready to prove that blocks of nilpotent restricted Lie colour
algebras contain a unique simple module up to isomorphism and suspension.
Proposition 5.14 (See [5, Corollary 4] for the Case 1=[0]). If g is a
finite-dimensional nilpotent restricted Lie colour algebra over a commutative
field F of prime characteristic p, then every block of g contains only one
simple module (up to isomorphism and suspension).
Proof. Suppose that a block of g contains two non-isomorphic simple
modules. Then by definition (and finite induction) there exist two non-
isomorphic simple g-modules S1 and S2 such that
H 1p(g, HomF (S1 , S2)1)$Ext
1
Up(g)(S1 , S2)1 {0.
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Hence Corollary 5.12 in conjunction with the long exact sequence for
cohomology yields that a suspension of the one-dimensional trivial
g-module is a composition factor of M :=HomF (S1 , S2)1 , and thus we can
conclude from Lemma 5.13 that M g=Homg (S1 , S2)1 {0. Hence there
exists # # 1 such that Homg (S1 , S2(#))0=Homg (S1 , S2)# {0. If 0{f #
Homg (S1 , S2(#))0 , then Ker( f ) is a proper g-submodule of S1 and Im( f )
is a non-zero g-submodule of S2(#), i.e., S1 and S2(#) are isomorphic. K
6. COMPLETE SETS OF MODULES FOR RESTRICTED LIE
COLOUR ALGEBRAS
In this section let F always be a commutative field of prime characteristic p.
Let CFp(g) denote the set of colour p-ideals which have finite codimension
in g and set
Rp(g) := ,
i # CFp(g)
i.
Then g is said to be p-residually finite if Rp(g)=0. If Mp(g) denotes the set
of all finite-dimensional restricted g-modules, then the PBW theorem for
restricted Lie colour algebras (see [1, Theorem 3.2.5]) implies that
Rp(g)= ,
M # Mp(g)
Anng (M).
Hence g is p-residually finite if and only if Mp(g) is complete. Moreover, we
obtain from the embedding g/P(Up(g)) that Up(g) is primitively
generated, and thus we have the following generalization of [14, Main
Theorem 3(b)] to restricted Lie colour algebras which was announced in
[13, Theorem 3(ii)]:
Theorem 6.1. Let g be a restricted Lie colour algebra over a com-
mutative field F of characteristic p>3. Then g is p-residually finite if and
only if Up(g) is residually finite.
Proof. It follows from the observation before Proposition 5.8 that
M1 (Up(g)) can be identified with Mp(g) as a set. Hence we conclude from
[1, Theorem 3.2.11(1)]
R(Up(g)) & P(Up(g))=R(Up(g)) & g
= ,
M # M1 (Up(g))
Anng (M)=Rp(g). (VV)
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If g is p-residually finite, then (VV) in conjunction with Theorem 2.2 and
Lemma 2.9 implies that R(Up(g))=0, and the converse is immediately
clear from (VV). K
In particular, Theorem 6.1 says that M1 (Up(g)) is complete if and only
if Mp(g) is complete.
We will use the next lemma in order to prove that the tensor powers of
a faithful restricted g-module form a complete set of Up(g)-modules.
Lemma 6.2. Let g be a finite-dimensional restricted Lie colour algebra
over a commutative field F of characteristic p>3 and let M be a restricted
g-module. Then Anng (M)=0 if and only if AnnUp(g)(M) contains no non-
zero Hopf colour ideal.
Proof. Suppose that Anng (M)=0. If I is a Hopf colour ideal which is con-
tained in AnnUp(g)(M), then we can conclude from [1, Theorem 3.2.11(1)]
that
I & P(Up(g))AnnUp(g)(M) & P(Up(g))
=AnnUp(g)(M) & g=Anng (M)=0,
and thus Lemma 2.9 implies that I=0. The other implication will follow
from the special case i :=Anng (M){0 of Lemma 7.1 below. K
Let g be a Lie colour algebra and let M be a g-module. Then M is called
faithful if Anng (M)=0.
If M and N are restricted g-modules, then MN is a restricted
g-module via
x } (mn) :=(x } m)n+(! | +) m (x } n)
for x # g! , m # M+ , n # N, and !, + # 1 which is extended F-linearly. Since
the tensor product of g-modules (=colour tensor product of 1-graded
U(g)-modules) is associative, we have the following version of Burnside’s
theorem for restricted Lie colour algebras (see [8, Corollary 3.4] for the
case 1=[0]).
Theorem 6.3. Let g be a finite-dimensional restricted Lie colour algebra
over a commutative field F of characteristic p>3 and let V be a faithful
restricted g-module. Then every simple restricted g-module is a suspension of
a composition factor of V r for some positive integer r.
Proof. Consider M :=[V n | n # N]. Then Proposition 2.1 in conjunc-
tion with Lemma 2.10 shows that
,
n # N
AnnUp(g)(V
n)
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is a Hopf colour ideal of Up(g) which is contained in AnnUp(g)(V). Since V
is faithful, it follows from Lemma 6.2 that M is complete and therefore the
assertion is an immediate consequence of Theorem 1.5. K
In order to illustrate the usefulness of Theorem 6.3, we will apply it to
the block theory of restricted Lie colour algebras in the spirit of [7].
Theorem 6.4 (See [7, Theorem 2] for the Case 1=[0]). Let g be a
finite-dimensional restricted Lie colour algebra over a commutative field F of
characteristic p>3. Then every simple restricted g-module belonging to the
principal block of g is a suspension of a composition factor of a suitable
tensor product of ( finitely many) chief factors of g.
Proof. Let M be a simple restricted g-module which belongs to the
principal block of g. By virtue of Proposition 5.11, M is a simple restricted
gNil1 (g)-module. Now the assertion is an immediate consequence of
Theorem 6.3 applied to the faithful restricted gNil1 (g)-module V :=
S # F(g) S. K
A Lie colour algebra g is called supersolvable if every chief factor of g is
one-dimensional. It is clear that every supersolvable Lie colour algebra is
(finite-dimensional and) solvable. According to Proposition 3.6, every chief
factor of a finite-dimensional nilpotent Lie colour algebra is trivial. In par-
ticular, every finite-dimensional nilpotent Lie colour algebra is super-
solvable.
Theorem 6.4 implies that every simple module in the principal block of
a finite-dimensional supersolvable restricted Lie colour algebra over a com-
mutative field F of characteristic p>3 is one-dimensional (see [5,
Theorem 1] for the case 1=[0]). In this case the principal block is a com-
mutative group via
[S1]+[S2] :=[S1S2]
with the isomorphism class [F=] of the one-dimensional trivial module con-
centrated in degree 0 as the zero element and the isomorphism class [S*1]
of the graded dual S*1 :=HomF (S, F=)1 of S as the inverse of [S].
Corollary 6.5 (See [7, Corollary 3] for the Case 1=[0]). Let g be
a finite-dimensional supersolvable restricted Lie colour algebra over a com-
mutative field F of characteristic p>3. Then the principal block of g is
generated by the (non-trivial ) chief factors of g. In particular, every simple
module belonging to the principal block of g is one-dimensional.
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We conclude this section by generalizing Corollary 6.5 to arbitrary
blocks.
Theorem 6.6 (See [5, Theorem 3 and Corollary 2] for the Case 1=
[0]). Let g be a finite-dimensional supersolvable restricted Lie colour
algebra over a commutative field F of characteristic p>3. If M and N are
finite-dimensional restricted modules which belong to the same block of g,
then there exists a simple module S in the principal block of g and # # 1 such
that N(#)$SM. In particular, all simple modules in the same block of g
have the same dimension.
Proof. Set X :=HomF(M, N)1 . Without loss of generality we can assume
that H 1p(g, X)$Ext
1
Up(g)(M, N)1 {0. Hence it follows from Corollary 6.5 in
conjunction with the long exact cohomology sequence that X has a com-
position factor which belongs to the principal block of g. Let
M=M0 #M1 # } } } #Ml=0
be a composition series of M and let n be the largest integer such that
S :=Mn Mn+1 belongs to the principal block of g. Then as above we
obtain that Ext1Up(g)(S, Mn+1)1=0. Hence S is a direct summand of Mn
and thus a g-submodule of M, i.e., Homg (S, X)1 {0. According to [18,
Proposition I.2.14], Homg (SM, N)1 $Homg (S, X)1 {0 and thus there
exists # # 1 such that Homg (SM, N(#))0=Homg (SM, N)# {0. Since
S belongs to the principal block of g, it follows from Corollary 6.5 that S
is one-dimensional. Hence SM is simple and the assertion follows as at
the end of the proof of Proposition 5.14. K
Remark. Theorem 6.6 can be used to give another proof of Proposi-
tion 5.14 in the case that char(F)>3.
7. THE JACOBSON COLOUR RADICAL AND SEMISIMPLE
MODULES OF RESTRICTED LIE COLOUR ALGEBRA
As in the preceding section let F always be a commutative field of prime
characteristic p.
Lemma 7.1. Let g be a restricted Lie colour algebra over a commutative
field F of prime characteristic p and let i be a colour p-ideal of g. Then
Up(g) Up(i)+ is a Hopf colour ideal of Up(g).
Proof. Since i is a colour ideal, I :=Up(g) Up(i)+ is 1-graded (where
Up(i)+ denotes the kernel of the counit = of Up(i) which is just the non-
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unitary (colour) subalgebra generated by the homogeneous elements of i).
By definition, I is a left ideal of Up(g). In order to show that I is also a
right ideal of Up(g), we consider
A :=[a # Up(i)+ | [a, g]1 Up(i)+].
The identity
[aa$, x]1=(:$ | !)[a, x]1 a$+a[a$, x]1
for every a # Up(i)+: , a$ # Up(i)
+
:$ , x # g! , and every :, :$, ! # 1 shows that
A is a subalgebra of Up(i)+. Because of iA, it follows that A=Up(i)+,
i.e., [Up(i)+, g]1 Up(i)+ which implies that Up(i)+ gUp(i)++gUp(i)+.
Hence
B :=[b # Up(g) | Up(i)+ bI]
is a unitary subalgebra of Up(g) which contains g. Since g generates Up(g)
as a unitary algebra, B=Up(g), i.e., I is a colour ideal of Up(g).
It is easy to check that the counit =: Up(i)  F is a morphism of colour
b-algebras, i.e.,
2F b ==(==) b 2.
Hence [11, Proposition 2, p. 98] yields
2(Up(i)+)=2(Ker(=))Ker(==)
Ker(=)Up(i)+Up(i)Ker(=)
=Up(i)+Up(i)+Up(i)Up(i)+.
Since 2 is a morphism of colour algebras (and the comultiplication of Up(i)
is the restriction of the comultiplication of Up(g)), we obtain
2(I )=2(Up(g)) } 2(Up(i)+)
[Up(g)Up(g)] } [Up(i)+Up(i)+Up(i)Up(i)+]
[Up(g) Up(i)+]Up(g)+Up(g) [Up(g) Up(i)+]
=IUp(g)+Up(g)I,
i.e., I is a colour b-ideal of Up(g) from which one concludes by using
Lemma 2.10 that I is a Hopf colour ideal of Up(g). K
Remark. Moreover, one can employ the explicit basis given by the
PBW theorem for restricted Lie colour algebras (see [1, Theorem 3.2.5]) in
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order to obtain a generalization of [8, Proposition 3.1] for restricted Lie
colour algebras.
If Absocp(g) denotes the sum of all minimal abelian colour p-ideals of g,
then we have the following colour version of the main result of [26],
Theorem 5 of [16], and Theorem 5.5.4 of [24].
Theorem 7.2. If g is a finite-dimensional restricted Lie colour algebra
over a commutative field F of prime characteristic p, then the following
statements are equivalent:
(1) Up(g) contains no non-trivial nilpotent Hopf colour ideals.
(2) Jac1Up(g) contains no non-zero Hopf colour ideals.
(3) g contains no non-zero p-unipotent colour ideals.
(4) Radp(g)=0.
(5) There exists a finite-dimensional faithful semisimple restricted
g-module.
(6) C(g) is p-regular and every minimal abelian colour p-ideal of g is
a torus.
(7) C(g) is p-regular and Absocp(g)C(g)+ .
Proof. According to Theorem 1.3, Jac1 Up(g) is the largest nilpotent
colour ideal of Up(g), and thus (1) and (2) are equivalent. Moreover, by
the definition of Radp(g) as the largest p-unipotent colour ideal of g, (3)
and (4) are also equivalent.
(3) O (6) Let ! # 1+ and let x # C(g)! such that x[ p]=0. Then Fx is
a p-unipotent colour ideal of g which by assumption is zero. Hence C(g)
is p-regular. Let i be a minimal abelian colour p-ideal of g. By virtue of
(RLC3),
j :=y[ p] | y # .# # 1+ i#F C(g)+ & ii.
The minimality of i implies that either j=0 or j=i. In the first case, i
would be a p-unipotent colour ideal of g which is in contradiction to the
assumption. Therefore i=j is a torus.
(6) O (7) This follows from the fact that every toral colour p-ideal is
central (which can be proved similarly to Lemma 5.10).
(7) O (5) Set
s := ,
S # Irrp(g)
Anng (S).
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Suppose that s{0. According to (the proof of) Proposition 5.8, s is solv-
able. Hence Proposition 5.1(3 6 4) yield the existence of a minimal abelian
colour p-ideal as which by assumption is p-regular. In the light of
Proposition 5.8 and Proposition 5.2, we obtain that a=a+ is p-unipotent,
i.e., a=0.
(5) O (4) It follows from Proposition 5.3 that
Radp(g) ,
S # Irrp(g)
Anng (S).
But if there exists a finite-dimensional faithful semisimple g-module
M=
r
i=1
Si ,
then the above inclusion implies that Radp(g)Anng (M)=0.
(1) O (3) Suppose i is a non-zero p-unipotent colour ideal of g. Then
by Lemma 7.1, I :=Up(g) Up(i)+ is a Hopf colour ideal of Up(g). Since i is
p-unipotent, # # 1 i# is a nil Lie colour subset of Up(g) (cf. the proof of
Proposition 5.3). Hence the remark after Theorem 3.1 yields that Up(i)+
and thus (because of Up(i)+ Up(g)=Up(g) Up(i)+) also I is nilpotent.
(5) O (2) Let I be a Hopf colour ideal contained in Jac1 Up(g). By
the remark after Lemma 7.1 there exists a colour p-ideal i of g such that
I=Up(g) Up(i)+. Hence
iI & gJac1 Up(g) & g= ,
S # Irrp(g)
Anng (S)=0,
i.e., I=0. K
A finite-dimensional restricted Lie colour algebra satisfying one (and
thus all) condition(s) in Theorem 7.2 is called p-reductive.
Corollary 7.3 (See [24, Corollary 5.5.6] for the Case 1=[0]). Let g
be a finite-dimensional restricted Lie colour algebra over a commutative field
F of prime characteristic p. Then g is semisimple if and only if g is p-reduc-
tive and C(g)+=0.
Proof. The ‘‘only if ’’ part is an immediate consequence of the definition
of semisimplicity (see Section 3), and the ‘‘if ’’ part follows from Theorem 7.2
in conjunction with Proposition 5.1(3 6 4). K
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Corollary 7.4 (See [24, Corollary 5.5.5] for the Case 1=[0]). Let g
be a finite-dimensional nilpotent restricted Lie colour algebra over a com-
mutative field F of prime characteristic p. Then g is p-reductive if and only
if C(g) is p-regular and Absocp(g)g+ .
Proof. Let i be a minimal abelian colour p-ideal of g. Since g is nil-
potent, we obtain by choosing a composition series of g which contains i
that 0{i & C(g)i. Then the minimality of i implies that i=i & C(g)
C(g). Hence the stated equivalence is an immediate consequence of
Theorem 7.2. K
Remark. Note that the second condition in Corollary 7.4 is automati-
cally satisfied if char(F)=2.
In order to understand the difference between Corollary 7.4 and its
ungraded analogue, the reader should consider the following.
Example. Let g be the one-dimensional abelian Lie superalgebra such
that every element has odd degree. Since g+=0, g is restricted and C(g) is
p-regular but Absocp(g)=g3 g+ . On the other hand, g itself is p-unipotent
and thus not p-reductive.
Corollary 7.5. Let g be a finite-dimensional restricted Lie colour
algebra over a commutative field F of prime characteristic p. If Nil1 (g) is
p-reductive, then g is p-reductive.
Proof. Since by Corollary 5.4 every p-unipotent colour ideal is nil-
potent, it follows immediately from the hypothesis in conjunction with
Theorem 7.2 that g is also p-reductive. K
Remark. In Corollary 7.5, Nil1 (g) can be replaced by Sol1 (g) which
then yields a colour version of the corollary of the main result of [26], but
[6, Example (ii), p. 78] shows that Nil1 (g) is not always p-reductive if
Sol1 (g) is p-reductive. Note also that the p-reductivity of Nil1 (g) can be
characterized via Corollary 7.4.
We finish by giving a representation-theoretic and a structural charac-
terization of those finite-dimensional restricted Lie colour algebras for
which the Jacobson colour radical of their restricted universal enveloping
algebras is a Hopf colour ideal.
Theorem 7.6 (See [16, Theorem 4] for the Case 1=[0]). Let g be a
finite-dimensional restricted Lie colour algebra over a commutative field F of
characteristic p>3. Then the following statements are equivalent:
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(1) Jac1 Up(g) is a Hopf colour ideal.
(2) The tensor product of two semisimple restricted g-modules is semi-
simple.
(3) The tensor product of two simple restricted g-modules is semisimple.
(4) gRadp(g) is a torus.
Proof. The equivalence of the first three conditions is an immediate
consequence of Theorem 2.11.
(3) O (4) Consider g :=gRadp(g). According to Theorem 5.9 and
Theorem 1.1, it is enough to show that Jac1 Up(g )=0.
By virtue of Proposition 5.8, every (semi) simple restricted g-module is a
(semi) simple restricted g -module (and conversely). Let S and S$ be two
simple restricted g -modules. Then both are simple restricted g-modules,
and by assumption their tensor product is a semisimple restricted g-module
and thus also semisimple for g . But then Theorem 2.11 shows that
Jac1 Up(g ) is a Hopf colour ideal of Up(g ). Hence [1, Theorem 3.2.11(1)]
in conjunction with Proposition 5.2 implies that
Jac1 Up(g ) & P(Up(g ))=Jac1 Up(g ) & g =Radp(g )=0,
and thus we can conclude from Lemma 2.9 that Jac1 Up(g )=0.
(4) O (2) This is an immediate consequence of Proposition 5.3 and
Theorem 5.9. K
Remark. Note that [16, Theorem 4] was only stated for perfect fields
which one does not have to assume in Theorem 7.6. In the case 1=[0] the
perfectness of the ground field already implies that the conditions in
Theorem 7.6 are equivalent to g being a semidirect product of a (maximal)
torus and Radp(g) (see the proof of [24, Lemma 5.8.6(1)]).
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