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Abstract
Weconsider distribution-based objectives forMarkovDecision Pro-
cesses (MDP). This class of objectives gives rise to an interesting
trade-off between full and partial information. As in full observa-
tion, the strategy in theMDP can depend on the state of the system,
but similar to partial information, the strategy needs to account for
all the states at the same time.
In this paper, we focus on two safety problems that arise natu-
rally in this context, namely, existential and universal safety. Given
an MDP A and a closed and convex polytopeH of probability dis-
tributions over the states ofA, the existential safety problem asks
whether there exists some distribution ∆ in H and a strategy of
A, such that starting from ∆ and repeatedly applying this strategy
keeps the distribution forever in H . The universal safety problem
asks whether for all distributions in H , there exists such a strategy
ofA which keeps the distribution forever inH .We prove that both
problems are decidable, with tight complexity bounds: we show
that existential safety is PTIME-complete, while universal safety
is co-NP-complete.
Further, we compare these results with existential and univer-
sal safety problems for Rabin’s probabilistic finite-state automata
(PFA), the subclass of Partially Observable MDPs which have zero
observation. Compared to MDPs, strategies of PFAs are not state-
dependent. In sharp contrast to the PTIME result, we show that ex-
istential safety for PFAs is undecidable, with H having closed and
open boundaries. On the other hand, it turns out that the univer-
sal safety for PFAs is decidable in EXPTIME, with a co-NP lower
bound. Finally, we show that an alternate representation of the
input polytope allows us to improve the complexity of universal
safety for MDPs and PFAs.
1 Introduction
Markov decision processes (MDPs) are a basic model for stochas-
tic dynamical systems combining probabilistic moves with non-
deterministic choices. They find applications in various domains,
such as control theory, AI, networks, verification, and so on. The-
oretical study of MDPs has been focused on either qualitative (e.g.
almost-sure properties) or quantitative questions on the behavior
of the MDPs. A classical question is whether there exists a strategy
to resolve the non-deterministic choices, under which the behav-
ior of the stochastic system underlying the MDP satisfies or op-
timizes a given objective, often maximizing rewards or satisfying
constraints. There are efficient algorithms in many of these cases
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and considerable work has gone into making them scale in prac-
tice.
On the other hand, in the presence of partial observation, i.e.,
when some of the states are indistinguishable, it is known that
many of these results do not hold. Indeed, for partially-observable
MDPs (POMDPs) and the so-called Rabin’s probabilistic finite au-
tomata (PFAs), a zero-observation restriction where all states are
indistinguishable, belief distributions (or belief states) need to be
considered, at least indirectly. The belief distribution associates to
each state the probability to be in that state according to the obser-
vations seen. Dealing quantitatively with the belief distribution is
hard, and that is one of the reasons why many quantitative deci-
sion problems are undecidable for POMDPs and PFAs [15, 21].
In this paper, we take an alternate view of MDPs, which gives
rise to an interesting trade-off between full observation and partial
information. Using distribution-based objectives, we directly reason
about the belief distribution. However, unlike partial information
and as in fully observable systems, the strategy of the MDP can
depend upon the state of the system. This view of MDPs has sev-
eral related interpretations and applications, such as transformer
of probability distributions [10]; and as described later below, in
representing the evolution of a fluid population of agents.
Having fixed this view, we focus on (distribution-based) safety
objectives. Our goal is to determine when we can control an MDP
so that the belief distribution stays within a given safe convex re-
gion. More precisely, we consider the safe region to be given as
a closed and convex polytope H over the set of distributions. We
denote a strategy by σ , where at each time point i , σ (i) chooses for
each state a (distribution over) action(s). Once a strategy is fixed,
the transformation between the belief distributions at time i and
i + 1 can be seen as a Markov chain Mσ (i ). We consider two ques-
tions in this setting: existential and universal safety. The question
of existential safety asks whether there exists an initial distribution
∆ in H and a strategy σ such that under σ , the belief distribution
always remains in H , i.e., for all n ∈ N, ∆ · Mσ (1) · · ·Mσ (n) ∈ H .
We also consider the dual question of universal safety, which asks
if for all initial distributions in H , there is a strategy remaining in
H .
Our main contributions, depicted in Table 1, are the following:
we show that both the existential and universal safety problems
are decidable forMDPs, and provide tight complexity bounds. First,
we show that existential safety is PTIME-complete by showing that
the safety problem over all time steps n can be reduced to the exis-
tence of a special distribution. For this, we use a strong fixed point
theorem, namely the Kakutani fixed-point theorem. Hardness fol-
lows easily since the questions on convex polytopes capture lin-
ear programming. Next, we show that universal safety is co-NP-
complete. Here the co-NP upper bound is obtained by using recent
1
, , S. Akshay, Blaise Genest, and Nikhil Vyas
Complexity of safety MDPs PFAs
Existential PTIME-complete Undecidable
Universal co-NP-complete EXPTIME and co-NP-hard
Table 1. A summary of the results in this paper (for polytopes under the H -representation)
and state-of-the-art results from Quantified Linear Programming.
However, hardness requires a complicated reduction.
In sharp contrast, we show that existential safety is undecid-
able for PFAs for H with closed and open boundaries, by a some-
what surprising reduction from the universal halting problem for
2-counter machines. On the other hand, it turns out that universal
safety is still decidable for PFAs but with a complexity EXPTIME
and is at least coNP-hard. These results hold when the polytope is
given using equations, called H-representation. When polytopes
are instead given using corner points, called V-representation, we
can improve the complexity of universal safety to PTIME for MDPs
and PSPACE for PFAs. This representation does not improve the
complexity results for existential safety.
Before going to an example, we argue that these problems can be
highly non-trivial. Let us consider the related problem of initialized
safety, which asks whether there exists a strategy σ in the MDP
such that from a given initial distribution ∆ ∈ H , the belief distri-
bution produced by the strategy always remains in H , i.e., for all
n ∈ N, ∆ ·Mσ (1) · · ·Mσ (n) ∈ H . This initialized safety problem for
MDPs trivially subsumes the initialized safety problem for Markov
chains (by taking the size of the alphabet to be 1). Surprisingly, it
turns out that this problem is already as hard as the Skolem prob-
lem [3], whose decidability is a long-standing open problem [28].
Only some subclasses are known decidable for arbitrary dimen-
sions, such as ultimate-positivity (equivalent to an eventual safety
condition) for restricted matrices where eigenvalues have multi-
plicity 1 [24]. The existential and universal safety problems can,
respectively, be seen as under and over-approximations of the ini-
tialized safety problem. That is, if the existential safety problem
has a negative answer, then so does the initialized safety problem,
and the universal safety problem has a positive answer, then so
does the initialized safety problem.
Motivating example As motivation, consider a population of
yeasts under osmotic stress [22]. The stress level of the popula-
tion can be studied through a protein which can be marked (by
a chemical reagent). For the sake of illustration, consider the fol-
lowing simplistic model where a yeast can take 3 different discrete
states, namely the concentration of the protein being high (state
1), medium (state 2) and low (state 3).
When a cell is on a saline substrate, it will evolve using one
dynamics, described by the Markov chainMsa , and when it is on a
sorbitol substrate, it will evolve using another dynamics, described
by theMarkov chainMso , given in Fig. 1. These twoMarkov chains
give the proportion of the population of yeasts (considered as a
fluid) moving from one protein concentration level to another, in
one time step (say, 15 seconds) under this substrate. For instance,
20% of the yeasts with low protein concentration will have high
protein concentration at the next time step under a saline substrate,
which is represented by the value 0.2 in Msa .
The difference between the MDP and the PFAmodel is that with
the MDP model, the substrate may vary for each yeast, while for
PFAs, there is a unique substrate for the whole population. We
want to control this population of yeasts, to make it stay within
some reasonable convex polytopeH , e.g., the proportion of yeasts
with high concentration of the protein (in state 1) stays inside the
interval [ 14 ,
1
2 ]. We can then ask two questions: whether for all ini-
tial configurations in H , there exists such a safe strategy, meaning
that H is stable, and if not, whether there exists at least one initial
configuration in H for which there is a strategy to stay inside H .
RelatedWork There has been considerablework concerningMarkov
Chains in the distribution-based context. As there is no choice of
actions, this view coincides with unary PFAs. Further, the prob-
lem considered is to performmodel-checking of distribution-based
properties rather than strategy synthesis (there is no choice to
resolve). In [5], it was shown that distribution-based properties
cannot be expressed in the more classical probabilistic variant of
the CTL∗ logic. In fact, these verification questions generalize the
above mentioned initialized safety question and hence are also
Skolem-hard for Markov chains [3]. However, one can find de-
cidable subclasses as in [4], or approximate solutions for some
distribution-based properties as in [1, 2] and also in [9], where the
related isolation problem is tackled.
The existential safety problem has also been considered over
general real matrices (rather than stochastic ones), in the special
deterministic case (no control involved), where Tiwari [27] proved
a PTIME algorithm for the case where the polytope is a half space
using a fixed point approach similar to ours. However, that result
uses the Brouwer’s fixed point theorem, while ours needs the more
powerful Kakutani’s fixed point theorem as we have to deal with
non-deterministic choices. More recently, a continuous version of
existential safety has been proved decidable for another determin-
istic class (no control involved), namely Continuous Linear Dy-
namical Systems [23], using tools from Diophantine approxima-
tion.
Concerning non-deterministic systems (involving control) with
distribution-based objectives, PFAs are awell-studiedmodel. Quan-
titative questions are undecidable [6], as well as approximating
quantitative questions [21]. Even some qualitative questions are
undecidable, such as the value 1 problem [16], and only very re-
stricted subclasses are known that ensure decidability of PFAs [10,
11, 15]. MDPs with the same semantics as we use have been com-
pared with PFAs for the qualitative problem called almost-sure
synchronization. This problem has been shown to be decidable in
PSPACE for MDPs [13], while it is undecidable for PFAs [12], us-
ing a simple reduction to the undecidable reachability for PFAs.
©­«Msa =
©­«
0.8 0.1 0.1
0.1 0.8 0.1
0.2 0.1 0.7
ª®¬ , Mso =
©­«
0.3 0.4 0.3
0.3 0.5 0.2
0.1 0.1 0.8
ª®¬
ª®¬
Figure 1. Two actions sa, so and their Markov Chain effect
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Recently, qualitative questions on PFAs presented as discrete (non-
fluid) populations have been proved decidable, using results on
parametric control [7]. Compared to these results, we show decid-
ability of quantitative questions, namely existential and universal
safety for MDPs.
Structure of the Paper In Section 2, we start by providing the
definitions and notations for MDPs and PFAs. We also define the
safety problems on convex polytopes and prove some preliminary
results. In Section 3, we prove our first main result, namely PTIME-
completeness of existential safety for MDPs. Section 4 is devoted
to the undecidability of existential safety for PFAs. Sections 5 and
6 focus on decidability of universal safety for MDPs and PFAs re-
spectively. Finally, in Section 7 we consider how the complexity is
improved for polytopes given in the V-representation.
2 MDPs, PFAs and safety properties
In this section, we define Markov decision processes (MDPs) and
probabilistic finite-state automata (PFAs) directly using a matrix
notation. This corresponds to viewing MDPs and PFAs as trans-
formers of probability distributions [10] rather than state trans-
formers, and are equivalent to the common definition via transi-
tion systems.
Let S = {s1, . . . , sn} be a set of states, Σ a finite alphabet of ac-
tions. For all 1 ≤ i ≤ n, we use ®si to denote the n-dimensional
vector, which has 1 in position i and 0 elsewhere. We use ∆1,∆2
etc. to denote arbitrary (probability) distributions over S , i.e., n-
dimensional vectors ∆ ∈ [0, 1]n such that
∑n
i=1 ∆(i) =
∑n
i=1 ®si ·∆ =
1. We will sometimes use | · |1 to denote the ℓ1-norm of a vector,
i.e., sum of its entries. Thus for a distribution ∆, |∆|1 = 1. Fur-
ther, δ ,δ ′ will denote sub-distributions over S , i.e., vectors from
[0, 1]n , such that |δ |1 ≤ 1. Similarly, we will use M,M
′ etc., to de-
noten-dimensional stochastic matrices (each row is a distribution).
Any such matrix can be seen as defining the transition matrix of a
Markov chain over the set of states S .
Definition 2.1. A Markov decision process or a probabilistic finite-
state automaton is a tuple A = (S, Σ, (Mα )α ∈Σ), where S is a set
of states, Σ is the alphabet of actions, and (Mα )α ∈Σ is a set of sto-
chastic matrices, which will define how the probability mass in a
state si ∈ S is transformed playing any action α ∈ Σ.
For instance, the motivating example is a PFA/MDP with S =
{s1, s2, s3}, Σ = {so, sa}, and Mso ,Msa as given in Fig. 1.
The difference between anMDP and a PFA is in the allowed one-
step strategies (also called decision rules [25]).We start by defining
one-step strategies of PFAs, which do not depend on the state:
Definition 2.2. Aone-step strategy of a PFAA = (S, Σ, (Mα )α ∈Σ)
is a function τ : Σ → [0, 1] such that
∑
α ∈Σ τ (α) = 1. A one-step
strategy τ is associated with the stochastic matrix:
Mτ =
∑
α ∈Σ
τ (α)Mα
We now define the one-step strategies of an MDP, which may
depend upon the state. For Mα a stochastic matrix, we denote by
M(α , j) the matrix obtained by takingMα and setting all rows to be
the 0-vector, except for the j-th row (associated with state sj ).
Definition 2.3. A one-step strategy of an MDP over S, Σ is a func-
tion τ : Σ × S → [0, 1] such that for all s ∈ S ,
∑
α ∈Σ τ (α , s) = 1. A
one-step strategy τ is associated with the stochastic matrix:
Mτ =
∑
α ∈Σ,i≤n
τ (α , si )M(α ,i )
Now, given a one-step strategy τ of an MDP or a PFA over S, Σ,
applying τ at ∆1 means going from distribution ∆1 to distribution
∆2 = ∆1 · Mτ . A general strategy σ is just an infinite sequence
of one-step strategies. Given an MDP or a PFA, an initial distribu-
tion ∆ and a strategy σ = τ1 . . ., we define for every m ∈ N, the
(probability) distribution ∆σm over the set of states S reached after
m-steps as ∆σm = ∆ ·Mτ1 · · ·Mτm .
2.1 Safety w.r.t. a polytope
Let A be an MDP or a PFA over n states and let H be a convex
polytope in Rn . In most of the paper, we will consider that convex
polytopes are defined using the so-called H -representation, that is
as an intersection of a finite number of half spaces in Rn , where
each half-space or boundary can be written as a linear inequal-
ity. Thus, we assume that H is given by a set of inequalities, and
denote by |H | the size of this set of inequalities. In section 7, we
will consider the V -representation of H , that is the representation
given as its finite set of extremal vertices. In this paper, each poly-
tope will be convex and closed (unless explicitly stated otherwise),
and we will abusively call them polytopes. Also, all polytopes will
be stochastic, that is intersected with half-spaces
∑n
i xi ≥ 1 and∑n
i xi ≤ 1 to ensure that
∑n
i xi = 1, and 0 ≤ xi ≤ 1 for all i ≤ n.
A strategy σ = τ1 . . . is said to be H -safe from ∆1 ∈ H if for all
m ∈ N, ∆σm = ∆1 · Mτ1 · · ·Mτm ∈ H . That is, σ is a strategy of A
that allows us to stay forever in H when starting from ∆1.
Let HA
win
be the set of distributions ∆ ofH such that there exists
a H -safe strategy from ∆, i.e., a strategy σ of A staying forever in
H from ∆. Also, we just write Hwin when A is clear from context.
Lemma 2.4. Hwin is exactly the set of distributions∆ ofH such that
there is a one step strategy τ such that ∆ ·Mτ ∈ Hwin.
Wenow state a classical result forMDPs as transformers of prob-
ability distributions, which will imply thatHA
win
is a convex set for
every MDP A. We give a proof in the appendix for sake of com-
pleteness. This can also be found in [19, Lemma 2.5], where the
result is stated in terms of properties of so-called row-independent
Markov set-chains (of which MDPs are an example).
Lemma2.5. Let x,y ∈ H be such that there exist two one-stepMDP-
strategies τx , τy with x ·Mτx ∈ H and y ·Mτy ∈ H . Then for every
distribution z ∈ [x,y] (that is z = λx + (1 − λ)y,λ ∈ [0, 1]) there is
also a one-step MDP-strategy leading from z to H .
Lemma 2.5 can be trivially extended by induction for the case
where one-step strategies τx , τy are replaced byH -safe (full) strate-
gies σx ,σy , i.e., strategies staying in H forever from x and y:
Lemma 2.6. Let x,y ∈ H be such that there exist two H -safe MDP-
strategies σx ,σy from x and y. Then for every distribution z ∈ [x,y]
(that is z = λx + (1 − λ)y,λ ∈ [0, 1]) there is also a H -safe MDP-
strategy σz from z.
Lemma 2.6 implies the convexity of the set HA
win
forA an MDP:
Proposition 2.7. LetA be anMDP. Let∆1, . . . ,∆k be distributions
in HAwin, and let λ1, · · · , λk ∈ [0, 1] such that
∑
i λi = 1. Then ∆ =∑
i λi∆i ∈ H
A
win.
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©­­­«
Mα =
©­­­«
1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 0
ª®®®¬
, Mβ =
©­­­«
1 0 0 0
0 1 0 0
0 1 0 0
0 0 0 1
ª®®®¬
ª®®®¬
s1
s4
s2
s3
α , β , 1 α , β , 1
α , 1
β , 1
β , 1
α , 1
Figure 2. PFA A1 with two actions α , β
Finally, notice that Lemma 2.5 is not true for PFAs. Indeed, con-
sider a PFA A1 over 4 states (s1, s2, s3, s4) as shown in Figure 2.
Action α sends the mass from s4 to s1, and the remaining mass is
kept where they are. Action β sends the mass from s3 to s2, and the
remaining is kept where they are. Let H = [ ®s3, ®s4] be the segment
from ®s3 to ®s4, that is defined by the half planes P(s1) = 0 (two half
planes, one with P(s1) ≥ 0 and one with P(s1) ≤ 0), P(s2) = 0,
0 ≤ P(s3) ≤ 1, 0 ≤ P(s4) ≤ 1 and P(s3) + P(s4) = 1.
Consider distributions x = ®s3 and y = ®s4, i.e., x(s3) = 1,x(s1) =
x(s2) = x(s4) = 0. Consider the one-step PFA strategies τx playing
α and τy playing β , i.e., τx (α) = 1, τx (β) = 0 and τy (β) = 1, τy (α) =
0. We have x · Mτx = x ∈ H and y · Mτy = y ∈ H . For any
λ ∈ (0, 1), consider z = λx + (1 − λ)y. As the mass in both s3, s4
are strictly positive, every one-step strategy τ puts some non-zero
mass in s1 or s2, and thus goes out of H . Using MDP strategies
which can depend upon states, it suffices to play α from s3 and β
from s4 to have z · Mτ = z ∈ H , i.e., τ (s3,α) = 1 = τ (s4, β) and
τ (s4,α) = 0 = τ (s3, β).
2.2 The problem definitions
In this paper, our focus is on safety properties stated on the distri-
butions. We now define the problems we tackle formally.
Definition 2.8 (The existential and universal safety problems for
MDPs and PFAs). Given an MDP or a PFA A over n states, and a
closed convex polytope H in Rn ,
• the existential safety problem asks whether there exists an
initial distribution ∆ in H and a H -safe strategy of A from
∆. In other words, is HA
win
, ∅?
• the universal safety problem asks whether, for all initial dis-
tributions ∆ in H , there exists a H -safe strategy of A from
∆, i.e., is it the case that H = HAwin .
The rest of this paper is devoted to solving these problems. We
tackle the decidability of these problems, aswell as study their com-
plexity, providing both upper and lower bounds.
3 Existential safety for MDPs
In this section, we address the existential safety problem for MDPs
and show its decidability.
Theorem 3.1. The existential safety problem for MDPs is PTIME-
complete.
To understand the difficulty of the question, note that even if we
guess a correct ∆,σ , verifying that σ is a H -safe strategy from ∆ is
highly non-trivial. Indeed, we would need to check for allm ∈ N,
∆
σ
m ∈ H . As mentioned in the introduction, even in the simple case
where there is a single action (|Σ| = 1), A is just a Markov chain,
and the problem is already as hard as the so-called Skolem problem
[3] whose decidability has been opened for decades.
However, when we ask for existence of a safe initial starting dis-
tribution, we prove that the problem becomes surprisingly simpler.
The main crux of the idea is to prove a fixed point characteriza-
tion: a H -safe strategy exists iff there exists a strategy that fixes
some distribution of H . Thus it suffices to search for (∆,τ ) such
that ∆ = ∆ ·Mτ ∈ H . We show that it can be done in polynomial
time, by cleverly writing it as a linear program.
For the case where |Σ| = 1, i.e., there is a single action, one can
adapt Tiwari’s proof [27] and show that such a fixed point charac-
terization does hold by appealing to Brouwer’s fixed point theorem.
We cannot lift this directly to the case of MDPs or PFAs since we
have multiple actions/matrices. Our main contribution in this sec-
tion is to show that we can overcome this by exploiting the nice
structure of MDPs and obtain a fixed point characterization, by ap-
pealing to the more powerful Kakutani’s fixed point theorem. To
do so, we crucially use the convexity ofHA
win
, that we proved for an
MDPA in the previous section (essentially inspired from Markov
set chain theory [19]). Let us start by recalling the statement of
Kakutani’s fixed point theorem [20].
Theorem 3.2 (Kakutani’s Fixed Point Theorem). Let S be a non-
empty, compact and convex subset of some Euclidean space Rn . Let
f : S → 2S be an upper hemicontinuous set-valued function on S
with the property that f (x) is non-empty, closed and convex for all
x ∈ S . Then f has a fixed point, i.e., there exists x ∈ S s.t. x ∈ f (x).
Recall that upper-hemicontinuity means that for all open sets
O , if f (a) ⊆ O , then there is an open set N s.t. a ∈ N and for all
a′ ∈ N , f (a′) ⊆ O . Now, let A be an MDP. Consider S = HA
win
.
It is a convex region by Proposition 2.7. It is also closed as H is
closed. It is bounded as it is a subset of the set of distributions over
n variables, and thus compact as the dimensionn is finite. Consider
the following function:
Lemma 3.3. Let f : Hwin → 2
Hwin with f (∆) = {∆′ ∈ Hwin |
∆
′
= ∆ · Mτ for some one-step strategy τ }. Then for all ∆ ∈ Hwin,
f (∆) , ∅, and f is upper hemicontinuous.
Proof. The first statement follows directly from Lemma 2.4. For
the second statement, assume by contradiction that f is not upper
hemicontinuous. Then there is an open set O and f (a) ⊆ O , and
a sequence ai converging towards a such that there is bi ∈ f (ai )
and bi ∈ (Hwin \ O). As Hwin is a compact set, we can extract a
converging subsequence. Let b be the limit of this sequence. We
have that b ∈ (Hwin \O) as (Hwin \O) is closed.
Now, by definition of f , we have one step strategies τi s.t. bi =
ai · Mτi . The space of one-step strategies is trivially compact. So
we can again extract from (τi ) a converging subsequence. Let τ be
the limit of this subsequence. Now, ai ·Mτi tends towards a ·Mτ by
continuity of linear operators. As ai · Mτi = bi , it also converges
towards b . Hence b = a ·Mτ (the limit is unique). Thus b ∈ f (a) ⊆
O , that is, b ∈ O , a contradiction with b ∈ Hwin \O . 
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We now define X = {∆ ∈ H | ∆ = ∆ · Mτ for some one-step
strategy τ }. This is a subset of Hwin. Using Kakutani’s fixed point
theorem, we obtain:
Lemma 3.4. Hwin , ∅ iff X , ∅.
Proof. X ⊆ Hwin, so if X , ∅, then Hwin , ∅. If Hwin , ∅, by
Kakutani’s fixed point theorem, there exists a ∆ ∈ Hwin such that
∆ ∈ f (∆) which means that there exists a ∆ ∈ H and a one-step
strategy τ with ∆ ·Mτ = ∆. Hence ∆ ∈ X and X , ∅. 
One can adapt the proof of Lemma 2.5 to obtain:
Lemma 3.5. X is a convex set.
For i ≤ n, let si be a state of the given MDP. We define the
weighted outcome of the one-step strategy from si to be the set
Imi = {λ ®si · Mτ | λ ∈ [0, 1], and τ is a one-step strategy}. Let
i ≤ n and let Σ = {α1, . . . ,αk }. Further, for all j ≤ k , let t
j
i be the
distributions obtained as ®si · M(α j,i ). For all i , Imi is a convex set,
and more precisely a bounded cone from the origin (®0 · ®si for any
i) to (t
j
i )j≤k . We have the following lemma:
Lemma 3.6. Let δ be a sub-distribution. Then, we have δ ∈ Imi iff
∃µ1, . . . , µk ∈ [0, 1] with
∑
j µ
j ≤ 1 and δ =
∑
j µ
j t
j
i .
Using this Lemma, we obtain the following characterization:
Lemma 3.7. We have X , ∅, i.e., ∃λ1, . . . , λn ∈ [0, 1] such that:
• ∆ =
∑
i λi ®si ∈ H and
• there exists a one-step strategy τ with ∆ ·Mτ = ∆.
iff ∃λ1, . . . , λn ∈ [0, 1] and ∃µ
1
1, . . . , µ
k
n ∈ [0, 1], where k = |Σ|, such
that:
(1)
∑
i λi ®si ∈ H (i.e., it satisfies the linear number of equations
associated with H ),
(2) For all i , we have
∑
j µ
j
i = λi ,
(3)
∑
i, j µ
j
i t
j
i =
∑
i λi ®si .
Now, the second condition in Lemma 3.7 is clearly a set of lin-
ear (in)equalities and can be solved using linear programming in
polynomial time. As a result we can check if X , ∅ in PTIME. By
Lemma 3.4, we conclude that we can check if Hwin , ∅ in PTIME.
To complete the proof of Theorem 3.1, it remains to show that
this problem, i.e., existential safety forMDPs is indeedPTIME-hard.
In fact, it turns out that this is already true for MDPs with |Σ| = 1,
where we take the single matrix Mα to be the identity matrix of
dimension n. In this case, the existential safety problem reduces to
checking if the convex closed polytope H is empty or not. Given
a set of linear inequalities, which is how H is represented to us,
checking whether the set of solutions is empty is PTIME-hard (see
e.g., [17, Section A.4]). Hence we conclude that existential safety
for MDPs is PTIME-complete. This concludes the proof of Theo-
rem 3.1.
4 Existential safety for PFAs
We now turn to the existential safety problem for PFAs. We will
show that unlike forMDPs, this problem is undecidablewith amild
relaxation on H . Notice that we cannot use the usual undecidabil-
ity proof for reachability in PFAs, as reachability corresponds to
initialized safety (given a distribution ∆, is there a H -safe strategy
from ∆?). The previous section showed that existential safety for
MDPs is much simpler than initialized safety (PTIME instead of
being Skolem-hard, even in the unary case where there is a single
action [3]), so one might have expected an improvement for PFAs
as well.
We show that this is not the case. Inspired by [8], we perform
a reduction from the universal halting problem for 2-counter ma-
chines, which is undecidable (and even Π02-complete), granted that
two dimensions of the convex polytopeH can be open rather than
closed.
Theorem4.1. The existential safety problem for PFA is undecidable
for convex polytopes having open and closed boundaries.
The rest of this section will be devoted to the proof of the above
theorem. Let CM be a 2-counter machine, with two counters c,d .
We want to know whether CM terminates on all inputs. Let pc the
program counter, with possible values {1, . . . ,n} which is either
an increment operation on a counter or a combined zero-test and
decrement operation of the form: if c = 0 then go to s , else decre-
ment c and go to t .
We will define a PFA A and a polytope H , such that CM halts
for all inputs iff the existential safety is not true, i.e., there exists
no ∆ ∈ H such that there is a H -safe strategy for A from ∆. The
main idea is to encode a counter value as the probability mass in
a specific state. Then, when the counter is incremented (or decre-
mented), a “correct” choice of actions will result in the probabil-
ity mass in that state changing appropriately to encode the incre-
mented (or decremented) counter value. If this correct choice of
actions is not taken, then we ensure that the resulting distribution
must go outsideH and hence is not H -safe. Thus, for any terminat-
ing computation ofCM , no (correct or faulty) simulation ofA will
be H -safe. On the other hand, a non-terminating computation of
CM from some initial state will result in a H -safe strategy from a
corresponding initial distribution iff the simulation is correct. Let
us now formalize this construction:
States of the PFA
• (counter value states) We have two states C,D encoding the
two counters c,d respectively. The counter value c = j ≥ 0
(resp. for d) will be encoded as a probability mass of 1
1000·2j
being in C (resp. D). We take this value to be very small,
since we want to be able to encode increment and decre-
ment of these states using actions, and for this we need to
transfer probability mass from other states. Hence we want
this to be small enough to be ensured that there will be some
other state (in particular the stateT below, from which this
probability can be transfered).
• (program counter state) The state P will encode the program
counter, withpc = i for 1 ≤ i ≤ n being encoded as probabil-
ity mass of i1000n in P (values that are not a valid encoding
will immediately lead A out of H ),
• (special states) S,T are two special states. S is a stable state,
which will always have probability mass 110 in it and T is a
trash state which collects all the remaining probability,
• (verification states) These states are used to ensure that the
above states behave as they should, i.e., the probability mass
in them is as specified. More precisely, we have:
– For each 1 ≤ i ≤ n, we have CPi ,CQi to check the pro-
gram counter P encodes pc = i .
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– CA,CB,CX ,CY ,CZ (and similarly DA,DB,DX ,DY ,DZ )
to check that the zero test evaluates to true or false for C
(resp. D),
– XC,XD to check that the new value of C and D are as
expected.
Defining the polytope H We design the polytope H by specify-
ing ∆ ∈ H iff the following hold:
(h1) ∆(S) = 110 (probability mass at S is exactly
1
10 )
(h2) ∆(C),∆(D) ∈ (0, 11000 ] and ∆(P),∆(CA),∆(DA) ∈ [0,
1
1000 ],
(h3)
∑n
i=1 ∆(CQi ) =
1
100000n ,
(h4) ∆(CPi ) = ∆(CQi) for all i ,
(h5) ∆(CY ) ≤ ∆(CA) and ∆(CB) = ∆(CZ ), and similarly for
DA,DB,DY ,DZ ,
(h6) ∆(XC) = ∆(CX ) + ∆(CY )+ ∆(CZ ) ∈ [0, 12000 ] and similarly
for XD.
Note indeed that the above can be defined as an intersection of half-
spaces, using inequalities and further, the space defined is convex.
Actions and Transitions of the PFA From a distribution ∆ ∈
H , assume that there exists a one-step strategy τ such that ∆2 =
∆ · Mτ ∈ H . We will make sure that there is at most one such τ .
Recall that τ (α) represents the proportion of action α which will
be played by the strategy (from every state of the PFAs). We will
call this weight of action α . Further, in what follows, we say an
action α sends p of the mass of state s to state s ′, to mean that
from state s there is a transition labeled α to s ′ with probability p.
When probability p is 1, we just say that the action sends the mass
of state s to s ′.
A has (at most) 2n + 4 actions:
• Action ι sends the mass of every state to state T . It will be
used to make the sum of weights of actions add up to 1.
(That is, from each state, there is a transition labeled ι to
T , with probability 1.)
• Action δ sends the mass of every state to stateT , except for
T which is fully sent to S . It will be used to replenish the
stable state S (to ensure it has a probability mass of 110 after
every step),
• Action δC sends the mass of every state to T except for S ,
for which it sends 140 of the mass to XC ,
1
2 toC and the rest
to T . Action δD is similar, replacing C,XC by D,XD. They
will ensure that the probability mass inC,D encode correct
counter values.
• There are at most 2 actions αi , βi per program counter pc =
i : one action αi for increment and two actions αi , βi for
decrement/zero test. We detail the action αi encoding the
instruction, pc = i : c ≥ 1, decrement c and goto j:
1. Send 110i of the mass of P into CPi , and the rest into T ,
2. Send all the mass of C into CY ,
3. Send 12 of the mass of D into DX , and the rest to T ,
4. Send 11000n of the mass of S into CQi ,
1
200 of the mass of
S into CA, and send
j
10n of the mass of S into P , and the
rest into T ,
5. Send all the mass of the rest into T .
This is the only actionwith βi which sends mass toCPi ,CQi .
Assuming ∆(P) = i1000n (pc = i), because of (h4), 1 and 4,
only αi , βi can have positive weight, because we have for
all j, ∆2(CPj ) = ∆(P)
τ (αi )+τ (βi )
10j ·n = ∆2(CQj ) =
τ (αi )+τ (βi )
10000·n ,
that is ∆(P) =
j
1000n for τ (αj ) + τ (βj ) , 0. That is, τ (βj ) =
τ (αj ) = 0 for all j , i . Further, τ (αi ) + τ (βi ) =
1
10 thanks to
Condition (h3).
Assuming that ∆(C) ≤ 12000 (c ≥ 1), because βi sends
1
1000
intoCB and ∆(C) intoCZ , we must have τ (βi ) = 0 to ensure
(h5) ∆2(CB) = ∆2(CZ ).
Thus τ (αi ) =
1
10 . Further, ∆2(CY ) =
∆(C )
10 through τ (αi ) =
1
10 . By Condition (h6), the same mass must enter in XC as
∆2(CX ) = ∆2(CZ ) = 0. Hence τ (δc )/400 = ∆(C)/10 which
means τ (δc ) = 40∆(C). So the mass entering C through
τ (δC ) is 40∆(C) ∗ 1/20 = 2∆(C) which is equivalent to c
being decremented. In the same way, we can observe that
the mass in counter d remains unchanged through δD .
• Action βi coding pc = i : c = 0 and goto j is as follows:
1. Send 110i of the mass of P into CPi , and the rest into T ,
2. Send 12 of the mass of C into CZ , and the rest into T ,
3. Send 12 of the mass of D into DX , and the rest to T ,
4. Send 11000n of the mass of S into CQi ,
1
200 of the mass of
S into CB, and send
j
10n of the mass of S into P , and the
rest into T ,
5. Send all the mass of the rest into T .
As above, we have τ (αi )+τ (βi ) =
1
10 . Assuming that ∆(C) =
1
1000 (c = 0), because αi sends
τ (αi )
2000 into CA and τ (αi ) ·
∆(C) =
τ (αi )
1000 into CY , we must have τ (αi ) = 0 to ensure
(h5) ∆2(CY ) = ∆2(CA).
Hence τ (βi ) =
1
10 . Thus,∆(C)/20 entersCZ . ByCondition (h6),
the same mass must enter in XC as ∆2(CX ) = ∆2(CY ) = 0.
Hence τ (δc )/400 = ∆(C)/20 which means τ (δc ) = 20∆(C).
So the mass entering C through τ (δC ) is 20∆(C) ∗ 1/20 =
∆(C) which is equivalent to c staying at 11000 , that is the
counter c stays at c = 0. In the same way, we can observe
that the mass in counter d remains unchanged through δD .
• Action αi encoding pc = i : increment c and goto j is as fol-
lows:
1. Send 110i of the mass of P into CPi , and the rest into T ,
2. Send 14 of the mass of C into CX , and the rest into T ,
3. Send 12 of the mass of D into DX , and the rest to T ,
4. Send 11000n of the mass of S intoCQi , and send
j
10n of the
mass of S into P , and the rest into T ,
5. Send all the mass of the rest into T .
This is the only action (βi does not exists as this is an in-
crement) which sends mass to CPi ,CQi . Assuming ∆(P) =
i
1000n (pc = i), because of (h4), 1 and 4, only this action can
have positive weight, that is τ (βj ) = τ (αj ) = 0 for all j , i .
Further, τ (αi ) =
1
10 thanks to Condition (h3).
Further,∆(C)/40 entersCX throughτ (αi ). By Condition (h6),
the same mass must enter in XC as ∆2(CY ) = ∆2(CZ ) = 0.
Hence τ (δc )/400 = ∆(C)/40 which means τ (δc ) = 10∆(C).
So the mass entering C through τ (δC ) is 10∆(C) ∗ 1/20 =
∆(C)/2 which is equivalent of c being incremented. In the
same way, we can observe that the mass in counter d re-
mains unchanged through δD .
We obtain a correct simulation from distributions correspond-
ing to configurations of the 2-counter machine. In particular, there
exists a safe strategy from this distribution iff the computation
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from the corresponding configuration is not halting. We obtain
that the PFA is existentially safe iffM is not universally hatling.
Notice that (h2)has some strict inequalities, asking ∆(C),∆(D) >
0. This is to avoid considering configurations with infinite coun-
ters, from which there may exist a non-halting computation.
5 Universal safety for MDPs
In this section, we prove that universal safety is decidable forMDPs.
Further, we provide tight complexity bounds:
Theorem5.1. The universal safety problem forMDPs is co-NP-complete.
Our first step is to express universal safety as a property on the
one-step strategies.
Lemma 5.2. LetM be an MDP and H a convex polytope. Then H =
Hwin iff for any distribution ∆ in H , there exists a one-step strategy
τ (of the MDP) which sends in H , that is ∆ ·Mτ ∈ H .
Proof. If for each distribution ∆ ∈ H , there exists such a one-step
strategy τ∆, then one can extend it to a distribution-based strategy
playing τ∆ when in ∆. That is, for each ∆ ∈ H , it suffices to play
the strategy σ defined inductively by σ (1) = τ∆ and σ (n+ 1) = τ∆n
with ∆n = ∆ ·Mσ (1) · · ·Mσ (n). We prove trivially by induction that
∆n ∈ H , and thus τ∆n is well defined and ∆n+1 ∈ H . Thus, σ is aH -
safe strategy from ∆. Thus H ⊆ Hwin. But by definition we know
that Hwin ⊆ H , which implies that H = Hwin.
Conversely, if H = Hwin, then for all ∆ ∈ H we have ∆ ∈ Hwin .
Thus there is a strategy staying forever in H from any ∆ ∈ H , and
in particular a one-step strategy staying in H . 
5.1 A co-NP upper bound for universal safety in MDPs
Our goal is to check the characterization in Lemma 5.2 by encoding
it as a quantified linear program and exploiting advances and the
state-of-the-art results in the theory of linear arithmetic and linear
inequalities [14, 30]. For this we first obtain another intermediate
characterization, which brings us closer to our goal. We reuse the
notation (t
j
i ) of Section 3, defined as the distributions ®si ·M(α j,i ).
Lemma 5.3. Let A be an MDP, with set of states S and actions Σ,
where k = |Σ|, n = |S |. Let H be a convex set. Then the following are
equivalent:
(P1) H = Hwin
(P2) for all distributions ∆ ∈ H , there exists a one-step strategy τ
such that ∆ ∈ H implies that ∆ ·Mτ ∈ H
(P3) for all λ1, . . . λn ∈ [0, 1], there exists µ
1
1, . . . , µ
k
n ∈ [0, 1], such
that
∑
i λi ®si ∈ H (it satisfies the linear number of inequalities
associated with H ) implies that:
a. For all i , we have
∑
j µ
j
i = λi ,
b.
∑
i, j µ
j
i t
j
i ∈ H (it satisfies the linear number of inequalities
associated with H ).
Proof. The statement (P1) iff (P2) follows from Lemma 5.2.
Now we prove (P2) iff (P3). Recall that Imi (see Section 3) is the
weighted outcome of one-step strategy from ®si , denoted as Imi =
{λ ®si · Mτ | λ ∈ [0, 1], and τ is a one-step strategy }. The proof
follows ideas of Lemmas 3.6, 3.7. Assume (P2). Let (λi )i≤n such
that ∆ =
∑
i λi ®si ∈ H . Thus there exists a τ with ∆ · Mτ ∈ H .
Let ν
j
i = τ (αj , ®si ). We have ∆ · Mτ =
∑
i, j λiν
j
i t
j
i ∈ H . For all i, j,
choosing µ
j
i = λiν
j
i satisfies a and b. Hence (P3) is true.
Assume (P3). Let ∆ =
∑
i λi ®si ∈ H . It suffices to consider τ such
that τ (αj , ®si ) =
µ
j
i
λi
for λi > 0 and τ (αj , ®si ) = 0 otherwise to prove
(P2). 
Now,we observe that (P3) is a quantified linear implication (QLI),
i.e., a conjunction of implications of inequalities over real numbers
of the form:
∃x1∀y1 . . . ∃xn∀yn[A · x + N · y ≤ b → C · x +M · y ≤ d]
where, A,N,C,M are matrices and x, y, b, d are vectors partitioned
respectively as x1, . . . xn and y1, . . . ,yn . The decidability of solv-
ing (checking existence of a solution for) such QLI’s with an arbi-
trary quantifier alternation is known to be PSPACE-hard [14]. But
it turns out that our specific problem has a better structure which
allows us to use recently proved results in [30] and show the fol-
lowing:
Proposition 5.4. Solving the quantified linear implication (P3) can
be done in co-NP.
Proof. First, we observe that (P3) has a single alternation between
universally quantified variables and existentially quantified vari-
ables, further, the first variable is universally quantified. In the no-
tation of [14, 30], this means that the problem (P3) is in the class de-
noted by QLI(1,∀,B)1 . This allows us to appeal to Theorem 6 of [30]
(or see Lemma 5.1 of [29] for an alternate proof) that states that this
class QLI(1,∀,B) is co-NP-complete. Thus, we obtain that (P3) is in
co-NP. 
Since solvability for this class of QLI is co-NP-hard as well [14],
one may try to prove that these particular instances are actually
as hard as general QLP(1,∀,B) questions. The difficulty is that the
equations on the right hand side and on the left hand side are both
the same equations associated with H , which is a very special case
of the general QLI(1,∀,B) class and it is not immediately clear how
to transform an arbitrary QLI from this class to an instance of (P3).
Nevertheless, we next show a direct proof of co-NP-hardness.
5.2 A co-NP lower bound for universal safety in MDPs
We now prove a matching lower bound, showing that we cannot
hope to find a PTIME algorithm for universal safety in general
MDPs (unless PTIME = NP):
Proposition 5.5. Checking universal safety for MDPs is co-NP-hard.
The proof is by a reduction from the complement of 3-CNFSAT,
which is co-NP-complete. The complement asks, given a 3-CNFSAT
formula, if it is uniformly false, i.e., whether for all valuations,
there exists a clause which evaluates to false.
Let x1, . . . xn be the variables and c1, . . . , ck be the clauses (in
3-CNF) of the formula Φ. We letm = max(k,n), be the maximum
between the number of variables and the number of clauses.
Our goal is to define an MDP and a polytope H such that H is
universally safe iff Φ is not satisfiable. By the characterization in
Lemma 5.2, H is universally safe iff from any initial distribution in
H , there exists a one-step strategy of A that remains in H . Thus
we will in fact design an MDPA and a polytopeH such that from
1B refers to the fact that both existentially/universally quantified variables may oc-
cur in both sides of the implication. In fact, we fall in a restriction where existen-
tially quantified variables only occur on Right hand side, but this doesn’t change the
complexity.
7
, , S. Akshay, Blaise Genest, and Nikhil Vyas
any initial distribution in H , there exists a one-step strategy τ of
A that remains in H iff Φ is not satisfiable.
The states of theMDPwill correspond to the variables and clauses,
as defined later.We start by defining the alphabet of actions for the
MDP, of size 2nk + 2:
• for each 1 ≤ i ≤ n and 1 ≤ j ≤ k , we will have two actions
α
j
i , β
j
i that are associated with variable xi and clause cj ,
• one action δ to replenish a “stable” state and one action ι to
ensure that the weight of outgoing actions sums up to 1.
We also introduce a notation. For any clause cj , we denote γ
j
1
for α
j
i if xi is the first literal of cj , and γ
j
1 for β
j
i if ¬xi is the first
literal of cj , and similarly for the second and third literals of cj .
A high level intuition of the proof Each valuation v will cor-
respond to an initial distribution ∆v . Given a valuation v for vari-
ables x1, . . . , xn , we need to check if there is any clause cj which
is false, i.e., such that all literals of cj are set to false by v . To find
such a j, we will let the one-step strategy τ choose uniformly the
clause cj which is false: there must be a j such that for all i , either
α
j
i has positive weight or β
j
i has positive weights (that is, the sum
of the two weights is non zero).
For that, we design H to ensure that if ∆v ·Mτ ∈ H , then:
I1 for all i ,
∑
j τ (α
j
i ) + τ (β
j
i ) =
1
20m .
I2 for all j and all i, i ′, τ (α
j
i ) + τ (β
j
i ) = τ (α
j
i ′
) + τ (β
j
i ′
).
I3 for all j, τ (γ
j
1 ) = τ (γ
j
2 ) = τ (γ
j
3 ) = 0,
I(v)
∑
j τ (β
j
i ) = 0 for all i such that xi is true under v , and∑
j τ (α
j
i ) = 0 for all i such that xi is false under v .
We first want to show that for a given valuation v , if there is a
clause cj which is false under v , then there is a one step strategy
τv, j with τv, j satisfying the conditions I(v), I1, I2, I3. This strategy
is defined as follows:
J1. τv, j (α
j′
i ) = τv, j (β
j′
i ) = 0 for j
′
, j,
J2. τv, j (α
j
i ) =
1
20m , τv, j (β
j
i ) = 0, if variable xi is true under v ,
J3. τv, j (β
j
i ) =
1
20m , τv, j (α
j
i ) = 0, if variable xi is false under v ,
For v, j such that cj is false under v , we indeed have that τv, j
satisfies I(v), I1, I2, I3. First, J1,J2,J3 imply I(v),I1,I2 for all j. For I3,
for all j ′ , j, J1 implies that τv, j (γ
j′
1 ) = τv, j (γ
j′
2 ) = τv, j (γ
j′
3 ) = 0.
To show I3 for the remaining case, i.e., when j ′ = j, we remark that
as cj is false under v , we have I3: all literals of cj are set to false
by v , so I (v) (which we already proved) ensures that τv, j (γ
j
1 ) =
τv, j (γ
j
2 ) = τv, j (γ
j
3 ) = 0. Thus I3 is true.
Conversely, we want to show that with such an H , for all valu-
ations v , if a one-step strategy τ satisfies I(v), I1, I2, I3, then there
is a clause cj which is false under v (there may be several such
clauses, and the strategy may choose several of them, as long as it
does so uniformly (because of I2) for all i).
Consider such a τ . Now, because of I1, for all i , there is some ji
such that τ (α
ji
i ) + τ (β
ji
i ) > 0. Because of I2, we know that we can
choose j uniform in i , i.e., for all i , ji = j. We can apply I3 for this
j, implying that τ (γ
j
1 ), τ (γ
j
2 ), τ (γ
j
3 ) are all null. Using I (v), we have
that cj is false under v . Indeed, assume by contradiction that some
literal of cj is true under v . Wlog, we can assume that it is the first
literal of cj , and that this literal is e.g. ¬xi , i.e., xi false under v . As
τ (α
ji
i ) + τ (β
ji
i ) > 0, and τ (β
ji
i ) = τ (γ
j
1 ) = 0, we have τ (α
ji
i ) > 0,
which is in contradictionwith I(v) and xi false underv . Thus, there
exists a j such that cj is false under v .
Finally, remark that in the forward direction, we need to define
one-step strategies τ from all ∆ ∈ H (so far, we did it only from
{∆v | v a valuation}). To do this, we define valuation v such that
∆v is in some sense (made precise later) close to ∆. We show that
if there is a clause cj false under v , then one can play τv, j from ∆
and stay in H . Notice that when Φ is true under v , there may be
some τ defined from ∆ but no τ from ∆v .
Formal construction
States of the machine We have nk + 3n + 3k + 2 states:
• For each variable xi , we associate 3 states Xi ,Yi ,Zi , which
will be used to ensure I1 and I(v),
• For each clause cj and variable xi , we associate the stateC
j
i
which will be used to ensure I2,
• For each clause cj , we associate the statesG
j
1,G
j
2,G
j
3 which
will be used to ensure I3,
• One "stable" state S (containing 110 , ensured by polytopeH ),
• One "trash" stateT , which will get the rest of the probability
mass (which will be at least 12 ).
Polytope The polytopeH is defined as follows (as done before, we
write constraints, but it is easy to see that these can be captured as
intersection of half-spaces, linear inequalities):
(Hi) for all i , ∆(Yi ) + ∆(Zi ) =
1
400m , which is used to ensure I1,
(Hii) For all j ≤ k and all i , i ′ ≤ n, ∆(C
j
i ) = ∆(C
j
i ′)which is used
to ensure I2,
(Hiii) For each j ≤ k , we have ∆(G
j
1) = ∆(G
j
2) = ∆(G
j
3) = 0 which
is used to ensure I3,
(Hiv) ∆(S) = 110 ,
(Hv) ∆(Xi ) ∈ [0,
1
10m ] for all i ≤ n, which encodes the valuation
of xi ,
(Hvi) ∆(Yi ) ∈ [0,
1
400m ] for all i ≤ n, which is associated with the
weight of action αi ,
(Hvii) ∆(Xi )− 20∆(Yi ) ∈ [0,
1
20m ] for all i ≤ n, which enforces I(v),
Actions: Every action sends all the mass from Xi to Xi , and all the
mass from Yi ,Zi ,C
j
i ,G
j
ℓ
to T for all i ≤ n, j ≤ k and ℓ ∈ {1, 2, 3}.
All actions except δ send all the mass from T to T . Action δ sends
all the mass from T to S .
The main difference in the actions is what happens from the
single state S . That is why this lower bound applies to MDPs (and
PFAs): choosing actions based on state does not make a difference.
Action ι sends the mass from S to T , while δ sends all the mass
from S to S .
Actions α
j
i , β
j
i transform the mass of S as follows:
• 12 into Yi for α
j
i and
1
2 into Zi for β
j
i . This combined with
(Hi) implies I1 and combined with (Hvii) implies I(v),
• 120m into C
j
i for both. This combined with (Hii) implies I2,
• α
j
i (resp. β
j
i ) sends
1
20m into G
j
ℓ
if it is γ
j
ℓ
. This combined
with (Hiii) implies I3,
• the rest of the mass of S is sent back to S .
Enforcing I(v). Let v be a valuation. We associate to v a distri-
bution ∆v ∈ H such that ∆v (Xi ) = 0 if xi is false under v , and
∆v (Xi ) =
1
10m if xi is true under v . The mass in S is ∆v (S) =
1
10
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and other states can have arbitrary mass as long as ∆v ∈ H (such
∆v ∈ H exists for every valuation v).
Let τ be a one-step strategy such that ∆2 = ∆v ·Mτ ∈ H . For all
i ≤ n, we denote by ai the sum of weights
∑
j τ (S,α
j
i ) from state S
of action α
j
i for j ≤ k . Similarly we denote by bi =
∑
j τ (S, β
j
i ). For
all i , we have ∆2(Yi ) =
ai
20 by construction, as ∆v (S) =
1
10 . Also
∆2(Xi ) = ∆v (Xi ) because all actions send all mass from Xi to Xi .
Now, assume that ∆v (Xi ) = 0 (i.e., xi is false underv). Then, we
have ∆2(Xi ) = 0 by construction. As ∆2(Xi ) − 20∆2(Yi ) ≥ 0 and
∆2(Yi ) ≥ 0, it forces ∆2(Yi ) = 0 and thus ai = 0.
In the same way, for ∆v (Xi ) = ∆2(Xi ) =
1
10m (xi is true under
v), we have ∆2(Yi ) ≥
1
400m . Because of (Hi), we have ∆2(Zi ) = 0,
which implies that bi = 20m∆2(Zi ) = 0. That is, I(v) is ensured.
Notice that once τ (S,α
j
i ), τ (S, β
j
i ) have been chosen, there is ex-
actly one choice of weight τ (T ,δ ) of δ which ensures that S = 110 ,
and the rest of theweight of τ from every state goes to ι (T contains
at least 12 of the probability mass because the sum of the maximum
of all other state is less than half. Also, with the previously defined
choice of actions, there is at least 12 of the weight left which can
be assigned to δ ).
To complete the proof, we sketch that the following statements
are equivalent (more details can be found in the appendix):
(i) H is universally safe
(ii) for all valuations v , there exists a τ such that ∆v ·Mτ ∈ H
(iii) the 3CNF formula Φ is uniformly false.
(i) implies (ii) is trivial. For the other directions, we provide a
short and rough sketch here and leave the formal details to the
Appendix. First, assume (ii). For all valuations v , let τv be such
that ∆v · Mτv ∈ H . As sketched in the high-level description, it
implies that some clause cj is false under v , which implies (iii).
Finally, assume (iii). Then, consider a distribution ∆ ∈ H . We
will associate a valuation v to ∆. For all i , either ∆(Xi ) ≤
1
20m
and one can choose v setting xi to false (∆2(Yi ) = 0). Otherwise,
∆(Xi ) = ∆2(Xi ) >
1
20m and one can choose v setting xi to true
(∆2(Yi ) =
1
400m ). As (iii) is true, we have some cj false under v .
Applying the one-step strategy τv, j sketched in the high-level de-
scription yields: ∆ ·Mτv, j ∈ H , which implies that (i) holds.
6 Universal safety for PFAs
Finally, we show that the universal safety problem for PFAs is still
decidable, but with a higher complexity of EXPTIME.
Theorem 6.1. The universal safety problem for PFAs can be solved
in EXPTIME and is co-NP-hard.
Proof. The hardness follows by observing that the proof of co-NP-
hardness for MDPs, works mutatis-mutandis for PFAs. Hence, uni-
versal safety is also co-NP-hard for PFAs.
Next, we observe that universal safety continues to be a prop-
erty on one-step strategies. In otherwords, Lemma 5.2 and its proof
holds verbatim for PFAs as well. From this, for universal safety
of PFAs, it suffices to check the following proposition in the First
Order Theory of Reals (denoted Th(R)): is it the case that for all
λ1, . . . , λn ∈ [0, 1]
n with
∑
λi ®si ∈ H , there exist µ1, . . . , µk ∈
[0, 1]k with
∑
j µ j = 1 and
∑
i, j λi µ j ®si · Mα j ∈ H . There, (λi )i≤n
represent the coordinates over the basis ®si , . . . , ®sn of a distribution
∆ =
∑n
i λi ®si ∈ H , while (µ j )j≤k are the coefficients of the one-step
strategy τ with τ (αj ) = µ j for actions α1, . . . ,αk .
It is well known that Th(R)is in 2EXPTIME, which gives decid-
ability in 2EXPTIME for this problem. Note that since we have
PFAs, we cannot exploit the convexity of Hwin as in MDPs, to en-
code the problem in quantified variants of linear programming.
In the following, we will show that we can improve this result
from 2EXPTIME to EXPTIME. The main idea is that we reduce the
above question to an equivalent existential FO (denoted ∃-Th(R))
formula, which involves an exponential blowup.
Consider t
j
i = ®si ·Mα j obtained from ®si playing actionαj . For δ =∑
λisi . Let ∆ =
∑
i λi ®si ∈ H . We can define Im(∆) = {
∑
i, j λi µ j t
j
i |
µ1, . . . , µk ∈ [0, 1]
k ,
∑
j µ j = 1}. We have Im(∆) is convex: given
Γ1, Γ2 ∈ Im(∆), associated with (µ j ), (νj ) and given ℓ ∈ [0, 1], it
suffices to choose κj = ℓµ j + (1 − ℓ)νj for all j to prove that ℓΓ1 +
(1 − ℓ)Γ2 ∈ Im(∆). Further, Im(∆) have k corner points, one for
each j ≤ k , obtained with µ j = 1, defined as
∑
i λit
i
j .
Using the separation theorem (consequence of Hahn-Banach
theorem), Im(∆) ∩ H = ∅ iff there exists an hyperplane K which
separates Im(δ ) andH iff there existsK a half space withK∩H = ∅
and Im(∆) ⊆ K .
Thus, we can rewrite the above condition as: Does there exist
λ1, . . . , λn ∈ [0, 1]
n with
∑
i λisi ∈ H and a half space K (linear
number of equations to existentially guess) disjoint of H (need to
check that every corner point is not in K ), such that
∑
i λit
j
i ∈ K
for all j ≤ k (linear number of equations). Notice that for general
H under the H-representation, the number of corner points is ex-
ponential in |H |.
Now, we exploit the fact that there are algorithms for existential
F0 over reals that run in O
(
L(md)n
2
)
[18] where L is the number
of bits needed to represent the formula,m is the number of poly-
nomials in the FO sentence, d is the max-degree of polynomials
and n is the number of variables. For general H , L and n polyno-
mial in input size, d is a constant andm is exponential in input size.
Note that even withm being exponential the run time is still an ex-
ponentially bounded function and we obtain an EXPTIME upper
bound. 
7 Polytopes under the V-representation.
The above proof for PFAs suggests that the input representation of
the polytope is very important. Indeed, the exponential blowup in
the above result for PFAs is due to the fact that polynomially many
linear equations can define a polytope with exponentially many
corner points. This motivates us to consider another representa-
tion of convex polytopes, called the V-representation, which gives
as input the set corner (H ) of r corner points Γ1, . . . , Γr of the con-
vex polytope H . With this representation, checking for
∑n
i λi ®si ∈
H is done by asking whether there exists ν1, . . . ,νr ∈ [0, 1]
r such
that
∑n
i λi ®si =
∑r
j νjΓj . Existential safety is thus still in PTIME for
MDPs, and still undecidable for PFAs.
On the other hand, for universal safety we get better upper
bounds, when the polytope is given in the V-representation. For
PFAs, it suffices to use the proof of Theorem 6.1, and remark that
the number of vertices is polynomial in the input size in this case.
We can therefore write this in ∃-Th(R) whose complexity is in the
class ∃R ⊆ PSPACE (see [26] for a formal definition of this class).
For MDPs, we can improve the complexity even further obtaining
a PTIME upper bound matching existential safety for MDPs. That
is,
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Complexity of safety MDPs PFAs
Existential PTIME undecidable
Universal PTIME ∃R ⊆PSPACE
Table 2. Complexity for polytopes under the V -representation.
Theorem 7.1. Let H be a polytope given by its V-representation,
then solving universal safety can be done in PTIME for MDPs and
∃R for PFAs.
For MDPs, using the convexity of Hwin (Lemma 2.5), we show
that it suffices to test safety from corner (H ). For each of the linearly
many distributions in corner (H ), this can be done in PTIME.
Lemma 7.2. Let M be an MDP. Then H = Hwin iff for all distribu-
tion ∆ in corner (H ), there exists a one-step strategy τ with ∆ ·Mτ ∈
H .
Further, given ∆ ∈ H , checking whether there exists a one-step
strategy τ with ∆ ·Mτ ∈ H can be done in PTIME.
Proof. One direction is trivial. For the other direction, if corner (H ) ⊆
Hwin, then asHwin is convex, looking at the convex hull, we obtain
H = hull(corner (H )) ⊆ Hwin ⊆ H and we get the equality.
For the second statement, let A = {α1, · · · ,αk } be the actions.
Let (λi )i≤n be the coordinates of ∆, i.e, ∆ =
∑
λi ®si ∈ H . A one-
step strategy τ of an MDP is given by a tuple (µ
j
i )
j∈{1, ...,k }
i ∈{1, ...,n }
s.t. for
all i ≤ n, the mix of actions
∑k
j=1 µ
j
iαj is played by τ from state
si , with
∑k
j=1 µ
j
i = 1. For each αj ∈ A and each state si , we let
t
j
i be the distribution reached from si playing α . We thus have ∃τ
such that ∆ · Mτ ∈ H iff ∃ν1, . . . ,νr , µ
1
1, . . . , µ
k
n ∈ [0, 1]
r+nk such
that
∑
i, j λiµ
j
i t
j
i =
∑r
i νiΓi , i.e., a set of linear inequalities (as the
(λi , Γi ) are given). This is a linear program which can be solved in
PTIME. 
8 Conclusion
In this paper, we have defined and analyzed the dynamic behavior
of MDPs and PFAs via distribution-based objectives. Our results
are summarized in Table 1 (in the Introduction) and Table 2 (above).
We obtained tight complexity results for MDPs and safety objec-
tives defined by convex polytope in the usual H -representation,
with PTIME-completeness for the existential question and co-NP-
completeness for the universal question. When the polytopes are
given in theV -representation, we obtain better upper bounds, namely
PTIME even for universal safety. These efficient complexity re-
sults are surprising, especially in light of the initialized safety prob-
lem (i.e., safety from a given initial distribution), which is at least
Skolem-hard [3], and is not known to be decidable.
Concerning PFAs, the complexities are higher thanMDPs, which
is unsurprising. The gap between MDPs and PFAs is large for ex-
istential safety (undecidable vs PTIME), while it is not as large
for universal safety (EXPTIME vs co-NP). Interestingly, universal
safety has better complexity than existential safety for PFAs, while
it is the opposite for MDPs.
We would like to highlight that proving these results required
us to use a wide variety of techniques: from (quantified) linear
programming to theory of reals, fixed point theorems and SAT/2-
counter machine reductions, illustrating the richness of this topic.
In this paper, we considered safety objectives because they are
natural and have been considered in simpler deterministic con-
texts [23, 27]. In terms of future work, distribution-based objec-
tives are not restricted to safety problems. Another natural prob-
lem is the escape problem, where we ask for the existence of a
strategy escaping the convex polytopeH , or equivalently whether
all strategies are safe (they stay inside H ). In deterministic settings
(i.e., with a single alphabet), both problems coincide, as there is a
unique strategy.
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Appendix
Proof of Lemma 2.4
Indeed, if ∆1 ∈ Hwin has an associatedH -safe strategyσ = τ1τ2 . . .,
then picking τ = τ1 : Σ × S → [0, 1] results in ∆2 = ∆1 ·Mτ ∈ H .
But then σ ′ = τ2 . . . is aH -safe strategy from ∆2, hence ∆2 ∈ Hwin.
Conversely, if ∆1 ∈ H is such that there is a one step strategy
τ such that ∆1Mτ ∈ Hwin, this means that there exists a H -safe
strategy σ = τ1 . . . starting from ∆2 = ∆1 · Mτ . Then τσ is a H -
safe strategy starting from ∆1 which implies that ∆1 ∈ Hwin.
Proof of Lemma 2.5
We denote xi ,yi ,zi the probabilities of distributions x,y,z on state
si for all i . We have z = λx + (1 − λ)y for some λ ∈ [0, 1]. We thus
have zi = λxi + (1 − λ)yi .
The one step strategy τz we will apply to z is defined as fol-
lows: we first let τ ix , τ
i
y , τ
i
z the mix of actions applied to state si by
τx , τy , τz . We define τ
i
z = λ
xi
zi
τ ix + (1 − λ)
yi
zi
τ iy . Notice that this
action is in the convex hull [τ ix , τ
i
y ] of one step strategies τ
i
x , τ
i
y
on each state si , so it is possible to make it in the MDP. Indeed,
λ
xi
zi
+ (1 − λ)
yi
zi
=
λxi+(1−λ)yi
zi
=
zi
zi
= 1.
Further, 0 ≤ λ xizi ≤
1
1+
1−λyi
λxi
≤ 1 as
1−λyi
λxi
≥ 0. In the same way,
0 ≤ (1 − λ)
yi
zi
≤ 1
1+
λxi
(1−λ)xi
≤ 1 as λxi
(1−λ)xi
≥ 0.
Consider τz applied on z: We have Mτzz = Mτx
∑
i λ
xi
zi
zisi +
Mτy
∑
i (1 − λ)
yi
zi
zisi . We thus have Mτzz = λMτx
∑
i xisi + (1 −
λ)Mτy
∑
i yisi = λMτx x+(1−λ)Mτyy. HenceMτzz is in the convex
hull of Mτx x and Mτyy, both in H by hypothesis. As H is convex,
Mτzz is also in H . This proves the lemma.
Proof of Lemma 3.5
In the proof of Lemma 2.5, taking z = λx + (1 − λ)y, and two
one-step strategies τx , τy , we defined a one-step strategy τz with
z ·Mτz = λx ·Mτx + (1−λ)y ·Mτy . Let x,y ∈ X and z = λx+ (1−λ)y
in the convex hull of x and y. Choosing τx , τy s.t. x = x ·Mτx and
y = y ·Mτy , we get z ·Mτz = λx + (1 − λ)y = z, i.e., z ∈ X .
Proof of Lemma 3.6
First, assume that
∑
j µ
j ≤ 1 and δ =
∑
j µ
j t
j
i for some µ
1, . . . , µk ∈
[0, 1]. Consider ν j = 1
|δ |
µ j and λ = |δ |, where |δ | =
∑
j µ
j . Con-
sider τ defined as the mix of actions
∑k
j=1 ν
jαj . We have δ = λ ®si ·
Mτ . Conversely, let δ = λ ®si · Mτ for some τ . τ plays the mix of
actions
∑k
j=1 ν
jαj from si . Considering µ
j
= λν j for all j ≤ k , we
obtain δ =
∑
j µ
j t
j
i .
Proof of Lemma 3.7
In the forward direction, if there exist λ1, . . . , λn ∈ [0, 1] with:
• ∆ =
∑
i λi ®si ∈ H and
• there exists a one-step strategy τ with ∆ ·Mτ = ∆.
Let τi be the one-step strategy played by τ from si for all i . For all
j ≤ k , let µ
j
i be the weight of action αj in τi . It suffices to consider
the same λ1, . . . , λn and (λi · µ
j
i )
j≤k
i≤n : We have (1) and (2) by hy-
pothesis. Finally, we also have (3) because
∑
i λi ®si =
∑
i λi ®si ·Mτ =∑
i, j λi µ
j
i t
j
i .
In the reverse direction, let λ1, . . . , λn ∈ [0, 1] and µ
1
1, . . . , µ
k
n ∈
[0, 1] satisfy (1), (2), (3). Then consider δi the subdistribution
∑
j µ
j
i t
j
i .
We have δi ∈ Imi by Lemma 3.6. Hence for all i , one can find one-
step strategies τi and a µi ∈ R such that µi ®si · Mτi = δi . Now,
|µi ®si ·Mτi |1 = µi and |δi |1 =
∑
j µ
j
i = λi by (2). Thus µi = λi . We
let τ be the one-step strategy playing τi from all si and ∆ =
∑
i δi .
By (3), we get that ∆ =
∑
i λi ®si . By (1), ∆ ∈ H , i.e., it is a distribu-
tion in H . Thus, we finally get, ∆ · Mτ =
∑
i λi ®si · Mτi and ∆ =∑
i δi =
∑
i λi ®si ·Mτi as µi = λi for all i . That is, ∆ = ∆ ·Mτ ∈ H .
Proof of Theorem 4.1
Let ∆ ∈ H and let τ a one-step strategy such that ∆2 = ∆ ·Mτ ∈ H .
We have the following:
• Let i ≤ n. If τ (αi ) + τ (βi ) > 0, then ∆(P) =
i
1000n .
Consider xi = τ (αi )+τ (βi ) > 0.We have ∆2(CPi ) = xi
1
10i ∆(P)
and ∆2(CQi ) = xi
1
10000n . As ∆2(CPi ) = ∆2(CQi ) because of
(h4) of H , it gives ∆(P) = 10i10000n =
i
1000n .
• Thus if ∆(P) = i1000n , we have τ (αj )+ τ (βj ) = 0 for all j , i
and τ (αi ) + τ (βi ) =
1
10 by applying (h3). It also means that
we must have ∆(P) = i1000n for some i ≤ n.
• Assume that i corresponds to the test of counterC and possi-
ble decrement. We now show that τ (βi ) > 0 implies ∆(C) =
1
1000 . Assume that xi = τ (βi ) > 0. We have ∆2(CZ ) =
xi
1
2∆(C)and∆2(CB) = xi
1
2000 . By (h5), we have that∆2(CZ ) =
∆2(CB), and hence ∆C =
1
1000 (which encodes c = 0).
• In the same way, τ (αi ) > 0 implies ∆(C) ≤
1
2000 . Assume
thatxi = τ (αi ) > 0.We have ∆2(CY ) = xi∆(C)and∆2(CA) =
xi
1
2000 . By (h5), we have that ∆2(CY ) ≤ ∆2(CA), and hence
∆(C) ≤ 12000 (which encodes c ≥ 1). Hence exactly only of
τ (αi ) =
1
10 or τ (βi ) =
1
10 is true, the one corresponding to
the correct answer to the zero test. In particular, we can ob-
serve that ∆2(P) =
j
1000n for the correct next value j ≤ n of
the program counter.
• Notice that
∆2(C )
∆(C )
∈ { 12 , 1, 2}. Indeed,
∆2(CX )+∆2(CY )+∆2(CZ )
∆2(C )
∈
{ 140 ,
1
20 ,
1
10 }. Because of (h6), ∆2(XC) ∈ {
1
40 ,
1
20 ,
1
10 }. Now,
we have ∆2(XC) =
τ (δC )
40 and∆2(C) =
τ (δC )
2 . That is, ∆2(C) =
20∆2(XC), that is
∆2(C )
∆(C )
∈ { 12 , 1, 2}. We can check that in ev-
ery increment, do not touch (in particular for D) and decre-
ment, the right action is performed.
• In particular, if ∆(C) = 1
1000·2i
for some i , then ∆2(C) =
1
1000·2j
for some j.
We now prove the following:
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Claim 1. Let s be a configuration of CM and ∆s ∈ H a configuration
of A encoding s . CM does not halt from s iff there exists a strategy σ
which is H -safe from ∆s .
Proof. Let s0 = s be an initial configuration of CM and ∆0 ∈ H a
configuration of A encoding s0. Let s1, . . . be the finite (CM halts
from s0) or infinite (CM does not halt from s0) sequence of config-
urations explored from s0 following the CM.
We define ∆0 ∈ H a configuration encoding s0, that is with
∆0(C) =
1
1000·2i
for c = i in s0 (same for D and d) and ∆0(P) =
i
1000n . Applying the above, there exists a one-step strategy τ0 such
that ∆1 = ∆0 · Mτ ∈ H , and further, ∆1 is a configuration en-
coding s1. We can proceed trivially by induction, unless si has no
successor. In this case, there is no one-step strategy τi such that
∆i ·Mτi ∈ H . 
Now, take ∆ ∈ H . If ∆(P) , i1000n for all i ≤ n, then for any
one-step strategy τ , ∆ ·Mτ < H trivially. Otherwise, ∆(P) =
i
1000n
for some i . If ∆(C) , 1
1000·2j
for all j ∈ N and/or ∆(D) , 1
1000·2k
for
all k ∈ N, consider j,k with ∆(C) ∈ ( 1
1000·2j+1
, 1
1000·2j
] and ∆(D) ∈
( 1
1000·2k+1
,
j
1000·2k
]. Let s the initial configuration with pc = i , c = j
and d = k . We say that D weakly encodes s . Then ∆ behaves like
∆s (playing the same strategy reaching states weakly encoding the
same configurations), except if at some point, τ1, · · · τℓ have been
played, the pc encoded by ∆ · Mτ1 · · ·Mτ ℓ ∈ H is a zero test, and
∆ ·Mτ1 · · ·Mτ ℓ ∈ (
1
2000 ,
1
1000 ), in which case there is no further one-
step strategy τℓ+1 which can be played while staying inH . We thus
have proved the following:
Claim 2. There exists a H -safe strategy σ from some distribution of
H iff there exists a H -safe strategy σ from ∆s ∈ H for some configu-
ration s of CM.
With this we can conclude that H is existentially safe for A
iff CM does not halt from some configuration. This concludes the
proof of Theorem 4.1.
Proof of Proposition 5.5.
(i) H is universally safe
(ii) for all valuations v , there exists a τ such that ∆v ·Mτ ∈ H
(iii) the 3CNF formula Φ is uniformly false.
Remember that (i) implies (ii) is trivial.
We first show that (ii) implies (iii). Assume that for all valuation
v , there exists a one-step strategy τ with ∆2 = ∆v ·Mτ ∈ H .
Let v a valuation. We want to show that there exists a clause cj
such that cj is false under v , that is all its literals are false. Because
for all i , ∆2(Yi )+∆2(Zi ) =
1
400m , for all i , there is some ji such that
at least one of τ (α
ji
i , S) > 0 or τ (β
ji
i , S) > 0. This is because only
these actions add mass to Yi and Zi respectively, and only from
state S .
Now, because for all j ≤ k and all i , i ′ ≤ n, ∆2(C
j
i ) = ∆2(C
j
i ′
),
which implies that τ (α
j
i , S) + τ (β
j
i , S) = τ (α
j
i ′
, S) + τ (β
j
i ′
, S). So we
know that we can choose j uniform in i , that is for all i , ji = j.
Assume without loss of generality that j = 1.
At least one of τ (α1i , S) > 0 or τ (β
1
i , S) > 0. Now, G
1
ℓ
= 0 for
all ℓ = 1, 2, 3. We show now that all literals of c1 are false under
v . Assume by contradiction that it is not the case. Wlog, we can
assume that the first literal of c1 is true under v . Case 1: the first
literal of c1 is , xi . As G
1
ℓ
= 0, it means that τ (β1i , S) = 0 and
thus τ (α1i , S) > 0. In particular, ∆2(Yi ) > 0. Because of (Hvii), we
have ∆2(Xi ) > 0. By construction, ∆v (Xi ) = ∆2(Xi ) > 0. Now,
by definition of ∆v , as ∆v (Xi ) , 0, it is that ∆v (Xi ) =
1
10 and xi
is true under v . A contradiction with the first literal of cj is true
under v .
The other case is simpler: Case 2: the first literal of c1 is xi . As
G1
ℓ
= 0, it means that τ (α1i , S) = 0 Thus ∆2(Xi ) = 0. By construc-
tion, ∆v (Xi ) = ∆2(Xi ) = 0. Now, by definition of ∆v , xi is false
under v . A contradiction with the first literal of cj is true under v .
We now show that (iii) implies (i). Assume that for all valuations,
Φ is false. We want to show that H is universally-safe. Let ∆1 ∈ H .
We show that there is a one-step strategy τ such that ∆2 = ∆1 ·
Mτ ∈ H .
Consider the valuationv such that for all i , the variable xi is set
to true if ∆1(Xi ) ≤
1
20m , and xi false if ∆1(Xi ) >
1
20m . As ϕ is false,
there is a clause cj which is false under that valuationv (all literals
of cj are false under v).
We fix τ uniform over the states. In particular, this will be both
an MDP strategy and also a PFA strategy. It plays:
• τ (α
j′
i ) = β
j′
i = 0 for all j
′
, j,
• τ (α
j
i ) =
1
20m , β
j
i = 0 for all i such that variable xi is true in
v ,
• τ (β
j
i ) =
1
20m ,α
j
i = 0 for all i such that variable xi is false in
v ,
• τ (δ ), τ (ι) will be fixed later.
Let ∆2 = ∆1 ·Mτ . We can check that:
• ∆2(Xi ) = ∆1(Xi ) for all i ,
• ∆2(Yi ) =
1
400m for xi true in v and 0 otherwise,
• ∆2(Zi ) =
1
400m for xi false in v and 0 otherwise,
• ∆2(C
j′
i ) = 0 for all i and j
′
, j and ∆2(C
j
i ) =
1
4000m2
for all i ,
• ∆2(G
j′
ℓ
) = 0 for all ℓ and j ′
That is, all the requirements for H are satisfied, but possibly for
∆2(S) =
1
10 . It suffices to set τ (δ ) at the right weight to ensure it,
and to set τ (ι) to the rest of the weight. We obtain ∆2 ∈ H . Hence
H is universally-safe.
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