In this paper, a Hopf monoid is an algebraic structure built on objects in the category of Joyal's vector species. There are two Fock functors, K and K, that map a Hopf monoid H to graded Hopf algebras K(H) and K(H), respectively. There is a natural Hopf monoid structure on linear orders L, and the two Fock functors are related by K(H) = K(H × L). Unlike the functor K, the functor K applied to H may not preserve the antipode of H. In view of the relation between K and K, one may consider instead of H the larger Hopf monoid L × H and study the antipode of L × H. One of the main results in this paper provides a cancellation free and multiplicity free formula for the antipode of L × H. As a consequence, we obtain a new antipode formula for the Hopf algebra H = K(H). We explore the case when H is commutative and cocommutative, and obtain new antipode formulas that, although not cancellation free, they can be used to obtain an antipode formula for K(H) in some cases. We also recover many well-known identities in the literature involving antipodes of certain Hopf algebras. In our study of commutative and cocommutative Hopf monoids, hypergraphs and acyclic orientations play a central role. We obtain polynomials analogous to the chromatic polynomial of a graph, and also identities parallel to Stanley's (−1)-color theorem. An important consequence of our notion of acyclic orientation of hypergraphs is a geometric interpretation for the antipode formula for hypergraphs. This interpretation, which differs from the recent work of Aguiar and Ardila as the Hopf structures involved are different, appears in subsequent work by the authors.
Introduction
Computing antipode formulas in any graded Hopf algebra is a classical yet difficult problem. Recently, numerous results in this direction have been provided for various families of Hopf algebras [1, 4, 7, 10, 12, 15, 16] . Some motivations to find such formulas lie in their geometric interpretation [1] , their use in quantum field theories [14] , or their role in deriving combinatorial invariants of the discrete objects in play. A key example of this is the Hopf algebra of graphs G as given in [16] , where the authors derive the antipode formula and use it to obtain the celebrated Stanley's (−1)-color theorem: the chromatic polynomial of a graph evaluated at −1 is, up to a sign, the number of acyclic orientations of the graph. A remarkable result in [1] shows that the antipode formula of a graph as given in [16] is encoded in the f -vector of the graphical zonotope corresponding to the underlying graph.
A general principle is that antipode formulas provide interesting identities for the combinatorial invariants of combinatorial objects. One of the key results in the theory of Combinatorial Hopf algebras (CHAs) gives us a canonical way of constructing combinatorial invariants with values in the space QSym of quasisymmetric functions (see [2] ). That is, letting H = n 0 H n be a CHA over a field k and letting ζ : H → k be a character of H, there is a unique Hopf morphism Ψ : H → QSym such that ζ = φ 1 • Ψ where φ 1 f (x 1 , x 2 , . . .) = f (1, 0, 0, . . .). Moreover, there is a Hopf morphism φ t : QSym → k[t] given by φ t (M a ) = t , where M a is the monomial quasisymmetric function indexed by an integer composition a = (a 1 , a 2 , . . . , a ). This Hopf morphism has the property that
In particular,
In the case when H = G and ζ is the character ζ(G) = 1 if G has no edges, 0 otherwise, we obtain that φ t • Ψ(G) = χ G (t) is the chromatic polynomial of G as shown in [2, Example 4.5 ]. Stanley's (−1)-color theorem can be deduced in this Hopf setting using the fact that the antipode of k[t] is given by S p(t) = p(−t). Hence
Moreover, if G is a graph on n vertices and a(G) is the number of acyclic orientations of G, one has that the coefficient in S(G) of the edgeless graph with n vertices is given by (−1) n a(G) (see [1, 10, 16] ). Therefore, χ G (−1) = ζ • S(G) = (−1) n a(G).
Here, we present a general framework that allows us to derive new formulas for the antipode of many of the graded Hopf algebras in the literature. Combinatorial objects which compose and decompose often give rise to Hopf monoids in Joyal's symmetric monoidal category of vector species. A Hopf monoid H is linearized if it can be described from a set species h as follows. For a finite set I, the vector space H[I] is the linear span of the set h[I], and the structure of H is obtained by linearization of the functions that define the structure on h. We provide several examples of linearized Hopf monoids throughout.
There are two natural functors, the Fock functors K and K, that map Hopf monoids to graded Hopf algebras. Via these functors, it is sometimes possible to lift a Hopf algebra structure to the monoid level. All the objects and notions above are found in [4] . See also [19] where Hopf monoids are referred to as twisted Hopf algebras. The few basic notions and examples needed for our purposes are reviewed in Section 1, including the Hopf monoid of linear orders L, the notion of linearized Hopf monoid, the Hadamard product and the Fock functors K and K.
The first goal of this paper is to construct a cancellation free and multiplicity free formula for the antipode of the Hadamard product L × H where H is a linearized Hopf monoid. This result will be developed in Section 2. One interesting fact is that even if the antipode formula of a Hopf monoid H is cancellation free, the Hopf algebra K(H) may potentially have lots of cancellations in its antipode formula. However, K gives us new ways of formulating antipodes and potentially new identities. We discuss this in Section 4.2.
In Section 3 we consider antipode formulas for commutative and cocommutative linearized Hopf monoids H. This case is especially interesting as many of the Hopf
Hopf monoids
We review basic notions on Hopf monoids and illustrate definitions with three classical examples. We encourage the reader to see [4] for a deeper study on this topic. Throughout the paper k denotes an arbitrary field and all vector spaces are assumed to be over k. In general, a Hopf monoid is defined in a symmetric monoidal category, but here we will use the term Hopf monoid in a much more restrictive manner. From now on, Hopf monoid stands for a connected Hopf monoid in the symmetric monoidal category of vector species using Cauchy product. Rather than defining these concepts in their full generality, we give here a brief description of the data that is needed for our purposes. However we highly encourage the reader to see [4] for more details on Hopf monoids and [11] for more details on species. A set composition of a finite set I is a finite sequence (A 1 , . . . , A k ) of disjoint non-empty subsets of I whose union is I. In this situation, we write (A 1 , . . . , A k ) |= I.
A Hopf monoid consists of a vector species H equipped with two collections µ and ∆ of equivariant linear maps
−−−−→ H[I] and H[I]
subject to a number of axioms, of which the main ones follow.
Associativity. For each set composition (A 1 , A 2 , A 3 ) |= I, the diagrams (1)
H[I]
Compatibility. Fix two set compositions (A 1 , A 2 ) and (B 1 , B 2 ) of I, and consider the resulting pairwise intersections:
For any such pair of set compositions, the diagram (4) 
We then have
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A Hopf monoid is (co)commutative if the left (right) diagram below commutes for all set compositions (A 1 , A 2 ) |= I.
H[I]
The arrow τ A1,A2 stands for the map that interchanges the factors.
A morphism of Hopf monoids f : H → Q is a morphism of species that commutes with µ and ∆. Given (A 1 , A 2 ) |= I and linear orders α 1 , α 2 on A 1 , A 2 , respectively, their concatenation α 1 · α 2 is the linear order on I given by α 1 followed by α 2 . Given a linear order α on I and P ⊆ I, the restriction α| P is the ordering in P given by the order α. These operations give rise to maps (7) l
Extending by linearity, we obtain linear maps
which turn L into a cocommutative but not commutative Hopf monoid. The reader should check that all the required axioms for a Hopf monoid are indeed satisfied for this and the upcoming examples.
1.3. The Hopf monoid of set partitions π ([4] ). A partition of a finite set I is a collection X of disjoint nonempty subsets whose union is I. The subsets are the blocks of X. Given a partition X of I and P ⊆ I, the restriction X| P is the partition of P whose blocks are the nonempty intersections of the blocks of X with P . Given (A 1 , A 2 ) |= I and partitions X i of A i , i = 1, 2, the union X 1 ∪ X 2 is the partition of I whose blocks are the blocks of X 1 and the blocks of X 2 .
Let π[I] denote the set of partitions of I and π[I] = kπ[I] the vector space with basis π[I]. A Hopf monoid structure on π is defined and studied in [3, 4, 7, 13] . Among its various linear bases, we are interested in the power-sum basis on which the operations are as follows. The product
is given by
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for X ∈ π[I] and extended linearly. These operations turn the species π into a Hopf monoid that is both commutative and cocommutative.
1.4. The Hopf monoid of simple graphs G. A (simple) graph g on a finite set I is a collection E of subsets of I of size 2. The elements of I are the vertices of g.
There is an edge between two vertices i, j if e = {i, j} ∈ E. In this case we say that e is incident to i and j. Given a graph g on I and P ⊆ I, the restriction g| P is the graph on the vertex set P whose edges are the edges of g incident to elements of P only. Let (A 1 , A 2 ) |= I and consider the graphs g i of A i , for i = 1, 2. The union g 1 ∪ g 2 is the graph on I whose edges are those of g 1 and those of g 2 .
Let g[I] denote the set of graphs on I and G[I] = kg[I] the vector space with basis g[I]. A Hopf monoid structure on G is defined using the maps
Extending linearly, we obtain linear maps
These operations turn the species G into a Hopf monoid that is both commutative and cocommutative. where ⊗ is the usual tensor product of vector spaces over k. If H and Q are Hopf monoids, then so is H × Q, with the following operations. For (A 1 , A 2 ) |= I, the product on H × Q is depicted in the diagram:
/ / H[I] ⊗ Q[I]
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The coproduct is defined similarly. If H and Q are (co)commutative, then so is H×Q. We say that the monoid H is linearized in the basis h if the product and coproduct maps have the following properties. The product
is the linearization of a map (11) µ A1,A2 :
and the coproduct ∆ A1,A2 :
is the linearization of a map
It is understood that for any bijection σ : . From now on, we will use capital letters for vector species and lower case for set species. The Hopf monoids L, π, G and HG are linearized in the bases l, π, g and hg respectively. As remarked in [18] , many of the Hopf monoids in the literature are linearized in some basis. denotes the quotient space of equivalence classes under the S n -action. When H is a Hopf monoid, we can build a product and coproduct on K(H) and K(H) from those of H together with certain canonical transformations. For example, one has that
is the polynomial algebra on one generator, while K(L) is the Hopf algebra introduced by Patras and Reutenauer in [19] . The antipode map S : L → L is such that for α = a 1 · · · a n ∈ l[n] S [n] (α) = (−1) n a n · · · a 1 .
However, the antipode of the graded Hopf algebra K[L] is not given by the formula above (see Section 4.2). On the other hand, in the Hopf algebra K[L] ∼ = k[t], the antipode is given by S(t n ) = (−1) n t n and it is the functorial image of the map above. This is not an accident: the functor K may not preserve the antipode but the functor K always does. A very interesting relation between the functors K and K is given in [4, Theorem 15.13] as follows (13) K(L × H) ∼ = K(H),
where H is an arbitrary Hopf monoid. In this paper we aim to make use of this relation to study the antipode problem for some Hopf algebras.
Antipode for linearized Hopf Monoid L × H
In this section we show a multiplicity free and cancellation free formula for the antipode of Hopf monoids of the form L × H where H is linearized in some basis. Thus, by (13) , we obtain an antipode formula for K(H) as well. However, in K(H) this antipode formula may not be cancellation free. 
summing over all A = (A 1 , . . . , A k ) |= I, where α A denotes the element in l[I] given by
Also, provided ∆ A (x) = 0 we set
Each composition A gives rise to single elements α A and x A since L and H are linearized in the basis l and h, respectively. We can thus rewrite equation (14) as
Let (16) C β,y α,x = A |= I : (α A , x A ) = (β, y) . Using the notation above we have the following theorem which provides us a multiplicity-free and cancellation-free formula for the antipode of L × H. 
In Section 2.3 we define a non nested graph G β,y α,x and see that c β,y α,x = c(G β,y α,x ) where c(G), defined in Section 2.4, is an invariant associated to a non-nesting graph G with values ±1 or 0. We then have the cancellation free formula
The proof of this theorem will be given in Section 2.4. We make use of the refinement order on set compositions to show that the set C β,y α,x has a unique minimum. We will use this fact along with other properties to construct sign reversing involutions on C β,y α,x and the result will follow once we understand the fixed points of such involutions. 
Since α A = β, the parts of A appear consecutively in β and the same is true for the parts of B. For example if α = abcdef and β = bcf ade, then for A = (bc, f, ad, e) and B = (bc, f, a, de) we have
Let 1 i k be the smallest index such that A i = B i , and assume without loss of generality that |A i | > |B i |. If i = k then B refines A and this is a contradiction. Hence we assume that i < k and we now build a composition C that refines A such that C ∈ C β,y α,x , which will contradict again the minimality of A.
Items (a) and (b) are straightforward. For (c) we show that for some P and T we get (18) x
Let P = B 1 ∪ · · · ∪ B i and T = B i+1 ∪ · · · ∪ B . We claim that
To see this, we use the associativity of µ to write µ B = µ P,T (µ B1,...,Bi ⊗ µ Bi+1,...,B ). Also, let Q = R = ∅ in the compatibility relation (4), we get A 1 = P , A 2 = T and
where 1 A denotes the identity map on A. Hence equation (19) follows from
Using again (19) and the fact that x A = x B we show the first equality in (18):
We now expand ∆ R ,T µ Ai,...,A k using similar manipulations.
Making use of the expressions given above for ∆ P,T µ A , and comparing with µ C ∆ C we get
We conclude that the composition C satisfies (a), (b) and (c) contradicting the choice of A, hence we must have a unique minimal element in (C β,y α,x , ).
For the rest of this section, let α, β, x and y be fixed and let Λ = (Λ 1 ,
α,x , but the following lemma shows that this is indeed the case.
We proceed by induction on r = (Λ) − (A). If r = 0, then we have that A = Λ and the result follows. Suppose the result holds for r > 0 and let A be such that r
. We aim to show that B ∈ C β,y α,x , and then by induction hypothesis [Λ, B] ⊆ C β,y α,x . Since Λ B, there is a unique j such that
Let P = Λ 1 ∪ · · · ∪ Λ j and Q = Λ j+1 ∪ · · · ∪ Λ m . Arguing as in equations (19) and (20) we have that
The same argument shows that
We can now appeal to the induction hypothesis and conclude that for each such B the interval [Λ, B] ⊆ C β,y α,x and thus the claim follows. Moreover, we conclude that C β,y α,x is a lower ideal of the subposet [Λ, (I)] = {B |= I : Λ B}.
We now consider the case x B = y. Assume that B = (B 1 , ..., B k ) has at least two parts that are unions of consecutive parts of Λ. Each part B s of B is of the form Λ as ∪ · · · ∪ Λ bs , where 1 a s b s m. For each 1 s k consider the composition
It follows that C (s) refines B (strictly) as there are at least two parts in B that are unions of consecutive parts of Λ. Hence C (s) ∈ C β,y α,x by the minimality of B, and thus x C (s) = y for all 1 s k. Hence,
which is a contradiction. Hence there is no more than one part of B that is not a single part of Λ.
First Sign Reversing Involution on c β,y
α,x . Throughout this section recall that α, β ∈ l[I] and x, y ∈ h[I] are fixed. If C β,y α,x = ∅, then we know that the subposet (C β,y α,x , ) is a lower ideal with a unique minimum Λ = (Λ 1 , Λ 2 , . . . , Λ m ). We define a sign reversing involution on the set C β,y α,x that will cancel most of the terms in the signed sum
Using Lemma 2.4 we define an oriented graph G β,y α,x on the vertex set [m] as follows. Two vertices a, b with a < b form an oriented edge from a to b, denoted (a, b) or ab,
α,x if the following holds:
We sometimes denote an edge (a, b) as ab to save space if the context is clear. Condition (1) guarantees that no element A ∈ C β,y α,x induces an edge in G β,y α,x . Condition (2) tells us that the edges in G are non-nesting, i.e., allows us to conclude that the graph G is non-nesting. That is, there are no pairs of edges ab and cd such that a < c < d < b. .
In particular, notice that (1, 2) is not an edge as the element
indicate that x Bij = y, the dotted edge (5, 6) indicates that α B56 = abdef gch = β. We now identify the set compositions in the interval [Λ, (I)] with the set compositions of the interval [(1, 2, . . . , m), (12 · · · m)] and represent C β,y α,x via the following poset Remark 2.6. As in the example above, from now on we will identify the set compositions in the interval [Λ, (I)] with the set compositions in the interval [(1, 2, . . . , m), (12 · · · m)]. Thus, each element A ∈ C β,y α,x will be viewed as the corresponding set composition A |= [m].
For any set composition B define its sign to be sgn(B) := (−1) (B) , where (B) is the length of B. We now define a sign reversing involution ϕ : C β,y α,x → C β,y α,x , making use of auxiliary maps ϕ i for each 1 i < m, as follows.
i-Fix. If we do not have an i-merge or an i-split, then
Then the map ϕ is defined as
. We first assume that A is obtained from A by an i 0 -split, then A < A and thus by Lemma 2.3, A ∈ C β,y α,x . Moreover, applying an i 0 -split to A guarantees that an (i 0 − 1)-merge can not be applied to A . The minimality of i 0 guarantees that ϕ i (A ) = A for all i < i 0 and ϕ(A ) = ϕ i0 (A ) = A is obtained from A by an i 0 -merge as desired.
Now assume that A is obtained by an i 0 -merge. This implies that no part of A contains (the vertices of) any edge of G β,y α,x . Hence, A ∈ C β,y α,x by Lemma 2.4. Again, the minimality of i 0 guarantees that
2.4. Proof of Theorem 2.1. Lemma 2.7 tells us that every element A in the poset C β,y α,x is either a fixed point, or is paired with a unique element B ∈ C β,y α,x such that B is a covering of A or A covers it. Thus, equation (21) can be rewritten as:
This depends only on the structure of the graph G β,y α,x , which as remarked earlier, is non-nesting. In this section we let G := G β,y α,x be a non-nesting graph on the vertices {1, 2, . . . , m} and set C(G) := C β,y α,x , c(G) := c β,y α,x . Our next task is to describe the fixed points of ϕ : C(G) → C(G) in order to resolve equation (23). To this end, we now prove some auxiliary lemmas that show how c(G) is affected by certain properties that the graph G may have. Proof. Let r be as in Definition 2.8. We construct a different sign reversing involution ψ r : C(G) → C(G) with no fixed points, and thus the claim will follow. Let A = (A 1 , . . . , A k ) ∈ C(G) and let r ∈ A j . If r
Since G is decomposible at r we see that ψ r (A j ) ∈ C(G), as desired. It is not difficult to check that in either case, ψ r (ψ r (A j )) = A j . This completes the proof. Proof. If (i, i + 1) ∈ G for some 1 i < m, then there is no other edge (a, b) ∈ G with a i < b since G is non-nesting. Thus G is formed by the subgraphs G = G| {1,...,i} and G = G| {i+1,...,m} together with the edge (i, i + 1) that connects G and G . Moreover, in such case the set C(G) is isomorphic to C(G ) × C(G ) since for any A ∈ C(G), i and i + 1 must be separated in A. Hence
From Lemma 2.9 and Lemma 2.10, we can assume from now on that G is nonnesting, connected and with no short edges, i.e., edges of the form (i, i + 1). In particular, such G must contain an edge (1, ) ∈ G with 2 < m. Moreover, if = m it follows that G = {(1, m)} and the only fixed point of ϕ is the set composition A = ({1}, {2, . . . , m}) .
Lemma 2.11. With (a 1 , b 1 ), . . . , (a n , b n ) as above, we have that the fixed points of ϕ depend only on (a 1 , b 1 ).
Proof. Assume that n > 1 and that A = (A 1 , . . . , A k ) ∈ C(G) is a fixed point of ϕ. We have that A 1 = {1}; otherwise we could perform a 1-split on A. Similarly, A 2 = {2, . . . , r} and thus r; otherwise we could perform a 1-merge on A. Also, r < b 1 as the edge (a 1 , b 1 ) can not be contained in A 2 . Moreover, |A 2 | > 2 and {r + 1, . . . , m} has at least two elements. Thus A 3 = {r + 1, ...} is nonempty. If |A 3 | > 1, then we can perform an r + 1-split which contradicts the choice of A. Hence, A 3 = {r + 1}. Let c = r + 1 and A 4 = {c + 1, . . . , r }. If there is no edge (c, d) ∈ G, then we would be allowed to do a c-merge on A, contradicting its choice. Thus such an edge (c, d) exists. Since G is non-nesting, we have 1 < a
Hence,
where r d. Thus, the fixed point A does not depend on the edges (a 2 , b 2 ), . . . , (a n , b n ), and the claim follows.
The proof of Lemma 2.11 gives us a necessary condition on the fixed points of ϕ. such that
Proof. The case where G has only one edge was considered prior to Lemma 2.11. In this case, the unique fixed point is A = ({1}, {2, . . . , m}) .
If G has more than one edge, Lemma 2.11 tells us that the fixed points of ϕ depend only on edges of the form (1, ), (a 1 , b 1 ) and the possible (c, d) as in equation (24). If there is no such edge (c, d), then G = (1, ), (a 1 , b 1 ), . . . , (a n , b n ) , where 1 < a j < b j m and b n = m. For n > 1, we have seen in the proof of Lemma 2.11 that if there is no arc Assume now that G has an edge (c, d) as in equation (24). Since for j > 1, the edges (a j , b j ) do not play a role in our analysis of the fixed point of ϕ, we can omit them. Let (a, b) = (a 1 , b 1 ) and consider the set of arcs (c 1 , d 1 
For each 1 j < n − 1, a potential fixed point according to Equation (25) would need to be of the form
where d j r < d j+1 . The second inequality comes from the fact that we are not allowed to have c j+1 and d j+1 in the same part. Hence if A is a fixed point it must have the form described in Equation (27) Now that we have a better understanding of the possible structure of the fixed points of ϕ, it may appear that there are many possibilities. It turns out that there could be at most two fixed points of different parity.
Proof of Theorem 2.1. Let A be a fixed point of ϕ. Assume first that (A) is even. Lemma 2.12 gives that we must have edges (x 0 , y 0 ), (x 1 , y 1 ), . . . , (x 2k , y 2k ) ⊆ G satisfying the conditions (i) and (ii). If k = 0, then G = {(1, m)} and there is a unique fixed point A = ({1}, {2, . . . , m}) . Now assume that k > 0, in which case y 2k = m and the edge (x 2k , y 2k ) is determined. With i = k − 1 in condition (i) of Lemma 2.12 we have
and condition (ii) on the edges (x 2k−2 , y 2k−2 ), (x 2k−1 , y 2k−1 ) must also satisfy the condition (ii) of Lemma 2.12. Thus these edges (x 2k−1 , y 2k−1 ) and (x 2k−2 , y 2k−2 ) are uniquely determined and are such that they bound the vertex x 2k on the Algebraic Combinatorics, Vol. 2 #5 (2019) right and on the left, respectively, i.e. y 2k−2 < x 2k y 2k−1 . In this way, (x 2k−2 , y 2k−2 ), (x 2k−1 , y 2k−1 ), (x 2k , y 2k ) are uniquely determined. Now we can repeat the process with i = k − 2, k − 3, . . . , 0 in condition (ii) of Lemma 2.12 to successively determine the edges (x 0 , y 0 ), (x 1 , y 1 ), . . . , (x 2k , y 2k ) ⊆ G, and the partition A is given as in Lemma 2.12.
The case when the fixed point A has odd length is very similar. The condition (i) of Lemma 2.12 gives y 2k+1 = m and hence determines the edge (x 2k+1 , y 2k+1 ) . Then condition (ii) of Lemma 2.12 with i = k −1 determines uniquely (if it exists) (x 2k , y 2k ) as the rightmost edge of G such that y 2k < y 2k+1 . Once x 2k is determined we continue the process as above with i = k − 2, k − 3, . . . , 0 to determine uniquely, if possible, all the other edges. Again, if at any time in the process we fail, then there is no fixed point with (A) odd. If we do not fail, there is a unique fixed point with (A) odd.
In conclusion, there are four possibilities. We could have no fixed point and in this case c(G) = 0; we could have exactly one fixed point of odd length and c(G) = −1; we could have exactly one fixed point of even length and c(G) = 1; or we have exactly two fixed points of different parity each and c(G) = 0 in that case. In all cases Theorem 2.1 follows.
Example 2.13. It is not hard to obtain examples with zero or one fixed point. The smallest example with two fixed points is for n = 12 An even fixed point is given by the arcs {(1, 3) , (2, 6), (4, 8), (7, 11) , (9, 12)} and the odd fixed point is given by {(1, 3) , (2, 6), (5, 10), (9, 12)}. The arc (9, 12) is determined and the odd or even fixed points are determined from there.
Remark 2.14. Once a non-nesting graph G is given, the value of c(G) is very efficient to compute. Lemma 2.9 gives us that c(G) = 0 if G is decomposible. Then we decompose G according to Lemma 2.10 into components G with no short edges. For each component, we follow the procedure in the proof of Theorem 2.1 to determine if there is an even and/or an odd fixed point. This gives us quickly the value of c(G ) for each component G .
Remark 2.15. The graph G = G β,y α,x is in fact the element (12 · · · m, g) of L × G[m] where 12 · · · m is the natural order on [m] = {1, 2, . . . , m} and g = G. Let denote the graph with no edges. The reader can verify using the analysis above that c β,y α,x = c 12···m, 12···m,g where c β,y α,x is the coefficient of (β, y) in S(α, x) for the antipode of L × H and c 12···m, 12···m,g is the coefficient of (12 · · · m, ) in S(12 · · · m, g) for the antipode of L × G. The antipode of a general linearizable L × H can be compute from the Hopf monoid L × G. This situation is analogous to Theorem 3.7 below.
Antipode for commutative linearized Hopf monoid H
In this section we show new antipode formulas for a commutative and cocommutative linearized Hopf monoid H. Our formulas for the antipode of H lead to formulas for the antipode of the Hopf algebra K(H). We also aim to introduce a geometric interpretation related to our antipode formula in terms of certain faces of a polytope in the spirit of the work of Aguiar and Ardila [1] . To achieve this, first we give a formula for the antipode in terms of orientations of hypergraphs in Section 3.4. The geometric interpretation related to our antipode formula appears in a sequel paper with J. Machacek [8] . 
These elements are well-defined since H is linearized in the basis h. We can thus rewrite equation (30) as
Let C y x = A |= I : x A = y . So far we have not considered the commutativity of H. In general we have no control on the set C y x , but when H is commutative and cocommutative, our next theorem is a new formula for the antipode of H. The result and its proof are very similar to analogous results in [10, 12] . In order to state this result, we need some more notation. Given x, y ∈ h[I] such that C y x = ∅, choose a fixed minimal element Λ = (Λ 1 , Λ 2 , . . . , Λ m ) in C y x under refinement. We will see in Lemma 3.3 that Λ is unique up to permutation of its parts, hence let ∆ Λ (x) = x Λ1 ⊗ · · · ⊗ x Λm = 0. The cocommutativity of H implies that for P = Λ i ⊆ I the element x P = x Λi in ∆ Λ (x) = x Λ1 ⊗ · · · ⊗ x Λm is well defined by the first component of the tensor ∆ P,I P (x) = x P ⊗ x I P . Recall that a hypergraph G on a vertex set V is a certain collection E of subsets of V . The elements of E are called hyperedges and the hypergraph G is simple if E is multiplicity free. We now define a simple hypergraph G y 
where a(G y x ) is a signed sum of acyclic orientations of the hypergraph G y x defined in Section 3.4.
Remark 3.2. If G y
x is a graph, that is, any hyperedge U ∈ G y x is such that |U | = 2, then every acyclic orientation will have the same sign, as seen in Example 4.2. Hence the theorem above gives a cancellation free formula similar to the antipode as shown in [16] . In general it will not be cancellation free but it is the best generalization, to our knowledge, for hypergraphs and to a large class of Hopf monoids and Hopf algebras.
Structure of C y
x and its hypergraph G y x . Before we prove Theorem 3.1 we need to establish some properties of C y x = A |= I : x A = y . This will allow us to determine the coefficient of y in S(x) given by
Lemma 3.3. If A and Λ in C y x are two minimal set compositions under refinement, then A is a permutation of the parts of Λ. Conversely, any set composition obtained by a permutation of the parts of Λ belongs to C y x and is minimal. Proof . Given any B = (B 1 , B 2 , . . . , B . . . , A ) ∈ C y x is another minimal set composition under refinement. Assume that A = σ(Λ) for any σ. We claim that there is a rearrangement of the parts of Λ and A such that ∅ = U 1 := A 1 ∩ Λ 1 = Λ 1 . If not, then for all i, j such that A i ∩ Λ j = ∅ we would have A i ∩ Λ j = Λ j and this would imply that a permutation of Λ is a refinement of A, a contradiction. We can further rearrange the parts of Λ such that U i := A 1 ∩ Λ i = ∅ for 1 i r and A 1 ∩ Λ i = ∅ for r < i m. As in Equation (19), for T = A 2 ∪ · · · ∪ A we have
As in the proof of Lemma 2.2, we claim that the set composition
(we remove any occurrence of ∅ parts), and C belong to C y x . The refinement is strict since U 1 = Λ 1 and this contradicts the minimality of Λ, hence no such A exists.
To show our last claim, we apply Equation (35) to
We now apply the compatibility (4), associativity and commutativity to obtain
Putting this back in Equation (36) we get
If r = 1, then U 2··r = ∅ and µ U2··r,T2··m = ∆ U2··r,T2··m = 1 T2··m . In this case we get
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If r > 1, then we repeat the process above with µ Ui··r,Ti··m ∆ Ui··r,Ti··m µ (Λi,...,Λm) for 2 i r and we obtain y = x C in all cases. This shows that C ∈ C y x contradicting the minimality of Λ.
We now consider the analogue to Lemmas 2.3 and 2.4 for H. Up to permutation, the minimum refinement of C y x is Λ = (a, bc, d, e ). Since Λ has 4 parts, the hypergraph G y x is build on the set {1, 2, 3, 4}. We have that x bc x e = x bce and x a x d x e = x ade . Those are the only minimal coarsening of parts of Λ that yield such inequalities. Hence G y x = {1, 3, 4}, {2, 4} . We represent this as follows:
We now identify the set compositions in σ∈Sm [σΛ, (I)] with the set compositions in σ∈Sm [(σ(1) , . . . , σ(m)), (12 · · · m)]. There are 4! minimal elements with four parts. There are 30 compositions with 3 parts, namely all the permutation of (12, 3, 4) , (13, 2, 4) , ( the permutations of (24, 1, 3). With 2 parts we have all the permutations of (123, 4), (12, 34) , (14, 23 ) for a total of 6. We have removed the permutations of (134, 2) and all the coarsenings of permutations of (24, 1, 3) . Here c y x = 24 − 30 + 6 = 0. The identification between σ∈Sm [σΛ, (I)] and σ∈Sm [(σ(1), . . . , σ(m) ), (12 · · · m)] shows that computing c y x is equivalent to computing the coefficient of , the hypergraph on [m] with no edges, in the antipode of G y x in the Hopf monoid of hypergraphs. This implies the following theorem. We have that (1) c y x = c x/y where is the hypergraph on [m] with no edges and x/y = G y x is the hypergraph given in (32).
Remark 3.8. In [1] , the authors also consider a Hopf monoid of hypergraphs. In is important to notice that our Hopf monoid HG is cocommutative whereas the Hopf monoid considered in [1] is not. In particular, the antipode formula for hypergraphs in [1] differs from ours.
A different formula for c y
x . Although the results in this section are not needed for the proof of Theorem 3.1, we present them as an application of Section 2. Using Remark 2.14 we now give a more efficient formula to compute c y x . In order to do this we decompose the poset C y x into disjoint suborders, one for each permutation of S m , where as before, we identify C y x with a lower ideal of σ∈Sm [σ, (12 · · · m)]. Given A = (A 1 , A 2 , . . . , A ) ∈ C y x , we obtain a unique refinement σ(A) < A by ordering increasingly each of the parts A i and then splitting them into singletons. Proof. From the definition of C y x it is clear that C y x = τ ∈Sm C y x,τ . For a fixed τ , we have that A ∈ C y x,τ if and only if τ = (12 · · · m)| A and
12···m,x/y ) is the coefficient of (τ, ) in the expansion of S(12 · · · m, x/y) for the Hopf monoid L × HG with HG as defined in Section 1.5.
(1) The reader should be aware of the abuse of notation here: on one hand c y x is an antipode coefficient in the Hopf monoid H, on the other hand c x/y is an antipode coefficient in the Hopf monoid HG. 1234,x/ as in Example 2.5. This is a graph on the ordered vertex set 1243 such that there is an arc (i, i + 1) for each descent τ (i) > τ (i + 1). Also, we draw an arc (i, j) for each hyperedge U ∈ G where i = min τ (U ) and j = max τ (U ) are the minimum and maximum values of U according to the order τ . Then we erase all drawn arcs that contain a nested arc. With τ as above, we have the arc (4, 3) from the descent of τ and the arcs (1, 4) and (2, 3) for the hyperedges {1, 2, 4} and {2, 3, 4} respectively. Then we erase the arc (2, 3) since it contains the nested arc (4, 3) . The resulting graph is
where the dotted arcs correspond to the removed edges. Then we get
where the first equality comes from Lemma 2.10 and the second equality follows by Lemma 2.12 since the only fixed point adding up to c(G| 124 ) is the composition (1, 24) , which contributes to 1; similarly, the only fixed point adding up to c(G| 3 ) is the composition (3) which contributes to (−1). For different τ 's in this example, we get a decomposible graph and Lemma 2.9 gives us c(G τ, 1234,x/ ) = 0 in those cases. For example,
Removing the dotted arcs produce a decomposible graph; hence the result is zero. The only permutations τ that will contribute non-trivially are 1243, 2341, 3124, 4321 with signs −1, −1, −1, 1 respectively. Hence the coefficient of in S(x) is −1−1−1+1 = −2.
3.4. c y x as a signed sum of acyclic orientations of simple hypergraphs. We now turn to Theorem 3.1 to get an antipode formula for c y x as a signed sum of acyclic orientations of the hypergraph G y x . When G y x is a graph, then we will recover the formula of Humpert and Martin [16] . If G y x is an arbutrary hypergraph, then the antipode formula may still have cancellation but, in sequel work [8] , we make sense of this formula geometrically. Recall that G y x is a hypergraph on the vertex set [m] as defined in Equation (32). The ordering of the vertex set depends on a fixed choice of minimal element in C y x .
Definition 3.11 (Orientation). Given a hypergraph G an orientation (a, b) of a hyperedge U ∈ G is a choice of two nonempty subsets a, b of U such that U = a ∪ b and a ∩ b = ∅. We can think of the orientation of a hyperedge U as current or flow on U from a single vertex of a to the vertices in b in which case we say that a is the head of the orientation a → b of U . If |U | = n, then there are a total of 2 n − 2 possible orientations. An orientation of G is an orientation of all its hyperedges. Given an orientation O on G, we say that (a, b) ∈ O if it is the orientation of a hyperedge U in G. To orient G, we have to make a choice of orientation for each hyperedge. Our next lemma will show that for every set composition A ∈ C y x there is a unique acyclic orientation of G y x . Conversely for any acyclic orientation there is a least one A = (A 1 , A 2 , . . . , A ) ∈ C y x that gives that orientation. Denote by O y x the set of acyclic 
Proof. For part (a), let A = (A 1 , A 2 , . . . , A ) ∈ C y x . From Theorem 3.7, we have that A must break every hyperedge of G y x . In particular, for any part A i of A and U ∈ G y x , we always have . We claim that
If this were not the case, then there would be j < i such that A j ∩ b = ∅. This means there is an edge from A i to A j in G/O j, , which contradicts the fact that A j is a source of G/O j, ; hence j must be such that j > i. Proof. Our proof will be similar to the one appearing in [12] . First we use the surjective map Ω from Lemma 3.15 to decompose the formula (34)
For any fixed orientation O, we thus have to show (A 1 , A 2 , . . . , A ) and B = (B 1 , B 2 , . . . , B k ) . We define
is a source of G/O i, and min(A r ) > min(X). Such j exists since G/O i, contain at least one source, namely A i , such that min(A i ) > min(X). We let
If U = ∅, then j > i since X ∈ U . In this case we remark that our choice of j implies that for all 
Repeating the procedure above for B we will obtain i , X , j , U in such a way that i = i, X = X, j = j − 1 and U = f −1 B (B j−1 ) = ∅. Now we consider the case when
min(X). Since there is no edge e of G/O i, such that e is incident to a vertex in U and a vertex in U c , then
Remark that now (B ) = (B) + 1. Moreover
and for this B we will obtain i , X , j , U in such a way that i = i, X = X, j = j +1 and U = ∅. The map ϕ is thus the desired involution. (3, 24, 1); (24, 3, 1).
There are 9 even length set compositions in this list and 11 odd length. The coefficient is indeed 9 − 11 = −2. For the coefficient of x in S(x), we remark that x/x is a single point with no edges. There is a unique orientation of x/x and it is represented by a set composition with a single part. Thus the coefficient is −1. For y = {1, 2, 4} , x/y is a graph on two vertices, say u and v, with a single edge between them and thus it has two acyclic orientations, which correspond to the set compositions (u, v), (v, u) . Hence the coefficient is 2. The same argument applies for y = {2, 3, 4} .
Some applications with Hopf algebras
In this section, we will consider some examples of antipodes corresponding to some combinatorial Hopf algebras. We recover results from [1, 7, 9, 10, 16] , and derive some new formulas.
4.1.
Antipode in the commutative case H = K(H). We now consider some commutative and cocommutative Hopf monoid H and look at the antipode of H = K(H).
Example 4.1. Consider the Hopf monoid π in Section 1.3 and the basis π. Given a set partition X ∈ π[I] and any set composition A |= I we have that X A = X if a permutation of X refines A, and X A = 0 otherwise. This means that the only term in S(X) is X and its coefficient is c X X . A minimal Λ in C X X is X with some ordering of its parts. The hypergraph G X X has m = |X| vertices and no hyperedges. If we use Theorem 3.16, there is a unique orientation of G X X and its sign is (−1) m . If instead we use Proposition 3.9, we sum over the permutations τ of m where G τ, 12···m, has only short edges (i, i + 1) for each descent τ (i) > τ (i + 1) of τ . This graph is decomposible unless τ = (m, m − 1, . . . , 2, 1) for which c(G τ, 12···m, ) = (−1) m . The Hopf algebra K(π) is the space of symmetric functions Sym and the basis element K(X) = p type(X) is the power sum basis where type(X) = (|X 1 |, |X 2 |, . . . , |X m |) written in non-increasing order. This gives the well known antipode formula S(p λ ) = (−1) (λ) p λ . A, then it would not be increasing with respect to within each part of Λ either. Similarly if β • γ is not increasing with respect to α within each part of A, then Λ would not be increasing with respect to within each part of A either. Hence we have that C β,β•γ ,α = ∅ if and only if Λ = β ∨ (β • γ) is such that β is increasing with respect to within each part of Λ and β • γ is increasing with respect to α within each part of Λ.
For instance, if α = (5, 2, 1, 3, 4), β = (2, 1, 3, 5, 4) and β • γ = (2, 5, 1, 3, 4), then we see that Λ = β ∨ (β • γ) = (2, 135, 4) . The elements 1, 3, 5 of β are increasing with respect to = (1, 2, 3, 4, 5) within the part 135 of Λ. In β • γ these elements are in the order 5, 1, 3 which is increasing with respect to α. Hence in this little example where m = ∨ γ and d α,γ is the number of β ∈ l[n] such that for Λ = β ∨ (β • γ) we have (i) β is increasing with respect to within each part of Λ, (ii) β • γ is increasing with respect to α within each part of Λ, and (iii) max (Λ i ) > min (Λ i+1 ) or max α (Λ i ) > α min α (Λ i+1 ) for all 1 i < m.
To our knowledge this theorem is new and provides a cancellation free formula in PR.
Example 4.10. For the monoid G with basis g in Section 1.4 the formula (41) is not cancellation free. However we can find another basis g that linearizes G such that the formula (41) is cancellation free. More specifically for a connected graph x ∈ g[I] let
where π[I] is the set of set partitions of I and for Φ = {A 1 , A 2 , . . . , A } we define x Φ = x| A1 x| A2 · · · x| A . The product x Φ is well defined since G is commutative.
When x is connected, we have that x = x + (terms with more than 2 connected components). This is not true if x is not connected. We leave to the reader the exercise of showing that when x is connected, we have ∆ A1,A2 (x) = 0
Algebraic Combinatorics, Vol. 2 #5 (2019) for any non-trivial decomposition (A 1 , A 2 ) |= I. (2) That is to say, x is primitive. If x ∈ g[I] is not connected, then it decomposes uniquely into connected components x = x 1 x 2 . . . x m where x i is a connected subgraph on the vertex set I i ⊆ I. Here {I 1 , . . . , I m } is a set partition of I. For such x, let us define x = x 1 x 2 . . . x m . Now, we obtain that x = x + (terms with more than m + 1 connected components).
Hence the set {x : x ∈ l[I]} forms a basis of G[I]. In this basis, the multiplication is the same as before but the comultiplication is now ∆ A1,A2 (x) = x| A1 ⊗ x| A2 if A 1 is the union of some of the parts of {I 1 , . . . , I m }, 0 otherwise.
With this in hand, we now have a different basis g that linearizes G with a different comultiplication behavior. With a reasonable amount of work similar to Examples 4.8 and 4.7, the reader will find that formula (41) is also cancellation free in this case. The reader should also compare this to [18, Theorem 4.7 ].
4.3.
Using Antipodes to derive new identities. As we have seen in the introduction, any multiplicative morphism ζ : H → k gives rise to a combinatorial invariant χ = φ t • Ψ on H. For x ∈ H n , the polynomials χ x (t) encode combinatorial information about x which depends on our choice of ζ. Also, the combinatorial reciprocity χ x (−1) = (ζ • S)(x) is easily verified.
Example 4.11. For H = K(G) and for x ∈ g[n], let ζ(x) = 1 if x is edgeless, zero otherwise. In this case χ x (t) is the chromatic polynomial of the graph x. Stanley's (−1)-color theorem [20] follows as ±χ x (−1) is the number of acyclic orientation of x.
The following example suggests a new venue to explore combinatorial identities using permutations.
Example 4.12. Consider the Hopf algebra P R = K(L) as studied in example 4.8. Define ζ(x) = 1 if x = , and zero otherwise and extend linearly. We have that ζ is indeed multiplicative. Since P R is cocommutative, Ψ : P R → QSym will in fact be a symmetric function (see [2] for details). Here for α ∈ l[n] we have Ψ(α) = a|=n c a (α)M a , where a = (a 1 , . . . , a ) |= n is an integer composition of n, and c a (α) is the number of ways to decompose α into increasing subsequences of type a. More precisely c a (α) = {A |= [n] : for 1 i , |A i | = a i and α| Ai is increasing} .
These numbers are studied in various place in mathematics and computer science. In particular Robinson-Schensted-Knuth(RSK) insertion shows that the coarsest possible a for which c a (α) = 0 is a permutation of the shapes obtain via RSK (see [21] ). The chromatic polynomial χ α (t) is then χ α (t) = a|=n c a (α) t .
(2) one needs to show and use the identity 
