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Abstract
The ICT sector has an important impact on global energy consumption (building de-
vices, building networks, operation, air-conditioning and more). Studies show that cloud
computing as a whole consumes more energy than entire countries like Germany or In-
dia. Furthermore, recent estimates have shown that the cloud computing sector, and
thus the energy consumed by data centers, is still increasing.
The major goal of this thesis is to increase the energy awareness in heterogeneous data
centers and thus contribute to the reduction of energy consumption in the ICT sector.
To improve the energy awareness, we need to know how much energy is spent. This
is influenced not only by the infrastructure, but by every single application running in
the data center. Unfortunately we cannot measure application energy consumption with
physical power meters. Therefore, this thesis contains real-world models to estimate the
energy consumption at different levels.
This work is organized as a stack with 3 layers: (1) data center, (2) host/virtualiza-
tion, (3) end user applications. At the data center layer, we first study the impact
of different workloads running on heterogeneous machines. In a second step, we de-
velop EPAVE, a model for energy-proportional accounting in VM-based environments.
EPAVE is supported by PowerIndex, a profiling and energy estimation framework. At
the host/virtualization layer, we present BitWatts, a middleware toolkit for building
software-defined power meters. With BitWatts we cross the boundaries of virtual envi-
ronments and provide an estimation of the power consumption of applications running
within virtual machines.
At the bottom of the stack we look into battery modelling to extend the battery life of
mobile devices.
Keywords: virtualized systems, energy estimation, power estimation, energy awareness,
heterogeneous environments, accounting, battery modelling
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Re´sume´
Le secteur des TIC (Technologies de l’Information et de la Communication) est grand
consommateur d’e´nergie (assemblage d’appareils, constructions de re´seaux, ope´rations,
refroidissement et autres). Des e´tudes montrent que l’ensemble des activite´s de l’informatique
en nuage consomme plus d’e´nergie que des pays entiers comme l’Allemagne ou l’Inde.
De plus, des estimations re´centes montrent que le secteur de l’informatique en nuage, et
donc l’e´nergie consomme´e par les centres de donne´es sur lesquels elle repose, est encore
en croissance.
Dans cette the`se, je de´veloppe des approches pour faciliter la consommation e´nerge´tique
responsable des centres de donne´es he´te´roge´nes et par conse´quent re´duire la consomma-
tion d’e´nergie globale du secteur des TIC. Pour faciliter la consommation e´nerge´tique
responsable, il faut savoir combien d’e´nergie est consomme´e. Ceci est influence´ par
l’infrastructure, mais aussi par chaque application qui tourne dans le centre de donne´es.
Malheureusement, on ne peut pas appliquer un wattme`tre a` une application. Pour
contourner cette limitation, cette the`se propose des mode`les re´alistes pour estimer la
consommation e´nerge´tique a` plusieurs niveaux.
Cette the`se est organise´e comme une pile a` 3 niveaux: (1) centre de donne´es, (2) vir-
tualisation, (3) applications clientes. Au premier niveau des centres de donne´es nous
commenc¸ons par une premie`re phase d’e´tude de l’influence de l’he´te´roge´ne´ite´ mate´rielle
sur la consommation de puissance des applications. Dans une deuxie`me phase, nous
de´veloppons EPAVE, un mode`le pour la facturation proportionnelle a` l’e´nergie dans
les environnements virtualise´s. EPAVE est supporte´ par PowerIndex, un framework
pour le profilage et l’estimation d’e´nergie. Au deuxie`me niveau de la virtualisation
nous pre´sentons BitWatts, un outil middleware pour construire des wattme`tres logiciels.
Avec BitWatts, on franchit la barrie`re des environnements virtualise´s pour proposer
une estimation de consommation pour des applications s’exe´cutant au sein de machines
virtuelles. Enfin, au troisie`me niveau, nous mode´lisons les batteries d’appareils mobiles
et proposons une approche pour prolonger leur dure´e de vie.
Mots clefs: syste`mes virtualise´s, estimation d’e´nergie, estimation de puissance, consom-
mation e´nerge´tique responsable, environnements he´te´roge`nes, mode´lisation de batterie
xvii

Zusammenfassung
Der ICT Sektor hat einen erheblichen Einfluss auf den globalen Energieverbrauch (Her-
stellung von Gera¨ten, Netzwerke, Betrieb, Ku¨hlung und so weiter). Studien zeigen, dass
die Cloud insgesamt mehr Energie verbraucht als ganze La¨nder wie Deutschland oder
Indien. Des Weiteren belegen ku¨rzlich erstellte Scha¨tzungen, dass der Cloud Sektor
weiter wa¨chst, und somit der Energieverbrauch weiter steigen wird.
Das Ziel dieser Dissertation ist es, das Energiebewusstsein in Datenzentren zu erho¨hen
und somit zur Senkung des Energieverbrauchs im ICT Sektor beizutragen. Das Bewusst-
sein zu mehr Energieeffizienz wird gesteigert, wenn man weiss, wie viel tatsa¨chlich an
Energie verbraucht wird. Einfluss darauf haben nicht nur die Infrastruktur alleine, son-
dern auch jede einzelne Applikation, die im Datenzentrum ausgefu¨hrt wird. Leider kann
man an eine Applikation kein Wattmeter anschliessen. Deshalb befasst sich diese Dis-
sertation mit realita¨tsnahmen Modellen um den Energieverbrauch auf mehreren Ebenen
abzuscha¨tzen.
Diese Dissertation ist als Stack mit 3 Ebenen aufgebaut: (1) Datenzentrum, (2) Host/Vir-
tualisierung, (3) Anwenderapplikationen. Auf der Ebene der Datenzentren analysieren
wir zuerst den Einfluss von heterogenen Maschinen auf den Stromverbrauch von Ap-
plikationen. In einer zweiten Phase entwickeln wir EPAVE, ein Model fu¨r energie-
proportionales Verrechnen in virtualisierten Umgebungen. EPAVE wird von PowerIndex
unterstu¨tzt, einem Framework fu¨r Profiling und Energiescha¨tzung. Auf der Ebene der
Virtualisierung stellen wir BitWatts vor, ein Middleware Toolkit um software-basierte
Strommessgera¨te zu bauen. Mit BitWatts u¨berschreiten wir die Grenze zu virtuellen
Umgebungen und scha¨tzen den Stromverbrauch von Applikationen, die in virtuellen
Maschinen laufen. Auf der untersten Ebene des Stacks widmen wir uns Batteriemodel-
lierung, mit dem Ziel, das Batterieleben von mobilen Gera¨ten zu verla¨ngern.
Stichwo¨rter: virtualisierte Systeme, Energiescha¨tzung, Stromverbrauchscha¨tzung, En-
ergiebewusstsein, heterogene Umgebungen, Verrechnungssysteme, Batteriemodellierung
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1 Introduction
1.1 Problem Statement
With the paradigm shift towards cloud computing, more and more data centers
appear all around the world. Even though newer generations of hardware are getting
more energy-efficient, today’s cloud computing requires more electricity in the form
of energy than entire countries such as India or Germany [1]. Figure 1.1 shows the
electricity consumption of different countries and cloud computing in the year 2007
as reported by Greenpeace [1].
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Figure 1.1: Cloud computing consumed more electricity than countries like India or
Germany (from Greenpeace [1]) in 2007.
Even though these numbers are from the year 2007, we know that the cloud comput-
ing sector, and thus the energy consumed by cloud computing, is still increasing [2].
Recent estimates show that the electricity consumption of data centers will increase
from 15% of the total electricity consumption of the ICT sector (as of 2012) to 21%
1
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by 2017. Figure 1.2 shows the increase of the electricity consumption of data centers
and depicts that the electricity consumption for personal devices will decrease.
Figure 1.2: Main components of electricity consumption for the ICT sector, 2012 vs.
2017 (from [2]).
A more recent Greenpeace report [3] states that in 2015, 8% of the global electricity
consumption is caused by the ICT sector, which is more than 2000 Terawatt-hours
per year.
In many state-of-the-art works, the authors assume that data centers comprise servers
with the same hardware of the same type. However, this is not realistic, as we often
find different generations of the same hardware or even different types of hardware in
real-world data centers [4]. The heterogeneity of data centers has an impact on the
energy efficiency and we must consider this diversity when studying or estimating
energy consumption.
The major goal of this thesis is to increase the energy awareness in heterogeneous data
centers and thus contribute to the reduction of energy consumption in the ICT sector.
To reduce the overall energy consumption in data centers, we need to have knowledge
of the energy consumption of different components. Knowing the energy consump-
tion of hardware with physical power meters is not enough. Abstract concepts like
virtualization and distributed systems create more complexity. Furthermore, it is
often not realistic (in terms of effort and costs) to instrument entire data centers
with physical power meters to measure the energy directly at the hardware. We
therefore need ways to estimate the energy consumption.
In this thesis I provide energy estimation at different abstraction layers. Each layer
of the stack contributes to the overall energy consumed by a system. To get an
understanding of the energy consumption of the entire system, we need to estimate
the energy for each layer.
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• Data center
• Host/virtualization
• End user applications
Data centers are the top layer of the stack. To achieve energy awareness in het-
erogeneous data centers, we need a prediction on how much energy a workload will
consume on heterogeneous machines. This knowledge can then be applied to different
tasks as energy-efficient scheduling or energy-proportional pricing models. Therefore,
I want to answer the following research questions for data centers:
Is there a relevant change in the power footprint of an application when it runs
on heterogeneous hardware, and how can we take advantage of this for workload
placement?
How can we provide transparent, reproducible and predictive cost calculation in het-
erogeneous data centers based on the energy consumption?
Host and virtualization are placed at the second layer of the stack. When it comes
to energy consumption, settings made by the operating system are critical. For
example, the Linux operating system can control the CPU frequency of the machine
using governors.1 To achieve overall energy awareness, we need to have fine-grained
knowledge of the energy consumption at a process-level. A particular challenge are
virtualized operating systems, which add an additional layer of abstraction.
In this thesis I want to answer the following research question at the host and virtu-
alization layer:
Which processes, on the host and in virtual machines, are consuming the most power?
At the bottom of the stack we consider end user applications. Batteries are being
used nowadays to power a wealth of different devices, ranging from tiny sensors to
smartphones and even electrical cars. Saving energy and thus improving the battery
life is a crucial concern. At the same time, modern CPUs and associated co-processors
are becoming more and more powerful and energy demanding. They include multi-
ple cores with various consumption characteristics, and the drained power is highly
dependent on the configuration used at a given point in time. Battery lifetime can
1https://www.kernel.org/doc/Documentation/cpu-freq/governors.txt
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Hardware Model Cores/Threads RAM (GB) TDP (W)
m1: Intel Xeon 2x X5365 (3.0GHz) 2x 4/4 5 2x 150
m2: AMD 4x Opteron 8354 (2.2GHz) 4x 4/4 8 4x 115
Table 1.1: Hardware characteristics of machines m1 and m2.
suffer variations depending on these characteristics. The research question for this
layer of the stack is as follows:
How can we take advantage of dynamic power consumption characteristics to extend
the battery life of mobile devices?
In this thesis I raise the energy awareness problem and provide approaches for fine-
grained energy estimation at different levels of abstraction.
1.2 Motivation
The domain of power and energy estimation is a very challenging area of research.
Apart from the multiple layers discussed in the previous section, many factors impact
the actual power consumption of a workload execution.
Let’s consider a very simple example where we execute a benchmark (Bonnie++2)
on two different machines m1 and m2. Bonnie++ is a disk benchmark with different
phases, including sequential output, sequential input and random seeks. In the phase
of sequential output it writes single characters and entire blocks, and it modifies
blocks. For the sequential input it reads character by character and entire blocks.
In the end it comprises a phase of random seeks where the benchmark measures the
physical movements of the head of the hard disk. We execute the benchmark on two
different machines with hardware as shown in Table 1.1. Figure 1.3 shows the power
consumption of the two machines during the benchmark execution, measured with a
physical power meter.
We notice that the range of power values is already different between the two ma-
chines. This is due to the different idle power. As idle power we consider the power
that a machine consumes for being switched on, without running any workload. The
power traces show clearly the separate phases of the benchmark. However, we see
that there is a notable difference between the power behavior on machine m1 and
2http://sourceforge.net/projects/bonnie, accessed on 17.07.2016
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Figure 1.3: Power trace of the Bonnie++ workload on machines m1 and m2.
m2. Also, the execution time for the same workload differs slightly between the two
machines.
We note that even in this simple setup where we execute the very same workload
on two machines, it has a different power footprint on each system. Depending on
the age of the machine, the hardware configuration and, particularly in this case,
the state of the hard disk (fragmentation, file system, etc.), the power consumption
is different. These are all factors that we need to consider whenever we want to
make power-efficient decisions, estimate the power consumption or simply compare
the power consumption of two systems. Additional factors such as hardware features
and temperature are presented in more detail in the next chapter.
1.3 Contribution
As presented previously, the contributions of this thesis are presented as a stack.
For data centers I studied the impact of heterogeneity on several workloads. Based
on this we developed energy-proportional price models in EPAVE [5] and extended
it with PowerIndex [6], an energy estimation framework.
At the second layer of the stack, I address the operating system layer with Bit-
Watts [7], a toolkit for process-level power estimation on physical machines and in
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virtualized environments. BitWatts allows the operating system to understand which
processes are the hotspots of power consumption.
For end user applications, and in collaboration with ARM Research in Cambridge
(UK),3 I tried to extend the battery life of recent smartphones.
The contributions of this thesis address the research questions as follows:
Is there a relevant change in the power footprint of an application when it
runs on heterogeneous hardware, and how can we take advantage of this for
workload placement? In the first contribution of this thesis, we study the per-
formance and energy efficiency of a set of heterogeneous architectures for multiple
micro-benchmarks (stressing CPU, memory and disk) and for a real-world cloud
application. We observe from our results that some architectures are more energy-
efficient for disk-intensive workloads, whereas others are better for CPU-intensive
workloads. This study provides the basis for workload characterization and cross-
cloud scheduling under constraints of energy efficiency. This work was presented as
a paper Using Power Measurements as a Basis for Workload Placement in Hetero-
geneous Multi-Cloud Environments at the CrossCloudBrokers Workshop 2014 at the
ACM/IFIP/USENIX Middleware Conference in Bordeaux, France.
How can we provide transparent, reproducible and predictive cost calculation
in heterogeneous data centers based on the energy consumption? As a second
contribution we introduce EPAVE, a model for Energy-Proportional Accounting in
VM-based Environments. EPAVE allows transparent, reproducible and predictive
cost calculation for users and for cloud providers. It comes with PowerIndex, a
profiling and estimation model, which is able to profile the energy costs of a VM on
a given server architecture and can then estimate its energy costs on a different one.
Preliminary results of this work were published in the 24th International Conference
on Parallel, Distributed and Network-Based Processing (PDP 2016). An extended
version with the title Energy-proportional Profiling and Accounting in Heterogeneous
Virtualized Environments has been submitted to a special issue Energy-Sim for Sus-
tainable Computing published by Elsevier.
Which processes, on the host and in virtual machines, are consuming the most
power? The third contribution presented in this thesis is BitWatts. BitWatts is a
middleware toolkit for building software-defined power meters. Such software me-
ters provide an accurate alternative to dedicated hardware systems or embedded
3HiPEAC internship October 2015 – January 2016
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power counters by estimating power consumption in the small, i.e., at the level of
software processes. With BitWatts we cross the boundaries of virtual environments
and provide an estimation of the power consumption of applications running within
virtual machines (VMs). Preliminary results were presented at the Confe´rence en
Paralle´lisme, Architecture et Syste`me (ComPAS) 2014 in Neuchaˆtel, Switzerland and
at the ACM/IFIP/USENIX Middleware Conference 2014 in Bordeaux, France at the
poster sessions. The paper Process-Level Power Estimation in VM-based Systems
was then published and presented in 2015 at EuroSYS in Bordeaux, France.
How can we take advantage of dynamic power consumption characteristics to
extend the battery life of mobile devices? In this work, we study the impact of
dynamic characteristics on battery life by collecting and analyzing real power traces.
We particularly focus on uneven patterns that can adversely affect the battery life,
and we propose a potential solution to mitigate their effect. This contribution is
a result of a HiPEAC internship grant with ARM Research in Cambridge, where I
stayed 4 months as a PhD intern.

2 Background and Related Work
As mentioned before, many factors influence the power consumption. In this chapter
we will look into how the different factors impact the power consumption. In partic-
ular, we will consider hardware features such as HyperThreading, DVFS and turbo
features. Whenever a machine executes heavy calculations, the temperature of the
CPU may rise. Therefore, this chapter also covers background information about
temperature.
Furthermore, we present the hardware, define metrics and discuss the related work.
The work presented in this thesis has been performed in collaboration with the
ParaDIME project [8]. Background information about the project is given in this
chapter as well.
2.1 Hardware
Table 2.1 gives an overview of the architecture characteristics of a variety of systems
that comprise either AMD CPUs or Intel CPUs. In the evaluation of the chapters
of this thesis, different subsets of the listed machines were used. Even though they
are typically not used in data centers, we also consider mobile CPUs (i7 and VIA) as
they are currently among the most energy-efficient architectures, typically running
on battery power.
The selected systems include multicore CPUs or multiprocessors with frequencies
between 1.6GHz and 3.4GHz. The Xeon (from 2007) has two processors with an
overall of TDP of 300 W. The AMD (from 2008) with four processors and a total
TDP of 460 W can also be power hungry. While the AMD, the AMD-TC and the
Xeon have a high number of cores (8 to 16 cores), some of the Intel machines (i3, i5,
i7, Haswell) have a lower core number but support HyperThreading.
The selected machines do not only differ by their CPU, but also by their hard disks.
Most of the hard disks rotate 7200 times per minute (RPM), only the i5 and the
mobile devices (i7 and VIA) have 5900 RPM and 5400 RPM respectively. The cache
9
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Nr. Hardware Model Cores/
Threads
RAM
(GB)
TDP
(W)
HDD Size RPM Cache
1 Intel i3 i3-2100 (3.1GHz) 2/4 6 65 WDC 250GB 7200 16MB
2 Intel i5 i5-650 (3.2GHz) 2/4 4 73 WDC 1TB 5900 64MB
3 Intel i7 i7-2620M (2.7GHz) 2/4 4 35 WDC 750GB 5400 8MB
4 Intel Xeon 2x X5365 (3.0GHz) 2x 4/4 5 2x 150 Seagate 250GB 7200 8MB
5 Intel Haswell i7-4770 (3.4GHz) 4/8 12 84 Seagate 2TB 7200 64MB
6 AMD 4x Opteron 8354 (2.2GHz) 4x 4/4 8 4x 115 Hitachi 500GB 7200 16MB
7 AMD-TC FX-8120 (3.1GHz) 8/8 8 125 Seagate 1TB 7200 32MB
8 VIA C7-M ULV (1.6GHz) 1/1 2 8 TOSHIBA 120GB 5400 8MB
9 Intel Xeon e5-2630 (2.3GHz) 2x 6/12 32 2x 95 - - - -
10 AMD Opteron 250 (2.4GHz) 2/2 2 215 - - - -
11 Intel Xeon W3520 (2.66GHz) 4/8 - 130 - - - -
Table 2.1: Hardware characteristics of the selected systems.
size generally depends on the size of the hard disk, i.e, larger disks comprise a larger
cache.
2.2 Metrics
2.2.1 Power vs. Energy
The power is an instantaneous metric and is measured in Watt. The energy is defined
as the power over a certain period of time. For example, if the power consumption
is constant, we can compute the energy E as the median power P multiplied by the
execution time T in seconds:
E = P ∗ T
If we want to compare the execution of two workloads on two different machines, we
must consider the energy and not the power. It would not be fair to compare the
power consumption, since the execution time can be different.
To illustrate this, consider the following example. We run a factorial computation
on two different machines: m3 and m4. Figure 2.1 depicts the power consumption of
the computation on both machines. The power consumption of m3 is approximately
72W and thus lower than the power consumption of m4 (around 80W). However, the
execution time to complete the computation is longer on m3. Therefore, we require
more energy to execute the computation on m3. It costs 3390J to run on m3 and
only 1810J to run on m4.
Given this difference, we must use carefully power or energy depending on the context
and depending on what we want to compare or measure.
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Figure 2.1: The power consumption of m3 is lower, but the execution time is longer,
and thus, we consume more energy for the calculation.
2.2.2 Physical Power Meters
Different approaches exist to measure the power consumption of single machines or
in data centers. Power can be measured at different levels, for example for an entire
rack of servers, for a single machine or within the components of a machine (e.g. only
the processor).
In most works presented in this thesis we used a Alciom PowerSpy power meter.1 This
wattmeter is attached to the power plug of a machine (or other devices) and sends
in real-time power data using Bluetooth. The power meter comes with Windows
drivers, but an open-source driver for Linux was developed in the context of this
thesis.2
We use the values obtained from the physical power meter as a ground truth for our
power estimation approaches. Furthermore, we can use the measured values to study
the impact of different components on the power consumption.
1http://www.alciom.com/en/products/powerspy2-en-gb-2.html, accessed on 12.07.2016
2https://github.com/patrickmarlier/powerspy.py
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2.2.3 Thermal Design Power
The Thermal Design Power (TDP) for a specific hardware can typically be extracted
from the manufacturer’s data sheet. It corresponds to the average maximum power
a processor can dissipate while running a program. This is not the maximum power
that a processor can reach. There can be moments in the execution where the power
is higher than the TDP, but then temperature will raise. When the temperature hits
the limit, the processor can scale down the frequency of the calculations.
2.3 Impact of Hardware Features on the Power
Consumption
This section describes different factors that have an impact on the power consumption
of a machine. For a CPU-intensive workload, for example, the temperature may rise
with time. Also, different hardware features can impact the power consumption.
Older machines tend to have simpler architectures and thus are less complex to
understand in terms of power behavior.
In particular, in this thesis, I consider the following hardware features:
HyperThreading. HyperThreading technology enables multiple threads to share
the same physical core.3 It allows us to run applications simultaneously but still
maintaining the system responsiveness.
Dynamic Voltage and Frequency Scaling (DVFS). DVFS is a power management
technique on modern computer architectures [9]. The frequency (and thus voltage)
of the CPU cores is dynamically adapted, depending on current applications.
TurboBoost/TurboCORE. Another feature provided by recent computer architec-
tures is TurboCORE (AMD)4 / TurboBoost (Intel).5 These features allow CPUs
to temporarily run over the normally allowed operation frequency. This is done
via dynamic control of the processor’s clock rate and it is activated whenever the
operating system asks for the highest performance state.
3http://www.intel.com/content/www/us/en/architecture-and-technology/hyper-
threading/hyper-threading-technology.html, accessed on 12.07.2016
4http://www.amd.com/en-us/innovations/software-technologies/turbo-core, accessed on
12.07.2016
5http://www.intel.com/content/www/us/en/architecture-and-technology/turbo-boost/turbo-
boost-technology.html, accessed 12.07.2016
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As a first example we consider a very simple AMD machine with 48 cores. It
does have no HyperThreading, no DVFS and no turbo feature. We execute the
stress command to generate CPU load, we load a different number of cores (i.e
., 6,12,18,24,30,36,42,48) and measure the power each time. Figure 2.2 shows the
median power consumption for each configuration.
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Figure 2.2: Median power consumption for load on an increasing number of cores.
We notice that the curve is almost linear. The curve is slightly higher between 18
and 42 cores being stressed. This machine has four processors with 12 cores each.
By default, the processes will be scheduled across the processors to obtain a load
balancing for reliability. For example, when we stress four cores, the processes will
be load-balanced over all four processors. Each processor will have load on one core.
To make the power curve perfectly linear, we can pin the stress processes manually
to the cores. When we pin the stress processes to cores, we first fill all available cores
on the first processor. Then we start loading the second processor, and so on. Figure
2.3 shows the results of the same experiment, with manual assignment of processes
to cores.
We notice that now the power increase is perfectly linear with increasing number of
cores being stressed. This is due to the simple architecture of the machine, without
particular hardware features.
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Figure 2.3: Median power consumption for load on an increasing number of cores
(pinned).
2.3.1 Impact of DVFS and Turbo features
In this subsection we will look into the impact of DVFS and turbo features on the
power consumption. We look at the power values of an 8-core AMD FX-8120 machine
with a regular frequency of 1400MHz to 3100MHz and a turbo frequency that reaches
3400MHz on more than 4 cores and 4000MHz on 4 cores or less. Using the Linux
userspace governor, we manually set the CPU frequency to the available frequencies.
Figure 2.4 shows the median power consumption for load on 2 and 4 cores. Load was
generated using the Linux stress utility.
The power consumption is lower for CPU load on only two cores. In both cases, the
power consumption increases with a higher frequency. In this example we only reach
3100MHz, we are not able to set the turbo frequencies manually using this utility.
2.3.2 Impact of HyperThreading
Another hardware feature that has a large impact on the power behavior is Hyper-
Threading.
To show the impact of this technology on the power consumption, we consider an
Intel i3 machine with 2 physical cores and 4 hardware threads implementing Hyper-
Threading. We stress 1 to 4 cores using the Linux stress utility and compute for each
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Figure 2.4: Median power consumption during stress on 2 and 4 cores for different
CPU frequencies.
setup the median power. Figure 2.5 shows the results.
We notice that the power consumption increases linearly up to two cores being
stressed. After that, the power curve gets almost flat. This is due to the fact that
there are only two physical cores available on the machine. So even when there are
4 hardware threads, and it seems that there are 4 executions in parallel, the actual
power consumed is almost the same as for 2 hardware threads.
2.4 Impact of Temperature
The temperature can have an impact on power consumption and lead to results that
may be difficult to interpret. We run a simple utility to stress 5 from 6 cores of
the CPU of a AMD Phenom II X6 1090T processor. When measuring the power
consumption, we observe severe peaks, as shown in Figure 2.6. This is unexpected,
since the workload on the CPU is constant. We would have expected a constant
power curve.
Further investigations show that this behavior is related to the temperature of the
machine. Using the Linux sensors utility, we observe the temperature.
The power consumption reported by the physical powermeter corresponds in the
first (increasing) part to the temperature that goes up to 70 degrees. Hardware
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Figure 2.5: Median power consumption for load on an increasing number of cores.
settings prevent the temperature to get higher than 70 degrees and rather decrease
the frequency of the CPU. Using the Linux powertop utility, we observe that once
the maximum allowed temperature is reached, part of each core’s load is scaled to
a lower frequency. Figure 2.7 shows the temperature during loads of 30 seconds on
one to six cores. We can observe that even for this load with a very short execution
time, the temperature reaches the maximum when six cores are stressed.
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Figure 2.6: Values reported by the physical powermeter for a load on 5 cores with
standard settings.
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Figure 2.7: Evolution of the temperature during 30 seconds load on a different num-
ber of cores.
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2.5 The ParaDIME Project
The work presented in this thesis was done in the context of the European Project
Parallel Distributed Infrastructure for Minimization of Energy (ParaDIME).6 Led by
the Barcelona Supercomputing Center (BSC), the ParaDIME project consisted of
five partners: IMEC (Belgium), Technische Universita¨t Dresden (Germany), Univer-
site´ de Neuchaˆtel (Switzerland), CLOUD & HEAT Technologies GmbH (Germany)
and BSC (Spain). The goal of the ParaDIME project was to come up with a new
hardware-software stack, based on emerging device technologies (as heterogeneous
processor architectures), new programming models, as well as new runtime and
scheduling systems for data centers.
   
   Data Center
Intra Data Center Scheduler
M
ul
ti 
Da
ta
 C
en
te
r S
ch
ed
ul
er
Computing 
Node/Stack
Re
al
 
HW
JVMJVM
OSOS
VMVM
Hypervisor
Computing Node 
based on Existing Hardware
Hyper
JVM JVM
OS
VM
Scala
AKKA
API
Application/BM
Computing 
Node/Stack
Re
al
 
HW
JVMJVM
OSOS
VMVM
Hypervisor
Computing Node 
based on Existing Hardware
Hyper
JVM JVM
OS
VM
Scala
AKKA
API
Application/BM
 
 
 
Real Hardware & Future 
Devices
Real Hardware & Future 
Devices
ParaDIME Infrastructure
Figure 2.8: The ParaDIME infrastructure.
Figure 2.8 represents the ParaDIME infrastructure. The ParaDIME project combines
several methodologies to reduce the energy consumption at different levels. The
efforts of the University of Neuchaˆtel were focused on the benchmark and application
6http://www.paradime-project.eu
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selection and the programmer’s perspective on energy efficiency. In particular, this
included: (1) providing a programmable energy-efficient API for message passing,
(2) providing support for controlling the voltage of the underlying CPU, and (3)
providing an insight on how much energy an application consumes. The contributions
of this thesis are relevant in particular for providing an insight on how much energy
an application consumes. Regarding the stack in Figure 2.8 my work is placed in
the areas of Intra Data Center Scheduler, Real HW, Hypervisor, VM and OS. The
insights I gained during the work on BitWatts [7], EPAVE [5] and PowerIndex [6],
which are presented in this thesis, contribute to the goals of the ParaDIME project.
2.6 Related Work
This section contains the state-of-the-art in research related to the contributions of
this thesis. In the first part, I will describe existing power models for the CPU and
virtual machines. Then, I will look into the related work for data centers considering
heterogeneity and power attribution. In the last part I will discuss existing battery
models.
2.6.1 Power Models
Models for power estimation have been mainly studied at the level of processors, and
less extensively in the context of virtualization. We give an overview of previous
research on both aspects in the rest of this subsection.
CPU Power Models
As current platforms do not provide fine-grained power measurement capabilities,
McCullough et al. [10] argue that power models are the first step to enabling dynamic
power management for power proportionality on all levels of a system. Currently, the
approach closest to hardware-based monitoring is the running average power limit
(RAPL) feature available for the Intel Sandy Bridge and Ivy Bridge CPUs [11], which
allows for monitoring the power consumption of the whole CPU package.
As this feature is not available on other CPUs, power models typically rely on a
number of performance counters. For example Li and John [12] use 5 counters,
including the instructions per cycle (IPC) counter, and rely on a regression model
for estimation. Similar work has been performed by Contreras et al. [13] who addi-
tionally consider different CPU frequencies, but not multi-core architectures. Bircher
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and John [14] managed to reduce the error of power models to 9 % using performance
counters for component-level power estimation. Other work starts with all available
counters and then try to reduce their number [15] by analyzing the correlation be-
tween counters of different architectures and power dissipation. Usually the accuracy
of the models is validated by comparing estimates with the measures of a power meter
when running benchmarks in isolation [16].
Power modeling often considers learning techniques—for example based on sam-
pling [17]—that assume the proportionality of system events to power consumption.
Measurements of a hardware power meter are gathered and subsequently used, to-
gether with a set of normalized estimated values, in various regression models, which
are so far mostly linear [10].
Kansal et al. [18] and Versick et al. [19] notably point out that linear power models
depending on the CPU load are not sufficient anymore and that more parameters have
to be considered. McCullough et al. [10] show that, especially in multi-core systems,
linear models lead to a much higher mean relative error of 10-14 % for CPU power
consumption and cannot easily be improved by applying more complex techniques.
Linear models rely on the independence of the covered features, which is not realistic
in current systems. Polynomial/exponential regression can cover these dependencies
and, as shown in [14], a quadratic solution better fits the power modeling of multi-
core systems. The described systems must however isolate processor features, such
as HyperThreading and TurboBoost, to avoid hidden states. HaPPy [20] introduces
a HyperThread-aware power model that differentiates between the cases where either
single or both hardware threads of a core are in use.
Shen et al. [21] propose power containers to manage energy and power usage on
multi-core servers and cloud computing platforms. The authors evaluate power con-
tainers with multiple applications, but each of them is considered separately. Power
containers are also tied to physical hosts and not evaluated in a virtual environment.
VM Power Models
In data centers, the efficiency of VM consolidation, power dependent cost modeling,
and power provisioning are highly dependent on accurate power models [22]. Such
models are particularly needed because it is not possible to attach a power meter to
a virtual machine [23]. In general, VMs can be monitored as black-box systems for
coarse-grained scheduling decisions. If we want to be able to do fine-grained schedul-
ing decisions—e.g., with heterogeneous hardware—we need to be able to consider
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finer-grained estimation at sub-system level and might even need to step inside the
VM.
So far, fine-grained power estimation of VMs required profiling each application sep-
arately. One example is WattApp [24], which relies on application throughput
instead of performance counters as a basis for the power model. The developers of
pMapper [22] argue that application power estimation is not feasible and instead
perform resource mapping using a centralized step-wise decision algorithm.
To generalize power estimation, some systems like Joulemeter [18] assume that
each VM only hosts a single application and thus treat VMs as black boxes. In a
multi-VM system, they try to compute the resource usage of each VM in isolation
and feed the resulting values in a power model.
Bertran et al. [17] propose an approach closer to our approach (BitWatts described
in Chapter 5). They use a sampling phase to gather data related to performance-
monitoring counters (PMCs) and compute energy models from these samples. With
the gathered energy models, it is possible to predict the power consumption of a
process, and therefore apply it to estimate the power consumption of the entire VM.
Another example is given by Bohra et al. in [25], where the authors propose a tool
named VMeter that estimates the consumption of all active VMs on a system.
A linear model is used to compute the VMs’ power consumption with the help of
available statistics (processor utilization and I/O accesses) from each physical node.
The total power consumption is subsequently computed by summing the VMs’ con-
sumption with the power consumed by the infrastructure.
Janacek et al. [26] use a linear power model to compute the server consumption with
postmortem analysis. The computed power consumption is then mapped to VMs
depending on their load. This technique is not effective when runtime information is
required.
In Stoess et al. [27] the authors argue that, in virtualized environments, energy mon-
itoring has to be integrated within the VM as well as the hypervisor. They assume
that each device driver is able to expose the power consumption of the corresponding
device as well as an energy-aware guest operating system and is limited to integer
applications.
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2.6.2 Data Centers
Heterogeneity and Placement
Existing research often assumes that data centers consist of homogeneous hardware.
However, this is not realistic in real-world data centers, as shown in [4]. We often
find different generations of the same hardware in a data center, or even different
types of hardware combined. This tendency led to the concept of warehouse scale
computers (WSCs) [28] composed of diverse microarchitectures and configurations.
Paragon is a scheduler aware of heterogeneity and interference [29] [30]. It decides for
a specific workload on which server configuration it will perform best (heterogeneity).
It also considers how much interference it will cause to other applications and how
much interference it can tolerate regarding its own shared resources. This approach
mainly focusses on performance and preserving the QoS rather than power or energy
efficiency.
Another existing approach focusses more on the power aspect: It defines an intelligent
workload allocation method that efficiently maps workloads to the best matching
platform [31]. The authors show that their approach significantly reduces the overall
power consumption of the data center (12-22% power saving over random allocation).
In their evaluation, they measure power and performance across each platform and
then extrapolate the measured data using a data center allocation simulator.
Idle Power Attribution
The idle power concerns the power consumed by an infrastructure which is powered
on but not running any task. Typically, for a server, it consists of the energy con-
sumed while idle, but fully powered on. This consumption depends on the hardware
of the server, but it can also depend on the operating system installed on it as it is
responsible for the background tasks running continuously on the server (like mon-
itoring tasks). This power is usually not taken into account by VM-based models.
For an entire data center, the idle power consumption includes all the power which
does not depend on the workload.
Often only the power consumption of IT equipment is considered although air con-
ditioning can consume 33% of the global power needed by a data center [32]. This
cost can be reduced by free cooling techniques exploiting outside air [33]. The power
consumption of such cooling techniques is tightly correlated to the weather, and
thus vary over time even if the workload does not vary. Therefore, their power
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consumption, which is considered to belong to the static idle part, can vary over
time.
Most of the studies do not use the same definition for the energy costs of the com-
puting infrastructure: for instance, the network used to link the computing resources
is not taken into account most of the time. In the same way, as surveyed in [34] some
works take into account only the dynamic consumption of the machines and not their
static consumption (corresponding to the consumption when machines are powered
on but idle) which can yet represent more than half of the total power consumption.
In our context, we will consider all the equipment operated by the cloud provider:
the data centers (including cooling infrastructures) and the network links inside and
between the data centers.
Power Attribution Models
Benefiting from economies of scale, cloud infrastructures can effectively manage their
resources and offer large storage and computing capacities while minimizing the costs
for users. However, the rapid expansion of these infrastructures led to an alarming
and uncontrolled increase of their power consumption. For instance, in 2010, the
services offered by Google were based on 900,000 servers that consumed an average
of 260 million Watts [35].
Moving from instrumenting to modeling the energy consumption is a tough but
necessary task in order to improve the energy efficiency of distributed infrastructures.
It is indeed essential to understand how the energy is consumed to be able to design
energy-efficient policies.
Most of the models found in literature split the consumption of an entire server into
the consumption of each component of the server [25] or consider that consumption
is proportional to the load [36]. Several studies are focused on modeling the energy
consumption of particular components: CPU [37] influenced by the frequency, voltage
and workload, network card [38] with costs per packet and per byte, and disk [39]
driven by the rotational speed and the read and write operations.
However, as shown in [40] the limits of these approaches are to model the energy
consumption of entire servers under various workloads. Concerning the experimental
approaches found in literature, they mainly consider just one type of machine, or even
only one type of application [40]. So, it is necessary to design unified models closer
to reality. Concerning the consumption of entire infrastructures, the authors of [41]
show that computing resources represent the biggest part in cloud’s consumption. An
alternative approach [42] shows that, depending on the studied scenario, the energy
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costs of the network infrastructure that links the user to the computing resources
can be bigger than the energy costs of the servers.
As shown in [40], simple models are not convincing in the general case and especially
for multicore architectures – which tend to become widespread. It is therefore neces-
sary to depend on benchmarks for the development and validation of reliable energy
cost models for these heterogeneous resources. These benchmarks need to propose
several kinds of workloads: computation-intensive, disk-intensive, etc.
2.6.3 Battery Models
Apart modelling the components with power plug, we need to consider mobile devices
that might be powered by battery.
The most simplified battery model consists of an ideal voltage source in series with
an internal resistance [43]. The drawback of this model is that it does not include
the state-of-charge of the battery.
Chen et al. [44] propose a model based on usable capacity, open-circuit voltage,
and transient response and implement it in the Cadence environment. The model
accounts for all dynamic characteristics of the battery, from non-linear open-circuit
voltage, current, temperature, cycle number, and storage-time dependent capacity
to transient response. In the validation they are using a simplified model: it neglects
self-discharge, cycle number, and temperature. The evaluation considers NiMH and
polymer Li-ion batteries. Erdinc et al. [45] extend the previous model and establish a
simulation model in a MATLAB/Simulink environment. The extension of the model
consists in adding the effects of temperature and capacity fading. The drawback
of these two approaches are that the parameter extraction requires experiments on
physical batteries for each type of battery.
Kuhn et al. [46] propose a model based on open circuit voltage in series with a
resistance and parallel RC circuit with Warburg impedance. The identification of
the parameters for this approach is based on impedance spectroscopy [47], and thus
rather complicated.
Badam et al. [48] implement a system that can integrate batteries of different chemistries.
The approach is based on open circuit potential, internal resistance, concentration
resistance, and plate capacitance (simplified Thevenin model). It consists of compo-
nents across three layers: batteries and their chemistries, the battery management
circuit, and the operating system. The software-defined battery (SDB) hardware
supports discharging and charging across multiple heterogeneous batteries. Authors
provide a hardware prototype and a multi-battery emulator to evaluate the solution.
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The drawback of this solution is that the parameter extraction is complex. The four
parameters required are learned during experimentation on physical batteries and,
as a consequence, it might be hard to apply this model to different types of batteries.
Gao et al. [49] propose a model that accounts for non-linear equilibrium potentials,
rate and temperature dependencies, thermal effects, and response to transient power
demand. The model is based on publicly available data (e.g., from datasheets). This
approach claims to be an intermediate approach with sufficient accuracy, but avoiding
detailed calculations of internal electrochemical processes. The model was tested in
the Virtual Test Bed environment.
Our model which is described in detail in Chapter 6 is based on previous work of
Tremblay et al. [50] [51]. Their model is based on the Shepherd model [52], with
some modifications due to implementation factors. The model from Tremblay et al.
is included in the SimPowerSystems simulation. The parameter extraction is very
simple and all required parameters can be extracted or easily computed from the
manufacturer’s datasheet. The battery model is based on a simple controlled voltage
source in series with a constant resistance. The open voltage source is calculated
based on the state of charge. The discharge behavior for a Li-Ion battery is modelled
by formula:
Vbatt = E0 −R · i−K Q
Q− it · (it+ i∗) + Aexp(−B · i)
where Vbatt is the battery voltage (V), E0 is the battery constant voltage (V), K
is a polarisation constant (V/(Ah)) or polarisation resistance (Ω), Q is the battery
capacity (Ah), it is the actual battery charge (Ah), A is the exponential zone ampli-
tude (V), B is the exponential zone time constant inverse (Ah)−1, R is the internal
resistance (Ω), i is the battery current (A), and i* is a filtered current (A).

3 Using Power Measurements as a
Basis for Workload Placement in
Heterogeneous Multi-Cloud
Environments
In this chapter we study the performance and energy efficiency of a set of heteroge-
neous architectures for multiple applications. This chapter covers the first part of
the contributions for the data center layer of the stack presented in Chapter 1. More
sophisticated approaches for data centers will be presented in Chapter 4.
3.1 Introduction
Due to the environmental concerns of different energy resources and the massive
power consumption of large data centers, energy efficiency becomes more and more
important. Cloud computing as a whole consumes more energy than countries like
Germany or India [1]. Besides the environmental reason, reducing the energy con-
sumption within data centers reduces their total cost.
A first step to reduce energy consumption is making hardware more energy-efficient.
One of the hardware components responsible for the highest power consumption is
the CPU. The Thermal Design Power (TDP) specifies the maximum amount of heat
generated by the CPU that must be dissipated by the cooling system. For example,
an Intel i7 Bloomfield processor with 4 cores from 2008 has a TDP of 130W.1 In
contrast, an Intel i7 Haswell-DT processor with 4 cores from 2013 has a TDP as low
as 35W.2 An approach to improve energy efficiency is to reduce energy and power con-
sumption by energy-aware workload-scheduling. For example, Mashayekhy et al. [53]
propose a scheduler where MapReduce jobs are scheduled to different machines under
1http://ark.intel.com/products/37147/Intel-Core-i7-920-Processor-8M-Cache-2 66-GHz-4 80-
GTs-Intel-QPI, accessed on 17.07.2016
2http://ark.intel.com/products/75121, accessed on 17.07.2016
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constraints of energy consumption. The authors developed a greedy algorithm that
improves energy efficiency while still satisfying the negotiated service level agreements
(SLA). With their approach, the energy consumption can be reduced by 40 %, but
they only consider a single data center and assume homogeneous hardware.
The concept of sky computing was introduced by Keahey et al. [54]. The authors show
that with virtualization and overlays it is possible to build a multi-cloud environment
in a trusted environment. However, this brings also problems of heterogeneity (not
only on the hardware level) and application scheduling becomes more challenging.
One example that tackles multi-cloud scheduling is shown by Tordsson et al. [55],
who optimize the placement of virtual machines among different cloud providers to
achieve higher performance, lower costs and better load balancing. A cloud broker
containing a scheduler implements the decision logic based on user-specified criteria,
but does not in particular consider heterogeneous hardware or energy efficiency. In
the Reservoir project [56] a key role is a scheduler that assigns a particular workload
to the best fitting cloud. The placement is based on a load balancing policy or a
power preservation policy. With the power preservation policy the virtual machines
are aggregated on a minimal number of physical machines and the other machines are
switched off. These two policies show that there is a tradeoff between performance
and power consumption. While the reduced number of machines will reduce the
overall power consumption, the challenge is to not over-commit the system to avoid
SLA violations during peak phases.
Besides tackling challenges towards performance and power consumption, most of
the previously described research assumes that data centers consist of homogeneous
hardware. However, this assumption is not realistic in real-world data centers, as
shown in [4].
In this chapter, we show that it is important that the scheduler is aware of the existing
hardware as well as of the type of workload. As a basis, the scheduler needs informa-
tion on the current power consumption as well as a notion of current performance. We
show that performance per Watt is sufficient for categorizing different resources. We
categorize workload types that are either CPU-intensive or disk-intensive. Then we
run them on different setups and show that for being energy-efficient, workloads have
to run on the right type of hardware. This experimental study is the first step towards
energy-efficient scheduling decisions in a heterogeneous multi-cloud environment.
This chapter is organized as follows. In Section 3.2 we explain the experimental
setup with the hardware and software specification. We further go into details on
the metrics used. Section 3.3 contains an extensive discussion of the gathered results
and finally we conclude the chapter.
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3.2 Experimental Setup
For our experiments we selected a number of hardware setups covering recent and
older architectures as well as a number of representative workloads, which we describe
in the following sections.
3.2.1 Hardware
Entries numbering from 1 to 8 in Table 2.1 in Chapter 2 give an overview of the
architecture characteristics of a variety of systems that comprise either AMD CPUs
or Intel CPUs. These machines were used in the evaluation of this chapter.
Besides the TDP, the idle power is an important characteristic to determine energy
efficiency. The idle power is the power required to run just the operating system
on the hardware, hence it is typically constant and has to be considered for every
workload. We therefore compare the idle power of the selected systems.
For all of our measurements, we use a highly-sensitive physical power meter (Power-
Spy).3 The driver for Linux is available as open source software.4 In Figure 3.1 we
see that the AMD with 387 W and the Xeon with 208 W consume already much more
idle power than the other systems. The reason is that these are server architectures
that do not comprise the most recent hardware parts. In comparison, the mobile
devices (i7 and VIA) have a very low idle value (11W and 19W respectively) as their
main target is to enhance battery life.
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Figure 3.1: Idle power consumption (only OS, no workload) of the different systems.
3http://www.alciom.com/fr/produits/powerspy2.html, accessed on 17.07.2016
4https://github.com/patrickmarlier/powerspy.py
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3.2.2 Workloads
We selected workloads that can be categorized as CPU-intensive or disk-intensive to
understand the behavior of the different systems under different loads.
For the CPU-intensive tasks we decided to go for a variety of microbenchmarks, and
one real-world application as power consumption cannot be linearly linked to CPU-
utilization. For the disk-intensive workload, we investigate performance and power
consumption during different, but controlled operations on the hard disk.
Stress. The stress5 utility is a workload generator, which we use as microbenchmark
to stress CPU and memory. The CPU stress loops on the sqrt() operation for a given
time period (30 seconds). We allocate 1 to N workers, with N being the number of
threads (or cores without HyperThreading) available in the system. To stress the
memory, we create a stress worker that spins on malloc() and free() operations. It
allocates 1 to M GB, where M is the number of GB of RAM available minus one. By
keeping 1 GB for the system, we avoid swapping of memory during the experiments,
which would influence the system behavior and hence the power measurements.
Factorial. The stress workload runs for a given time period. Thus, depending on the
capabilities of the different architectures it will perform a different amount of work. In
contrast, each machine will perform the same number of operations when performing
a complex computation. In our second benchmark we calculate the factorial of a
large number (299,999).
SPECjbb2013. As a real-world benchmark, we use SPECjbb2013 [57]. This bench-
mark is implemented in Java and represents a typical software for a supermarket
company, including distributed warehouses, online purchases and high level manage-
ment operations such as data mining. During the execution, it covers different levels
of CPU utilization. To ensure the benchmark runs smoothly, the JVM gets 3 GB
memory per run. We exclude the VIA architecture from these experiments as it does
not fulfill the minimum requirements of the benchmark in terms of memory.
Bonnie++. We use Bonnie++6 to stress the disk. Bonnie++ has different phases
including sequential output, sequential input and random seeks. In the phase of
sequential output it writes single characters and entire blocks, and it modifies blocks.
For the sequential input it reads character by character and entire blocks. In the end
it comprises a phase of random seeks where the benchmark measures the physical
movements of the head of the hard disk.
5http://manpages.ubuntu.com/manpages/trusty/man1/stress.1.html, accessed on 17.07.2016
6http://sourceforge.net/projects/bonnie, accessed on 17.07.2016
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3.2.3 Metrics
Every second, the PowerSpy power meter reports its measurements in Watt. If the
power consumption of a workload is steady, we can take the median power consump-
tion P and multiply it by the execution time T of the workload, which results in the
energy consumption E reported in Joule:
E = P ∗ T
We can use this metric for the stress experiment, as its resource usage is steady.
Whereas the median power consumption makes sense for the constant load in the
stress experiment, it cannot be used for the other experiments. In the evaluation using
Bonnie++, SPECjbb and the factorial performance per Watt as a metric is more
informative. Performance per Watt is a performance metric (usually throughput)
divided by the power consumption:
Perf/W =
Throughput
P
For the factorial experiments, the throughput is defined as the number of itera-
tions divided by the execution time. The throughput for the disk experiments with
Bonnie++ is the write or read rate per second. For the SPECjbb benchmark, we
use the maximum number of jOPS, which is a throughput metric provided by the
SPECjbb benchmark [57]. It represents the overall maximum throughput capacity
of the system in terms of response-throughput.
The power consumption includes also the idle power as we want to observe the total
cost in terms of power when running the workload on a specific hardware.
3.3 Results
In this section we will show that two types of workloads, CPU-intensive or disk-
intensive, have different power characteristics and can hence best take advantage of
different hardware configurations.
3.3.1 CPU and Memory Power Consumption
To classify the different CPUs, we show in Figure 3.2 the median power consumption
if we apply the stress command on all cores for 30 seconds. In the case of Hyper-
Threading, we stress up to the number of available threads. We observe similar power
consumption curves for the i3, the i5, the i7 and the Haswell systems. The power
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Figure 3.2: Median power consumption for CPU stress on all available cores.
consumption increases from one to two cores (or from one to four cores in the case
of Haswell), and is then constant. Hence, the power consumption only increases up
to the number of physical cores. The power consumption for the AMD is almost
linear to the number of cores. We assume that this is caused by the rather simple
architecture of the CPU with fewer hardware features (i.e., no HyperThreading, no
turbo feature, etc.).
To provide more details about stressing single cores, Figure 3.3 depicts the power
consumption for the i3. We stress one to four cores and we see that for stress on
one core, the power is significantly lower than for the multiple core stress. If we
stress two cores, we see that the scheduler tries to allocate two separate physical
cores for load balancing. Therefore, the power consumption is doubled. However,
this behavior could be influenced by pinning the stress processes to specific cores or
HyperThreads. The difference between two and four cores is very small because of
HyperThreading.
To compare the performance per Watt of the CPU workload, we measure the power
of the computation of the factorial for a six-digit number (299,999). The number
of iterations is constant, however, the execution time varies depending on the capa-
bilities of the given system. Figure 3.4 depicts the execution time and the median
power for the different systems. The VIA has a very long execution time for the
factorial computation, but a very low median power consumption. When compar-
ing the Haswell (4th generation i7) and the i7 (2nd generation i7), we notice that
unsurprisingly the older processor is slower. When considering the median power,
the older i7 consumes around 30 W whereas the Haswell machine consumes almost
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Figure 3.3: Power values for the CPU stress on 1-4 cores on the Intel i3 machine.
80 W. The results of the Xeon and the AMD show a high impact of the high idle
power in their final results. Hence, considering power consumption, it is expensive
to run CPU-intensive applications on these machines. Furthermore, the AMD has a
lower CPU frequency (2.2 GHz) and thus a longer execution time for the factorial
computation.
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Figure 3.4: Execution time and median power of a factorial computation on different
machines.
In order to achieve a good performance per Watt, machines need to provide a good
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tradeoff between execution time and power consumption. Figure 3.5 shows the per-
formance per Watt for the factorial computation. Due to their long execution times,
the VIA and the AMD have a very poor throughput per Watt, which is less than
20 iterations/s for a Watt. The i3, the i7 and the Haswell provide a good tradeoff
between execution time and power and thus have a good performance per Watt.
The i7 of 2nd generation is more energy-efficient than the Haswell (4th generation
i7), even though the execution time of the i7 is higher. We can thus conclude that
the power consumption can be more important than the processor performance for
energy efficiency.
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Figure 3.5: Throughput per Watt for the factorial computation (based on median
power consumption).
Most workloads do not only stress the CPU, but also allocate memory. Hence,
in Figure 3.6 we present the median power consumption for a memory-intensive
workload.
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Figure 3.6: Median power consumption for memory stress from 1 GB to the number
of GB of RAM available minus one.
We can observe that the power consumption is rather constant when a process is
writing to memory. For the i5, we see that the power consumption decreases for
a memory allocation of 3 GB. This machine started swapping and thus was less
efficient.
To validate these results with real-world applications, we run the SPECjbb2013
benchmark [57]. Figure 3.7 shows the power consumption of the SPECjbb2013
workload on the i3 during a benchmark run. In this run, it is possible to iden-
tify the different phases of the workload just by plotting their power consumption.
SPECjbb2013 consists of the following phases: (1) search HBIR (High Bound In-
jection Rate), (2) RT curve building (Response Throughput), (3) validation (run
checks), (4) profiling (statistical data), and (5) reporting.
The search HBIR phase approximates the maximum injection rate the system can
handle. The most important phase for our evaluation is the RT curve building phase.
Starting from 0% of HBIR, it increases the injection rate step by step until the
maximum capacity is reached. This phase provides the data that is used to determine
the maximum jOPS, which we use as throughput metric for the evaluation. The RT
curve building phase can be observed in Figure 3.7 between second 600 and second
1300.
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Figure 3.7: Power consumption of the SPECjbb workload on the i3 machine.
Based on the maximum jOPS and the maximal power values reached during the
workload, we evaluate the performance per Watt. Figure 3.8 shows the maximum
jOPS reached on the different architectures. The Haswell processor achieves the
highest number of jOPS (almost 13,000). Other architectures like the i3 achieve less
than 4,000 jOPS. Since the different architectures reach different jOPS, we cannot
compare the execution time or the energy. With these two metrics, the machines
reaching a higher throughput would be penalized.
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Figure 3.8: Maximum jOPS for the SPECjbb workload.
Figure 3.9 depicts the maximum power value reached by each architecture during
the execution of the SPECjbb2013 workload. The Xeon, even though not reaching a
high number of jOPS, has a very high maximum power.
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Figure 3.9: Maximum power value in main workload phase for SPECjbb workload.
Therefore, as shown in Figure 3.10, it has a very low performance per Watt. The
Haswell machine with very high jOPS and a relatively low power consumption has
the highest performance per Watt for the real-world workload.
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Figure 3.10: Performance per Watt for SPECjbb workload.
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Figure 3.11: Bonnie++ workload for 1) sequential write by character, 2) sequential
write by block, 3) modifying of blocks, 4) sequential read by character,
5) sequential read by block and 6) random seeks on the i3.
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Figure 3.12: Disk on i3 put to standby and turning back to active state.
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Figure 3.13: Write and read rate respectively divided by median power during exe-
cution of Bonnie++ during phases of block writing and block reading.
3.3.2 Disk Power Consumption
Some workloads, like for example webservers and databases, do not only utilize CPU
and memory but write also to disk. We need to include such workloads in the power
evaluation, too.
Figure 3.11 shows the power consumption for the Bonnie++ workload. This disk
workload consists of the following phases: (1) sequential writing by character, (2) se-
quential writing by block, (3) modifying blocks, (4) sequential reading by character,
(5) sequential reading by block, and (6) random seeks. The phases are separated by
sleeps of 15 seconds.
When writing sequentially to the disk, we notice peaks in the beginning and in the
end of the write operation. To the best of our knowledge, the initial peak is caused by
the disk changing from the standby state to the active state. We verify our hypothesis
by using the hdparm utility to put the hard disk in standby mode (see Figure 3.12).
The figure shows that when putting the disk in standby, we save 4 W. To change the
state from standby to active, we require for a short time 8 W.
To compare the different architectures, we study the performance per Watt for block
reads and writes, which we depict in Figure 3.13. The executions of writes and
reads by character are too short and the results of the block modifications were not
comparable as they are not stable enough.
We observe that the VIA netbook achieves a quite good performance per Watt, in
particular for reads from the disk. This can partially be explained by the small disk
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size of 120 GB and a lower RPM. As seen in the previous experiments, systems with
a high power have a lower performance per Watt.
3.3.3 Discussion
We notice that the same architecture can be more efficient for disk workloads and
less efficient for CPU- or memory-intensive workload. In terms of throughput per
Watt for the factorial computation, the i7 is the most energy-efficient architecture
(throughput per Watt 279), 44.5% better than the i3 with 193. For the disk workload,
the i3 and the i7 have a throughput per Watt of 4388 and 2185 respectively, thus in
this case the i3 is twice better than the i7. An energy-efficient scheduler needs thus
to make the right decisions based on the characteristics of the workloads.
AMD i3 Haswell Total(J)
0 5xdisk 5xCPU 14370
0 5xCPU 5xdisk 16110
5xdisk, 5xCPU 0 0 210130
Table 3.1: Different workload placements and total energy costs in a fictive data
center.
To give a feeling about scheduling impact, we consider the scheduler proposed by the
Reservoir project [56] and its power preservation policy as explained in Section 3.2.2.
Virtual machines are aggregated on physical hosts, and unused machines are turned
off. We imagine a fictive data center with machines from our configuration: 10 times
AMD, 5 times i3, 5 times Haswell. Based on how the scheduler assigns the workloads,
different power scenarios are possible. We consider a very simple scenario where we
place one virtual machine on each physical host and each virtual machine contains
a single workload. There are ten workloads to be scheduled, half of them are writes
of 30 seconds to the disk and the other half are CPU/memory-intensive factorial
computations of a large number. The factorial computation consumes 1,555 J on
the i3, 1,810 J on Haswell and 30,018 J on AMD. Writing for 30 seconds to the disk
consumes 1,064 J for the i3, 1,667 J on the Haswell and 12,008 J on the AMD.
Table 3.1 shows possible placements by a scheduler and the costs in terms of energy.
We see that the total energy drastically changes based on the scheduler decision: in
the best case, the total cost is 14,370 J, whereas in the worst case it is 210,130 J,
which is 14 times more. In a heterogeneous data center it is essential to choose
the right hardware for a given workload. In particular, a scheduler needs to focus
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on aggregating workloads on energy-efficient machines and possibly turn off servers
with high energy consumption.
The cross-cloud broker could also include the facility to aggregate power estimation
values from the different data centers and different physical machines. These values
would be stored and processed in the broker and used as a basis for scheduling
decisions.
3.4 Summary
In this chapter we studied the energy efficiency of different workloads on heteroge-
neous hardware. This information is relevant for schedulers in both heterogeneous
data centers and multi-cloud environments.
Our results show that the characteristics of the workload and the machine are im-
portant for cost reduction in data centers. For example, a machine that has a high
throughput per Watt for disk access does not necessarily have energy-efficient results
for a CPU-intensive workload.
In an example of a fictive data center with a very simple scheduler, we showed that
we consume 14 times less energy in the best case than in the worst case. Thus, energy
efficiency is clearly an important decision metric for schedulers in a heterogeneous
context.
Such a scheduler can take advantage of different workload characteristics and the
availability of heterogeneous resources. Workloads can then be classified based on
parameters such as runtime, priority and usage of resources (e.g., CPU, memory or
disk). The scheduler would then choose for each category the most energy-efficient
hardware available for deployment. Even in a federated multi-cloud environment it
would be advantageous for each cloud provider to have its data center filled with
the most energy-efficient workloads. When workloads are distributed in an energy-
efficient manner on the available hardware resources, the total cost of the data center
can be reduced.

4 How much does a VM cost?
Energy-Proportional Accounting in
VM-based Environments
In this chapter we present EPAVE, a model for energy-proportional accounting in
VM-based environments, and PowerIndex, a profiling and energy estimation model.
This chapter is the second part of contributions for the data center layer of the stack
presented in Chapter 1. The results presented in Chapter 3 are the basis for the
approaches presented in this chapter.
4.1 Introduction
The trend of computing in the cloud grows, which consequently requires bigger data
centers, more processing power and hence more CPUs. Whereas the hardware gets
more and more energy-efficient the overall energy consumption of data centers in-
creases. Actually, today’s cloud computing requires more electricity in the form of
energy than entire countries such as India or Germany [1].
It is hence not surprising that energy represents one of the main cost factors of
a data center. The major energy consumers are the air conditioning, the network
infrastructure (routers, switches) and the servers [34]. However, these costs are rarely
reflected in the attribution of energy consumption to a single consumer (e.g., a virtual
machine).
As users share the same resources on a single node, most of the existing models
concentrate on attributing the power consumption of this shared node to a single
consumer. For instance, how much of the CPU power consumption can be related to
a VM [25], [18], [7]?
Our vision is to consider energy accounting on the data center level to enable pricing
models where every user will pay for the actual usage of resources. The first challenge
is to provide a fair attribution model that is predictable to provide incentives for
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energy-efficient computing in the cloud. The second challenge is to consider the
mobility of VMs. A VM can be easily spawned on a different node, which might have
different hardware specifications. These different hardware specifications might lead
to different energy behavior.
In this chapter we tackle these two challenges, by
1. showcasing EPAVE (Energy-proportional Profiling and Accounting in V ir-
tualized Environments) for realizing accounting of real energy costs of the data
center to each client considering the major consumers and the entire facility
costs and
2. extending EPAVE with PowerIndex that allows us to predict the energy con-
sumption of the same VM on different hardware.
More specifically, we target energy proportional accounting for each virtual machine
(VM) in a heterogeneous environment.
Context. Currently the relation between IT infrastructure and facility energy
costs are modeled with the Power Utilization Efficiency (PUE) metric. This metric
is used to help operators on decisions regarding new hardware infrastructure. For
instance, Google measures the PUE per site each three months1 for each of its data
centers. While the PUE is a useful metric for reflecting the overall efficiency of
a data center, its applicability for the day-to-day operation of the data center is
limited because it does not grasp the variability of the actual power consumption of
the data center. In a data center, the instant power consumption can be divided into
static and dynamic parts. The static parts are the base costs of running the data
center when being idle; the dynamic costs depend on the current usage. In an ideal
case, the overall power consumption would be proportional to the utilization of the
hardware (power proportionality). However, having non-negligible static parts, power
proportionality is not yet achievable [58]. Nonetheless, we can get closer to power
proportionality by accrediting the static power parts to each application, depending
on the time and the resources used. Since time plays a major role, we will focus on
energy instead of power consumption (an instant measure). Hence, we talk rather
about energy proportionality than power proportionality.
Challenges. Dynamic power consumption mainly depends on the resources which
are used: computing, storage, networking resources. In the case of virtual environ-
ments, the hardware resources may be shared among different users and different
1http://www.google.com/about/datacenters/efficiency/internal, accessed on 17.07.2016
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virtual machines, if they run on the same host. In this context, a power-aware model
needs to estimate the relative utilization per user to attribute the dynamic costs of
the physical resources to a particular VM.
The static costs have to be considered at different levels:
• at the data center level: power delivery components, cooling systems, other
miscellaneous components such as data center lighting. This part is captured
by the PUE.
• at the resource level: idle power consumption of servers and routers.
The main challenge we tackle in this chapter is to divide the static costs among the
users in a fair and predictable way, considering the utilization of the resources per
VM. We have shown in [5] that a simplistic model is not enough for distributing the
costs among a number of VMs as the static costs would be highly dependent on the
utilization of the same server.
As for dynamic costs, they can vary significantly from one server architecture to a
different one. Performance and energy consumption heterogeneity among the servers
is inherent to cloud data centers. Typically, 3 to 5 server generations, with a few
hardware configurations per generation, are hosted at the same time on a data cen-
ter [29]; and this hardware heterogeneity leads to an important variability in terms
of server performance [28].
Contribution.
In this chapter, we cover the accounting of dynamic and static costs to VMs in
heterogeneous data centers and introduce the following two tools:
• EPAVE, a power-aware attribution model for VMs taking into account the
overall consumption of the data center hosting them
• PowerIndex, a profiling and estimation model for accounting the costs (in terms
of utilization and execution time) of a VM when running on different nodes
Organization. This chapter is organized as follows. The EPAVE model for energy
attribution is detailed in Section 4.2. Section 4.3 describes some practical use cases.
Energy mapping with PowerIndex is described and evaluated in Section 4.4. We
discuss the properties of both models in Section 4.5 and provide an outlook on the
usage of EPAVE and PowerIndex in Section 4.6. Finally, Section 4.7 concludes the
chapter.
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4.2 Energy Attribution with EPAVE
The key idea of EPAVE is to attribute the data center’s static and dynamic costs
(C) to each VM, which can be then used as a basis for several use cases as described
later. As costs we consider the total consumption (Ctotal) during the execution of a
VM in the context of a data center.
Ctotal = Cstatic + Cdynamic
The static costs comprise the idle consumption of each node and the idle consumption
of the routers as well as induced consumption of the entire data center (routers,
air conditioning, power distribution units, etc.). To cover the entire data center
the Power Usage Effectiveness (PUE) has become the industry-preferred metric for
measuring infrastructure energy efficiency for data centers [59, 60]. It is defined as
the ratio of total facilities energy to IT equipment energy:
PUE =
Total Facility Energy
IT Equipment Energy
Therefore, we will use the PUE to account for the consumption part exterior to the
IT equipment itself which is already taken into account. As outlined in the data
center industry survey conducted by Uptime Institute Network (a user group of large
data center owners and operators) [60], the adoption of PUE is rising worldwide, and
its measurement and improvement are widely targeted by the 1,000 surveyed data
center operators and IT practitioners. That is why we believe that the PUE metric is
easily accessible for cloud providers for their data centers. From the PUE definition,
for 1 Watt consumed by the IT equipment, the entire data center infrastructure
consumes in fact 1 × PUE Watts. Therefore, the static costs of a data center have
to be multiplied by the data center’s PUE:
Cstatic =
(
#nodes∑
Cidlenode +
#routers∑
Cidlerouter
)
· PUE
The dynamic costs include the dynamic energy consumption part of the servers,
routers and storage devices, which we can formulate as a weighted sum of the in-
dividual costs. The weights represent the resource usage of the current workloads,
which can be between 0 and 1, where 1 means maximum utilization of the given
resource and 0 means no utilization.
Cdynamic = α · Ccomp + β · CIO + γ · Cnet
To attribute the overall costs to a single VM, we first need to distribute the idle
costs in a fair and transparent manner. In many cases the idle costs (or idle power
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consumption) are only divided by the number of VMs [25]. However, for energy-
proportional accounting it is necessary to consider the size of a VM, and in particular,
its number of virtual CPUs (vCPUs) as CPU is the most consuming device in a
server [34]. Inspired by the VM types chosen by Amazon we will differentiate VMs
by the number of their assigned virtual CPUs. In addition we want to take into
account heterogeneous data centers.
The dynamic costs are determined when the VM finishes by using the real resource
utilization of the physical resources. The total costs are limited to the static costs as
the lower bound, and on the maximum consumption as the upper bound. Reporting
these bounds to the user makes the final VM’s costs predictable (bounded) and
keeps the spirit of the pay-as-you-go manner although the dynamic part of the costs
is in most cases smaller than the static parts (reflecting the reality of the power
consumption of typical data center servers).
To sum up, the maximum costs of a VM grow with its size as shown by an illustrative
example in Figure 4.1. In this experiment we were inspired by the Amazon VM sizes.
The static costs, Cstatic(VM), depend on the number of cores reserved by the VM,
and the dynamic costs Cdynamic(VM) on the actual usage (in our case performed by
the stress command). In more details, we model the static and dynamic costs per
VM as described in the following paragraphs.
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Figure 4.1: Example of maximum costs distribution among different types of VM.
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4.2.1 Static Costs
As we want these costs to be static and independent from the hypervisor, we use
a weighted averaged value of the idle power consumption of all the servers. This
model is similar to the one currently in application at Amazon [61]: the costs are
proportional to the number of vCPUs assigned to the VM:
Cstatic(VM) =
#vCPU(VM)∑#nodes #CPU(node) · Cstatic
4.2.2 Dynamic Costs
The dynamic costs are hardware and application dependent and require monitoring.
According to [62] the acceptance of dynamic models is increased if the costs are
limited by an upper bound. Indeed, a VM cannot exceed the physical resources
allocated to it (CPU, RAM and disk mainly), so the upper bound can be determined
for each type of VM over each type of physical node. The actual dynamic costs per
VM will be in the range of 0 (idle) and the maximum resource usage. The challenge
is to attribute the maximum dynamic costs to a VM. In general the dynamic costs of
a VM are the measured or estimated energy consumption (E), which is the integral
of the power consumption (P) measured/estimated per time unit (T).
Cdynamic(VM) = E(VM) =
∫ T
0
P (VM) dt
In general, a VM cannot consume more than the maximum dynamic costs of the entire
server (Cdynamic). If the VM is co-located with other VMs it is necessary to split up
the dynamic costs. Here, we use a very simple model to define an approximate upper
bound for the costs of a VM, by using the number of cores the VM got assigned as a
basis. Note that the focus on the number of vCPUs (ignoring the disk and network)
is chosen because the number of vCPUs usually differentiates VM sizes offered by
cloud providers. Additionally, the CPU is one of the highest power consumers on a
node.
0 ≤ Cdynamic(VM) ≤ #vCPU(VM)
#CPU(node)
· Cdynamic(node)
An alternative would be to use a software power estimation model that is capable of
attributing the dynamic costs to a VM, such as VMeter [25], or BitWatts [7].
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4.3 Use Cases
In this section, we showcase how to calculate Cstatic(VM) and Cdynamic(VM) based on
real-world experiments. Based on the real data we can use EPAVE to estimate the
costs of different use cases. For the experiments, we rely on selected nodes from the
Grid’5000 cluster to which powermeters are attached [63]. Specifically, we performed
the experiments on two kinds of nodes, Taurus and Sagittaire, whose characteristics
are specified as number 9 and 10 in Table 2.1 in Chapter 2. There are 16 Taurus and
79 Sagittaire nodes available. We further consider different sizes of VMs, which are
inspired by the Amazon instances and shown in Table 4.1.
Homogeneous Setup
Figure 4.2 presents the costs Ctotal(VM) for a homogeneous cluster with Taurus
servers with 12 cores each. Their average idle power consumption is 95W per server.
In a real setup the calculations need to include network costs and PUE, hence we
need to add the costs for a number of switches (approx. 350W each) and multiply by
the PUE (e.g., 1.22). In this specific example, we demonstrate the cost models based
on the idle power of the servers as a matter of simplification for the calculations.
The static costs per core are easy to compute: 95/12 = 7.92. The dynamic part
represents the maximal achievable dynamic power consumption when running the
stress command. Together these costs represent the upper bound of costs per VM.
We can see that the static costs increase proportional to the number of cores assigned
to the VM and two VMs having together 12 cores will reach the same static costs
as the machine itself. Hence, in a homogeneous setup EPAVE would fall back to a
trivial model, where only the upper bound of costs Ctotal(VM) have to be reported.
Type Medium Large XLarge 2XLarge
Number of cores 1 2 4 8
Table 4.1: VM types.
Heterogeneous Setup
If we switch to a heterogeneous use case (as shown in Figure 4.3) and run again
the stress command, the static costs are not proportional anymore to the number of
virtual cores as the idle power of the machines might be unbalanced. We showcase the
unbalanced scenario with experiments performed on two different kinds of servers,
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Figure 4.2: Example of maximum cost distribution among different types of VM for
a homogeneous cluster.
whose characteristics are summarized as number 9 and 10 in Table 2.1 in Chapter 2.
The two clusters are heterogeneous in terms of server architecture, but also in terms
of number of nodes, and number of cores per node. The idle power consumption
represents the average power consumption of a server over the entire cluster.
In this use case we can calculate the static costs for a one-vCPU VM as follows:
Cstatic(VM) =
1∑#nodes #CPU ·
#nodes∑
Cidlenode
=
16 · 95 + 79 · 215
16 · 12 + 79 · 2 = 52.87
These costs are more than 6 times higher than in the homogeneous case with only
Taurus nodes, but they represent half the costs of a cluster with only Sagittaire
nodes. Therefore, heterogeneity among nodes leads to average static costs per vir-
tual CPU which can be far from the costs per cluster. However, this is a healthy
property of EPAVE: in order to cover the real energy costs with this accounting, the
cloud provider has to favor the utilization of the most energy-efficient servers. To
provide incentives for clients to use the most energy-efficient setup, we later introduce
PowerIndex.
Underutilization of Reserved Resources
To show the applicability of our models, we performed experiments using real-world
applications on a Taurus node. We installed Hadoop Yarn [64] on each of the nodes
and ran sort and wordcount from the HiBench [65] benchmark suite. We run the
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Figure 4.3: Example of maximum cost distribution among different types of VM
for a heterogeneous cluster with unbalanced idle power for the server
architectures.
workloads within a VM to be able to limit the number of cores they use in total. We
started the VM once with only a single core, and once with all cores available. This
experiment is the basis for three use cases, where we want to showcase the effects of
underutilization of reservations. Note that the dynamic costs are always measured
in real experiments and the static costs are predetermined based on the idle power
consumption.
The workloads have different power consumption patterns as shown by the example of
the wordcount workload executed on all available cores in Figure 4.4. The idle power
of the Taurus nodes is 95W. We also know the maximum total power of 220W,
and 125W as basis for Cdynamic for all reserved cores without idle power. These
values can be predetermined and have to be collected only once per architecture.
The actual dynamic costs of the workload vary between 0 and 100W over a runtime
of 200 seconds. This shows the necessity of considering energy rather than power
consumption, as we need to provide models that reflect the actual usage of the VM
over time.
If we consider the pay-as-you-go model as a basis, a VM would cost according to
its size (i.e., resources reserved) and according to the time used. The same idea
is followed by EPAVE, but we consider both static and dynamic energy as a basis
of costs. As an example, for the single core experiment, we calculate Ctotal(VM)
according to our model and fill it with values from our experiments.
Ctotal(VM) = Cidle ∗ ratiovCores ∗ runtime+ Cdynamic
As shown in Figure 4.5 the static costs for using only a single core are smaller.
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Figure 4.4: Power profile of the wordcount workload using all available cores.
However, because the single core is used for a longer time span, the dynamic costs
are much higher leading to higher total costs than if all cores are used and reserved.
Let us consider a use case where the workload is not optimized for parallelization,
but still the reservation covers all of the cores. If a workload only uses a single core
out of 12, the dynamic costs will not change in comparison to the former use case,
however, the static costs are distributed among the number of cores served. Taking
the dynamic costs of the former experiment as a basis, this would mean a significant
increase in costs for the VM (see Figure 4.6). In an ideal case a user is encouraged to
reserve resources according to the resources required and parallelization capabilities
of the workload.
The runtimes of the former experiments are rather low and we assumed that the
reservation for a VM ends with the end of the workload. However, in reality most
VMs are reserved for a given time span. For instance, if we consider the default
minimum reservation of VMs of around 20 minutes the cost distribution for the same
workloads changes and the results are depicted in Figure 4.7. Hence, if we reserve
all cores for 20 minutes but only use them for the first few minutes the static costs
exceed the dynamic costs and the single core reservation is much more advantageous.
With EPAVE it is possible for a user to identify such discrepancies and decide for what
kind of reservation is useful. Another possibility is to use tools such as PowerIndex
as introduced in Section 4.4 to provide insights on what costs should be expected
when running in a heterogeneous setup.
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Figure 4.5: Costs of two parallel workloads with a reservation of one core and twelve
cores.
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Figure 4.6: Costs of two workloads with underutilization of reserved cores.
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Figure 4.7: Costs of two workloads with predetermined reservation time of 20 minutes
per VM.
4.4 Energy Mapping with PowerIndex
With EPAVE we are able to predict the costs of a VM in a coarse grained manner
on a machine it should run on. For the final decision on where the user should run
the VM, we introduce PowerIndex. PowerIndex is a tool to map different workload
scenarios in a heterogeneous environment. Given a specific workload, PowerIndex
provides an estimation of the potential energy consumption for execution on different
types of machines. Usually, this would require to profile a given application on all
available types of machines. This is obviously not efficient nor practical. The goal
of PowerIndex is to be predictable and lightweight, only requiring minimal profiling
effort. PowerIndex is a tool that is based on oﬄine and online profiling, especially
applicable for repetitive applications. The oﬄine profiling is performed only once per
machine type and allows us to build a reference power profile and mapping between
a reference machine and all other machines. In the online phase a new workload is
only profiled on the reference machine and the power and utilization mappings are
used for predicting the VM’s approximate costs on all other machines to perform
proper scheduling decisions.
4.4.1 Oﬄine Profiling
Our oﬄine profiling approach consists of two main components: the Power Table and
the Utilization Mapping.
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Power Table
The Power Table stores information about the oﬄine power consumption for each
machine type (Machines M = m1 , m2, ..., mm ). To set up the Power Table, we
execute different microbenchmarks consisting of CPU and disk-intensive workloads.
The CPU-intensive microbenchmark comprises stress and cpulimit. We stress the
CPU with different intervals of CPU load from 5 to 100 %, in steps of 5 %. For
the execution of the workloads we want to cover both the user-space and the kernel-
space utilization of the CPU and therefore cover %usr and %sys metrics. As a result
we have a table of power consumption for %usr utilization intervals and for %sys
intervals. The Power Table can be described formally for the profiling of a machine
m1:
Utilization U = {Uusr, Usys}
Interval I = {(x,y),..}; ∀x, y ∈ N;x, y ∈ [0, 100]
Power P = Watt ⊆ N
Under the condition ∀Ui ∈ U : Ui ⊆ I
Define Power Table PTm1 (for sys and usr) for a machine m1:
∀Ui ∈ U ;∀ui ∈ Ui; f : Ui ×M → P f(ui,m1) = pi,m1
Given a filled power table, function f maps the power consumption to a utilization
interval, e.g., f(ui,m1) = pi,m1 = f((0, 20),m1) = 10W .
Utilization Mapping Table
When a workload runs on one machine, it will most likely not have the same utiliza-
tion on another machine. Therefore, we need a basic understanding of how utilization
um1 translates to um2. Out of simplicity we provide the mapping between a reference
machine m1 and all other machines and define the Utilization Mapping Table. We
define a function utsys to map the system utilization from m1 to the other machines.
Given the utilization on the reference machine for a specific workload, we want to
know what utilization to expect on the other machines.
Utilization U ⊆ N, ∀ui ∈ U, ui ∈ [0, 100]
∀ui ∈ U , ∀mi ∈M
utsys : U → U
utsys(ui,m1,mi) = ui,mi
The corresponding function for usr can be defined analogously.
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4.4.2 Online Monitoring
The major part of our estimation is done in the oﬄine profiling, which has to be
only done once per machine type. The online monitoring is performed when a new
workload arrives (that has not been logged already). PowerIndex requires that the
new workload is run once for a configurable time on the reference machine and then
uses the data from the oﬄine tables to map the energy consumption on all other
machines. The profiling time should be adapted to the expected workload. If the
workload consists of repetitive phases, the profiling time should cover one or two
phases.
4.4.3 Toy Example
To show the interaction between the oﬄine and online profiling we consider a simple
example. In a real data center, the workloads could be virtual machines or containers
instead of simple workloads and the intervals would be chosen in a more fine-grained
manner. Whenever a new unknown workload (w1) arrives, we need to profile it on
the reference machine and categorize it to obtain power values for each machine. If
the workload w1 is already known, we can just look up the required values in the
database. PowerIndex holds the Utilization and Power Tables and we use them to
get the final power consumption. Note that for this example we use a simplified
set of Power and Utilization tables than described above. The utilization mapping
assumes that machine m2 has twice as many cores as machine m1.
%usr Power m1 (W) Power m2 (W) %sys Power m1 (W) Power m2 (W)
0 0 0 0 0 0
25 7.5 10 2 1 2
50 15 20 4 2 4
75 22.5 30 6 3 6
100 30 40 8 4 8
10 5 10
Table 4.2: Power Table for %usr and %sys utilization for machine m1 and machine
m2.
With the given Power Tables and Utilization Mapping Tables we can start to estimate
a simple workload, as described below.
Workloads W
∀wi ∈ W : ∃!usys ∈ Usys : psys = f(usys,m1)
∀wi ∈ W : ∃!uusr ∈ Uusr : pusr = f(uusr,m1)
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%sys m1 %sys m2 %usr m1 %usr m2
0 0 0 0
2 1 25 12.5
4 2 50 25
6 3 75 37.5
8 4 100 50
10 5
Table 4.3: Utilization Mapping Table from reference machine m1 to machine m2 for
%usr and %sys.
pwi,mi ∈ P
pidle ∈ P
pwi,m1 = pidle + psys + pusr
In this toy example, we assume a very short workload and that we monitor it entirely.
At each point in execution, the power required for this workload on machine m1 is
the sum of the power required for the sys utilization, the usr utilization and the idle
power. We assume that the reference machine has an idle power of 29W. The online
profiling of workload w1 on the reference machine m1 results in the CPU utilization
values as shown in Table 4.4.
Time (s) %usr %sys
1 50 6
2 25 6
3 25 6
4 100 0
5 100 0
Table 4.4: Utilization trace for the simple workload w1 on machine m1.
If we lookup the power for the utilization measured in Table 4.4 in the Power Tables
of the machine m1, we can easily compute the energy by summing the power values
per second:
Em1 = (29+15+3)+(29+7.5+3)+(29+7.5+3)+(29+30+0)+(29+30+0) = 244J
The execution of workload w1 on machine m1 would thus cost, in terms of energy,
244 Joule. To estimate the power on other machines, we need to map the measured
utilization on m1 to the utilization of the other machines using the Utilization Map-
ping Tables. Once we obtained the mapped utilization for machine mi, we can get
the power value from mi’s Power Table.
∀wi ∈ W : ∃!usys ∈ Usys: measured utilization on m1
CHAPTER 4. ENERGY-PROPORTIONAL ACCOUNTING 58
usys,mi = ut(usys,mi): mapped utilization on mi
psys = f(usys,mi)
∀wi ∈ W : ∃!uusr ∈ Uusr: measured utilization on m1
uusr,mi = ut(uusr,mi): mapped utilization on mi
pusr = f(uusr,mi)
pwi,mi = pidle + psys + pusr
This constructs the utilization trace as shown in Table 4.5.
Time (s) %usr %sys
1 25 3
2 12.5 3
3 12.5 3
4 50 0
5 50 0
Table 4.5: Expected utilization trace for the simple workload w1 on machine m2.
We can then lookup the power consumption for the mapped utilization values in the
Power Tables for machine m2 (Table 4.2). If we assume an idle power of 50W for
machine m2, we get the following energy consumption:
Em2 = (50+10+3)+(50+5+3)+(50+5+3)+(50+20+0)+(50+20+0) = 319J
We expect workload w1 to cost 319 Joule on machine m2. This toy example assumes
that the execution time for workload w1 is the same on machine m1 and machine m2.
Otherwise, the execution time would be mapped similar to the utilization mapping
presented in this toy example.
Real-World Use Case
In this subsection we consider a well known benchmark PARSEC on real hardware.
We use again the Taurus and Sagittaire machines as defined in Table 2.1 in Chapter 2.
These two types of machines have considerable differences in hardware (number of
cores, CPU type, etc.) and therefore are very good examples for our experiments. We
assume that the oﬄine profiling, which is done once per architecture, has already been
executed. Thus, the Power Tables and the Utilization Mapping Table are already
available. We execute each benchmark for 20 seconds on the reference machine
Sagittaire, and then look up the results from the oﬄine profiling. We compare against
the measured energy consumption with the power meters attached to the machines.
Figure 4.8 shows the energy estimation for the Parsec benchmarks on the reference
machine. We observe errors of less than 4%.
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Figure 4.8: Energy estimation of the parsec workloads on the reference machine
Sagittaire.
Figure 4.9 depicts the energy estimation on the Taurus machine. In this case we
need to consult the Utilization Mapping Table and the Power Table. The energy
estimation for the Taurus machine is based only on the values measured on the
Sagittaire machine. We encounter an underestimation with a relative error that
ranges between -4 % in the best case and -10 % in the worst case. The errors we
encounter are acceptable in our use case. Errors up to 10 % are common in the
related work of power and energy estimation [7]. In our case we can even accept
errors that are slightly higher since we do not rely on high accuracy.
4.5 Discussion
EPAVE keeps the philosophy of the cloud: the pay-as-you-go model but based on
energy consumption. The costs of a VM indeed depend on the physical resources
reserved for it (static costs) and on the utilization made of these resources (dynamic
costs). Moreover, the energy costs of a VM are predictable for the static part, and
bounded (by the maximum costs as shown in Figures 4.2 and 4.3) and assessable
through PowerIndex on heterogeneous nodes. Thus the user knows the maximal
costs of the VM, and is able to estimate the real costs if the behavior of the running
application and their energy consumption is known. With PowerIndex we extend the
estimation of the dynamic costs on different machines by offering limited profiling on
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Figure 4.9: Energy estimation of the parsec workloads on the Taurus machine.
a reference machine.
However, EPAVE and PowerIndex together are not designed to account for the real
cost of a given VM as it could be measured by external wattmeters during the entire
lifetime of this VM. In this case, the cost of a VM would be influenced by cloud
provider operations like VM migration or allocation of other VMs on the same host.
This does not seem to be a desirable feature as it would reveal private information
from the providers point of view. This is why EPAVE and PowerIndex are not based
on this purely measurement technique and also why their goal is not to provide real
measured costs but predictable, bounded, energy-proportional costs of a VM. These
reflect the energy costs of an average VM with a given size hosted on a fixed cloud
platform, similarly to what is done for pricing models [61].
EPAVE provides a complete view of the energy costs related to the hosting of virtual
machines. Indeed, it does not only take into account server-related costs, but also
the costs of the air conditioning, the networking devices, the power supplies, etc.
That is why EPAVE can help the cloud provider to easily and fairly distribute the
energy consumption of its entire infrastructure between the customers.
The computation of the energy costs determined by EPAVE relies, for the static side,
on external power measurements (PUE, idle power of the servers), and for the dy-
namic side, on wattmeters or software-based tools. If these measured information are
stored over time, the EPAVE energy costs can be re-computed later, thus becoming
verifiable and auditable. PowerIndex only requires oﬄine profiling once for each type
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of machine, the online profiling relies on wattmeters or software-based estimation.
Also values for PowerIndex can be recomputed after the short profiling phase.
EPAVE encourages users to dimension adequately their VMs. PowerIndex addition-
ally helps to motivate the customers to go for the most efficient reservation in terms
of energy. With the Utilization Mapping the case of underutilizing the VMs can be
avoided. Indeed, if a user is asking for a 4-vCPU VM, but uses only 2 vCPUs, the two
unused vCPUs will still be taken into account into the static costs – although their
dynamic costs will be zero, even if the cloud provider is applying over-commitment
of resources. Indeed, the dynamic costs are directly measured from the hardware, so
all energy saving mechanisms employed by the user (e.g., energy-aware software) will
be directly translated into a reduction of the dynamic costs of the VM. We assume
here that the energy costs of a VM have somehow repercussions for the user (like a
bonus-malus system, or monetary costs for VMs taking into account the energy).
In the case of heterogeneous servers, EPAVE in combination with PowerIndex en-
courage the cloud provider to use the most energy-efficient nodes. For instance, for
the case described in Figure 4.3 with the Taurus cluster and the old Sagittaire cluster,
a VM with 2 vCPUs will have static costs of 105.74 Watts. So, its static costs are
bigger than the idle power consumption of a Taurus server, which is still able to host
5 more of such VMs. However, this VM’s static costs are nearly twice smaller than
the idle power consumption of a Sagittaire server which cannot host any additional
VM.
4.6 Outlook
This section gives a non-exhaustive outlook on the application of EPAVE and Pow-
erIndex, and more generically of the utilization of energy-aware cost models.
4.6.1 Pricing Models
EPAVE can serve as the basis for energy-aware pricing models. The static part is
known at the beginning as it is defined by the VM type. For the dynamic part, the
minimal bound is zero, and the maximal bound (for maximal energy consumption)
can be provided to the user before the purchase. Reporting these bounds to the user
makes costs per VM predictable (bounded) and keeps the spirit of the pay-as-you-go
model because the dynamic part of the costs is in most cases smaller than the static
parts (reflecting the reality of the power consumption of typical data center servers).
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4.6.2 SLA with Renewable Energy Sources
Service Level Agreements (SLAs) provide quantified guarantees to the users con-
cerning quality of service on the reserved VMs. In [66], the authors define green
SLA: an explicit SLA for the percentage of renewable energy used to run the clients’
workloads. In [67], the terms of green SLAs include also the energy costs of network-
ing devices and virtual links between VMs. The green SLA is negotiated between
the IaaS provider and each client depending on its needs. Such an SLA requires to
have quantifiable green cloud services [66]. That is to say, the provider has to know
the energy consumption of each VM and the electricity mix employed by the data
centers. EPAVE can be used here to determine the energy budget spent by the VMs
of a given user, and thus, to deduce the amount of green energy required for the
cloud provider in order to fulfill the SLA conditions for this user.
4.6.3 User-Oriented Utilization
On the user side, EPAVE can be used as an energy cost metric in order to evaluate
the energy efficiency of a given application running on given VM configuration. This
metric can be used in combination with the classical metrics (duration, performance,
QoS, etc.). By extrapolation, EPAVE can serve as a basis for a cost-benefit analysis
including energy costs. Similarly, PowerIndex can be used for comparing different
VM configurations for a given application, and thus determine the desirable trade-off
between QoS and energy consumption.
Combined with energy-aware pricing models on the cloud providers side, EPAVE
and PowerIndex can be an energy-aware incentive motivation. Energy-efficient users
can be rewarded on the basis of their energy cost if they actively act towards its
reduction. On the contrary, users can have an energy quota for running their VMs,
which can be set by the provider or by the energy-aware user herself.
The application of EPAVE and PowerIndex described here are in particular possible
because we do not only consider only the dynamic costs, and therefore, underutiliza-
tion cases are penalized, as shown in Section 4.3. Finally, the utilization of EPAVE
and PowerIndex simply display the energy costs of VMs could help raising energy-
awareness of users.
4.6.4 Open Questions
EPAVE and PowerIndex leave some questions, which will be the subject of future
work. In particular, EPAVE does not account for energy-saving techniques employed
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by cloud providers, like switching off idle nodes. Therefore, it cannot be used to
measure the energy efficiency of cloud facilities. Overcommitment is a classical tech-
nique employed by IaaS providers in order to decrease resource under-utilization and
to maximize profit. EPAVE does not take this into account. PowerIndex relies on
profiling parts of an application to make assumptions on costs on different machines.
If the workload is very diverse in terms of power consumption, the prediction might
be inaccurate. However, in combination with EPAVE the upper bounds of dynamic
costs are known and can lower the risk of misplacement of workloads. This chapter
presents our first attempt to build a reliable and intuitive model for energy accounting
per VM in a heterogeneous cloud infrastructure. We hope this work will start paving
the road towards energy-aware clouds.
4.7 Summary
In this chapter we introduced EPAVE, a model for predictable and transparent en-
ergy cost attribution per user. EPAVE is designed for simple usage, trying to keep
the effort as limited as possible. The static costs comprise the PUE, which is al-
ready available in many data centers. The remaining static costs only have to be
derived once. The only thing that requires constant monitoring are the dynamic
costs, whereas the maximum dynamic costs can be pre-determined. In our experi-
ments the actual dynamic costs are measured with a wattmeter as the nodes were
used in a single-user mode. For multi-tenant usage a more fine-grained monitoring
is required, such as provided by BitWatts [7] that additionally does not require a
wattmeter (except for the model building phase). As a help to dimension VMs we
also introduce PowerIndex, a simple profiling tool that allows to display the costs of
a workload running on different types of machines. This tool comprises an oﬄine
profiling phase required only once. The online monitoring phase is done once per
new application, and only performed for a limited amount of time.

5 BitWatts: Process-Level Power
Estimation in VM-based Systems
This chapter introduces BitWatts, a middleware toolkit for building software-defined
power meters. It addresses the host/virtualization layer of the stack presented in
Chapter 1 by providing fine-grained power estimation at a process-level. BitWatts
estimates the power consumption on physical machines as well as in virtualized en-
vironments.
5.1 Introduction
Context. Energy-efficient computing is becoming increasingly important. Among
the reasons, one can mention the massive consumption of large data centers, esti-
mated to account for about 2% of global greenhouse gas and some of which consume
as much as 180,000 homes [1, 68]. This trend, combined with environmental concerns
makes energy efficiency a prime technological and societal challenge.
Researchers and operators have been proposing solutions to increase energy efficiency
at all levels, from application to runtime and to hardware. As surveyed by Orge´rie et
al. [34], examples include methods for energy-based task scheduling, energy-efficient
software, dynamic frequency and voltage scaling, and energy-aware workload consoli-
dation using virtualization. Virtualization offers environment and performance isola-
tion and, hence, is the basis for many data center and cloud management frameworks.
In order to improve their energy efficiency, such cloud management frameworks need
to know the resource requirements of the running entities.
For data center providers and users, it is particularly useful to identify which applica-
tions are the largest power consumers. However, physical power meters and compo-
nents with embedded energy sensors are often missing, and they require significant
investment and efforts to be deployed a posteriori in a data center. Additionally,
these hardware facilities usually only provide system-level or device-level granularity.
Hence, software-based power estimation is becoming an economical alternative [34].
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Power estimation is relatively accurate when one has full control over the underlying
hardware and detailed knowledge of its properties. It typically works by sampling the
activity of applications and measuring the power consumption of the whole system
using hardware-specific probes.
In virtualized environments, one does not have direct access to the physical CPUs
and one can only observe the processor emulated by the virtual machine’s (VM)
hypervisor. Furthermore, the physical resources available to the emulated CPU may
change dynamically as a result of VM scheduling—a VM may run alone on some
physical core(s) for some time and later compete with other VMs—or even migrate
to another host.
Current approaches providing power estimation remain poorly adapted to virtualized
environments and do not provide acceptable measures. The few existing approaches
either consider the VM as a black-box running a single application [18, 24], or they
require extensions to the hypervisor or to the host and guest operating systems for
being operational [27, 21].
Motivating scenarios. The introduction of fine-grained power monitoring within
virtualized environments opens up for new scenarios.
Platform-as-a-service (PaaS) infrastructures such as Google App Engine allow de-
velopers to create programs that run in sandbox mode [69]. Request and database
handling is performed outside of an application in separate tasks. To isolate which
application draws the most power, it is necessary to cover each individual process.
This does not only allow for new power-aware pricing models, but also helps improve
energy proportionality mechanisms.
In cases of dedicated cloud offers1 or nested virtualization, such as proposed by Ben-
Yehuda et al. [70], an infrastructure-as-a-service (IaaS) provider could offer user-
controlled hypervisors within a VM. This allows cloud users to run their favorite
types of hypervisors and accompanying VMs. However, the management of VMs
in such environments can become deeply complex and, with current solutions, it is
impossible to monitor the power consumption of a single VM at the highest level of
nesting. This prevents typical tasks, such as resource and power provisioning. Such
use cases therefore require a flexible solution that can operate on local, nested, and
distributed levels without extra efforts.
More specifically, consider a distributed setup with nested virtualization in which we
would like to track the power consumption per VM and per user in order to apply
1https://www.ovh.com/ca/en/dedicated-cloud, accessed on 17.07.2016
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power-aware pricing. Such a setup is illustrated in Figure 5.1. One VM per user can
be initially started on each node, and the user can subsequently launch additional
VMs running multiple processes within the provided environment. In such settings,
it is desirable to be able to monitor the power consumption of each of the user’s
processes and VMs separately. Furthermore, as a user might operate on multiple
nodes, distributed monitoring of the energy consumption of all his processes is also
instrumental to determine per-user energy consumption for the pricing model. Our
BitWatts system, which we present in this chapter, provides such facilities.
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Figure 5.1: Example for BitWatts acting in a multi-tenant virtual environment.
Contributions. In this chapter, we propose BitWatts, a middleware solution to
estimate the power consumption of software processes running in virtualized envi-
ronments.2 While BitWatts is a modular framework that can accommodate different
power models (including running average power limit (RAPL) probes and power
meters), we propose a process-level power model, which is application-agnostic and
accounts for virtualization—i.e., for emulated cores within a VM—and for the power-
aware extensions of modern processors, notably HyperThreading and dynamic voltage
and frequency scaling (DVFS). In our software solution, we expose power probes from
the host operating system (OS) to the guest OS so that BitWatts can estimate the
power consumption of processes running within a VM. In addition, this design can
operate in distributed settings, with consumption information transmitted over high-
performance publish/subscribe middleware.
We have implemented BitWatts in Scala, as an extension of the PowerAPI actor
toolkit.3
We ran extensive experiments with several workloads on various computer settings,
and we assessed the accuracy of BitWatts by comparing its output to physical mea-
surements performed with a power meter. Results indicate that BitWatts provides
2Available as open source at: http://bitwatts.powerapi.org
3PowerAPI (AGPL): http://powerapi.org
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trustworthy power estimation within a few per cent of actual measures when config-
ured with the appropriate power model for the underlying hardware. We describe
the design of such a CPU power model, which is application-agnostic, supports both
CPU- and memory-intensive workloads and is processor-aware, including multi-cores,
HyperThreading, dynamic scaling, and dynamic overclocking features.
In a typical server, the major power consumer is the CPU [34], covering at least one
third of the overall power consumption. Hence, like other studies [17, 26, 71, 20], our
power model focuses on processor consumption and accurately monitors applications
that are CPU- and memory-intensive. For disk-intensive workloads, we need further
studies and finer-grained models since two hard disks, even of the same model and
making, have different power consumption patterns [72]. Therefore, we selected our
benchmarks in such a way that the additional power possibly consumed by the disk
is negligible. Studies in data centers [34] showed that network I/O (in the case of
Ethernet) is not impacting the power consumption as the difference between idle and
fully utilized links is negligible.
BitWatts is a collaboration between the University of Neuchaˆtel and the University
of Lille / INRIA Lille. This chapter focuses on the virtualization aspects of the
paper presented at EuroSYS 2015 [7], which are the contributions of the author of
this thesis. Some contents regarding the details of the CPU power modelling are left
out and can be found in the paper.
Outline. The rest of this chapter is organized as follows. We first compare our
approach to the related work (presented in Chapter 2) in Section 5.2. We then
introduce the general principle and the architecture of BitWatts in Section 5.3 and
describe the power models in Section 5.4. We provide an in-depth evaluation in
Section 5.5 and finally, conclude in Section 5.6.
5.2 Comparison to Related Work
As a summary of the current state of practice as shown in Chapter 2, the existing
CPU power models found in the literature cannot be reproduced because i) the details
of the selected counters are not provided [16] or sufficiently documented [20], ii) they
are tailored to a specific processor architecture (including a limited set of power-
aware features) [71], or iii) they build on private workloads that cannot be reused
to assess alternative power models [20]. BitWatts differs from the state-of-the-art
by providing an open source implementation of the proposed toolkit and builds on
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standard counters and benchmarks (e.g., stress, PARSEC, SPECjbb) to provide
an open testbed for CPU power models.
More specifically speaking, one could note that the literature has been mostly fo-
cusing on the definition of power models for physical machines by trying to cover
some of the power-aware features of multi-core processors. Nevertheless, the existing
approaches consider each feature separately and, to the best of our knowledge, none
of them provide a CPU power model that accounts for all of these features in the
context of multi-core systems that run several applications concurrently.
With regard to the power consumption of VMs, state-of-the-art solutions provide no
or limited support for fine-grained monitoring of applications running within a VM.
The few existing approaches either consider the VM as a black-box running a single
application, or they require extensions to the hypervisor or to the host and guest
operating systems for being operational.
In this chapter, we therefore propose to tackle both challenges by reporting on the
design of software-defined power meters that can run both on the host and in a
VM. In particular, on the host, we propose a first configuration of a software-defined
power meter that builds on a new CPU power model that accounts for common
power-aware features of multi-core processors to deliver accurate power estimation
at the granularity of a software process. In the VM, we introduce a second configu-
ration of a software-defined power meter that connects to the host configuration in
order to distribute the power consumption of VM instances between the hosted ap-
plications. The proposed configuration can even be extended to consider distributed
power monitoring scenarios involving application components spread across several
host machines.
Unlike existing approaches found in the literature, the CPU power models we describe
i) are application-agnostic, ii) are processor-aware, and iii) scale with the number
of software processes to be monitored concurrently. We assess these properties by
reporting on the errors observed for both CPU-intensive and memory-intensive ap-
plications provided by acknowledged benchmarks.
5.3 Software-defined Power Meters
Power estimation of processes running in virtualized environments is not a trivial
task, since several factors have to be considered. In particular assumption, such as
the presence of a single application running in a single VM on a single core, do not
hold anymore. One has to deal with complex scenarios with a number of VMs that
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may exceed the number of physical cores and several applications that run within
each VM. To cope with these different dimensions of scaling, we designed and imple-
mented the BitWatts middleware framework as a modular solution to build software-
defined power meters. In the rest of this section, we give a high-level overview of its
architecture and implementation.
5.3.1 Architecture Overview
BitWatts relies on a multi-tier architecture, depicted in Figure 5.2, that shares the
power consumption of the VMs running on the host to the application processes
running within the VM. Since the VM does not have direct access to the hardware,
we use a fast communication interface to connect instances of BitWatts running on
the host and in the VMs. Similarly, BitWatts also supports communication across
machines using publish/subscribe communication channels to report consolidated
power estimation values of distributed applications spanning multiple nodes (e.g., in
a cluster).
HostC
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BitWattsApp
BitWatts
VM2
BitWattsApp
HostB
VM1
BitWattsApp
BitWatts
Monitoring console
Publish/subscribe broker
publish publish publish
subscribe
forward
Figure 5.2: BitWatts middleware architecture.
5.3.2 Power Meter Middleware Toolkit
We built BitWatts as a modular middleware solution to assemble software-defined
power meters.
Software-defined power meters are customizable solutions that can deliver power
consumption reports at various frequencies and granularity, depending on the power
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monitoring requirements. In particular, this chapter focuses on per-second process-
level monitoring in order to closely monitor the activity of an application running on
a system.
Our solution builds on the PowerAPI toolkit [73], which adopts the actor pro-
gramming model as a solution that can scale with the frequency and the number of
applications to be monitored. The software components of BitWatts are therefore
implemented as actors, which can process millions of messages per second, a key prop-
erty for supporting real-time power estimation. More specifically, the PowerAPI
toolkit identifies four types of actors that are reused and extended in BitWatts:
• Sensor connects the software-defined power meters to the underlying system
in order to collect raw measurements of system activity. Raw measurements
can be coarse-grained power consumption reported by third-party power meters
and embedded probes, or CPU activity statistics as delivered by the process file
system (ProcFS). Sensors are triggered according to the requested monitoring
frequency and forward raw measurements to the appropriate formula.
• Formula uses the raw measurements received from the sensor to compute a
power estimation. A formula therefore implements a specific power model [24,
18, 19] to convert raw measurements into power consumption. The granularity
of the power consumption reported by the formula (machine, core, process)
depends on the granularity of the measurements forwarded by the sensors.
• Aggregator is in charge of aggregating power consumption, according to a spe-
cific dimension like the process identifier, to compute the energy consumption,
or timestamp, to group the power consumption of several applications.
• Reporter finally formats the power consumption produced by the formula or
the aggregator into a suitable format. Such reports can be provided for instance
via a Web interfaces or a virtual file system (e.g., based on FUSE).
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Figure 5.3: BitWatts middleware implementation.
As the BitWatts middleware framework supports process estimation in VM-based
systems, implementations of the sensor, formula, and reporter actors are assembled
in different configurations on the hosts as well as in the VMs (see Figure 5.3).
Additionally, to improve the accuracy of state-of-the-art power estimation, we deliver
a new power model that builds upon a libpfm4 sensor actor on the host to collect
the hardware performance counters associated to the monitored VM process. The
formula actors consume the measurements collected on the host by this libpfm sensor
to estimate the power consumption of a given process. The resulting consumption
measures are automatically published by two reporter actors through two different
communication channels: VirtioSerial5 and in a distributed setup also to ZeroMQ.6
The data forwarded through these channels is consumed by sensor actors.
The BitWatts middleware framework therefore provides an exhaustive toolkit to as-
semble software-defined power meters on demand. The results reported in the follow-
ing sections are notably based on a variety of software-defined power meters built with
BitWatts to: monitor coarse-grained power consumption using a third-party power
meter or RAPL probes, learn the power model of the processor, deliver process-
level power consumption on the host, and report on fine-grained power consumption
within the VMs.
4http://perfmon2.sourceforge.net, accessed on 17.07.2016
5http://www.fedoraproject.org/wiki/Features/VirtioSerial, accessed on 17.07.2016
6http://www.zeromq.org, accessed on 17.07.2016
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5.3.3 Power Consumption Communication Channels
Exchanging data between instances of BitWatts requires two levels of communication.
First, we need to exchange data between the host and the VM to estimate the power
consumption of a process within the VM. Second, in a distributed setup, we want
BitWatts to report the power estimation to another server, e.g., to aggregate the
data monitored on multiple physical or virtual nodes.
For the hierarchical communication between instances of BitWatts running on the
host and a VM, a lightweight transport mechanism is required to exchange messages
at a high rate while crossing the VM boundaries.
VirtioSerial is based on the file system and has been developed for the very purpose of
inter-VM communication. It provides the performance required to reduce likelihood
of synchronization errors of power measurements between host and virtual machine.
The VirtioSerial hierarchical communication channel is implemented in BitWatts as
a reporter actor on the host and a sensor actor in the VM (see Figure 5.3). Multiple
instances of BitWatts are running concurrently: one in the host and one per VM.
For the host, the VirtioSerial reporter communicates the power consumption of the
VM process to the virtio-pci device. In the VM, the VirtioSerial sensor connects
to the VirtioSerial port and reads power consumption reported by the host. The
BitWatts formula uses these values to compute the process-level power consumption
within the VM.
In a distributed setup, we need to communicate across machines, typically to aggre-
gate the power measurements from distributed application components running on
different VMs and hosts. Our distributed communication channel therefore consists
of a publish/subscribe system using ZeroMQ. ZeroMQ is a networking API that sup-
ports complex messaging patterns and provides bindings for various programming
languages while being lightweight. The key component of the publish/subscribe
system is the broker. It forwards messages received from the distributed BitWatts
instances to interested subscribers, for example loggers or the monitoring console (see
Figure 5.2). Messages exchanged between BitWatts, the broker, and the subscribers
are serialized using Apache Thrift,7 an efficient interface definition language and
binary serialization protocol.
7http://thrift.apache.org, accessed on 17.07.2016
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5.4 Process-level Power Models
BitWatts relies on specific power models to estimate power consumption of individual
processes. Per-process power estimation is a cornerstone to identifying the largest
power consumers and to take informed decisions. In particular, we discuss in this
section how such power models can be connected to support power estimation within
a VM.
5.4.1 Multi-core CPU Power Model
To control energy consumption, CPUs rely on frequency scaling and power saving
modes to adjust their performance according to computation requirements. In par-
ticular, the multi-core processors designed by Intel integrate the following features:
• HyperThreading (HT) is used on some processor generations (e.g., Pentium
IV, Xeon) to separate each core into two threads. The technology is based on
the simultaneous multi-threading (SMT) principle, which allows the processor
to seamlessly support thread-level parallelism (TLP) in hardware and share
more effectively the available resources. Performance gains strongly depend
on software parallelism, and for a single-threaded application it may be more
effective to actually disable this technology.
• SpeedStep (SS) is Intel’s implementation of dynamic voltage/frequency scal-
ing (DVFS), which allows a processor to adjust its clock speed and run at
different frequencies or voltages upon need. The OS can increase the frequency
to quickly execute operations or reduce it to minimize dissipated power when
the processor is under-utilized.
• TurboBoost (TB) can dynamically increase the processor frequency beyond
the maximum bound, which can be greater than the thermal design power
(TDP), for a limited period of time. It therefore allows the processor cores
to execute more instructions by running faster. TurboBoost is however only
activated when some specific conditions are met, notably related to the number
of active cores and the current CPU temperature. It also depends on the
OS, which may request to trigger it when some applications require additional
performance.
Table 2.1 in Chapter 2 reports on the configuration of two families of Intel processors
that exhibit different features and are used in our evaluation of BitWatts (number 1
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and 11). The i3 has SpeedStep and Hyperthreading, whereas the Xeon has Speed-
Step, HyperThreading and TurboBoost. Their internal complexities are reported by
the portable hardware locality (hwloc)8 software package and detailed in Figure 5.4.
These two configurations differ by the number of cores and threads available as well
as the CPU features (TurboBoost) that can be exploited by the operating system.
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 L2 (256 KB)
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 L2 (256 KB)
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 L1 (64 KB)
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PU P#2
PU P#6
 L1 (64 KB)
 L2 (256 KB)
 Core P#3
PU P#3
PU P#7
 L1 (64 KB)
Figure 5.4: Core i3 and Xeon topologies.
CPU power model. The learning of the power model of multi-core processors re-
quires the definition of workloads that carefully stress the various features it support
as HyperThreading, SpeedStep and TurboBoost. Based on such workloads, power
measurements and hardware performance counters, the power model was defined.
For more details, please refer to the paper [7].
Power model assessment. First, to demonstrate that BitWatts is able to handle
applications with diverse load, we start with a baseline experiment on the i3. We run
the stress tool on a single core in combination with cpulimit. Every 30 seconds,
the stress load is decreased by 10 %. In this experiment, we compare the results not
only to PowerSpy, but also to running average power limit (RAPL) counters, which
report CPU-package power consumption and are available on recent Intel processors
(since the Sandy Bridge processor generations and hence on the i3). Furthermore,
for this experiment, we set the CPU frequency to a fixed ratio of 1.6 GHz to avoid
peaks in the power measurements of PowerSpy.
8http://www.open-mpi.org/projects/hwloc, accessed on 17.07.2016
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Figure 5.5 shows the results of the workload executed on the host. We see that
the RAPL counters follow the trend of the workload, but tend to overestimate the
power consumption of a single CPU. Compared to RAPL, BitWatts provides power
estimation that is much closer to PowerSpy that we consider as the ground truth.
This indicates that BitWatts performs accurate sub-system estimation in various
load scenarios, which is a prerequisite to be able to monitor virtual machines using
a subset of the resources of a physical host.
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Figure 5.5: Decreasing load of stress on i3 in the host, compared to RAPL.
In the next scenario, we assess our power model for multi-threaded applications
in comparison to PowerSpy. This comparison uses the well-known PARSEC [74]
v2.1 benchmark suite, which includes many CPU-intensive workloads. This suite
was designed to stress all the resources available on multi-core architectures. In
particular, we report the power consumption of all the benchmarks available on two
different configurations used in our tests. Figures 5.7 and 5.6 report the relative error
between the measured and estimated power consumption (by aggregating the power
consumption per process using Phost).
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Figure 5.6: Relative error distribution of the PARSEC benchmarks on the i3
processor.
Even though PARSEC was not included as a workload during the sampling phase,
one can observe that the estimation produced by our power models is close to the
power measurements collected for the two different processor models considered. The
closest method to ours, described in [19], adopts an iterative approach to minimize
the error rate to at most 5 %. However, the key limitations of their approach are
i) they only consider full usage of the cores, and ii) they rely on an application-
specific model. Our solution is application-agnostic, supporting both CPU- and
memory-intensive workloads, and are processor-aware, considering different models
of CPUs including multi-cores, HyperThreading, dynamic voltage/frequency scaling,
and dynamic overclocking features.
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Figure 5.7: Relative error distribution of the PARSEC benchmarks on the Xeon
processor.
Figure 5.8 illustrates the capability of estimating and isolating the power consumption
of concurrent processes running on the same CPU. In particular, it shows how the
power consumption of the Intel Xeon configuration is distributed between the idle
power consumption and two benchmarks taken from the PARSEC suite (x264 and
freqmine). Compared to physical measurements, when running at a frequency of 4 Hz
(every 250 ms), our solution achieves a median error of 0.30 % with a maximal error
of 9.73 %, thus competing with post-mortem analysis like [26].
Regarding the monitoring frequency, BitWatts is mostly limited by the frequency of
the hardware and software sensors used to collect runtime metrics. In particular,
BitWatts can report on the power consumption of software processes up to 40 Hz
when connected to the PowerSpy, and up to 10 Hz when using the libpfm4 library.
However, by increasing the monitoring frequency one can observe that the stability
of power consumption is affected, which does not help to properly identify the power
consumption of the processes. Therefore, in the rest of the chapter, we configure
BitWatts to report on the power consumption with a frequency of 1 Hz in order to
smooth the reported values.
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Additionally, Figure 5.8 reports on the power consumption of BitWatts during execu-
tion. The power consumption of 5.4 W on average demonstrates that our implemen-
tation of the power model has a reasonable footprint and is weakly impacted by the
number of processes being monitored. This footprint acknowledges the design and
the implementation of BitWatts as a scalable actor toolkit to build software-defined
power meters.
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Figure 5.8: Process-level power consumption of BitWatts, x264, and freqmine on the
Xeon processor.
Generality of the model. While the multi-core CPU power model proposed in this
chapter is only assessed on Intel processors, the solution that we describe does not rely
on any Intel-specific extensions. Indeed, our model considers processor features (HT,
SS, TB) that are also available from other vendors. In particular, AMD processors
also represent a target CPU architecture for our power model, but a limitation of
the libpfm4 library currently prevents BitWatts to access the reference-cycles to
compute the current frequency. Once this barrier is lifted, we expect to be able to
also demonstrate the validity of our model on AMD processors with results similar
to those reported for Intel.
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5.4.2 Virtual CPU Power Model
Unlike the architectures observed at the host level (see Figure 5.4), virtual CPUs tend
to be simpler: they map physical cores to logical processors (sockets) and typically
do not support any SS/HT/TB features, as illustrated in Figure 5.9. Hence, when
pinning a single-core VM on a physical core of the host, the power consumption of a
process running in the VM is proportional to the CPU utilization of the VM on the
host.
 VM on i3 2120
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 L2 (4096 KB)
Core P#0
PU P#0
 L1 (32 KB)
 VM on Xeon 3520
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 L2 (4096 KB)
Core P#0
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 L1 (32 KB)
Socket P#1
 L2 (4096 KB)
Core P#0
PU P#1
 L1 (32 KB)
Figure 5.9: Core i3 and Xeon VM topologies.
To estimate the power consumption of an application running in the VM Pvm(app),
we need therefore to know the consumption of the VM process Pcpu(vm) on the host
machine, as well as the CPU utilization of the application Uvm(app) relatively to the
other applications running in the VM Uvm(total):
Pvm(app) = Pcpu(f, uc
1
vm...uc
N
vm) ·
Uvm(app)
Uvm(total)
.
BitWatts uses a sensor in the VM to monitor the utilization of the application under
observation and of all processes running in the VM. Another sensor gathers informa-
tion about the power consumption of the VM forwarded by the host. The formula
then computes the power consumption based on the model and forwards the results
to a reporter. Note that this reporter can be used to implement distributed energy
monitoring scenarios using publish/subscribe middleware, as described in the next
section.
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5.5 Evaluation of BitWatts
In this section, we report on the experimental results we obtained for BitWatts. In
particular, we show that accurate host power estimation and efficient communica-
tion with the VM are necessary to support power estimation in realistic virtualized
environments.
5.5.1 Experimental Setup
The experimental setup consists of two types of servers (i3 and Xeon) with different
hardware characteristics. For the distributed setups, we use three identical servers
of type i3.
We rely on KVM [75] for virtualization. KVM turns the Linux kernel into a hyper-
visor without need for any additional software. In addition to the typical process
operating modes (kernel space, user space) of Linux, KVM adds a guest mode for
programs running in a virtualized environment. This feature helps for measuring the
CPU time used by a virtual process.
As KVM does not perform any emulation to run operating systems on various ar-
chitectures, we combine it with QEMU9 to emulate different CPU and device types.
With QEMU/KVM, the VM runs as a normal user process and is hence controlled
by the Linux scheduler. By default, the scheduler tries to keep a process on the
same CPUs, notably to maximize cache efficiency. We run KVM/QEMU with an
off-the-shelf Ubuntu 13.11 on both server types (i3 and Xeon).
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Figure 5.10: Possible setup of SPECjbb (only backends are part of the evaluation).
We want to investigate in our experiments the accuracy and applicability of BitWatts
at different scales. Therefore, we first consider the execution of benchmarks on a
single host, with an increasing number of concurrently running VMs, to observe the
impact of VM scheduling on the host. As a first benchmark, we use PARSEC [74]
9http://www.qemu.org, accessed on 17.07.2016
CHAPTER 5. BITWATTS 82
v2.1 for our experiments, as it is multi-threaded and CPU-intensive. PARSEC con-
tains a variety of applications implemented in C. We experiment with all except two
(raytrace, ferret) that were not readily supported by our hosts. We use the PARSEC
native workload as it yields sufficiently long execution times. We allocate 2 threads
per VM, thus allowing the execution of 4 concurrent VMs on the Xeon.
Then, to further evaluate BitWatts in a real-world, multi-threaded and distributed
environment, we use the SPECjbb2013 benchmark [57]. This benchmark imple-
ments a supermarket company that handles distributed warehouses, online purchases,
as well as high level management operations (data mining). The benchmark is imple-
mented in Java and consists of controller components for managing the application
and backends that perform the actual work. In our experiments, we focus on evalu-
ating the power consumption of the backends, since they can be scaled arbitrarily in
virtualized environments. A run takes approximately 45 minutes; it has varying CPU
utilization levels and requires at least 2GB memory per backend to finish properly.
In order to have more than one backend run on our instances of i3, we apply the
following parameter changes to specjbb2013.conf: we reduce the number of cus-
tomers and products to 50, 000, increase the step-size, and reduce the maximum and
minimum duration for phase 2 of the benchmark.10
Since we only have several identical servers of type i3, the SPECjbb experiments
are only executed on these machines. We compare different setups, running one or
two backends on the host or in a VM (Figure 5.10). The distributed setup consists of
a controller host and two virtualized or non-virtualized backend hosts (Figure 5.11).
Note that in virtualized scenarios one BitWatts instance runs on the host and one in
the VM.
10Note that these changes make our runs non-compliant, therefore we do not use the SPEC-specific
metrics in this work.
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5.5.2 Scaling the Number of VMs
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Figure 5.12: Power consumption of the host when scaling PARSEC on multiple VMs.
We already assessed the multi-core CPU power model on the host machine by com-
paring the BitWatts estimation of PARSEC to the values reported by the PowerSpy.
In this section, we first evaluated the virtual CPU power model, described in Sec-
tion 5.4.2, by comparing the BitWatts estimation of PARSEC running in the VM to
the values reported by the PowerSpy on the host. In this experiment, PARSEC is
running in a single VM, which has been allocated 2 cores on the host. As the activ-
ity of the other active processes is comparably negligible, we compute the BitWatts
estimation as the sum of the power estimation in the VM with the idle consumption
(Pidle(f)) of the host machine. Figure 5.12 therefore reports on the median power
error observed between BitWatts and PowerSpy. The overall PARSEC experiment
resulted in roughly 10,000 power values with a runtime of 1 hour per VM experiment.
Note that we did not pin the VM to any specific cores on the host, hence we rely
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on the native KVM scheduling. When running a single VM on the host, power
estimation within the VM by BitWatts has similar precision to that on the host.
This measure assesses that the multi-core CPU power model we propose properly
captures the guest mode used by KVM to execute the VMs on the host.
Then, given that nowadays VM-based systems tend to be consolidated to minimize
the number of active hosts (e.g., [76]), we evaluate the precision of our software-
defined power meter when scaling the number of VMs to be executed on the host.
For each of the PARSEC benchmarks, we evaluate the median power error when
scaling the number of VMs form 1 to 4 on the Xeon processor. As we do not try
to measure the side effects of host over-provisioning on power, we do not exceed the
number of physical cores available on the host.
The relative error reported in Figure 5.12 spans from less than 1 % (fluidanimate) up
to around 10 % (swaptions) with increasing errors if the cores used by the VMs reach
the number of physical cores on the host. This reflects results found in literature,
but in comparison to existing solutions like VMeter[25] we are not only able to report
power per VM if multiple VMs run on a single host, but also per process within each
VM. This experiment demonstrates that the virtual CPU power model we introduced
in Section 5.4.2 holds in virtual environments, given the simplified architecture of the
virtual processor exposed by the hypervisor (see Figure 5.9).
5.5.3 Scaling the Number of Hosts
In this section, we evaluate the power consumption of a real-world application (SPECjbb)
using BitWatts. In particular, we further show the possibility of estimating workloads
on several nodes such as commonly used in cloud environments. Table 5.1 summa-
rizes the experiments we performed using one or two instances of the SPECjbb
backend. The controller runs on a separate host and is not part of our evaluations
(see Figure 5.10). We used taskset to control the CPU affinity of the multi-threaded
backend, which we pin to two physical threads in the execution. As a comparison we
also run a non-pinned version of the backend on the host (using all available threads)
to see the difference in resource utilization. Two dedicated threads are assigned to
each VM.
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Name Description
Host
1BE.2t 1 backend pinned to 2 threads
2BE.2t 2 backends, each pinned to 2 threads
1BE.4t 1 backend with 4 threads
VM
1BE.1VM.2t 1 backend, 2 threads, 1 VM
1BE.2VM.2t 1 backend, 2 threads, 2 VMs
2BE.1VM.2t 2 backends, each 2 threads, 1 VM
Distributed
1BE.4t 2 hosts, 1 backend, 4 threads
1BE.1VM.2t 2 hosts, 1 backend, 2 threads, 1 VM
Table 5.1: Experiments performed using SPECjbb (BE: backend, VM: virtual ma-
chine, t: threads).
The workload characteristics can be seen in Figure 5.13, which plots the power es-
timation of one backend running on one host. One can clearly observe that the
estimation of BitWatts follows the same trend as PowerSpy.
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Figure 5.13: Power consumption during the execution of SPECjbb on the i3 with 2
threads.
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Single node setup. In the literature, applications are usually evaluated in isolated
runs. Due to resource sharing, however, process-level estimation becomes more dif-
ficult. We further investigate the impact of virtualization as well as interference of
concurrently running applications, first on the host and then in virtual machines. In
Figure 5.14, we report on the median power consumption of the overall SPECjbb
run and the median relative error compared to PowerSpy.
On the host, we run once a backend with all available threads and once pinned to 2
threads to ensure that only some of the CPU cores are used. We can see that the
accuracy is not influenced if only a part of the CPU is dedicated to a process. In this
experiment, we further show that we can monitor two processes at the same time,
when running on the host as well as within the VM. Note that we are monitoring both
processes separately and only sum up the process power consumption to compare to
PowerSpy. As performance counters interfere when more than one process is running,
the isolation of the power consumption for each of the process is harder. This is also
reflected in the increasing median error if we monitor more than one process at the
same time, e.g., when we run 2 backends on the host or within one or two VMs.
 0
 20
 40
 60
 80
 100
1VM.1BE.2t
1VM.2BE.2t
2VM.1BE.2t
1BE.2t
2BE.2t
1BE.4t
M
ed
ia
n 
Po
we
r (
W
)
BitWatts
PowerSpy
-1.79%
-7.62%
-9.73%
-1.04%
-5.91%
-3.39%
HostVM
Figure 5.14: Median power consumption for SPECjbb on i3 with different resources
assigned to a single or multiple VMs on one host.
In the case of the host running only a single backend, we are underestimating the
high-load phases (as can be seen in Figure 5.13). In general, however, the estimation
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error is below 10 %. BitWatts can therefore also estimate real-world applications with
load variations and sub-system scenarios when only parts of the CPU are used. We
can further observe that virtualization does not cause power consumption overhead,
as can be seen in the single VM run with two backends and the two VMs run with one
backend each. KVM is hence very power efficient. We can finally see that the backend
can use the available resources more efficiently when it has all threads available (see
1BE.4t vs. 1BE.2t) as the highest possible throughput in the workload is reached
faster than when the backend has limited resources.
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Figure 5.15: Median power consumption for SPECjbb on i3 for a distributed setup,
virtualized and non-virtualized.
Distributed setup. Placing application components in different VMs allow us to
execute across multiple hosts. We therefore extend our experiments to a distributed
setup, showing that BitWatts can be applied in realistic data center settings. Exper-
iments were executed on 3 identical servers of type i3 as shown in Figure 5.11.
We first run 1 backend on each host, once with 4 available threads, using BitWatts.
We also execute 1 backend on 2 hosts, each with a VM and 2 threads. The reporting
interval to the broker is 1 s. Based on our observations, the contribution of the
network interface to the power consumption is very low and is mainly bound to
the CPU activity for sending data. Furthermore, the impact of disk access is not
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covered by the SPECjbb benchmark. At the broker, the values are aggregated and
forwarded to the logger, which sums the results and writes them to a file.
The results are shown in Figure 5.15. As expected, the absolute power consumption
increases with running on two hosts because we have to account for both idle values.
The median error, however, does not increase as there are instances of BitWatts
on each of the servers and they report the local values to a broker. Furthermore,
the single VM experiment shows high accuracy, although underestimating the power
consumption. Overall, results are comparable to a single host experiment.
5.6 Summary
In this chapter we presented a middleware, BitWatts, for building software-defined
power meters. Such software meters provide an accurate alternative to dedicated
hardware systems or embedded power counters by estimating power consumption in
the small, i.e., at the level of software processes. With BitWatts we cross the bound-
aries of virtual environments and provide an estimation of the power consumption of
applications running within virtual machines (VMs).
To minimize the estimation error in VMs, BitWatts needs to deliver accurate power
estimation for application-agnostic workloads. We therefore developed a CPU power
model that considers the complexity of modern processors, including multi-cores,
HyperThreading, dynamic voltage/frequency scaling, and dynamic overclocking fea-
tures that impact power consumption. This power model runs in BitWatts without
hardware support or system alterations to deliver power estimation with a median
error of 2 %. To the best of our knowledge, BitWatts is the first approach to provide
such an accurate application-agnostic power model.
Based on this multi-core CPU power model, we proposed a virtual CPU power model
that exploits the simplified architecture of virtual processors exposed by the hyper-
visor to estimate the power consumption of any process running within the VM. The
power consumption is forwarded from the host to the VM using an efficient commu-
nication channel that connects two instances of BitWatts. It is noteworthy that the
proposed architecture can be scaled to multiple levels of virtualization, depending on
the complexity of the environment.
BitWatts also supports distributed monitoring setups using publish/subscribe mid-
dleware to collect and aggregate power measures reported for several application
components, in order to deliver a consolidated view of the consumption of a dis-
tributed system.
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We evaluated the performance of BitWatts on two processor architectures and in
different settings, and we showed that it performs well at different levels of the
software stack up to applications.
Since the trend is to run software not only locally, but also in data centers and clouds,
additional levels of abstraction have to be considered. Based on an application-
agnostic power model that supports the power-aware features of modern processors,
we deliver a software-defined power meter to estimate the power consumption of
distributed and virtualized setups, which are commonly used in cloud environments.
We also demonstrated that our solution is accurate in most cases, even when com-
pared with native information provided by RAPL (see Figure 5.5).
Power consumption is application dependent, hence developers start to take energy
into consideration when programming. As a matter of fact, a growing set of tools are
created to provide information about the energy efficiency of software [77, 78]. These
tools still require direct access to hardware. Since the trend is to run software not
only locally, but also in data centers and clouds, we expect BitWatts to represent a
valuable contribution for researchers, developers, and engineers. The code is freely
available as open source.11
11http://bitwatts.powerapi.org

6 Impact of Mobile Applications on
Battery Life: Power
Characterization and Mitigation
Measures
In this chapter we study the impact of dynamic power consumption characteristics
on battery life and propose a potential solution to extend it. This chapter addresses
the layer of the end user applications of the stack presented in Chapter 1.
6.1 Introduction
Our society is increasingly more dependent on mobile devices that run on batteries.
These include not just phones, tablets, and portable computers, but also the tiny
sensors embedded in all the smart objects that surround us up to larger devices like
electrical cars. It is therefore crucial to use energy sparingly in order to extend the
lifetime of a battery as much as possible.
At the same time, modern CPUs and the associated co-processors found in mod-
ern devices are becoming more and more powerful. They notably include multiple
cores with various consumption characteristics, as found for example in the ARM
big.LITTLE1 architecture. ARM big.LITTLE is a heterogeneous computing archi-
tecture combining small energy-efficient processors (LITTLE) with others that are
faster and more powerful, but also more power-hungry (big). The consumed power
consequently varies depending on which core type is used at a given point in time:
small or large cores, graphics processing unit (GPU), dynamic voltage and frequency
scaling (DVFS), etc.
1https://www.arm.com/products/processors/technologies/biglittleprocessing.php, accessed on 17.07.2016
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In this chapter, we study how the dynamic characteristics of mobile workloads af-
fect the battery life and propose a solution to alleviate their negative effect. We
specifically make three major contributions.
We first conduct an in-depth power characterization of realistic workloads. To that
end, we considered a set of classical benchmarks and real-world applications, such as
games and Web navigation sessions, running on a recent smartphone. The objective
is to find out if power consumption is roughly constant over time, if it follows some
regular patterns, or if it exhibits important spikes. This study allows us to get
insights into the power consumption of real smartphone applications.
We then evaluate the impact of uneven patterns on the battery life, in order to
confirm our intuition that they can negatively affect battery life. We conduct our
evaluation using power traces and statistics gathered with real-world applications, as
well as on synthetic workloads.
Finally, we propose a solution to mitigate this negative impact and we evaluate its
feasibility and benefits. We propose to use a capacitor to reduce the spikes in the
power trace and hence protect the battery. We evaluate our approach using an
implementation of a state-of-the-art battery model and compare the energy that can
be drawn from the battery for the different workloads.
The rest of the chapter is organized as follows: We study the characteristics of mobile
workloads in Section 6.2, evaluate the impact of uneven patterns in Section 6.3, and
propose our mitigating solution in Section 6.4. We finally discuss our results in
Section 6.6 and conclude in Section 6.7.
6.2 Characteristics of Mobile Workloads
In this section we first present the considered workloads and benchmarks. We then
define our thesis.
6.2.1 Power Traces
We want to study and characterize the power consumption of real-world mobile
workloads. To obtain power traces, we replaced the battery of a recent smartphone,
Samsung Galaxy S6, with a physical power meter. At a frequency of 5 kHz, we
measured the power consumption of the entire device during the execution of several
benchmarks and applications.
We first generated power traces for a number of well-known benchmarks:
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• CPU benchmark AnTuTu 5.7.1
• GeekBench v3 (synthetic CPU benchmark)
• Graphics benchmark GFXBench OpenGL (Manhattan workload)
• Unity game engine benchmark (the chase)
• Quadrant benchmark (stresses different components of the phone)
In a second step, we considered applications that are more representative of daily
smartphone usage:
• Need for speed
• Website loading and scrolling (typical web surfing behavior)
• PowerPoint presentation with animations
• Angry birds
As an example, Figure 6.1 shows the power consumption of the powerpoint workload.
We notice that there are high peaks with up to 10 W power consumption, whereas
otherwise the power consumption is around 3 W. This is due to the ARM big.LITTLE
architecture in the smartphone: during the animation on a specific slide the LITTLE
core is used, whereas whenever a new slide has to be loaded the big core does the
work.
We looked at different characteristics of the power traces such as average power,
minimum and maximum power, and mean absolute deviation (MAD). Figure 6.2
shows the average, minimum, and maximum power consumption for the different
workloads. The minimum and maximum power does indicate the range of power
values, but it is not a good indicator for their distribution.
Figure 6.3 shows the MAD, i.e., the average distance of each power value from the
average power. We can observe that for example angrybirds and web have a similar
average power consumption, but the MAD is different.
6.2.2 Thesis
We claim that the power trace of a workload is relevant for the battery life. Whenever
the MAD is higher, the workload is spread wider around the average power. We posit
that a higher MAD leads to more waste of energy: whenever a peak power value needs
to be served the discharge current increases and, since the energy that is wasted into
CHAPTER 6. BATTERY LIFE 94
 0
 2
 4
 6
 8
 10
 12
 
0
 
20
 
40
 
60
 
80
 
10
0
 
12
0
 
14
0
 
16
0
 
18
0
Po
w
er
 (W
)
Time (s)
PowerPoint Presentation
Figure 6.1: Power consumption (W) of the powerpoint workload.
heat is proportional to the current, this causes a higher loss of energy. If we are able
to reduce peaks in the power trace, we expect the battery life to be extended.
6.3 Impact of Uneven Patterns
We hypothesize that the battery life can be extended by avoiding peaks in the power
trace. In the ideal case, we have a completely flat power trace. This corresponds to
the average power of a specific power trace. In this subsection we want to evaluate
the gain we can obtain with such a flat power curve.
6.3.1 Synthetic Workload
We study a very simplistic workload consisting of phases of high power consumption
and phases of idle power. Figure 6.4 shows the corresponding power trace. The
pattern is repeated until the battery dies. Figure 6.5 shows the average power and
the MAD of the workload comparing to two other benchmarks. One can observe
that the geekbench benchmark has the highest MAD among the workloads, whereas
unity has the highest average power.
Figure 6.6 compares the extracted energy for the original power trace and the average
power trace, considering one new and one old battery. The old battery differs from
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Figure 6.2: Average power (with boxes), maximum power, and minimum power (W).
the new one by having a higher internal resistance. We divide the resulting numbers
by the total energy of the battery as specified by the manufacturer’s datasheet. This
energy can only be extracted from the battery under very specific conditions. We
therefore can extract 89% to 92% of the battery energy (or even less for an old
battery). The energy gains for geekbench and unity are less than 1% for the new
battery. The simple workload exhibits an improvement of almost 2%. With the old
battery, the results are better, because due to the higher resistance, more energy is
wasted by power consumption peaks. In the case of the simple workload, the energy
gain is almost 5% with the old battery.
6.3.2 Real-World Applications
After the evaluation on the simplistic synthetic workload, we apply our approach to
the real-world benchmarks and applications described previously. Figure 6.7 shows
the extracted energy for the original power trace and the average power trace, con-
sidering one new and one old battery. The difference between the original trace and
the average trace is very small for the new battery. When looking at the values we
obtained for the old battery with a higher internal resistance, we notice a higher gain,
in particular for some workloads such as geekbench.
This study of uneven patterns reveals that some benefits—albeit more limited than
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Figure 6.3: Average power and mean absolute deviation (W).
initially anticipated–can be obtained from removing spikes in the power trace. We
therefore explore next some possible techniques to smooth out power consumption.
6.4 Using a Capacitor to Reduce Peaks
We now describe in this section a potential solution to the loss of energy caused by
peaks in the power trace. Our solution consists in using a capacitor between the
battery and the system-on-chip (SoC). Current can also be served from the capacitor
during peaks, thus enabling a “battery-friendly” mode. This leads to fewer peaks in
the current drawn from the battery and thus more energy can be extracted.
Note that a similar solution was evaluated in a white paper from Texas Instruments
[79], where a capacitor operates in parallel with different coin cell batteries to max-
imize battery capacity utilization. This technique uses the capacitor to oﬄoad the
power source. During high current periods the capacitor will act as the primary
power source. During low current periods the battery is the primary power source
and also charges the capacitor.
Figure 6.8 shows our proposed architecture for the passive system. We assume that
there is a capacitor between the battery and the SoC to smooth out the power traces.
Figure 6.9 shows the architecture of the energy transfer system. In comparison to
the previous architecture that applied only a passive filter, this approach adds active
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Figure 6.4: Power profile of a simple workload (5000 samples per second).
steering. The system includes a voltage regulator to control the capacitor. Whenever
we have to serve a power value that is above average, we discharge the capacitor.
This is only possible if there is enough energy stored in the capacitor. In contrast,
when the requested power is below average, we charge the capacitor (if it is not yet
fully filled). The cut-off could be arbitrary, but we want to get as close as possible
to the average power consumption to avoid any peaks. This smarter behavior is
expected to deliver better performance than the passive architecture.
6.5 Evaluation
In this section we describe the experimental setup and results for the evaluation of
the architecture described in the previous section. We first investigate power traces
and identify metrics that can give an indication for the required size and the expected
benefits of the capacitor. We then simulate the system with the battery model and a
capacitor. We finally complete our evaluation by considering a more complex model.
6.5.1 Setup
The architecture presented in Section 6.4 has been implemented in our simulation
environment by applying a low-pass filter with different time constants to the power
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Figure 6.5: Average power and MAD of the simple workload and two benchmarks
(geekbench and unity).
trace. We feed the original power trace and the filtered power traces to the battery
model to study the energy that can be extracted from the battery. The power traces
are repeated until the battery is discharged. The battery is considered as discharged
when a critical capacity value is reached. We evaluated for each workload different
sizes of capacitors.
6.5.2 Size of the Capacitor
Figure 6.10 shows a very simple power trace. Intuitively, the size of the capacitor
required depends on the size of the swings of the peaks in the power curve. More
formally, we look at the area of the triangles above and below the average line, which
respectively represent the energy above and below average. In Figure 6.10, the energy
above average is represented by the darker blue triangles, whereas the energy below
average is represented by the lighter orange triangles. Whenever the power trace
crosses the average line, we consider this as a crossing.
To relate the size of a capacitor and the gain that can be obtained, we place the
workloads between the average energy per crossing and the ideal gain. We want to
establish the average energy per crossing as the metric for the size of the capacitor
over the effectiveness of the algorithm. The ideal gain is computed by using the results
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Figure 6.6: Energy gain for the average power trace of the simple workload, and
two benchmarks (geekbench and unity), comparing an old and a new
battery. The values are computed by dividing the extracted energy by
the datasheet energy of the battery.
of the ideal average power trace compared to the original power trace. Figure 6.11
depicts the results.
If we consider for example the workload geekbench (gb), we observe that it is located
in the upper right corner of the graph. This means that we need a rather large
capacitor compared to the other workloads (upper part of the graph), and the gain
that we can obtain is relatively important compared to the other benchmarks (right
part of the graph). The values obtained in terms of gain are unfortunately quite
small, even for the ideal case.
The benchmarks that are most interesting are the ones in the lower right corner (i.e.,
antutu (ant), quadrant (qu) and powerpoint (pp)). These benchmarks exhibit a good
gain compared to the other benchmarks, with a relatively small capacitor.
6.5.3 Passive System
For the passive system we compare the filtered power traces to the original ones. We
filtered the power traces with a low-pass filter using different time constants (τ=1 s,
5 s, 10 s) to represent capacitors with different capacitances. A larger time constant
represents a capacitor with a larger capacitance. The completely flat average power
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Figure 6.7: Extracted energy of the default power trace and an ideal power trace
(average), comparing a new and an old battery. The values are computed
by dividing the extracted energy by the datasheet energy of the battery.
Figure 6.8: Architecture of the passive system.
trace represents an ideal capacitor. The power traces were played into the battery
model and repeated until the cut-off capacity of the battery was reached. Figure 6.12
shows the extracted energy in Joule for the original trace, different time constants,
and the ideal average power trace for the geekbench workload.
The results confirm our expectations. One can extract the most energy with the
average trace, and the least with the original trace. The filtered traces are better
than the original trace, but not as good as the average power trace. Unfortunately,
the absolute energy gain between the original and the ideal approach remains small.
Figure 6.13 shows the results for the different benchmarks filtered with a time con-
stant of 10 s, comparing the energy gain over a battery life in Joule. We compare
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Figure 6.9: Architecture of the energy transfer system.
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Figure 6.10: Simplified power trace illustrating the concept of crossings.
these values to the MAD. We notice that the trend of the energy gain and the MAD is
similar. In most cases, a higher MAD means a higher energy gain with our approach.
This confirms our assumption that, when the values in the power traces are spread
wider around the average, there is more potential of smoothing the power trace.
6.5.4 Energy Transfer System
In the simulation for the energy transfer system we perform energy accounting for
different workloads and different sizes of capacitors. Whenever we need to serve
a power value that is above or below average, we respectively discharge or charge
the capacitor, if possible. We consider the number of discharges that were possible
over the number of potential discharges. In the experiments we consider capacitors
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Figure 6.11: Expected capacitor size vs. ideal gain. The expected size of the capacitor
is represented by the average energy per crossing (J). The ideal gain
is computed by the (extracted energy of the average trace - extracted
energy of the original trace) / extracted energy of the original trace (%).
ranging from a capacitance of 0.001 F to 2.0 F. Even though a capacitor of 2.0 F
would be physically too large to be used in a smartphone, we include it in the results
as a proof of concept.
Figure 6.14 shows the results for the geekbench workload. A capacitor of 1.0 F can
be discharged in around 70% of the cases. This means, that in 30% of the cases, we
would need to discharge it but it is empty. To make our approach more efficient, we
would thus require a larger capacitor. This confirms the results from Figure 6.11,
where we stated that the geekbench workload requires a relatively large capacitor
compared to the other workloads.
Figure 6.15 shows the same results for the angrybirds workload. A capacitor of 1.0 F
can be discharged in more than 90% of the cases. This indicates that a capacitor
of 1.0 F is sufficient for this workload. Again, we can confirm the results from Fig-
ure 6.11 where we found that angrybirds needs a smaller capacitor than geekbench,
for example.
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Figure 6.15: Different capacitors for the angrybirds workload.
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Figure 6.13: Energy gain of the passive system compared to the MAD.
6.6 Discussion and Future Work
The results in the previous section have confirmed our thesis but, at the same time,
also indicate that our approach does not provide significant improvement for the
battery life. In particular, the improvement for the real-world workloads was very
small. One reason is that modern batteries (and their models) are already highly
optimized, and thus there is less waste of energy than one could expect. Since we
took the power traces from a real smartphone from a recent generation, it likely
already incorporates energy-saving optimizations in order to enable a longer battery
life. We kept the phone with its default configuration for our measurements, without
disabling any functionality.
In the results comparing to the “artificial” old battery with a high resistance, we see
better results. We can thus assume that in a different context, the approach would
become much more interesting. For example, when using very small batteries with a
higher resistance, as for example in the field of IoT [80] and energy harvesting [81],
our approach could provide more significant benefits. The battery studied in our
model has an internal resistance of 0.01 Ω. For the old battery, we assumed a 0.1 Ω
internal resistance. If we consider coin cell batteries, we find internal resistances in
the range of tens of Ω, e.g., a typical CR2032 lithium coin battery2 has a capacity
2http://data.energizer.com/PDFs/cr2032.pdf, accessed on 17.07.2016
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Figure 6.14: Different capacitors for the geekbench workload.
of 240 mAh and an internal resistance of 10-40 Ω. Considering the limited gain we
obtained, we would therefore need to reconsider the domain of application of our
approach.
Furthermore, several factors are not captured by our model, notably battery aging
and the impacts of temperature. When a battery has been charged and discharged
many times, some of its characteristics change. Electrochemical batteries tend to
decrease their charge capacity [82]. In addition, their internal resistance increases,
what reduces the amount of power that they can deliver [82] and thermal stability
is reduced (more charging energy is converted to heat). In our simplistic model, we
only increased the internal resistance of the old battery. A more accurate model
would be required to also take into account the loss of capacity of the battery.
The impact of temperature is not included in our model either. When a battery
is discharged, the temperature affects the efficiency of a battery [49]. For example,
the discharge curve (voltage over state of discharge) at 23◦ C is different from the
discharge curve at 10◦ C. Operation at different environment temperatures could be
relevant for the efficiency of our approach, especially when considering mobile devices
that move with users, both indoor and outdoor.
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6.7 Summary
In this chapter we have characterized the power traces of real-world applications for
mobile devices. We studied in particular the impact of uneven patterns in the power
trace on the battery life, and we came to the conclusion that reducing peaks in the
power traces can extend it. A solution could consist in using a capacitor between
the battery and the system-on-chip. We evaluated our approach with power traces
from a recent smartphone. The results show that our thesis is indeed valid, but the
energy gain is very small on a high-end mobile device. We believe, however, that our
approach could yield greater benefits in a different context, for example when applied
to tiny sensors with smaller batteries. Among the lessons learned from this study, we
also found out that battery aging can have an important impact on possible battery
optimizations and their efficiency.
7 Conclusion and Future Work
The ICT sector, and in particular cloud computing, is still growing and thus, en-
ergy consumption is increasing. In this thesis I focused on increasing the energy
awareness in heterogeneous data centers and thus contributed to the reduction of
energy consumption in the ICT sector. To get an understanding of the energy con-
sumption of an entire system, we need to consider different layers: (1) Data center,
(2) Host/virtualization and (3) End user applications. This chapter summarizes the
contributions of this thesis and gives future directions on how the outcome of this
work could be extended or applied in the real-world.
7.1 Summary of Contributions
In Chapter 2, I defined basic terminology of power and energy and I discussed the
impact of different hardware features on the energy efficiency. I showed that Hyper-
Threading, Dynamic Voltage and Frequency Scaling, TurboBoost/TurboCORE and
the temperature influence the energy consumption of a workload execution. Fur-
thermore, I discussed the related work. I described the different existing models for
CPU and VM power consumption. For data centers, I summarized the existing work
regarding heterogeneity, idle power attribution and power attribution. In the end I
investigated the state-of-the-art of battery modelling.
In Chapter 1 I raised the following research questions:
1. Is there a relevant change in the power footprint of an application when it runs
on heterogeneous hardware, and how can we take advantage of this for workload
placement?
2. How can we provide transparent, reproducible and predictive cost calculation in
heterogeneous data centers based on the energy consumption?
3. Which processes, on the host and in virtual machines, are consuming the most
power?
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4. How can we take advantage of dynamic power consumption characteristics to
extend the battery life of mobile devices?.
In Chapter 3, we studied the energy and performance impact of different microbench-
marks (stressing CPU, memory and disk) and a real-world workload running on
heterogeneous machines in a data center. We answered the first research question
and confirmed that indeed there is a relevant change in the power footprint of an
application when it runs on heterogeneous hardware. Furthermore we showed the im-
portance of proper workload placement for the energy consumption in heterogeneous
environments.
We applied the knowledge gained from Chapter 3 in Chapter 4 and propose a po-
tential solution. EPAVE is a model for energy-proportional accounting in VM-based
environments. It allows transparent, reproducible and predictive cost calculation for
users and cloud providers. It is supported by PowerIndex, a profiling and energy
estimation framework. PowerIndex is able to profile the energy costs of a VM on a
given server architecture and can then estimate its energy costs on a different one.
Together, EPAVE and PowerIndex enable energy-aware pricing models in hetero-
geneous data centers. In Chapter 4 we answered the second research question by
providing transparent, reproducible and predictive cost calculation in heterogeneous
data centers based on energy consumption.
Chapter 5 presented BitWatts, a middleware for building software-defined power
meters. Such software meters provide an accurate alternative to dedicated hardware
systems or embedded power counters by estimating power consumption at the level
of software processes. We are able to provide a process-level power estimation for
processes running within VMs, without modification to hypervisor or operating sys-
tem. This is an advantage on the related work that either is invasive or considers
the VM as a blackbox. With BitWatts we are able to show which processes, on the
host and in virtual machines, consume the most power and thus answered the third
research question.
Last but not least we looked into battery modelling in Chapter 6. During a 4-months
internship at ARM Research UK, I investigated possibilities to extend the battery
life for mobile devices. I studied the impact of dynamic characteristics on battery
life by collecting and analyzing real power traces. In particular, I focused on uneven
patterns and proposed a potential solution to mitigate their effect. I thus answered
the fourth research question by showing how we can take advantage of dynamic power
consumption characteristics to extend battery life for mobile devices.
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7.2 Future Directions
This thesis opens several interesting research perspectives. We discuss here a few of
them.
BitWatts (as shown in Chapter 5), EPAVE and PowerIndex (presented in Chapter 4)
enhance the energy awareness in data centers. The vision is a completely energy-
aware data center. The base for this is provided by the approaches presented in this
thesis. To achieve this goal, these approaches need to be enhanced with even more
innovative ideas, as shown in the following sections.
7.2.1 Comprehensive Power Estimation
For the time being, the power estimation framework BitWatts presented in Chapter 5
has been evaluated for Intel architectures only. However, the solution we describe
does not rely on Intel-specific extensions and can thus be extended for other archi-
tectures. To provide a comprehensive power estimation, the framework would need
to be extended to support different vendors such as AMD or ARM. Currently, a
limitation in a library used by BitWatts prevented us from executing evaluation on
AMD architectures.
Another aspect that needs further investigation is the power estimation of disk-
intensive workloads. BitWatts currently focusses on CPU- and memory-intensive
workloads, since the CPU is the major power consumer in a typical server. For
disk-intensive workloads, further studies and more fine-grained models are required,
since the state-of-the-art shows that two hard disks, even of the same model and
making, have different power consumption patterns [72]. This can be explained by
the journaling, the file system, the operating system and the disk fragmentation
state. All these factors would need to be considered to provide accurate disk power
consumption models. Furthermore, one would need to raise the question whether we
want to consider traditional hard disks or SSD disks, that are mostly replacing the
traditional hard disks.
Once BitWatts is extended for different architectures and has been complemented
with a more complete disk power estimation model, it can truely provide a compre-
hensive power estimation.
7.2.2 Towards a Completely Energy-Aware Data Center
Energy saving in a data center consists of two major aspects: We can save energy
from the idle infrastructure or by reducing the energy of workloads that are executed.
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Our approach EPAVE does not account for energy-saving techniques employed by
cloud providers, like switching off idle nodes. Furthermore it does not take into
account overcommitment. The cost models presented in EPAVE could be extended
to allow overall energy efficiency in the data center.
PowerIndex predicts the power consumption of a workload on a different machine.
If the power footprint of the two machines has extreme differences, the estimation
might not be accurate. However, in combination with EPAVE, we provide upper
bounds of dynamic costs and thus misplacement can be avoided. The models within
PowerIndex need to be enhanced to cover a wider range of machines with different
power properties.
The power estimation framework provided by BitWatts (presented in Chapter 5) is
already able to communicate the power estimation values over the network. For a
future energy-aware data center, these approaches can be merged and enhanced to
provide a global energy view on the entire data center. A combined version of our
monitoring infrastructure and cost models would allow a completely energy-aware
data center. We would be aware of the energy consumed by each process on each
machine at any time. This enables energy-based pricing models; the costumer could
be charged in a fair way for the energy consumption he or she caused.
Off course, since with knowledge comes responsability, in such a completely energy-
aware data center, security issues are raising. With a global view on the energy
consumption of all processes in the data center, one needs to ensure the privacy of
such information. The privacy of energy data is a crucial concern, as it can be used
for malicious purposes [83]. The authors show how power signatures of computing
activities increasingly leak via the power supply. We thus need to consider power
and energy traces as confidential data and protect it, as we do for other security-
critical information. For the case of the completely energy-aware data center this
means that we need, in parallel to the energy-awareness stack presented earlier in
this thesis, security measures for each layer. If we consider a global monitoring
service for power data in the data center, we need to protect the data while being
transported. Furthermore, we need security in place on the individual machines to
protect the data when it is stored and to protect privacy when multiple VMs are
running on the same hardware. Security measures would also need to be applied for
mobile devices and sensors that are storing and sending energy and power values.
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7.2.3 Battery Modelling for Current and Future Devices
The insights we gained with battery modelling in Chapter 6 can be further explored
for different types of batteries. In our experiments, we considered smartphone bat-
teries. It would be interesting to extend the experiments further towards up-coming
domains such as IoT. We realized in our experiments that our approach is more effi-
cient for batteries with a higher internal resistance. In the field of IoT, often smaller
batteries with higher internal resistances are used [80] thus this could provide an
interesting context for our approach. We also expect that our approach could be
exploited in the context of energy harvesting [81].
Also, our simplified model lacks temperature impacts and realistic battery aging
behavior. When batteries have been charged and discharged many times, some
characteristics as charge capacity, internal resistance and thermal stability change.
We consider a very simple aging model based only on the increase of the internal
resistance of the battery. Furthermore we are lacking the impact of temperature.
The temperature impacts the discharging patterns of a battery. When considering
outdoor devices such as sensors or mobile devices, the environment temperature may
vary.
To address different contexts and model batteries for a variety of current and fu-
ture devices, we require a more detailed model. Depending on the characteristics
of different batteries, the approach presented in this thesis may achieve better re-
sults. Further research could try to implement the mitigation measures presented for
different types of batteries in different contexts.
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