The main target of this work is to construct a large enumerated class of nonlinear coding methods, based on a discrete invertible transform called Riesz Product, which is associated to a class of boolean invertible matrices of order m × m. The particular class of matrices is uniquely determined by a couple of permutations of the first m natural numbers {1, 2, ..., m}, so for any m = 1, 2, 3, ..., we get at least (m!) 2 different non-linear coding methods.
Introduction
T HE MAIN TENET of this work is to construct a large class of non-linear encryption methods, such that for any message of length m = 2, 3, ..., any pair of numbers smaller than or equal to m! determines uniquely a non-linear encryption method. The stages of this process are the following:
Let R be the space of all real numbers and let C [0, 1] 
(1 + a k h n,k ).
Theorem 1.
Let H = {h k,n } be an invertible boolean matrix of order m × m and let a k > −1 for any k, then the RP coding associated to the matrix H is invertible.
In section 2 we present an overview on Riesz Product transforms.
In general, matrix inversion is expensive in storage and computations. So, we seek for boolean invertible matrices whose corresponding RP coding has low time and memory requirements. In section 3 we introduce a large class of matrices called Z-class meeting our criteria.
In section 4 we present several examples of boolean RP transforms and we use RP transform to create a boolean random generator.
Section 5 is the appendix containing proofs of the theorems.
An Overview on RP Transforms
For the rest of this section we present the initial ideas and previous works related on boolean RP transforms.
In [1] and [2] we constructed large classes of sparse boolean matrices, i.e. matrices with a low number of non zero entries. These matrices have sparse inverse matrices with advantages in computations and have been used for several applications, i.e. compression, detection of local information and prediction. Below, we present a typical example of such a matrix and its inverse: 
We mention here that all these matrices are special cases of the class Z of matrices we shall define in section 3.
In [3] and [4] , we introduced the discrete RP transform with respect to a class of orthonormal matrices H(m) of order m × m. The particular matrices H(m) may be considered as a generalization of the usual Haar matrices, since their construction was based on dilation and translation operations on matrices and every row of H(m) is an unbalanced Haar function.
Example We present below examples of Haar matrices corresponding to m = 3 and m = 6:
We proved that the resulting Haar RP transform is invertible and the coefficients {a n : n = 1, ..., m} are computed via the following:
where , is the usual inner product and h n are the rows of the corresponding Haar matrix H.
Our first attempt to construct a boolean non linear discrete transform was based on the well known Walsh system. More general we proved: Theorem 2. (See [5] ) Let {a k : k = 1, ..., m} be a boolean sequence and let Θ(m) = {θ n, j : |θ n, j | < π, j = 1, ..., m} be an invertible matrix whose columns satisfy the following:
If t = {t j = |t j |e iarg t j , j = 1, ..., m} is a sequence of complex numbers, then there is a unique sequence of boolean coefficients {a n : n = 1, ..., m}, such that:
(1 + a n e iθ n, j ).
Moreover, the coefficients {a n : n = 1, ..., m} are computed via the following matrix equation:
where a = [a n ] and C(t) = [arg t n ] are column matrices of order m × 1.
Example: Walsh-type Riesz Products
Since Walsh orthogonal matrices W (2k), k = 1, ..., produced from the Walsh system {w 0 , w 1 , ..., w 2 k } (see [5] ) have rows with zero mean, except for the first row which is the constant row (1, ..., 1), orthogonal matrices of the form
satisfy Theorem 2. We present below two examples:
A Class of Boolean Matrices Determined by Two Permutations
Let ρ = {ρ 1 , ..., ρ m } be a permutation of the set of the first m natural numbers and let ρ −1 is the inverse permutation of ρ, e.g. if ρ = {3, 1, 2, 4}, then ρ −1 = {2, 3, 1, 4}.
We call restricted order of a permutation ρ = {ρ 1 , ..., ρ m } the vector F(ρ) = {σ 1 , ..., σ m }, where σ m = r m whenever k = m, whereas for k = 1, 2, ..., m − 1, σ k is the position of the number k of the permutation of the first k natural numbers derived from ρ by erasing all numbers k + 1,
The set of all images of F can be considered as a tree, such that from each node in k generation we have exactly k + 1 branches k = 0, 1, .., m − 1. We call this tree m-natural tree. This tree is shown in Figure 1 . Let ρ = {ρ 1 , ..., ρ m } and r = {r 1 , ..., r m } be two permutations and let F(r) = {σ 1 , ..., σ m }, we call Z matrix determined by ρ and r the matrix determined by the following two conditions:
If we denote the support of the k-row of the matrix Z by supp{Z k } = { j ∈ {1, ..., m} : Z k, j = 0} then: 
Examples of matrices Z satisfying conditions (1) and (2):
The first matrix Z of order 3 × 3 is determined by the permutation ρ = {3, 1, 2} and the restricted order F(r) = {1, 1, 1}, where r = {3, 2, 1}.
The second matrix matrix Z of order 6x6 is determined by the permutation ρ = {5, 2, 4, 3, 1, 6} and the restricted order F(r) = {1, 1, 1, 3, 2, 2} where r = {3, 6, 5, 2, 4, 1}.
From now on we call the class of matrices satisfying (1) and (2) 
Examples of RP Transforms and Random Generators
By Theorem 1, the main advantage of RP coding is the fact that any boolean invertible matrix provides RP decoding. Since all Z matrices are invertible, their associated RP codings are invertible. 
Corollary 2. The composition of RP transforms associated to Z matrices is also an invertible transform.
A fast algorithm to compute RP transform of a Z matrix is given by the following: n,k log(t n ), k = 1, . . . , m, and so this RP transform is invertible.
Proof of Theorem 4
It is not difficult to see that conditions (1) and (2) determine a unique matrix. To show that the determinant of this matrix is non-zero, we observe that any matrix Z determined by the permutations ρ and r can by reduced by row operations to the identity matrix. 
Proof of Theorem 5

