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In this paper we construct a resolvable (k(k + l), k, k - 1)BFBD for each k 3 3, k a prime 
or prime power. For k 2 5 such a design was previously unknown. In fact, for these parameters 
we show that there are at least k - 1 nonisomorphic resolutions of the constructed esign and 
that a pair of orthogonal resolutions exist. 
In this paper we describe a construction for doubly resolvable balanced 
incomplete block designs which can be constructed from generalized Rhaskar Rao 
designs. For a definition of doubly resolvable BIBD the reader is referred to [3]. 
We begin with a brief introduction to generalized Bhaskar Rao designs. 
A generalized Shaskar Rao design (GBRD) is defined as follows (adapted 
from [ 11). Let W be a ZJ x b matrix with elements from C U {0}, where 
G=hl,ha,.. . , hg is a finite group of order g with neutral element e = hl. 
Denote by N the matrix obtained from W by replacing the elements of 6! with 1’s. 
Denote by w the ith row of W, and by Wi’ the row with each group 
replaced by its inverse. Then W is a GBRD(v, k, R; G) if: 
(i) MVT = (r - n)I + ;35; i.e. N is the incidence matrix 
BIBD(v, b, P, k, A); 
l + hg) in the group ring of 
element 
of a 
From a GBRD(v, k, A; 6) we can form a G 
h E G by the corresponding g x g permutatio 
g X g matrix of 
Gibbons and 
have produced a number of designs wit 
icularly a 
D(12,3,2). 
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underlying GBRD, it seems that this would be a method of searching for other 
doubly resolvable designs. 
device for maintaining the organiitition of the blocks is the patterned . 
l,k,k*-k;G)withIGI=k. 
Vl Vl Vl . . . Vl ok 
212 212 v* . . . ok 
. . . . 
. . . . 
. . . 
i/k-l vk-1 6, . . . vk-1 
ek Ok vk-.l . . . v2 
0 . k ‘fk ek . . . ek 
v2 
. 
. 
. 
‘Uk-1 
Vl 
ek 
The vectors vl, v2, . . . , vk_ 1 are k-vectors uch that each vui lists G, and vui l v,T’ 
lists G, i #j where Vi l v,? is the componentwise product of Vi with the inverse of 
each component in q. We assume, without loss of generality, that each Vi starts 
with 1. The vectors t?k and Ok are all l’s and all O’s respectively. 
We should point out that if there exist k - 1 k-vectors which list G and such 
that ViV,” lists G, i # j then we can form an orthogonal array on the elements of 
G. If the elements of G are go, g,, . . . , gk-1 then the array 
8oV2 g1v2 l ’ l gk-Iv2 
. . . . . . . . . 
&bvk-1 glvk-1 . 9. gk-lvk-1, 
is an OA(k, k). We record the implication of this observation in the following 
theorem. 
. If there exists a patterned GBRD(k + 1, k, k* - k; G) with ICI= k 
then there exists a finite projective plane of order k. 
enoting the rows by Rl,...,&+l, we see that for i==l,...,k-1 Ri 
consists of k copies of vi, k Q’s after the (k + 1 - i)tli Vi, that &+l has k O'S 
followed by k* l’s and that k contains whatever vector has been replaced by the 
tion of columns. 
o vectors ca 
columns: 
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column with k l’s and one 0 while all other colu 
(ii) two entries in one column cannot be multiples of the corresponding 
elements a, b in another column, else ab-’ occurs twice in the product of 
the two vectors. 
In the proof below G is additive so for convenience the l’s (identities) become 
O’s (identities), the O’s in the definition become blanks, an we require that vi - vj 
lists G. 
Theorem 2.2. If k = p” is a prime power, then there exists a patterned G 
1, k, k2 - k; 2;). 
Proof. We consider as the additive group of GF(p”); then the vectors vi are 
the rows of the mu1 ication table of GF(p”), including the initial 0’s. That is, 
define tjl as a list of the elements in any order starting with 0: v1 = 
(0 ,al,a2,..., a,_,) and Vi = aivl. 
Now each Vi lists 43, for if not, then some two positions must contain equal 
elements. That is ala, = aia,. But then a, = a,, and m = n. 
MS0 Vi - Vj lists G for if not, two positions would give the same result, i.e. 
aiam - aja, = t@l, - ajdl, 
am(Oi - Qi) = a,(@ - aj). 
Since ai -ai+O, we have a,,, =a,, and m =n. 
Thus VI,. . . , Q-1 are the required vectors. El 
3. Substructures inr the associated 
In this section we state and prove three lemmas which will be used in Section 4 
to construct a doubly resolvable design from the patterned GBRD introduced in 
the previous ection. 
For notational convenience we will use the symbol gi to represent th 
element and also the k x !c permutation matrix associated with 
element. We first consider the matrix. 
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A is a (k + 1) x (k + 1) matrix with entries from G U (0) and such that 
(1 P a19 a29 l ’ ’ ) t~_~} = G. Let B be the 0 - 1 incidence matrix obtained from A 
by replacing each entry of A by the corresponding permutation matrix or zero 
matrix as the case may be. As above we will simply denote the k x k 0 - 1 
matrices by their associated group elements. The matrix B is the incidence matrix 
for a set of k(k + 1) blocks defined on a set of k(k -t- 1) poin 
. If zfzl hi = .? (the all ones matrix) then the blocks associated with B 
can be uniquely resolved. 
Let Ai be the ith column of mat& A. Ai determines k columns in B and 
hence, k blocks. We call these columns or blocks a cluster. In order to determine 
how a block from one cluster intersects blocks in a different cluster we must 
compute the inner product of columns from these different clusters. If we 
consider the cluster associated with Al and the one associated with Ai, 
2 s i 6 k + 1, then the entry in the (i, j)th position of the matrix z;Z: ai’cl, cl is 
the bth entry in column i and && = 1 is the number of points that blcck i of cluster 
AL has in common with block i of cluster Ai. Clearly, this sum is equal to 
J - aLli+ which implies that each block in cluster Al is disjoint from precisely 
one block in cluster Ai. By similar reasoning it follows that the Ith block in cluster 
Ai is disjoint from all blocks of cluster Aj except he Ith block, 2 s i <j s k + 1. 
Since Cf=i hi = Cf.=1 ai =J then Cf=, ai’ - J and it follows that each block of 
cluster Ai is disjoint from precisely one block of each cluster Ai, 2 s i s k + 1, 
and that these blocks are mutually disjoint. This completes the proof. 0 
Example. Let hl, h2, h3, h4 be the elements of the Klein 4-group. We have that 
h*=e, hf=e, lsi<4 
h&3 = hq, h&4 = h3, h3h4 = ht. 
Associate the following permutation matrices with the group elements. 
hI= 
d 01 
L. 1 0 I’ 
h,=[t I] 
where I is the 2 x 2 identity matrix, X = and 0= 
-h, 1 1 1 d 
h3 1 1 0 1 
1 
1 
1. 
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With the four rows of B associated with row 1 of A associate the points a, b, C, d. 
ith the four rows of associated with row 2 of A as 
Continuing in this manner we assign Q, r, S, t to the 
blocks associated with 
bglm 
ahkn 
dej0 
cfip 
aeiq 
bfir 
cgks 
dhlt 
aemq 
bfnr 
cqos 
dhpt 
aemq eimq 
bjnr fjnr 
ckos gkos 
dlpt hlpt 
(cluster 1) (cluster 2) (cluster 3) (cluster 4) (cluster 5) 
The unique resolution is as follows. 
bglm 
aeiq 
dhpt 
ckos 
ahkn 
bfjr 
egos 
dlpt 
kejo 
cgks 
bfnr 
cfip 
dhlt 
aaimq 
6zem.q 
bjnr 
fl ‘nr aemq hlpt gkos 
(Resolution (Resolution (Resolution (Resolution 
class 1) class 2) class 3) class 4) 
We observe that the condition zk i=l hi = J is essential for if we represent the 
group of our example by 
hl=[o’ ;], hz=[t ;], 
S=[o’ ;], hq= [- ;] 
then cluster 1 becomes 
bejd 
afig 
chlk 
dgkp 
and the other clusters are u t is e 
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We now consider another matrix. Let 
A*= 
- Ql bl 6, . l . bl 0 l 
Q2 b2 b2 . . . 0 b2 
a3 b3 b3 . l o b3 b3 
. . . . . 
. . . . . 
. 
b’ G-1 k-l ii . . . h,, 5;_1 
1 0 bk_l . . . b2 bl 
.o 1 1 . . . 1 I_ 
where {aj: 16 i s k -l}={bi: lsi~k-l}=G\{l}. 
. If ~fzlhi=J and {a,~‘b~:1~i~k-1}=G\{1} then the blocks 
ith B* can be uniquely resolved. 
f. We consider the k block cluster associated with column AT of A* and how 
block intersects each block of the cluster A:, i 3 2. As in the previous 
lemma we consider the intersection pattern of these blocks as the k X k matrix 
zf=, ai’d where a& = 1 and dl is the fth entry in column A:. For i = 2, this sum is 
.J - I and, hence, each block of Af is disjoint from a unique block in AZ. For 
i > 2, the sum is J - J - aFIi+2bk++2 -I- b&-i+2 which implies that each block of 
A: is disjoint from precisely two blocks of cluster A:, i > 2. If we consider the jth 
block of A: then it is disjoint from the jth block of A: and the i,th block. Denote 
this block by B,(i), 3 - t C l G k + 1, and let Bj(l) and B](2) be the jth blocks of At 
and AZ. We claim that 
ci = {B,(i): 1 s i s k + l}, l<jsk 
is a resolution class. 
Suppose that B,(u) intersects B,(W) for u # w. The blocks from clusters A,* and 
AZ have intersection pattern given by I + b;‘b,. me pattern of disjoint blocks 
between clusters AT and AZ is given by a,“b, and ac’b, between A; and AZ. If 
a;‘!.+, and ai’b, have a one in row h columns and t and b;‘b, has a one in cell 
(s, t) then since Cf=, hi = J we have 
or 
0r 
(ai*b,)-‘(az’b,) = b,“G, 
b; ‘a,,a,‘b, = bi’b,,, 
au =a, 
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Example. Using the group from our previous example we have 
bglm 
ahkn 
dejo 
CfiP 
h4 h4 O- 
h* 0 h2 
0 h3 h3 
h3 h2 h4 
1 1 1, 
dfk!i 
celr 
bhis 
agjt 
dfo!? 
cept 
bhms 
agnt 
(cluster 1) (cluster 2) (cluster 3) 
The resolution of the blocks is as follows. 
bglm ahkn dej0 
dfkq celr bhis 
cepr dfQtl agnt 
ajot bips clmr 
hins gjmt fwl 
(Resolution (Resolution (Resolution 
class 1) class 2) class 3) 
Finally, we define the matrix 
‘1 bI 1 . . . 1 O- 
1 b2 1 0 1 
. . . . . . . . . . 
; b;_, ;, . . . ; ; 
1 0 l...ll 
where {b19 b2,. . . , bk_,} = 
As before we define 
matrix for a set of k(k + 1) blocks defined on 
dknq 
clmr 
bips 
ajot 
fkpq 
elor 
hins 
gjmt 
(cluster 4) (cluster 5) 
CfiP 
wit 
bhms 
dknq 
elor 
(Resolution 
class 4) 
is t ce 
k(k + 1) points. 
locks assoc 
t if 
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y Lemma 1 the blocks associated with B can be uniquely resolved to give 
on R. Minor modifications to Lemma 1 show that the blocks associated 
can be uniquely resolved to give a resolution R. Let S and T be resolution 
classes of R and R respectively. S contains one block from each of the clusters 
Al, AZ, l . -9 A&-t1 and T contains one block from each of the clusters 
A&,..., A&+, . Clearly, the clusters Al, A2, Al, A2 contain alI distinct blocks. 
IfXandYESf?TthenXEA,andYEA,forsomeu,wa3, u#wandXE& 
and Y E A,. Now, if S is the hth resolution class in R then X is determined by the 
non-zero entry in the hth row of the per ation matrix a&-U+2 and by the 
nonzero entry in the hth row of bk-u+2 rice, if S is the hth class in R and 
T is the !th class in R then X is determined by &&_U+2 in R and bk_u+2 in R and Y 
is determined by a&:w+2 and bk-w+2 respectively. But this says that ak_,,+2b;!u+2 
has a 1 in the (h, 1) entry and that ak_w+2b&,+2 does too. Since cf=, hi = j then 
it follows that 
&,+2bih+2 = a&-w+2 b ik+2 
which is impossible unless u = w. This completes the proof. 0 
Example. We again refer to our previous example which use the Klein 4-group. 
h2 1 1 1 0 
h3 1 1 0 1 
A= h4 1 0 1 1 
10111 
01011 
1 h4 1 1 0 
1 h2 1 0 1 
AC 1 h3 0 1 1 
1 0 1 1 1 
1 1 1 1 1 
e blocks associated with A are: 
bgdm aeiq 
bfir 
aemq 
bfnr 
egos 
t 
aimq 
bjnr 
CkQS 
t 
eimq 
fl ‘nr 
glcos 
t 
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The blocks associated with ii are: 
aeim 
bfjn 
cgko 
dhlp 
The resolution R is 
bglm 
aeiq 
dhpt 
ckos 
fl ‘nr 
The resolution R is 
aeim 
dfkq 
egos 
bjnr 
hlpt 
dfkg 
celr 
bhis 
agjt 
ahkn 
bfjr 
egos 
dlpt 
eimq 
bfjn 
celr 
dhpt 
aimq 
gkos 
aemq 
bfnr 
egos 
dhpt 
dejo 
cgks 
btnr 
aimq 
hlpt 
cgko 
bhis 
aemq 
dlpt 
f1 ‘nr 
aimq 
bjnr 
ckos 
dlpt 
eimq 
fl ‘nr 
gkos 
hlpt 
CfiP 
dhlt 
aemq 
bjnr 
gkos 
dhlp 
asjt 
bfnr 
ckos 
eimq 
4. e const~ction 
This section describes a construction for a doubly resolvable (k(k + l), k, k - 
1).BIBD from a patterned GBRD(k + 1, k, k2 - k; C) with ICI= k 2 3. 
Let BASE be the array of vectors associated with the patterned 
GBRD(PGBRD). Let C{, 1 s j s k + 1, 1 s i < k be the columns of the PG 
where the k columns Cj, 1 pi s 
BASE array. We now represe 
permutation matrices where we 1 
gi, We assume that zf= 1 gi = J. AISO if Vi = (Gil , Ci2 9 . . . , Cik) 
{Cylci~:l~i~k-l}=G\{l} an 
is assigned the k x k zero matrix. 
h entry by the c 
gives rise to k columns in 
group divisible desig 
blocks which contain a 
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cluster of blocks associated with 4 by 4 itself. Of course if we adjoin D k - 1 
copies of the groups as blocks then we have a (k(k + l),.k, k - l)-BIBD. 
We now display two orthogonal resolutions of the BIBD. First we consider the 
clusters of blocks associated with columns 
Ci’, &, &, . . . , Cik_i’, 2sisk. 
By Lemmas 1 and 2 the blocks associated with these columns are resolvable. Call 
these type IA resolution classes. The only columns remaining are 
c:, c:, c;, . . . , cE+? The clusters associated with each of these columns are 
missing distinct groups of elements. If we adjoin the missing roup to each cluster 
we get (k + 1) more resolution classes. Call these type IIA. The remaining k - 2 
copies of the groups are trivial resolved. Call these type IIIA resolution classes. 
The result is a resolvable (k(k + 1), k, k - 1).BIBD with resolution R. 
Another resolution of D is the following. The cluster of 
columns 
c:, cg, c:, c;, . . . , cf+l 
gives (by Lemma 3) k resolution classes which we call 
clusters 
c:_,, c;, c:, . . . , cE+l 
blocks associated with 
type IB classes. The 
give (by Lemma 2) k resolution classes which we call type IIB. Each of the 
remaining columns gives a cluster which contains all points of the design except 
for one group. There are (k - 2)(k + 1) columns of this type which become 
resolution classes when the missing roup is added. Use the blocks which make 
up the type IIIA resolution classes for this purpose and call these classes type 
IIIB. This leaves one copy of the groups which form one more resolution class. 
The result is a resolution R* of D. 
We now establish that R and R* are orthogonal resolution. We consider a 
number of cases. 
Case 1. Type IA with type IB. 
These classes are orthogonal by Lemma 3. 
Case 2. Type IA with type IIB. 
The only common blocks are contained in the cluster associated with Ci-, 
no two of these are in a resolution class together. 
Case 3. Type IA with type MB. 
Any tY class contains all blocks of a cluster plus the missing roup, 
ass has no two blocks oi: a common cluster in it and no block 
and 
But 
of a 
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Case 4. Type IIA with type IB. 
They are completely disjoint sets of blocks. 
Case 5. Type IIA with type IIB. 
This is similar to case 3. 
Case 6. Type IIA with type IIIB. 
These are disjoint sets of blocks. 
Case Z. Type IIIA with type IB, IIB, IIIB. 
No type IB, IIB, or IIIB class contains two or more blocks of groups. 
This completes the proof. Cl 
It should be noted that k 2 3 is necessary in the construction since at least 2 
copies of the groups is necessary to obtain the orthogonal resolutions. 
5. A class of do resolvabie BIBDs 
We apply the construction of Section 4 to construct an infinite class of doubly 
resolvable BIBDs. 
Theorem 5.1. For k a prime or power of a prime and k 2 3 there exists a doubly 
resolvable (k(k + l), k, k - 1)BIBD. 
Proof. By Theorem 2.2 if k ==p” then there exists a patterned GERD(k + 
1, k, k*-k, G=Z;). If h,, h2,. . . , hk are the group elements then in order to 
apply the construction from Section 4 we need to assign k x k permutation 
matrices to these elements such that zf=, hi = J. Since the vectors vi have the 
form 
Vi = hiVl where VI= (0, hl, h2, . . . , hk_1) 
we must prove that if Cij is the jth component of Vi then [c,&: 1 s I < k - 1) = 
G\(1) which in additive notation becomes 
( ci,-cij:l~I~k-l}=G\{O}. 
Suppose cil- cij = c,,,/ - cmjm Then 
Mhl- 2 - hj-1) = h,(h/-l- hi-l) 
and if j # I then /J~-~ - hi-1 #0 and, hence, hi = h, which is impossible unless 
i= m. If we associate the identity permutation with the vector vu1 then each vector 
wi = v1 + hi has a nat:ual permutation matrix associated with it. his set of k 
permutation matrices is isomorphic to the additive group G and clear 
Cfzl hi = J. This completes the 
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We should point out here that it was previously unknown ([2]) whether or not a 
resolvable (30,5,4)-BIBD existed. Theorem 5.1 establishes the existence of such a 
design. In fact, in Section 7 we will prove that there are at least 4 such designs 
which are not isomorphic. 
In this section we display the smallest example corresponding tok = 3. 
The following is a patterned GBRD(l2,3,6; 2,) where Z3 = (1, a, a*} is 
written multiplicatively. 
1 a a2 1 a a* 
1 a2 a 1 a2 a 
11100 0 
000 11 1 
[ 
0 0 i 
Replacements: a with 1 0 0 
0 1 0. 
Incidence Matrix of the GDD is 
A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
Is 
L 
1 a a200 0 
00 0 'I a2 a 
1 a* a 1 a a*' 
111111 I 
100001010 
0101oOOO1 
001010100 
100010001 
010001100 
001100010 
100100100 
010010010 
100001010 
010100001 
01010100 
00010001 
10001100 
01100010 
100100100 
10 
001001001 
]anda*with[! % j. 
100001010 
010100001 
01010100 
100010001 
010001100 
001100010 
100100100 
001001001 
100010001 
01ooo1100 
00110010 
00001010 
e10100001 
01010100 
100100100 
010010010 
001001901 
he blocks of the G (12,3,2) are as follows: 
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BFG BFJ BIJ J 
CGK 
AEI AEL AHL EGL 
CEG CEJ CHJ EIJ 
AFH AFK IK FGK 
BDI BDL BGL DHL 
If we add two copies of the groups 
ABC, ABC, 
DEFl, DEFz 
GHI1, GH12 
JW, JKL, 
then the result is a (12,3,2)-BIBD. The construction described in Section 4 gives 
the following resolutions. 
Resolution 1. 
Class 
(1) 
(2) 
(3) 
(4) 
(9 
(6) 
(7) 
(8) 
(9) 
(10) 
(19 
Resolution 2. 
Class 
AEI 
BFG 
CDH 
AFH 
BDI 
CEG 
ADG 
AFK 
AIK 
DHL 
C2 
CFL 
ADJ 
BEK 
CDK 
AEL 
BFJ 
BEH 
BDL 
BGL 
EIJ 
DEF, 
BHK 
GIL 
AGJ 
BIJ 
CGK 
AHL 
CFI 
CEJ 
DGJ 
EHK 
FIL 
EGL 
FHJ 
DIK 
JKLl 
62 
(3) CFI 
(4) AEI 
(5) BFG 
(6) CDH 
(7) AGJ 
(8) BFJ 
(9) DIK 
(10) AFH 
(11) ABC1 
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BEK AHL DGJ 
BDL CHJ FGK 
CEJ 
AFK BGL EIJ 
BHK CIL DEF, 
CDK AEL GH12 
EGL FHJ ABC2 
BDI CEG JKL 
DEFl GHII JKLl 
columns resolution 2. 
CFL DGJ AEI BHK 
EHK ADJ 
t-t 
BFG GIL 
F& BEK CDH AGJ 
BIJ CDK EGL AFH 
CGK AEL FHJ BDI 
I I PI 
e 
I BDL CEJ AFK GHI 
I 
These two orthogonal resolutions are most easily displayed in the following 
generalized Room square (Fig. 1). The rows correspond to resolution 1 and the 
Fig. 1. A 3-unifcxm GRS of side 11 with i3. = 2 (DRBIBD(l2,3,2)). 
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. The BIBD constructed in Theorem 5.1 admits at least k - 1 
non -isomorphic resolutions. 
roof. Using the notation developed in Section 4 we can modify resolution 1 by 
reducing the number of type IA and IIIA resolution classes and increasing the 
number of type IIA classes. By eliminating k type IA classes which are 
determined by k + 1 clusters and by eliminating one type IIIA class we can 
resolve these blocks into k + 1 type IIA classes. Therefore, we can construct 
resolutions having i type IIIA classes where 0 G i s k - 2. Clearly, any two of 
these are non-isomorphic and the proof is complete. Cl 
This theorem proves that there are at least 3 non-isomorphic resolvable 
(30,5,4)-BIBD. It was previously unknown ([2]) whether even one existed. 
k-l 
Theorem 7.2. The BIBD constructed in Theorem 5.1 admits at least -- 
L I 2 
non-isomorphic orthogonal pairs of resolutions. 
Proof. In the proof of Theorem 7.1 we modified resolution 1 from Section 4 to 
get a resolution with i type IIIA resolution classes. This was done by replacing 
k - 2 - i type IA classes. These classes can be added to resolution 2 as type IIB 
classes. To guarantee that the pairs of orthogonal resolutions obtained in this 
k-l 
manner are non-isomorphic we bound i by 1 s i =S - 
L I 2 l 
This completes the 
proof. Cl 
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