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By use of the gauge-invariant variables proposed by Kodama and Ishibashi, we obtain the most general
perturbation equations in the (m + n)-dimensional spacetime with a warped product metric. These equations
do not depend on the spectral expansions of the Laplace-type operators on the n-dimensional Einstein manifold.
These equations enable us to have a complete gauge-invariant perturbation theory and a well-defined spectral
expansion for all modes and the gauge invariance is kept for each mode. By studying perturbations of some
projections of Weyl tensor in the case of m = 2, we define three Teukolsky-like gauge-invariant variables and
obtain the perturbation equations of these variables by considering perturbations of the Penrose wave equations
in the (2 + n)-dimensional Einstein spectime. In particular, we find the relations between the Teukolsky-like
gauge-invariant variables and the Kodama-Ishibashi gauge-invariant variables. These relations imply that the
Kodama-Ishibashi gauge-invariant variables all come from the perturbations of Weyl tensor of the spacetime.
I. INTRODUCTION
Any gravitational perturbation theory is gauge dependent. To define the perturbation variables, we have to chose an identifi-
cation mapping between the manifold of background spacetime and the manifold of perturbed spacetime [1], therefore choosing
a mapping just defines a gauge. A perturbation variable under two different gauges is related by gauge transformation. On the
level of linear perturbation, this gauge transformation is simply the Lie derivative to the corresponding unperturbed tensor field
along the generator of some differmorphism of the background spacetime. We have to face the problem of gauge when one
studies the perturbation of a spacetime. One way is to choose some physically preferred gauges, and another one is to establish a
so called gauge-invariant perturbation theory. In the gauge-invariant theory, the perturbation variables remain unchanged under
gauge transformation. The complete set of all the gauge-invariant variables in the gauge-invariant perturbation theory determines
a gauge in some sense.
The linear perturbation of a four dimensional Schwarzschild black hole was first studied by Regge and Wheeler in 1957 [2].
By selcting a gauge for the waves with odd and even parities (Regge-Wheeler gauge), they showed the final radial wave equations
are second order ordinary differential equations. Further, in the odd parity case, the radial equations can be put into a form of a
single second order Schrodinger-type equation (Regge-Wheeler equation), and the four dimensional Schwarzschild black hole
is showed stable under the linear perturbation. In 1970, Zerilli showed that with the Regge-Wheeler gauge, in the even parity
case, the perturbation equations can also be transformed into a Schordinger-type wave equation (Zerrili equation) [3]. In the
middle of 1970’s, based on the Hamiltonian formalism for spherically symmetric gravitational fields, Moncrief proved that the
perturbed constraints commute to each other (under Possion brackets) and are the generators of the gauge transformation. Based
on this result, some gauge-invariant canonical perturbation variables were defined for a Reissner-Nordstrom black hole, and
the Regge-Wheeler like equations were obtained by reduced Hamilton equations [4]. This work showed that although in the
discussions by Regge, Wheeler, and Zerilli, the so-called Regge-Wheeler gauge is used, the final perturbation equations turn out
to be gauge-invariant [5].
In those works, all the perturbation variables are expanded by the harmonic tensors (scalars, vectors and symmetric rank-2
tensors) on the two dimensional transverse sphere of the four dimensional spacetime. Further, the radial equations of perturba-
tions are second order differential equations on the two dimensional spacetime spanning by time and radial coordinates. This
structure suggests an idea on the split of the four dimensional spacetime into a product of a two dimensional sphere and a cor-
responding two dimensional orbit space. In 1979, Gerlach and Senguputa proposed a gauge-invariant perturbation theory for
a general four dimensional spherically symmetric spacetime [6]. The metric of the spacetime is put into a form with “2 + 2”
warped product, and gauge-invariant perturbation variables are defined by the combination of the usual perturbation variables
of the metric and energy-momentum tensor. The linear perturbation gravitational equations can be nicely transformed into the
equations of these gauge-invariant variables. Odd-parity and even-parity master equations are both obtained as wave equations
on the two dimensional orbit space.
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2In recent years, with the development of supergravity, string theory, brane world theory and AdS/CFT correspondence etc.,
gravity in higher dimensional spacetimes has attracted a lot of attention. At the beginning of 2000, Kodama, Ishibashi, and Seto
have generalized the method by Gerlach and Senguputa to a general (m + n)-dimensional spacetime with a warped product
of an m-dimensional Lorentian manifold and an n-dimensional maximal symmetric Riamannian space [7] (see also [8] for a
similar discussion in (2 + n)-dimensional maximally symmetric spacetimes). They have not used the classifications of tensor
according to the tensor’s parity following Regge and Wheeler, instead the decomposition theorems of tensor on the n dimensional
submanifold have been used [9, 10]. In this way, the idea to define gauge-invariant variables proposed by Gerlach and Senguputa
can be generalized to the higher dimensional case. The Kodama-Ishibashi formalism of perturbation theory has been used to
study the gravitational perturbation in brane world cosmology, and the stability of higher dimensional static black holes and
higher dimensional rotating black holes with some special rotating parameters [11–13].
Note that some discussions in most of the perturbation theories mentioned above are heavily dependent upon the spectral
expansion on some Einstein manifolds which are submanifolds of the spacetimes under consideration, and the perturbation
equations can be studied mode by mode only. In other words, these gauge-invariant theories have strong dependency on the
spectral expansion of some Einstein manifold. However, the spectral expansion method will cause some inconvenience if one
wants to compare two different gauge-invariant perturbation theories. Further, it also will lead some trouble in discussing the
gauge-invariance of some special modes: Some perturbation quantities have to be chosen to be vanishing in the spectral expan-
sion. The absence of these perturbation quantities blocks our way to define the gauge-invariant variables for these modes. In this
sense, the gauge-invariant theories by Gerlach and Sengupta [6] or Kodama-Ishibashi [7] are incomplete. It is therefore deserved
to define gauge-invariant variables and find the most general perturbation equations without using the spectral expansion. These
kinds of gauge-invariant variables have been proposed in [14] by Ishibashi and Kodama in 2011. However, to get the perturbation
equations, the spectral expansion is still used there, and the gauge dependence of the special modes exists yet [14]. So it is quite
necessary to obtain the general perturbation equations for these gauge-invariant variables without using the spectral expansion.
On the other hand, based on the Newmann-Penrose formalism [15], in 1970’s, Teukolsky [16, 17] found that perturbations
of gravitational fields and some matter fields in type D spacetime (for example, Kerr black hole spactime) can be cast into a
unified equation, namely, Teukolsky equation (see [18] for new developments). This equation can describe not only gravitational
radiation but also the dynamics of matter fields with some spins. Furthermore, the corresponding equations for different spins are
decoupled. Because the perturbations of some components of Weyl tensor in the Newmann-Penrose frame are gauge-invariant,
the Teukolsky equation for the gravitational perturbation is gauge-invariant. Note that in deriving the Teukolsky equation, one
does not use the harmonic expansion of the waves. This is very different from the theories mentioned in the previous paragraphs.
Unfortunately, the procedure of Teukolsky cannot be generalized to the case in higher dimensional spacetime, partially due to
the absence of the Newmann-Penrose formalism beyond four dimensions, and maybe more important due to the difference of
optical properties between in higher dimensional spacetime and four dimensional spacetime [19].
In this paper, using the Kodama-Ishibashi gauge-invariant variables [14], we obtain the most general perturbation equations
for the linear perturbations in (m + n)-dimensional spacetimes with warped product metrics. These perturbation equations are
related through the perturbations of Bianchi identity. These equations are independent of the spectral expansion (or the harmonic
expansions according to the Laplace-Beltrami and Lichnerowcz operators) on the n-dimensional Einstein manifolds. Thus
the incompleteness problem is remedied, and a complete gauge-invariant perturbation theory is accomplished. This improved
formalism provides a useful toolkit to study other gauge-invariant perturbation theories. If we further make spectral expansions
for these perturbation equations, it is found that those vector-type and scalar-type harmonic tensors introduced in [7, 14] are no
longer necessary in order to derive the mode equations for gravitational perturbations. In our method, those problems for some
special modes appearing in the Kodama-Ishibashi formalism can be avoided.
To see the physical meanings of the Kodama-Ishibashi gauge-invariant variables, we study the perturbations of some projection
of Weyl tensor in the (2 + n)-dimensional Einstein spacetime with warped product metric. By defining three Teukolsky-like
gauge-invariant variables, we study the perturbation of Penrose wave equations and obtain the perturbation equations of the three
Teukolsky-like variables. These perturbation equations form a closed system and they couple into each other, and decouple only
in some special cases. In particular, we find that the three Teukolsky-like gauge-invariant variables can be explicitly expressed in
terms of the Kodama-Ishibashi variables. This sets up the relations between the Teukolsky-like variables and Kodama-Ishibashi
variables and gives the geometric origin of the Kodama-Ishibashi gauge-invariant variables.
This paper is organized as follows. In Sec.II, according to the warped spacetime, the decompositions of the Einstein equations
and linearly perturbed Einstein equations are given. In Sec.III we first give a brief review on the gauge-invariant variables
proposed by Kodama and Ishibashi, and then present the general perturbation equations of the Kodama-Ishibashi gauge-invariant
variables without using spectral expansion. The spectral analysis of these perturbation equations is discussed in Sec.IV, by
paying some attention on some special modes. In Sec.V, we show that a single master equation can be obtained for the vector
perturbation when m = 2, and that for an Einstein spacetime, we can obtain a single master equation for the scalar perturbation.
We discuss the perturbation of the Penrose wave equation in Sec.VI, and by defining three Teukolsky-like gauge-invariant
variables, we obtain corresponding perturbation equations and find the relations between the Teukolsky-like gauge-invariant
variables and the Kodama-Ishibashi gauge-invariant variables. Sec.VII is devoted to the summary and discussions.
While in the finale stage of writing the manuscript, we noticed that the authors of a recent work [20] obtained the perturbation
equations of gauge-invariant variables proposed by Gerlach and Senguputa without using spectral expansion in four dimensional
spherically symmetric spacetimes.
3II. THE DECOMPOSITION OF EINSTEIN EQUATIONS AND PERTURBATION EQUATIONS
A. Background Spacetime and the Decomposition of Einstein Equations
Let us consider aD = m+n dimensional spacetime (DD, gMN ) which has a local direct product manifold DD = Mm×N n
and a metric with warped product
gMNdx
MdxN = gab(y)dy
adyb + r2(y)γij(z)dz
idzj , (2.1)
where coordinates xM = {y1 , · · · , ym ; z1 , · · · , zn}. The two-element set denoted by (Mm, gab) has a Lorentian signature,
while (N n, γij) is Riemannian. The metric compatible covariant derivatives associated with gMN , gab, and γij are denoted by
∇M , Da, and Dˆi, respectively. Further, the Reimannian manifold (N n, γij) is assumed to be Einstein, i.e.,
Rˆij = (n− 1)Kγij , (2.2)
where Rˆij is the Ricci tensor of (N n, γij), and K is a constant. Based on these definitions and assumption, the nontrivial
components of Riemann tensor RMNLK is given by
Rabc
d = mRabc
d , Raib
j = −
DaDbr
r
δi
j ,
Rijk
l = Rˆijk
l − (Dr)2
(
δj
lγki − δi
lγkj
)
. (2.3)
Here mRabcd and Rˆijkl are the Riemann tensors of (Mm, gab) and (N n, γij), respectively, and (Dr)2 = DarDar =
gabDarDbr. By these, it is easy to find the expressions for the components of the Ricci tensor of the spacetime,
Rab =
mRab − n
DaDbr
r
, Rai = 0 ,
Rij =
[
−
m
r
r
+ (n− 1)
K − (Dr)2
r2
]
r2γij , (2.4)
and then the scalar curvature of the spacetime
R = mR− 2n
m
r
r
+ n(n− 1)
K − (Dr)2
r2
. (2.5)
Thus the Einstein equations can be decomposed into two parts:
mGab − n
DaDbr
r
−
[
1
2
n(n− 1)
K − (Dr)2
r2
− n
m
r
r
]
gab + Λgab = κ
2Tab , (2.6)
−
1
2
mR−
1
2
(n− 1)(n− 2)
K − (Dr)2
r2
+ (n− 1)
m
r
r
+ Λ = κ2P . (2.7)
In the above equations, mR and mGab are scalar curvature and Einstein tensor of (Mm, gab), and m = gabDaDb is the
usual D’Alembertian in (Mm, gab). According to the metric (2.1), any energy-momentum tensor TMN has a decomposition
TMN = diag{Tab(y), r
2P (y)γij}, where Tab and P both depend only on the coordinates {ya}. And κ2 = 8πG.
By using the decomposition of the Einstein equations, we find that in the case m = 2, the nontrivial components of the Wyel
tensor (denoted by WM1M2M3M4 ) of the spacetime are given by
Wabcd = 2c1wga[cgd]b −
2
n
κ2(ga[cψb]d − gb[cψd]a) ,
Wiajb = −c2wr
2gabγij ,
Wijkl = 2c3wr
4γi[kγl]j + r
2Wˆijkl , (2.8)
where
c1 =
n− 1
2(n+ 1)
, c2 =
n− 1
2n(n+ 1)
, c3 =
1
n(n+ 1)
, (2.9)
and ψab is the traceless part of Tab according to the metric of (M 2, gab) , i.e., ψab = Tab − (1/2)gabT cc. Since the indices of
2
n
κ2(ga[cψb]d − gb[cψd]a)
4have the symmetry of the Riemann tensor in the two dimensional space (M 2, gab), one can easily find that term is identically
vanishing [21]. The scalar w is defined by
w = 2R+ 2
2
r
r
+ 2
K − (Dr)2
r2
. (2.10)
The tensor Wˆijkl has a form
Wˆijkl = Rˆijkl − 2Kγi[kγl]j , (2.11)
which is just the Weyl tensor of the Einstein manifold (N n, γij) when n > 3. Note that two or three dimensional Einstein
manifolds are maximally symmetric, therefore Wˆijkl always vanishes when n = 2 or n = 3.
B. Decomposition of Linear Perturbation Equations
To extract the tensor, vector, and scalar parts of a given perturbation variable according to the tensor decomposition theorem of
the Einstein manifold (N n, γij), we have to decompose the perturbation variable in the same way like the background geometric
quantities.
Considering a metric perturbation gMN → gMN + hMN , the linear perturbation equations of Einstein gravity are given by
δGMN + ΛhMN = κ
2δTMN (2.12)
or
−hMN +RMLhN
L +RNLhM
L − 2RMLNKh
LK + (h)gMN
+∇M∇LhN
L +∇N∇LhM
L −∇M∇Nh−∇
L∇KhLKgMN
+RLKhLKgMN −RhMN + 2ΛhMN
= 2κ2δTMN , (2.13)
where h = gMNhMN . The decomposition of the equations are complicated. Considering
2δGMN = 2δRMN −RhMN − δRgMN ,
and
δR = gMN δRMN −R
MNhMN ,
one can see that the decomposition is completed once the decomposition of δRMN is done (The expression of δRMN can be
found in AppendixA). After some calculations, we have
2δRab = −
m
hab +
mRa
chcb +
mRb
chac − 2(
mRacbdh
cd) +DaD
chcb +DbD
chac
+n
Dcr
r
(
−Dchab +Dahcb +Dbhac
)
−
1
r2
∆ˆhab +
1
r2
(
DaDˆ
ihbi +DbDˆ
ihai
)
−
1
r3
[
DarDb(hijγ
ij) +DbrDa(hijγ
ij)
]
+ 4
DarDbr
r4
(hijγ
ij)−DaDbh , (2.14)
and
2δRai = DˆiD
bhab + (n− 2)
Dbr
r
Dˆihab − r
m

(hai
r
)
− n
Dbr
r
Dbhai
−DarD
b
(hbi
r
)
+ (n+ 1)
Dbr
r
Dahbi + rDaD
b
(hbi
r
)
+
DarD
br
r2
hbi
+(n+ 1)rDa
(Dbr
r2
)
hbi − rDa
(Dˆih
r
)
− (n+ 2)
DaD
br
r
hbi +
mR ba hbi
+
[
(n+ 1)
(Dr)2
r2
+ (n− 1)
K − (Dr)2
r2
−
m
r
r
]
hai −
1
r2
∆ˆhai
+
1
r2
DˆiDˆ
jhaj + rDa
(Dˆjhij
r3
)
+
Dar
r3
Dˆjhij −
Dar
r3
Dˆi(hjkγ
jk) , (2.15)
5where ∆ˆ = γijDˆiDˆj corresponds to the Laplace-Beltrami operator of (N n, γij). These two equations actually are the same as
the results in the Appendix of [7]. The difference appears in the perturbation of Rij , which is given by
2δRij = 2
[
rDarDbhab + (n− 1)D
arDbrhab + rD
aDbrhab
]
γij
+rDˆiD
a
(haj
r
)
+ rDˆjD
a
(hai
r
)
+ (n− 1)
Dar
r
(
Dˆihaj + Dˆjhai
)
+2
Dar
r
Dˆkhakγij − r
2 m

(hij
r2
)
− n
Dar
r
Dahij +
1
r2
(
DˆiDˆ
khjk + DˆjDˆ
khik
)
−
1
r2
∆ˆhij + 2
[
(n− 1)
K
r2
+
(Dr)2
r2
−
m
r
r
]
hij −
2
r2
Rˆi
k
j
lhkl
−DˆiDˆjh− rD
arDahγij . (2.16)
The Riemann tensor Rˆijkl appears in the fourth line of this equation because (N n, γij) is assumed to be a general Einstein
manifold but without the assumption of maximal symmetry. When (N n, γij) is maximally symmetric, this equation reduces
to the one in [7]. Substituting above results into Eq.(2.12), we can obtain the decompositions of the linearly perturbed Einstein
equations.
III. GAUGE-INVARIANT PERTURBATION VARIABLES AND PERTURBATION EQUATIONS
A. Gauge invariant variables of perturbations
In this section, we give a brief review on the gauge-invariant variables introduced by Ishibashi and Kodama in 2011 [14]. The
existence of the Einstein manifold (N n, γij) allows us to classify the metric perturbation hMN into tensor, vector and scalar
parts. The variable hab clearly belongs to the scalar part according to the differmorphism of (N n, γij), while hai and hij are
vector and rank-2 symmetric tensor, respectively. They are decomposed as
hai = Dˆiha + h
(1)
ai , (3.1)
hij = h
(2)
Tij + Dˆih
(1)
Tj + Dˆjh
(1)
Ti + hLγij + LˆijhT , (3.2)
where
Lˆij = DˆiDˆj −
1
n
γij∆ˆ .
The tensor h(2)Tij is transverse trace free, and vectors h
(1)
ai and h
(1)
Ti are both divergence free. ha, hT , and hL are scalars on
(N n, γij). So the scalar part of hMN is given by (hab, ha, hL, hT ), and the vector part includes (h(1)ai , h
(1)
Ti ), while tensor
components are simply h(2)Tij . Similarly, for the perturbation of the energy-momentum tensor, i.e., δTMN , we have
δTai = DˆiδTa + δT
(1)
ai , (3.3)
and
δTij = δT
(2)
Tij + DˆiδT
(1)
Tj + DˆjδT
(1)
Ti + δTLγij + LˆijδTT . (3.4)
So the perturbations of the energy-momentum tensor can also be classified into scalar, vector, and tensor parts, i.e.,
(δTab, δTa, δTL, δTT ), (δT
(1)
ai , δT
(1)
Ti ), and δT
(2)
Tij . These components are not gauge-invariant except for the tensor compo-
nents. However, by studying their gauge transformations, one can consider some combination of them and construct some
gauge-invariant variables. For the metric perturbation hMN , one finds the gauge-invariant quantities{
h
(2)
Tij ; F
(1)
ai ; F
(0)
ab , F
(0)
}
, (3.5)
while for the perturbation of energy-momentum tensor δTMN , the gauge-invariant variables are{
δT
(2)
Tij ; τ
(1)
ai , τ
(1)
ij ; Σ
(0)
ab , Σ
(0)
ai , Σ
(0) , Π
(0)
ij
}
. (3.6)
6These gauge-invariant variables are defined as follows [14]:
F
(1)
ai = h
(1)
ai − r
2Da
(h(1)Ti
r2
)
,
τ
(1)
ai = δT
(1)
ai − Ph
(1)
ai ,
τ
(1)
ij = 2Dˆ(iδT
(1)
Tj) − 2PDˆ(iδh
(1)
Tj) ,
F
(0)
ab = hab + 2D(aXb) ,
F (0) = hL + 2rD
arXa +
2
n
∆ˆXL ,
Σ
(0)
ab = δTab +X
cDcTab + T
c
a DbXc + T
c
b DaXc ,
Σ
(0)
ai = Dˆi
[
δTa + TabX
b + r2PDa
(
XL
r2
)]
,
Σ(0) = δTL − PhL + r
2XaDaP ,
Π
(0)
ij = Lˆij (δTT + 2PXL) , (3.7)
where Xa and XL are respectively given by
Xa = −ha +
1
2
r2Da
(
hT
r2
)
, and XL = −
1
2
hT . (3.8)
These gauge-invariant variables are independent of the spectral expansions on the Einstein manifold (N n, γij). These are
different from those in [7] where the gauge-invariant variables are defined mode by mode.
The perturbation equations of these gauge-invariant variables will be given in the next subsection. Here we give some remarks
on these gauge-invariant variables. First we notice that the geometric meanings of some variables are absent. For example,
it is not so easy to understand the geometric meaning of the variable F (0)ab . We will give an appropriate explanation of these
variables in the case of m = 2 in subsection VI D. Second, in the tensor decomposition theorems on (N n, γij), there are some
ambiguities [10]. These ambiguities will cause that these gauge-invariant variables are defined up to some uncertainty. These
uncertainties of gauge-invariant variables are just the tensors belonging to the kernel of some elliptic operators (such as ∆ˆ and
∆ˆ(∆ˆ+nK)). For example, ha(y, z) in Eq.(3.1) can be changed to ha(y, z)+ fa(y), where fa depends on the coordinates {ya}
only. However, it is clear that these ambiguities can be removed by redefining the variables in (3.7) [10].
B. Equations of the Gauge-invariant Variables
1. Tensor perturbation
Let us first discuss the tensor perturbation by setting
hab = 0 , hai = 0 , hij = h
(2)
Tij ,
δTab = 0 , δTai = 0 , δTij = δT
(2)
Tij . (3.9)
From the linear perturbation δGMN + ΛhMN = κ2δTMN , we find that the nontrivial component of this equation is δGij +
Λhij = κ
2δTij , and it can be expressed as
−m
(h(2)Tij
r2
)
− n
Dar
r
Da
(h(2)Tij
r2
)
+
∆ˆL − 2(n− 1)K
r2
(h(2)Tij
r2
)
= 2κ2
[(δT (2)Tij
r2
)
− P
(h(2)Tij
r2
)]
, (3.10)
where ∆ˆL is Lichnerowicz operator acting on the symmetric rank-2 tensor on (N n, γij). The relation between this operator
and usual Laplace-Beltrami operator is given by Weitzenbo¨ck formula:
∆ˆLsij = −∆ˆsij + Rˆi
kskj + Rˆj
ksik − 2Rˆikjls
kl , (3.11)
where sij is an arbitrary symmetric tensor field on (N n, γij). Since we are considering (N n, γij) as an Einstein manifold, we
can replace the Ricci tensor Rˆij by (n− 1)Kγij , and obtain
∆ˆLsij = −(∆ˆ− 2nK)sij − 2Wˆikjls
kl , (3.12)
7where Wˆikjl is the Weyl tensor of the Einstein manifold (N n, γij). Furthermore, in the maximally symmetric space case, one
has ∆ˆLsij = (−∆ˆ+2nK)sij . It should be stressed here that h(2)Tij does not exist when n = 2, because it is transverse trace free,
h
(2)
Tij must have vanishing degrees of freedom. This in fact reflects the fact that in four dimensions, there does not exist radial
gravitational radiation.
2. Vector perturbation
To get the vector part of the perturbation equations, we consider the perturbations with
hab = 0 , hai = h
(1)
ai , hij = Dˆih
(1)
Tj + Dˆjh
(1)
Ti ,
δTab = 0 , δTai = δT
(1)
ai , δTij = DˆiδT
(1)
Tj + DˆjδT
(1)
Ti . (3.13)
In this case, the nontrivial component of the linear perturbation equations is δGai + Λhai = κ2δTai. After some calculations,
this equation can be expressed as
−
1
rn
Db
{
rn+2
[
Db
(F (1)ai
r2
)
−Da
(F (1)bi
r2
)]}
−
[
∆ˆ + (n− 1)K
](F (1)ai
r2
)
= 2κ2τ
(1)
ai . (3.14)
Another nontrivial component is δGij + Λhij = κ2δTij . This equation can be written as
1
rn−2
Da
{
rn−2
[
DˆiF
(1)
aj + DˆjF
(1)
ai
]}
= 2κ2τ
(1)
ij . (3.15)
Eqs. (3.14) and (3.15) are just the perturbation equations for the vector-type gauge-invariant variables.
3. Scalar perturbation
Let us consider the scalar perturbation as
hab = hab , hai = Dˆiha , hij = hLγij + LˆijhT ,
δTab = δTab , δTai = DˆiδTa , δTij = δTLγij + LˆijδTT . (3.16)
After long and tedious calculations, we find that the perturbation equation δGab + Λhab = κ2δTab can be expressed as
−mF
(0)
ab +
mRa
cF
(0)
cb +
mRb
cF (0)ac − 2
mRacbdF
(0)cd +DaD
cF
(0)
cb +DbD
cF (0)ac
+n
Dcr
r
[
−DcF
(0)
ab +DaF
(0)
cb +DbF
(0)
ac
]
−
1
r2
∆ˆF
(0)
ab + 2ΛF
(0)
ab
−DaDbF
(0)c
c −
[
mR− 2n
m
r
r
+ n(n− 1)
K − (Dr)2
r2
]
F
(0)
ab
−n
[
DaDb
(F (0)
r2
)
+
Dar
r
Db
(F (0)
r2
)
+
Dbr
r
Da
(F (0)
r2
)]
−
{
DcDdF
(0)cd + 2n
Dcr
r
DdF
(0)
cd −
[
mRcd − 2n
DcDdr
r
− n(n− 1)
DcrDdr
r2
]
F
(0)
cd
−mF (0)cc − n
Dcr
r
DcF
(0)d
d − n
m

(F (0)
r2
)
− n(n+ 1)
Dcr
r
Dc
(F (0)
r2
)
−(n− 1)
∆ˆ + nK
r2
(F (0)
r2
)
−
1
r2
∆ˆF (0)cc
}
gab
= 2κ2Σ
(0)
ab . (3.17)
The perturbation equation δGai + Λhai = κ2δTai gives
Dˆi
{
1
rn−2
Db
(
rn−2F
(0)
ab
)
− rDa
(F (0)cc
r
)
− (n− 1)Da
(F (0)
r2
)}
= 2κ2Σ
(0)
ai . (3.18)
8The trace part of the equation δGij + Λhij = κ2δTij can be written as
−DaDbF
(0)ab − 2(n− 1)
Dar
r
DbF
(0)
ab +
m
F (0)cc + (n− 1)
Dar
r
DaF
(0)c
c
+
[
mRab − 2(n− 1)
DaDbr
r
− (n− 1)(n− 2)
DarDbr
r2
]
F
(0)
ab
+(n− 1) m
(F (0)
r2
)
+ n(n− 1)
Dar
r
Da
(F (0)
r2
)
+
n− 1
n
1
r2
∆ˆF (0)cc
+
(n− 1)(n− 2)
n
∆ˆ + nK
r2
(F (0)
r2
)
= 2κ2
Σ(0)
r2
, (3.19)
while the trace free part of the equation δGij + Λhij = κ2δTij gives
−Lˆij
[
F (0)cc + (n− 2)
(F (0)
r2
)]
= 2κ2Π
(0)
ij . (3.20)
Eqs. (3.17), (3.18), (3.19) and (3.20) are the equations of the scalar perturbations. By now, we have obtained all the equations
for the gauge-invariant variables. These equations are related to each other by the perturbation of Bianchi identity. This will be
shown in next subsection.
C. The perturbation of Bianchi identity
Consider the conservation equation of energy-momentum tensor, i.e., ∇MTMN = 0, which is equivalent to the Bianchi
identity in Einstein gravity theory, we have
δ(∇MT
M
N ) = −h
LM∇MTLN +∇
MδTMN
−gMLδCML
KTKN − δCMN
KTMK = 0 , (3.21)
where
δCMN
L =
1
2
gLK (∇MhKN +∇NhMK −∇KhMN ) . (3.22)
Substituting (3.22) into (3.21) yields
δ(∇MT
M
N ) = ∇
MδTMN −∇
M (TLNhLM )−
1
2
TML∇NhML +
1
2
TMN (∇Mh) . (3.23)
This equation can also be decomposed according to the warped product of the spacetime. After some calculations, we find
δ(∇MT
M
i) =
1
r2
DˆkΠ
(0)
ki +
1
r2
DˆiΣ
(0) +
1
rn
Da
(
rnΣ
(0)
ai
)
−
1
2
T abDˆiF
(0)
ab +
1
2
PDˆiF
(0)c
c +
1
r2
Dˆkτ
(1)
ki +
1
rn
Da
(
rnτ
(1)
ai
)
. (3.24)
Note that from Eqs. (3.14), (3.15), (3.18), (3.19) and (3.20), we have the following two relations
1
r2
Dˆkτ
(1)
ki +
1
rn
Da
(
rnτ
(1)
ai
)
= 0 , (3.25)
and
1
r2
DˆkΠ
(0)
ki +
1
r2
DˆiΣ
(0) +
1
rn
Da
(
rnΣ
(0)
ai
)
−
1
2
T abDˆiF
(0)
ab +
1
2
PDˆiF
(0)c
c = 0 . (3.26)
This suggests that the equation (3.24) can be split into two parts: one is the scalar part with superscripts (0) and the other vector
part with superscripts (1), and δ(∇MTMi) = 0 is automatically satisfied once those perturbation equations (3.14), (3.15), (3.18),
(3.19) and (3.20) are satisfied. In addition, we have from (3.23) that
0 = δ(∇MT
M
a) =
1
rn
Db
[
rn
(
Σ
(0)
ab − Ta
cF
(0)
bc
)]
− n
Dar
r
(Σ(0)
r2
)
+
1
r2
DˆiΣ
(0)
ai
+
1
2
[
Ta
bDbF
(0)c
c − T
bcDaF
(0)
bc
]
+
n
2
[
Ta
bDb
(F (0)
r2
)
− PDa
(F (0)
r2
)]
. (3.27)
9This scalar equation is also automatically satisfied if equations (3.17), (3.18), and (3.19) hold.
Thus, according to the decomposition theorem of tensor on the Einstein manifold, we have obtained perturbation equations of
gauge-invariant variables for Einstein gravity in the (m+n)-dimensional spacetime with a warped product metric. It was shown
that these equations are related to each other through the perturbation equation of Bianchi identity. With the gauge-invariant
variables in(3.7) and our perturbation equations presented above, now a complete gauge-invariant perturbation theory can be
accomplished.
IV. SPECTRAL EXPANSION
One can use the eigen-tensors defined in [14] to expand all the perturbation equations above, and get the same results as in [14]
(and references therein). However, we will here adopt a little bit different expansion. In this spectral expansion, the physical
meanings of some special modes are clear, and the gauge-invariant properties of these modes are naturally preserved.
A. Tensor perturbation
In this case, our analysis is the same as the one in [14]. Here we present the corresponding result for completeness. Consider
the eigenvalue problem of the Licherowicz ∆ˆL on the Einstein manifold (N n, γij):
(∆ˆL − λL)Tij = 0 , (4.1)
where the symmetric tensor Tij satisfies γijTij = DˆiTij = 0. By assuming
(h(2)Tij
r2
)
= 2HTTij ,
(δT (2)Tij
r2
)
− P
(h(2)Tij
r2
)
= τTTij (4.2)
with HT = HT (y) and τT = τT (y), one can get the master equation on the expansion coefficients HT and τT :
m
HT + n
Dar
r
DaHT −
1
r2
[λL − 2(n− 1)K]HT = −κ
2τT . (4.3)
Note that in general the eigenvalue of ∆ˆL is not easy to find out. From Eq.(3.12), we have
∆ˆLTij = −(∆ˆ− 2nK)Tij − 2Wˆi
k
j
l
Tkl , (4.4)
so it might be possible to choose the coordinates zi such that Tij is an algebraic eigenvector of the matrix Wˆikj l (which is
viewed as a mapping acting on symmetric transverse traceless tensors) to estimate the eigenvalue λL [22, 23].
B. Vector perturbation
Since only the Laplace-Beltrami operator ∆ˆ appears in the equations (3.14) and (3.15), this suggests that the harmonic expan-
sions are enough. Considering the harmonic vector field (one-form) on (N n, γij)
(∆ˆ + k2)Vi = 0 , Dˆ
i
Vi = 0 , (4.5)
and the expressions in (3.13), we can expand the gauge-invariant variables as
F
(1)
ai = rFaVi , τ
(1)
ai = rτaVi , τ
(1)
ij = −2r
2τT Dˆ(iVj) . (4.6)
Note that here we have not used the vector-type tensor Vij = −(DˆiVj + DˆjVi)/(2k) defined in [7, 11–14]. The expansion of
τ
(1)
ij can be easily understood from the expression of the τ
(1)
ij in (3.13) in terms of the perturbation variables h(1)Ti and δT (1)Ti :
h
(1)
Ti = HTVi , δT
(1)
Ti = δTTVi . (4.7)
Note that from (3.7), we can have
r2τT = δTT − PHT . (4.8)
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Substituting the expansions (4.6) into the vector perturbation equation (3.14), we have
1
rn+1
Db
{
rn+2
[
Db
(Fa
r
)
−Da
(Fb
r
)]}
−
1
r2
[
k2 − (n− 1)K
]
Fa = −2κ
2τa . (4.9)
Similarly, Eq. (3.15) and Eq.(3.25) can be changed into
1
rn
Da
(
rn−1Fa
)
Dˆ(iVj) = −κ
2τT Dˆ(iVj) , (4.10)
and
[k2 − (n− 1)K]τT +
1
rn
Da(rn+1τa) = 0 . (4.11)
It can be seen clearly that the above three equations are valid for any modes, even for the k = 0 mode. However, for the
modes with Dˆ(iVj) = 0 , Eq.(4.10) is trivially satisfied. These modes are called exceptional modes, and the remains are generic
modes [14]. They will be discussed separately.
1. generic modes
let us first consider the generic modes, i.e. Dˆ(iVj) 6= 0, such that Dˆ(iVj) can be eliminated from Eq.(4.10). This means
Dˆi(DˆiVj + DˆjVi) = [−k
2 + (n− 1)K]Vj 6= 0 .
Therefore when k2 − (n− 1)K 6= 0, we have three equations: Eq. (4.9), Eq.(4.11), and
1
rn
Da
(
rn−1Fa
)
= −κ2τT . (4.12)
These three equations are not independent. Actually, by considering the differential of Eq.(4.9) and Eq.(4.11), we can obtain
Eq.(4.12). Eq.(4.11) just means that τT is totally determined by τa. Thus, for each such kind of modes, we have m equations for
m independent variables coming from Fa if τa is regarded as a known source term.
2. exceptional modes
For the special modes with Dˆ(iVj) = 0, Eq.(4.10) is trivially satisfied and does not give any constraint between Fa and τT .
From the perturbation equation of the Bianchi identity, i.e., Eq.(4.11), we have
Da(rn+1τa) = 0 , (4.13)
and Eq.(4.9) becomes
Db
{
rn+2
[
Db
(Fa
r
)
−Da
(Fb
r
)]}
= −2κ2rn+1τa . (4.14)
These two equations are also not independent. By considering the divergence of Eq.(4.14), one can obtain Eq.(4.13). Then, we
still have m equations for m variables (from Fa). In this case, the source term has to satisfy Eq.(4.13) and τa has nothing to do
with τT .
Note that in the Kodama-Ishibashi formalism, for these exceptional modes, h(1)Ti , δT
(1)
Ti and τT are not well defined [14].
Instead, in our expansion, these perturbation variables are well defined and are of obviously physically meaningful: h(1)Ti and
δT
(1)
Ti correspond to Killing vectors of (N n, γij) for the exceptional modes. Further, τT is no longer arbitrary and instead it
is determined by the combination of the coefficients of h(1)Ti and δT
(1)
Ti in Eq.(4.8). In addition, let us mention that τT does not
enter into the vector perturbation equations, and this is quite different from the case with generic modes.
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C. Scalar perturbation
In this case, as the case of vector perturbation, only the Laplace-Beltrami operator appears in the scalar perturbation equations
(3.17), (3.18), (3.19) and (3.20), we therefore need only to consider the harmonic function on (N n, γij):
(∆ˆ + k2)S = 0 . (4.15)
From the forms in (3.16), it is natural to expand the scalar-type gauge-invariant variables in (3.7) as
F
(0)
ab = FabS , F
(0) = 2r2FS ,
Σ
(0)
ab = ΣabS , Σ
(0) = r2ΣS ,
Σ
(0)
ai = rΣaDˆiS , Π
(0)
ij = r
2τT LˆijS . (4.16)
Note that these expansions have some differences from those in [7, 11–14], here we have not used the scalar-type tensors as
in [7, 11–14]. Substituting these expansions into the scalar equation (3.17), we have
−mFab +
mRa
cFcb +
mRb
cFac − 2
mRacbdF
cd +DaD
cFcb +DbD
cFac
+n
Dcr
r
[
−DcFab +DaFcb +DbFac
]
+
k2
r2
Fab + 2ΛFab
−
[
mR − 2n
m
r
r
+ n(n− 1)
K − (Dr)2
r2
]
Fab −DaDbF
c
c
−2n
[
DaDbF +
Dar
r
DbF +
Dbr
r
DaF
]
−
{
DcDdF
cd + 2n
Dcr
r
DdFcd −
[
mRcd − 2n
DcDdr
r
− n(n− 1)
DcrDdr
r2
]
Fcd
−mF cc − n
Dcr
r
DcF
d
d − 2n
m
F − 2n(n+ 1)
Dcr
r
DcF
+2(n− 1)
k2 − nK
r2
F +
k2
r2
F cc
}
gab
= 2κ2Σab . (4.17)
This is exactly the same as in [7]. The second equation (3.18) of scalar perturbation is transformed to{
1
rn−2
Db
(
rn−2Fab
)
− rDa
(F cc
r
)
− 2(n− 1)DaF
}
(DˆiS) = 2κ
2rΣa(DˆiS) . (4.18)
For the zero mode, i.e., k = 0, the harmonic function S must be a constant because the Laplace-Beltrami is nonnegative. In this
case, the above equation is trivially satisfied. The third equation (3.19) becomes
−DaDbF
ab − 2(n− 1)
Dar
r
DbFab +
m
F cc + (n− 1)
Dar
r
DaF
c
c
+
[
mRab − 2(n− 1)
DaDbr
r
− (n− 1)(n− 2)
DarDbr
r2
]
Fab
+2(n− 1) mF + 2n(n− 1)
Dar
r
DaF −
n− 1
n
k2
r2
F cc
−2
(n− 1)(n− 2)
n
(k2 − nK)
r2
F
= 2κ2Σ . (4.19)
This expression is the same as the one in [7]. Finally, the last equation (3.20) for the scalar perturbation can be reduced to
−
[
F cc + 2(n− 2)F
]
(LˆijS) = 2κ
2τT (LˆijS) . (4.20)
Once again, for the zero mode, this equation is trivially satisfied. Further, a simple investigation
DˆjDˆiLˆijS =
n− 1
n
k2(k2 − nK)S (4.21)
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suggests that this equation is also trivially satisfied when k2 = nK . To see this, we notice the following identity
(LˆijS)(LˆijS) = Dˆi(DˆjSDˆ
jDˆiS)− Dˆi(S∆ˆDˆ
i
S)−
1
n
Dˆi(Dˆ
i
S∆ˆS) + SDˆjDˆiLˆijS . (4.22)
This implies that LˆijS will be vanishing once DˆjDˆiLˆijS = 0. This can be obtained by integrating the both sides of above
identity on N n, with the assumption that N n is closed or the function S is of required asymptotic behaviors.
On the other hand, for the perturbation equations of the energy-momentum conservation equations (3.26) and (3.27), we have[
1
rn
Da
(
rn+1Σa
)
−
n− 1
n
(k2 − nK)τT +Σ−
1
2
T abFab +
1
2
PF cc
]
(DˆiS) = 0 , (4.23)
and
1
rn
Db [rn (Σab − T
c
a Fbc)]− n
Dar
r
Σ−
k2
r
Σa +
1
2
(
T ba DbF
c
c − T
bcDaFbc
)
+n
(
T ba DbF − PDaF
)
= 0 . (4.24)
These two equations give the relations among the coefficients of the source terms, i.e., Σab, Σa, Σ and τT , and at the same time
reveal the relations among the mode equations for the scalar perturbations. Here, we have corrected a typo in [7], the factor “n”
in the last two terms of the equation (4.24) has been missed in [7].
1. generic modes
In the case k2(k2 − nK) 6= 0, DˆiS and LˆijS are both non-vanishing, and they can be removed from both sides of Eqs.(4.18)
and (4.20). Thus for generic modes, we have four equations, i.e., Eqs.(4.17), (4.19) and following two:
1
rn−2
Db
(
rn−2Fab
)
− rDa
(F cc
r
)
− 2(n− 1)DaF = 2κ
2rΣa , (4.25)
F cc + 2(n− 2)F = −2κ
2r2τT . (4.26)
In addition, we have from (4.23)
−
n− 1
n
(k2 − nK)τT +Σ +
1
rn
Da
(
rn+1Σa
)
−
1
2
T abFab +
1
2
PF cc = 0. (4.27)
Eq.(4.24) together with this equation provides m+1 constraints on the coefficients of sources Σab, Σa, Σ and τT . Thus one has
m(m+1)/2+ 1 gauge-invariant variables of scalar perturbations and the independent equations of perturbations with the same
numbers of gauge-invariant variables . Therefore, in principle, this system can be solved once the source terms are given.
2. zero modes
In the case of k = 0, DˆiS and LˆijS are both vanishing. In this case, Eqs.(4.18) and (4.20) are trivially satisfied. Thus we have
only two equations of scalar perturbations, i.e., Eqs.(4.17) and (4.19). For the perturbations of the Bianchi identity, Eq. (4.23)
becomes trivial, while Eq. (4.24) remains nontrivial.
Note that in this case τT and Σa do not appear in Eqs.(4.24), (4.17) and (4.19). Hence they are totally free and have no
contribution to the dynamics of zero modes.
3. exceptional modes
When k2 = nK , LˆijS is vanishing, Eq.(4.20) therefore is trivially satisfied. We have three equations of perturbations, namely,
Eqs.(4.17), (4.18) and (4.19). The perturbation equations of the Bianchi identity (4.23) and (4.24) are both nontrivial. In this
case, it is easy to see that τT is totally free and has no contribution to the dynamics of these modes.
Note that as in the vector perturbation case, for some exceptional modes and zero mode of scalar perturbations, some variables
are not well defined in the Kodama-Ishibashi formalism, instead these cases do not appear here in our expansion.
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V. THE CASE OF m = 2
When m = 2, we find that the perturbation equations of gauge-invariant variables can be simplified. For the vector pertur-
bations, we can write down the master equation of the perturbations, while for the scalar perturbations, we can also obtain the
master equation of perturbation in the case without source. In this section we show these results.
A. Vector Perturbation
From the vector perturbation equation (3.14), we can obtain
Da
{
rn+2
[
Db
( ǫbcF (1)ci
r2
)]}
+
[
∆ˆ + (n− 1)K
]
rn
(ǫabF (1)bi
r2
)
= −2κ2rnǫabτ
(1)
bi , (5.1)
where ǫab is the Levi-Civita tensor on (M 2, gab). The first term in the left side of above equation is an exact 1-form in (M 2, gab).
Thus we can introduce a function Ωi so that
[
∆ˆ + (n− 1)K
]
rn
(ǫabF (1)bi
r2
)
+ 2κ2rnǫabτ
(1)
bi = D
aΩi , (5.2)
where Ωi is a scalar on the two dimensional space (M 2, gab), but it is a vector field on the Einstein manifold (N n, γij), and
satisfies DˆiΩi = 0. Then, we have
Da
{
rn+2
[
Db
(ǫbcF (1)ci
r2
)]}
+DaΩi = 0 . (5.3)
By acting operator
[
∆ˆ + (n− 1)K
]
on both sides of the above equation, we get
Da
{
rn+2
[
Db
(DbΩi
rn
− 2κ2ǫbcτ
(1)
ci
)]
+
[
∆ˆ + (n− 1)K
]
Ωi
}
= 0 , (5.4)
or
rn+2
[
Db
(DbΩi
rn
− 2κ2ǫbcτ
(1)
ci
)]
+
[
∆ˆ + (n− 1)K
]
Ωi = C . (5.5)
By redefining Ωi, we can always set C = 0. In this way, we can obtain the master equation of vector perturbation
2
Ωi − n
Dar
r
DaΩi +
1
r2
[
∆ˆ + (n− 1)K
]
Ωi = κ
2rnǫbc
(
Dbτ
(1)
ci −Dcτ
(1)
bi
)
. (5.6)
We can expand Ωi and τ (1)ai as Ωi = ΩVi and τ
(1)
ai = rτaVi by using the harmonic vectors in Eq.(4.5), and can obtain the
equations of Ω for each mode. This equation (5.6) is our main result of this subsection.
B. Scalar Perturbation
In this case, for simplicity, we consider the case without matter fields. To simplify the expressions of equations, we first define
X =
F (0)
r2
, F (0)cc =W , J =W + (n− 2)X , Zab = F
(0)
ab −
1
2
F (0)cc gab . (5.7)
The traceless part of the perturbation equation (3.17) then becomes
−2Zab +DaD
cZcb +DbD
cZac −DcDdZ
cdgab −
1
r2
∆ˆZab + 2
2RZab
+n
Dcr
r
(
−DcZab +DaZcb +DbZac −D
dZcdgab
)
+ (2Λ−R)Zab
+
n
2
(Dbr
r
DaJ +
Dar
r
DbJ −
Dcr
r
DcJgab
)
− n
(
DaDbX −
1
2
2
Xgab
)
−
1
2
n2
(Dar
r
DbX +
Dbr
r
DaX −
Dcr
r
DcXgab
)
= 2κ2
[
Σ
(0)
ab −
1
2
Σ(0)cc gab
]
, (5.8)
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while the trace part of (3.17) is given by
+n(2X) + 2n2
Dcr
r
DcX +
n
r2
[
∆ˆ + n(n− 1)K
]
X − 2(n− 2)ΛX
−2n
Dcr
r
DdZcd − 4n
DcDdr
r
Zcd − 2n(n− 1)
DcrDdr
r2
Zcd
+
1
r2
[
∆ˆ− n(n− 1)K
]
J + 2ΛJ
= 2κ2Σ(0)cc . (5.9)
It is found that the difference between Eq. (5.9) and Eq.(3.19) is given by
n(n− 1)
Dcr
r
DcX +
(n− 1)
r2
[
∆ˆ +
1
2
n2K
]
X +
1
2
(n− 2)(2X)
+DcDdZcd − 2(n− 1)
DcDdr
r
Zcd − n(n− 1)
DcrDdr
r2
Zcd
−(n− 2)
(n− 2
n
Λ + κ2P
)
X −
1
2
(2J)
+
[n− 2
n
Λ + κ2P −
1
2
n(n− 1)
K
r2
]
J
= 2κ2
[n− 1
n
Σ(0)cc −
Σ(0)
r2
]
. (5.10)
In this case, Eq.(3.18) becomes
Dˆi
{
1
rn−2
Db
[
rn−2
(
Zab −
1
2
Xgab
)]
−
1
2
DaJ +
n
2
Dar
r
J
}
= 2κ2Σ
(0)
ai . (5.11)
And Eq.(3.20) is changed to
LˆijJ = −2κ
2Π
(0)
ij .
Note that when the matter fields are absent, we have
R = 2
(
1 +
2
n
)
Λ , Rab =
2
n
Λgab ,
2R =
4
n
Λ + n
2
r
r
, DaDbr =
1
2
2
rgab . (5.12)
The last one in the above equations implies that DaDbrZab = 0 and we can have a Killing vector field
ξa = ǫabDbr
in (M 2, gab). This can be easily checked by the following equation:
Daξb +Dbξa = ǫbcDaD
cr + ǫacDbD
cr = 0 . (5.13)
In fact, ξa is just the so-called Kodama vector proposed in [24]. When the source terms are absent, we have LˆijJ = 0, and then
the equation (5.11) can be written as
DbZab + (n− 2)
Dbr
r
Zab =
1
2
nDaX +
1
2
n(n− 2)
Dar
r
X . (5.14)
Note that, here and after, the action of Lˆij on both sides of some equations is assumed so that the terms including “J” can be
dropped out. Using (5.14) and considering
Lˆij∆ˆJ = −∆ˆLLˆijJ ,
we see that Eq.(5.9) can be changed to
2
DcrDdr
r2
Zcd =
2
X + n
Dcr
r
DcX +
1
r2
(
∆ˆ + nK
)
X
−
[
2
(
1−
2
n
)
Λ− n(n− 2)
K − (Dr)2
r2
]
X . (5.15)
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By defining σ = rnX , this equation becomes
E[σ] + Uσ · σ = −2r
nWab
(DaDbr
r
−
DarDbr
r2
)
. (5.16)
where Wab = Zab − (1/2)nXgab and the operator E[φ] is defined by
E[φ] = 2φ− n
Dcr
r
Dcφ+
∆ˆ + nK
r2
φ , (5.17)
and the potential Uσ is given by
Uσ = −
[
2
(
1−
2
n
)
Λ− n(n− 2)
K − (Dr)2
r2
]
. (5.18)
By use of Wab, Eq.(5.8) can be simplified to
Dc
[
rn
(
−DcWab +DaWcb +DbWac −D
dWcdgab
)]
−
1
r2
∆ˆ(rnWab)
+(2Λ−R)(rnWab)− n(r
nWcd)
(DcDdr
r
+
DcrDdr
r2
)
gab = 0 . (5.19)
Since ξa is a Killing vector field on (M 2, gab), we have
Da(rn−2Wabξ
b) = rn−2WabD
aξb = 0 . (5.20)
This implies that one can define a scalar τ on (M 2, gab) as
rn−2ǫ caWcbξ
b = −Daτ . (5.21)
Considering ǫabǫcd = gadgbc − gacgbd, we have
rn−2(WabD
br −W ccDar) = Daτ . (5.22)
By these relations, it is easy to find
rn−2Wabξ
aξb = DarDaτ , (5.23)
rn−2WabD
arξb = ξaDaτ , (5.24)
rn−2WabD
arDbr = DarDaτ + r
n−2W cc (Dr)
2 . (5.25)
Now, we can express Wab in terms of τ . For instance, the right hand of Eq.(5.16) can be rewritten as
V [σ, τ ] = n
[2
r
r
− 2
(Dr)2
r2
]
σ + 2DcrDcτ . (5.26)
And Eq.(5.19) can be expressed as
E[Ψ] + Uτ ·Ψ = V
[
Φ,
Ψ
r
]
, (5.27)
where Ψ = rξcDcτ , Φ = ξcDcσ and
Uτ = −
[
2Λ + (n+ 1)
2
r
r
− n(n− 2)
K − (Dr)2
r2
]
. (5.28)
Furthermore, taking use of the Killing vector ξ, Eq. (5.16) can be changed to
E[Φ] + Uσ · Φ = V
[
Φ,
Ψ
r
]
. (5.29)
Thus, we have obtained two equations of scalar perturbation (5.27) and (5.29). The difference between Eq.(5.27) and Eq.(5.29)
is given by
E[Φ−Ψ] + Uσ · Φ− Uτ ·Ψ = 0 . (5.30)
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Note that in general, Uσ 6= Uτ . Thus we can not naively rewrite the above equation as an equation of a single variable (Φ−Ψ).
However, after some manipulations, we can arrive at our goal. To see this, let us notice that from (5.14) and (5.24), we can have
2
Ψ− 2
Dar
r
DaΨ−
2
r
r
Ψ+ 2
(Dr)2
r2
Ψ = n
[1
2
2
r
r
− 2
(Dr)2
r2
]
Φ+ n
Dar
r
DaΦ . (5.31)
The difference between this equation and Eq.(5.27) gives
(
−
∆ˆ + nK
r2
+ w
)
Φ =
(
−
∆ˆ + nK
r2
+ ω −
n
2
2
r
r
)
(Φ−Ψ) + n
Dar
r
Da(Φ−Ψ) , (5.32)
where
ω =
n
2(n− 1)
[4Λ
n
+ (n+ 1)
2
r
r
]
=
n
2(n− 1)
(Uσ − Uτ ) . (5.33)
Substituting (5.32) into (5.30), we arrive at
(
−
∆ˆ + nK
r2
+ ω
)
E[Ξ] + 2(n− 1)(−(∆ˆ + nK) + r2ω)
Dar
r
DaΞ +
(
−
∆ˆ + nK
r2
+ ω
)
Uτ · Ξ
+
2(n− 1)
n
ω
(
−
∆ˆ + nK
r2
+ ω −
n
2
2
r
r
)
Ξ = 0 , (5.34)
where Ξ = Φ−Ψ. This is a second order PDE of Ξ in the orbit space (M 2, gab). To further simplify this equation, let us define
a scalar Ω as
Ξ =
[
− (∆ˆ + nK) + r2ω
]
Ω ≡ HΩ . (5.35)
Thus Eq. (5.34) can be rewritten as
HE[HΩ] + 2(n− 1)rHDcrDc(HΩ) + UτH
2Ω
+
2(n− 1)
n
ω
[
H −
n
2
r(2r)
]
HΩ = 0 . (5.36)
This equation can be further changed to
H2E[Ω] + UσH
2Ω + 2(n− 1)
[
nω(Dr)2H − ωr(2r)H − (n− 1)ω2r2(Dr)2
]
Ω = 0 . (5.37)
Finally we obtain the master equation of scalar perturbation
E[Ω] + USΩ = 0 , (5.38)
where we have assumed that the operator H is invertible, and the effective potential is given by
US = Uσ + 2(n− 1)
{
ωr2
[
n
(Dr)2
r2
−
2
r
r
]
H − (n− 1)ω2r4
(Dr)2
r2
}
H−2 . (5.39)
Some remarks on the master equation are in order.
(1). Equation (5.38) is a wave equation on (M 2, gab) for the master variable Ω. We can expand Ω by using the harmonic
functions on (N n, γij), and get the mode equations. Similar mode equations have been obtained in [11, 12], where the Fourier
transformation with respect to the Killing time coordinate has been used. Here we have obtained the master equation for the
scalar Ω by using the properties of the Kodama (Killing) vector.
(2). We notice that the inverse operatorH−2 appears in the effective potential of scalar perturbation and similar situation also
appears in Refs. [11, 12]. But such inverse operators do not occur in the case of tensor and vector perturbations.
(3). When matter fields are present, the situation becomes complicated. We believe similar master equation can also be
obtained if the Killing vector ξ exists in the warped spcetime.
(4). It should be stressed here that the equation (5.38) is valid in the sense
Lˆij
{
E[Ω] + USΩ
}
= 0 .
With the same assumptions below Eq.(4.22), this is equivalent to
n− 1
n
∆ˆ(∆ˆ + nK)
{
E[Ω] + USΩ
}
= 0 . (5.40)
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This means that if the eigenvalue of the operator ∆ˆ(∆ˆ + nK) vanishes, the above equation is trivially satisfied. In this case, one
is not able to study these special modes of perturbations, and other methods are required. This is because we have applied the
operator Lˆij on the general equation for the scalar perturbation in order to get the master equation (5.38). Similar situation also
appears in [11, 12].
(5). The limitation on Eq.(5.38) discussed in item (4) can be removed as follows: We can always redefine the gauge-invariant
variables by the ambiguities mentioned at the end of subsec.III A such that J is vanishing (but not merely LˆijJ = 0). Similar
consideration can be applied to get Eq.(5.14). By these redefinitions and the same procedure starting from Eq.(5.15), one can
find that Eq.(5.38) exactly holds without the limitation.
VI. WAVE EQUATION OF WEYL TENSOR FOR EINSTEIN SPACETIME
Based on the Newmann-Penrose formalism [15], Teukolsky found the celebrated perturbation equation–Teukolsky equation
for general Type D spacetimes in four dimensions [16, 17]. Actually, one can also get the gravitational perturbation equation
from the perturbed Penrose wave equation, for example, see references [25] and [26] , where the Newmann-Penrose frame
also plays a crucial role. Unfortunately, in general, one cannot define the Newmann-Penrose frame in higher dimensions. To
classify the Weyl tensor in higher dimensions, one has to introduce some generalized frame [27, 28]. For example, the so called
Geroch-Held-Penrose (GHP) frame in four dimensions [29] has been generalized to the case in higher dimensions [30].
In this section, we will introduce some Teukolsky-like gauge-invariant variables without using GHP frame or its higher
dimensional generalization and obtain perturbation equations of these variables from the perturbed Penrose wave equations.
A. Penrose wave equation
From now on, we focus on an Einstein spacetime. In this case, the Ricci tensor of the spacetime satisfies
RMN =
2Λ
n
gMN . (6.1)
By considering the covariant derivative of the Bianchi identity for Riemann tensor, the Weyl tensor of the spacetime satisfies
(see Appendix B for details)
WM1M2M3M4 +W
MN
M1M2WMNM3M4 + 4WM1
MN
[M3WM4]NMM2 −
4Λ
n
WM1M2M3M4 = 0 , (6.2)
This is the Penrose wave equation with a cosmological constant in (n + 2) dimensions. For the warped spacetime (2.1), this
equation can be decomposed into three parts:
[
2
w −
4Λ
n
w +
n− 1
n
w2 + n
Dcr
r
Dcw
]
(gacgbd − gadgbc) + 2(n+ 1)
(DarDdr
r2
gcb
−
DarDcr
r2
gdb +
DbrDcr
r2
gad −
DbrDdr
r2
gac
)
w = 0 , (6.3)
[
2
w −
4Λ
n
w +
n− 1
n
w2 + n
Dcr
r
Dcw − 2(n+ 1)
(Dr)2
r2
w
]
r2gabγij = 0 , (6.4)
and
1
n(n+ 1)
[
2
w −
4Λ
n
w +
n− 1
n
w2 + n
Dcr
r
Dcw − 2(n+ 1)
(Dr)2
r2
w
]
r4(γikγjl − γilγjk)
+∆ˆWˆijkl + Wˆ
mn
ijWˆmnkl + 4Wˆi
mn
[kWˆl]nmj − 2
(
2Λ
n
+
2
r
r
+ (n− 1)
(Dr)2
r2
)
r2Wˆijkl = 0 , (6.5)
where w is defined in Eq.(2.10). Note that in the n-dimensional Einstein manifold (N n, γij), we have
∆ˆWˆijkl + Wˆ
mn
ijWˆmnkl + 4Wˆi
mn
[kWˆl]nmj = 2(n− 1)KWˆijkl ,
one can show that (6.4) and (6.5) lead to a single equation
2
w −
4Λ
n
w +
n− 1
n
w2 + n
Dcr
r
Dcw − 2(n+ 1)
(Dr)2
r2
w = 0 , (6.6)
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by using Eqs.(2.4) and (6.1). Substituting the above equation into (6.3), it becomes
DarDdr
r2
gcb −
DarDcr
r2
gdb +
DbrDcr
r2
gad −
DbrDdr
r2
gac = −
(Dr)2
r2
(gacgbd − gadgbc) . (6.7)
This equation is trivially satisfied by considering the symmetry property of a tensor in the two dimensional space (M 2, gab). As
a result, we have the nontrivial equation (6.6) only. In addition, we have from the Bianchi identity for the Einstein spacetime
that
∇MWMNLP = 0 . (6.8)
We can obtain from the above equation that
Daw + (n+ 1)
Dcr
r
Dcw = 0 . (6.9)
This equation will be used to simplify the perturbation of the Penrose wave equation in following subsections.
B. Perturbation of Penrose Wave Equation and Gauge-invariant Variables
Consider the linear perturbation of the Penrose wave equation (6.2), we can have
(
−
4Λ
n
)
ΩM1M2M3M4 +W
MN
M1M2ΩMNM3M4 +Ω
MN
M1M2WMNM3M4 + 4ΩM1
MN
[M3WM4]NMM2
+4WM1
MN
[M3ΩM4]NMM2 − h
MN∇M∇NWM1M2M3M4 − δCM
MN∇NWM1M2M3M4
−2
4∑
i=1
δCMMi
Ni∇MWM1···Ni···M4 −
4∑
i=1
∇MδCMMi
NiWM1···Ni···M4 − 2h
M
LW
LN
M1M2WMNM3M4
−4hMLWM1
LN
[M3WM4]NMM2 − 4h
N
LWM1
ML
[M3WM4]NMM2 = 0 , (6.10)
where ΩM1M2M3M4 = δWM1M2M3M4 , and δCMNL can be found in Eq.(3.22). Obviously, ΩM1M2M3M4 has the symmetry
of Riemann tensor inheriting from the symmetry of the Weyl tensor. In this subsection, the indices (M,N, · · · ) should be
understood as abstract indices [33].
In a general case, ΩM1M2M3M4 is not gauge-invariant. To construct gauge-invariant variables of perturbations, let us introduce
two null vectors ℓM and nM so that the metric of the spacetime can be written as
gMN = −ℓMnN − nMℓN + qMN , (6.11)
where
ℓM ℓ
M = nMn
M = ℓMqMN = n
MqMN = 0 , ℓMn
M = −1 ,
and qMN is the metric of n-dimensional submanifold of the spacetime. For the warped product spacetime we are considering,
concretely we have
−ℓMnN − nM ℓN = gab(dy
a)M (dy
b)N , (6.12)
qMN = gij(dz
i)M (dz
j)N = r(y)
2γij(z)(dz
i)M (dz
j)N (6.13)
in the coordinate system {ya, zi}. Note that there is a freedom to re-scale the null vectors {ℓM , nM} as
ℓM → αℓM , nM → α−1nM , (6.14)
where α is a scalar function of the spacetime. However, it is easy to see that such rescaling will not change our results.
In this frame, it is easy to find that the nontrivial projections of the Weyl tensor are
Ψ0 =WMNLP ℓ
MnN ℓLnP ,
ΦMN = qM
SqN
TWSLTP ℓ
LnP ,
WMNLP = qM
SqN
T qL
UqP
VWSTUV , (6.15)
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where qMN = qMLqLN is the projection operator onto the n-dimensional Riemannian submanifold (The Einstein manifold
(N n, γij) with “radius” r). For the warped product spacetime (2.1), we have
Ψ0 = −c1w , ΦMN = c2wqMN . (6.16)
Ψ0 is a scalar and ΦMN is a symmetric tensor. Further, we can expand WMNLP as
WMNLP = −c1wǫMN ǫLP − 2c2wqM [LfP ]N − 2c2wqN [P fL]M
+2c3wqM [LqP ]N + r
2WˆMNLP , (6.17)
where the coefficients c1, c2 and c3 are given in (2.9), and
fMN = −ℓMnN − nMℓN , ǫMN = ℓMnN − nM ℓN . (6.18)
Thus the tensor WMNLP can be decomposed into traceless part and trace part, i.e.,
WMNLP = 2c3wqM [LqP ]N + r
2WˆMNLP . (6.19)
To define gauge-invariant perturbation variables, let us focus on the projections
ΘMN = qM
SqN
TWSLTP ℓ
LℓP , Θ¯MN = qM
SqN
TWSLTPn
LnP . (6.20)
These two quantities both vanish for the background warped product spacetime. This implies that the linear perturbations of
ΘMN and Θ¯MN are gauge invariant [1]. By the definition of ΩMNLP , we have
ΩMN = qM
SqN
TΩSLTP ℓ
LℓP + qM
SqN
TWSLTP δℓ
LℓP + qM
SqN
TWSLTP ℓ
LδℓP
+δqM
SqN
TWSLTP ℓ
LℓP + qM
SδqN
TWSLTP ℓ
LℓP , (6.21)
where we have defined ΩMN = δΘMN . Substituting WSLTP in (6.17) into the above equation yields
ΩMN = qM
SqN
TΩSLTP ℓ
LℓP − 2c2qMN ℓP δℓ
P . (6.22)
This indicates that ΩMN is totally tangent to the n-dimensional submanifold, i.e.,
qM
LqN
PΩLP = ΩMN . (6.23)
Considering
−hMN = −δℓMnN − ℓMδnN − δnM ℓN − nMδℓN + δqMN . (6.24)
we have
−hMN ℓNℓM = 2ℓMδℓ
M . (6.25)
Substituting this into ΩMN , we obtain
ΩMN = qM
SqN
TΩSLTP ℓ
LℓP + c2qMN (hLP ℓ
LℓP ) . (6.26)
Similarly, we can define a gauge-invariant quantity Ω¯MN by using Θ¯MN .
Now let us write down the components of ΩMN in the coordinate system {ya, zi}. For the warped product spacetime, the null
vectors ℓM and nM can be expressed as
ℓM = ℓa(dy
a)M , nM = na(dy
a)M . (6.27)
where ℓa and na are the nonvanishing coordinate components of ℓM and nM . Clearly, ℓa = ℓa(y) and na = na(y), they are
independent of the coordinates zi. The projection operator qMN can be expressed as
qM
N = (dzi)M
( ∂
∂zi
)N
. (6.28)
By these expressions, we can obtain all the components of the tensors we are studying. For example, ΦMN can be expressed as
ΦMN = ℓ
anbWaibj(dz
i)M (dz
j)N = c2wgij(dz
i)M (dz
j)N ,
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and ΩMN has a form
ΩMN = qM
SqN
TΩMLNP ℓ
LℓP + c1qMN (hLP ℓ
LℓP )
=
[
ℓaℓbΩaibj + c2wgij(ℓ
aℓbhab)
]
(dzi)M (dz
j)N
= Ωij(dz
i)M (dz
j)N . (6.29)
This indicates that components of ΩMN in this set of coordinates are given by
Ωij = ℓ
aℓbΩaibj + c2wgij(ℓ
aℓbhab) . (6.30)
Similarly, we can have the gauge-invariant tensor
Ω¯MN = Ω¯ij(dz
i)M (dz
j)N , (6.31)
where
Ω¯ij = n
anbΩaibj + c2wgij(n
anbhab) . (6.32)
Note that ΩMN and Ω¯MN are both traceless tensors. To see this, let us notice that Weyl tensor obeys, WLMPNgMN = 0. Its
perturbation equation is given by
ΩLMPNg
MN =WLMPNh
MN . (6.33)
Multiplying ℓL and ℓP on both sides of the above equation , we have
ℓLℓPΩLMPNg
MN − ℓLℓPWLMPNh
MN = ℓLℓPΩLMPNq
MN − ℓLℓPWLMPNh
MN
= ℓLℓPΩLMPN q
MN + qMNΦMN (ℓSℓTh
ST )
= qMNΩMN = 0. (6.34)
This completes our proof. Here we have used (6.17) and the symmetry of ΩMNLP . Using Eq.(6.30), we have from (6.34) that
gijΩij = g
ijℓaℓbΩaibj + nc2wℓ
aℓbhab = 0 . (6.35)
Now, let us consider another gauge-invariant variable. Taking use of ΦMN , we can construct a tensor as
BMN := ΦMN +ΦNM −
2
n
qLPΦLP qMN , (6.36)
which is identically vanishing. This suggests that
CMN := δBMN (6.37)
is an gauge-invariant variable. From the definition of ΦMN in Eqs.(6.15), one can have
δΦMN = δ
(
qM
SqN
TWSLTP ℓ
LnP
)
= δqM
SqN
TWSLTP ℓ
LnP + qM
SδqN
TWSLTP ℓ
LnP
+qM
SqN
TΩSLTP ℓ
LnP + q SM qN
TWSLTP δℓ
LnP + qM
SqN
TWSLTP ℓ
LδnP
= qM
SqN
TΩSLTP ℓ
LnP + c2w
[
δqM
SqNS + qMSδqN
S − qMN
(
nLδℓ
L + ℓLδn
L
)]
. (6.38)
Thus we obtain
CMN = δΦMN + δΦNM −
2
n
δ(qLPΦLP qMN ) = δΦMN + δΦNM −
2
n
qLP δΦLP qMN
−
2
n
δqLPΦLP qMN −
2
n
qLPΦLP δqMN = δΦMN + δΦNM −
2
n
qLP δΦLP qMN
−
2
n
c2wqLP δq
LP qMN − 2c2wδqMN =
(
qM
SqN
T + qN
SqM
T −
2
n
qMN q
ST
)
ΩSLTP ℓ
LnP
+2c2w
[
qNSδqM
S + qMSδqN
S −
1
n
qLP δq
LP qMN − δqMN
]
. (6.39)
From qMLqNP qLP = qMN , we have
qNSδqM
S + qMSδqN
S = δqMN − qM
LqN
P δqLP . (6.40)
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From Eq.(6.24), we get
qM
LqN
P δqLP = qM
LqN
PhLP , q
LP δqLP = q
LPhLP , qLP δq
LP = −qLPhLP . (6.41)
Substituting these into Eq.(6.39), we find that CMN can be written as
CMN =
(
qM
SqN
T + qN
SqM
T −
2
n
qMNq
ST
)
ΩSLTP ℓ
LnP
−2c2w
(
qM
LqN
PhLP −
1
n
qLPhLP qMN
)
. (6.42)
In the coordinate system {ya, zi}, this gauge-invariant variable can be expressed as
CMN = Cij(dz
i)M (dz
j)N , (6.43)
where
Cij = ℓ
anb
(
Ωaibj +Ωajbi −
2
n
gklΩakblgij
)
− 2c2w
(
hij −
1
n
gklhklgij
)
. (6.44)
In principle we can construct more gauge-invariant variables by considering other vanishing projections of Weyl tensor. But we
limit us to the above three variables, ΩMN , Ω¯MN and CMN in this paper. In addition, let us mention here that in fact, these three
variable can be expressed in terms of the gauge-invariant variables proposed by Kodama and Ishibashi. This has been shown in
Eqs.(A14), (A15) and (A20) in Appendix A.
C. Perturbation Equations of Gauge-invariant Variables
Substituting Eqs.(2.8) into Eq.(6.10), after a long and tedious calculation, we get the equation of component “aibj”. The
projection of this equation along ℓaℓb is given by
ℓaℓbΩaibj + ℓ
aℓb(c2wgijhab)− wℓ
aℓb(Ωaibj + c2wgijhab)−
4Λ
n
ℓaℓb(Ωaibj + c2wgijhab)
+
2
r2
γkmγlnℓaℓb(Ωambn + c2wgmnhab)Wˆikjl − (c2gijℓ
aℓbhab)
(
DcDcw +
n− 1
n
w2 −
4Λ
n
w
+n
Dcr
r
Dcw
)
+ 2
ℓaDar
r3
γkmγlmWˆimjnℓ
bDbhkl − 6
ℓaℓbDarDbr
r4
γkmγlmWˆimjnhkl
−
ℓaDar
r
wℓbDbhij +
n+ 2
n
ℓaℓbDarDbr
r2
whij +
n− 1
n
ℓaDar
r
wℓb
(
Dˆihbj + Dˆjhbi
)
+2
n− 1
n
wℓaℓbDarD
crhbcγij +
1
n
ℓaDar
r
wγijγ
klℓbDbhkl −
3
n
ℓaℓbDarDbr
r2
wγijγ
klhkl
= 0 . (6.45)
By using Eq. (6.6) and Eq.(6.30) the above equation can be further simplified to
ℓaℓbΩaibj + ℓ
aℓb(c2wgijhab)− wΩij −
4Λ
n
Ωij +
2
r2
γkmγlnΩijWˆikjl
−2(n+ 1)
(Dr)2
r2
ℓaℓb(c2wgijhab) + 2
ℓaDar
r3
γkmγlmWˆimjnℓ
bDbhkl
−6
ℓaℓbDarDbr
r4
γkmγlmWˆimjnhkl −
ℓaDar
r
wℓbDbhij +
n+ 2
n
ℓaℓbDarDbr
r2
whij
+
n− 1
n
ℓaDar
r
wℓb
(
Dˆihbj + Dˆjhbi
)
+ 2
n− 1
n
wℓaℓbDarD
crhbcγij
+
1
n
ℓaDar
r
wγijγ
klℓbDbhkl −
3
n
ℓaℓbDarDbr
r2
wγijγ
klhkl
= 0 . (6.46)
In the spacetime with warp product, one has
Ωaibj +(c2wgijhab) = ∇
c∇cΩaibj +∇
c∇c(c2wgijhab) + g
kl∇k∇lΩaibj + g
kl∇k∇l(c2wgijhab) . (6.47)
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For the former two terms in the right hand side of the above equation, we have
ℓaℓb∇c∇cΩaibj + ℓ
aℓb∇c∇c(c2wgijhab) = ℓ
aℓb(2Ωaibj)− 4ℓ
aℓb
Dcr
r
DcΩaibj
−
[
2
2
r
r
− 6
(Dr)2
r2
]
(ℓaℓbΩaibj) + ℓ
aℓb
[
2
(c2wgijhab)
]
− 4ℓaℓb
Dcr
r
Dc(c2wgijhab)
−
[
2
2
r
r
− 6
(Dr)2
r2
]
ℓaℓb(c2wgijhab) . (6.48)
On the other hand, for the latter two terms in the right hand side of the equation (6.47), we have
ℓaℓbgkl∇k∇lΩaibj + ℓ
aℓbgkl∇k∇l(c2wgijhab) = ℓ
aℓb
1
r2
∆ˆΩaibj + 2
ℓaℓbDarDbr
r4
γklΩikjl
+nℓaℓb
Dcr
r
DcΩaibj − 2
ℓaDar
r3
ℓbDˆk(Ωkibj +Ωbikj)− (n− 2)
ℓaDarD
cr
r2
ℓb(Ωcibj +Ωbicj)
+2
Dcr
r
ℓaℓb(DˆiΩacbj + DˆjΩaibc) + (D
crDdr)ℓaℓb(Ωadbc +Ωacbd)γij + ℓ
aℓb
1
r2
∆ˆ(c2whabgij)
−2(n+ 1)
(Dr)2
r2
(ℓaℓbΩaibj) + nc2(rD
crDcw)γij(ℓ
aℓbhab) + c2wγij
[
− 4
ℓaDar
r
ℓbDˆkhbk
+nrDcrℓaℓb(Dchab)− 2n(ℓ
aDarD
cr)ℓbhbc + 2
ℓaℓbDarDbr
r2
γklhkl
]
. (6.49)
To simplify this expression, let us consider the perturbations of the Bianchi identity (6.8) and
∇SWMNLP +∇LWMNPS +∇PWMNSL = 0 . (6.50)
Eq. (6.8) leads to
−hUV∇UWV NLP +∇
MΩMNLP − δC
MU
M WUNLP
−δCMN
UWMULP − δC
M
L
UWMNUP − δC
M
P
UWMULU
= 0 , (6.51)
while Eq. (6.50) gives
∇SΩMNLP − δC
U
SM WUNLP − δC
U
SN WMULP − δC
U
SL WMNUP − δC
U
SP WMNLU
+∇LΩMNPS − δC
U
LM WUNPS − δC
U
LN WMUPS − δC
U
LP WMNUS − δC
U
LS WMNPU
+∇PΩMNSL − δC
U
PM WUNSL − δC
U
PN WMUSL − δC
U
PS WMNUL − δC
U
PL WMNSU
= 0 . (6.52)
From Eq.(6.51), we have
−
1
r2
ℓb(DˆkΩkibj + Dˆ
kΩkjbi)− ℓ
bDcΩcibj − ℓ
bDcΩcjbi = 2c2r
2γijℓ
bhb
aDaw + c3wℓ
bDbhij
+c2wℓ
b(3Dbhij − Dˆihbj − Dˆjhbi) + 2(n− 1)c2wrD
arℓbhabγij − (4c2 + 2c3)w
ℓbDbr
r
hij
−(c3 + c2)wγijγ
klℓbDbhkl + 2c2wr
2γijℓ
bDchbc + 2c3wγijγ
kl ℓ
bDbr
r
hkl + 2c2wγijℓ
bDˆkhbk
+4
ℓbDbr
r3
γkmγlnhmnWˆkilj −
1
r2
γkmγlnℓbDbhmnWˆkilj + (n− 3)
Dcr
r
ℓb(Ωcibj +Ωcjbi)
−2
ℓbDbr
r3
γklΩikjl −
1
n
ℓbDbr
r
w
(
hij − γ
klhklγij
)
. (6.53)
From (6.52), we arrive at
ℓaℓbnc(DˆiΩajbc + DˆjΩaibc +DbΩajci +DbΩaicj − 2DcΩajbi) = c2wℓ
bDbhij − 2c2w
ℓbDbr
r
hij
−c1wℓ
b(Dbhij − Dˆihbj − Dˆjhbi − 2rγijD
arhab) + 2c2wgijℓ
aℓbnc(Dchab −Dbhac)
−2
ncDcr
r
ℓaℓbΩaibj + 2rℓ
aDarγijℓ
bℓcndneΩbdce +
ℓaDar
r
ℓbnc(Ωaicj +Ωajci) . (6.54)
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Combining above two equations, we obtain
−
1
r2
ℓa(DˆkΩkiaj + Dˆ
kΩkjai)− ℓ
aℓbnc(DˆiΩajbc + DˆjΩaibc) + 4n
cℓaℓbDcΩajbi
= 2c2r
2γijℓ
bhb
aDaw +
1
2
wℓbDb(hij −
1
n
γijγ
klhkl)−
n− 1
2n
wℓb(Dˆihbj + Dˆjhbi)
+2c2wγijℓ
bDˆkhbk − 4c2wr
2γijℓ
aℓbncDchab − 2c2wrD
arℓbhabγij −
1
n
w
ℓbDbr
r
hij
+2c3wγijγ
kl ℓ
bDbr
r
hkl + 4
ℓbDbr
r3
γkmγlnhmnWˆkilj −
1
r2
γkmγlnℓbDbhmnWˆkilj
−2
ℓbDbr
r3
γklΩikjl −
1
n
ℓbDbr
r
w
(
hij − γ
klhklγij
)
− 2rℓaDarγijℓ
bℓcndneΩbdce
−2(n− 4)
ncDcr
r
ℓaℓbΩaibj − (n− 2)
ℓcDcr
r
ℓanb(Ωaibj +Ωajbi) . (6.55)
To simplify the equation (6.49), we further need to consider the perturbation of gMNWMLNP = 0. The latter gives
ℓaℓbncndΩacbd + g
ijℓanbΩaibj = c1wℓ
anbhab + c2wg
ijhij , (6.56)
and
c3w(hij − gijg
klhkl)− 2c2w(ℓ
anbhab)gij − r
2gkmglnWˆikjlhmn − ℓ
anb(Ωiajb + Ωibja) + g
klΩikjl = 0 . (6.57)
Now we substitute these results (6.55),(6.9), (6.56), and (6.57) into Eq.(6.49), we find a lot of terms are beautifully canceled out,
and finally the equation becomes
ℓaℓbgkl∇k∇lΩaibj + gijℓ
aℓbgkl∇k∇l(c2whab) =
1
r2
ℓaℓb∆ˆΩaibj +
1
r2
ℓaℓb∆ˆ(c2whabgij)
+n
Dcr
r
ℓaℓbDcΩaibj + n
Dcr
r
ℓaℓbDc(c2whabgij)− 8
ℓeDer
r
ncℓaℓbDcΩaibj
−8
ℓeDer
r
ncℓaℓbDc(c2whabgij)− (n+ 8)
(Dr)2
r2
Ωij + 2(n+ 1)
(Dr)2
r2
ℓaℓb(c2wgijhab)
−n
ℓcℓdDcrDdr
r2
nbℓa(Ωbiaj +Ωaibj −
2
n
gklΩakblgij) + 2nc2w
ℓcℓdDcrDdr
r2
(
hij −
1
n
gklhklgij
)
. (6.58)
Substituting (6.48) and (6.58) into the perturbation equation (6.46), we arrive at
ℓaℓb
[
2
Ωaibj +
2
(c2wgijhab) +
1
r2
∆ˆΩaibj +
1
r2
∆ˆ(c2whabgij)
]
+ (n− 4)ℓaℓb
Dcr
r
DcΩaibj
+(n− 4)ℓaℓb
Dcr
r
Dc(c2wgijhab)− 8
ℓeDer
r
ncℓaℓbDcΩaibj − 8
ℓeDer
r
ncℓaℓbDc(c2whabgij)
−2
2
r
r
Ωij − (n+ 2)
(Dr)2
r2
Ωij − wΩij +
2
r2
γkmγlnΩmnWˆikjl −
4Λ
n
Ωij
−n
ℓcℓdDcrDdr
r2
nbℓa
(
Ωbiaj +Ωaibj −
2
n
gklΩakblgij
)
+ 2nc2w
ℓcℓdDcrDdr
r2
(
hij −
1
n
gklhklgij
)
= 0 . (6.59)
We are now further to deal with the above equation by considering the projection ℓaℓb. Note that ℓa does not depend on the
coordinates zi, thus one has Dˆiℓa = ∆ˆℓa = 0. In addition, in general, Daℓb 6= 0. To get the equation for the gauge-invariant
variable Ωij , let us further define two quantities κℓ and κn as
Daℓb = (ℓan
c + naℓ
c)(ℓbn
d + nbℓ
d)Dcℓd = −κnℓaℓb − κℓnaℓb , (6.60)
Danb = (ℓan
c + naℓ
c)(ℓbn
d + nbℓ
d)Dcnd = κnℓanb + κℓnanb , (6.61)
where
κℓ ≡ −n
dℓcDcℓd , κn ≡ −n
dncDcℓd . (6.62)
From (6.60) we can obtain
2
ℓc = −(Lℓκn + Lnκℓ + 2κnκℓ)ℓc , (6.63)
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where Lℓ and Ln are the Lie derivatives along the vectors ℓa and na. By using these relations we can obtain
Dc(Ωaibjℓ
aℓb) = ℓaℓb(DcΩaibj)− 2κnℓc(Ωaibjℓ
aℓb)− 2κℓnc(Ωaibjℓ
aℓb) , (6.64)
and
2
(Ωaibjℓ
aℓb) = 2Ωaibjℓ
aℓb − 4κnℓ
cDc(Ωaibjℓ
aℓb)− 4κℓn
cDc(Ωaibjℓ
aℓb)
+8κℓκn(Ωaibjℓ
aℓb)− 2(Lℓκn + Lnκℓ)(Ωaibjℓ
aℓb) . (6.65)
Next let us consider the extrinsic curvature of the n-dimensional submanifold N n (with the “radius” r). The meaning curvature
vectors of this submanifold (in abstract indices formalism) [31, 32]:
KM = −n
∇Mr
r
.
This meaning curvature vector is normal to the submanifold N n. In the coordinates {ya, zi}, it can be expressed as
KM = Ka(dy
a)M = −n
Dar
r
(dya)M . (6.66)
Thus the expansions of N n along the normal vectors ℓM and nM are given by
θ(ℓ) = −KMℓ
M = n
ℓaDar
r
, θ(n) = −KMn
M = n
naDar
r
. (6.67)
With these relations we finally obtain the perturbation equation for the gauge-invariant variable Ωij
2
Ωij +
∆ˆL − 2nK
r2
Ωij +
[
4κnℓ
c + 4κℓn
c −
n+ 4
n
θ(ℓ)nc −
n− 4
n
θ(n)ℓc
]
DcΩij
+2
[
Lℓκn + Lnκℓ − 4κℓκn +
n+ 4
n
κnθ
(ℓ) +
n− 4
n
κℓθ
(n)
]
Ωij
−
[
2
2
r
r
+ (n+ 2)
(Dr)2
r2
+ w +
4Λ
n
]
Ωij −
1
n
θ(ℓ)θ(ℓ)Cij = 0 . (6.68)
whereCij is defined in Eq.(6.44), and ∆ˆL is the Lichnerowicz operator on the Einstein manifold (N n, γij) defined in Eq.(3.11).
In the same way we can obtain the equations for the gauge-invariant variable Ω¯ij
2
Ω¯ij +
∆ˆL − 2nK
r2
Ω¯ij −
[
4κℓn
c + 4κnℓ
c +
n+ 4
n
θ(n)ℓc +
n− 4
n
θ(ℓ)nc
]
DcΩ¯ij
−2
[
Lnκℓ + Lℓκn + 4κnκℓ +
n+ 4
n
κℓθ
(n) −
n− 4
n
κnθ
(ℓ)
]
Ω¯ij
−
[
2
2
r
r
+ (n+ 2)
(Dr)2
r2
+ w +
4Λ
n
]
Ω¯ij −
1
n
θ(n)θ(n)Cij = 0 . (6.69)
Now, we turn to the variable CMN . To get the perturbation of the gauge-invariant variable, let us first introduce an auxiliary
tensor
CMLNP = ΩMLNP +ΩNLMP −
2
n
(qSTΩMSNT )qLP , (6.70)
its “aibj” components can be written as
Caibj = Ωaibj +Ωbiaj −
2
n
γklΩakblγij . (6.71)
Another auxiliary tensor HMN is defined as
HMN = qM
LqN
PhLP −
1
n
(qLPhLP )qMN , (6.72)
and its nontrivial components are
Hij = hij −
1
n
γklhklγij . (6.73)
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Considering the components “aibj” of the equations (6.10) and multiplying ℓanb on the equation, we have
ℓanbCaibj −
4Λ
n
(ℓanbCaibj) +
[ 2
r2
c2wγ
klCikjl −
8
r2
c2wγ
kmγlnWˆikjlHmn − 2c2wHij
+4(c2)
2w2Hij + 8c2c3w
2Hij + 2c1wn
aℓbCaibj − 2c3wℓ
anbCaibj − 4c2wℓ
anbCaibj
+
2
r2
ℓanbCakblγ
kmγlnWˆimjn
]
− 2
Dbr
r3
γkmγlmWˆimjnn
bDbHkl + 6
(Dr)2
r4
γkmγlmWˆimjnHkl
−3
(Dr)2
r2
wHij −
n− 2
n
w
Dcr
r
DcHij +
n− 1
n
w
Dcr
r
(
Dˆihcj + Dˆjhci −
2
n
Dˆkhkcγij
)
−4c2DcwD
cHij = 0 . (6.74)
Using (6.57) and the definition of Cij , this equation becomes
ℓanbgcd∇c∇dCaibj + ℓ
anbgkl∇k∇lCaibj − g
cd∇c∇d(2c2wHij)− g
kl∇k∇l(2c2wHij)−
4Λ
n
Cij
+
n− 2
n
wCij +
2
r2
Cklγ
kmγlnWˆimjn + 2c2Hij
(
DcDcw +
n− 1
n
w2 −
4Λ
n
w + n
Dcr
r
Dcw
)
−2
Dbr
r3
γkmγlmWˆimjnDbHkl + 6
(Dr)2
r4
γkmγlmWˆimjnHkl −
n− 2
n
w
Dcr
r
DcHij
+
n− 4
n
w
(Dr)2
r2
Hij +
n− 1
n
w
Dcr
r
(
Dˆihcj + Dˆjhci −
2
n
Dˆkhkcγij
)
= 0 . (6.75)
To simplify this equation, let us first deal with the D’Alembertian  = gab∇a∇b + gij∇i∇j . The term concerning with the
second part of the D’Alembertian is
ℓanbgkl∇k∇lCaibj = ℓ
anb
1
r2
∆ˆCaibj −
(Dr)2
r4
γklCikjl + 2
Dbr
r3
DˆkCkibj
−2
Dcr
r
gab(DˆiΩacbj + DˆjΩacbi −
2
n
DˆkΩacbkγij) + (n− 2)
DbrDcr
r2
Cbicj
+nℓanb
Dcr
r
DcCaibj − 2(n+ 1)
(Dr)2
r2
(ℓanbCaibj) . (6.76)
Note that we have from (6.51)
−
1
r2
DˆkCkiaj −D
bCbiaj = −
1
r2
γkmγlnWˆkiljDaHmn + 4
Dar
r
γkmγlnWˆkiljHmn
+(3c2 + c3)wDaHij −
Dar
r
2(3c2 + 2c3)wHij − c2w(Dˆihaj + Dˆjhai −
2
n
Dˆkhakγij)
−
Dar
r3
γklCikjl + (n− 3)
Dbr
r
Cbiaj , (6.77)
and from (6.52)
−
(
DˆiΩajbc + DˆjΩaibc −
2
n
γijDˆ
kΩakbc
)
−DbCaicj +DcCaibj =
Dcr
r
Cajbi
−
Dbr
r
Cajci + c1w(DcHijgab −DbHijgac) + c2w(DbHijgac −DcHijgab)
−2c2wHij(
Dbr
r
gac −
Dcr
r
gab) + c1wgac
(
Dˆihbj + Dˆjhbi −
2
n
Dˆkhbkγij
)
−c1wgab
(
Dˆihcj + Dˆjhci −
2
n
Dˆkhckγij
)
. (6.78)
Further using
gkl∇k∇lHij =
1
r2
∆ˆHij + n
Dar
r
DaHij − 2(n+ 1)
(Dr)2
r2
Hij + 2
Dcr
r
(
Dˆihcj + Dˆjhci −
2
n
Dˆkhckγij
)
, (6.79)
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and (6.6), we find the equation (6.77) can be rewritten as
ℓanbgkl∇k∇lCaibj = ℓ
anb
1
r2
∆ˆCaibj − 2
Dcr
r
[
−
1
r2
γkmγlnWˆkiljDcHmn
+3
Dcr
r3
γkmγlnWˆkiljHmn + (4c2 + c3 − c1)wDcHij +
Dcr
r
(4c2 + c3)wHij
+(c1 − c2)w
(
Dˆihcj + Dˆjhci −
2
n
Dˆkhckγij
)]
− (n− 2)
DarDbr
r2
Caibj
+4
Dcr
r
ℓanbDcCaibj + nℓ
anb
Dcr
r
DcCaibj − 2(n+ 2)
(Dr)2
r2
(ℓanbCaibj) . (6.80)
Thus substituting the above equation into (6.75), we have
ℓanbgcd∇c∇dCaibj − g
cd∇c∇d(2c2wHij)−
4Λ
n
Cij +
n− 2
n
wCij
+(n+ 4)
Dcr
r
DcCij − (n+ 6)
(Dr)2
r2
Cij +
1
r2
∆ˆCij +
2
r2
Cklγ
kmγlnWˆimjn
−(n− 2)
ℓcℓdDcrDdr
r2
(Caibjn
anb)− (n− 2)
ncndDcrDdr
r2
(Caibjℓ
aℓb)
= 0 . (6.81)
Further consider the following relation
ℓanb∇c∇cCaibj − ℓ
anb∇c∇c(2c2wHij) = ℓ
anb(2Caibj)− 4ℓ
anb
Dcr
r
DcCaibj
−
[
2
2
r
r
− 6
(Dr)2
r2
]
(ℓanbCaibj)−
2
(2c2wHij) + 4
Dcr
r
Dc(2c2wHij)
+
[
2
2
r
r
− 6
(Dr)2
r2
]
(2c2wHij) , (6.82)
we obtain the perturbation equation of the gauge-invariant variable Cij
2
Cij + n
Dcr
r
DcCij −
∆ˆL − 2nK
r2
Cij −
[
2
2
r
r
+ n
(Dr)2
r2
+
4Λ
n
−
n− 2
n
w
]
Cij
−2
(n− 2
n2
)[
θ(ℓ)θ(ℓ)Ω¯ij + θ
(n)θ(n)Ωij
]
= 0 , (6.83)
Equations (6.68), (6.69) and (6.83) are main results of this section. From these equations, we find the gauge-invariant perturba-
tion variables Ωij , Ω¯ij and Cij are coupled to each other. But they will be decoupled in some special cases, for instance, the
cases where n = 2 or r is a constant. This will be shown shortly.
D. The decomposition of Ωij , Ω¯ij and Cij
These three gauge-invariant variables are symmetric and traceless tensors. But in general, they are not transverse free. To see
this, for example, we can have from Eq.(A14) that
2DˆiΩij = ℓ
aℓbDa
(
∆ˆF
(1)
bj + Dˆ
iDˆjF
(1)
bi
)
− DˆiLˆij
(
ℓaℓbF
(0)
ab
)
= ℓaℓbDa
[(
∆ˆ + (n− 1)K
)
F
(1)
bj
]
−
n− 1
n
(
∆ˆ +K
)(
ℓaℓbDˆjF
(0)
ab
)
. (6.84)
Clearly it does not vanish in general. The similar holds for Ω¯ij and Cij .
These gauge-invariant quantities Ωij , Ω¯ij and Cij can be viewed as symmetric rank two tensors on the Einstein manifold
(N n, γij). Thus according to the decomposition theorem for symmetric tensor in [10], we can decompose the tensor Ωij as
Ωij = Ω
(2)
ij + DˆiΩ
(1)
j + DˆjΩ
(1)
i +ΩLγij + LˆijΩT , (6.85)
where Ω(2)ij is a transverse traceless symmetric tensor, and the scalar ΩL is the trace part of Ωij , i.e.,
ΩL = γ
ijΩij , (6.86)
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which is identically vanishing here. The scalar ΩT satisfies
∆ˆΩT = f , (6.87)
where f is a solution of
(∆ˆ + nK)f =
n
n− 1
LˆijΩij , (6.88)
and has a vanishing integral on N n, i.e.,
∫
N n
f = 0. Note that the function f always exists as shown in [10]. Finally the vector
Ω
(1)
i is divergence free, and satisfies the following equation
[∆ˆ + (n− 1)K]Ω
(1)
i = Dˆ
j
(
Ωij −
1
n
ΩLγij
)
−
n− 1
n
(Dˆif + nKDˆiΩT ) . (6.89)
We can do similar decomposition for tenors Ω¯ij and Cij .
Taking this decomposition and using Eqs.(A14), (A15), and (A20), we can find the relations between these three gauge-
invariant variables and the Kodama-Ishibashi variables as follows.
2ΩT = −ℓ
aℓbF
(0)
ab ,
2Ω
(1)
i = ℓ
aℓbDaF
(1)
bi ,
2Ω
(2)
ij = −ℓ
aℓbDa
[
r2Db
(h(2)Tij
r2
)]
,
2Ω¯T = −n
anbF
(0)
ab ,
2Ω¯
(1)
i = n
anbDaF
(1)
bi ,
2Ω¯
(2)
ij = −n
anbDa
[
r2Db
(h(2)Tij
r2
)]
,
2CT = F
(0)c
c = −2ℓ
anbF
(0)
ab ,
2C
(1)
i = −D
cF
(1)
ci ,
2C
(2)
ij = D
c
[
r2Dc
(h(2)Tij
r2
)]
. (6.90)
Some remarks are in order here. (1). All the Kodama-Ishibashi variables appear in (6.90) except for F (0). Note that in the case
without matter sources, F (0) is completely determined by F (0)cc through Eq.(3.20). Therefore in principle, one can determine
these Kodama-Ishibashi variables once those Teukolsky-like variables are known, and vice versa. (2). Those relations in (6.90)
tell us that all the Kodama-Ishibashi variables come from some perturbations of projections of Weyl tensor of the spacetime
through the two null vectors ℓM and nM and the projection tensor qMN . This implies that all the Kodama-Ishibashi variables
have a same origin. (3). Those relations (6.90) also implies that the perturbation equations of the Kodama-Ishibashi variables are
identical to the perturbation equations of the Teukolsky-like variables found in this paper in the case without matter fields. (4).
When matter fields are present, at the moment we are not sure whether those relations in (6.90) are still valid or not, although
we expect those relations or their generalizations holds as well.
In the next subsubsections, we will explicitly give the perturbation equations for these scalar, vector, and tensor parts of these
Teukolsky-like variables.
1. Scalar type equation
For the simplicity of those perturbation equations, we rewrite Eqs. (6.68), (6.69), and (6.83) as
2
Ωij +X
cDcΩij −
∆ˆL − 2nK
r2
Ωij + VΩΩij −
1
n
θ(ℓ)θ(ℓ)Cij = 0 , (6.91)
2
Ω¯ij + X¯
cDcΩij −
∆ˆL − 2nK
r2
Ω¯ij + V¯Ω¯Ωij −
1
n
θ(n)θ(n)Cij = 0 , (6.92)
and
2
Cij + Z
cDcCij −
∆ˆL − 2nK
r2
Cij + VCCij
−2
(n− 2
n2
)[
θ(ℓ)θ(ℓ)Ω¯ij − θ
(n)θ(n)Ωij
]
= 0 , (6.93)
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by introducing three vectors, Zc = nDcr/r, Xc and X¯c,
Xc = 4κnℓ
c + 4κℓn
c −
n+ 4
n
θ(ℓ)nc −
n− 4
n
θ(n)ℓc , (6.94)
X¯c = −4κℓn
c − 4κnℓ
c −
n+ 4
n
θ(n)ℓc −
n− 4
n
θ(ℓ)nc . (6.95)
and three scalars, VΩ, V¯Ω¯, and VC , respectively,
VΩ = 2
(
Lℓκn + Lnκℓ − 4κℓκn +
n+ 4
n
κnθ
(ℓ) +
n− 4
n
κℓθ
(n)
)
−
[
2
2
r
r
+ (n+ 2)
(Dr)2
r2
+ w +
4Λ
n
]
, (6.96)
V¯Ω¯ = −2
(
Lnκℓ + Lℓκn + 4κnκℓ +
n+ 4
n
κℓθ
(n) −
n− 4
n
κnθ
(ℓ)
)
−
[
2
2
r
r
+ (n+ 2)
(Dr)2
r2
+ w +
4Λ
n
]
, (6.97)
VC = −2
2
r
r
− n
(Dr)2
r2
−
4Λ
n
+
n− 2
n
w . (6.98)
To get the equation for ΩT , let us consider the action of Lˆij on Eq.(6.91). By using following relation
−Lˆij∆ˆLΩij = Lˆ
ij [(∆ˆ− 2nK)Ωij + 2WˆikjlΩ
kl]
= Lˆij(∆ˆ− 2nK)Ωij + 2Dˆ
iDˆj(WˆikjlΩ
kl) = ∆ˆLˆijΩij
−2KDˆiDˆjΩij − 2RˆikjlDˆ
iDˆjΩkl + 2WˆikjlDˆ
iDˆjΩkl
= ∆ˆLˆijΩij , (6.99)
we have
2
(LˆijΩij) +X
cDc(Lˆ
ijΩij) +
∆ˆ + 2nK
r2
(LˆijΩij) + VΩ(Lˆ
ijΩij)−
1
n
θ(ℓ)θ(ℓ)(LˆijCij) = 0 . (6.100)
Together with Eq.(6.87) and Eq.(6.88), we find the equation for ΩT :
(∆ˆ + nK)∆ˆ
{
E [ΩT ]
}
= 0 , (6.101)
where E [ΩT ] is defined as
E [ΩT ] =
2
ΩT +X
cDcΩT +
∆ˆ + 2nK
r2
ΩT + VΩΩT −
1
n
θ(ℓ)θ(ℓ)CT . (6.102)
This implies that E [ΩT ] belongs to the kernel of the elliptic operator (∆ˆ + nK)∆ˆ. When the eigenvalue of the operator
(∆ˆ + nK)∆ˆ does not vanish, we have
2
ΩT +X
cDcΩT +
∆ˆ + 2nK
r2
ΩT + VΩΩT −
1
n
θ(ℓ)θ(ℓ)CT = 0 . (6.103)
This is the perturbation equation of the variable ΩT . On the other hand, when the eigenvalue of the operator (∆ˆ + nK)∆ˆ
vanishes, the equation (6.101) is trivially satisfied.
Similarly, we can get the equations for Ω¯T and CT as
2
Ω¯T + X¯
cDcΩ¯T +
∆ˆ + 2nK
r2
Ω¯T + V¯Ω¯Ω¯T −
1
n
θ(n)θ(n)CT = 0 , (6.104)
and
2
CT + Z
cDcCT +
∆ˆ + 2nK
r2
CT + VCCT
−2
(n− 2
n2
)[
θ(ℓ)θ(ℓ)Ω¯T + θ
(n)θ(n)ΩT
]
= 0 . (6.105)
These are the scalar type equations for the gauge-invariant perturbation variables Ωij , Ω¯ij and Cij . Let us remind here that these
equations exactly hold for generic modes because we have applied operator Lˆij on the equations (6.91), (6.92), and (6.93) as in
subsec.V B.
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2. Vector type equation
In the same way as in the previous subsection, we obtain the equations for Ω(1)i , Ω¯
(1)
i , and C
(1)
i as
2
Ω
(1)
i +X
cDcΩ
(1)
i +
∆ˆ + (n+ 1)K
r2
Ω
(1)
i + VΩΩ
(1)
i −
1
n
θ(ℓ)θ(ℓ)C
(1)
i = 0 . (6.106)
2
Ω¯
(1)
i + X¯
cDcΩ¯
(1)
i +
∆ˆ + (n+ 1)K
r2
Ω¯
(1)
i + V¯Ω¯Ω¯
(1)
i −
1
n
θ(n)θ(n)C
(1)
i = 0 , (6.107)
and
2
C
(1)
i + Z
cDcC
(1)
i +
∆ˆ + (n+ 1)K
r2
C
(1)
i + VCC
(1)
i
−2
(n− 2
n2
)[
θ(ℓ)θ(ℓ)Ω¯
(1)
i + θ
(n)θ(n)Ω
(1)
i
]
= 0 , (6.108)
respectively. These are the vector type equations for the gauge-invariant perturbation variables Ωij , Ω¯ij and Cij . Note that the
Lichnerowicz operator ∆ˆL does not appear in the scalar and vector type equations, the same as in the situations of the scalar and
vector equations for the corresponding Kodama-Ishibashi variables discussed in Sec.III. In addition, as the scalar type equations,
these vector type equations holds for generic modes if spectral expansion is done.
3. Tensor type equation
By subtracting Eqs.(6.103) and (6.106) from Eq.(6.91), we obtain the tensor type equation of Ω(2)ij as
2
Ω
(2)
ij +X
cDcΩ
(2)
ij −
∆ˆL − 2nK
r2
Ω
(2)
ij + VΩΩ
(2)
ij −
1
n
θ(ℓ)θ(ℓ)C
(2)
ij = 0 , (6.109)
Similarly we can arrive at
2
Ω¯
(2)
ij + X¯
cDcΩ¯
(2)
ij −
∆ˆL − 2nK
r2
Ω¯
(2)
ij + V¯Ω¯Ω¯
(2)
ij −
1
n
θ(n)θ(n)C
(2)
ij = 0 , (6.110)
and
2
C
(2)
ij + Z
cDcC
(2)
ij −
∆ˆL − 2nK
r2
C
(2)
ij + VCC
(2)
ij
−2
(n− 2
n2
)[
θ(ℓ)θ(ℓ)Ω¯
(2)
ij + θ
(n)θ(n)Ω
(2)
ij
]
= 0 . (6.111)
Note that the Lichnerowicz operator ∆ˆL is present in the above equations, as in (3.10).
E. Some special cases
We have obtained the equations for the gauge-invariant variables Ωij , Ω¯ij and Cij . These equations form a closed system and
in general they are coupled to each other. In this subsection, we will show they are decoupled in four dimensions. When r keeps
as a constant, these equations are also decoupled.
1. Four dimensional case
From the relation (A20), we have
2Cij = −(n− 2)rD
crDc
(h(2)Tij
r2
)
+ [∆ˆL − 2(n− 1)K]
(h(2)Tij
r2
)
+(n− 2)
Dcr
r
(
DˆiF
(1)
cj + DˆjF
(1)
ci
)
− (n− 2)Lˆij
(F (0)
r2
)
. (6.112)
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Here we have used equations (3.10), (3.15) and (3.20). In the four dimensional case, the above equation reduces to
2Cij = −[∆ˆ− 2K]
(h(2)Tij
r2
)
. (6.113)
Note that in the four dimension case, h(2)Tij must vanish. This means Cij = 0 when n = 2. Thus, Eqs. (6.83), (6.68) and (6.69)
decouple from each other, and only two independent equations remain:
2
Ωij +X
cDcΩij −
∆ˆL − 2nK
r2
Ωij + VΩΩij = 0 , (6.114)
and
2
Ω¯ij + X¯
cDcΩ¯ij −
∆ˆL − 2nK
r2
Ω¯ij + V¯Ω¯Ω¯ij = 0 . (6.115)
In fact, Ωij and Ω¯ij have only vector and scalar components in four dimensions. One can easily get the equations of these scalar
and vector perturbations from the discussions in the previous subsection.
2. Constant radius case
When r is a constant, we have Dar = θ(ℓ) = θ(n) = 0. In this case, Eqs. (6.83), (6.68) and (6.69) are decoupled, and these
equations reduce to
2
Ωij −
∆ˆL + 2(n− 1)K
r2
Ωij + 4(κnℓ
c + κℓn
c)DcΩij
+2
(
Lℓκn + Lnκℓ − 4κℓκn
)
Ωij = 0 , (6.116)
2
Ω¯ij −
∆ˆL + 2(n− 1)K
r2
Ω¯ij − 4(κnℓ
c + κℓn
c)DcΩ¯ij
−2
(
Lℓκn + Lnκℓ + 4κℓκn
)
Ω¯ij = 0 , (6.117)
and
2
Cij −
∆ˆL − 2(n+ 1)K
r2
Cij = 0 , (6.118)
respectively. Here we have used the relation (n− 1)K/r2 = 2Λ/n from Eq.(6.1) and Eq.(2.4).
Note that the equation of Cij is independent of the null vectors. As a result, it is quite useful to discuss the stability of this
kind geometry in higher dimensions. In addition, let us note that from Eq.(6.112), one can see that Cij does not include vector
part. Thus the tensor and scalar parts of Eq.(6.118) have forms
2
C
(2)
ij −
∆ˆL − 2(n+ 1)K
r2
C
(2)
ij = 0 , (6.119)
and
2
CT +
∆ˆ + 2(n+ 1)K
r2
CT = 0 . (6.120)
Thus once the spectral expansion on the Einstein manifold (N n, γij) is made, one can easily discuss the stability of such kind
of spacetime (n > 2).
Our discussion can be extended to the Einstein-Maxwell theory, and similar equations should exist. Thus one can study the
stability of the near horizon geometry of extremal black holes. The discussions in this section support the conclusion by Durkee
and Reall in a recent paper [19].
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VII. SUMMARY AND DISCUSSION
In this paper, we have studied the linear perturbations of an (m+n)-dimensional spacetime with warped product metric (2.1).
By use of the gauge-invariant variables proposed by Kodama and Ishibashi, we have obtained the most general perturbation
equations for these variables, i.e., Eqs. (3.10), (3.14), (3.15), (3.17), (3.18), (3.19), and (3.20). Here we have used the decompo-
sition theorems of tensors on the submanifold (N n, γij ) and spectral expansion method has not been used. These equations are
related by the perturbation equations of the Bianchi identity, i.e., Eqs.(3.25), (3.26), and (3.27).
When m = 2, by using these perturbation equations, we are able to obtain the master equations for the tenor and vector
perturbations. The master equation (5.38) for the scalar perturbation can be obtained only in the case without matter sources.
In obtaining the master equation (5.38) of the scalar Ω, we have not used the Fourier transformation with respect to the time
coordinate in the usual way, instead taken use of the property of the Kodama vector.
By introducing three Teukolsky-like gauge-invariant variables Ωij , Ω¯ij , and Cij and considering perturbation equations of
Penrose wave equations, we have obtained the perturbation equations of the three Teukolsky-like variables in the (2 + n)-
dimensional Einstein spacetime. The three equations form a closed set of equations. In general the three equations are coupled
to each other, and decouple only in some special cases, for instance, in four dimensional case or in the case with a constant
warped factor. In particular, we have found that the three Teukolsky-like gauge-invariant variables can be expressed in terms
of the Kodama-Ishibashi gauge-invariant variables. This implies that the perturbation equations of three Teukolsky-like gauge-
invariant perturbation variables are equivalent to the perturbation equations of the Kodama-Ishibashi variables [see (6.90)] . On
the other hand, the relations (6.90) between the Teukolsky-like variable and Kodama-Ishibashi variables give the origin of those
Kodama-Ishibashi gauge-invariant variables: they all come from the perturbation of some projections of Weyl tensor.
With our perturbation equations of the Kodama-Ishibashi gauge-invariant variables, we have obtained a complete gauge-
invariant theory. We can further make spectral analysis in a natural way. For example, the scalar-type and vector-type harmonic
tensors introducing in [14]
Si = −
1
k
DˆiS ,
Sij =
1
k2
DˆiDˆjS+
1
n
γijS ,
Vij = −
1
k2
(DˆiVj + DˆjVi) , (7.1)
are not necessary in our spectral expansion. Thus some problems concerning with some special modes due to introducing these
scalar-type and vector-type harmonic tensors can be avoided. In our mode expansion, for every mode, these gauge-invariant
variables always exist and keep gauge-invariant, and those special modes can be easily dealt with. In this sense, our perturbation
equations in terms of the Kodama-Ishibashi gauge-invariant variables make the perturbation theory be complete.
Let us stress here that we have established the relations (6.90) between the Teukolsky-like gauge-invariant variables and the
Kodama-Ishibashi variables only in the case of (2 + n)-dimensional Einstein spacetime without matter sources. At the moment
we are not sure whether these relations still valid or not in a general case with matter sources. In addition, It would be great
interesting to investigate whether one can construct some gauge-invariant variables from the Teukolsky-like variables, Ωij , Ω¯ij ,
and Cij , so that corresponding equations for those gauge-invariant variables become decoupled each other.
Finally let us notice that in establishing the perturbations theory of spacetime, the decomposition theorems of tensor plays a
crucial role. If (N n, γij) is a closed Einstein manifold, Ishibashi and Wald have given a rigorous proof on these decomposition
theorems [10]. However, when (N n, γij) is noncompact, a rigorous proof is still absent for these decomposition theorems,
although it is widely believed that these theorems are also valid.
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Appendix A: Perturbation of Weyl tensor
In this appendix, we give a detailed calculation to get the relations between the Teukolsky-like variables Ωij , Ω¯ij , and Cij and
the Kodama-Ishibashi variables.
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1. The perturbation of Weyl tensor
With the perturbation of metric gMN → gMN + hMN , one has
δRMNL
P = −
1
2
[
(∇M∇N −∇N∇M )h
P
L + (∇M∇Lh
P
N −∇N∇Lh
P
M )− (∇M∇
PhNL −∇N∇
PhML)
]
, (A1)
and δRMNLP = gSP δRMNLS +RMNLShSP . Thus the perturbation of Ricci tensor has the form
δRMN = −
1
2
[
∇L∇Mh
L
N +∇L∇Nh
L
M −hMN −∇M∇Nh
L
L
]
, (A2)
and the perturbation of scalar curvature δR = gMNδRMN −RMNhMN . The perturbation of Weyl tensor
WMNLP = RMNLP −
1
n
(gMLRPN − gMPRLN − gNLRPM + gNPRLM )
+
1
n(n+ 1)
R(gMLgPN − gMP gLN) . (A3)
can be expressed as
δWMNLP = δRMNLP −
1
n
(hMLRPN − hMPRLN − hNLRPM + hNPRLM )
−
1
n
(gMLδRPN − gMP δRLN − gNLδRPM + gNP δRLM )
+
1
n(n+ 1)
R(hMLgPN + gMLhPN − hMP gLN − gMPhLN)
+
1
n(n+ 1)
δR(gMLgPN − gMP gLN) . (A4)
For the Einstein spacetime with RMN = (2/n)ΛgMN , we have δRMN = (2/n)ΛhMN , the above equation is reduced to
δWMNLP = gSP δRMNL
S −
2Λ
n2
(gMLhPN − gMPhLN − gNLhPM + gNPhLM )
+RMNL
ShSP +
2Λ
n2(n+ 1)
(hMLgPN − hMP gLN − hNLgPM + hNP gLM ) . (A5)
Note that one has for Einstein spacetime,
WMNLP = RMNLP −
2Λ
n(n+ 1)
(gMLgPN − gMP gLN ) . (A6)
Thus we can obtain
δWMNLP = gSP δRMNL
S +WMNL
ShSP −
2Λ
n(n+ 1)
(hMLgPN − hNLgPM ) . (A7)
2. Expressed by Kodama-Ishibashi Variables
Substituting (A1) into (A7), we have
ΩMNLP ≡ δWMNLP = −
1
2
[
(∇M∇N −∇N∇M )hLP + (∇M∇LhNP −∇N∇LhMP )
−(∇M∇PhNL −∇N∇PhML)
]
+WMNL
ShSP
−
2Λ
n(n+ 1)
(hMLgPN − hNLgPM ) . (A8)
By use of Eq. (2.8), we get the “aibj” components of ΩMNLP
Ωaibj = −
1
2
[
(∇a∇i −∇i∇a)hbj + (∇a∇bhij −∇i∇bhaj)
−(∇a∇jhbi −∇i∇jhab)
]
− c2wgabhij −
2Λ
n(n+ 1)
habgij . (A9)
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Expressing the covariant derivative∇M by Da and Dˆi, the above equation can be rewritten as
Ωaibj = −
1
2
[Dar
r
(Dˆjhbi − Dˆihbj) +
Dbr
r
(Dˆjhai − Dˆihaj)−
Dar
r
Dbhij
−
Dbr
r
Dahij + γijrD
cr(Dchab −Dbhac −Dahbc)− 2
(DaDbr
r
−
DarDbr
r2
)
hij
−DaDˆjhbi −DbDˆihaj +DaDbhij + DˆiDˆjhab
]
−
2Λ
n(n+ 1)
(habr
2γij)− c2wgabhij . (A10)
Multiplying ℓaℓb on both sides of the above equation leads to
ℓaℓbΩaibj = −
1
2
ℓaℓb
[
− 2
Dar
r
Dbhij − 2
(DaDbr
r
−
DarDbr
r2
)
hij + γijrD
cr(Dchab − 2Dahbc)
−DaDˆjhbi −DbDˆihaj +DaDbhij + DˆiDˆjhab
]
−
2Λ
n(n+ 1)
(ℓaℓahabr
2γij) , (A11)
From which we can read out the gauge-invariant variable Ωij defined in (6.30) as
Ωij = −
1
2
ℓaℓb
[
− 2
Dar
r
Dbhij − 2
(DaDbr
r
−
DarDbr
r2
)
hij
−DaDˆjhbi −DbDˆihaj +DaDbhij + DˆiDˆjhab
]
. (A12)
Substituting the decomposition of hai and hij in Eqs.(3.1) and (3.2), the above expression can be rewritten as
−2Ωij = ℓ
aℓb
{
− 2
Dar
r
Dbh
(2)
Tij − 2
(DaDbr
r
−
DarDbr
r2
)
h
(2)
Tij +DaDbh
(2)
Tij
+DaDb
(
Dˆih
(1)
Tj + Dˆjh
(1)
Ti
)
− 2
(DaDbr
r
−
DarDbr
r2
)(
Dˆih
(1)
Tj + Dˆjh
(1)
Ti
)
−2
Dar
r
Db
(
Dˆih
(1)
Tj + Dˆjh
(1)
Ti
)
−Da
(
Dˆjh
(1)
bi + Dˆih
(1)
bj
)
+ Lˆij
[
hab − 2Dahb
+DaDbhT − 2
(DaDbr
r
−
DarDbr
r2
)
hT − 2
Dar
r
DbhT
]}
. (A13)
We find that this gauge-invariant variable can be expressed in terms of the Kodama-Ishibashi variables defined in Eq.(3.7) as
2Ωij = −ℓ
aℓbDa
[
r2Db
(h(2)Tij
r2
)]
+ ℓaℓbDa
(
DˆiF
(1)
bj + DˆjF
(1)
bi
)
− Lˆij
(
ℓaℓbF
(0)
ab
)
. (A14)
Similarly, we can obtain
2Ω¯ij = −n
anbDa
[
r2Db
(h(2)Tij
r2
)]
+ nanbDa
(
DˆiF
(1)
bj + DˆjF
(1)
bi
)
− Lˆij
(
nanbF
(0)
ab
)
. (A15)
Next we consider Cij . From equation (A10), we have
−2ℓanb
[
Ωaibj +Ωajbi −
2
n
γijγ
klΩakbl − 2c2w
(
hij −
1
n
γijγ
klhkl
)]
= −ℓanbDb
(
Dˆihaj + Dˆjhai −
2
n
Dˆkhakγij
)
− ℓbnaDb
(
Dˆihaj + Dˆjhai −
2
n
Dˆkhakγij
)
−2ℓanb
Dar
r
Db
(
hij −
1
n
γijγ
klhkl
)
− 2ℓbna
Dar
r
Db
(
hij −
1
n
γijγ
klhkl
)
−4ℓanb
DaDbr
r
(
hij −
1
n
γijγ
klhkl
)
+ 4ℓanb
DarDbr
r2
(
hij −
1
n
γijγ
klhkl
)
+2ℓanbDaDb
(
hij −
1
n
γijγ
klhkl
)
+ 2Lˆij(ℓ
anbhab) . (A16)
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With gab = −ℓanb − naℓb, this equation can be transformed into
−2ℓanb
[
Ωaibj +Ωajbi −
2
n
γijγ
klΩakbl − 2c2w
(
hij −
1
n
γijγ
klhkl
)]
= Da
(
Dˆihaj + Dˆjhai −
2
n
Dˆkhakγij
)
+ 2
Dbr
r
Db
(
hij −
1
n
γijγ
klhkl
)
+2
DbDbr
r
(
hij −
1
n
γijγ
klhkl
)
− 2
(Dr)2
r2
(
hij −
1
n
γijγ
klhkl
)
−DbDb
(
hij −
1
n
γijγ
klhkl
)
− Lˆij(hc
c) . (A17)
Substituting the decomposition of hai and hij in Eqs.(3.1) and (3.2) into the above equation yields
−2ℓanb
[
Ωaibj +Ωajbi −
2
n
γijγ
klΩakbl − 2c2w
(
hij −
1
n
γijγ
klhkl
)]
= −DcDch
(2)
Tij + 2
Dcr
r
Dch
(2)
Tij + 2
DcDcr
r
h
(2)
Tij − 2
DcrDcr
r2
h
(2)
Tij
−DcDc
(
Dˆih
(1)
Tj + Dˆjh
(1)
Ti
)
+ 2
Dcr
r
Dc
(
Dˆih
(1)
Tj + Dˆjh
(1)
Ti
)
+Dc
(
Dˆih
(1)
cj + Dˆjh
(1)
ci
)
+ 2
DcDcr
r
(
Dˆih
(1)
Tj + Dˆjh
(1)
Ti
)
−2
DcrDcr
r2
(
Dˆih
(1)
Tj + Dˆjh
(1)
Ti
)
− Lˆij
[
h cc +D
cDchT
−2
Dcr
r
DchT − 2
DcDcr
r2
hT + 2
DcrDcr
r2
hT − 2D
chc
]
. (A18)
By using the gauge-invariant variables in Eq.(3.7), we have
−2ℓanb
[
Ωaibj +Ωajbi −
2
n
γijγ
klΩakbl − 2c2w
(
hij −
1
n
γijγ
klhkl
)]
= −Dc
[
r2Dc
(h(2)Tij
r2
)]
+Dc
(
DˆiF
(1)
cj + DˆjF
(1)
ci
)
− LˆijF
(0)c
c . (A19)
Thus we obtain the expression for Cij in terms of the gauge-invariant variables by Kodama and Ishibashi as
2Cij = D
c
[
r2Dc
(h(2)Tij
r2
)]
−Dc
(
DˆiF
(1)
cj + DˆjF
(1)
ci
)
+ LˆijF
(0)c
c . (A20)
Eqs.(A14), (A15) and (A20) are main results of this section.
Appendix B: Penrose Wave Equation
The Penrose wave equation can be obtained by differential of the Bianchi identity. Consider the covariant derivative of the
Bianchi identity
∇T∇SRMNLP +∇T∇LRMNPS +∇T∇PRMNSL = 0 ,
∇P∇SRMNLT +∇P∇LRMNTS +∇P∇TRMNSL = 0 ,
∇L∇SRMNTP +∇L∇TRMNPS +∇L∇PRMNST = 0 . (B1)
The first equation in (B1) minus the second and the third leads to
∇T∇SRMNLP + (∇T∇LRMNPS −∇L∇TRMNPS) + (∇T∇PRMNSL −∇P∇TRMNSL)
+(∇P∇LRMNST −∇L∇PRMNST )−∇P∇SRMNLT −∇L∇SRMNTP
= ∇T∇SRMNLP +RTLM
URUNPS +RTLN
URMUPS +RTLP
URMNUS +RTLS
URMNPU
+RTPM
URUNSL +RTPN
URMUSL +RTPS
URMNUL +RTPL
URMNSU
+RPLM
URUNST +RPLN
URMUST +RPLS
URMNUT +RPLT
URMNSU
−∇P∇SRMNLT −∇L∇SRMNTP = 0 . (B2)
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One can obtain from the above equation that
RMNLP + 2RSLM
URUNP
S + 2RSLN
URMUP
S + (RSLPU +RSPUL)RMN
US
+RL
URMNPU +RP
URMNUL −∇P∇
SRMNLS −∇L∇
SRMNSP = 0 . (B3)
By considering the symmetry of Riemann tensor, we can rewrite the above equation as
RMNLP + 2RSLM
URUNP
S + 2RSLN
URMUP
S +RSULPRMN
SU +RL
URMNPU +RP
URMNUL
+∇P∇MRLN −∇P∇NRLM −∇L∇MRNP +∇L∇NRMP = 0 . (B4)
Substituting Eqs.(6.1) and (A6), we can arrive at the so called Penrose wave equation (6.2) for the Einstein spacetime. In fact,
one can also obtain the wave equation (6.2) from the so called de Rham wave equation [26].
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