The problem to construct an OBDD cover of minimal size for an incompletely speci ed Boolean function arises in several applications in the CAD domain, e. g. the veri cation of sequential machines and the construction of OBDDs for incompletely speci ed circuits. The complexity of this problem is determined. The decision problem is NP{complete. E cient approximation algorithms exist only if NP=P.
INTRODUCTION
The following problem is investigated. Given an incompletelyspeci ed function f: f0; 1g n ! f0; 1; g, where stands for \don't care", construct a representation of minimal size for a cover f of f, i. e. a total function f : f0; 1g n ! f0; 1g, where f (a) = f(a) for all a with f(a) 6 = . The representations we are interested in are OBDDs (ordered binary decision diagrams) for a xed variable ordering. For the de nition of OBDD, we refer to Bryant 3] . Our problem has a lot of applications. In order to construct the set of reachable states of a nite state machine Coudert, Berthet and Madre 5] have noted that one may search for new states from each set of states between the set of states reached for the rst time in the last round of the algorithm and the set of states ever reached. Hence, they work with OBDDs for incompletely speci ed functions. Small OBDD covers are also useful, if one works with incompletely speci ed circuits. Further applications and heuristic algorithms have been presented by Chang Kohavi 10] . This note is organized as following. In Section 2 the problem is de ned formally. In Section 3 we prove that the decision variant of the minimum OBDD cover problem is NP{complete. Finally, we investigate in Section 4 the complexity of approximating the minimum OBDD cover. Under the hypothesis NP 6 = P we can derive from the new and amazing theory of probabilistically checkable proof systems (Arora, Lund, Motwani, Sudan and Szegedy 1]) that the problem has neither approximation schemes nor polynomial time approximation algorithms whose results are only by a constant factor or a slowly increasing function larger than the optimal result. With our results we know that we have to be satis ed with heuristic algorithms which sometimes compute bad results and often quite satisfactory results. It is essential that the OBDDs G 1 and G 2 computed from G in the MBC p EBM reduction are not larger than G. Hence, each approximation algorithm for EBM leads to an approximation algorithm for MBC with the same properties and our complexity theoretic results for MBC hold also for EBM.
THE EXACT BDD MINIMIZATION PROBLEM EBM

EBM AND MBC ARE NP{COMPLETE
The following notion is useful. The incompletely speci ed functions f; g: f0; 1g n ! f0; 1; g are called compatible, if f(a) = g(a) for all a 2 f0; 1g n such that f(a) 6 = and g(a) 6 = .
Compatible functions have a common cover and vice versa. 
EBM AND MBC ARE HARD TO APPROXIMATE
Some NP-complete problems like the knapsack problem or the vertex cover problem have e cient approximation algorithms which guarantee that the solution presented by the algorithm is only by a small factor (1 + " for the knapsack problem or 2 for the vertex cover problem) larger than the optimal solution. The ratio of the value (size of the OBDD) of the solution computed by an algorithm A and the value of an optimal solution for some input I is the performance ratio R A (I). The worst case performance ratio is de ned as R A (n) := supfR A (I) j I input instance of size ng:
The practical use of e cient approximation algorithms with small worst case performance ratio is evident. For our problems small means a small constant or a slowly increasing function like log jGj. Such algorithms are not possible, if NP 6 = P. We derive these results from similar results for the coloring problem. This rather technical result has concrete implications. Using the theory of probabilistically checkable proof systems (Arora, Lund, Motwani, Sudan and Szegedy 1]) Khanna, Linial and Safra 9] and Lund and Yannakakis 11] have proved that under the hypothesis NP 6 = P there exists a constant " > 0 such that the chromatic number (the minimal number of colors) of a graph cannot be approximated within a factor n " in polynomial time. If MBC (or EBM) can be approximated within a factor s " , then the chromatic number can be approximated within a factor n for each < 3". This follows directly from Proposition 2. Hence, we have proved the following result.
Theorem 2: If NP 6 = P, there exists some " > 0 such that each polynomial time approximation algorithm for EBM or MBC has a worst case performance ratio of at least s " . This result implies under the hypothesis NP 6 = P that no polynomial time algorithm for EBM or MBC guarantees good results. Finally, we ask which constant " can be chosen in Theorem 2. This question can be answered with results of very recent research based on a stronger complexity theoretic assumption than NP 6 = P. Let NP be the class of problems solvable nondeterministically in quasi{polynomial time, i.e. time n p(logn) for some polynomial p, and ZPP be the class of problems solvable be probabilistic algorithms with zero error in quasi{polynomial time. New results on probabilistically checkable proof systems by Bellare, Goldreich and Sudan 2] and a new reduction from clique to chromatic number by F urer 6] imply that, if NP 6 ZPP, the chromatic number cannot be approximated in polynomial time within a factor of n " for each " < 1=5. Then Proposition 2 leads to the following result. 
CONCLUSION
The complexity of the exact BDD minimization problem EBM and the minimum OBDD cover problem MBC is determined. The problems are NP{complete and good approximation problems exist only if NP=P. This answers a question posed by Shiple, Hojati, Sangiovanni{Vincentelli and Brayton 13] and justi es the use of heuristic algorithms presented by many researchers.
