Abstract-The electrical energy consumption associated with sanitary water heating makes up a large part of the total load associated with residential energy consumption, and therefore load models thereof could find use in various Energy Management (EM) applications. This paper presents the results of an investigation to model the electrical load associated with the combined sanitary hot water heating systems of 21 university residences using Adaptive Neuro-Fuzzy Inference Systems (ANFIS) within the MATLAB platform. The desired prediction horizon is defined as medium term, i.e. up to a year ahead forecasting. The training inputs considered include temperature, day of year, day of week, and daily time interval. The effects of compartmentalising the dataset into subsets representing different characteristics, thereby deriving different models representing different cyclic periods, are explored. K-fold cross validation is used in conjuncture with Mean Average Percentage Error (MAPE) calculations to provide a comprehensive breakdown of model performance.
I. OVERVIEW
The introduction of Energy Management (EM) interventions aimed at reducing electrical energy consumption in the residential, commercial and industrial load sectors has expanded rapidly on a global scale in recent years [1] . These interventions focus on strategies such as the identification and elimination of wasteful energy consumption and the introduction of modern Energy Efficient (EE) technologies to improve end-use efficiency. From an environmental perspective, EM programs are driven by the urgent need to reduce the global use of fossil fuels for the production of electrical energy. In many developing economies, however, EM programmes are driven by capacity constraints experienced in the generation and transmission of electrical energy. In these cases, the EM interventions include strategies such as load-shifting with the view to reduce consumption during peak periods, thereby avoiding the need for loadshedding to maintain system stability [2] .
The implementation of EM schemes often involves financial incentives funded by governments and utilities. Measurement and Verification (M&V) performance assessments aimed at determining the savings impacts, both with reference to energy savings and demand reduction, forms an integral part of the management of these EM incentive programmes. Measurement and Verification baseline development, baseline adjustment and performance assessment involves the development and implementation of accurate models that relate the energy consumption of a targeted load to variable energy-governing factors in order to determine actual savings impacts, or in the case of scoping studies, to quantify the potential for savings [3] .
The electrical energy consumption associated with sanitary water heating represents a sizeable component of the cumulative energy consumption associated with a number of load categories found in the various load sectors. These load categories include households in the residential sector, the hospitality and health industries in the commercial sector, labour accommodation in the industrial sector and student residences at Higher Education Institutions (HEIs) in the public sector [4] [5] [6] . The hot water consumption profiles for the various load categories and load sectors vary widely, depending on the nature of the economic activity and human occupation involved. The electrical energy consumption profiles associated with sanitary water are, furthermore, heavily influenced by behavioural factors associated with socioeconomic considerations such as Living Standard Measure (LSM) [7] , lifestyle, cultural norms and social norms [4] . Location dependent physical factors associated with atmospheric and climatic conditions, such as ambient temperature and daylight hours, add further complexity [5] [8] .
Despite the stochastic nature introduced by the above factors, the consumption profiles associated with sanitary hot water usage typically exhibit pronounced diurnal, weekly and seasonal cycles. The typical daily cycle reflects the daily human activity profile, characterised by high sanitary hot water consumption in the morning and evening periods before and after the day-time activity cycle [4] . The weekly cycle generally exhibits distinctly different daily cycles for weekdays, Saturdays and Sundays, reflecting more pronounced morning and evening peaks for weekdays as a result of the well-defined activity profiles associated with weekdays. The seasonal cycle arises from changes in ambient temperature and daylight hours and the consumption of hot water generally increases in the cold season.
In general, the electricity consumption profiles associated with sanitary hot water consumption correlates closely with the household electricity consumption profiles found in the residential load sector, particularly in the sense that it is influenced by the same socio-economic factors and human behavioural patterns. Soft computing methods have been employed successfully for residential load prediction, as these are tolerant of stochastic behaviour and uncertainty and do not require exact input to output matching. This makes it ideal for residential load modelling, where the correlation between power consumption and the independent driving factors may be vague and nonlinear. The Adaptive Neuro-Fuzzy Inference System (ANFIS) [9] learning method, which is a hybrid of Fuzzy Inference Systems (FIS) and back propagated Artificial Neural Networks (ANN), has been employed successfully for residential Short-Term Load Forecasting (STLF), i.e. hour ahead forecasting, for after diversity demand modelling of residential networks [10] , [11] . These short-term models exhibit Mean Average Percentage Errors (MAPE) as low as 2%. The models are typically trained and tested using data for stable summer and winter months, because of the transitional nature of the load profiles associated with other seasons. The training inputs include time, temperature, average load of previous weeks for the time of prediction, the load of prior timeslots and the loads of prior days at the time of prediction [11] . This paper presents the results of an investigation to model the electrical energy consumption profiles associated with sanitary hot water heating in student residences using the Adaptive Neuro-Fuzzy Inference System (ANFIS) learning method. The desired prediction horizon is defined as medium term, i.e. up to a year ahead forecasting. The model is implemented in the MATLAB platform, with the view to explore optimal configurations of differing inputs to the ANFIS method. The effects of compartmentalising the dataset into subsets representing different characteristics, thereby deriving different models representing different cyclic periods, are explored.
II. ANFIS MODEL TOPOLOGY

A. Method overview
The adaptive network-based fuzzy inference system is in essence the implementation of fuzzy if-then rules within the structure of adaptive networks in order to produce a Sugenotype Fuzzy Inference System (FIS) [9] . This results in a system with the functionality of a FIS, which produces an input-output mapping between data utilising fuzzy logic, but with the learning capabilities of neural-networks [12] .
B. ANFIS architecture
The model architecture can be explained by means of a simple example case of a system with two inputs and two fuzzy rules. For rule 1, if x is A 1 and y is B 1 , then (1) applies. For rule 2, if x is A 2 and y is B 2 , then (2) applies. In (1) and (2) p i , q i , and r i are referred to as consequent parameters.
[9]
The architecture of such a model is shown in Fig. 1 , where x and y represent inputs and z represents an output. As with traditional adaptive networks the square nodes indicate adaptive nodes that have parameters that change the node functions, while circular nodes indicate fixed node functions [12] . The links between nodes specify the propagation links of the outputs of previous nodes. The architecture is organized into five layers, as indicated in Fig. 1 . The number of nodes in each layer depends on the current model, except for layer 5, which is always a single node. Layer 1 has as many nodes as the total number of membership functions for inputs, while layers 2, 3, and 4 each have as many nodes as the number of rules used in the model. The node functions in the same layer are of the same function family [9] .
1) Layer 1
Every node i in this layer is an adaptive node with a node function described by Equations (3) and (4), where x or y can be inputs to node i, A i and B i are linguistic labels for the input membership function set that they represent, and μ(x) is a specific fuzzy Membership Function (MF) [9] . Each node represents a fuzzy set, where the input can have partial membership in each, and this degree of membership is determined by the MF [12] , [13] . The parameters that dictate the shape of the MF for each node in this layer are named premise parameters [9] .
Every node is a fixed node labelled Π, and each multiplies input signals from layer 1 in accordance with the premise part of the fuzzy rules. The node function for this particular case is described by (5), where the output ω i represents the firing strength of a rule [9] .
Every node is a fixed node labelled N. The i th node calculates the ratio of the i th rule's firing strength to the sum of all rules' firing strengths. The node function is described by (6) , where the output i represents the normalised firing strength of a rule [9] . 
O i 4) Layer 4
Every node in this layer is an adaptive node with a node function described by (7) . Here the consequent parameters of the fuzzy rules are implemented [9] . 
Hybrid learning rule
The basic learning rule of adaptive networks is based on the gradient descent and chain rule, but because the gradient method tends to be slow and tends to become trapped in local minima, ANFIS implements a hybrid learning rule [9] . This hybrid learning rule implements both least-squares and backpropagation gradient descent methods to update the consequent and premise parameter sets during training [9] , [12] .
D. MATLAB platform
ANFIS functionality can be implemented in the Matlab environment using functions available in the fuzzy logic toolbox. The modelling procedure consists of three steps:
1) Generate the initial FIS
An initial FIS structure is first constructed using either the genfis1 or genfis2 functions, which take training data inputs and the corresponding output as arguments. Genfis1 generates a FIS by performing a grid partition on the data and constructing the rules accordingly. It accepts additional arguments with which the user can specify the number of MFs used per input as well as the MF types. Genfis2 generates a FIS by performing subtractive c-means clustering of the data and constructing a rule-base that covers the feature space. It accepts additional arguments that alter the clustering process. Unlike genfis1, the number or types of MFs cannot be specified for genfis2, as the number is decided by the clustering algorithm and the type is the default Gaussian.
2) Training model
The function anfis is used to train a model. The input arguments are the training data and the initial FIS structure. It returns a FIS with parameters tuned by the hybrid training algorithm previously mentioned, as well as the training error over the training epoch range. A checking dataset can be provided as an additional input argument so that a checking error can be tracked, which is useful for testing against overfitting of the model to the data.
3) Model validation
The function evalfis is used to validate a model. The input arguments are the inputs of the testing dataset, as well as the tuned FIS structure. The output of the function can then be compared with the testing dataset outputs by means of accuracy assessment methods.
III. MODEL TOPOLOGY
The ANFIS model topology adopted in the investigation consists of a single output and multiple input variables. The output variable is the energy consumption for a given day of the year, day of week and half-hourly averaging interval during the day. The input variables are the average temperature for the half-hourly target interval, day of year, day of week and halfhour of the day. The following arguments apply for the choice of input variables:
The average temperature accounts for the effects of the daily and seasonal variation in ambient temperature. The ambient temperature affects how much hot water is used in a washing cycle, the inlet temperature of the water heating system and the heat losses experienced by the system.
The day of year represents the seasonal cycle, accounting for factors such as daylight hours, seasonal variations of daily activity profiles, behavioural influences that can be related to seasonal conditions, etc.
The day of week represents the weekly cycle, accounting for the different activity profiles and behavioural patterns associated with the weekly cycle.
The half hour of the day represents the daily cycle, accounting for the different activity profiles and behavioural patterns associated with the daily cycle.
IV. CASE STUDY PARAMETERS
A. Target load
The sanitary water-heating load targeted in the investigation consists of heat pump installations supplying a total of 21 university student residences with a combined occupancy of approximately 4600 students. The residences are located in the Western Cape, South Africa, which has highly seasonal Mediterranean weather pattern characterised by hot and dry summers and cold and wet winters.
B. Dataset and data conditioning 1) Dataset
The energy consumption data used in the investigation consists of half-hourly averaged energy consumption data representing the combined energy consumption of the target heat pump systems. The data was obtained using an online metering system for a period spanning four successive calendar years, i. The temperature data used in the investigation consists of hourly averaged ambient temperature data, measured by the South-African Weather Service (SAWS) at Cape Town International Airport. This location is in close geographical proximity to the location of the targeted residences.
2) Data conditioning
The day of year, day of week and time of day variables are derived from the timestamps of the half-hourly energy consumption data points.
a) Equal dimensionality formatting:
The initial format of the load data is half hourly with forward filled timestamps, while the temperature data is hourly with backwards filled timestamps. For the sake of equal dimensionality of the training and testing dataset pairs, the temperature data is expanded to half hourly resolution through interpolation by means of a four point moving regression operation, and the timestamp values adjusted accordingly to present the data in forward filled format. Fig. 2 shows the full set of recorded averaged load data rendered as a heatmap plot with half hourly resolution. Fig. 3 shows the interpolated temperature data for the same time interval in a similar fashion.
b) Variable scaling and encoding
The half-hourly averaged power and temperature variables are normalised so all values range between zero and one. The remaining variables are qualitative rather than numerical. Time of day is expressed as an index number from the set {1,2,3,…, 48}, which represents 48 consecutive averaging intervals starting at midnight. Day of week is similarly expressed as an index number from the set {1,2,3,…,7}, which represents the seven days of the week starting on a Sunday. Day of year is expressed as an index number from the set {1,2,3,…,365}, which represents the 365 days in a non-leap year starting on 1 st January.
c) Outlier removal
The purpose of outlier removal is to remove any training and testing data points whose behaviour is not consistent with the intended application of the model. The following outliers were removed from the dataset used for training and testing the model:
Data points associated with public holidays: The load behaviour on public holidays is e inconsistent with standard day of week behaviour.
Data points associated with university recess periods:
The residences are mostly vacant during these periods and therefore exhibit limited or curtailed load activity. These periods can be easily distinguished in Fig. 2 as the regularly spaced dark bands of different widths, where the wide and narrow bands indicate the longer and shorter recess periods respectively.
Data points associated with supplementary examination periods:
The normal examination period has to be written by all students, but the supplementary examination involves a much lower number of students. Data from this period is therefore not representative of normal student residence behaviour.
A selection of days at the start and end of each academic semester: These periods exhibit erratic load behaviour due to the transitional nature of those time periods.
Periods in the 2008 calendar year for which loadshedding was periodically implemented by the electrical utility:
Load shedding results in abnormal and intermittent electricity usage profiles. Fig. 4 shows the heatmap rendering of the normalised halfhourly averaged power consumption after conditioning. Similarly the ambient temperature profile after conditioning is shown in Fig. 5 . 
V. METHODOLOGY
A. Model topologies
A hierarchy of four different set of models, were implemented and evaluated. These models target different temporal categories of the energy consumption profile. As a result, the models differ in respect of the selection of input variables and the selection of input/output data used in training and testing the models. These implementations can be summarised as follows:
Model set A consists of a single model targeting any day of the year, any day of the week and any time period of the day. The model accepts all inputs, i.e. temperature, day of year, day of week and time of day. The entire data set is used for training and testing.
Model set B consists of 3 models, namely models B 1 , B 2 and B 3 , targeting weekdays, Saturdays and Sundays respectively. The models accept temperature, day of year and time of day as inputs. The data sets used for training and testing models B 1 , B 2 and B 3 consist of subsets representing weekdays, Saturdays and Sundays respectively.
Model set C consists of 48 models targeting the 48 daily time periods respectively. The models accept temperature, day of the year and day of the week as inputs. The data sets used for training and testing the models consists of subsets representing the 48 daily time periods respectively.
Model set D consists of a 3 subsets of models targeting weekdays, Saturdays and Sundays respectively. Each subset consists of 48 models targeting the 48 daily time periods respectively. The models accept temperature and day of the year as inputs. The data sets used for training and testing the models consists of subsets representing the 3 day of week categories and associated 48 daily time periods respectively. 
B. Training methodology
In order to avoid over fitting of the training data, as well as to compensate for the variance of the load data over the four year period, the k-fold cross validation method is utilised during the training procedure. Using this cross validation method, the data is partitioned into K groups or folds and K-1 groups are selected for training, leaving the remaining group for validation. This is repeated for K iterations, each time with a different fold selected for validation purposes. Since the largest period of the repetitive trends in the load model problem occurs on a yearly basis, the data is separated into four folds, each representing a calendar year of the dataset. The allocations of datasets for training and testing for the iterations of the cross validation process are shown in Table II . The Mean Average Percentage Error (MAPE) of the actual and predicted profiles are calculated and averaged for all k folds.
The ANFIS parameters are chosen as follows:
Genfis2, which utilises subtractive c-means clustering, is used to create the initial FIS structure.
Each model is trained over 800 epochs.
The clustering radii for the initialization function are kept at the default of 0.5.
VI. RESULTS Table III shows the total error for each model set, as well as the errors for each day of week category. In all cases the errors were as a result of under prediction. From this it can be seen that model set C out performs the other models in all categories, with a total MAPE of 21%. Model set B performs marginally better compared to model set A, while model set D performs better than model sets A and B for weekdays, but far worse for weekends. Furthermore model set D produces drastic outlier outputs in some cases, yet rarely enough to impact the average MAPE values. The bad performance of model set D may be ascribed to the fact that the model set is broken up into too many models, and therefore the individual models are trained with too few values. Fig. 6 shows the total accuracy obtained by the model sets over all daily time intervals. Model sets C and D performs the best, with an average MAPE error of the order of 20%. All models perform poorly over the periods prior to the peak usage periods. This poor performance is particularly noticeable for the morning peak, where the load moves from low use to high use over a short period of time. Model set C, which implements a separate model for each daily half-hourly interval, shows the best performance for the morning and evening peak periods. 
VII. CONCLUSION
In this paper the electrical load associated with the combined sanitary hot water heating systems of 21 university residences is modelled over the medium term using the ANFIS machine learning method. The inputs of temperature, day of year, day of week, and daily time interval were considered and the effects of compartmentalising the dataset into subsets representing different characteristics are explored. MAPE values are obtained through implementation of k-fold cross validation in the training and testing of all proposed models.
From the results it can be observed that the best and worst performing models achieved a total MAPE of 21% and 24.6% respectively. It is shown that this difference in accuracy is primarily a result of different prediction performance over the period of 02:00 and 07:00, the period prior to the morning peak associated with virtually no load throughout the year. This was found to be an inherent shortcoming of the MAPE metric when dealing with data that nears zero, as relatively minor errors can translate to substantial percentage errors. While all of the models perform poorer over these periods, the models that are compartmentalised to target the 48 time periods respectively, namely model sets C and D, significantly outperform those that do not. Eliminating the need for the models to take the effects of the diurnal usage cycle into account therefore resulted in more accurate modelling of the drastic ramp rate of the target load prior to the morning peak. This ramp rate is poorly modelled by model sets A and B and results in MAPE values larger than 60% for those periods. Compartmentalisation of models to target weekdays, Saturdays, and Sundays separately, however, does not result in the same improvements in accuracy, as the best performance for weekend prediction occurs in a model that does not do so (model C). The study concludes that out of the proposed models, a model that takes temperature, day of year, and day of week variables as inputs and is separated into sub model structures that each target the 48 time periods respectively showcases the best performance with a total MAPE of 21%.
The following is suggested for future research on the topic:
Replacing the instantaneous temperature input with a running average temperature Performing the analysis on similar data that spans over a longer time period.
