Abstract -Intermittent search processes alternate "reacting" phases, during which the searcher slowly explores its domain with a high probability to detect a target, and fast relocation phases which do not allow for target detection. This behavior, commonly observed in many situations, is studied here in the case of a Poisson distribution of targets. It is shown analytically and numerically that intermittency is useful and allows one to minimize the search time. A scaling law holds between the optimal durations of the phases, however with an exponent different from the one obtained previously for a regular distribution of targets. Furthermore, numerical simulations show that the average search time is longer for a Poisson target distribution than for regularly spaced targets. Thus, at least in the present model, order in the target distribution appears to be favorable for optimizing the search efficiency.
Introduction. -Search, in its broadest meaning, is involved in numerous activities of living organisms. This is for instance the case of reactants diffusing in a solvent until they get close enough to react [1] , or of a protein searching for its specific target site on DNA [2] [3] [4] . One can also mention animals searching for food [5] [6] [7] [8] [9] [10] [11] [12] [13] or coastguards trying to locate wreck victims [14] . In all these examples, it is of great importance to minimize the search time. Since the pioneer works of Viswanathan et al. [7] , the question of determining optimal search strategies has appealed a growing attention [8, 9, [15] [16] [17] [18] [19] [20] [21] [22] .
Regarding the field of ecology, numerous studies of foraging behaviors of a broad range of animal species show that an intermittent search behavior is commonly observed [5, 6, 23] . Recently, a quantitative two-state model of this search behavior has been proposed : the searcher combines phases of fast displacement, non receptive to the targets, and slow reactive search phases. Assuming a regular 1D distribution of targets (i.e. the targets are regularly spaced), it has been shown that the optimal search strategy corresponds to a power law relationship between the durations of each phase, accounting for experimental data over a wide range of species [6, 10, 23] .
The same kind of model can be applied in many other fields and other situations, and it is of interest to know if similar laws can be expected. Several further papers have been published [24] [25] [26] in order to study the range of validity of our first results by treating more general cases. In all these cases, we considered a regular array of targets. However, this hypothesis of regular target distribution, if very reasonable in some situations, cannot be taken as a general rule and it is one of the main limitations of our previous works. The case of an intermittent search strategy with a one-dimensional disordered distribution of targets is addressed in this letter, both numerically and analytically, although the difficulties inherent to frozen disorder problems restrict us to approximate treatments. It should be remarked that one-dimensional models, which are widely used in the literature, are not only of academic interest: they can be well adapted to describe certain realistic problems, as it has been shown in behavioural biology [8, 27] .
More precisely, we address here the following questions: i) Is intermittency still efficient in the disordered case? ii) If so, is the power law relating the durations of each phase modified by disorder? iii) Is the search process more efficient in the regular or in the disordered case? Responses to these important questions will be obtained from an analytical and numerical treatment of our model.
Disorder in the distribution of targets will be represented by Poisson distribution, which is justified in the absence of correlations between targets. More generally, Poisson distribution can be chosen as a typical case of disordered distribution, in opposition with the completely 20006-p1 ordered situation consisting in regularly spaced targets considered in our previous works [10, 25] . The relevance of Poisson distribution for representing certain experimental cases has been pointed out, for instance, in behavioural biology [5] .
Model. -We consider a point P , modeling the searcher. P moves on an axis Ox containing a countable set of immobile targets, located at points (A k ) k∈Z . All targets are supposed to be equivalent for the searcher. The position of P is determined by its coordinate x(t) on Ox. The evolution of the system is defined by the following laws.
i) P can obey two distinct dynamic regimes, labeled by i = 1, 2. During regime 1, P performs a Brownian motion with diffusion coefficient D. P finds target A k as soon as it reaches its position during this regime. On the other hand, during regime 2, P performs a ballistic motion with the constant velocity v > 0, and it cannot find any target during this regime.
ii) Each regime i has a finite, stochastic duration T i , independent of other variables, obeying an exponential law: P (T i > t) = exp(−t/τ i ), τ i ≡ 1/λ i being the average duration of regime i, so that the overall system obeys a Markov process. At the end of a regime, the system switches instantaneously to the other regime.
iii) The target distribution along Ox obeys a Poisson law with a uniform density ν: the probability that an interval of length l contains no target is P (l) = e −νl . Here we study the first passage time of P at a target position in regime 1. Our purpose is to estimate the mean value of this time of first discovery, averaged over the dynamical disorder due to the stochastic motion of P , and over the disorder in the spatial distribution of the targets. This frozen disorder implies an infinite memory which does not permit exact calculations, as is the case in many similar problems. Here we focus on two special cases which allow for simple approximations and explicit, analytical results: the cases of disconnected diffusive regimes and of joint diffusive regimes. A third, intermediate approximation shows that the optimal strategy that minimizes the search time implies a scaling law between the mean durations of each regime, which is supported by numerical simulations.
Large ballistic displacements. -In this case, we assume that the intervals I l and I l scanned during two different diffusive regimes have most probably no common points. This approximation is justified in the case of large ballistic displacements, when the average length of a ballistic flight is much larger than the average span of a diffusive regime: vτ 2 (Dτ 1 ) 1/2 . Then, because all the ballistic displacements are in the same direction, the searcher always explores new territories during its successive diffusive phases, and the infinite memory of the frozen disorder plays no role. The probability P ({I l }) that no target is found during different diffusive intervals I l can be approximated by the product Π l F (I l ) of their probabilities, according to the properties of Poisson distribution. It can be remarked that in any case this product gives a lower bound for the probability P ({I l }).
In fact, if l I l consists in a union of disjoints intervals J m : l I l = m J m , the probability that l I l contains no target reads
where |J| denotes the length of an interval J. Since
which shows that the product Π l F (I l ) provides a lower bound for the survival probability, i.e. the probability that no target is found during the sequence of search regimes {I l }. Thank to this simple approximation, the survival probability of the searcher at time t can be computed and averaged over the target distribution. We consider a trajectory starting from position x 0 at time 0 in regime 1, with successive regime switches at times t 1 , t 2 , . . . , t 2n and positions x 1 , x 2 , . . . , x 2n . The corresponding survival probability S 2n (t|x 0 ) at time t, averaged over the Poisson disorder of targets, reads after Laplace transform
where y k = x k+1 − x k (0 k < 2n, with x 2n+1 ≡ x), β 2k+1 and χ 2k+1 are the minimal and maximal deviations from x 2k of the searcher during the diffusive phase from x 2k to x 2k+1 . p 1 (s, y, β, χ) is the Laplace transform of the probability density that a point diffusing freely from the origin reaches position y at time t, with minimal position β(β < 0) and maximal position χ(χ > 0) between times 0 and t. Finally p 2 (s, y) = (v) −1 exp(−ys/v). The corresponding quantity S 2n+1 (s|x 0 ) for 2n + 1 changes of regime can be obtained similarly. Summing S 2n (s|x 0 ) and S 2n+1 (s|x 0 ) over n, we obtain the Laplace transform of the overall average survival probability, which is clearly independent of the initial position x 0 :
with k(s, ν) =
where p 1 (s|β, χ) is the Laplace transform of the survival probability at time t of a point starting from the origin
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and diffusing between two absorbing points at coordinates β and χ(β < 0 < χ). This quantity is well known [28] , but its exact expression is not needed in the important case of low target density, ν(Dτ 1 )
1/2
1. This regime is realistic in many practical situations and will be considered later (in the opposite case, the searcher has a high probability to find a target during its first diffusive phase and the present analysis is not well adapted).
From eq. (4) it can be checked that the searcher has probability 1 to find a target within a finite time, so that the average search time T is obtained by taking s = 0. It is found
with
(7) We stress that formula (6) gives a rigorous lower bound for the mean search time, since the probability P ({I l }) is underestimated by approximation (2). In the limit of small target density (ν(Dτ 1 )
According to this formula, for a fixed τ 1 , T always increases with τ 2 . In order to minimize the search time for a given τ 1 , one should choose the smallest possible value of τ 2 , which is of the order of (Dτ 1 ) 1/2 within the present approximation which rules out shorter values of τ 2 . Thus it can not be concluded that intermittency is unfavorable, and that a mere diffusive search would be faster. On the contrary, it should be observed that the mean search time is proportional to the mean distance L = ν −1 between neighboring targets, whereas T scales as L 2 if the searcher obeys a purely diffusive motion (a situation which can be obtained from eqs. (5), (6) by taking τ 1 = 1/λ 1 → ∞). Thus the intermittent strategy is clearly justified in order to optimize the search time, even if one is restricted to the present case of large ballistic displacements.
Small ballistic displacements. -The case of small ballistic displacements, vτ 2 (Dτ 1 ) 1/2 , allows for another simple approximation. This is the situation of joint diffusive regimes: the intervals I l scanned during the successive diffusive phases most probably overlap, in such a way that their union l I l is just an interval [b, c] . It is difficult to obtain the probability laws of extremal positions b and c of P during its trajectory from 0 to x, but if (Dτ 1 ) 
where b 1 is the minimal position of the searcher during its first diffusive phase (b 1 < 0) and c 2n+1 is its maximal position during its last ballistic phase (c 2n+1 > 0). Noticing that
the calculations follow as previously, although they are more intricate. In the limit of a low target density, ν(Dτ 1 )
1, it is eventually found that
Again, the mean search time T scales as the mean distance L = 1/ν between two targets. On the other hand, T is now a decreasing function of τ 2 when τ 1 is maintained constant, whereas it was an increasing function of τ 2 in the approximation of large ballistic displacements.
Comparison with numerical simulations. -The two previous limiting approximations have been compared with results of numerical simulations, and several comments are in order. i) First, the expression (6) turns out to be not only a rigorous lower bound for the search time, but also a good approximation for a wide range of the parameters (see fig. 1 ).
ii) Second, the time defined as the maximum of the two previous approximations (8) and (11) provides a reasonably accurate uniform approximation for the search time, as long as the density is small enough (ν √ Dτ 1 1) (see fig. 1 ). In particular, it captures the existence of a minimum of the search time as a function of τ 2 .
iii) However, it fails to describe the accurate position of this τ 2min . In fact, from the previous approximations, it can be concluded that when τ 1 is kept constant and τ 2 increases from 0 to infinity, T first decreases when vτ 2 √ Dτ 1 (except perhaps for very small values of vτ 2 , for which the approximation (9) can be inappropriate), then it increases for vτ 2 √ Dτ 1 . Thus T necessarily has (at least) one minimum for a finite value of τ 2 , which could presumably occur for vτ 2 ∼ √ Dτ 1 , for which value both approximations coincide. However, this scaling law 20006-p3 between τ 1 and τ 2 is not in quantitative agreement with the results obtained from numerical simulations.
We now propose an intermediate approximation which aims at capturing the proper scaling law between τ 1 and τ 2 at the minimum.
An intermediate approximation.
-Each of the previous approximations is clearly only valid in one limit: either the ballistic displacements are large, or they are short with respect to the characteristic span of the diffusive regime. They are therefore not sufficient to determine the optimal strategy. However, it is possible to interpolate between these limits by using an intermediate approximation: we compute the average probability that at the end of a diffusive phase, the following diffusive phase is "independent" of the previous one (i.e. the diffusive spans do not intersect). This average probability is given by p = θ 2 /(1 + θ) 2 , with θ = (vτ 2 /(Dτ 1 )) 1/2 . Then it is possible to estimate the probability of a sequence of diffusive explorations including a sequence of n 1 independent diffusive explorations, then a sequence of n 2 dependent diffusive explorations, then n 3 independent diffusive explorations, etc . . . (with a ballistic phase between two successive diffusive phases). The survival probability and the search time can be computed for each kind of sequence by using one of the previous approximations. Then it is found that the overall search time is given, in this intermediate approximation, by
(1 + θ) 2 (1 + εθ)
where ε(Dτ 1 )
1/2 1 in the limit of small densities (but ετ 2 ≡ vτ 2 may be finite). Formulas (8) and (11) are recovered in the limit cases θ → ∞ and θ → 0, respectively. A global study of (12) shows that in order to minimize the search time, it is necessary to choose τ 1 and τ 2 as small as possible, which is not intuitive. However, in practical cases, there is generally a lower bound τ 1m for the duration of the diffusive phase, in order to allow for the detection of a target. Then, the optimal search strategy is to choose for τ 1 this minimum value τ 1m , and then to choose τ 2 in order to minimize (12) . A scaling analysis of this equation shows that for τ 1 fixed, the value of τ 2 that minimizes T scales like τ
Numerical simulations (see fig. 2 from the value 2/3 obtained in the case of regularly spaced targets in [10] . In the case of predators searching for a prey evoked in [10] , the limited accuracy of experimental data do not permit to distinguish these exponents [19] , but in other cases their difference can discriminate the hypothesis of ordered or disordered target distributions if accurate data are available.
Comparison with intermittent search in an ordered medium. -It is interesting to compare the mean search time studied here with the mean search time for the same intermittent search process in an ordered medium, where the targets are regularly spaced with density ν. The latter case has been studied in [10, 24] . It can be shown numerically that the lower bound (6) is larger than the mean search time in the regular case, given by its exact expression in [24] . This analytical result agrees with the numerical analysis, which shows that the search time is always larger in the disordered case than in the regular case (see fig. 2, bottom) . This last result, even if not counterintuitive, does not seem accessible by direct arguments.
Conclusion. -We have shown that intermittency is favorable for optimizing the search time in the case of a one-dimensional Poisson distribution of targets. The optimal strategy consists in choosing the mean duration τ 1 of the diffusive phase as small as possible, and the mean duration of ballistic flights scaling as τ 2 ∝ τ 3/4 1 in the limit τ 1 τ ≡ D/v 2 . This scaling exponent 3/4 differs from the exponent 2/3 obtained in the regular case. This remark should allow one to distinguish between these cases if accurate experimental data are available. Eventually, it appears that regular distribution of targets is favorable to the searcher, in the sense that it reduces its search time, whereas, on the contrary, Poisson disorder increases the survival time of the targets if they are destroyed by the searcher. This conclusion is obvious if the searcher has memories abilities, but no such effect is included in the present model, which only concerns the time of first discovery of a target. It could have interesting applications in different fields of physics, biology or ecology. * * * We acknowledge useful discussions with M. Re.
