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We study a more general class of the Alessandro-Beatrice-Bertotti-Montorsi (AMMB) models with
velocity-dependent dissipation. We obtain the Fokker-Planck equation describing the evolution of an
arbitrary initial probability distribution, and from there the stationary distribution under constant
driving. For this class of models, we show that the distribution of the size of an avalanche is the
same as when the dissipation is velocity-independent. As for durations, we show that, under non-
stationary driving known as ”kicks”, although no closed-form solution seems to be available for an
arbitrary velocity-dependent dissipation, for large durations the distribution seems to demonstrate
an exponential fall-off, while for small durations (under some extra conditions to be made clear in
the paper) the distribution seems to show a characteristic power-law behaviour.
I. INTRODUCTION
The study of how elastic interfaces are driven through a
disordered environment is a fascinating topic. Due to the
presence of pinning interactions, the motion is haphaz-
ard and proceeds in random jumps known as avalanches.
The basic quantities of interest are the size (i.e. Once
an avalanche begins for how much the interface moves?)
and duration (for how long the interface moves?) of an
avalanche. It is known that both quantities demonstrate
characteristic power-laws [1]. Of course, interest in the
subject would have been less fervent if its application had
been confined to the study of elastic interfaces. On the
contrary , one finds that the subject is closely related to
the study of Barkhausen crackling noise (i.e. haphazard
response of soft/hard magnets to external magnetizing
fields)[1] and earthquakes [2, 3].
A famous model within the study of the afore-
mentioned dynamic systems is the Alessandro-Beatrice-
Bertotti-Montorsi (ABBM) model [1, 4]. Its popularity
may be attributed a number of factors, not least of which
are its success in capturing the phenomenology and its
analytical tractability. In [5], it is shown that it truly
describes the motion of the centre of mass of an interface
under the assumption of independent Brownian pinning
forces.
Now the ABBM model describes dissipative dynamics
(i.e. the equation of motion contains only a first-order
time derivative). In the ”standard” model, the dissipa-
tive coefficient η is independent of the velocity of the
interface. One sensible question is how the ”standard”
ABBM model may be generalised to the case of velocity-
dependent dissipation, as many physical systems exhibit
velocity-dependent dissipative constants. In [5] it was
deemed to be an important step towards more realistic
earthquake models, as rocks in real life follow state-and-
rate friction laws [6]. With this goal in mind, we shall
study the following model,
η [∂th(t)] ∂th(t) = F (h(t))− k0 [h(t)− w(t)] , (1)
where h(t) is the height function, w(t) is the external
driving, η [∂th(t)] is a velocity-dependent dissipation co-
efficient, F (h) is an effective random force - sum of the
local pinning forces - which is postulated to be a Gaussian
process in the variable h with the following correlation
structure,
E [F (h1)− F (h2)]2 = 2σ |h1 − h2| . (2)
In the previous expression E denotes the expectation op-
erator. We impose the extra condition that the function
Φ(x) := η(x)x be continuous and monotonically increas-
ing in x, with Φ(0) = 0. In the following we shall use
the notation h˙ := ∂th. Moreover, a stochastic process
(e.g. h(t)) has a natural time-dependence, and we shall
denote it by either h(t) or ht. For example, the value of
h at t = 0 shall be denoted by h(0) or h0.
Our paper shall be organised as follows. In Section (II),
we outline some basic properties of our model. In Sec-
tion (III), we derive the Fokker-Planck Equation which
describes the time-evolution of an arbitrary initial prob-
ability distribution of the velocity. In Section (IV), we
derive the stationary distribution under constant driving,
w(t) = vt. In Section (V), we argue that the size distri-
bution is the same as when η is velocity-independent.
In Section (VI), we study the long-time and short-time
behaviours of durations under non-stationary driving,
w(t) = wδ(t). We conclude our paper in Section (VII).
For ease of presentation, we shall organise our paper in a
series of claims and proofs. Note that the proofs are more
physically-oriented than are mathematically rigorous.
II. BASIC CONSIDERATIONS
Before proceeding, let us clarify the differentiability of
various quantities in Eq. (1). We claim that:
Claim II.1. The function h(t), whose dynamics is gov-
erned by Eqs (1) and (2), is continuous and differentiable
in t, while h˙(t) is continuous but not differentiable.
Proof. Assume that h(t) has a step-like discontinuity at
t = t0. Then, F (h(t)), as a brownian motion in h, shall
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2have a step-like discontinuity at h(t0), and the R.H.S.
of Eq. (1) shall have at most a step-like discontinuity,
but h˙(t) shall contain a delta-function at t = t0, and so
will the L.H.S. of Eq. (1), which leads to a contradiction.
Thus, h(t) is continuous in t. If h(t) is continuous, then
the R.H.S. of Eq. (1) will also be continuous, and this
implies Φ[h˙(t)], and thus, h˙(t) (through the monotonic-
ity and continuity of Φ(x)) are continuous. Note however
that h˙(t) is non-differentiable, because F (h), as a brow-
nian motion, is non-differentiable in h almost surely.
So what are the implications of the above claim? It
implies, if one is to differentiate Eq. (1), one can at most
differentiate it in Ito’s sense [7]. Taking Ito’s differential
of Eq.(1), one obtains,
d y = dF (h)− k0
[
h˙− w˙(t)
]
d t, (3)
y = Φ(h˙). (4)
What is dF (h)? It turns out that dF (h) =√
2σ
∣∣∣h˙∣∣∣dWt, where Wt is a standard brownian motion
with E [Wt −Ws]2 = |t− s|.
Claim II.2. The stochastic process described by the
Ito’s differential dF (h(t)) is equivalent to the process√
2σh˙dWt, where Wt is the standard Brownian motion
with E [Wt −Ws]2 = |t− s|
Proof. To see this, consider the infinitesimal increments
of both processes. Then dF (h(s)) (= F [h(s+ δs)] −
F [h(s)]) is normally-distributed with mean 0 and sec-
ond moment E [dF (h(s))]2 = 2σh˙ (by the differentiabil-
ity of h(t)), while
√
2σ
∣∣∣h˙∣∣∣ dWt is normally-distributed
with the same mean and same second moment. More-
over, both processes have independent increments.
Strictly speaking, to make the previous identification,
one has to ensure that h˙ ≥ 0 throughout. Within the
framework of ABBM model, this is known as Middleton’s
theorem [8], which roughly states that for monotonous
driving, w˙(t) ≥ 0, h˙(t) ≥ 0.
Claim II.3 (Middleton’s Theorem). For monotonous
driving, w˙(t) ≥ 0, if h˙(0) ≥ 0, then h˙(t) ≥ 0. Moreover,
suppose that the system starts off with a non-zero veloc-
ity h˙(t = 0) > 0 and w˙(t) = 0 for t > 0. If h˙(t0) = 0,
h˙(t) = 0 for t ≥ t0.
Proof. To show that Middleton’s theorem holds within
our model, write
d y =
√
2σh˙dWt − k0
[
h˙− w˙(t)
]
d t, (5)
y = Φ(h˙), (6)
which holds supposedly when h˙ ≥ 0. Now assume that
we start off with a positive h˙ (i.e. h˙(t = 0) > 0). If
h(t) turns negative at a later time, then there must be
a time tc at which h˙(tc) = 0 (due to the continuity of
h˙(t)). At this tc, Eq. (5) presumably holds. The first
term on the R.H.S. vanishes while the second term is non-
negative for w˙(t) ≥ 0. Therefore, y, and thus h˙ (through
the continuity and monotonicity of Φ(h˙)), will be almost
surely non-negative immediately after it hits h˙ = 0, and
a negative value of h˙ can never be reached. Moreover, if
w˙(t) = 0 for t > 0, the R.H.S. will be strictly zero, and
h˙(t) ≥ 0 for t ≥ tc.
As a result of Middleton’s theorem, we assert that
Eq. (5) always holds for monotonous driving.
III. DERIVATION OF THE FOKKER-PLANCK
EQUATION
For those who are not familiar with the machinery of
Ito’s Calculus, let us state a mnemonic, (dWt)
2
= d t,
which may be interpreted naively as saying quantities of
the order (dWt)
2
, which is of the same order as d t, can-
not be ignored. Thus, for an arbitrary function f(Wt, t),
d f(Wt, t) = ∂tf(Wt, t) d t+ ∂Wtf(Wt, t) dWt
+
1
2
∂2Wtf(Wt, t) d t. (7)
The last term on the R.H.S. of the previous expression is
peculiar to a function depending on Wt.
Now consider an arbitrary function Ψ(h˙, t). We want
to describe the time-evolution of Ψ(y, t) [9], which is gov-
erned by the following Ito’s differential,
d Ψ(y, t) = ∂tΨ(y, t) d t+ ∂yΨ(y, t) d y +
1
2
∂2yΨ(y, t) (d y)
2
=
{
∂tΨ(y, t)− k0
[
h˙− w˙(t)
]
∂yΨ(y, t)
}
d t
+
√
2σh˙∂yΨ(y, t) dWt
+
1
2
∂2yΨ(y, t)
(
2σh˙
)
d t. (8)
The Feymann-Kac equation, which describes the
evolution of the conditional expectation Ψ(y, t) =
E [f(yT )|yt = y] from t = t0 to t = T , where f(yT ) is
an arbitrary function of yT , is obtained by setting the
portion of d Ψ(y, t) proportional to d t to 0,
− k0
[
h˙− w˙(t)
]
∂yΨ(y, t) + σh˙∂
2Ψ(y, t) + ∂tΨ(y, t) = 0.
(9)
The Feymann-Kac equation should be solved with the
terminal boundary condition Ψ(y, T ) = f(y) (because
Ψ(y, T ) = E [f(yT )|yT = y] = f(y)). We summarize the
above in the following claim:
Claim III.1 (Feymann-Kac Equation). Suppose t ≤
T . The Feymann-Kac equation, which describes the
3evolution of the conditional expectation Ψ(y, t) :=
E [f(yT )|yt = y], is given by
− k0
[
h˙− w˙(t)
]
∂yΨ(y, t) + σh˙∂
2Ψ(y, t) + ∂tΨ(y, t) = 0.
(10)
The previous equation should be solved with the terminal
boundary condition Ψ(y, T ) = f(y).
The Fokker-Planck equation, on the other hand, de-
scribes the evolution of the conditional probability dis-
tribution P (yt = y|y0) (i.e. the probability distribution
of yt given the value of y0). It is easy to obtain it given
one knows the form of Feymann-Kac equation.
Claim III.2 (Fokker-Planck Equation). The Fokker-
Planck equation, which describes the forward evolution
of the conditional probability distribution P (y, t) :=
Prob.(yt = y|y0), is given by
−k0∂y
[(
h˙− w˙(t)
)
P (y, t)
]
−σ∂2y
[
h˙P (y, t)
]
+∂tP (y, t) = 0.
(11)
It should be solved with the initial boundary condition
P (y, 0) = P0(y), where P0(y) is the (initial) distribution
function of y0.
Proof. Noting that
∫
d yΨ(y, t)P (yt = y|y0) =∫
d y E [f(yT )|yt = y]P (yt = y|y0) = E [f(yT )|y0],
which is independent of t, one obtains the relation
∂t
∫
d yΨ(y, t)P (yt = y|y0) = 0. Interchanging the or-
der of differentiation and integration, using Eq. (10) to
replace ∂tΨ(y, t), and integrating by parts, one arrives at
Eq. (11)
In the following we shall concentrate on the study of
Eq.(10).
IV. STATIONARY DISTRIBUTION
Claim IV.1. The stationary distribution to Eq.(10) un-
der constant driving w˙(t) = v is given by, Pstat(y) =
N exp
{−k0σ [y − v ∫ d y/Φ−1(y)]} /h˙, where N is a nor-
malization constant.
Proof. Since we are dealing with stationary distributions,
∂tPstat(y) = 0. Eq. (10) becomes
− k0∂y
[
(h˙− v)Pstat(y)
]
− σ∂2y
[
h˙Pstat(y)
]
= 0. (12)
The above equation may be interpreted as ∂yJ(y) = 0,
where J(y) is the probability current. If we do not want a
probability current to flow through y = 0 (i.e. J(0) = 0),
we may simply integrate the above equation with respect
to y, without introducing an extra integration constant.
The stationary distribution follows from simple integrat-
ing factor methods.
Of course, the expression for Pstat(y) holds only when∫
d y/Φ−1(y) exists.
V. SIZE DISTRIBUTION
The size S of an avalanche is understood as follows.
Suppose at t = 0, we impart a positive velocity h˙(t = 0)
to a particle. Then, what is the size of h(ts), where ts
is the first time h˙ reaches 0? Let us go back to Eq. (1).
The L.H.S. equals Φ(h˙), and Φ(h˙) = 0 iff h˙ = 0. Thus,
h(ts) satisfies 0 = F [h(ts)]− k0 [h(ts)− w(ts)], or, if one
sets S = h(ts), 0 = F [S]−k0 [S − w(ts)], but the latter is
exactly the same equation the random variable S satisfies
when η is velocity-independent [5].
Claim V.1. The distribution of the size of an avalanche
S follows the same distribution as when the dissipation
coefficient η is velocity-independent.
VI. DURATION DISTRIBUTION UNDER
NONSTATIONARY DRIVING (”KICKS”)
The duration T of an avalanche event is understood as
follows. Suppose at t = 0, we impart a positive velocity
h˙(t = 0) to a particle. Then, what is ts (= T ), the time
when h˙(ts) first hits 0? It turns out that no obvious,
closed-form solutions exist for general forms of Φ(h˙). So
instead let us investigate whether some common proper-
ties exist among the different admissible forms of Φ(h˙).
For simplicity we shall exert non-stationary driving, re-
ferred to as ”a kick” [5], (i.e. w(t) = wδ(t)). Let us start
our investigation with the long-time behaviour of T .
We need the following fact for the investigation of du-
ration distribution [1]
Claim VI.1 (Calculation of Duration Distribution).
The probability distribution for T , PT (T = t), is ob-
tained as follows. Solve Eq. (11), subjected to P (y, 0) =
δ(y−y0). PT (T = t) is obtained as the value of the prob-
ability current (which should be flowing towards y = 0)
at y = 0. (i.e. PT (T = t) = −k0(h˙ − w˙(t))P (y =
0, t)− σ∂y
[
h˙P (y = 0, t)
]
) The ”kick” w is related to the
initial value of h˙ through Φ
[
h˙(0)
]
= k0w.
A. Long-time Behaviour
For w(t) = 0, Eq. (11) becomes,
−k0∂y
[
h˙P (y, t)
]
−σ∂2y
[
h˙P (y, t)
]
+∂tP (y, t) = 0. (13)
Defining the function G(y, t) = h˙P (y, t), performing sep-
aration of variables, G(y, t) =
∑
λ e
−λ2trλ(y), and noting
that h˙ = Φ−1(y), one obtains the characteristic O.D.E.
for λ,
− k0∂yrλ(y)− σ∂2yrλ(y)−
λ2
Φ−1(y)
rλ(y) = 0. (14)
4Doing the final transformation gλ(y) = e
k0y/2σrλ(y), one
obtains
− σ∂2ygλ(y) + σ
(
k0
2σ
)2
gλ(y) =
λ2
Φ−1(y)
gλ(y). (15)
The final form of the characteristic O.D.E., Eq (15), is
quite nice and very ”amenable” to analysis.
Claim VI.2 (Asymptotics of solutions to the Character-
istic O.D.E.). For given λ, for y sufficiently large, there
exist two solutions to Eq. (15), one monotonically in-
creasing and the other monotonically decreasing.
Proof. Since Φ(h˙) is monotonically increasing, so is
Φ−1(y) and 1/Φ−1(y) is monotonically decreasing. Thus
for large enough y > y0, σ
(
k0
2σ
)2
gλ(y)  λ2Φ−1(y)gλ(y),
and
σ∂2yg(y) =
{
σ
(
k0
2σ
)2
− λ
2
Φ−1(y)
}
gλ(y) > 0. (16)
Consider two solutions g+(y), g−(y) with
(g+(y0), g
′
+(y0)) = (1, 1), and (g−(y0), g
′
−(y0)) = (1,−1).
Then, since ∂2yg+(y) > 0, g+(y) stays increasing while
g−(y) stays increasing. Indeed when 1/Φ−1(y) decays
sufficiently fast, Eq. (15) becomes
∂2yg(y) ≈
(
k0
2σ
)2
gλ(y), (17)
and one may claim futher that g+(y) ∼ exp
(
k0
2σy
)
and
g−(y) exp
(− k02σy).
Since P (y, t) = G(y, t)/h˙ =
(
1/h˙
)∑
λ e
−λ2trλ(y) =(
1/h˙
)∑
λ e
−λ2te−k0y/2σgλ(y), and one expects the prob-
ability distribution P (y, t) to be integrable, it seems that
Claim VI.3. In solving Eq. (15), one should impose the
boundary conditions that gλ(y)/h˙ be regular at y = 0 and
gλ(y) be exponentially decaying for large y.
For example, for Φ(h˙) such that Φ−1(y) ∼ y for small
y, one may obtain a Frobenius series solution for Eq. (15),
and the correct gλ(y) ∼ y. For arbitrary λ, both bound-
ary conditions cannot be satisfied simultaneously, and
one is led to the fact,
Claim VI.4. The eigenvalues λ2 to Eq. (15) are dis-
crete.
Moreover,
Claim VI.5 (Stability of Evolution). The eigenvalues
λ2 are all positive.
Proof. Multiplying Eq. (15) by g(y), integrating both
sides with
∫∞
0
d y, and using the boundary conditions,
one obtains
σ
∫ ∞
0
d y [∂ygλ(y)]
2
+ σ
(
k0
2σ
)2 ∫ ∞
0
d y [g(y)]
2
= λ2
∫ ∞
0
d y
[g(y)]
2
Φ−1(y)
. (18)
The positivity of λ2 ensures that the probability dis-
tribution P (y, t) will not blow up as it evolves.
So what are the implications of the above claims?
Since P (y, t) =
(
1/h˙
)∑∞
n=0 e
−λ2nte−k0y/2σgλ(y), for t
such that (λ21 − λ20)t is sufficiently large, P (y, t) ∼
e−λ
2
0te−k0y/2σgλ(y)/h˙. Using Claim (VI.1), one finds
that indeed PT (T = t) = −σ∂h˙
[
h˙P (y, t)
]
=
−σ∂h˙ [G(y, t)], and one concludes
Claim VI.6. Define the time scale τ =
(
λ21 − λ20
)−1
. If
t/τ  1, then PT (T = t) ∼ e−λ20t.
The timescale τ is independent of the size of the ”kick”
w. If w is large, T is naturally long, and the exponen-
tial behaviour should be more easily observable. More-
over, rigorously speaking, for our arguments preceding
Claim (VI.6) to be true, we need to show that the spac-
ing between successive eigenvalues is at least finite as
n → +∞. For the latter we turn to the following non-
rigorous claim,
Claim VI.7. For large n, λn → npiδ , where δ =∫∞
0
d y
[
σΦ−1(y)
]−1/2
.
Proof. For a standard Sturm-Liouville on a finite interval
[a, b], [
p(x)f
′
(x)
]′
+ q(x)f(x) = λ2r(x)f(x), (19)
where p(x) and r(x) do not change sign, the eigen-
values behave asymptotically as, λn → npi/δ, where
δ =
∫ b
a
dx [r(x)/p(x)]
1/2
[10].
The implications of Claim (VI.7)are as follows. If the
form of Φ−1(y) is such that
∫∞
0
d y
[
σΦ−1(y)
]−1/2
does
not exist, we expect that it is possible for eigenvalues
of large n to be ”crowded together” (i.e. that λ2n does
not scale as n2), and our argument for the large-time be-
haviour of durations may be in doubt. On the other
hand, to search for numerical evidence in support of
our claims, Claim (VI.7) suggests us to adopt a form of
Φ−1(y) such that
∫∞
0
d y
[
σΦ−1(y)
]−1/2
exists, with large
drive w (which implies that the duration distribution is
biased towards the large-time side).
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Figure 1. Fig. 1(a) shows the cumulative distribution func-
tion of duration T for System L1. 20000 paths are sampled in
the Monte-Carlo study. The figure shows that the support of
the probability density function is roughly within the interval
[5, 20]. Fig. 1(b) shows the corresponding probability distri-
bution function for System L1. Fig. 1(c) gives the log plot of
the P.D.F. of duration T for System L1. Shown also is the
function C exp(−λ20t), where λ0 is the smallest eigenvalue for
the characteristic O.D.E. for System L1, for comparison
1. Numerical Examples
For the purpose of finding numerical support for our
previous claims, we consider two systems
1. System L1: Φ(h˙) = ηh˙ − αh˙2, Φ−1(y) =[
−η + (η2 − 4αy)1/2] /2|α|, α = −0.25, η = 1.0,
k0 = 1.0, σ = 1.0, under driving w = 100.0
2. System L2: Φ(h˙) = log
(
1 + h˙
)
/a, Φ−1(y) =
exp (ay) − 1, a = 1.0, η = 1.0, k0 = 1.0, σ = 1.0,
under driving w = 100.0
For System L1, the two smallest eigenvalues to Eq. (15)
are λ20 = 0.727 and λ
2
1 = 1.23 respectively. Note that
for System L1,
∫∞
0
d y
[
σΦ−1(y)
]−1/2
does not exist.
The characteristic timescale τ = 1/(λ21 − λ20) = 1.99,
and we expect the exponential behaviour to set in for
T  τ = 1.99. Figures (1(a)) and (1(b)) show the
cumulative distribution function (C.D.F.) and probabil-
ity density function (P.D.F.) of durations from a Monte-
Carlo simulation for System L1. The C.D.F. shows that
the support of the P.D.F. is roughly within the inter-
val [5, 20], and we thus expect the exponential behaviour
to be observable (although the asymptotic behaviour of
larger eigenvalues is unknown). Figure (1(c)) shows the
log-plot of the P.D.F. for System L1, and the function
Ce−λ
2
0t. It is seen that the large-t behaviour is reason-
ably well (though not perfectly) accounted for by the fit.
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Figure 2. Fig. 2(a) shows the cumulative distribution func-
tion of duration T for System L2. 20000 paths are sampled in
the Monte-Carlo study. The figure shows that the support of
the probability density function is roughly within the interval
[10, 80]. Fig. 2(b) shows the corresponding probability distri-
bution function for System L2. Fig. 2(c) gives the log plot of
the P.D.F. of duration T for System L2. Shown also is the
function C exp(−λ20t), where λ0 is the smallest eigenvalue for
the characteristic O.D.E. for System L2, for comparison
For System L2, the two smallest to Eq. (15) are
λ20 = 0.11 and λ
2
1 = 0.24 respectively. Note that for
this system
∫∞
0
d y
[
σΦ−1(y)
]−1/2
exists. The character-
istic timescale τ = 1/(λ21 − λ20) = 7.69, and we expect
the exponential behaviour to set in for T  τ = 7.69.
Figures (2(a)) and (2(b)) show the cumulative distribu-
tion function (C.D.F.) and probability density function
(P.D.F.) of durations from a Monte-Carlo simulation for
System L1. The C.D.F. shows that the support of the
P.D.F. is roughly within the interval [10, 80], and we thus
expect the exponential behaviour to be observable. Fig-
ure (1(c)) shows the log-plot of the P.D.F. for System L1,
and the function Ce−λ
2
0t. It is again seen that the large-t
behaviour is quite well accounted for by the fit.
B. Short-time Behaviour for Small ”Kicks”
To investigate the short-time behaviour of P (y, t), let
us recast the Fokker-Planck Equation for zero driving
into a heat conduction equation on a finite interval.
Claim VI.8. The function G(y, t) := h˙P (t, y) =
Φ−1(y)P (t, y) satisfies the following heat conduction
equation,
∂tG(z, t) = ρ(z)∂
2
zG(z, t), (20)
where ρ(z) = σ
(
1− k0σ z
)2
Φ−1(z) and z =
σ
k0
[
1− exp (−k0σ y)].
6Proof. Start from Eq. (13) and perform the stated change
of variable z = σk0
[
1− exp (−k0σ y)].
The above equation encourages us to adopt the fol-
lowing views. If w is small, then h˙(0) = Φ−1(k0w)
will also be small, and so are y(t = 0) := y0 and
z(t = 0) := z0. For z ∼ 0, one may adopt the approxi-
mation ρ(z) ≈ Cσzα, where Φ−1(z) ≈ Czα for small z.
The range of validity of the approximation is as follows.
Suppose zmin is the first smallest z for which ρapprox(z)
deviates significantly from ρ(z). We solve Gapprox(z, t)
using ρapprox(z), subjected to the boundary condition
Gapprox(z, 0) = Φ
−1(z)δ(z − z0). Then the approxima-
tion is valid for t such that Gapprox(zmin, t) ≈ 0. (i.e.
A particle starting at z = z0 has negligible chance of
”diffusing” to zmin.)
From a physical standpoint, we are interested in cases
where Φ(h˙) ∼ h˙N , in which N is an integer. For N = 1,
we retrieve the case for a velocity-independent dissipa-
tion coefficient. If Φ(h˙) ∼ h˙N , then Φ−1(y) ∼ y1/N
and also Φ−1(z) ∼ z1/N (from the transformation in
Claim (VI.8)). Assuming Φ−1(z) ≈ (z/CN )1/N for small
z, one is led to consider the following heat conduction
equation,
∂tG(z, t) = σ(z/CN )
1/N∂2zG(z, t). (21)
Moreover, at first we need to consider a boundary condi-
tion for G(z, t) at z = 1, namely, that G(z, t) be regular
at z = 1, but now this boundary condition seems to be
unimportant, for as long as t is such that G(zmin, t) ≈ 0,
where zmin  1.
Claim VI.9. The solution to the equation,
∂tG(z, t) = σ(z/CN )
1/N∂2zG(z, t), (22)
subjected to the boundary conditions that
1. G(z, t) be regular at z = 0, and that
2. G(z, 0) = Φ−1(z0)
(
1− k0σ z
)−1
δ(z − z0),
is given by,
G(z, t) =
(
1− 1
2N
)
D2Nz
1
2− 1N
0
(
1− k0
σ
z0
)−1
Φ−1(z0)
√
z
t
exp
{
−D
2
N
t
[
z
2N−1
N
0 + z
2N−1
N
]}
I N
2N−1
(
D2Nz
1− 12N
0 z
1− 12N
2t
)
,
(23)
where DN =
2N
2N−1
(
C
1
N
N
σ
) 1
2
.
Proof. First let us consider the initial condition for
G(z, 0). We want the initial probability distribu-
tion to satisfy P (y, 0) = δ(y − y0). Since z =
σ
k0
[
1− exp (−k0σ y)], P (z, 0) = (1− k0σ z)−1 δ(z − z0).
Now as G(z, t) = Φ−1(y)P (z, t), the initial condition fol-
lows.
To obtain the solution, write G(z, t) =∫
dλe−λ
2tA(λ)rλ(z). Then rλ(z) satisfies the equation,
− λ2rλ(z) = σ
C
1/N
N
z1/N∂2zrλ(z). (24)
The solution which is regular at z = 0 is given by
rλ(z) =
√
zJ N
2N−1
(
N
2N−1
√
C
1/N
N
σ λz
1− 12N
)
, where Jν(x)
is the Bessel function of order ν. Thus,
G(z, t) =
∫ ∞
0
dλA(λ)e−λ
2t
×√zJ N
2N−1
 N
2N − 1
√
C
1/N
N
σ
λz1−
1
2N
 .(25)
Using the identity∫ ∞
0
dxxJα(xλ)Jα(xλ
′
) = δ(λ− λ′)/λ, (26)
and the initial boundary condition G(z, 0), one obtains
A(λ) = λ
(
1− 1
2N
)
D2Nz
1
2− 1N
0
(
1− k0
σ
z0
)−1
×J N
2N−1
(
λDNz
1− 12N
0
)
. (27)
Thus,
G(t, z) =
∫ ∞
0
dλe−λ
2tλ
×λ
(
1− 1
2N
)
D2Nz
1
2− 1N
0
(
1− k0
σ
z0
)−1
×J N
2N−1
(
λDNz
1− 12N
0
)
×√zJ N
2N−1
 N
2N − 1
√
C
1/N
N
σ
λz1−
1
2N
 .(28)
The integration over λ in the previous expression may be
performed with the following relation (See. Eq. (48) in
[1]),∫ ∞
0
d kkJν(k)Jν(kx) =
1
t
exp
(
−x
2 + 2
t
)
Iν
(x
2t
)
,
(29)
where Iν(x) is the Neumann function of order ν. The
end result is the expression for G(z, t) as stated in the
claim.
7So what is the significance of the previous claim?
According to Claim (VI.1), the duration distribution
PT (T = t) is related to the value of the probabil-
ity current, J(h˙, t) = −k0h˙P (h˙, t) − σ∂y
[
h˙P (h˙, t)
]
=
−k0G(z, t) − σ∂zG(z, t), at h˙ = 0 (i.e. z = 0). Thus,
the knowledge of G(z, t) enables us to calculate the du-
ration distribution. Since the solution for G(z, t) in
Claim (VI.9) is expected to be valid for small enough
time t, we claim that
Claim VI.10. For small enough time t, the dura-
tion distribution PT (T = t) scales with t and z0 as
z0t
−1− N2N−1 exp
[
−D2Nt
(
z
2N−1
N
0 + z
2N−1
N
)]
, where z0 =
σ
k0
[
1− exp (−k0σ y0)] and y0 = k0w.
Proof. From the expression for G(z, t) in Claim (VI.9),
and the fact that Iν(x) ∼ xν for small x, one finds that
G(t, z) ∼ z 12− 1N0 Φ−1(z0)
1
t
exp
{
−D
2
N
t
[
z
2N−1
N
0 + z
2N−1
N
]}
×√z z
1
2 z
1
2
0
t
N
2N−1
∼ z0t−1− N2N−1 z exp
{
−D
2
N
t
[
z
2N−1
N
0 + z
2N−1
N
]}
.(30)
From the previous expression for G(t, z), it is easy to
calculate that
J(t, z = 0) ∼ z0t−1− N2N−1 exp
{
−D
2
N
t
[
z
2N−1
N
0 + z
2N−1
N
]}
,
(31)
and the result follows from Claim (VI.1).
We note that it is a bit tricky to observe the small-
time behaviour numerically. The original ”conductivity”
in Claim (VI.8) is given by ρ(z) = σ
(
1− k0σ z
)2
Φ−1(z)
and we have replaced it by σ(z/CN )
1/N , ignoring the
boundary condition at z = 1. To do this, the drive w
should be small (such that the conductivity is dominated
by σ(z/CN )
1/N , and the duration T is naturally small),
σ should be small (such that the conductivity is naturally
small, and a particle starting at small z0 has small chance
of ”diffusing” to z = 1), and k0σ should be small (such
that the term
(
1− k0σ z
)2
is unimportant).
1. Numerical Examples
We shall study two systems,
1. System S1:Φ(h˙) = h˙2, Φ−1(y) = y1/2, k0 = 1.0,
σ = 1.0, under driving w = 0.01. (Thus, N = 2)
2. System S2:Φ(h˙) = h˙4, Φ−1(y) = y1/4, k0 = 1.0,
σ = 1.0, under driving w = 0.01. (Thus, N = 4)
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Figure 3. Fig. 3(a) shows the cumulative distribution func-
tion of duration T for System S1. 20000 paths are sampled in
the Monte-Carlo study. The figure shows that the support of
the probability density function is roughly within the interval
[0, 0.1]. Fig. 3(b) shows the corresponding probability distri-
bution function for System S1. Fig. 3(c) gives the log-log plot
of the P.D.F. of duration T for System S1. Shown also is the
function t−1−N/(2N+1), where N = 2, for comparison
Figures (3(a)) and (3(b)) show the cumulative distri-
bution function (C.D.F.) and probability density function
(P.D.F.) of durations from a Monte-Carlo simulation for
System S1. Figure (3(c)) shows the log-log plot of P.D.F.
of durations. It is shown that the data are fitted quite
well with the function t−1−N/(2N+1), where N = 2. Fig-
ures (4(a)), (4(b)) and (4(c)) show similiar information
for System S2.
VII. CONCLUSION
In this paper, we noted some general features com-
mon to systems described by the ABBM model with a
velocity-dependent dissipative coefficient η. Some ques-
tions arise. First and foremost, is there any physical sys-
tem which can be described, at least phenomenologically,
by our model with a non-trivial η? For example, is there
any physical system exhibiting the behaviour Φ(h˙) ∼ h˙2?
We mention that for large Reynolds number the drag is
proportional to the squared velocity rather the velocity
(See the chapter ”The drag crisis” in [11]), which may or
may not be relevant to the current problem. Moreover,
can equations similiar to ours be derived based on mi-
croscopic considerations? Although a quick answer may
be negative due to the high non-linearity introduced by
a velocity-dependent η, one cannot rule out the possibil-
ity that it arises as an ”effective” (though not necessarily
”exact”) description of the picture. We leave these ques-
tions to future studies.
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Figure 4. Fig. 4(a) shows the cumulative distribution func-
tion of duration T for System S2. 20000 paths are sampled in
the Monte-Carlo study. The figure shows that the support of
the probability density function is roughly within the interval
[0, 0.1]. Fig. 4(b) shows the corresponding probability distri-
bution function for System S2. Fig. 4(c) gives the log-log plot
of the P.D.F. of duration T for System S2. Shown also is the
function t−1−N/(2N+1), where N = 4, for comparison
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