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Abstract—Machine learning can provide deep insights into data, allowing machines to make high-quality predictions and having been
widely used in real-world applications, such as text mining, visual classification, and recommender systems. However, most sophisticated
machine learning approaches suffer from huge time costs when operating on large-scale data. This issue calls for the need of Large-
scale Machine Learning (LML), which aims to learn patterns from big data with comparable performance efficiently. In this paper, we
offer a systematic survey on existing LML methods to provide a blueprint for the future developments of this area. We first divide these
LML methods according to the ways of improving the scalability: 1) model simplification on computational complexities, 2) optimization
approximation on computational efficiency, and 3) computation parallelism on computational capabilities. Then we categorize the
methods in each perspective according to their targeted scenarios and introduce representative methods in line with intrinsic strategies.
Lastly, we analyze their limitations and discuss potential directions as well as open issues that are promising to address in the future.
Index Terms—large-scale machine learning, efficient machine learning, big data analysis, efficiency, survey
F
1 INTRODUCTION
Machine learning endows machines the intelligence to learn
patterns from data, eliminating the need for manually dis-
covering and encoding the patterns. Nevertheless, many ef-
fective machine learning methods face quadratic time com-
plexities with respect to the number of training instances or
model parameters [70]. With the rapidly increasing scale of
data in recent years [207], these machine learning methods
become overwhelmed and difficult to serve for real-world
applications. To exploit the gold mines of big data, Large-
scale Machine Learning (LML) is therefore proposed. It aims
to address the general machine learning tasks on available
computing resources, with a particular focus on dealing
with large-scale data. LML can handle the tasks with nearly
linear (or even lower) time complexities while obtaining
comparable accuracies. Thus, it has become the core of
big data analysis for actionable insights. For example, self-
driving cars such as Waymo and Tesla Autopilot apply
convolutional networks in computer vision to perceive their
surroundings with real-time images [115]; online media and
E-commerce sites such as Netflix and Amazon build efficient
collaborative filtering models from users’ histories to make
product recommendations [18]. All in all, LML has been
playing a vital and indispensable role in our daily lives.
Given the increasing demand for learning from big data,
a systematic survey on this area becomes highly scientific
and practical. Although some surveys have been published
in the area of big data analysis [12], [33], [54], [193], they are
less comprehensive in the following aspects. Firstly, most
of them only concentrate on one perspective of LML and
overlook the complementarity. It limits their values for un-
• Meng Wang, Weijie Fu, Shijie Hao and Xindong Wu are with the
Key Laboratory of Knowledge Engineering with Big Data (Hefei Uni-
versity of Technology), Ministry of Education, and the School of Com-
puter Science and Information Engineering, Hefei University of Tech-
nology, Hefei, Anhui, 230601, China. E-mail: {eric.mengwang, fwj.edu,
hfut.hsj}@gmail.com and xwu@hfut.edu.cn.
• Xiangnan He is with the University of Science and Technology of China,
Hefei, Anhui, 230031, China. E-mail: xiangnanhe@gmail.com.
derstanding this area and promoting future developments.
For example, [12] focuses on predictive models without
covering the optimization, [33] reviews stochastic optimiza-
tion algorithms while ignoring the parallelization, and [193]
only pays attention to processing systems for big data and
discusses the machine learning methods that the systems
support. Secondly, most surveys either lose the insights
into their reviewed methods or overlook the latest high-
quality literature. For example, [12] lacks discussions on
the computational complexities of the reviewed models, [33]
neglects the optimization algorithms that address the data
with high dimensionality, and [120] limits its investigation
to distributed data analysis in the Hadoop ecosystem.
In this paper, we thoroughly review over 200 papers
on LML from computational perspectives with more in-
depth analysis and discuss future research directions. We
provide practitioners lookup tables to choose predictive
models, optimization algorithms, and processing systems
based on their demands and resources. Besides, we offer
researchers guidance to develop the next generation of LML
more effectively with the insights of current strategies. We
summarize the contributions as follows.
Firstly, we present a comprehensive overview of LML ac-
cording to three computational perspectives. Specifically, it
consists of: 1) model simplification, which reduces computa-
tional complexities by simplifying predictive models; 2) op-
timization approximation, which enhances computational
efficiency by designing better optimization algorithms; and
3) computation parallelism, which improves computational
capabilities by scheduling multiple computing devices.
Secondly, we provide an in-depth analysis of existing
LML methods. To this end, we divide the methods in
each perspective into finer categories according to targeted
scenarios. We analyze their motivations and intrinsic strate-
gies for accelerating the machine learning process. We then
introduce the characteristics of representative achievements.
In addition, we review the hybrid methods that jointly
improve multiple perspectives for synergy effects.
Thirdly, we analyze the limitations of the LML methods
in each perspective and present the potential directions
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based on their extensions. Besides, we discuss some open
issues in related areas for the future development of LML.
The paper is organized as follows. We first present a
general framework of machine learning in Sec.2, followed
by a high-level discussion on its effectiveness and efficiency.
In Sec.3, we comprehensively review state-of-the-art LML
methods and provide in-depth insights into their benefits
and limitations. Lastly, we discuss the future directions to
address the limitations and other promising open issues in
Sec.4, before concluding the paper in Sec.5.
2 FROM EFFECTIVENESS TO EFFICIENCY
In this section, we present three perspectives to quantify the
efficiency based on an acknowledged error decomposition
on effectiveness. Then we provide a brief of LML.
2.1 Overview of Machine Learning
Notations. We consider a general setting of machine learn-
ing tasks: given n instancesX = {x1, . . . ,xn} sampled from
a d-dimension space, and {yi}nLi=1 indicate to the labels of
the first nL instances (nL ≥ 0) within c distinct classes.
The goal of machine learning is to learn an instance-to-label
mapping model f : x → y from a family of functions F ,
which can handle both existing and future data.
Effectiveness with error decomposition. Let Q(f)n denote
the empirical risk of a machine learning model trained over
n instances, and Q(f) be the corresponding expected risk
where the number of instances is infinite. Then we introduce
the following specific functions obtained under different
settings. Specifically, let f∗=argminfQ(f) be the optimal
function that may not belong to the function family F , and
f∗F=argminf∈FQ(f) be the optimal solution in F . Suppose
fn=argminf∈FQ(f)n is the optimal solution that minimizes
the empirical risk Q(f)n, and f˜n refers to its approximation
obtained by iterative optimization.
Let T (F , n, ρ) be the computational time for an expected
tolerance ρ with Q(f˜n)n−Q(fn)n<ρ. Based on the above
definitions, the excess error E obtained within an allotted
time cost Tmax can be decomposed into three terms [32]:
argminF,n,ρ Eapp + Eest + Eopt, s.t. T (F , n, ρ) ≤ Tmax (1)
where Eapp=E[Q(f∗F )−Q(f∗)] denotes the approximation
error, measuring how closely the functions in F can ap-
proximate the optimal solution beyond F ; Eest=E[Q(fn)−
Q(f∗F )] is the estimation error, which evaluates the effect
of minimizing the empirical risk instead of the expected
risk; Eopt=E[Q(f˜n)−Q(fn)] indicates the optimization error,
which measures the impact of the approximate optimization
on the generalization performance.
Efficiency from three perspectives. Based on a low degree
of reduction of the above decomposition, we show the three
perspectives for improving machine learning efficiency.
Firstly, we focus on the effect of Eapp, which is predefined
by the function family F of predictive models. By tuning
the size of F , we can make a trade-off between Eapp and
the computational complexity. Secondly, we consider the
influence of Eest. According to the probably approximately
correct theory, the required number of instances for opti-
mizing models in a large-size function family can be much
larger [91]. To make use of available data and reduce the es-
timation error Eest, we suppose all n instances are traversed
at least once during optimization. Thus, we ignore Eest
and the factor n. Thirdly, we pay attention to Eopt, which
is affiliated with optimization algorithms and processing
systems. Specifically, the algorithms play a crucial role in
computational efficiency, which attempts to increase the re-
duction in the optimization error per computation unit. The
processing systems determine the computational capacity
based on the hardware for computing and the software for
scheduling. With a powerful system, plenty of iterations in
optimization can be performed within allotted time costs.
Above all, the machine learning efficiency can be im-
proved from three perspectives, including 1) the compu-
tational complexities of predictive models, 2) the compu-
tational efficiency of optimization algorithms, and 3) the
computational capabilities of processing systems.
2.2 Brief of Large-scale Machine Learning
Now we present a brief of LML based on the above analysis.
1) Reduce the computational complexity based on model
simplification. Machine learning models can be optimized
based on matrix operations, which generally take cubic com-
putational complexities for square matrices. Besides, most
non-linear methods require extra quadratic complexities for
estimating the similarity between pairs of instances to for-
mulate their models. If these models are simplified by being
constructed and optimized with smaller or sparser involved
matrices, we can reduce their complexities significantly.
2) Improve the computational efficiency based on opti-
mization approximation. Gradient descent algorithms can-
not always compensate for their huge computations by se-
lecting larger learning rates [33]. Therefore, a more effective
manner is splitting data or parameters into multiple subsets
and then updating models with these small subsets. As
these approximate algorithms can obtain relatively reliable
gradients with fewer computations, the reduction in the
optimization error can be increased per computation unit.
3) Enhance the computational capacity based on com-
putation parallelism. During the procedure of model con-
struction and optimization, a high number of computation-
intensive operations can be performed simultaneously, such
as the calculations that are repeated on different mini-
batches. Built upon parallel processing systems, we can
break up these intensive computations and accomplish them
on multiple computing devices with a shorter runtime.
3 REVIEW ON LARGE-SCALE MACHINE LEARNING
In this section, we review LML in detail. Specifically, we
present the methods in the above three perspectives in
Sec.3.1-Sec.3.3, and discuss their collaboration in Sec.3.4. For
each part, we categorize the related methods according to
targeted scenarios and introduce the methods based on their
intrinsic strategies. We also provide experimental evidence
to demonstrate the effectiveness of these strategies and sum-
marize their pros and cons. For convenience, Fig.1 provides
a coarse-to-fine overview for the structure of this section.
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Fig. 1. The framework of Sec.3, which shows the ways of scaling up machine learning to large-scale machine learning from three perspectives.
TABLE 1
A brief lookup table for LML methods based on Model Simplification.
Categories Strategies Representative Methods
Kernel-based Models sampling-based approximation uniformly sampling [118], [214], incremental sampling [34], [73].projection-based approximation Gaussian [139], orthonormal transforms [215], ramdom features [134], [161].
Graph-based Models label propagation on sparse graph approximate search [110], [227], [232], division and conquer [45], [197].optimization with anchor graph single layer [132], [201], [228], hierarchical layers [77], [200].
Deep Models filter decomposition on channels [97], [117], [181], [189], on spatial fields [182], [190], [218].activation reformulation at hidden layers [44], [128], [137], [149], at the output layer [143], [144].
Tree-based Models relaxation with instance reduction random sampling [76], sparse-based [52], importance-based [112].relaxation with feature simplification random sampling [36], histogram-based [21], [52], exclusiveness-based [112].
3.1 Model Simplification
Model simplification methods improve machine learning ef-
ficiency from the perspective of computational complexities.
To reformulate predictive models and lower computational
complexities, researchers introduce reliable domain knowl-
edge for a small Eapp, such as the structures or distributions
of instances and the objectives of learning tasks [24]. Accord-
ing to targeted scenarios, the reviewed scalable predictive
models consist of four categories, including kernel-based,
graph-based, deep-learning-based, and tree-based. For con-
venience, a brief overview is provided in Tab.1.
3.1.1 For Kernel-based Models
Kernel methods play a central role in machine learning and
have demonstrated huge success in modeling real-world
data with highly complex, nonlinear distributions [146]. The
key element of these methods is to project instances into
a kernel-induced Hilbert space φ(x), where dot products
between instances can be computed equivalently through
the kernel evaluation as Kij=<φ(xi), φ(xj)>.
Motivation. Given n instances, the computational com-
plexity of constructing a kernel matrix K∈Rn×n scales as
O(n2d). Supposing all instances are labeled with a label
matrix of Y∈Rn×c (n=nL), most kernel-based methods can
be solved based on matrix inversion as
(K+ σI)
−1
Y, (2)
which requires a computational complexity of O(n3 + n2c).
Examples include the Gaussian process, kernel ridge regres-
sion, and least-square support vector machine [81].
To alleviate the above computational burdens for a large
n, a powerful solution is performing low-rank approxi-
mation based on SPSD sketching models [83] and solving
the matrix inversion with Woodbury matrix identity [94].
Specifically, let S ∈ Rn×m with n ≥ m indicate the sketching
matrix. Take C = KS, and W = STKS. Then CW†CT
becomes a low-rank approximation to K with the rank at
most m. Based on the matrix inversion lemma [94], Eq.2 can
be rewritten into 1σ [Y − C(σW +CTC)
−1
(CTY)], which
reduces the computational complexity to O(m3+nmc).
For scaling up kernel-based models without hurting the
performance, the choice of S or the efficient construction of
C becomes crucial. Below we introduce two strategies for
low-rank approximation based on sketching matrices.
Sampling-based approximation. With this strategy, S rep-
resents a sparse matrix that contains one nonzero in each
column. A direct method is sampling columns of kernel
matrices at random with replacement [118], [214], which is
equivalent to the Nystro¨m approximation. By assuming that
potential clusters are convex, one can select columns corre-
sponding to kmeans centers with the cost of O(nmdt) [228],
where t is the number of iterations. To weigh the complexity
and the performance, a few incremental sampling methods
are proposed. At each iteration, these methods first ran-
domly sample a subset of columns and then pick the column
either with the smallest variance of the similarity matrix
between the sampled columns and the remaining ones or
the lowest sum of squared similarity between selected ones
[34], [73], [229]. In general, the computational complexities
of these methods scale as O(nmp), where p is the size of
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the subset. Besides, the structures of clustered blocks can be
exploited to reduce storage costs [180].
Projection-based approximation. Based on this strategy, S
is a dense matrix, which consists of random linear combi-
nations of all columns of kernel matrices [90]. For example,
one can introduce Gaussian distributions to build a data-
independent random projection [139]. Besides, the sketch
can be improved with orthonormal columns that span uni-
formly random subspaces. To do this, we can randomly
sample and then rescale the rows of a fixed orthonormal
matrix, such as Fourier transform matrices, and Hadamard
matrices [215]. These orthonormal sketches can additionally
speed up the matrix product to O(n2logm), as opposed to
O(n2m) required for the same operation with general dense
sketches [215]. On the other hand, some methods construct
kernel spaces directly by mapping data non-linearly to new
low-dimension subspaces [134], [148], [161].
Discussion based on experimental results. Benefit from
matrix identity lemma on the low-rank approximation, time
costs can be significantly reduced. For example, [210] sped
up the matrix inversion nearly 100+ times without scarify-
ing the accuracy for COREL images. Below we discuss the
choice of the above methods in practical applications.
Firstly, for sampling-based methods, uniform sampling
is the fastest solution. Although its performance is generally
worse than others with a small m, it can be mitigated
with the increase of m [118]. Besides, the effectiveness
and efficiency of incremental sampling are weighed based
on q. However, its time cost could be 50% lower than
kmeans, especially when the selected number of columns
was small [73]. Secondly, for projection-based methods,
Gaussian matrices lead to comparable or better performance
than orthonormal sketches [83], [215]. Thirdly, projection-
based sketches are consistently better than uniformly sam-
pling, while the latter outperforms naive random features
[134], [214]. Finally, since sampling-based methods only
need to compute the involved similarity, the computation
of a full kernel matrix is avoided. However, if data comes
in streaming with varying distributions, these methods are
no longer suitable [134]. In contrast, random features can
be solved in the primal form through fast linear solvers,
thereby enabling to handle large-scale data with acceptable
performance [161], [186].
3.1.2 For Graph-based Models
Graph-based methods define a graph where the nodes rep-
resent instances in the dataset, and the weighted edges re-
flect their similarity. For classification tasks, their underlying
assumption is label smoothness over the graph [146].
Motivation. Given n instances, a graph is first constructed
to estimate the similarity between all instances, measured
as Wij=RBF(xi, xj). Then graph-based models constrain
the labels of nearby instances to be similar and the pre-
dicted labels towards the ground truths. Let Y be the
label matrix where only nL rows contain nonzero elements.
Consequently, the soft label matrix F can be solved by
F = (I+ αL)
−1
Y, (3)
where L=diag(1TW)-W denotes the graph Laplacian ma-
trix. The computational cost of graph models comes from
two aspects: the graph construction with the cost of O(n2d)
and the matrix inversion with the cost of O(n3). Thus, there
are two types of strategies for improving scalability, includ-
ing label propagation on sparse graphs and optimization
with anchor graphs.
Label propagation on sparse graphs. Unlike kernels, most
graphs prefer the sparse similarity, which has much less
spurious connections between dissimilar points [132]. Thus,
we can conduct iterative label propagation to accelerate
the spread of labels, represented as Ft+1=α(W)Ft+(1-α)Y,
where F0=Y. Let k denote the average nonzero element in
each row ofW. Then the number of necessary computations
in each iteration scales as O(nkC), taking up a tiny part of
the original amount O(n2C). As a result, a huge part of the
computational complexity now comes from graph construc-
tion, which can be efficiently solved based on approximate
sparse graph construction.
These graph construction methods introduce a hierar-
chical division on datasets to find the neighbors of each
instance and estimate their similarity, which reduces the cost
to O(nlog(n)d). For example, approximate nearest neighbor
search (ANNS) first builds a structured index with all in-
stances [110] and then searches the approximate neighbors
of each instance on the obtained index, such as hierarchical
trees [200] and hashing tables [199], [227]. To enhance the
quality, we can repeat the above procedure to generate
multiple basic graphs and combine them to yield a high-
quality one [232]. Besides, as sparse graph construction is
much easier than the nearest neighbor search, divide-and-
conquer methods become more popular. These methods first
divide all instances into two or three overlapped subsets and
then unite the sub-graphs constructed from these subsets
multiple times with neighbor propagation [45], [197].
Optimization with anchor graphs. Anchor graphs sample
m instances as anchors and measure the similarity between
all instances and these anchors as Z ∈ Rn×m. Then the la-
bels of instances are inferred from these anchors, leading to a
small set of to-be-optimize parameters. They use anchors as
transition nodes to build the similarity between instances for
label smoothness, and their soft label matrix can be obtained
as F=Z(ZTZ+αL˜)−1ZTY, where L˜∈Rm×m is a reduced
Laplacian over anchors. Clearly, the cost of graph con-
struction is reduced to O(nmd) or even O(ndlog(m)) with
ANNS, and the cost of optimization scales as O(nm2+m3).
The original anchor graph models introduce sparse ad-
jacency between instances and anchors [132]. After that,
hierarchical anchor graphs propose to retain sparse simi-
larities over all instances while keeping a small number of
anchors for label inference [200]. In case that the smallest
set of anchors still needs to be large and brings considerable
computations, FLAG developes label optimizers for further
acceleration [77]. Besides, EAGR proposes to perform label
smoothness over anchors with pruned adjacency [201].
Discussion based on experimental results. Now we show
the advantages of the two classes of methods. On the one
hand, label propagation is more efficient than the original
matrix inversion. Without accuracy reduction, it could ob-
tain 10× to 100× acceleration over the matrix inversion [79].
As for approximate graph construction, although hierarchi-
cal trees and hashing tables are easy to be used for ANNS
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[198], they generally ignore the fact that each query must
be one of the instances in the graph construction. Thus,
they put redundancy efforts on giving a good result for
unnecessary future queries. In contrast, divide-and-conquer
methods can obtain higher consistency to the exact graphs
with less time cost, which was demonstrated on both Cal-
tech101, Imagenet, and TinyImage [45]. On the other hand,
although the accuracy of anchor graphs is lightly worse than
sparse graphs [132], they are more potent on handling very
large datasets. The reason is that, once a set of anchors can
be stored in the memory, anchor graphs can be efficiently
constructed with the memory cost ofO(md+nk) rather than
O(nd). For example, with hierarchical anchor graphs, the
classification on 8 million instances could be implemented
on a personal computer within 2 mins [77], [200].
3.1.3 For Deep Models
Deep models introduce layered architectures for data repre-
sentation [66]. Instead of fully-connected networks (FCNs)
where any pair of input features in each grid-like data
are relevant, convolutional neural networks (CNNs) and
recurrent neural networks (RNNs) utilize the structures of
data by using small-size filters on local receptive fields [117].
Motivation. Take CNN as an example, where each layer of
convolution kernels can be viewed as a 4D tensor. Consider
input feature maps with the spatial size of dI × dI and the
channel number of mI . A standard convolutional layer on
the input can be parameterized by convolution kernels with
the size of dK × dK × mI × mO, where dK is the spatial
dimension of the square kernel and mO is the number of
output channels. Suppose the stride equals 1. The computa-
tional complexity of this convolutional layer becomes
dI × dI × dK × dK ×mI ×mO. (4)
Generally, deep models involve a large number of hidden
layers. Although the sizes of filters are much smaller than
the sizes of input features, CNNs still contain millions of
parameters [117], and the convolutions contribute to the
bulk of most computations. Besides, deep models contain
two types of bounded activation functions, including those
used in hidden layers for feature extraction, and the ones
used at output layers for probability prediction. The former
type is used for all neurons, and the latter type involves
normalization operations. When handling big models or a
large number of output neurons, e.g., NLP tasks, both can
lead to huge computations during back-propagation [141].
To address these issues, we introduce the filter decompo-
sition for simplifying convolution layers and improving the
overall speedup. After that, we review efficient activation
functions where gradients can be easily estimated.
Filter decomposition. Filter decomposition is derived by the
intuition that there is a significant amount of redundancy
in 4D tensors. Thus, some methods reduce computations
by gathering information from different channels hierarchi-
cally. For example, Alexnet develops group convolutions to
avoid the computations between two groups of channels
[117]. Mobilenet introduces separable depthwise convolu-
tions [97], which factorize the filters into purely spatial
convolutions followed by a pointwise convolution along
with the depth variable [181], leading to 70% reduction
of parameters. Inception v1 in turn first implements the
dimensionality reduction on the channels of input features
[189], followed by the filters with the original receptive
fields. After that, Shufflenet generalizes group convolutions
and depthwise convolutions based on the channel shuffle to
further reduce the redundancy [231].
One the other hand, some methods reduce the computa-
tions based on the hierarchical information integration over
the spatial side. For example, VGG replaces one layer of
large-size filters with the two layers of smaller-size filters
[182], reducing nearly 28% computations. Besides, Inception
v3 introduces asymmetric convolutions that decompose the
convolution with 3×3 filters into two cascaded ones with
the spatial dimensions of 1×3 and 3×1 [190], and nearly
33% parameters can be saved. Dilated convolutions further
support the exponential expansion of receptive fields with-
out the loss of resolution [218]. It shows that a 7×7 receptive
field could be explored by two dilated convolutions with
3×3 parameters, reducing 80% computations.
Activation reformulation. The bounded activation func-
tions such as sigmoid and tanh bring expensive exponen-
tial operations at each neuron. Besides, both of them face
vanishing gradient problems. To address these issues, ReLU
releases the bound by simply picking the outputs as max(0,
xinput) [149]. Since too many activations being below zero
will make ReLU neurons inactive, leaklyReLU additionally
introduces small gradients over the negative domain [137].
Besides, to improve the training stability by constraining the
outputs of activations, a few hard bounded functions upon
ReLU were developed, such as bounded ReLU and bounded
leakyReLU [128]. Moreover, [44] proposes to replace all the
multiplications with adds to reduce the computations.
For probability prediction, the implementation of soft-
max needs to compute a normalization factor based on all
output neurons that could be in millions or billions. To
reduce the computations, hierarchical softmax reorganizes
output probabilities based on a binary tree. Specifically,
each parent node divides the own probability to its children
nodes, and each leaf corresponds to a probabilistic output
[144]. When an input-output pair is available, one can only
maximize the probability of the path in the binary tree,
which reduces the computational complexity logarithmi-
cally. When Huffman coding is adopted for an optimal
hierarchy, the speedup can be further enhanced [143].
Discussion based on experimental results. Gradient de-
scent is widely used for training various networks. Thus,
filter decomposition successfully reduces the number of
computations by lowering the scale of parameters. For ex-
ample, Inception v1 was able to become 2× to 3× faster
than those without dimensionality reduction on channels
[189]. Mobilenet with depthwise convolutions could build a
32× smaller and 27× less compute-intensive networks than
VGG16, which still obtained comparable accuracies [97].
Benefit from spatial decomposition, Inception v3 used at
least 5× fewer parameters and achieved 6× cheaper compu-
tationally [190]. Meanwhile, by improving the activations,
the computations can be significantly reduced. For example,
by using hierarchical softmax on vocabulary with 10,000
words, [144] sped up network training more than 250×. If
there was no overhead and no constant term, the speedup
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could be 750×. Besides, the network with ReLU could reach
a 25% training error rate on CIFAR-10 while being 6× faster
than the one with tanh [117].
Above all, it is necessary to combine the above strategies
to reduce the computations in iterative optimization. How-
ever, to maintain the effectiveness with filter decomposition,
it is essential to analyze the complexity of each operation
carefully and modify a model progressively [49], [92]. We
also note that, model compression also plays a vital role in
deep learning. More details can be found in [55], [230].
3.1.4 For Tree-based Models
Tree-based models build hierarchical trees from a root to
leaves by recursively splitting the instances at each node
using different decision rules [172], such as Gini index
and entropy. After that, random forest (RF) and gradient
boosting decision trees (GBDT) introduce ensemble learning
to improve the robustness of classifiers and enhance their
accuracies. The former trains each tree independently. The
latter learns trees sequentially by correcting errors, and often
applies second-order approximation for custom losses [75].
Motivation. Given n instances with d features, finding the
best split for each node generally leads to the computational
complexity of O(nd) by going through all features of each
instance. Thus, the datasets with millions of instances and
features will lead to huge computational burdens when
growing trees. To address this issue, the relaxation of de-
cision rules becomes significantly important, which can be
performed from the views of instances and features.
Relaxation with instance reduction. Implementing in-
stances sampling while growing trees is the simplest
method of relaxing the rules and reducing costs [65], which
benefits both trees, RF, and GBDT. Besides, one can take
advantage of sparse features to ignore invalid instances
when evaluating each split, making the complexity linear
to the number of non-missing instances [52]. To improve the
representation of sampled instances for GBDT, GOSS prefers
the instances with large gradients [112].
Relaxation with feature simplification. Feature sampling
is an alternative for rule relaxation, which considers only a
subset of features at each split node [36]. Besides, histogram-
based boosting groups features into a few bins using quan-
tile sketches in either a global or local manner and then
perform the splitting based on these bins directly [21], [52].
Since a part of features rarely take nonzero values simulta-
neously, EFB develops a greedy bundling method to locate
these features and then merges them by only extending the
range of exclusive features [112].
Discussion based on experimental results. Below we dis-
cuss the strengths and weaknesses of the relaxation of deci-
sion rules. Firstly, randomly sampling 30% to 20% instances
could speed up GBDT 3× to 5× while improving its perfor-
mance [76]. Sparsity-aware splitting also ran 50× faster than
the naive version on Allstate-10K [52]. On the other hand,
local histogram aggregation resulted in smaller numbers
of iterations than the global one by refining the histogram
strategy [52]. Meanwhile, EFB additionally merged implic-
itly exclusive features into much fewer features, leading
to better performance than sparsity-aware splitting [112].
Secondly, although the relaxed rules significantly speed up
the training of tree-based models, it may result in extra
costs. For example, GOSS requires the cost of computing
gradients, and sparsity-aware splitting has to maintain a
nonzero data table with additional memory costs.
3.1.5 Summary
We have reviewed various LML methods from the perspec-
tive of computational complexities. Now we discuss both
the advantages and disadvantages of the above methods.
Firstly, kernel and graph-based models can be scaled
up and optimized more efficiently than deep models. Be-
sides, experts can introduce their domain knowledge on
input features and develop specific similarities for these
two models. Since the sum of positive semidefinite matrices
is still positive semidefinite, it is also easier to merge the
similarities of different types of features into a single model
[211]. Of note, although graphs generally lead to smaller
memory costs than kernels, they are only able to handle the
data that is satisfied with the cluster assumption [228].
Secondly, benefit from the hierarchical feature extrac-
tion on structural instances, deep models can obtain much
higher classification accuracies [17], [171]. However, these
methods in turn require huge time costs for training the
over-parameterized models. Although filter decomposition
methods reduce the computations remarkably, the archi-
tectures demand careful designs [190]. Besides, some deep
models are mathematically equivalent to kernelized ridge
regressions that learn their own kernels from the data [170].
However, they can only build kernels in finite-dimension
spaces, and their representations are generally uninter-
pretable, making predictions hard to be explained [20]. In
contrast, tree-based models with hierarchical splitting are
more interpretable. Besides, these models can be directly
integrated into many other methods for acceleration, such
as label trees with binary classifiers [22].
3.2 Optimization Approximation
Optimization approximation scales up machine learning
from the perspective of computational efficiency. In each
iteration, these methods only compute the gradients over
a few instances or parameters to avoid most useless com-
putations [220]. As a result, they increase the reduction in
the optimization error per computation unit and obtain an
approximate solution with fewer computations. For a small
Eopt, advanced mathematical techniques must be used to
guarantee the effectiveness of approximation. According to
targeted scenarios, we further categorize them into mini-
batch gradient descent, coordinate gradient descent, and
numerical integration based on Markov chain Monte Carlo.
For convenience, an overview is provided in Tab.2.
3.2.1 For Mini-batch Gradient Descent
The methods of mini-batch gradient descent (MGD)1 aim
to solve the problems with a modest number of parameters
but a large number of instances. Compared with stochastic
gradient descent, MGD utilizes better gradients estimated
over more instances per iteration and generally obtains fast
local convergence with lower variances.
1. MGD in this paper is equal to mini-batch SGD in other papers.
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TABLE 2
A brief lookup table for LML methods based on Optimization Approximation.
Categories Strategies Representative Methods
adaptive sampling of mini-batches dynamic batch sizes [183], proportional instance sampling [13], [86].
Mini-batch correction of first-order gradients momentum [152], [160], weighted historical gradients, [64], [108], [174].
Gradient Descent approximation of higher-order gradients mini-batch Quasi-Newton [38], mini-batch Gauss-Newton [72].
adjustment of learning rates refer to iterations [212], to gradients [69], [225], to moments [116], [164].
Coordinate selection of parameters Gauss-Seidel manner [41], [98], [151], Gauss-Southwel rules [67], [153], [178].
Gradient Descent fast solutions of subproblems using extrapolated points [19], [124], [129], [151], [175], caching [35], [178].
Numerical Integration mini-batch gradient without M-H tests 1st-order Langevin dynamics [158], [202], 2nd-order Langevin dynamics [51].
Fig. 2. The diagram of mini-batch gradient descent, where the steps in
red are key points for improving the computational efficiency.
Motivation. We first review the basic formulation of MGD.
Suppose Xt refers to a mini-batch of instances with the
size of mt, and Q denotes the objective function built upon
the parameter matrix W. Let ∂Q(W;xi) be the stochastic
gradient on xi and Gt = 1mt
∑
i∈Xt ∂Q(W
t;xi) indicates
the aggregated stochastic gradient on Xt. Similar to gradient
descent, the parameter W can be updated by
Wt+1 =Wt − ηGt (5)
with a learning rate of η. For large-scale datasets, updating
parameters based a few instances leads to large variances of
gradients and makes optimization unstable. Although we
can estimate gradients with large and fixed batch sizes, it
remarkably increases per-iteration costs [33].
To address this issue, many LML methods have been
proposed by improving gradient information in each itera-
tion with a few extra computations. According to the roles
in MGD, we review the methods from four complementary
aspects. An illustrative diagram is shown in Fig.2.
Adaptive sampling of mini-batches. We take account of
both the sizes of mini-batches and the sampling of instances.
Firstly, since the naive algorithms that partially employ
gradient information sacrifice local convergence, we can in-
crease batch sizes gradually via a prescribed sequence [183].
Besides, linear scaling is effective for large mini-batches [87].
Secondly, as randomly selected instances are independent of
optimization, it is worth considering both data distributions
and gradient contributions. Specifically, we can enforce the
sampling weights of instances to be proportional to the
L2 norm of their gradients [13]. Besides, by maintaining a
distribution over bins and learning the distribution per t
iterations, computations can be further reduced [86].
Correction of first-order gradients. Performing the correc-
tion on mini-batch gradients provides an alternative to im-
prove the quality of search directions with lower variances,
which enables a larger learning rate for accelerations. On the
one hand, gradient descent with momentum stores the latest
gradients and conducts the next update based on a linear
combination of the gradient and previous updates [160].
Gradients descent with Nesterov momentum first performs
a simple step towards the direction of the previous gradient
and then estimates the gradient based on this lookahead
position [152]. On the other hand, SAG utilizes the average
of its gradients over time to reduce the variances of current
gradients [174], and SVRG develops a memory-efficient
version which only needs to reserve the scalars to constrict
the gradients at subsequent iterations [108].
Approximation of higher-order gradients. When the con-
dition numbers of objective functions become larger, the op-
timization can be extremely hard owing to ill-conditioning
[61]. To solve this issue, MGD methods thus introduce the
approximation of second-order information with successive
re-scaling [122], [135], [187]. Similar to inexact Newton al-
gorithms, a basic solution is to employ conjugate gradient
algorithms to estimate Hessian matrices. However, as the
mini-batch size is much smaller, these algorithms imple-
mented in a nearly stochastic manner can lead to very noisy
results. To this end, mini-batch-based Quasi-Newton (MQN)
and Gauss-Newton algorithms (MGN) are proposed, which
improve the approximation by only using first-order in-
formation. In particular, MQN introduces online L-BFGS
to approximate the inverse of Hessian based on the latest
parameters and a few gradients at previous mini-batches
[38]. MGN builds the Hessian approximation based on the
Jacobian of the predictive function inside quadratic objective
functions [72]. When logarithmic losses are used in probabil-
ity estimation, it enables faster implementation without the
explicit Jacobian matrices. It is worthwhile noting that we
usually can offset the costs of these approximations when
the size of mini-batches is not too small [33].
Adjustment of learning rates. The learning rate plays an
important role in the convergence [169]. Specifically, a small
rate may slow down the convergence, while a large rate
can hinder convergence and cause the objective function to
fluctuate around its minimum. Although the rate decayed
by the number of iterations can alleviate this issue [212],
recent studies propose to adjust it more carefully according
to optimization processes. For example, Adagrad prefers
smaller rates for the parameters associated with frequently
occurring dimensions and larger rates for the ones asso-
ciated with infrequent dimensions [69]. Besides, Adadelta
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Fig. 3. The diagram of coordinate gradient descent, where the steps in
red are key points for improving computational efficiency.
takes account of the decaying average over past squared
gradients [225]. The motivation is that, by restricting the
length of accumulated gradients to some fixed sizes, we can
reduce the aggressive when decreasing learning rates [23].
Meanwhile, learning rates can also be updated based on the
second moment. For example, Adam prefers flat minima in
error surfaces [116]. Besides, Nadam and AMSGrad intro-
duce Nesterov-accelerated gradients and the maximum of
past squared gradients into Adam, respectively [68], [164].
Discussion based on experimental results. Now we discuss
the effectiveness of the above strategies. Firstly, adaptive
sampling of mini-batch can clearly improve computational
efficiency. By doubling batch sizes during training, [183]
reduced the time cost from 45 mins to 30 mins on Ima-
geNet. Besides, [86] introduced adaptive sampling and only
used 30% epochs to obtain the same accuracy of uniform
sampling. Since updating the statistic information does not
need to be frequent, its extra computational cost is insignif-
icant. Secondly, by correcting gradients for lower variance,
SVRG converged faster than the MGD using learning rate
scheduling [108]. Thirdly, by approximating the second-
order information, [135] achieved 6× to 35× faster when
solving eigensystems. MQN also reached a lower objec-
tive value with competitive computing time to the original
MGD [38]. Finally, by taking the frequency of parameters
and the decaying of gradients into account for learning
rates, Adagrad and Adadelta could only use 20% epochs to
achieve the same result of normal optimizers [225]. Based on
adaptive moment estimation, Adam further reduced more
than 50% computations [116]. A comprehensive comparison
of learning rate schemes can be found in [113]. Of note, since
these strategies play different roles in optimization, one can
apply all for further acceleration [80].
3.2.2 For Coordinate Gradient Descent
The LML methods built upon coordinate gradient descent
(CGD) aim at addressing the problems with a modest
number of instances in a high dimension. These problems
frequently arise in areas like natural language processing
[220] and recommender systems [18], [93].
Motivation. We first present the basic formulation of CGD
[204]. Let Q(W) denote the objective function with the
parameter matrix of W, and It contain the indexes of the
selected parameters in the t-th iteration. As only a few
parameters need to be updated, CGD can take all instances
into account and optimize the selected parameters to opti-
mal solutions in each iteration. Specifically, let W+Zt refer
to the expected solution on selected parameters, namely Zt
only contains non-zero values at the indexes in It. In each
iteration, CGD minimizes the following subproblem
g(Zt) = Q(W + Zt)−Q(W), (6)
where Zti,j = 0,∀{i, j} /∈ It. Although the scales of the
reduced subproblems are small and many available solvers
can be directly used for the optimization [11], CGD can still
lead to an expensive time cost for exact solutions during
iterative optimization. Besides, updating each parameter
with the same number of iterations causes a massive amount
of redundant computations.
To address these issues, we review LML methods from
two aspects: the selection of parameters and the fast solution
of subproblems. For convenience, an illustrative diagram
showing their roles is displayed in Fig.3.
Selection of parameters. For convergence with a smaller
number of iterations, the indexes must be selected carefully.
Typically, the selection of these parameters follows a Gauss-
Seidel manner [217], namely, each parameter is updated at
least once within a fixed number of consecutive iterations.
As features may be correlated, performing the traversal
with a random order of parameters in each iteration has
empirically shown the ability of acceleration [41], [98], [151].
On the other hand, Gauss-Southwell (GS) rules propose to
take advantage of gradient information for the selection,
which can be regarded as performing the steepest descent
[178]. To avoid the expensive cost in GS rules, we can
connect them to the nearest neighbor search and introduce
a tree structure to approximate the rules [67], [153]. Besides,
by introducing the quadratic approximation on objective
functions and performing the diagonal approximation on
Hessian matrices, the selection of multiple indexes can be
reduced to separable problems [221].
Fast solutions of subproblems. Similar to accelerated gra-
dient descent, extrapolation steps can be employed for ac-
celerated coordinate descent methods [124], [151]. Suppose
Q(W)=p(W)+q(W), where p(W) and q(W) are smooth
and nonsmooth, respectively. Accelerated proximal gradient
(APG) first replaces p(W) with the first-order approxima-
tion regularized by a trust region penalty and then uses
the information at an extrapolated point to update the next
iterate [129]. With appropriate positive weights, it can im-
prove the convergence remarkably while remaining almost
the same per-iteration complexity to the proximal gradient
[19], [175]. To address nonconvex problems, the monotone
APG method proposed in [125] introduces sufficient descent
conditions with a line search. It reduces the average number
of proximal mappings in each iteration and speeds up
the convergence. Moreover, if both p(W) and q(W) are
nonsmooth, ADMM introduces Douglas-Rachford splitting
to solve the problem, which is extremely useful when the
proximal operators can be evaluated efficiently [35]. Of
note, similar to standard iterative optimization, common
heuristics can be used for speedup, such as caching variable-
dependent eigendecomposition [35] and pre-computation of
non-variable quantities [178].
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Discussion based on experimental results. Now we discuss
the efficiency of the above strategies for solving primal
and dual problems. On the one hand, when optimizing L2-
SVM with correlated features, the CGD based on random
permutation could obtain the same relative difference to
the optimum with 2× to 8× fewer training costs [41].
Besides, due to the sparsity of the solutions of L1 and
L2 regularized least squares problems, CGD based on GS
rules not only outperformed random and cyclic selections
with 5× to 10× fewer epochs for faster convergence but
also used 2× less running time including the estimation of
statistical information [153]. On the other hand, for solving
lasso, APG only required 20% time of the basic proximal
gradient, and ADMM further saved 50% time costs [155].
Besides, when solving linear inverse problems like image
deblurring, the result of the proximal algorithm ISTA after
10,000 iterations could be obtained by its accelerated ver-
sion with 275 iterations [19], [60]. For nonconvex logistic
regression with capped L1 penalties, nonmonotone APG
with released conditions obtained a higher accuracy with
75% fewer costs than monotone APG [125]. In addition, by
caching eigendecomposition, ADMM solved problems 20×
faster than computing it repeatedly in each iteration [35].
3.2.3 For Numerical Integration with MCMC
The methods based on Markov chain Monte Carlo (MCMC)
are widely used in Bayesian posterior inference on p(W|X )
[27], such as M-H and Gibbs sampling [57], [89]. Unlike
the gradient-descent optimization with multi-dimensional
integrals on p(X )=∫W p(X|W)p(W)dW, they introduce
numerical approximations by recording samples from the
chain and avoid the huge time costs in high-dimensional
models. Specifically, they first generate candidate samples
by picking from distributions and then accept or reject
them based on the corresponding acceptance ratios. To
enhance acceptance probabilities and improve efficiency,
more methods introduce the gradient of the density of target
distributions to generate samples at high-density regions.
Motivation: Given a dataset of n instances, most gradient-
based sampling methods [150] introduce the Langevin dy-
namic and update parameters based on both the gradient
and the Gaussian noise as
Wt +
t
2
{∂Wt logp(Wt) +
∑
x∈X
∂Wt logp(x|Wt)}+ vt, (7)
where the step size t and the variances of noise vt∼N(0, t)
are balanced. As a result, their trajectories of parameters can
converge to the full posterior distribution rather than just
the maximum a posteriori mode. However, the calculation
of gradients per interaction faces the computation over the
whole dataset, and expensive M-H accept/reject tests are
required to correct the discretization error. Although Gibbs
sampling is free from M-H tests, it is still limited to the exact
sampling from conditional posterior distributions. Thus,
many stochastic gradient MCMC methods based on mini-
batches are proposed to address the above issues.
Mini-batch gradient without M-H tests. SGLD first intro-
duces the scaled gradients that estimated from mini-batch
instances to approximate the gradient of the log-likelihood
[202]. Besides, it discards the M-H test and accepts all the
generated samples, since its discretization error disappears
when t→0. To reduce the number of iterations, SGFS
prefers samples from approximated Gaussian distributions
for large step sizes and switches to samples from the non-
Gaussian approximation of posterior distributions for small
step sizes [10]. Meanwhile, SGHMC introduces a second-
order Langevin dynamics with a friction term to improve
the exploration of distant space [51]. In addition, SGRLD
extends SGLD for models on probability simplices by us-
ing Riemannian geometry of parameter spaces [158], and
SGRHMC further takes advantages of both the momentum
of SGHMC and the geometry of SGLRD [136].
Discussion based on experimental results. Now we show
the effectiveness of the above MCMC methods for Bayesian
posterior inference. Firstly, these methods enable efficient in-
ference for large-scale datasets. For example, SGRLD could
perform LDA on Wikipedia corpus while Gibbs sampling
was not able to run [158]. Secondly, different mini-batch
gradient variants can inherit the properties of their original
versions. For example, SGHMC could generate high-quality
distant samples and reduce more than 50% iterations than
SGLD for training Bayesian neural networks [51]. Besides,
SGRHMC resulted in lower perplexities of LDA than both
SGRLD and SGHMC while remaining similar costs [136].
3.2.4 Summary
To enhance the computational efficiency and remain reliable
solutions, the above methods prefer the computations that
produce higher reduction in optimization errors. Firstly,
both MGD and CGD methods take the importance of in-
volved instances or parameters into account and introduce
the careful selections for reducing the time cost. Meanwhile,
both can take advantage of Nesterov’s extrapolation steps
and tune learning rates with accumulated gradients or use a
line search for faster convergence. Secondly, CGD is more
suitable for optimizing models with a large number of
parameters, especially for linear models where data is stored
with inverted indexes. In contrast, if the number of features
is much smaller than the number of instances, one should
solve problems based on MGD. Thirdly, for handling large
models with a massive amount of instances, it is natural
to combine two strategies together, i.e., updating a subset
of parameters with a few instances in each iteration. For
example, a recently proposed method called mini-batch
randomized block coordinate descent estimates the partial
gradient of selected parameters based on a random mini-
batch in each iteration [235]. Finally, mini-batch gradient
MCMC algorithms improve qualities of samples and accel-
erate Bayesian inference. Besides, these algorithms generally
resemble MGD from different views, such as additive noise
and momentum. However, since samples from the dynam-
ics of native stochastic variants may not always converge to
the desired distribution, some necessary modification terms
must be introduced to substitute the correction steps [51],
[136]. Besides, the theory on how these additions differen-
tiate a Bayesian algorithm from its optimization remains to
be studied [43].
Meanwhile, a significant part of the above LML methods
focuses on handling convex problems, while only a few
methods can address nonconvex problems. Besides, most
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methods solve target problems directly. Instead, one may
seek the transformed forms of their problems and develop
more appropriate algorithms by referring related work in
other domains. Details will be discussed in Sec.4.1.2.
3.3 Computation Parallelism
Computation parallelism reduces practical time costs from
the perspective of computational capabilities. The motiva-
tion is, mutually-independent subtasks can be processed
simultaneously over multiple computing devices. For this
purpose, many parallel processing systems have been devel-
oped. On the one hand, these systems increase the number
of computations per time unit based on powerful hardware;
on the other hand, they introduce advanced software to
schedule hardware efficiently. According to the scenarios
of hardware, we review the systems from two categories,
as shown in Tab.3, including the systems with multi-core
machines and those with multi-machine clusters. Below we
introduce their main characteristics, aiming at utilizing their
developments to benefit efficient machine learning methods.
3.3.1 For Multi-core Machines
The systems here take advantage of multi-core machines for
parallelism. Specifically, all cores can access common mem-
ories, and each of them execute subtasks independently.
Motivation. To enhance the computational ability of a single
machine, recent processing systems increase the number of
parallelable instructions by introducing multiple processors
into the machine, such as multiple-core CPUs and GPUs.
Although their theoretical capabilities could be improved
almost linearly with respect to the number of cores, the
practical speedup is much lower owing to the overhead.
To improve the effectiveness, users have to handle tedious
works such as the scheduling of cores and memory.
To address this issue, we review representative works
that provide the interfaces with different levels of simplicity
and flexibility. Consequently, one can take their advantages
and smoothly implement LML models in a single machine.
Adoption of highly-optimized libraries. When the memory
is sufficient, we can directly utilize multi-core CPUs or
GPUs to perform the optimization with available highly-
optimized libraries, e.g., Mkl for Intel CPUs and Cuda for
Nvidia GPUs. On the one hand, CPUs can use relatively
cheap RAMs and handle complex operations in parallel. For
example, Liblinear and FPSG provide the efficient solutions
to L1-regularized linear classification and parallel matrix
factorization [56], [58], respectively. For general purposes,
Shogun is compatible with support vector machines and
multiple kernel learning [185]. Shark additionally supports
evolutionary algorithms for multi-objective optimization
[99]. Of note, lock-less asynchronous parallel (ASP) can
further take advantage of CPU cores and reduce the over-
head for parallelizing MGD [163]. On the other hand, GPUs
built upon thousands of stream cores are better at handling
simple computations in parallel. In particular, deep learning
systems are highly benefited from GPU-accelerated tensor
computations and generally provide automatic differenti-
ation, such as Theano [25], Caffe [103], MXNet [53], Ten-
sorFlow [5] and PyTorch [156]. For example, TensorFlow
optimizes execution phase based on the global information
of programs and achieves the high utilization of GPUs [5].
PyTorch introduces easy-to-use dynamic dataflow graphs
and offers the interface to wrap any module to be paral-
lelized over batch dimension [156].
Improvement of I/O accesses. When the memory cannot
handle a LML model at once, we have to break it into
multiple parts, where each part is computed in parallel
and different parts are implemented sequentially. In this
case, the I/O accesses result in an in-negligible overhead
for overall computations, and the effective utilization of
memory and extra storage becomes essential. For example,
to handle a large graph with ne edges, GraphChi divides
its vertices into many intervals, where each is associated
with a shard of ordered edges [119]. When performing
updating from an interval to the next, it slides a window
over each of the shards for reading and writing, imple-
menting the asynchronous model with O(2ne) accesses.
To avoid expensive pre-sorting of edges, X-Stream instead
proposes an edge-centric implementation in synchronous
by streaming unordered edge lists [168]. However, it needs
to read edges and generate updates in the scatter phase
and read updates in the gather phase, leading to O(3ne)
accesses. Recently, GridGraph introduces a two-level parti-
tioning, which streams every edge and applies the generated
update instantly [238]. It only requires one read pass over
edges and several read/write passes over vertices, leading
to nearly O(ne) accesses. Considering that the memory of
GPU is expensive and intermediate feature maps account for
the majority of usage, vDNN moves the intermediate data
between GPU and CPU, which can train larger networks
beyond the limits of the GPU’s memory [165].
Discussion based on experiments. The systems based on
multi-core machines have shown their power to accelerate
the implementation of LML. In particular, when the mem-
ory is sufficient, FPSG could speed up matrix factorization
nearly 7× with a 12-core CPU [58]. Besides, Theano was
able to achieve 5× faster for training CNNs on GPUs rather
than CPUs and 6× faster for optimizing DBNs [25]. Even
with limited memory, by scheduling I/O accesses efficiently,
we can still utilize the parallelism and train large models
within acceptable time costs. For example, GraphChi used a
mac mini and successfully solved large Pagerank problems
reported by distributed systems [119]. For the same number
of iterations, GridGraph only required fewer than 50% time
costs of others [238]. Besides, with the support of CPU
memory, vDNN could optimize a deep network with the
memory requirement of 67 GB based on a 12GB GPU [165].
3.3.2 For Multi-machine Clusters
With the explosion of data size, processing systems based
on distributed clusters have attracted increasing attention.
These systems utilize local area networks to integrate a set
of machines, where each runs its own tasks.
Motivation. Distributed processing systems introduce par-
allelism at two levels, including a number of nodes in a
cluster and multiple cores within the individual node. One
can also construct huge models for complex tasks if model
parallelism is applied. Nevertheless, the main challenge of
applying a cluster is managing (heterogeneous) machines,
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TABLE 3
A brief lookup table for LML methods based on Computation Parallelism.
Categories Strategies Representative Methods
Multi-Core adoption of optimized libraries acceleration with CPUs [56], [58], [99], [185], with GPUs [5], [25], [103], [156].
Machines improvement of i/o accesses balance memory and disks [119], [168], [238], balance CPU and GPU memory [165].
mapreduce abstraction mapreduce [167], [179], [29], spark [223], supporting libraries [28], [142], [224].
Multi-Machine graph-parallel abstraction bulk synchronous [138], asynchronous [133], GAS decomposition [48], [84].
Clusters parameter server abstraction distributed networks [53], [62], gradient boosting [104], general-purpose system [209].
allreduce abstraction tree-based [52], butterfly-based [3], [112], ring-based [2], [4], [102], [177], hybrid [87].
Fig. 4. The toy examples of distributed processing systems. (a) the structure of a mapreduce system [63], (b) the structure of graph-parallel systems
[138], (c) a sketch of parameter-server-based cluster [126], and (d) a step of data communication of the ring-based allreduce abstraction [177].
such as data communication across the nodes. These tedious
works may lead to low resource utilization.
Below we review typical distributed systems to simplify
the developments of parallelism [39]. We present the intro-
duction according to their top-level topology configurations.
MapReduce abstraction. The MapReduce abstraction di-
vides computations among multiple machines [63], where
each works with a part of tasks in parallel with its locality-
distributed data. As we can see from Fig.4(a), MapReduce
systems reformulate complex models into a series of simple
Map and Reduce subtasks. Specifically, Map transforms its
local data into a set of intermediate key/value pairs, and
Reduce merges all intermediate values associated with the
same intermediate key. The systems take care of the details
of data partitioning, execution scheduling, and communi-
cation managing. As a result, the methods that meet this
abstraction can take advantage of locality-distributed data
and be executed on clusters smoothly.
Hadoop MapReduce is the first open-source implemen-
tation, which introduces HDFS files to store the data over
disks [179]. Its flexibility allows new data-analysis soft-
ware to either complement or replace its original elements,
such as YARN [195]. Besides, to support iterative machine
learning methods, Iterative MapReduce introduces a loop
operator as a fundamental extension [167], and Hybrid
MapReduce presents a cost-based optimization framework
to combine both the task and data parallelism [29]. On
the other hand, Spark employs the immutable distributed
collection of objects RDD as its architectural foundation
[222] and distributes the data over a cluster in the memory
to speed up iterative computations [223]. Besides, a stack of
libraries are developed to further simplify its programming.
For example, MLlib provides a variety of linear algebra and
optimization primitives [142] and Spark Streaming eases
the streaming learning [224]. Recently, SystemML enables
Spark to compile sophisticated machine learning methods
into efficient execution plans automatically [28].
Graph-parallel abstraction. The graph-parallel abstraction
shown in Fig.4(b) exploits the structure of sparse graphs to
improve communication between different machines [111].
Specifically, it consists of a sparse graph and a vertex-
program. The former is partitioned into different subsets
of vertexes over multiple machines. The latter is executed in
parallel on each vertex and can interact with the neighboring
vertexes with the same edge. Compared with MapReduce,
these systems constrain the interaction based on sparse
adjacency and reduces the cost of communication.
Pregel is a fundamental graph-parallel system running
in bulk synchronous parallel (BSP) [138]. It consists of a
sequence of supersteps, where messages sent during one
superstep are guaranteed to be delivered at the begin-
ning of the next superstep. However, since the slowest
machine determines the runtime in each iteration, Pregel
can result in idling problems. GraphLab thus introduces
ASP by releasing the constraints of supersteps [133], which
updates the vertexes using the most recent values. More-
over, PowerGraph introduces a gather, apply, and scatter
(GAS) decomposition to factor vertex-programs for power-
law graphs [84] and enables the computations in both BSP
and ASP. Recently, PowerLyra uses centralized computation
for low-degree vertices to avoid frequent communications
and follows GAS to distribute the computation for high-
degree vertices [48]. Similarly, it supports both BSP and ASP.
Parameter server abstraction. The parameter server abstrac-
tion distributes data and workloads over worker nodes and
maintains distributed shared memory for parameters on
server nodes [126]. An example is shown in Fig.4(c). This
abstraction enables an easy-to-use shared interface for I/O
access to models, namely, workers can update and retrieve
the different parts of parameters as needed.
DistBelief first utilizes computing clusters with the pa-
rameter server [62], where the model replicas in workers
asynchronously fetch parameters and push gradients with
the parameter server. It thus can train deep networks with
billions of parameters using thousands of CPU cores. After
that, MXNet adopts a two-level structure to reduce the
bandwidth requirement [53], where one level of servers
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manages the data synchronization within a single machine,
and the other level of servers manages intermachine syn-
chronization. Moreover, the naive distributed Tensorflow
introduces dataflow with the mutable state to mimic the
functionality of a parameter server, which provides ad-
ditional flexibility on optimization algorithms and consis-
tency schemes [5]. Besides, to handle GBDT with high
dimensions, DimBoost transforms each local histogram to a
low-precision histogram before sending it to the parameter
server [104]. Once these local histograms are merged on the
servers, a task scheduler assigns active tree nodes among
all workers to calculate the best split for each tree node.
Meanwhile, distributed MCMC methods are also developed
for large-scale Bayesian matrix factorization [9], where the
parameter server updates its global copy with new sub-
parameter states from workers. In addition, as a general-
purpose system, Petuum is also benefited from this abstrac-
tion [209] and simplifies the distributed development of
various scalable machine learning models.
Allreduce abstraction. The allreduce abstraction reduces the
target arrays in all m machines to a single array and returns
the resultant array to all machines. It retains the convergence
of gradient descent in BSP and can be divided into tree-
based [50], butterfly-based [206], and ring-based [1].
XGBoost introduces tree-allreduce by organizing all the
workers as a binomial tree [52]. Its aggregation steps follow
a bottom-to-up scheme starting from the leaves and ending
at the root. However, these steps cannot overlap in its imple-
mentation. LightGBM thus introduces butterfly-allreduce
with a recursive halving strategy [3], [112]. Specifically, at
the k-th step, each worker exchanges n2k data with a worker
that is m2k distance away. This process iterates until the
nearest workers exchange their data.
Recently, ring-allreduce has attracted more attention by
employing bandwidth-optimal algorithms to reduce com-
munication overhead [157]. Fig.4(d) displays an illustrative
example, where m machines communicate with their neigh-
bors 2×(m-1) times by sending and receiving parameter
buffers. Specifically, in the first (second) m-1 iterations, each
machine receives a buffer and adds it to (substitutes it for)
its own value at the corresponding location. These new
values will be sent in the next iteration. To ease the use
of ring-allreduce on GPUs, Nvidia develops Nccl for its
devices [102]. After that, Horovod integrates Nccl into deep
learning and allows users to reduce the modification of their
single-GPU programs for the distributed implementation
[177]. Pytorch utilizes Nccl to operate heavily-parallel pro-
grams on independent GPUs [4]. Recently, Tensorflow also
provides two different experimental implementations for
ring-allreduce [2]. In particular, Caffe2 introduces butterfly-
allreduce for inter-machine communication while using
ring-allreduce for local GPUs within each machine [87].
Discussion based on experiments. Effective distributed sys-
tems not only allow us to handle larger-scale datasets and
models, but also make data communication more efficient.
However, different abstractions show their characteristics
in specific tasks. For example, for PageRank, Hadoop and
Spark took 198 and 97 seconds for each iteration, while Pow-
erGraph only used 3.6 seconds and was significantly faster
[84]. Based on the differentiated partition for low-degree
and high-degree vertices, PowerLyra further outperformed
PowerGraph with a speedup ranging from 1.4× to 2×. For
matrix factorization, Petuum was faster than Spark and
GraphLab [209]. Besides, when the number of workers was
not a power of two, DimBoost could outperform XGBoost
and LightGBM significantly by merging parameters with
data sparsity [104]. Based on ring-allreduce, Horovod makes
TensorFlow more scalable on a large number of GPUs. In
particular, it could half the time cost of naive distributed
Tensorflow when training CNNs with 128 GPUs [177].
3.3.3 Summary
Now we provide rough guidance of parallelism strategies.
Firstly, CPUs are optimized for handling the models with
complex sequential operations. For example, by introduc-
ing locality sensitive hashing for the sparse selection of
activate neurons, the training of FCNs on CPUs was 3.5×
faster than the best available GPUs [42]. On the contrary,
GPUs could enhance the computational capability greatly
for the intensive computational models with huge numbers
of dense matrix and vector operations [74]. Secondly, al-
though machine learning methods may be compatible with
multiple abstractions [154], it is crucial to choose a proper
abstraction for a specific setting. In general, graph-parallel
and ring-allreduce are more suitable for graph models and
deep learning models, respectively. Thirdly, we can ease
the development of higher-level systems by leveraging the
existing systems. For example, built upon YARN, Angel de-
velops a parameter server system for general-purpose LML
[106], which supports both model and data parallelism. Sim-
ilarly, Glint applies Spark for convenient data processing in
memory and introduces an asynchronous parameter server
for large topic models [100]. Moreover, PS2 launches Spark
and parameter servers as two separate applications without
hacking Spark [233], which makes it compatible with any
version of Spark. GraphX also introduces the graph-parallel
to accelerate graph-based models on Spark [85].
However, the best choice of practical developments
varies for the size of datasets and need further studies.
For example, for training SVMs, the efficiency of GPUs
only became higher than CPUs when the sizes of datasets
increased to some degree [127]. Besides, owing to the over-
head, the return of distributed systems becomes lower with
the increasing number of processors, and we have to control
the return on investment regardless of abstractions. For ex-
ample, although larger CNNs was supposed to benefit more
with multiple machines, a model with 1.7 billion parameters
only had 12× speedup using 81 machines [62].
3.4 Hybrid Collaboration
The methods in the above sections scale up LML from
the perspective of computational complexities, computa-
tional efficiency, and computational capabilities, respec-
tively. Thus, they are independent of each other, and any
partial enhancement enables the overall improvement.
Motivation. In general, we can enhance machine learning
efficiency by jointly using multiple strategies directly [40],
[71], [88]. The most typical work is deep learning, which
has been undergoing unprecedented development over the
past decades [47], [54], [123]. The key reasons that facilitate
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TABLE 4
A brief lookup table for LML methods based on Hybrid Collaboration.
Categories Strategies Representative Methods
Gradient Compression quantize component values [14], [105], [176], [203], [226], remove redundancy gradients [130].Delay limited delay with stale synchronous [7], [101], [121], [166], [234], [236], infinite delay [240].
its rapid development are detailed as follows. Firstly, deep
learning methods introduce prior knowledge such as filter
decomposition to simplify predictive models with fewer
parameters [216]. Secondly, owing to its mini-batch-based
optimization, various advanced MGD algorithms can be
employed to train neural networks, leading to faster con-
verges [116]. Thirdly, since GPUs are paired with a highly-
optimized implementation of 2D convolutions and well-
suited to cross-GPU parallelization [117], it is efficient for
researchers to debug their advanced networks [219].
However, the above perspectives can be further im-
proved for synergy effects. In particular, for simplified
models, we can modify optimization algorithms to improve
parallelism. We divided them into two strategies as listed in
Tab.4, including gradient compression and gradient delay.
Gradient compression. To further accelerate the data com-
munication in distributed optimization, many compression
methods have been proposed, where only a small number
of data is communicated across machines. For example, 1-bit
MGD quantizes each component of gradients aggressively
to one bit per value and feeds back the quantization error
across mini-batches [176]. On the contrary, QSGD directly
quantizes the components by randomized rounding to a
discrete set of values while preserving the expectation with
minimal variance [14]. As a result, it makes a trade-off
between the number of bits communicated per iteration
and the added variance. To exploit valuable gradients with
outliers, TernGrad introduces layer-wise ternarizing and
gradient clipping [203]. Meanwhile, DGC only transmits
gradients larger than a threshold for sparsification while
accumulating the rest of gradients locally [130]. In partic-
ular, when gradients are sparse and their distribution is
nonuniform, the nonzero elements in a gradient are gen-
erally stored as key-value pairs to save space. SketchML
thus takes the distribution into account and uses a quantile
sketch to summarize gradient values into several buckets for
encoding [105]. Besides, it stores the keys with a delta format
and transfers them with fewer bytes. Furthermore, ZipML
proposes to optimize the compression on gradients, models,
and instances and then perform an end-to-end low-precision
learning [226]. Of note, the above compression methods are
compatible with various parallel systems, such as multiple
GPUs [14], [176] and parameter servers [105], [130], [203].
Gradient delay. ASP-based MGD and CGD algorithms
[131], [163] minimize the overhead of locking and alleviate
the idling issues. However, they remain huge costs of data
communication. The stale synchronous parallel (SSP) algo-
rithms with gradient delays thus get more attention [96]. For
example, [121] orders CPU cores where each updates vari-
ables in a round-robin fashion. Its delay reduces the cost of
reading parameters of the latest models. [7] introduces tree-
allreduce in distributed settings, where each parent averages
the gradients of the children nodes from the previous round
with its own gradient, and then passes the result back up the
tree. In addition, CoCoA and Hydra use workers to perform
some steps of optimization with their local instances and
variables in each iteration [101], [166], respectively. EASGD
introduces an elastic force between central and local models
for more exploration to avoid many local optima [234].
Moreover, [240] proposes to solve subproblems exactly on
each machine without communication between machines
before the end, namely infinite delay. Since the delayed gra-
dient is just a zero-order approximation of the correct ver-
sion, DCASGD leverages the Taylor expansion of gradient
functions and the approximation of the Hessian matrix of
the loss function to compensate for delay [236]. On the other
hand, delayed gradients can also be utilized to improve
the convergence, which in turn reduces the communication.
For example, ECQSGD and DoubleSqueeze accumulate all
the previous quantization errors rather than only the last
one for error feedback [191], [205]. Besides, [140] introduces
the delayed gradients to chooses adaptive learning rates in
parallel settings.
Discussion based on experiments. Now we give a brief
discussion on the methods of hybrid collaboration. Firstly,
gradient compression can reduce not only the time cost
per iteration but also the overall cost. For example, com-
pared with full 32-bit gradients, the training of 16-GPU
AlexNet with 4-bit QSGD led to more than 4× speedup
on communications, and 2.5× speedup on overall costs
for the same accuracy [14]. In particular, for linear mod-
els, SketchML could accelerate the original optimizer and
achieve more than 4× improvements [105]. Of note, mod-
els with larger communication-to-computation ratios and
networks with smaller bandwidth can benefit more from
compression [203]. Secondly, gradient delay also reduces the
amount of data communication and remarkably increases
the proportion of time workers spend on the computation.
For example, based on local updates, CoCoA was able to
converge to a more accurate solution with 25× faster than
the best non-locally updating competitor [101]. Besides, the
reduction of communication cost could be nearly linear with
respect to the delay under a large number of workers [234].
4 DISCUSSIONS
Existing LML methods have established a solid foundation
for big data analysis. Below we outline some promising
extension directions and discuss important open issues.
4.1 Extension Directions
4.1.1 For Model Simplification
The methods of model simplification reduce computational
complexities with adequate prior knowledge. Therefore,
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we may further explore the distributions and structures of
instances to enhance the scalability of predictive models.
Explore distributions of data. The low-rank approximation
for kernels assumes that mapped instances in RKHS nearly
lie on a manifold of a much lower dimension, and their
inner products can be estimated on the low-dimension
space. Graph-based methods are also scaled up based on
the assumption that nearby points are more likely to share
labels. Thus, to make use of large-scale unstructured data,
the underlying global and local data distributions must be
considered [82]. Based on this motivation, HSE and AER
build hierarchical indexes on unlabeled instances for coarse-
to-fine query selection [15], [78]. As a result, although the
cost of the quality estimation of each candidate is not re-
duced, they lower computational complexities significantly
by decreasing the number of candidates.
Exploit structures within instances. Various types of convo-
lutions based on filter decomposition have been proposed to
reduce the sizes of deep models. These works demonstrate
that to make receptive fields more effectively, a critical
direction is to take the features with multi-scale invariance
into account and make use of the structural information of
instances. Following this motivation, DCNs thus develop
deformable convolutions to model larger transformations
efficiently [59], [239], which only add a few parameters.
Analyze objective tasks. A more in-depth analysis of objec-
tive tasks provides another powerful way for model simpli-
fication. For example, inspired by the coarse-to-fine catego-
rization of visual scenes in scene-selective cortex [147], hi-
erarchical convolutional networks are developed for image
classification [213]. These networks decrease the number of
parameters and correspondingly reduce the involved com-
putations per iteration. In addition, distributing parameters
and computations according to the frequencies of objective
predictions also reduces computational complexities [143].
4.1.2 For Optimization Approximation
To enhance computational efficiency, the methods of opti-
mization approximation prefer the computations that bring
significant reduction in optimization errors. However, most
of them focus on convex problems. Besides, researchers gen-
erally follow stereotyped routines to address their emerging
problems without seeking more appropriate solutions. To
further speed up the optimization for a broader range of
scenarios, the following extensions can be considered.
Optimization for nonconvex problems. The optimization
may fall into poor local minima when problems are noncon-
vex [187], leading to unstable performances in real-world
tasks. Therefore, it is necessary to enhance the ability of
algorithms to escape or bypass the poor minima. To this end,
various randomized operations can be considered, such as
randomized weight initialization and random noise on gra-
dients [188]. Besides, inspired by curriculum learning [114],
we may first utilize instances that are easy to fit and then
gradually turn to difficult ones, such as boundary instances.
As a result, it allows algorithms to obtain a good solution at
early stages and then tune it for a better minimum.
Solutions inspired by mathematical models. By transform-
ing target problems into classical models in other mathemat-
ical areas, such as geometry, we can borrow the experiences
of handling these models to accelerate the optimization. For
example, a simple iterative scheme used to find the mini-
mum enclosing ball (MEB) can be used to solve large-scale
SVM problems [194]. The motivation is, the dual of both
MEB and SVM problems can be transformed into the same
form. Similarly, [107] introduces cutting-plane algorithms
that iteratively refine a feasible set to solve SVM on high-
dimension sparse features.
4.1.3 For Computation Parallelism
Computation parallelism enhances computational capacities
based on multiple computing devices. Benefit from existing
systems, we can take advantage of flexible programming
interfaces and low data communication for parallel data
processing. However, with the fast upgrading of hardware,
software, and predictive models, the following issues re-
cently attract much attention.
Flexible hardware abstractions. Highly-efficient parallel
computations require fast data communication between dif-
ferent nodes. Although allreduce is able to minimize the
communication overhead for most methods, it supposes
that the memory and the computational ability of different
nodes are at the same level. Otherwise, the utilization of re-
sources will be limited by the weakest one. Considering the
real-world scenarios where distributed systems generally
consist of heterogeneous devices, more flexible abstractions
need to be studied. A possible solution is to utilize domain-
specific knowledge such as intra-job predictability for clus-
ter scheduling [159], [208]. Besides, we may further explore
hybrid abstractions and take account of traffic optimization
to balance computational resources [46], [87].
Modularized open-source software. There are increasing
interests in supporting open-source projects. Several moti-
vations are as follows. The developments of parallel systems
on general-purpose machine learning can be challenging
even for large companies. Besides, open-source software can
benefit more communities and democratize data science. To
this end, normalized and modularized learning frameworks
(similar to computer architectures [196]) are preferred. As a
consequence, any localized enhancement can be achieved by
contributors, improving the overall efficiency. In addition, to
construct a vibrant and lively community, it is necessary to
provide easy-to-use interfaces with different programming
languages to benefit more researchers [145], as well as the
simple postprocessing for productization.
4.2 Open Issues
4.2.1 Tighter Bounds of Complexities
Various complexities during the procedure of data analysis
can be used to evaluate required computational resources in
real-world tasks. Below we discuss some important ones.
Bounds of computational complexities. The computational
complexity determines the numbers of computing devices
and the spaces of memory. However, many existing bounds
of computational complexities only provide general guar-
antees for any probability distribution on instances and for
any optimization algorithm that minimizes disagreement on
training data. To estimate the complexities more precisely, it
is necessary to establish tighter bounds for real-world data
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distributions and specific optimization algorithms, which
may be achieved with the assistance of heuristical argu-
ments from statistical physics [6].
Other related complexities. The measures of many other
complexities also need to be studied. For example, over-
parameterized networks can be well trained with a much
smaller set of instances than the one estimated based on the
current sample complexity [184]. Besides, more instances are
required for adversarial training to build robustness [173]. In
addition, the complexity of communication and the number
of gates in a circuit can be used to estimate the practical
limits on what machines can and cannot do [16].
4.2.2 Collection of valuable data
Large-scale datasets play a crucial role in LML, as the
patterns for making decisions are learned from data with-
out being explicitly programmed. Therefore, our machine
learning community is in great need of large-scale instance-
level datasets, and efficient methods for generating such
data either in a supervised or unsupervised manner. To this
end, we highlight the following directions.
Annotation tools. Annotation tools aim at building large-
scale annotated datasets by collecting contributions from a
lot of people, such as LabelMe in computer vision [192].
To reduce the costs of obtaining high-quality labels and
simplify the annotation procedure, it is essential to ease
the modes of annotation and interaction for oracles with
scalable active learning methods [109]. Besides, it is diffi-
cult to collect clean instances with categorical and strong
supervision information. The reasons are as follows. Firstly,
there exist a large number of instances whose classes are
fuzzy themselves. The one-hot or multi-hot encoding that
groups them into specific classes can significantly harm
their supervision information. Secondly, the inconsistent
and inaccurate labels are ubiquitous in real-world situations
due to subjective data-labeling processes. To address these
issues, efficient weakly-supervised learning recently obtains
urgent attention [237].
Data augmentation. Data augmentation applies transfor-
mations to training sets to increase their scales. Based on
the augmented data, we can improve the performance of
predictive models, especially when original datasets are
imbalanced or their instances are insufficient. These trans-
formations can be as simple as flipping or rotating an image,
or as complex as applying generative adversarial learning.
Recently, BigGAN augments image datasets successfully by
synthesizing high fidelity natural instances [37].
4.2.3 Moderate Specialization of Hardware
Over the past years, the design of computer architectures fo-
cuses on computation over communication. However, with
the progress of semiconductor, we observed a new reality
that data communication across processors becomes more
expensive than the computation. Besides, the flexibility of
general-purpose computing devices also makes the compu-
tation energy-inefficient in many emerging tasks. Although
some special-purpose accelerators have been employed to
be orders of magnitude improvements such as GPUs, FPGA,
and TPUs, most of them are customized to a single- or
narrow-type of machine learning methods. Therefore, for
future hardware, it is necessary to exploit both the perfor-
mance and energy-efficiency of specialization while broad-
ening compatible methods [95].
4.2.4 Quantum Machine Learning
Quantum computers exploit superposition and entangle-
ment principles of quantum mechanics, obtaining an im-
mense number of calculations in parallel. Compared to
digital computers, they can reduce both execution time and
energy consumption dramatically, such as IBM-Q. However,
since the programming models of these quantum computers
are fundamentally different from those of digital computers,
more attention should be paid to redesign the corresponding
machine learning methods [26], [162].
4.2.5 Privacy Protection
With the development of LML, increasing importance has
been attached to privacy protection. Specifically, when per-
sonal and sensitive data are analyzed in the cloud or other
distributed environments [8], it is necessary to ensure that
the analysis will not violate the privacy of individuals. Re-
cently, federate learning provides an alternative by bringing
codes to edge devices and updating the global model with
secure aggregation [30], [31].
5 CONCLUSIONS
Large-scale machine learning (LML) has significantly facili-
tated the data analysis in a mass scale over the past decades.
However, despite these advances, the current LML requires
further improvements to handle rapidly increasing data. In
this paper, we first surveyed existing LML methods from
three independent perspectives, namely, model simplifica-
tion to reduce the computational complexity, optimization
approximation to improve computational efficiency, and
computation parallelism to enhance the computational ca-
pability. After that, we discussed the limitations of these
methods and the possible extensions that can make fur-
ther improvements. Besides, some important open issues in
related areas are presented. We hope that this survey can
provide a clean sketch on LML, and the discussions will
advance the developments for next-generation methods.
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