Abstract. We show that the spectrum of linear delay differential equations with large delay splits into two different parts. One part, called the strong spectrum, converges to isolated points when the delay parameter tends to infinity. The other part, called the pseudocontinuous spectrum, accumulates near criticality and converges after rescaling to a set of spectral curves, called the asymptotic continuous spectrum. We show that the spectral curves and strong spectral points provide a complete description of the spectrum for sufficiently large delay and can be comparatively easily calculated by approximating expressions.
Introduction
Delay differential equations with large delay play an important role for modeling of many real world systems, e.g. for optoelectronic systems with optical feedback or coupling [8] , neural systems [10] , and others [1, 11] . One of the basic questions in such systems concerns the stability of steady states and, in particular, spectral properties of the corresponding linearized systems. In this paper we investigate the spectrum of linear delay differential equations (DDEs) of the form (1.1) du dt (t) = Au(t) + Bu(t − τ ), where u ∈ R N , A, B ∈ R N ×N , B = 0 in the limit of large delay Note that the limit of large delay can be represented in the form of a singularly perturbation (1.2) ǫ dū dt (t) = Aū(t) + Bū(t − 1)
after the change of variables t =tτ ,ū(t) = u(tτ ), where ǫ = 1/τ . The limit of large delay has been studied previously by many authors. In particular, Hale, Huang, Mallet-Paret, Nussbaum, and others have studied in detail the appearance of periodic solutions for certain types of scalar equations. In the work of Ivanov and Sharkovsky [5] , the closeness of the DDE (1.2) to the corresponding difference equation, formally obtained by putting ε = 0, has been exploited. Using formal asymptotics, Kashchenko et al. [6, 7] provided a derivation of the GinzburgLandau equation as a local normal form. Some aspects of the spectrum have been previously investigated in [2, 3, 4, 14, 15, 16, 17] by Politi and Giacomelli and the authors of this paper.
In our paper, we provide a complete description of the spectrum for a general system of DDEs (1.1) with a single large delay. We show that the spectrum splits into two parts with different scaling behavior: the strong spectrum, which converges to a finite number of isolated points when the delay parameter tends to infinity, and the pseudocontinuous spectrum, which accumulates near criticality and converges after a suitable rescaling to a set of spectral curves, called the asymptotic continuous spectrum. The results allow for a detailed description of the location of the spectrum and possible instability mechanisms. Moreover, they provide comparatively simple approximating asymptotic expressions for the location of the spectrum. The main results are formulated in Sec. 2, the corresponding proofs in Sec. 4, and illustrative examples are given in Sec. 3.
Main results
Our main goal is to investigate the set of solutions of the characteristic function
of equation (1.1) and to describe the spectrum
We will pay special attention to the case when the matrix B is noninvertible, which can be found in many practical examples [1, 9, 12] . However, in order to avoid technical difficulties, we assume that Ker B = Ker B 2 , such that we have after a suitable change of coordinates
where
. Based on this, we can define the following spectral sets for (1.1): Definition 1. The set
is called the asymptotic strong unstable spectrum,
is called the asymptotic strong stable spectrum and
is called the asymptotic strong spectrum.
We call
the asymptotic continuous spectrum, where
and we assume that p ω (Y ) ≡ 0 for all ω ∈ R.
1
These asymptotic spectral sets will turn out to determine the asymptotic location of the full spectrum Σ ǫ . We define now subsets of Σ ǫ corresponding to A + , A − , A s , and A c , respectively:
and r := 1 3 min {r 0 , dist (A s , iR)}, r 0 := min {|λ − µ| | λ, µ ∈ A s , λ = µ} is called the strong spectrum. The set
is called the pseudo-continuous spectrum. Finally
is called the rescaled pseudo-continuous spectrum.
Here B r (M ) := ∪ x∈M {z ∈ C | |x − z| < r} denotes the set of balls around a set M ⊂ C.
The following main theorem establishes that for ǫ ↓ 0 the strong spectrum Σ ǫ s converges to A s , the pseudo-continuous spectrum Σ ǫ c converges to the imaginary axis iR and the rescaled pseudo-continuous spectrum Π ǫ c converges to the set of curves given by the asymptotic continuous spectrum A c . The stability of (1.1) for sufficiently long delay is given by the set of curves A c (see Corollaries 5 and 6). Note that for det B = 0 there is no strong stable spectrum, i.e the strong spectrum contains only eigenvalues with positive real part. Theorem 3. (i) Let λ ∈ A + . Then for 0 < δ ≤ r there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 the number of eigenvalues of (1.1) in B δ (λ) equals the multiplicity of λ as an eigenvalue of A.
(ii) Let λ ∈ A − . Then for 0 < δ ≤ r there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 the number of eigenvalues of (1.1) in B δ (λ) (counting multiplicities) equals the multiplicity of λ as an eigenvalue of A 1 . (iii) For µ ∈ A c and δ > 0 there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 there exists λ ∈ Σ ǫ c with |S ǫ (λ) − µ| < δ. (iv) Let R > 0. For 0 < δ ≤ r there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 and λ ∈ Σ ǫ c with |Im λ| < R we have |Re λ| < δ and there exists µ ∈ A c with |S ǫ (λ) − µ| < δ.
In the next theorem, we state some properties of the asymptotic continuous spectrum A c . We claim that it consists of d = rankB curves that may have a finite number of singularities. The singularities mediate the transition of eigenvalues from the strong spectrum to the pseudo-continous spectrum. The regular parts of the curve, relevant for bifurcation analysis, are straightforward to compute numerically and in many cases analytically.
∈ {−∞, ∞}}, which are called the spectral curves of A c .
(ii) Let iω / ∈ σ(A 1 ). Then there exist l ∈ {1, . . . , d} such that γ l (ω) = ∞ if and only if iω ∈ σ(A).
(iii) Let iω / ∈ σ(A) and d < N . Then there exist l ∈ {1, . . . , d} such that γ l (ω) = −∞ if and only if iω ∈ σ(A 1 ).
Based on these results, the conditions for the asymptotic stability of the DDE (1.1) can be formulated in terms of the spectral curves as follows.
Corollary 5. (i) If the spectral curves are in the negative half-plane, i.e. γ l (ω) < 0 for all ω ∈ R, 1 ≤ l ≤ d, and A + = ∅, then there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 the delay differential equation (1.1) is exponentially asymptotically stable.
(ii) If some spectral curve admits positive values, i.e. γ l (ω) > 0 for some ω ∈ R and l ∈ {1, . . . , d}, or A + = ∅, then there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 the delay differential equation (1.1) is exponentially asymptotically unstable.
In particular, it is evident that the onset of instability is always given by a spectral curve touching the imaginary axis.
Corollary 6. There exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 the following assertion is true: Assume that iω is the eigenvalue in Σ ε with largest real part, and that the polynomial p ω (Y ) is not identically zero. Then the eigenvalue iω belongs to the pseudo-continous spectrum.
Here, we need the nondegeneracy condition p ω (Y ) ≡ 0, which is always satisfied if det B = 0. This condition is here necessary to avoid trivial situations, for example where equation (1.1) can be decomposed into a skew-product of a DDE with an ODE, where pure ODE spectrum independent on the delay appears.
The theorems above still hold true when the polynomial p ω (Y ) becomes trivial for some ω ∈ R. In this case, we have to adapt our definitions slightly and include the additional set of of strong critical spectrum
into the strong spectrum A s . Note that these eigenvalues are independent on ε, i.e they are present for all values of the delay τ . If A 0 = ∅ then the pseudocontinuous spectrum has to be defined as
. The definition of the asymptotic continuous spectrum has to be replaced by (2.6)
where Cl denotes the topological closure. Using these definitions the results in Theorems 3 and 4 as well as Corollaries 6 and 5(ii) literally hold true. In Corollary 5(i), a nonempty A 0 clearly prevents asymptotic exponential stability. Before we prove the above results in Sec. 4, we will illustrate them by some examples.
3. Examples 3.1. Example 1: pseudo-continuous and strong unstable spectrum. With the first example, we illustrate the case det B = 0 , where only pseudo-continuous and strong unstable spectrum is present. We insert into system (1.1) the matrices
where α, β are real parameters. The strong spectrum Σ ǫ s consists only of the strong unstable part Σ ǫ + , which is approximated by the strong spectrum A + (see Theorem 3). For the asymptotic strong spectrum we obtain from σ(A)={α ± iβ} that
This means that for sufficiently large delay and α > 0, there exist two unstable eigenvalues approaching α ± iβ as τ → ∞.
When τ → ∞, the rescaled pseudo-continuous spectrum Π ǫ c approaches the asymptotic continuous spectrum A c . It is determined by the condition p ω e −γ e −iϕ = 0 that reads here as
This equation can be solved with respect to γ and ϕ. As a result, we obtain two curves of asymptotic continuous spectrum
Using Theorem 4(i) we have
It is easy to see that the asymptotic continuous spectrum is stable if |α| > 1 and unstable if |α| < 1. Similarly, for sufficiently large τ , the pseudo-continuous spectrum Σ ǫ c is stable if |α| > 1 and unstable for |α| < 1. At α = 0, the spectral curves have singularities γ ± (∓β) = ∞ (cf. Theorem 4(ii)).
According to Theorem 3, for large delay the two above mentioned spectra Π ǫ c and Σ ǫ s completely describe the structure of the whole spectrum. Figure 3 .1 shows the spectrum for different values of the parameter α. In particular, -for α < −1, the pseudocontinuous spectrum is stable and there is no strong unstable spectrum (Fig. 3.1(a) ); -at α = −1, a critical situation occurs when the asymptotic continuous spectrum touches the imaginary axis; -for −1 < α < 0, the pseudocontinuous spectrum is unstable (Fig. 3.1(b) ); -for 0 < α < 1, two strong unstable spectral points are present (Fig. 3.1(d) ) appearing via the two singularities γ ± (∓β) = ∞ of the spectral curve at α = 0 (Fig. 3.1(c)) ; -for α > 1, the pseudocontinuous spectrum becomes stable again, but the strong unstable spectrum is still present (Fig. 3.1(e) ).
3.2. Example 2: pseudo-continuous and strong stable spectrum. With the following example, we illustrate the strong stable spectrum and its interaction with the pseudo-continuous spectrum as some parameter is varied. We consider the linear system with For this system A 1 = α and we get asymptotic strong stable spectrum A − = {α} if α < 0. Moreover, there is asymptotic strong unstable spectrum
for all α. Since rank(B) = 1, the asymptotic continuous spectrum consists here only of one spectral curve
As it follows from Theorem 4, the corresponding spectral curve develops a singularity γ(0) = −∞ if α = 0. Figure 3 .2 illustrates the strongly stable spectrum and the singularity of the asymptotic continuous spectrum. of a semiconductor laser with optical feedback [9] (3.4)
Here the variables E ∈ C and n ∈ R denote the electrical field and carrier density respectively. Additionally, there are real parameters α > 0, ν > 0, J > 0, η > 0, and ϕ. The system has rotating wave solutions (external cavity modes) of the form E(t) = ae iΩt , n(t) = N . Their stability is determined by a linear system of the form (1.1) in three real variables with
where β = Ω − αN . Note that det B = 0 and
is a negative scalar value. Hence, the strong stable spectrum always exists A − = −ν(1 + 2a 2 ) . Figure 3 .3 illustrates the spectrum of some external cavity mode, which contains two spectral curves and one strong stable eigenvalue. A detailed study of the stability properties of all external cavity modes, using the results presented here can be found in [13] .
Proofs of the main results
In this section we prove the main results, which are formulated in Sec. 2. First we prove Theorem 4. We start with the following lemma. Proof. Use Leibniz formula
where S N denotes the set of all permutations on {1, . . . , N } and the subindex (j, σ(j)) denotes the element in the j-th row and σ(j)-th column. Assume without loss of generality thatB is in Jordan canonical form containing the eigenvalues on To prove assertion (ii), we have to study the case where, for a specific choice of ω, zero is a root of p ω (Y ). Indeed, we have for all iω ∈ σ(A 1 ) that
But p ω (0) = 0 is equivalent to iω ∈ σ(A), finishing the proof of statement (ii).
To prove assertion (iii), we have to study the case where, for varying ω, a root of p ω (Y ) tends to infinity. To this end it will be useful to define also the polynomial
Note that for Z = 0 we have q ω (Z) = 0 exactly if p ω (
∈ {−∞, ∞} with some ϕ ∈ R. We study now roots of q ω (Z) that tend to zero. Recalling that rankB = d < N it is obvious from (4.1) that Z = 0 is already a root of q ω with multiplicity N − d. By this reason, we need the following lemma that separates a nontrivial componentq ω (Z) of q ω (Z) for Z close to zero.
Lemma 8. For all ω ∈ R there exists δ > 0 such that for |Z| < δ we have
Proof. We use the block structure (2.2) and (2.3) of A and B. For |Z| sufficiently small, invertibility of the block −iωI + A 4 +BZ −1 follows from invertibility ofB and we can apply the formula for the determinant of block matices:
The representation (4.2) then follows immediately.
Using this lemma, we can argue now forq ω in the same way as we did above for p ω : First, we observe that forq ω (Z) ≡ 0 we have
Then, recalling (4.3), we note thatq ω (0) = 0 is equivalent to iω ∈ σ(A 1 ). This finishes the proof, under the assumption that iω ∈ σ(A) impliesq ω (Z) ≡ 0. But q ω andq ω are identically zero exactly for the same values of ω where p ω is identically zero. For these values, we have by definition that iω ∈ A 0 . Hence we are finished when we show the statement A 0 ⊂ σ(A).This follows from that fact that if p ω is identically zero, then in particular p ω (0) = det(−iωI + A) has to be zero. We have proved Theorem 4 and remark that Lemma 8 implies
We continue now with Theorem3. At first, we prove statement (i), that for 0 < δ ≤ r there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 and λ ∈ A + , the sum of the eigenvalues in B δ (λ) counting multiplicities equals the multiplicity of λ as an eigenvalue of A: Let λ ∈ A + . For z ∈ B 2δ (λ) and ǫ ↓ 0 the holomorphic function χ(z, ǫ) converges uniformly to −zI + A. Hence, Hurwitz theorem implies that there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 the functions −zI + A and χ(z, ǫ) have the same number of zeros in B δ (λ). Since the set A + is finite, this proves statement (i) of Theorem 3.
For statement (ii), we have to show that for 0 < δ ≤ r there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 and λ ∈ A − we have that the number of the eigenvalues in B δ (λ) counting multiplicities equals the multiplicity of λ as an eigenvalue of A 1 . Let λ ∈ A − . We define f (z, ǫ) := χ(z + λ, ǫ) and use again the block structure (2.2) and (2.3) to obtain
, where I 1 and I 4 denote identity matrices in R N −d and R d , respectively. Then
Note that M is invertible, because
Because Re λ < 0 it follows that for given 0 < δ ≤ r there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 f (z, ǫ) has the same number of zeros as det(−(z + λ)
. This proves statement (ii) of Theorem 3.
Now we come to statement (iii). We must show that for µ ∈ A c and δ > 0 there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 there exists λ ∈ Σ ǫ c with |S ǫ (λ) − µ| < δ. To this end, we take µ = γ 0 + iω 0 ∈ A c . Without loss of generality we assume that
where k(ǫ) := ω0 ǫ2π is the largest integer smaller than ω0 ǫ2π . For ǫ ↓ 0 we have f ǫ (z) → f 0 (z) := det (−iω 0 I + A + Be −z ) locally uniformly on C. Because iω 0 / ∈ A 0 , the function f 0 is nontrivial. By assumption there exists ϕ 0 ∈ R such that f 0 (γ 0 + iϕ 0 ) = 0. Hence for η > 0, chosen such that f 0 has only γ 0 + iϕ 0 as a zero on the closed η disk around γ 0 + iϕ 0 , there exists ǫ 0 > 0 such that for 0 < ǫ < ǫ 0 f 0 and f ǫ have the same number of zeros in the open η disk of γ 0 + iϕ 0 . If z ǫ is such a zero, then λ ǫ = ǫz ǫ + iǫ2πk(ǫ) ∈ Σ ǫ . Given δ > 0 we choose η > 0 and ǫ 0 > 0 sufficiently small such that |S ǫ (λ ǫ ) − µ| < δ. This proves statement (iii) of Theorem 3.
To prove the remaining statement (iv) of Theorem 3 we formulate the following Lemmas 9 and 12.
Lemma 9. Let (λ n ) n∈N be a sequence of complex numbers converging to iω 0 ∈ C, where ω 0 ∈ R, and let (ǫ n ) n∈N , ǫ n > 0, be a sequence of positive numbers converging to 0 such that χ(λ n , ǫ n ) = 0. Then there exists a subsequence (λ n k ) k∈N such that one of the following holds:
(ii) lim k→∞ S ǫn k (λ n k ) = ∞ and there exists a spectral curve γ l , l ∈ {1, . . . , d}, with γ l (ω 0 ) = ∞. (iii) lim k→∞ S ǫn k (λ n k ) = −∞ and there exists a spectral curve γ l , l ∈ {1, . . . , d},
To prove Lemma 9 in the general case including nonempty A 0 we need the following Lemma 10. Let iω 0 ∈ A 0 . There exist l > 0, l ∈ N, and a polynomialp(Y, X) in X and Y , which is nontrivial in Y for all X belonging to an open neighborhood U ⊂ C of iω 0 , such that
In particular
There exist m > 0, m ∈ N, and a polynomialq(Z, X) in Z and X, which is nontrivial in Z for X belonging to an open neighborhood V ⊂ C of iω 0 , such that
Proof. Write
and consider it as a polynomial in X − iω 0 and Y . Because iω 0 ∈ A 0 a factor and consider it as a polynomial in X − iω 0 and Z.
From Lemma 10 it is not difficult to see the following Remark for the definition (2.6) of the asymptotic continuous spectrum in the case A 0 = ∅: Remark 11. Let iω 0 ∈ A 0 . Then γ + iω 0 ∈ A c if and only if there exists ϕ ∈ R such thatp(e −γ e −iϕ , iω 0 ) = 0. Hence we have
which is compatible to Definition 1 in the case A 0 = ∅.
Proof. [Proof of Lemma 9] Write
where ϕ n ∈ [0, 2π[ and m n ∈ Z. By assumption we have lim n→∞ (iǫ n 2πm n ) = iω 0 and lim n→∞ (ǫ n γ n ) = 0. By passing to a subsequence we can assume that lim n→∞ ϕ n = ϕ 0 ∈ R. Define ρ n (y) := det −ǫ n y − iǫ n 2πm n + A + Be −y , y ∈ C.
The sequence ρ n (y) of holomorphic functions converges uniformly on bounded sets of C to p ω0 (e −y ) and we have
Suppose γ n is bounded. Then there exists a subsequence (γ n k ) k∈N converging to some γ 0 ∈ R. From (4.4) by letting k → ∞ we get p ω0 (e −γ0−iϕ0 ) = 0. If iω 0 / ∈ A 0 it follows by definition of A c that lim k→∞ S ǫn k (λ n k ) = γ 0 + iω 0 ∈ A c , so we have (i). Suppose iω 0 ∈ A 0 . By applying Lemma 10 we get (4.5)
If the set {l ∈ N | λ n l = iω 0 } is infinite, then we have shown (iv). Otherwise we can assume that λ n k = iω 0 for all k. From (4.5)
Sincep(Y, iω) is nontrivial for ω near ω 0 it follows thatp(Y, iω) and hence p ω (Y ) has a root y l (ω) which converges to e −γ0−iϕ0 for ω → ω 0 . Hence the corresponding spectral curve γ l (ω) = − log |y l (ω)| satisfies γ l (ω 0 ) = γ 0 . Hence γ 0 + iω 0 ∈ A c (compare with Remark 11).
Suppose γ n is unbounded. We consider four different cases. First let lim k→∞ γ n k = ∞ and iω 0 / ∈ A 0 . Letting k → ∞ and using (4.4) we get p ω0 (0) = 0. Since iω 0 / ∈ A 0 it follows that there exists l ∈ {1, . . . , d} such that γ l (ω 0 ) = ∞. Hence we have (ii). Now treat the case lim k→∞ γ n k = ∞ and iω 0 ∈ A 0 . Again using Lemma 10 we have (4.5). Hence either we have (iv) or we can assume that λ n k = iω 0 and p(e −γn k −iϕn k , λ n k ) = 0 for all k. In the latter case we havep(0, iω 0 ) = 0 which implies (ii).
Next consider the case lim k→∞ γ n k = −∞ and iω 0 / ∈ A 0 . Define σ n (y) := det (e y (−ǫ n y − iǫ n ϕ n − iǫ n 2πm n + A) + B) , y ∈ C.
The sequence σ n (y) of holomorphic functions converges uniformly on bounded sets of C to q ω0 (e y ) and we have (4.6) σ n (γ n + iϕ n ) = e γn+iϕn N χ(λ n , ǫ n ) = 0.
Letting k → ∞ we get q ω0 (0) = 0. Since q ω (Z) is nontrivial for ω near ω 0 we see (iii). Finally let lim k→∞ γ n k = −∞ and iω 0 ∈ A 0 . Applying the second part of Lemma 10 we get λ n k = iω 0 orq(e γn k +iϕn k , λ n k ) = 0.
This implies that either (iv) or (iii) holds.
Lemma 12. Let R > 0. For n ∈ N let ǫ n > 0 be such that lim n→∞ ǫ n = 0. Consider λ n ∈ Σ ǫn c with |Im λ n | ≤ R. Then λ n is bounded and for any convergent subsequence (λ n k ) k∈N we have Re (lim k→∞ λ n k ) = 0.
Proof. Definition (2.1) implies that λ n is bounded. Indeed, suppose λ n was unbounded. Then there would exist a subsequence (λ m k ) k∈N such that either 
