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In multivariate analysis many of the noncentral latent root distributions 
can be expressed in terms of hypergeometric functions ,,Fp of two-argument 
matrices. This paper is concerned with showing that the function rFi(a, b; c; R, S) 
satisfies the partial differential equation 
where RI , R, ,..., R, and si , ss ,..., s, are the latent roots of the m x m sym- 
metric matrices R and S, respectively. Differential equations for the ,F, , oFI , *FO 
and JJO hypergeometric functions are also obtained. Useful applications of these 
differential equations will be considered in a later paper. 
1. INTRODUCTION AND SUMMARY 
Many noncentral latent root distributions occurring in multivariate analysis 
can be expressed in a form involving hypergeometric functions 1;F, of two 
argument matrices, e.g., the canonical correlation coefficients 8, and the 
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noncentral means 1Fl . The hypergeometric function sF, , with m x m symmetric 
matrices R and S as arguments, has the power series representation (James [3]) 
DF,(a, ,..., a,; b, ,..., b,; R, S) = f c (al)K “**’ (“)’ cK(;)(;f) 
k=O K WK Y.--T WK 
, (1.1) 
K * 
where a, ,..., a, , b, ,..., b, are real or complex constants, 
(4 = fi (0 - t@ - Wkr > (a), = u(u + l),..., (a + n - 1) 
and C,(R) is the zonal polynomial of the matrix R corresponding to the partition 
K = (k, , k, ,..., km), k, > k, b ... b km, of the integer k into not more than 
m parts. 
Because of the computational difficulties involved in evaluating the series (1. I), 
a considerable amount of attention has been directed recently towards the 
problem of deriving asymptotic representations for the distributions involved 
(see, e.g., Anderson [l], James [5], Chang [2], Li, Pillai and Chang [6]). Most 
of this work has been concerned with approximating the hypergeometric 
functions using their integral representations. Partial differential equations have 
proved instrumental in obtaining asymptotic expansions for the hypergeometric 
functions of one argument matrix (Muirhead [7, 81) and it is reasonable to 
expect that differential equations for the more complicated case of two-argument 
matrices could be just as useful, as well as adding much needed theory to the 
subject. 
In this paper it is shown that the function zFl (a, b; c; R, S) satisfies the 
partial differential equation 
j#i 
= ub Tr(S)F, 
where R, , R, ,..., R, and s1 , s2 ,..., s,,, are the latent roots of the m x m sym- 
metric matrices R and S, respectively. Using (1.2), partial differential equations 
are also obtained for the IFl , ,,F, , rF,, and ,,F,, hypergeometric functions. All 
these results are given in Section 3. The proof involved in establishing (1.2) uses 
certain differential operators which are given in Section 2. 
Application of the differential equations presented here in the area of 
‘583/2/3-7 
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asymptotic approximations is currently in progress and will be reported in a 
later paper. 
2. PRELIMINARY RESULTS 
In the next section use will be made of the following definitions and results. 
Denote by (z) the coefficient of C,,(R)/C,,(I) in the “binomial” expansion 
We need the following differential operators 
YR=fRi2&, 
i=l z 
and 
?R= fRi3$ 
i=l I 
+ Fl gl R.RbR, & + Cl z 
j#i 
(2.3) 
(2.4) 
(2.5) 
!h - 1)) YR. (2.6) 
Then 
DR*~,(@ = ih + k(m - I)] C,(R), (2.7) 
where pK = Cr=, Ki(ki - i) (James [4]). Corresponding to the partition K, let Q = 
(kr , k, ,..., ki + I,..., A,) and 0 = (k, , k, ,..., ki - l,..., k,) wherever they are 
admissible, i.e., so long as the parts are in nonincreasing order. Then 
a,* s = ; ($) [ki - 1 + !dm - ;>I w 9 (23) 
and 
(2.9) 
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(see Muirhead [7]), h w ere the “binomial” coefficients (&) are defined by (2.1). 
The summations in (2.8) and (2.9) are over all i such that #) is admissible. 
This convention will be adopted in all future summations involving K~ and K(~). 
To obtain the effect of the operator yR on C,(R) we need the 
LEMMA 1. 
$ (:) C,,(R) = (k + 1) TW WO (2.10) 
Proof. Applying the operator cg with (2.9) to both sides of the well-known 
result 
s o(m) exp(Tr RH’SH) dH = f c cK,!f~I~h~) k=O K K * 
and comparing the coefficients of C,(S) on both sides gives (2.10). 
The effect of yR is now given in 
LEMMA 2. 
yRCdR) = k + 1 i m-i- C (;) [ki - +(i - I)] C,‘(R). (2.11) 
Proof. This is easily proved by applying the operator D* to both sides of 
(2.10) and simplifying the resulting equation using (2.10). 
The effect of the operator qR on C,(R) is given in 
LEMMA 3. 
ddR) = k + 1 t Lx (;) [kk, - Q(i - l)][k, - )(i - m)] C,,(R). (2.12) 
Proof. It is easily verified that 7s = &(Dx*yR - yR D,*); then (2.12) is 
obtained by applying the operators DR* and ys to C,(R). 
3. PARTIAL DIFFERENTIAL EQUATIONS 
In this section we establish partial differential equations satisfied by the 
hypergeometric functions commonly occurring in multivariate analysis. 
We start with the aFr function. 
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THEOREM 1. The function pI(a, b; c; R, S) sati.$es the partial d@erential 
equation 
S,*F+[c-+(m-11)]~~F-[a+b-i(m -l)]y,F--rF==abTr(S)F. 
(3.1) 
Proof, On applying each of the differential operators in (3.1) term-by-term 
to the series 
and comparing coefficients of C,(R) on both sides the problem reduces to showing 
that 
This is proved in Lemma 1. 
COROLLARY 1. The function zFI(a, b; c; R, S) is the unique solution of (3.1) 
subject to the condition that F may be expressed in the series form 
F(R, S) = f 2 a,, cK(~:>(S) > 
k=O K K 
whereF(O,O) = 1, i.e., “co) = 1. 
Proof. We substitute the above series in (3.1) and compare coefficients first 
of C,(R) and then of CJS) on both sides. This gives rise to the following 
recurrence relations for the 01,: 
(k -k l)[c + hi - fr(i - l)] aKi = [a + ki - &(i - l)][b + ki - +(i - 1)] o(, . 
Using the fact that ato) = 1, these recurrence relations determine the (Y, uniquely 
as (a),(b),/(c),k!, as required. 
Putting b = c = +(m - 1) in (3.1) establishes 
COROLLARY 2. The function lFo(a; R, S) satisfies the partial differential 
equation 
6,*F - ay,F - QF = &a(m - 1) Tr(S)F. (34 
From Theorem 1 we can easily establish partial differential equations for the 
1FI and OF, functions. These are given in 
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THEOREM 2. The function lFI( a; c; R, S) satisfies the partial ds@wntial 
equation 
SR*F + [c - @a - l)] eRF - ysF = a Tr(S)F (3.3) 
and the function ,F,(c; R, S) satis$es the partial daJferentia1 equation 
6,*F + [c - $(m - I)] e,F = Tr(S)F. (3.4) 
Proof. The differential Eq. (3.3) f  or 1FI is obtained from the differential 
Eq. (3.1) for zFI via the confluence 
Iixi,F,(a, 6; E; R, bb?S) = IFI(a; c; R, S). 
Similarly, since 
$ lFI(a, c; R, a-W) = ,F,(c; R, S), 
the differential Eq. (3.4) for ,,F, f  o 11 ows from (3.3). Alternatively, the theorem is 
easily proved directly using a proof similar to that of Theorem 1. 
As for Theorem 1 we can easily obtain 
COROLLARY 1. The functions ,F,(a; c; R, S) and $‘,(c; R, S) are the unique 
solutions of (3.3) and (3.4), respectively, subject to the condition in Corollary 1 of 
Theorem 1. 
Putting a = c = $(m - 1) in (3.3) establishes 
COROLLARY 2. The function ,,Fo(R, S) satisfies the partial differential equation 
6,*F - ysF = +(m - 1) Tr(S)F. (3.5) 
Remark. It is clear that all these hypergeometric functions also satisfy the 
differential equations that are obtained by interchanging R and S. For example, 
as well as satisfying (3.1), .$,(a, b; c; R, S) also satisfies 
S,*F+[c--*(m--l)]~sF-[a+b-i(m--11)1~kF-~F= abTr(R)F 
and similarly for the other functions. 
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