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SUR UN PROBLE`ME DE COMPATIBILITE´
LOCAL-GLOBAL LOCALEMENT ANALYTIQUE
par
Christophe Breuil & Yiwen Ding
Re´sume´. — On re´interpre´te et on pre´cise la conjecture du Ext1 localement analytique
de [10] de manie`re fonctorielle en utilisant les (ϕ,Γ)-modules sur l’anneau de Robba
(avec e´ventuellement de la t-torsion). Puis on de´montre plusieurs cas particuliers ou
partiels de cette conjecture “ame´liore´e”, notamment pour GL3(Qp).
Abstract. — We reinterpret the main conjecture of [10] on the locally analytic Ext1
in a functorial way using (ϕ,Γ)-modules (possibly with t-torsion) over the Robba ring,
making it more accurate. Then we prove several special or partial cases of this “im-
proved” conjecture, notably for GL3(Qp).
A` Jean-Marc Fontaine et Jean-Pierre Wintenberger
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1. Introduction
L’ide´e d’utiliser les (ϕ,Γ)-modules de Fontaine dans le programme de Langlands
p-adique est due a` Colmez. Elle lui a permis de construire un foncteur exact (qui
porte son nom) associant un (ϕ,Γ)-module e´tale de pm-torsion a` une repre´sentation
de GL2(Qp) de longueur finie annule´e par pm, puis par la suite de de´montrer la
correspondance de Langlands locale p-adique pour GL2(Qp) ([25], [27]).
Lorsque l’on s’attelle a` d’autres groupes que GL2(Qp), par exemple GLn(Qp), les
repre´sentations localement analytiques (ou p-adiques) qui apparaissent dans les com-
posantes Hecke-isotypiques des espaces de formes automorphes p-adiques sont beau-
coup plus complique´es. Dans [10] est formule´e une conjecture qui relie ce qui se passe
“juste apre`s” les vecteurs localement alge´briques (dans ces repre´sentations) au dernier
cran de la filtration de Hodge sur les puissances alterne´es du module filtre´ de Fontaine
sous-jacent. Le but principal de cet article est de re´interpre´ter et de pre´ciser cette con-
jecture de manie`re fonctorielle en utilisant les (ϕ,Γ)-modules sur l’anneau de Robba
(avec e´ventuellement de la t-torsion), puis de de´montrer plusieurs cas particuliers ou
partiels de cette conjecture “ame´liore´e”, notamment pour GL3(Qp).
Avant de rentrer dans les de´tails, rappelons de manie`re un peu moins vague la
conjecture de [10]. Fixons un corps des coefficients E (une extension finie de Qp)
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et une repre´sentation de de Rham ρp de Gal(Qp/Qp) de dimension n ≥ 2 sur E et
de poids de Hodge-Tate h1 > h2 > · · · > hn distincts. Notons DdR(ρp) le mod-
ule filtre´ de ρp et alg ⊗E π∞ la repre´sentation localement alge´brique de GLn(Qp)
sur E usuelle associe´e a` ρp, qui ne de´pend que des poids de Hodge-Tate et de la
repre´sentation de Weil-Deligne W de ρp. On devrait pouvoir associer a` ρp une (au
moins) repre´sentation localement analytique admissible (au sens de [61]) de GLn(Qp)
sur E contenant alg ⊗E π∞, que l’on note juste πan dans cette introduction, soit en
prenant une spe´cialisation (suppose´e non nulle) V (ρp) comme dans [21, § 2.12] (voir
aussi [55]), soit en supposant que ρp se globalise en une repre´sentation galoisienne
automorphe ρ (pour un groupe unitaire de´ploye´ en p compact a` l’infini) et en prenant
les vecteurs localement analytiques de la composante ρ-isotypique dans l’espace des
formes automorphes p-adiques. La conjecture de [10] postule alors l’existence, pour
toute racine simple α = ej − ej+1 de GLn (j ∈ {1, . . . , n− 1}), d’une repre´sentation
localement analytique πα admissible de longueur finie ne de´pendant que des hi, de W
et de α, et d’un isomorphisme :
(1) Ext1GLn(Qp)(π
α, alg ⊗E π∞) ≃ ∧n−jE DdR(ρp)
(ne de´pendant aussi que des hi et de W ) tel que tout plongement alg ⊗E π∞ →֒
πan s’e´tende en un plongement (alg ⊗E π∞) πα →֒ πan ou` (alg ⊗E π∞) πα est
l’extension (non scinde´e) donne´e par l’image inverse par l’isomorphisme (1) de la
droite Filmaxα (ρp) de ∧iEDdR(ρp) produit alterne´ des n−j derniers crans de la filtration
de Hodge sur DdR(ρp), i.e. (cf. (219)) :
Filmaxα (ρp)
de´f
= Fil−hj+1(DdR(ρp)) ∧ Fil−hj+2(DdR(ρp)) ∧ · · · ∧ Fil−hn(DdR(ρp)).
Une des ide´es a` la base de cet article a e´te´ de remarquer qu’il existe un groupe
Ext1 coˆte´ Gal(Qp/Qp), ou plutoˆt coˆte´ (ϕ,Γ)-modules, naturellement isomorphe
a` ∧n−jE DdR(ρp). Rappelons que Berger dans [4, Th. A] associe a` toute filtration
(de´croissante exhaustive) sur ∧n−jE DdR(ρp) un certain (ϕ,Γ)-module (libre de rang
fini) sur l’anneau de Robba RE a` coefficients dans E. Par exemple si l’on prend la
filtration sur ∧n−jE DdR(ρp) induite par la filtration de Hodge sur DdR(ρp), on retrouve
le (ϕ,Γ)-module e´tale sur RE associe´ a` ∧n−jE ρp. Si l’on prend la filtration triviale
Fil0 = tout, Fil1 = 0 on obtient l’e´quation diffe´rentielle p-adique D(∧n−jE W ) associe´e
a` ∧n−jE ρp ([3]), qui ne de´pend que de ∧n−jE W .
Proposition 1.1 (Proposition 5.1.2). — Pour tout j ∈ {1, . . . , n − 1} on a un
isomorphisme naturel (ou` t = log(1 +X) ∈ RE) :
(2) Ext1(ϕ,Γ)
(RE/(thj−hj+1), D(∧n−jE W )⊗RE RE(xhj−hj+1)) ∼−→ ∧n−jE DdR(ρp)
tel que l’image inverse d’une droite F ⊆ ∧n−jE DdR(ρp) (vue a` isomorphisme pre`s
comme (ϕ,Γ)-module) est le (ϕ,Γ)-module associe´ a` la filtration Fil−(hj−hj+1) =
∧n−jE DdR(ρp), Fil−(hj−hj+1)+1 = · · · = Fil0 = F , Fil1 = 0.
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Il est alors naturel de penser que l’isomorphisme conjectural (1) devrait se
de´composer en deux isomorphismes, l’un donne´ par (2) et l’autre donne´ comme suit
(en notant D(∧n−jE W )(xhj−hj+1) de´f= D(∧n−jE W )⊗RE RE(xhj−hj+1)) :
(3) Ext1GLn(Qp)(π
α, alg ⊗E π∞) ∼−→ Ext1(ϕ,Γ)
(RE/(thj−hj+1), D(∧n−jE W )(xhj−hj+1)).
L’isomorphisme (3) sugge`re alors l’existence d’un foncteur contravariant Dα
tel que, au moins a` torsion pre`s, on ait Dα(alg ⊗E π∞) ≃ RE/(thj−hj+1) et
Dα(π
α) ≃ D(∧n−jE W )(xhj−hj+1), tel que Dα induise (3), et tel qu’apparaisse
dans πan l’unique extension de πα par alg ⊗E π∞ envoye´e par Dα vers le
(ϕ,Γ)-module associe´ par [4, Th. A] a` la filtration Fil−(hj−hj+1) = ∧n−jE DdR(ρp),
Fil−(hj−hj+1)+1 = · · · = Fil0 = Filmaxα (ρp), Fil1 = 0.
Notre ide´e de de´part pour essayer de construire Dα est d’adapter au cadre lo-
calement analytique le foncteur de´fini dans [11] e´tendant celui de Colmez a` des
repre´sentations lisses de GLn(Qp) (ou de groupes plus ge´ne´raux) en caracte´ristique p
(ou de pm-torsion), plus pre´cise´ment la variante de [11] ou` l’on ne conside`re qu’une
seule racine simple α ([35], [67]). Re´sumons la construction de [11], [35]. Notons
Nα0 un sous-groupe ouvert compact du sous-groupe N
α(Qp) des unipotents supe´rieurs
N(Qp) de GLn(Qp) ou` l’on a “enleve´” la racine α (i.e. l’entre´e correspondante est
nulle), si π est une repre´sentation lisse de GLn(Qp) en caracte´ristique p, on peut munir
le dual (πN
α
0 )∨ d’une structure naturelle de (ψ,Γ)-module compact ou` rappelons que
l’ope´rateur ψ (dans un (ϕ,Γ)-module e´tale en caracte´ristique p) est l’inverse a` gauche
de ϕ. On peut alors associer a` π le foncteur covariant Fα(π) sur la cate´gorie abe´lienne
des (ϕ,Γ)-modules e´tales en caracte´ristique p en envoyant un tel (ϕ,Γ)-module D vers
Fα(π)(D)
de´f
= Homψ,Γ((π
Nα0 )∨, D) (morphismes continus de (ψ,Γ)-modules). Il re´sulte
alors de [11, Rem. 5.6(iii)] avec [11, Prop. 3.2(ii)] que le foncteur π 7→ Fα(π) est exact
a` gauche et que Fα(π) est pro-repre´sentable par un pro-(ϕ,Γ)-module e´tale Dα(π).
De plus Dα(π) est un vrai (ϕ,Γ)-module (i.e. de rang fini) au moins lorsque les con-
stituants irre´ductibles de π sont en nombre fini et sous-quotients de se´ries principales
([11, Cor. 9.3]).
La situation se complique lorsque l’on conside`re des repre´sentations locale-
ment analytiques de GLn(Qp) (sur des E-espaces vectoriels de type compact) au
lieu de repre´sentations en caracte´ristique p. On peut penser associer a` une telle
repre´sentation π le foncteur D 7→ Homψ,Γ((πNα0 )∨, D) pour D dans la cate´gorie
abe´lienne des (ϕ,Γ)-modules ge´ne´ralise´s sur RE ([47]). Mais on tombe sur plusieurs
proble`mes techniques. Par exemple, e´crivant D = lim
r→+∞
Dr ou` Dr est un (ψ,Γ)-
module sur RrE = le E-espace de Fre´chet des fonctions rigides analytiques sur la
couronne p−1/r ≤ | · | < 1, il n’est d’abord pas clair que l’image d’un morphisme
dans Homψ,Γ((π
Nα0 )∨, D) tombe dans un Dr pour r ≫ 0, de sorte qu’il vaut mieux
conside´rer D 7→ lim
r→+∞
Homψ,Γ((π
Nα0 )∨, Dr). Par ailleurs, si π est une repre´sentation
de Steinberg ge´ne´ralise´e localement analytique, alors D 7→ lim
r→+∞
Homψ,Γ((π
Nα0 )∨, Dr)
n’est pas le foncteur nul, alors que l’on aimerait que la contribution de ces Steinberg
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ge´ne´ralise´es soit nulle. Dans la the´orie classique des repre´sentations lisse (sur E),
une manie`re d’annuler les Steinberg ge´ne´ralise´es est de conside´rer, plutoˆt que le
foncteur de Jacquet usuel πN(Qp), la de´rive´e supe´rieure de Bernstein π(η
−1)N(Qp)
pour un caracte`re (ge´ne´rique) non trivial η : N(Qp) → E×∞ ou` E∞ = ∪m∈Z≥0Em
avec Em = E(
pm
√
1) (i.e. on tord l’action de N(Qp) par η
−1). Revenant a` πN
α
0 ,
on tombe alors sur le fait que η peut eˆtre trivial sur Nα0 , il faut donc remplacer
πN
α
0 par autre chose. Un examen du cas ou` π est une repre´sentation lisse de
GLn(Qp) sur E montre qu’en fixant une famille croissante (Nm)m∈Z≥0 de sous-
groupes ouverts compacts de N(Qp) telle que ∪mNm = N(Qp) et en conside´rant
Fα(π) : D 7→ lim
r,m→+∞
Homψ,Γ((π⊗E Em)(η)Nαm)∨, Dr⊗E Em) ou` Nαm
de´f
= Nm ∩Nα(Qp),
on obtient un foncteur π 7→ Fα(π) exact a` gauche qui annule les Steinberg ge´ne´ralise´es
(lisses). Pour π localement analytique, on de´finit alors Fα(π) comme suit (cf. (34)) :
(4) D 7−→ lim
r,m→+∞
Homψ,Γ
(
(π[nα]⊗E Em)(η−1)Nαm)∨, Dr ⊗E Em
)
ou` D est un (ϕ,Γ)-module ge´ne´ralise´ sur RE et nα est l’alge`bre de Lie de Nα(Qp).
Comme de plus π est de´finie sur E, les E∞-espaces vectoriels (4) sont naturelle-
ment munis d’une action E∞-semi-line´aire de Gal(E∞/E). Noter que (4) n’utilise
que l’action du Borel B(Qp) des matrices triangulaires supe´rieures dans GLn(Qp) et
ne de´pend pas, a` isomorphisme pre`s, du choix des Nm (Proposition 2.3.5). Noter
aussi que (π[nα] ⊗E Em)(η−1)Nαm ≃ (π ⊗E Em)(η−1)N
α
m (cf. Remarque 2.1.4), mais
cette deuxie`me de´finition donne des fle`ches de fonctorialite´ dans le mauvais sens
quand m grandit. Noter enfin que si l’on conside`re, par analogie, le foncteur σ 7→
lim
m→+∞
HomD(T+(Qp),E)((π[n]Nm)
∨, σ∨) ou` σ est une repre´sentation localement analy-
tique du tore T (Qp) dans la cate´gorie Rep
z
la.c(T (Qp)) de [33], n l’alge`bre de Lie de
N(Qp) et D(T (Qp)+, E) les distributions localement analytiques sur le tore “positif”
T (Qp)+ ([33, Def. 2.2.1]), on peut montrer que ce foncteur est repre´sentable par le
dual JB(π)
∨ ou` JB(−) est le foncteur de Jacquet-Emerton relativement a` B(Qp) ([32],
[33]), de sorte que (4) semble raisonnable.
The´ore`me 1.2 (Proposition 2.3.3 & The´ore`me 3.7.2)
(i) Pour toute suite exacte 0 → π′′ → π → π′ de repre´sentations localement
analytiques de B(Qp) sur des E-espaces vectoriels de type compact, on a une suite
exacte :
0 −→ Fα(π′′) −→ Fα(π) −→ Fα(π′)
(i.e. 0 −→ Fα(π′′)(D) −→ Fα(π)(D) −→ Fα(π′)(D) est exact pour tout (ϕ,Γ)-module
ge´ne´ralise´ D).
(ii) Soit P (Qp) ⊆ GLn(Qp) un sous-groupe parabolique contenant B(Qp) tel que α
est une racine simple du facteur de Levi LP (Qp), P−(Qp) le parabolique oppose´ et πP
une repre´sentation localement analytique de LP (Qp) sur un E-espace vectoriel de type
compact. Alors on a un isomorphisme Fα
((
Ind
GLn(Qp)
P−(Qp)
πP
)an) ∼= Fα(πP ).
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Le proble`me de la repre´sentabilite´ du foncteur Fα(π) pour, disons, π une
repre´sentation de longueur finie de GLn(Qp) est beaucoup plus de´licat. Lorsque
l’on se limite, dans un premier temps, aux repre´sentations construites par Orlik et
Strauch dans [53], on peut montrer que Fα(π) est repre´sentable dans beaucoup de
cas. Rappelons que, si P (Qp) ⊆ GLn(Qp) est un sous-groupe parabolique contenant
B(Qp), P−(Qp) le parabolique oppose´ d’alge`bre de Lie p− et Op−alg la sous-cate´gorie
de la cate´gorie Op− ([41]) des objets avec des poids entiers, alors pour π∞P une
repre´sentation lisse de longueur finie du Levi LP (Qp) sur E, Orlik et Strauch cons-
truisent dans [53] un foncteur contravariant exact M 7−→ FGP−(M,π∞P ) de Op
−
alg dans
la cate´gorie des repre´sentations localement analytiques (admissibles) de longueur
finie de GLn(Qp) sur E. Soit i ∈ {1, . . . , n− 1} tel que α = ei− ei+1, on note dans la
suite λα∨(x)
de´f
= diag(x, . . . , x︸ ︷︷ ︸
i
, 1, . . . , 1︸ ︷︷ ︸
n−i
) (un cocaracte`re alge´brique de T (Qp)). Si λ est
un caracte`re alge´brique de T (Qp), on peut conside´rer le (ϕ,Γ)-module RE(λ ◦ λα∨).
The´ore`me 1.3 (Corollaire 3.7.3 & Corollaire 3.7.8)
Soit P (Qp), M ∈ Op−alg, π∞P comme ci-dessus et π de´f= FGP−(M,π∞P ). On
suppose que π∞P admet un caracte`re central χπ∞P et on note dπ∞P = dimE(π
∞
P ⊗E
E∞)(η
−1)NLP(Qp) ou` NLP(Qp) = N(Qp) ∩ LP (Qp). Lorsque α n’est pas une racine de
LP (Qp), on note Q(Qp) le plus petit sous-groupe parabolique de GLn(Qp) contenant
P (Qp) tel que α est une racine de LQ(Qp) et q− l’alge`bre de Lie de Q−(Qp).
(i) Il existe des caracte`res alge´briques distincts χλ1 , . . . , χλr de Gal(E∞/E) (cf. (46)
pour χλi) et des (ϕ,Γ)-modules ge´ne´ralise´s Dα,1(π), . . . , Dα,r(π) tels que :
Fα(π) ≃
r⊕
i=1
E∞(χλi)⊗E Hom(ϕ,Γ)(Dα,i(π),−).
(ii) Supposons de plus que M est un quotient non nul de U(g) ⊗U(p−) L−(λ)P ou`
L−(λ)P est une repre´sentation alge´brique irre´ductible de LP (Qp) (pour λ un caracte`re
alge´brique de T (Qp) dominant pour B−(Qp)∩LP (Qp)). Alors si α n’est pas une racine
de LP (Qp) et si M /∈ Oq−alg, on a :
Fα(π) ≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)
(
RE
(
(λ ◦ λα∨)(χ−1π∞P ◦ λα∨)
)⊕dπ∞
P ,−
)
.
(iii) Avec les notations de (ii), si α n’est pas une racine de LP (Qp) et si M ∈ Oq−alg,
ou bien si α est une racine de LP (Qp), on a :
Fα(π) ≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)
((RE(λ ◦ λα∨)/(t1−〈λ,α∨〉))⊕dπ∞P ,−).
Le The´ore`me 1.2 et le The´ore`me 1.3 ne sont pas vrais seulement pour GLn(Qp),
on les de´montre dans le texte pour G(Qp) ou` G est un groupe alge´brique re´ductif
connexe de´ploye´ sur Qp de centre connexe. La preuve utilise comme ingre´dients le
The´ore`me 1.2, le cas π localement alge´brique (The´ore`me 3.3.1, dont la preuve utilise
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de manie`re essentielle des re´sultats de Bernstein et Zelevinsky [7, § 3.5]), le The´ore`me
3.7.7 qui permet de se ramener a` une induite parabolique localement analytique,
et enfin des de´vissages parfois techniques (cf. Proposition 3.5.3) pour montrer que
seule la grosse cellule d’une telle induite parabolique a une contribution non nulle
a` Fα (cf. Proposition 3.4.4 et Proposition 3.6.2). Dans ces de´vissages, on utilise
en particulier a` maintes reprises le fait technique suivant : pour certains ψ-modules
de Fre´chet dont le E-espace vectoriel sous-jacent est de la forme
∏
i≥1Mi pour des
espaces de Fre´chet Mi (par exemples ceux tels que ψ pre´serve chaque facteur Mi),
tout morphisme f :
∏
i≥1Mi → Dr d’espaces de Fre´chet commutant a` ψ est nul sur
tous les Mi sauf un nombre fini (voir par exemple la preuve du Lemme 3.2.6). Noter
que le foncteur π 7→ Fα(π) n’est pas exact en ge´ne´ral, cf. par exemple le The´ore`me
3.7.7.
Revenons maintenant au contexte du de´but de l’introduction avec ρp, (hi)i∈{1,...,n},
W , alg⊗E π∞, πan. Comme cas particulier du (iii) du The´ore`me 1.3 (le cas P (Qp) =
GLn(Qp)), on a bien Fα(alg ⊗E π∞) ≃ E∞(χ−λ) ⊗E Hom(ϕ,Γ)(RE(χ)/(thj−hj+1),−)
ou` λ
de´f
= (n− i− hi)i∈{1,...,n} et χ est un certain caracte`re localement alge´brique (plus
pre´cise´ment xhj−hj+1χ est le caracte`re apparaissant en (216)). Le foncteur Fα permet
maintenant d’e´noncer la conjecture principale de cet article (on renvoie au § 5.3 pour
plus de de´tails).
Conjecture 1.4 (Conjecture 5.3.1). — Pour toute racine simple α = ej − ej+1
il existe une repre´sentation localement analytique admissible de longueur finie πα
de GLn(Qp) sur E ne de´pendant que des poids de Hodge-Tate (hi)i∈{1,...,n}, de la
repre´sentation de Weil-Deligne W et de α et ve´rifiant les proprie´te´s suivantes :
(i) Fα(π
α) ≃ E∞(χ−λ)⊗EHom(ϕ,Γ)
(
D(∧n−jE W )(xhj−hj+1)⊗RE RE(χ),−
)
;
(ii) pour toute extension π de πα par alg ⊗E π∞ on a :
Fα(π) ≃ E∞(χ−λ)⊗EHom(ϕ,Γ)
(
Dα(π),−
)
pour un (unique) (ϕ,Γ)-module ge´ne´ralise´ Dα(π) et le foncteur π 7→ Dα(π) induit un
isomorphisme :
(5) Ext1GLn(Qp)
(
πα, alg ⊗E π∞
)
∼−→ Ext1(ϕ,Γ)
(RE(χ)/(thj−hj+1), D(∧n−jE W )(xhj−hj+1)⊗RE RE(χ));
(iii) tout plongement alg ⊗E π∞ →֒ πan s’e´tend en un plongement :
(alg ⊗E π∞) πα →֒ πan
ou` (alg ⊗E π∞) πα est l’unique extension non scinde´e de πα par alg ⊗E π∞ dont
la droite engendre´e dans Ext1GLn(Qp)(π
α, alg⊗E π∞) s’envoie vers la droite Filmaxα (ρp)
via les isomorphismes (5) puis (2) (tordu par χ).
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On e´nonce maintenant nos re´sultats partiels sur la Conjecture 1.4. Le premier
the´ore`me est valable pour tout n ≥ 2.
The´ore`me 1.5 (The´ore`me 4.1.5, Corollaire 5.2.6 & The´ore`me 5.4.4)
(i) Si πα existe et ve´rifie le (i) de la Conjecture 1.4, alors pour toute extension
π de πα par alg ⊗E π∞ on a :
Fα(π) ≃ E∞(χ−λ)⊗EHom(ϕ,Γ)
(
Dα(π),−
)
et le foncteur π 7→ Dα(π) induit un morphisme :
(6) Ext1GLn(Qp)
(
πα, alg ⊗E π∞
)
−→ Ext1(ϕ,Γ)
(RE(χ)/(thj−hj+1), D(∧n−jE W )(xhj−hj+1)⊗RE RE(χ)).
(ii) Supposons ρp cristalline avec les ratios des valeurs propres du Frobenius sur
Dcris(ρp) distincts de 1, p. Alors il existe π
α (admissible de longueur finie) ve´rifiant les
(i) et (ii) de la Conjecture 1.4. De plus, sous les hypothe`se standard de Taylor-Wiles,
il existe un plongement :
(alg ⊗E π∞) πα →֒ πan
avec (alg ⊗E π∞) πα comme dans le (iii) de la Conjecture 1.4.
La premie`re assertion du (ii) du The´ore`me 1.5 requiert en particulier la preuve de
[10, Conj. 3.3.1] pour GLn(Qp), ce qui est l’objet du § 5.2. L’un des ingre´dients cru-
ciaux de la deuxie`me assertion du (ii) du The´ore`me 1.5 est l’existence des constituants
compagnons dans le cas cristallin ([18, Th. 1.3] qui requiert les “hypothe`ses standard
de Taylor-Wiles”).
Le deuxie`me the´ore`me conside`re le cas n = 2. Pour n = 2, la repre´sentation πan est
bien de´finie par la correspondance de Langlands locale pour GL2(Qp) (et compatible
avec la the´orie globale, au moins dans beaucoup de cas, cf. [34], [22], [23]) et de plus
πan/(alg⊗E π∞) ne de´pend que des hi et de W par [25, Th. VI.6.43].
The´ore`me 1.6 (The´ore`me 5.4.2). — Supposons n = 2.
(i) La Conjecture 1.4 est vraie lorsque W est re´ductible.
(ii) Si W est irre´ductible et si le (i) de la Conjecture 1.4 est vrai avec πα
de´f
=
πan/(alg ⊗E π∞), alors on a Fα(πan) ≃ E∞ ⊗E Hom(ϕ,Γ)(Drig(ρˇp),−) ou` Drig(ρˇp) est
le (ϕ,Γ)-module e´tale sur RE associe´ au dual de Cartier ρˇp de ρp.
La de´monstration du The´ore`me 1.6 utilise comme ingre´dients principaux plusieurs
re´sultats de Colmez et Dospinescu ([24], [26]) combine´s avec le The´ore`me 1.3, le (i)
du The´ore`me 1.5 et un re´sultat de repre´sentabilite´ et d’exactitude pour le foncteur Fα
applique´ a` certaines extensions de repre´sentations localement analytiques de GL2(Qp)
(cf. The´ore`me 4.1.6). Pour de´montrer comple`tement la Conjecture 1.4 lorsque n = 2
et W est irre´ductible, il semble qu’il faille aller plus loin que les re´sultats e´nonce´s
dans [24], [25], [26].
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Le troisie`me the´ore`me, le plus de´licat, concerne le cas ou` n = 3 et π∞ est la
repre´sentation de Steinberg de GL3(Qp) a` torsion pre`s (en particulier ρp est semi-
stable non cristalline a` torsion pre`s). Ce cas est particulie`rement inte´ressant car, d’une
part la pre´sence de l’ope´rateur de monodromie “rigidifie” la situation et implique que
les deux droites Filmaxe1−e2(ρp) et Fil
max
e2−e3
(ρp) de´terminent la filtration de Hodge sur
DdR(ρp) (ce qui n’est pas vrai dans le cas cristallin par exemple), d’autre part on
dispose de candidats explicites pour les repre´sentations πα de GL3(Qp), cf. [10,
§ 4.5].
The´ore`me 1.7 (The´ore`me 5.4.5). — Supposons n = 3, π∞ = la repre´sentation
de Steinberg (a` torsion pre`s) et soit πα comme dans [10, § 4.5] (aux notations pre`s).
(i) On a Fα(π
α) ≃ E∞(χ−λ)⊗EHom(ϕ,Γ)
(
D(∧3−jE W )(xhj−hj+1)⊗RE RE(χ),−
)
.
(ii) Le morphisme (6) (qui existe par le (i) ci-dessus et le (i) du The´ore`me 1.5) est
un isomorphisme :
Ext1GLn(Qp)
(
πα, alg⊗E π∞
)
∼−→ Ext1(ϕ,Γ)
(RE(χ)/(thj−hj+1), D(∧3−jE W )(xhj−hj+1)⊗RE RE(χ)).
La de´monstration du The´ore`me 1.7 utilise essentiellement tous les the´ore`mes
pre´ce´dents, les re´sultats de [10] et le The´ore`me 4.1.6 dans le texte qui donne un
e´nonce´ crucial (mais de´licat) de repre´sentabilite´ et d’exactitude pour le foncteur Fα
applique´ a` certaines extensions de repre´sentations localement analytiques de GL3(Qp).
La preuve que l’on donne de ce The´ore`me 4.1.6 est longue et tre`s technique, elle
utilise (cf. § 4.3) des re´sultats dus a` Schraen ([65]) et pas mal d’analyse fonctionnelle
p-adique assez fastidieuse sur des (ψ,Γ)-modules de Fre´chet ou` l’ope´rateur ψ et le
“fait technique” de la preuve du Lemme 3.2.6 mentionne´ pre´ce´demment jouent un
roˆle important (cf. §§ 4.4 & 4.5). Noter que, pour de´montrer ce re´sultat d’exactitude,
on utilise aussi l’action de Gal(E∞/E) (cf. preuve de la Proposition 4.3.3).
Inde´pendamment du The´ore`me 1.7, dans [14] sous des hypothe`ses de ge´ne´ricite´
faibles est associe´e a` ρp pour chaque α une extension non scinde´e π
α(ρp) de π
α par
alg ⊗E π∞ (qui de´pend a priori de ρp “tout entier”) telle que, au moins lorsque les
hi sont des entiers conse´cutifs, tout plongement alg ⊗E π∞ →֒ πan s’e´tend en un
plongement πα(ρp) →֒ πan. Le (ii) du The´ore`me 1.7 permet par ailleurs d’associer a`
(hi)i∈{1,2,3}, W et Fil
max
α (ρp) (via la Proposition 1.1) une autre extension non scinde´e
de πα par alg ⊗E π∞ que l’on note πα(Filmaxα (ρp)). Le (iii) de la Conjecture 1.4
et [14, Th. 1.1] impliquent que, au moins lorsque les hi sont conse´cutifs, ces deux
extensions non scinde´es devraient eˆtre les meˆmes. La conjecture suivante (pour des
hi quelconques) est donc naturelle.
Conjecture 1.8 (Conjecture 5.4.7). — Avec les notations pre´ce´dentes, on a
πα(ρp) ≃ πα(Filmaxα (ρp)).
Le dernier the´ore`me de cette introduction montre que la Conjecture 1.8 est tre`s
vraisemblable.
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The´ore`me 1.9 (The´ore`me 5.4.6). — La repre´sentation πα(ρp) ne de´pend que de
(hi)i∈{1,2,3}, W et Fil
max
α (ρp).
La preuve du The´ore`me 1.9 repose sur les re´sultats de [14] et est inde´pendante
des the´ore`mes pre´ce´dents, mais a e´te´ fortement inspire´e par la Conjecture 1.8. Il
s’agit d’un raffinement de la construction de πα(ρp) dans [14] qui consiste a` utiliser
la correspondance localement analytique pour GL2(Qp) pour construire, par induc-
tion parabolique localement analytique et des calculs de cohomologie galoisienne, un
accouplement parfait entre deux Ext1 de dimension 2, l’un coˆte´ (ϕ,Γ)-modules (sans
torsion), l’autre coˆte´ repre´sentations de GL3(Qp), puis a` de´finir πα(ρp) (ou plutoˆt une
sous-repre´sentation πα(ρp)
− qui de´termine πα(ρp)) comme l’orthogonal de la droite
engendre´e par le (ϕ,Γ)-module associe´ a` Filmaxα (ρp) dans la Proposition 1.1 (a` tor-
sion et dualite´ pre`s) vu comme e´le´ment du Ext1 coˆte´ (ϕ,Γ)-modules. Ce raffinement
repose sur la Proposition 5.5.13 (dont la preuve utilise des re´sultats de Dospinescu
[29]) et la Proposition 6.2.10 (dont la preuve a e´te´ rele´gue´e en appendice car elle
n’utilise que des techniques de [14] et des calculs d’alge`bre de Lie). L’ide´e nouvelle
par rapport a` [14] dans ces deux propositions est de conside´rer des repre´sentations
localement analytiques de GL2(Qp) admettant un caracte`re infinite´simal.
Nous aurions aime´ pouvoir montrer comple`tement la Conjecture 1.8, mais cela
semble difficile sans avoir a` de´montrer encore d’autres proprie´te´s (redoutables) de
repre´sentablilite´ et d’exactitude de Fα ni sans avoir a` subir de nouveaux calculs dans
de grosses induites paraboliques localement analytiques de GL3(Qp). On atteint pro-
bablement la` les limites des me´thodes relativement “explicites” de cet article (et de
[10], [14]). Pour aller plus loin, par exemple pour traiter GLn(Qp) et ρp ge´ne´rique
semi-stable non cristalline de dimension n ≥ 4, il faut probablement trouver de nou-
velles me´thodes.
Nous nous sommes limite´s au corps de base Qp dans cet article pour le confort de
n’avoir a` conside´rer que des (ϕ,Γ)-modules sur RE . Plusieurs re´sultats, par exemple
la de´finition de Fα, le The´ore`me 1.2 et le The´ore`me 1.3, devraient s’e´tendre au cas
de repre´sentations localement σ-analytiques de G(L) pour L extension finie de Qp,
σ : L →֒ E et G de´ploye´ sur L de centre connexe, en remplac¸ant les (ϕ,Γ)-modules
sur RE par la the´orie de [6].
Terminons cette introduction avec quelques notations et conventions ge´ne´rales.
Dans tout l’article E de´signe un corps de coefficients pour les repre´sentations, une
extension finie de Qp, et (Em)m∈Z≥0 une tour d’extensions galoisiennes de E telle que
Em = E[
pm
√
1] (on peut avoir E = Em pour m petit). On de´signe par val la valuation
p-adique normalise´e par val(p) = 1 et | · | = 1/pval(·) la norme p-adique associe´e. On
note Γ = Gal(Qp(
p∞
√
1)/Qp) et ε : Gal(Qp/Qp) ։ Γ
∼→ Z×p le caracte`re cyclotomique
p-adique, qui permet d’identifier Γ a` Z×p . On normalise la the´orie du corps de classe
local de telle sorte que les Frobenius ge´ome´triques correspondent aux uniformisantes.
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Ainsi ε(x) = x|x| pour tout x ∈ Q×p . On convient que le poids de Hodge-Tate de ε
est 1.
Si G est un groupe alge´brique on note ZG son centre. Si g est une alge`bre de Lie
(sur un corps), on note U(g) son alge`bre enveloppante. Si V est un U(g)-module
et X ⊆ g un sous-ensemble quelconque, on note V [X ] = {v ∈ V, xv = 0 ∀ x ∈
X}. Si M est un module sur un anneau commutatif A et S ⊆ A un sous-ensemble
quelconque, on noteMtor le sous-A-module de torsion deM etM [S] le sous-A-module
{m ∈M, sm = 0 ∀ s ∈ S}.
Si V est une repre´sentation d’un groupe G sur un E-espace vectoriel et η : G→ E
un caracte`re, on note V (η) la repre´sentation de V tordue par η. Si V est un Qp-
espace vectoriel muni d’une topologie localement convexe, on note V se´p son quotient
se´pare´, c’est-a`-dire V/{0} (ou` {0} est l’adhe´rence de {0} dans V ) muni de la topologie
quotient, et V ∨ son dual continu muni de la topologie forte ([58, p. 30]). Si V et
W sont deux E-espaces vectoriels localement convexes, on note V ⊗E,π W , resp.
V ⊗E,ι W , le produit tensoriel muni de la topologie projective, resp. injective, et
simplement V ⊗E W lorsque ces deux topologies co¨ıncident. On note ⊗̂E,π, ⊗̂E,ι, ⊗̂E
au lieu de ⊗E,π, ⊗E,ι, ⊗E les comple´te´s respectifs ([58, Prop. 7.5]).
Si M est une varie´te´ localement Qp-analytique paracompacte (ou de manie`re
e´quivalente strictement paracompacte) de dimension finie (cf. [59, § II]), par
exemple un groupe analytique p-adique, et V un E-espace vectoriel muni d’une
topologie localement convexe se´pare´e, on note Can(M,V ) le E-espace vectoriel des
fonctions localement analytiques de M dans V ([60, § 2]), D(M,E) l’alge`bre des
distributions localement analytiques sur M a` valeurs dans E, c’est-a`-dire le dual
continu de Can(M,E) avec sa topologie forte (cf. loc.cit.). Si M est compacte et V
est un espace de type compact, alors Can(M,V ) est aussi un espace de type compact
([31, Prop. 2.1.28]). On note C∞(M,V ) le sous-E-espace vectoriel des fonctions
localement constantes.
Si G est un groupe analytique p-adique, on note RepanE (G) la cate´gorie des
repre´sentations localement analytiques de G sur des E-espaces vectoriels localement
convexes de type compact ([60, § 3]). La cate´gorie RepanE (G) n’est pas abe´lienne,
mais elle est munie d’une notion de suite exacte (rappelons qu’une suite exacte courte
d’espaces de type compact est ne´cessairement stricte, de meˆme qu’une suite exacte
courte d’espaces de Fre´chet). Pour les objets de RepanE (G), on abre`ge “absolument
topologiquement irre´ductible” (i.e. qui reste topologiquement irre´ductible apre`s
extension des scalaires a` une extension finie arbitraire de E) en “irre´ductible”. On
rappelle que l’alge`bre D(G,E) contient l’alge`bre enveloppante U(g) de la Qp-alge`bre
de Lie g de G. Si π, π′ sont deux repre´sentations localement analytiques admissibles
de G ([61, § 6]), on note Ext1G(π, π′) le E-espace vectoriel des extensions dans la
cate´gorie des repre´sentations localement analytiques admissibles de G.
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2. Foncteurs Fα et (ϕ,Γ)-modules sur l’anneau de Robba
On de´finit les foncteurs Fα et on montre leurs proprie´te´s ge´ne´rales.
2.1. Quelques pre´liminaires. — On introduit plusieurs notations et on de´montre
quelques re´sultats pre´liminaires, dont la Proposition 2.1.6, sur des repre´sentations de
B(Qp).
On fixe un triplet (G,B, T ) ou` G est un groupe alge´brique re´ductif connexe de´ploye´
sur Qp, B ⊂ G un sous-groupe de Borel de´fini sur Qp et T ⊂ B un tore maximal
de´ploye´ sur Qp. On suppose G 6= T (donc aussi B 6= T ) et on note W = NG(T )/T 6=
{1} le groupe de Weyl de G et N le radical unipotent de B. On note X(T ) de´f=
Homgr(T,Gm) le groupe des caracte`res alge´briques de T , X∨(T )
de´f
= Homgr(Gm, T ) ∼=
HomZ(X(T ),Z) le groupe des cocaracte`res,
(
X(T ), R,X∨(T ), R∨
)
la donne´e radicielle
de (G, T ), R+ ⊂ X(T ) les racines positives relativement a` B et S ⊂ R+ les racines
simples. On note sα ∈ W la re´flexion associe´e a` la racine α ∈ R et ρ de´f= 12
∑
α∈R+ α ∈
1
2
X(T ). Pour α ∈ R+, on note Nα ⊆ N le sous-groupe radiciel (commutatif) associe´
et on fixe un isomorphisme ια : Nα
∼→ Ga de groupes alge´briques sur Qp tel que ([43,
§ II.1.2]) :
(7) ια(txαt
−1) = α(t)ια(xα) ∀ t ∈ T, ∀ xα ∈ Nα.
L’application produit donne un isomorphisme de varie´te´s alge´briques sur Qp (pour un
ordre quelconque sur les α ∈ R+) ∏α∈R+ Nα ∼→ N . On note (cf. [64, § 5]) ℓ : N ։∏
α∈S Nα
∑
α∈S ια−→ Ga ainsi que le morphisme de groupes induit ℓ : N(Qp)→ Qp.
Pour α ∈ S, on note Nα ≃ ∏β∈R+\{α}Nβ le radical unipotent du sous-groupe
parabolique Pα de G contenant B dont le groupe de Levi a pour racines simples {α}.
C’est un sous-groupe alge´brique invariant de N tel que Nα
∼→ N/Nα. On note aussi
Qα le sous-groupe parabolique maximal de G contenant B dont le Levi a pour racines
simples S\{α}. On de´signe avec un − en exposant les sous-groupes paraboliques
oppose´s ainsi que leur radical unipotent : B−, N−, P−α , Q
−
α , etc.
Soit E une extension finie de Qp, E∞ = ∪m≥0Em et η : Qp → E∞ un caracte`re
additif localement constant non trivial. On rappelle que si η′ est un autre tel caracte`re,
par exemple η′ = g ◦ η pour g ∈ Gal(E∞/E), alors on a η′(−) = η(a(−)) pour un
a ∈ Q×p , cf. par exemple [19, § 1.7] (pour η′ = g ◦ η on a a ∈ Z×p ). On note encore
η : N(Qp) → E∞ le caracte`re induit N(Qp) ℓ→ Qp η→ E∞ ainsi que sa restriction a`
tous les sous-groupes de N(Qp).
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Comme dans [64, § 0] on dit qu’un sous-groupe ouvert compact N0 ⊆ N est
totalement de´compose´ si
∏
α∈R+ Nα
∼→ N induit :
(8)
∏
α∈R+
(Nα(Qp) ∩N0) ∼→ N0
pour tout ordre sur les racines α. On fixe une suite croissante de sous-groupes ouverts
compacts de N(Qp) :
N0 ⊆ N1 ⊆ · · · ⊆ Nm ⊆ Nm+1 ⊆ · · ·
ve´rifiant les conditions suivantes Nm est totalement de´compose´ pour tout m ∈ Z≥0,
∪m≥0Nm = N(Qp) et η(Nm) ⊆ Em pour tout m ∈ Z≥0. Pour α ∈ S et m ∈ Z≥0
on note Nαm
de´f
= Nα(Qp) ∩ Nm ≃
∏
β∈R+\{α}Nβ(Qp) ∩ Nm et on suppose de plus
que N(Qp)/Nα(Qp) ≃ Nα(Qp) ια≃ Qp induit par restriction pour tout m ∈ Z≥0 des
isomorphismes :
(9) Nα(Qp) ∩Nm = Nm/Nαm
ια
∼−→ 1
pm
Zp ⊂ Qp.
On suppose enfin que le centre ZG est connexe. Pour tout α ∈ S il existe alors des
cocaracte`res fondamentaux λα∨ ∈ X∨(T ) ve´rifiant pour β ∈ S (voir par exemple [15,
Prop.2.1.1(iii)]) :
(10) 〈β, λα∨〉 =
{
1 si α = β
0 si α 6= β.
Rappelons que les λα∨ sont de´finis a` addition pre`s d’un e´le´ment de X
0(T ) = {λ ∈
X∨(T ), 〈β, λ〉 = 0 ∀ β ∈ R} = X∨(ZG) (la dernie`re e´galite´ de´coule de ZG =
∩β∈R ker(β), cf. [43, § II.1.6]) et que λα∨ : Gm → T se factorise par le centre ZLQα
de LQα, i.e. induit λα∨ : Gm → ZLQα . Pour N0 ⊆ N sous-groupe ouvert compact
totalement de´compose´, comme Nα(Qp) ∩ N0 pour α ∈ R+ est isomorphe a` un sous-
Zp-module libre de rang 1 dans Nα(Qp)
ια≃ Qp, on de´duit de (7), (10) et (8) que l’on
a pour α ∈ S et z ∈ Zp\{0} ⊆ Q×p :
(11) λα∨(z)N
0λα∨(z)
−1 ⊆ N0
avec e´galite´ lorsque z ∈ Z×p .
Exemple 2.1.1. — Le cas essentiel pour cet article et celui ou` G = GLn (n ≥ 2),
B = Borel des matrices triangulaires supe´rieures, T = tore diagonal, N = matrices
unipotentes supe´rieures et ℓ :
(
1 a1,2 ··· ···
0 1 a2,3 ···
... ···
...
...
)
7−→ ∑n−1i=1 ai,i+1 (ce qui de´termine les
ια). Pour i ∈ {1, . . . , n} soit ei ∈ X(T ) tel que ei(diag(t1, . . . , tn)) = ti, on a S = {ei−
ei+1, i ∈ {1, . . . , n−1}} et R ≃ R∨. On prend η tel que η|Zp = 1, η(1/p) 6= 1 et Nm ⊆
N(Qp) pour m ∈ Z≥0 le sous-groupe ouvert compact des matrices telles que ai,j ∈
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1
pm(j−i)
Zp pour 1 ≤ i < j ≤ n. Enfin on prend λei−ei+1(x) de´f= diag(x, . . . , x︸ ︷︷ ︸
i
, 1, . . . , 1︸ ︷︷ ︸
n−i
).
Noter que ZG = Gm et X∨(ZG) = {x 7→ diag(xi, . . . , xi), i ∈ Z}.
Lemme 2.1.2. — (i) Pour tout α ∈ S et tout m ∈ Z≥0, le sous-groupe Nαm est
normal dans Nm.
(ii) Pour tout α ∈ S, tout z ∈ Q×p , tout x ∈ N(Qp) et tout xα ∈ Nα(Qp) on a
η(λα∨(z)xαλα∨(z)
−1) = η(xα) = η(xxαx
−1).
De´monstration. — (i) Le sous-groupe Nα(Qp) est normal dans N(Qp). (ii) Par (7)
et (10) on a ℓ(λα∨(z)xαλα∨(z)
−1) = ℓ(xα), et il est clair que ℓ(xxαx
−1) = ℓ(xα).
On fixe α ∈ S jusqu’a` la fin de ce paragraphe. On note nα la Qp-alge`bre de Lie de
Nα(Qp), ou de manie`re e´quivalente de Nαm pour m ∈ Z≥0. Si V est un U(nα)-module,
on note Vnα ≃ V ⊗U(nα) Qp le quotient de V par le sous-Qp-espace vectoriel de V
engendre´ par les vecteurs xv pour (x, v) ∈ nα × V .
On fixe de plus m ∈ Z≥0 jusqu’a` la fin de ce paragraphe. Soit π une repre´sentation
dans RepanEm(B(Qp)), on rappelle que π
∨ est un espace de Fre´chet (nucle´aire)
re´flexif muni d’une structure de D(B(Qp), Em)-module (a` gauche) se´pare´ment con-
tinu (cf. [60, § 3]). En particulier π et π∨ sont munis d’actions continues de
Nα(Qp) et nα pour tout α ∈ S qui commutent avec la structure de Em-espace
vectoriel. On note 〈xv, x ∈ nα, v ∈ π∨〉 l’adhe´rence dans π∨ du sous-Em-espace
vectoriel 〈xv, x ∈ nα, v ∈ π∨〉 engendre´ par xv pour (x, v) ∈ nα × π∨. On a
(π∨)se´pnα
de´f
= ((π∨)nα)
se´p ≃ π∨/〈xv, x ∈ nα, v ∈ π∨〉 et le Em-espace vectoriel (π∨)se´pnα
muni de la topologie quotient est encore un espace de Fre´chet re´flexif (cf. [60, § 1]).
On de´finit de meˆme l’espace de Fre´chet re´flexif (π∨)se´pNαm
de´f
= ((π∨)Nαm)
se´p en remplac¸ant
〈xv, x ∈ nα, v ∈ π∨〉 par 〈gv − v, g ∈ Nαm, v ∈ π∨〉.
Les sous-Em-espaces vectoriels π[n
α] et πN
α
m de π sont ferme´s, donc sont des espaces
de type compact (pour la topologie induite) par [60, Prop. 1.2]. De plus π[nα] est
stable sous l’action de Nαm puisque n
α est la Qp-alge`bre de Lie de Nαm, et cette action de
Nαm sur π[n
α] est lisse par l’argument de [63, p. 114]. On note (−)(η), resp. (−)(η−1),
le tordu de (−) par le caracte`re η, resp. η−1, pour l’action de Nαm.
Lemme 2.1.3. — (i) On a des isomorphismes topologiques (π∨)se´pnα ≃ π[nα]∨ et
(π∨)(η)se´pNαm ≃ (π(η−1)N
α
m)∨.
(ii) Le sous-Em-espace vectoriel de π[n
α](η−1) engendre´ par xv − v pour (x, v) ∈
Nαm × π[nα](η−1) est ferme´.
De´monstration. — (i) En proce´dant par re´currence comme dans la preuve de [11,
Prop. 8.4], on filtre Nα par une suite croissante :
0 = N
(0)
Pα
( N (1)Pα ( · · · ( N (dα−1)Pα ( N (dα)Pα = Nα
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de sous-groupes alge´briques (sur Qp) ferme´s normaux tels que dimN
(i)
Pα
= i.
En notant n
(i)
Pα
l’alge`bre de Lie de N
(i)
Pα
(Qp) et N
α,(i)
m
de´f
= N
(i)
Pα
(Qp) ∩ Nm, on a
π[n
(i)
Pα
] ≃ (π[n(i−1)Pα ])[n(i)Pα/n(i−1)Pα ] et π(η−1)N
α,(i)
m = (π(η−1)N
α,(i−1)
m )N
α,(i)
m /N
α,(i−1)
m pour
i ∈ {1, . . . , dα}. Le premier isomorphisme du (i) de´coule alors facilement par
re´currence de l’isomorphisme de Fre´chet re´flexifs π[x]∨ ≃ π∨/〈xv, v ∈ π∨〉 (pour un
e´le´ment quelconque x ∈ nα et avec des notations e´videntes) qui lui meˆme de´coule
par re´flexivite´ de (π∨/〈xv, v ∈ π∨〉)∨ ≃ (π∨/〈xv, v ∈ π∨〉)∨ ≃ π[x]. Le deuxie`me se
de´duit de manie`re analogue en remplac¸ant x par g − Id.
(ii) Notons 〈xv−v, x ∈ Nαm, v ∈ π[nα](η−1)〉 le sous-Em-espace vectoriel de π[nα](η−1)
engendre´ par xv − v pour (x, v) ∈ Nαm × π[nα](η−1) et π[nα](η−1)Nαm le quotient
π[nα](η−1)/〈xv − v, x ∈ Nαm, v ∈ π[nα](η−1)〉. Comme l’action du groupe compact
Nαm sur π[n
α], et donc sur la repre´sentation tordue π[nα](η−1), est lisse, on dispose de
l’application de projection usuelle :
(12) π[nα](η−1)։ π[nα](η−1)N
α
m
dont le noyau est exactement le sous-espace 〈xv− v, x ∈ Nαm, v ∈ π[nα](η−1)〉 (utiliser
que le noyau contient ce sous-espace et que la surjection π[nα](η−1) ։ π[nα](η−1)Nαm
induit une surjection π[nα](η−1)N
α
m ։ π[nα](η−1)Nαm par exactitude du foncteur (−)N
α
m
sur les repre´sentations lisses de Nαm). Il suffit donc de montrer que l’application (12)
est continue ou` π[nα](η−1)N
α
m est muni de la topologie induite par π[nα](η−1). Mais
cela de´coule de [31, Prop. 7.1.6] avec [31, Cor. 7.1.4].
Par le (ii) du Lemme 2.1.3, le Em-espace vectoriel π[n
α](η−1)Nαm =
π[nα](η−1)/〈xv − v, x ∈ Nαm, v ∈ π[nα](η−1)〉 avec la topologie quotient de π[nα](η−1)
est (se´pare´) de type compact. De plus l’action de Nm sur π pre´serve le sous-espace
π[nα] (car, par le (i) du Lemme 2.1.2, l’action adjointe de Nm sur la Qp-alge`bre de Lie
de N(Qp) pre´serve la sous-alge`bre nα) et, toujours par le Lemme 2.1.2, fait du quotient
π[nα](η−1)Nαm une repre´sentation localement analytique de Nm/N
α
m ≃ 1pmZp (cf. (9)).
Pour z ∈ Q×p , l’action de λα∨(z) sur π pre´serve de meˆme π[nα], et si de plus val(z) ≥ 0
elle passe au quotient π[nα](η−1)Nαm par (11) (applique´ a` N
0 = Nαm) et la premie`re
e´galite´ du (ii) du Lemme 2.1.2, et de´finit une action continue du mono¨ıde multiplicatif
Zp\{0} (vu dans Q×p ) sur π[nα](η−1)Nαm . De plus, si x ∈ 1pmZp et z ∈ Zp\{0} ⊂ Q×p ,
on a par (7) et (10) :
(13) z ◦ x = zx ◦ z sur π[nα](η−1)Nαm
ou` zx est vu dans 1
pm
Zp ≃ Nm/Nαm.
Par le (i) du Lemme 2.1.3, on a un isomorphisme topologique d’espaces de Fre´chet
re´flexifs :
(14)
(
π[nα](η−1)Nαm
)∨
= (π[nα]∨)(η)N
α
m ≃ (π∨)se´pnα (η)Nαm
ou` (π∨)se´pnα (η)
Nαm est muni de la topologie induite par (π∨)se´pnα (η) (noter que la premie`re
e´galite´ est imme´diate). En particulier (π∨)se´pnα (η)
Nαm est un D(Zp, Em)-module continu
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via N0/N
α
0 ≃ Zp. Si z ∈ Q×p , val(z) ≤ 0, on a aussi une action continue de z sur
(π∨)se´pnα (η)
Nαm avec la convention que :
(15) (zf)(−) de´f= f(z−1(−))
si f ∈ (π[nα](η−1)Nαm)∨ et z ∈ Q×p , val(z) ≤ 0. Si x ∈ N0/Nα0 ≃ Zp et z ∈ Q×p ,
val(z) ≤ 0, on de´duit de (13) que l’on a sur (π∨)se´pnα (η)Nαm :
(16) z ◦ z−1x = x ◦ z
ou` z−1x est vu dans Zp ≃ N0/Nα0 .
Remarque 2.1.4. — La fin de la preuve du (ii) du Lemme 2.1.3 montre que pour π
dans RepanEm(B(Qp)) on a une bijection continue, donc un isomorphisme, entre espaces
de type compact :
π[nα](η−1)Nαm
∼−→ π[nα](η−1)Nαm = π(η−1)Nαm
dont on ve´rifie facilement qu’il est Nm/N
α
m-e´quivariant et commute aux actions de
λα∨(Zp\{0}) en de´finissant l’action de λα∨(Zp\{0}) sur le terme de droite via l’action
de G(Qp) sur π suivie de la projection sur π(η−1)N
α
m. On a donc aussi un isomorphisme
compatible aux actions duales entre espaces de Fre´chet re´flexifs par le (i) du Lemme
2.1.3 et (14) :
(π∨)se´pnα (η)
Nαm ≃ (π∨)(η)se´pNαm .
On n’utilisera ces isomorphismes qu’a` m fixe´ (noter que les fle`ches naturelles quand
m grandit ne vont pas dans le meˆme sens des deux coˆte´s). Quand on fera varier m
(cf. par exemple le (iii) du Lemme 2.3.2) c’est π[nα](η−1)Nαm et (π
∨)se´pnα (η)
Nαm que l’on
utilisera.
Lemme 2.1.5. — Soit V ′ →֒ V un morphisme injectif continu de Em-espaces vec-
toriels de type compact. Alors le morphisme (continu) V ∨ → V ′∨ est d’image dense.
De´monstration. — Notons V ′ l’adhe´rence de V ′ dans V (un espace de type compact
par [60, § 1]), on a V ∨ ։ V ′∨ →֒ V ′∨ et il suffit de montrer que V ′∨ →֒ V ′∨ est
d’image dense. Soit W l’adhe´rence de V ′
∨
dans V ′∨ (un espace de Fre´chet re´flexif par
loc.cit.), par re´flexivite´ des espaces de type compact on de´duit V ′ ։ W∨ →֒ V ′ d’ou`
V ′
∼→W∨ puisque V ′ →֒ V ′. Par re´flexivite´ de W on obtient W ∼→ V ′∨ ce qui ache`ve
la preuve.
Proposition 2.1.6. — Soit 0→ π′′ → π → π′ une suite exacte de repre´sentations
dans RepanEm(B(Qp)). Alors on a un complexe d’espaces de Fre´chet re´flexifs :
((π′)∨)se´pnα (η)
Nαm
f−→ (π∨)se´pnα (η)Nαm g−→ ((π′′)∨)se´pnα (η)Nαm −→ 0
ou` g est une surjection topologique et ou` l’image de f est dense dans ker(g).
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De´monstration. — On a une suite exacte de repre´sentations lisses de Nαm :
0 −→ π′′[nα](η−1) −→ π[nα](η−1) −→ π′[nα](η−1)
d’ou`, par exactitude du foncteur des coinvariants (−)Nαm sur les repre´sentations lisses
de Nαm, une suite exacte de Em-espaces vectoriels de type compact :
(17) 0 −→ π′′[nα](η−1)Nαm −→ π[nα](η−1)Nαm −→ π′[nα](η−1)Nαm
L’injection de gauche est automatiquement une immersion ferme´e (rappelons
l’argument : elle induit un isomorphisme continu entre π′′[nα](η−1)Nαm et le noyau de
l’application de droite, donc un isomorphisme topologique car ce sont deux espaces
de type compact). En dualisant (17), le re´sultat de´coule du Lemme 2.1.5 applique´ a`
l’injection continue π[nα](η−1)Nαm/π
′′[nα](η−1)Nαm →֒ π′[nα](η−1)Nαm .
2.2. (ϕ,Γ)-modules ge´ne´ralise´s. — On donne quelques rappels et re´sultats sim-
ples sur les (ϕ,Γ)-modules ge´ne´ralise´s ([47, § 4]).
On fixe une extension finie E de Qp. Pour r dans Q>0, soit RrE le E-espace
de Fre´chet des fonctions rigides analytiques a` coefficients dans E sur la couronne
p−1/r ≤ | · | < 1. On a RrE ⊆ Rr′E si r ≤ r′ et on note RE de´f= lim
r→+∞
RrE l’anneau
de Robba a` coefficients dans E. On note e´galement R+E le E-espace de Fre´chet des
fonctions rigides analytiques a` coefficients dans E sur le disque unite´ ouvert 0 ≤ |·| < 1
(la “partie positive” de RE). Un e´le´ment de RrE (resp. R+E) est une se´rie convergente∑+∞
i=−∞ aiX
i avec ai ∈ E (resp. et ai = 0 pour i < 0). On rappelle que tout sous-RrE-
module de type fini de (RrE)d (pour un entier d ≥ 0) est libre (de rang fini) et ferme´
dans (RrE)d pour la topologie de Fre´chet ([5, Prop. 1.1.1]). Si Dr est un RrE-module
de pre´sentation finie, on le munit de sa topologie naturelle d’espace de Fre´chet de´finie
par la topologie quotient d’une pre´sentation finie (on ve´rifie facilement que cela ne
de´pend pas du choix de la pre´sentation). Tout sous-module ferme´ d’un RrE-module
de pre´sentation finie est de pre´sentation finie (prendre l’image inverse du sous-module
ferme´ dans une pre´sentation et utiliser ce qui pre´ce`de).
Lemme 2.2.1. — Soit r, r′ ∈ Q>0, r ≤ r′, alors les injections d’anneaux R+E →֒ RrE
et RrE →֒ Rr′E sont plates.
De´monstration. — On de´montre le premier cas seulement, la preuve du deuxie`me
e´tant strictement analogue. Comme R+E et RrE sont des anneaux de Be´zout inte`gres
([3, Prop. 4.12(2)]), ce sont des anneaux de Pru¨fer et par [38, Cor. 5.3.6] ils sont
cohe´rents. Mais avec des anneaux cohe´rents, il suffit de tester la platitude avec
des modules de pre´sentation finie (merci a` A. Abbes pour ce point), i.e. il suffit
de voir que si M ′′ →֒ M est une injection de R+E-modules de pre´sentation finie,
alors RrE⊗R+E M ′′ → RrE⊗R+E M est encore injectif (utiliser la Remarque 1 de [8,§ I.2.3] et le fait que tout ide´al de type fini d’un anneau cohe´rent est de pre´sentation
finie). Les anneaux R+E et RrE sont des alge`bres de Fre´chet-Stein au sens de [61,
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§ 3], plus pre´cise´ment on a des isomorphismes topologiques (pour la topologie limite
projective) :
R+E = lim←−
s→+∞
R[0,s]E et RrE = lim←−
s→+∞
R[r,s]E
ou` R[0,s]E (resp. R[r,s]E ) est l’espace de Banach des fonctions rigides analytiques a`
coefficients dans E sur la couronne 0 ≤ | · | ≤ p−1/s (resp. p−1/r ≤ | · | ≤ p−1/s). Pour
tout R+E-module, resp. RrE-module, de pre´sentation finie M , on a :
(18) M
∼−→ lim
←−
s→+∞
(R[0,s]E ⊗R+EM), resp. M ∼−→ lim←−
s→+∞
(R[r,s]E ⊗RrEM),
par [61, Cor. 3.4(v)]. Soit M ′′ →֒ M une injection de R+E-modules de pre´sentation
finie. Comme R+E →֒ R[0,s]E est plat par [61, Rem. 3.2], on a encore une injection
R[0,s]E ⊗R+EM
′′ →֒ R[0,s]E ⊗R+EM . CommeR
[0,s]
E →֒ R[r,s]E est aussi plat (car cela correspond
a` une immersion ouverte entre affino¨ıdes), on a aussi une injection R[r,s]E ⊗R+EM ′′ →֒
R[r,s]E ⊗R+EM . Comme le foncteur lim←− est exact a` gauche, on en de´duit une injection :
lim
←−
s→+∞
(R[r,s]E ⊗RrE (RrE⊗R+EM ′′)) →֒ lim←−
s→+∞
(R[r,s]E ⊗RrE (RrE⊗R+EM))
d’ou` une injectionRrE⊗R+EM ′′ →֒ RrE⊗R+EM par (18) puisque RrE⊗R+EM ′′ etRrEm⊗R+EM
sont des RrE-modules de pre´sentation finie. Cela termine la preuve.
On munit tous les anneaux pre´ce´dents de l’action continue E-line´aire de Γ usuelle
γ(X i) = γ(X)i = ((1 +X)ε(γ) − 1)i pour γ ∈ Γ et i ∈ Z. On de´finit aussi l’ope´rateur
de Frobenius E-line´aire continu ϕ : RrE → RprE pour r > p − 1 (resp ϕ : RE → RE ,
resp. ϕ : R+E → R+E) par ϕ(X i) = ϕ(X)i = ((1 + X)p − 1)i pour i ∈ Z (en
remarquant que |(1 + z)p − 1| = |zp| = |z|p si p−1/r ≤ |z| < 1 et r > p− 1). On note
t
de´f
= log(1 +X) ∈ R+E , qui ve´rifie γ(t) = ε(γ)t et ϕ(t) = pt.
Pour r ∈ Q>p−1, on appelle (ϕ,Γ)-module ge´ne´ralise´ (resp. (ϕ,Γ)-module) sur RrE
un RrE-module Dr de pre´sentation finie (resp. libre de rang fini) muni d’une action
semi-line´aire continue de Γ et d’un morphisme ϕ : Dr →RprE ⊗RrE Dr qui commute a`
Γ et induit un isomorphisme RprE -line´aire :
(19) Id⊗ϕ : RprE ⊗ϕ,RrEDr
∼−→ RprE ⊗RrEDr.
Si Dr est un (ϕ,Γ)-module ge´ne´ralise´ sur RrE , l’argument de la preuve de [47,
Prop. 4.1] montre que pour r′ ≫ r on a un isomorphisme de Rr′E-modules :
(20) Rr′E⊗RrEDr ≃ (Rr
′
E)
d ⊕ (⊕d′i=1Rr
′
E/(t
ki))
pour des entiers d, d′, ki ≥ 0 (noter au passage que l’injection RrE ⊆ Rr′E induit une
surjection RrE/(tk)։ Rr′E/(tk), cf. [47, Lem. 4.2]). Si r′ ≥ r, alors Dr′ de´f= Rr′E⊗RrEDr
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avec action de Γ par extension des scalaires et :
ϕ : Dr′ −→ Rpr′E ⊗Rr′E Dr′ ≃ R
pr′
E ⊗RprE (R
pr
E ⊗RrEDr)
λ⊗ d 7→ ϕ(λ)⊗ ϕ(d), λ ∈ Rr′E , d ∈ Dr
de´finit un foncteur des (ϕ,Γ)-modules (ge´ne´ralise´s) sur RrE vers les (ϕ,Γ)-modules
(ge´ne´ralise´s) sur Rr′E . On appelle (ϕ,Γ)-module ge´ne´ralise´ (resp. (ϕ,Γ)-module) sur
RE un RE-module D muni d’actions semi-line´aires de ϕ et Γ tel que pour r ≫ 0 il ex-
iste un (ϕ,Γ)-module ge´ne´ralise´ (resp. un (ϕ,Γ)-module) Dr sur RrE et un morphisme
RrE-line´aire Dr → D qui induit un isomorphisme RE⊗RrEDr
∼→ D compatible a` ϕ et
Γ. Si Dr, D
′
r (resp. D,D
′) sont deux (ϕ,Γ)-modules ge´ne´ralise´s sur RrE (resp. RE) on
note Hom(ϕ,Γ)(Dr, D
′
r) (resp. Hom(ϕ,Γ)(D,D
′)) les morphismes de RrE-modules (resp.
RE-modules) qui commutent a` ϕ et Γ. Ce sont des E-espaces vectoriels de dimension
finie.
Remarque 2.2.2. — Les (ϕ,Γ)-modules ge´ne´ralise´s sur RE sont de´finis de manie`re
un peu diffe´rente dans [47, § 4.1] mais on montre facilement que la de´finition ci-dessus
est e´quivalente en utilisant l’argument pre´ce´dant [47, Lem. 4.2].
Lemme 2.2.3. — (i) Les cate´gories de (ϕ,Γ)-modules ge´ne´ralise´s surRrE ou sur RE
sont abe´liennes. La sous-cate´gorie des (ϕ,Γ)-modules ge´ne´ralise´s sur RE de torsion
est artinienne.
(ii) Soit D, Dr, Dr′ des (ϕ,Γ)-modules ge´ne´ralise´s sur RE, RrE et Rr′E respectivement
tels que l’on a fr : RE⊗RrE Dr
∼→ D et fr′ : RE⊗Rr′E Dr′
∼→ D, alors il existe r′′ ≥ r, r′
et un isomorphisme Rr′′E ⊗RrE Dr
∼→ Rr′′E ⊗Rr′E Dr′ de (ϕ,Γ)-modules ge´ne´ralise´s sur
Rr′′E tels que le diagramme suivant commute :
RE ⊗RrE Dr
f−1
r′
◦fr
// RE ⊗Rr′E Dr′
Rr′′E ⊗RrE Dr
∼ //
OO
Rr′′E ⊗Rr′E Dr′ .
OO
(iii) Tout morphisme D → D′ de (ϕ,Γ)-modules ge´ne´ralise´s sur RE se factorise sous
la forme :
D // D′
Dr //
OO
D′r.
OO
ou` Dr, D
′
r sont des (ϕ,Γ)-modules ge´ne´ralise´s sur RrE pour r ≫ 0 tels que RE⊗RrE
Dr
∼→ D, RE⊗RrED′r
∼→ D′ et Dr → D′r est un morphisme de (ϕ,Γ)-modules ge´ne´ralise´s
sur RrE.
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De´monstration. — (i) Pour RE le premier e´nonce´ est de´montre´ dans [47, § 4.1] et
le deuxie`me de´coule de (20) par extension des scalaires a` RE . Comme RrE est un
anneau cohe´rent (cf. la preuve du Lemme 2.2.1), un morphisme de (ϕ,Γ)-modules
ge´ne´ralise´s f : Dr → D′r sur RrE a son noyau et son image de pre´sentation finie comme
RrE-module. Il suffit donc de montrer que ker(f) et im(f) ve´rifient (19). Comme RprE
est libre de rang fini (= p) sur ϕ(RrE), le foncteur RprE ⊗ϕ,RrE(−) est exact sur lesRrE-modules. Le foncteur RprE ⊗RrE(−) est aussi exact par le Lemme 2.2.1. Le re´sultat
de´coule alors du diagramme commutatif :
RprE ⊗ϕ,RrE Dr
∼ //
Id⊗f

RprE ⊗RrE Dr
Id⊗f

RprE ⊗ϕ,RrE D′r
∼ // RprE ⊗RrE D′r.
(ii) Quitte a` augmenter r et r′ on peut supposerDr etDr′ de la forme (20). L’assertion
de´coule alors facilement du re´sultat suivant (on laisse les de´tails au lecteur) : si
xr ∈ RrE/(tk) (resp. RrE) et xr′ ∈ Rr′E/(tk) (resp. Rr′E) ont meˆme image dans RE/(tk)
(resp. RE), alors il existe r′′ ≥ r, r′ tel que xr et xr′ ont meˆme image dans Rr′′E /(tk)
(resp. Rr′′E ), cf. [47, Lem. 4.2]. L’argument pour (iii) est analogue.
Soit D un (ϕ,Γ)-module ge´ne´ralise´ sur RE . On note I(D) la cate´gorie des triplets
(r, fr, Dr) ou` r ∈ Q>p−1, Dr est un (ϕ,Γ)-module ge´ne´ralise´ sur RrE et fr : RE ⊗RrE
Dr
∼→ D un isomorphisme de (ϕ,Γ)-modules ge´ne´ralise´s sur RE , les morphismes
(r, fr, Dr) → (r′, fr′, Dr′) e´tant les isomorphismes fr,r′ : Rr′E⊗RrE Dr
∼−→ Dr′ pour
r′ ≥ r de (ϕ,Γ)-modules ge´ne´ralise´s sur Rr′E tels que le diagramme commute :
RE⊗Rr′E (R
r′
E⊗RrEDr)
Id⊗fr,r′//
fr
))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
RE ⊗Rr′E Dr′
fr′

D.
On de´duit du (ii) du Lemme 2.2.3 (et de sa preuve) que la cate´gorie I(D) est une
cate´gorie filtrante au sens de [50, § IX.1] et que l’on un isomorphisme de RE-modules
qui commute a` ϕ et Γ :
(21) lim
−→
(r,fr ,Dr)∈I(D)
Dr
∼−→ D
(en particulier cette limite inductive est filtrante).
Remarque 2.2.4. — Si D est un (ϕ,Γ)-module ge´ne´ralise´ sur RE , on pourrait
penser munir D de la topologie limite inductive (cf. [58, § 5]) pour tous les mor-
phismes Dr → D en (21). Mais cette topologie n’est pas tre`s utile car elle n’est en
ge´ne´ral pas se´pare´e. Par exemple, le noyau de la surjection continueRrE/(t)։ RE/(t)
est dense dans RrE/(t) (son adhe´rence est un ide´al principal de RrE/(t) dont on ve´rifie
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facilement que le seul ge´ne´rateur possible est 1) ! S’il e´tait ferme´, il serait toutRrE/(t),
ce qui est impossible.
On rappelle (ou on ve´rifie) que RprE ≃ ⊕p−1i=0 (1 +X)iϕ(RrE), de sorte que, si Dr est
un (ϕ,Γ)-module (ge´ne´ralise´) sur RrE , on a :
(22) RprE ⊗ϕ,RrEDr ≃ ⊕p−1i=0 (1 +X)i ⊗Dr.
On note pr0 : RprE⊗ϕ,RrEDr ։ Dr la projection (continue) sur le facteur correspondant
a` i = 0 et on de´finit l’ope´rateur continu ψ : Dr −→ Dr comme la compose´e :
(23) Dr
1⊗Id−→ RprE ⊗RrEDr
(Id⊗ϕ)−1
∼−→ RprE ⊗ϕ,RrEDr
pr0−→ Dr.
On voit facilement que ψ commute a` l’action de Γ, ve´rifie ψ(ϕ(λ)d) = λψ(d) pour
λ ∈ Rr/pE et d ∈ Dr, et que l’on a dans RprE ⊗ϕ,RrE Dr pour d ∈ Dr via (22) :
(24) (Id⊗ϕ)−1(1⊗ d) =
p−1∑
i=0
(1 +X)i ⊗ ψ((1 +X)
p−id)
(1 +X)
.
En remplac¸ant RrE et RprE par RE , on de´finit de meˆme ψ : D −→ D si D est un
(ϕ,Γ)-module (ge´ne´ralise´) sur RE , et on a encore (24). Si D ≃ RE⊗RrEDr pour Dr
un (ϕ,Γ)-module (ge´ne´ralise´) sur RrE , le morphisme Dr → D commute a` ψ (utiliser
(23) pour Dr et D).
2.3. Foncteurs Fα. — Pour tout α ∈ S on associe a` toute repre´sentation dans
RepanE (B(Qp)) un foncteur exact a` gauche Fα sur les (ϕ,Γ)-modules ge´ne´ralise´s sur
RE .
On conserve les notations des §§ 2.1 et 2.2 et on fixe une racine α ∈ S. Pour m un
entier ≥ 0, on rappelle que l’on a un isomorphisme d’alge`bres de Fre´chet D(Zp, Em) ≃
R+Em qui envoie µ ∈ D(Zp, Em) vers µ((1 +X)z) =
∑+∞
i=0 µ(
(
z
i
)
)X i ∈ R+Em ([1]) et ou`
la multiplication par z ∈ Z×p (resp. p) sur Zp induit par fonctorialite´ de D(Zp, Em)
l’ope´rateur γz = ε
−1(z) (resp. ϕ) sur R+Em . Soit π dans RepanEm(B(Qp)), on de´duit de
la fin du § 2.1 que (π∨)se´pnα (η)Nαm est un R+Em-module continu sur un espace de Fre´chet
muni d’une action semi-line´aire continue de Γ
∼→ Z×p (⊂ Q×p ) et d’un endomorphisme
continu ψ commutant a` Γ donne´ par l’action de 1/p ∈ Q×p (cf. (15)) et ve´rifiant
ψ(ϕ(λ)v) = λψ(v) pour λ ∈ R+Em et v ∈ (π∨)se´pnα (η)N
α
m (cf. (16)). Comme en (24) on
en de´duit une application Em-line´aire continue :
(25) (π∨)se´pnα (η)
Nαm →R+Em⊗ϕ,R+Em (π
∨)se´pnα (η)
Nαm, v 7→
p−1∑
i=0
(1 +X)i ⊗ ψ((1 +X)
p−iv)
(1 +X)
et on ve´rifie facilement qu’elle est R+Em-line´aire et commute a` Γ. On note pour tout
π dans RepanEm(B(Qp)) :
(26) Mα(π)
de´f
= (π∨)se´pnα (η)
Nαm
(14)≃ (π[nα](η−1)Nαm)∨.
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Noter que l’on a e´galement (a` m fixe´) par la Remarque 2.1.4 :
(27) Mα(π) ≃ (π∨)(η)se´pNαm.
Tout morphisme π′ → π dans RepanEm(B(Qp)) induit un morphisme continu de R+Em-
modules Mα(π)→Mα(π′) qui commute a` Γ et ψ.
Soit π dans RepanE (B(Qp)), pour m entier positif ou nul on conside`re le foncteur
de la cate´gorie abe´lienne des (ϕ,Γ)-modules ge´ne´ralise´s sur RE dans la cate´gorie des
Em-espaces vectoriels :
(28) Fα,m(π) : T 7−→ lim−→
(r,fr,Tr)∈I(T )
Homψ,Γ
(
Mα(π ⊗E Em), Tr ⊗E Em
)
ou` Homψ,Γ(−,−) de´signe les morphismes continus de R+Em-modules qui commutent
a` ψ et Γ. La limite inductive en (28) est filtrante, cf. (21), et la fonctorialite´ en T
de´coule des points (iii) et (ii) du Lemme 2.2.3.
Remarque 2.3.1. — (i) La commutation d’un morphisme de R+Em-modules f :
Mα(π ⊗E Em)→ Tr ⊗E Em avec ψ est e´quivalente a` celle du diagramme :
(29)
Mα(π ⊗E Em) (25) //
f

R+Em⊗ϕ,R+EmMα(π ⊗E Em)
Id⊗f

Tr ⊗E Em (24) // RprEm⊗ϕ,RrEm (Tr ⊗E Em).
(ii) L’application Tr → T induit un morphisme canonique :
Fα,m(π)(T ) −→ Homψ,Γ
(
Mα(π ⊗E Em), T ⊗E Em
)
,
mais sans conditions supple´mentaires sur π ce morphisme n’a pas de raison d’eˆtre
injectif ni surjectif.
(iii) Soit Dr, D
′
r deux (ϕ,Γ)-modules ge´ne´ralise´s sur RrEm , alors tout morphisme con-
tinu de R+Em-modules Dr → D′r est un morphisme (continu) de RrEm-modules (il est
facile de ve´rifier qu’il commute a` R+Em [1/X ] puis on utilise la continuite´ pour e´tendre
a` RrEm). On a le meˆme re´sultat avec des (ϕ,Γ)-modules ge´ne´ralise´s sur REm .
(iv) Soit Dr, D
′
r deux (ϕ,Γ)-modules ge´ne´ralise´s sur RrEm , alors par (24) tout mor-
phisme dans Homψ,Γ(Dr, D
′
r) (rappelons qu’il s’agit des morphismes continus deR+Em-
modules - ou de manie`re e´quivalente par (iii) de RrEm-modules - qui commutent a` ψ
et Γ) commute aussi a` (Id⊗ϕ)−1, d’ou` on de´duit :
Hom(ϕ,Γ)(Dr, D
′
r)
∼−→ Homψ,Γ(Dr, D′r).
On a le meˆme re´sultat avec des (ϕ,Γ)-modules ge´ne´ralise´s sur REm .
(v) Soit Dr, D
′
r des (ϕ,Γ)-modules ge´ne´ralise´s sur RrE , alors on a :
Hom(ϕ,Γ)(Dr, D
′
r)⊗E Em ∼−→ Hom(ϕ,Γ)(Dr ⊗E Em, D′r ⊗E Em).
Idem avec des (ϕ,Γ)-modules ge´ne´ralise´s sur RE .
UN PROBLE`ME DE COMPATIBILITE´ LOCAL-GLOBAL LOCALEMENT ANALYTIQUE 23
Lemme 2.3.2. — (i) Pour tout π dans RepanE (B(Qp)) et m ∈ Z≥0 il existe une ac-
tion naturelle du groupe Gal(E∞/E) sur le foncteur Fα,m(π) qui est Em-semi-line´aire
(via l’action de Gal(E∞/E) sur Em).
(ii) Pour tout morphisme π −→ π′ dans RepanE (B(Qp)) on a un morphisme canonique
de foncteurs Fα,m(π) −→ Fα,m(π′) qui commute a` l’action de Gal(E∞/E) en (i).
(iii) Pour tout π dans RepanE (B(Qp)) et m ∈ Z≥0, on a un morphisme canonique de
foncteurs Fα,m(π) −→ Fα,m+1(π) qui commute a` l’action de Gal(E∞/E) en (i).
De´monstration. — (i) Soit g ∈ Gal(E∞/E) et η′ de´f= g ◦ η, on a vu au § 2.1 que
pour tout x ∈ N(Qp) on a η′(x) = η(ax) pour un (unique) a ∈ Z×p . Posons tg de´f=∏
β∈S\{α} λβ∨(a) ∈ T (Qp), en utilisant (7), (8) et (10) on ve´rifie que la conjugaison
par tg sur G(Qp) pre´serve Nm et Nαm, est l’identite´ sur Nm/N
α
m, commute a` T (Qp) et
ve´rifie η(tgxt
−1
g ) = η
′(x) pour tout x ∈ Nα(Qp). L’action de g sur (π ⊗E Em)[nα] =
π[nα]⊗E Em (via son action sur Em) induit un isomorphisme Em-semi-line´aire :
(30) g : (π ⊗E Em)[nα](η−1)Nαm
∼−→ (π ⊗E Em)[nα](η′−1)Nαm
et l’action de tg ∈ T (Qp) sur π induit un isomorphisme Em-line´aire :
(31) tg : (π ⊗E Em)[nα](η′−1)Nαm
∼−→ (π ⊗E Em)[nα](η−1)Nαm ,
ces deux isomorphismes commutant aux actions de Nm/N
α
m et λα∨(Zp\{0}). On en
de´duit une action semi-line´aire de Gal(E∞/E) sur (π ⊗E Em)[nα](η−1)Nαm en faisant
agir g par tg◦g, puis une action semi-line´aire sur le dualMα(π⊗EEm) (cf. (26)) donne´e
par (gf)(v)
de´f
= g(f((t−1g ◦g−1)v)) pour v ∈ (π⊗EEm)[nα](η−1)Nαm , f ∈Mα(π⊗EEm) ou`
g agit sur f((t−1g ◦ g−1)v) ∈ Em par l’action de Gal(E∞/E) sur Em. Soit T un (ϕ,Γ)-
module ge´ne´ralise´ sur RE , on de´finit enfin une action de Gal(E∞/E) sur Fα,m(π)(T )
en envoyant F ∈ Homψ,Γ(Mα(π⊗EEm), Tr⊗EEm) (cf. (28)) sur gF de´fini encore par
(gF )(f)
de´f
= g(F (g−1f)) ou` g−1f est l’action ci-dessus de g−1 sur f ∈Mα(π⊗E Em) et
g agit sur F (g−1f) ∈ Tr⊗E Em par l’action de Gal(E∞/E) sur Em et l’action triviale
sur Tr.
(ii) La preuve est imme´diate et laisse´e au lecteur.
(iii) Par les re´sultats du § 2.1, l’inclusion Nαm ⊂ Nαm+1 induit un morphisme de Em+1-
espaces vectoriels de type compact :
(π[nα]⊗E Em)(η−1)Nαm ⊗Em Em+1 ։ (π[nα]⊗E Em+1)(η−1)Nαm+1
qui induit par (14) un morphisme continu de R+Em+1-modules :
(32) Mα(π ⊗E Em+1) −→Mα(π ⊗E Em)⊗Em Em+1
qui commute a` Γ, ψ ainsi qu’a` l’action de Gal(E∞/E) de´finie au (ii). Ce morphisme
induit pour (r, fr, Tr) ∈ I(T ) :
Homψ,Γ
(
Mα(π⊗EEm), Tr⊗EEm
) →֒ Homψ,Γ (Mα(π⊗EEm)⊗EmEm+1, Tr⊗EEm+1)
−→ Homψ,Γ
(
Mα(π ⊗E Em+1), Tr ⊗E Em+1
)
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d’ou` le re´sultat en passant a` la limite inductive sur (r, fr, Tr) ∈ I(T ).
Pour m ∈ Z≥0 on note F (ϕ,Γ)m la cate´gorie des foncteurs covariants additifs
exact a` gauche de la cate´gorie abe´lienne des (ϕ,Γ)-modules ge´ne´ralise´s sur RE dans
la cate´gorie abe´lienne des Em-espaces vectoriels avec action Em-semi-line´aire de
Gal(E∞/E) (cf. [50, § II.4]). La cate´gorie F (ϕ,Γ)m est clairement abe´lienne. On
de´finit de meˆme F (ϕ,Γ)∞ en remplac¸ant Em par E∞. Le (i) du Lemme 2.3.2 montre
que Fα,m(π) est dans F (ϕ,Γ)m.
On ve´rifie facilement que pour tout m ∈ Z≥0 et tout π −→ π′ dans RepanE (B(Qp)) le
diagramme de foncteurs suivant donne´ par les (ii) et (iii) du Lemme 2.3.2 commute :
(33)
Fα,m(π) //

Fα,m(π
′)

Fα,m+1(π) // Fα,m+1(π
′).
On de´finit alors le foncteur additif covariant Fα de la cate´gorie Rep
an
E (B(Qp)) dans la
cate´gorie abe´lienne F (ϕ,Γ)∞ par :
(34) π 7−→ Fα(π) de´f= lim
m→+∞
Fα,m(π)
(i.e. Fα(π)(T ) = lim
m→+∞
Fα,m(π)(T ) pour tout (ϕ,Γ)-module ge´ne´ralise´ T sur RE).
Si χ : Gal(E∞/E)→ E× est un caracte`re localement analytique, on note E∞(χ) le
E∞-espace vectoriel de dimension 1 avec action semi-line´aire de Gal(E∞/E) donne´e
par g(x) = g(x)χ(g) pour x ∈ E∞. Noter que par Hilbert 90 on a E∞(χ) ∼= E∞ si et
seulement χ est lisse (i.e. χ se factorise par Gal(Em/E) pour m ≫ 0). Pour π dans
RepanE (B(Qp)), si l’on a Fα(π)(T )
∼= E∞(χ)⊗E Hom(ϕ,Γ)(Dα(π), T ) (fonctoriellement
en T ) pour tout (ϕ,Γ)-module ge´ne´ralise´ T sur RE ou` Dα(π) est un (ϕ,Γ)-module
ge´ne´ralise´ sur RE , alors le (ϕ,Γ)-module Dα(π) est uniquement de´termine´.
Proposition 2.3.3. — (i) Le foncteur π 7−→ Fα(π) envoie une suite exacte 0 →
π′′ → π → π′ dans RepanE (B(Qp)) vers une suite exacte dans F (ϕ,Γ)∞ :
0 −→ Fα(π′′) −→ Fα(π) −→ Fα(π′).
(ii) Si l’on a de plus Fα(−)(T ) ∼= E∞(χ) ⊗E Hom(ϕ,Γ)(Dα(−), T ) (fonctorielle-
ment en T ) pour tout (ϕ,Γ)-module ge´ne´ralise´ T sur RE ou` − ∈ {π, π′}
et Dα(−) est un (ϕ,Γ)-module ge´ne´ralise´ sur RE, alors on a Fα(π′′)(T ) =
E∞(χ)⊗E Hom(ϕ,Γ)(Dα(π′)/Dα(π), T ).
De´monstration. — (i) Par exactitude de lim
m→+∞
, il suffit de montrer le re´sultat avec
π 7→ Fα,m(π) pour π dans RepanEm(B(Qp)). Soit T un (ϕ,Γ)-module ge´ne´ralise´ surRE et (r, fr, Tr) dans I(T ), par la Proposition 2.1.6 on a un complexe de Em-espaces
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vectoriels :
(35) Homψ,Γ
(
Mα(π
′′), Tr ⊗E Em
) →֒ Homψ,Γ (Mα(π), Tr ⊗E Em)
−→ Homψ,Γ
(
Mα(π
′), Tr ⊗E Em
)
ou` la premie`re application est injective. Si f : Mα(π) → Tr ⊗E Em est nul sur
im(Mα(π
′) → Mα(π)), alors f est nul sur ker(Mα(π) ։ Mα(π′′)) par continuite´ et
la dernie`re assertion de la Proposition 2.1.6. Donc f se factorise en un morphisme
continu Mα(π
′′)→ Tr ⊗E Em par la surjection topologique dans la Proposition 2.1.6.
On en de´duit que (35) est en fait une suite exacte pour tout T . Par (28) le re´sultat
de´coule de l’exactitude des limites inductives filtrantes.
(ii) Cela de´coule formellement du (i).
Remarque 2.3.4. — Le (ii) de la Proposition 2.3.3 peut se ge´ne´raliser comme suit :
si l’on a des caracte`res localement analytiques χ1, . . . , χr de Gal(E∞/E) distincts
modulo les caracte`res lisses, et des (ϕ,Γ)-modules ge´ne´ralise´s Dα,1(−), . . . , Dα,r(−)
surRE pour− ∈ {π, π′} tels que Fα(−)(T ) ∼=
⊕r
i=1(E∞(χi)⊗EHom(ϕ,Γ)(Dα,i(−), T )),
alors on a Fα(π
′′)(T ) ∼=⊕ri=1(E∞(χi)⊗E Hom(ϕ,Γ)(Dα,i(π′)/Dα,i(π), T )).
Rappelons que la de´finition du foncteur Fα de´pend d’un certain nombre de choix :
choix des (ια)α∈S ve´rifiant (7), du caracte`re additif non trivial η, de la suite de sous-
groupe ouverts compacts (Nm)m≥0 ve´rifiant les hypothe`ses du § 2.1, et du cocaracte`re
λα∨ .
Proposition 2.3.5. — Le foncteur Fα ne de´pend pas des choix de (ια)α∈S, η et
(Nm)≥0, i.e. pour un autre choix donnant un foncteur F
′
α, il existe une e´quivalence
naturelle F ′α ≃ Fα.
De´monstration. — Soit (N ′m)≥0 une autre suite croissante de sous-groupes ouverts
compacts totalement de´compose´s de N(Qp) telle que ∪m≥0Nm = N(Qp), η(Nm) ⊆ Em
pour m ∈ Z≥0 et telle que N(Qp)/Nα(Qp) ≃ Nα(Qp) ια≃ Qp induise par restriction
(pour la racine simple α fixe´e) Nα(Qp) ∩ N0 = N0/Nα0
ια
∼−→ Zp ⊂ Qp. Alors on peut
de´finir des foncteurs F ′α,m en remplac¸ant (Nm)≥0 par (N
′
m)≥0 dans la de´finition de
Fα,m (notons que l’on n’a pas besoin de toute la condition (9)). De plus, comme les
deux suites (N ′m)≥0 et (Nm)≥0 sont croissantes et cofinales dans N(Qp), en proce´dant
comme dans la preuve du (iii) du Lemme 2.3.2, pour tout m ∈ Z≥0 il existe m1, m2 ≫
0 tels que pour tout π dans RepanE (B(Qp)) on a des morphismes naturels de foncteurs
Fα,m(π)→ F ′α,m1(π) et F ′α,m(π)→ Fα,m2(π) qui commutent a` l’action de Gal(E∞/E).
On en de´duit des morphismes fonctoriels en π dans F (ϕ,Γ)∞ :
lim
m→+∞
Fα,m(π) −→ lim
m→+∞
F ′α,m(π) et lim
m→+∞
F ′α,m(π) −→ lim
m→+∞
Fα,m(π)
dont la compose´e dans les deux sens est clairement l’identite´.
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Soit η′ : Qp → E∞ un autre caracte`re additif tel que η′(Nm) ⊆ Em, alors on a
a ∈ Q×p tel que η′(−) = η(a(−)), et quitte a` e´changer η et η′ on peut supposer
val(a) ≥ 0. Soit ta de´f=
∏
β∈S\{α} λβ∨(a) ∈ T (Qp) et N ′m de´f= t−1a Nmta pour m ≥ 0.
Les sous-groupes (N ′m)≥0 sont totalement de´compose´s et tels que ∪m≥0N ′m = N(Qp),
η′(N ′m) ⊆ Em pour m ∈ Z≥0 et ια induit Nα(Qp) ∩ N ′0 = N ′0/N ′0α
ια
∼−→ Zp. Par le
paragraphe pre´ce´dent, le foncteur F ′α de´fini avec (ιβ)β∈R+ , η
′ et (Nm)≥0 est le meˆme
que celui de´fini avec (ιβ)β∈R+ , η
′ et (N ′m)≥0. Mais, comme dans la preuve du (i) du
Lemme 2.3.2, la multiplication par t−1a induit un isomorphisme :
(36) t−1a : (π ⊗E Em)[nα](η−1)Nαm
∼−→ (π ⊗E Em)[nα](η′−1)N ′mα
dont on ve´rifie facilement qu’il commute aux actions de Zp
ι−1α≃ N ′0/N ′0α = N0/Nα0 ,
λα∨(Zp\{0}) et Gal(E∞/E). On en de´duit F ′α ≃ Fα.
Soit (ιβ)β∈R+ , η, (Nm)≥0 avec η(Nm) ⊆ Em et Nα(Qp) ∩N0 = N0/Nα0
ια
∼−→ Zp. La
construction du foncteur Fα associe´e a` ces choix ne de´pend en fait pas des ιβ pour
β ∈ R+\S. Fixons β ∈ S\{α} et remplac¸ons ιβ par ι′β de´f= aιβ pour un a ∈ Q×p . On
a donc une nouvelle application ℓ′ : N(Qp) → Qp qui induit un nouveau caracte`re
η′
de´f
= η ◦ ℓ′ : N(Qp)→ E∞. Alors par (10) on voit que λβ∨(a) ∈ T (Qp) commute avec
Nα(Qp) et ve´rifie (η◦ℓ′)(−) = (η◦ℓ)(λβ∨(a)(−)λβ∨(a)−1) (avec (7)). La multiplication
par λβ∨(a)
−1 a alors les meˆmes proprie´te´s que celle par t−1a en (36). Donc changer les
ιβ pour β 6= α n’affecte pas Fα.
Soit enfin (ι′β)β∈R+ , η, (N
′
m)≥0 avec Nα(Qp)∩N ′0 = N ′0/N ′0α
ι′α
∼−→ Zp et ι′β = ιβ si β 6=
α. On a ι′α
de´f
= aια pour un a ∈ Q×p ce qui implique ι−1α (z) = λα∨(a)ι′α−1(z)λα∨(a)−1
pour z ∈ Zp par (10) et (7). La multiplication par λα∨(a)−1 induit un isomorphisme :
λα∨(a)
−1 : (π ⊗E Em)[nα](η−1)Nαm
∼−→ (π ⊗E Em)[nα](η−1)λα∨ (a)−1Nmαλα∨ (a)
qui commute aux actions de Zp (agissant via ι−1α a` gauche et via ι
′
α
−1 a` droite),
λα∨(Zp\{0}) et Gal(E∞/E). On en de´duit que Fα est isomorphe au foncteur obtenu
avec (ι′β)β∈R+ , η, (λα∨(a)
−1Nmλα∨(a))≥0 qui lui meˆme, par le premier paragraphe, est
isomorphe au foncteur obtenu avec (ι′β)β∈R+ , η, (N
′
m)≥0. Cela ache`ve la preuve.
Remarque 2.3.6. — Le foncteur Fα de´pend du choix de λα∨ , mais si l’on remplace
λα∨ par λα∨ + µ pour µ ∈ X∨(ZG), alors lorsque ZG(Qp) agit sur π ∈ RepanE (B(Qp))
par un caracte`re χπ : ZG(Qp)→ E×, on changeMα(π) en Mα(π)⊗R+ER
+
E((χπ ◦µ)−1),
c’est-a`-dire que l’on multiplie l’action de γ = γz ∈ Γ par χπ(µ(z))−1 et celle de ψ par
χπ(µ(p)). Noter au passage que si l’on tord π par un caracte`re localement analytique
χ : B(Qp) → E× qui est trivial sur N(Qp) ⊆ B(Qp), alors on change Mα(π) en
Mα(π)⊗R+E R
+
E(χ ◦ λ−1α∨) (cf. le tout de´but du § 3.3 pour la notation).
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3. Foncteurs Fα et the´orie d’Orlik-Strauch
On e´tudie les foncteurs Fα applique´s aux repre´sentations localement analytiques
FGP−(M,π∞P ) de´finies par Orlik et Strauch ([53]).
3.1. Quelques notations. — On commence par quelques rappels et notations.
On conserve les notations des §§ 2.1, 2.2 et 2.3. On note g (resp. b, n, t, b−, n−)
la Qp-alge`bre de Lie de G(Qp) (resp. B(Qp), N(Qp), T (Qp), B−(Qp), N−(Qp)) et
U(−) les alge`bres enveloppantes associe´es. Afin de pouvoir utiliser les re´sultats de
[53], on suppose [53, As. 5.1] (comme dans loc.cit.), i.e. p > 2 si le syste`me de racine
associe´ a` (g, t) a des composantes irre´ductibles de type B, C, F4 et p > 3 s’il en a de
type G2 (en particulier il n’y a pas d’hypothe`se sur p si G = GLn). Suivant [53, § 2],
on note Ob−alg la sous-cate´gorie pleine de la cate´gorie O = Ob− (cf. [41, § 1.1]) des
U(g)-modules dont les poids (au sens caracte`res de t) sont alge´briques. Si P ⊆ G est
un sous-groupe parabolique contenant B, on dispose e´galement de la sous-cate´gorie
pleine Op−alg ⊆ Ob
−
alg ou` p
− est la Qp-alge`bre de Lie de P
−(Qp) (cf. [53, § 2]). On note
LP le sous-groupe de Levi de P , NP son radical unipotent (donc P = NP ⋊ LP ) et
NLP
de´f
= LP ∩N . Pour w ∈ W et λ ∈ X(T ), on note w · λ la “dot-action” par rapport
a` B−, i.e. w · λ = w(λ− ρ) + ρ ∈ X(T ).
Pour λ ∈ X(T ), on note L−(λ) ∈ Ob−alg le U(g)-module simple sur E de plus haut
poids λ par rapport a` B−, c’est-a`-dire l’unique quotient simple du module de Verma
U(g)⊗U(b−) λ ou` λ : U(t)→ E est vu comme caracte`re de U(b−) via U(b−)։ U(t).
Il est dans Op−alg si et seulement si 〈λ, β∨〉 ≤ 0 pour toute racine simple β ∈ S de LP et
c’est alors aussi l’unique quotient simple du module de Verma ge´ne´ralise´ U(g)⊗U(p−)
L−(λ)P ou` L
−(λ)P est la repre´sentation alge´brique irre´ductible de dimension finie de
LP (Qp) sur E de plus haut poids λ (par rapport a` B− ∩ LP ). Rappelons que toute
repre´sentation alge´brique irre´ductible de LP (Qp) sur E est de la forme L−(λ)P pour
λ ∈ X(T ) tel que 〈λ, β∨〉 ≤ 0 pour toute racine simple β ∈ S de LP , et que L−(λ)
(pour λ ∈ X(T )) est de dimension finie sur E si et seulement si 〈λ, β∨〉 ≤ 0 pour tout
β ∈ S i.e. λ est dominant par rapport a` B−.
Soit π∞P une repre´sentation lisse de longueur finie de LP (Qp) sur E, Orlik et
Strauch construisent dans [53] un foncteur contravariant exact M 7−→ FGP−(M,π∞P )
de la cate´gorie Op−alg dans la cate´gorie RepanE (G(Qp)) (en fait dans la cate´gorie des
repre´sentations localement analytiques admissibles de longueur finie de G(Qp) sur
E). Pour L−(λ)P repre´sentation alge´brique irre´ductible de LP (Qp) sur E, ce foncteur
envoie le module de Verma ge´ne´ralise´ U(g) ⊗U(p−) L−(λ)P vers l’induite parabolique
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localement analytique :(
Ind
G(Qp)
P−(Qp)
L−(λ)∨P⊗Eπ∞P
)an de´f
= {f : G(Qp)→ E loc. an. tel que f(p−g) = p−(f(g))
pour tous p− ∈ P−(Qp), g ∈ G(Qp)}
ou` L−(λ)∨P est le dual de la repre´sentation de dimension finie L
−(λ)P (l’action de
G(Qp) e´tant donne´e comme d’habitude par (g′f)(g) = f(gg′)). Noter que L−(λ)∨P ≃
L(−λ)P ou` L(−λ)P est la repre´sentation alge´brique irre´ductible de LP (Qp) de plus
haut poids −λ par rapport a` B ∩ LP . Si λ est dominant par rapport a` B−, alors on
a par [53, Prop. 4.9(b)] :
(37) FGP−(L−(λ), π∞P ) = L(−λ)⊗E
(
Ind
G(Qp)
P−(Qp)
π∞P
)∞
ou` L(−λ) = L(−λ)G = L−(λ)∨ et (IndG(Qp)P−(Qp) π∞P
)∞
est l’induite parabolique lisse.
De plus pour un tel λ on de´duit de [43, Prop. II.2.11] un isomorphisme L(−λ)[nP ] ≃
L(−λ)P .
On fixe maintenant jusqu’a` la fin du § 3 une racine α ∈ S. L’objectif du § 3 est
d’e´tudier le foncteur Fα(π) pour π = FGP−(M,π∞P ) avec P , M , π∞P comme ci-dessus.
En particulier nous de´terminons explicitement Fα(π) lorsque M est un quotient de
U(g) ⊗U(p−) L−(λ)P (pour L−(λ)P repre´sentation alge´brique irre´ductible de LP (Qp)
sur E) et π∞P a un caracte`re central, cf. Corollaire 3.7.8 ci-dessous. La preuve va
utiliser de manie`re essentielle deux cas particuliers : le cas localement alge´brique π =
L−(λ)⊗Eπ∞ avec λ dominant par rapport a` B− et π∞ repre´sentation lisse de longueur
finie de G(Qp), qui sera de´montre´ au § 3.3, et le cas π = (IndG(Qp)P−(Qp) L−(λ)∨P ⊗E π∞P )an
qui sera de´montre´ au § 3.7 en utilisant les re´sultats des §§ 3.2, 3.4, 3.5 & 3.6.
3.2. Lemmes topologiques. — On montre plusieurs lemmes topologiques (plus
ou moins standard) qui seront utilise´s dans les paragraphes suivantes.
On conserve toutes les notations pre´ce´dentes. Si A est un E-espace vectoriel lo-
calement convexe muni d’une structure d’alge`bre se´pare´ment continue, et V , W deux
E-espaces vectoriels localement convexes tels que V (resp. W ) est muni d’une struc-
ture de A-module a` droite (resp. a` gauche) se´pare´ment continu, on de´finit V ⊗̂A,ιW
comme le quotient de V ⊗̂E,ιW par l’adhe´rence du sous-E-espace vectoriel engendre´
par les e´le´ments de la forme va ⊗ w − v ⊗ aw, (a, v, w) ∈ A × V × W , muni de
la topologie quotient (cf. [45, Rem. 1.2.11]). Lorsque A, V et W sont de plus des
espaces de Fre´chet, rappelons que les topologies projective et injective co¨ıncident sur
V ⊗E W ([58, Prop. 17.6]) et que V (resp. W ) est un A-module a` droite (resp. a`
gauche) continu ([9, Cor. III.5.2.1]). On note dans ce cas V ⊗̂EW et V ⊗̂AW .
Lemme 3.2.1. — Soit A un E-espace vectoriel muni d’une structure d’alge`bre
se´pare´ment continue, et V , W deux E-espaces vectoriels localement convexes avec
V (resp. W ) muni d’une structure de A-module a` droite (resp. a` gauche) se´pare´ment
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continu. Alors on a un isomorphisme canonique V ⊗̂E,ιW ∼−→ V ⊗̂A,ι(A⊗̂E,ιW ) (resp.
V ⊗̂E,ιW ∼−→ (V ⊗̂E,ιA)⊗̂A,ιW )).
De´monstration. — On montre le premier cas seulement. Par les proprie´te´s de la
topologie injective sur le produit tensoriel ([58, § 17.A]), on a deux morphismes
continus V ⊗E,ιW → V ⊗E,ιA⊗E,ιW , v⊗w 7→ v⊗1⊗w et V ⊗E,ιA⊗E,ιW → V ⊗E,ιW ,
v⊗a⊗w 7→ va⊗w. Par universalite´ du se´pare´-comple´te´ ([58, Prop. 7.5]) ils induisent
deux morphismes continus V ⊗̂E,ιW → V ⊗̂E,ιA⊗̂E,ιW et V ⊗̂E,ιA⊗̂E,ιW → V ⊗̂E,ιW
dont le deuxie`me se factorise clairement par V ⊗̂A,ι(A⊗̂E,ιW ) et dont la compose´e
donne l’identite´ de V ⊗̂E,ιW . Il reste a` montrer que la compose´e :
V ⊗̂E,ιA⊗̂E,ιW −→ V ⊗̂E,ιW −→ V ⊗̂E,ιA⊗̂E,ιW ։ V ⊗̂A,ι(A⊗̂E,ιW )
est la surjection canonique V ⊗̂E,ιA⊗̂E,ιW ։ V ⊗̂A,ι(A⊗̂E,ιW ), ce qui est clair.
Lemme 3.2.2. — Soit 0 → V ′ → V → V ′′ → 0 une suite exacte stricte de E-
espaces vectoriels localement convexes.
(i) Pour tout morphisme continu W → V ′′ de E-espaces vectoriels localement con-
vexes, la suite exacte 0 → V ′ → V ×V ′′ W → W → 0 est stricte ou` le produit fibre´
V ×V ′′ W est muni de la topologie induite par la topologie produit sur V ×W .
(ii) Pour tout morphisme continu V ′ → W de E-espaces vectoriels localement con-
vexes, la suite exacte 0 → W → W ⊕V ′ V → V ′′ → 0 est stricte ou` la somme
amalgame´e W ⊕V ′ V est munie de la topologie quotient de la topologie produit sur
W × V .
De´monstration. — On montre le (i), laissant la preuve du (ii) (qui proce`de
d’arguments analogues) au lecteur. L’injection V ′ →֒ V ×V ′′ W e´tant stricte
(car l’injection V ′ ≃ V ′ × {0} →֒ V × W l’est par [58, Lem. 5.3(i)]), il suffit de
montrer que la surjection V ×V ′′ W
s
։ W est stricte, i.e. que la topologie sur
W est la topologie quotient de V ×V ′′ W . Soit X ⊆ W un sous-ensemble tel que
s−1(X) est ouvert dans V ×V ′′ W , nous allons montrer que X est ouvert dans
W . Il existe donc un ouvert U de V × W tel que s−1(X) = U ∩ (V ×V ′′ W ).
On peut supposer U = U + V ′ (= {u + v′, (u, v′) ∈ U × V ′}). En effet, on
a clairement une inclusion s−1(X) ⊆ (U + V ′) ∩ (V ×V ′′ W ), et on a aussi
(U + V ′) ∩ (V ×V ′′ W ) = (U ∩ (V ×V ′′ W )) + V ′ (car V ′ ≃ V ′ × {0} ⊆ V ×V ′′ W ) et
(U ∩ (V ×V ′′W ))+V ′ = U ∩ (V ×V ′′W ) car U ∩ (V ×V ′′W ) = s−1(X) = s−1(X)+V ′.
Notons U l’image de U dans V ′′ × W ≃ V/V ′ × W , comme U est un ouvert de
V ×W tel que U = U +V ′, on voit que U est ouvert dans V ′′×W (dont la topologie
est la topologie quotient de V ×W par [58, Lem. 5.3(ii)]). Il suffit de montrer que
X = W ∩ U dans V ′′ ×W . On a clairement X ⊆ W ∩ U . Un e´le´ment w de W ∩ U
se rele`ve dans V ×V ′′ W et dans U , la diffe´rence des releve´s e´tant dans V ′. Comme
V ′ ⊆ V ×V ′′ W , quitte a` modifier le releve´ dans V ×V ′′ W , on voit que l’on peut
relever w dans U ∩ (V ×V ′′ W ) = s−1(X), donc w ∈ X et on a bien X = W ∩ U .
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Remarque 3.2.3. — Lorsque les 3 espaces V , V ′, V ′′ du Lemme 3.2.2 sont des
espaces de Fre´chet, alors V ×V ′′W (resp. W ⊕V ′ V ) est encore un espace de Fre´chet :
le premier car c’est le noyau d’un morphisme continu entre espaces de Fre´chet, le
deuxie`me car c’est le conoyau d’une immersion ferme´e V ′ →֒ W ⊕ V (compose´e des
injections V ′ →֒ W⊕V ′ →֒ W⊕V qui sont des immersions ferme´es par [58, Rem. 8.4],
[58, Lem. 5.3(iii)] et [58, Cor. 8.7]).
Lemme 3.2.4. — Soit f : V ′ → V un morphisme continu de E-espaces vectoriels
localement convexes et soit W un E-espace vectoriel localement convexe. Si f est
d’image dense, alors les morphismes canoniques f ⊗ Id : V ′ ⊗E,π W → V ⊗E,π W et
f ⊗ Id : V ′ ⊗E,ι W → V ⊗E,ι W sont aussi d’image dense.
De´monstration. — On donne la preuve pour ⊗E,π, celle avec ⊗E,ι e´tant analogue.
Soit im(f ⊗ Id) ⊆ V ⊗E,πW l’adhe´rence de l’image de f ⊗ Id, il suffit de montrer que
tout vecteur de V ⊗E,πW est dans im(f ⊗ Id). Comme tout vecteur de V ⊗E,πW est
dans V ⊗E,π Wf = V ⊗E Wf pour Wf ⊆W un sous-E-espace vectoriel de dimension
finie, il suffit de montrer V ⊗E Wf ⊆ im(f ⊗ Id). Comme l’injection V ⊗E Wf →֒
V ⊗E,πW est continue, im(f ⊗ Id)∩ (V ⊗EWf) est un ferme´ de V ⊗EWf qui contient
l’image de (f ⊗ Id)|V ′⊗EWf : V ′ ⊗E Wf → V ⊗E Wf , donc qui contient son adhe´rence
im((f ⊗ Id)|V ′⊗EWf ). Or cette dernie`re image est dense par l’hypothe`se et parce
que Wf est de dimension finie. On en de´duit V ⊗E Wf ⊆ im((f ⊗ Id)|V ′⊗EWf ) ⊆
im(f ⊗ Id).
Lemme 3.2.5. — Conside´rons un diagramme commutatif de suites exactes de E-
espaces vectoriels localement convexes de type compact :
0 // V ′ // _
f ′

V
g //
 _
f

V ′′ _
f ′′

0 // W ′ // W // W ′′
ou` les injections f ′, f ′′ et l’application g sont strictes. Alors l’injection f est aussi
stricte.
De´monstration. — Rappelons d’abord que les injections V ′ →֒ V et W ′ →֒ W sont
automatiquement strictes, qu’une injection d’espaces de type compact est stricte si et
seulement si c’est une immersion ferme´e, et qu’une compose´e d’injections strictes est
une injection stricte. On en de´duit en particulier un diagramme commutatif d’espaces
de type compact :
V/V ′ 
 g //
 _
f

V ′′ _
f ′′

0 // W ′/V ′
i // W/V ′ // W ′′
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ou` les injections g et f ′′ sont strictes, puis une suite exacte d’espaces de type compact :
0 // W ′/V ′ ⊕ V/V ′ i⊕f // W/V ′ // W ′′/(V/V ′).
Cette dernie`re suite exacte implique que l’injection i ⊕ f est une immersion ferme´e,
d’ou` e´galement l’injection f : V/V ′ →֒ W/V ′. L’image inverse du ferme´ V/V ′ dans
W via la surjection continue W ։W/V ′, c’est-a`-dire V , est donc un ferme´ de W , ce
qui termine la preuve.
On appelle module de Fre´chet sur R+E (resp. RrE) un E-espace vectoriel de Fre´chet
M muni d’une structure de R+E-module continu (resp. de RrE-module continu). On
appelle (ψ,Γ)-module de Fre´chet sur R+E (resp. RrE) un module de Fre´chet M sur R+E
muni d’une action semi-line´aire continue de Γ et d’un morphisme continu ψ :M →M
qui commute a` Γ et ve´rifie ψ(ϕ(λ)v) = λψ(v) pour λ ∈ R+E (resp. avec RrE). Un
morphisme M → M ′ de (ψ,Γ)-modules de Fre´chet sur R+E est un morphisme continu
de R+E-modules qui commute a` ψ et Γ, i.e. un e´le´ment de Homψ,Γ(M,M ′) (cf. apre`s
(28)).
Lemme 3.2.6. — Soit M un (ψ,Γ)-module de Fre´chet sur R+E et V un E-espace
vectoriel de dimension de´nombrable muni de la topologie localement convexe la plus
fine ([58, § 5]). Pour tout r ∈ Q>p−1 et tout (ϕ,Γ)-module ge´ne´ralise´ Tr sur RrE on
a un isomorphisme canonique et fonctoriel (en Tr) de E-espaces vectoriels :
Homψ,Γ
(
M⊗̂EV ∨, Tr) ≃ V ⊗E Homψ,Γ
(
M,Tr
)
.
De´monstration. — Les hypothe`ses sur V font qu’on peut l’e´crire comme une somme
directe topologique V = ⊕i≥1Eei et on a alors V ∨ =
∏
i≥1
Ee∗i et M⊗̂EV ∨ =∏
i≥1(M ⊗E Ee∗i ) ou` (e∗i )i≥1 est la base dual de (ei)i≥1.
Montrons d’abord que le morphisme canonique :
(38)
⊕
i≥1
Homψ
(
M ⊗E Ee∗i , Tr
) −→ Homψ(∏
i≥1
(M ⊗E Ee∗i ), Tr
)
est un isomorphisme ou` Homψ = homomorphismes continus de R+E-modules com-
mutant a` ψ. Il est injectif, il suffit donc de montrer la surjectivite´, c’est-a`-dire que
tout morphisme R+E-line´aire continu f :
∏
i≥1(M ⊗E Ee∗i ) → Tr commutant a` ψ et
Γ est nul sur tous les facteurs M ⊗E Ee∗i sauf un nombre fini. Soit Tr,tor ⊆ Tr le
sous-RrE-module de torsion (stable par ϕ et Γ), alors Tr/Tr,tor est un (ϕ,Γ)-module
libre de rang fini sur RrE . Montrons que la compose´e :
(39)
∏
i≥1
(M ⊗E Ee∗i ) f−→ Tr ։ (Tr/Tr,tor) ≃ (RrE)d
est nulle en restriction a`
∏
i≥N(M ⊗E Ee∗i ) pour un entier N ≫ 0. Il suffit de le
montrer apre`s composition a` droite par l’injection continue (RrE)d →֒ (R[r,s]E )d pour
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un s > r quelconque. Soit W0 une boule unite´ du E-espace de Banach W = (R[r,s]E )d,
l’image inverse de W0 dans
∏
i≥1(M⊗EEe∗i ) est un sous-OE-module ouvert, donc qui
contient
∏
i≥N(M ⊗E Ee∗i ) pour N ≫ 0 (par les proprie´te´s de la topologie produit).
Mais comme M ⊗E Ee∗i est un E-espace vectoriel, son image dans W0 l’est aussi, ce
qui implique qu’elle est nulle. Quitte a` remplacer f par f |∏
i≥N (M⊗EEe
∗
i )
, il suffit donc
de montrer l’e´nonce´ avec Tr,tor au lieu de Tr, i.e. on peut supposer Tr ≃ ⊕di=1RrE/(tki).
On a alors un isomorphisme topologique d’espaces de Fre´chet Tr ≃
∏
n≥n(r) Tr,n ou`
n(r) est le plus petit entier n tel que pn(r)−1(p−1) ≥ r et Tr,n ≃ ⊕di=1RrE/(ϕn(q(X)ki))
(un E-espace vectoriel de dimension finie) avec q(X)
de´f
= ϕ(X)/X ∈ R+E (utiliser [47,
Lem. 4.2(1)] et le fait que tout isomorphisme continu entre espaces de Fre´chet est
un isomorphisme topologique). Sur Tr ≃
∏
n≥n(r) Tr,n on ve´rifie que ψ|Tr,n : Tr,n →
Tr,n−1 pour n ≥ n(r) + 1 et que ker(ψj |∏n≥n(r)+j Tr,n) pour tout entier j ≥ 1 ne peut
contenir de sous-R+E-module non nul (si v ∈
∏
n≥n(r)+j Tr,n ⊂ Tr est non nul, il existe
toujours un i ∈ {0, . . . , pj − 1} tel que ψj((1 + X)iv) 6= 0). Maintenant supposons
f |M⊗EEe∗i 6= 0 pour des i arbitrairement grands, alors il existe ni ≥ n(r) tel que la
compose´e M ⊗E Ee∗i f→ Tr ։ Tr,ni est non nulle, donc aussi par ce qui pre´ce`de la
compose´e :
M ⊗E Ee∗i f−→ Tr ։ Tr,ni ψ
ni−n(r)−→ Tr,n(r)
(puisque l’image de f dans Tr,ni est un sous-R+E-module non nul). Or, comme ψni−n(r)◦
f = f ◦ψni−n(r), on en de´duit qu’a fortiori la compose´e M ⊗E Ee∗i f→ Tr ։ Tr,n(r) est
aussi non nulle pour des i arbitrairement grands. Mais l’application compose´e :∏
i≥1
(M ⊗E Ee∗i ) f−→ Tr ։ Tr,n(r)
e´tant continue, elle doit eˆtre nulle en restriction a`
∏
i≥N(M⊗EEe∗i ) pour unN ≫ 0 car
Tr,n(r) est de dimension finie, ce qui contredit la phrase d’avant. Donc ne´cessairement
f |∏
i≥N (M⊗EEe
∗
i )
= 0 pour un N ≫ 0.
On a donc par (38) et en tenant compte de l’action de Γ :
Homψ,Γ
(
M⊗̂EV ∨, Tr
) ≃ ⊕
i≥1
Homψ,Γ
(
M ⊗E Ee∗i , Tr
)
≃
⊕
i≥1
(
HomE(Ee
∗
i , E)⊗E Homψ,Γ(M,Tr)
)
≃
(⊕
i≥1
HomE(Ee
∗
i , E)
)
⊗E Homψ,Γ(M,Tr)
≃ V ⊗E Homψ,Γ(M,Tr)
ce qui termine la preuve du lemme.
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Soit M une varie´te´ localement Qp-analytique (strictement) paracompacte de di-
mension finie et V un E-espace vectoriel localement convexe se´pare´. Rappelons que
le support d’une fonction dans Can(M,V ) ou C∞(M,V ) est l’adhe´rence dans M de
son lieu de non nullite´. On note Canc (M,V ) (resp. C
∞
c (M,V )) le sous-espace de
Can(M,V ) (resp. C∞(M,V )) des fonctions a` support compact.
Lemme 3.2.7. — Supposons que M admette un recouvrement disjoint par un nom-
bre de´nombrable d’ouverts compacts et que V soit un espace de type compact, alors
Canc (M,V ) est naturellement muni d’une topologie localement convexe qui en fait un
espace de type compact. De plus l’injection naturelle Canc (M,V ) →֒ Can(M,V ) est
continue.
De´monstration. — On a par de´finition Canc (M,V ) = lim−→
U
Can(U, V ) ou` la limite in-
ductive est prise sur les ouverts compacts U de M ordonne´s par l’inclusion, et on
munit Canc (M,V ) de la topologie limite inductive. Il s’agit de montrer que cela en
fait un espace de type compact. Soit (Ui)i∈Z≥0 un recouvrement de´nombrable disjoint
deM par des ouverts compacts, alorsWn
de´f
= U1∐U2∐· · ·∐Un est une suite croissante
d’ouverts compacts deM dont on ve´rifie facilement qu’elle est cofinale pour l’inclusion
parmi les ouverts compacts de M , de sorte que l’on a un isomorphisme topologique
lim
−→
n
Can(Wn, V )
∼→ lim
−→
U
Can(U, V ). Mais lim
−→
n
Can(Wn, V ) ∼= ⊕i∈≥0Can(Ui, V ) avec
chaque Can(Ui, V ) de type compact, et son dual topologique est
∏
i∈≥0C
an(Ui, V )
∨
([58, Prop. 9.10]), qui est un espace de Fre´chet (car produit de´nombrable d’espaces
de Fre´chet [9, § II.4.3]) nucle´aire ([58, Prop. 19.7(i)]), donc le dual fort d’un es-
pace de type compact ([60, Th. 1.3]) qui est ne´cessairement ⊕i∈≥0Can(Ui, V ) ([58,
Prop. 9.11] et [60, Th. 1.1]). La dernie`re assertion re´sulte de la continuite´ de l’injection
⊕i∈≥0Can(Ui, V ) →֒
∏
i∈≥0C
an(Ui, V ) ([58, Lem. 5.2(i)]).
Soit M une varie´te´ localement Qp-analytique paracompacte de dimension finie et
C ⊆ M un sous-ensemble arbitraire. Rappelons que l’on dispose du sous-E-espace
vectoriel D(M,E)C de D(M,E) forme´ des distributions a` support dans C ([45,
Def. 2.1]). En fait, dans notre cas C sera toujours un sous-ensemble ferme´ de M .
Lorsque C est ferme´, la preuve de [45, Lem. 1.2.5] s’e´tend verbatim (il n’y est en
fait pas ne´cessaire de travailler avec un groupe analytique p-adique) et montre que
D(M,E)C est un sous-espace ferme´ de D(M,E) et que, muni de la topologie induite,
il s’identifie au dual fort de Can(M,E)/Can(M,E)M\C ou` C
an(M,E)M\C est le sous-
E-espace vectoriel ferme´ de Can(M,E) (avec topologie induite) des fonctions dont le
support est contenu dans l’ouvert M\C. Si C est de plus compact, alors la preuve de
[45, Lem. 1.2.5] (e´tendue) montre aussi que D(M,E)C s’identifie au dual fort de :
(40) CωC(M,E)
de´f
= lim
−→
U
Can(U,E)
34 C. BREUIL & Y. DING
ou`, dans la limite inductive topologique de droite (qui est alors un espace de type
compact) U parcourt les ouverts (compacts) de M contenant C et les applications de
transition sont les restrictions naturelles.
Si M1 et M2 sont deux varie´te´s localement Qp-analytiques (paracompactes de di-
mension finie), rappelons que l’application naturelle Can(M1, E) ⊗E Can(M2, E) →
Can(M1 ×M2, E), f1 ⊗ f2 7−→ ((m1, m2) 7→ f1(m1)f2(m2)) induit un isomorphisme
topologique ([62, Prop. A.3]) :
(41) D(M1 ×M2, E) ∼−→ D(M1, E)⊗̂E,ιD(M2, E).
Lemme 3.2.8. — SoitM1 et M2 deux varie´te´s localement Qp-analytiques (paracom-
pactes de dimension finie) et Ci ⊆Mi un sous-ensemble ferme´ de Mi pour i ∈ {1, 2}.
Alors l’isomorphisme (41) induit un isomorphisme topologique :
D(M1 ×M2, E)C1×C2 ∼−→ D(M1, E)C1⊗̂E,ιD(M2, E)C2 .
De´monstration. — On commence par se ramener au cas compact. Si (M1,i)i∈I est
un recouvrement disjoint de M1 par des ouverts compacts, on a un isomorphisme
topologique Can(M1, E) ≃
∏
i∈I C
an(M1,i, E) ou` chaque C
an(M1,i, E) est un espace
de type compact. Si f = (fi)i∈I ∈ Can(M1, E) avec fi ∈ Can(M1,i, E), le support
de f est l’union (disjointe) des supports des fi. En effet, le comple´mentaire dans
M1 de l’union disjointe de ces supports est ouvert (car union des comple´mentaires
dans chaque M1,i qui est une union d’ouverts de M1), donc cette union disjointe
est ferme´e. Notant C1,i
de´f
= C1 ∩ M1,i on en de´duit un isomorphisme topologique
Can(M1, E)M1\C1 ≃
∏
i∈I C
an(M1,i, E)M1,i\C1,i puis un deuxie`me isomorphisme :
Can(M1, E)/C
an(M1, E)M1\C1 ≃
∏
i∈I
(
Can(M1,i, E)/C
an(M1,i, E)M1,i\C1,i
)
.
Avec [58, Prop. 9.11] et la discussion pre´ce´dant ce lemme, on en de´duit :
(42) D(M1, E)C1 ≃
⊕
i∈I
D(M1,i, E)C1,i .
Soit (M2,j)j∈J un recouvrement disjoint de M2 par des ouverts compacts, on a un
isomorphisme analogue a` (42) avec M2, C2, (M2,j)j∈J et (C2,j
de´f
= C2 ∩M2,j)j∈J . On
en de´duit :
D(M1, E)C1⊗̂E,ιD(M2, E)C2 ≃
(⊕
i∈I
D(M1,i, E)C1,i
)⊗̂E,ι(⊕
j∈J
D(M2,j , E)C2,j
)
(43)
≃
⊕
(i,j)∈I×J
D(M1,i, E)C1,i⊗̂E,ιD(M2,j, E)C2,j
ou` le deuxie`me isomorphisme re´sulte de l’argument a` la fin de la preuve de [62,
Prop. A.3]. Par ailleurs, le meˆme argument que pour de´montrer (42) mais avec
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M1×M2 au lieu deM1 et C1×C2 au lieu de C1 donne un isomorphisme topologique :
D(M1 ×M2, E)C1×C2 ≃
⊕
(i,j)∈I×J
D(M1,i ×M2,j , E)C1,i×C2,j .(44)
Comparant (43) et (44), on voit que l’on est ramene´ au cas ou` M1, M2, C1 et C2 sont
compacts.
En utilisant la compacite´ de C1 × C2 dans la varie´te´ paracompacte M1 ×M2, on
ve´rifie que les ouverts de la forme U1×U2 pour U1 ouvert compact deM1 contenant C1
et U2 ouvert compact deM2 contenant C2 sont cofinaux dans les ouverts compacts de
M1 ×M2 contenant C1 × C2. Par la discussion pre´ce´dant ce lemme et par la version
duale de [58, Prop. 20.13], il suffit alors de montrer que l’on a un isomorphisme
d’espaces de type compact :
lim
−→
U1×U2
Can(U1 × U2, E) ≃
(
lim
−→
U1
Can(U1, E)
)⊗̂E( lim
−→
U2
Can(U2, E)
)
ou` U1, resp. U2 parcourt les ouverts compacts de M1, resp. M2 contenant C1, resp.
C2. On a un isomorphisme topologique par [62, Lem. A.1 & Prop. A.2] :
(45) lim
−→
U1×U2
Can(U1 × U2, E) ≃ lim
−→
U1×U2
(
Can(U1, E)⊗̂ECan(U2, E)
)
,
il suffit donc de montrer que l’on a un isomorphisme topologique :
lim
−→
U1×U2
(
Can(U1, E)⊗̂ECan(U2, E)
) ≃ ( lim
−→
U1
Can(U1, E)
)⊗̂E( lim
−→
U2
Can(U2, E)
)
.
Mais cela de´coule de [46, Prop. 1.2(2)] et de la preuve de [46, Prop. 1.2(3)]. Plus
pre´cise´ment, le point clef dans la preuve de [46, Prop. 1.2(3)] est que lim
−→
(Vi⊗̂K,ιWi)
(avec les notations de loc.cit.) est complet, ce qui est automatique ici puisqu’on
l’applique a` lim
−→
(Can(U1, E)⊗̂ECan(U2, E)) qui est complet car de type compact par
(45) (car lim
−→
Can(U1 × U2, E) l’est). Cela ache`ve la preuve du lemme.
3.3. Le cas localement alge´brique. — En utilisant des re´sultats de Bernstein-
Zelevinsky ([7, § 3.5]), on explicite le foncteur Fα applique´ a` une repre´sentation
localement alge´brique de G(Qp).
Si δ : Q×p → E× est un caracte`re continu et r ∈ Q>p−1, on note R+E(δ) = R+Ee
(resp. RrE(δ) = RrEe) avec ϕ(e) = δ(p)e et γ(e) = δ(ε(γ))e (cf. [44, Not. 6.2.2]), et
RE(δ) l’extension des scalaires a` RE . Si λ ∈ X(T ), on note :
(46) χλ : Gal(E∞/E) −→ E×, g 7−→ λ(tg)
ou` tg ∈ T (Qp) est comme dans la preuve du (i) du Lemme 2.3.2 (en fait χλ est une
puissance entie`re du caracte`re cyclotomique restreint a` Gal(E∞/E)). L’objectif de ce
paragraphe est de montrer le the´ore`me suivant.
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The´ore`me 3.3.1. — Soit π = L(−λ)⊗E π∞ ou` λ ∈ X(T ) est dominant par rapport
a` B− et π∞ est une repre´sentation lisse de longueur finie de G(Qp) sur E, et soit
dπ∞
de´f
= dimE∞(π
∞ ⊗E E∞)(η−1)N(Qp). Alors on a un isomorphisme dans F (ϕ,Γ)∞ :
Fα(π) ∼= E∞(χ−λ)⊗E Hom(ϕ,Γ)
((RE(λ ◦ λα∨)/(t1−〈λ,α∨〉))⊕dπ∞ ,−).
Avant de de´montrer le The´ore`me 3.3.1, on a besoin de plusieurs pre´liminaires.
On note P2 le sous-groupe de G(Qp) engendre´ par λα∨(Q×p ) et Nα(Qp). Il est
isomorphe au sous-groupe ( ∗ ∗0 1 ) de GL2(Qp) (la notation P2 est celle de [7]). Pour
m ≥ 0 on note P2,m le sous-groupe ouvert compact de P2 engendre´ par λα∨(Z×p ) et
Nα,m
de´f
= Nα(Qp) ∩ Nm, que l’on peut identifier a`
(
Z×p
1
pm
Zp
0 1
)
dans P2. On note Ê le
comple´te´ p-adique d’une cloˆture alge´brique E de E contenant E∞ (le corps Ê n’est
pas sphe´riquement complet, mais cela ne sera pas un proble`me dans ce paragraphe).
On pose W∞
de´f
= {f : Q×p → Ê, f a` support compact} muni de l’action lisse de P2
de´finie par (( x 00 1 ) f)(z) = f(zx) et
( (
1 y
0 1
)
f
)
(z) = η(yz)f(z) pour (x, y) ∈ Q×p ×Qp et
z ∈ Q×p . Appelons E-structure d’une repre´sentation lisse τ d’un groupe topologique
sur Ê tout sous-E-espace vectoriel τE de τ stable par l’action du groupe tel que
τE ⊗E Ê ∼→ τ . Si π est une repre´sentation lisse d’un groupe topologique H sur
un corps K et H ′ ⊆ H est un sous-ensemble, on note π(H ′) ⊆ π le sous-K-espace
vectoriel engendre´ par h′v − v pour h′ ∈ H ′ et v ∈ π.
Lemme 3.3.2. — La repre´sentation W∞ est irre´ductible et admet une unique E-
structure W∞E a` multiplication pre`s par un scalaire dans Ê
×
.
De´monstration. — Toute repre´sentation lisse irre´ductible ge´ne´rique τE de GL2(Qp)
sur E est telle que :
ker
(
τE ։ (τE)( 1 Qp
0 1
))|P2 ⊗E Ê ≃W∞
par [7, § 3.5], de sorte que ker(τE ։ (τE)( 1 Qp
0 1
)) est une E-structure de W∞. On
ve´rifie facilement par ailleurs que W∞(Nα,1)
P2,0 = Ê1Z×p . Si τE est une E-structure
sur W∞, par irre´ductibilite´ τE est engendre´e dans W
∞ (sur E et sous l’action de
P2) par l’un quelconque de ses vecteurs non nuls, par exemple un vecteur de base du
E-espace de dimension un τE(Nα,1)
P2,0 . Comme τE(Nα,1)
P2,0 ⊗E Ê ∼→ W∞(Nα,1)P2,0 ,
tous ces vecteurs de base pour toutes les E-structures τE sont des multiples les uns
des autres par des scalaires dans Ê
×
, d’ou` le re´sultat.
Notons P+2 le sous-mono¨ıde de P2 engendre´ par λα∨(p) et P2,0, ou de manie`re
e´quivalente par λα∨(Zp\{0}) et Nα,0, que l’on peut identifier a`
(
Zp\{0} Zp
0 1
)
dans
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P2. Soit V
∞
E
de´f
= W∞E (Nα,1) ⊆ W∞E et V ∞ de´f= V ∞E ⊗E Ê, en e´crivant W∞ =
⊕m∈ZC∞(pmZ×p , Ê), on ve´rifie que V ∞ = ⊕m∈Z≥0C∞( 1pmZ×p , Ê). De plus V ∞E est
une sous-P+2 -repre´sentation de W
∞
E telle que dimE V
∞
E
P2,0 = 1 avec V ∞E
P2,0 ⊗E Ê =
V ∞P2,0 = Ê1Z×p ⊆ W∞ (cf. la preuve du Lemme 3.3.2). Enfin V ∞E est engendre´
sous l’action (ite´re´e) de λα∨(p) =
(
p 0
0 1
)
par V ∞E
Nα,0 car c’est le cas de V ∞ (puisque
V ∞Nα,0 = C∞(Z×p , Ê)) et car V
∞
E
Nα,0 ⊗E Ê ≃ V ∞Nα,0 (en effet, si V˜ ∞E de´signe le sous-
espace de V ∞E engendre´e par V
∞
E
Nα,0 sous λα∨(p), l’inclusion V˜
∞
E ⊆ V ∞E devient un
isomorphisme apre`s extension des scalaires a` Ê, donc est de´ja` un isomorphisme (sinon,
conside´rer son conoyau)). On note U∞E la sous-P
+
2 -repre´sentation de V
∞
E engendre´e
par V ∞E
P2,0 et U∞
de´f
= U∞E ⊗E Ê.
Lemme 3.3.3. — Soit N∞E une repre´sentation de P
+
2 sur un E-espace vectoriel de
dimension de´nombrable telle que l’action de P2,0 est lisse et celle de λα∨(p) nilpotente.
Alors la repre´sentation N∞E est localement finie, i.e. on a N
∞
E = lim−→
n∈Z≥0
N∞n pour des
sous-P+2 -repre´sentations N
∞
n croissantes de dimension finie sur E.
De´monstration. — Il suffit de montrer que pour tout v ∈ N∞E (non nul) le E-espace
vectoriel 〈P+2 v〉 engendre´ par v sous P+2 est de dimension finie. Quitte a` agrandir E,
on se rame`ne facilement au cas ou` ( a 00 1 ) v = χ(a)v pour tout a ∈ Z×p et un caracte`re
lisse χ : Z×p → E. Soit M ∈ Z>0 tel que
(
pM 0
0 1
)
v = 0 et
(
1 pMZp
0 1
)
v = v, on a alors :
(47) 〈P+2 v〉 =
M−1∑
m=0
pm+M−1∑
i=0
E
(
pm i
0 1
)
v
qui est en particulier de dimension finie. En effet, on a
(
pN b
0 1
)
= ( 1 b0 1 )
(
pN 0
0 1
)
(b ∈ Zp),
d’ou`
(
pN b
0 1
)
v = 0 si N ≥M . Si 0 ≤ N < M et b = i+pM+Nx avec 0 ≤ i ≤ pM+N −1
et x ∈ Zp, on a
(
pN b
0 1
)
=
(
pN i
0 1
) (
1 pMx
0 1
)
, d’ou`
(
pN b
0 1
)
v =
(
pN i
0 1
)
v. On en de´duit
(47).
En utilisant l’action explicite de P+2 sur V
∞, il est facile de ve´rifier que λα∨(p) est
nilpotent sur la P+2 -repre´sentation V
∞/U∞, donc la P+2 -repre´sentation V
∞
E /U
∞
E
ve´rifie les hypothe`ses du Lemme 3.3.3. Par ailleurs, en utilisant le fait que
λα∨(p) est injectif sur V
∞ et nilpotent sur V ∞/U∞, on en de´duit que V ∞ est
inde´composable (re´ductible) comme P+2 -repre´sentation (conside´rer une de´composition
P+2 -e´quivariante V
∞ = S1⊕S2 et remarquer que le vecteur 1Z×p ∈ V ∞P2,0 est force´ment
soit dans S1 soit dans S2 puisque dimÊ V
∞P2,0 = 1).
Soit Y ∞E une repre´sentation lisse de P
+
2 sur un E-espace vectoriel de dimension
de´nombrable, l’action diagonale de P+2 sur YE
de´f
= L(−λ)Pα ⊗E Y ∞E (pour λ comme
dans le The´ore`me 3.3.1, Pα comme au § 2.1 et en remarquant que P2 ⊆ LPα(Qp))
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avec la topologie localement convexe la plus fine permet de munir le dual alge´brique
Y ∨E ≃ L(−λ)∨Pα ⊗E Y ∞E ∨ d’une structure de (ψ,Γ)-module sur R+E exactement comme
au de´but du § 2.3. On de´finit alors les foncteurs Fα,m(YE) pour m ∈ Z≥0 de la
cate´gorie abe´lienne des (ϕ,Γ)-modules ge´ne´ralise´s T sur RE a` valeurs dans les Em-
espaces vectoriels comme en (28), c’est-a`-dire avec les notations de loc.cit. :
Fα,m(YE)(T )
de´f
= lim
−→
(r,fr,Tr)∈I(T )
Homψ,Γ
(
(YE)
∨ ⊗E Em, Tr ⊗E Em
)
.
Lemme 3.3.4. — Soit N∞E comme dans le Lemme 3.3.3 et NE
de´f
= L(−λ)Pα⊗EN∞E .
Alors on a Fα,m(NE) = 0 pour m ∈ Z≥0.
De´monstration. — Soit N∞n comme dans le Lemme 3.3.3 et Nn
de´f
= L(−λ)Pα ⊗E N∞n ,
on a N∨E ≃ lim←−
n∈Z≥0
N∨n . De plus (Mn
de´f
= ker(N∨E ։ N
∨
n ))n∈Z≥0 est un syste`me de
voisinages ouverts de 0 dans N∨E stables par (ψ,Γ). Pour montrer que Fα,m(NE) = 0,
il faut montrer que tout morphisme continu E-line´aire f : N∨E → Tr⊗EEm commutant
a` ψ et Γ devient nul dans Tr′ ⊗E Em pour r′ ≫ r.
Le meˆme argument que dans la preuve du Lemme 3.2.6 (cf. l’argument pour la
surjectivite´ de (38)) donne que f |Mn = 0 pour n≫ 0, i.e. f se factorise par le quotient
N∨n de N
∨
E . Comme N
∨
n est le dual d’une repre´sentation localement alge´brique de
dimension finie de
(
1 Zp
0 1
)
, on en de´duit facilement qu’il existe M ≫ 0 tel que ((1 +
X)p
M − 1)Mf = f ◦ ((1 +X)pM − 1)M = 0. En prenant r′ ≫ r tel que (1 +X)pM − 1
est inversible dans Rr′E (i.e. tel que les ze´ros du polynoˆme (1+X)pM − 1 ne sont plus
dans la couronne p−1/r
′ ≤ | · | < 1), on voit que le morphisme f devient nul dans
Tr′ ⊗E Em.
On note UE
de´f
= L(−λ)Pα⊗EU∞E ⊆ VE de´f= L(−λ)Pα⊗EV ∞E ⊆WE de´f= L(−λ)Pα⊗EW∞E
que l’on munit de la topologie localement convexe la plus fine.
Lemme 3.3.5. — (i) On a Fα,m(UE)
∼−→ Fα,m(VE) ∼−→ Fα,m(WE) pour m ∈ Z≥0.
(ii) Pour tout (ϕ,Γ)-module ge´ne´ralise´ T sur RE on a pour m ∈ Z≥0 :
Fα,m(WE)(T ) = Em ⊗E Hom(ϕ,Γ)
(RE(λ ◦ λα∨)/(t1−〈λ,α∨〉), T ).
De´monstration. — (i) On a des suites exactes de foncteurs 0 → Fα,m(VE) →
Fα,m(WE) → Fα,m(WE/VE) et 0 → Fα,m(UE) → Fα,m(VE) → Fα,m(VE/UE). Il suffit
donc de montrer Fα,m(WE/VE) = 0 et Fα,m(VE/UE) = 0. On a que ( 1 10 1 ) − Id agit
par 0 sur W∞E /V
∞
E = (W
∞
E )Nα,1 et on ve´rifie facilement que ((
1 1
0 1 ) − Id)1−〈λ,α∨〉 agit
par 0 sur la repre´sentation alge´brique L(−λ)Pα . Cela implique que X1−〈λ,α∨〉 agit par
0 sur (WE/VE)
∨, et comme X est inversible sur Tr on en de´duit Fα,m(WE/VE) = 0.
Enfin on a Fα,m(VE/UE) = 0 par le Lemme 3.3.4.
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(ii) Soit St∞2 = (Ind
GL2(Qp)
B−(Qp)
1)∞/1 la repre´sentation de Steinberg lisse de GL2(Qp) sur
E ou` B− est le sous-groupe des matrices triangulaires infe´rieures, on a un isomor-
phisme de P2-repre´sentation St
∞
2 |P2 ≃ C∞c (Qp, E) ou` l’espace de droite est muni de
l’action de P2 donne´e par (f ∈ C∞c (Qp, E), z, y ∈ Qp, x ∈ Q×p ) :
(48)
( (
1 y
0 1
)
f
)
(z) = f(z + y) et
(
( x 00 1 ) f
)
(z) = f
(z
x
)
.
Par le de´but de la preuve du Lemme 3.3.2 (utilisant [7, § 3.5]), on a une suite exacte
de repre´sentations lisses de P2 sur E :
(49) 0 −→W∞E −→ C∞c (Qp, E) −→ (St∞2 )( 1 Qp
0 1
) −→ 0
et par l’argument au de´but de la preuve du (i) (avec L(−λ)Pα ⊗E (St∞2 )( 1 Qp
0 1
) au lieu
de WE/VE), on en de´duit Fα,m(WE)
∼→ Fα,m(L(−λ)Pα ⊗E C∞c (Qp, E)).
Le sous-espace C∞(Zp, E) de C∞c (Qp, E) est stable par P
+
2 , on peut donc de´finir
Fα,m(L(−λ)Pα ⊗E C∞(Zp, E)) et on a une suite exacte courte :
0 −→ Fα,m(L(−λ)Pα ⊗E C∞(Zp, E)) −→ Fα,m(L(−λ)Pα ⊗E C∞c (Qp, E))
−→ Fα,m(L(−λ)Pα ⊗E π∞0 )
ou` π∞0
de´f
= C∞c (Qp, E)/C
∞(Zp, E) ≃ ⊕m′≥1C∞( 1pm′Z×p , E). Montrons que tout mor-
phisme E-line´aire continu f : L(−λ)∨Pα ⊗E (π∞0 )∨ → Tr ⊗E Em commutant a` ψ et
Γ devient nul dans Tr′ ⊗E Em pour r′ ≫ r. On a L(−λ)∨Pα ⊗E (π∞0 )∨ ≃
∏
n≥1Mn
ou` Mn
de´f
= L(−λ)∨Pα ⊗E C∞( 1pnZ×p , E)∨ et le meˆme argument que dans la preuve du
Lemme 3.2.6 (cf. la preuve du Lemme 3.3.4) donne que f est nul sur tous les facteurs
Mn sauf un nombre fini, i.e. se factorise par un quotient
∏
n′≥n≥1Mn pour n
′ ≫ 0.
Comme l’ope´rateur ψ sur L(−λ)∨Pα ⊗E (π∞0 )∨ envoie Mn dans Mn+1, il existe N ≫ 0
tel que ψN = 0 sur ce quotient. Par l’analogue du diagramme commutatif (29) ou` ϕ,
ψ sont remplace´s par respectivement ϕN , ψN et pr par pNr (cf. aussi (146) et (147)
ci-dessous), on obtient que la compose´e :
L(−λ)∨Pα ⊗E (π∞0 )∨
f−→ Tr ⊗E Em −→ TpN r ⊗E Em
est nulle, d’ou` on de´duit Fα,m(L(−λ)Pα ⊗E π∞0 ) = 0 et donc Fα,m(L(−λ)Pα ⊗E
C∞(Zp, E))
∼→ Fα,m(L(−λ)Pα ⊗E C∞c (Qp, E)).
Maintenant, L(−λ)Pα⊗EC∞(Zp, E) s’identifie aux fonctions localement alge´briques
sur Zp de degre´ (local) au plus −〈λ, α∨〉 ∈ Z≥0 avec action de P+2 induite par (48)
et tordue par le caracte`re ( x 00 1 ) 7→ (−λ)(λα∨(x)) de
(
Zp\{0} 0
0 1
)
. Par ailleurs, dans
l’isomorphisme D(Zp, E) = Can(Zp, E)∨ ≃ R+E du de´but du § 2.3, la de´rivation dans
Can(Zp, E) induit (en dualisant) la multiplication par t sur R+E . On en de´duit que
le sous-espace ferme´ de Can(Zp, E) des fonctions localement alge´briques sur Zp de
degre´ au plus −〈λ, α∨〉, i.e. le noyau de la de´rivation (−〈λ, α∨〉 + 1)-ie`me, a pour
dual R+E/(t−〈λ,α∨〉+1), d’ou` on de´duit un isomorphisme L(−λ)∨Pα ⊗E C∞(Zp, E)∨ ≃
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R+E((−λ) ◦ λ−1α∨)/(t1−〈λ,α
∨〉) ≃ R+E(λ ◦ λα∨)/(t1−〈λ,α∨〉) qui commute a` ψ et Γ. Avec
les (iv) et (v) de la Remarque 2.3.1 on obtient Fα,m(L(−λ)Pα ⊗E C∞(Zp, E)) =
Em⊗EHom(ϕ,Γ)(RE(λ◦λα∨)/(t1−〈λ,α∨〉),−), d’ou` le re´sultat par les deux paragraphes
d’avant.
On de´montre maintenant le The´ore`me 3.3.1.
E´tape 1
On fixe m ∈ Z≥0. On a des isomorphismes L(−λ)[nα] ≃ L(−λ)Pα (cf. § 3.1) et
π[nα](η−1)Nαm ≃ L(−λ)Pα ⊗E π∞(η−1)Nαm . On note π∞α la sous-P2-repre´sentation de
π∞|P2 noyau de la surjection naturelle π∞ ։ (π∞)Nα(Qp) et on rappelle que (π∞ ⊗E
Em)(η
−1)(Nαm) s’identifie a` la sous-P
+
2 -repre´sentation de π
∞⊗E Em engendre´e par les
yv − η(y)v pour y ∈ Nαm, v ∈ π∞ ⊗E Em. On pose :
π∞α,m
de´f
= (π∞α ⊗E Em)/
(
(π∞α ⊗E Em) ∩ (π∞ ⊗E Em)(η−1)(Nαm)
)
.
On a donc une suite exacte de P+2 -repre´sentations :
0 −→ π∞α,m −→ (π∞ ⊗E Em)(η−1)Nαm −→ Qm −→ 0
ou` Qm est un quotient stable par P
+
2 de (π
∞)Nα(Qp) ⊗E Em. La multiplication par X
est nulle sur Q∨m (car elle est nulle sur ((π
∞)Nα(Qp))
∨ ⊗E Em), donc il existe M ≫ 0
tel que la multiplication par XM sur L(−λ)∨Pα ⊗E Q∨m est nulle. Cela implique que
tout morphisme R+Em-line´aire continu L(−λ)∨Pα ⊗E Q∨m → Tr ⊗E Em commutant a` ψ
et Γ (pour Tr un (ϕ,Γ)-module ge´ne´ralise´ sur RrE) est nul. On en de´duit :
(50) Fα(π)(T ) = lim
m→+∞
lim
−→
(r,fr ,Tr)∈I(T )
Homψ,Γ
(
L(−λ)∨Pα ⊗E (π∞α,m)∨, Tr ⊗E Em
)
.
E´tape 2
On montre que l’on a un isomorphisme de P2-repre´sentations π
∞
α ≃ ⊕ι∈IW∞E ou` I
est un ensemble de´nombrable d’indices. La repre´sentation τ
de´f
= π∞|P2 ⊗E Ê de P2
e´tant lisse, on peut lui appliquer les re´sultats de [7, § 3.5] pour n = 2 (les re´sultats
de loc.cit. sont sur C, mais la topologie de C n’est pas utilise´e et ils restent donc
valables sur le corps alge´briquement clos Ê). En particulier on en de´duit une suite
exacte P2-e´quivariante :
0 −→ τ(η−1)Nα(Qp) ⊗Ê W
∞ −→ τ −→ τNα(Qp) −→ 0
ou` l’action de P2 est triviale sur τ(η
−1)Nα(Qp). Comme π
∞ est de dimension
de´nombrable sur E (car π∞ est admissible), c’est a fortiori le cas de τ(η−1)Nα(Qp)
sur Ê, et on a donc un isomorphisme P2-e´quivariant π
∞
α ⊗E Ê ≃ ⊕ι∈IW∞ avec I
de´nombrable. Pour ι ∈ I choisissons une base vι du Ê-espace vectoriel de dimension
un W∞(Nα,1)
P2,0 (cf. la preuve du Lemme 3.3.2, on prend ici la “copie ι” de W∞),
on a :
(51) (π∞α ⊗E Ê)(Nα,1)P2,0 = π∞α (Nα,1)P2,0 ⊗E Ê ≃ ⊕ι∈IÊvι.
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Quitte a` changer la base vι et la de´composition π
∞
α ⊗E Ê ≃ ⊕ι∈IW∞ en conse´quence
(rappelons que la P2-repre´sentation irre´ductibleW
∞ est engendre´e parW∞(Nα,1)
P2,0),
(51) montre que l’on peut supposer vι ∈ π∞α (Nα,1)P2,0, i.e. π∞α (Nα,1)P2,0 = ⊕ι∈IEvι.
Mais la P2-repre´sentation π
∞
α est engendre´e par π
∞
α (Nα,1)
P2,0 : en effet, si π˜∞α de´signe
la sous-P2-repre´sentation de π
∞
α engendre´e par π
∞
α (Nα,1)
P2,0 sur E, l’inclusion π˜∞α ⊆
π∞α devient un isomorphisme apre`s extension des scalaires a` Ê (utiliser (51)), donc
est de´ja` un isomorphisme. Donc π∞α est engendre´ sur E sous l’action de P2 par le
sous-E-espace vectoriel ⊕ι∈IEvι de ⊕ι∈IW∞, ce qui montre par le Lemme 3.3.2 (et
sa preuve) que l’on a un isomorphisme de P2-repre´sentations π
∞
α ≃ ⊕ι∈IW∞E .
E´tape 3
On montre que l’on a un isomorphisme de P2-repre´sentations lim
m→+∞
π∞α,m ≃ (W∞E ⊗E
E∞)
⊕dπ∞ ou` l’action de P2 sur lim
m→+∞
π∞α,m est donne´e par l’action sur le terme de
droite dans l’isomorphisme (que l’on ve´rifie facilement) :
(52) lim
m→+∞
π∞α,m ≃ (π∞α ⊗E E∞)/
(
(π∞α ⊗E E∞) ∩ (π∞ ⊗E E∞)(η−1)(Nα(Qp))
)
.
Appliquant les re´sultats de [7, § 3.5] a` la repre´sentation lisse (π∞ ⊗E Ê)(η−1)Nα(Qp)
de P2 sur Ê et notant pour abre´ger Q
de´f
=
(
(π∞ ⊗E E∞)(η−1)Nα(Qp)
)
Nα(Qp)
, on de´duit
a` partir des de´finitions un diagramme commutatif de repre´sentations lisses de P2 sur
E∞ ou` toutes les fle`ches sont surjectives :
(53)
0 // π∞α ⊗E E∞ //

π∞ ⊗E E∞ //

(π∞ ⊗E E∞)Nα(Qp)

// 0
0 // σ // (π∞ ⊗E E∞)(η−1)Nα(Qp) // Q // 0
et ou` σ⊗E∞ Ê ≃ (W∞)dπ∞ . Par des conside´rations analogues a` celles de l’E´tape 2 en
remplac¸ant E par E∞ et π
∞
α par σ on obtient un isomorphisme σ ≃ (W∞E ⊗EE∞)dπ∞ .
On voit donc que l’image de π∞α ⊗E E∞ dans (π∞ ⊗E E∞)(η−1)Nα(Qp), i.e. le terme
de droite en (52), s’identifie a` (W∞)dπ∞ . Avec (52), cela donne le re´sultat voulu.
E´tape 4
Pour m ≥ 1 le groupe Nα,1 agit sur π∞α,m, de sorte que l’on peut conside´rer la sous-
P+2 -repre´sentation π
∞
α,m(Nα,1) ⊆ π∞α,m. C’est aussi l’image de π∞α (Nα,1) ⊗E Em dans
le quotient π∞α,m de π
∞
α ⊗E Em. On de´duit des re´sultats de l’E´tape 3 que l’on a un
isomorphisme P+2 -e´quivariant lim
m→+∞
π∞α,m(Nα,1) ≃ (V ∞E ⊗E E∞)⊕dπ∞ ou` les fle`ches de
transition a` gauche induisent des surjections π∞α,m(Nα,1) ⊗Em Em+1 ։ π∞α,m+1(Nα,1).
En utilisant le re´sultat de l’E´tape 3 (avec l’irre´ductibilite´ de la P2-repre´sentation
W∞E ), on voit qu’il existe donc m0 ≫ 1 et un plongement P+2 -e´quivariant jm0 :
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(V ∞E ⊗E Em0)dπ∞ →֒ π∞α,m0(Nα,1) tels que la compose´e :
(V ∞E ⊗E Em0)dπ∞ ⊗Em0 E∞
jm0→֒ π∞α,m0(Nα,1)⊗Em0 E∞ ։ (V ∞E ⊗E E∞)⊕dπ∞
est un isomorphisme.
Pourm ≥ m0 soit π∞α,m(Nα,1)nilp ⊆ π∞α,m(Nα,1) le sous-Em-espace vectoriel ou` λα∨(p)
est nilpotent. Il est stable par P+2 , et donne donc une repre´sentation de P
+
2 comme
dans le Lemme 3.3.3 (avec Em au lieu de E). Par l’E´tape 2 on a un isomorphisme
P+2 -e´quivariant π
∞
α (Nα,1) ≃ ⊕ι∈IV ∞E . Comme π∞α,m(Nα,1) est engendre´ sous l’action
de λα∨(p) par les invariants π
∞
α,m(Nα,1)
Nα,0 (car c’est le cas de V ∞E ⊗EEm), le sous-Em-
espace vectoriel de π∞α,m(Nα,1) engendre´ sous l’action de λα∨(p) par un supple´mentaire
stable par λα∨(Z×p ) de π
∞
α,m(Nα,1)
Nα,0
nilp dans π
∞
α,m(Nα,1)
Nα,0 fournit un supple´mentaire
stable par P+2 de π
∞
α,m(Nα,1)nilp dans π
∞
α,m(Nα,1) dont on ve´rifie facilement qu’il est une
somme directe (de´nombrable) de repre´sentations V ∞E ⊗EEm (utiliser que l’image d’un
facteur direct V ∞E ⊗E Em de π∞α (Nα,1)⊗E Em dans π∞α,m(Nα,1)/π∞α,m(Nα,1)nilp est soit
nulle soit V ∞E ⊗EEm). Autrement dit on a π∞α,m(Nα,1) ≃ (π∞α,m)nilp⊕(⊕J (V ∞E ⊗EEm))
avec J de´nombrable. Par ailleurs, la compose´e :
(V ∞E ⊗E Em0)dπ∞ ⊗Em0 Em
jm0⊗Id→֒ π∞α,m0(Nα,1)⊗Em0 Em ։ π∞α,m(Nα,1)
։ π∞α,m(Nα,1)/π
∞
α,m(Nα,1)nilp ≃ ⊕J (V ∞E ⊗E Em)
est injective (car π∞α,m(Nα,1)nilp s’envoie sur 0 dans (V
∞
E ⊗E E∞)⊕dπ∞ ) et on ve´rifie
facilement en utilisant le fait que V ∞E est inde´composable sous l’action de P
+
2 que
son image est ne´cessairement un facteur direct (V ∞E ⊗E Em)dπ∞ de ⊕J(V ∞E ⊗E Em)
(quitte a` modifier cette de´composition). On peut donc finalement e´crire :
(54) π∞α,m(Nα,1) ≃ π∞α,m(Nα,1)nilp ⊕ (V ∞E ⊗E Em)dπ∞ ⊕ (⊕J ′(V ∞E ⊗E Em))
avec J ′ de´nombrable et la compose´e (V ∞E ⊗EEm)dπ∞⊗EmE∞ →֒ π∞α,m(Nα,1)⊗EmE∞ ։
(V ∞E ⊗E E∞)⊕dπ∞ bijective.
E´tape 5
Puisque ( 1 10 1 ) − Id annule π∞α,m/π∞α,m(Nα,1), on en de´duit pour tout m ∈ Z≥1 un
isomorphisme comme dans la preuve du (i) du Lemme 3.3.5 :
(55) lim
−→
(r,fr ,Tr)∈I(T )
Homψ,Γ
(
L(−λ)∨Pα ⊗E π∞α,m(Nα,1)∨, Tr ⊗E Em
)
∼−→ lim
−→
(r,fr ,Tr)∈I(T )
Homψ,Γ
(
L(−λ)∨Pα ⊗E (π∞α,m)∨, Tr ⊗E Em
)
.
Conside´rons pour m ≥ m0 un morphisme f : L(−λ)∨Pα ⊗E π∞α,m(Nα,1)∨ −→ Tr ⊗E Em
continu, R+Em-line´aire et commutant a` ψ et Γ. Une fois fixe´e une de´composition
comme en (54), le morphisme f induit fnilp : L(−λ)∨Pα ⊗E π∞α,m(Nα,1)∨nilp → Tr ⊗E Em
et flibre : L(−λ)∨Pα ⊗E
(
(V ∞E ⊗E Em)dπ∞ ⊕ (⊕′J(V ∞E ⊗E Em))
)∨ → Tr ⊗E Em. Par
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le Lemme 3.3.4 et l’argument pour la surjectivite´ de (38) dans la preuve du Lemme
3.2.6, il existe r′ ≫ r tel que fnilp devient nul dans Tr′ ⊗E Em et que la compose´e :
(56) L(−λ)∨Pα ⊗E
(
(V∞E ⊗E Em)dπ∞ ⊕ (⊕J ′(V∞E ⊗E Em))
)∨ flibre−→ Tr ⊗E Em −→ Tr′ ⊗E Em
se factorise par un quotient L(−λ)∨Pα⊗E
(
(U∞E ⊗EEm)dπ∞⊕(⊕J ′′(U∞E ⊗EEm))
)∨
pour
J ′′ sous-ensemble fini de J ′. Mais en utilisant lim
m→+∞
π∞α,m(Nα,1) ≃ (V ∞E ⊗E E∞)⊕dπ∞ ,
la de´finition de U∞E et les proprie´te´s de la de´composition (54), on voit qu’il existe
m′ ≫ 0 tel que dans la compose´e :(
(U∞E ⊗EEm)dπ∞⊕(⊕J ′′(U∞E ⊗EEm))
)⊗EmEm′ →֒ π∞α,m(Nα,1)⊗EmEm′ ։ π∞α,m′(Nα,1)
l’image de (⊕J ′′(U∞E ⊗E Em)) ⊗Em Em′ est en fait contenue dans celle de ((U∞E ⊗E
Em)
dπ∞ )⊗Em Em′ . On de´duit de tout cela que la compose´e :
L(−λ)∨Pα ⊗E π∞α,m′(Nα,1)∨ →֒
(
L(−λ)∨Pα ⊗E π∞α,m(Nα,1)∨
)⊗Em Em′
f⊗Id−→ Tr ⊗E Em′ −→ Tr′ ⊗E Em′
se factorise par le quotient L(−λ)∨Pα⊗E
(
(U∞E ⊗EEm′)dπ∞
)∨
de L(−λ)∨Pα⊗Eπ∞α,m′(Nα,1)∨
dual de la compose´e (injective) :
(U∞E ⊗E Em0)dπ∞ ⊗Em0 Em′ ⊆ (V ∞E ⊗E Em0)dπ∞ ⊗Em0 Em′
jm0⊗Id→֒ π∞α,m0(Nα,1)⊗Em0 Em′ ։ π∞α,m′(Nα,1),
et donc devient juste un morphisme continu R+Em′ -line´aire L(−λ)∨Pα ⊗E
(
(U∞E ⊗E
Em′)
dπ∞
)∨ −→ Tr′ ⊗E Em′ commutant a` ψ et Γ. Par le Lemme 3.3.5 avec (55) et
(50), on en de´duit que l’on a (sans se pre´occuper de l’action de Gal(E∞/E) pour le
moment) :
Fα(π)(T ) ≃ E∞ ⊗E Hom(ϕ,Γ)
((RE(λ ◦ λα∨)/(t1−〈λ,α∨〉))⊕dπ∞ , T).
E´tape 6
Il reste a` examiner l’action de Gal(E∞/E). Pour g ∈ Gal(E∞/E) et tg comme dans
la preuve du (i) du Lemme 2.3.2, on a des isomorphismes tg ◦ g : π∞α ⊗E Em ∼→
π∞α ⊗E Em et tg ◦ g : π∞α,m ∼→ π∞α,m qui sont Em-semi-line´aires, localement constants
et commutent a` l’action de P2. En particulier, dans l’isomorphisme π
∞
α ⊗E Em ≃
⊕ι∈I(W∞E ⊗E Em) induit par l’E´tape 2, on voit que pour tout sous-ensemble fini J
de I la restriction (tg ◦ g)|⊕J(W∞E ⊗EEm) est l’identite´ pour tout g dans un sous-groupe
ouvert suffisamment petit de Gal(E∞/E) (de´pendant de J). Comme l’action de tg
sur L(−λ)Pα est la multiplication par (−λ)(tg), il suit alors des conside´rations dans
l’E´tape 5 (en particulier le fait que f est non nulle seulement sur un nombre fini de
facteur) que, pour tout (ϕ,Γ)-module ge´ne´ralise´ T sur RE , l’action de Gal(E∞/E)
tordue par χ−1−λ sur le E∞-espace vectoriel de dimension finie Fα(π)(T ) en (50) est
localement constante (semi-line´aire). Le re´sultat final de´coule alors facilement du
the´ore`me de Hilbert 90.
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3.4. Le cas de la cellule ouverte d’une induite parabolique. — On exa-
mine ce que donne le foncteur Fα applique´ a` la cellule ouverte de certaines induites
paraboliques localement analytiques.
On conserve les notations pre´ce´dentes. On fixe P ⊆ G un sous-groupe parabolique
contenant B et πP une repre´sentation localement analytique de P
−(Qp) sur un E-
espace vectoriel de type compact. On a un isomorphisme de varie´te´s localement
Qp-analytiques :
(57) G(Qp) ≃ P−(Qp)× (P−(Qp)\G(Qp))
compatible a` la multiplication a` gauche par P−(Qp) (la multiplication sur le terme de
droite e´tant triviale sur P−(Qp)\G(Qp)) et tel que la projection induite G(Qp) ։
P−(Qp)\G(Qp) soit la projection canonique (voir par exemple la preuve de [46,
Lem. 8.1]). L’isomorphisme (57) induit des isomorphismes topologiques d’espaces
de type compact (cf. [46, (56) & Rem. 5.4]) :
(58)
(
Ind
G(Qp)
P−(Qp)
πP
)an ≃ Can(P−(Qp)\G(Qp), πP ) ≃ Can(P−(Qp)\G(Qp), E)⊗̂E,ππP
≃ Can(P−(Qp)\G(Qp), E)⊗̂E,ιπP
ou` l’on a utilise´ que Can(P−(Qp)\G(Qp), E) est un espace de type compact (car
P−(Qp)\G(Qp) est compact puisque P−\G est une varie´te´ projective).
Soit U ⊆ G(Qp) un ouvert stable par multiplication a` gauche par P−(Qp), que l’on
peut donc e´crire par (57) U ≃ P−(Qp) × U ou` U est un ouvert de P−(Qp)\G(Qp)
(en fait U ∼= P−(Qp)\U). On note (c-IndUP−(Qp) πP )an le sous-espace vectoriel de
(Ind
G(Qp)
P−(Qp)
πP )
an des fonctions dont le support est contenu dans U . Par (58), il
s’identifie au sous-espace Can(P−(Qp)\G(Qp), πP )U de Can(P−(Qp)\G(Qp), πP )
des fonctions a` support contenu dans l’ouvert U , qui est un sous-espace ferme´ de
Can(P−(Qp)\G(Qp), πP ) par [36, § 2.3.1], donc encore un espace de type compact.
Comme P−(Qp)\G(Qp) est une varie´te´ compacte (et qu’un ferme´ dans un compact
est compact), toute fonction dans Can(P−(Qp)\G(Qp), πP )U est a` support compact
contenu dans U , i.e. on a Can(P−(Qp)\G(Qp), πP )U = Canc (U, πP ) avec les notations
du § 3.2. Lorsque U est de plus stable par multiplication a` droite par P (Qp), notons
que (c-IndUP−(Qp) πP )
an est un sous-espace (ferme´) de (Ind
G(Qp)
P−(Qp)
πP )
an stable sous
l’action de P (Qp).
Remarque 3.4.1. — On peut montrer que tout ouvert d’une varie´te´ localement Qp-
analytique compacte (par exemple U dans P−(Qp)\G(Qp)) admet un recouvrement
disjoint par un nombre de´nombrable d’ouverts compacts et que la topologie de type
compact sur Canc (U, πP ) provenant de C
an(P−(Qp)\G(Qp), πP )U s’identifie a` celle du
Lemme 3.2.7 (utiliser qu’une bijection continue entre espaces de type compact est un
isomorphisme topologique).
Le lemme suivant sera utile.
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Lemme 3.4.2. — On a un isomorphisme d’espaces de type compact :(
c-IndUP−(Qp) πP
)an ∼= Can(P−(Qp)\G(Qp), E)U⊗̂EπP .
De´monstration. — Par la discussion juste avant [36, Def. 2.3.3] on a une suite exacte
(stricte) d’espaces de type compact (en remarquant que le comple´mentaire de U dans
P−(Qp)\G(Qp) est compact) :
0→ Can(P−(Qp)\G(Qp), πP )U → Can(P−(Qp)\G(Qp), πP )→ lim−→
V
Can(V, πP )→ 0
ou`, dans la limite inductive topologique de droite, V parcourt les ouverts (compacts)
de P−(Qp)\G(Qp) contenant le comple´mentaire de U et les applications de transition
sont les restrictions naturelles. On a de meˆme une suite exacte d’espaces de type
compact :
(59) 0→ Can(P−(Qp)\G(Qp), E)U → Can(P−(Qp)\G(Qp), E)→ lim−→
V
Can(V,E)→ 0.
Notons A
de´f
= Can(P−(Qp)\G(Qp), E)U ⊗E πP , B de´f= Can(P−(Qp)\G(Qp), E) ⊗E πP
et C
de´f
= (lim
−→
V
Can(V,E)) ⊗E πP , on en de´duit un diagramme commutatif d’espaces
localement convexes ou` les deux suites sont exactes (comme E-espaces vectoriels) :
(60)
0 // A //

B //

C //

0
0 // Can(P−(Qp)\G(Qp), πP )U // C
an(P−(Qp)\G(Qp), πP ) // lim
−→
V
Can(V, πP ) // 0.
Puisque les espaces du bas sont tous complets, les fle`ches verticales se factorisent par
les comple´te´s respectifs Â, B̂, Ĉ ([58, Prop. 7.5]). Mais par (59), [65, Lem. 4.13] et
[58, Prop. 20.13] on a encore une suite exacte (stricte) d’espaces de type compacts
0 → Â→ B̂ → Ĉ → 0, d’ou` on de´duit un diagramme commutatif d’espaces de type
compact ou` les deux suites sont exactes (et ne´cessairement strictes) :
(61)
0 // Â //

B̂ //

Ĉ //

0
0 // Can(P−(Qp)\G(Qp), πP )U // C
an(P−(Qp)\G(Qp), πP ) // lim
−→
V
Can(V, πP ) // 0.
Par l’argument a` la fin de la preuve du Lemme 3.2.8 avec [62, Prop.A.2], on a un
isomorphisme d’espaces de type compact :
Ĉ =
(
lim
−→
V
Can(V,E)
)⊗̂EπP ∼= lim
−→
V
(
Can(V,E)⊗̂EπP
) ∼= lim
−→
V
Can(V, πP )
de sorte qu’avec (58) les deux fle`ches verticales de droite dans (61) sont des isomor-
phismes. Celle de gauche l’est donc e´galement, d’ou` le re´sultat avec la discussion
pre´ce´dant ce lemme.
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On suppose maintenant U = P−(Qp)P (Qp) ≃ P−(Qp) × NP (Qp) ou` l’on voit
U ∼= NP (Qp) comme ouvert de P−(Qp)\G(Qp). Par la discussion pre´ce´dant le Lemme
3.4.2, on de´duit que la restriction a` l’ouvert NP (Qp) induit un isomorphisme d’espaces
de type compact :
(62)
(
c-Ind
P−(Qp)P (Qp)
P−(Qp)
πP
)an ∼−→ Canc (NP (Qp), πP ).
Cet isomorphisme est de plus P (Qp)-e´quivariant en de´finissant l’action de NP (Qp)
sur Canc (NP (Qp), πP ) comme la translation a` droite et celle de LP (Qp) comme suit
pour f ∈ Canc (NP (Qp), πP ) :
(63) (gf)(n) = g
(
f(g−1ng)
)
, g ∈ LP (Qp), n ∈ NP (Qp).
Pour tout m ∈ Z≥0 le sous-espace Can(NP (Qp) ∩ Nm, πP ) de Canc (NP (Qp), πP ) des
fonctions a` support dans NP (Qp)∩Nm est de type compact et stable par l’action (63)
de Nm et de λβ∨(Zp\{0}) pour β ∈ S (utiliser Nm = (NP (Qp)∩Nm)⋊(NLP (Qp)∩Nm)
et (11)). On peut donc de´finir le foncteur Fα,m(C
an(NP (Qp)∩Nm, πP )) dans F (ϕ,Γ)m
par les formules (26), (28) et le (i) du Lemme 2.3.2. Comme pour (33), les injections :
Can(NP (Qp) ∩Nm, πP ) →֒ Can(NP (Qp) ∩Nm+1, πP ) →֒ Canc (NP (Qp), πP )
induisent un diagramme commutatif de foncteurs pour tout m ∈ Z≥0 commutant a`
l’action de Gal(E∞/E) :
(64)
Fα,m
(
Can(NP (Qp) ∩Nm, πP )
)

// Fα,m+1
(
Can(NP (Qp) ∩Nm+1, πP )
)

Fα,m
(
Canc (NP (Qp), πP )
)
// Fα,m+1
(
Canc (NP (Qp), πP )
)
.
Lemme 3.4.3. — Les diagrammes (64) induisent un isomorphisme dans F (ϕ,Γ)∞ :
lim
m→+∞
Fα,m
(
Can(NP (Qp) ∩Nm, πP )
) ∼−→ lim
m→+∞
Fα,m
(
Canc (NP (Qp), πP )
)
= Fα
(
Canc (NP (Qp), πP )
)
.
De´monstration. — Comme (NP (Qp)∩Nm)∪ (NP (Qp)∩ (Nm′\Nm′−1))m′≥m+1 est un
recouvrement ouvert disjoint de NP (Qp), on a un isomorphisme topologique pour tout
m ∈ Z≥0 :
(65) Canc (NP (Qp), πP ) ≃ Can(NP (Qp) ∩Nm, πP )⊕( ⊕
m′≥m+1
Can(NP (Qp) ∩ (Nm′\Nm′−1), πP )
)
.
On a vu que les actions de Nm et λα∨(Zp\{0}) pre´servent Can(NP (Qp)∩Nm, πP ). Pour
m′ ≥ m+1 les actions de Nm et λβ∨(Z×p ) pour β ∈ S pre´servent chaque Can(NP (Qp)∩
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(Nm′\Nm′−1), πP ) et l’action de λα∨(p) envoie Can(NP (Qp) ∩ (Nm′\Nm′−1), πP ) dans
Can(NP (Qp)∩Nm′ , πP ) (et pre´serve Can(NP (Qp)∩Nm′ , πP )). Posons pour m ∈ Z≥0 :
πm
de´f
= Canc (NP (Qp), πP )/C
an(NP (Qp) ∩Nm, πP )(66)
≃ ⊕m′≥m+1Can(NP (Qp) ∩ (Nm′\Nm′−1), πP )
muni de l’action quotient de Nm et λα∨(Zp\{0}). Par la preuve du (i) de la Proposition
2.3.3, on a une suite exacte dans F (ϕ,Γ)m :
0 −→ Fα,m(Canc (NP (Qp) ∩Nm, πP )) −→ Fα,m(Canc (NP (Qp), πP )) −→ Fα,m(πm)
et par celle du (iii) du Lemme 2.3.2 on a un morphisme Fα,m(πm) → Fα,m+1(πm+1)
de foncteurs qui commute (en un sens e´vident) avec (64). Il suffit donc de montrer
lim
m→+∞
Fα,m(πm) = 0.
De´finissons les R+Em-modules Mα(πm ⊗E Em) et :
Mα,m′
de´f
= Mα
(
Can(NP (Qp) ∩ (Nm′\Nm′−1), πP ⊗E Em)
)
pour m′ ≥ m + 1 avec Mα(−) comme en (26). On de´duit de (66) avec (26) et [58,
Prop. 9.10] un isomorphisme de R+Em-modules :
(67) Mα(πm ⊗E Em) =
∏
m′≥m+1
Mα,m′
et par ce qui pre´ce`de l’ope´rateur ψ surMα(πm⊗EEm) (provenant de l’action de λα∨(p)
sur πm, cf. le de´but du § 2.3) envoie Mα,m′ dans ⊕m′′≥m′Mα,m′′ et donc pre´serve les
sous-espaces
∏
m′′≥m′Mα,m′′ pour tout m
′ ≥ m+ 1. De plus le morphisme compose´ :
(68) Mα(πm+1 ⊗E Em+1) −→Mα(πm ⊗E Em)⊗Em Em+1 ։Mα,m+1 ⊗Em Em+1
est nul.
Soit maintenant r ∈ Q>p−1, Tr un (ϕ,Γ)-module ge´ne´ralise´ sur RrE et :
f : Mα(πm ⊗E Em) −→ Tr ⊗E Em
un morphisme R+Em-line´aire continu commutant a` ψ. Montrons que f est nul sur
tous les facteurs Mα,m′ sauf un nombre fini. En utilisant que ψ envoie Mα,m′ dans
⊕m′′≥m′Mα,m′′ pour m′ ≥ m + 1, la preuve est alors la meˆme (aux notations pre`s)
que la preuve de la surjectivite´ du morphisme (38) (cet argument est de´ja` utilise´
dans la preuve du Lemme 3.3.4 et du (ii) du Lemme 3.3.5). Donc le morphisme f se
factorise par
∏
m′′≥m′≥m+1Mα,m′ pour un m
′′ ≫ 0. Par (68) (ite´re´) cela implique que
la compose´e :
Mα(πm′′ ⊗E Em′′) −→Mα(πm ⊗E Em)⊗Em Em′′ f⊗1−→ Tr ⊗E Em′′
est nulle, ce qui ache`ve la preuve.
Jusqu’a` la fin du § 3.4 on suppose πP ∼= L(−λ)P ⊗E π∞P ou` L(−λ)P est une
repre´sentation alge´brique irre´ductible de LP (Qp) sur E, π∞P est une repre´sentation
lisse de dimension de´nombrable de LP (Qp) sur E et ou` πP est muni de la topologie
48 C. BREUIL & Y. DING
localement convexe la plus fine (un espace de type compact par la discussion juste
avant [53, Lem. 2.4]).
On note SP ⊆ S le sous-ensemble des racines simples de LP . Rappelons qu’une
repre´sentation lisse irre´ductible π∞P de LP (Qp) sur E est dite ge´ne´rique si (π
∞
P ⊗E
E∞)(η
−1)NLP 6= 0 (en particulier π∞P est toujours ge´ne´rique si LP = T ).
Proposition 3.4.4. — Supposons que α /∈ SP et que λα∨(Q×p ) agisse sur π∞P par
un caracte`re χπ∞P ,α (c’est par exemple le cas si π
∞
P a un caracte`re central). Alors le
foncteur Fα(C
an
c (NP (Qp), πP )) est isomorphe a` :
E∞(χ−λ)⊗E∞ (π∞P ⊗E E∞)(η−1)NLP(Qp) ⊗E Hom(ϕ,Γ)
(
RE
(
(λ ◦ λα∨)χ−1π∞P ,α
)
,−
)
avec action de Gal(E∞/E) sur le facteur (π
∞
P ⊗E E∞)(η−1)NLP comme dans la
preuve du (i) du Lemme 2.3.2. En particulier, si π∞P est de plus de longueur finie,
Fα(C
an
c (NP (Qp), πP )) est nul si et seulement si π
∞
P n’a pas de constituant ge´ne´rique.
De´monstration. — Commenc¸ons par calculer Fα,m(C
an(NP (Qp)∩Nm, πP )) pour m ∈
Z≥0. On a un isomorphisme topologique comme pour (58) :
Can(NP (Qp) ∩Nm, πP ) ≃ Can(NP (Qp) ∩Nm, E)⊗E,ι πP(69)
en remarquant que l’espace de droite est de type compact (utiliser [31, Prop. 1.1.32(i)]
avec le fait que πP est une limite inductive topologique de´nombrable de E-espaces
vectoriels de dimension finie puisque π∞P est de dimension de´nombrable), donc de´ja`
complet. Notons NαP
de´f
= Nα ∩ NP (dans N), puisque α /∈ SP on a Nα = NαP ⋊ NLP
et NP = N
α
P ⋊ Nα. On en de´duit un produit semi-direct des Qp-alge`bres de Lie
respectives nα ≃ nαP ⋊nLP et de groupes compacts Nαm = (NαP (Qp)∩Nm)⋊(NLP(Qp)∩
Nm), NP (Qp)∩Nm = (NαP (Qp)∩Nm)⋊ (Nα(Qp)∩Nm) pour tout m ∈ Z≥0. E´crivant
par [62, Lem. A.1] :
Can(NP (Qp) ∩Nm, E) ≃ Can
(
Nα(Qp) ∩Nm, Can(NαP (Qp) ∩Nm, E)
)
on obtient (en notant ⊗E au lieu de ⊗E,ι) :
(Can(NP (Qp) ∩Nm, E)⊗E πP )[nαP ]
≃ Can(Nα(Qp) ∩Nm, Can(NαP (Qp) ∩Nm, E)[nαP ])⊗E πP
≃ Can(Nα(Qp) ∩Nm, C∞(NαP (Qp) ∩Nm, E))⊗E πP .
Par [62, Prop. A.2] et le fait que C∞(NαP (Qp)∩Nm, E) est un espace de type compact
de dimension de´nombrable muni de la topologie localement convexe la plus fine, on
en de´duit :
(Can(NP (Qp) ∩Nm, E)⊗E πP )[nαP ]
≃ (Can(Nα(Qp) ∩Nm, E)⊗̂E,πC∞(NαP (Qp) ∩Nm, E))⊗E πP
≃ Can(Nα(Qp) ∩Nm, E)⊗E C∞(NαP (Qp) ∩Nm, E)⊗E πP
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d’ou` on obtient avec (69) :
Can(NP (Qp) ∩Nm, πP )[nα] ≃
(
Can(NP (Qp) ∩Nm, πP )[nαP ]
)
[nLP ]
≃ Can(Nα(Qp) ∩Nm, E)⊗E C∞(NαP (Qp) ∩Nm, E)⊗E (πP [nLP ]).
Si v−λ est un vecteur de plus haut poids de L(−λ)P (pour B ∩ LP ), on a πP [nLP ] ≃
Ev−λ⊗E π∞P . On a un isomorphisme (puisque NP (Qp)∩Nm est un groupe compact) :
C∞(NαP (Qp) ∩Nm, Em)(η−1)N
α
P (Qp)∩Nm
∼−→ C∞(NαP (Qp) ∩Nm, Em)(η−1)NαP (Qp)∩Nm
qui montre que C∞(NαP (Qp) ∩ Nm, Em)(η−1)NαP (Qp)∩Nm est de dimension 1 sur
Em engendre´ par la classe de la fonction localement constante η|NαP (Qp)∩Nm .
De plus, l’automorphisme tg ◦ g pour g ∈ Gal(E∞/E) (cf. (30) et (31))
e´tant Em-semi-line´aire, une application du The´ore`me 90 de Hilbert montre que
C∞(NαP (Qp) ∩ Nm, Em)(η−1)NαP (Qp)∩Nm s’identifie a` Em avec action usuelle de
Gal(E∞/E) dessus. On en de´duit :
(70) Can(NP (Qp) ∩Nm, πP ⊗E Em)[nα](η−1)NαP (Qp)∩Nm
≃ Can(Nα(Qp) ∩Nm, E)⊗E (Ev−λ ⊗E π∞P )⊗E Em
Via les produits semi-directs ci-dessus, on de´duit de (70) et (63) :
(71) Can(NP (Qp) ∩Nm, πP ⊗ Em)[nα](η−1)Nαm
≃ Can(Nα(Qp) ∩Nm, E)⊗E Ev−λ ⊗E (π∞P ⊗E Em)(η−1)NLP(Qp)∩Nm
ou` l’action (re´siduelle) de Nα(Qp)∩Nm ≃ 1pmZp (cf. (9)) est la translation a` droite sur
Can(Nα(Qp) ∩ Nm, E) (et triviale sur les autres facteurs), ou` l’action de t = λα∨(x)
pour x ∈ Zp\{0} est f 7→ (z ∈ 1pmZp 7→ f(z/x)) sur Can(Nα(Qp) ∩ Nm, E) ≃
Can( 1
pm
Zp, E) (vu dans C
an
c (Nα(Qp), E)), est la multiplication par (−λ)(t) sur Ev−λ
et par χπ∞P ,α(t) sur (π
∞
P ⊗E Em)(η−1)NLP(Qp)∩Nm , et ou` l’action de Gal(E∞/E) est
triviale sur Can(Nα(Qp) ∩ Nm, E) et est comme dans l’e´nonce´ sur Ev−λ ⊗E (π∞P ⊗E
Em)(η
−1)NLP(Qp)∩Nm .
Posons Vm
de´f
= Ev−λ ⊗E (π∞P ⊗E Em)(η−1)NLP(Qp)∩Nm (de dimension de´nombrable
muni de la topologie localement convexe la plus fine), le sous-espace Can(Nα(Qp) ∩
N0, E)⊗E Vm de (71) est ferme´ et stable par l’action de Nα(Qp)∩N0 et λα∨(Zp\{0}).
De plus il existe N ≫ 0 tel que l’action de λα∨(p)N sur le quotient (Can(Nα(Qp) ∩
Nm, E)/C
an(Nα(Qp) ∩N0, E))⊗E Vm est nulle. Soit r ∈ Q>p−1, Tr un (ϕ,Γ)-module
ge´ne´ralise´ sur RrE et :
f : (Can(Nα(Qp) ∩Nm, E)/Can(Nα(Qp) ∩N0, E))∨⊗̂EV ∨m −→ Tr ⊗E Em
un morphisme R+Em-line´aire continu commutant a` ψ (on utilise tacitement ici la ver-
sion duale de [58, Prop. 20.13]). On a ψN = 0 a` gauche, et (comme dans la preuve du
(ii) du Lemme 3.3.5) par l’analogue du diagramme commutatif (29) ou` ϕ, ψ sont rem-
place´s par respectivement ϕN , ψN et pr par pNr (cf. aussi (146) et (147) ci-dessous),
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on en de´duit que la compose´e :
(Can(Nα(Qp)∩Nm, E)/Can(Nα(Qp)∩N0, E))∨⊗̂EV ∨m f−→ Tr ⊗E Em −→ TpNr ⊗E Em
est nulle, ce qui implique :
lim
−→
(r,fr,Tr)∈I(T )
Homψ,Γ
(
(Can(Nα(Qp)∩Nm, E)/Can(Nα(Qp)∩N0, E))∨⊗̂EV ∨m , Tr⊗EEm
)
= 0
pour tout (ϕ,Γ)-module ge´ne´ralise´ T sur RE . En utilisant que V 7→ V ⊗̂EVm pre´serve
les suites exactes courtes d’espaces de Fre´chet ([65, Lem. 4.13]), que Homψ,Γ est
exact a` gauche et que les limites inductives filtrantes sont exactes, on obtient un
isomorphisme pour tout (ϕ,Γ)-module ge´ne´ralise´ T sur RE :
lim
−→
(r,fr,Tr)∈I(T )
Homψ,Γ
(
Can(Nα(Qp) ∩N0, E)∨⊗̂EV ∨m , Tr ⊗E Em
)
∼−→ Fα,m(Can(NP (Qp) ∩Nm, πP ))(T ).
Par le Lemme 3.2.6 et l’action de λα∨(Zp\{0}) comme explicite´e ci-dessus (dualise´e),
on a un isomorphisme :
lim
−→
(r,fr,Tr)∈I(T )
Homψ,Γ
(
Can(Nα(Qp) ∩N0, E)∨⊗̂EV ∨m , Tr ⊗E Em
) ∼=
Vm ⊗Em lim−→
(r,fr ,Tr)∈I(T )
Homψ,Γ
(
Can(Nα(Qp) ∩N0, Em)∨⊗R+ER
+
E
(
((−λ) ◦ λ−1α∨)χ−1π∞P ,α
)
,
Tr ⊗E Em
)
.
Avec l’isomorphisme Nα(Qp) ∩N0 ≃ Zp, les (iii), (iv) et (v) de la Remarque 2.3.1 et
le (iii) du Lemme 2.2.3, on en de´duit :
Fα,m(C
an(NP (Qp) ∩Nm, πP ))(T )
≃ Ev−λ ⊗E (π∞P ⊗E Em)(η−1)NLP(Qp)∩Nm ⊗E Hom(ϕ,Γ)
(RE(((−λ) ◦ λ−1α∨)χ−1π∞P ,α), T )
avec action de Gal(E∞/E) (sur les facteurs de gauche) comme ci-dessus. Par le
Lemme 3.4.3 (et (34)), on a la premie`re assertion puisque (−λ) ◦ λ−1α∨ = λ ◦ λα∨ et :
lim
m→+∞
(π∞P ⊗E Em)(η−1)NLP(Qp)∩Nm = (π∞P ⊗E E∞)(η−1)NLP(Qp).
La deuxie`me assertion vient du fait que (π∞P ⊗E E∞)(η−1)NLP(Qp) 6= 0 si et seulement
s’il existe un constituant CP de π
∞
P tel que (CP⊗EE∞)(η−1)NLP(Qp) 6= 0, ou de manie`re
e´quivalente ((CP ⊗E E∞)(η−1)NLP(Qp))∨ 6= 0, ou encore il existe une fonctionnelle de
Whittaker non nulle sur CP (a` valeurs dans E∞), ou encore CP est ge´ne´rique.
3.5. Approximation des gradue´s. — On montre un re´sultat technique mais cru-
cial de densite´ sur certains gradue´s (Proposition 3.5.3).
On garde les notations du § 3.4 mais cette fois πP est une repre´sentation localement
analytique de P (Qp) sur un espace de type compact et on suppose P 6= G. On
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fixe une section localement analytique s : P (Qp)\G(Qp) →֒ G(Qp) de la projection
G(Qp)։ P (Qp)\G(Qp), on a comme en (57) un isomorphisme de varie´te´s localement
Qp-analytiques compatible a` la multiplication a` gauche par P (Qp) (la multiplication
sur P (Qp)\G(Qp) e´tant triviale) :
(72) P (Qp)× (P (Qp)\G(Qp)) ∼−→ G(Qp), (q, x) 7−→ qs(x).
Soit C un ferme´ quelconque de G(Qp) stable par multiplication a` gauche par P (Qp)
et conside´rons l’induite (c-Ind
G(Qp)\C
P (Qp)
πP )
an des fonctions f : G(Qp)\C → πP a` sup-
port compact modulo P (Qp). Puisque G(Qp)\C est un ouvert de G(Qp) stable par
multiplication a` gauche par P (Qp), on a par le (meˆme argument que pour le) Lemme
3.4.2 :
(73)
(
c-Ind
G(Qp)\C
P (Qp)
πP
)an ∼= Can(P (Qp)\G(Qp), E)P (Qp)\(G(Qp)\C)⊗̂EπP .
De plus (c-Ind
G(Qp)\C
P (Qp)
πP )
an est un sous-espace ferme´ de (Ind
G(Qp)
P (Qp)
πP )
an ∼=
Can(P (Qp)\G(Qp), E)⊗̂EπP (cf. la discussion avant le Lemme 3.4.2). Il suit de la
preuve de [46, Prop. 5.3] (avec [46, (50)], [46, (53)] et [46, Rem. 5.4]) que l’on a un
isomorphisme topologique de G(Qp)-repre´sentations (cf. le de´but du § 3.2 pour les
notations):
(74)
(
(Ind
G(Qp)
P (Qp)
πP )
an
)∨ ≃ (πP )∨⊗̂D(P (Qp),E),ιD(G(Qp), E)
ou` (πP )
∨ est ici muni de sa structure de D(P (Qp), E)-module a` droite et ou`
g ∈ G(Qp) agit sur le membre de droite par la multiplication a` droite par
δg−1 ∈ D(G(Qp), E) (plus pre´cise´ment les re´fe´rences ci-dessus donnent un iso-
morphisme ((Ind
G(Qp)
P (Qp)
πP )
an)∨ ≃ (πP )∨⊗˜D(P (Qp),E),ιD(G(Qp), E) ou` le terme de
droite est de´fini comme dans [46, p. 198], mais comme ((Ind
G(Qp)
P (Qp)
πP )
an)∨ est
un espace de Fre´chet nucle´aire, en particulier est se´pare´, on a un isomorphisme
(πP )
∨⊗˜D(P (Qp),E),ιD(G(Qp), E) ∼→ (πP )∨⊗̂D(P (Qp),E),ιD(G(Qp), E)). Posons :
(75) πC
de´f
=
(
Ind
G(Qp)
P (Qp)
πP
)an
/
(
c-Ind
G(Qp)\C
P (Qp)
πP
)an
et XC
de´f
= (πC)
∨.
Alors πC est un espace de type compact et XC est un sous-espace ferme´ de
((Ind
G(Qp)
P (Qp)
πP )
an)∨, donc e´galement un espace de Fre´chet nucle´aire.
Lemme 3.5.1. — Conservons les notations ci-dessus.
(i) On a un isomorphisme topologique :
(πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)C ≃ XC
ou` le membre de gauche est muni de la topologie quotient de (πP )
∨⊗̂E,ιD(G(Qp), E)C
(cf. § 3.2 pour D(G(Qp), E)C).
(ii) L’injection D(G(Qp), E)C →֒ D(G(Qp), E) induit une immersion ferme´e
d’espaces de Fre´chet :
(πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)C →֒ (πP )∨⊗̂D(P (Qp),E),ιD(G(Qp), E).
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De´monstration. — (i) Soit F l’image de C dans P (Qp)\G(Qp), qui est un ferme´
(donc un compact) de P (Qp)\G(Qp). On a un isomorphisme topologique par (72) et
le Lemme 3.2.8 :
(76) D(P (Qp), E)⊗̂E,ιD(P (Qp)\G(Qp), E)F ∼−→ D(G(Qp), E)C.
On a e´galement un isomorphisme topologique par (73), (58) et [65, Lem. 4.13] avec
[58, Prop. 20.13] :
πC ≃
(
Can
(
P (Qp)\G(Qp), E
)
/Can
(
P (Qp)\G(Qp), E
)
P (Qp)\(G(Qp)\C)
)
⊗̂EπP
qui induit en dualisant un isomorphisme XC ≃ (πP )∨⊗̂ED(P (Qp)\G(Qp), E)F
(utiliser la version duale de [58, Prop. 20.13] puis la discussion apre`s le Lemme
3.2.7). Par le Lemme 3.2.1, on a par ailleurs un isomorphisme :
(πP )
∨⊗̂ED(P (Qp)\G(Qp), E)F
≃ (πP )∨⊗̂D(P (Qp),E),ι
(
D(P (Qp), E)⊗̂E,ιD(P (Qp)\G(Qp), E)F
)
d’ou` le re´sultat avec (76).
(ii) s’obtient en conside´rant le dual de la surjection topologique d’espaces de type
compact : (
Ind
G(Qp)
P (Qp)
πP
)an
։
(
Ind
G(Qp)
P (Qp)
πP
)an
/
(
c-Ind
G(Qp)\C
P (Qp)
πP
)an
= πC
et en utilisant (74) et le (i).
Le lemme suivant, qui explicite le cas C = P (Qp), sera utile au § 4.5.
Lemme 3.5.2. — Avec les notations ci-dessus, on a un isomorphisme d’espaces de
Fre´chet :
(πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)P (Qp) ≃ (πP )∨⊗̂ED(N−P (Qp), E){1}.
De´monstration. — Par [45, Prop. 1.2.12], on a un isomorphisme de D(P (Qp), E)-
modules a` gauche se´pare´ment continus :
(77) D(G(Qp), E)P (Qp) ≃ D(P (Qp), E)⊗̂D(P (Qp),E){1}D(G(Qp), E){1}.
Comme P (Qp)N
−
P (Qp) = P (Qp)P
−(Qp) est un ouvert de G(Qp) contenant 1, on a
un isomorphisme D(P (Qp)N
−
P (Qp), E){1}
∼→ D(G(Qp), E){1}. Comme la multipli-
cation dans G(Qp) induit un isomorphisme de varie´te´s localement Qp-analytiques
P (Qp) × N−P (Qp) ∼→ P (Qp)N−P (Qp), il suit du Lemme 3.2.8 que la multiplication
dans l’alge`bre de Fre´chet D(G(Qp), E){1} induit un isomorphisme de D(P (Qp), E){1}-
modules a` gauche continus D(P (Qp), E){1}⊗̂ED(N−P (Qp), E){1} ∼→ D(G(Qp), E){1}.
Par le Lemme 3.2.1 et (77), on en de´duit un isomorphisme D(G(Qp), E)P (Qp) ≃
D(P (Qp), E)⊗̂ED(N−P (Qp), E){1} de D(P (Qp), E)-modules a` gauche se´pare´ment con-
tinus. On obtient l’e´nonce´ en appliquant le Lemme 3.2.1 une deuxie`me fois.
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Soit maintenant C ′ ( C ⊆ G(Qp) deux ferme´s distincts de G(Qp) stables par multi-
plication a` gauche par P (Qp) tels que C\C ′ est un ouvert dense de C. On suppose que
P (Qp)\(C\C ′) est une sous-varie´te´ localement Qp-analytique paracompacte ferme´e de
la varie´te´ P (Qp)\(G(Qp)\C ′) (qui est une sous-varie´te´ ouverte de P (Qp)\G(Qp)). La
notation P (Qp)\(C\C ′) pouvant preˆter a` confusion, pre´cisons qu’il s’agit de “C prive´
de C ′, le tout quotiente´ par l’action de P (Qp) par multiplication a` gauche”. Noter
que (72) induit un isomorphisme :
(78) P (Qp)× (P (Qp)\(C\C ′)) ∼−→ C\C ′
qui munit C\C ′ d’une structure de sous-varie´te´ localement Qp-analytique ferme´e de
G(Qp)\C ′. Attention que C et C ′ ne sont pas eux-meˆmes suppose´s eˆtre des varie´te´s
localement Qp-analytiques (i.e. ils peuvent avoir des “singularite´s”). Par la Remarque
3.4.1 l’ouvert P (Qp)\(G(Qp)\C ′) de la varie´te´ compacte P (Qp)\G(Qp) admet un
recouvrement disjoint par un nombre de´nombrable d’ouverts compacts. On en de´duit
la meˆme chose pour son ferme´ P (Qp)\(C\C ′) en utilisant que l’intersection d’un
ferme´ et d’un compact est compacte. On note (c-Ind
C\C′
P (Qp)
πP )
an l’espace des fonctions
localement analytiques f : C\C ′ → πP a` support compact modulo P (Qp) telles que
f(qc) = q(f(c)) pour q ∈ P (Qp) et c ∈ C\C ′, qui s’identifie par (78) a` l’espace de
type compact Canc (P (Qp)\(C\C ′), πP ), cf. le Lemme 3.2.7. De plus les inclusions
D(G(Qp), E)C′ ⊆ D(G(Qp), E)C ⊆ D(G(Qp), E) induisent des immersions ferme´es
d’espaces de Fre´chet (nucle´aires) par le (ii) du Lemme 3.5.1 :
(79) (πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)C′ →֒ (πP )∨⊗̂D(P (Qp),E),ιD(G(Qp), E)C
→֒ (πP )∨⊗̂D(P (Qp),E),ιD(G(Qp), E),
et par le (i) du Lemme 3.5.1, l’immersion de gauche est la duale de la surjection
topologique d’espaces de type compact :
(80) πC =
(
Ind
G(Qp)
P (Qp)
πP
)an
/
(
c-Ind
G(Qp)\C
P (Qp)
πP
)an
։ πC′ =
(
Ind
G(Qp)
P (Qp)
πP
)an
/
(
c-Ind
G(Qp)\C′
P (Qp)
πP
)an
.
La proposition suivante donne une “approximation” des “gradue´s” XC/XC′ qui
sera cruciale dans la preuve de la Proposition 3.6.2 ci-dessous.
Proposition 3.5.3. — On a un morphisme continu canonique d’image dense :(
(c-Ind
C\C′
P (Qp)
πP )
an
)∨ ⊗E,ι D(G(Qp), E){1} −→ XC/XC′.
De´monstration. — Noter d’abord que par le (i) du Lemme 3.5.1 le quotient XC/XC′
s’identifie au quotient de l’espace de Fre´chet (πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)C par le
sous-espace ferme´ (πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)C′. En utilisant le Lemme 3.2.7, on
a un diagramme commutatif de E-espaces vectoriels localement convexes se´pare´s avec
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applications continues :
(81)
(
c-Ind
C\C′
P (Qp)
πP
)an   // ( IndC\C′P (Qp) πP )an
(
c-Ind
G(Qp)\C′
P (Qp)
πP
)an   //
res
OO
(
Ind
G(Qp)
P (Qp)
πP
)anres
OO
ou` les applications horizontales (resp. verticales) sont les injections canoniques
(resp. les restrictions a` C\C ′) et ou` tous les espaces sont de type compact sauf
e´ventuellement (Ind
C\C′
P (Qp)
πP )
an (car P (Qp)\(C\C ′) n’est pas force´ment une varie´te´
compacte). Noter que la restriction a` C\C ′ d’une fonction dans (c-IndG(Qp)\C′P (Qp) πP )an
tombe bien dans le sous-E-espace vectoriel (c-Ind
C\C′
P (Qp)
πP )
an de (Ind
C\C′
P (Qp)
πP )
an en
utilisant que l’intersection d’un compact et d’un ferme´ est encore un compact. Avec
le Lemme 3.5.1, le dual du diagramme (81) devient le diagramme commutatif :
(82)
(
(c-Ind
C\C′
P (Qp)
πP )
an
)∨
f

(
(Ind
C\C′
P (Qp)
πP )
an
)∨
h
oo
(
(πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)
)
/XC′ (πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E).oo
Soit (Ui)I un recouvrement disjoint de´nombrable de P (Qp)\(C\C ′) par des ouverts
compacts, on a des isomorphismes topologiques (cf. la preuve du Lemme 3.2.7) :(
(c-Ind
C\C′
P (Qp)
πP )
an
)∨ ∼= ∏
i∈I
Can(Ui, πP )
∨
(
(Ind
C\C′
P (Qp)
πP )
an
)∨ ∼= ⊕
i∈I
Can(Ui, πP )
∨
qui montrent que l’application h dans (82) est d’image dense. En utilisant que
D(G(Qp), E) et D(G(Qp), E)C′ sont des D(G(Qp), E){1}-modules a` droite, le dia-
gramme (82) s’e´tend naturellement en un diagramme commutatif de D(G(Qp), E){1}-
modules a` droite avec applications D(G(Qp), E){1}-line´aires continues :
(83)
(
(c-Ind
C\C′
P (Qp)
πP )
an
)∨⊗E,ιD(G(Qp), E){1}
f⊗Id

(
(Ind
C\C′
P (Qp)
πP )
an
)∨⊗E,ιD(G(Qp), E){1}h⊗Idoo
(
(πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)
)
/XC′ (πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)oo
ou` l’image de l’application h⊗ Id est encore dense par le Lemme 3.2.4. En particulier
l’adhe´rence de l’image de f⊗Id est e´gale a` l’adhe´rence de l’image de (f⊗Id)◦(h⊗Id)
(utiliser que la compose´e de deux applications continues d’image dense est d’image
dense).
Soit D(C,E) l’adhe´rence dans D(G(Qp), E) du sous-E-espace vectoriel engendre´
par les distributions de Dirac δc pour c ∈ C (lorsque le ferme´ C est une sous-varie´te´
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localement Qp-analytique de G(Qp), noter que cela co¨ıncide bien avec les distributions
localement analytiques sur C par la preuve de [45, Prop. 1.1.2] et la densite´ des
distributions de Dirac). Comme C\C ′ est un ouvert dense de C, on ve´rifie facilement
que l’adhe´rence de D(C\C ′, E) dans D(G(Qp), E) est encore D(C,E) (observer que
cette adhe´rence est contenue dans D(C,E) et pour la surjectivite´ utiliser que si une
suite (c1,i)i∈I de C\C ′ converge vers c ∈ C, alors (δc1,i)i∈I converge vers δc dans
D(G(Qp), E), par exemple en utilisant [30, Lem. 5.10]). Donc l’injection :
D(C\C ′, E)⊗E,ι D(G(Qp), E){1} →֒ D(C,E)⊗E,ι D(G(Qp), E){1}
est encore d’image dense par le Lemme 3.2.4. Par ailleurs, il suit de la preuve de [45,
Lem. 1.2.10] et de [45, Lem. 1.2.5] que l’adhe´rence de l’image de l’application na-
turelle D(C,E)⊗E,ι D(G(Qp), E){1} → D(G(Qp), E) est exactement D(G(Qp), E)C .
Donc l’adhe´rence de l’image de l’application D(C\C ′, E) ⊗E,ι D(G(Qp), E){1} →
D(G(Qp), E) est aussi D(G(Qp), E)C .
Par ailleurs, par un argument similaire (en plus simple) a` celui de la preuve du
(i) du Lemme 3.5.1 en remplac¸ant les varie´te´s localement Qp-analytiques G(Qp),
P (Qp)\G(Qp) par les varie´te´s C\C ′, P (Qp)\(C\C ′) respectivement et en utilisant
(78) et le Lemme 3.2.1, on a un isomorphisme topologique :(
(Ind
C\C′
P (Qp)
πP )
an
)∨ ∼= (πP )∨⊗̂D(P (Qp),E),ιD(C\C ′, E).
Ainsi la moitie´ “sud-est” du diagramme (83) revient a` :
(84)
((
πP )
∨⊗̂D(P (Qp),E),ιD(C\C ′, E)
)⊗E,ι D(G(Qp), E){1}
−→ (πP )∨⊗̂D(P (Qp),E),ιD(G(Qp), E)
։
(
(πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)
)
/XC′.
Comme les applications naturelles :
(πP )
∨ ⊗E,ι ∗ −→
(
πP )
∨⊗̂D(P (Qp),E),ι∗
ou` ∗ ∈ {D(C\C ′, E), D(G(Qp), E)} sont d’images denses, par le Lemme 3.2.4 et ce
qui pre´ce`de on en de´duit que la compose´e (84) est d’image dense dans le sous-espace :(
(πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E)C
)
/XC′ ∼= XC/XC′
de ((πP )
∨⊗̂D(P (Qp),E),ιD(G(Qp), E))/XC′. Comme il s’agit d’un sous-espace ferme´,
on en de´duit finalement avec la phrase suivant (83) que l’adhe´rence de l’image de
(f ⊗ Id) ◦ (h⊗ Id), donc aussi celle de l’image de (f ⊗ Id), est XC/XC′, ce qui ache`ve
la preuve.
Comme XC/XC′ est un espace complet, le morphisme dans la Proposition 3.5.3 se
factorise en un morphisme continu d’image dense :
(85)
(
(c-Ind
C\C′
P (Qp)
πP )
an
)∨⊗̂E,ιD(G(Qp), E){1} −→ XC/XC′.
Supposons maintenant que les ferme´s C et C ′ sont de plus stables par multiplication
a` droite par B(Qp) dans G(Qp), de sorte que (c-Ind
C\C′
P (Qp)
πP )
an est muni d’une action a`
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gauche de B(Qp) par translation a` droite sur les fonctions. Alors ((c-Ind
C\C′
P (Qp)
πP )
an)∨
est un D(B(Qp), E)-module a` droite et l’action a` gauche duale de B(Qp), c’est-a`-
dire l’action (bv)(f)
de´f
= v(b−1f) pour b ∈ B(Qp), v ∈ ((c-IndC\C
′
P (Qp)
πP )
an)∨ et f ∈
(c-Ind
C\C′
P (Qp)
πP )
an, s’e´crit b(v) = vδb−1 ou` δb−1 ∈ D(B(Qp), E) est la distribution de
Dirac associe´e a` b−1. On munit ((c-Ind
C\C′
P (Qp)
πP )
an)∨⊗̂E,ιD(G(Qp), E){1} de l’action a`
gauche de B(Qp) donne´e par :
(86) b(v ⊗ µ) = b(v)⊗ δbµδb−1
pour v ∈ ((c-IndC\C′P (Qp) πP )an)∨ et µ ∈ D(G(Qp), E){1}. De meˆme XC et XC′ sont alors
aussi des D(B(Qp), E)-modules a` droite ou` l’action de b ∈ B(Qp) est induite par la
multiplication a` droite par δb−1 dans D(G(Qp), E)C et D(G(Qp), E)C′ (via le (i) du
Lemme 3.5.1), et on ve´rifie en utilisant le diagramme (83) que le morphisme (85)
est B(Qp)-e´quivariant pour ces actions. Par ailleurs l’action (a` gauche) de B(Qp)
sur D(G(Qp), E){1} donne´e par la conjugaison par δb provient par dualite´ (comme
ci-dessus) de l’action a` gauche de B(Qp) sur C
ω
1 (G(Qp), E) = lim−→
U
Can(U,E) (cf. (40))
induite par :
(87) f ∈ Can(U,E) 7−→ (g 7→ f(b−1gb)) ∈ Can(bUb−1, E),
et on ve´rifie facilement que cette action de B(Qp) sur l’espace de type compact
Cω1 (G(Qp), E) est une repre´sentation localement analytique de B(Qp). Ainsi, par
[58, Prop. 20.13] et [31, Prop. 3.6.18], l’action de B(Qp) en (86) provient par dualite´
de la repre´sentation localement analytique de B(Qp) agissant (de manie`re diagonale)
sur l’espace de type compact :(
c-Ind
C\C′
P (Qp)
πP
)an⊗̂ECω1 (G(Qp), E).
Notons :
πC/C′
de´f
=
(
c-Ind
G(Qp)\C′
P (Qp)
πP
)an
/
(
c-Ind
G(Qp)\C
P (Qp)
πP
)an
,
alors πC/C′ est aussi dans Rep
an
E (B(Qp)) et π
∨
C/C′
∼= XC/XC′ par (75) et (80).
Corollaire 3.5.4. — Supposons que C et C ′ soient de plus stables par multiplication
a` droite par B(Qp). Alors pour tout m ∈ Z≥0 le morphisme (85) induit un morphisme
continu d’image dense de R+Em-modules qui commute a` ψ :
Mα
((
c-Ind
C\C′
P (Qp)
πP
)an⊗̂ECω1 (G(Qp), Em)) −→Mα(πC/C′ ⊗E Em)
ou` Mα(−) est comme en (26).
De´monstration. — L’existence du morphisme et sa compatibilite´ aux structures de
R+Em-modules et a` ψ de´coulent de la commutation de (85) a` B(Qp). Par (27) il suffit
de montrer que l’application :((
(c-Ind
C\C′
P (Qp)
πP )
an
)∨⊗̂ED(G(Qp), Em){1})(η)se´pNαm −→ ((XC/XC′)⊗E Em)(η)se´pNαm
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induite par (85) (tensorise´e par Em) est d’image dense. Mais c’est clair car (−) ։
(−)(η)se´pNαm est un morphisme surjectif et l’image de (85) est dense.
Remarque 3.5.5. — (i) Lorsque les ferme´s C et C ′ sont stables par multiplication
a` droite par B(Qp) dans G(Qp), on ve´rifie aussi (avec (83) encore) que le morphisme
(85) se factorise par un morphisme continu B(Qp)-e´quivariant d’image dense :
(88)
(
(c-Ind
C\C′
P (Qp)
πP )
an
)∨⊗̂D(B(Qp),E){1},ιD(G(Qp), E){1} −→ XC/XC′ .
(ii) Un cas particulier de la Proposition 3.5.3 est lorsque l’on prend C ′ = ∅ (donc
C = C\C ′ est alors une varie´te´ localement Qp-analytique paracompacte ferme´e dans
G(Qp)). Dans ce cas, (85) donne un morphisme continu canonique d’image dense :(
(IndCP (Qp) πP )
an
)∨⊗̂E,ιD(G(Qp), E){1} −→ XC
qui se factorise comme dans le (i), et le Corollaire 3.5.4 donne un morphisme continu
d’image dense de R+Em-modules qui commute a` ψ :
Mα
((
IndCP (Qp) πP
)an⊗̂ECω1 (G(Qp), Em)) −→Mα(πC ⊗E Em).
3.6. Le cas des cellules non ouvertes. — On montre que le foncteur Fα est
nul sur le comple´mentaire de la cellule ouverte d’induites paraboliques localement
analytiques.
On conserve toutes les notations du § 3.5 et on suppose de plus que l’action de
P (Qp) sur πP se factorise par LP (Qp). On note  l’ordre de Bruhat sur W , lg(w)
la longueur d’un e´le´ment w ∈ W , w0 l’e´le´ment de W de longueur maximale, WP le
groupe de Weyl de LP et :
WminP
de´f
= {w ∈ W, lg(w) est minimale dans la classe a` gauche WPw} ⊆W.
(Noter que w0 ∈ WminP si et seulement si P = B.) Chaque P (Qp)wB(Qp) pour
w ∈ W est une varie´te´ localement Qp-analytique paracompacte et si w ∈ WminP on a
dim(P (Qp)wB(Qp)) = dim(P (Qp))+ lg(w). De plus pour w ∈ WminP on a (ou` (−) est
l’adhe´rence de (−) dans G(Qp)) :
P (Qp)wB(Qp) =
∐
w′∈WminP ,w
′w
P (Qp)w
′B(Qp) et G(Qp)=
∐
w′∈WminP
P (Qp)w
′B(Qp)
avec P (Qp)wB(Qp) ouvert (dense) dans P (Qp)wB(Qp) (toutes ces assertions se
de´duisent par exemple de [39, § 2.3] et des re´fe´rences dans loc.cit.). On de´duit
de cela qu’il existe un entier t ≥ 1 et une suite strictement croissante de ferme´s
C0
de´f
= P (Qp) ( C1 ( · · · ( Ct ( G(Qp) tels que :
(89) Ci\Ci−1 =
∐
w∈WminP ,lg(w)=i
P (Qp)wB(Qp), 1 ≤ i ≤ t et G(Qp)\Ct = P (Qp)w0B(Qp).
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De plus Ci\Ci−1 pour 1 ≤ i ≤ t est un ouvert dense de Ci qui ve´rifie toutes les
conditions avant et apre`s (78) (notons que les varie´te´s P (Qp)\(Ci\Ci−1) sont meˆme
ici affines).
Nous aurons besoin du lemme suivant.
Lemme 3.6.1. — (i) Notons RP les racines du Levi LP et soit w ∈ WminP tel que
w /∈ WPw0. Alors il existe γ ∈ S tel que w(γ) ∈ R+\(R+ ∩RP ).
(ii) Soit w ∈ WminP , alors on a N(Qp) ∩ w−1N(Qp)w ∼→ N(Qp) ∩ w−1P (Qp)w.
De´monstration. — (i) En fait le meˆme e´nonce´ est vrai plus ge´ne´ralement avec
n’importe quel e´le´ment w de W tel que w /∈ WPw0. Supposons en effet
w(S) ∩ (R+\R+P ) = ∅ (ou` R+P = R+ ∩ RP = racines positives de LP ), i.e.
w(S) ⊆ (−R+) ∪ R+P (puisque R = (R+\R+P ) ∐ ((−R+) ∪ R+P )), alors S ⊆
(−w−1(R+)) ∪ w−1(R+P ) et donc B ⊆ w−1P−w. En particulier w−1P−w est un
sous-groupe parabolique de G contenant B. Mais il est conjugue´ a` w0P
−w0 qui
est un autre sous-groupe parabolique de G contenant B. Il s’ensuit que ces deux
sous-groupes paraboliques de G a` la fois standard et conjugue´s sont e´gaux, et donc
P− = w0w
−1P−ww0. Cela implique w0w
−1 ∈ WP (= le groupe de Weyl de LP ), i.e.
w ∈ WPw0 ce qui contredit l’hypothe`se de de´part.
(ii) Par la preuve de [39, Lem. 2.3.2] (elle-meˆme de´duite d’un lemme de Borel-Tits),
on a un home´omorphisme :
B(Qp)\B(Qp)wB(Qp) ∼−→ P (Qp)\P (Qp)wB(Qp).
Or le terme de gauche est isomorphe a` (N(Qp) ∩ w−1N(Qp)w)\N(Qp) et celui de
droite a` (N(Qp) ∩ w−1P (Qp)w)\N(Qp), d’ou` le re´sultat.
Si K est une extension finie de Qp, on note U(g, K)
de´f
= K ⊗Qp U(g) et U(b, K) de´f=
K ⊗Qp U(b).
Proposition 3.6.2. — On a :
Fα
((
Ind
G(Qp)
P (Qp)
πP
)an
/
(
c-Ind
P (Qp)w0B(Qp)
P (Qp)
πP
)an)
= 0.
De´monstration. — E´tape 1
Par (89), il faut montrer Fα(πCt) = 0. Pour i ∈ {1, . . . , t} on a une suite exacte
(stricte) dans RepanE (B(Qp)) (cf. (80)) :
0 −→ πCi/Ci−1 −→ πCi −→ πCi−1 → 0.
Par le (i) de la Proposition 2.3.3 et un de´vissage e´vident, il suffit de montrer Fα(πC0) =
Fα(πCi/Ci−1) = 0 pour i ∈ {1, . . . , t}. Par la de´finition de Fα (cf. (28) et (34)), il suffit
de montrer que, pour− ∈ {πC0 , πC1/C0 , . . . , πCt/Ct−1}, pourm ∈ Z≥0, r ∈ Q>p−1, Tr un
(ϕ,Γ)-module ge´ne´ralise´ sur RrE et f un morphisme R+Em-line´aire continu commutant
a` ψ :
f : Mα(−⊗E Em) −→ Tr ⊗E Em,
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il existe m′ ≫ m et r′ ≫ r tels que la compose´e :
(90) Mα(−⊗EEm′) (32)−→Mα(−⊗EEm)⊗EmEm′ f⊗Id−→ (Tr⊗EEm)⊗EmEm′ −→ Tr′⊗EEm′
est nulle.
E´tape 2
Pour sa simplicite´ (et pour rendre plus lisibles les e´tapes qui suivent), on traite d’abord
le cas de XC0 , meˆme s’il est en fait un cas particulier des e´tapes suivantes. Fixons
m ∈ Z≥0 tel que η|NP (Qp)∩Nm 6= 1, r ∈ Q>p−1, Tr un (ϕ,Γ)-module ge´ne´ralise´ sur RrE
et f : Mα(πC0 ⊗E Em) −→ Tr⊗E Em un morphisme R+Em-line´aire continu commutant
a` ψ. L’objectif de cette e´tape est de montrer que f est nul (il n’est ne´cessaire ici
d’augmenter ni m ni r).
Par la Proposition 3.5.3 et les (i) et (ii) de la Remarque 3.5.5, on a une application
continue P (Qp)-e´quivariante d’image dense :
(91) (πP )
∨⊗̂D(B(Qp),E){1},ιD(G(Qp), E){1} −→ XC0
(en fait, elle se factorise meˆme ici par ⊗̂D(P (Qp),E){1},ι, mais nous n’en aurons pas
besoin). Par [45, Prop. 1.2.8] et le Lemme 3.2.4 on a une application continue d’image
dense :
(92) (πP )
∨ ⊗E,ι U(g, E) −→ (πP )∨⊗̂D(B(Qp),E){1},ιD(G(Qp), E){1}
ou` U(g, E) est muni de la topologie localement convexe la plus fine. L’application
(92) se factorise en une application continue B(Qp)-e´quivariante d’image dense :
(93) (πP )
∨ ⊗U(b,E) U(g, E) −→ (πP )∨⊗̂D(B(Qp),E){1},ιD(G(Qp), E){1}
ou` le terme de gauche est muni de la topologie quotient et ou` l’action de B(Qp)
y est de´finie par exactement la meˆme formule qu’en (86) (la conjugaison par des
distributions de Dirac pre´servant U(g, E)). En composant avec (91) on en de´duit une
application continue B(Qp)-e´quivariante d’image dense :
(94) (πP )
∨ ⊗U(b,E) U(g, E) −→ XC0 .
Enfin (94) induit une application continue d’image dense en appliquant (− ⊗E
Em)(η)Nαm des deux coˆte´s et en notant que −⊗E Em → (−⊗E Em)(η)Nαm est continu
et surjectif (pour la topologie quotient a` droite) :
(95)
(
(πP )
∨ ⊗U(b,E) U(g, Em)
)
(η)Nαm −→ (XC0 ⊗E Em)(η)Nαm.
Comme on a une surjection continue (XC0 ⊗E Em)(η)Nαm ։ Mα(πC0 ⊗E Em) par
(27), il suffit donc avec (95) de montrer que pour m ∈ Z≥0, r ∈ Q>p−1, Tr un
(ϕ,Γ)-module ge´ne´ralise´ sur RrE , tout morphisme continu commutant a` l’action de
N0/N
α
0 ≃ Nα(Qp) ∩N0 ≃ Zp :
(96)
(
(πP )
∨ ⊗U(b,E) U(g, Em)
)
(η)Nαm −→ Tr ⊗E Em
est nul.
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En e´crivant U(g, Em) = U(b, E) ⊗E U(n−, Em) et en conside´rant l’action par
adjonction de N(Qp) sur les e´le´ments de U(n−, Em) (dans U(g, Em)), on voit que
(πP )
∨⊗U(b,E)U(g, Em) peut s’e´crire comme re´union de sous-U(b, Em)-modules a` droite
stables par l’action de N(Qp) qui sont des extensions successives finies de la N(Qp)-
repre´sentation (πP ⊗E Em)∨ (cet argument s’inspire de la discussion pre´ce´dant [46,
Lem. 8.4]). En utilisant que le foncteur (−)(η)Nαm commute aux limites inductives fil-
trantes et est exact a` droite, il suffit pour montrer (96) de montrer qu’un morphisme
de R+Em-modules :
(97) (πP ⊗E Em)∨(η)Nαm −→ Tr ⊗E Em
est nul. Supposons d’abord α /∈ SP , alors l’action de N0/Nα0 ≃ Zp sur (πP )∨ est
triviale puisque πP est une repre´sentation de LP (Qp). En particulier X ∈ R+Em
annule le terme de gauche en (97) alors qu’il est inversible sur celui de droite, d’ou` le
re´sultat. Supposons maintenant α ∈ SP . Comme NP (Qp) agit trivialement sur (πP )∨
et η|NP (Qp)∩Nm 6= 1, on a en fait (πP ⊗E Em)∨(η)NP (Qp)∩Nm = 0, d’ou` directement
(πP ⊗E Em)∨(η)Nαm = 0 puisque NP (Qp) ∩Nm ⊆ Nαm dans ce cas.
E´tape 3
Soit i ∈ {1, . . . , t}, m ∈ Z≥0, r ∈ Q>p−1, Tr un (ϕ,Γ)-module ge´ne´ralise´ sur RrE et
fixons jusqu’a` la fin de cette preuve un morphisme R+Em-line´aire continu commutant
a` ψ :
(98) f :Mα(πCi/Ci−1 ⊗E Em) −→ Tr ⊗E Em.
Rappelons qu’il suffit de montrer qu’il existe m′ ≫ m et r′ ≫ r tels que la com-
pose´e (90) est nulle. Par le Corollaire 3.5.4, il suffit de le montrer en remplac¸ant le
morphisme f par sa compose´e avec le morphisme :
(99) D :Mα
((
c-Ind
Ci\Ci−1
P (Qp)
πP
)an⊗̂ECω1 (G(Qp), Em)) −→Mα(πCi/Ci−1 ⊗E Em).
Par (89), [45, Lem. 1.2.13] (et ce qui pre´ce`de le Corollaire 3.5.4), on a un isomorphisme
dans RepanEm(B(Qp)) :
(c-Ind
Ci\Ci−1
P (Qp)
πP )
an⊗̂ECω1 (G(Qp), Em)
∼=
⊕
w∈WminP ,lg(w)=i
(c-Ind
P (Qp)wB(Qp)
P (Qp)
πP )
an⊗̂ECω1 (G(Qp), Em),
et il suffit donc de le montrer en remplac¸ant (c-Ind
Ci\Ci−1
P (Qp)
πP )
an dans (99) par
(c-Ind
P (Qp)wB(Qp)
P (Qp)
πP )
an.
E´tape 4
Conside´rons un morphisme R+Em-line´aire continu commutant a` ψ quelconque :
(100) h :Mα
((
c-Ind
P (Qp)wB(Qp)
P (Qp)
πP
)an⊗̂ECω1 (G(Qp), Em)) −→ Tr ⊗E Em.
On montre dans cette e´tape que h se factorise par un quotient “a` support borne´” de
la source (comme dans la preuve du Lemme 3.4.3).
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Soit (πP )
w la repre´sentation de w−1P (Qp)w donne´e par πP avec g ∈ w−1P (Qp)w
agissant par wgw−1 ∈ P (Qp). Comme dans la discussion avant le Lemme 3.4.3, on
ve´rifie en utilisant (78) avec P (Qp)wB(Qp) au lieu de C\C ′ puis le (ii) du Lemme
3.6.1 que l’on a un isomorphisme topologique B(Qp)-e´quivariant :(
c-Ind
P (Qp)wB(Qp)
P (Qp)
πP
)an ∼−→ ( c-IndN(Qp)N(Qp)∩w−1N(Qp)w(πP )w)an(101)
H 7−→ (g 7→ H(wg))
ou` a` droite il s’agit des fonctions localement analytiques sur N(Qp) a` support com-
pact modulo N(Qp)∩w−1N(Qp)w (ve´rifiant l’e´quation fonctionnelle) avec l’action de
N(Qp) donne´e par la translation a` droite sur les fonctions et l’action de T (Qp) donne´e
par (tλ)(g) = t(λ(t−1gt)) pour λ ∈ (c-IndN(Qp)N(Qp)∩w−1N(Qp)w(πP )w)an (ou` t ∈ T (Qp) ⊆
w−1P (Qp)w agit sur λ(t−1gt) par (πP )w). Notons :
Nw<0(Qp)
de´f
=
∏
γ∈R+,w(γ)<0
Nγ(Qp),
alors on a Nw<0(Qp)
∼→ (N(Qp) ∩ w−1N(Qp)w)\N(Qp) (pour un ordre quelconque
sur les γ ∈ R+ tels que w(γ) < 0) d’ou` on de´duit :
(102)
(
c-Ind
N(Qp)
N(Qp)∩w−1N(Qp)w
(πP )
w
)an ∼−→ Canc (Nw<0(Qp), (πP )w)
ou` a` droite rappelons qu’il s’agit des fonctions localement analytiques a` support com-
pact (cf. § 3.2). Comme Nm est totalement de´compose´ (cf. (8)), on a :(
w−1N(Qp)w ∩Nm
)× (Nw<0(Qp) ∩Nm) ∼−→ Nm
d’ou` un isomorphisme :
(103)
(
IndNmNm∩w−1N(Qp)w(πP )
w
)an ∼−→ Can(Nw<0(Qp) ∩Nm, (πP )w)
et avec (102) :
(104) lim
−→
m
(
IndNmNm∩w−1N(Qp)w(πP )
w
)an ∼−→ ( c-IndN(Qp)N(Qp)∩w−1N(Qp)w(πP )w)an
ou` les applications de transition a` gauche sont clairement injectives. De plus
(IndNmNm∩w−1N(Qp)w(πP )
w)an, vu dans (c-Ind
N(Qp)
N(Qp)∩w−1N(Qp)w
(πP )
w)an, est stable par
l’action ci-dessus de Nm et λα∨(Zp\{0}), ainsi que par celle d’un sous-groupe ouvert
compact suffisamment petit T0 de T (Qp) (par exemple T (Zp) lorsque G = GLn).
Comme dans (65), on peut de´composer :
(105) Canc
(
Nw<0(Qp), (πP )
w
) ≃ Can(Nw<0(Qp) ∩Nm, (πP )w)⊕( ⊕
m′≥m+1
Can
(
Nw<0(Qp) ∩ (Nm′\Nm′−1), (πP )w
))
ou` l’on ve´rifie que chaque facteur direct dans le terme de droite est stable par
l’action de Nm et λα∨(Z×p ). Par exemple, pour la stabilite´ de C
an(Nw<0(Qp) ∩
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(Nm′\Nm′−1), (πP )w) (vu dans (IndNm′Nm′∩w−1N(Qp)w(πP )
w)an via (103)) par translation
a` droite par Nm pour m ≤ m′ − 1, on utilise (cf. (8)) :
Nw<0(Qp) ∩ (Nm′\Nm′−1) = {(nγ) ∈ Πγ∈R+,w(γ)<0(Nγ(Qp) ∩Nm′)
t.q. ∃ γ avec nγ ∈ Nγ(Qp) ∩ (Nm′\Nm′−1)}
et les re`gles de commutation entre les Nγ pour γ ∈ R+ (cf. [43, II.1.2(5)]), et on en
de´duit en particulier que l’“entre´e” nγ en une racine γ qui est de longeur minimale
parmi les racines γ′ telles que w(γ′) < 0 et nγ′ ∈ Nγ′(Qp) ∩ (Nm′\Nm′−1) reste
dans Nγ(Qp)∩ (Nm′\Nm′−1) apre`s translation a` droite par un e´le´ment quelconque de
Nm (ce qui assure que l’on reste bien dans C
an(Nw<0(Qp) ∩ (Nm′\Nm′−1), (πP )w)).
De plus, toujours dans le terme de droite en (105), l’action de λα∨(Zp\{0}) envoie
Can(Nw<0(Qp) ∩ (Nm′\Nm′−1), (πP )w) dans Can(Nw<0(Qp) ∩ Nm′ , (πP )w). Par [45,
Lem. 1.2.13] on de´duit de (105) un isomorphisme d’espaces de type compact :
(106)
(
c-Ind
N(Qp)
N(Qp)∩w−1N(Qp)w
(πP )
w
)an⊗̂ECω1 (G(Qp), Em)
≃ Can(Nw<0(Qp)) ∩Nm, (πP )w)⊗̂ECω1 (G(Qp), Em)⊕ ⊕
m′≥m+1
(
Can
(
Nw<0(Qp) ∩ (Nm′\Nm′−1), (πP )w
)⊗̂ECω1 (G(Qp), Em)).
Notons que les deux termes dans l’isomorphisme (106) sont munis de l’action diago-
nale de Nm et λα∨(Zp\{0}) (par (87) sur Cω1 (G(Qp), Em)), et que (106) commute a` ces
actions. On de´duit de (106) et de [58, Prop. 9.10] un isomorphisme de R+Em-modules
commutant a` ψ :
(107) Mα
((
c-Ind
N(Qp)
N(Qp)∩w−1N(Qp)w
(πP )
w
)an⊗̂ECω1 (G(Qp), Em))
≃Mα
(
Can
(
Nw<0(Qp)) ∩Nm, (πP )w
)⊗̂ECω1 (G(Qp), Em))⊕ ∏
m′≥m+1
Mα
((
Can
(
Nw<0(Qp) ∩ (Nm′\Nm′−1), (πP )w
)⊗̂ECω1 (G(Qp), Em)))
ou` Mα(−) est comme en (26), ou` chaque facteur direct a` droite est un R+Em-module
mais ou` ψ (qui vient de l’action de λα∨(p
−1) sur Mα(−), cf. le de´but du § 2.3) envoie
Mα(C
an(Nw<0(Qp) ∩ (Nm′\Nm′−1), (πP )w)⊗̂ECω1 (G(Qp), Em)) seulement dans :⊕
m′′≥m′
Mα
(
Can
(
Nw<0(Qp) ∩ (Nm′′\Nm′′−1), (πP )w
)⊗̂ECω1 (G(Qp), Em)).
Le meˆme argument que dans la preuve du Lemme 3.4.3 (plus pre´cise´ment l’argument
bornant le support de la fonction f qui suit (67)), qui est aussi le meˆme argument
que pour de´montrer la surjectivite´ du morphisme (38), montre alors qu’il existe un
entier m′′ ≫ m tel que le morphisme h en (100) se factorise par le quotient (via les
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isomorphismes (101) et (107)) :
Mα
(
Can
(
Nw<0(Qp)) ∩Nm, (πP )w
)⊗̂ECω1 (G(Qp), Em))⊕ ⊕
m′′≥m′≥m+1
Mα
((
Can
(
Nw<0(Qp) ∩ (Nm′\Nm′−1), (πP )w
)⊗̂ECω1 (G(Qp), Em))).
De manie`re e´quivalente, par le meˆme raisonnement que pour montrer (106),
(107) mais inverse´ et en utilisant (103), le morphisme h en (100) se factorise par
Mα((Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w)an⊗̂ECω1 (G(Qp), Em)). En appliquant cela au mor-
phisme h = f ◦D de l’E´tape 3 (avec P (Qp)wB(Qp) au lieu de Ci\Ci−1), on obtient
que f ◦D se factorise en un morphisme R+Em-line´aire continu commutant a` ψ (encore
note´ f ◦D) :
(108) f ◦D : Mα
((
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an⊗̂ECω1 (G(Qp), Em)) −→ Tr ⊗E Em
pour un m′′ ≫ m. Il suffit donc de montrer qu’il existe m′ ≫ m et r′ ≫ r tels que la
compose´e analogue a` (90) avec f ◦D en (108) au lieu de f est nulle.
E´tape 5
Par le (i) du Lemme 3.6.1, il existe une racine simple γ telle que Nγ(Qp) ⊆
w−1N(Qp)w et Nγ(Qp) agit trivialement sur la w−1P (Qp)w-repre´sentation (πP )w
(rappelons que l’action de P (Qp) sur πP se factorise par LP (Qp)). Dans cette e´tape,
on suppose que l’on peut prendre γ = α et on termine la preuve dans ce cas.
Par (27) et la discussion pre´ce´dant le Corollaire 3.5.4, le terme de gauche dans
(108) est un quotient de :
(109)
(((
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an)∨⊗̂ED(G(Qp), Em){1})(η)Nαm
et il suffit donc de montrer l’analogue de (108) en remplac¸ant ce terme de gauche par
(109). Comme dans le (i) de la Remarque 3.5.5, le (nouveau) morphisme f ◦ D se
factorise par un morphisme R+Em-line´aire continu commutant a` ψ (encore note´ f ◦D) :
f ◦D :
(((
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an)∨⊗̂D(B(Qp),E){1},ιD(G(Qp), Em){1})(η)Nαm
−→ Tr ⊗E Em
(noter que ((Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w)an)∨ est bien un D(B(Qp), E){1}-module a` droite
car D(B(Qp), E){1} = D(B0, E){1} pour tout sous-groupe ouvert compact B0 de
B(Qp) par (40)). En argumentant maintenant exactement comme dans la premie`re
moitie´ de l’E´tape 2 (cf. ce qui suit (91)), il suffit alors de montrer que tout morphisme
continu commutant a` l’action de N0/N
α
0 ≃ Nα(Qp) ∩N0 ≃ Zp :
(110)
(((
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an)∨ ⊗U(b,E) U(g, Em))(η)Nαm −→ Tr ⊗E Em
devient nul dans Tr′ ⊗E Em pour r′ ≫ r ou` la topologie a` gauche est comme dans
(95) (en fait dans ce cas il ne sera pas ne´cessaire d’augmenter m).
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Comme Nα(Qp) agit trivialement sur (πP )w, l’action de Nα(Qp) ∩ N0 sur
(Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w)an est alors donne´e par :
(111) λ 7−→ (nm′′ 7→ λ(nm′′nα) = λ(n−1α nm′′nα)).
Notons N (2)
de´f
=
∏
δ∈R+\S Nδ, qui est un sous-groupe normal de N tel que N/N
(2)
est abe´lien, et N
(2)
m
de´f
= N (2)(Qp) ∩ Nm, il existe un sous-groupe ouvert compact suf-
fisamment petit pMZp de Nα(Qp) ∩ N0 ∼= Zp tel que pour tout nα ∈ pMZp et tout
nm′′ ∈ Nm′′ on a :
n−1α nm′′nα ∈ nm′′N (2)m
(on utilise que les “de´nominateurs en p” dans Nm′′ sont borne´s). Cela implique que
l’action de nα ∈ pMZp induite par (111) sur le sous-espace :((
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an)N(2)m
est triviale, donc a fortiori aussi sur :
(112)
(
(Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w)an ⊗E Em
)
(η−1)N
α
m
⊆ ((IndNm′′Nm′′∩w−1N(Qp)w(πP )w)an ⊗E Em)N(2)m
(rappelons que η|N(2)(Qp) = 1). Donc (1 +X)p
M − 1 ∈ R+Em agit par 0 sur le dual de
(112). Soit maintenant r′ ≫ r tel que (1 +X)pM − 1 est inversible dans Rr′Em (cf. la
preuve du Lemme 3.3.4). Comme dans la deuxie`me moitie´ de l’E´tape 2, en e´crivant
U(g, Em) = U(b, E)⊗EU(n−, Em) et en conside´rant l’action par adjonction de N(Qp)
sur U(n−, Em), on voit que ((Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w)an)∨ ⊗U(b,E) U(g, Em) s’e´crit
comme re´union de sous-U(b, Em)-modules a` droite stables parNm′′ qui sont des exten-
sions successives finies de laNm′′ -repre´sentation ((Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w)an)∨⊗EEm.
En utilisant que le foncteur (−)(η)Nαm commute aux limites inductives filtrantes et est
exact a` droite, il suffit pour montrer (110) de montrer qu’un morphisme continu de
R+Em-modules :(
(Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w)an ⊗E Em
)∨
(η)Nαm −→ Tr′ ⊗E Em
est nul. Mais un tel morphisme se factorise par :((
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an ⊗E Em)∨(η)se´pNαm
qui est le dual de (112) par la preuve du (i) du Lemme 2.1.3. Or on a vu que
(1+X)p
M − 1 annule ce (nouveau) terme de gauche alors qu’il est inversible sur celui
de droite (= Tr′ ⊗E Em) par choix de r′, donc un tel morphisme est nul. Ceci ache`ve
la preuve lorsque l’on peut prendre γ = α.
E´tape 6
On suppose maintenant que la racine simple γ au de´but de l’E´tape 5 est distincte de
α, i.e. Nγ ⊆ Nα (cf. § 2.1), et on ache`ve la preuve.
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Quitte a` augmenter m comme dans (90) (avec f ◦D en (108) au lieu de f), on peut
supposer m = m′′ dans (108). Quitte a` augmenter encore m′′ si ne´cessaire, on peut
de plus supposer η|Nγ(Qp)∩Nm′′ 6= 1. Par le meˆme raisonnement que dans la premie`re
partie de l’E´tape 5, il suffit donc de montrer que tout morphisme continu commutant
a` l’action de N0/N
α
0 ≃ Nα(Qp) ∩N0 ≃ Zp :(((
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an)∨ ⊗U(b,E) U(g, Em′′))(η)Nα
m′′
−→ Tr ⊗E Em′′
est nul (dans ce cas il ne sera pas ne´cessaire d’augmenter r). E´crivant U(g, Em) =
U(b, E)⊗E U(n−, Em) et raisonnant comme dans la deuxie`me moitie´ de l’E´tape 5 ou
de l’E´tape 2, il suffit de montrer :((
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an ⊗E Em′′)∨(η)se´pNα
m′′
= 0
c’est-a`-dire par la preuve du (i) du Lemme 2.1.3 :((
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an ⊗E Em′′)(η−1)Nαm′′ = 0.
Comme dans l’E´tape 5, l’action de nγ ∈ Nγ(Qp)∩Nm′′ sur (IndNm′′Nm′′∩w−1N(Qp)w(πP )
w)an
est donne´e par λ 7−→ (nm′′ 7→ λ(nm′′nγ) = λ(n−1γ nm′′nγ)) avec n−1γ nm′′nγ ∈ nm′′N (2)m′′ ,
donc elle est triviale sur le sous-espace ((Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w)an)N
(2)
m′′ . Comme
η−1|
N
(2)
m′′
= 1 mais η−1|Nγ(Qp)∩Nm′′ 6= 1, on en de´duit :((
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an ⊗E Em′′)N(2)m′′)(η−1)Nγ(Qp)∩Nm′′
=
(
Ind
Nm′′
Nm′′∩w
−1N(Qp)w
(πP )
w
)an ⊗E Em′′)(η−1)N(2)m′′ (Nγ(Qp)∩Nm′′ ) = 0
d’ou` le re´sultat puisque N
(2)
m′′(Nγ(Qp) ∩ Nm′′) ⊆ Nαm′′ . Ceci ache`ve la preuve de la
proposition.
3.7. Foncteurs Fα et repre´sentations FGP−(M,π∞P ). — On e´nonce et de´montre
les re´sultats principaux du § 3.
On conserve toutes les notations pre´ce´dentes. On rappelle que les caracte`res
alge´briques χλ : Gal(E∞/E) → E× pour λ ∈ X(T ) sont de´finis avant le The´ore`me
3.3.1.
The´ore`me 3.7.1. — Soit P ⊆ G un sous-groupe parabolique contenant B tel que
α /∈ SP , L(−λ)P une repre´sentation alge´brique irre´ductible de LP (Qp) sur E (ou`
λ ∈ X(T )), π∞P une repre´sentation lisse de longueur finie de LP (Qp) sur E admettant
un caracte`re central χπ∞P et dπ∞P
de´f
= dimE(π
∞
P ⊗E E∞)(η−1)NLP(Qp). Alors le foncteur
Fα
((
Ind
G(Qp)
P−(Qp)
L(−λ)P ⊗E π∞P
)an)
est isomorphe a` :
E∞(χ−λ)⊗E Hom(ϕ,Γ)
(
RE
(
(λ ◦ λα∨)(χ−1π∞P ◦ λα∨)
)⊕dπ∞
P ,−
)
.
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En particulier Fα
((
Ind
G(Qp)
P−(Qp)
L(−λ)P ⊗E π∞P
)an)
est nul si et seulement si π∞P n’a pas
de constituant ge´ne´rique.
De´monstration. — On note Q
de´f
= w0P
−w0 ⊆ G. Comme w0(S) = −S, c’est un sous-
groupe parabolique contenant B. On note π˜Q la repre´sentation localement alge´brique
de longueur finie de LQ(Qp) donne´e par L(−λ)P⊗Eπ∞P mais avec g ∈ LQ(Qp) agissant
par w0gw0 ∈ LP (Qp). On a un isomorphisme G(Qp)-e´quivariant :
(113)
(
Ind
G(Qp)
P−(Qp)
L(−λ)P ⊗E π∞P
)an ∼−→ ( IndG(Qp)Q(Qp) π˜Q)an, f 7−→ (g 7→ f(w0g))
qui envoie le sous-espace ferme´ (c-Ind
P−(Qp)P (Qp)
P−(Qp)
L(−λ)P ⊗E π∞P )an sur le sous-espace
ferme´ (c-Ind
Q(Qp)w0P (Qp)
Q(Qp)
π˜Q)
an. Une application du the´ore`me 90 de Hilbert montre que
le E∞-espace vectoriel (π
∞
P ⊗E E∞)(η−1)NLP (Qp) de dimension dπ∞P muni de l’action
semi-line´aire de Gal(E∞/E) de´finie dans la preuve du (i) du Lemme 2.3.2 est isomor-
phe a` E
⊕dπ∞
P
∞ (avec action semi-line´aire e´vidente de Gal(E∞/E) sur chaque facteur).
Par la Proposition 3.4.4 avec (62) et le (i) de la Proposition 2.3.3, on voit donc qu’il
suffit de montrer :
(114) Fα
((
Ind
G(Qp)
Q(Qp)
π˜Q
)an
/
(
c-Ind
Q(Qp)w0P (Qp)
Q(Qp)
π˜Q
)an)
= 0.
Mais on a Q(Qp)w0P (Qp) = Q(Qp)w0B(Qp) puisque :
(115) Q(Qp)w0B(Qp) ⊆ Q(Qp)w0P (Qp) = Q(Qp)(w0LP (Qp)w0)w0NP (Qp)
= Q(Qp)LQ(Qp)w0NP (Qp) = Q(Qp)w0NP (Qp) ⊆ Q(Qp)w0B(Qp),
donc (114) suit de la Proposition 3.6.2 (applique´e avec P = Q).
Soit P ⊆ G un sous-groupe parabolique contenant B, si α ∈ SP , alors on peut
de´finir le foncteur Fα pour le triplet (LP , B ∩ LP , T ) au lieu du triplet (G,B, T ) en
gardant le meˆme cocaracte`re λα∨ : Gm → T , le foncteur ne de´pendant pas des autres
choix par la Proposition 2.3.5 (noter que le centre ZLP de LP est bien encore connexe,
cf. [11, § 6]).
The´ore`me 3.7.2. — Soit P ⊆ G un sous-groupe parabolique contenant B tel que
α ∈ SP et πP une repre´sentation localement analytique de LP (Qp) sur un E-espace
vectoriel de type compact. Alors on a un isomorphisme de foncteurs dans F (ϕ,Γ)∞ :
Fα
((
Ind
G(Qp)
P−(Qp)
πP
)an) ∼= Fα(πP ).
De´monstration. — Par la Proposition 2.3.5, pour de´finir Fα pour (LP , B ∩LP , T ) on
peut choisir (ια)α∈SP , η et (LP (Qp) ∩ Nm)m≥0 (ou` (ια)α∈S, η et (Nm)≥0 sont comme
au § 2.1 pour (G,B, T )). On a des produits semi-directs analogues a` ceux au de´but
de la preuve de la Proposition 3.4.4 : Nα = NP ⋊ NαLP , n
α ≃ nP ⋊ nαLP et Nαm =
(NP (Qp) ∩ Nm) ⋊ (NαLP (Qp) ∩ Nm) pour tout m ∈ Z≥0. Par le Lemme 3.4.3, la
Proposition 3.6.2 (en raisonnant comme dans la preuve du The´ore`me 3.7.1) et le (i)
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de la Proposition 2.3.3, il suffit de montrer Fα,m(C
an(NP (Qp)∩Nm, πP )) ∼= Fα,m(πP )
pour tout m ∈ Z≥0. On a des isomorphismes d’espaces de type compact (cf. (63)) :
Can(NP (Qp) ∩Nm, πP )[nα] = (Can(NP (Qp) ∩Nm, πP )[nP ])[nαLP ]
= C∞(NP (Qp) ∩Nm, πP )[nαLP ]∼= (C∞(NP (Qp) ∩Nm, E)⊗E πP ))[nαLP ]∼= C∞(NP (Qp) ∩Nm, E)⊗E (πP [nαLP ])
(rappelons que les topologies projective et injective co¨ıncident sur les deux produits
tensoriels du bas, qui sont par ailleurs de´ja` complets par le meˆme argument que pour
(69)). On en de´duit (avec le (ii) du Lemme 2.1.3) un isomorphisme d’espaces de type
compact :
Can(NP (Qp) ∩Nm, πP ⊗E Em)[nα](η−1)Nαm
∼= (C∞(NP (Qp) ∩Nm, Em)(η−1)NP (Qp)∩Nm ⊗Em (πP ⊗E Em)[nαLP ])(η−1)NαLP (Qp)∩Nm .
Comme dans la preuve de la Proposition 3.4.4, C∞(NP (Qp)∩Nm, Em)(η−1)NP (Qp)∩Nm
a dimension 1 engendre´ par la classe de η|NP (Qp)∩Nm et l’action de Gal(E∞/E) dessus
est celle sur Em par Hilbert 90. Par (63) on voit de plus que N
α
LP
(Qp) ∩ Nm
et λα∨(Zp\{0}) agissent trivialement sur η|NP (Qp)∩Nm . On en de´duit un isomor-
phisme d’espaces de type compact compatible aux actions de Nm/N
α
m
∼→ (NLP (Qp)∩
Nm)/(N
α
LP
(Qp) ∩Nm), λα∨(Zp\{0}) et Gal(E∞/E) :
Can(NP (Qp) ∩Nm, πP ⊗E Em)[nα](η−1)Nαm ∼= (πP ⊗E Em)[nαLP ](η−1)NαLP (Qp)∩Nm
d’ou` le re´sultat avec (28) et (26).
Corollaire 3.7.3. — Soit P ⊆ G un sous-groupe parabolique contenant B,
π∞P une repre´sentation lisse de longueur finie de LP (Qp) sur E admettant
un caracte`re central, M un objet quelconque de Op−alg et π de´f= FGP−(M,π∞P ).
Alors il existe des caracte`res alge´briques distincts χλ1 , . . . , χλr de Gal(E∞/E)
et des (ϕ,Γ)-modules ge´ne´ralise´s Dα,1(π), . . . , Dα,r(π) sur RE tels que Fα(π) ≃⊕r
i=1
(
E∞(χλi)⊗E Hom(ϕ,Γ)(Dα,i(π),−)
)
.
De´monstration. — Soit W une sous-repre´sentation alge´brique de LP (Qp) de dimen-
sion finie sur E qui engendre M , de sorte que l’on a une surjection U(g) ⊗U(p−)
W ։ M . Comme le noyau de cette surjection est aussi dans Op−alg, on peut en-
core l’e´crire comme quotient d’une surjection analogue. Puisque la cate´gorie des
repre´sentations alge´briques de LP (Qp) sur E est semi-simple, on voit qu’il existe
µ1, . . . , µt, λ1, . . . , λs ∈ X(T ) et une suite exacte dans Op−alg :
t⊕
i=1
U(g)⊗U(p−) L−(µi)P −→
s⊕
i=1
U(g)⊗U(p−) L−(λi)P −→M −→ 0
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qui donne une suite exacte de repre´sentations localement analytiques :
(116) 0 −→ FGP−(M,π∞P ) −→
s⊕
i=1
(
Ind
G(Qp)
P−(Qp)
L(−λi)P ⊗E π∞P
)an
−→
t⊕
i=1
(
Ind
G(Qp)
P−(Qp)
L(−µi)P ⊗E π∞P
)an
.
Quitte a` remplacer π∞P par une somme de copies de π
∞
P , on peut mettre ensemble les
λi (resp. µi) qui sont e´gaux. Le re´sultat de´coule alors facilement du The´ore`me 3.7.1
(lorsque α /∈ SP ), du The´ore`me 3.7.2 et du The´ore`me 3.3.1 applique´ avec le groupe
re´ductif G = LP (lorsque α ∈ SP ), et du (ii) de la Proposition 2.3.3 avec la Remarque
2.3.4.
Remarque 3.7.4. — (i) Par la Proposition 2.3.3 avec la Remarque 2.3.4, le foncteur
π 7→ Dα(π) de´f= ⊕iDα,i(π) envoie une suite exacte 0→ π′′ → π → π′ de repre´sentations
de la forme FGP−(M,π∞P ) (pour P , π∞P , M variables comme dans le (i) du Corollaire
3.7.3) vers une suite exacte Dα(π
′) → Dα(π) → Dα(π′′) → 0 de (ϕ,Γ)-modules
ge´ne´ralise´s sur RE . Mais il suit facilement du The´ore`me 3.7.7 ci-dessous que ce
foncteur n’est pas exact (a` gauche).
(ii) L’hypothe`se que π∞P admet un caracte`re central ne devrait pas eˆtre ne´cessaire
pour le Corollaire 3.7.3. Elle n’intervient que via le caracte`re χπ∞P ,α = χπ∞P ◦ λα∨ de
la Proposition 3.4.4, mais cette dernie`re peut probablement se ge´ne´raliser (au moins
lorsque π∞P est de longueur finie) en remplac¸ant (les copies de) RE
(
(λ ◦ λα∨)χ−1π∞P ,α
)
par un (ϕ,Γ)-module non force´ment semi-simple.
Nous allons maintenant expliciter Fα(FGP−(M,π∞P )) dans certains cas utiles. Pour
cela, nous avons d’abord besoin de plusieurs lemmes pre´liminaires.
Lemme 3.7.5. — Soit λ ∈ X(T ) tel que 〈λ, α∨〉 ≤ 0.
(i) Le constituant L−(sα · λ) apparaˆıt avec multiplicite´ 1 dans U(g)⊗U(b−) λ.
(ii) Le U(g)-module U(g)⊗U(b−)λ admet en quotient une unique extension non scinde´e
L−(sα · λ)− L−(λ) dans Ob−alg (ou` L−(sα · λ) est en sous-objet).
De´monstration. — Cela de´coule de [42, Th. 1.4.2(i)] et de proprie´te´s standard des
polynoˆmes de Kazhdan-Lusztig. L’extension en (ii) est non scinde´e puisque L−(λ)
engendre tout U(g)⊗U(b−) λ.
Lemme 3.7.6. — Soit P ⊆ G un sous-groupe parabolique contenant B, L(−λ)P
une repre´sentation alge´brique irre´ductible de LP (Qp) sur E et M un quotient de
U(g) ⊗U(p−) L−(λ)P . On suppose α /∈ SP , 〈λ, α〉 ≤ 0 et on note Q le parabolique
contenant P tel que SQ = SP ∐ {α}. Alors M est dans Oq−alg (ou` q− est l’alge`bre de
Lie de Q−(Qp)) si et seulement si M ne contient pas le constituant L
−(sα · λ).
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De´monstration. — Par [41, Th. 9.4(b)] on a un diagramme commutatif de suites
exactes de U(g)-modules :⊕
β∈SP
U(g)⊗U(b−) sβ · λ //
 _

U(g)⊗U(b−) λ // U(g)⊗U(p−) L−(λ)P

// 0
⊕
β∈SQ
U(g)⊗U(b−) sβ · λ // U(g)⊗U(b−) λ // U(g)⊗U(q−) L−(λ)Q // 0
qui par une chasse au diagramme triviale donne une suite exacte :
(117) U(g)⊗U(b−) sα · λ −→ U(g)⊗U(p−) L−(λ)P −→ U(g)⊗U(q−) L−(λ)Q −→ 0.
Comme L−(sα · λ) est l’unique quotient irre´ductible de U(g) ⊗U(b−) sα · λ et qu’il a
multiplicite´ 1 dans U(g)⊗U(p−)L−(λ)P par le (i) du Lemme 3.7.5, on en de´duit qu’un
quotient M de U(g)⊗U(p−) L−(λ)P ne contient pas L−(sα · λ) si et seulement si c’est
en fait un quotient de U(g)⊗U(q−) L−(λ)Q. On en de´duit l’e´nonce´ avec les proprie´te´s
de la cate´gorie Oq−alg, cf. [53, § 1] et [41, § 9.4].
The´ore`me 3.7.7. — Soit P ⊆ G un sous-groupe parabolique contenant B, L(−λ)P
une repre´sentation alge´brique irre´ductible de LP (Qp) sur E, π∞P une repre´sentation
lisse de longueur finie de LP (Qp) sur E et M un quotient non nul de U(g) ⊗U(p−)
L−(λ)P . On suppose ou bien α ∈ SP , ou bien α /∈ SP et M /∈ Oq−alg pour Q le
parabolique contenant P tel que SQ = SP ∐ {α} et q− l’alge`bre de Lie de Q−(Qp).
Alors l’injection G(Qp)-e´quivariante :
FGP−(M,π∞P ) →֒
(
Ind
G(Qp)
P−(Qp)
L(−λ)P ⊗E π∞P
)an
induit un isomorphisme dans F (ϕ,Γ)∞ :
Fα
(FGP−(M,π∞P )) ∼−→ Fα(( IndG(Qp)P−(Qp) L(−λ)P ⊗E π∞P )an).
De´monstration. — E´tape 1
Soit π1
de´f
= FGP−(M,π∞P ) et π2
de´f
=
(
Ind
G(Qp)
P−(Qp)
L(−λ)P ⊗E π∞P
)an
=
(
Ind
G(Qp)
P−(Qp)
L−(λ)∨P ⊗E
π∞P
)an
, nous allons montrer que l’injection π1 →֒ π2 induit un isomorphisme π1[nα] ∼→
π2[n
α], ce qui implique le re´sultat par (26). Si α ∈ SP nous allons montrer cette
assertion pour M = L−(λ), ce qui suffit par le (i) de la Proposition 2.3.3. Si α /∈ SP ,
on distingue deux cas. Ou bien on a 〈λ, α〉 > 0 (i.e. L−(λ) /∈ Oq−alg) et nous allons
encore montrer le re´sultat pour M = L−(λ). Ou bien on a 〈λ, α〉 ≤ 0, auquel cas
le Lemme 3.7.6 implique que L−(sα · λ) est un constituant de M et le Lemme 3.7.5
implique alors que l’on a une surjectionM ։ (L−(sα·λ)−L−(λ)) ou` L−(sα·λ)−L−(λ)
est l’extension du (ii) du Lemme 3.7.5. Dans ce dernier cas, par le (i) de la Proposition
2.3.3, il suffit de montrer le re´sultat pour M = L−(sα · λ)− L−(λ). Dans la suite de
la preuve, on suppose donc M = L−(λ) si α ∈ SP ou si α /∈ SP mais 〈λ, α〉 > 0, et
M = L−(sα · λ)− L−(λ) si α /∈ SP et 〈λ, α〉 ≤ 0.
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E´tape 2
Fixons une nume´rotation α1, . . . , αh des racines de R
+ telle que α1 = α. Tout e´le´ment
de U(n) est une combinaison line´aire a` coefficients dans E de monoˆmes ym1α1 y
m2
α2 · · · ymhαh
ou` mi ∈ Z≥0 et yαi est une base de la Qp-alge`bre de Lie de Nαi(Qp) (cf. [41,
Th. 1.2(a)]). Nous allons d’abord montrer que tout vecteur dans :
(118) ker
(
U(g)⊗U(p−) L−(λ)P ։ M
)
est l’image via U(g) ⊗U(b−) λ ։ U(g) ⊗U(p−) L−(λ)P d’une combinaison line´aire de
vecteurs de poids de la forme ym1α1 y
m2
α2 · · · ymtαt ⊗vλ ou` vλ est le vecteur de plus haut poids
(par rapport a` B−) de U(g)⊗U(b−) λ et ou` t et les mi sont des entiers positifs ou nuls
tels que 2 ≤ t ≤ h et mt 6= 0. Par [41, §§ 5.1 & 5.2] tout poids µ ∈ X(T ) apparaissant
dans (118) est tel que µ ∈ λ′+∑i Z≥0αi pour λ′ ∈ X(T ) tel que λ′ ↑ λ et λ′ 6= λ, i.e.
il existe r ≥ 1 et γ1, . . . , γr ∈ R+ tels que (sγj · · · sγr) ·λ− (sγj+1 · · · sγr) ·λ ∈
∑
i Z≥0αi
et est non nul pour j ∈ {1, . . . , r}. De plus, comme les constituants irre´ductibles
de U(g) ⊗U(p−) L−(λ)P sont dans Op
−
alg, on a 〈λ′, γ∨〉 ≤ 0 pour γ ∈ SP par [41,
Prop. 9.3(e)]. Montrons que l’on a λ′− λ =∑hi=1m′iαi pour m′i ∈ Z≥0 avec au moins
un m′i 6= 0 pour i ≥ 2. Sinon, on a λ′−λ ∈ Z≥0α, et donc ne´cessairement γj = α pour
tout j (puisque α est simple), c’est-a`-dire r = 1 et γ1 = α, i.e. λ
′ = sα · λ = λ+m′1α
pour m′1 ≥ 1 (car λ′ 6= λ). Par ailleurs sα ·λ = sα(λ−ρ)+ρ = sα(λ)+α, d’ou` sα(λ) =
λ+ (m′1 − 1)α ce qui implique 〈sα(λ), α∨〉 = 〈λ, α∨〉+ 2(m′1 − 1) = −〈λ, α∨〉 et donc
〈λ, α∨〉 = 1−m′1 ≤ 0. Supposons d’abord α ∈ SP , alors 〈sα ·λ, α∨〉 = 〈λ′, α∨〉 ≤ 0 (cf.
ci-dessus), et aussi 〈sα ·λ, α∨〉 = 〈λ, α∨〉+2m′1 = (1−m′1)+2m′1 = m′1+1 > 0, ce qui
est une contradiction. Supposons maintenant α /∈ SP (et rappelons que 〈λ, α∨〉 ≤ 0),
comme L−(sα ·λ) a multiplicite´ 1 dans U(g)⊗U(b−)λ par le (i) du Lemme 3.7.5, on en
de´duit que λ′ ci-dessus ne peut eˆtre sα ·λ (sinon L−(sα ·λ) apparaˆıtrait a` la fois dans
(118) et dans M), une contradiction. Finalement, on en de´duit µ = λ +
∑h
i=1miαi
pour des mi dans Z≥0 avec au moins un mi non nul pour i ≥ 2, ce qui implique
facilement le re´sultat voulu (un tel poids µ ne pouvant venir de vecteurs de la forme
ym1α ⊗ vλ).
E´tape 3
Pour montrer π1[n
α]
∼→ π2[nα], on reprend l’argument de la preuve de [12, Prop. 3.2].
Pour f : G(Qp) → L−(λ)∨P ⊗E π∞P localement analytique conside´rons le morphisme
de U(g)-modules a` gauche (non nul de`s que f 6= 0) :
∆f : U(g)⊗U(p−) L−(λ)P −→ Can(G(Qp), π∞P ), d 7→ d · f
ou` d · f est la fonction x ⊗ v 7→ x · (f(−)(v)) si d = x ⊗ v avec (y · h)(g) de´f=
d
dt
h
(
exp(−ty)g)|t=0 ∈ π∞P si h ∈ Can(G(Qp), π∞P ) et y ∈ g. Fixons 0 6= f ∈ π2[nα].
Par de´finition de FGP−(M,π∞P ) (cf. [53, § 1], et aussi [12, (2.5)]), il suffit de montrer
que ∆f(ker φ) = 0 ou` φ : U(g) ⊗U(p−) L−(λ)P ։ M . On note Mf de´f= (U(g) ⊗U(p−)
L−(λ)P )/ ker(∆f ), de sorte que f ∈ FGP−(Mf , π∞P ) ⊆ π2, et il suffit de montrer que
l’on a une surjection M ։ Mf (entre quotients de U(g)⊗U(p−) L−(λ)P ) puisqu’alors
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FGP−(Mf , π∞P ) ⊆ FGP−(M,π∞P ) = π1. Comme ∆f 6= 0 on a Mf 6= 0 et donc Mf ։
L−(λ) (puisque L−(λ) est l’unique quotient irre´ductible de U(g)⊗U(p−) L−(λ)P ).
E´tape 4
On suppose d’abord ou bien α ∈ SP ou bien α /∈ SP mais 〈λ, α〉 > 0, de sorte
que M = L−(λ). Soit C un constituant irre´ductible (dans Op−alg) en sous-objet de
ker(Mf ։ L
−(λ)) suppose´ non nul. Alors C est l’unique quotient irre´ductible d’un
module de Verma ge´ne´ralise´ U(g) ⊗U(p−) V (par [41, §§ 1.3 & 9.3]) et l’application
compose´e ψ : U(g)⊗U(p−) V ։ C →֒ Mf s’inse`re dans le diagramme (commutatif) de
U(g)-modules :
U(g)⊗U(p−) L−(λ)P // // Mf // // L−(λ)
U(g)⊗U(p−) V
ψ
OO
0
88♣♣♣♣♣♣♣♣♣♣♣
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et induit un morphisme G(Qp)-e´quivariant :
FGP−(Mf , π∞P ) −→ FGP−(U(g)⊗U(p−) V, π∞P ) =
(
Ind
G(Qp)
P−(Qp)
V ∨ ⊗E π∞P
)an
.
Nous allons montrer que l’image h de f ∈ FGP−(Mf , π∞P ) dans (IndG(Qp)P−(Qp) V ∨⊗E π∞P )an
est nulle, ce qui en reprenant le raisonnement de la preuve de [12, Prop. 3.2] (auquel
on renvoie le lecteur pour plus de de´tails) conduit a` une contradiction et implique
donc Mf = L
−(λ) = M . Comme h ∈ (IndG(Qp)P−(Qp) V ∨ ⊗E π∞P )an, on voit facilement
que h = 0 si et seulement si h(−)(v)|NP (Qp) ≡ 0 pour tout v ∈ V . Soit v ∈ V et
dv ∈ U(g)⊗U(p−)L−(λ)P qui s’envoie sur ψ(1⊗v) dansMf , on a dv ∈ ker(U(g)⊗U(p−)
L−(λ)P ։ M) par (119). On a aussi h(−)(v) = (dv · f)(−) dans Can(G(Qp), π∞P )
par [12, Lem. 3.1] et il suffit donc de montrer (dv · f)(n) = 0 pour tout n ∈ NP (Qp).
Par ce qui suit (118) on peut e´crire dv comme une combinaison line´aire de vecteurs
ym1α1 y
m2
α2
· · · ymtαt ⊗ vλ pour des mi ∈ Z≥0 tels que t ∈ {2, . . . , h} et mt ≥ 1. Ainsi
(dv · f)(−) est une combinaison line´aires de termes :
ym1α1 y
m2
α2 · · · ymtαt · (f(−)(vλ)) = (ym1α1 ym2α2 · · · ymt−1αt−1 ymt−1αt ) · (yαt · (f(−)(vλ))).
On a pour tout g ∈ G(Qp) :
yαt · (f(g)(vλ)) =
d
dt
f
(
exp(−tyαt)g
)
(vλ)|t=0
=
d
dt
f
(
g exp(−tg−1yαtg)
)
(vλ)|t=0
= ((g−1(−yαt)g)(f))(g)(vλ)
ou` (g−1(−yαt)g)(f) est l’action de Lie sur f de´rive´e de l’action du groupe G(Qp) sur
π2 (par translation a` droite). Lorsque g = n ∈ N(Qp), alors n−1(−yαt)n ∈ nα puisque
−yαt ∈ nα (car αt 6= α1 = α) et Nα est normal dans N , et on obtient :
yαt · (f(n)(vλ)) = ((n−1(−yαt)n)(f))(n)(vλ) = 0
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puisque f ∈ π2[nα]. On a donc h(n)(v) = (dv · f)(n) = 0 pour tout v ∈ V et tout
n ∈ N(Qp), donc a fortiori pour tout n ∈ NP (Qp), ce qui ache`ve la preuve dans ce
cas.
E´tape 5
On suppose maintenant α /∈ SP et 〈λ, α〉 ≤ 0, donc M = L−(sα · λ) − L−(λ). Si
L−(sα · λ) apparaˆıt dans Mf , alors par le (ii) du Lemme 3.7.5 et en prenant un
constituant irre´ductible C en sous-objet de ker(Mf ։ M) (suppose´ non nul) on a un
diagramme commutatif analogue a` (119) :
U(g)⊗U(p−) L−(λ)P // // Mf // // M
U(g)⊗U(p−) V
ψ
OO
0
99
rr
r
r
rr
r
rr
r
r
r
(120)
et une preuve totalement analogue a` celle de l’E´tape 4 (utilisant le re´sultat de l’E´tape
2) montre que l’on doit avoir Mf =M , ce qui ache`ve la preuve dans ce cas.
On suppose maintenant que L−(sα · λ) n’apparaˆıt pas dans Mf , de sorte que l’on
est encore dans la situation de (119). Soit v ∈ V , on va montrer que l’on peut choisir
dv ∈ U(g)⊗U(p−)L−(λ)P qui s’envoie sur ψ(1⊗v) dansMf par (119) et qui est tel que
dv ∈ ker(U(g)⊗U(p−) L−(λ)P ։ M). D’une part la surjection U(g)⊗U(p−) L−(λ)P ։
Mf se factorise par U(g) ⊗U(q−) L−(λ)Q par le Lemme 3.7.6. D’autre part on a un
diagramme commutatif de suites exactes avec (117) et le Lemme 3.7.5 :
U(g)⊗U(b−)sα · λ //

U(g)⊗U(p−)L−(λ)P

// U(g)⊗U(q−)L−(λ)Q

// 0
0 // L−(sα · λ) // M // L−(λ) // 0
qui montre (par une chasse au diagramme triviale) qu’un e´le´ment dans ker(U(g)⊗U(q−)
L−(λ)Q ։ L
−(λ)) se rele`ve dans ker(U(g) ⊗U(p−) L−(λ)P ։ M). On en de´duit que
l’on peut prendre dv ∈ ker(U(g) ⊗U(p−) L−(λ)P ։ M). On peut alors de´rouler la
preuve comme dans l’E´tape 4 en utilisant l’E´tape 2, ce qui donne Mf = L
−(λ) et
ache`ve la preuve.
Le corollaire qui suit pre´cise le Corollaire 3.7.3 dans des cas importants.
Corollaire 3.7.8. — Soit P ⊆ G un sous-groupe parabolique contenant B, L(−λ)P
une repre´sentation alge´brique irre´ductible de LP (Qp) sur E, π∞P une repre´sentation
lisse de longueur finie de LP (Qp) sur E admettant un caracte`re central χπ∞P , dπ∞P
de´f
=
dimE(π
∞
P ⊗E E∞)(η−1)NLP(Qp), M un quotient non nul de U(g) ⊗U(p−) L−(λ)P et
π
de´f
= FGP−(M,π∞P ). Quand α /∈ SP on note Q le parabolique contenant P tel que
SQ = SP ∐ {α} et q− l’alge`bre de Lie de Q−(Qp).
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(i) Si α /∈ SP et M /∈ Oq−alg, on a :
Fα(π) ≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)
(
RE
(
(λ ◦ λα∨)(χ−1π∞P ◦ λα∨)
)⊕dπ∞
P ,−
)
.
(ii) Si α /∈ SP et M ∈ Oq−alg ou si α ∈ SP , on a :
Fα(π) ≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)
((RE(λ ◦ λα∨)/(t1−〈λ,α∨〉))⊕dπ∞P ,−).
De´monstration. — (i) Cela de´coule du The´ore`me 3.7.7 avec le The´ore`me 3.7.1.
(ii) Si α ∈ SP cela de´coule du The´ore`me 3.7.7 avec le The´ore`me 3.7.2 et le The´ore`me
3.3.1 (applique´ avec G = LP ). Supposons α /∈ SP etM ∈ Oq−alg. Par [53, Prop. 4.9(b)]
on a :
FGP−(M,π∞P ) ≃ FGQ−
(
M,
(
Ind
LQ(Qp)
LQ(Qp)∩P−(Qp)
π∞P
)∞)
.
On de´duit du The´ore`me 3.7.7 applique´ avec P = Q un isomorphisme :
Fα
(FGP−(M,π∞P )) ∼−→ Fα(( IndG(Qp)Q−(Qp) L(−λ)Q ⊗E ( IndLQ(Qp)LQ(Qp)∩P−(Qp) π∞P )∞)an)
puis avec le The´ore`me 3.7.2 (aussi applique´ avec P = Q) un isomorphisme :
Fα
(FGP−(M,π∞P )) ∼−→ Fα(L(−λ)Q ⊗E ( IndLQ(Qp)LQ(Qp)∩P−(Qp) π∞P )∞).
Le re´sultat de´coule alors du The´ore`me 3.3.1 (applique´ avec G = LQ) et de l’e´galite´
dπ∞P = dimE∞
((
Ind
LQ(Qp)
LQ(Qp)∩P−(Qp)
π∞P
)∞ ⊗E E∞)(η−1)NLQ(Qp) ([57]).
4. Quelques re´sultats d’exactitude pour Fα
On e´nonce une conjecture de repre´sentabilite´ et d’exactitude (Conjecture 4.1.3)
pour le foncteur Fα applique´ a` certaines repre´sentations localement analytiques de
G(Qp) qui ne sont pas ne´cessairement de la forme FGP−(−,−) (mais dont les consti-
tuants irre´ductibles le sont). Puis on en de´montre deux cas particuliers (The´ore`me
4.1.5 et The´ore`me 4.1.6), dont les preuves prennent l’essentiel du paragraphe.
4.1. Pre´liminaires. — On e´nonce divers re´sultats pre´liminaires et une conjecture
(Conjecture 4.1.3) valables pour tout groupe G comme au § 2.1.
On conserve les notations des §§ 2.1 et 3.1, et on fixe λ ∈ X(T ) dominant par
rapport a` B−. On fixe aussi une racine simple α ∈ S. Conside´rons une repre´sentation
irre´ductible π de la forme FGP−(L−(w · λ), π∞P ) pour w ∈ W et π∞P lisse irre´ductible.
Alors Fα(π) est calcule´ dans le Corollaire 3.7.8. En se souvenant que dπ∞P = 1 si
π∞P est irre´ductible ge´ne´rique et dπ∞P = 0 si π
∞
P est irre´ductible non ge´ne´rique ([57]),
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on a Fα(π) = 0 si π
∞
P est non ge´ne´rique, et si π
∞
P est ge´ne´rique on obtient Fα(π) ≃
E∞(χ−w·λ)⊗E Hom(ϕ,Γ)
(
Dα(π),−
)
avec (en utilisant [12, Lem. 4.2]) :{
Dα(π) = RE
(
((w · λ) ◦ λα∨)(χ−1π∞P ◦ λα∨)
)
si w−1(α) < 0
Dα(π) = RE((w · λ) ◦ λα∨)/(t1−〈w·λ,α∨〉) si w−1(α) > 0.
Lemme 4.1.1. — On a E∞(χ−λ) ≃ E∞(χ−w·λ) si et seulement si w ∈ {1, sα}.
De´monstration. — Comme χ−λ et χ−w·λ sont alge´briques, on a E∞(χ−λ) ≃
E∞(χ−w·λ) si et seulement si χ−λ = χ−w·λ si et seulement si χλ−w·λ = 1. Il suffit donc
de montrer χλ−w·λ = 1 si et seulement si w ∈ {1, sα}. On a 〈
∑
β∈S\{α} λβ∨ , γ〉 ≥ 0
pour γ ∈ S avec nullite´ si et seulement si γ = α. En revenant a` la de´finition de χµ
avant le The´ore`me 3.3.1, et en utilisant que λ−w ·λ ∈∑γ∈S Z≥0γ (car λ est dominant
par rapport a` B−), on en de´duit χλ−w·λ = 1 si et seulement si λ− w · λ ∈ Z≥0α si et
seulement si w ∈ {1, sα}.
On de´signe par Cλ,α la sous-cate´gorie pleine (artinienne) de la cate´gorie abe´lienne
des repre´sentations localement analytiques admissibles de G(Qp) sur E forme´e des
repre´sentations de longueur finie dont les constituants irre´ductibles sont de l’une des
formes suivantes : FGP−(L−(w · λ), π∞P ) pour w ∈ {1, sα} et π∞P quelconque ou bien
FGP−(L−(w · λ), π∞P ) pour w quelconque et π∞P non ge´ne´rique. Noter qu’un objet
(re´ductible) de Cλ,α n’est en ge´ne´ral plus ne´cessairement de la forme FGP−(M,π∞P )
pour un M dans Op−alg. Noter e´galement que si π dans Cλ,α est irre´ductible de la
forme FGL3P− (L−(w · λ), π∞P ) avec π∞P non ge´ne´rique, on a ne´cessairement LP 6= T ,
donc w 6= w0.
La proposition qui suit n’est pas ne´cessaire pour les applications que l’on a en vue,
mais est simple a` de´montrer.
Proposition 4.1.2. — Soit λ1, λ2 distincts dans X(T ) et dominants par rapport
a` B−, et soit πλ1, πλ2 de la forme FGP−1 (L
−(w1 · λ1), π∞P1), FGP−2 (L
−(w2 · λ2), π∞P2) re-
spectivement ou` wi ∈ W et π∞Pi est de longueur finie pour i ∈ {1, 2}. Alors on a
ExtjG(πλ1 , πλ2) = Ext
j
G(πλ2 , πλ1) = 0 pour j ∈ {0, 1}.
De´monstration. — Il suffit de montrer que le centre Z(g) de U(g) agit par des car-
acte`res distincts sur πλ1 et πλ2 . L’inclusion πλi ⊆ (IndG(Qp)P−i (Qp) L(−wi · λi)Pi ⊗E π
∞
Pi
)an
montre que Z(g) agit sur πλi par le caracte`re infinite´simal χ−wi·λi avec les notations
de [41, § 1.7] (cf. [60, Prop. 3.7]). Le re´sultat de´coule alors de [41, Th. 1.10(b)].
Conjecture 4.1.3. — Soit 0 → π′′ → π → π′ → 0 une suite exacte (stricte) dans
RepanE (G(Qp)). On suppose π
′′ irre´ductible dans Cλ,α et Fα(π
′)(−) ≃ E∞(χ−λ) ⊗E
Hom(ϕ,Γ)(Dα(π
′),−) pour un (ϕ,Γ)-module ge´ne´ralise´ Dα(π′) sur RE tel que Dα(π′)
est sans torsion et Hom(ϕ,Γ)(Dα(π
′′), Dα(π
′)) = 0. Alors on a :
Fα(π)(−) ≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)(Dα(π),−)
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pour un (unique) (ϕ,Γ)-module ge´ne´ralise´ Dα(π) sur RE qui s’inse`re dans une suite
exacte 0→ Dα(π′)→ Dα(π)→ Dα(π′′)→ 0.
Remarque 4.1.4. — (i) Sans l’hypothe`se Hom(ϕ,Γ)(Dα(π
′′), Dα(π
′)) = 0, il n’est
pas vrai en ge´ne´ral que Fα(π) est de la forme E∞(χ−λ) ⊗E Hom(ϕ,Γ)(D,−) dans
F (ϕ,Γ)∞ pour un (ϕ,Γ)-module ge´ne´ralise´ D sur RE : conside´rer par exemple G =
GLn pour n > 2 et π = π1 ⊗E E[ǫ]/(ǫ2) avec π1 irre´ductible dans Cλ,α et G(Qp)
agissant diagonalement par la multiplication par 1 + ǫ log(det) a` droite (ou` log est
une branche du logarithme p-adique). Si l’on oublie l’action de Gal(E∞/E), il est
possible que Fα(π) soit de la forme E∞⊗EHom(ϕ,Γ)(D,−) sans cette hypothe`se (c’est
par exemple le cas, si l’on examine leur preuve, dans les situations du The´ore`me 4.1.5
et du The´ore`me 4.1.6 ci-dessous), mais alors D n’est pas canoniquement de´fini (seul
E∞ ⊗E D l’est).
(ii) Il est par contre possible que la Conjecture 4.1.3 reste vraie sans l’hypothe`se que
Dα(π
′) est sans torsion (par exemple on peut encore montrer que c’est le cas pour
GL2). L’hypothe`se que Dα(π
′) est sans torsion sera satisfaite dans les applications a`
la compatibilite´ local-global du § 5.3.
(iii) Si l’on rajoute a` la cate´gorie Cλ,α des constituants de la forme FGP−(L−(w ·
λ), π∞P ) pour w /∈ {1, sα} et π∞P ge´ne´rique, il re´sulte facilement du The´ore`me 3.7.7
que (l’analogue de) la Conjecture 4.1.3 devient fausse en ge´ne´ral.
L’objectif du § 4 est de montrer les deux the´ore`mes suivants.
The´ore`me 4.1.5. — La conjecture 4.1.3 est vraie lorsque π′′ est localement
alge´brique.
The´ore`me 4.1.6. — La conjecture 4.1.3 est vraie pour G = GL2 et G = GL3.
L’hypothe`se Hom(ϕ,Γ)(Dα(π
′′), Dα(π
′)) = 0 est automatiquement ve´rifie´e dans le
cas du The´ore`me 4.1.5 par le The´ore`me 3.3.1 et l’hypothe`se que Dα(π
′) est sans
torsion. La preuve du The´ore`me 4.1.6 est nettement plus de´licate (pour G = GL3)
que celle du The´ore`me 4.1.5. Nous continuons avec quelques lemmes pre´liminaires
valables pour tout G et utilise´s ci-dessous dans les preuves de ces deux the´ore`mes.
Lemme 4.1.7. — Soit r ∈ Q>p−1, m ∈ Z≥0 et D′r, D′′r deux (ϕ,Γ)-modules
ge´ne´ralise´s sur RrE tels que Hom(ϕ,Γ)(D′′r , D′r) = 0. On munit Em⊗ED′r et Em⊗ED′′r
d’une action de Gal(E∞/E) de´finie par g(x⊗d) = χλ(g)g(x)⊗d pour g ∈ Gal(E∞/E),
x ∈ Em et d ∈ D′r ou D′′r . Soit V un (ψ,Γ)-module de Fre´chet sur RrEm muni d’une
action de Gal(E∞/E) qui commute a` RrE, ψ, Γ, ve´rifie g(xv) = g(x)g(v) pour
g ∈ Gal(E∞/E), x ∈ Em, v ∈ V , et s’inse`re dans une suite exacte courte :
0 −→ Em ⊗E D′r −→ V −→ Em ⊗E D′′r −→ 0
de (ψ,Γ)-modules de Fre´chet sur RrEm commutant a` l’action de Gal(E∞/E). Alors
on a V ≃ Em ⊗E Dr pour un unique (ϕ,Γ)-module ge´ne´ralise´ Dr sur RrE qui est
une extension de D′′r par D
′
r avec action de Gal(E∞/E) sur Em ⊗E Dr donne´e par
g(x⊗ d) = χλ(g)g(x)⊗ d (g ∈ Gal(E∞/E), x ∈ Em, d ∈ Dr).
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De´monstration. — Quitte a` tordre partout par χ−λ, on peut supposer χλ = 1.
L’unicite´ de Dr est claire car Dr s’identifie alors a` (Em⊗EDr)Gal(E∞/E) = V Gal(E∞/E).
Soit g ∈ Gal(E∞/Em), alors g − Id : V → V se factorise en V ։ Em ⊗E D′′r →
Em ⊗E D′r →֒ V , qui est nul puisque Hom(ϕ,Γ)(D′′r , D′r) = 0 (avec les (iv) et (v) de
la Remarque 2.3.1). Donc Gal(E∞/Em) agit trivialement sur V , d’ou` on de´duit une
suite exacte courte :
0 −→ (Em ⊗E D′r)Gal(Em/E) −→ V Gal(Em/E) −→ (Em ⊗E D′′r )Gal(Em/E) −→ 0
de (ψ,Γ)-modules de Fre´chet sur RrE , ainsi qu’un isomorphisme Em⊗E V Gal(Em/E) ∼→
V de (ψ,Γ)-modules de Fre´chet sur RrEm compatible a` Gal(Em/E). Comme (Em ⊗E
D′r)
Gal(Em/E) et (Em⊗ED′′r )Gal(Em/E) sont des (ϕ,Γ)-modules ge´ne´ralise´s surRrE , (147)
ci-dessous (pour j = 1) et un de´vissage e´vident montrent que (146) (pour j = 1) induit
un isomorphisme RprE ⊗RrE V Gal(Em/E)
∼→RprE ⊗ϕ,RrE V Gal(Em/E), d’ou` il suit (en prenant
son inverse) que V Gal(Em/E) est aussi un (ϕ,Γ)-module ge´ne´ralise´ sur RrE ve´rifiant les
conditions de l’e´nonce´.
On de´signe par H ·(nα,−) la cohomologie usuelle d’alge`bre de Lie (cf. par exemple
[66, § 7], cf. aussi [62, § 3] ou [65, p. 73]). C’est la cohomologie d’un complexe dont le
terme ge´ne´ral est HomQp(
∧·
nα,−). Soit π dans RepanE (B(Qp)), alors H i(nα, π) pour
i ∈ Z est nul si i < 0 et i > dimQp nα, et est naturellement muni d’une topologie locale-
ment convexe (pas force´ment se´pare´e) en utilisant que chaque terme HomQp(
∧·
nα, π)
est un espace localement convexe de type compact puisque
∧·
nα est de dimension
finie, cf. [65, p. 75]. Chaque HomQp(
∧i
nα, π) est muni de l’action de B(Qp) par
automorphismes continus :
(121) f ∈ HomQp
( i∧
nα, π
) 7−→ (x1 ∧ · · · ∧ xi 7→ bf(Adb−1(x1) ∧ · · · ∧Adb−1(xi)))
qui en fait un objet de RepanE (B(Qp)) et induit une action de B(Qp) par automor-
phismes continus sur chaque H i(nα, π). Si la topologie sur H i(nα, π) est se´pare´e, alors
H i(nα, π) est un espace de type compact et l’action de B(Qp) en fait aussi un objet
de RepanE (B(Qp)) tel que l’action de N
α(Qp) est lisse. On peut dans ce cas de´finir
un (ψ,Γ)-module de Fre´chet Mα(H
i(nα, π⊗EEm)) = (H i(nα, π⊗E Em)(η−1)Nαm)∨ sur
R+Em comme en (26).
Lemme 4.1.8. — Soit m ∈ Z≥0, 0→ π′′ → π → π′ → 0 une suite exacte (stricte)
dans RepanEm(B(Qp)) et supposons que H
1(nα, π′′) soit se´pare´. Alors on a un complexe
de (ψ,Γ)-modules de Fre´chet sur R+Em :
Mα(H
1(nα, π′′))
f−→Mα(π′) g−→Mα(π) −→Mα(π′′) −→ 0
qui est exact en Mα(π
′′) et Mα(π) et tel que l’image de f est dense dans ker(g).
De´monstration. — On a une suite exacte d’espaces de type compact 0 → π′′[nα] →
π[nα]→ π′[nα] δ→ H1(nα, π′′), qui se de´compose donc en deux suites exactes d’espaces
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de type compact :
0→ π′′[nα]→ π[nα]→ ker(δ)→ 0 et 0→ ker(δ)→ π′[nα]→ H1(nα, π′′)
(noter que, si H1(nα, π′′) n’e´tait pas se´pare´, on aurait encore ces deux suites exactes
mais on ne saurait pas que ker(δ) est un espace de type compact). Comme dans la
preuve de la Proposition 2.1.6 on en de´duit deux suites exactes d’espaces de type
compact (ou` la premie`re est stricte et ou` l’injection dans la deuxie`me est stricte) :
0→ π′′[nα](η−1)Nαm → π[nα](η−1)Nαm → ker(δ)(η−1)Nαm → 0 et
0→ ker(δ)(η−1)Nαm → π′[nα](η−1)Nαm → H1(nα, π′′)(η−1)Nαm .
En dualisant, on en de´duit une suite exacte stricte d’espaces de Fre´chet 0 →
(ker(δ)(η−1)Nαm)
∨ → Mα(π) → Mα(π′′) → 0 et un complexe d’espaces de Fre´chet
Mα(H
1(nα, π′′))
f→ Mα(π′) g→ (ker(δ)(η−1)Nαm)∨ → 0 ou`, comme a` la fin de la preuve
de la Proposition 2.1.6, g est une surjection topologique et l’image de f est dense
dans ker(g). On a l’e´nonce´ en combinant ces deux complexes.
Une variante du lemme suivant est utilise´e de manie`re tacite dans [65, § 4.5].
Lemme 4.1.9 (Schraen). — Soit i ∈ Z et 0 → π′′ → π → π′ → 0 une suite
exacte (stricte) dans RepanE (B(Qp)). Si H
i(nα, π′) est se´pare´ et si la fle`che continue
H i−1(nα, π′)→ H i(nα, π′′) est d’image ferme´e, alors H i(nα, π) est aussi se´pare´.
De´monstration. — Notons C i(−) de´f= HomQp(
∧i
nα,−) avec − ∈ {π′′, π, π′}, qui est
un espace de type compact, di : C i(−) → C i+1(−), Z i(−) de´f= ker(di) et Bi(−) =
im(di). On a Bi−1(−) ⊆ Z i(−) ⊆ C i(−) et H i(nα,−) = Z i(−)/Bi−1(−). Le sous-
espace Z i(−) est ferme´ dans C i(−) et on le munit de la topologie d’espace de type
compact induite. Le quotient C i(−)/Z i(−) est alors aussi de type compact et via
l’isomorphisme C i(−)/Z i(−) ∼→ Bi(−) on munit Bi(−) de cette topologie de type
compact. Les injections Bi−1(−) →֒ Z i(−) sont continues.
Par de´finition Z i(−)/Bi−1(−) est muni de la topologie quotient de Z i(−), il faut
donc montrer que Bi−1(π) est ferme´ dans Z i(π) sous les conditions du lemme. Le
morphisme H i(nα, π′′)→ H i(nα, π) se factorise comme suit :
Z i(π′′)/Bi−1(π′′)։ Z i(π′′)/(Bi−1(π) ∩ Z i(π′′)) →֒ Z i(π)/Bi−1(π)
et la suite exacte H i−1(nα, π′) → H i(nα, π′′) → H i(nα, π) montre donc que
Z i(π′′)/(Bi−1(π) ∩ Z i(π′′)) avec la topologie quotient de Z i(π′′) est isomorphe
au conoyau de H i−1(nα, π′) → H i(nα, π′′) avec la topologie quotient de H i(nα, π′′).
Or, l’image de H i−1(nα, π′) dans H i(nα, π′′) est ferme´e, donc ce conoyau est se´pare´,
i.e. Bi−1(π) ∩ Z i(π′′) est ferme´ dans Z i(π′′).
Munissons Bi−1(π) ∩ Z i(π′′) de la topologie induite par Bi−1(π), les suites exactes
courtes 0 → C i(π′′) → C i(π) → C i(π′) → 0 pour tout i montrent que l’on a un
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diagramme commutatif de suites exactes d’espaces de type compacts :
0 // Bi−1(π) ∩ Z i(π′′) //
 _
f ′

Bi−1(π)
g //
 _
f

Bi−1(π′)
 _
f ′′

// 0
0 // Z i(π′′) // Z i(π) // Z i(π′)
ou` les injections f ′, f ′′ sont strictes par ce qui pre´ce`de et l’hypothe`se, et ou` g est au-
tomatiquement stricte car une surjection entre espaces de type compact. Le Lemme
3.2.5 donne alors que l’injection f est aussi stricte, i.e. d’image ferme´e. Donc
H i(nα, π) = Z i(π)/Bi−1(π) est se´pare´.
4.2. Un re´sultat d’exactitude dans le cas localement alge´brique. — On
montre le The´ore`me 4.1.5.
On conserve les notations du § 4.1 (en particulier G est comme au § 2.1). No-
tons d’abord que, si π dans RepanE (B(Qp)) est tel que Fα(π)(−) ≃ E∞(χ−λ) ⊗E
Hom(ϕ,Γ)(Dα(π),−) pour un (ϕ,Γ)-module ge´ne´ralise´ Dα(π) sur RE , il suit de la
de´finition de Fα (cf. (28) et (34)) qu’il existe m ≫ 0, r ≫ 0 et un (ϕ,Γ)-module
ge´ne´ralise´ Dα(π)r sur RrE tels que RE ⊗RrE Dα(π)r
∼→ Dα(π) et tels que l’on a un
morphisme continu non nul de R+Em-modules commutant a` ψ, Γ :
(122) f : Mα(π ⊗E Em) −→ Dα(π)r ⊗E Em
s’envoyant (a` scalaire pre`s dans E×∞) vers le morphisme identite´ Dα(π)→ Dα(π) dans
Fα(π)(Dα(π)).
On fixe π′′ ≃ L(−λ) ⊗E π∞ avec π∞ lisse irre´ductible ainsi qu’une suite exacte
courte 0→ π′′ → π → π′ → 0 comme dans la Conjecture 4.1.3.
E´tape 1
Il est clair que H1(nα, π′′) est se´pare´ puisque muni de la topologie localement convexe
la plus fine. Par le Lemme 4.1.8 on a donc un complexe de (ψ,Γ)-modules de Fre´chet
sur R+Em :
Mα(H
1(nα, π′′)⊗E Em)→Mα(π′ ⊗E Em)→Mα(π ⊗E Em)→ Mα(π′′ ⊗E Em)→ 0
comme dans loc.cit. Montrons d’abord que le morphisme compose´Mα(H
1(nα, π′′)⊗E
Em) → Mα(π′ ⊗E Em) → Dα(π′)r ⊗E Em devient nul si l’on augmente suf-
fisamment m et r, ou` le morphisme de droite est comme en (122). On a
H1(nα, π′′) = ⊕β∈S\{α}L(−sβ · λ)Pα ⊗E π∞ par [65, Th. 4.10], de sorte que l’on
peut conside´rer le foncteur Fα(H
1(nα, π′′)). La meˆme preuve que celle du The´ore`me
3.3.1 donne Fα(H
1(nα, π′′)) ≃ ⊕β∈S\{α}(E∞(χ−sβ ·λ) ⊗E Hom(ϕ,Γ)(Dβ,−)) pour Dβ
convenable. Comme par hypothe`se Fα(π
′) ≃ E∞(χ−λ) ⊗E Hom(ϕ,Γ)(Dα(π′),−),
le Lemme 4.1.1 implique alors que le morphisme Fα(π
′) → Fα(H1(nα, π′′)) est
nul dans F (ϕ,Γ)∞, d’ou` on de´duit la nullite´ ci-dessus. Notant M˜α(π ⊗E Em) de´f=
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(Dα(π
′)r ⊗E Em)⊕f,Mα(π′⊗EEm) Mα(π ⊗E Em) (un (ψ,Γ)-module de Fre´chet sur RrEm
par la Remarque 3.2.3), on obtient donc une suite exacte de (ψ,Γ)-module de Fre´chet
sur RrEm :
(123) 0 −→ Dα(π′)r ⊗E Em −→ M˜α(π ⊗E Em) −→ Mα(π′′ ⊗E Em) −→ 0.
E´tape 2
Un examen de la preuve du The´ore`me 3.3.1 (cf. en particulier l’E´tape 5 et la preuve
du Lemme 3.3.5) montre d’une part que le morphisme f pour π′′ en (122) existe pour
tout m ∈ Z≥0 et se factorise en un morphisme R+Em-line´aire qui commute a` ψ et Γ et
devient surjectif en tensorisant a` gauche par R+Em [1/X ] :
(124) f :Mα(π
′′ ⊗E Em) −→ Dα(π′′)+[1/X ]⊗E Em
ou` Dα(π
′′)+
de´f
= R+E(λ ◦ λα∨)/(t1−〈λ,α∨〉) si π∞ est une repre´sentation ge´ne´rique de
G(Qp) et Dα(π′′)+
de´f
= 0 sinon, d’autre part que si r ∈ Q>p−1 et Tr est un (ϕ,Γ)-
module ge´ne´ralise´ sur RrE , tout morphisme dans Homψ,Γ(ker(f), Tr ⊗E Em) devient
nul quitte a` augmenter r et m. Par ailleurs, comme Dα(π
′)r est sans torsion, la
multiplication par t1−〈λ,α
∨〉 sur la suite exacte (123) donne une suite exacte de (ψ,Γ)-
modules de Fre´chet sur R+Em (ou` (−)(δ)
de´f
= (−)⊗R+E R
+
E(δ) si δ : Q
×
p → E×) :
0→ M˜α(π⊗EEm)[t1−〈λ,α∨〉]→Mα(π′′⊗EEm) h→ Dα(π′)r(ε〈λ,α∨〉−1)/(t1−〈λ,α∨〉)⊗EEm.
Par ce qui pre´ce`de applique´ a` Tr = Dα(π
′)r(ε
〈λ,α∨〉−1)/(t1−〈λ,α
∨〉) et la compose´e
ker(f) →֒ Mα(π′′ ⊗E Em) h→ Tr ⊗E Em, quitte a` augmenter m et r on en de´duit
ker(f) →֒ ker(h) ∼→ M˜α(π ⊗E Em)[t1−〈λ,α∨〉], et en particulier une suite exacte de
(ψ,Γ)-modules de Fre´chet sur R+Em :
(125) 0 −→ Dα(π′)r ⊗E Em −→ M˜α(π ⊗E Em)/ ker(f) −→Mα(π′′ ⊗E Em)/ ker(f) −→ 0.
On en de´duit aussi pour tout (ϕ,Γ)-module ge´ne´ralise´ T sur RE un isomorphisme :
(126) lim
m→+∞
lim
−→
(s,fs,Ts)∈I(T )
Homψ,Γ
(
M˜α(π ⊗E Em)/ ker(f), Ts ⊗E Em
)
∼−→ lim
m→+∞
lim
−→
(s,fs,Ts)∈I(T )
Homψ,Γ
(
M˜α(π ⊗E Em), Ts ⊗E Em
)
.
Par ailleurs, tout morphisme dans Homψ,Γ(Mα(π
′⊗E Em), Ts⊗E Em) se factorise par
Dα(π
′)r ⊗E Em quitte a` augmenter s et m, d’ou` on de´duit un isomorphisme :
(127) lim
m→+∞
lim
−→
(s,fs,Ts)∈I(T )
Homψ,Γ
(
M˜α(π ⊗E Em), Ts ⊗E Em
)
∼−→ lim
m→+∞
lim
−→
(s,fs,Ts)∈I(T )
Homψ,Γ
(
Mα(π ⊗E Em), Ts ⊗E Em
)
.
E´tape 3
Notons W
de´f
= M˜α(π⊗E Em)/ ker(f), on de´duit de (125) et (124) (en se souvenant que
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X est inversible dans RrEm) une suite exacte de RrEm-modules dont les morphismes
commutent a` ψ et Γ :
(128) 0→RrEm⊗R+Em(Dα(π
′)r⊗EEm)→RrEm⊗R+EmW →R
r
Em⊗R+Em(Dα(π
′′)+⊗EEm)→ 0
(on montre qu’il y a bien encore un endomorphisme ψ sur chaque terme en tensorisant
(146) pour j = 1 par RprEm au-dessus de R+Em). Conside´rons le “push-out” de (128)
le long de la surjection canonique RrEm ⊗R+Em (Dα(π
′)r ⊗E Em) ։ Dα(π′)r ⊗E Em
(dont on ve´rifie facilement qu’elle commute a` ψ et Γ). C’est une suite exacte 0 →
Dα(π
′)r ⊗E Em → V → Dα(π′′)r ⊗E Em → 0 de (ψ,Γ)-modules de Fre´chet sur RrEm
telle que tout morphisme continu R+Em-line´aire W → Ts ⊗E Em (pour s ≥ r) se
factorise en un morphisme (continu) RrEm-line´aire V → Ts ⊗E Em (utiliser le (iii) de
la Remarque 2.3.1 pour montrer que RrEm ⊗R+Em (Dα(π
′)r ⊗E Em) → Ts ⊗E Em se
factorise par Dα(π
′)r ⊗E Em → Ts ⊗E Em). On en de´duit pour s ≥ r :
(129) Homψ,Γ(V, Ts ⊗E Em) ∼−→ Homψ,Γ(W,Ts ⊗E Em).
Comme Dα(π
′)r ⊗E Em et Dα(π′′)r ⊗E Em sont des (ϕ,Γ)-modules ge´ne´ralise´s sur
RrEm , le meˆme argument qu’a` la fin de la preuve du Lemme 4.1.7 montre que V
est aussi un (ϕ,Γ)-module ge´ne´ralise´ sur RrEm . Par (129), (126) et (127) (sans se
pre´occuper de Gal(E∞/E) pour le moment), on voit que l’on a :
(130) Fα(π)(−) ≃ E∞ ⊗Em Hom(ϕ,Γ)
(
V, (−)⊗E Em
)
avec une suite exacte 0 → Dα(π′)r ⊗E Em → V → Dα(π′′)r ⊗E Em → 0. En uti-
lisant Fα(π
′′)(−) ≃ E∞(χ−λ)⊗EHom(ϕ,Γ)(Dα(π′′),−) (The´ore`me 3.3.1) et l’hypothe`se
Fα(π
′)(−) ≃ E∞(χ−λ)⊗EHom(ϕ,Γ)(Dα(π′),−), on ve´rifie que l’action semi-line´aire de
Gal(E∞/E) sur Mα((−)⊗E Em) pour (−) ∈ {π′, π, π′′} de´finie dans la preuve du (i)
du Lemme 2.3.2 induit une action de Gal(E∞/E) sur toutes les suites exactes de la
preuve ci-dessus, ou` l’action sur Dα(π
′)r ⊗E Em, Dα(π′′)+ ⊗E Em et Dα(π′′)r ⊗E Em
est comme dans le Lemme 4.1.7. On de´duit alors de loc.cit. que l’on a V ≃ Em ⊗E
Dα(π)r pour un unique (ϕ,Γ)-module Dα(π)r sur RrE qui s’inse`re dans une suite
exacte 0 → Dα(π′)r → Dα(π)r → Dα(π′′)r → 0 et tel que Fα(π)(−) ≃ E∞(χ−λ) ⊗E
Hom(ϕ,Γ)(Dα(π), (−)) par (130) (ou`Dα(π) de´f= RE⊗RrEDα(π)r). Cela ache`ve la preuve
du The´ore`me 4.1.5.
Remarque 4.2.1. — Un examen de la preuve ci-dessus du The´ore`me 4.1.5 montre
qu’elle reste valable verbatim en supposant que π′′ est de longueur finie avec un unique
constituant irre´ductible ge´ne´rique qui est en sous-objet.
4.3. Premiers de´vissages pour G = GL3. — On commence les de´vissages pour
montrer le The´ore`me 4.1.6 pour GL3, en particulier on se de´barrasse des H
1(nα,−).
On conserve les notations du § 4.1 et on suppose maintenant G = GL3 et B = Borel
supe´rieur. On rappelle que l’on a fixe´ une racine simple α, et on note β l’unique autre
racine simple. On a les deux sous-groupes paraboliques maximaux associe´s Pα et Pβ.
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On montre d’abord un re´sultat de se´paration pour H1(nα,−). Pour G quelconque
et π dans RepanE (B(Qp)), la se´paration des espaces localement convexes H
i(nα, π)
semble un proble`me de´licat en ge´ne´ral. Nous nous contenterons de la proposition
suivante, qui utilise de manie`re essentielle les re´sultats de [65, § 4.5] pour GL3 (et
que nous ne savons pas montrer pour G plus ge´ne´ral).
Proposition 4.3.1. — Soit π =
(
Ind
G(Qp)
P−(Qp)
L(−µ)P ⊗E π∞P
)an
ou` P ∈ {Pα, Pβ},
L(−µ)P est une repre´sentation alge´brique de LP (Qp) (µ ∈ X(T )) et π∞P est une
repre´sentation lisse de longueur finie de LP (Qp). Alors H1(nα, π) est se´pare´.
De´monstration. — On note πP
de´f
= L(−µ)P ⊗E π∞P .
Cas 1 : P = Pα.
Par (113) on a π ≃ (IndG(Qp)Pβ(Qp) πβ)an ou` πβ
de´f
= πw0Pα (avec une notation e´vidente).
Notons C
de´f
= Pβ(Qp)Pα(Qp), la de´composition GL3(Qp) = Pβ(Qp)w0Pα(Qp) ∐ C ou`
Pβ(Qp)w0Pα(Qp) est ouvert dans GL3(Qp) donne une suite exacte dans Rep
an
E (B(Qp))
(cf. le de´but du § 3.5) :
(131) 0 −→ ( c-IndPβ(Qp)w0Pα(Qp)Pβ(Qp) πβ)an −→ ( IndGL3(Qp)Pβ(Qp) πβ)an −→ πC −→ 0.
Comme Pα ∩ w0Pβw0 = LPα , on a :(
c-Ind
Pβ(Qp)w0Pα(Qp)
Pβ(Qp)
πβ
)an ∼−→ ( c-IndPα(Qp)LPα(Qp) πw0β )an
≃ ( c-IndPα(Qp)LPα (Qp) πPα)an ≃ Canc (NPα(Qp), πPα) ≃ Canc (Nα(Qp), E)⊗E,ι πPα
ou` le troisie`me (resp. dernier) isomorphisme se montre comme (62) (resp.
(69)) et ou` l’action de Nα(Qp) est par translation a` droite sur C
an
c (N
α(Qp), E)
(et triviale sur πPα). Il suit alors de la preuve de [62, Prop. 3.1] que l’on a
H i(nα, (c-Ind
Pβ(Qp)w0Pα(Qp)
Pβ(Qp)
πβ)
an) = 0 pour i > 0.
Une preuve analogue a` celle de [65, (4.102) & (4.103)], mais en remplac¸ant
Hq(n2,−), resp. Hq(n2,−), dans loc.cit. par Hq(n2,−), resp. Hq(n2,−) (ce qui
ne change pas les arguments) donne que les espaces Hi(n
α, (πC)
∨) pour i ∈ Z sont
isomorphes a` (avec les notations de loc.cit. adapte´es a` nos conventions) :
(132) Hi
(
nα, π∨β ⊗̂D(Pβ(Qp),E){1}D(GL3(Qp), E){1}
)
⊗̂D(Pα(Qp),E)Pβ(Qp)∩Pα(Qp)D(Pα(Qp), E)
et sont se´pare´s. Par un raisonnement analogue a` la discussion suivant [65, Cor. 3.18],
les espaces H i(nα, πC) sont aussi se´pare´s (et on a un isomorphisme d’espaces de
Fre´chet re´flexifs Hi(n
α, π∨C) ≃ H i(nα, πC)∨). Appliquant le Lemme 4.1.9 avec la suite
exacte (131) et i = 1, on obtient que H1(nα, π) est se´pare´.
Cas 2 : P = Pβ.
Par (113) on a π ≃ (IndG(Qp)Pα(Qp) πα)an ou` πα
de´f
= πw0Pβ et une suite exacte analogue
a` (131) ou` C = Pα(Qp). On note (c-Ind
Nα(Qp)
Nα(Qp)∩P
−
β (Qp)
πPβ)
an le E-espace vectoriel
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de type compact des fonctions localement analytiques f : Nα(Qp) → πPβ satis-
faisant l’e´quation fonctionnelle usuelle avec πPβ et dont le support est compact dans
Nα(Qp)/Nα(Qp) ∩ P−β (Qp) ≃ Qp. On le munit de l’action usuelle de Nα(Qp) par
translation a` droite et de l’action de LPα(Qp) ∩ P−β (Qp) = LPα(Qp) ∩ B−(Qp) :
(133) (lαf)(n
α)
de´f
= lα(f(l
−1
α n
αlα))
pour lα ∈ LPα(Qp) ∩ P−β (Qp), nα ∈ Nα(Qp). Par [65, Lem. 4.15] on a des isomor-
phismes Pα(Qp)-e´quivariants :(
c-Ind
Pα(Qp)w0Pα(Qp)
Pα(Qp)
πα
)an ∼−→ ( c-IndPα(Qp)Pα(Qp)∩w0Pα(Qp)w0 πPβ)an(134)
∼−→ ( IndLPα(Qp)
LPα(Qp)∩P
−
β (Qp)
(
c-Ind
Nα(Qp)
Nα(Qp)∩P
−
β (Qp)
πPβ
)an)an
ou` le deuxie`me isomorphisme est donne´ par f 7→ (lα 7→ (nα 7→ f(nαlα))), ou` l’action
de LPα(Qp) en bas a` droite est l’action usuelle par translation a` droite et l’action de
Nα(Qp) y est :
(135) (nαF )(lα) = (lαn
αl−1α )(F (lα))
(l’action de lαn
αl−1α ∈ Nα(Qp) sur F (lα) e´tant celle de Nα(Qp)
sur (c-Ind
Nα(Qp)
Nα(Qp)∩P
−
β (Qp)
πPβ)
an). Posons πNα
de´f
= (c-Ind
Nα(Qp)
Nα(Qp)∩P
−
β (Qp)
πPβ)
an, l’argument
de la preuve de [65, Prop. 4.16] (en plus simple car on peut directement argu-
menter sur le complexe HomQp(
∧·
nα,−)) base´ sur [65, Cor. 4.14] montre que si les
H i(nα, (c-Ind
Nα(Qp)
Nα(Qp)∩P
−
β (Qp)
πPβ)
an) sont se´pare´s (donc des espaces de type compact),
alors on a des isomorphismes topologiques Pα(Qp)-e´quivariants pour i ∈ Z :
(136) H i
(
nα,
(
c-Ind
Pα(Qp)w0Pα(Qp)
Pα(Qp)
πα
)an) ∼−→ ( IndLPα (Qp)
LPα (Qp)∩P
−
β (Qp)
H i(nα, πNα)
)an
et en particulier les H i(nα, (c-Ind
Pα(Qp)w0Pα(Qp)
Pα(Qp)
πα)
an) sont aussi se´pare´s. Notons nβ
la Qp-alge`bre de Lie de Nα(Qp) ∩ P−β (Qp) = N(Qp) ∩ LPβ(Qp) = Nβ(Qp), on a
nα = (nα/nβ)⊕ nβ (car Nα est commutatif pour GL3) et une preuve analogue a` celle
de [65, (4.63)] donne des isomorphismes d’espaces de type compact :
H i(nβ, πNα) ≃ Canc
(
Nα(Qp)/N
α(Qp) ∩ P−β (Qp), E
)⊗E,ι H i(nβ , πPβ)
ou` H i(nβ , πPβ) ≃ H i(nβ , L(−µ)P )⊗ π∞Pβ est muni de la topologie localement convexe
la plus fine. Une application de la suite spectrale de Hochshild-Serre ([66, § 7.5])
donne alors un isomorphisme continu pour i ∈ Z :
(137) H i(nα, πNα)
∼−→ H0
(
nα/nβ, C
an
c
(
Nα(Qp)/N
α(Qp) ∩ P−β (Qp), E
)⊗E H i(nβ , πPβ))
≃ C∞c
(
Nα(Qp)/N
α(Qp) ∩ P−β (Qp), E
)⊗E H i(nβ , πPβ)
qui est force´ment un isomorphisme topologique puisque le terme de droite est muni
de la topologie localement convexe la plus fine. En particulier les espaces H i(nα, πNα)
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sont se´pare´s, donc aussi les espaces H i(nα, (c-Ind
Pα(Qp)w0Pα(Qp)
Pα(Qp)
πα)
an) par (136). De
plus on de´duit facilement de (137) que l’on a un isomorphisme de repre´sentations
localement alge´briques de LPα(Qp) ∩ P−β (Qp) = LPα(Qp) ∩B−(Qp) :
(138) H i(nα, πNα) ≃ H i(nβ , L(−µ)Pβ)⊗E
(
c-Ind
Nα(Qp)
Nα(Qp)∩P
−
β (Qp)
π∞Pβ
)∞
ou` H i(nβ , L(−µ)Pβ) est nul si i /∈ {0, 1} et a dimension 1 si i ∈ {0, 1} (l’action de
LPα(Qp)∩B−(Qp) sur H i(nβ, L(−µ)Pβ) se factorise par LPα(Qp)∩B−(Qp)։ T (Qp)).
Une preuve analogue a` celle de [65, (4.76)] (base´e sur les trois premie`res lignes de
la preuve de [46, Th. 7.4] et sur celles de [46, Lem. 8.4] et [46, Th. 8.5]) montre
que les groupes d’homologie Hi(n
α, (πC)
∨) pour i ∈ Z ([62, § 3]) sont de la forme
V ∨i ⊗E ((π∞Pβ)w0)∨ ou` Vi est une repre´sentation alge´brique de LPα(Qp) de dimension
finie, donc sont se´pare´s. L’argument a` la fin de la preuve de [65, Th. 3.15] donne alors
des isomorphismes topologiques LPα(Qp)-e´quivariants H
i(nα, πC) ≃ Hi(nα, (πC)∨)∨ ≃
Vi ⊗E (π∞Pβ)w0, en particulier les H i(nα, πC) sont munis de la topologie localement
convexe la plus fine et sont des repre´sentations localement alge´briques de LPα(Qp).
Pour appliquer le Lemme 4.1.9 avec l’analogue de (131) et i = 1, il reste a`
ve´rifier que l’image de H0(nα, πC) → H1(nα, (c-IndPα(Qp)w0Pα(Qp)Pα(Qp) πα)an) est ferme´e.
Mais par ce qui pre´ce`de, l’image tombe dans les vecteurs V0-localement alge´briques
(pour LPα(Qp)) de l’induite (136). Il suffit donc de ve´rifier que, si V est une
repre´sentation alge´brique de dimension finie de LPα(Qp) sur E, les vecteurs V -
localement alge´briques de (136) sont ferme´s et munis de la topologie localement con-
vexe la plus fine. Notons lPα la Qp-alge`bre de Lie de LPα(Qp), W
de´f
= H1(nβ , L(−µ))
et π∞Nα
de´f
= (c-Ind
Nα(Qp)
Nα(Qp)∩P
−
β (Qp)
π∞Pβ)
∞ (avec topologie localement convexe la plus
fine). En raisonnant comme dans [53, p. 20] on a un isomorphisme topologique
lPα-e´quivariant :
(139)
(
Ind
LPα(Qp)
LPα(Qp)∩P
−
β (Qp)
W ⊗ π∞Nα
)an ≃ ( IndLPα(Qp)
LPα(Qp)∩P
−
β (Qp)
W
)an ⊗E,ι π∞Nα
et par [31, Prop. 4.2.10] les vecteurs V -localement alge´briques de (139) sont :(
HomlPα
(
V,
(
Ind
LPα(Qp)
LPα(Qp)∩P
−
β (Qp)
W
)an
)⊗E V
)
⊗E,ι π∞Nα
ou` HomlPα (V,
(
Ind
LPα(Qp)
LPα(Qp)∩P
−
β (Qp)
W )an) ⊗E V est muni de la topologie induite par
(Ind
LPα(Qp)
LPα(Qp)∩P
−
β (Qp)
W )an via l’application d’e´valuation (qui est injective). Mais en se
souvenant que LPα(Qp) ≃ GL2(Qp) × Q×p et que W est un caracte`re alge´brique du
tore T (Qp), la structure de (Ind
LPα (Qp)
LPα (Qp)∩P
−
β (Qp)
W )an est la meˆme que celle des se´ries
principales localement analytiques de GL2(Qp), ou` il est clair que cette topologie
induite est la topologie localement convexe la plus fine. Cela ache`ve la preuve.
La Proposition 4.3.1 et le Lemme 4.1.8 impliquent le corollaire suivant.
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Corollaire 4.3.2. — Soit m ∈ Z≥0 et 0→ π′′ → π → π′ → 0 une suite exacte dans
RepanEm(B(Qp)) avec π
′′ ≃ (IndG(Qp)P−(Qp) L(−µ)P ⊗Eπ∞P )an ou` P ∈ {Pα, Pβ}, µ ∈ X(T ) et
π∞P est de longueur finie. On a un complexe de (ψ,Γ)-modules de Fre´chet sur R+Em :
Mα(H
1(nα, π′′))
f−→Mα(π′) g−→Mα(π) −→Mα(π′′) −→ 0
qui est exact en Mα(π
′′) et Mα(π) et tel que l’image de f est dense dans ker(g).
On note det : LPα → Gm × Gm le morphisme de groupes alge´briques induit par le
de´terminant de GL2. La proposition suivante permet de se de´barrasser des H
1(nα,−)
en se ramenant a` une suite exacte comme en (123).
Proposition 4.3.3. — Soit 0 → π′′ → π → π′ → 0 une suite exacte dans
RepanE (B(Qp)) avec π
′′ comme dans le Corollaire 4.3.2 et Fα(π
′)(−) ≃ E∞(χ−λ) ⊗E
Hom(ϕ,Γ)(Dα(π
′),−) pour un (ϕ,Γ)-module ge´ne´ralise´ Dα(π′) sur RE. Si P = Pα on
suppose de plus que l’action de LPα(Qp) sur π
∞
Pα se factorise par det : LPα(Qp) →
Q×p × Q×p . Alors il existe m ≫ 0, r ≫ 0 tels que le “push-out” de la suite exacte
Mα(π
′ ⊗E Em) → Mα(π ⊗E Em) → Mα(π′′ ⊗E Em) → 0 (cf. Proposition 2.1.6) le
long du morphisme f : Mα(π
′⊗EEm) −→ Dα(π′)r⊗EEm (cf. (122)) donne une suite
exacte courte de (ψ,Γ)-modules de Fre´chet sur R+Em :
0 −→ Dα(π′)r ⊗E Em −→ M˜α(π ⊗E Em) −→Mα(π′′ ⊗E Em) −→ 0
ou` M˜α(π ⊗E Em) de´f= (Dα(π′)r ⊗E Em)⊕f,Mα(π′⊗EEm) Mα(π ⊗E Em).
De´monstration. — Par le Corollaire 4.3.2, il suffit comme dans l’E´tape 1 au § 4.2
de montrer que, quitte a` augmenter m et r, la compose´e Mα(H
1(nα, π′′) ⊗E Em) →
Mα(π
′⊗E Em) f→ Dα(π′)r ⊗E Em est nulle. Comme dans la preuve de la Proposition
4.3.1, on distingue deux cas.
Cas 1 : P = Pα.
Par le Cas 1 dans la preuve de la Proposition 4.3.1 et un de´vissage sur la suite exacte
(131) (applique´e avec π′′), on a H1(nα, π′′)
∼→ H1(nα, πC) et donc Mα(H1(nα, πC)⊗E
Em)
∼→ Mα(H1(nα, π′′)⊗EEm). Mais il de´coule de (132) pour i = 1 avec la phrase qui
suit, (des re´fe´rences) du Cas 1 de la preuve de la Proposition 4.3.1 (cf. en particulier
la discussion pre´ce´dent [65, (4.100)]), de (27) et de Pβ ∩ Pα = B que l’on a un
morphisme d’image dense :
(140)
(
H1(n
α, π∨β ⊗U(pβ ,E) U(gl3, Em))⊗D(B(Qp),Em) D(Pα(Qp), Em)
)
(η)Nαm
−→Mα(H1(nα, πC)⊗E Em)
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ou` pβ est la Qp-alge`bre de Lie de Pβ(Qp). En se souvenant que πβ ≃ (L(−µ)Pα)w0 ⊗E
(π∞Pα)
w0 on a :
H1(n
α, π∨β ⊗U(pβ ,E) U(gl3, Em))
≃ H1(nα, (L−(µ)Pα)w0 ⊗U(pβ ,E) U(gl3, Em))⊗E (π∞Pα)w0
d’ou` on de´duit que l’action de Nα(Qp) est triviale sur H1(nα, π∨β ⊗U(pβ ,E) U(gl3, Em))
car elle est triviale sur chaque facteur (on utilise ici l’hypothe`se sur π∞Pα). Comme
Pα normalise N
α, on voit que l’action de Nα(Qp), et a fortiori de N
α
m, est aussi
triviale sur H1(n
α, π∨β ⊗U(pβ ,E)U(gl3, Em))⊗D(B(Qp),Em)D(Pα(Qp), Em). Cela implique
que le terme de gauche en (140) est nul (pour m tel que η|Nαm 6= 1), et donc aussi
Mα(H
1(nα, πC)⊗E Em) et Mα(H1(nα, π′′)⊗E Em).
Cas 2 : P = Pβ.
Par le Cas 2 de la preuve de la Proposition 4.3.1 et par la suite exacte (131) (applique´e
avec π′′), on a une suite exacte d’espaces de type compact munis d’une action lisse
de Nα(Qp) :
H0(nα, πC) −→ H1
(
nα,
(
c-Ind
Pα(Qp)w0Pα(Qp)
Pα(Qp)
πα
)an) −→ H1(nα, π′′) −→ H1(nα, πC).
L’action de Nα(Qp) e´tant triviale sur H i(nα, πC) pour tout i (cf. l’avant-dernier
paragraphe de la preuve de la Proposition 4.3.1), on en de´duit un isomorphisme
d’espaces de type compact (pour m≫ 0) :(
H1
(
nα,
(
c-Ind
Pα(Qp)w0Pα(Qp)
Pα(Qp)
πα
)an)⊗E Em)(η−1)Nαm ∼−→ (H1(nα, π′′)⊗E Em)(η−1)Nαm
et donc un isomorphisme :
(141) Mα
(
H1(nα, π′′)⊗E Em
) ∼−→Mα(H1(nα, ( c-IndPα(Qp)w0Pα(Qp)Pα(Qp) πα)an)⊗E Em).
Avec (136), il suffit donc de montrer que le morphisme dans F (ϕ,Γ)∞ :
Fα(π
′) −→ Fα
((
Ind
LPα(Qp)
LPα(Qp)∩P
−
β (Qp)
H1(nα, πNα)
)an)
est nul. Par le Lemme 4.1.1 et l’hypothe`se sur π′, il suffit (comme dans l’E´tape 1 au
§ 4.2) de montrer que le terme de droite est de la forme E∞(χ−ν)⊗E Hom(ϕ,Γ)(D,−)
pour un certain (ϕ,Γ)-module D et un caracte`re ν ∈ X(T ) distinct de λ et sα · λ.
Pour i ∈ Z notons :
πiNα
de´f
= H i(nα, πNα)
(138)≃ H i(nβ , L(−µ)Pβ)⊗E π∞Nα .
En de´composant :
LPα(Qp) = (LPα(Qp) ∩ B−(Qp))(LPα(Qp) ∩B(Qp))
∐ (LPα(Qp) ∩ B−(Qp))sα(LPα(Qp) ∩ B(Qp)),
on peut de´visser (Ind
LPα(Qp)
LPα(Qp)∩P
−
β (Qp)
πiNα)
an comme au § 3. La contribution de la cellule
ouverte donne Canc (Nα(Qp), π
i
Nα) comme au § 3.4, mais il faut ici faire attention a`
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l’action (135) de Nαm. Si δ ∈ {α, β} notons Nδ,m de´f= Nδ(Qp) ∩ Nm. Par un argument
comme pour le Lemme 3.4.3, on se rame`ne a` de´terminer lim
m→+∞
Fα,m(C
an(Nα,m, π
i
Nα)).
Soit γ
de´f
= α+ β = e1 − e3 (cf. Exemple 2.1.1), le caracte`re η e´tant trivial sur Nγ(Qp)
et l’action de Nγ(Qp) commutant a` celle de Nα(Qp) on a :
Can(Nα,m, π
i
Nα ⊗E Em)(η−1)Nγ,m ≃ Can
(
Nα,m, (π
i
Nα ⊗E Em)Nγ,m
)
et l’action de Nβ(Qp) commutant a` celle de Nα(Qp) dans le quotient N(Qp)/Nγ(Qp),
on de´duit :
Can(Nα,m, π
i
Nα ⊗E Em)(η−1)Nαm ≃ Can(Nα,m, Em)⊗Em
(
(πiNα ⊗E Em)(η−1)Nαm
)
.
Par [65, Th. 4.10] on a H1(nβ , L(−µ)Pβ) ≃ E(−sβ · µ), d’ou` (π1Nα ⊗E Em)(η−1)Nαm ≃
E(−sβ · µ) ⊗E (π∞Nα ⊗E Em)(η−1)Nαm . De plus, on ve´rifie facilement (en utilisant
η|Nγ(Qp) = 1) que l’on a :
lim
m→+∞
(π∞Nα ⊗E Em)(η−1)Nαm = (π∞Nα ⊗E E∞)(η−1)Nα(Qp)
∼→ (π∞Pβ ⊗E E∞)(η−1)NLPβ(Qp)
ou` le deuxie`me isomorphisme est induit par f 7→ f(1). Un argument comme
dans la preuve de la Proposition 3.4.4 donne alors lim
m→+∞
Fα,m(C
an(Nα,m, π
1
Nα)) ≃
E∞(χ−sβ ·µ)⊗E Hom(ϕ,Γ)(D,−) pour D convenable.
Lorsque i = 0, il suit de (134) que l’on a un isomorphisme (c-Ind
Pα(Qp)w0B(Qp)
Pα(Qp)
πα)
an ∼→
Canc (Nα(Qp), πNα) d’ou` on de´duit avec (136) :
(142)
(
c-Ind
Pα(Qp)w0B(Qp)
Pα(Qp)
πα
)an
[nα]
∼−→ Canc (Nα(Qp), π0Nα).
Par l’exactitude a` gauche de Fα et la Proposition 3.6.2 on sait que :
Fα
((
c-Ind
Pα(Qp)w0Pα(Qp)
Pα(Qp)
πα
)an
[nα]/
(
c-Ind
Pα(Qp)w0B(Qp)
Pα(Qp)
πα
)an
[nα]
)
→֒ Fα
((
Ind
GL3(Qp)
Pα(Qp)
πα
)an
/
(
c-Ind
Pα(Qp)w0B(Qp)
Pα(Qp)
πα
)an)
= 0
d’ou` par (136) et (142) :
(143) Fα
(
(Ind
LPα(Qp)
LPα(Qp)∩P
−
β (Qp)
π0Nα)
an/Canc (Nα(Qp), π
0
Nα)
)
= 0.
Mais les repre´sentations πiNα sont toutes de la forme : (caracte`re alge´brique)⊗Eπ∞Nα , et
il est clair que la nullite´ en (143) n’a rien a` voir avec le caracte`re alge´brique particulier
apparaissant dans π0Nα. Autrement dit on a pour tout i :
(144) Fα
(
(Ind
LPα(Qp)
LPα(Qp)∩P
−
β (Qp)
πiNα)
an/Canc (Nα(Qp), π
i
Nα)
)
= 0.
Par le paragraphe d’avant, on a donc en particulier :
E∞(χ−sβ ·µ)⊗E Hom(ϕ,Γ)(D,−) ≃ Fα(Canc (Nα(Qp), π1Nα))
∼−→ Fα
(
(Ind
LPα(Qp)
LPα(Qp)∩P
−
β (Qp)
π1Nα)
an
)
.
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Mais comme µ est par hypothe`se dominant par rapport a` B− ∩ LPβ , sβ · µ ne peut
plus l’eˆtre, et est donc toujours distinct de λ et sα · λ qui eux le sont. Cela ache`ve la
preuve du Cas 2.
Remarque 4.3.4. — La Proposition 4.3.3 reste en fait valable sans supposer que
l’action de LPα(Qp) sur π
∞
Pα se factorise par det. Il faut pour cela de´composer
Pα(Qp) = B(Qp)sαB(Qp) ∐ B(Qp) dans le Cas 1 et faire un de´vissage comme dans
le Cas 2 en proce´dant comme dans la preuve de la Proposition 3.6.2. Comme nous
nous limiterons a` la cate´gorie Cλ,α, nous n’aurons besoin que du cas de l’e´nonce´, qui
a l’avantage d’eˆtre plus court a` montrer. Par ailleurs (144) peut aussi se montrer di-
rectement par des conside´rations analogues a` celles de la preuve de la Proposition 3.6.2
(noter que, du point de vue du groupe GL3(Qp), on est sur la cellule Pα(Qp)sβB(Qp)).
4.4. Un scindage technique. — On de´montre un re´sultat technique de scindage
sur des (ψ,Γ)-module de Fre´chet sur R+E (Proposition 4.4.3 ci-dessous).
Lemme 4.4.1. — Soit B un module de Fre´chet sur R+E qui est un espace de Banach,
Mm pour m ≥ 1 des R+E-modules libres de rang fini et
∏
m≥1Mm le module de Fre´chet
sur R+E obtenu en prenant la topologie produit. Alors toute suite exacte (stricte) :
0 −→ B −→ V −→
∏
m≥1
Mm −→ 0
de modules de Fre´chet sur R+E ou` la topologie de V peut eˆtre de´finie par des semi-
normes q telles qu’il existe Cq ∈ R>0 ve´rifiant q(Xv) ≤ Cqq(v) pour tout v ∈ V est
scinde´e.
De´monstration. — La topologie de B est de´finie par une norme ‖−‖B et celle de V
par des semi-normes qk (pour k dans un ensemble de´nombrable) telles que qk(Xv) ≤
Cqkqk(v) pour tout k et tout v ∈ V . Comme la topologie de B est aussi de´finie par
les restrictions (qk|B)k, par [58, Cor. 6.2] il existe C1 ∈ R>0, t ∈ Z≥1 et k1, . . . , kt
tels que ‖b‖B ≤ C1max(qk1(b), . . . , qkt(b)) pour tout b ∈ B. Par ailleurs, pour toute
semi-norme continue q sur V , par [58, Cor. 6.2] (encore) il existe C2 ∈ R>0 tel que
q(b) ≤ C2‖b‖B pour tout b ∈ B. En appliquant cela a` q de´f= max(qk1 , . . . , qkt), on
voit que q induit une semi-norme sur B qui est e´quivalente a` la norme ‖ − ‖B (et
donc est une norme sur B). Notons que l’on a encore q(Xv) ≤ Cqq(v) (pour un
Cq ∈ R>0) pour tout v ∈ V . Notons M de´f=
∏
m≥1Mm, la semi-norme quotient q
sur M est continue, donc (toujours par [58, Cor. 6.2]) il existe C3 ∈ R>0 s ∈ Z≥1
et des semi-normes p1, . . . , ps sur M (dans une famille de´nombrable de semi-normes
de´finissant sa topologie) tels que q(x) ≤ C3max(p1(x), . . . , ps(x)) pour tout x ∈ M .
Mais par de´finition de la topologie produit ([58, § 5.D]), il existe un entier N ≫ 0
tel que pj |∏m≥N Mm = 0 pour tout j ∈ {1, . . . , s}, donc on a aussi q|∏m≥N Mm = 0.
Munissons maintenant V (resp. M) de la topologie localement convexe de´finie par la
seule semi-norme q (resp. q) et conside´rons le se´pare´-comple´te´ V̂q (resp. M̂q) associe´
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([58, § 7]). Il suit de la de´finition explicite de ce se´pare´-comple´te´ (cf. [58, p. 38]) et
du fait que q|B induit de´ja` la topologie de B que l’on a un diagramme commutatif de
suites exactes :
0 // B // V //
cq

M //
cq

0
0 // B // V̂q // M̂q
ou` les espaces en bas sont tous des espaces de Banach et ou` toutes les applications sont
continues. On en de´duit (avec [58, Cor. 8.7]) un isomorphisme d’espaces de Fre´chet
ker(cq)
∼→ ker(cq) ou` ker(cq) (resp. ker(cq)) s’identifie au noyau de la semi-norme
q (resp. q). Il suit facilement de q(X−) ≤ Cqq(−) que ker(cq) est un sous-R+E-
module de V et de q|∏
m≥N Mm
= 0 que l’on a une injection (stricte)
∏
m≥N Mm →֒
ker(cq) ≃ ker(cq) ⊆ V de modules de Fre´chet surR+E . On voit donc que la suite exacte
(stricte) de modules de Fre´chet sur R+E obtenue a` partir de celle de l’e´nonce´ par “pull-
back” le long de
∏
m≥N Mm →֒ M (cf. (i) du Lemme 3.2.2 et Remarque 3.2.3) est
scinde´e. En choisissant une section R+E-line´aire continue s :
∏
m≥N Mm →֒ V , on est
ramene´ a` montrer que la suite exacte courte (stricte) 0 −→ B → V/s(∏m≥N Mm)→∏
N>m≥1Mm → 0 de modules de Fre´chet sur R+E est aussi scinde´e (on obtient alors
un scindage de la suite exacte de l’e´nonce´ en conside´rant V ։ V/s(
∏
m≥N Mm) ≃
B ⊕ ∏N>m≥1Mm ։ B). Mais cela de´coule facilement du fait que ∏N>m≥1Mm
est libre de rang fini sur R+E (il suffit de relever une base sur R+E et d’utiliser [58,
Cor. 8.7]).
Remarque 4.4.2. — On peut montrer que le Lemme 4.4.1 est faux si l’on suppose
seulement que B est un module de Fre´chet sur R+E .
La suite du paragraphe est consacre´e a` la de´monstration de la proposition suivante.
Proposition 4.4.3. — Soit r ∈ Q>p−1, Dr un (ϕ,Γ)-module ge´ne´ralise´ sur RrE sans
torsion, Mm pour m ≥ 1 des R+E-modules libres de rang fini et
∏
m≥1Mm le module
de Fre´chet sur R+E obtenu en prenant la topologie produit. On suppose que M de´f=∏
m≥1Mm est muni d’une structure de (ψ,Γ)-module de Fre´chet sur R+E telle que,
pour tout m ≥ 1, Γ pre´serve Mm et ψ induit un morphisme de E-espaces vectoriels
Mm →Mm+1. Alors toute suite exacte (stricte) :
(145) 0 −→ Dr −→ V −→M −→ 0
de (ψ,Γ)-modules de Fre´chet sur R+E ou` la topologie de V peut eˆtre de´finie par des
semi-normes q telles qu’il existe Cq ∈ R>0 ve´rifiant q(Xv) ≤ Cqq(v) pour tout v ∈ V
devient scinde´e apre`s “push-out” le long de Dr → Dr′ pour r′ ≫ r.
Notons que le (ii) du Lemme 3.2.2 avec la Remarque 3.2.3 montrent que la suite
exacte obtenue apre`s “push-out” le long de Dr → Dr′ est encore une suite exacte
(stricte) de (ψ,Γ)-modules de Fre´chet sur R+E .
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Si C est un (ψ,Γ)-module de Fre´chet sur R+E , pour tout j ≥ 1 on a une application
R+E-line´aire qui commute a` Γ (cf. (25) pour j = 1) :
ψ˜j : C −→ R+E ⊗ϕj ,R+E C ≃ ⊕
pj−1
i=0 (1 +X)
i ⊗ C
v 7−→
pj−1∑
i=0
(1 +X)i ⊗ ψ
j((1 +X)p
j−iv)
(1 +X)
.(146)
Si C est un (ϕ,Γ)-module ge´ne´ralise´ sur RrE , l’application ψ˜j se factorise comme suit
(cf. (23) et (24) pour j = 1) :
(147) C
1⊗Id−→ RpjrE ⊗RrE C
(Id⊗ϕj)−1
∼−→ RpjrE ⊗ϕj ,RrE C
∼←− R+E ⊗ϕj ,R+E C.
Lemme 4.4.4. — Avec les notations et hypothe`ses de la Proposition 4.4.3, il suffit
de montrer l’existence d’un scindage de (145) pour les modules de Fre´chet sur R+E
sous-jacents, i.e. en oubliant ψ, Γ.
De´monstration. — On suppose que l’on a un scindage V ∼= Dr ⊕M de modules de
Fre´chet sur R+E , et il faut montrer que, quitte a` modifier ce scindage de R+E-modules
(en augmentant e´ventuellement r), on peut se ramener a` une situation ou` il est de
plus compatible aux actions de ψ et de Γ. On note γ un ge´ne´rateur topologique de
Γ, par continuite´ de l’action de Γ, il suffit de conside´rer les actions de ψ et γ.
Le morphisme ψ : Dr ⊕ M → Dr ⊕ M (resp. avec γ au lieu de ψ) induit le
morphisme E-line´aire (compose´) δψ : M →֒ Dr ⊕M ψ−→ Dr ⊕M ։ Dr (resp. avec
δγ au lieu de δψ). Par le meˆme argument que celui bornant le support de la compose´e
en (39) (qui utilise le fait que Dr est libre de rang fini), on obtient N ≫ 0 tel que
δψ|∏
m≥N Mm
= δγ|∏
m≥N Mm
= 0, autrement dit le “pull-back” de (145) le long de∏
m≥N Mm →֒
∏
m≥1Mm est scinde´ comme suite exacte de (ψ,Γ)-modules de Fre´chet
sur R+E .
Conside´rons alors la suite exacte (stricte) de (ψ,Γ)-modules de Fre´chet sur R+E :
0 −→ Dr −→ W −→
∏
N>m≥1
Mm −→ 0
ou`W
de´f
= V/
∏
m≥N Mm et
∏
N>m≥1Mm ≃
∏
m≥1Mm/
∏
m≥N Mm, donc par hypothe`se
ψN = 0 sur
∏
N>m≥1Mm. Le morphisme Ψ˜N en (146) induit alors avec (147) une
suite exacte ou` tous les morphismes sont R+E-line´aires et commutent a` Γ :
(148)
0 // DpNr //
≀

DpNr ⊕Dr W //
Ψ˜N

M //
0

0
0 // R+E ⊗ϕN ,R+E Dr // R
+
E ⊗ϕN ,R+E W // R
+
E ⊗ϕN ,R+E M // 0.
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Avec le lemme des serpents on en de´duit facilement un isomorphisme ker(Ψ˜N)
∼→M .
C’est un exercice de ve´rifier que ker(Ψ˜N) est stable par ψ (manipuler les e´galite´s
ψN((1+X)p
N−iv) = 0 pour tout i en (146)) et il est clairement stable par Γ. Comme
DpNr ⊕Dr W → M commute a` ψ, on en de´duit finalement une injection R+E-line´aire
continue M →֒ DpNr ⊕Dr W qui commute a` ψ et Γ. En argumentant comme a`
l’avant-dernie`re phrase de la preuve du Lemme 4.4.1, on obtient le scindage cherche´
en remplac¸ant r par pNr.
On de´montre maintenant l’existence d’un scindage de (145) pour les modules de
Fre´chet sur R+E sous-jacents.
Pour r ∈ Q>p−1 et s > r dans Q, on ve´rifie facilement que l’on a ϕ(R[r,s]E ) ⊆ R[pr,ps]E
ou` R[r,s]E est la E-alge`bre affino¨ıde de Banach de´finie dans la preuve du Lemme 2.2.1
et ϕ est le Frobenius (induit par ϕ(X) = (1 +X)p − 1), ainsi que R[pr,ps]E ≃ ⊕p−1i=0 (1 +
X)iϕ(R[r,s]E ). Par extension des scalaires de RprE a` R[pr,ps]E sur (19) on de´duit un
isomorphisme R[pr,ps]E -line´aire ou` D[r′,s′] de´f= R[r
′,s′]
E ⊗RrE Dr pour s′ > r′ ≥ r :
(149) Id⊗ϕ : R[pr,ps]E ⊗ϕ,R[r,s]E D[r,s]
∼−→ D[pr,ps]
et l’on a comme en (23) un ope´rateur encore note´ ψ : D[r,ps] → D[r,s] commutant a` Γ
de´fini comme la compose´e :
(150) D[r,ps] −→ D[pr,ps]
(Id⊗ϕ)−1
∼−→ R[pr,ps]E ⊗ϕ,R[r,s]E D[r,s]
pr0−→ D[r,s].
De plus, les fle`ches de restriction induisent des diagrammes commutatifs e´vidents
quand s grandit qui, lorsque l’on prend la limite projective pour s→ +∞ sur (150),
redonnent (23). Comme en (147) (pour j = 1) on note :
(151) ψ˜ : D[r,ps] −→ R[pr,ps]E ⊗ϕ,R[r,s]E D[r,s]
∼←− R+E ⊗ϕj ,R+E D[r,s]
(ou` la premie`re fle`che est la compose´e des deux fle`ches de gauche en (150)) qui est
R+E-line´aire, commute a` Γ et redonne (147) pour j = 1 quand on prend la limite
projective pour s→ +∞.
Pour tout n ≥ 1 soit In de´f= [r, pnr], par le (ii) du Lemme 3.2.2 et la Remarque
3.2.3 on a des suites exactes strictes 0 → DIn → DIn ⊕Dr V → M → 0 de modules
de Fre´chet sur R+E et deux se´ries de diagrammes commutatifs de R+E-modules pour
n ≥ 2 (la premie`re induite par les restrictions et la deuxie`me par (151) et (146)) :
(152)
0 // DIn //

DIn ⊕Dr V //

M // 0
0 // DIn−1 // DIn−1 ⊕Dr V // M // 0
UN PROBLE`ME DE COMPATIBILITE´ LOCAL-GLOBAL LOCALEMENT ANALYTIQUE 91
(153)
0 // DIn //
ψ˜

DIn ⊕Dr V
//
ψ˜

M //
ψ˜

0
0 // R+E ⊗ϕ,R+
E
DIn−1
// R+E ⊗ϕ,R+
E
(DIn−1 ⊕Dr V )
// R+E ⊗ϕ,R+
E
M // 0.
De plus une chasse au diagramme e´vidente sur (152) donne :
V
∼−→ lim
←−
n→+∞
DIn ⊕Dr V.
Par le Lemme 4.4.1 (que l’on peut appliquer car DIn est un espace de Banach), on
a pour n ≥ 1 des scindages de R+E-modules DIn ⊕Dr V ≃ DIn ⊕M et pour n ≥ 2
on de´finit δnres : M →֒ DIn ⊕M → DIn−1 ⊕ M ։ DIn−1 . L’application continue
δnres : M =
∏
m≥1Mm → DIn−1 est toujours nulle en restriction a` tous les Mm sauf
un nombre fini par l’argument de support qui suit (39). On voit avec (152) qu’il suffit
de montrer que l’on peut modifier ces scindages a` chaque cran n pour n suffisamment
grand de sorte que δnres = 0.
Pour n ≥ 2 on de´finit mn de´f= max{m ≥ 1, δnres|Mm 6= 0}. Si la suite mn est borne´e
quand n→ +∞, alors il existe N ≫ 0 tel que δnres|∏m≥N Mm = 0 pour tout n ≥ 2, i.e.
le “pull-back” de (145) le long de
∏
m≥N Mm →֒ M est scinde´ comme suite exacte de
modules de Fre´chet sur R+E , et le meˆme argument qu’a` la fin de la preuve du Lemme
4.4.1 donne alors un scindage de (145) (pour les structures de modules de Fre´chet sur
R+E). On suppose donc que la suite mn n’est pas borne´e.
Le meˆme argument de support que pour δnres donne que pour n ≥ 2 la compose´e :
δnψ˜ :M →֒ DIn ⊕M ψ˜→R+E ⊗ϕ,R+E DIn−1 ⊕R
+
E ⊗ϕ,R+E M ։ R
+
E ⊗ϕ,R+E DIn−1
est nulle sur tous les Mm sauf un nombre fini. On de´finit j2
de´f
= max{m ≥ 1, δ2ψ˜|Mm 6=
0} (seule valeur dont on aura besoin). On note n2 le plus petit entier≥ 3 tel quemn2 >
max{j2, m2} (comme la suite (mn)n≥2 n’est pas borne´e un tel entier existe bien). On a
en particulier mn ≤ max{j2, m2} ≤ mn2−1 pour tout 2 ≤ n < n2. On va montrer que
l’on peut modifier le scindage DIn2 ⊕Dr V ≃ DIn2 ⊕M au cran n2 de fac¸on a` diminuer
strictement la valeur de mn2 . Pour cela, il suffit de montrer que (δn2res)(Mmn2 ) ⊆
DIn2 ⊆ DIn2−1 (rappelons qu’a priori on a seulement (δn2res)(Mmn2 ) ⊆ DIn2−1). En
effet, on peut alors modifier une base surR+E deMmn2 dans DIn2⊕M par des e´le´ments
de DIn2 de sorte que le nouveau scindage au cran n2 ve´rifie (δn2res)|Mmn2 = 0.
Pour cela, conside´rons le diagramme commutatif :
(154)
DIn2 ⊕Mmn2
ψ˜ //

R+E ⊗ϕ,R+E DIn2−1 ⊕R
+
E ⊗ϕ,R+E Mmn2+1

DI2 ⊕Mmn2
ψ˜ // R+E ⊗ϕ,R+E DI1 ⊕R
+
E ⊗ϕ,R+E Mmn2+1
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ou` la fle`che verticale a` gauche (resp. a` droite) est la restriction du cran n2 au cran 2
(resp. du cran n2−1 au cran 1). Comme mn2 > j2, par de´finition de j2 l’application ψ˜
du bas respecte les sommes directes a` gauche et a` droite. Commemn2 > mn, et donc a
fortiori mn2 +1 > mn, pour 2 ≤ n ≤ n2−1, la fle`che verticale de droite respecte aussi
les sommes directes en haut et en bas. On en de´duit un diagramme commutatif de
R+E-modules (ou` δres est la compose´e Mmn2 ⊆ DIn2 ⊕Mmn2 → DI2 ⊕Mmn2 ։ DI2) :
Mmn2
δn2 ψ˜ //
δres

R+E ⊗ϕ,R+E DIn2−1 _

DI2
ψ˜ // R+E ⊗ϕ,R+E DI1
qui montre que (δres)(Mmn2 ) ⊆ ψ˜−1(R+E ⊗ϕ,R+E DIn2−1) ⊆ DI2 (en voyant R
+
E ⊗ϕ,R+E
DIn2−1 comme sous-R+E-module de R+E ⊗ϕ,R+E DI1). Le diagramme commutatif de
R+E-modules (carte´sien puisque les applications verticales sont injectives) :
DpIn2−1
∼ //
 _

R+E ⊗ϕ,R+E DIn2−1 _

DpI1
∼ // R+E ⊗ϕ,R+E DI1
ou` pIn
de´f
= [pr, pn+1r] implique ψ˜−1(R+E⊗ϕ,R+E DIn2−1) = DI2 ∩DpIn2−1 ou` l’intersection
est dans DpI1. Comme {p−1/r ≤ | · | ≤ p−1/p2r} ∪ {p−1/pr ≤ | · | ≤ p−1/pn2r} est un
recouvrement affino¨ıde de {p−1/r ≤ | · | ≤ p−1/pn2r}, on a DI2∩DpIn2−1 = DIn2 ⊆ DpI1.
On en de´duit (δres)(Mmn2 ) ⊆ DIn2 ⊆ DI2. Comme mn2 > mn pour 2 ≤ n ≤ n2 − 1,
cela implique bien (δn2res)(Mmn2 ) ⊆ DIn2 dans DIn2−1 .
On peut alors recommencer tout le raisonnement pre´ce´dent avec ce nouveau
scindage DIn2 ⊕Dr V ≃ DIn2 ⊕ M au cran n2. On obtient une nouvelle suite m′n,
qui est e´gale a` mn pour n < n2 et n > n2 + 1, et une nouvelle valeur n
′
2, et
on voit que l’on est dans l’une des deux situations suivantes : soit n′2 = n2 et
max{j2, m2} < m′n2 < mn2 , soit n′2 > n2 et m′n2 ≤ max{j2, m2}. Puis on recommence
encore etc. Par re´currence, on voit que l’on obtient au bout du compte un scindage
DIn ⊕Dr V ≃ DIn ⊕M pour tout n ≥ 1 tel que mn ≤ max{j2, m2} pour tout n ≥ 2.
Autrement dit on est ramene´ a` la situation ou` la suite mn est borne´e quand n→ +∞,
qui a e´te´ traite´e au de´but du cas Dr libre.
Remarque 4.4.5. — (i) L’argument ci-dessus du scindage de (145) pour les R+E-
modules sous-jacents reste valable si l’on a un entier C ≥ 0 tel que ψ : Mm →
Mm ⊕ Mm+1 ⊕ · · · ⊕ Mm+C pour tout m ≥ 1 (au lieu de ψ : Mm → Mm+1) en
remplac¸ant Mmn2+1 par Mmn2 ⊕ · · · ⊕Mmn2+C dans (154).
(ii) On peut montrer que la Proposition 4.4.3 et le Lemme 4.4.4 restent vrais sans
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supposer que Dr est libre, mais cela ne´cessite d’autres arguments (en particulier pour
la preuve du Lemme 4.4.4).
4.5. Un deuxie`me scindage technique. — On de´montre un autre re´sultat tech-
nique de scindage dans le cas G = GL3 (Proposition 4.5.5 ci-dessous).
On conserve les notations des §§ 4.1 et 4.3, en particulier G = GL3 et B = Borel
supe´rieur. Soit π = (Ind
G(Qp)
P−(Qp)
πP )
an avec P ∈ {Pα, Pβ} et πP = L(−µ)P ⊗E π∞P
comme dans la Proposition 4.3.1 et sa preuve. On rappelle que, si P = Pα, on a la
suite exacte (131) dans RepanE (B(Qp)) :
0 −→ Canc (Nα(Qp), πPα) −→ π −→ πC −→ 0,
et si P = Pβ, on a l’analogue de (131) avec (134) :
0 −→ ( IndLPα (Qp)LPα (Qp)∩B−(Qp) πNα)an −→ π −→ πC −→ 0
ou` πNα = (c-Ind
Nα(Qp)
Nα(Qp)∩P
−
β (Qp)
πPβ)
an. Comme dans la Proposition 4.3.3, on suppose
de plus que l’action de LPα(Qp) sur π
∞
Pα se factorise par det : LPα(Qp)→ Q×p ×Q×p .
Lemme 4.5.1. — Soit m ∈ Z≥0.
(i) Si P = Pα, on a Mα(π ⊗E Em) ∼→ Mα(Canc (Nα(Qp), πPα)⊗E Em).
(ii) Si P =Pβ et η|Nαm 6= 1, on aMα(π⊗EEm)
∼→Mα((IndLPα(Qp)LPα(Qp)∩B−(Qp) πNα)
an⊗EEm).
De´monstration. — (i) C’est la meˆme preuve qu’au de´but du Cas 1 de la preuve de
la Proposition 4.3.3 mais avec H0(nα,−) au lieu de H1(nα,−). (ii) C’est la meˆme
preuve que (141) mais avec (encore) H0(nα,−) au lieu de H1(nα,−).
On suppose maintenant P = Pβ jusqu’a` la fin de ce paragraphe. Rappelons que
l’on a un diagramme commutatif dans RepanE (B(Qp)) ou` toutes les injections sont
strictes :
Canc (Nα(Qp), πNα)
  //
(
Ind
LPα(Qp)
LPα(Qp)∩B
−(Qp)
πNα
)an
Canc (Nα(Qp), π
0
Nα)
  //
?
OO
(
Ind
LPα(Qp)
LPα(Qp)∩B
−(Qp)
π0Nα
)an?
OO
et ou` π0Nα = H
0(nβ , L(−µ)Pβ) ⊗E π∞Nα = E(−µ) ⊗E (c-IndN
α(Qp)
Nα(Qp)∩P
−
β (Qp)
π∞Pβ)
∞ (cf.
(134) et ce qui suit pour l’action de B(Qp)). Rappelons de plus que π0Nα est muni
d’une action lisse de Nα(Qp) par translation a` droite sur les fonctions sur Nα(Qp) (et
action triviale sur E(−µ)). Par (136) pour i = 0 et (142), avec (26) et la Proposition
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2.1.6, on en de´duit un diagramme commutatif de (ψ,Γ)-modules de Fre´chet sur R+Em :
(155)
Mα
(
Canc (Nα(Qp), πNα)⊗E Em
)
Mα
(
(Ind
LPα(Qp)
LPα(Qp)∩B
−(Qp)
πNα)
an ⊗E Em
)
oooo
Mα
(
Canc (Nα(Qp), π
0
Nα)⊗E Em
)
Mα
(
(Ind
LPα(Qp)
LPα(Qp)∩B
−(Qp)
π0Nα)
an ⊗E Em
)
.oooo
Comme l’action du groupe compact Nαm sur H
0(nα, (Ind
LPα (Qp)
LPα (Qp)∩B
−(Qp)
πNα)
an) ≃
(Ind
LPα(Qp)
LPα(Qp)∩B
−(Qp)
π0Nα)
an est lisse, le noyau de la surjection du bas en (155) est
exactement Mα(π
0
C ⊗E Em) ou` π0C de´f= (IndLPα(Qp)LPα(Qp)∩B−(Qp) π
0
Nα)
an/Canc (Nα(Qp), π
0
Nα).
On utilisera l’isomorphisme :
(156) (Ind
LPα(Qp)
LPα(Qp)∩B
−(Qp)
π0Nα)
an ∼−→ (IndLPα(Qp)LPα(Qp)∩B(Qp) π
0,sα
Nα )
an, F 7−→
(
lα 7→ F (sαlα)
)
ou` lα ∈ LPα(Qp)∩B(Qp) agit sur π0,sαNα par l’action de sαlαsα sur π0Nα (cf. (133)). Cet
isomorphisme commute aux actions de LPα(Qp) (par translation a` droite des deux
coˆte´s) et aux actions de Nα(Qp) en de´finissant cette dernie`re sur le membre de droite
comme suit (cf. (135)) :
(157) (nαF )(lα) = (sαlαn
αl−1α sα)(F (lα)), n
α ∈ Nα(Qp), lα ∈ LPα(Qp)
et en remarquant que sαN
α(Qp)sα = Nα(Qp).
Lemme 4.5.2. — On a un isomorphisme d’espaces de Fre´chet Mα(π
0
C ⊗E Em) ≃
Mα(π
0,sα
Nα ⊗E Em)⊗̂ED(N−α (Qp), E){1} ou` N−α de´f= LPα ∩N−.
De´monstration. — Par (156), le (i) du Lemme 3.5.1 puis le Lemme 3.5.2 applique´s
avec G = LPα et P = LPα ∩ B, on a un isomorphisme d’espaces de Fre´chet (π0C)∨ ≃
(π0,sαNα )
∨⊗̂ED(N−α (Qp), E){1}.
Explicitons d’abord l’action deNα(Qp) sur (π
0,sα
Nα )
∨⊗̂ED(N−α (Qp), E){1}. Le plonge-
ment ferme´ de varie´te´s localement Qp-analytiques Nα(Qp) × N−α (Qp) →֒ Nα(Qp) ×
LPα(Qp) ≃ Pα(Qp) induit par [45, Prop. 1.1.2] et [62, Prop. A.3] une immersion
ferme´e d’espaces localement convexes :
D(Nα(Qp), E)⊗̂ED(N−α (Qp), E) →֒D(Nα(Qp), E)⊗̂ED(LPα(Qp), E)≃D(Pα(Qp), E)
et l’e´galite´ nαlα(n
α)−1 = (nα(lα(n
α)−1l−1α ))lα ∈ Nα(Qp)lα pour (nα, lα) ∈ Nα(Qp) ×
LPα(Qp) montre que la conjugaison par δnα dans D(Pα(Qp), E) pre´serve le sous-espace
D(Nα(Qp), E)⊗̂ED(N−α (Qp), E), et donc aussi (via le Lemme 3.2.8) le sous-espace
D(Nα(Qp), E){1}⊗̂ED(N−α (Qp), E){1}. En voyant (π0,sαNα )∨ comme D(Nα(Qp), E)-
module se´pare´ment continu via l’action de Nα(Qp) sur π
0,sα
Nα comme dans le terme
de droite de (157), on ve´rifie facilement que l’action (a` gauche) de nα ∈ Nα(Qp) sur
(π0,sαNα )
∨⊗̂ED(N−α (Qp), E){1} par multiplication a` droite par δ−1nα s’obtient (de manie`re
UN PROBLE`ME DE COMPATIBILITE´ LOCAL-GLOBAL LOCALEMENT ANALYTIQUE 95
similaire a` (86)) en envoyant v ⊗ µ vers (via le Lemme 3.2.1) :
(158) nα(v)⊗ δnαµδ−1nα
∈ (π0,sαNα )∨⊗̂D(Nα(Qp),E){1}
(
D(Nα(Qp), E){1}⊗̂ED(N−α (Qp), E){1}
)
≃ (π0,sαNα )∨⊗̂ED(N−α (Qp), E){1}
(pour nα(v) = vδ−1nα , voir les conventions juste avant (86)). Soit x ∈ n−α (= la Qp-
alge`bre de Lie de N−α (Qp)) et n
α ∈ Nα(Qp), on ve´rifie que nαx(nα)−1 − x ∈ nα dans
pα (= la Qp-alge`bre de Lie de Pα(Qp)). En utilisant [n
α, n−α ] ⊆ nα dans pα et le fait
que nα agit par 0 sur (π0,sαNα )
∨, on en de´duit que si µ ∈ U(n−α , E) ⊆ D(N−α (Qp), E){1},
on a w ⊗ δnαµδ−1nα = w ⊗ µ dans (π0,sαNα )∨⊗̂ED(N−α (Qp), E){1} pour tout w ∈ (π0,sαNα )∨.
Comme (π0,sαNα )
∨ ⊗E U(n−α , E) est dense dans (π0,sαNα )∨⊗̂ED(N−α (Qp), E){1} par [45,
Prop. 1.2.8] et le Lemme 3.2.4, on en de´duit finalement que l’action de Nα(Qp) sur
(π0,sαNα )
∨⊗̂ED(N−α (Qp), E){1} est juste donne´e par l’action sur le “facteur” (π0,sαNα )∨.
Si 0 → V ′ → V → V ′′ est une suite exacte stricte de E-espaces vectoriels de
Fre´chet (i.e. V → V ′′ est d’image ferme´e), alors par [65, Lem. 4.13] pour tout E-
espace vectoriel de Fre´chet W on a encore une suite exacte stricte 0 → V ′⊗̂EW →
V ⊗̂EW → V ′′⊗̂EW d’espaces de Fre´chet. En utilisant que π0,sαNα est muni de la
topologie localement convexe la plus fine puis en dualisant, on ve´rifie aise´ment que
l’on a des suites exactes strictes d’espaces de Fre´chet pour tout x ∈ Nαm :
0 −→ ((π0,sαNα )∨ ⊗E Em)(η)x=1 −→ (π0,sαNα ⊗E Em)∨(η)
x−Id−→ (π0,sαNα ⊗E Em)∨(η)
qui restent donc exactes apre`s ⊗̂ED(N−α (Qp), E){1}. En de´vissant Nαm comme dans la
preuve du Lemme 2.1.3 (en fait, ici Nαm est meˆme commutatif), on de´duit alors facile-
ment de tout ce qui pre´ce`de (π0,sαNα ⊗E Em)∨(η)N
α
m⊗̂ED(N−α (Qp), E){1} ∼→ ((π0,sαNα ⊗E
Em)
∨⊗̂ED(N−α (Qp), E){1})(η)Nαm, d’ou` le re´sultat.
Soit yα = ( 0 01 0 ) (vu dans gl3) une base du E-espace vectoriel n
−
α ⊗Qp E, de sorte
que U(n−α , E) = ⊕n≥0Eynα = E[yα]. Par [45, Prop. 1.2.8] on a :
D(N−α (Qp), E){1} ≃
{∑
n≥0
any
n
α, an ∈ E, ∀ r ∈ Q>0 |an|r−n → 0 qd n→ +∞
}
.
De manie`re e´quivalente, D(N−α (Qp), E){1} est le comple´te´ de U(n
−
α , E) pour les semi-
normes qr(
∑N
n=0 any
n
α)
de´f
= supn |an|r−n ou` r ∈ Q>0, ou de manie`re e´quivalente pour
les qrm avec (rm)m une suite de´nombrable (quelconque) tendant vers 0 dans Q>0. Si
W est un E-espace vectoriel de Fre´chet, on note :
W{{yα}} de´f=
{∑
n≥0
wn ⊗ ynα, wn ∈ W, ∀ q, ∀ r ∈ Q>0 q(wn)r−n → 0 qd n→ +∞
}
ou` q parcourt les semi-normes continues sur W . C’est aussi un E-espace vectoriel de
Fre´chet pour les semi-normes supn≥0 q(vn)r
−n.
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Lemme 4.5.3. — On a un isomorphisme de E-espaces vectoriels de Fre´chet :
W ⊗̂ED(N−α (Qp), E){1} ≃W{{yα}}.
De´monstration. — Munissons U(n−α , E) de la topologie induite par D(N
−
α (Qp), E){1},
alors il re´sulte de [58, Cor. 17.5(ii)], de [58, Lem. 7.3] avec le Lemme 3.2.4, et de la
proprie´te´ universelle du se´pare´-comple´te´ ([58, Prop. 7.5]) que W ⊗̂ED(N−α (Qp), E){1}
s’identifie au comple´te´ de W ⊗E,π U(n−α , E), c’est-a`-dire par [58, Lem. 17.2] au
comple´te´ de W ⊗E U(n−α , E) pour les semi-normes produit tensoriel q ⊗ qr pour
r ∈ Q>0 et q semi-norme continue sur W . Mais en appliquant [58, Lem. 17.3]
avec V
de´f
= U(n−α , E), vi
de´f
= yiα (et W
de´f
= W !), et par l’argument de la preuve de [58,
Prop. 17.4(i)], on a pour tout N ≥ 0 et tout wn ∈ W , 0 ≤ n ≤ N :
q ⊗ qr
( N∑
n=0
wn ⊗ ynα
)
= sup
n
q(wn)qr(y
n
α) = sup
n
q(vn)r
−n
d’ou` on de´duit que le comple´te´ de W ⊗E,π U(n−α , E) s’identifie a` W{{yα}}.
Pour alle´ger les notations, on pose dans la suite M
de´f
= Mα(π
0
C ⊗E Em) et Mα de´f=
Mα(π
0,sα
Nα ⊗E Em), de sorte que, par le Lemme 4.5.2 et le Lemme 4.5.3, on a M ≃
Mα{{yα}}. On rappelle que t = log(1 +X) ∈ R+E (§ 2.2).
Lemme 4.5.4. — Pour N ∈ Z≥0, le E-espace vectoriel Mα ⊗E (E ⊕ Eyα ⊕ · · · ⊕
EyNα ) est un sous-R+E-module de Mα⊗̂ED(N−α (Qp), E){1} stable par ψ et Γ tel que
tN+1(Mα ⊗E (E ⊕ Eyα ⊕ · · · ⊕ EyNα )) = 0.
De´monstration. — L’action de LPα(Qp)∩B(Qp) sur (π0,sαNα )∨⊗̂ED(N−α (Qp), E){1} est
analogue a` (158) en se souvenant que (π0,sαNα )
∨ est un D(LPα(Qp)∩B(Qp), E)-module
via (133) (conjugue´ par sα). Par ailleurs un calcul donne dans la Qp-alge`bre de Lie
lPα de LPα(Qp) en notant nα(x)
de´f
= ( 1 x0 1 ) ∈ Nα(Qp) et hα de´f= ( 1 00 −1 ) ∈ lPα (ou` l’on n’a
e´crit que ce qui concerne le facteur GL2) :
(159) nα(x)yαnα(−x)− (yα + xhα) ∈ nα.
On en de´duit facilement la premie`re assertion. Pour la deuxie`me, il suffit de montrer
t(w ⊗E yNα ) ∈Mα ⊗E (E ⊕ Eyα ⊕ · · · ⊕EyN−1α ) pour tout w ∈ Mα. Comme la suite
p−nϕn(X) = p−n((1 + X)p
n − 1) converge dans R+E vers t quand n tend vers +∞,
il suffit de montrer que la limite de p−nϕn(X)(w ⊗E yN) quand n → +∞ dans le
R+E-module continu Mα⊗̂ED(N−α (Qp), E){1} tombe dans le sous-espace Mα ⊗E (E ⊕
Eyα ⊕ · · · ⊕ EyN−1α ). En utilisant les crochets de Lie habituels dans lPα, on de´duit
facilement de (159) :
p−n(1 +X)p
n
(w ⊗ yNα ) = p−n
(
(1 +X)p
n
w ⊗ nα(pn)yNα nα(−pn)
)
∈ (p−n(1 +X)pnw)⊗ yNα +Mα ⊗E (E ⊕ Eyα ⊕ · · · ⊕ EyN−1α )
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d’ou` le re´sultat puisque lim
n→+∞
((p−n(1 + X)p
n
w) ⊗ yNα − p−nw ⊗ yNα ) = tw ⊗ yNα =
0 (car t(π0,sαNα )
∨ = 0) et Mα ⊗E (E ⊕ Eyα ⊕ · · · ⊕ EyN−1α ) est ferme´ dans
Mα⊗̂ED(N−α (Qp), E){1} (p. ex. par le Lemme 4.5.3).
Le but de la suite du paragraphe est de montrer la proposition suivante.
Proposition 4.5.5. — Soit m ∈ Z≥0, r ∈ Q>p−1 et Dr un (ϕ,Γ)-module sans
torsion sur RrEm. Alors toute suite exacte (pour M comme ci-dessus) :
(160) 0 −→ Dr −→ V −→M −→ 0
de (ψ,Γ)-modules de Fre´chet sur R+Em, ou` la topologie de V peut eˆtre de´finie par des
semi-normes q telles que ∀ S ∈ R+Em il existe Cq,S ∈ R>0 ve´rifiant q(Sv) ≤ Cq,Sq(v)
pour tout v ∈ V , devient scinde´e apre`s “push-out” le long de Dr → Dr′ pour r′ ≫ r.
On commence par un cas particulier utile de la Proposition 4.5.5.
Lemme 4.5.6. — Avec les notations et hypothe`ses de la Proposition 4.5.5, sup-
posons de plus que pour tout N ≥ 0 le “pull-back” VN de (160) le long de MN de´f=
Mα ⊗E (E ⊕Eyα ⊕ · · · ⊕EyNα ) →֒ M est une suite exacte scinde´e de (ψ,Γ)-modules
de Fre´chet sur R+Em. Alors la suite exacte (160) est aussi scinde´e.
De´monstration. — E´tape 1
Pour N ≥ 0, on a donc par hypothe`se un isomorphisme VN ≃ Dr ⊕ MN . Soit
x ∈ MN , si x̂ est un releve´ quelconque de x dans V (ou de manie`re e´quivalente VN),
on a tN+1x̂ ∈ tN+1Dr (puisque tN+1MN = 0 par le Lemme 4.5.4), de sorte que l’on
peut de´finir :
(161) s(x)
de´f
= x̂− 1
tN+1
(tN+1x̂) ∈ VN ⊆ V
ou` 1
tN+1
(tN+1x̂) ∈ Dr. On ve´rifie facilement que s(x) ne de´pend pas de N tel que
x ∈MN et de´finit ainsi une application s : Mα[yα]→ V ou` Mα[yα] de´f= ∪N≥0MN ⊆M
et on ve´rifie aussi facilement qu’elle est R+E-line´aire et commute a` ψ et Γ. Nous allons
montrer qu’elle s’e´tend par continuite´ (de manie`re ne´cessairement unique) a` M =
Mα{{yα}} et que l’application s : M → V obtenue est continue (automatiquement
R+E-line´aire et commutant a` ψ et Γ).
Soit s > r dans Q>0, R[r,s]Em l’alge`bre de Banach dans la preuve du Lemme 2.2.1
et D[r,s]
de´f
= Dr ⊗RrEm R
[r,s]
Em
. On note ps une norme sur R[r,s]Em et on note encore ps la
norme “somme directe” induite sur le Banach D[r,s]. Par le (ii) du Lemme 3.2.2 et la
Remarque 3.2.3 on a des suites exactes strictes 0→ D[r,s] → D[r,s]⊕Dr V → M → 0 de
modules de Fre´chet sur R+E , et comme pour (152) on a un isomorphisme topologique
V
∼→ lim
←−
s→+∞
D[r,s] ⊕Dr V , de sorte qu’il suffit de montrer que la compose´e Mα[yα] →
V → D[r,s]⊕Dr V se prolonge par continuite´ a` Mα{{yα}} et que l’application obtenue
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est continue. Changeant de notations, on note V l’espace de Fre´chet D[r,s] ⊕Dr V ,
s :Mα[yα]→ V la compose´e ci-dessus (ne pas confondre s ∈ Q>0 et la section s !) et
VN le “pull-back” de V le long de MN →֒M .
Par hypothe`se la topologie de V peut eˆtre de´finie par des semi-normes qk (pour
k dans un ensemble de´nombrable) telles que qk(tv) ≤ Cqk,tqk(v) pour tout k et tout
v ∈ V (ou` Cqk,t ∈ R>0). Nous allons montrer que si
∑
n≥0wn ⊗ ynα ∈ M alors
qk(s(wn ⊗ ynα))→ 0 quand n→ +∞.
E´tape 2
L’ide´al tR[r,s]Em est ferme´ dans R[r,s]Em et on le munit de la topologie induite. La multi-
plication par 1/t : tR[r,s]Em → R[r,s]Em e´tant continue (utiliser p. ex. [61, Prop. 2.1(iii)]),
si ps est une norme sur R[r,s]Em de´finissant sa topologie il existe cs ∈ R>0 tel que
ps(
1
t
x) ≤ csps(x) pour tout x ∈ tR[r,s]Em . Comme la topologie de D[r,s] est aussi de´finie
par les restrictions (qk|D[r,s])k (car l’injection D[r,s] →֒ V est stricte), par [58, Cor. 6.2]
(encore) applique´ avec V = D[r,s] et q = ps, il existe Ds ∈ R>0, t ∈ Z≥1 et k1, . . . , kt
tels que pour tout d ∈ D[r,s] on a :
(162) ps(d) ≤ Dsmax(qk1(d), . . . , qkt(d)).
Fixons qk une semi-norme comme a` la fin de l’E´tape 1, par [58, Cor. 6.2] applique´
avec V = D[r,s] et q = qk|D[r,s] , il existe enfin Ck ∈ R>0 tel que qk(d) ≤ Ckps(d) pour
tout d ∈ D[r,s].
Conside´rons la semi-norme continue q
de´f
= max(qk, qki, i ∈ {1, . . . , t}) sur V et soit q
la semi-norme sur M quotient de q, comme V ։ M est une surjection topologique, q
est une semi-norme continue sur M (cf. [58, § 5.B]). Par [58, Cor. 6.2] applique´ avec
V = M et q = q, il existe Bk ∈ R>0, u ∈ Z≥1, χ1, . . . , χu des semi-normes continues
sur Mα et r1, . . . , ru ∈ Q>0 tels que pour tout x =
∑
n≥0wn⊗ ynα ∈M =Mα{{yα}} :
q(x) ≤ Bkmax
(
sup
n
χ1(wn)r
−n
1 , . . . , sup
n
χu(wn)r
−n
u
)
.
Soit n ∈ Z≥0. Si q(wn ⊗ ynα) 6= 0, alors par de´finition de q il existe ŵn ⊗ ynα ∈ V
relevant wn ⊗ ynα ∈M tel que :
(163) q(ŵn⊗ynα)≤Bkmax
(
χ1(wn)r
−n
1 , . . . , χu(wn)r
−n
u
)
≤Bkmax
(
χ1(wn), . . . , χu(wn)
)
r−nk
ou` rk
de´f
= min(r1, . . . , ru). Si χi(wn) = 0 pour i ∈ {1, . . . , u}, ce qui implique q(wn ⊗
ynα) = 0, en e´crivant Vn ≃ D[r,s] ⊕Mn, il existe une suite (dm)m dans D[r,s] telle que
q(dm + wn ⊗ ynα)→ 0 quand m→ +∞, donc a fortiori qki(dm + wn ⊗ ynα)→ 0 quand
m→ +∞ pour tout i ∈ {1, . . . , t}. Avec (162) on en de´duit facilement que (dm)m est
une suite de Cauchy dans le Banach D[r,s], donc converge vers un e´le´ment d ∈ D[r,s].
Posant ŵn ⊗ ynα de´f= d+wn⊗ynα ∈ D[r,s]⊕Mn, par continuite´ de q on a q(ŵn ⊗ ynα) = 0.
On en de´duit finalement dans tous les cas et pour tout n ≥ 0 :
(164) qk(ŵn ⊗ ynα) ≤ q(ŵn ⊗ ynα) ≤ Bkmax(χ1(wn), . . . , χu(wn))r−nk .
UN PROBLE`ME DE COMPATIBILITE´ LOCAL-GLOBAL LOCALEMENT ANALYTIQUE 99
E´tape 3
Posons C
de´f
= max(Cqki ,t, i ∈ {1, . . . , t}), on a pour tout n ≥ 0 en utilisant tout ce qui
pre´ce`de :
qk
( 1
tn+1
(tn+1ŵn⊗ynα)
)
≤ Ckps
( 1
tn+1
(tn+1ŵn⊗ynα)
)
≤ Ckcn+1s ps(tn+1ŵn⊗ynα)
≤ Ckcn+1s Dsmax
i
(
qki(t
n+1ŵn⊗ynα)
)
≤ Ckcn+1s DsCn+1max
i
(qki(ŵn⊗ynα))
≤ CkcsDsCBkmaxj(χj(wn))((csC)−1rk)−n.(165)
Il suit donc de (164), (165) et (161) que, pour toute semi-norme qk sur V comme
pre´ce´demment, il existe Hk, hk ∈ R>0 et des semi-normes continues χ1, . . . , χu sur
Mα tels que pour tout n ≥ 0 et tout wn ∈Mα on a :
(166) qk(s(wn ⊗ ynα)) ≤ Hkmaxj(χj(wn))h−nk .
On en de´duit en particulier qk(s(wn ⊗ ynα)) → 0 pour tout qk, donc la suite
(s(
∑N
n≥0wn ⊗ ynα))N est une suite de Cauchy dans V (cf. [58, § 7]). Comme V est
complet, elle converge vers un e´le´ment que l’on note s(
∑+∞
n≥0wn ⊗ ynα) ∈ V .
E´tape 4
On montre finalement que l’application s : M → V est continue. Par [58, Prop. 8.5]
(applique´ au graphe de s) et comme on est entre espaces de Fre´chet (donc me´triques),
il suffit de montrer que si xm → x dans M alors s(xm) → s(x) (pour m → +∞
dans Z≥0). Comme s est clairement E-line´aire, on peut supposer x = 0 et par [58,
Rem. 7.1(vi)] il suffit de montrer qk(s(xm)) → 0 quand m → +∞ pour toute semi-
norme qk sur V comme ci-dessus. Soit Hk, hk, χj comme en (166) (associe´s a` qk),
comme q(xm) → 0 pour toute semi-norme q continue sur M , on a en particulier par
de´finition de (−){{yα}} et en notant xm =
∑
n≥0wm,n ⊗ ynα :
(167) sup
n
maxj(χj(wm,n))h
−n
k → 0 quand m→ +∞.
Soit maintenant x =
∑
n≥0wn⊗ ynα ∈M quelconque. Si maxj(χj(wn)) = 0 pour tout
n ≥ 0 alors qk(s(wn ⊗ ynα)) = 0 pour tout n par (166), donc qk(s(
∑N
n=0wn ⊗ ynα)) = 0
pour tout N , d’ou` qk(s(x)) = 0 par continuite´ de qk. Sinon supnmaxj(χj(wn))h
−n
k
est un re´el > 0 et il existe donc N ≫ 0 tel que qk(s(x) −
∑N
n=0 s(wn ⊗ ynα)) ≤
Hk supnmaxj(χj(wn))h
−n
k , d’ou` avec (166) :
qk(s(x)) ≤ max
(
qk
( N∑
n=0
s(wn ⊗ ynα))
)
, qk
(
s(x)−
N∑
n=0
s(wn ⊗ ynα)
))
≤ Hk sup
n
maxj(χj(wn))h
−n
k .
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Donc dans tous les cas on a qk(s(x)) ≤ Hk supnmaxj(χj(wn))h−nk . Appliquant cela
aux xm, on a qk(s(xm)) ≤ Hk supnmaxj(χj(wm,n))h−nk , d’ou` le re´sultat par (167).
On de´montre maintenant la Proposition 4.5.5. On rappelle que γ = α + β.
E´tape 1
On a π0,sαNα ≃ C∞(Nγ,m, π∞Pβ)
⊕(⊕
m′≥m+1C
∞(Nγ,m′\Nγ,m′−1, π∞Pβ)
)
ou` Nγ,m′
de´f
=
Nγ(Qp) ∩ Nm′ et ou` l’action de Nαm pre´serve chaque facteur direct. Comme dans la
preuve du Lemme 3.4.3 (cf. en particulier (67)), on en de´duit un isomorphisme de
(ψ,Γ)-modules de Fre´chet sur R+Em :
(168) Mα ≃
∏
m′≥m
Mαm′
ou` Mαm′
de´f
= Mα(Em(−µ) ⊗E C∞(Nγ,m′\Nγ,m′−1, π∞Pβ)) si m′ ≥ m + 1, Mαm
de´f
=
Mα(Em(−µ)⊗E C∞(Nγ,m, π∞Pβ)) (avec Mα(−) comme en (26)) et ou` l’on ve´rifie avec
l’action (133) (conjugue´e par sα) que les M
α
m′ pour m
′ ≥ m sont des (ψ,Γ)-modules
de Fre´chet sur R+Em. De plus, on ve´rifie facilement que (168) induit un isomorphisme
de E-espaces vectoriels de Fre´chet M ≃∏m′≥m(Mαm′{{yα}}) ou` chaque facteur direct
a` droite est stable par R+E , ψ et Γ dans M , i.e. est un (ψ,Γ)-module de Fre´chet sur
R+E . Noter que ψ et Γ respectent chaque sous-espace Mαm′ ⊗E Eynα.
Pour N ∈ Z≥0 et m′ ∈ Z≥m on note Mm′,N de´f= Mαm′ ⊗E (E ⊕ Eyα ⊕ · · · ⊕ EyNα ). Il
suit de (159) que Mm′,N est aussi un (ψ,Γ)-module de Fre´chet sur R+Em et de (168)
que l’on a MN ≃
∏
m′≥mM
α
m′,N . Comme Dr est libre, la multiplication par t
N+1 sur
VN donne par le Lemme 4.5.4 une suite exacte de (ψ,Γ)-modules de Fre´chet sur R+Em :
(169) 0 −→ VN [tN+1] −→MN fN+1−→ Dr(ε−N−1)/(tN+1).
L’argument dans la preuve du Lemme 3.2.6 montre alors que fN+1|∏m′≥DMm′,N = 0
pour D ≫ 0. On de´finit par re´currence une suite croissante d’entiers (mN)N≥0 comme
suit : m0 est le plus petit entier ≥ m − 1 tel que f1|∏m′≥m0+1Mm′,0 = 0 et mN pour
N > 0 est le plus petit entier ≥ mN−1 tel que fN+1|∏m′≥mN+1Mm′,N = 0.
E´tape 2
On suppose que la suite (mN)N≥0 est majore´e par un entier D et on note M
α
>D
de´f
=∏
m′≥D+1M
α
m′ ⊆ Mα, M>D de´f= Mα>D{{yα}} ⊆ M et V>D le “pull-back” de V le long
de M>D →֒ M . Pour N ≥ 0 on de´finit M>D,N de´f= Mα>D ⊗E (E ⊕ Eyα ⊕ · · · ⊕ EyNα )
et V>D,N le “pull-back” de V>D le long de M>D,N →֒ M>D. Par de´finition de D et
par (169), on a pour tout N une section M>D,N ≃ V>D,N [tN+1] ⊆ V>D,N qui donne
un isomorphisme V>D,N ≃ Dr ⊕M>D,N de (ψ,Γ)-modules de Fre´chet sur R+Em . Par
l’argument du Lemme 4.5.6, on en de´duit un isomorphisme V>D ≃ Dr ⊕M>D et une
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suite exacte 0 → Dr → V≤D → M≤D → 0 de (ψ,Γ)-modules de Fre´chet sur R+Em ou`
V≤D
de´f
= V/M>D et M≤D
de´f
= M/M>D ≃Mα≤D{{yα}} avec Mα≤D de´f=
∏
D≥m′≥mM
α
m′ .
Un calcul montre que, si nα ∈ Nβ(Qp)Nγ,D ⊆ Nα(Qp), alors il existe un sous-groupe
ouvert (suffisamment petit de´pendant de D) de Nα(Qp) tel que, pour tout nα dans
ce sous-groupe ouvert, on a (sαnαsα)n
α(sαn
−1
α sα) = n
αnβ avec nβ ∈ Nβ(Qp)∩Nαm tel
que η(nβ) = 1. On en de´duit que l’action (133) (conjugue´e par sα) de ce sous-groupe
ouvert sur :(
Em(−µ)⊗E C∞(Nγ,D, π∞Pβ)
)
(η−1)N
α
m ≃ Em(−µ)⊗E
(
(c-Ind
Nβ(Qp)Nγ,D
Nβ(Qp)
π∞Pβ)
∞(η−1)N
α
m
)
est triviale. Avec la Remarque 2.1.4, on voit qu’il existe n0 ≫ 0 tel que ϕn0(X)
annule Mα≤D. Quitte a` augmenter r, on peut supposer que ϕ
n0(X) est inversible dans
RrEm . Avec la preuve du Lemme 4.5.4 (avec Mα≤D au lieu de Mα et ϕn0(X) au lieu
de t) on peut alors ve´rifier que la formule (161) avec ϕn0(X) au lieu de t de´finit une
section R+Em-line´aire s : Mα≤D[yα]→ V≤D qui commute a` ψ et Γ, par exemple pour la
commutation a` ψ (pour x ∈Mα≤D ⊗E (E ⊕ Eyα ⊕ · · · ⊕ EyNα )) :
1
ϕn0(X)N+1
(ϕn0(X)N+1ψ(x̂)) =
1
ϕn0(X)N+1
ψ(ϕn0+1(X)N+1x̂)
=
1
ϕn0(X)N+1
ψ
(
ϕn0+1(X)N+1
1
ϕn0(X)N+1
(ϕn0(X)N+1x̂)
)
= ψ
( 1
ϕn0(X)N+1
(ϕn0(X)N+1x̂)
)
.
Un raisonnement strictement analogue a` celui de la preuve du Lemme 4.5.6 avecMα≤D
au lieu de Mα et ϕn0(X) au lieu de t donne alors que la suite 0 → Dr → V≤D →
M≤D → 0 est scinde´e. De la surjection compose´e V ։ V/M>D = V≤D ։ Dr on
de´duit aise´ment que (160) est aussi scinde´e.
E´tape 3
On montre finalement que la suite (mN )N≥0 est ne´cessairement majore´e. Supposons
le contraire. Il existe alors une sous-suite (mi(N))N de (mN)N tendant vers +∞ telle
que l’application fi(N)+1 en (169) est non nulle en restriction a`M
α
mi(N)
⊗yi(N)α ⊆Mi(N).
Posons par ailleurs :
M0
de´f
=
{∑
n≥0
wn ⊗ ynα ∈M, wn ∈
∏
m′≥mn+1
Mαm′
}
,
on ve´rifie queM0 est ferme´ dansM et stable par toutes les structures (pour la stabilite´
par R+Em , on utilise que la suite (mn)n est croissante), en particulier M0 est un (ψ,Γ)-
module de Fre´chet sur R+Em . De plus, par de´finition de (mn)n on a pour tout N ≥ 0
une section M0 ∩MN →֒ VN [tN+1] ⊆ VN (cf. (169)). Soit V 0 le “pull-back” de V le
long de M0 →֒M , la meˆme preuve que celle du Lemme 4.5.6 mais en remplac¸ant M
par M0 et V par V 0 (ce qui ne change pas les arguments) donne un isomorphisme
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V 0 ≃ Dr ⊕M0 et une suite exacte de (ψ,Γ)-modules de Fre´chet sur R+Em :
(170) 0 −→ Dr −→ V/M0 −→M/M0 −→ 0.
En utilisant que toute semi-norme continue sur Mα est nulle sur
∏
m′≥D+1M
α
m′ pour
D ≫ 0 (par de´finition de la topologie produit), on ve´rifie facilement sur la de´finition
de M =Mα{{yα}} que l’on a une immersion ferme´e d’espaces de Fre´chet :
(171) M˜
de´f
=
∏
n≥0
(( ∏
mn≥m′≥mn−1+1
Mαm′
)
⊗E Eynα
)
→֒ M/M0
ou` m−1
de´f
= m− 1 et le sous-espace M˜ de gauche est muni de la topologie produit (le
facteur au cran n e´tant nul si mn = mn−1). On ve´rifie de plus que M˜ est stable par
R+Em , ψ et Γ dans M/M0, et meˆme que l’on a M˜ ⊆ (M/M0)[t]. La multiplication
par t sur (170) donne donc comme en (169) une application M˜ →֒ (M/M0)[t] f1→
Dr(ε
−1)/(t) de (ψ,Γ)-modules de Fre´chet sur R+Em . Il suit alors de la de´finition de
M0 et du fait que Dr est libre de rang fini sur R+Em que, pour tout N ≥ 0, on a des
diagrammes commutatifs de (ψ,Γ)-modules de Fre´chet sur R+Em :
(172)
MN
fN+1 //

Dr(ε
−N−1)/(tN+1)
MN/(M
0 ∩MN )
fN+1 // Dr(ε
−N−1)/(tN+1)
M˜N
?
OO
f1 // Dr(ε
−1)/(t)
?
tN
OO
ou` M˜N
de´f
= M˜ ∩ (MN/(M0 ∩MN)) et fN+1 est comme en (169). Comme l’action de
ψ sur M˜ respecte chaque facteur dans le produit
∏
n≥0 en (171), l’argument usuel
dans la preuve du Lemme 3.2.6 montre que f1 : M˜ → Dr(ε−1)/(t) est nul sur tous
ces facteurs sauf un nombre fini. Le diagramme (172) avec i(N) au lieu de N montre
alors clairement (en regardant f1|Mαmi(N)⊗yi(N)α ) qu’une suite i(N) tendant vers +∞
comme au de´but ne peut exister. Cela termine la preuve de la Proposition 4.5.5.
Remarque 4.5.7. — Un argument similaire, en plus simple, montre que pour tout
m ∈ Z≥0 et tout (ϕ,Γ)-module ge´ne´ralise´ T sur RE , on a Fα,m(M)(T ) = 0 : pour
r ∈ Q>p−1 et f : M → Tr, on conside`re la suite croissante (mN )N≥0 ou` m0 est le
plus petit entier ≥ m − 1 tel que f |∏
m′≥m0+1
Mm′,0
= 0 et mN pour N > 0 le plus
petit entier ≥ mN−1 tel que f |∏m′≥mN+1Mm′,N = 0 et on montre comme dans l’E´tape
3 ci-dessus qu’elle est majore´e.
4.6. Un re´sultat d’exactitude pour GL3 et GL2. — On montre le The´ore`me
4.1.6.
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On commence avec GL3. On conserve les notations et hypothe`ses du § 4.5
et on commence par une proposition pre´liminaire. On suppose P = Pβ, i.e.
π = (Ind
G(Qp)
P−β (Qp)
πPβ)
an. Le deuxie`me isomorphisme en (134) induit un isomor-
phisme Canc (N
β(Qp), πPβ) ≃ (c-IndB(Qp)B(Qp)∩P−β (Qp) πPβ)
an ∼→ Canc (Nα(Qp), πNα) dans
RepanE (B(Qp)) ou` l’action de N
β(Qp) a` gauche est la translation a` droite et celle de
B(Qp)∩P−β (Qp) donne´e par (lβf)(nβ) de´f= lβ(f(l−1β nβlβ)) pour lβ ∈ B(Qp)∩P−β (Qp) =
B(Qp) ∩ LPβ(Qp) et nβ ∈ Nβ(Qp). De plus les preuves du Lemme 3.4.3 et de la
Proposition 3.4.4 donnent pour m ∈ Z≥0 un morphisme surjectif de (ψ,Γ)-modules
de Fre´chet sur R+Em :
(173) f :Mα
(
Canc (N
β(Qp), πPβ)⊗E Em
)
։ Dα
(
Canc (N
β(Qp), πPβ)
)
+
⊗E Em
ou` Dα(C
an
c (N
β(Qp), πPβ))+
de´f
= R+Em(((−µ) ◦ λ−1α∨)(χπ∞Pβ ◦ λ
−1
α∨)) si π
∞
Pβ
est une
repre´sentation ge´ne´rique de LPβ(Qp) et Dα(C
an
c (N
β(Qp), πPβ))+
de´f
= 0 sinon.
Proposition 4.6.1. — Soit m ∈ Z≥0, r ∈ Q>p−1 et Dr un (ϕ,Γ)-module sans
torsion sur RrEm. Alors, quitte a` augmenter m (par “pull-back”) et r (par “push-
out”), toute suite exacte (stricte) de (ψ,Γ)-modules de Fre´chet sur R+Em :
(174) 0 −→ Dr −→ V −→Mα
(
Canc (N
β(Qp), πPβ)⊗E Em
) −→ 0
ou` la topologie de V peut eˆtre de´finie par des semi-normes q telles qu’il existe Cq ∈ R>0
ve´rifiant q(Xv) ≤ Cqq(v) pour tout v ∈ V , s’inse`re dans un diagramme commutatif
de (ψ,Γ)-modules de Fre´chet sur R+Em :
0 // Dr // V //

Mα
(
Canc (N
β(Qp), πPβ)⊗E Em
)
//
f

0
0 // Dr // W // Dα
(
Canc (N
β(Qp), πPβ)
)
+
⊗E Em // 0
ou` l’on a pour tout (ϕ,Γ)-module ge´ne´ralise´ T sur RE :
lim
m→+∞
lim
−→
(s,fs,Ts)∈I(T )
Homψ,Γ(W,Ts⊗EEm) ∼−→ lim
m→+∞
lim
−→
(s,fs,Ts)∈I(T )
Homψ,Γ(V, Ts⊗EEm).
De´monstration. — On ne traite que le cas ou` Dα(C
an
c (N
β(Qp), πPβ))+ 6= 0, le cas
Dα(C
an
c (N
β(Qp), πPβ))+ = 0 e´tant analogue en plus facile (noter qu’alors l’e´nonce´
implique que la suite (160) est scinde´e quitte a` augmenter r et m). Par ailleurs, les
preuves e´tant de meˆme nature que celles des §§ 3.4, 3.6, 4.4 & 4.5, on se permet de
donner moins de de´tails. Si N ′ est un sous-groupe de N(Qp), on note N ′m
de´f
= N ′∩Nm.
E´tape 1
Il re´sulte d’abord facilement des preuves du Lemme 3.4.3 et de la Proposition 3.4.4 que
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l’on a lim
m→+∞
lim
−→
(s,fs,Ts)∈I(T )
Homψ,Γ(ker(f), Ts⊗EEm) = 0, d’ou` le dernier isomorphisme si
l’on aW ≃ V/ ker(f). Il suffit donc de montrer l’existence du diagramme commutatif.
Par le de´but de la preuve du Lemme 3.3.2, on a une suite exacte 0→ W∞E → π∞Pβ →
(π∞Pβ)Nβ(Qp) → 0 qui commute aux actions de Nβ(Qp) et λα∨(Q×p ) (ce dernier agissant
partout par le caracte`re central de π∞Pβ). On en de´duit une suite exacte qui commute
aux actions de N(Qp) et λα∨(Q×p ) (de´finies comme avant (173)) :
0 −→ Canc (Nβ(Qp), E)⊗EL(−µ)Pβ⊗EW∞E −→ Canc (Nβ(Qp), E)⊗EL(−µ)Pβ⊗Eπ∞Pβ
−→ Canc (Nβ(Qp), E)⊗E L(−µ)Pβ ⊗E ⊗E(π∞Pβ)Nβ(Qp) −→ 0.
Comme l’action de nα ne touche pas les facteurs lisses, on a encore une suite e-
xacte en remplac¸ant partout Canc (N
β(Qp), E) ⊗E L(−µ)Pβ par (Canc (Nβ(Qp), E) ⊗E
L(−µ)Pβ)[nα], d’ou` on de´duit une suite exacte de (ψ,Γ)-modules de Fre´chet sur R+Em :
(175) 0 −→Mα
(
Canc (N
β(Qp), E)⊗E L(−µ)Pβ ⊗E (π∞Pβ)Nβ(Qp) ⊗E Em
)
−→ Mα(Canc (Nβ(Qp), E)⊗E L(−µ)Pβ ⊗E π∞Pβ ⊗E Em
)
−→Mα
(
Canc (N
β(Qp), E)⊗E L(−µ)Pβ ⊗E W∞E ⊗E Em
) −→ 0.
E´crivant Canc
(
Nβ(Qp), E) ≃ Can(Nβm, E)
⊕
(
⊕
m′≥m+1C
an(Nβm′\Nβm′−1, E)), on en
de´duit avec les notations usuelles (cf. (67)) un isomorphisme de modules de Fre´chet
sur R+Em pour (−) ∈ {(π∞Pβ)Nβ(Qp), π∞Pβ ,W∞E } :
(176) Mα
(
Canc (N
β(Qp), E)⊗E L(−µ)Pβ ⊗E (−)⊗E Em
) ≃ ∏
m′≥m
Mα,m′
ou` Γ pre´serve chaque facteur direct a` droite, ou` ψ pre´serve Mα,m et envoie Mα,m′ dans
Mα,m′+1 si m
′ ≥ m+ 1. Noter que (si m′ ≥ m+ 1) :
(177) Mα
(
Canc (N
β
m′\Nβm′−1, E)⊗E L(−µ)Pβ ⊗E (−)⊗E Em
)
≃ ((Canc (Nβm′\Nβm′−1, E)[nγ ]⊗E E(−µ)⊗ (−)⊗E Em)(η−1)Nαm)∨
et idem avec Nβm (nγ est la Qp-alge`bre de Lie de Nγ(Qp)). Soit m
′ ≥ m + 1, comme
(Canc (N
β
m′\Nβm′−1, E)[nγ]⊗E E(−µ)⊗E (−)⊗E Em)∨ est un R+Em-module pro-libre, on
de´duit que le sous-R+Em-module Mα,m′ est sans torsion. Supposons maintenant (−) =
(π∞Pβ)Nβ(Qp), dont la dimension est finie. Comme (C
an
c (N
β
m′\Nβm′−1, E)[nγ]Nγ,m ⊗E
E(−µ) ⊗E (−) ⊗E Em)∨ est un R+Em-module de type fini, on de´duit avec la Re-
marque 2.1.4 que le R+Em-module Mα,m′ est de type fini. Donc les Mα,m′ sont libres
de type fini. On peut alors appliquer la Proposition 4.4.3 au “pull-back” de (174) le
long de
∏
m′≥m+1Mα,m′ , qui est donc scinde´ quitte a` augmenter r. Par ailleurs, un
calcul montre que l’action de Nβ,m sur (C
an
c (N
β
m, E)[nγ ]
Nγ,m ⊗E E(−µ) ⊗E (−))∨ est
triviale, ce qui implique Mα,m = 0 (quitte a` augmenter m pour avoir η|Nβ,m 6= 1).
Quotientant V par
∏
m′≥m+1Mα,m′ =
∏
m′≥mMα,m′ , on est alors ramene´ a` de´montrer
UN PROBLE`ME DE COMPATIBILITE´ LOCAL-GLOBAL LOCALEMENT ANALYTIQUE 105
l’e´nonce´ pour une suite exacte :
(178) 0 −→ Dr −→ V −→Mα
(
Canc (N
β(Qp), E)⊗E L(−µ)Pβ ⊗EW∞E ⊗EEm
) −→ 0.
E´tape 2
Par (49) on a une suite exacte 0 → W∞E → C∞c (Nβ(Qp), E) → E → 0 qui com-
mute aux actions de Nβ(Qp) et de λα∨(Q
×
p ) en faisant partout agir ce dernier par le
caracte`re central de π∞Pβ , et qui donne une suite exacte de (ψ,Γ)-modules de Fre´chet
sur R+Em analogue a` (175). Par l’analogue de (176), l’argument du Lemme 3.2.6
bornant le support et l’argument a` la fin de l’E´tape 1 montrant Mα,m = 0 quand
(−) = (π∞Pβ)Nβ(Qp), on de´duit en particulier que tout morphisme de (ψ,Γ)-modules de
Fre´chet Mα(C
an
c (N
β(Qp), E) ⊗E L(−µ)Pβ ⊗E Em) → Dr devient nul en augmentant
m. Quitte a` prendre le “pull-back” de (178) et a` augmenter m, on en de´duit qu’il
suffit de de´montrer l’e´nonce´ pour une suite exacte :
(179) 0 −→ Dr −→ V −→Mα
(
Canc (N(Qp), E)⊗E E(−µ)⊗E Em
) −→ 0
en remarquant que (cf. p. ex. (177)) :
(180) Mα
(
Canc (N(Qp), E)⊗E E(−µ)⊗E Em
)
≃ Mα
(
Canc (N
β(Qp), E)⊗E L(−µ)Pβ ⊗E C∞c (Nβ(Qp), E)⊗E Em
)
.
E´crivant Canc (N(Qp), E) ≃ Can(Nm, E)
⊕
(
⊕
m′≥m+1C
an(Nm′\Nm′−1, E)), on a
comme en (176) :
(181) Mα
(
Canc (N(Qp), E)⊗E E(−µ)⊗E Em
) ≃ ∏
m′≥m
Mα,m′
ou` Γ respecte chaque Mα,m′ , ψ envoie Mα,m′ dansMα,m′⊕Mα,m′+1 et ou`, comme dans
l’E´tape 1, on ve´rifie que chaque Mα,m′ est libre de rang fini sur R+Em . L’argument de
la deuxie`me partie de la preuve de la Proposition 4.4.3, i.e. le scindage pour les mo-
dules de Fre´chet sur R+E sous-jacents (cf. le (i) de la Remarque 4.4.5) avec l’argument
de la premie`re partie de la preuve du Lemme 4.4.4 montrent qu’il existe M ≫ 0
tel que le “pull-back” de (179) sur
∏
m′≥M+1Mα,m′ est scinde´ comme suite exacte de
(ψ,Γ)-modules de Fre´chet sur R+Em . Quotientant V par
∏
m′≥M+1Mα,m′ , on est donc
ramene´ a` de´montrer l’e´nonce´ pour une suite exacte :
(182) 0 −→ Dr −→ V −→ Mα
(
Canc (NM , E)⊗E E(−µ)⊗E Em
) −→ 0.
Remarquant que, comme pour (180) :
Mα
(
Canc (NM , E)⊗E E(−µ)⊗E Em
)
≃Mα
(
Canc (N
β
M , E)⊗E L(−µ)Pβ ⊗E C∞c (Nβ,M , E)⊗E Em
)
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on a une suite exacte de (ψ,Γ)-modules de Fre´chet sur R+Em :
(183) 0 −→Mα
(
Canc (N
β
M\Nβm, E)⊗E L(−µ)Pβ ⊗E C∞c (Nβ,M , E)⊗E Em
)
−→Mα
(
Canc (N
β
M , E)⊗E L(−µ)Pβ ⊗E C∞c (Nβ,M , E)⊗E Em
)
−→ Mα
(
Canc (N
β
m, E)⊗E L(−µ)Pβ ⊗E C∞c (Nβ,M , E)⊗E Em
) −→ 0.
Comme ψM−m = 0 sur le premier terme en (183), l’argument dans la dernie`re par-
tie du Lemme 4.4.4 montre que, quitte a` augmenter r, le “pull-back” de (182) sur
Mα(C
an
c (N
β
M\Nβm, E) ⊗E L(−µ)Pβ ⊗E C∞c (Nβ,M , E) ⊗E Em) est scinde´ comme suite
exacte de (ψ,Γ)-modules de Fre´chet sur R+Em . Quotientant V et explicitant le terme
du bas en (183), on est donc ramene´ a` de´montrer l’e´nonce´ pour une suite exacte :
(184) 0→ Dr → V → Canc (Nα,m, E)∨ ⊗E
(
E(−µ)⊗E C∞c (Nβ,M , Em)(η−1)Nβ,m
)∨ → 0.
Le meˆme argument encore permet de remplacer Canc (Nα,m, E)
∨ par Canc (Nα,0, E)
∨
(cf. la preuve de la Proposition 3.4.4). Enfin, quitte a` remplacer m par M , on
est finalement ramene´ a` Canc (Nα,0, E)
∨ ⊗E
(
E(−µ) ⊗E C∞c (Nβ,m, Em)(η−1)Nβ,m
)∨ ≃
Dα
(
Canc (N
β(Qp), πPβ)
)
+
⊗E Em, ce qui termine la preuve.
On de´montre maintenant le The´ore`me 4.1.6. On commence par le lemme suivant,
valable pour tout groupe G comme au § 2.1.
Lemme 4.6.2. — Soit π une repre´sentation admissible de G(Qp) sur E, S ∈ R+E
et m ∈ Z≥0. Alors la topologie de Fre´chet de Mα(π ⊗E Em) peut eˆtre de´finie par
des semi-normes q ve´rifiant la condition : pour tout q il existe Cq,S ∈ R>0 tel que
q(Sv) ≤ Cq,Sq(v) pour tout v ∈Mα(π ⊗E Em).
De´monstration. — Puisque π∨ ⊗E Em est admissible, par [58, Prop. 6.5] on peut
e´crire π∨ ⊗E Em comme limite inductive de type compact π∨ ⊗E Em = lim
−→
l
Bl ou` l
parcourt un ensemble de´nombrable d’indices et les Bl sont des repre´sentations locale-
ment analytiques de N0 sur des Em-espaces de Banach. Choisissons une norme rl
sur chaque Banach dual B∨l , de sorte que les semi-normes induites (encore note´es)
rl : π
∨ ⊗E Em ≃ lim
←−
l
B∨l → B∨l rl→ R≥0 sur π∨ ⊗E Em de´finissent sa topologie de
Fre´chet. Comme chaque B∨l est un D(N0, Em)-module se´pare´ment continu par [60,
Prop. 3.2], donc a fortiori un D(Nα(Qp) ∩ N0, Em)-module se´pare´ment continu, la
multiplication par S ∈ R+E ⊗E Em ≃ D(Nα(Qp) ∩ N0, Em) est continue sur Bl, i.e.
il existe Dl,S ∈ R>0 tel que rl(Sv) ≤ Dl,Srl(v) pour tout v ∈ π∨ ⊗E Em. Quitte a`
remplacer les semi-normes rl (resp. les constantes Dl,S) par les semi-normes q (resp.
les constantes Cq,S) de´finies comme max(rl, l ∈ F ) (resp. max(Dl,S, l ∈ F )) pour F
parcourant les sous-ensembles finis d’indices l (cf. [58, Rem. 4.7]), on en de´duit le
re´sultat en utilisant (26) et [58, § 5.B].
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Fixons maintenant une suite exacte 0 → π′′ → π → π′ → 0 dans RepanE (G(Qp))
(G(Qp) = GL3(Qp)) satisfaisant les hypothe`ses de la Conjecture 4.1.3 avec π′′ non
localement alge´brique (cf. § 4.2 pour le cas localement alge´brique). Par la de´finition de
Cλ,α (cf. de´but du § 4.1), on a une injection π′′ →֒ I(π′′) de´f= (IndG(Qp)P−(Qp) L(−w ·λ)P ⊗E
π∞P )
an avec w /∈ {1, w0} et un conoyau soit nul, soit de la forme FGP−(L−(w′ · λ), π∞P )
pour w′ /∈ {1, sα}. Si π∞P est non ge´ne´rique, on a Fα(π′′) = Fα(I(π′′)) = 0 par
le The´ore`me 3.7.1, le The´ore`me 3.7.2 et le (i) de la Proposition 2.3.3, et si π∞P est
ge´ne´rique, on a Fα(π
′′)
∼→ Fα(I(π′′)) par le The´ore`me 3.7.7.
On suppose d’abord P = Pα. Il re´sulte du (i) du Lemme 4.5.1, ou directe-
ment du The´ore`me 3.7.2, que t1−〈λ,α
∨〉Mα(π
′′ ⊗E Em) = 0 pour m ∈ Z≥0 et que
Fα(π
′′) = 0. Partant de la suite exacte courte dans la Proposition 4.3.3, l’argument
de la preuve du cas π′′ = L(−λ) ⊗ π∞ au § 4.2 lorsque Dα(π′′)+ = 0 (i.e. pour
π∞ non ge´ne´rique) s’e´tend alors essentiellement tel quel et montre que Fα(π)(−) ≃
E∞(χ−λ)⊗E Hom(ϕ,Γ)(Dα(π′), (−)) ≃ Fα(π′).
Le lemme ci-dessous, valable pour P ∈ {Pα, Pβ}, ne sera utilise´ que pour P = Pβ.
Lemme 4.6.3. — Supposons que π′′ ne soit pas localement alge´brique, il suffit de
de´montrer le The´ore`me 4.1.6 avec I(π′′) au lieu de π′′.
De´monstration. — On suppose que le conoyau J(π′′) de π′′ →֒ I(π′′) est non nul, i.e.
J(π′′) ≃ FGP−(L−(w′ ·λ), π∞P ), sinon il n’y a rien a` montrer. Soit π˜ de´f= π⊕π′′ I(π′′), par
hypothe`se on a Fα(π˜)(−) ≃ E∞(χ−λ) ⊗E Hom(ϕ,Γ)(Dα(π˜),−) avec une suite exacte
0 → Dα(π′) → Dα(π˜) → Dα(π′′) → 0 (ou` l’on a utilise´ Fα(π′′) ∼→ Fα(I(π′′))). La
suite exacte 0 → π → π˜ → J(π′′) → 0 et le (i) de la Proposition 2.3.3 donnent
une suite exacte 0 → Fα(π) → Fα(π˜) → Fα(J(π′′)). Mais par le Corollaire 3.7.8, le
Lemme 4.1.1 et le fait que w′ /∈ {1, sα}, le morphisme Fα(π˜) → Fα(J(π′′)) est nul
dans F (ϕ,Γ)∞, l’action de Gal(E∞/E) n’e´tant pas la meˆme des deux coˆte´s. On a
donc Fα(π)
∼→ Fα(π˜) ce qui termine la preuve.
On suppose maintenant P = Pβ et, changeant de notations, π
′′ = (Ind
G(Qp)
P−β (Qp)
L(−w ·
λ)Pβ ⊗E π∞Pβ)an (via le Lemme 4.6.3). La Proposition 4.3.3 donne alors (quitte a`
augmenter m et r) une suite exacte de (ψ,Γ)-modules de Fre´chet sur R+Em :
(185) 0 −→ Dα(π′)r ⊗E Em −→ M˜α(π ⊗E Em) −→Mα(π′′ ⊗E Em) −→ 0
avec un isomorphisme comme en (127) (par le meˆme argument). Par le (ii) du Lemme
4.5.1 avec (155) et la phrase d’apre`s, on a une suite exacte courte de (ψ,Γ)-modules
de Fre´chet sur R+Em :
0 −→Mα(π0C ⊗E Em) −→ Mα(π′′ ⊗E Em) −→ Mα
(
Canc (N
β(Qp), πPβ)⊗E Em
) −→ 0.
De plus on de´duit facilement du Lemme 4.6.2 (et de l’assertion analogue pour Dr
au lieu de Mα(π ⊗E Em)) que la topologie de Fre´chet sur M˜α(π ⊗E Em) peut eˆtre
108 C. BREUIL & Y. DING
de´finie par des semi-normes q ve´rifiant q(Sv) ≤ Cq,Sq(v). On peut donc appliquer la
Proposition 4.5.5 au “pull-back” de (185) le long deMα(π
0
C⊗EEm)→Mα(π′′⊗EEm).
Avec la Remarque 4.5.7, on en de´duit (quitte a` augmenter r) une section Mα(π
0
C ⊗E
Em) →֒ M˜α(π ⊗E Em) et un isomorphisme :
lim
−→
(s,fs,Ts)∈I(T )
Homψ,Γ
(
M˜α(π ⊗E Em)/Mα(π0C ⊗E Em), Ts ⊗E Em
)
∼−→ lim
−→
(s,fs,Ts)∈I(T )
Homψ,Γ
(
M˜α(π ⊗E Em), Ts ⊗E Em
)
.
Remplac¸ant M˜α(π ⊗E Em) par M˜α(π ⊗E Em)/Mα(π0C ⊗E Em), on est ainsi ramene´
a` une suite exacte comme dans la Proposition 4.6.1. Par loc.cit. et ce qui pre´ce`de,
on peut alors argumenter comme dans l’E´tape 3 du § 4.2. Cela ache`ve la preuve du
The´ore`me 4.1.6 pour G = GL3. Noter que l’hypothe`se Hom(ϕ,Γ)(Dα(π
′′), Dα(π
′)) = 0
n’est utilise´e que via le Lemme 4.1.7.
La preuve pour GL2 est beaucoup plus simple que pour GL3. On a d’abord N
α =
Nαm = {1} et λα∨(x) = diag(x, 1), et par la Proposition 2.3.5 on peut choisir Nm =(
1 1
pm
Zp
0 1
)
pour m ∈ Z≥0. Pour π dans RepanE (B(Qp)), on a Mα(π ⊗E Em) = (π ⊗E
Em)
∨ ∼= π∨ ⊗E Em ou` la structure de R+E-module vient de l’action de N0 =
(
1 Zp
0 1
)
sur π∨, l’action de Γ de celle de
(
Z×p 0
0 1
)
, l’action de ψ de celle de
(
1
p
0
0 1
)
(rappelons
que B(Qp) agit sur le dual π∨ comme en (15)) et ou` l’action de Gal(E∞/E) est
triviale sur π∨. On voit donc que l’on a Fα(π)(T ) = E∞⊗E lim−→
(r,fr ,Tr)∈I(T )
Homψ,Γ(π
∨, Tr)
(on pourrait en fait oublier E∞ dans ce cas). Par ailleurs les objets irre´ductibles
dans Cλ,α sont soit des repre´sentations localement alge´briques L(−λ)⊗E π∞, soit des
se´ries principales localement analytiques (Ind
GL2(Qp)
B−(Qp)
χ1 ⊗ χ2)an pour des caracte`res
localement alge´briques χi : Q
×
p → E× tels que la de´rive´e de χ1⊗χ2 est −sα ·λ. Fixons
une suite exacte 0 → π′′ → π → π′ → 0 dans RepanE (G(Qp)) (G(Qp) = GL2(Qp))
comme dans la Conjecture 4.1.3. Le cas π′′ localement alge´brique est traite´ au § 4.2.
Pour l’autre cas, on de´compose la se´rie principale π′′ de la manie`re usuelle :
0 −→ (π′′C)∨ −→ (π′′)∨ −→
(
(c-Ind
B−(Qp)B(Qp)
B−(Qp)
χ1 ⊗ χ2)an
)∨ −→ 0.
La Proposition 4.5.5 prend dans ce cas la forme plus simple suivante.
Proposition 4.6.4. — Soit r ∈ Q>p−1 et Dr un (ϕ,Γ)-module ge´ne´ralise´ sur RrE.
Alors toute suite exacte :
0 −→ Dr −→ V −→ (π′′C)∨ −→ 0
de (ψ,Γ)-modules de Fre´chet sur R+E ou` la topologie de V peut eˆtre de´finie par des
semi-normes q telles qu’il existe Cq ∈ R>0 ve´rifiant q(Xv) ≤ Cqq(v) pour tout v ∈ V
est scinde´e.
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De´monstration. — En remarquant que (πC)
∨ ≃ (χ2 ⊗ χ1)∨ ⊗E D(N−(Qp), E){1} par
le Lemme 3.5.2 et que X annule (χ2⊗χ1)∨, la preuve est la meˆme, en beaucoup plus
simple, que celle du Lemme 4.5.6 avec l’espace de dimension un (χ2⊗χ1)∨ au lieu de
Mα et X au lieu de t (cf. aussi la fin de l’E´tape 2 dans la preuve de la Proposition
4.5.5). On laisse les de´tails au lecteur inte´resse´ (noter que l’on n’a pas besoin de
l’hypothe`se Dr sans torsion).
La Proposition 4.6.1 reste e´galement valable en remplac¸ant
Mα(C
an
c (N
β(Qp), πPβ)⊗E Em) par ((c-IndB
−(Qp)B(Qp)
B−(Qp)
χ1⊗χ2)an)∨⊗EEm. On termine
la preuve de la meˆme manie`re (noter que l’on n’utilise pas Hom(ϕ,Γ)(Dα(π
′′), Dα(π
′)) =
0).
5. Foncteurs Fα, groupes Ext
1 et compatibilite´ local-global
On revisite la conjecture de compatibilite´ local-global [10, Conj. 6.1.1] lorsque
F+ = Q, en particulier on la reformule de manie`re plus pre´cise en termes de (ϕ,Γ)-
modules en utilisant les foncteurs Fα. On donne plusieurs cas particuliers et re´sultats
partiels sur cette reformulation.
5.1. Pre´liminaires de the´orie de Hodge p-adique. — Les re´sultats de ce para-
graphe, pas exemple la Proposition 5.1.2 ci-dessous, sont entie`rement “coˆte´ Galois” et
ne sont (probablement) pas nouveaux, mais nous donnons une formulation adapte´e
pour eˆtre utilise´e dans l’e´nonce´ de la Conjecture 5.3.1 ci-dessous ainsi que dans la
preuve de cas particuliers (§ 5.4).
On appelle “morphisme naturel d’espaces vectoriels” tout morphisme qui est cano-
nique a` multiplication pre`s par un scalaire non nul. Dans ce paragraphe, on note
avec une majuscule D les (ϕ,Γ)-modules sur RE afin de les distinguer des modules
de Deligne-Fontaine D.
On fixe un syste`me compatible de racines primitives pn-ie`mes de l’unite´ (ζpn)n≥1
dans Qp →֒ B+dR, ce qui permet de voir t = log(1 + X) comme un e´le´ment de B+dR.
Rappelons que, pour r ∈ Q>p−1 et n ≥ n(r) (ou` n(r) est le plus petit entier n tel que
pn(r)−1(p− 1) ≥ r), on a un morphisme de Qp-alge`bres :
ιn : RrQp −→ Qp(ζpn)[[t]]
qui envoie
∑
aiX
i vers
∑
ai(ζpn exp(t/p
n)− 1)i. Il est clair que ιn est Γ-e´quivariant.
On note encore ιn la compose´e ιn : RrQp → Qp(ζpn)[[t]] →֒ B+dR, qui est alors
Gal(Qp/Qp)-e´quivariante (ou` l’action de Gal(Qp/Qp) sur RrQp se factorise par Γ).
Si D est un (ϕ,Γ)-module sans torsion sur RE et Dr ⊆ D un (ϕ,Γ)-module sur RrE
tel que RE ⊗RrE Dr
∼→ D, pour n ≥ n(r) on note D+diff,n(D) de´f= Qp(ζpn)[[t]] ⊗ιnRr
Qp
Dr
(un Qp(ζpn)[[t]] ⊗Qp E-module libre de rang fini muni de l’action diagonale de Γ) et
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W+dR(D) de´f= B+dR ⊗ιnRr
Qp
Dr ≃ B+dR ⊗Qp(ζpn )[[t]] D+diff,n(D) (muni de l’action diagonale de
Gal(Qp/Qp)) qui ne de´pend pas de n suffisamment grand ([5, Prop. 2.2.6(2)]). On
rappelle que H i(ϕ,Γ)(D) de´f= Exti(ϕ,Γ)(RE ,D).
Lemme 5.1.1. — Soit D1 ⊆ D2 deux (ϕ,Γ)-modules sans torsion sur RE de meˆme
rang, alors on a un isomorphisme canonique :
(186) H0(ϕ,Γ)(D2/D1) ∼−→ H0
(
Gal(Qp/Qp),W
+
dR(D2)/W+dR(D1)
)
.
De´monstration. — Les deux E-espaces vectoriels en (186) sont de dimension finie :
par [47, Th. 5.3(1)] pour celui de gauche et par [52, Cor. 5.7] (avec la suite exacte
longue de cohomologie associe´e a` 0→W+dR(D1)→W+dR(D2)→W+dR(D2)/W+dR(D1)→
0) pour celui de droite. Par de´finition de W+dR(−) on a un isomorphisme Gal(Qp/Qp)-
e´quivariant pour n≫ 0 :
(187) W+dR(D2)/W+dR(D1) ≃ B+dR ⊗Qp(ζpn )[[t]]
(
D+diff,n(D2)/D+diff,n(D1)
)
.
E´tape 1
On montre que (187) induit un isomorphisme quitte a` augmenter encore n :
(188) H0
(
Gal(Qp/Qp),W
+
dR(D2)/W+dR(D1)
) ∼←− (D+diff,n(D2)/D+diff,n(D1))Γ.
Notons Qp,∞
de´f
= ∪nQp(ζn), H de´f= Gal(Qp/Qp,∞) et L+dR de´f= (B+dR)H qui est un anneau
de valuation discre`te complet d’uniformisante t et de corps re´siduel le comple´te´ p-
adique de Qp,∞ ([37, Prop. 3.3]). En particulier L
+
dR contient Qp,∞[[t]]. Soit W
de´f
=
W+dR(D2)/W+dR(D1), qui est un B+dR-module de longueur finie. Il suit de [37, Th. 3.5]
que l’on a un isomorphisme B+dR⊗L+dR W
H ∼→W (et donc que WH est un L+dR-module
de longueur finie). De (187) on de´duit facilement une injection Γ-e´quivariante de
L+dR-modules de longueur finie L
+
dR ⊗Qp(ζpn )[[t]] (D+diff,n(D2)/D+diff,n(D1)) →֒ WH (pour
n≫ 0) qui, par extension des scalaires de L+dR a` B+dR, devient donc un isomorphisme
de B+dR-modules par (187) et ce qui pre´ce`de. On en de´duit facilement que l’on a en
fait un isomorphisme Γ-e´quivariant :
(189) WH
∼←− L+dR ⊗Qp(ζpn )[[t]] (D+diff ,n(D2)/D+diff,n(D1)).
De meˆme, par (189) et [37, Th. 3.6] applique´ a` X = WH , on de´duit une in-
jection Γ-e´quivariante de Qp,∞[[t]]-modules de longueur finie Qp,∞[[t]] ⊗Qp(ζpn )[[t]]
(D+diff,n(D2)/D+diff,n(D1)) →֒ (WH)f (cf. [37, Th. 3.6] pour (WH)f ⊆WH) qui devient
un isomorphisme apre`s extension des scalaires de Qp,∞[[t]] a` L
+
dR, donc qui est en fait
un isomorphisme Γ-e´quivariant (pour n≫ 0) :
(190) (WH)f
∼←− Qp,∞[[t]]⊗Qp(ζpn )[[t]] (D+diff,n(D2)/D+diff,n(D1)).
Comme (WH)Γ = H0(Gal(Qp/Qp),W
+
dR(D2)/W+dR(D1)) est de dimension finie, on
a ((WH)f )
Γ = (WH)Γ et il existe m ≫ n tel que tous les e´le´ments de ((WH)f)Γ
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proviennent via (190) d’e´le´ments de Qp(ζpm)[[t]] ⊗Qp(ζpn )[[t]] (D+diff ,n(D2)/D+diff,n(D1)).
Par l’isomorphisme :
Qp(ζpm)[[t]]⊗Qp(ζpn )[[t]] (D+diff ,n(D2)/D+diff,n(D1)) ∼−→ D+diff ,m(D2)/D+diff,m(D1)
a⊗ (b⊗ d) 7−→ abϕm−n(d)
(a ∈ Qp(ζpm)[[t]], b ∈ Qp(ζpn)[[t]], d ∈ D2,r/D1,r), quitte a` remplacer n par m, on en
de´duit (188).
E´tape 2
On termine la preuve. Soit r ∈ Q>p−1 tel que l’injection D1 →֒ D2 est induite par
une injection D1,r →֒ D2,r de (ϕ,Γ)-modules sur RrE ((iii) du Lemme 2.2.3). Par
[47, Prop. 4.4(1)] et la preuve de [47, Th. 4.7] (en particulier la partie montrant que
H0(S) est de dimension finie), le morphisme canonique surjectif :
D2,r/D1,r −→ D+diff,n(D2)/D+diff,n(D1) ∼= Qp(ζpn)[[t]]⊗ιnRr
Qp
(D2,r/D1,r)
induit un isomorphisme canonique pour n≫ 0 :
H0(ϕ,Γ)(D2/D1) ∼−→
(
D+diff ,n(D2)/D+diff,n(D1)
)Γ
.
En le composant avec (188), on obtient un isomorphisme comme en (186), dont on
ve´rifie facilement qu’il ne de´pend pas du choix de n≫ 0.
Si L est une extension finie de Qp, on note L0 sa sous-extension non ramifie´e
maximale, et l’on renvoie a` [10, § 2.2] pour la de´finition des modules de Deligne-
Fontaine (D,ϕ,N,Gal(L/Qp)) sur L0 ⊗Qp E qui deviennent “non ramifie´s sur L”
(l’extension L est note´e L′ dans loc.cit.). Dans la suite, on note un module de Deligne-
Fontaine juste par son L0 ⊗Qp E-module libre sous-jacent D (les ope´rateurs ϕ, N sur
D et l’action de Gal(L/Qp) sur DL
de´f
= L ⊗L0 D e´tant sous-entendus). Si D est un
module de Deligne-Fontaine, on noteD le (ϕ,Γ)-module surRE associe´ a`D muni de la
filtration de´croissante triviale, i.e. Fil0(DL) = DL et Fil
1(DL) = 0, par l’e´quivalence
de cate´gories [4, Th. A] de Berger (D est aussi appele´ l’e´quation diffe´rentielle p-
adique associe´e a` D). Noter que si l’on remplace cette filtration par Fil−h(DL) = DL
et Fil−h+1(DL) = 0 pour h ∈ Z, alors on remplace D par D(xh) = D ⊗RE RE(xh).
Rappelons par ailleurs que le The´ore`me de Hilbert 90 implique L⊗QpDGal(L/Qp)L ∼→ DL
et que se donner une filtration Gal(L/Qp)-e´quivariante sur DL est e´quivalent via
L⊗Qp (−) a` se donner une filtration sur le E-espace vectoriel DGal(L/Qp)L .
Proposition 5.1.2. — (i) Soit h1 > h2 dans Z et F ⊆ DGal(L/Qp)L un sous-
E-espace vectoriel de dimension 1, alors le (ϕ,Γ)-module libre sur RE associe´
par [4, Th. A] a` D muni de la filtration a` deux crans Fil−h1(DL) = DL,
Fil−h(DL) = L ⊗Qp F pour h ∈ {h2, . . . , h1 − 1}, Fil−h2+1(DL) = 0 est une ex-
tension non scinde´e de RE(xh2)/(th1−h2) par D(xh1). De plus toute extension non
scinde´e de RE(xh2)/(th1−h2) par D(xh1) provient comme cela d’un (unique) sous-E-
espace vectoriel de dimension 1 de D
Gal(L/Qp)
L .
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(ii) Soit h1 > h2 dans Z, il existe un isomorphisme naturel de E-espaces vectoriels :
(191) Ext1(ϕ,Γ)
(RE(xh2)/(th1−h2),D(xh1)) ∼−→ DGal(L/Qp)L
qui envoie la droite dans Ext1(ϕ,Γ)(RE(xh2)/(th1−h2),D(xh1)) engendre´e par une exten-
sion non scinde´e vers le sous-E-espace vectoriel de dimension 1 de D
Gal(L/Qp)
L associe´
par (i) a` cette extension.
De´monstration. — On note d
de´f
= dimE D
Gal(L/Qp)
L .
(i) Montrons la premie`re assertion. Notons Fil·1(DL) (resp. Fil
·
2(DL)) la filtration sur
DL donne´e par Fil
−h1
1 (DL) = DL et Fil
−h1+1
1 (DL) = 0 (resp. par Fil
−h1
2 (DL) = DL,
Fil−h(DL) = L⊗Qp F pour h ∈ {h2, . . . , h1 − 1} et Fil−h2+1(DL) = 0). Notons Di le
(ϕ,Γ)-module sur RE associe´ a` (D,Fil·i(DL)) (cf. [4, De´f. II.2.4]), qui est alors libre
de rang d sur RE . Le morphisme naturel (D,Fil·1)→ (D,Fil·2) induit un morphisme
f : D1 → D2. Par [4, Th.II.2.6], ce morphisme est injectif (sinon le noyau donnerait un
sous-objet de (D,Fil·1) envoye´ vers 0 dans (D,Fil
·
2)). Soit r ∈ Q>0 suffisamment grand
tel que D1 →֒ D2 est induit par un morphisme fr : D1,r →֒ D2,r de (ϕ,Γ)-modules sur
RrE ((iii) du Lemme 2.2.3). Alors coker(fr) est un (ϕ,Γ)-module ge´ne´ralise´ de torsion
sur RrE . Par [4, Prop. II.2.5] (et sa preuve) on a un isomorphisme naturel pour n≫ 0
(en fait n ≥ n(r)) :
(192) D+diff,n(Di) ∼−→ Fil0
(
Qp(ζpn)((t))⊗Qp DGal(L/Qp)L
)
ou` DL est muni de la filtration Fil
·
i et Fil
j(Qp(ζpn)((t)))
de´f
= tjQp(ζpn)[[t]] pour
j ∈ Z. Par (192), on ve´rifie que D+diff,n(D2)/D+diff,n(D1) est isomorphe a` (E ⊗Qp
Qp(ζpn))[[t]]/(th1−h2). Par [47, Prop. 4.4] (et la discussion avant [47, Th.4.3]),
on en de´duit un isomorphisme coker(f) ∼= RE/(th1−h2) comme RE-modules. Soit
W+dR(Di) de´f= B+dR ⊗RrE ,ιn Di,r ∼= B+dR ⊗Qp(ζpn )[[t]] D+diff,n(Di) pour n ≫ 0, par le Lemme
5.1.1 on a pour h ∈ Z un isomorphisme :
(193) H0(ϕ,Γ)(coker(f)(x
−h)) ∼= H0(Gal(Qp/Qp), t−hW+dR(D2)/t−hW+dR(D1)).
Par (192) et (188), on voit facilement que :
(194) H0
(
Gal(Qp/Qp), t
−hW+dR(D2)/t−hW+dR(D1)
) ∼= {E h2 ≤ h ≤ h1 − 1
0 sinon.
Comme H0(ϕ,Γ)(coker(f)(x
−h2)) = (coker(f)(x−h2))ϕ=1,Γ=1 ≃ E par (193) et (194), il
existe s ≤ h1 − h2 et un morphisme injectif de (ϕ,Γ)-modules sur RE :
(195) RE/(ts) →֒ coker(f)(x−h2), x 7−→ xe
ou` e est une E-base de (coker(f)(x−h2))ϕ=1,Γ=1. Si s 6= h1 − h2, il existe alors
e′ ∈ coker(f) tel que e = te′. Mais cela implique e′ ∈ (coker(f)(x1−h2))ϕ=1,Γ=1,
une contradiction puisque ce dernier espace est nul par (193) et (194). On en de´duit
un isomorphisme coker(f) ∼= RE(xh2)/(th1−h2) de (ϕ,Γ)-modules.
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Montrons la deuxie`me assertion de (i). Notons D1 de´f= D(xh1) et soit D2 un (ϕ,Γ)-
module ge´ne´ralise´ sur RE qui est une extension non scinde´e de RE(xh2)/(th1−h2) par
D1. Montrons que D2 est sans torsion. Sinon, on voit facilement que D′2 de´f= D2/(D2)tor
est une extension non scinde´e de RE(xh2)/(th) par D1 pour un h tel que 0 < h <
h1 − h2. On a comme en (198) ci-dessous :
dimE Ext
1
(ϕ,Γ)
(RE(xh2)/(th),D1) = dimE H0(ϕ,Γ)(D1(x−h2−h)/(th)).
Mais par le Lemme 5.1.1 et (192), on a H0(ϕ,Γ)(D1(x−h2−h)/(th)) = 0 et donc
Ext1(ϕ,Γ)(RE(xh2)/(th),D1) = 0, une contradiction. Comme D1 est de de Rham (i.e.
la connexion associe´e est localement triviale, cf. [4, Th. A]), D2 l’est aussi (rappelons
que DdR(D1) ∼= (D+diff,n(D1)[1t ])Γ = (D+diff,n(D2)[1t ])Γ pour n ≫ 0). Soit (D,Fil·2) le
module de Deligne-Fontaine filtre´ associe´ a` D2. Comme D2/D1 ∼= RE(xh2)/(th1−h2),
par [47, Th. 4.3 & Prop. 4.4] on a pour n≫ 0 :
(196) D+diff ,n(D2)/D+diff,n(D1) ∼= (E ⊗Qp Qp(ζpn))[[t]]/(th1−h2).
En utilisant (192), on ve´rifie alors facilement que la filtration Fil·2 doit eˆtre comme
dans le (i) de la proposition.
(ii) En appliquant Hom(ϕ,Γ)(−,D(xh1)) a` la suite exacte 0→RE(xh1)→RE(xh2)→
RE(xh2)/(th1−h2)→ 0, on obtient une suite exacte de E-espaces vectoriels :
(197) 0→ H0(ϕ,Γ)(D(xh1−h2))→ H0(ϕ,Γ)(D)→ Ext1(ϕ,Γ)
(RE(xh2)/(th1−h2),D(xh1))
→ H1(ϕ,Γ)(D(xh1−h2))→ H1(ϕ,Γ)(D).
La suite exacte longue de cohomologie applique´e a` 0 → D(xh1−h2) → D →
D/(th1−h2)→ 0 donne aussi une suite exacte de E-espaces vectoriels :
0 −→ H0(ϕ,Γ)(D(xh1−h2)) −→ H0(ϕ,Γ)(D) −→ H0(ϕ,Γ)
(D/(th1−h2))
−→ H1(ϕ,Γ)(D(xh1−h2)) −→ H1(ϕ,Γ)(D)
d’ou` on de´duit avec (197) l’e´galite´ :
(198) dimE Ext
1
(ϕ,Γ)
(RE(xh2)/(th1−h2),D(xh1)) = dimE H0(ϕ,Γ)(D/(th1−h2)).
En outre, en appliquant Hom(ϕ,Γ)(RE(xh2)/(th1−h2),−) a` la suite exacte 0 →
D(xh1)→ D(xh2)→ D(xh2)/(th1−h2)→ 0, on obtient une injection :
(199) Hom(ϕ,Γ)
(
RE(xh2)/(th1−h2),D(xh2 )/(th1−h2)
)
→֒ Ext1(ϕ,Γ)
(
RE(xh2)/(th1−h2),D(xh1)
)
.
Comme Hom(ϕ,Γ)(RE(xh2)/(th1−h2),D(xh2)/(th1−h2)) ∼→ H0(ϕ,Γ)(D/(th1−h2)), on de´duit
de (199) et (198) un isomorphisme naturel :
(200) H0(ϕ,Γ)(D/(th1−h2)) ∼−→ Ext1(ϕ,Γ)
(RE(xh2)/(th1−h2),D(xh1)).
En combinant (200) avec le Lemme 5.1.1 applique´ a` D2 = D et D1 = D(xh1−h2), et
en notant W+dR(D) le B+dR-module associe´ a` D, on obtient un isomorphisme naturel :
H0
(
Gal(Qp/Qp),W
+
dR(D)/(th1−h2)
) ∼−→ Ext1(ϕ,Γ) (RE(xh2)/(th1−h2),D(xh1)).
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Utilisant les isomorphismes naturels :
(201) D
Gal(L/Qp)
L
∼= H0
(
Gal(Qp/Qp),W
+
dR(D)
) ∼−→ H0(Gal(Qp/Qp),W+dR(D)/(th1−h2))
(proce´der comme en (194) pour l’isomorphisme de droite), on obtient finalement un
isomorphisme naturel :
(202) ι : Ext1(ϕ,Γ)
(RE(xh2)/(th1−h2),D(xh1)) ∼−→ DGal(L/Qp)L .
Montrons qu’il satisfait la proprie´te´ du (ii) de la proposition. Soit F ⊆ DGal(L/Qp)L une
E-droite et D2 le (ϕ,Γ)-module associe´ en (i), on doit donc montrer ι(E[D2]) = F
(avec une notation e´vidente). On a un diagramme commutatif :
(203)
0 −−−→ D(xh1) −−−→ D2 −−−→ RE(xh2)/(th1−h2) −−−→ 0∥∥∥ y jy
0 −−−→ D(xh1) −−−→ D(xh2) −−−→ D(xh2)/(th1−h2) −−−→ 0
qui, combine´ avec la suite exacte :
(204) 0 −→ RE(xh1) −→ RE(xh2) −→ RE(xh2)/(th1−h2) −→ 0
induit un diagramme commutatif (en notant R au lieu de RE) :
Hom
(
R(xh2), R(xh2 )
(th1−h2 )
)
Hom
(
R(xh2), D(xh2 )
(th1−h2 )
)
Ext1
(R(xh2),D(xh1)) Ext1 (R(xh2),D(xh1))
Hom
(
R(xh2 )
(th1−h2 )
, R(x
h2 )
(th1−h2 )
)
Hom
(
R(xh2 )
(th1−h2 )
, D(x
h2 )
(th1−h2 )
)
Ext1
(
R(xh2 )
(th1−h2 )
,D(xh1)
)
Ext1
(
R(xh2 )
(th1−h2 )
,D(xh1)
)
..........................................................................
..
j1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
..
................................................................................................................................................................
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
.
..
..
........................................................................
..
j2
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
....
...
δ1
....................................................................................................................................................
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
....
...
δ2
..............................................................................................................
....
v1
............................................................................................................
....
v2
................................................................................................................
....
.................................................................................................................
....
(par exemple, la face tout a` gauche est induite par la suite exacte en haut de (203)
et la suite exacte (204)). Les morphismes v1, v2 sont clairement des isomorphismes.
On a im(δ1) = E[D2] donc im(δ2 ◦ j2) = E[D2] et im(δ2 ◦ v−12 ◦ j1) = im(δ2 ◦ v−12 ◦ j1 ◦
v1) = E[D2]. Soit W+dR(t−h2D2) le B+dR-module associe´e a` t−h2D2, par le Lemme 5.1.1
applique´ avec D2 et D1 = D(xh1), l’isomorphisme D2/D(xh1) ≃ RE(xh2)/(th1−h2)
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(premie`re suite exacte en (203)) et (186), on a un diagramme commutatif :
Hom(ϕ,Γ)
(
RE(xh2), RE(xh2 )(th1−h2 )
)
j1−−−→ Hom(ϕ,Γ)
(
RE(xh2), D(xh2 )(th1−h2 )
)
≀
y ≀y
H0
(
Gal(Qp/Qp),
W+dR(t
−h2D2)
th1−h2W+dR(D)
)
−−−→ H0
(
Gal(Qp/Qp),
W+dR(D)
(th1−h2 )
)
≀
y ≀y(
Fil0DdR(t
−h2D2)
)Gal(L/Qp) −−−→ DGal(L/Qp)L
ou` les applications horizontales sont induites par j, la commutativite´ du carre´ du haut
vient de la fonctorialite´ de (186), ou` DdR(t
−h2D2) est le module filtre´ sur L associe´
au (ϕ,Γ)-module de de Rham t−h2D2, l’isomorphisme du bas a` droite est celui en
(201) et en remarquant que (201) induit des isomorphismes (en proce´dant comme
pour (194)) :(
Fil0DdR(t
−h2D2)
)Gal(L/Qp) ≃ H0(Gal(Qp/Qp),W+dR(t−h2D2))
∼−→ H0
(
Gal(Qp/Qp),
W+dR(t
−h2D2)
th1−h2W+dR(D)
)
.
L’image du morphisme horizontal en bas est F ⊆ DGal(L/Qp)L . De plus la compose´e
verticale a` droite est e´gale a` ι◦ δ2 ◦ v−12 par la construction de ι. Comme im(δ2 ◦ v−12 ◦
j1) = E[D2], on obtient bien ι(E[D2]) = F , ce qui termine la preuve de (ii).
Remarque 5.1.3. — Soit δ : Gal(Qp/Qp) → E× un caracte`re localement con-
stant, il re´sulte facilement de [47, Th. 4.3 & Prop. 4.4] que RE(xh2)/(th1−h2) ≃
RE(xh2δ)/(th1−h2) (on laisse cela en exercice au lecteur). En tordant les exten-
sions par RE(δ), on en de´duit un isomorphisme Ext1(ϕ,Γ)(RE(xh2)/(th1−h2), T ) ≃
Ext1(ϕ,Γ)(RE(xh2)/(th1−h2), T (δ)) pour tout (ϕ,Γ)-module T . Par (191) on obtient
donc un isomorphisme naturel pour tout δ localement constant :
Ext1(ϕ,Γ)
(RE(xh2)/(th1−h2),D(xh1)(δ)) ∼−→ DGal(L/Qp)L .
Si V est une repre´sentation potentiellement semi-stable de Gal(Qp/Qp) sur E qui
devient semi-stable en restriction a` Gal(Qp/L), rappelons qu’on lui associe le module
de Deligne-Fontaine D = (Bst ⊗Qp V )Gal(Qp/L) muni des ope´rateurs ϕ,N agissant sur
Bst et de l’action re´siduelle de Gal(L/Qp), et que DL
∼→ (BdR⊗QpV )Gal(Qp/L) est muni
de la filtration Fil·DL (de´croissante, exhaustive, se´pare´e) induite par celle sur BdR.
5.2. Nullite´ de certaines extensions. — On de´montre la nullite´ d’un certain
Ext1G (The´ore`me 5.2.5), ce qui lorsque G = GLn implique la Conjecture 3.3.1 de
[10] pour GLn(Qp). Ce re´sultat sera utilise´ dans le cas particulier cristallin de la
Conjecture 5.3.1, cf. le (ii) du The´ore`me 5.4.4.
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On conserve les notations des §§ 2.1, 3.1 et on rappelle que w0 est l’e´le´ment de
longueur maximale dans W . On fixe une racine simple α ∈ S, un poids λ ∈ X(T )
dominant par rapport a` B− et un caracte`re lisse χ : T (Qp) → E×. On note W α le
groupe de Weyl de LQα, c’est-a`-dire le sous-groupe de W engendre´ par les re´flexions
simples diffe´rentes de sα, et w
α
0 l’e´le´ment de longueur maximale de W
α. Si π, π′ sont
deux repre´sentations localement analytiques admissibles de G(Qp) sur E, on note
ExtiG(π, π
′)
de´f
= ExtiD(G(Qp),E)(π
′∨, π∨) pour i ≥ 0 ou` ExtiD(G(Qp),E) est dans la cate´gorie
des D(G(Qp), E)-modules a` gauche (abstraits). Lorsque i = 1 (resp. i = 0), cela
co¨ıncide avec le Ext1G(π, π
′) comme a` la fin du § 1 (resp. avec les homomorphismes
continus G(Qp)-e´quivariants de π dans π′), cf. [61, Th. 6.3] et [10, Lem. 2.1.1].
On commence par plusieurs re´sultats pre´liminaires. Par le Lemme 3.7.5, le
U(g)-module U(g) ⊗U(b−) λ admet en quotient une unique extension non scinde´e
L−(sα · λ) L−(λ) . Appliquant le foncteur exact contravariant FGB−(−, χ)
et utilisant [12, Cor. 2.5 & Cor. 2.7], on en de´duit que la se´rie principale
(Ind
G(Qp)
B−(Qp)
(−λ) ⊗ χ)an = FGB−(U(g) ⊗U(b−) λ, χ) admet en sous-repre´sentation
une unique extension non scinde´e :
(205) FGB−(L−(λ), χ) FGB−(L−(sα · λ), χ)
ou` FGB−(L−(λ), χ) = L(−λ) ⊗E (IndG(Qp)B−(Qp) χ)∞ est en sous-objet. Pour w ∈ W , on
note pour alle´ger C(w ·λ) de´f= FGB−(L−(w ·λ), χ), I(w ·λ) de´f= (IndG(Qp)B−(Qp)(−w ·λ)⊗χ)an =
FGB−(U(g)⊗U(b−) w · λ, χ) (oubliant dans la notation le caracte`re χ qui ne joue aucun
roˆle).
Proposition 5.2.1. — Supposons lg(wα0 ) ≥ 1, on a une suite exacte de repre´senta-
tions localement analytiques admissibles de G(Qp) sur E :
(206) 0 −→ X −→ I(λ) d0−→
⊕
w∈Wα
lg(w)=1
I(w · λ) d1−→
⊕
w∈Wα
lg(w)=2
I(w · λ)
d2−→ · · · dlg(w
α
0 )−1−→ I(wα0 · λ) −→ 0
ou` la repre´sentation X est de la forme C(λ) C(sα ·λ) Y avec C(λ) C(sα ·λ)
donne´ par (205) et Y admettant une filtration dont les gradue´s sont C(w′ · λ) pour
des w′ ∈ W tels que lg(w′) ≥ 3.
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De´monstration. — Soit q−α (resp. lQα) l’alge`bre de Lie de Q
−
α (Qp) (resp. LQα(Qp)).
En appliquant le foncteur exact U(g)⊗U(q−α ) (−) a` la re´solution BGG pour lQα :
0 −→ U(lQα)⊗U(lQα∩b−) wα0 · λ −→ · · · −→
⊕
w∈Wα
lg(w)=1
U(lQα)⊗U(lQα∩b−) w · λ
−→ U(lQα)⊗U(lQα∩b−) λ −→ L−(λ)Qα −→ 0,
on obtient la suite exacte de U(g)-modules :
(207) 0 −→ U(g)⊗U(b−) wα0 · λ −→ · · · −→
⊕
w∈Wα
lg(w)=1
U(g)⊗U(b−) w · λ
−→ U(g)⊗U(b−) λ −→ U(g)⊗U(q−α ) L−(λ)Qα −→ 0,
puis en appliquant le foncteur exact contravariant FGB−(−, χ) a` (207), on obtient
(206) avec X = FGB−(U(g)⊗U(q−α ) L−(λ)Qα, χ).
Montrons l’assertion sur X . Comme le constituant L−(sα · λ) de U(g) ⊗U(b−) λ
n’apparaˆıt dans aucun U(g) ⊗U(b−) w · λ lorsque w ∈ W α, lg(w) = 1 (par exemple
par [41, § 5.2]), on de´duit du Lemme 3.7.5 que le quotient L−(sα · λ) L−(λ) de
U(g)⊗U(b−) λ est e´galement quotient de U(g)⊗U(q−α ) L−(λ)Qα. Comme L(w · λ) n’est
pas dans la cate´gorie Oq−αalg lorsque w ∈ W α, lg(w) = 1, on de´duit que U(g) ⊗U(q−α )
L−(λ)Qα ∈ Oq
−
α
alg est de la forme Z L
−(sα · λ) L−(λ) ou` les constituants de Z
sont des L−(w′ · λ) pour w′ ∈ W , lg(w′) ≥ 2. Lorsque w′ ∈ W α, le constituant
L−(w′ ·λ) n’est pas dans Oq−αalg (car w′ ·λ n’est pas dominant par rapport a` LQα ∩B−),
et lorsque w′ = sβsα · λ pour β ∈ S\{α}, L−(w′ · λ) = L−(sβ · (sα · λ)) n’est pas non
plus dans Oq−αalg (car sα · λ est dominant par rapport a` LQα ∩ B−, donc sβ · (sα · λ)
ne peut plus l’eˆtre). Donc les seuls constituants L−(w′ · λ) pour w′ ∈ W , lg(w′) = 2
qui peuvent apparaˆıtre dans Z sont les L−(sαsβ · λ) pour β ∈ S\{α}. Mais par [41,
8.3(a)], le constituant L−(sαsβ · λ) apparaˆıt avec multiplicite´ 1 dans U(g) ⊗U(b−) λ,
donc est ne´cessairement dans l’image de l’injection U(g)⊗U(b−) sβ ·λ →֒ U(g)⊗U(b−)λ
(rappelons qu’il apparaˆıt aussi dans U(g) ⊗U(b−) sβ · λ), et par (207) ne peut donc
plus apparaˆıtre dans le quotient U(g) ⊗U(q−α ) L−(λ)Qα de U(g) ⊗U(b−) λ. Appliquant
FGB−(−, χ), on en de´duit avec (205) que X = FGB−(U(g)⊗U(q−α ) L−(λ)Qα, χ) a bien la
forme voulue.
On fixe π une repre´sentation localement alge´brique admissible de G(Qp) sur E,
c’est-a`-dire le produit tensoriel (sur E) d’une repre´sentation alge´brique de dimension
finie de G(Qp) par une repre´sentation lisse admissible de G(Qp).
Lemme 5.2.2. — Pour w ∈ W et i ∈ {0, . . . , lg(w0)−1} on a ExtiG(I(w ·λ), π) = 0.
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De´monstration. — C’est un cas particulier de [65, (4.17) & Rem. 4.14] avec l’e´galite´
dim(G(Qp))− dim(B−(Qp)) = lg(w0).
Lemme 5.2.3. — Pour w ∈ W et i ∈ {0, . . . , lg(w)−1} on a ExtiG(C(w ·λ), π) = 0.
De´monstration. — Il n’y a rien a` montrer si lg(w) = 0. Pour j ∈ {1, . . . , lg(w0)}
conside´rons l’hypothe`se (de re´currence) HR(j) : l’e´nonce´ du lemme est vrai lorsque
lg(w) ≥ j. Comme C(w0 · λ) = I(w0 · λ), le Lemme 5.2.2 implique HR(lg(w0)).
Soit j ∈ {2, . . . , lg(w0)} et montrons que HR(j) implique HR(j − 1). Soit w ∈ W
tel que lg(w) = j − 1 (il suffit de conside´rer ce cas), il re´sulte de [41, § 5.2] et de
l’exactitude du foncteur FGB−(−, χ) que l’on a une suite exacte de repre´sentations
localement analytiques admissibles de G(Qp) sur E :
0 −→ C(w · λ) −→ I(w · λ) −→ X −→ 0
ou` X admet une filtration dont les gradue´s sont les C(w′ · λ) pour w′ ∈ W tel que
lg(w′) > lg(w) = j − 1, i.e. lg(w′) ≥ j. On en de´duit une suite exacte de E-espaces
vectoriels pour tout i ≥ 0 :
ExtiG(I(w · λ), π) −→ ExtiG(C(w · λ), π) −→ Exti+1G (X, π).
Pour i ∈ {0, . . . , j−2}, on a ExtiG(I(w·λ), π) = 0 par le Lemme 5.2.2 et Exti+1G (X, π) =
0 par HR(j) et un de´vissage e´vident. On en de´duit ExtiG(C(w·λ), π) = 0 ce qui montre
HR(j − 1) et ache`ve la preuve.
Lemme 5.2.4. — Supposons 1 ≤ lg(wα0 ) ≤ lg(w0)−2. Pour j ∈ {0, . . . , lg(wα0 )−1}
et i ∈ {0, . . . , j + 2} on a ExtiG(im(dj), π) = 0 ou` dj est le morphisme dans la
Proposition 5.2.1.
De´monstration. — On fait une re´currence descendante sur j. Par le Lemme 5.2.2
l’e´nonce´ est vrai lorsque j = lg(wα0 ) − 1 car im(dlg(wα0 )−1) = I(wα0 · λ) et j + 2 =
lg(wα0 ) + 1 < lg(w0). Supposons l’e´nonce´ vrai pour j ∈ {1, . . . , lg(wα0 ) − 1} (en
supposant 2 ≤ lg(wα0 ) sinon il ne reste rien a` montrer) et conside´rons la suite exacte
de repre´sentations localement analytiques admissibles de G(Qp) sur E issue de (206) :
0 −→ im(dj−1) −→
⊕
w∈Wα
lg(w)=j
I(w · λ) −→ im(dj) −→ 0.
On en de´duit une suite exacte courte de E-espaces vectoriels pour tout i ≥ 0 :
ExtiG
( ⊕
w∈Wα
lg(w)=j
I(w · λ), π) −→ ExtiG(im(dj−1), π) −→ Exti+1G (im(dj), π).
Pour i ∈ {0, . . . , j + 1}, le ExtiG de gauche est nul par le Lemme 5.2.2 (car j + 1 ≤
lg(wα0 ) < lg(w0)) et Ext
i+1
G (im(d
j), π) = 0 par l’hypothe`se de re´currence au cran j.
On en de´duit ExtiG(im(d
j−1), π) = 0 ce qui ache`ve la preuve.
On peut maintenant montrer le re´sultat principal de ce paragraphe.
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The´ore`me 5.2.5. — Soit π une repre´sentation localement alge´brique admissible
de G(Qp) sur E, c’est-a`-dire le produit tensoriel d’une repre´sentation alge´brique de
dimension finie de G(Qp) par une repre´sentation lisse admissible de G(Qp), et sup-
posons 1 ≤ lg(wα0 ) ≤ lg(w0)− 2. Alors on a :
Ext1G
(FGB−(L−(λ), χ) FGB−(L−(sα · λ), χ) , π) = 0
ou` la repre´sentation de gauche est celle en (205).
De´monstration. — Conside´rons la suite exacte de repre´sentations localement analy-
tiques admissibles de G(Qp) sur E issue de (206) :
0 −→ X −→ I(λ) −→ im(d0) −→ 0.
On en de´duit une suite exacte de E-espaces vectoriels :
Ext1G(I(λ), π) −→ Ext1G(X, π) −→ Ext2G(im(d0), π).
Par le Lemme 5.2.2 on a Ext1G(I(λ), π) = 0 et par le Lemme 5.2.4 applique´ pour
j = 0, i = 2 on a Ext2G(im(d
0), π) = 0. On en de´duit Ext1G(X, π) = 0. Vue la forme
de X dans la Proposition 5.2.1, on a aussi une suite exacte de E-espaces vectoriels :
Ext1G(X, π) −→ Ext1G
(
C(λ) C(sα ·λ) , π
) −→ Ext2G(Y, π).
Vue la forme de Y (cf. Proposition 5.2.1), on a Ext2G(Y, π) par le Lemme 5.2.3 et un
de´vissage e´vident. Comme Ext1G(X, π) = 0, on en de´duit le re´sultat.
Corollaire 5.2.6. — Supposons 1 ≤ lg(wα0 ) ≤ lg(w0) − 2 et la repre´sentation
FGB−(L−(λ), χ) irre´ductible, alors on a :
dimE Ext
1
G
(FGB−(L−(sα · λ), χ),FGB−(L−(λ), χ)) = 1.
En particulier [10, Conj. 3.3.1] est vraie pour GLn(Qp).
De´monstration. — On a une suite exacte de E-espaces vectoriels :
HomG
(
C(λ) C(sα ·λ) , C(λ)
)→ HomG(C(λ), C(λ))→ Ext1G(C(sα · λ), C(λ))
→ Ext1G
(
C(λ) C(sα ·λ) , C(λ)
)
ou` le terme tout a` gauche est nul car (205) est non scinde´ et C(λ) est irre´ductible,
et celui tout a` droite est nul par le The´ore`me 5.2.5 applique´ avec π = C(λ). On
en de´duit la premie`re assertion. La deuxie`me suit lorsque n ≥ 3 (pour avoir 1 ≤
lg(wα0 ) ≤ lg(w0)− 2), mais lorsque n = 2 elle est montre´e dans [10, Lem. 3.1.1].
Remarque 5.2.7. — (i) Il est possible que l’hypothe`se d’irre´ductibilite´ de
FGB−(L−(λ), χ) dans le Corollaire 5.2.6 soit en fait superflue.
(ii) Rappelons que la raison pour laquelle cette preuve de [10, Conj 3.3.1] ne s’e´tend
pas a` GLn(L) et des extensions localement σ-analytiques (pour σ : L →֒ E) est
que les re´sultats de [62, § 6] (en particulier [62, Prop. 6.5(i)]) utilise´s de manie`re
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essentielle dans la preuve de [65, (4.17)], et donc dans celle du Lemme 5.2.2, ne sont
montre´s que dans le cadre localement Qp-analytique.
5.3. Foncteurs Fα et compatibilite´ local-global conjecturale. — Apre`s un
rappel du cadre global, on donne une version plus pre´cise de la conjecture principale
de [10] utilisant les foncteurs Fα.
On conserve les notations du § 5.1. On rappelle d’abord le cadre global de [14,
§ 6.1] (cf. aussi [10, § 6.1]) auquel on renvoie le lecteur pour plus de de´tails. On fixe
une fois pour toutes des plongements Q →֒ C et Q →֒ Qp que l’on utilise de manie`re
tacite. On fixe un corps de nombres totalement re´el F+, une extension quadratique
totalement imaginaire F de F+ et un groupe unitaire G/F+ attache´ a` F/F+ comme
dans [2, § 6.2.2] tel que G×F+ F ∼= GLn (n ≥ 2) et G(F+ ⊗Q R) est compact. Pour
une place finie v de F+ totalement de´compose´e dans F et v˜ une place de F divisant
v, on a des isomorphismes iG,v˜ : G(F
+
v )
∼→ G(Fv˜) ≃ GLn(Fv˜). On note Σp les places
de F+ divisant p et on suppose que chaque place dans Σp est totalement de´compose´e
dans F . Pour toute extension finie E de Qp et tout sous-groupe ouvert compact
Up =
∏
v∤p Uv de G(A
p,∞
F+ ) (ou` A
p,∞
F+ de´signe les ade`les finis hors p de F
+) on pose :
(208) Ŝ(Up, E)
de´f
=
{
f : G(F+) \G(A∞F+)/Up −→ E, f continue
}
qui est un espace de Banach p-adique sur E de boule unite´ :
Ŝ(Up,OE) de´f=
{
f : G(F+) \G(A∞F+)/Up −→ OE, f continue
}
.
On munit Ŝ(Up, E) de l’action continue de G(F+⊗QQp) donne´e par (g′f)(g) = f(gg′)
(pour f ∈ Ŝ(Up, E), g′ ∈ G(F+ ⊗Q Qp), g ∈ G(A∞F+)), qui pre´serve la boule unite´ et
fait de Ŝ(Up, E) un Banach unitaire admissible.
Soit D(Up) les places finies v de F+ telles que v ∤ p, v est totalement de´compose´
dans F et Uv est un sous-groupe ouvert compact maximal de G(F
+
v ). On note
T(Up)
de´f
= OE [T (j)v˜ ] la OE-alge`bre polynomiale commutative engendre´e par des vari-
ables formelles T
(j)
v˜ ou` j ∈ {1, · · · , n} et v˜ est une place de F au-dessus d’une place v
de D(Up). La OE-alge`bre T(Up) agit sur Ŝ(Up, E) et Ŝ(Up,OE) en faisant agir T (j)v˜
par l’ope´rateur associe´ a` la double classe :
(209) T
(j)
v˜
de´f
=
[
Uvgvi
−1
G,v˜
((
1n−j 0
0 ̟v˜ 1j
))
g−1v Uv
]
ou` ̟v˜ est une uniformisante de Fv˜ et gv ∈ G(F+v ) est tel que iG,v˜(g−1v Uvgv) =
GLn(OFv˜). Cette action commute avec celle de G(F+⊗QQp). On note Ŝ(Up, E)alg ⊂
Ŝ(Up, E)an les sous-espaces de Ŝ(Up, E) des vecteurs respectivement locale-
ment alge´briques et localement analytiques pour l’action de (ResF+/QG)(Qp) =
G(F+⊗QQp). Ils sont stables par G(F+⊗QQp) et T(Up). Le sous-espace Ŝ(Up, E)an
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se de´crit comme (208) en remplac¸ant “continue” par “localement analytique” et on
a un isomorphisme G(F+ ⊗Q Qp)× T(Up)-e´quivariant (cf. [14, (6.2)]) :
(210) Ŝ(Up, E)alg ⊗E Qp ∼=
⊕
π
(
(π∞,p)U
p ⊗Q (πp ⊗QWp)
)⊕m(π)
ou` π ∼= π∞ ⊗Q π∞ parcourt les repre´sentations automorphes de G(AF+), Wp est une
repre´sentation alge´brique irre´ductible de (ResF+/QG)(Qp) sur Qp de´termine´e par π∞
(voir [2, § 6.2.3] et [14, § 6.1]), m(π) ≥ 1 est une multiplicite´, et ou` T (j)v˜ ∈ T(Up) agit
sur (π∞,p)U
p
par la double classe (209).
On fixe de´sormais une place ℘ de F+ au-dessus de p telle que F+℘ = Qp et
une place ℘˜ de F divisant ℘ (donc Qp = F+℘
∼= F℘˜ et on a un isomorphisme
iG,℘˜ : G(F
+
℘ )
∼−→ GLn(Qp)). On fixe e´galement une repre´sentation Qp-alge´brique
irre´ductible W ℘ de
∏
v|p,v 6=℘G(F
+
v ) sur E, que l’on voit comme repre´sentation de
G(F+ ⊗Q Qp) via G(F+ ⊗Q Qp) ։
∏
v|p,v 6=℘G(F
+
v ), ainsi qu’un sous-groupe ouvert
compact U℘p =
∏
v|p,v 6=℘ Uv de
∏
v|p,v 6=℘G(F
+
v ). On pose U
℘ de´f= UpU℘p et :
Ŝ(U℘,W ℘)
de´f
=
(
Ŝ(Up, E)⊗E W ℘
)U℘p .
Muni de l’action naturelle de G(F+℘ ) induite par celle sur Ŝ(U
p, E), l’espace
Ŝ(U℘,W ℘) est encore un Banach unitaire admissible. On le munit aussi de l’action
de T(Up) induite par celle sur Ŝ(Up, E), qui commute a` G(F+℘ ), et on de´finit les
sous-espaces Ŝ(U℘,W ℘)alg ⊂ Ŝ(U℘,W ℘)an (avec des notations e´videntes) qui sont
stables par G(F+℘ )× T(Up). On peut ve´rifier que :
(211) Ŝ(U℘,W ℘) =
{
f : G(F+) \G(A∞F+)/Up −→W ℘, f continue et
f(gg℘p ) = (g
℘
p )
−1(f(g)) pour tout g ∈ G(A∞F+) et tout g℘p ∈ U℘p
}
ou` l’action de G(F+℘ ) est par translation a` droite sur les fonctions et celle de T(U
p)
comme en (209) (Ŝ(U℘,W ℘)an s’identifie alors au sous-espace de (211) des fonctions
f localement analytiques), et que :
(212) Ŝ(U℘,W ℘)alg ⊗E Qp ∼=
⊕
π
(
(π∞,p)U
p ⊗Q (⊗v|p,v 6=℘πUvv )⊗Q (π℘ ⊗QW℘)
)m(π)
ou` π ∼= π∞⊗C π∞ parcourt les repre´sentations automorphes de G(AF+) telles que Wp
en (210) est de la forme Wp ∼= W℘ ⊗E (W ℘)∨ en notant (W ℘)∨ le dual de W ℘ et W℘
une repre´sentation alge´brique de G(F+℘ ) sur Qp. On voit dans la suite Ŝ(U
℘,W ℘) et
ses sous-repre´sentations comme repre´sentations de GLn(Qp) via ιG,℘˜.
Soit ρ : Gal(F/F )→ GLn(E) une repre´sentation continue non ramifie´e aux places
dans D(Up). On associe a` ρ l’unique ide´al maximal mρ de corps re´siduel E de
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T(Up)[1/p] tel que, pour tout v ∈ D(Up) et v˜ place de F au-dessus de v, le polynoˆme
caracte´ristique ρ(Frobv˜) (ou` Frobv˜ est un Frobenius geome´trique en v˜) est donne´ par :
(213) Xn + · · ·+ (−1)j(Nv˜) j(j−1)2 θρ(T (j)v˜ )Xn−j + · · ·+ (−1)n(Nv˜)
n(n−1)
2 θρ(T
(n)
v˜ )
en notant Nv˜ le cardinal du corps re´siduel de Fv˜ et θρ la compose´e T(Up)[1/p] ։
T(Up)[1/p]/mρ
∼→ E. Lorsque Ŝ(U℘,W ℘)[mρ]alg 6= 0 on sait de plus que ρ℘˜ de´f=
ρ|Gal(F ℘˜/F℘˜) est potentiellement semi-stable a` poids de Hodge-Tate distincts.
On normalise la correspondance de Langlands locale pour GLn(Qp) de sorte que
la repre´sentation χ1 ⊕ · · · ⊕ χn du groupe de Weil de Qp corresponde (pour des χi
ge´ne´riques) a` :
(214)
(
Ind
GLn(Qp)
B−(Qp)
χ1| · |1−n ⊗ χ2| · |2−n ⊗ · · · ⊗ χn
)∞
ou` les χi dans l’induite sont vus comme caracte`res de Q×p via la normalisation du corps
de classe local au § 1 et ou` (comme dans l’Exemple 2.1.1) B− est le Borel infe´rieur.
On fixe un module de Deligne-Fontaine D de rang n sur L0 ⊗Qp E (pour une
extension finie L de Qp, cf. § 5.1). On note W la repre´sentation de Weil-Deligne
associe´e par Fontaine a` D (cf. [10, § 2.2]) et l’on suppose que la repre´sentation de
Weil sous-jacente a` W est absolument semi-simple, i.e. W est F -semi-simple. On
note π∞(W ) la repre´sentation lisse admissible de longueur finie de GLn(Qp) sur E
correspondant a` W par la correspondance de Langlands locale normalise´e comme ci-
dessus puis modifie´e comme dans [17, § 4]. La repre´sentation π∞(W ) a un unique
constituant irre´ductible ge´ne´rique qui est en sous-objet, et si χπ∞(W ) est son caracte`re
central alors χπ∞(W ) = χW | · |−n(n−1)2 ou` χW de´f= det(W ).
On fixe e´galement (hi)i∈{1,...,n} dans Z
n tel que h1 > h2 > · · · > hn et on pose
λ = (λi)i∈{1,...,n} avec λi
de´f
= (n − i) − hi, de sorte que λ est dominant par rapport
a` B−. On rappelle que L(−λ) est la repre´sentation alge´brique irre´ductible de GLn
sur E de plus haut poids −λ par rapport a` B (cf. § 3.1). On dispose donc de la
repre´sentation localement alge´brique L(−λ)⊗E π∞(W ). Rappelons que, si α ∈ S et si
l’on a une extension 0→ π′ → π → L(−λ)⊗Eπ∞(W )→ 0 dans RepanE (GLn(Qp)) avec
Fα(π
′)(−) ≃ E∞(χ−λ) ⊗E Hom(ϕ,Γ)(Dα(π′),−) pour un (ϕ,Γ)-module sans torsion
Dα(π
′), alors par le The´ore`me 4.1.5 (avec la Remarque 4.2.1) et le The´ore`me 3.3.1 on
a Fα(π)(−) ≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)(Dα(π),−) pour un (ϕ,Γ)-module Dα(π) qui est
une extension de Dα(L(−λ)⊗E π∞(W )) ≃ RE(λ ◦ λα∨)/(t1−〈λ,α∨〉) par Dα(π′). On a
donc une application E-line´aire :
(215) Ext1GLn(Qp)
(
π′, L(−λ)⊗E π∞(W )
)
−→ Ext1(ϕ,Γ)
(
Dα(L(−λ)⊗E π∞(W )),Dα(π′)
)
.
Pour toute racine simple α = ej − ej+1 ∈ S ou` j ∈ {1, . . . , n− 1} on pose :
(216) Dα(λ,W )
de´f
= (∧n−jRE D)⊗RERE((sα ·λ)◦λα∨)⊗RERE(| · |n−j+(n−j+1)+···+n−1χ−1W )
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ou` D est le (ϕ,Γ)-module sur RE donne´ par l’e´quation diffe´rentielle p-adique associe´e
a`D (cf. § 5.1). Alors Dα(λ,W ) est, a` la torsion localement constante |·|n−j+···+n−1χ−1W
pre`s, le (ϕ,Γ)-module libre de rang
(
n
j
)
sur RE associe´ par l’e´quivalence de [4, Th. A]
au module de Deligne-Fontaine ∧n−jL0⊗QpED muni de la filtration :{
Fil−(λ1+···+λj−1+λj+1+1)(∧n−jL⊗QpEDL) = ∧
n−j
L⊗QpE
DL
Fil−(λ1+···+λj−1+λj+1+1)+1(∧n−jL⊗QpEDL) = 0.
De plus par (191) (applique´ avec h1 = λ1+· · ·+λj−1+λj+1+1, h2 = λ1+· · ·+λj−1+λj
et D = ∧n−jL0⊗QpED) avec la Remarque 5.1.3 (applique´e avec δ = | · |n−j+···+n−1χ
−1
W ), on
de´duit un isomorphisme naturel :
(217) Fα : Ext1(ϕ,Γ)
(RE(λ ◦ λα∨)/(t1−〈λ,α∨〉), Dα(λ,W )) ∼−→ (∧n−jL⊗QpEDL)Gal(L/Qp).
Soient maintenant U℘, W ℘ et ρ : Gal(F/F )→ GLn(E) comme ci-dessus tels que :
(i) ρ est absolument irre´ductible non ramifie´e aux places de F au-dessus de D(Up);
(ii) Ŝ(U℘,W ℘)alg[mρ] 6= 0 (donc ρ℘˜ est potentiellement semi-stable);
(iii) ρ℘˜ a pour poids de Hodge-Tate h1, . . . , hn et module de Deligne-Fontaine D
(en fait W ℘ est de´termine´ par ρ). Il re´sulte alors des normalisations, de (212) et de
[20] que l’on a pour tout U℘, W ℘, ρ ve´rifiant (i), (ii) et (iii) :
(218) Ŝ(U℘,W ℘)alg[mρ] ∼=
(
L(−λ)⊗E π∞(W )
)⊕d(U℘,ρ) ⊗E εn−1 ◦ det
ou` d(U℘, ρ) ≥ 1 est un entier ne de´pendant que de U℘ et ρ. La filtration Fil· sur
(BdR ⊗Qp ρ℘˜)Gal(Qp/L) ≃ DL ≃ L⊗Qp DGal(L/Qp)L permet pour α = ej − ej+1 de de´finir
la droite :
(219) Filmaxα (ρ℘˜)
de´f
= Fil−hj+1(DL)
Gal(L/Qp) ∧ Fil−hj+2(DL)Gal(L/Qp) ∧ · · · ∧ Fil−hn(DL)Gal(L/Qp)
dans ∧n−jE (DGal(L/Qp)L ) ≃ (∧n−jL⊗QpEDL)Gal(L/Qp).
Enfin, si π′, π′′ sont des repre´sentations admissibles dans RepanE (GLn(Qp)) et
si H est un sous-E-espace vectoriel de dimension ≤ 1 du E-espace vectoriel
Ext1GLn(Qp)(π
′′, π′) des extensions de π′′ par π′ (dans la cate´gorie abe´lienne des
repre´sentations admissibles de GLn(Qp)), on note [[H ]] l’unique repre´sentation de
GLn(Qp) sur E sous-jacente a` H au sens de Yoneda. Si π1, . . . , πm sont admissi-
bles dans RepanE (GLn(Qp)) avec π comme sous-repre´sentation commune, on note
⊕jππj de´f= π1 ⊕π π2 ⊕π · · · ⊕π πm.
La conjecture suivante est une version nettement plus pre´cise (et un peu plus
ge´ne´rale) de [10, Conj. 6.1.1] lorsque F+v0 = Qp, qu’elle implique (sauf l’unicite´ de
Rj dans loc.cit. dont on ne se pre´occupe pas ici).
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Conjecture 5.3.1. — Pour toute racine simple α = ej − ej+1 il existe une
repre´sentation localement analytique admissible de longueur finie πα(λ,W ) de
GLn(Qp) sur E ne de´pendant que de λ, W et α et ve´rifiant les proprie´te´s suivantes :
(i) Fα(π
α(λ,W )) ≃ E∞(χ−λ)⊗EHom(ϕ,Γ)
(
Dα(λ,W ),−
)
(cf. (216) pour Dα(λ,W ));
(ii) l’application (215) pour π′ = πα(λ,W ) est un isomorphisme :
Eα : Ext1GLn(Qp)
(
πα(λ,W ), L(−λ)⊗E π∞(W )
)
∼−→ Ext1(ϕ,Γ)
(RE(λ ◦ λα∨)/(t1−〈λ,α∨〉), Dα(λ,W ));
(iii) pour U℘, W ℘, ρ ve´rifiant (i), (ii), (iii) ci-dessus, on a une injection GLn(Qp)-
e´quivariante (cf. (217) pour Fα, (219) pour Filmaxα (ρ℘˜) et (218) pour d(U℘, ρ)) :( α⊕
L(−λ)⊗Eπ∞(W )
[[(Fα ◦ Eα)−1(Filmaxα (ρ℘˜))]]
)⊕d(U℘,ρ)
⊗ εn−1 ◦ det →֒ Ŝ(U℘,W ℘)an[mρ].
Remarque 5.3.2. — (i) Les repre´sentations πei−ei+1(−) sont note´es Πn−i(−) dans
[10].
(ii) En ge´ne´ral il devrait exister plus d’une repre´sentation πα(λ,W ) satisfaisant toutes
les conditions de la Conjecture 5.3.1 (par exemple, si le foncteur Fα annule des consti-
tuants en cosocle de πα(λ,W ), on peut les enlever de πα(λ,W )), mais il est possible
qu’il en existe une maximale pour l’inclusion.
(iii) Si les constituants de π∞(W ) sont des sous-quotients de se´ries principales, on
devrait pouvoir prendre πα(λ,W ) dans la cate´gorie Cλ,α du § 4.1.
(iv) Pour λ = 0, les auteurs aiment a` penser les repre´sentations localement analytiques
πα(W )
de´f
= πα(0,W ) comme une “correspondance de Langlands locale (conjecturale)
pour chaque racine simple α”.
5.4. Cas partiels ou particuliers. — On e´nonce et de´montre divers cas partiels
de la Conjecture 5.3.1, notamment lorsque dimE W = 3 et N
2 6= 0 sur D.
Commenc¸ons par le cas n = 2. On dispose alors de la correspondance de Lang-
lands localement analytique ρp 7→ πan(ρp) pour GL2(Qp) (normalise´e de sorte que le
caracte`re central de πan(ρp) est ε
−1det(ρp)), cf. [25], [27], [26]. Via les re´sultats de
compatibilite´ local-global sur cette correspondance (cf. [34], [22], [23]), on peut ici
remplacer la Conjecture 5.3.1 par la conjecture purement locale suivante (ou` α est
l’unique racine de GL2 et D, W , h1, h2 et λ sont comme au § 5.3).
Conjecture 5.4.1. — Il existe une repre´sentation localement analytique admissible
de longueur finie πα(λ,W ) de GL2(Qp) sur E ne de´pendant que de λ, W et ve´rifiant
les proprie´te´s suivantes :
(i) Fα(π
α(λ,W )) ≃ E∞ ⊗E Hom(ϕ,Γ)
(
Dα(λ,W ),−
)
;
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(ii) l’application (215) pour π′ = πα(λ,W ) est un isomorphisme :
Eα : Ext1GLn(Qp)
(
πα(λ,W ), L(−λ)⊗E π∞(W )
)
∼−→ Ext1(ϕ,Γ)
(RE(λ ◦ λα∨)/(t1−〈λ,α∨〉), Dα(λ,W ));
(iii) pour toute ρp : Gal(Qp/Qp) → GL2(E) potentiellement semi-stable de poids
de Hodge-Tate h1, h2 et module de Deligne-Fontaine D, on a π
an(ρp) ≃ [[(Fα ◦
Eα)−1(Fil−h2(ρp))]] ou` Fil·(ρp) est la filtration de Hodge sur DL donne´e par ρp.
En tenant compte des normalisations, on peut ve´rifier que, si (i) et (ii) sont vrais,
alors (iii) est e´quivalent a` :
Fα(π
an(ρp)) ≃ E∞ ⊗E Hom(ϕ,Γ)
(
Drig(ρp)(det(ρp)
−1ε),−)
≃ E∞ ⊗E Hom(ϕ,Γ)(Drig(ρˇp),−)
ou` ρˇp
de´f
= ρ∨p ⊗ ε ≃ ρp ⊗ det(ρp)−1ε est le dual de Cartier de ρp et Drig(ρp), Drig(ρˇp)
les (ϕ,Γ)-modules (e´tales) sur RE de (respectivement) ρp, ρˇp. Rappelons e´galement
que πan(ρp)/(L(−λ)⊗E π∞(W )) ne de´pend que de λ et W par [25, Th. VI.6.43]. Le
the´ore`me suivant re´sume ce que l’on sait montrer de la Conjecture 5.4.1.
The´ore`me 5.4.2. — (i) La Conjecture 5.4.1 est vraie lorsque W est re´ductible.
(ii) Si W est irre´ductible, pour tout ρp de poids de Hodge-Tate h1, h2 et module de
Deligne-Fontaine D on a un morphisme surjectif RrE ⊗R+E πan(ρp)∨ ։ Drig(ρˇp)r de
(ψ,Γ)-modules de Fre´chet pour r ≫ 0. De plus, si le (i) de la Conjecture 5.4.1
est vrai avec πα(λ,W ) = πan(ρp)/(L(−λ) ⊗E π∞(W )), alors on a Fα(πan(ρp)) ≃
E∞ ⊗E Hom(ϕ,Γ)(Drig(ρˇp),−).
De´monstration. — E´tape 1
Soit ρp : Gal(Qp/Qp)→ GL2(E) potentiellement semi-stable de poids de Hodge-Tate
h1, h2 et module de Deligne-Fontaine D. Pour r ≫ 0, on a Drig(ρˇp) = RE ⊗RrE
Drig(ρˇp)r. On montre d’abord (sans hypothe`se sur W ) que l’on a une surjection
RrE ⊗R+E π
an(ρp)
∨
։ Drig(ρˇp)r de (ψ,Γ)-modules de Fre´chet quitte e´ventuellement a`
augmenter r. La compose´e (cf. [26, § VI] pour les de´finitions, en particulier [26,
Cor. VI.12 & Cor. VI.13]) :
πan(ρp)
∨ →֒ Drig(ρˇp)r ⊠ P1(Qp)
resZp−→ Drig(ρˇp)r ⊠ Zp ≃ Drig(ρˇp)r
donne un morphisme πan(ρp)
∨ → Drig(ρˇp)r de (ψ,Γ)-modules de Fre´chet sur R+E .
Soit π(ρp) le Banach p-adique unitaire associe´e a` ρp, ou alternativement par [26,
Th. 0.2] le comple´te´ unitaire universel de πan(ρp), D(ρˇp)0 le (ϕ,Γ)-module continu de
ρp (i.e. sur E = OE [[X ]][1/X ]∧[1/p]) etD(ρˇp)♮0 le sous-OE [[X ]][1/p]-module de D(ρˇp)0
stable par ψ et Γ de´fini dans [24, § II.5]. Alors il re´sulte de [26, Cor. III.22(ii)] et [26,
Prop. III.23] (avec [24, Cor. II.7.2]) que l’image de la compose´e π(ρp)
∨ →֒ πan(ρp)∨ →
Drig(ρˇp)r contient D(ρˇp)
♮
0. Comme D(ρˇp)
♮
0, vu dans Drig(ρˇp)r, contient une base de
Drig(ρˇp)r sur RrE (ce qui se de´duit par extension des scalaires de [24, Cor. II.7.2] et
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du fait que D(ρˇp)
♮
0 contient une base de D(ρˇp)0 sur E), on en de´duit en particulier
que l’application obtenue par extension des scalaires RrE ⊗R+E π
an(ρp)
∨
։ Drig(ρˇp)r
est surjective (merci a` G. Dospinescu pour les re´fe´rences et pour cet argument !).
E´tape 2
SupposonsW re´ductible avec N = 0 sur D. Supposons d’abordW non scalaire. Alors
comme dans [10, § 3.1] la repre´sentation πα(λ,W ) est la somme directe de deux se´ries
principales localement analytiques distinctes et il re´sulte facilement du The´ore`me 3.7.1
et de (l’analogue de) [10, Lem. 3.1.1] avec le (ii) de la Proposition 5.1.2 que les (i)
et (ii) de la Conjecture 5.4.1 sont vrais dans ce cas (l’application Eα est en effet
une injection entre E-espaces vectoriels de dimension 2, donc une bijection). Soit ρp
comme dans l’E´tape 1, alors par [48], [49] et ce qui pre´ce`de, le foncteur Fα(π
an(ρp))
est repre´sentable par un (ϕ,Γ)-module libre de rang 2 Dα(π
an(ρp)) extension de deux
(ϕ,Γ)-modules libres de rang 1 (en e´tendant les scalaires a` E∞). De plus, par l’E´tape
1 et la de´finition du foncteur Fα, on obtient un morphisme surjectif Dα(π
an(ρp)) ։
Drig(ρˇp) de (ϕ,Γ)-modules sur RE , donc un isomorphisme puisque les deux sont des
modules libres de rang 2 sur RE . Cela ache`ve la preuve du cas W re´ductible non
scalaire avec N = 0. Supposons maintenant W scalaire (et N = 0), alors les deux
se´ries principales localement analytiques du de´but sont les meˆmes. En prenant pour
πα(λ,W ) deux copies de cette se´rie principale, on obtient de meˆme les (i) et (ii) de
la Conjecture 5.4.1, et dans ce cas il n’existe pas de ρp comme en (iii).
E´tape 3
Supposons maintenant W re´ductible (non scalaire) avec N 6= 0 sur D. Alors a`
torsion pre`s par un caracte`re de Q×p , la repre´sentation π
α(λ,W ) est comme dans [10,
Lem. 3.1.2(i)]. Par le The´ore`me 3.7.1 et le The´ore`me 4.1.6 (pour G = GL2) on a que
Fα(π
α(λ,W )) est repre´sentable par un (ϕ,Γ)-module libre de rang 2 Dα(π
α(λ,W ))
extension de deux (ϕ,Γ)-modules libres de rang 1. Pour montrer Dα(π
α(λ,W )) ≃
Dα(λ,W ), on voit aise´ment avec [51, Prop. 2.15] (et [52, Th. 5.11]) qu’il suffit de
montrer que cette extension est non scinde´e. Quitte a` tordre encore par un caracte`re
de Q×p , il existe une repre´sentation ρp semi-stable de poids de Hodge-Tate h1, h2 et
module de Deligne-Fontaine D. De plus il re´sulte facilement de [10, Lem. 3.1.2(ii)]
et sa preuve avec (encore) le The´ore`me 3.7.1 et le The´ore`me 4.1.5 que le foncteur Fα
applique´ a` toute extension non scinde´e dans Ext1GLn(Qp)(π
α(λ,W ), L(−λ)⊗Eπ∞(W )),
par exemple l’extension donne´e par πan(ρp) (par [49]), est repre´sentable par un (ϕ,Γ)-
module libre de rang 2 qui contient Dα(π
α(λ,W )). Par l’E´tape 1 et ce qui pre´ce`de,
on de´duit un morphisme surjectif Dα(π
an(ρp))։ Drig(ρˇp) de (ϕ,Γ)-modules libres de
rang 2, donc un isomorphisme. En particulier on a une injection Dα(π
α(λ,W )) →֒
Drig(ρˇp) d’ou` on de´duit facilement que Dα(π
α(λ,W )) est bien une extension non
scinde´e de (ϕ,Γ)-modules libres de rang 1. Un examen de tout ce qui pre´ce`de (avec le
(ii) de la Proposition 5.1.2 pour dimE Ext
1
(ϕ,Γ)(−,−) = 2) montre que l’on a finalement
de´montre´ les (i), (ii) et (iii) de la Conjecture 5.4.1 dans ce cas. Cela ache`ve la preuve
du (i).
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E´tape 4
Supposons enfin W irre´ductible, par l’E´tape 1 il reste a` ve´rifier la dernie`re assertion
en (ii). Par le The´ore`me 4.1.5 et l’E´tape 1, on a un morphisme surjectif de (ϕ,Γ)-
modules ge´ne´ralise´s Dα(π
an(ρp)) ։ Drig(ρˇp) ou` Dα(π
an(ρp))
de´f
= Eα([[πan(ρp)]]) ∈
Ext1(ϕ,Γ)(RE(λ ◦ λα∨)/(t1−〈λ,α∨〉), Dα(λ,W )). Si Dα(πan(ρp)) a de la torsion
Dα(π
an(ρp))tor, celle-ci s’injecte force´ment dans RE(λ◦λα∨)/(t1−〈λ,α∨〉), et par ailleurs
s’envoie sur 0 dans Drig(ρˇp) (qui est libre), de sorte que Dα(π
an(ρp))/Dα(π
an(ρp))tor
∼→
Drig(ρˇp) (puisque ces deux RE-modules sont libres de rang 2). Si Dα(πan(ρp))tor 6= 0,
on en de´duit en utilisant le (i) de la Proposition 5.1.2 que les poids de Hodge-Tate
de Dα(π
an(ρp))/Dα(π
an(ρp))tor sont 1 − h2, h′1 avec h′1 > 1 − h1, ce qui contredit
l’isomorphisme pre´ce´dent (les poids de Hodge-Tate de ρˇp e´tant 1− h2, 1− h1). Donc
Dα(π
an(ρp))
∼→ Drig(ρˇp), ce qui ache`ve la preuve du (ii).
Remarque 5.4.3. — (i) Lorsque N 6= 0 sur D et en supposant W non ramifie´,
l’isomorphisme Fα◦Eα : Ext1GLn(Qp)(πα(λ,W ), L(−λ)⊗E π∞(W ))
∼−→ DGal(L/Qp)L = D
est le meˆme, a` multiplication pre`s par un scalaire non nul, que l’inverse de
l’isomorphisme R1 de [10, (25)], car un tel isomorphisme satisfaisant le (iii) de
la Conjecture 5.4.1 est dans ce cas unique (a` scalaire pre`s).
(ii) Lorsque W est irre´ductible, on a le re´sultat suivant dans la direction du (i) de
la Conjecture 5.4.1. Quitte a` tordre W par un caracte`re, il existe ρp potentielle-
ment semi-stable de poids de Hodge-Tate h1, h2 et module de Deligne-Fontaine D.
Au moins lorsque (h1, h2) = (1, 0), il re´sulte de [30, Prop. 8.2] que le morphisme
πan(ρp)
∨ → Drig(ρˇp)r dans le (ii) du The´ore`me 5.4.2 induit pour r ≫ 0 un morphisme
de (ψ,Γ)-modules de Fre´chet :(
πan(ρp)/(L(−λ)⊗E π∞(W ))
)∨ −→ Dα(λ,W )r.
Continuons avec le cas ou` W est une somme directe de caracte`res non ramifie´s
suffisamment ge´ne´riques, i.e. W = ⊕ni=1 nr(ci) pour des ci ∈ E× tels que cic−1j /∈ {1, p}
pour i 6= j ∈ {0, . . . , n−1} ou` nr(z) : Q×p → E× est le caracte`re non ramifie´ qui envoie
p ∈ Q×p sur z ∈ E×. Le module de Deligne-Fontaine associe´ est D = Ef1⊕ · · ·⊕Efn
avec ϕ(fi) = cifi et on a π
∞(W ) comme en (214). Un calcul donne pour α = ej−ej+1,
j ∈ {1, . . . , n− 1} :
Dα(λ,W ) =
⊕
P
RE
(
(sα · λ) ◦ λα∨ | · |n−j+(n−j+1)+···+n−1 nr(Πi/∈Pci)−1
)
ou` P parcourt les sous-ensembles de {c1, . . . , cn} de cardinal n − j. Pour w ∈ Sn,
soit nrw
de´f
= nr(cw−1(1))| · |1−n ⊗ nr(cw−1(2))| · |2−n ⊗ · · · ⊗ nr(cw−1(n)) (un caracte`re non
ramifie´ du tore). On de´finit πα(λ,W ) comme la somme directe de tous les constituants
(irre´ductibles) FGLnB−
(
L−(sα · λ), nrw) qui sont distincts quand w parcourt Sn. Il y en
a exactement
(
n
j
)
, cf. [10, § 3.3].
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The´ore`me 5.4.4. — Supposons W = ⊕ni=1 nr(ci) avec cic−1j /∈ {1, p} pour i 6= j.
(i) On a Fα(π
α(λ,W )) ≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)(Dα(λ,W ),−).
(ii) L’application (215) pour π′ = πα(λ,W ) est un isomorphisme :
Eα : Ext1GLn(Qp)
(
πα(λ,W ), L(−λ)⊗E π∞(W )
)
∼−→ Ext1(ϕ,Γ)
(RE(λ ◦ λα∨)/(t1−〈λ,α∨〉), Dα(λ,W )).
(iii) Soit U℘, W ℘, ρ ve´rifiant les points (i), (ii), (iii) du § 5.3 tels que Up est suffisam-
ment petit, ρ est re´siduellement absolument irre´ductible et ρ|Gal(F v˜/Fv˜) est cristalline
pour v|p, v 6= ℘ avec les ratios des valeurs propres du Frobenius distincts de 1, p,
alors sous les hypothe`ses standard de Taylor-Wiles on a une injection GLn(Qp)-
e´quivariante :
( α⊕
L(−λ)⊗Eπ∞(W )
[[(Fα ◦ Eα)−1(Filmaxα (ρ℘˜))]]
)
⊗ εn−1 ◦ det →֒ Ŝ(U℘,W ℘)an[mρ].
De´monstration. — Le (i) suit facilement des de´finitions et du (i) du Corollaire 3.7.8.
Pour le (ii), il suffit de montrer que l’application est injective puisque les deux E-
espaces vectoriels sont de dimension
(
n
j
)
: par le Corollaire 5.2.6 pour celui de gauche
et en utilisant le (ii) de la Proposition 5.1.2 pour celui de droite. Autrement dit
il suffit de montrer que Eα envoie l’unique extension non scinde´e de FGLnB− (L−(sα ·
λ), nrw) par L(−λ) ⊗E π∞(W ) vers une extension non nulle de (ϕ,Γ)-modules a`
droite. Cela de´coule facilement du The´ore`me 3.7.1 applique´ a` la se´rie principale
(Ind
GLn(Qp)
B−(Qp)
(−λ)⊗E nrw)an (qui contient l’unique extension non scinde´e ci-dessus, cf.
(205)) avec le (ii) de la Proposition 2.3.3 applique´e avec π′′ = 0. Enfin le (iii) re´sulte
facilement de [16, Cor. 5.16] avec [18, Th. 1.3] et de [10, Prop. 3.3.2].
Rappelons que les “hypothe`ses standard de Taylor-Wiles” dans le (iii) du The´ore`me
5.4.4 sont les suivantes (cf. e.g. [18, § 1]) : p > 2, F/F+ non ramifie´, G quasi-de´ploye´
en toute place finie, Uv hyperspe´cial en toute place finie v de F
+ inerte dans F et
ρ(Gal(F/F ( p
√
1))) ade´quat ou` ρ est la re´duction (irre´ductible) de ρ modulo p.
Terminons ce paragraphe avec le cas important dimE W = 3 et N
2 6= 0 sur D
(certains re´sultats e´tant de´montre´s dans les paragraphes suivants). Quitte a` tordre D
par un caracte`re de Q×p , on suppose de plusW non ramifie´, i.e. on a pour un c ∈ E× :
(220) D = Ef1 ⊕ Ef2 ⊕Ef3
ϕ(f3) = cf3ϕ(f2) = cp−1f2
ϕ(f1) = cp
−2f1
N(f3) = f2N(f2) = f1
N(f1) = 0
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et π∞(W ) = St∞3 ⊗E (nr(c) ◦ det) ou` St∞3 est la repre´sentation lisse de Steinberg de
GL3(Qp). On ve´rifie alors que Dα(λ,W ) est (a` isomorphisme pre`s) l’unique (ϕ,Γ)-
module de de Rham de la forme :
(221)
De1−e2(λ,W ) =
(RE(| · |2) RE(| · |) RE )⊗RE RE(x2−h2 nr(c−1))
De2−e3(λ,W ) =
(RE(| · |2) RE(| · |) RE )⊗RE RE(x3−(h1+h3) nr(c−2))
ou` D1 D2 de´signe une extension non scinde´e du (ϕ,Γ)-module D2 par le (ϕ,Γ)-
module D1. Les repre´sentations π
α(λ,W ) ont e´te´ construites dans [10, § 4.5]. On
rappelle juste ici qu’elles sont dans la cate´gorie Cλ,α du § 4.1 et ont la forme :
(222) Cα,1 Cα,2 Cα,3 Cα,4 Cα,5
ou` Cα,i est irre´ductible si i ∈ {1, 3, 5} et est une somme directe de deux irre´ductibles si
i ∈ {2, 4} (cf. [10, § 4.1] ou` Cα,i est note´ Ci⊕C˜i si i ∈ {2, 4}), et ou` C1 C2 de´signe
encore une extension non scinde´e de C2 par C1. De plus on a Fα(Cα,i) = E∞(χ−λ)⊗E
Hom(ϕ,Γ)(Dα(Cα,i),−) avec Dα(Cα,i) = RE(x2−h2 | · | i−12 nr(c−1)) si i ∈ {1, 3, 5} et
α = e1 − e2, Dα(Cα,i) = RE(x3−(h1+h3)| · | i−12 nr(c−2)) si i ∈ {1, 3, 5} et α = e2 − e3,
Dα(Cα,i) = 0 si i ∈ {2, 4}.
Soit ρp : Gal(Qp/Qp) → GL3(E) semi-stable de poids de Hodge-Tate h1, h2, h3 et
module de Deligne-Fontaine D comme ci-dessus. On suppose de plus que le (ϕ,Γ)-
module sur RE associe´ a` ρp ve´rifie les hypothe`ses de ge´ne´ricite´ dans la dernie`re partie
de [14, § 3.3.4] (que l’on ne rappelle pas ici, elles sont par exemple satisfaites lorsque
p > 3, h1 = h2 + 1 = h3 + 2 et ρp admet un re´seau stable dont la re´duction ρp a tous
ses sous-quotients de dimension 2 non scinde´s, cf. [14, Prop. 3.30 & Prop. 3.32]).
Alors dans [14, § 3.3.4] est associe´ a` un tel ρp pour α ∈ S une extension non scinde´e
πα(ρp) ∈ Ext1GLn(Qp)(πα(λ,W ), L(−λ)⊗E π∞(W )) ne de´pendant que de ρp.
Les deux the´ore`mes suivants re´sument l’essentiel de ce qui est connu dans la direc-
tion de la Conjecture 5.3.1 lorsque dimE W = 3 et N
2 6= 0.
The´ore`me 5.4.5. — Supposons dimE W = 3 et N
2 6= 0.
(i) On a Fα(π
α(λ,W )) ≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)(Dα(λ,W ),−).
(ii) L’application (215) pour π′ = πα(λ,W ) est un isomorphisme.
The´ore`me 5.4.6. — Supposons dimE W = 3 et N
2 6= 0.
(i) Pour tout ρp : Gal(Qp/Qp) → GL3(E) semi-stable comme ci-dessus, la
repre´sentation πα(ρp) de´termine h1, h2, h3, D, Fil
max
α (ρp) et ne de´pend que de
ces donne´es.
(ii) Soit U℘, W ℘, ρ ve´rifiant les points (i), (ii), (iii) du § 5.3 et tels que
h1 = h2 + 1 = h3 + 2, Uv est maximal si v|p, v 6= ℘, ρ est absolument irre´ductible et
les sous-quotients de dimension 2 de ρ|Gal(F ℘˜/F℘˜) sont non scinde´s (cf. [14, Th. 1.1]).
Alors on a une injection GL3(Qp)-e´quivariante :(
πe1−e2(ρ℘˜)⊕L(−λ)⊗Eπ∞(W ) πe2−e3(ρ℘˜)
)⊕d(U℘,ρ)⊗ εn−1 ◦ det →֒ Ŝ(U℘,W ℘)an[mρ].
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Le (ii) du The´ore`me 5.4.6 est de´ja` dans [14, Th. 1.1] (et ne contient donc rien de
nouveau). Lorsque h1, h2, h3 ne sont plus ne´cessairement conse´cutifs, il est con-
jecture´ dans [14, Conj. 1.2] que la somme amalgame´e (πe1−e2(ρ℘˜) ⊕L(−λ)⊗Eπ∞(W )
πe2−e3(ρ℘˜))⊗ εn−1 ◦ det se plonge encore dans Ŝ(U℘,W ℘)an[mρ]. Le (i) du The´ore`me
5.4.6 sera montre´ au § 5.5. Notons qu’il dit que les repre´sentations πα(ρp) et [[(Fα ◦
Eα)−1(Filmaxα (ρp))]] contiennent exactement la meˆme information, et la conjecture qui
suit (purement locale) est donc tre`s naturelle.
Conjecture 5.4.7. — Pour tout ρp : Gal(Qp/Qp) → GL3(E) semi-stable comme
ci-dessus, on a πα(ρp) ≃ [[(Fα ◦ Eα)−1(Filmaxα (ρp))]].
On termine ce paragraphe avec la preuve du The´ore`me 5.4.5 (voir § 5.5 pour celle
du (i) du The´ore`me 5.4.6). Quitte a` tordre πα(λ,W ) et π∞(W ) par un caracte`re non
ramifie´, on peut supposer c = 1 (cf. la dernie`re assertion de la Remarque 2.3.6) et
par syme´trie, il suffit de traiter le cas α = e1 − e2. On commence par la preuve du
(i).
E´tape 1
Par (221) et le paragraphe qui le suit, Dα(λ,W ) est l’unique (ϕ,Γ)-module sur RE de
de Rham de la forme Dα(Cα,5) Dα(Cα,3) Dα(Cα,1) . E´crivons Cα,i = C
1
α,i⊕C2α,i
si i ∈ {2, 4} avec les deux facteurs directs irre´ductibles. En utilisant par re´currence
le The´ore`me 4.1.6 en partant de π′ = Cα,5 puis en conside´rant successivement π
′′ =
C1α,4, π
′′ = C2α,4, π
′′ = Cα,3, π
′′ = C1α,2, π
′′ = C2α,2 et π
′′ = Cα,1 (et en augmentant
π′ a` chaque e´tape via le The´ore`me 4.1.6) on obtient Fα(π
α(λ,W )) ≃ E∞(χ−λ)⊗E
Hom(ϕ,Γ)(D˜α(λ,W ),−) ou` D˜α(λ,W ) est un (ϕ,Γ)-module sur RE sans torsion de
la forme Dα(Cα,5) Dα(Cα,3) Dα(Cα,1)❴❴ ❴❴ , la notation D1 D2❴❴ de´signant une
extension quelconque (i.e. possiblement scinde´e) de D2 par D1.
E´tape 2
On montre que toutes les extensions dans D˜α(λ,W ) sont non scinde´es. On com-
mence par Dα(Cα,3) Dα(Cα,1)❴❴ . On note I
de´f
= (Ind
LPα(Qp)
B−(Qp)∩LPα(Qp)
(−sα · λ))an et
I˜
de´f
= (Ind
LPα(Qp)
B−(Qp)∩LPα (Qp)
(−sα · λ)⊗E (| · |−1 ⊗ | · | ⊗ 1))an (ou` selon la notation usuelle
on voit −sα · λ comme caracte`re alge´brique de T (Qp)). Par [10, Lem. 3.1.2(i)] on
a une unique repre´sentation de LPα(Qp) sur E de la forme I L(−λ)Pα I˜ . En
fait, si l’on note D2 = Ef1 ⊕ Ef2 le module de Deligne-Fontaine de dimension 2
ou`
{
ϕ(f2) = f2
ϕ(f1) = p
−1f1
{
N(f2) = f1
N(f1) = 0
et W2 la repre´sentation de Weil-Deligne as-
socie´e, on a I L(−λ)Pα I˜ ≃ πα((λ1, λ2),W2) ⊠E (−λ3) ou` ⊠ est le produit
tensoriel exte´rieur d’une repre´sentation de GL2(Qp) et d’une repre´sentation de Q×p .
Un examen de la preuve de [10, Prop. 4.4.2] montre que l’on a une injection :
π →֒ ( IndG(Qp)Pα(Qp)(I L(−λ)Pα I˜ ))an
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ou` π est une repre´sentation dans Cλ,α de la forme π′′
(
Cα,1 Cα,2 Cα,3
)
❴❴❴
avec les constituants de π′′ tous de la forme FGP−(L−(w · λ), π∞P ) pour des π∞P non
ge´ne´riques. Il re´sulte du The´ore`me 4.1.6 que l’on a :
Fα(π) ≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)
(
Dα(Cα,3) Dα(Cα,1)❴❴ ,−
)
et du The´ore`me 3.7.2 suivi du (i) du The´ore`me 5.4.2 que l’on a :
Fα
((
Ind
G(Qp)
Pα(Qp)
(I L(−λ)Pα I˜ )
)an)
≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)
(
Dα(Cα,3) Dα(Cα,1) ,−
)
ou` Dα(Cα,3) Dα(Cα,1) est l’unique extension non scinde´e ([51, Prop. 2.15] et [52,
Th. 5.11]). Par le (ii) de la Proposition 2.3.3 (applique´e avec π′′ = 0) l’injection
π →֒ (IndG(Qp)Pα(Qp)(I L(−λ)Pα I˜ ))an induit une surjection de (ϕ,Γ)-modules :
Dα(Cα,3) Dα(Cα,1) ։ Dα(Cα,3) Dα(Cα,1)❴❴
qui doit donc eˆtre un isomorphisme. La preuve pour la deuxie`me extension
Dα(Cα,5) Dα(Cα,3)❴❴ est analogue en remplac¸ant I L(−λ)Pα I˜ par son tordu
par le caracte`re |det2|−1 ⊠E | · |2 de LPα(Qp) (cf. [10, Prop. 4.4.4]).
E´tape 3
On montre que D˜α(λ,W ) est un (ϕ,Γ)-module de de Rham. Soit π une extension dans
Ext1GLn(Qp)(π
α(λ,W ), L(−λ) ⊗E π∞(W )) telle que l’on a une extension non scinde´e
π′
de´f
= L(−λ)⊗E π∞(W ) Cα,1 en sous-objet de π (c’est possible par [10, § 4.6]). Il
re´sulte de [10, § 4.1 & Prop. 4.6.1 & Lem. 5.3.1 & (53)] avec [12, Cor. 2.5] (on laisse
les de´tails faciles au lecteur) que l’on a un isomorphisme :
(223) π′′ π′❴❴ ≃ FGP−β
(
U(g)⊗U(p−β ) L
−(λ)Pβ , 1⊠E St
∞
2
)
ou` St∞2 est la repre´sentation de Steinberg lisse de GL2(Qp) et π
′′ a tous ses constituants
de la forme FGP−(L−(w · λ), π∞P ) pour des π∞P non ge´ne´riques. Il re´sulte du The´ore`me
4.1.6 que l’on a Fα(π′′ π′❴❴ )
∼→ Fα(π′), d’ou` par (223) et le (i) du Corollaire 3.7.8
Fα(π
′) ≃ E∞(χ−λ)⊗EHom(ϕ,Γ)(RE(x2−h1),−). Autrement dit, par le The´ore`me 4.1.6
applique´ a` π on a Fα(π) ≃ E∞(χ−λ)⊗E Hom(ϕ,Γ)(Dα(π),−) avec Dα(π) de la forme :
RE(x2−h2| · |2) RE(x2−h2 | · |) RE(x2−h1) ≃ D˜α(λ,W ) RE(x2−h1)/(th1−h2) .
Or, c’est un exercice facile en utilisant 2− h1 < 2− h2 et l’e´quivalence de cate´gories
exactes entre modules filtre´s et (ϕ,Γ)-modules de de Rham ([4, Th.A]) de ve´rifier
que toutes les extensions de RE(x2−h1) par RE(x2−h2 | · |2) RE(x2−h2| · |) sont des
(ϕ,Γ)-modules de de Rham (et meˆme semi-stables). En particulier, D˜α(λ,W ) est
aussi de de Rham (car D˜α(λ,W )[1/t]
∼→ Dα(π)[1/t], cf. la discussion avant (196)).
Cela termine la preuve du (i) du The´ore`me 5.4.5.
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On de´montre maintenant le (ii) du The´ore`me 5.4.5. Comme les deux es-
paces sont de dimension 3 (utiliser le (ii) de la Proposition 5.1.2 pour celui de
droite), il suffit de montrer l’injectivite´ de Eα. Si π est une extension dans
Ext1GLn(Qp)(π
α(λ,W ), L(−λ) ⊗E π∞(W )), par le The´ore`me 4.1.6 (ou le The´ore`me
4.1.5) et le (i) on a Fα(π) = E∞(χ−λ)⊗E Hom(ϕ,Γ)(Dα(π),−) pour un (ϕ,Γ)-module
Dα(π) qui est une extension de RE(x2−h1)/(th1−h2) par Dα(λ,W ). En proce´dant
comme dans l’E´tape 3 de la preuve du (i), il suit de [10, § 4.6] qu’il existe une
base π1, π2, π3 de Ext
1
GLn(Qp)(π
α(λ,W ), L(−λ) ⊗E π∞(W )) telle que πi contient en
sous-quotient une repre´sentation inde´composable π′i de la forme :
π′1
de´f
= L(−λ)⊗E π∞(W ) Cα,1
π′2
de´f
= L(−λ)⊗E π∞(W ) Cα,2 Cα,3
π′3
de´f
= L(−λ)⊗E π∞(W ) Cα,4 Cα,5 .
De plus, on a des isomorphismes par [10, § 4.1 & Prop. 4.6.1 & Lem. 5.3.1 & (53)]
avec [12, Cor. 2.5] :
π′′1 π
′
1
❴❴ ≃ FG
P−β
(
U(g)⊗U(p−β ) L
−(λ)Pβ , 1⊠E St
∞
2
)
π′′2 π
′
2
❴❴ ≃ FG
P−β
(
U(g)⊗U(p−β ) L
−(λ)Pβ ,
(
Ind
LPβ (Qp)
B−(Qp)∩LPβ (Qp)
| · |−1 ⊗ | · | ⊗ 1)∞)
π′′3 π
′
3
❴❴ ≃ FG
P−β
(
U(g)⊗U(p−β ) L
−(λ)Pβ , | · |−2 ⊠E (St∞2 ⊗E |det2|)
)
ou` det2 est le de´terminant pour GL2(Qp) et π′′i n’a que des constituants FGP−(L−(w ·
λ), π∞P ) pour des π
∞
P non ge´ne´riques. On en de´duit facilement comme dans l’E´tape 3
avec le The´ore`me 4.1.6 et le (i) du Corollaire 3.7.8 que Dα(πi) est une extension non
scinde´e de RE(x2−h1)/(th1−h2) par Dα(λ,W ) de la forme :
Dα(π1) ≃ RE(x2−h2 | · |2) RE(x2−h2 | · |) RE(x2−h2) RE(x2−h1)/(th1−h2)
Dα(π2) ≃ RE(x2−h2 | · |2) RE(x2−h2 | · |) RE(x2−h2)
RE(x2−h1)/(th1−h2)
❯❯
❯❯
Dα(π2) ≃ RE(x2−h2 | · |2) RE(x2−h2 | · |) RE(x2−h2)
RE(x2−h1)/(th1−h2)
❱❱❱
❱❱
.
Les trois extensions Dα(π1), Dα(π2), Dα(π3) forment clairement une base de
Ext1(ϕ,Γ)(RE(x2−h1)/(th1−h2), Dα(λ,W )), d’ou` le re´sultat.
5.5. Preuve du The´ore`me 5.4.6. — On montre le (i) du The´ore`me 5.4.6 en uti-
lisant les re´sultats de l’appendice (Proposition 6.2.10). La preuve est essentiellement
inde´pendante des autres re´sultats de cet article.
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On conserve les notations des paragraphes pre´ce´dents. Soit D un (ϕ,Γ)-module
(libre de rang fini) sur RE et W+dR(D) le B+dR-module avec action semi-line´aire de
Gal(Qp/Qp) associe´ (cf. § 5.1). Il suit de la de´finition du foncteur (exact) W+dR que
l’on a des applications canoniques pour i = 0, 1 (et meˆme pour tout i, cf. [51, § 2.1]
et [52, Th. 5.11]) :
(224) H i(ϕ,Γ)(D) −→ H i(Gal(Qp/Qp),W+dR(D)).
En composant (224) a` droite avec l’application de´duite de W+dR(D) ։ W
+
dR(D)/(t),
on de´finit :
(225) H1HT(D)
de´f
= ker
(
H1(ϕ,Γ)(D)→ H1(Gal(Qp/Qp),W+dR(D)/(t))
)
.
Rappelons qu’un (ϕ,Γ)-module D sur RE est dit de Hodge-Tate si le rang de D est
dimE
∑
i∈ZH
0(Gal(Qp/Qp), tiW
+
dR(D)/t
i+1W+dR(D)).
Lemme 5.5.1. — Supposons D de Hodge-Tate et soit D′ un (ϕ,Γ)-module extension
de RE par D. Alors E[D′] ⊆ H1HT(D) si et seulement si D′ est de Hodge-Tate.
De´monstration. — La suite exacte 0→ D → D′ → RE → 0 induit une suite exacte
de B+dR-modules avec action semi-line´aire de Gal(Qp/Qp) :
0 −→W+dR(D) −→ W+dR(D′) −→ B+dR ⊗Qp E −→ 0
qui (en regardant la multiplication par t ∈ B+dR) induit une suite exacte :
0 −→ W+dR(D)/(t) −→W+dR(D′)/(t) −→ B+dR/(t)⊗Qp E −→ 0.
On en de´duit un diagramme commutatif (en e´crivantH i(−) pourH i(Gal(Qp/Qp),−)):
0 −−−→ H0(ϕ,Γ)(D) −−−→ H0(ϕ,Γ)(D′) −−−→ E −−−→ H1(ϕ,Γ)(D)y y ∥∥∥ y
0 −−−→ H0(W+dR(D)
(t)
) −−−→ H0(W+dR(D′)
(t)
) −−−→ E −−−→ H1(W+dR(D)
(t)
)
.
Comme l’image de E dans la fle`che du haut a` droite est E[D′] et comme
H0(Gal(Qp/Qp), tiB
+
dR/t
i+1B+dR) = 0 si i 6= 0, on en de´duit facilement le lemme.
On pose k1
de´f
= h1− 2, k2 de´f= h2− 1 et k3 de´f= h3, on a donc k1 ≥ k2 ≥ k3 (et ki = −λi
avec les notations du § 5.3). Soit D1 de la forme D1 ≃ RE(ε2xk1) RE(εxk2)
(i.e. une extension non scinde´e). C’est un (ϕ,Γ)-module de de Rham, et meˆme
semi-stable. De plus, par [14, (2.2)] le cup-produit induit un diagramme commutatif
d’accouplements :
(226)
Ext1(ϕ,Γ)(RE(xk3), D1) × Ext1(ϕ,Γ)(D1, D1) ∪−−−→ E∥∥∥ κy ∥∥∥
Ext1(ϕ,Γ)(RE(xk3), D1) × Ext1(ϕ,Γ)(D1,RE(εxk2)) ∪−−−→ E
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ou` l’application κ est surjective et l’accouplement du bas est parfait ([14,
Prop. 2.3(2)]). Soit k′2
de´f
= k2 + (k2 + 1 − k3), on a aussi un diagramme commutatif
d’accouplements parfaits (noter que k′2 > k2 et rappelons que k2 + 1 > k3) :
(227)
Ext1(ϕ,Γ)(RE(xk3), D1) × Ext1(ϕ,Γ)(D1,RE(εxk2)) ∪−−−→ E
u
y jx ∥∥∥
Ext1(ϕ,Γ)(RE(xk2+1), D1) × Ext1(ϕ,Γ)(D1,RE(εxk′2)) ∪−−−→ E
qui se de´duit des accouplements parfaits ([47, § 5.2]) :
(228)
H1(ϕ,Γ)(D1(x
−k3)) × H1(ϕ,Γ)(D∨1 (εxk2)) ∪−−−→ H2(ϕ,Γ)(RE(εxk2−k3))y x ∥∥∥
H1(ϕ,Γ)(D1(x
−1−k2)) × H1(ϕ,Γ)(D∨1 (εxk
′
2))
∪−−−→ H2(ϕ,Γ)(RE(εxk2−k3))
ou`D∨1 est le (ϕ,Γ)-module dual deD1 (notons queD
∨
1 (εx
k′2) ≃ D1(x−1−k2)∨(εxk2−k3)).
Lemme 5.5.2. — (i) On a les e´galite´s :
dimE Ext
1
(ϕ,Γ)(RE(xk2+1), D1) = dimE Ext1(ϕ,Γ)(D1,RE(εxk
′
2)) = 2.
(ii) Dans le diagramme (227) l’application u est surjective et l’application j injective.
De´monstration. — Le (i) se de´duit facilement de [51, Prop. 2.15] et [52, Th. 5.11]
(qui incluent le cas p = 2). Montrons le (ii). Soit D
de´f
= D1(x
−1−k2) et DdR(D) le
E-espace vectoriel filtre´ de dimension 2 associe´ au (ϕ,Γ)-module de de Rham D (par
exemple par [4, Th. A]). On a Fili(DdR(D)) = (Fil
i(WdR(D)))
Gal(Qp/Qp) pour i ∈ Z (cf.
[51, Def. 1.17]) ou`WdR(D)
de´f
= BdR⊗B+dRW
+
dR(D) = W
+
dR(D)[1/t] avecW
+
dR(D) comme
au § 5.1 et Fili(WdR(D)) = tiW+dR(D) (en particulier Fil0(WdR(D)) = W+dR(D)). La
forme deD montre que, pour i ∈ Z, on a Fili(DdR(D)) = DdR(D) si i ≤ −(k1−k2+1),
Fili(DdR(D)) est une droite si −(k1 − k2 + 1) < i ≤ 0 et Fili(DdR(D)) = 0 si 0 < i.
Comme D est de de Rham, on a un isomorphisme compatible a` Gal(Qp/Qp) et aux
filtrations BdR ⊗Qp DdR(D) ∼→ WdR(D), d’ou` on de´duit par ce qui pre´ce`de :
W+dR(D) ≃
∑
i+j=0
tjB+dR ⊗Qp Fili(DdR(D))
≃ B+dR ⊗Qp E ⊕ tk1−k2+1B+dR ⊗Qp E.(229)
Utilisant le Lemme 5.1.1 avec (229) (etH0(Gal(Qp/Qp), tjB
+
dR/t
j+1B+dR) = 0 si j 6= 0),
on obtient dimE H
0
(ϕ,Γ)(D/(t
k2−k3+1)) = 1. On a par ailleurs une suite exacte :
(230) 0→ H0(ϕ,Γ)(D1(x−1−k2)/tk2−k3+1)→ H1(ϕ,Γ)(D1(x−k3))→ H1(ϕ,Γ)(D1(x−1−k2)).
Comparant (230) et (228), on de´duit de ce qui pre´ce`de dimE ker(u) = 1. Par [14, Lem.
2.2], on a dimE Ext
1
(ϕ,Γ)(RE(xk3), D1) = 3, ce qui implique finalement la surjectivite´
de u par (i). La preuve de l’injectivite´ de j est analogue et laisse´e au lecteur.
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On note D0 l’unique (ϕ,Γ)-module de de Rham de la forme (cf. (221)) :
RE(ε2xk2−1) RE(εxk2) RE(xk2+1)
≃ (RE(| · |2) RE(| · |) RE )⊗RE RE(xk2+1).
Proposition 5.5.3. — Soit D une extension de RE(xk3) par D1 telle que N2 6= 0
sur DdR(D) = Dst(D) (cf. [51, § 1] pour les notations, cf. aussi la preuve du (ii) du
Lemme 5.5.2) et notons u(D) le “pull-back” de D le long de RE(xk2+1) →֒ RE(xk3).
Alors le dual u(D)∨ est une extension (non scinde´e) de RE(ε−2x−k1)/(tk1−k2+1) par
D∨0 .
De´monstration. — Notons que par [28, Lem. 3.2] l’hypothe`se N2 6= 0 sur DdR(D)
implique que le (ϕ,Γ)-module en sous-objet D1 n’est pas cristallin. L’application u
en (227) s’inscrit dans un diagramme commutatif :
Ext1(RE(xk3),RE(ε2xk1)) //

Ext1(RE(xk3),D1) //
u

Ext1(RE(xk3),RE(εxk2))
u1

Ext1(RE(xk2+1),RE(ε2xk1)) // Ext1(RE(xk2+1),D1) // Ext1(RE(xk2+1),RE(εxk2)).
Via les isomorphismes Ext1(ϕ,Γ)(RE(xk3),RE(εxk2)) ≃ H1(ϕ,Γ)(RE(εxk2−k3)) et
Ext1(ϕ,Γ)(RE(xk2+1),RE(εxk2)) ≃ H1(ϕ,Γ)(RE(εx−1)), u1 est l’application naturelle :
(231) u1 : H
1
(ϕ,Γ)(RE(εxk2−k3)) −→ H1(ϕ,Γ)(RE(εx−1))
ou` dimE H
1
(ϕ,Γ)(RE(εxk2−k3)) = 2 et dimE H1(ϕ,Γ)(RE(εx−1)) = 1. Un argument
comme dans la preuve du (ii) du Lemme 5.5.2 (en plus simple) donne que u1 est surjec-
tif. Par ailleurs il suit facilement de [51, Prop. 2.7] que dimE H
1
f (RE(εxk2−k3)) = 1
et H1f (RE(εx−1)) = 0, de sorte que H1f (RE(εxk2−k3)) est inclus dans le noyau de
(231), et qu’il lui est meˆme e´gal puisque u1 est surjectif en comparant les dimen-
sions. Donc ker(u1) s’identifie aux extensions qui sont cristallines. Comme N
2 6=
0 sur DdR(D), le quotient RE(εxk2) RE(εxk3) de D n’est pas cristallin. Par
le diagramme commutatif et la discussion ci-dessus, on en de´duit que le quotient
RE(εxk2) RE(εxk2+1) de u(D) est une extension non scinde´e, i.e. u(D) est de la
forme RE(ε2xk1) RE(εxk2) RE(xk2+1) et donc :
(232) u(D)∨ ≃ RE(x−k2−1) RE(ε−1x−k2) RE(ε−2x−k1) .
Comme u(D)∨ est de de Rham avec en quotient D∨1 qui n’est pas cristallin, on
en de´duit facilement que le “pull-back” de u(D)∨ le long de RE(ε−2x−k2+1) →֒
RE(ε−2x−k1) est isomorphe a` D∨0 , puis le re´sultat.
On note Ext1HT(D1, D1) (resp. Ext
1
g(D1, D1) ⊆ Ext1HT(D1, D1)) le sous-E-
espace vectoriel de Ext1(ϕ,Γ)(D1, D1) des extensions qui sont de Hodge-Tate
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(resp. de de Rham). En voyant un e´le´ment de Ext1(ϕ,Γ)(D1, D1) comme un
(ϕ,Γ)-module D˜1 sur RE[ǫ]/(ǫ2) de´f= RE ⊗E E[ǫ]/(ǫ2) qui de´forme D1, on de´finit
Ext1Z(D1, D1) ⊆ Ext1(ϕ,Γ)(D1, D1) comme le sous-espace des extensions telles
que ∧2RE[ǫ]/(ǫ2)D˜1 ≃ ∧2RED1 ⊗E E[ǫ]/(ǫ2). Enfin on pose Ext
1
HT,Z(D1, D1)
de´f
=
Ext1HT(D1, D1) ∩ Ext1Z(D1, D1).
Lemme 5.5.4. — On a dimE Ext
1
HT(D1, D1) = 3 et dimE Ext
1
HT,Z(D1, D1) = 2.
De´monstration. — Soit D˜1 une de´formation de D1 sur RE[ǫ]/(ǫ2), les poids de Sen de
D˜1 sont de la forme (k1 + 2 + d1ǫ, k2 + 1 + d2ǫ) pour (d1, d2) ∈ E2, ce qui donne une
application E-line´aire naturelle :
(233) Ext1(ϕ,Γ)(D1, D1) −→ E2, [D˜1] 7→ (d1, d2).
Montrons que cette application est surjective. Si D1 est cristallin, cela suit facilement
de [2, Prop. 2.3.10] applique´ au raffinement RE(εxk1+1) RE(ε2xk2−1) de D1. Si
D1 est (semi-stable) non cristallin, pour tout (d1, d2) ∈ E2, en utilisant [14, Th. 2.7]
(applique´ a` D1) il n’est pas difficile de trouver D˜1 ∈ Ext1(ϕ,Γ)(D1, D1) triangulin de
parame`tre (δ˜1, δ˜2) tel que (k1 + 2 + d1ǫ, k2 + 1 + d2ǫ) sont les poids de Sen respectifs
de δ˜1, δ˜2 (la condition dans loc.cit. sur δ˜1, δ˜2 donne en fait ici une condition vide sur
d1, d2). On a par ailleurs [D˜1] ∈ Ext1HT(D1, D1) si et seulement si d1 = d2 = 0 :
utiliser par exemple que l’on peut toujours tordre D1 par un caracte`re non ramifie´
pour le rendre e´tale, donc provenant d’une repre´sentation galoisienne de Hodge-Tate.
Comme dimE Ext
1
(ϕ,Γ)(D1, D1) = 5 ([14, Lem. 3.5]), on obtient la premie`re e´galite´.
Pour la deuxie`me, notons que la restriction de (233) a` Ext1Z(D1, D1) a pour image la
droite {(x,−x), x ∈ E} →֒ E2. Comme dimE Ext1Z(D1, D1) = 3 ([14, Lem. 3.9]), on
en de´duit dimE Ext
1
HT,Z(D1, D1) = 2.
Lemme 5.5.5. — On a dimE Ext
1
HT(D1,RE(εxk2)) = 2.
De´monstration. — L’isomorphisme Ext1(ϕ,Γ)(D1,RE(εxk2)) ∼= H1(ϕ,Γ)(D∨1 (εxk2)) in-
duit un isomorphisme Ext1HT(D1,RE(εxk2)) ∼= H1HT(D∨1 (εxk2)). Par ailleurs une
preuve analogue a` celle de (229) donne W+dR(D
∨
1 (εx
k2)) ∼= (B+dR⊕ t−(k1+1−k2)B+dR)⊗Qp
E, qui implique en particulier (avec H1(Gal(Qp/Qp), tjB
+
dR/t
j+1B+dR) = 0 si j 6= 0) :
dimE H
1
(
Gal(Qp/Qp),W
+
dR(D
∨
1 (εx
k2))/(t)
)
= 1.
Comme dimE Ext
1
(ϕ,Γ)(D1,RE(εxk2)) = 3 (cf. [14, Lem. 3.5]), on en de´duit
dimE Ext
1
HT(D1,RE(εxk2)) ≥ 2 par la de´finition de H1HT(D∨1 (εxk2)). Par ailleurs,
l’injection (venant de D1 ։ RE(εxk2)) :
Ext1(ϕ,Γ)(RE(εxk2),RE(εxk2)) →֒ Ext1(ϕ,Γ)(D1,RE(εxk2))
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induit un isomorphisme (en utilisant que tout sous-(ϕ,Γ)-module d’un (ϕ,Γ)-module
de Hodge-Tate tel que le conoyau n’a pas de torsion est encore de Hodge-Tate) :
(234) Ext1HT(RE(εxk2),RE(εxk2 )) ∼= Ext1HT(D1,RE(εxk2)) ∩ Ext1(ϕ,Γ)(RE(εxk2),RE(εxk2))
(le terme de droite est clairement inclus dans celui de gauche, qui a seulement dimen-
sion 1, d’ou` un isomorphisme). Comme par ailleurs :
Ext1HT(RE(εxk2),RE(εxk2)) ∼= Ext1g(RE(εxk2),RE(εxk2)) ∼= H1g (RE) ( H1(ϕ,Γ)(RE),
il existe des extensions de RE(εxk2) par RE(εxk2) qui ne sont pas de Hodge-Tate,
d’ou` on de´duit par (234) :
Ext1HT(D1,RE(εxk2)) ( Ext1(ϕ,Γ)(D1,RE(εxk2)).
Cela implique dimE Ext
1
HT(D1,RE(εxk2)) ≤ 2 et termine la preuve.
Remarque 5.5.6. — Si D est un (ϕ,Γ)-module et D′ un sous-(ϕ,Γ)-module de
meˆme rang que D, alors D′ de Hodge-Tate n’implique pas D de Hodge-Tate (con-
trairement au cas de Rham). Par exemple, si D est une extension RE par RE qui
n’est pas de Hodge-Tate, son “pull-back” le long de tnRE →֒ RE est de Hodge-Tate
pour tout n > 0.
Comme pour (234), on ve´rifie que la surjection κ en (226) induit une suite exacte :
(235) 0 −→ Ext1HT(D1,RE(ε2xk1)) −→ Ext1HT(D1, D1) κ−→ Ext1HT(D1,RE(εxk2)).
Lemme 5.5.7. — (i) On a Ext1g(D1,RE(ε2xk1)) ∼→ Ext1HT(D1,RE(ε2xk1)).
(ii) Supposons D1 non cristallin, alors dimE Ext
1
HT(D1,RE(ε2xk1)) = 1 et
l’application κ en (235) est surjective.
De´monstration. — (i) Notons d’abord que Ext1∗(D1,RE(ε2xk1)) ∼= H1∗(D∨1 (ε2xk1)) ou`
∗ ∈ {(ϕ,Γ), g,HT}. Conside´rons les applications naturelles :
(236) H1(ϕ,Γ)(D
∨
1 (ε
2xk1)) −→ H1(Gal(Qp/Qp),W+dR(D∨1 (ε2xk1)))
−→ H1(Gal(Qp/Qp),W+dR(D∨1 (ε2xk1))/(t)).
Comme pour (229) on montre W+dR(D
∨
1 (ε
2xk1)) ∼= (B+dR⊕ tk1−k2+1B+dR)⊗QpE, d’ou` on
de´duit que la seconde application en (236) est une bijection de E-espaces vectoriels
de dimension 1. Par [51, Def. 2.4 & Lem. 2.6] on en de´duit (i).
(ii) Supposons D1 non cristallin, comme D1(ε
−1x−k1) ≃ RE(ε) RE(xk2−k1)
est aussi (semi-stable) non cristallin, on de´duit de [51, Prop. 2.7] que l’on a
H1e (D1(ε
−1x−k1)) = H1f (D1(ε
−1x−k1)) ≃ E. Par ailleurs par [14, Lem. 3.5]
on a dimE H
1
(ϕ,Γ)(D
∨
1 (ε
2xk1)) = 2. Il suit alors de [51, Prop. 2.11] (avec [52,
Th. 5.11]) et (D∨1 (ε
2xk1))∨(ε) ∼= D1(ε−1x−k1) que l’on a dimE H1g (D∨1 (ε2xk1)) = 1 =
dimE Ext
1
g(D1,RE(ε2xk1)). On en de´duit le (ii) avec (i), le Lemme 5.5.4 et le Lemme
5.5.5.
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Remarque 5.5.8. — Dans le (ii) du Lemme 5.5.7, si D1 est cristallin on peut
montrer que dimE Ext
1
HT(D1,RE(ε2xk1)) = 2, et dans ce cas κ en (235) n’est donc
pas surjective (par le Lemme 5.5.4 et le Lemme 5.5.5).
Lemme 5.5.9. — On a im(j) = Ext1HT(D1,RE(εxk2)) ⊆ Ext1(ϕ,Γ)(D1,RE(εxk2))
(voir (227) pour j).
De´monstration. — Soit k′2 comme en (227), on a un diagramme commutatif (en no-
tant a` droite H1(−) pour H1(Gal(Qp/Qp),−)) :
H1(ϕ,Γ)(D
∨
1 (εx
k′2)) −−−→ H1(tk′2−k2W+dR(D∨1 (εxk2))
j
y j′y
H1(ϕ,Γ)(D
∨
1 (εx
k2)) −−−→ H1(W+dR(D∨1 (εxk2))) v−−−→ H1(W+dR(D∨1 (εxk2))/(t)).
Comme k′2 − k2 ≥ 1, on a v ◦ j′ = 0, donc im(j) ⊆ H1HT(D∨1 (εxk2)). Mais par
l’injectivite´ de j ((ii) du Lemme 5.5.2), le (i) du Lemme 5.5.2 et le Lemme 5.5.5, ces
deux espaces ont meˆme dimension (= 2), d’ou` le re´sultat.
Proposition 5.5.10. — (i) L’accouplement du bas en (226) induit un accouplement
parfait Ext1(ϕ,Γ)(RE(xk2+1), D1)× Ext1HT(D1,RE(εxk2)) ∪−→ E.
(ii) Si D1 est non cristallin, on a un diagramme commutatif d’accouplements com-
patible via la surjection u avec le diagramme commutatif (226) :
(237)
Ext1(ϕ,Γ)(RE(xk2+1), D1) × Ext1HT(D1, D1) ∪−−−→ E∥∥∥ κy ∥∥∥
Ext1(ϕ,Γ)(RE(xk2+1), D1) × Ext1HT(D1,RE(εxk2)) ∪−−−→ E.
De´monstration. — Le Lemme 5.5.9 et l’injectivite´ de j ((ii) du Lemme 5.5.2) per-
mettent de remplacer Ext1(ϕ,Γ)(D1,RE(εxk′2)) par im(j) = Ext1HT(D1,RE(εxk2)) dans
l’accouplement parfait du bas en (227), d’ou` (i). L’accouplement du haut en (237)
est alors de´fini en de´cre´tant que ker(κ) annule Ext1(ϕ,Γ)(RE(xk2+1), D1). Les dernie`res
assertions du (ii) de´coulent du (ii) du Lemme 5.5.7 et du (i).
Remarque 5.5.11. — Dans le (ii) de la Proposition 5.5.10, si D1 est cristallin on
a encore un diagramme commutatif comme en (237), mais dans ce cas κ n’est plus
surjective (Remarque 5.5.8) et on ne peut utiliser Ext1HT(D1, D1) pour “caracte´riser”
des vecteurs dans Ext1(ϕ,Γ)(RE(xk2+1), D1).
En remplac¸ant D1 par une extension (semi-stable) non cristalline D2 ≃
RE(εxk2) RE(xk3) , on obtient la proposition suivante par des arguments
similaires.
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Proposition 5.5.12. — (i) L’injection RE(ε2xk1) →֒ RE(ε2xk2−1) induit une ap-
plication surjective :
u′ : Ext1(ϕ,Γ)(D2,RE(ε2xk1))։ Ext1(ϕ,Γ)(D2,RE(ε2xk2−1)).
(ii) Soit D une extension de D2 par RE(ε2xk1) avec N2 6= 0 sur DdR(D) = Dst(D)
et u′(D) le “push-forward” de D le long de RE(ε2xk1) →֒ RE(ε2xk2−1), alors u′(D)
est une extension (non scinde´e) de RE(xk3)/tk2+1−k3 par D0.
(iii) Le diagramme commutatif d’accouplements (cf. [14, (2.8)]) :
Ext1(ϕ,Γ)(D2,RE(ε2xk1)) × Ext1(ϕ,Γ)(D2, D2) ∪−−−→ E∥∥∥ κy ∥∥∥
Ext1(ϕ,Γ)(D2,RE(ε2xk1)) × Ext1(ϕ,Γ)(RE(εxk2), D2) ∪−−−→ E
induit un diagramme commutatif d’accouplements :
Ext1(ϕ,Γ)(D2,RE(ε2xk2−1)) × Ext1HT(D2, D2) ∪−−−→ E∥∥∥ κy ∥∥∥
Ext1(ϕ,Γ)(D2,RE(ε2xk2−1)) × Ext1HT(RE(εxk2), D2) ∪−−−→ E
ou` l’application κ est surjective et l’accouplement du bas est parfait.
Par [14, Lem. 3.29], il existe a ∈ E× et une repre´sentation ρ1 : Gal(Qp/Qp) →
GL2(E) tels que D1 ∼= Drig(ρ1) ⊗RE RE(nr(a)) (ou` Drig(ρ1) est le (ϕ,Γ)-module
sur RE associe´ a` ρ1). On note πan(D1) de´f= πan(ρ1) ⊗ nr(a) ◦ det ou` πan(ρ1) est la
repre´sentation localement analytique de GL2(Qp) associe´e a` ρ1 via la correspondance
de Langlands localement analytique pour GL2(Qp) ([25], [26]). On suppose que ρ1
admet un OE-re´seau invariant dont la re´duction ρ1 satisfait [14, (A.2)]. Par [14,
Prop. 3.30], on a alors une bijection naturelle :
(238) pLL : Ext1(ϕ,Γ)(D1, D1)
∼−→ Ext1GL2(Qp)(πan(D1), πan(D1)).
Noter que la normalisation de la correspondance de Langlands localement analytique
(ou p-adique) que l’on utilise ici est celle de [14, § 3.2.3] tordue par le caracte`re
ε−1 ◦ det. Explicitement, notons Hom(Q×p , E) les morphismes de groupes continus
pour la structure additive sur E, et soit 0 6= η ∈ LFM(D1 : RE(ε2xk1)) ⊆ Hom(Q×p , E)
(cf. [14, Cor. 2.9] et noter que D1 est de´termine´ par ε
2xk1 , εxk2 et η), alors on a
πan(D1) ∼= π(ν1,2, η) ⊗ ε ◦ det ou` ν1,2 de´f= (k1, k2) et la repre´sentation π(ν1,2, η) est la
repre´sentation localement analytique de longueur finie de´finie dans [14, (3.26)] (note´e
π(λ, ψ) dans loc.cit.).
Si V , W sont des repre´sentations admissibles dans RepanE (GL2(Qp)) telles que le
centre Z(gl2) de U(gl2) (resp. le centre ZGL2(Qp)) agit sur V , W par le meˆme ca-
racte`re, on note Ext1inf(W,V ) (resp. Ext
1
Z(W,V ), resp. Ext
1
inf,Z(W,V )) le sous-espace
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de Ext1GL2(Qp)(W,V ) des extensions sur lesquelles Z(gl2) (resp. ZGL2(Qp), resp. Z(gl2)
et ZGL2(Qp)) agit par ce caracte`re.
Proposition 5.5.13. — Avec les notations pre´ce´dentes, supposons de plus
EndGal(Qp/Qp)(ρ1)
∼= kE, alors (238) induit une bijection :
(239) Ext1HT(D1, D1)
∼−→ Ext1inf(πan(D1), πan(D1)).
De´monstration. — Par (259), la deuxie`me partie du (i) du Lemme 6.2.2 (en tordant
par ε ◦ det) et [14, Lem. 3.25(2)], on a si η est lisse Ext1g(πan(D1), πan(D1)) ∼=
Ext1inf(π
an(D1), π
an(D1)). Si η est lisse, par [14, Lem. 3.11(3)] et le Lemme 5.5.4 on
a aussi Ext1g(D1, D1)
∼= Ext1HT(D1, D1). La bijection en (239) de´coule alors de [14,
Lem. 3.28] dans ce cas.
Soit π(ρ1) la repe´sentation de GL2(Qp) sur kE associe´e a` ρ1 via la correspondance
de Langlands modulo p (normalise´e de sorte que le caracte`re central de π(ρ1) est
ε−1det(ρ1)), et π̂(ρ1) la repe´sentation de Banach unitaire de GL2(Qp) sur E associe´e a`
ρ1 via la correspondance de Langlands p-adique. On utilise les notations de [14, § A.2].
Comme EndGal(Qp/Qp)(ρ1)
∼= kE (le corps re´siduel de E), on a comme en [14, (A.7)] un
isomorphisme Defπ(ρ1),ortho
∼−→ Defρ1 (noter que notre π(ρ1) est celui de loc.cit. tordu
par ε−1◦det, ce qui est sans conse´quence). Soit ζ de´f= det(ρ1), alors ζε−1 est le caracte`re
central de π̂(ρ1). Comme en [14, (A.9)] (on utilise ici aussi EndGal(Qp/Qp)(ρ1)
∼= kE),
on a un isomorphisme Defζε
−1
π(ρ1),ortho
∼= Defζρ1 ou` Defζε
−1
π(ρ1),ortho
(resp. Defζρ1) de´signe le
sous-foncteur de Defπ(ρ1),ortho (resp. de Defρ1) des de´formations avec caracte`re central
e´gal a` ζε−1 (resp. avec de´terminant e´gal a` ζ). Par le meˆme argument que dans la
preuve de [14, Cor. A.2], on voit que le foncteur de Colmez V induit une bijection :
(240) V : Ext1Z(π̂(ρ1), π̂(ρ1))
∼−→ Ext1Z(ρ1, ρ1)
ou` Ext1Z(ρ1, ρ1) de´signe les de´formations de ρ1 sur E[ǫ]/(ǫ
2) de de´terminant ζ . Par la
preuve de [14, Prop. 3.30], on en de´duit facilement que (238) induit un isomorphisme :
(241) Ext1Z(D1, D1)
∼−→ Ext1GL2(Qp),Z(πan(D1), πan(D1)).
Soit ρ˜1 ∈ Ext1Z(ρ1, ρ1), et π˜ l’image re´ciproque de ρ˜1 via V. Par [26, Th. III.45], on
a un morphisme e´quivariant sous l’action de GL2(Qp) :
(242) Πζε−1(D(ρ˜1)0) −→ π˜/π˜SL2(Qp)
dont les noyau et conoyau sont de dimension finie sur E, ou` D(ρ˜1)0 est le (ϕ,Γ)-
module continu de ρ˜1 et le foncteur Πζε−1 est comme dans loc.cit. Comme π˜ est
isomorphe a` une extension de π̂(ρ1) par π̂(ρ1), on voit (par la structure de π
an(D1))
que π˜SL2(Qp) = 0 et que π˜ n’a pas de quotient de dimension finie e´quivariant sous
l’action de GL2(Qp). Donc (242) est une application surjective Πζε−1(D(ρ˜1)0) ։ π˜.
Par [29, Th. 3.3] (qui fait l’hypothe`se que ρ1 est absolument irre´ductible, mais le
meˆme argument s’applique au cas ou` EndGalQp (ρ1)
∼= E), si ρ˜1 est de Hodge-Tate
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alors Πζε−1(D(ρ˜1)0)
an a un caracte`re infinite´simal, donc π˜an aussi par ce qui pre´ce`de.
On en de´duit que l’inverse de V induit une injection (ou` πan(ρ1) = π̂(ρ1)
an) :
(243) Ext1HT,Z(ρ1, ρ1) →֒ Ext1inf,Z(πan(ρ1), πan(ρ1)).
Donc (241) induit une injection :
(244) Ext1HT,Z(D1, D1) →֒ Ext1inf,Z(πan(D1), πan(D1)).
En outre, il est clair que Ext1g(D1, D1) n’est pas contenu dans Ext
1
Z(D1, D1) (cf. [14,
Th. 2.7 & Lem. 3.11(2)]). Par [14, Lem. 3.11(3)] et le Lemme 5.5.4, on en de´duit :
Ext1g(D1, D1) + Ext
1
HT,Z(D1, D1) = Ext
1
HT(D1, D1).
L’injection (244) combine´e avec l’injection (259) ci-dessous et le premier isomorphisme
de [14, Lem. 3.28] induisent alors une injection :
(245) Ext1HT(D1, D1) →֒ Ext1inf(πan(D1), πan(D1)).
En comparant les dimensions (par le Lemme 5.5.4 et le (i) du Lemme 6.2.2), on voit
que (245) est une bijection.
On note St∞2 (ν1,2)
de´f
= L(ν1,2)⊗E St∞2 ou` L(ν1,2) est la repre´sentation alge´brique de
GL2(Qp) sur E de plus haut poids ν1,2 (par rapport au Borel supe´rieur de GL2(Qp)),
ν
de´f
= (k1, k2, k3) = −λ et v∞P−i (ν)
de´f
= L(ν) ⊗E v∞P−i ou` v
∞
P−i
de´f
= (Ind
GL3(Qp)
P−i (Qp)
1)∞/1 pour
i ∈ {1, 2}. Par [14, (3.90)] on a une suite de morphismes :
(246) Ext1(ϕ,Γ)(D1, D1)
∼−→ Ext1GL2(Qp)(π(ν1,2, η), π(ν1,2, η))
։ Ext1GL2(Qp)(St
∞
2 (ν1,2), π(ν1,2, η))
ι−→ Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η)+)
ou` la premie`re application est (238) (en tordant par ε−1 ◦ det a` droite), ou` Π1(ν, η)+
est la repre´sentation de´finie au de´but de [14, § 3.3.4] et ou` l’on renvoie a` [14,
(3.87) & Lem. 3.42(1)] pour l’application ι.
Proposition 5.5.14. — Supposons que η ne soit pas lisse, alors l’accouplement
parfait dans [14, Th. 3.45] induit un diagramme commutatif d’accouplements parfaits
(voir [14, Rem. 3.41] pour Π1(ν, η)):
(247)
Ext1(ϕ,Γ)(RE(xk3), D1) × Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η)+)
∪−−−→ E
u
y x ∥∥∥
Ext1(ϕ,Γ)(RE(xk2+1), D1) × Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η))
∪−−−→ E.
De´monstration. — Par la phrase qui suit [14, (3.90)], la compose´e en (246) se fac-
torise a` travers un isomorphisme :
(248) Ext1(ϕ,Γ)(D1,RE(xk2ε)) ∼−→ Ext1GL3(Qp) Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η)+).
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Par la Proposition 5.5.13, la surjection en (258) et la Proposition 6.2.10, (246) induit :
(249) Ext1HT(D1, D1)
∼−→ Ext1inf(π(ν1,2, η), π(ν1,2, η))
։ Ext1inf(St
∞
2 (ν1,2), π(ν1,2, η))
ι
∼−→ Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η)).
Comme (246) se factorise a` travers (248), on voit que (249) induit une surjection (via
le (ii) du Lemme 5.5.7) :
Ext1HT(D1,RE(εxk2))։ Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η)),
qui est un fait un isomorphisme en comparant les dimensions (voir le Lemme 5.4.5 et la
preuve de [14, Prop. 3.49]). Par construction, on a donc un diagramme commutatif :
Ext1HT(D1,RE(εxk2)) ∼−−−→ Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η))y y
Ext1(ϕ,Γ)(D1,RE(εxk2)) ∼−−−→ Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η)+).
La proposition en de´coule avec la Proposition 5.5.10 et [14, Th. 3.45].
Par le meˆme argument en utilisant la Proposition 5.5.12 et un analogue syme´trique
de la Proposition 6.2.10, on obtient la proposition suivante.
Proposition 5.5.15. — Soit 0 6= η′ ∈ LFM(D2 : RE(εxk2)) ⊆ Hom(Q×p , E) (cf.
[14, Cor. 2.9]), alors l’accouplement parfait dans [14, Th. 3.50] induit un diagramme
commutatif d’accouplements parfaits :
(250)
Ext1(ϕ,Γ)(D2,RE(ε2xk1)) × Ext1GL3(Qp)(v∞P−1 (ν),Π
2(ν, η′)+)
∪−−−→ E
u′
y x ∥∥∥
Ext1(ϕ,Γ)(D2,RE(ε2xk2−1)) × Ext1GL3(Qp)(v∞P−1 (ν),Π
2(ν, η′))
∪−−−→ E.
On peut enfin montrer le (i) du The´ore`me 5.4.6. Quitte a` tordre ρp et les
repre´sentations de GL3(Qp) par nr(c−1), on peut supposer c = 1. Soit Drig(ρp) le
(ϕ,Γ)-module de ρp sur RE et D1 (resp. D2) l’unique sous-(ϕ,Γ)-module (resp.
l’unique quotient) de Drig(ρp) de rang 2, donc E[Drig(ρp)] ⊆ Ext1(ϕ,Γ)(RE(xk3), D1)
et aussi E[Drig(ρp)] ⊆ Ext1(ϕ,Γ)(D2,RE(ε2xk1)). Notons πe1−e2(ρp)− l’unique
extension de v∞
P−2
(ν) par Π1(ν, η) (avec les notations pre´ce´dentes) telle que
E[πe1−e2(ρp)
−] ⊆ Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η)) est l’orthogonal de E[u(Drig(ρp))]
via l’accouplement parfait du bas de (247) (ou` les espaces ont dimension 2). Donc
la repre´sentation πe1−e2(ρp)
− est unique a` isomorphisme pre`s, et elle de´termine
et ne de´pend que de u(Drig(ρp)). On de´finit π
e2−e3(ρp)
− de manie`re analogue en
utilisant D2 et l’accouplement parfait du bas de (250). La repre´sentation π
e2−e3(ρp)
−
de´termine et ne de´pend que de u′(Drig(ρp)). Il suit facilement de la Proposition 5.5.3,
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du (ii) de la Proposition 5.5.12, du (ii) de la Proposition 5.1.2 et de la fonctorialite´
dans [4, Th. A] que la repre´sentation πα(ρp)
− pour α ∈ S de´termine et ne de´pend que
h1, h2, h3, D et Fil
max
α (ρp) (noter que u(Drig(ρp))
∨⊗RERE(ε3xk1+k2+k3) est isomorphe
au (ϕ,Γ)-module qui correspond via [4, Th. A] a` ∧2ED muni de la filtration a` un cran
Fil−h1−h2(∧2ED) = ∧2ED, Fil−h2−h3(∧2ED) = Fil−h2(D) ∧ Fil−h3(D) = Filmaxe1−e2(ρp)).
Par la fin de [14, § 3.3.4] et [10, Rem. 4.6.3], la repre´sentation πα(ρp) contient
πα(ρp)
− et ces deux repre´sentations se de´terminent l’une l’autre. Le (i) du The´ore`me
5.4.6 en de´coule.
6. Appendice
Le but de cet appendice est de montrer la Proposition 6.2.10 ci-dessous, essentielle
dans la preuve du (i) du The´ore`me 5.4.6.
6.1. Calculs de Lie. — On commence par des calculs techniques d’invariants sous
l’unipotent dans des modules de Verma ge´ne´ralise´s pour gl3.
On a besoin de plusieurs notations : x
de´f
= ( 0 10 0 ), y
de´f
= ( 0 01 0 ), h
de´f
= ( 1 00 −1 ), z
de´f
= ( 1 00 1 )
et c
de´f
= h2 − 2h + 4xy = h2 + 2h + 4yx ∈ U(gl2) l’e´le´ment de Casimir. Rappelons que
le centre Z(gl2) de U(gl2) est isomorphe a` la E-alge`bre polynomiale E[c, z]. On note
de´sormais P1
de´f
= Pe1−e2 =
(
GL2 ∗
0 GL1
) ⊂ GL3, L1 de´f= LP1, p1 (resp. l1) la Qp-alge`bre de
Lie de P1(Qp) (resp. L1(Qp)), N1 = NP1 , n1 la Qp-alge`bre de Lie de N1(Qp), et on
note avec un − en exposant les oppose´s : P−1 , p−1 , n−1 ... On note aussi :
x1
de´f
=
(
0 1 0
0 0 0
0 0 0
)
x2
de´f
=
(
0 0 0
0 0 1
0 0 0
)
x3
de´f
=
(
0 0 1
0 0 0
0 0 0
)
y1
de´f
=
(
0 0 0
1 0 0
0 0 0
)
y2
de´f
=
(
0 0 0
0 0 0
0 1 0
)
y3
de´f
=
(
0 0 0
0 0 0
1 0 0
)
h1
de´f
=
(
1 0 0
0 −1 0
0 0 0
)
h2 =
(
0 0 0
0 1 0
0 0 −1
)
.
Nous utiliserons les relations de commutations suivantes entre ces e´le´ments :
(251)

x2y
r2
2 = y
r2
2 x2 − r2yr2−12 ((r2 − 1)− h2)
x2y
r3
3 = y
r3
3 x2 + r3y
r3−1
3 y1
x3y
r2
2 = y
r2
2 x3 + r2y
r2−1
2 x1
x3y
r3
3 = y
r3
3 x3 − r3yr3−13 ((r3 − 1)− (h1 + h2))
h2y
r3
3 = y
r3
3 h2 + (−r3)yr33
x1y
r3
3 = y
r3
3 x1 − r3y2yr3−13 .
On fixe deux entiers k1, k2 ∈ Z tels que k1 ≥ k2 ≥ 0 et M un U(gl2) ⊗Qp E-
module quelconque tel que z(u) = (k1 + k2)u pour tout u ∈ M . On voit M comme
U(l1)-module via U(l1) ∼= U(gl2) ⊗E U(gl1) ։ U(gl2), i.e. le facteur gl1 de l1 agit
trivialement sur M , puis comme U(p1)-module via p1 ։ l1.
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Lemme 6.1.1. — (i) Le E-espace vectoriel H0(n1,U(gl3)⊗U(p1)M) = (U(gl3)⊗U(p1)
M)[n1] est engendre´ par les e´le´ments de M et les vecteurs de la forme v =∑r+1
i=0 y
i
2y
r+1−i
3 ⊗ vi pour r ∈ Z≥0 et vi ∈M ve´rifiant (avec vi−1 = 0 si i = 0) :
(252)
{
i(h+ 2r − (k1 + k2))vi = 2(r + 2− i)yvi−1
(r + 2− i)(h− 2r + (k1 + k2))vi−1 = −2ixvi.
(ii) Supposons qu’il existe s ∈ Z≥1 tel que (c − (k1 − k2)(k1 − k2 + 2))s(u) = 0 pour
tout u ∈ M , alors pour v 6= 0 comme dans le (i) on a r = k2 ou r = k1 + 1 et
c(vi) = (k1 − k2)(k1 − k2 + 2)vi pour tout vi.
De´monstration. — (i) Tout e´le´ment v ∈ U(gl3) ⊗U(p1) M ∼= U(n−1 ) ⊗E M s’e´crit de
manie`re unique :
(253) v =
∑
r2,r3∈Z≥0
yr22 y
r3
3 ⊗ vr2,r3.
Un calcul utilisant (251) donne :
x2(y
r2
2 y
r3
3 ⊗vr2,r3) = yr2−12 yr33 ⊗
(
r2(h2 − r2 − r3 + 1)vr2,r3
)
+ yr22 y
r3−1
3 ⊗r3y1vr2,r3
x3(y
r2
2 y
r3
3 ⊗vr2,r3) = yr22 yr3−13 ⊗
(
r3(h1 + h2 − r2 − r3 + 1)vr2,r3
)
+ yr2−12 y
r3
3 ⊗r2x1vr2,r3.
En utilisant (253) on en de´duit x2v = x3v = 0 si et seulement si pour tout r2, r3 ∈ Z≥0 :
(254)
{
(r2 + 1)(h2 − r2 − r3)vr2+1,r3 + (r3 + 1)y1vr2,r3+1 = 0
(r3 + 1)(h1 + h2 − r2 − r3)vr2,r3+1 + (r2 + 1)x1vr2+1,r3 = 0.
Via l’action de l1 sur M comme ci-dessus et l’hypothe`se sur l’action de z, on voit que
h2 agit comme −h−k1−k22 et (h1 + h2) comme h+k1+k22 , et (254) est e´quivalent a` :{
(r2 + 1)
(− h−k1−k2
2
− r2 − r3
)
vr2+1,r3 + (r3 + 1)yvr2,r3+1 = 0
(r3 + 1)
(
h+k1+k2
2
− r2 − r3
)
vr2,r3+1 + (r2 + 1)xvr2+1,r3 = 0.
On en de´duit (i) en remarquant que v −∑r∈Z≥0 (∑r+1i=0 yi2yr+1−i3 ⊗vi,r+1−i) ∈M .
(ii) En appliquant x a` la premie`re e´quation en (252) on a (avec xh = hx− 2x) :
i(h+ 2r − 2− (k1 + k2))xvi = xi(h+ 2r − (k1 + k2))vi = 2(r + 2− i)xyvi−1
et en appliquant h+ 2r − 2− (k1 + k2) a` la seconde :
−2i(h+2r−2−(k1+k2))xvi = (r+2−i)(h+2r−2−(k1+k2))(h−2r+(k1+k2))vi−1.
Ces deux e´galite´s impliquent pour i ∈ {0, . . . , r + 1} (donc r + 2− i 6= 0) :
(h2 − 2h+ 4xy)vi−1 = cvi−1 = (k1 + k2 − 2r)(k1 + k2 + 2− 2r)vi−1.
De plus, par l’hypothe`se en (ii) on en de´duit pour i ∈ {0, . . . , r + 1} et vi−1 6= 0 :
(k1 + k2 − 2r)(k1 + k2 + 2− 2r) = (k1 − k2)(k1 − k2 + 2),
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d’ou` r = k2 ou r = k1 + 1. De meˆme on obtient c(vi) = (k1 − k2)(k1 − k2 + 2)vi pour
i ∈ {0, . . . , r+1} en appliquant h−2r+2+(k1+k2) a` la premie`re e´quation en (252)
et y a` la seconde, d’ou` (ii).
Le lemme technique suivant sera important dans la suite.
Lemme 6.1.2. — Soit u ∈M tel que c(u) = (k1 − k2)(k1 − k2 + 2)u, alors on a :
k2+1∑
i=0
yi2y
k2+1−i
3 ⊗ui ∈ H0
(
n1,U(gl3)⊗U(p1) M
)
ou` u0
de´f
= xk2+1u et ui
de´f
=
( i∏
j=1
(− k2 + 2− j
2j
))( i∏
j=1
(
h+ (k1 − k2) + 2j
))
xk2+1−iu.
De´monstration. — Posons a0
de´f
= 1 et, pour i ∈ {1, . . . , k2+1}, ai de´f=
∏i
j=1
(− k2+2−j
2j
)
,
alors (−2i)ai = (k2 + 2− i)ai−1. On a (avec hx = xh+ 2x) :
(k2 + 2− i)(h+ k1 − k2)ui−1
= (k2 + 2− i)(h + k1 − k2)ai−1
( i−1∏
j=1
(
h+ (k1 − k2) + 2j
))
xk2+2−iu
= (k2 + 2− i)ai−1x(h+ k1 − k2 + 2)
( i−1∏
j=1
(
h + k1 − k2 + 2j + 2
))
xk2+1−iu
= − 2ixui.
Avec c(u) = (k1 − k2)(k1 − k2 + 2)u, on a aussi par ailleurs :
i(h− (k1 − k2))ui
= iai
(
h2 + 2h− (k1 − k2)(k1 − k2 + 2)
)( i∏
j=2
(
h+ (k1 − k2) + 2j
))
xk2+1−iu
= iai(−4yx)
( i∏
j=2
(
h+ (k1 − k2) + 2j
))
xk2+1−iu
= 2(k2 + 2− i)ai−1y
( i−1∏
j=1
(
h+ (k1 − k2) + 2j
))
xk2+2−iu = 2(k2 + 2− i)yui−1
en utilisant encore xh = hx− 2x pour l’avant-dernie`re e´galite´. Le lemme suit alors du
Lemme 6.1.1 applique´ avec r = k2.
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6.2. Extensions avec un caracte`re infinite´simal. — On de´montre la Proposi-
tion 6.2.10.
On conserve les notations du paragraphe pre´ce´dent et celles du § 5.5. On rappelle
que ν1,2 = (k1, k2), η : Q×p → E est un morphisme continu de groupes (pour la
structure additive a` droite), St∞2 (ν1,2) = L(ν1,2) ⊗E St∞2 et que l’on dispose de la
repre´sentation localement analytique de longueur finie π(ν1,2, η) ([14, (3.26)]). On
suppose dans la suite que π(ν1,2, η) ve´rifie [14, Hyp. 3.19]. C’est une hypothe`se faible.
En effet, par la discussion qui suit [14, Lem. 3.29], quitte a` tordre π(ν1,2, η) par un
caracte`re non ramifie´ on peut supposer π(ν1,2, η) ≃ πan(ρ) ou` ρ : Gal(Qp/Qp) →
GL2(E) et π
an(ρ) correspond a` ρ via la correspondance de Langlands localement
analytique pour GL2(Qp) ([25], [26]). Si ρ admet un OE-re´seau invariant dont la
re´duction ρ satisfait [14, (A.2)], alors [14, Hyp. 3.19] est ve´rifie´e par [14, Prop. 3.30].
Lemme 6.2.1. — (i) Le centre Z(gl2) agit sur π(ν1,2, η) par l’unique caracte`re ξ tel
que ξ(z) = k1 + k2 et ξ(c) = (k1 − k2)(k1 − k2 + 2).
(ii) On a dimE Ext
1
inf(St
∞
2 (ν1,2), π(ν1,2, η)) = 2.
(iii) On a dimE Ext
1
inf,Z(St
∞
2 (ν1,2), π(ν1,2, η)) = 1.
De´monstration. — (i) Il est clair que Z(gl2) agit sur St
∞
2 (ν1,2) par ξ. Par [60, Prop.
3.7], pour∇ ∈ Z(gl2) on a un morphisme GL2(Qp)-e´quivariant∇−ξ(∇) : π(ν1,2, η)→
π(ν1,2, η), qui induit donc un morphisme π(ν1,2, η)/St
∞
2 (ν1,2)→ π(ν1,2, η). Comme le
socle de π(ν1,2, η) est St
∞
2 (ν1,2), on en de´duit (i).
(ii) Comme dimE Ext
1
GL2(Qp)(St
∞
2 (ν1,2), π(ν1,2, η)) = 4 ([14, Lem. 3.17(ii)]), on peut
associer a` cet espace une extension π˜(ν1,2, η) de St
∞
2 (ν1,2)
⊕4 par π(ν1,2, η). Soit ∇ ∈
Z(gl2), le morphisme GL2(Qp)-e´quivariant ∇− ξ(∇) : π˜(ν1,2, η) −→ π˜(ν1,2, η) est nul
sur π(ν1,2, η) par (i), donc se factorise comme suit :
π˜(ν1,2, η)։ St
∞
2 (ν1,2)
⊕4 −→ St∞2 (ν1,2) →֒ π˜(ν1,2, η).
On en de´duit que le sous-espace de Ext1GL2(Qp)(St
∞
2 (ν1,2), π(ν1,2, η)) des extensions sur
lesquelles ∇ agit par ξ(∇) est au moins de dimension 3. Appliquant ceci a` ∇ = c et
∇ = z, on en de´duit dimE Ext1inf(St∞2 (ν1,2), π(ν1,2, η)) ≥ 2 puisque Z(g) ∼= E[c, z]. Soit
π(ν1,2, η)
− la sous-repre´sentation de π(ν1,2, η) de´finie en [14, (3.23)], par [14, (3.29)]
on a une injection :
(255) Ext1GL2(Qp)(St
∞
2 (ν1,2), π(ν1,2, η)
−) →֒ Ext1GL2(Qp)(St∞2 (ν1,2), π(ν1,2, η)),
et il suit de [14, Lem. 3.17(2) & (4)] que dimE Ext
1
GL2(Qp)(St
∞
2 (ν1,2), π(ν1,2, η)
−) = 3.
De plus, par [14, Lem. 3.20(2)], le foncteur de Jacquet-Emerton (par rapport au
Borel supe´rieur) induit une bijection (avec les notations de loc.cit. a` droite) :
(256) Ext1GL2(Qp)(St
∞
2 (ν1,2), π(ν1,2, η)
−)
∼−→ Ext1T (Qp)
(
δν1,2(| · |⊗ | · |−1), δν1,2(| · |⊗ | · |−1)
)
η
.
On voit une extension a` droite dans (256) comme un caracte`re du tore T (Qp) a`
valeurs dans (E[ǫ]/(ǫ2))× et on la note δν1,2(| · | ⊗ | · |−1)(1 + Ψǫ) avec Ψ = (ψ1, ψ2)
ou` ψi : Q×p → E (par de´finition de l’espace a` droite on a ψ1 − ψ2 ∈ Eη). Si V est
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l’extension de St∞2 (ν1,2) par π(ν1,2, η)
− associe´e a` δν1,2(| · | ⊗ | · |−1)(1 +Ψǫ) par (256),
il suit de [14, Rem. 3.21] et de la de´finition du foncteur de Jacquet-Emerton que l’on
a une injection b-e´quivariante :
(257) δν1,2(| · | ⊗ | · |−1)(1 + Ψǫ) →֒ V
ou` b est la Qp-alge`bre de Lie de B(Qp) et l’action de n a` gauche est triviale. Un
examen de l’action de z et c = h2 + 2h+ 4yx sur l’image de (257) (en utilisant que x
annule cette image) donne que, si V a un caracte`re infinite´simal et si η n’est pas lisse,
alors ψ1 = ψ2 ∈ E val. Par (256) cela implique dimE Ext1inf(St∞2 (ν1,2), π(ν1,2, η)−) ≤ 1,
i.e. dimE
(
Ext1GL2(Qp)(St
∞
2 (ν1,2), π(ν1,2, η)
−)∩Ext1inf(St∞2 (ν1,2), π(ν1,2, η))
) ≤ 1 qui im-
plique dimE Ext
1
inf(St
∞
2 (ν1,2), π(ν1,2, η)) ≤ 2 (par les dimensions de ces deux espaces).
On en de´duit (ii) dans le cas η non lisse. Si η est lisse, l’injection I˜(ν1,2) →֒ π(ν1,2, η)
(cf. [14, § 3.2.2] pour I˜(ν1,2)) induit un isomorphisme :
Ext1GL2(Qp)(St
∞
2 (ν1,2), I˜(ν1,2))
∼−→ Ext1GL2(Qp)(St∞2 (ν1,2), π(ν1,2, η)).
Par une variante facile de la preuve de [14, Lem. 3.20], le foncteur de Jacquet-Emerton
induit un isomorphisme :
Ext1GL2(Qp)(St
∞
2 (ν1,2), I˜(ν1,2))
∼−→ Ext1T (Qp)(δν1,2 , δν1,2)
d’ou` on de´duit comme pre´ce´demment dimE Ext
1
inf(St
∞
2 (ν1,2), π(ν1,2, η)) ≤ 2.
(iii) Par [14, Lem. 3.17] on a dimE Ext
1
Z(St
∞
2 (ν1,2), π(ν1,2, η)) = 2. Comme
Ext1Z(St
∞
2 (ν1,2), St
∞
2 (ν1,2)) = 0 alors que Ext
1
inf(St
∞
2 (ν1,2), π(ν1,2, η)) contient claire-
ment (via St∞2 (ν1,2) →֒ π(ν1,2, η)) l’unique extension localement alge´brique non
scinde´e de St∞2 (ν1,2) par lui-meˆme, on en de´duit dimE Ext
1
inf,Z(St
∞
2 (ν1,2), π(ν1,2, η)) ≤
1. Soit Ext1z (St
∞
2 (ν1,2), π(ν1,2, η)) le sous-espace des extensions sur lesquelles z agit
par k1 + k2. On a clairement une inclusion :
Ext1Z(St
∞
2 (ν1,2), π(ν1,2, η)) + Ext
1
inf(St
∞
2 (ν1,2), π(ν1,2, η)) ⊆ Ext1z (St∞2 (ν1,2), π(ν1,2, η)).
Comme Ext1z (St
∞
2 (ν1,2), π(ν1,2, η)) 6= Ext1GL2(Qp)(St∞2 (ν1,2), π(ν1,2, η)) (par exemple par
(256) et (255)), on en de´duit dimE Ext
1
inf,Z(St
∞
2 (ν1,2), π(ν1,2, η)) ≥ 1 en comparant les
dimensions. Cela termine la preuve de (iii).
Le lemme suivant est utilise´ au § 5.5.
Lemme 6.2.2. — (i) On a une suite exacte courte :
(258) 0→ Ext1GL2(Qp)(π(ν1,2, η)/St∞2 (ν1,2), π(ν1,2, η))→ Ext1inf(π(ν1,2, η), π(ν1,2, η))
→ Ext1inf(St∞2 (ν1,2), π(ν1,2, η))→ 0.
En particulier, dimE Ext
1
inf(π(ν1,2, η), π(ν1,2, η)) = 3.
(ii) Soit Ext1g(π(ν1,2, η), π(ν1,2, η)) le sous-espace engendre´ par les extensions π˜ telles
que les vecteurs localement alge´briques de π˜ contiennent strictement St∞2 (ν1,2) (cf. la
discussion avant [14, Lem. 3.25]). On a une injection naturelle :
(259) Ext1g(π(ν1,2, η), π(ν1,2, η)) →֒ Ext1inf(π(ν1,2, η), π(ν1,2, η)).
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De´monstration. — (i) Par [14, (3.28)], on a une suite exacte comme en (258) avec
Ext1inf remplace´ par Ext
1
GL2(Qp). Il suffit donc de montrer que toute extension π˜ de
π(ν1,2, η) par π(ν1,2, η) admet un caracte`re infinite´simal si et seulement si sa sous-
repre´sentation π˜0 donne´e par “pull-back” le long de St
∞
2 (ν1,2) →֒ π(ν1,2, η) admet un
carate`re infinite´simal. Le sens “seulement si” est clair. Si π˜0 admet un caracte`re in-
finite´simal ξ, alors pour tout∇ ∈ Z(gl2), le morphisme∇−ξ(∇) : π˜ −→ π˜ se factorise
a` travers π˜/π˜0 ∼= π(ν1,2, η)/St∞2 (ν1,2)) −→ π˜. Comme le socle socGL2(Qp) π(ν1,2, η) de
π(ν1,2, η) est St
∞
2 (ν1,2), le morphisme ∇− ξ(∇) est nul. Le sens “si” en de´coule. La
seconde partie de (i) de´coule alors de [14, Lem. 3.17(2)] et du (ii) du Lemme 6.2.1.
(ii) Si π˜ ∈ Ext1g(π(ν1,2, η), π(ν1,2, η)), on voit facilement que St∞2 (ν1,2) a multiplicite´ 2
dans la sous-repre´sentation localement alge´brique π˜alg de π˜. Pour tout ∇ ∈ Z(gl2),
∇ − ξ(∇) annule π˜alg (ou` ξ est le caracte`re infinite´simal). Utilisant (encore)
socGL2(Qp) π(ν1,2, η)
∼= St∞2 (ν1,2), on en de´duit que ∇− ξ(∇) annule tout π˜.
On note π(ν1,2, η)
inf l’unique extension non scinde´e de St∞2 (ν1,2) par π(ν1,2, η) (a`
isomorphisme pre`s) avec un caracte`re central et un caracte`re infinite´simal donne´e par
le (iii) du Lemme 6.2.1. La repre´sentation localement analytique π(ν1,2, η)
inf
⊠ 1 de
P1(Qp) est en particulier un U(p1)-module.
Lemme 6.2.3. — Pour tout u ∈ St∞2 (ν1,2), il existe :
u˜
de´f
=
k2+1∑
i=0
yi2y
k2+1−i
3 ⊗ u˜i ∈ H0
(
n1,U(gl3)⊗U(p1) (π(ν1,2, η)inf ⊠ 1)
)
tel que u˜k2+1 a pour image u via la surjection naturelle π(ν1,2, η)
inf
։ St∞2 (ν1,2).
De´monstration. — Soit v ∈ St∞2 (ν1,2) tel que
(∏i
j=1(−k2+2−j2j )
)(∏k2+1
j=1 (h+(k1−k2)+
2j)
)
v = u (en notant que h+k1−k2+2j est une bijection sur St∞2 (ν1,2) pour 1 ≤ j ≤
k2+1). Soit v˜ un releve´ arbitraire de v dans π(ν1,2, η)
inf via π(ν1,2, η)
inf
։ St∞2 (ν1,2).
Le re´sultat suit du Lemme 6.1.2 applique´ a` u = v˜.
Soit Repan,zE (L1(Qp)) la sous-cate´gorie pleine de Rep
an
E (L1(Qp)) des repre´sentations
qui sont unions croissantes de BH-sous-espaces stables sous ZL1(Qp) (cf. [33]). Pour
V dans Repan,zE (L1(Qp)), suivant [33] on note I
GL3
P−1
(V ) la sous-repre´sentation ferme´e
de (Ind
GL3(Qp)
P−1 (Qp)
V )an engendre´e par l’image de V ⊗E δP1 →֒ JP1((IndGL3(Qp)P−1 (Qp) V )
an) ([33,
Lem. 0.3]) dans (Ind
GL3(Qp)
P−1 (Qp)
V )an via le rele`vement canonique :
(260) JP1
(
(Ind
GL3(Qp)
P−1 (Qp)
V )an
) −→ (IndGL3(Qp)
P−1 (Qp)
V )an
ou` δP1 est le caracte`re module de P1(Qp) et JP1 le foncteur de Jacquet-Emerton
relativement a` P1. Rappelons que l’application (260) de´pend du choix d’un sous-
groupe ouvert compact de N1(Qp) = NP1(Qp) mais pas la repre´sentation I
GL3
P−1
(V ). Le
lemme facile suivant sera utile.
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Lemme 6.2.4. — Soit 0 → V1 → V2 → V3 → 0 une suite exacte courte dans
Repan,zE (L1(Qp)).
(i) L’injection naturelle (Ind
GL3(Qp)
P−1 (Qp)
V1)
an →֒ (IndGL3(Qp)
P−1 (Qp)
V2)
an induit une injection
IGL3
P−1
(V1) →֒ IGL3P−1 (V2).
(ii) La surjection naturelle (Ind
GL3(Qp)
P−1 (Qp)
V2)
an
։ (Ind
GL3(Qp)
P−1 (Qp)
V3)
an induit une surjection
IGL3
P−1
(V2)։ I
GL3
P−1
(V3).
De´monstration. — Le lemme suit facilement des de´finitions et du diagramme com-
mutatif de suites exactes :
0 −−−→ V1 ⊗E δP1 −−−→ V2 ⊗E δP1 −−−→ V3 ⊗E δP1 −−−→ 0y y y
0 −−−→ (IndGL3(Qp)
P−1 (Qp)
V1)
an −−−→ (IndGL3(Qp)
P−1 (Qp)
V2)
an −−−→ (IndGL3(Qp)
P−1 (Qp)
V3)
an −−−→ 0.
Soit ν
de´f
= (k1, k2, k3) vu comme poids dominant (par rapport au Borel supe´rieur de
GL3), on utilise dans la suite les notations de [14, §§ 3.2.2, 3.3.1 & 3.3.3], sauf que l’on
remplace λ, λ1,2 par ν, ν1,2 et que la “dot action” est ici par rapport au Borel infe´rieur
(cf. § 3.1) alors que dans loc.cit. elle est par rapport au Borel supe´rieur. Ainsi par
exemple la repre´sentation I(s · λ1,2) de [14, § 3.2.2] devient ici I(−s · (−ν1,2)), le
U(gl3)-module L(−s1 ·λ) de [14, § 3.3.1] devient L−(s1 · (−ν)), etc. Pour i ∈ {1, 3, 5}
on note aussi C1,i
de´f
= Ce1−e2,i et C2,i
de´f
= Ce2−e3,i (cf. (222)).
On note V1 de´f= L(ν) ⊗E (IndGL3(Qp)P−1 (Qp) St
∞
2 ⊠ 1)
∞ (cf. [10, (53)]), V2 l’unique sous-
repre´sentation de (Ind
GL3(Qp)
P−1 (Qp)
I(−s·(−ν1,2))⊠xk3)an donne´e par FGL3P−2 (L
−(s1·(−ν)), 1⊠
(Ind
GL2(Qp)
B−2 (Qp)
1)∞) (une extension non scinde´e de C1,1 = FGL3P−2 (L
−(s1 · (−ν)), 1 ⊠ St∞2 )
par FGL3
P−2
(L−(s1 · (−ν)), 1)), V3 de´f= L(ν)⊗E (IndGL3(Qp)P−1 (Qp) 1)
∞ et :
V4 de´f= C1,3 = FGL3P−2
(
L−(s1 · (−ν)), | · |−1 ⊠ (IndGL2(Qp)B−2 (Qp) | · | ⊗ 1)
∞
)
∼= socGL3(Qp)
(
Ind
GL3(Qp)
P−1 (Qp)
I˜(−s · (−ν1,2))⊠ xk3
)an
ou` B−2 (Qp) est le Borel des matrices triangulaires infe´rieures dans GL2(Qp).
Lemme 6.2.5. — On a V1 ∼= IGL3P−1 (St
∞
2 (ν1,2)⊠x
k3), V2 ∼= IGL3P−1 (I(−s·(−ν1,2))⊠x
k3),
V3 ∼= IGL3P−1 (L(ν1,2)⊠ x
k3) et V4 ∼= IGL3P−1 (I˜(−s · (−ν1,2))⊠ x
k3).
De´monstration. — On montre l’e´nonce´ pour V2, les autres cas e´tant analogues ou plus
simples. Pour tout constituant irre´ductibleW de (Ind
GL3(Qp)
P−1 (Qp)
I(−s·(−ν1,2))⊠xk3)an/V2
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(cf. la liste [14, (3.70)]), on montre que (I(−s·(−ν1,2))⊠xk3)⊗EδP1 n’est pas une sous-
repre´sentation de JP1(W ). En effet, si l’on a (I(−s · (−ν1,2))⊠xk3)⊗E δP1 →֒ JP1(W ),
alors en appliquant JB∩L1 puis [40, Th. 5.3(2)], on en de´duit une injection T (Qp)-
e´quivariante :
(261) δ−(s1·(−ν))(| · |2 ⊗ 1⊗ | · |−2) →֒ JB(W ).
Mais on de´duit facilement de [13, Th. 4.3] et [54, Cor. 4.25] (et de la structure des
modules de Verma pour gl3) que (261) ne peut exister. Cela implique que l’image
de (I(−s · (−ν1,2)) ⊠ xk3) ⊗E δP1 →֒ JP1((IndGL3(Qp)P−1 (Qp) I(−s · (−ν1,2)) ⊠ x
k3)an) tombe
dans JP1(V2), et donc par de´finition IGL3P−1 (I(−s · (−ν1,2))⊠ x
k3) →֒ V2. Un argument
analogue montre aussi que (I(−s · (−ν1,2)) ⊠ xk3) ⊗E δP1 ne peut se plonger dans
JP1(FGL3P−2 (L
−(s1 · (−ν)), 1)). On en de´duit IGL3P−1 (I(−s · (−ν1,2))⊠ x
k3) ∼= V2.
Soit W de´f= ker ((IndGL3(Qp)
P−1 (Qp)
π(ν1,2, η)⊠ x
k3)an ։ Π˜1(ν, η)
)
(cf. la discussion qui suit
[14, Rem. 3.41]), alorsW est isomorphe a` une extension de L(ν) par van
P−2
(ν). On note
V l’unique sous-repre´sentation de (IndGL3(Qp)
P−1 (Qp)
π(ν1,2, η)⊠ x
k3)an qui est une extension
de Π1(ν, η) par W (cf. [14, Lem. 3.40 & Rem. 3.41] pour Π1(ν, η)).
Lemme 6.2.6. — On a une injection IGL3
P−1
(π(ν1,2, η)⊠x
k3) →֒ V qui est un isomor-
phisme si η n’est pas lisse.
De´monstration. — Par le meˆme argument que celui dans la preuve du Lemme
6.2.5, on montre que, pour tout constituant irre´ductible W de (Ind
GL3(Qp)
P−1 (Qp)
π(ν1,2, η)⊠
xk3)an/V, aucun des constituants irre´ductibles de π(ν1,2, η)⊠xk3 ne peut s’injecter dans
JP1(W ). On en de´duit que l’injection π(ν1,2, η) ⊠ x
k3 →֒ JP1((IndGL3(Qp)P−1 (Qp) π(ν1,2, η) ⊠
xk3)an) se factorise par JP1(V) et donc IGL3P−1 (π(ν1,2, η) ⊠ x
k3) ⊆ V. Par le Lemme
6.2.4 et le Lemme 6.2.5, on montre facilement que tous les Vi pour i = 1, . . . , 4
apparaissent comme sous-quotients de IGL3
P−1
(π(ν1,2, η) ⊠ x
k3). Lorsque η n’est pas
lisse, par la structure de V (cf. [14, § 3.3.3], cf. aussi [14, Rem. 3.41] avec [56,
Lem. 4.31 & Lem. 4.34] pour la structure de Π1(ν, η)), il n’est pas difficile de montrer
que V est la plus petite sous-repre´sentation de (IndGL3(Qp)
P−1 (Qp)
π(ν1,2, η)⊠x
k3)an contenant
le constituant V4. Cela termine la preuve.
Notons V ′ l’unique sous-repre´sentation de (IndGL3(Qp)
P−1 (Qp)
π(ν1,2, η)⊠x
k3)an qui est une
extension de Π1(ν, η)+ par W (cf. [14, § 3.3.4] pour Π1(ν, η)+). La repre´sentation V ′
est donc aussi une extension de C2,1 = FGL3P−1 (L
−(s2 · (−ν)), St∞2 ⊠ 1) par V. Par [65,
Cor. 4.9, (4.41), (4.42) & (4.44)], il n’est pas difficile de ve´rifier que l’on a :
(262) Ext1GL3(Qp)(St
∞
3 (ν), C2,1) = Ext
1
GL3(Qp)(St
∞
3 (ν),FGL3P−1 (L
−(s2 · (−ν), 1)) = 0.
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La deuxie`me nullite´ avec [28, Lem. 2.24] impliquent :
(263) Ext1GL3(Qp)
(
St∞3 (ν), Π˜
1(ν, η)/Π1(ν, η)
)
= 0.
Par [14, (3.87) & (3.77)] on a une application naturelle :
ι : Ext1GL2(Qp)
(
St∞2 (ν1,2), π(ν1,2, η)
)
։ Ext1GL3(Qp)
(
v∞
P−2
(ν),Π1(ν, η)+
)
telle que, pour V ∈ Ext1GL2(Qp)(St∞2 (ν1,2), π(ν1,2, η)), la repre´sentation ι(V ) est un
sous-quotient de (Ind
GL3(Qp)
P−1 (Qp)
V ⊠ xk3)an. Il suit de (263) qu’il existe une unique sous-
repre´sentation ι(V )+ de (Ind
GL3(Qp)
P−1 (Qp)
V ⊠xk3)an qui est une extension de V1 = L(ν)⊗E
(Ind
GL3(Qp)
P−1 (Qp)
St∞2 ⊠ 1)
∞ par V ′ telle que ι(V ) est un sous-quotient de ι(V )+. On peut
visualiser la repre´sentation ι(V )+ comme suit (son socle v∞
P−2
(ν) e´tant a` gauche) :
v∞
P−
2
(ν) St∞3 (ν) C2,1
FGL3
P−
2
(L−(s1 ·(−ν)), 1) C1,1 C˜1,2
L(ν) v
∞
P−
1
(ν) C1,3 v
∞
P−
2
(ν) St∞3 (ν)
...................................................... ..............................................................
..................
.........................
...................... .......................................................................
.....................
.....................
.........................
............................................................. ............................................................... ............................................................... ......................................................
...............................................................................................................
ou` C˜1,2
de´f
= FGL3
P−1
(L−(s2s1 · (−ν)), 1). On voit que la repre´sentation ι(V )+ est de la
forme W − ι(V )− St∞3 (ν), et aussi de la forme V
C2,1
V1.
....
....
....
....
....
...............
.......................................................................
Lemme 6.2.7. — Soit V une extension de St∞2 (ν1,2) par π(ν1,2, η). On a une in-
jection IGL3
P−1
(V ⊠ xk3) →֒ ι(V )+. De plus, si η n’est pas lisse, les assertions suivantes
sont e´quivalentes :
(i) IGL3
P−1
(V ⊠ xk3) ( ι(V )+;
(ii) C2,1 n’est pas un constituant de I
GL3
P−1
(V ⊠ xk3);
(iii) le sous-quotient C2,1 v
∞
P−2
(ν)❴❴ de ι(V ) est scinde´.
De´monstration. — La premie`re assertion se de´montre par le meˆme argument que pour
la premie`re assertion du Lemme 6.2.6. Supposons maintenant η non lisse. L’injection
π(ν1,2, η) →֒ V et le Lemme 6.2.4 donnent une injection :
V ∼= IGL3
P−1
(π(ν1,2, η)⊠ x
k3) →֒ IGL3
P−1
(V ⊠ xk3).
Par le Lemme 6.2.4 et le Lemme 6.2.5, on sait aussi que IGL3
P−1
(V ⊠ xk3) contient deux
copies de V1. Par la discussion pre´ce´dant ce Lemme 6.2.7, on en de´duit facilement
l’e´quivalence entre (i) et (ii). Si le sous-quotient C2,1 v
∞
P−2
(ν)❴❴ de ι(V ) n’est pas
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scinde´, on obtient facilement que ι(V )+ est la plus petite sous-repre´sentation ferme´e
de (Ind
GL3(Qp)
P−1 (Qp)
V ⊠xk3)an qui contient (en sous-quotient) V4 et deux copies de V1, d’ou`
IGL3
P−1
(V ⊠xk3) ∼= ι(V )+. Cela montre (i)⇒ (ii) (et aussi (ii)⇒ (iii)). Re´ciproquement,
supposons ce sous-quotient de ι(V ) scinde´. Avec (262) on en de´duit ι(V )+/V ∼=
V1 ⊕ C2,1 et en particulier que ι(V )+ contient une sous-repre´sentation de la forme
V − V1, qui doit contenir IGL3P−1 (V ⊠ x
k3) par le meˆme argument que pour la premie`re
assertion du Lemme 6.2.6. Cela montre (iii) ⇒ (ii) et termine la preuve.
Remarque 6.2.8. — Si η est lisse, on peut encore montrer par des arguments
similaires que les (ii) et (iii) du Lemme 6.2.7 sont e´quivalents.
Lemme 6.2.9. — Si η n’est pas lisse, alors C2,1 n’est pas un constituant de
IGL3
P−1
(π(ν1,2, η)
inf
⊠ xk3) (cf. avant le Lemme 6.2.3 pour π(ν1,2, η)
inf).
De´monstration. — En tordant par x−k3 ◦ det, on peut supposer k3 = 0 (et k1 ≥ k2 ≥
0). Les injections naturelles (cf. par exemple (62) pour la seconde) :
C∞c (N1(Qp), π(ν1,2, η)
inf
⊠ 1) →֒ Canc (N1(Qp), π(ν1,2, η)inf ⊠ 1)
→֒ ( IndGL3(Qp)
P−1 (Qp)
π(ν1,2, η)
inf
⊠ 1
)an
induisent par [33, (2.8.7) & (2.5.27)] un morphisme (U(gl3), P1(Qp))-e´quivariant :
(264) ι1 : U(gl3)⊗U(p1) C∞c (N1(Qp), π(ν1,2, η)inf ⊠ 1) −→
(
Ind
GL3(Qp)
P−1 (Qp)
π(ν1,2, η)
inf
⊠ 1
)an
dont l’image tombe dans IGL3
P−1
(π(ν1,2, η)
inf
⊠1). De plus par [33, (2.8.7)] le morphisme
ι1 se factorise comme suit (cf. [33, Def. 2.5.21] pour C
lp
c ) :
(265) U(gl3)⊗U(p1) C∞c (N1(Qp), π(ν1,2, η)inf ⊠ 1) −→ C lpc (N1(Qp), π(ν1,2, η)inf ⊠ 1)
→֒ Canc (N1(Qp), E)⊗E (π(ν1,2, η)inf ⊠ 1),
ou` n1 agit sur C
an
c (N1(Qp), E)⊗E (π(ν1,2, η)inf⊠1) via l’action diagonale avec l’action
triviale sur le deuxie`me facteur. Comme H0(n1, C
an
c (N1(Qp), E))
∼= C∞c (N1(Qp), E)
on a :
H0
(
n1, C
an
c (N1(Qp), E)⊗E (π(ν1,2, η)inf⊠1)
) ∼= C∞c (N1(Qp), E)⊗E (π(ν1,2, η)inf⊠1)
∼= C∞c (N1(Qp), π(ν1,2, η)inf ⊠ 1).
Appliquant H0(n1,−) a` (265) et comme n1 annule C∞c (N1(Qp), π(ν1,2, η)inf ⊠ 1), on
de´duit que (264) induit un morphisme encore note´ ι1 :
ι1 :H
0
(
n1,U(gl3)⊗U(p1)C∞c (N1(Qp), π(ν1,2, η)inf⊠1)
)
։ C∞c (N1(Qp), π(ν1,2, η)
inf
⊠1)
→֒ IGL3
P−1
(π(ν1,2, η)
inf
⊠ 1).
L’e´nonce´ du Lemme 6.2.3 est encore valable, par la meˆme preuve, en remplac¸ant
St∞2 (ν1,2) par C
∞
c (N1(Qp), St
∞
2 (ν1,2) ⊠ 1) et le p1-module π(ν1,2, η)
inf
⊠ 1 par
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C∞c (N1(Qp), π(ν1,2, η)
inf
⊠ 1) (en remarquant que le facteur en plus C∞c (N1(Qp), E)
n’affecte pas l’action de p1). Donc, pour tout u ∈ C∞c (N1(Qp), St∞2 (ν1,2) ⊠ 1),
il existe u˜ dans la source de ι1 ve´rifiant les conditions du Lemme 6.2.3. Soit
v = ι1(u˜) ∈ C∞c (N1(Qp), π(ν1,2, η)inf ⊠ 1), on a donc ι1(u˜ − 1 ⊗ v) = 0. On a par
ailleurs un diagramme commutatif :
0 −−−−−→ (π(ν1,2, η) ⊠ 1) ⊗E δP1 −−−−−→ (π(ν1,2, η)
inf
⊠ 1) ⊗E δP1 −−−−−→ (St
∞
2 (ν1,2) ⊠ 1) ⊗E δP1
y y y
0 −−−−−→ JP1(V) −−−−−→ JP1(I
GL3
P−
1
(π(ν1,2, η)inf ⊠ 1)) −−−−−→ JP1
(
IGL3
P−
1
(π(ν1,2, η)inf ⊠ 1)/V
)
y y y
0 −−−−−→ V −−−−−→ IGL3
P−
1
(π(ν1,2, η)inf ⊠ 1) −−−−−→ I
GL3
P−
1
(π(ν1,2, η)inf ⊠ 1)/V
qui induit un diagramme commutatif avec fle`ches horizontales surjectives :
U(gl3)⊗U(p1) C∞c (N1(Qp), π(ν1,2, η)inf ⊠ 1)
pr−−−−→ U(gl3)⊗U(p1) C∞c (N1(Qp), St∞2 (ν1,2)⊠ 1)
ι1
y ι2y
IGL3
P−
1
(π(ν1,2, η)
inf
⊠ 1) −−−−→ IGL3
P−
1
(π(ν1,2, η)
inf
⊠ 1)/V
ou` ι2 est induit par la compose´e verticale de droite du diagramme juste avant. Soit
0 6= u ∈ C∞c (N1(Qp), St∞2 (ν1,2)⊠1), comme ι1(u˜−1⊗v) = 0 on a ι2(pr(u˜−1⊗v)) = 0.
Mais pr(u˜ − 1 ⊗ v) 6= 0 puisque, par construction (cf. Lemme 6.2.3), il contient le
terme non nul yk2+12 ⊗ u. On en de´duit que l’application ι2 n’est pas injective.
Supposons maintenant que C2,1 apparaisse dans I
GL3
P−1
(π(ν1,2, η)
inf
⊠ 1). Par
l’e´quivalence entre (ii) et (iii) dans le Lemme 6.2.7 et le fait que l’unique extension
non scinde´e de V1 par C2,1 est isomorphe a` FGL3P−1 ((U(gl3)⊗U(p−1 )L
−(−ν)P1)∨, St∞2 ⊠1)
ou` (−)∨ est la dualite´ en [41, § 3.2] (car d’une part on a dimE Ext1GL3(Qp)(V1, C2,1) ≤ 1
par [14, Lem. 3.42(2)] et (262), d’autre part FGL3
P−1
((U(gl3)⊗U(p−1 )L−(−ν)P1)∨, St
∞
2 ⊠1)
est une telle extension non scinde´e par [54, Cor. 4.25]), on obtient :
IGL3
P−1
(π(ν1,2, η)
inf
⊠ 1)/V ∼= FGL3
P−1
(
(U(gl3)⊗U(p−1 ) L
−(−ν)P1)∨, St∞2 ⊠ 1
)
.
Mais alors il suit de [13, Prop. 3.4] que l’application ι2 doit eˆtre injective, ce qui est
une contradiction.
Proposition 6.2.10. — Si η n’est pas lisse, alors la compose´e :
Ext1inf(St
∞
2 (ν1,2), π(ν1,2, η)) →֒ Ext1GL2(Qp)(St∞2 (ν1,2), π(ν1,2, η))
ι−→ Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η)+)
se factorise en un isomorphisme :
(266) Ext1inf(St
∞
2 (ν1,2), π(ν1,2, η))
∼−→ Ext1GL3(Qp)(v∞P−2 (ν),Π
1(ν, η)).
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De´monstration. — On montre d’abord que pour V ∈ Ext1inf(St∞2 (ν1,2), π(ν1,2, η)), le
sous-quotient C2,1 v
∞
P−2
(ν)❴❴ de ι(V ) est scinde´. Si V ∈ Ext1inf,Z(St∞2 (ν1,2), π(ν1,2, η)),
i.e. V ≃ π(ν1,2, η)inf , cela suit du Lemme 6.2.9 et de l’e´quivalence entre (ii) et (iii)
du Lemme 6.2.7. Si V est isomorphe au “push-forward” (le long de St∞2 (ν1,2) →֒
π(ν1,2, η)) de l’unique extension localement alge´brique non scinde´e de St
∞
2 (ν1,2) par
St∞2 (ν1,2), en utilisant l’argument dans la preuve de [14, Lem. 3.44(2)] et [14, Prop.
3.35] il n’est pas difficile de montrer que ι(V ) est isomorphe au “push-forward”
(le long de St∞3 (ν) →֒ Π1(ν, η)+) d’une extension de v∞P−2 (ν) par St
∞
3 (ν), et donc
C2,1 v
∞
P−2
(ν)❴❴ est encore scinde´ dans ι(V ). Par le (ii) du Lemme 6.2.1, ces deux
extensions V forment une base de Ext1inf(St
∞
2 (ν1,2), π(ν1,2, η)). L’application en (266)
s’obtient donc en “oubliant le constituant C2,1” dans ι(V ) (ce que l’on peut faire
car C2,1 v
∞
P−2
(ν)❴❴ est scinde´). Comme η n’est pas lisse, par [14, Lem. 3.44(2)]
et la preuve du Lemme 6.2.1, on voit que l’application (266) est injective. Comme
dimE Ext
1
GL3(Qp)(v
∞
P−2
(ν),Π1(ν, η)) = 2 (cf. la preuve de [14, Prop. 3.49]), elle est
bijective en comparant les dimensions.
Remarque 6.2.11. — Si η est lisse, l’e´nonce´ du Lemme 6.2.9 est encore vrai (et la
preuve est bien plus facile). Par contre l’application (266) n’est plus injective.
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