Adaptive ltering algorithms are considered in this work. The main eort is devoted to improve the performance of such algorithms. Two classes of algorithms are given. The rst one uses averaging in the approximation sequence obtained via slowly varying gains, and the second one utilizes averages in both the approximation sequence and the observed signals. Asymptotic properties{convergence and rate of convergence are developed. Analysis to one of the algorithms is presented. It is shown that the averaging approach gives rise to asymptotically optimal performance and results in asymptotically ecient procedures.
Introduction
The purpose of this work is to study two classes of stochastic recursive algorithms, which can be utilized in a wide range of applications in adaptive signal processing and many other related elds. The main eort is placed on improving the asymptotic performance of the algorithms.
The problem under consideration is to recursively update an approximating sequence to the vector 2 IR r that minimizes the estimation error of a random signal, y 2 IR, from an observation vector ' 2 I R r . The calculations are done without knowing the statistics of y and ', on the basis of a sequence of observations f(' n ; y n ) g . Throughout the paper, we shall assume the sequence f(' n ; y n ) gto be stationary and E' n ' 0 n =R > 0 ; E ' n y n = q; (1:1) where R > 0 means that the matrix R is symmetric positive denite. it is easily seen that is the unique solution of the Wiener-Hopf equation R = q.
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A standard algorithm for approximating is of the form: n+1 = n + a n ' n (y n ' 0 n n ); (1:2) where fa n g is a sequence of positive scalars satisfying P n a n = 1, a n n !0, and z 0 denotes the transpose of z. Many algorithms for adaptive ltering, adaptive array processing, adaptive a n tenna systems (cf. [1] and the references therein), adaptive equalization (cf. [2] ), adaptive noise cancellation (cf. [1] ), pattern recognition and learning (cf. [3] ) etc. have been or can be recast into the same form as (1.2), with only signal, training sequence and/or reference signals varying from applications to applications. An extensive list of references on the applications mentioned above can be found for example in [1] , [4] etc. For related problems in adaptive systems, consult [5] , [6] among others.
Algorithm (1.2) and its variations have been studied extensively for many y ears, various results of convergence and rates of convergence have emerged, and numerous successful applications have been reported (cf. [7] , [8] , [9] , [10] and the references therein).
In contrast with these developments, the eciency issue (asymptotic optimality) is the main focus here. Our primary concern is to design asymptotically ecient and easily implementible algorithms with asymptotically optimal convergence speed so as to improve the performance of the algorithm.
The rest of the work is arranged as follows. Discussions on asymptotic optimality is given next. The precise problem formulation is presented in Section 3. Then Section 4 is devoted to the convergence and asymptotic normality of the algorithm, from which the asymptotic optimality is obtained. A number of further remarks are made in Section 5.
Asymptotic optimality
It was shown in the literature that under appropriate conditions, n n ! with probability one or weakly, and (1= p a n )( n ) converges in distribution to a normal random vector with covariance . The scaling factor p a n together with the covariance is a measure of rate of convergence.
It has been a long time eort to improve the rate of convergence and reduce the variance in the adaptive estimation problems. The investigation of obtaining asymptotic optimality can be traced back to the early 50's. As was noted in [11] , this is closely linked to an optimization problem.
To review the development in this direction, we digress a little, and begin with a related problem. Consider the following one dimensional, stochastic approximation algorithm x n+1 = x n + n (f(x n ) + n ) ; (2:1) where f n g is a sequence of random disturbances, and is a parameter to be specied later. Under appropriate conditions, it can be shown that x n ! x 0 w.p.1 (where x 0 is such that f(x 0 ) = 0) and p n(x n x 0 ) N(0; ) with the asymptotic variance given by = ( ) = 2 0 2 H + 1 ; (2:2) where H = f x (x 0 ) < 0. Eq. (2.2) reveals the fact that the asymptotic variance depends on the parameter . As a function of , ( ) is well behaved. Minimizing w.r.t. leads to the choice of = 1=H and the optimal variance is given by = 0 =H 2 . A rst glance may make one believe that the problem is completely solved. Nevertheless, H is very unlikely to be know to start with. Therefore, much w ork has been devoted to design ecient algorithms in order to achieve the asymptotic optimality. One of the approaches is the adaptive stochastic approximation method. The essence of such an approach is that in lieu of , a sequence of estimates f n g is constructed and (2.1) is replaced by
The emphasis is then placed on designing the algorithm such that n ! H 1 and x n ! x 0 .
Moreover, it is desired to have that p n(x n x 0 ) N(0; ), where = H 1 0 (H 1 ) 0 .
The aforementioned approach can be adopted to treat adaptive ltering problems. In this case, the algorithm takes the form n+1 = n + n n ' n (y n ' 0 n n ):
Similar to the argument a b o v e, it can be shown that n ! R 1 , n ! , and p n( n ) N(0; ), where = R 1 0 R 1 and 0 is the covariance of the signals involved.
Further discussion on this matter and related problems (with the corresponding approaches in adaptive ltering like algorithms) can be found in [12] and the references therein. While this approach does give us the consistency of f n g and fx n g or f n g, and the desired optimality, it is computationally intensive for multidimensional problems. If a multidimensional problem is encountered, a sequence of matrix-valued estimates must be constructed, i.e., the estimate of every entry of the gradient matrix or the matrix R must be obtained. Now, coming back to algorithm (1.2), take a n = a=n , for 0 < 1 and some a > 0. A moment of reection reveals that as far as the scaling factor is concerned, = 1 leads to the best order due to the central limit theorem. In order to implement adaptive ltering procedures, one wishes the iterates move to a neighborhood of the true parameter reasonably fast. Rapid decreasing sequence a n often yields poor results in the initial phase of computation. Therefore, one might wish to choose large step size a n , i.e., < 1. Nevertheless, larger step size will result in slower rate of convergence. Therefore, there seems to be a dilemma.
Very recently, some new methods were proposed and suggested for stochastic approximation methods in [13] , [14] and [15] . In these new developments, arithmetic averaging is used in an essential way. The procedures are multi-step iterative s c hemes. Two of the notable algorithms are x n+1 = x n + a n (f(x n ) + n ) x n = 1 n n X i =1 x i ; (2:4) and x n+1 = x n + a n n y n x n = 1 n n X i =1
(f(x i ) + i ) ; (2:5) where fa n g is a sequence of`slowly' varying gain (slow with respect to 1=n). Some amazing things happen. It turns out that for both algorithms, f x n g is an asymptotically optimal convergent sequence of estimates. Algorithm (2.4) was suggested independently in [13] and [14] , respectively, whereas (2.5) was initially studied in [15] in the context of application to sequential estimation of LD 50 , which is a measure of toxicity dened as the dose level that would produce a death rate of 50% in a given population of animals.
In treating algorithm (2.4), independent, identically distributed (i.i.d.) noise and martingale dierence type of processes were considered in [13] and [14] . It was shown in [13] , E( x n x 0 )( x n x 0 ) 0 = 1 n + o(1=n); whereas asymptotic normality w as obtained in [16] . '-mixing type of noise was dealt with in [17] . Further extensions were provided in [18] . Algorithms with state feedback w ere proposed in [19] . As for (2.5), some interesting heuristic argument w as given in [15] ; one dimensional linear problem with i.i.d. random processes was considered in [20] , whereas much more general situation was studied in [21] .
The use of the averaging approach allows the iterates to get to a vicinity o f faster, mean while, it keeps the best possible order of rate of convergence and makes the asymptotic covariance to be the optimal one. It produces a \squeezing eect" forcing the iterates get to a vicinity o f faster without paying the price of increasing the asymptotic covariance matrix or slowing down the convergence speed.
It should be noted that one of the crucial requirements is that the step size a n is slowly varying with respect to 1=n. We shall return to this point in Section 5. Motivated and inspired by the approaches mentioned above, two classes of adaptive ltering algorithms will be studied in the sequel.
Two classes of algorithms with averaging
In this section, two classes of adaptive ltering type of algorithms with averaging are presented. Conditions needed in the subsequent study are given. For simplicity, the slowly varying gain is taken to be of the form a n = 1 =n , 1 = 2 < < 1. Algorithms with more general gain sequences can be treated. For related work in stochastic approximation, we refer to [16] , [18] and [19] among others. In 3.1, adaptive algorithm with averaging in the trajectories is given and in 3.2, another algorithm with averaging in both trajectories and observed signals is presented.
Algorithm I: averaging in the iterates
The following algorithm is inspired by the averaging approach suggested in [13] and [14] . The idea here is to generate a sequence of rough estimates using slowly varying gain rst, and then take arithmetic averages of the resulting iterates. Consider the algorithm n+1 = n + 1 n ' n (y n ' 0 n n ); 1=2 < < 1 n = 1 n n X j =1 j : (3:1) Notice that the averaging here creates no additional burden since it can be recursively updated as n+1 = n 1 n + 1 n + 1 n + 1 n +1 :
Algorithm II: averaging in both iterates and observations
Motivated by the work [15] (cf. also [20] and [21] ), another class of adaptive ltering algorithm which uses averaging in both trajectories and observations, is suggested in this paper. In addition to the advantages mentioned at the last section, the algorithm with averaging in both iterates and signals appears to be more stable in the initial period, whereas for the algorithms studied in [13] , [14] , [17] and [18] , the averaging normally should be carried out after the iterations have passed the transient period, i.e., in implementing the algorithm given in (3.1), one normally needs to wait for a while until the sequence f n g has`settled down', then to start the averaging procedure since taking averages in the rst a few iterations may result in poor performance and create large errors. Apparently, to improve the initial performance of the algorithm is an important task. This leads us to consider the following
2)
It appears that this algorithm works better in the initial computation period in that the averaging can be executed from beginning without producing large burst of errors. The reason stems from the fact that it is the averaged signal instead of the signal itself is used in the iteration, i.e., the random processes are smoothed out in this procedure and used in the iteration.
We close this section by making the following remarks regarding to the literature. The two algorithms suggested above fall into the category of multistep algorithms. Early attempts and investigations in this direction can be found in [23] , where ideas from numerical analysis for improving approximation to solution of ordinary dierential equations were utilized. In addition, the work of [24] and [25] are worth mentioning.
Convergence and rates of convergence
This section is concentrated on the asymptotic optimality issues. Algorithm II is analyzed. Section 4.1 states the main conditions and hypotheses; Section 4.2 deals with almost sure convergence and Section 4.3 to Section 4.5 are on asymptotic normality. First, a stability theorem is obtained for n ; then some asymptotic equivalency results are established; nally asymptotic distribution is derived.
Assumptions
The following assumptions will be used throughout.
(A1) f' n ; y n gis a stationary sequence such that (1.1) holds. In addition, Ej' n j 4+ < 1; E j y n j 4+ < 1 for some > 0 : Ej n j 2+ < 1 and Ej n j 2+ < 1 for some > 0 :
Much more general conditions can be incorporated in the problem formulation. We refer to [21] for additional references. Although the assumptions stated here are not the most general one, they do allow u s t o g i v e a simpler presentation. It seems to be more instructive to present the main idea without going through complicated technical details. Owing to these reasons, we c hoose these relatively simple conditions. To obtain the desired convergence property, w e make use of the well-known ordinary dierential equation methods (cf. [7] and [8] ). A comparison technique will be used and an auxiliary sequence for which the convergence is easily established will be constructed. To obtain the desired result, dene an auxiliary sequence fu n g as follows.
u n+1 = u n + 1 n ' n (y n ' 0 n u n ); for n > 1; u 1 = 1 ; u 2 = 2 :
(4:7)
The sequence fu n g is essentially generated by a standard adaptive ltering algorithm. By virtue of an argument as in [26] Section IV (E), sup n ju n j < 1 w.p.1 and u n n ! w.p.1.
To proceed, set e n = n u n . Direct computation yields that e n+1 = e n 1 n ' n ' 0 n e n 1 (n 1) n n 1
' i (y i ' 0 i u i ); for n > 1; e 1 = e 2 = 0 :
In view of the denition of fu n g,
Since sup n ju n j < 1 w.p.1, Applying the Gronwall's inequality to (4.9), we arrive a t j e n +1 j K n exp 1
by the boundedness of (1=n) P n i=1 j' i ' 0 i j. Therefore, with probability one, f n g is bounded uniformly in n, lim n n exists and is equal to lim n u n = . The convergence of f n g is thus established. Finally, since n is the arithmetic average of i , i n, it is also bounded w.p.1 and n n ! w.p.1. 2
A stability result
To carry out the analysis in the sequel, we need to make sure that a scaled sequence of the estimation error f n g is bounded (tight) in some appropriate sense. As a preparation for further study, rst an order of magnitude estimate or a stability result of f n g is proved.
In studying dynamical systems, Liapunov functions are very helpful. Let V () = ( 1 = 2) 0 : V() is a Liapunov function. A stability result in terms of V () will be given below.
Proposition 4.2. Under conditions of Theorem 4.1, V ( n ) = O ( n ) for n suciently large; f n =2 ( n )g is tight.
Proof: We derive the order of magnitude estimate rst. The argument to follow can be applied to more general correlated signals as well.
Dene n = n . Owing to Theorem 4.1, (4.6) can be rewritten as n+1 = n 1 n R n + 1 n (R ' n ' 0 n ) n + 1 n n + 1 n n (4 It is now clear that i+1 X l= i E 1=2 j l j 2 ; for each i < :
For any n satisfying i n < i +1 , w e h a v e V ( n +1 ) V ( n ) = 0 n 1 n R n 1 n ( ' n ' 0 n R ) n + 1 n n + 1 n n + n + O ( n 2 )(1 + V ( n ));
where E n =O(n 2 ). The technique of perturbed Liapunov function method (cf. [27] and the references therein) will be employed. Due to the fact that (1=n) P n j=1 j is the`eective' noise process, direct adoption of the approach in [27] will not work. In the following proof, we rst prove the desired result on a subsequence via a perturbed Liapunov function approach. Using the estimate on the subsequence as a bridge, the result then is established for any n large enough.
A n umber of perturbed Liapunov functions are introduced. These perturbations are small in magnitude and result in desired cancellations. Dene V 1 (;n) = i +1
X j=n E n 1 j 0 j where E n denotes conditioning on the data up to n, i.e., conditioning on the -algebra F n = f(' j ; y j ); j ng. It can be seen that EjV 1 (;n)j = O(n )(1 + V ()) for each V 1 ( n+1 ; n + 1 ) V 1 ( n ; n ) = n 1 n 0 n n ; (4:12) where E n = O(n 2 ). Dene V 2 (;n) = i +1 X j=n 1 j E n 0 (R ' j ' 0 j ) V 3 (;n) = i +1 X j=n 1 j 0 j : Similar as above, it can be shown that EjV 2 (;n)j = O(n )(1 + V ()) for each V 2 ( n+1 ; n + 1 ) V 2 ( n ; n ) = n 1 n 0 n ( R ' n ' 0 n ) n ; (4:13) where E n = O(n 2 ); EjV 3 (;n)j = O(n )(1 + V ()) for each V 3 ( n+1 ; n + 1 ) V 3 ( n ; n ) = $ n 1 n 0 n n ; (4:14) where E$ n =O(n 2 ).
V j (;n):
Detailed computation leads to EṼ ( n+1 ; n + 1 ) Ẽ V ( n ; n ) n V ( n ) + O ( n 2 )(1 + V ( n ) for some > 0. Owing to (4.12), (4.13) and (4.14), EṼ ( n+1 ; n + 1 ) Ẽ V ( n ; n ) n V ( n ; n ) + O ( n 2 ) for some > 0. Finally, passing the result from the subsequence f i g to fng leads to that for any T < 1 , and any n satisfying M n < T , there must exist an integer j, such that j n < j +1 . Similar estimates as above yield that n+1 sup j j + K; and sup n n < 1:
To prove the second statement, notice that the Liapunov function is quadratic. For any " > 0, choose K " = [ 1 ="], where [1="] denotes the largest integral part of 1=". By virtue of the Markov inequality and the rst part of the proposition,
The tightness thus follows, and the proof of the proposition is completed. 2 
Asymptotic equivalency
Noticing that the desired asymptotic properties is on the sequence f n g, rst rewrite Algorithm II in an appropriate form. Since n+1 = ( n + 1)( n+1 n ) + n ; (3.2) yields that n+1 = n + 1 n (n + 1 )
' i (y i ' 0 i i ); 1=2 < < 1 : (4:15) Using the denition of n and putting n = n , (4.15) can be further written aŝ n+1 = n R n n + R n (n + 1 ) n + 1 n ( n + 1 )
i : (4:16) Dene A nk = Q n i=k+1 (I R=i ); k < n ; I; k=n. Solution to (4.16) gives us
(4:17)
Our eort in this subsection is devoted to prove that the rst three terms on the righthand side of the equality a b o v e are asymptotically unimportant, and the last term is asymptotically equivalent t o ( R 1 = p n ) P n i =1 i . More precise statements is provided below. Finally, w e come back to the next to the last term in (4.17). Using similar arguments as above, it can be shown that
where o(1) n !0 in probability.
(4:24)
Recall the assumptions (A1) and (A2). For ease of presentation, set m = 1 . (For more general cases, the proof is the same except more complex notations are needed). The rst term on the right side of the equality in (4.24) tends to 0 by the fact n n !0 w.p.1, sup n j n j < 1 w.p.1 and EjR ' n ' 0 n j 2 < 1.
As for the second term, notice that the signals involved are m-dependent (with m = 1 i n this case). First, when j = i + 1, since i+1 is F i measurable, From the theorem, it follows that Algorithm II is asymptotically optimal in that it has the optimal rate of convergence with the best covariance possible.
Further discussions
Algorithm II was analyzed in this paper. Similar approach can be taken to study the asymptotic properties of Algorithm I (cf. [22] ). In what follows, several issues are discussed. In Section 5.1, a few remarks are given regarding to the questions of dierent gain sequences, the noise processes and constrained version of the algorithms etc.; Section 5.2 is concerned with functional limit theorems; the connection between the averaging algorithms and some singularly perturbed stochastic systems is studied in Section 5.3; continuous parameter problems are treated in Section 5.4.
A few remarks
By examining the result obtained, one may w onder if the gain sequence is changed to a n = a=n what will change in the outcome. It is certainly interesting to see if there is a contribution in the asymptotic covariance from the constant a. It turns out that the answer is negative. No matter what constant a is placed in a n , a will be cancelled eventually in the process of averaging. Thus, we conclude that the optimality cannot be improved by placing a constant in the gain.
As was mentioned before, several extensions are possible. Only moving average type of noise processes are treated in this paper. For more general random processes, we refer to [17] , [18] , [19] and [21] for the stochastic approximation counter part.
Adaptive beam forming algorithms, which is an array processing of the adaptive ltering type with an additional constraint can also be treated in the light of the averaging procedures discussed in this work. Let 2 I R ro , ' n ; C2I R r l ,y n ; 2I R o l . The basic problem is to nd a recursive algorithm asymptotically converging to , the minimizer o f E j 0 ' n y n j 2 subject to the constraint 0 C = : A necessary and sucient condition for the constraint to hold is C y C = ; where z y denotes the pseudo-inverse of z. T w o t ypes of averaging algorithms are devised as follows: n+1 = C y 0 0 + P n + 1 n (' n y 0 n ' n ' 0 n n ) ; 1=2 < < where P = I CC y . By considering certain vector spaces, and carrying out appropriate decompositions, these equations can further be written in a more convenient and manageable form (cf. [28] and the references therein); the asymptotic properties can then be studied. Various projection and truncation algorithms can be designed in conjunction with the averaging approaches. Furthermore, adaptive ltering with averaging can be adopted and used in the framework of using multiprocessors and parallel processing (cf. [29] and the references therein) methods.
Functional limit theorems
The asymptotic optimality obtained in the previous section can be strengthened. Far reaching functional limit theorems can be established. i=1 i together with the Slutsky's lemma yields that w n () converges weakly to a Brownian motion w() with the`optimal' covariance t where = R 1 0 R 1 :
Singularly perturbed systems
In [18] , the connection of stochastic approximation algorithms with averaging and some singularly perturbed systems are exploited. This in turn gives clear explanation on why the averaging idea works and why it is important to use slowly varying gains. It will be seen in the sequel that Algorithm II discussed in this work also has a natural connection with a singularly perturbed system.
We begin with the recursion dened by (3.2) and the equation for u n = p n( n ). As in [18] , put them in the same time scale, we h a v e 1 n 1 ( n +1 n ) = 1 n ( ' n y n ' n ' 0 n n ) + 1 n n u n +1 u n = 1 2n u n (1 + O(1=n)) + 1 p n + 1 n +1 : (5:3) Except the extra term n , the equations above h a v e the same form as that of [18] . Eq. (5.3) can be viewed as a multiple time scale adaptive ltering algorithm, which has a close connection to a singularly perturbed system (cf. [18] Eq. (2.8)) of the form "dz " = A 11 z " dt + dw 1 dx " = A 22 x " dt + A 12 z " dt + dw 2 : In addition, notice that the requirement of slowly varying gain is crucial. For example, if = 1, the structure of the singularly perturbed system will be destroyed.
Continuous time analogue
In addition to the mathematical interest, the reasons for considering continuous version algorithm stem from the fact that the continuous problems are good approximation to discrete ones when the sampling is taken rather frequently. It is important to establish that everything works well if the sampling rate becomes very high. Continuous time analog of the algorithms discussed here are given below. Corresponding to Algorithm I, we h a v e _ t = 1 t ' t ( y t ' 0 t t ) ; 1 = 2 < < 
