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Abstract 
We describe a method to achieve robotic position- 
ing tasks by image-based visual servoing when the ob- 
ject being observed has a complex and unknown shape. 
We first focus on the computation of an analytical ex- 
pression of the interaction matrix according to a polar 
description of the image contour of the object. Expe- 
rimental results are presented to validate the proposed 
algorithm. In particular, the robustness of the control 
law is tested with respect to a coarse calibrated system, 
to an approximation of the depth of the object, and to 
partial occlusion. 
1 Introduction 
Image-based visual servoing is now a classical tech- 
nique in robot control. In such a control scheme a 
matrix, called interaction matrix (or image jacobian), 
is required. In cases of points or simple geometric 
primitives (e.g. lines or ellipses) this matrix is analy- 
tically known. This is why such primitives are most 
often used [l, 2, 31. In [a], a general method to obtain 
the interaction matrix when the object can be repre- 
sented by a parametric equation. has been proposed. 
This method has been applied to simple objects (lines, 
circles, cylinders and spheres). However, it cannot be 
used when no analytical representation of the 3D con- 
sidered object is provided, which is the case in most 
real cases. 
Several works have involved visual features able to 
describe an image overall [4, 5, 6, 71. However these 
approaches are all based on a learning stage. New 
learning phases are therefore necessary when the robot 
has to deal with a new object. Such phases may be 
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heavy [5] even when the nature of the visual features is 
unchanged. In fact, the way such features change can- 
not be expressed analytically when the robot moves. 
Moreover, it is impossible to provide proof of the sta- 
bility of the system. It would be valuable, from theo- 
retical and practical points of view, to develop control 
laws based on an analytic approach. This is why a 
contour approach seems to be interesting. Such an ap- 
proach has been proposed in [8, 91. The visual features 
used in the control scheme are the parameters of an 
affine deformation of the contour from the current to 
the desired images. Unfortunately, this approach leads 
to a singularity when the object and the image plane 
are parallel. Furthermore, the matching between the 
two contours may be complex. We will see that these 
problems do not occur in the method proposed here. 
In this paper, we first recall some fundamentals of 
image-based visual servoing in Section 2. A new ap- 
proach to interaction matrix computation, based on 
a polar description of the image of the object, is pre- 
sented in Section 3. In Section 4, we describe how 
to extract the visual features from the image. Con- 
ditions of convergence are pointed out in Section 5. 
Finally, the experimental results presented in Section 
6 validate our approach. 
2 Image-based visual servoing 
In image-based visual servoing, the control scheme 
is performed on the basis of visual features extracted 
directly from the image: from a m-dimensional vector 
5 describing the current visual features the goal is to 
move the robot so that 5 = s* where g' describes 
the features when the robot is at  its desired position. 
Such an approach is based on the relationship between 
the camera velocity T, and the velocity of the visual 
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features S .  This relationship is described by a matrix 
called the interaction matrix (or image jacobian): 
- i = L ' ~ T ~  - (1) 
where T,  = (yT,QT)T with = ( W ~ , V ~ , V ~ ) ~  and 
- fl = (uz, wy ,  w , ) ~  are the translational and rotational 
components of T,  respectively. 
A vision-based task g can then be defined by: 
e(5  t )  = c (S(Tl t )  - S*) (2) 
where C is a combination matrix taking into account 
cases where m is different from n (with n the number 
of robot d.0.f.). It has to be chosen so that CLT is 
full rank and, if LT - is full rank, it can be defined%: 
h c = L?+ - (3) 
A 
where LF is a model or an approximation of LT. 
locity can be obtained by: 
In the  case of a motionless object, the camera ve- 
T, = -Xe (4) 
This relationship ensures an exponential decrease of 
(6 = -Xg) when L? = LT. Otherwise it occurs when 
the condition LT LF > 0 is respected [2]. 
h 
- +- - 
- -  
3 Computation of the interaction ma- 
trix 
Knowing the interaction matrix is essential in image- 
based visual servoing as explained above. We will see 
in this section how to compute it in the case of a polar 
description of the image contour of the object. 
Let us consider a point m = (2, y, z)T expressed in 
the camera coordinate system (with z axis optical 
axis). It projects on the image plane in M = ( X ,  Y )T  
that can be expressed in a polar description by: 
OM = ( X c  + pcos8)g2 + (Yc + psind)g, (5) 
where ( X c ,  Y,) are the coordinates of the centroid in 
t,he image (see Figure 1). 
Therefore, the velocity of M can be expressed as: 
x = bcos8-pBsine+Xc { :  Y = psine+pBcosB+Y, 
As the radius p is periodic, we can perform a Fourier 
(6) 
expansion: 
k=h 
p(e)  = a. + ak cos Ice + bk sin I ~ O  (7) 
k = l  
I X C  X 
Figure 1: Polar description of a contour 
where h is the number of harmonics taken into ac- 
count. 
By denoting e = (ao,. . . , ah, b l ,  . . . , bh)T and eli- 
minating 8, (6) becomes: 
dP . 2 - a y  = x, - ayc + p-P ae- 
where we have: 
a P  
d p  
- cos6 - psin8 
dl9 
- sin8 + pcos8 
dB 
and p = cos8 - as in8  
T 
We then select the vector Q = (X,,Yc,pT) for 
the visual features. Expression (8) can therefore be 
expressed as: 
(9) 
If we choose m = 2h + 3 independent pairs ( p ,  8) 
and inverse the system obtained, we have: 
in which: 
Thereafter, by substituting X and Y where X = 
LST, and Y = LTTc according to the well known 
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equations: 
y\ 
1 
0 -  X Y  -1-x2 1"=\ = (-i z 
\ L W  \ 0 -- - l+Y2 - X Y  - X I  
z z  
(12) 
we obtain the expected expression: 
After the manipulations detailed in [lo], we obtain 
t,he form given in (14) (see the next page) where we 
have assumed z j  = i*, for any j = 1 to m, with i* an 
approximation of the object depth at the desired loca- 
t,ion. In this expression, we have: (pi = (pi(Xc, Yc, 0, 
P , ~ ~ , ) ~ ,  Mi = (M7.1, . . . , hI;,,m)T the expressions of which 
are complicated and not useful to detail. 
points: 
M J ,  = $ . i ( x c , ~ , e , ~ i ~ ,  o = (el , .  . . , e m , P l , .  . ., 
From expression (14), we can derive two important 
0 The first and second rows of LT show that 
the interaction matrix associated with the vi- 
sual feature ( X c ,  Yc) differs from that associated 
with the projection of a point only by adding the 
terms (PI, $1,  (p2 and $ 2 ,  i.e. on terms related 
to the rotation around x and y axes. 
Q lL* 
As anticipated, the visual features described by 
- P do not vary during x or y translations of the 
robot. The shape of the contour is thus un- 
changed during such motions. Moreover, both 
translations are decoupled. 
Once we have obtained the interaction matrix, we 
shall now examine how to extract the visual features 
in practice. 
4 Extracting the visual features 
The problem is to obtain the values of the vector 
components given by: 
- s = ( X r ,  Yr, ao, . . ,ah,  b l , .  . 3 bh)T (15) 
In order to simplify the problem of image analysis 
and to focus only on the control law, we used binary 
objects such as the object represented in Figure 2. In 
this case, computing ( X c ,  x.) is simple and we there- 
fore only discuss the way to proceed for the uk's and 
the bk's. Theoretically, 2h + 1 points extracted from 
the contour are sufficient. However, these points are 
necessarily noised; moreover, we can assume that the 
number N of points available is such that N >> 2h + 1 
and a least squares method has therefore been used. 
Figure 2: The non-planar object used. 
5 Conditions of convergence with res- 
pect to the number of harmonics 
Concerning the behaviour of the control law with 
regards to the number of harmonics, the first con- 
straint for h is to achieve the positioning task. We 
have therefore to ensure that LTls=sL is full rank 6. 
It leads to the necessary condition Th + 3 2 6. The 
smaller value is thus theoretically h = 2. However, we 
will see in the next section that a higher value of h has 
to be chosen. 
We also have to note that the visual features s ap- 
pear in the algorithm in two places: 
h 
0 in the control law: it must satisfy: 
~ l k + i  = slrc + AtLTTc (16)  
where At  is the control scheme period. 
0 in the modelling of the image contour: the value 
of the visual features is computed to minimize 
the distance between the contour extracted from 
the image and the modellized contour. 
These two points can be summarized by: 
(17) ~ l k + i  =  SI^ + AtL,  T Tc + d ~ l k + l  
where 6 s l k + l  is a term introduced to describe how the 
modelling between IC and IC + 1 changes (if h -+ a, we 
have bsl,++l --f 0). This is why h has to be as higher as 
possible. Otherwise, local minima may occur. In such 
cases, the last and desired images are very similar but 
a positioning error exists. We could impose a very high 
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value for h to ensure low enough bSlk+ l ,  but this would 
require considerable computational time incompatible 
with running at a video rate. 
Typically, as will be shown in the experimental re- 
sults, a value of h around 25 gives satisfactory results. 
6 Experimental results 
Here we show the behaviour of the following classi- 
cal control law: 
Only the most significant results are reported here. 
More details and other experiments are described in 
The first experiment consists of achieving a posi- 
tioning task using a planar object of complex shape. 
Figure 3a shows the first image and the desired posi- 
tion of the object, Figure 3b the last image. Figures 
3c and 3d show the components of Tc and the nor- 
malized error (defined by w) respectively. For 
this experiment h was fixed to 20. This value yielded 
At = 160 ms on a Pentium at 200 Mhz. The desired 
pose was 15' above the object and the displacement 
to reach the desired position was around (15O, 15O, 
5', 25 cm, 10 cm, 6 cm) according to the 2, y and z 
axes of the camera. The positioning error was lower 
than 0.5' for rotations, 1 mm for translations. These 
results show that the desired location was precisely 
reached without any particular difficulty. In particu- 
lar, the assumption z is constant in (18) has therefore 
no importance. 
The second experiment consists of moving the robot 
in front of a non-planar object. The maximum differ- 
POI. 
ence in depth between contour points was nearly 4 cm 
(see Figure 2). In this case, satisfactory results were 
obtained with h = 25 (At = 240 ms) but not for h = 
20 ( h  = 25 was also suitable for the planar object). 
The displacement was around (20', 20°, 20°, 36 cm, 
17 cm, 11 cm). The results are depicted in Figure 4. 
Again, although we sup osed in (18) that the object 
was planar, the desired ip ocation was reached. Similar 
positioning errors have been obtained as previously). 
Our approach is thus robust to such an assumption. 
We next introduced errors in the camera model. In- 
stead of using the intrinsic parameters obtained from 
a calibration technique, we used the parameters pro- 
vided by the constructor and assumed that the prin- 
cipal point was in the center of the image. Moreover, 
we neglected the radial lens distortion. We also intro- 
duced errors in the transformation matrix between the 
robot and the camera (5 degrees for rotations, 3 cm for 
translations). Experimental results showed that these 
errors had no significant effects on the positioning er- 
ror [lo]. However, the decrease of the normalized error 
is faster with a calibrated system (see Figure 5). 
We then examined the influence of i* on the con- 
trol law. A wide range of i* (from 30 cm to 250 cm 
while the real value was approximately 65 cm) made 
it possible to reach the &sired position. However i* 
had an effect on the trajectory of the robot (see Figure 
6). A high value led to a too long path. Moreover, as 
we can see on Figure 7, a high value led to high mag- 
nitudes of the command while a low value led to low 
magnitudes (to be compared with Figure 4 where f* 
= 65 cm). This phenomenon can easily be explained 
by observing the terms in l/i* in (14) which become 
terms in i* in the pseudo-inverse needed for (18). 
Another experiment consists of realizing a partial 
occlusion at the beginning of the motion (see Figure 8). 
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It showed that such an occlusion was not critical: the 
command was disturbed but, when the occlusion dis- 
appeared, the convergence was ensured again. 
7 Conclusion and future works 
In this paper, we focused on a method to achieve 
positioning tasks with respect to objects of complex 
shape. We analytically computed the interaction ma- 
trix related to a polar description of the object con- 
tour. The experimental results validated the proposed 
approach. They showed that convergence can be ob- 
tained under very low hypotheses (but still within the 
usual cases of convergence of 2D visual servoing, i.e. 
when g - g* is not too large). Only current and de- 
sired images are necessary, and no precise knowledge 
about the object shape and range is required. More- 
over, experimental results have shown the robustness 
of the control law with respect to approximations of 
the depths, certain partial occlusions and a coarsely 
calibrated system. 
If we compare our approach to an approach based 
on points of interest, since we can use many contour 
points, noise has low effect on our control law. On the 
other hand, a further problem might occur, i.e. the 
matching of points between images. This problem is 
complicated, especially between very different images 
such as the first and the desired image. This problem 
does not exist with our contour-based approach. 
However, we can regret heavy computational cost 
of our method when h is high with consequences on 
the dynamic performances of the robot (typically, we 
recall that At = 240 ms for h = 25 and a binary ob- 
ject). In the future, a suitable approach to improve 
the computational cost of image processing might in- 
volve using parametric active contours such as those 
described in [ll]. It should be possible to compute 
our visual features based on a polar description with- 
out any particular difficulty. In addition, such an ap- 
proach should be more robust to extract contours in 
a significantly noised image of a real object. 
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Figure 3: Positioning task with respect to a planar 
object: (a) First and desired images, (b) Last image, 
(c) Components of T, (m/s and rad/s), (d) Normalized 
error. 
Figure 4: Positioning task with respect to a non- 
planar object 
Figure 5:  Influence of calibration errors 
3ocm - 85 cm ........... 
.......... 
Figure 6: Influence of i* on the robot trajectory (S: 
start, E: end) 
Figure 7: Influence of i* on T,: (a) i* = 30 cm, (b) 
i* = 200 cm 
.... I rm 1,. ....... am .,,: 
Figure 8: Occlusion test on a non-planar object 
- 7.56 - 
