A theorem of Green, Tao, and Ziegler can be stated (roughly) as follows: if R is a pseudorandom set, and D is a dense subset of R, then D may be modeled by a set M that is dense in the entire domain such that D and M are indistinguishable. (The precise statement refers to"measures" or distributions rather than sets.) The proof of this theorem is very general, and it applies to notions of pseudorandomness and indistinguishability defined in terms of any family of distinguishers with some mild closure properties. The proof proceeds via iterative partitioning and an energy increment argument, in the spirit of the proof of the weak Szemerédi regularity lemma. The "reduction" involved in the proof has exponential complexity in the distinguishing probability.
Introduction
Green and Tao [3] , in one of the great mathematical breakthroughs of this decade, have proved that there exist arbitrarily long arithmetic progressions of primes. Somewhat imprecisely, their proof proceeds by establishing the following two claims:
• Let R be a "pseudorandom" set of integers, and D be a subset of R of constant density. Then D contains arbitrarily long arithmetic progressions.
• There is a set R of integers that is pseudorandom and such that the primes have constant density inside R.
The first claim is the hardest to establish, and its proof is the most innovative part of the paper, blending combinatorial, analytic and ergodic-theoretic techniques. In turn (and, again, this account is slightly imprecise), the proof of the first claim proceeds by combining the following three results.
• Dense Model Theorem: Let R be pseudorandom and D a subset of R of constant density within R (both R and D may be very sparse within the integers). Then there is a set M that has constant density within the integers and is "indistinguishable" from D. (We think of M as a dense "model" of D.)
• Szemerédi's Theorem [11] : If M is a set of integers of constant density, then it contains a constant fraction of all arithmetic progressions of any fixed length.
• Lemma: A set that contains a constant fraction of all arithmetic progressions of some fixed length k is "distinguishable" from a set with no arithmetic progressions of length k
The key new step of the Green-Tao proof is their Dense Model Theorem. This theorem about dense subsets of pseudorandom sets was originally stated in the specific setting of sets of integers and for certain specific notions of pseudorandomness and indistinguishability. It is natural to ask if a similar statement holds when we consider other domains, like {0, 1} n , and for other notions of pseudorandomness and indistinguishability such as those used in complexity theory and cryptography. A very general Dense Model Theorem, which has a complexity-theoretic version as a special case, was in fact proven by Tao and Ziegler [12] . However, the "reduction" implicit in their proof has exponential complexity in the distinguishing probability, making it inapplicable for common complexity-theoretic or cryptographic settings of parameters.
In this paper, we provide a new proof of the Dense Model Theorem, in which the reduction has polynomial complexity in the distinguishing probability. Our proof is inspired by Nisan's proof of the Impagliazzo Hardcore Theorem [6] , and is simpler than the proofs of Green, Tao, and Ziegler. A complexity-theoretic interpretation of our result yields a new characterization of the "pseudoentropy" of a distribution. We also exploit the connection between the two theorems in the reverse direction to obtain a new proof of the Hardcore Theorem based on iterative partitioning and energy increments. While the reduction in this proof has exponential complexity in some parameters, it has the advantage that the hardcore set is efficiently recognizable. It was pointed out to us by Russell Impagliazzo [7] that the connection between Dense Model Theorems and Hardcore Theorems goes even further, and one can deduce the Dense Model Theorem directly from a sufficiently strong version of the Hardcore Theorem.
We find it intriguing that there is such an intimate connection between ideas in the additive combinatorics literature and such central complexity-theoretic concepts as pseudorandomness and indistinguishability. The fact that we can translate the proofs in both directions, obtaining some new properties in each case, suggests that both complexity theory and additive combinatorics are likely to benefit from this connection in the future.
Dense Model Theorems
Let us briefly recall how we define pseudorandomness and indistinguishability in complexity theory (in the nonuniform setting). We have a finite domain X, for example {0, 1} n , and a collection F of "efficiently computable" functions f : X → {0, 1}, for example all the functions computed by circuits of size at most s(n) for some complexity bound s(·). We say that a distribution R on X is -pseudorandom for F if for every function f ∈ F we have
where U X is the uniform distribution over X.
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More generally, we say that two distributions A and B areindistinguishable by a family F of bounded functions
We also need to specify what "density" means when we refer to distributions rather than to sets. We say that a distribution A is δ-dense in B if, informally, it is possible to describe the process of sampling from B as "with probability δ, sample from A, with probability 1 − δ, (. . . )" which is equivalent to the condition
Given these definitions, a general Dense Model Theorem would have the following form: Let X be a finite domain, F a collection of boolean (or bounded) functions on X, and , δ > 0 be real parameters. Then there exists an ε > 0 and a collection F of boolean functions on X such that if R is -pseudorandom for F and D is δ-dense in R, then there is a model distribution M that is δ-dense in U X and that is -indistinguishable from D for F. Ideally, should not be too much smaller than , and the functions in F should not be too much more "complex" than functions in F. Indeed, in a complexity-theoretic setting, we'd like both of these relations to be polynomial so that the distinctions disappear when we consider asymptotic formulations with 1/poly(n) distinguishing probabilities and functions computed by polynomial-size circuits. Tao and Ziegler [12] have proved such a result in broad generality, albeit with an exponential loss in the distinguishing probability. Formally, their theorem can be restated as as follows. Theorem 1.1 (Tao and Ziegler) Let X be a finite universe, F a collection of bounded functions f : X → [0, 1], > 0 an accuracy parameter and δ > 0 a density parameter. Let R be a distribution over X and D a δ-dense distribution in R.
Suppose that D is distinguishable from all dense models. That is, suppose that for every model distribution M that is δ/2-dense in U X , there is a function f ∈ F such that
Theorem 1.1 is a restatement of Theorem 7.1 in [12] . 2 To match it with the discussion above, take F to be the set of functions that are k-fold products of functions in F, and = exp(−poly(1/ , 1/δ)). Theorem 1.1 can be applied to a computational setting where F contains only Boolean functions, hence E[f (A)] = P[f (A) = 1] for every distribution A. In such a setting the theorem does imply that if a distribution D is δ-dense in a distribution R that is -pseudorandom for circuits of size s , then D is -indistinguishable for circuits of size s from some distribution M that is δ/2-dense in the uniform distribution, where = exp(−poly(1/ , 1/δ)) and s = s · poly(1/ , 1/δ). The exponentially small bound on the distinguishing probability for R, however, is unsuitable for typical complexity-theoretic and cryptographic settings that consider distinguishing probabilities of 1/poly(n) (where X = {0, 1} n ). Reading into the TaoZiegler proof and specializing it to the Boolean setting, it is possible to improve the bound on to polynomial and derive the following statement. Theorem 1.2 (Tao and Ziegler -Boolean case) Let X be a finite universe, F a collection of Boolean functions f : X → {0, 1}, ∈ (0, 1/2) an accuracy parameter and δ ∈ (0, 1/2) a density parameter. Let R be a distribution over X and D a δ-dense distribution in R.
Suppose that D is distinguishable from all dense models. That is, suppose that for every model distribution M that is δ/4-dense in U X there is a function f ∈ F such that
Then R is not pseudorandom. That is, there are functions f 1 , . . . , f k in F, with k = poly(1/ , 1/δ), and
It seems that, in such a statement, everything has polynomial efficiency as required, but unfortunately the function g in the conclusion can be arbitrary. In particular, its circuit complexity cannot be bounded any better than by an exponential in k, and hence exponential in 1/ and 1/δ. The 2 The two statements of the theorem are completely equivalent, with the following translation. Our functions f are called dual functions in [12] , where they are allowed to range over a bounded interval instead of [0, 1], but one can restrict to [0, 1] with no loss of generality after scaling. Our distribution R plays the role of the measure ν in the Tao-Ziegler formulation, under the normalization P[R = a] = ν(a)/ z ν(z). Our distribution D is their measure g() after the normalization P[D = a] = g(a)/ z g(z). Our distribution M is their function g 1 , after similar normalization, and their g 2 equals g − g 1 . This translation applies if E[g(UX )] ≥ δ, but the general case reduces to the case of g having sufficiently large average; otherwise, we can simply set their g 1 and g 2 to be identically zero.
conclusion that we can derive is that if a distribution D is δ-dense in a distribution R that is -pseudorandom for circuits of size s , then D is -indistinguishable from a distribution δ/4-dense in the uniform distribution by circuits of size s, where = ( δ) O(1) and s = s · poly(1/ , 1/δ) + exp(poly(1/ , 1/δ)).
In this paper we present a new proof of a Dense Model Theorem, in the spirit of Nisan's proof of the Impagliazzo Hardcore Theorem [6] , where all parameters are polynomially bounded. The key change will be that the combining function g will be a linear threshold function, and hence can be implemented by a circuit of size O(k). Theorem 1.3 (Main) Let X be a finite universe, F a collection of Boolean functions f : X → {0, 1}, > 0 an accuracy parameter and δ > 0 a density parameter. Let R be a distribution over X and D a δ-dense distribution in R.
Suppose that D is distinguishable from all dense models. That is, suppose that for every model distribution M that is δ-dense in U X there is a function f ∈ F such that
Our proof can also recover Theorem 1.1 in full generality. When we apply our proof to the setting of Theorem 1.1 (where we require the distinguishing function to be a product of f i rather than a low-complexity combination of f i ) we too incur an exponential loss in the distinguishing probability, but our proof is simpler than the original proof of Tao and Ziegler.
Gowers [2] independently discovered a simplified proof of Theorem 1.1 that is similar to ours.
Applications
The min-entropy of a distribution D is defined as
, and it can be seen that a distribution D ranging over {0, 1}
n has min-entropy at least n − t if and only if it is 2 −t -dense in the uniform distribution. Following Håstad et al. [4] , we say that a distribution has pseudoentropy at least k if it is computationally indistinguishable from some distribution of min-entropy at least k.
has pseudoentropy at least n − t, provided δ = 2 −t is nonnegligible (i.e. t = O(log n) when considering 1/poly(n) distinguishing probabilities). The converse can also be easily seen to be true, and thus our main result characterizes pseudoentropy in terms of density in pseudorandom distributions.
An example of this application is the following. Suppose that G : {0, 1} m → {0, 1} n is a good pseudorandom generator, and that B is a biased, adversarially chosen, distribution over seeds, about which we do not know anything except that its min-entropy is at least m − t. Then it is not possible any more to guarantee that the output of G(B) is pseudorandom. In fact, if 2 −t is negligible (i.e. smaller than the distinguishing probability) then it is possible that G(B) is constant.Our main result, however, implies that if 2 −t is nonnegligible then there is a distribution M of min-entropy at least n − t such that G(B) and M are indistinguishable. This application works most naturally in the non-uniform setting, where we take F to be the set of functions computable by bounded size circuits, but using ideas of Barak, Shaltiel, and Wigderson [1] we can show that a distribution dense inside a pseudorandom distribution must have large pseudoentropy even in the uniform setting.
The versatility of the Tao-Ziegler result and ours seems to go even beyond number theory and complexity theory, and it seems likely that more applications will be found. As an illustration, we describe a corollary in graph theory. Consider the case where X is the set of edges of the complete graph K n ; we think of a distribution over X as a (scaled) weighted graph, and we let F be the set of predicates that check whether a given edge belongs to a particular cut. In this set-up, two graphs are "indistinguishable" if every cut is crossed by approximately the same fraction of edges, and a graph is "pseudorandom" if it obeys an expansion-like property. The Tao-Ziegler result thus shows that a dense subgraph of an expander is "modeled" by a truly dense graph. This is interesting because, for example, by applying the Szemerédi Regularity Lemma to the model one can recover known Regularity Lemmas for dense subgraphs of expanders [8] . 4 
The Green-Tao-Ziegler Proof, and a New Construction of Hardcore Sets
The original proofs by Green, Tao and Ziegler [3, 12] are based iteratively constructing a partition of X so that D is "regular" with respect to the partition. (Very roughly speak-ing, the condition is that for most blocks, D conditioned on the block is indistinguishable from the uniform distribution on the block.) As in the proof of the Szemerédi Regularity Lemma, one starts from the trivial one-block partition and then, as long as the partition is not regular, one uses a "counter-example" to the regularity condition to refine the partition. A potential function (or "energy increment" in the finitary ergodic-theoretic language used by Green, Tao and Ziegler) argument is used to bound the number of steps that such a process can take until it terminates.
It is intriguing that such a technique can prove a result like Theorem 1.2, which is genuinely complexity-theoretic, and we believe it could be useful in other settings as well. As a proof of concept, we provide a new proof the Impagliazzo Hardcore Theorem [6] using these techniques. While our proof incurs an exponential loss in terms of one of the parameters, the proof gives a "constructive" statement that does not seem to follow from other approaches.
Informally, the Hardcore Theorem says that if a function g is mildly hard to compute in the sense that every efficient algorithm errs on a noticeable fraction of inputs, then there is a relatively large 'hardcore' set H of inputs on which g is very hard to compute. We prove the following version of this theorem. Suppose that every efficient algorithm fails in computing g on at least a δ fraction of inputs. Then there is an efficiently recognizable set H of density at least δ such that δ/2 ≤ P[g(U H ) = 1] ≤ 1 − δ/2, and it is intractable to have advantage over a constant predictor in computing g on H. This is true for every and δ, but the relation between the notions of "efficiency" in the premise and the conclusion depends exponentially on 1/ and 1/δ. In Impagliazzo's proof, the relation is polynomial in 1/ and 1/δ and g is nearly balanced on H, meaning that is intractable to compute g any more reliably than by making a uniform random guess. The efficient recognizability of the set H, however, is new, and it is a property that is incompatible with the requirement of being balanced.
Proof of the Main Theorem
In this section we prove a result, which is a common generalization of our Main Theorem 1.3 and of the Tao-Ziegler Theorem 1.1. We state our result for a more general class of distributions than the ones which are dense in a pseudorandom distribution. We call these distributions (as defined below) pseudodense. Definition 2.1 Let X be a finite universe, F a collection of boolean functions f : X → [0, 1], > 0 an accuracy parameter and δ > 0 a density parameter. We say that D has pseudo-density δ w.r.t. F, with error , if for all f ∈ F
It is easy to see that if a distribution D is δ-dense in a distribution R which -pseudorandom with respect F, then D has pseudo-density δ w.r.t. F.
We can now state the general result in terms of pseudodense distributions.
Theorem 2.2 Let
Then D is not pseudo-dense. That is,
, and parameters a 1 , . . . , a k ∈ {−1, +1} and t ∈ R such that if we define h : X → {0, 1} by
2. There are functions f 1 , . . . , f k ∈ F, with k = poly(1/ , 1/δ), such that if we define h :
Proof: For a function f : X → [0, 1], we define its complement to be the function 1 − f and its negation to be the function −f , and we let 1 − F (resp., −F) be the set of complements (resp., negations) of functions in F. Observe that if allow f to range over F ∪ (1 − F), we may remove the absolute value in (1).
We would be done if we could replace E[f (M )] in this inequality by
. But the fact that M is δ-dense in U X only gives us the inequality in the other direction, i.e.
, which is inadequate. Ideally, we would like to choose M to consist of the inputs on which f is largest; this would guarantee that the average of f on M is large. However, this approach is circular -according to our hypothesis, f may depend on the choice of M .
Thus, the first step in our proof is to "switch quantifiers" in our hypothesis, and to exhibit a single functionf that distinguishes every M from D. The price that we pay is thatf is no longer (guaranteed to be) an element of F ∪ (1 − F), but is rather a convex combination of elements of F ∪ (1 − F).
Claim 2.3
There exists a functionf : X → [0, 1] that is a convex combination of functions in F ∪ (1 − F) and such that for every distribution M that is δ-dense in U X we have
Proof: This is an application of duality of linear programming or, equivalently, of the min-max theorem in game theory. In the latter language, we think of a zero-sum game where the first player picks a function f ∈ F, the second player picks a distribution M that is δ-dense in U X , and the payoff is E[f (D)] − E[f (M )] for the first player, and
By the min-max theorem, the game has a "value" α for which the first player has an optimal mixed strategy (a distribution over strategies)f , and the second player has an optimal mixed strategyM , such that
SinceM is a distribution over δ-dense distributions,M is δ-dense as well. The hypothesis of the theorem tells us that there exists a function f distinguishing D fromM with advantage at least . Taking this f in inequality (3), we get that α ≥ . The claim now follows from Equation (2). Now, following the earlier intuition, we consider the set S consisting of the δ · |X| elements of X with the largest value off (), and take the uniform distribution over S, denoted U S , as our model distribution 5 
In other words, the functionf "distinguishes" D from U S in the sense thatf is a bounded function and its average is noticeably larger over D versus over U S . Now we would like to usef to "prove" that D is not pseudodense.
First, however, we show that D and U S can also be distinguished via a Boolean function, which is in fact a thresholded version off . This will follow from the following claim (whose proof is omitted). A similar step, of using a threshold function (with a randomly chosen threshold) also appears in Holenstein's proof of the hardcore lemma [5] .
Then there is a real number t ∈ [ /2, 1] such that
By applying the claim with F =f , Z = D and W = U S , we obtain a probability q and a threshold t such that
In particular, these conditions imply that the event thatf is above the threshold t distinguishes between U S and D. We will now show that this event also distinguishes U X from R. For this, we will use the fact that U S is the δ-dense distribution that maximizesf .
Since q < 1 (as q + /2 ≤ 1), we have that the condition f (x) ≥ t − /2 fails for some elements of S. By the definition of S, this condition also fails everywhere outside of S. Recalling that S was chosen to contain a δ fraction of the elements of X, we have
while,
We have just shown that the indicator for the event that f is above the threshold t proves that D is not pseudodense, with some additional slackness (in the sense that for f (U X ) we consider the smaller threshold t − /2). This slackness will allow us to replace the threshold version off with low-complexity approximations, thus establishing the theorem. We will use different approximations for Parts 1 and 2 of the theorem. In both cases, it will be useful to assume thatf is a convex combination of (i.e. distribution on) functions in F ∪ −F rather than F ∪ (1 − F); forf = i c i f i + j d j (1 − f j ), this can be achieved by reducing the threshold t by j d j .
Proof of Part (1). Viewingf as a distribution over functions f ∈ F ∪ −F, Chernoff bounds imply that it will be well-approximated by the average of a few functions sampled randomly from the distribution. We can get k = O((1/ 2 ) · log(1/ δ)) functions f 1 , . . . , f k ∈ F ∪ −F such that i f i (x)/k is a good approximation off (x) in the sense that both
This means that if we define Boolean h by
as required by the theorem.
Hardcore Theorems via Iterative Partitioning
Impagliazzo's Hardcore Theorem [6] and its variants say that if a function g : {0, 1} n → {0, 1} is "mildly hard", meaning that every "efficient" algorithm f errs in computing g on at least some δ fraction of inputs in X, then there is a "hardcore" set H ⊂ {0, 1}
n of inputs, of density roughly δ, on which g is "very hard" to compute. In Impagliazzo's original formulation, "very hard" means that no efficient f can compute g on a random input in H much better than random guessing, i.e. f (x) = g(x) with probability at most 1/2 + on a random x ∈ H. This conclusion implies the following three properties:
(Otherwise, a trivial constant predictor f would compute g with probability larger than 1/2 + .)
2. No efficient f can compute g on a random input in H much better than a constant predictor, i.e.
(Indeed, the right-hand side is always at least 1/2 + .)
3. No efficient f can distinguish a random element of H ∩ g −1 (0) from a random element of H ∩ g −1 (1), except with probability O( ). That is, for every efficient f ,
(Using the fact that g is nearly balanced on H, it can be shown that if f distinguishes the two distributions with probability greater than 4 , then either f or its negation computes g correctly with probability greater than 1/2 + on a random element of H.)
When g is nearly balanced on H (as in Property 1), then Properties 2 and 3 are actually equivalent to the original conclusion of the Hardcore Theorem (up to a constant factor change in ). However, when g is not balanced on H, then they are weaker. Indeed, in the extreme case that g is constant on H, then Property 2 trivially holds (because a constant predictor succeeds with probability 1) and Property 3 is not even well-defined. But as long as we require that g is not extremely biased on H, then both Properties 2 and 3 are already nontrivial and interesting (even if weaker than the conclusion original Hardcore Theorem).
In this section, we will show how iterative partitioning arguments, in the spirit of the proofs of the Szemerédi's Regularity Lemma [11] and the Green-Tao-Ziegler of the Dense Model Theorems [3, 12] , can be used to prove Hardcore Theorems (albeit with a loss in efficiency that is exponential in and δ). These will include one with a conclusion of the same type as in Impagliazzo's original result [6] , as well as ones establishing Properties 2 and 3 where we do not guarantee g is nearly balanced (but only that it is not extremely biased). The novel feature of our results establishing Properties 2 and 3 is that the hardcore set H is efficiently recognizable. This feature is impossible to achieve in general if we require that g be nearly balanced on H. Indeed, if we select a random function g in which each input is set to 1 independently with probability 1 − δ, then with high probability, g will be mildly hard to compute, but will be biased on every efficiently recognizable set of noticeable density. 6 We begin with our version of the Hardcore Theorem where it is hard to compute g on H better than a constant predictor. Let F be a class of functions and k be an integer parameter. Then we denote by C(F, k) the class of functions of the form h (f 1 (x) , . . . , f k (x)), where f i ∈ F and h : {0, 1} k → {0, 1} is arbitrary.
Theorem 3.1 Let F be a class of boolean functions, g : {0, 1} n → {0, 1} be a function, , δ > 0 be given parameters. Then there is a k ≤ 1/δ 2 such that the following holds.
Suppose that for every f ∈ C(F, k) we have P[f (x) = g(x)] > δ. Then there is a set H ⊆ {0, 1}
n of density at least δ -indeed, with both |H ∩ g −1 (0)| and |H ∩ g −1 (1)| being of density at least δ/2 -such that, for every f ∈ F ,
Furthermore, the characteristic function of H is in C(F, k).
Note that since |H ∩ g −1 (b)| ≥ (δ/2) · 2 n for b = 0, 1, it follows that g is not too biased on H. Specifically, P x∈H [g(x) = b] ≥ δ/2 for both b = 0, 1. The main inefficiency in the theorem is that in order to derive the conclusion, the function g must be mildly hard for all of C(F, k), which contains functions of circuit complexity exponential in k.
Proof: Let P = (P 1 , . . . , P m ) be a partition of {0, 1}
n . Then we let Y (P) be the union of the sets P i where g() equals 1 on a majority of elements, and N (P) be the union of the remaining sets. We say that a partition P = (P 1 , . . . , P m ) satisfies the stopping condition if at least one of the following conditions holds
• Y (P) ∩ g −1 (0) has density at least δ/2 in {0, 1} n and for every f ∈ F we have
• N (P) ∩ g −1 (1) has density at least δ/2 in {0, 1} n and for every f ∈ F we have
Note that if P satisfies the stopping condition, then either Y (P) or N (P) have all the properties we require of the set H in the statement of the theorem, except the efficient computability. We will now show that we can find a partition that satisfies the stopping condition and where Y (P) and N (P) are efficiently computable.
First we introduce some terminology: the minority inputs in Y (P) are the inputs x ∈ Y (P) such that g(x) = 0; similarly, the minority inputs in N (P) are the inputs x ∈ N (P) such that g(x) = 1
We construct the partition iteratively. We begin at the 0-th step with the trivial partition P := ({0, 1} n ). We maintain the invariant that, at step i, there are functions f 1 , . . . , f i in F such that the partition at step i is generated by f 1 , . . . , f i in the following sense: the partition has a set P b1,...,bi for each bit string b 1 , . . . , b i , defined as
Note that the union of any subset of the sets in the partition is computable in C(F, i). So we are done if, at some step i ≤ 1/ 2 δ, the partition satisfies the stopping condition. Suppose then that the partition at step i does not satisfy the stopping condition. Provided i ≤ k, we claim that the total number of minority inputs in Y (P) and N (P) must be at least δ · 2 n . If not, consider the function that, on input x, computes f 1 (x), . . . , f i (x), and then outputs the majority answer in P f1(x),...,fi(x) ; such a function is in C(F, i) and it would compute g correctly on greater than a 1−δ fraction of inputs.
This means that, if the partition does not satisfy the stopping condition and i ≤ k, then there is a set H, which is either Y (P) and N (P), that contains at least (δ/2) · 2 n minority elements and such that there is a function f ∈ F that has advantage over the constant predictor. We then refine our partition according to f . That is, at step i + 1 our partition is the one generated by f 1 , . . . , f i , f .
We want to show that this process terminates after no more than k ≤ 1/ 2 δ steps. To this end, we associate a potential function to a partition, observe that the value of the potential function is at most 1 and at least 0, and show that at each step of the argument the value of the potential function increases by at least 2 δ. For a partition P = (P 1 , . . . , P t ), we define its potential function as
where the latter expectation is taken over a random block P ∈ P chosen with probability |P |/2 n . That is, we compute the average over the blocks of the partition of the square of the density of the YES instances of g inside each blocks. Up to an additive term, this is the variance of the density of YES instances of g across blocks. It is clear by definition that this quantity is positive and at most 1.
The following claim (proof omitted) shows that if we further divide every block in the partition according to the value of f , then the energy increases.
Claim 3.2 Refining P according to f increases the E(P) by at least δ 2 .
This means that the process we described above finds a partition that satisfies the stopping condition after no more than 1/δ 2 steps. The theorem follows by setting k = 1/δ 2 .
We now state a more general result that implies the above Hardcore Theorem, one of the original flavor (where g cannot be computed on H with probability more than 1/2 + ), as well as one achieving Property 3 mentioned above (where H ∩g −1 (0) and H ∩g −1 (1) are indistinguishable from each other). The proof of the theorem is deferred to the full version of the paper.
For a fixed function g : {0, 1} n → {0, 1}, and P ⊆ {0, 1} n , we write maj(P ) to denote the majority value of g on P , min(P ) for the minority value, P maj to be the set of elements of P on which g takes on value maj(P ), and similarly P min .
Theorem 3.3 Let F be a class of boolean functions, g : {0, 1} n → {0, 1} be a function, , δ > 0 be given parameters. Then there is a k ≤ 1/δ 2 2 such that the following holds.
Suppose that for every f ∈ C(F, k) we have P[f (x) = g(x)] > δ. Then there is a partition P = (P 1 , . . . , P m ) of {0, 1}
n such that such that 1. P ∈P P min is of size at least δ · 2 n , and 2. For every f ∈ F,
where D min is the distribution that selects P ∈ P with probability proportional to |P min |.
Moreover, the partition P is defined by k functions f 1 , . . . , f k ∈ F (in the sense of Equation (7)).
From the above theorem implies a Hardcore Theorem of the original form, giving a 2δ-dense H on which g is hard to predict with probability greater than 1/2 + . Corollary 3.4 Let F be a class of boolean functions, g : {0, 1} n → {0, 1} be a function, , δ > 0 be given parameters. Then there is a k ≤ 1/δ 2 2 such that the following holds.
Suppose that for every f ∈ C(F, k) we have
n such that for every f ∈ F, we have
Applications
In this section we discuss some additional applications to of the Dense Model Theorems proved earlier.
We first show that if a distribution is pseudo-dense, then it has large "pseudoentropy" in the sense of Håstad, Impagliazzo, Levin and Luby [4] . In the non-uniform setting (i.e. when the distinguishers are circuits), the implication is an easy consequence of our main result. Using the techniques of Barak, Shaltiel, and Wigderson [1] , a form of this implication can also be proved in the uniform case, when the distinguishers are probabilistic algorithms instead of circuits.
We then apply a Dense Model Theorem to graphs, taking our universe X to be the set of all edges in the complete graph on n vertices and distinguishers to be cuts in the graph. In this setting, a graph is "pseudorandom" if the probability that a random edge in the graph crosses a given cut is approximately the same as in case of the complete graph. Sparse expanders do satisfy this property, and actually a slightly weaker condition suffices for our purposes. We show that the Tao-Ziegler Dense Model Theorem directly implies an analogue of Szemerédi's Regularity Lemma for dense subgraphs of such pseudorandom graphs. Regularity Lemmas in the context of sparse graphs were first proved by Kohayakawa and Rödl (for a survey, see [8] ).
Characterizing Pseudoentropy
Recall that two distributions X and Y areindistinguishable for a class of (boolean) distinguishers F
Regularity Lemma for Sparse Graphs
We start by defining our family of distinguishers and what it means to be pseudorandom with respect to those distinguishers. We view an undirected graph G = (V, E) as a subset of the universe X = V × V . An edge {u, v} in the graph is counted as both pairs (u, v) and (v, u). We refer to the uniform distribution over all the ordered pairs corresponding to edges in G as U G . Our family of distinguishers F will consist of functions f S,T : V × V → {0, 1} for S, T ⊆ V, S ∩ T = ∅ defined as f S,T (u, v) = 1 ⇔ u ∈ S and v ∈ T Note that the class of distinguishers is closed under products since f S1,T1 · f S2,T2 = f S1∩S2,T1∩T2 . Thus, a distribution that fools all distinguishers in F also fools products of functions from F.
Intuitively, the distinguishers check how often a pair (u, v) selected according to some distribution crosses a cut from S and T . Hence, for a graph G to be pseudorandom, this probability must be the same whether we draw the pairs from the distribution U G defined by the edges of the graph or from the uniform distribution over X. When the probability differs by at most η, we call the graph η-pseudorandom. where e(S, T ) denotes the number of edges in G with one endpoint in S and the other in T and E(G) denotes the set of edges in G.
Note that the quantity on the left in the definition of pseudorandomness is exactly the probability with which f S,T distinguishes U G and U X and hence η-pseudorandomness is equivalent to being η-indistinguishable by functions in F.
We now prove a Dense Model Theorem for dense subgraphs of pseudorandom graphs. Theorem 4.5 (Dense Model Theorem for Graphs) Let G be an η-pseudorandom graph and let H be a subgraph of G with δ|E(G)| edges. Then there exists a graph H with at least δn 2 /2 edges such that for all pairs of disjoint sets S, T ⊆ V e H (S, T ) 2|E(H)| − e H (S, T ) 2|E(H )| < provided η = exp(−poly(1/ , 1/δ)).
