Abstract. The discrete Cesàro operator C is investigated in the class of smooth sequence spaces λ 0 (A) of finite type. This class contains properly the power series spaces of finite type. Of main interest is its spectrum, which is distinctly different in the cases when λ 0 (A) is nuclear and when it is not. The nuclearity of λ 0 (A) is characterized via certain properties of the spectrum of C. Moreover, C is always power bounded and uniformly mean ergodic on λ 0 (A).
Introduction
The discrete Cesàro operator C defined on C N is defined by
Cx := x 1 , x 1 + x 2 2 , x 1 + x 2 + x 3 3 , . . . , x 1 + · · · + x i i , . . . , x = (x i ) i∈N .
The Cesàro operator C has been investigated on many Banach sequence spaces. We refer the reader to the introduction of [3] . The behaviour of C when acting on the Fréchet spaces C N , ℓ p+ = q>p ℓ q , 1 ≤ p < ∞, and on the power series space Λ 0 (α) of finite type was studied in [2, 4, 5] . In this paper we extend the results of [5] to the strictly more general setting of the smooth sequence spaces λ 0 (A) of finite type. These spaces were introduced by Terzioğlu [15, [19] [20] [21] . We also refer to Kocatepe [11] [12] [13] . Some of our proofs are inspired by [5] , but new ingredients are needed in our setting. We describe precisely our context. Let A = (a n ) n , where a n = (a n (i)) i . A is called a Köthe matrix if the following conditions are satisfied:
(K1) 0 ≤ a n (i) ≤ a n+1 (i), for all i, n ∈ N. (K2) For all i ∈ N, there exists n ∈ N such that a n (i) > 0. The Köthe echelon space of order 0 associated to A is defined by λ 0 (A) = {x ∈ C N : lim i→∞ a n (i) x i = 0, ∀n ∈ N}, which is a Fréchet space when equipped with the increasing system of seminorms p n (x) := sup i∈N a n (i)|x i |, x ∈ λ 0 (A), n ∈ N.
Then λ 0 (A) = n∈N c 0 (a n ), with c 0 (a n ) the usual Banach space. We consider the projective limit topology in λ 0 (A), that is, λ 0 (A) = proj n∈N c 0 (a n ). For further reading in the theory of Köthe echelon spaces λ p (A), 1 ≤ p ≤ ∞ or p = 0, see [14, Section 27]. The space λ 0 (A) is said to be a smooth sequence space of finite type (or a G 1 -space) [19, Section 3] if A satisfies (G1-1) 0 < a n (i + 1) ≤ a n (i), for all n ∈ N and i ∈ N. (G1-2) For all n ∈ N there exist m > n and C > 0 such that a n (i) ≤ Ca m (i) 2 , for all i ∈ N.
Condition (G1-2) is actually equivalent to say that λ 0 (A) is a Fréchet algebra with respect to pointwise multiplication. Our first result is probably known. We include it for the sake of completeness and to explain the assumption (1.1) below. Proposition 1. Let A satisfy (G1-1). Then, either λ 0 (A) is normable (and necessarily isomorphic to c 0 ) or lim i→∞ a n (i) = 0 for all n ∈ N.
Proof. Since A satisfies (G1-1), there exists L n ≥ 0 such that lim i→∞ a n (i) = L n , for all n ∈ N, and L n ≤ a n (i) ≤ a n (1), for all i, n ∈ N. Then we have two possibilities
(1) There exists n 0 ∈ N such that L n0 > 0, (2) For all n ∈ N, L n = 0.
In case (1) , for all n ≥ n 0 and for all i ∈ N, 0 < L n0 ≤ a n0 (i) ≤ a n (i). So 0 < L n0 ≤ L n for n ≥ n 0 . Therefore 0 < L n0 ≤ a n (i) ≤ a n (1), for all i ∈ N, for all n ≥ n 0 . The latter implies a n (i)|x i | ≤ a n (1)|x i | = a n (1) L n0 L n0 |x i | ≤ a n (1) L n0 a n0 (i)|x i |.
Taking supremum on both sides for i ∈ N, we obtain
Hence λ 0 (A) is normable since p n0 is the norm defining the topology of λ 0 (A).
In the light of Proposition 1, given the G 1 -space λ 0 (A), we shall assume
since otherwise the situation is totally clarified in [3] . Therefore, in our case, every G 1 -space λ 0 (A) is a Schwartz space, hence a Montel space [19, 3.4] . A power series space [14, Section 29] for power series spaces of finite type). But the converse is false, in general as shown in Example 1 below. Before that, let us remind: A Fréchet space E with a fundamental system (p n (·)) n of seminorms is said to have the property (DN) [14, pp. 368] if there exists k ∈ N so that for every n ∈ N there exist m ∈ N, 0 < τ < 1 and C > 0 with
Example 1. The space X := {x ∈ C N : lim i→∞ a n (i)x i = 0, ∀n ∈ N}, where (a n (i)) i,n := {exp(−ne i/n )}, is a nuclear G 1 -space which is not isomorphic to a power series space of finite type.
Proof. (i) X is a Köthe echelon space: For all i, n ∈ N satisfying i ≥ n(n+1) log(1+
Hence we have a n (i) ≤ a n+1 (i), for all i ≥ n(n + 1) log(1 + 1 n ). Since only a finite number of indices for i remain for each n, one can inductively choose {b k } each of which greater than 1, such that a
Observing X ≃ λ 0 (C) with the choice c n := (b n a n ) we deduce that X is a Köthe echelon space of order 0.
(ii) X satisfies (G1-1): Obviously for all i ∈ N, one has exp(−ne i+1 n ) < exp(−ne i n ), so a n (i + 1) < a n (i), for all i ∈ N and (G1-1) is satisfied.
2 if and only if −ne i/n ≤ −4ne i/2n if and only if i/n ≥ log(4) + (1/2n) if and only if i ≥ n(2 log(4)). Since 1 < log(4) < 2, the latter is certainly satisfied for all i ≥ 4n. So a n (i) ≤ a m (i) 2 , for all i ≥ 4n. Because only a finite number of indices for i remain, and
for all i > i 0 . Thus, a n (i) = exp(−ne i/n ) < e −i . But then, since X is a G 1 -space, for any n ∈ N, one may find m > n and C > 0 such that
Hence the Grothendieck-Pietsch criterion for nuclearity (see e.g. [ More examples can be seen in Lemma 5 and Remark 2.
2. Continuity and compactness of C on λ 0 (A)
An operator T on a Fréchet space X into itself is called bounded (resp. compact) if there exists a neighborhood U of the origin of X such that T U is a bounded (resp. relatively compact) set in X. The following result is well-known (see e.g. [6, Lemma 25] ). Lemma 1. Let E = proj m E m and F = proj n F n be Fréchet spaces such that E (resp. F ) is the intersection of the sequence of Banach spaces E m (resp. F n ), E is dense in E m and E m+1 ⊂ E m with continuous inclusion for each m (resp. F is dense in F n and F n+1 ⊂ F n with continuous inclusion for each n). Let T : E → F be a linear operator. Then
(1) T is continuous if and only if for each n there is m such that T has a unique continuous linear extension T m,n : E m → F n . (2) Assume T is continuous. Then T is bounded if and only if there is m such that for each n, T has a unique continuous linear extension T m,n : E m → F n .
Proposition 2. Let λ 0 (A) be a Köthe echelon space of order 0. Then, C : λ 0 (A) → λ 0 (A) is continuous if and only if for all n ∈ N there exists m > n such that
Proof. Follows from Lemma 1, and [3, Proposition 2.2(i)]. Corollary 1. Let A be a Köthe matrix satisfying the condition (G1-1). Then,
Proof. Since a m (i + 1) ≤ a m (i), for all i ∈ N, we find m > n such that
Hence C is continuous on λ 0 (A).
The following proposition is a direct consequence of [3, Proposition 2.2.(ii)] and Lemma 1. 
Proposition 4. Let A be a Köthe matrix satisfying condition (G1-1). Then, the following statements are equivalent:
(
(2) For all n ∈ N, there exist m > n and M > 0 such that
Then for all n ∈ N, there exist m > n and M > 0 such that
Letting x = (e j ), the canonical basis in C N for j ≥ 2 we obtain
which is precisely (2).
(2) ⇒ (1) Given n, pick m and M > 0 as in condition (2) and for x ∈ λ 0 (A) we have
which implies that D is continuous on λ 0 (A).
Example 2. Consider the nuclear G 1 -space X constructed in Example 1. Picking m = 2n yields
Proposition 5. Let λ 0 (A) be a G 1 -space. Then the following statements are equivalent:
(2) For all n ∈ N, there exists m > n such that
(3) Given α ∈ R, for all n ∈ N, there exists m > n such that
Without loss of generality assume that a n (i) = 1 if n ≥ i and also a
is regular and λ 0 (A) = λ 0 (B) both algebraically and topologically, that is, one has (2.6) ∀n ∃m, C > 0 : a n (i) ≤ Cb m (i), ∀i ∈ N, and (2.7)
Since λ 0 (B) is nuclear, fix n ∈ N, and pick m > n such that
by [10, Theorem 3.3 .1] for all n ∈ N we can find m > n such that lim i→∞ ibn(i)
Now consider a n (i) for a fixed n ∈ N. By (2.6) and (2.8), there existm and M > 0 such that
Then by (2.7) findñ >m such that
Combining the arguments, one has
For any n ∈ N we find m 1 > n and
For a locally convex Hausdorff space X and T ∈ L(X), the resolvent set ρ(X; T ) of T consists of all λ ∈ C such that (λI
Proposition 6. Let A be a Köthe matrix satisfying (G1-1). Then, the following statements are equivalent:
Proof. (2) ⇒ (1) For given n ∈ N pick m > n as in (2.4). Then we have
Then for all n ∈ N, there exists m > n and M > 0 with
Let y = (e j ), j ≥ 2 to get ja n (j) ≤ M a m (j), for all j ≥ 2, and hence
This completes the proof.
Lemma 2. [3, Proposition 2.6] The following statements are equivalent for the Cesàro operator C defined on a Köthe echelon space of order zero λ 0 (A) and s ∈ N.
(1)
Proposition 7. Let A be a Köthe matrix satisfying the condition (G1-1). Then Σ = σ pt (C; λ 0 (A)) if for all n ∈ N, there exist m > n and M > 0 such that
For the other inclusion, we prove that i s a n (i) − → i 0, for all s, n ∈ N by induction on s.
0, for all n ∈ N. Let now i s a n (i) − → i 0 for some s, and consider
by the induction hypothesis. That implies i s+1 a n (i) − → i 0, for all s ∈ N and for all n ∈ N, which means (i s ) i ∈ λ 0 (A), for all s ∈ N, and hence by Lemma 2,
, the following statements are equivalent:
Proof. (2) ⇒ (1) Fix n ∈ N. By (G1-2) find m > n and M > 0 such that a n (i) ≤ M a m (i) 2 , for all i ∈ N. Then, by Lemma 2
Thus ( (1, 1, . . . ) ∈ λ 0 (A). Assume there is s ∈ N with (i s ) i ∈ λ 0 (A). Then (i) i ∈ λ 0 (A). We claim lim i→∞ i 2 k a n (i) = 0, for all k, n ∈ N. We prove it by induction on k and all n ∈ N. For k = 0, we have lim i ia n (i) = 0, for all n ∈ N. Suppose that i 2 r a n (i) − → i 0 for some r ∈ N, fix n ∈ N. By (G1-2) select m > n and M > 0 such that a n (i)
Clearly lim i i 2 k a n (i) = 0, for all k, n ∈ N implies lim i→∞ i t a n (i), for all t ∈ N. Hence
The following examples show that the assumption that λ 0 (A) is a G 1 -space in Theorem 1 cannot be removed. We start with the following remark.
is strictly decreasing on (α, ∞), has a local and global maximum at x = α and lim x→0 + ϕ(x) = 0. In particular, if 0 < α < 1, then ϕ is strictly decreasing on [1, ∞).
Example 3. (i) Fix 0 < α < 1, take a strictly increasing sequence (α n ) n ⊂ (0, ∞) tending to α. Define the Köthe matrix A = (a n ) n , a n (i) = i αn e −i , i, n ∈ N. The Köthe echelon space λ 0 (A) of order zero satisfies the condition (G1-1) and (1.1) by Remark 1. However, it is not a G 1 -space. We first show that 0 / ∈ σ(C; λ 0 (A)). Indeed, taking n = 1, we get for each m > 1,
The condition follows from Proposition 6. On the other hand, for each s, n ∈ N, we have 0 < i s−1 a n (i) = i s+αn−1 e −i ≤ i s e −i , which tends to 0 as i → ∞. Therefore (i s−1 ) i ∈ λ 0 (A) and 1 s ∈ σ pt (C; λ 0 (A)) for each s ∈ N. This shows that condition (4) does not imply condition (1) in Theorem 1 in general.
(ii) Fix s ≥ 1, s ∈ N and define the Köthe matrix A = (a n ) n by a n (i) = 1
The Köthe echelon space λ 0 (A) of order zero satisfies (G1-1) and (1.1) but it is not a G 1 -space. In this case σ pt (C; λ 0 (A)) = {1, 
The next lemma is well-known.
Lemma 3. Let E be a Fréchet space, and let T : E → E be a continuous linear operator with the dual
If (λI − T )E is dense in E, then u(z) = 0, for all z ∈ E. Contradiction. Therefore (λI − T )E is not dense in E, so λI − T is not surjective, and hence λ ∈ σ(T ; E).
Proposition 8. Let λ 0 (A) be a nuclear G 1 -space. Then, Σ = σ(C; λ 0 (A)).
Proof. The dual of the Cesàro operator
Follows by Proposition 6.
( 
for 1 < i ≤ s and y i = 0 for i > s so that y satisfies (3.3). Therefore y belongs to the space of finitely supported sequences c 00 , thus clearly to the space λ 0 (A) ′ , and satisfies C ′ y = λy. Hence λ ∈ σ pt (C ′ ; λ 0 (A) ′ ).
(iii) Σ ⊆ σ(C; λ 0 (A)): follows by Lemma 3.
(iv) σ(C; λ 0 (A)) ⊆ Σ: We show (C − λI) −1 is continuous on λ 0 (A) for every λ ∈ C \ Σ 0 . The i-th row of the matrix (C − λI) −1 is given by [16] :
otherwise. 
For part (1), let j ∈ N be fixed. Use the estimate in [16, Lemma 7 ] to see
for any given ε > 0 and for some i 0 ∈ N where C, C ′ > 0. For part (2), consider
where the last inequality is due to the proof of [3, Corollary 3.6] . If α ≥ 1, then
Therefore, we deduce that E λ is continuous on λ 0 (A) which implies that (C − λI)
is continuous for every λ ∈ C \ Σ 0 .
Corollary 2. Let C : λ 0 (A) → λ 0 (A), where λ 0 (A) is a nuclear G 1 -space. Then C is neither compact nor weakly compact.
Proof. Since λ 0 (A) is a G 1 -space with a n (i) − → i 0, for all n ∈ N, λ 0 (A) is a Schwartz space. In particular, it is a Montel space. So there is no distinction between compactness and weak compactness in λ 0 (A). Now let C be compact. Then, by [9, Theorem 9.10.2(4)], σ(C; λ 0 (A)) is necessarily a compact set. However, that contradicts Proposition 8.
For the Köthe matrix A = (a n ) n , define
It follows from (3.5) and (K1) that S n (A) ⊆ S n+1 (A), for all n ∈ N. If S n0 (A) = ∅ for some n 0 ∈ N, then S n (A) = ∅ for all n ≥ n 0 . However, as shown in Example 4, S n0 (A) = ∅ does not always imply that S n (A) = ∅ for all n < n 0 .
Example 4. Let a n (i) = exp(−e αi/n ), where α i = 2 log(log(i + 2)). Assume S 1 (A) = ∅, then there exists s ∈ R and M > 0 such that
2 log(log(i+2)) ≤ log(M ) + s log(i + 2) (log(i + 2)) 2 ≤ log(M ) + s log(i + 2)
for all i ∈ N. This is obviously a contradiction, and hence S 1 (A) = ∅. However, for s = 2 + ε,
for any given ε > 0. Then,
for all t ∈ S n (A). This also shows that, if A is a (G1-1) Köthe matrix with S n (A) = ∅, then s 0 (n) ≥ 1.
Lemma 4. For a fixed n ∈ N and a Köthe matrix A, the following statements are equivalent:
(1) S n (A) = ∅.
(2) There exists t > 1 such that [t, ∞) ⊂ S n (A).
Fix a real t > 1 such that for all s ≥ t we have sup i∈N
since there exists M > 0 such that
Lemma 5. Let A be a Köthe matrix with a n (i) := exp(−f (α i /n)), where α = (α i ) i ↑ ∞, and let f be a strictly increasing real function. Then, for a fixed n ∈ N, the following statements are equivalent:
(2) There exist t > 1 and
Let f defined in Lemma 5 be an odd and logarithmically convex in addition. Then the Köthe echelon space λ 0 (A) of order 0 for which A is as in Lemma 5 is a G 1 -space if there exists k ∈ N such that 2f (x) ≤ f (kx) for all x ≥ 1. In this case, λ 0 (A) =: L f (α i , 0) is called a Dragilev space of finite type.
Suppose that λ 0 (A) is nuclear. Then, by Proposition 5 we find m > n 0 and M > 0 such that
which contradicts (3.6). So λ 0 (A) is not nuclear.
Lemma 7. Let λ 0 (A) be a G 1 -space. Then, for each n ∈ N and for all k ∈ N there exists m > n and M > 0 such that
, ∀i ∈ N.
Proof. Let us prove the assertion for k = 2 s by induction over s. First observe that (G1-1) implies that there exists i 0 ∈ N such that for any n ∈ N, 
by condition (G1-2). Assume that
, for all i ∈ N. For somẽ m > m, it follows by (G1-2) and the induction hypothesis that
Lemma 8. Let A be a G 1 -Köthe matrix. If there exists n 0 ∈ N with S n0 (A) = ∅, then s 0 (A) := inf n {inf S n (A)} = 1.
Proof. Let n 0 ∈ N with S n0 (A) = ∅. Due to the remarks prior to Lemma 4 we only need to show that s 0 (n) ≤ 1. For some t ∈ R, i∈N
t , for all i ≥ i 0 . Fix ε > 0 and take n 1 ∈ N with t n1 < ε. By Lemma 7, we find m > n 0 and M > 0 such that 
Proof. Lemma 8 yields s 0 (A) = 1. We get Σ ⊆ σ(C; λ 0 (A)) directly by Proposition 8 part (iii) since the proof is independent of nuclearity. Fix n ∈ N and let
where C ′ n : ℓ 1 (1/a n ) → ℓ 1 (1/a n ) is the dual of the Cesàro operator C n : c 0 (a n ) → c 0 (a n ). Moreover,
where α = Re( 1 λ ), C > 0, and the inequality is due to the estimate in [16, Lemma 7] . But since α > s 0 (n) ≥ 1, we have α ∈ S n (A) and hence y ∈ λ 0 (A) ′ . For z ∈ λ 0 (A) ⊆ c 0 (a n ) the vector (C−λI)z with C ∈ L(λ 0 (A)) belongs to c 0 (a n ). Since y ∈ c 0 (a n )
is not surjective and hence λ ∈ σ(C; λ 0 (A)). This implies D(s 0 (n)) \ Σ ⊆ σ(C; λ 0 (A)) and so Σ ∪ D(s 0 (n)) ⊆ σ(C; λ 0 (A)). Since n ∈ N was arbitary and lim n 1 2s0(n) = 1 2 , by Lemma 8 we establish (3.7).
Iterates of C and mean ergodicity
Let X be a Fréchet space topologized by the increasing system of seminorms (p n (·)) n∈N . Then, the strong operator topology τ s in L(X) is determined by the seminorms
where S ∈ L(X). In this case we write L s (X). Let B(X) be the family of bounded subsets of X. Then, the uniform topology τ b in L(X) is defined by the family of seminorms p n,B (S) := sup
where S ∈ L(X). In this case we write L b (X). τ b is called the topology of uniform convergence on bounded subsets of X. An operator T ∈ L(X), where X is a Fréchet space, is power bounded
is an equicontinuous subset of L(X). Given T ∈ L(X), the averages
are called the Cesàro means of T . The operator T is said to be mean ergodic (resp., uniformly mean ergodic
. A Fréchet space X is called mean ergodic if every power bounded operator on X is mean ergodic.
Proposition 10. Let λ 0 (A) be a G 1 -space. Then C : λ 0 (A) → λ 0 (A) is power bounded and uniformly mean ergodic. In particular,
Moreover, ker(I − C) = span{1} and
This implies (C k ) ∞ k=1 is equicontinuous, hence C is power bounded on λ 0 (A). But since λ 0 (A) is a G 1 -space with a n (i) − → i 0, for all n ∈ N, λ 0 (A) is a Schwartz space.
In particular, it is a Montel space and hence a mean ergodic space [1, Proposition 2.13]. Hence C is uniformly mean ergodic. The facts that ker(I − C) = span{1} and (I − C)(λ 0 (A)) = {x ∈ λ 0 (A) : x 1 = 0} = span(e i ) i≥2 follow by applying the same arguments used in [2, Proposition 4.1].
Proof. Using Proposition 10, we proceed as in the proof of the analogous result when C acts on the power series space of finite type, Λ 0 (α) [5, Proposition 3.4] . Consider first m = 1. By Proposition 10 we have (I − C)(λ 0 (A)) = {x ∈ λ 0 (A) : x 1 = 0}. Set X 1 (A) := {x ∈ λ 0 (A) : x 1 = 0} ⊆ λ 0 (A). Clearly (I − C)(λ 0 (A)) ⊆ X 1 (A). We claim that (I − C)(X 1 (A)) = (I − C)(λ 0 (A)). One inclusion is obvious. To establish the other, observe that Fix x ∈ λ 0 (A). It follows from (4.3) that (4.5)
is the j-th coordinate of the vector (I − C)x. Set y i := x i − x 1 for all i ∈ N and observe that y ∈ X 1 (A) because (0, 1, 1, 1, . . . ) ∈ λ 0 (A). Now, by (4.4), the j-th coordinate of (I − C)y is given by (4.5) for j ≥ 2. So (I − C)x = (I − C)y ∈ (I − C)(X 1 (A)).
To show that (I − C)(λ 0 (A)) is closed in λ 0 (A) is suffices to prove that the continuous linear operator (I − C)| X1(A) : X 1 (A) → X 1 (A) is bijective. It is clearly injective by (4.4), so we prove it is surjective. Observe X 1 (A) = n∈N X (n) with X (n) := {x ∈ c 0 (a n ) : x 1 = 0} is a closed subspace of c 0 (a n ) for all n ∈ N. Set a n (i) := a n (i + 1), andÃ = (ã n ) n , for all i, n ∈ N. Then X 1 (A) is topologically isomorphic to λ 0 (Ã) := n∈N c 0 (ã n ) via the left shift operator S : X 1 (A) → λ 0 (Ã) given by S(x) = (x 2 , x 3 , . . . ) for x = (x 1 , x 2 , . . . ) ∈ X 1 (A). We claim that the operator T : = S • (I − C)| X1(A) • S −1 ∈ L(λ 0 (Ã)) is bijective with T −1 ∈ L(λ 0 (Ã)). To verify the claim, first we observe that the operator T : C N → C N is bijective, and its inverse R := T −1 : C N → C N is determined by direct calculation as a lower triangular matrix R = r ij with entries
To show that R is also the inverse of T on λ 0 (Ã), we need to verify R ∈ L(λ 0 (Ã)). This is equivalent to show that for each n ∈ N there exists m > n such that φ n • R • φ −1 m ∈ L(c 0 ), where the operator φ k : c 0 (ã k ) → c 0 is given by φ k (x) = (ã k (i)x i ) i for x ∈ c 0 (ã k ) is a surjective isometry. Whenever n ∈ N and m > n, the lower triangular matrix corresponding to φ n • R • φ 
