Introduction
To generate physical random numbers, we have developed a random number generator. Random numbers are widely used for simulations, ciphers, samplings, and so forth. Computers usually generate pseudo-random numbers, or arithmetic random numbers. Arithmetic random numbers have some kinds of correlation, periodicity, etc., though by now they have been much improved. These random numbers are, consequently, not completely random, and have deficiencies.
On the other hand, physical random digits have been produced with dice, roulette, etc., since ancient times. One can now generate physical random numbers with electronic circuits by using a random phenomenon. Compared with pseudo-random numbers generated by a computer, it is said that physical random numbers have the following weak points:
(1) The randomness of an adopted random phenomenon is not sufficiently confirmed.
(2) The speed of the physical random number generation is slower than that of a pseudorandom number generation. It takes a long time to generate many random numbers.
(3) The number of physical random numbers is not sufficient for large simulation calculations and other applications.
(4) The size of a physical random number generator is too large, and it is inconvenient to handle.
These weak points are conspicuous, when random numbers are used for large calculations of simulation. Ishida and Ikeda (1956 ) generated physical random numbers using a GM counter, electronic circuits and radioactivity 60Co. Miyatake et al. (1975) and Inoue et al. (1983) generated physical random numbers by using gamma rays emitted from radioactive nuclei 60Co and 137Cs . They developed a new method of the chi-square distribution, instead of the Poisson distribution. This method is much faster than the method of the Poisson distribution for generating random numbers. Analyzing these physical random numbers, Miyatake et al. (1979 Miyatake et al. ( , 1983 and Inoue et al. (1986) obtained sufficient randomness and uniformity. Niki (1980 Niki ( , 1983 generated physical random numbers by using thermal noise, and tested them. Kishimoto et al. (1981) and Kishimoto (1993) also developed a compact random number generator with a micro-computer and gamma rays emitted from the radioactivity of 137Cs, and Kishimoto (1993 Kishimoto ( ,1995 tested his random numbers. Uniform physical random numbers of 80MB on a CD-ROM, generated at the Institute of Statistical Mathematics, were distributed as the 10th anniversary of the foundation of Japanese Society of Computational Statistics.
Our method improved on the above mentioned weak points, and developed a generator using alpha rays emitted from radioactive nuclei. Using this generator, we have generated many physical random numbers. First we will discuss the randomness of the adopted phenomenon, or radioactivity, because randomness of phenomenon used for generation is important. Next, we will explain the mechanism of our generator and our method of generating random numbers. Uniform digital random numbers, real uniform ones and normal ones are stored on compact discs. Various kinds of tests to confirm randomness and uniformity prove that our random numbers are useful not only for simulation but also for many other purposes. A typical example is roulette.
Since the force to rotate the roulette wheel is not constant, we cannot predict the next number.
It is, however, difficult for us to regard the force as a real random process.
In our generator, radioactivity is adopted as a random phenomenon. Radioactivity is a quantum mechanical phenomena. Radioactive nuclei emit alpha rays, beta rays, or gamma rays.
The decay of a nucleus occurs suddenly and any one nucleus will never gradually change into another nucleus. The randomness of radioactive decay is explained as follows:
(1) The decay of a radioactive nucleus never affects neighboring nuclei, because the distances between the nucleus and its neighboring nuclei (about 3 x 10-10m) are vary large compared with the nuclear interaction distance (1.2 x 10-15m). This means that, the decaying nucleus is completely independent of other nuclei.
(2) The nuclei of a radioactive nuclide are identical, and have the same lifetime. No one (3) The number of decays in a fixed time interval obeys the Poisson distribution. The time intervals between two decays follow the exponential distribution.
These facts indicate that nuclear decays are a random phenomenon. But not all the variables are random even in nuclear decays. Random variables are only the decay time and the direction of emitted particle among physical quantities related to the decay. The following facts have been mathematically proved. Suppose some signals emit randomly, then the number of signals in a fixed time interval follows the Poisson distribution. The time interval between two successive random signals obeys the exponential distribution. The sum of two or three intervals follows the chi-square distribution for degrees of freedom v = 4 or 6, respectively. The inverses of the above statements are not always correct. Radiation from radioactivity always follows the above distributions. From the logical standpoint, we cannot say that the radioactivity is a random phenomenon. According to the above considerations (1), (2) and (3) as well as the above fact on radioactivity, it is, however, supported from physical standpoint that radioactivity is a random phenomenon. In addition, radioactivity, which is a microscopic phenomenon, originates from a quantum mechanical process. It is, therefore, believable that radioactive decays are one of the most reliable random phenomena.
Another reason why we choose radioactivity for a random phenomenon is that the energy of radiation emitted from radioactivity is higher than the energy of electronic noise.
Since the noise is much lower than signals of radiation, the noises can be cut off in electronic circuits. The background of a radiation detector is natural radioactivity and cosmic rays.
Natural radioactivity and the main part of cosmic rays are random, and the rest, which is probably not random, is much weaker than the natural radioactivity in our radiation detector. 
Random number generator
We made a random number generator, adopting alpha rays emitted from a long-lived radioisotope 241 Am with a half-life of 432 years. In our current generator the 241 Am source is very weak, 3700 Bq (0.1,aCi). The alpha particle detector is a Si semi-conductor detector of 13.8 mm in diameter. The total size of the 241 Am source , the Si detector and its bias voltage supply are much smaller than that of the previous gamma-ray system given by Inoue et al. (1983) . Figure 1 shows a photograph of our random number generator. In this figure , a small metallic capsule with the 241 Am source and the Si detector is placed at the right side of the main circuit case. The capsule can be placed anywhere in the vicinity of the main case. The counting rate of alpha rays, or the average random signal frequency is adjusted by changing the distance between the 241 Am source and the Si detector surface. Figure 2 shows the block diagram of our generator. The main body of the electronic circuits is set in a case with a front panel. Random signals from the detector are amplified at the preamplifier and the main amplifier. The signals, which produce random numbers, are shaped into pulses at a discriminator/shaper. The generator has a clock pulse oscillator with variable frequencies (2 x 10-4Hz -1MHz). A 1024 channel staler counts random pulses or clock pulses. We can easily interchange random pulse counting and clock pulse counting with a switch on the front panel. When the staler counts random pulses, a clock When the scaler counts clock pulses, a random pulse advances one channel.
Clock pulse counts correspond to the time interval between two successive random pulses.
Thus the clock pulse counts follow the exponential distribution. Figure 3 shows the relation between clock pulses and random pulses. The ordinate indicates the pulse height in voltage.
The abscissa indicates time. Random pulses in the upper figure are faster than those in the lower figure. Since both random and clock pulses have the width of a few ,as, the overlapping effect of random pulses are not negligible for the case of the Poisson distribution. This effect is discussed in the following section. Figure  5 shows the number of clock pulses between two successive random pulses and the exponential distribution. The numbers agree with the exponential distribution except at x = 0 and 1. it is necessary to confirm that the generated numbers do not deviate from the exponential distribution.
Thus we store all of them in the computer, and tested them later.
In general the following effects give deviations from the distributions:
(1) Overlapping effect due to the widths of clock and random pulses.
(2) Non uniformity of the time interval between two clock pulses.
(3) The second pulse appears just after a large main pulse or a large noise, due to damping oscillation.
(4) The aging effect of a alpha-ray detector and noises from the detector and the amplifiers. Effect (1) is serious in the case of the Poisson distribution, and is not negligible even in the cases of the exponential distribution and the chi-square distribution, because all the pulses have the width of a few µs. Figure 6A , B and C shows the enlarged distribution around the clock count x = 0. The frequency deviations from the distribution are clear at x = 0 and 1 as shown in Figure 6A . The frequency loss indicates a little deviation from randomness. The counting loss is explained by equations (3.17), (3.18) and (3.19) in Inoue et al. (1986) .
Effect (2) gives a little unevenness on the distribution. Figure 6B shows the distribution on the enlarged vertical axis. The frequencies at even numbers of x are about 0.5% larger than those at odd numbers of x. This deviation is beyond scattering of randomness, and is systematic. If low frequency harmonics of the clock pulse oscillator overlap with its main frequency, this unevenness is explained as a little difference in the intervals of clock pulses. We have numerically reproduced the unevenness in the distribution by this effect. When one uses more than 40,000 random numbers, this effect is not negligible. Effect (3) happens when the second unexpected pulse comes successively. Thus the numbers at x = 0 and 1 increase from the exponential distribution. When the bias voltage of the alpha-ray detector is too high, or the leakage of the detector is too much, sometimes large pulses come into the amplifier. This effect is easily found in pulse shapes with an oscilloscope.
Effect (4) deforms the Poisson distribution and the exponential distribution; for example, a number of additional zero and one counts appear in the exponential distribution. We are afraid this effect is serious near the end of the detector's life.
The most useful random numbers are real uniform ones. Since our generated random numbers are integral ones having the exponential distribution, those generated numbers are transformed into uniform random digits. Before the transformation, we cut off frequencies at x = 0 and 1, to correct the counting loss shown in Figure 6A . Figure 6C shows a corrected Figure 6B is corrected by using the following method. Figure 6D shows the sum of successive exponential random numbers. The unevenness in the distribution almost disappears. In order to transform the exponential random numbers into uniform random digits, three methods are available. One is to take one or two last digits, another is to take the sum of two or a few successive numbers and the third is the inverse function method. The second method makes the chi-square distribution for degrees of freedom v = 4, 6 or 8. Details of the second method are described in Miyatake et al. (1979) .
In the present case, we adopted the first two methods: first we make the sum of two successive numbers and next we take last digits. Then we obtain uniform random numbers. Figure 7 shows a flow chart, which illustrates the generating method of real uniform random numbers and normal random numbers, where CD-R means that random numbers are written on compact discs. The final uniformity of the real random numbers is less than 0.1%.
The uniform random numbers are transformed into normal random numbers by three methods. One is the summing method of 12 uniform random numbers. The sums minus 6 give a good approximation of the standard normal random numbers. Another is the well- Figure 8A . The total number of tested random digits is 300 million . The basic test of randomness is the chi-square test. To investigate randomness in details , we calculate the chi-square distribution of random digit frequencies. Figure  8B shows the chi-square distribution of frequencies. In Figure 9A the circle shows the sum of 12 random numbers minus 6. The curve represents the standard normal distribution. The number of uniform random numbers used for this figure is 12 x 80,000. The horizontal axis z indicates the value of the sum minus 6, and the vertical axis represents the normalized frequency. The agreement between the sums and the normal distribution is good. Figure  9B shows a comparison between the 12 sums minus 6 and the exactly calculated polynomials in an enlarged scale. The curve in Figure  9B is the differences between the values of exactly calculated polynomials, or theoretical values and the normal distribution . The sum values scatter around the theoretical curve within 1%. Since there is no functional calculation in this transformation to normal random numbers, one can use the sums of 12 uniform random numbers minus 6 for normal random numbers. The run test given by Levens and Wolfowitz (1944) was performed for uniform random numbers. Figure 10 shows the chi-square distribution of the run test. The random numbers are divided into 192 blocks. Each block has 5000 random numbers. Plots of the run test agree with the chi-square distribution for the degree of freedom v = 4 as shown in Figure 10 .
The serial correlation test is performed for uniform random numbers. Let uniform random numbers be x1, x2,... , xn. Since the mean and the variance are known, a correlation coefficient rk of (xi, xi+k), written as is tested for z = 1, 2,... , n, where m = 1/2, Q2 = 112. Figure 11 shows the frequency distribution of correlation coefficients for k = 1 and n = 100. The distribution of the coefficients agrees with the normal distribution with the mean of 0 and a = 0.1. This means that the uniform random numbers have no strong correlation between two successive numbers.
We test frequencies and unbiased variances of normal random numbers transformed from the uniform random numbers by the inverse function method. Figure 12A shows the frequency distribution of the normal random numbers divided into 60 regions. Figure 12B illustrates the results of the chi-square distribution tests, where the chi-square values of 10,000 random numbers are calculated for 10,000 groups. 
Discussion
We have made a compact random number generator using alpha radioactivity, and generated physical random numbers. These are originally exponential random numbers, but are transformed into uniform random numbers (0 < x < 1) of six or seven digits and normal random numbers. All of these numbers are stored on compact discs (CD).
We present four weak points for physical random numbers in Section 1. Most of the weak points have been overcome with our generator by the present method, as follows:
(1) Radioactivity is one of the most reliable random phenomena as described in Section 2.
Small instrumental effects are observed as shown in Figure 6 . These effects can be corrected by computer manipulations. In addition, the results of the frequency test, run test, and serial correlation test are satisfactory.
(2) The generating speed, which is about 1 x 103 digits per second, is faster than our previous generator, but is still slower than that of computer generated random numbers. Since our random numbers are stored on CDs, read out is quick. One problem remains: (3) Since we stored physical random numbers on CDs, a few GB of random numbers of good quality are easily available for calculation and other purposes without a generator.
(4) The present generator is about the same size as the main part of a computer. The generator is easily operated from the front panel. Since radioactivity in the generator is very weak, we can safely use it anywhere.
Working 24 hours a day, our generator can produce 600 MB random digits for one month. About 100 million uniform random numbers of 6 digits, or a little less than 7 digits, are written on CD. We have six CDs full of uniform random numbers. We tested the numbers on a few of the CDs, as mentioned in Section 5, and obtained good results for randomness and uniformity. We are planning to distribute our physical random numbers on CDs, and hope many persons in various fields will use them.
If one does not want to use the same random numbers many times, one can start with any other random number except the first one on a CD. When one wants to use more random numbers, one can increase the random numbers by using the shuffling method; however, we are afraid that the quality of random numbers will decline. A physical random number generation board is now commercially available. This board, which is installed in a personal computer, generates uniform random numbers by using thermal noise.
The definition of finite random numbers is not yet clear, and a unique test of randomness does not exist. We think, therefore, that real random phenomena generate the best random numbers. The results of our tests suggest what is randomness. For example, randomness always demands fluctuation in frequency distribution. Fluctuation follows a mathematical rule. It means that fluctuation should follow the chi-square distribution. Instead of the usual chi-square test, we repeat calculations of chi-square values 10,000 times, and we find that these values follow the chi-square distribution (Figure 8 ).
