We show that for k ≥ 3 even the Ω(n) 
Introduction
The Lasserre hierarchy [14] is a sequence of semidefinite relaxations for certain 0-1 polynomial programs, each one more constrained than the last. The kth level of the Lasserre hierarchy requires that any set of k original vectors be selfconsistent in a very strong way. If an integer program has n variables, the nth level of the Lasserre hierarchy is sufficient to obtain a tight relaxation where the only feasible solutions are convex combinations of integral solutions. This is because the nth level requires that the entire set of n vectors are consistent. If one starts from a k-CSP with poly(n) constraints, then it is possible to optimize over the set of solutions defined by the kth level of Lasserre in time O (n O(k) ), * This material is based upon work supported under a National Science Foundation Graduate Research Fellowship. Work for this paper was done while author was visiting Princeton University and Microsoft ResearchSilicon Valley.
which is sub-exponential for k = o(n/ log n).
The Lasserre hierarchy is similar to the Lovasz-Schrijver hierarchies [16] , denoted LS and LS+ for the linear and semidefinite versions respectively, and the SheraliAdams [19] hierarchy, denoted SA; however, the Lasserre hierarchy is stronger [15] . The region of feasible solutions in th level of the Lasserre hierarchy is always contained in the region of feasible solutions in th level of LS, LS+, and SA 1 . A more complete comparison can be found in [15] . While there have been a growing number of integrality gap lower bounds for the LS [2, 3, 20, 18] , the LS+ [5, 1, 17, 11] , and the SA [9, 7] hierarchies, similar bounds for the Lasserre hierarchy have remained elusive.
The study of these hierarchies is motivated by the success of semidefinite programs in approximation algorithms. In many interesting cases, for small constant , the th level of the Lasserre hierarchy provides the best known polynomial-time computable approximation. For example, the first level of the Lasserre hierarchy for the INDEPEN-DENTSET problem implies the Lovasz θ-function and for the MAXCUT problem gives the Goemans-Williamson relaxation. The ARV relaxation of the SPARSESTCUT problem is no stronger than the relaxation given in the third level of Lasserre. In addition, recent work by Eden Chlamtac [8] has shown improved approximation algorithms for coloring and independent set in 3-uniform hypergraphs. In [8] the Lasserre hierarchy was used to find and/or analyze the constraints which led to improved approximations. This work is unlike the aforementioned work, where it was only later realized that the approximation results could be viewed as an application of semidefinite program hierarchies.
Integrality gap results for Lasserre are thus very strong unconditional negative results, as they apply to a "model of computation" that includes the best known algorithms for several problems.
Previous Lower-Bounds Work
While this is the only work known to us on Lasserre integrality gaps, results are already known about the weaker hierarchical models for several problems, including many problems we study here.
Buresh-Oppenheim, Galesy, Hoory, Magen and Pitassi [5] , and Alekhnovich, Arora, Tourlakis [1] prove Ω(n) LS+ round lower bounds for proving the unsatisfiability of random instances of 3-SAT (and, in general, k-SAT with k ≥ 3) and Ω(n) 2 round lower bounds for achieving approximation factors better than 7/8 − ε for Max 3-SAT, better than (1 − ε) ln n for Set Cover, and better than k − 1 − ε for HYPERGRAPHVERTEXCOVER in k-uniform hypergraphs. They leave open the question of proving LS+ round lower bounds for approximating the Vertex Cover problem.
Much work has been done on Vertex Cover. Schoenebeck, Tulsiani, and Trevisan [18] show an integrality gap of 2 − ε remains after Ω(n) rounds of LS, which is optimal. This build on the previous work of Arora, Bollobas, Lovasz, and Tourlakis [2, 3, 20] who prove that even after Ω(log n) rounds the integrality gap of LS is at least 2 − ε, and that even after Ω((log n)
2 ) rounds the integrality gap of LS is at least 1.5 − ε.
Somewhat weaker results are known for LS+. The best known results are incomparable and were show by shown by Georgiou, Magen, Pitassi, and Tourlakis [11] and Schoenebeck, Tulsiani, and Trevisan [17] . The former result [11] builds on the previous ideas of Goemans and Kleinberg [13] and Charikar [6] , and shows that an integrality gap of 2 − ε survives Ω( log n log log n ) rounds of LS+. The later result shows an integrality gap of 7 6 − ε survives Ω(n) rounds. This result builds on past research which we review here as it is relevant for understanding the results of this paper.
The result of Feige and Ofek [10] immediately implies a 17/16−ε integrality gap for one round of LS+, and the way in which they prove their result implies also the stronger 7/6 − ε bound. The standard reduction from MAX 3-SAT to VERTEXCOVER shows that if one is able to approximate VERTEXCOVER within a factor better than 17/16 then one can approximate MAX 3-SAT within a factor better than 7/8. This fact, and the 7/8 − ε integrality gap for MAX 3-SAT of [1] , however do not suffice to derive an LS+ integrality gap result for VERTEXCOVER. The reason is that reducing an instance of Max 3SAT to a graph, and then applying a VERTEXCOVER relaxation to the graph, defines a semidefinite program that is possibly tighter than the one obtained by a direct relaxation of the MAX 3-SAT problem. Feige and Ofek [10] are able to analyze the value of the Lovasz θ-function of the graph obtained by taking a random 3-SAT instance and then reducing it to an instance of INDEPENDENTSET (or, equivalently, of VERTEXCOVER).
For the Sherali-Adams hierarchy, Charikar, Makarychev, and Makarychev [7] show that, for some ε, after n ε rounds an integrality gap of 2 − o(1) remains.
Other results by Charikar [6] and Hatami, Magen, and Markakis [12] prove a 2 − o(1) integrality gap result for semidefinite programming relaxations of Vertex Cover that include additional inequalities. Charikar's relaxation is implied by the relaxation obtained after two rounds of Lasserre. The semidefinite lower bound of Hatami et al is implied after five rounds of Lasserre.
It was compatible with previous results that after a constant number of rounds of Lasserre the integrality gap for Vertex Cover could become 1 + o(1).
Our Result
The main result of this paper, is a proof that, for k ≥ 3, the Ω(n)th level of Lasserre cannot prove that a random k-CSP over any predicate implied by k-XOR is unsatisfiable. From this main results it quickly follows that the Ω(n)th level of Lasserre:
• cannot prove a random k-XOR formula unsatisfiable.
• cannot prove a random k-SAT formula unsatisfiable.
• contains integrality gaps of 1/2 + ε for MAX-k-XOR
• contains integrality gaps of 1− • contains integrality gaps of 7 6 − ε for VERTEXCOVER.
• contains integrality gaps of any constant for K- UNIFORMHYPERGRAPHVERTEXCOVER.
• contains integrality gaps of Ω(1) for K-UNIFORMHYPERGRAPHINDEPENDENTSET.
In addition to the power of our result, it is also very short and simple. It extends and simplifies results in [17] and [1] . To a large extent it also explains the proofs of [10] and [17] , and can be seen as being inspired by these results.
Road Map
In Section 2 we will define notation and provide background to our results. In Section 3 we will prove the main result. In Section 4 we will state and prove the remaining results, which are corollaries of the main result.
Background and Notation
We denote the set of Boolean variables [n] = {1, . . . , n}. Let the range of variables be denoted
n . For I ⊆ {1, . . . , n}, let x I = {x i } i∈I be the projection of x to the coordinates of I. We will consider programs where each constraint is local, captured by the following definition:
Note that given a constraint C f I where f : x I → {0, 1}, we can naturally extend it to a constraint C f J where I ⊆ J and f : x J → {0, 1} by first projecting to the variables of I and then applying f . Sometimes we abuse notation and denote by C f I the set {x I ∈ x I : f (x I ) = 1}.
We say that a predicate is XOR-implied if it is implied by either parity or its negation.
For notational convenience, we will denote by C I , where x I is one in each coordinate; by C * I the constraint that is always satisfied; and by C ∅ I the constraint that is never satisfied. We will look at relaxations for two types of integer programs. In the first, we have a set of constraints, and would like to know if there is any feasible solution. In the second, we have a set of constraints and would like to maximize some objective function subject to satisfying the constraints. We formalize the notions here:
is a set of n Boolean variables x = {0, 1} n , and a set of
and a polynomial objective function M of total degree at most k such that M : x → Z is to be maximized (or minimized).
Lasserre Let x, C f I , M be a constraint maximization (or minimization) problem. Ideally, we would like to say that a solution (y 1 , . . . , y n ) in the feasible region of any level of the Lasserre hierarchy must be the convex combination of integer solutions; however, enforcing this directly is difficult. Instead we note that if
feasible integral solutions, and
If we define scalar variables
and think of (y 1 , . . . , y n ) as a probability distribution over integer solutions,
is the probability that a randomly drawn solution satisfies the constraint C f I . These vectors will satisfy all the constraints of the Lasserre hierarchy at any level. If the reader is unfamiliar with the definition of Lasserre, then it is a straightforward and useful exercise to verify this fact. 
We compare the equivalence of (C While the equations are confusing, the intuition is that the vectors define a probability distribution on any set of up to r coordinates (Equations 2, 4, and 5); that the probability distributions always satisfy the constraints (Equation 5); and that the probability distributions properly patch together (Equation 4). It is easy to check the suggested vectors satisfy all these constraints. 
So indeed we have a probability distribution.
By Equations 2 and
In applications, it is usually important that we have vectors and not simply local distributions that patch together. The fact that we have vectors gives some global orientation. The Goemans-Williamson MAXCUT algorithm generates a global cut with a hyperplane. It is not clear how to do this with a local distributions alone.
Claim 7 If Equations 2, 4 and 5 are satisfied, then Equation 3 is equivalent to requiring that ||v
PROOF: We only used Equations 2, 4 and 5 to show Claim 6. So we know that the v x I are all orthogonal and by Equation 5 additionally know that
would require double exponential time to solve the rth level. This is easily remedied by only defining vectors for the constraints C 1 I and using linear combinations of these vectors to define the remaining vectors. We present it like this for ease of notation.
Problems Studied Let P be a set of boolean predicates on k-variables. In a k-CSP-P we are given a set of predicates (or clauses) which are each taken from P. Each clause becomes a constraint, and we are asked if all the constraints can be simultaneously satisfied. In MAX-k-CSP-P we want to find the maximum number of clauses that can be satisfied.
We can define a distribution D over predicates in some P. To sample a random k-CSP-P formula with ∆n clauses, we uniformly and draw ∆n clauses from the set of 2 k n k |P| possible clauses by first uniformly and independently sample each set of k variables and the sign applied to each variable, and then draw a predicate from D.
In k-XOR we are given a set of clauses which are each of the form i∈I x i = 0/1 where |I| ≤ k. We will denote the clause i∈I x i = b by C ⊕I=b I
. Each clause becomes a constraint, and we are asked if all the constraints can be simultaneously satisfied. To sample a random k-XOR formula with ∆n clauses, we uniformly and independently draw ∆n clauses from the set of 2 n k possible clauses. In k-SAT we are given a set of clauses which are each of the form ∨ i∈I x i where |I| ≤ k. Each clause becomes a constraint, and we are asked if all the constraints can be simultaneously satisfied. In MAX k-SAT we want to find the maximum number of clauses that can be satisfied. To sample a random k-SAT formula with ∆n clauses, we uniformly and independently draw ∆n clauses from the set of 2 k n k possible clauses.
Definition 8 Give a distribution D over predicates in some
P we define r(P) to be the probability that a random assignment satisfies a predicate drawn from D.
For example, in k-XOR, D is uniformly distributed between k-parity and its negation, and r(k-XOR) = 1/2.
In VERTEXCOVER we are given a graph G = (V, E). There is a Boolean variable x i for each vertex i ∈ V . For each edge (i, j) ∈ E we have a constraint which says that both x i and x j cannot be zero. We are asked to minimize i∈V x i . In K-UNIFORMHYPERGRAPHINDEPENDENTSET we are given a k-uniform hypergraph G = (V, E). There is a variable x i for each vertex v ∈ V . For each edge (i 1 , . . . , i k ) ∈ E we have a constraint which says that not all x i1 , . . . , x i k can be one. We are asked to maximize i∈V x i . K-UNIFORMHYPERGRAPHVERTEXCOVER is the same as K-UNIFORMHYPERGRAPHINDEPENDENTSET except that for each edge (i 1 , . . . , i k ) ∈ E we have a constraint which says that at least one of x i 1 , . . . , x i k must be one. We are asked to minimize. i∈V x i .
Background Results Sufficiently dense random k-CSP formulae are far from being satisfiable as the next proposition states. Width-w resolution proves a formula ϕ unsatisfiable if it derives the clause 0 = 1. The following theorem shows that for random 3-XOR formula, even for quite large w, width-w resolution fails to produce a contradiction.
, if ϕ is a random k-XOR formula with density dn ε , then with probability 1 − o(1) ϕ cannot be disproved by width αn

1− ε k/2−γ−1 resolution nor can any variable be resolved to true or false. Furthermore, this is true even if the parity sign (whether the predicate is parity or its negation) of each clause is adversatively chosen.
Wigderson and Ben-Sasson [4] show that a variant of Theorem 11 holds for k-SAT formula. The proof of [4] extends to show Theorem 11 using standard techniques. We include a proof in the full version.
k-CSPS OVER XOR-IMPLIED PREDICATES
We now present the main theorem of the paper. This theorem implies integrality gaps for XOR-implied k-CSPs because the Lasserre relaxation cannot refute that all clauses can be simultaneously satisfied, but, in fact, at most r(D) + δ clauses can be simultaneously satisfied. Notice that an algorithm that simply guesses a random assignment would expect to satisfy an r(D) fraction of clauses in expectation. In particular this theorem shows that with high probability a random k-XOR formula cannot be refuted by Ω(n) rounds of Lasserre which gives an integrality gap of 1/2+ε for Ω(n) rounds of Lasserre for MAX k-XOR. Also, this theorem shows that with high probability a random 3-CNF formula cannot be refuted by Ω(n) rounds of Lasserre which gives an integrality gap of 7/8 + ε for Ω(n) rounds of Lasserre for MAX k-SAT.
Theorem 12 Let D be a distribution over a set of XORimplied k-CSP predicates P. Then for every δ, γ, d > 0 and
Theorem 12 follows almost immediately from Theorem 11, Proposition 9, and the following Lemma. 2δ 2 + 1. We can write ϕ as a k-XOR formula ϕ XOR so that ϕ XOR ⇒ ϕ. Now the Lasserre relaxation for ϕ XOR is strictly tighter than that for ϕ. Let α be as guaranteed in Theorem 11 using k, d, γ, and ε as inputs so that by Theorem 11 we know that with probability 1 − o(1) it is the case that ϕ XOR cannot be disproved by width-α n rounds of Lasserre. Because the Lasserre relaxation for ϕ XOR is tighter than that for ϕ XOR it must be the case that ϕ cannot be proven unsatisfiable by Lasserre either.
Lemma 13 (Main Lemma) If a k-XOR formula ϕ cannot be disproved by width-w resolution, then the
Lemma 13 is the main original technical contribution of this work. In the rest of this section we first provide some intuition for the proof of Lemma 13 and then provide its proof.
For a first attempt to prove the lemma we can observe that for any particular set I of at most w/4 variables, we can construct vectors for all C f I as follows: 1) Run bounded width resolution to derive a set of constraints that any satisfying assignment must satisfy. 2) Consider the set SAT I where SAT I = {x I ∈ x I : x I satisfies all the constaints derived by the resolution whose support is contained in I}. Randomize over SAT I and construct the vectors as we saw in Equation 1 . These vectors will satisfy the Lasserre Equations 2, 3, and 5; however, these vectors will fail miserably to satisfy Equation 4 of the Lasserre constraints. We have set up valid local distributions; however, these distribution do not patch together consistently. The problem is that when the take the dot product of v x I and v x J , the values in each coordinate mean something completely different.
To remedy this misalignment we design a space of equivalence classes of XORs of at most w/2 variables which we will use to index the coordinates of each vector. We will say that i∈I x i ∼ j∈J x j if for all assignments that satisfy the derived resolution clauses, i∈I x i determines i∈J x i and vice versa. For example, if ϕ contained the clause
is, x 3 must be the opposite. With some ∼ equivalent clauses, fixing one clause automatically fixes the ∼ equivalent clause to the opposite value (as above). With other ∼ equivalent clauses, fixing one clause automatically fixes the ∼ equivalent clause to the same value. Using this fact, we can split each equivalence class of ∼ equivalent clauses into two parts, so that the ∼ equivalent clauses in each part always fix each other to the same value, and ∼ equivalent clauses in opposite parts always fix each other to the opposite value. We can arbitrarily label one part + and the other −. There is a bijection between the set SAT I and the equivalence classes of i∈J x i where J ⊆ I, because, intuitively, each time resolution derives a new relation, the dimension of each of these sets is reduced by 1.
Finally, for each x I ∈ SAT I we construct a vector where each coordinate is indexed by the ∼ equivalence classes we just produced. This vector is ± 1 |SAT I | in each equivalence class that contains an set J ⊆ I, and is 0 elsewhere. The sign is + if x I agrees with the + side of the equivalence class and − otherwise. If we project onto only the non-zero coordinates, then the mapping of our previously constructed vectors (that failed to satisfy Equation 4) to these new vectors is simply a rotation. This implies that all the Lasserre equations that were previously satisfied will still be satisfied. This rotation is similar to taking a Fourier transform. If any two distinct vectors v x I and v x J disagree in any nonzero location, they disagree in exactly 1/2 of the places and are orthogonal. Otherwise the signs agree in every non-zero coordinate. These facts allow us to show that these vectors do satisfy Equation 4 of the Lasserre constraints.
We will now prove Lemma 13.
PROOF:[Lemma 13]
Construction of Vectors We first define a set C which later will be used to index the coordinates of the vectors.
Let ϕ be a k-XOR formula that has no width-w resolution. Let res-C be the collection of clauses generated by width-w resolution running on ϕ. By the hypothesis of the Lemma we are guaranteed that we cannot derive a contradiction. 
|w/2| be the XOR functions fixed by res-C, that is I ∈ F ⇔ ∃b ∈ {0, 1} where C ⊕I=b I ∈ res-C. Consider the set C = S |w/2| /F -that is I ∼ F J ⇔ I∆J ∈ F . For each equivalence class [I] ∈ C, we arbitrarily choose some I 0 ∈ [I] (for notational convenience, we always choose ∅ ∈ [∅]). We define a function π : S |w/2| → {+1, −1} such that
Claim 14 ∼ F and ∼ res-C are equivalence relations and π is well defined. If we interpret S V as a group under the action of symmetric difference, then F V is a subgroup of S V . We can then consider the group
Consider the natural bijection between x V and S V where x V ∈ x V is considered as a function that XORs the non-zero bits of x V . Then we can move freely between those two spaces, so it makes sense to write
be the equivalence class of ∅ in S V /F V , and letx V ∈ x V be a satisfying assignment to all the clauses in (res-C) V . Then for
We now define the vectors. Let |I| ≤ w/4. If x I ∈ SAT I , v x I = 0. Otherwise:
where the range of the coordinates is [J] ∈ C Recall that v x I is the constraint in x I that is only satisfied on input x I .
Intuitively, each vector v x I is non-zero exactly in the coordinates corresponding to [J] ∈ S I /F I . The sign of each non-zero coordinate [J] ∈ S I /F I corresponds to the evaluation of ⊕ j∈J x j (and the π(K) terms makes the vectors well defined).
We obtain the vectors for other constraints by taking linear combinations of these vectors. 
Proof that constructed vectors satisfy Lasserre constraints
To show that Equations 2 and 3 are satisfied, we use the following claim. 
Claim 16
We can use this [K] to show that the signs of v x I and v x J differ on exactly half of the coordinates of S I /F ∩ S J /F and thus
). But because we simply permuted the coordinates, we know that the number of agreements (and respectively disagreements) in the first list are the same as the number of agreements (and respectively disagreements) in the second list. And so, the number of agreeing and disagreeing coordinates are equal. Now assume that
If we view S I /F and S J /F as subgroups of S I∪J /F we see that 
Extensions
We now mention the corollaries of Theorem 12 and its proof.
Corollary 17 For every ε, there exists some constants α ≥ 0, such that the αn level of Lasserre, an integrality gap of 7 6 − ε for VERTEXCOVER persists.
The idea of the proof is to rewrite a 3-XOR formula ϕ as a vertex cover problem on a graph G ϕ using the standard FGLSS reduction. We will do it in such a way that any vectors that satisfy the Lasserre relaxation for the 3-XOR instance ϕ will also satisfy the vertex cover Lasserre relaxation for G ϕ .
To prove this corollary, we use the following lemma which states that for a certain type of transformations most of the Lasserre constraints continue to be satisfied: 2) For PROOF: Let ε = 1 2c and let ∆ be such that (1 − ε) ∆ ≤ ε e . Let H be a random uniform hypergraph with ∆n edges. By proposition 20 we know that with high probability H has no independent set of size εn. We now must show that there exists a good solution to the Lasserre relaxation.
We note that the CSP instance is x, C The proof of Corollary 19 is very similar to that of Corollary 21, we omit it due to space but prove it in the full version.
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Conclusion
We have shown the first known integrality gaps for Lasserre. On the one hand you can see the main theorem (Theorem 12) as showing gaps for problems that are already known or thought to be NP-hard. We say that a predicate A is approximation resistant if, given a constraint satisfaction problem over A predicates, it is NP-hard to approximate the fraction of such predicates which can be simultaneously satisfied better than the trivial algorithm which randomly guesses an assignment and returns the fraction of predicates it satisfies. In [21] , Zwick shows that the only 3-CPSs which are approximation resistant are exactly those which are implied by parity or its negation. So, for k = 3, the main theorem applies exactly to those problems which we already know are NP-hard.
On the other hand, the main theorem applies to results that are known to be in P. Deciding if a k-XOR formula is satisfiable is equivalent to solving a set of linear equations over F 2 , which can be done with Gaussian elimination.
