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Introduction
Visible light communication (VLC) based on light emitting diodes (LEDs) is a promising technology for indoor wireless access [1] [2] [3] . To overcome the multipath distortion caused by reflections from different sources inside a room and enhance the communication efficiency, the optical orthogonal frequency division multiplexing (OFDM) has been widely adopted in VLC systems [4] [5] [6] [7] . However, the high peak to average power ratio (PAPR) associated with the OFDM signals is one of the main limitations for VLC systems due to the constraints on the average radiated optical power and the limited dynamic range of the front-end devices, like digital to analog converters and power amplifiers [8] . High PAPR makes the VLC system more susceptible to non-linear distortions and consequently drastically degrade the system's performance [9] [10] [11] . Figure 1 shows an overview of the DCO-OFDM transmitter and receiver structure based on the proposed ESLM-AE scheme. Different from the conventional DCO-OFDM system, an AE is applied in the whole model. AE is a special neural network which can represent the mapping from the input to itself because of universal approximation theorem [27, 28] . The neurons in the hidden layer of autoencoder can be considered as a coding representation of input. Figure 1 shows an overview of the DCO-OFDM transmitter and receiver structure based on the 94
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(ESLM-AE) structure, where S/P, P/S, and PD denote serial-to-parallel converter, parallel-to-serial 110 converter, and photodetector, respectively.
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Fourier transform using Equation 1 . 128 Figure 1 . An overview of the DC-biased optical orthogonal frequency division multiplexing (DCO-OFDM) system with the autoencoder network combined with extended selected mapping methods (ESLM-AE) structure, where S/P, P/S, and PD denote serial-to-parallel converter, parallel-to-serial converter, and photodetector, respectively.
In our scheme, the input signals are firstly fed into the encoder and phase rotator modules before Hermitian symmetry and inverse fast Fourier transform (IFFT) to get the in-phase and quadrature (I-Q) constellation mapping and generate the alternative output sequence. The outputs of IFFT are then converted into unipolar by adding DC bias and clipping. Signal clipping is performed in order to fit the real time-domain OFDM symbols into a limited range of the LED. In the optical channel, the transmitted signals are influenced by the noise sources in a real scenario. At the receiver side, phase recovery and the decoder part aim to recover the distorted signals. The network can be trained with the lowest PAPR and BER.
It is assumed that the OFDM signal is transformed by 2N subcarriers. Let x, f (x) and g(x) be the input of encoder, encoder, and decoder of the AE, respectively. According to the DCO-OFDM system, the transmitted data stream is mapped into complex-value symbols. As shown in Figure 1 , after serial to parallel conversion, the input data sequence is divided into 2N messages x, where
T . Then x is mapped into I-Q constellation according to the encoder part which will be detailed discussed in Section 2.2. We define the output of the encoder X = f (x), where X ∈
2N
consists of 2N real values and among them pairwise combination in a certain order forms N complex symbols
However, the classic AE is only designed to minimize the BER. In practice, the transceiver usually suffers from a high PAPR. To mitigate the high PAPR, each A k , k = 0, 1, · · · , N − 1, is multiplied by a phase factor a k which can be expressed as A k = A k · a k , where a k = e jψ k and ψ k ∈ [0, 2π) [29] . For the VLC-OFDM system, the intensity modulation requires the transmitted signals of the LED to be nonnegative and real-valued [5] . Thus, Hermitian symmetry is imposed on A k to form the frequency domain OFDM symbols S = A 0 , A 1 , · · · , A N−1 , A N−2 * , · · · , A 1 * and the DC components
This results in a 2N-point IFFT output of the OFDM symbols. Subsequently the time domain OFDM signal can be obtained by feeding S(k), k = 0, 1, · · · , 2N − 1, into an inverse discrete Fourier transform using Equation (1) . where n = 0, 1, · · · , 2N − 1. Consequently, the PAPR of the DCO-OFDM signal is calculated using Equation (2) .
where n = 0, 1, · · · , 2N − 1. When the high amplitudes of different subcarriers with the same phase appear at the same time, the high PAPR will appear. Complementary cumulative distribution function (CCDF) is used to denote the probability that the PAPR of signals will exceed a given threshold value, PAPR 0 , i.e., CCDF = Pr(PAPR > PAPR 0 ). After the parallel to serial conversion and adding a cyclic prefix (CP), the DC bias and clipping are added to the time-domain discrete signals s(n) to ensure all the signal amplitudes are nonnegative. In VLC systems, the transmitted signal has to be constrained in the linear range due to the nonlinear characteristics of LED [30] . Accordingly, s(n) is subjected to amplitude clipping at given upper (ξ upper ) and lower (ξ lower ) levels before fed into LED. Assume the linear range of LED is 0, 2ξ upper and the symmetric clipped signal of s(n) is given in Equation (3) [31] .
where n = 0, 1, · · · , 2N − 1. We define ξ upper = −ξ lower = γ E |s(n)| 2 and γ is referred to the clipping ratio. To assure a steady light intensity and maximize the modulation depth, the DC bias is set as B DC = ξ upper , Then the DCO-OFDM signals fed into LED are expressed as Equation (4).
where n = 0, 1, · · · , 2N − 1. Essentially, clipping noise will degrade the performance of the DCO-OFDM system due to the non-linear distortion. Subsequently the unipolar signal drives the LED to converts the electrical signals to the optical signals. In the optical channel, the line-of-sight (LOS) links are assumed to dominate over all multipath components from the wall and ceiling reflections. The received signal is influenced by the noise sources in a real scenario. The dominant noise source in an indoor wireless optical channel is the ambient light induced shot noise [32] , which is modeled as the additive white Gaussian noise (AWGN) given
T . It has been considered that there is no additional clipping introduced by the photodetector (PD). Thus, after converting the optical signals to electrical signals using PD, the received signal, y = [y 0 , y 1 , . . . , y 2N−1 ] T can be computed using Equation (5) .
where x DCO is the vector of DCO-OFDM signal x DCO (n), q is the channel response, Z is AWGN with zero mean and variance of δ 2 Z and ⊗ denotes the convolution operation. We assume that the channel state information is perfectly known in advance.
Then a reverse process can be implemented to demodulate the data. After removing the DC bias, the corresponding vector y passes through the fast Fourier transform (FFT) operation. A simplified representation of the output Y is shown in Equation (6) . where Q denotes the effects of the optical channel and ε is the noise at the receiver. Finally Y is transformed to the decoder g(Y), which functions as the constellation mapper to get the recovered symbolx.
The ESLM-AE PAPR Reduction Scheme
The neural network, which is an important statistic tool, can be used for describing the relationship between the input and the output. Its parameters can be determined automatically using backpropagation given a particular loss function. The proposed ESLM-AE uses an AE structure combined with ESLM method to mitigate the high PAPR issue of DCO-OFDM signals.
Autoencoder Network
In our scheme, an AE network is applied to the DCO-OFDM system to optimize the end-to-end performance.
Usually a feedforward neural network(NN) with L layers describes a mapping
Where f (r −1 ; θ ) : R N −1 → R N is the mapping carried out by the th layer and θ = {θ 1 , . . . , θ L } is used to denote the set of all parameters of the network. The th layer is called dense or fully-connected (FC) layer if f (r −1 ; θ ) has the form
Where W ∈ R N × R N −1 , b ∈ R N , are the weights and bias for the th layer respectively. ρ(·) is an activation function and the set of parameters for this layer is θ = {W , b }.
For the classic AE, its expected output is the input, which is different from other neural networks. Therefore, the AE can be trained from scratch without supervision, and a multilayer network can represent a mapping from the input to the expected output, identity as the input. The AE has been applied in many communication fields such as channel encoding and decoding, channel compensation and modulation recognition [22] [23] [24] .
A brief illustration of the proposed AE system is shown in Figure 2 [20] . The transmitter part is called the encoder and it maps the input signals into the I-Q constellation. We assume both encoder and decoder are composed of L f = L g = 3 sub-blocks. Each of the sub-blocks is composed of dense layer, batch normalization (Batchnorm), activation function and dropout.
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A brief illustration of the proposed AE system is shown in Figure 2 [20] . The transmitter part is 184 called the encoder and it maps the input signals into the I-Q constellation. We assume both encoder 185 and decoder are composed of Let r f be the input of the th dense layer of the encoder and the output can be expressed as are the scaling and shift factors, respectively. ν = 0.001 is a constant which prevents the division by zero [22] . Then the normalized value is fed into the activation function to make the data features nonlinear. The activation functions used in our scheme are the rectifier linear unit (ReLU) [33] and sigmoid [34] which are defined as max h f norm , 0 and
respectively. In the encoder part the activation function used in each of the sub-blocks is ReLU. Finally, dropout is used for addressing the overfitting problem for the proposed AE network, which has large number of parameters. The key idea is to randomly drop units from the neural network during training, which significantly reduces overfitting and gives major improvements over other regularization methods [35] .
As is shown in Figure 2 , the output of the encoder is then transmitted to the simulated channel and decoder. Decoder has a similar structure as the encoder network. The only difference is the activation function of the last sub-block is sigmoid. It aims to recover the original binary information from the distorted signal after the complicated channel transmission.
Mathematically, the output of the encoder can be expressed as Equation 9 [22] .
where
are the weights and bias for the L f th dense layer of the encoder respectively. Similarly, the output of the decoder can be expressed as Equation (10) .
where W g Lg and b g Lg are the weights and bias for the L g th dense layer of the decoder respectively. As mentioned, the noise channel could distort the signal during the transmission. The AE aims to find an adequate encoding and decoding strategy to eliminate the complex optical channel and noise interference. To achieve the objective, the first network loss function can be set as the reconstruction error given in Equation (11) .
For the training of the AE, the stochastic gradient descent (SGD) [33] optimization method is popular used which starts with some random initial values of θ = θ 0 and update θ iteratively as
where λ > 0 is the learning rate, θ denotes parameters of the AE and ∇ θ denotes the Gradient operation
Extended Selected Mapping Technique
For the DCO-OFDM, a high signal peak value implies a need for a large DC bias that causes serious degradation of the system's power efficiency. Therefore, inspired by SLM, a reduction scheme, named extended Selected Mapping method is given in this section.
The Selected Mapping (SLM) method is one popular scheme to reduce the PAPR, because it is simple to implement without introducing any distortion to the signal and it can be used with any subcarrier number and modulation style [36] . The principle is that u copies of the complex data
The corresponding time domain data vector after IFFT is shown in Equation (13) .
where n = 0, 1, · · · , N − 1. The objective of the SLM technique is to determine the transmitted c u n using Equation (14) [29] .
To improve the PAPR reduction performance of the SLM scheme, the SLM technique requires an increase in the number of phase sequences. However, the computational complexity of the SLM scheme linearly increases as the number of phase sequences increases. The alternative method is an extensive search for the optimal sequence that achieves the minimum PAPR. Consequently, in the SLM, the PAPR reduction is primarily dependent on the chosen phase sequence candidates [37] .
In this paper, we extended the SLM technique to AE to get the adaptive phase sequence shown in Figure 3 . Each phase factor a k of A k no longer needs to be artificially arranged since it can be trained and continuously optimized in the deep learning network. Simultaneously, in the test, once the phase sequence is determined, the calculation of the IFFT is needed only once.
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To reduce PAPR value, we define the second loss component Loss 2 (x) which is given as Equation (15).
Based on simulation, the Loss 2 (x) is helpful to reduce the high PAPR and lower distortion will in turn improve the BER performance in the training process. Considering the two factors, we use a hyperparameter η to balance the two different loss components. Thus, the total loss function can be expressed in Equation (16) .
Notice that each phase factor a k of A k can be trained in terms of ∂Loss ∂a k based on the propagation algorithm [39] .
Results and Discussion
In this section, simulation results are presented to demonstrate the PAPR and BER performances of the proposed scheme in different channels. The parameters of the network are shown in Table 1 . In the training of the proposed network, a total of 64,000,000 independent random bits are used for training, 12,800,000 bits for validation and 12,800,000 bits for testing, respectively. Taking SNR = 15 dB for an example, the corresponding average PAPR and BER results of training set, validation set, and test set are given in Table 2 . Note that all the following simulation and discussion of the proposed ESLM-AE and AE schemes are based on the results of test set. Table 2 . Results Comparison of the training set, validation set and test set. For comparison, we also investigate the performances of other PAPR reduction schemes such as basic AE network without ESLM method, classical SLM [41] using U = 128, B DC = 7 dB and amplitude clipping [30] with a different clipping ratio γ. All the simulation results are taken from 100000 OFDM symbols, and 4-quadrature amplitude modulation is adopted. The number of phase sequences for SLM considered here are significantly high to maintain the SLM performance depicted here close to the upper-bound on the scheme's performance. The schemes are listed as follows:
Results
Average PAPR BER
Clipped DCO-OFDM and Clipping with clipping ratio γ refer to the conventional DCO-OFDM sample values which are larger than the upper levels or less than the lower levels are directly upper or lower clipped without any other recovery methods.
ESLM-AE and AE with clipping ratio γ refer to the ESLM-AE and AE sample values are symmetrically clipped similar to the direct upper and lower clipping implementation.
To compare the computation complexity of SLM and the proposed ESLM-AE, the Big O notations of the two methods are given below. For SLM with U groups of phase factors. For each group, the most time-consuming part is the process of the IFFT, with time complexity of O(N 2 ), where N is the number of subcarriers. To select the best phase factor for PAPR reduction, the time complexity of the SLM algorithm is O(UN 2 ), where U is the total number of phase vectors. For the ESLM-AE algorithm, the training process is offline. Once the network weights are determined, when new messages come, only the forward propagation of network are needed. Assume there are L f hidden layers in encoder network, and L g hidden layers in the decoder network. All the hidden layers are assumed to have M neurons. The computation complexity of encoder network is O(2
Similarly, the computation complexity of decoder network is O(2 * N * M + (L g − 1) * M * M). In the ESLM-AE, the phase factor is also determined in the training phase, and only one IFFT is needed to be computed which computation complexity is O(N 2 ). Therefore, the computation complexity of
In practice, U, N and M are in the same scale. The time complexity of original SLM is O (N 3 ) , while the time complexity of ESLM-AE is O(N 2 ), the same as the clipping method.
PAPR Comparison
First, we evaluated the PAPR performance of the presented system compared to AE, SLM, DCO-OFDM with different clipping ratio γ and the DCO-OFDM with no PAPR reduction scheme. CCDF curves are presented to illustrate the PAPR comparison results depicted in Figure 4 . It can be observed from Figure 4 that the PAPR of the proposed ESLM-AE method outperforms other methods with a PAPR reduction gain of 10.8 dB compared to DCO-OFDM, while the SLM U = 128 gives the least PAPR reduction gain of 4.9 dB. To reach a CCDF of 10 −3 , for example, the PAPR is 2.5 dB for the ESLM-AE, 3.1 dB for the AE, 8.2 dB for the SLM U = 128, 5.7 dB and 6.0 dB for the clipped N is the number of subcarriers. To select the best phase factor for PAPR reduction, the time 278 complexity of the SLM algorithm is
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PAPR Comparison 290
First, we evaluated the PAPR performance of the presented system compared to AE, SLM, DCO-291 OFDM with different clipping ratio  and the DCO-OFDM with no PAPR reduction scheme. DCO-OFDM with γ = 1.2 and γ = 1.5. Additionally, the AE method exhibits a higher PAPR than the proposed ESLM-AE, because the ESLM-AE signals are jointly processed with the extended SLM technique in the deep learning network. Therefore, the proposed ESLM-AE method enjoys a significant PAPR reduction in terms of CCDF, which can diminish the linearity requirement of the LED.
BER Analysis
Then, we investigated the BER performance of the DCO-OFDM system when the optical channel is assumed to be a LOS channel modeled by an AWGN channel. As seen in Figure 5 , the comparison results show that the proposed scheme can result in a lower BER compared to the conventional methods in the whole SNR range. At BER =10 −3 , the SNR requirements of the ESLM-AE are 4 dB, 4.7 dB and 7 dB less than that of the SLM U = 128, B DC = 7dB, clipped DCO-OFDM γ = 1.5 and clipped DCO-OFDM γ = 1.2 respectively. Additionally, the BER performance of ESLM-AE and AE is almost same. Since the error due to the clipping results in an increased BER in the DCO-OFDM at high SNR values, a larger DC Bias and a lower BER are achieved by using the proposed scheme in the high SNR range.
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In VLC systems, the channel is generally modeled as a multi-path propagation environment. 320
Consequently, in our scenario, Rician distribution is taken into account to simulate the multipath 321 effects with the LOS path to be dominant [42] [43] [44] . The Rician K-factor gives the ratio of the squared 322 signal power of the LOS link over that of the signal from the non-LOS link [45] . Here 1 and 5 K  is 323 taken into consideration and the BER performance of the proposed method with Rician effects and 324 AWGN is given in Figure 6 . Notably compared to SLM 128 U  , signal deterioration of the proposed 325 ESLM-AE scheme is much smaller. Simultaneously, the system inside an environment with Rician 326 fading  5 K needs an additional 2.8 dB SNR in order to obtain the same performance (
as when it operates inside an AWGN channel due to the multipath fading. With the increase of K , 328 In VLC systems, the channel is generally modeled as a multi-path propagation environment. Consequently, in our scenario, Rician distribution is taken into account to simulate the multipath effects with the LOS path to be dominant [42] [43] [44] . The Rician K-factor gives the ratio of the squared signal power of the LOS link over that of the signal from the non-LOS link [45] . Here K = 1 and 5 is taken into consideration and the BER performance of the proposed method with Rician effects and AWGN is given in Figure 6 . Notably compared to SLM U = 128, signal deterioration of the proposed ESLM-AE scheme is much smaller. Simultaneously, the system inside an environment with Rician fading K = 5 needs an additional 2.8 dB SNR in order to obtain the same performance (BER =10 −4 ) as when it operates inside an AWGN channel due to the multipath fading. With the increase of K, the probability of encountering a deep fade reduces. On the contrary, if K decreases, the dominant path degenerates in amplitude. When K is reduced to 0, the Rician distribution reverts to Rayleigh.
Simultaneously, a comparison with the experiment results is carried out to verify the BER performance of the proposed system under a diffused optical wireless (DOW) channel. The DOW channel is modeled by the sum of a set of positive taps as Equation (17) [46].
where q(t) is the channel impulse response at the time slot t, p n and τ n are the amplitude and time delay of the nth path, V is the number of channel taps. 
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The diffuse fading follows the exponentially decaying and ceiling bounce models as described 341 in [47] for DOW channels. In the simulation, 32-sample long CP is inserted. We set  11 V and 342 suppose that the time delay is uniformly distributed from 2 to 20 ns. Figure 7 demonstrates the 343 improvement in the BER performance by adopting the proposed scheme under the DOW channel.
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Note that the results in Figure 6 are achieved by setting a CP larger than the multipath delay where 345 no inter-symbol interference (ISI) exists. Numerically, the BER of the proposed ESLM-AE scheme can 346 reach and even be less than the order of magnitude of 3 10 , which is much better than the clipped 347 DCO-OFDM and SLM methods, although the BER performances of all schemes degrade due to the 348 multipath fading.
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To demonstrate the influence of ISI, we set a shorter CP of 4-samples while the maximum delay 350 of the multipath channel is 11. Figure 8 gives the comparison of BER performance of the above 351 methods in DOW channel with and without ISI. SLM  128 U and clipping ratio   1.5 are 352 adopted in the simulation. We can observe that the proposed scheme can even adapt to the ISI with 353 only smaller performance degradation than the curve without ISI. That is because trainable 354 parameters of the network can be used to compensate the multiple effects of the optical channel.
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This paper proposes an ESLM-AE network to reduce the PAPR value for the DCO-OFDM 379 system without reducing the BER performance. The constellation mapping and de-mapping of the 380 symbols and phase factor of each subcarrier are trained adaptively using a combined loss function of 381 the AE with two different loss components. The simulation results show that our proposed scheme 382 significantly outperforms conventional schemes in terms of both the PAPR and BER. By using our 383 proposed technique, a distinct PAPR reduction of more than 10 dB is achieved for the VLC system, 384 which significantly relieves the linear requirement of the front-end devices. Moreover, the decrease 385 in the PAPR transforms to a BER performance gain both in the LOS channel and the DOW channel. 386 
Conclusions
This paper proposes an ESLM-AE network to reduce the PAPR value for the DCO-OFDM system without reducing the BER performance. The constellation mapping and de-mapping of the symbols and phase factor of each subcarrier are trained adaptively using a combined loss function of the AE with two different loss components. The simulation results show that our proposed scheme significantly outperforms conventional schemes in terms of both the PAPR and BER. By using our proposed technique, a distinct PAPR reduction of more than 10 dB is achieved for the VLC system, which significantly relieves the linear requirement of the front-end devices. Moreover, the decrease in the PAPR transforms to a BER performance gain both in the LOS channel and the DOW channel. The proposed scheme is a primary study on the application of deep learning networks in VLC systems. Its simulation results are very promising, and we are working on its implementation in digital signal processing It can give insights on combining a deep learning framework with conventional communication methods for different applications.
