In this article we study the estimation method of nonparametric regression measurement error model based on a validation data. The estimation procedures are based on orthogonal series estimation and truncated series approximation methods without specifying any structure equation and the distribution assumption. The convergence rates of the proposed estimator are derived. By example and through simulation, the method is robust against the misspecification of a measurement error model.
Introduction
Let Y be a scalar response variable and X be an explanatory variable in regression. We consider the nonparametric regression model ( )
where ( ) 
which is always satisfied if, for example, W is a function of X and some independent noise (see e.g. [1] ). Recently, several approaches to statistical inference based on surrogate data and a validation sample are available (see, for example, [1] , [3] - [12] and among others). But these approaches do not applicable for handling nonparametric regression measurement error model with the availability of a validation data set. Actually, the models considered by the above referenced authors are some parametric or semiparametric models, and the model (1) is a nonparametric one. With the help of validation data, [13] , [14] and [15] developed estimation methods for the nonparametric regression model (1) with measurement error. However, [13] assumes that the response Y but not the covariable X is measured with error; The method proposed by [14] cannot be extended to the subject assume explanatory variable X is a vector; The approach proposed by [15] is too complicated to calculate.
In this paper, without specifying any structural equations, an orthogonal series method is proposed to estimate g with the help of validation data. As explained in Section 2, we estimate g by solving the following Fredholm equation of the first kind,
Here, we propose orthogonal series estimator of T using the validation data. Using a similar approach, we estimate m based on primary data set. Then an estimator of g is obtained by Tikhonov regularization method. This paper is arranged as follows. In Section 2, we define an orthogonal series estimation method. In Section 3, we state the convergence rates of the proposed estimator. Simulation results are reported in Section 4 and a brief discussion is given in Section 5. Proofs of the theorems are presented in Appendix.
Model and Series Estimation

Model
Recall model (1) and the assumptions below it. Assume that in addition to the primary data set consisting of N independent and identically distributed obser- 
:
So that Equation (4) is equivalent to the operator equation
According to Equation ( 
where the penalization term 0 α > is the regularization parameter.
We define the adjoint operator
. Then the regularized solution (6) is equivalently:
Orthogonal Series Estimation
In order to estimate the solution (7), we need to estimate T , T * and m . In this paper, we consider the orthogonal series method. Under some regularity conditions in Section 4.1, the density function 
, and 
The integer K is a truncation point which is the main smoothing parameter in the approximating series, and kl d and k m represent the generalized Fourier coefficients of XW f and m, respectively.
Note that
respectively. The operators T and T * can then be consistently estimated by
Conclude that, the estimator of ( ) 
Theoretical Properties
The main objective of this section is to derive the statistical properties of the estimator proposed in Section 2.2. For this purpose, we assume:
The joint density of ( ) We then obtain the following result (see [18] 
In ( 
Simulation Studies
In this section, we conducted simulation studies of the finite-sample performance of the proposed estimators. First, for comparison, we consider the standard Nadaraya-Watson estimator base on the primary dataset ( ) case, 500 simulated data sets were generated for each sample size of ( ) , n N . To implement our method (9), the regularization parameter α and truncating parameter K should be chosen. Here, we estimate α and K by minimizing the following two-dimensional cross-validation score selection the estimator ĝ α outperforms ˆN g . Also, the performance of ĝ α improves (i.e., the corresponding RASEs decrease) considerably as the sample sizes increases. For any nonparametric method in measurement error regression problem, the quality of the estimator also depends on the discrepancy of the observed sample. That is, the performance of the estimator depends on the variances of measurement error. Here, we compare the results for different values of δ ρ . As expected, Table 1 shows that the effect of the variances on the estimator performance is obvious.
Discussion
In this paper, we have proposed a new method for estimating non-parametric regression models when the explanatory variable is measured with error under the assumption that a proper validation data set is available. The validation data set allows us to estimate joint density XW f of the true variable and the surrogate variable via an orthogonal series method. In practice, our proposed method can be extended to multidimensional cases in which X may be a p-variate explanatory variable. When the dimension of X and hence of W is large, the curse of dimensionality may occur because of the multivariate density estimation of XW f . In this case, exponential series estimator proposed by [19] ensures the positiveness of the estimated density. After obtaining the exponential series estimator of XW f , we can obtain results similar to those in the previous sections. Asymptotic theory in this setting still needs to be pursued in the further 
According to the proof of Lemma 7.1, under Assumptions 3(2) and 4, we can show that ( ) 
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Combining (11), (12) and (13) gives the desired result of Theorem 3.1.
Proof of Corollary 3.1. By Theorem 3.1, the proof of Corollary 3.1 is straightforward and is omitted.
