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conjecture that the same holds for the data in [8] . If assumptions about approximate normal distribution do not hold then we need to resort to less powerful non-parametric tests and working with ordinal/rank-order data instead of interval or ratio data. However, using non-parametric statistics with a low number of algorithms (k) and problems (N) might also be very risky. For example, the Friedman test is appropriate when K > 5 and N > 10 [3] . For these reasons, some researchers advocate the usage of parametric test with some adjustments when assumptions for parametric test are violated (e.g., claiming bigger Type I Error) [7] )." In our case, as a reader will notice, we are dealing with a small number of problems N as well, while on the other hand assumptions for parametric tests do not always hold. Due to the aforementioned reasons we will apply both, parametric and non-parametric, tests. It is shown in these particular cases that the results from both tests are mostly the same and that selection between parametric and non-parametric statistical tests was not crucial. The same conclusions were achieved also in [7] .
Since the results for mean and standard deviations were presented in [2] and [8] the parametric z-Test [1] is suitable for showing statistical significance when data are normally distributed. The null hypothesis states that the mean values are equal (H 0 :
, whilst an alternative hypothesis states that the mean values are not equal (H 1 : µ 1 = µ 2 ). The z-value is calculated by Eq. 2.
3 where Y i represents the i-th sample mean, σ i the standard deviation of the i-th sample, and n i the number of independent runs of the i-th sample. From the z-value the p-value is computed by Eq. 3.
When data are not normally distributed we can apply the Wilcoxon signed-rank non-parametric test [9] , which is a common method for comparing two algorithms over multiple data sets. The Wilcoxon test ranks the differences in performances of two algorithms for each problem by absolute values and then compares the ranks between the positive and the negative differences. The difference of the two algorithms on ith problem is denoted by d i . The R + is the sum of ranks for problems on which the second algorithm outperformed the first (where detected difference in performances is positive), the R − is the sum of ranks for problems on which the first algorithm outperformed the second (where the detected difference in performances is negative).
The ranks of differences that equal 0 are split evenly among the sums (Eq. 4).
The statistics z (Eq. 5), where T is the smaller of the sums, T = min(R + , R − ), is normally distributed approximately.
Statistical analysis for constrained problems
Since, the raw data from Tables 1 and 2 mostly failed the Kolmogorov-Smirnov test [7] for normality of distribution (only in the case of T LBO s1 of Since, the raw data for Tables 1 and 2 have mostly failed the Kolmogorov-Smirnov test [7] for normality of distribution, some might argue that the aforementioned adjustments are not appropriate. Hence, we have applied also the Wilcoxon signed-rank non-parametric test [9] , which is a widely used method (e.g., [5, 6] ) for the comparison of two algorithms over multiple data sets and we also applied it on f 1 and f 4 (Tables 7 and 8 ). Note that the number of problems is probably too small (N = 4)
for reliable non-parametric tests. From both non-parametric Wilcoxon's tests we could not reject the null hypothesis, and the results between [2] and [8] are insignificantly different (p − value = 1 for f 1 and p − value = 0.0679 for f 4 ). it still provides reliable information in spite of the fact that test assumptions have been violated [7] . The results of z-Test are presented in Table 9 , where it can be seen Since not all data were normally distributed, the aforementioned adjustment and statistical tests can be accepted at 95% confidence level.
Due to the fact that the raw data for Table 3 in few cases did not passed KolmogorovSmirnov test [7] for normality of distribution some might argue that the aforementioned adjustments are not appropriate. Hence, we have also applied Wilcoxon's non-6 parametric tests for the optimization problems under discussion (Table 10) . From this non-parametric test, again we cannot reject that the null hypothesis and results between [2] and [8] are insignificantly different (p − value = 0.0929). We performed a statistical z-Test [1] on those functions having the more different results (e.g., Rosenbrock and Ackley) after checking normal distribution of data, which do not hold for functions in Table 4 except for Rosenbrock (D=30 and D=50). From Table 11 it can be seen that the results are mostly statistically insignificant (p > 0.01).
Since not all data were normally distributed we did the aforementioned adjustment, and the statistical tests could be accepted at a 95% confidence level. For those which are statistically significant (Ackley, D=10, 30) there is still a question of the practical importance of such significance (e.g., 4.23E − 15 vs. 3.55E − 15). An interesting discussion between statistical and practical significance can be found in [4] .
Since, the raw data for Table 4 have mostly not passed the Kolmogorov-Smirnov test [7] for normality of distribution, some might argue that the aforementioned adjustments are not appropriate. Hence, we have also applied Wilcoxon's non-parametric tests for optimization problems on Rosenbrock and Ackley functions for different dimensions (Table 12) . From these two non-parametric tests again we cannot reject the null hypotheses, and the results between [2] and [8] are again insignificantly different (p − value = 0.2249 for Rosenbrock and p − value = p = 0.3452 for Ackley). 
