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The NA62 experiment based at CERN aims to make a precision measurement of the
ultra-rare kaon decay, K+ → π+νν̄. To allow the safe operation of the NA62 CEDAR
with hydrogen, several hardware and software modifications to the detector were com-
pleted. An assessment of the contribution of the current radiator gas, nitrogen, towards
downstream detector rates was made, finding it to be comparable to that of beam related
effects.
The ratios amongst the branching fractions of the semileptonic kaon decays, K+ →
π0µ+νµ (Kµ3), K











The precision of the results is limited by systematic effects, however the low statistical
errors of the measurement demonstrate the successful application of the Barlow-Beeston
method to NA62 data and simulation, and its potential for making precision measure-
ments. With further undertaking, the systematic effects can be driven down, allowing
the branching fractions measurement to reach potentially world-beating precision.
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Interactions between elementary particles are currently best described by the Standard
Model (SM), a theoretical framework developed over the last fifty years. While the
Standard Model has had many successes and has been tested to high precision, there
are a number of experimental observations which can not be accommodated within it,
e.g. the oscillation of neutrinos [1] [2] and the matter-antimatter asymmetry of the
universe [3] [4]. Such findings suggest that the SM is not the whole picture. Any
experimental evidence which deviates from the prediction given by the SM can give
clues to the physics which could lie beyond it.
1.1 CKM unitarity and Vus
The coupling between quarks in the SM is governed by the Cabbibo-Kobayasji-Maskawa
























Within the SM, VCKM , is unitary, hence it must satisfy the relation:
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V †V = I, (1.2)
where I is the identity matrix, and V † is the Hermitian conjugate of V . Any experimental
observation of departure from unitarity can serve to constrain new physics scenarios [6].
The CKM unitarity is currently best constrained by the first row sum [7] [8] [9]:
|Vud|2 + |Vus|2 + |Vub|2 = 1 + ∆CKM , (1.3)
where ∆CKM serves to parameterise the deviation from unitarity.
The most precise value of |Vud| comes from measurements of superallowed nuclear beta-
decays (0+ → 0+) [10]:
|Vud| = 0.97420± 0.00021. (1.4)
The parameter |Vus| can be extracted from kaon decays, hyperon decays, and tau decays.
Historically, most previous measurements have used semileptonic kaon decays, K → πlν,
where l = e, µ. This set of decays is known as Kl3 decays.
The two most precise measurements of Vus come from Kl3 decays, where the values from
several different modes are averaged together, and from the ratio of the decay rates for
K → µν(γ) and π → µν(γ). The different measurements from the Kl3 decays used in







Average (including correlations) 0.2165± 0.0004
Table 1.1: The values, and their average, of the product |Vus|f+(0) which are used for
the calculation of |Vus|. f+(0) is the form factor at zero momentum transfer for the
lepton system.
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Using, f+(0) = 0.9704 ± 0.0032, as given by lattice QCD calculations [12], and the
average from table 1.1, one obtains |Vus| as
|Vus| = 0.2231± 0.0008. (1.5)
The ratio between radiative kaon and pion decays gives |Vus| as [7]:
|Vus| = 0.2253± 0.0007. (1.6)
Combining 1.5 and 1.6 results in a value of |Vus|:
|Vus| = 0.2243± 0.0005. (1.7)
The magnitude of |Vub|2 is around three orders of magnitude lower than that of |Vud|2
and |Vus|2, meaning its contribution in equation 1.3 is negligible. Considering this fact,
and the values from 1.4 and 1.7, one obtains a value for 1 + ∆CKM of
|Vud|2 + |Vus|2 + |Vub|2 = 1 + ∆CKM = 0.9994± 0.0004± 0.0002, (1.8)
where the first error comes the uncertainty of |Vud|2, and the second is from |Vus|2. If
the scale factors stemming from the differences between the two values used to calculate
|Vus| are accounted for, the uncertainty from |Vus| climbs to 0.0004 [7].
The tension between the values of |Vus| extracted from Kl3 and K → µν(γ)/π → µν(γ)
decays motivates reducing the error on |Vus| in order to allow a better comparison
between the two methods of calculation. This could eventually lead to a more precise
final value of |Vus|, constraining CKM unitarity even further.
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The agreement between the values of |Vus|f+(0) in table 1.1 could be improved. The
uncertainties in the K± and KS measurements are dominated by the error on the mea-
surements of the branching fractions. Improving the precision on the Kl3 decay rates
could help resolve the inconsistencies present within the K± dataset.
To extract |Vus| from semileptonic decays of charged kaons, one can use the relation for



















whereGF is the Fermi constant, mK is the kaon mass, CK is a Clebsch-Gordan coefficient
(1 for K0 and 1√
2
for K±), SEW is the short-distance electroweak correction, f
K0π−
+ (0)
is the form factor zero momentum transfer for K0 → π−, IKl is the phase-space integral,
δKlEM is electromagnetic corrections, and δ
Kπ
SU(2) is the isospin breaking correction. The
Fermi constant, GF , is determined from muon decays. The hadronic matrix element can
be written in terms of form factors as [13]:
〈π(pπ)|s̄γµu|K(pk)〉 = (pπ + pK)µfKπ+ + (pK − pπ)µfKπ− (t), (1.10)
where t = (pK − pπ)2 = (pl + pν)2.
f+(t) and f0(t) are the vector and scalar form factors respectively. The vector form factor
represents the P-wave projection of the crossed channel matrix element, 〈0|s̄γµu|Kπ〉.
The S-wave projection is given by the scalar form factor, and can be expressed as [13]:




Due to the fact that fK
−π0
+ (0) cannot be determined experimentally, it is convenient to







, f̄+(0) = f̄0(0) = 1, (1.12)
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where we adopt the notation f+(0) ≡ fK
−π0
+ (0). Averaged values of f+(0) from lattice
QCD calculations from the FlaviaNet Lattice Averaging Group (FLAG) give a form
factor value of 0.9704± 0.0032 [12].





































, tmax = (mK−mπ)2, and ∆Kπ = m2K−
m2π. The computation of IKl requires knowledge of the normalised factors from equation
1.12. These can be extracted from fits to the experimental distributions of Kl3 decays,
where the energy of the lepton is plotted against the energy of the pion [14].
Since the same normalisation factor, fK
0π−
+ (0), is factored out in equation 1.9 for both
charged and neutral Kl3 decays; we require the terms, δ
Kπ
SU(2), which take the values of:
δK
0π−










This isospin-breaking correction can be calculated via the means of chiral perturbation
theory [15].
The corrections arising from the long-distance electromagnetic contributions to the fully
inclusive Kl3(γ) decay rates are included via the term, δ
Kl
EM . The values for δ
Kl
EM are
calculated to leading non-trivial order in chiral effective theory, using a fully inclusive
prescription of real photon emission [16]. The term SEW represents a short distance
electroweak correction to the charged current process, common to K± and K0 decays
[17].
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1.2 K+ → π+νν̄ at NA62
The NA62 experiment at CERN was designed and built to measure the branching frac-
tion of the ultra rare decay, K+ → π+νν̄ (referred to as πνν̄ throughout this work)
to 10% precision [18]. The theoretical prediction for the SM branching fraction is
(8.4±1.0)×10−11 [19], whereas the experiment measurement stands at (17.3+11.5−10.5×10−11)
[20]. The gap between the precision of the theoretical prediction and the experimental
measurement is what drives the experiment. To achieve a measurement with similar
precision to that of the prediction, NA62 plans to collect 100 πνν̄ events by recording
1013 protons on target (PoT) with a signal-to-background ratio of around 10:1. For
this purpose, the experiment must achieve background suppression of the order of 108
against the main K+ decay modes listed in table 1.2 [7]. There are four main ways
in which this is done: kinematic rejection, particle identification redundancy, excellent
timing resolution, and a hermetic photon veto [21].
K+ decay mode Shorthand Branching fraction
K+ → µ+νµ Kµ2 0.6356± 0.0011
K+ → π+π0 K2π 0.2067± 0.00008
K+ → π+π+π− K3π 0.05583± 0.00024
K+ → π0e+νe Ke3 0.0507± 0.0004
K+ → π0µ+νµ Kµ3 0.03352± 0.00033
K+ → π+π0π0 K3π0 0.01760± 0.00023
K+ → e+νe Ke2 (1.582± 0.007)× 10−5
Table 1.2: The branching fractions of the main K+ decay modes, together with the
shorthand notation for each decay channel.
The dataset collected by NA62 also allows for a rich physics programme beyond πνν̄,
which includes precision measurements of the branching fractions of the two decays:
K+ → π0e+νe and K+ → π0µ+νµ, in the context of extracting |Vus|f+(0). The ratio of
these two branching fractions would also serve to test e− µ universality. The measure-
ment of the Ke3 and Kµ3 branching fractions forms the main impetus behind the work
presented in this thesis.
The experimental setup of NA62 is described in chapter 2, where details of the beam,
the trigger and data acquisition (TDAQ), and the detector and its control system (DCS)
are given.
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The kaon tagger (KTAG) detector is used in NA62 to identify incoming beam kaons.
The detector is composed of a Čerenkov differential counter with achromatic ring focus
(CEDAR) [22], which is traversed by the beam, producing Čerenkov radiation [23]. The
Čerenkov light is then focussed, and collected by a set of photomultipliers. The CEDAR
is currently filled and operated with nitrogen. The effect of the multiple scattering
caused by the N2, and the modifications of the CEDAR allowing it to operate safely
with hydrogen are discussed in chapter 3.
The strategy to measure the branching fractions of the two K+l3 decays is outlined in
chapter 4, which gives details of the event selection and the branching fraction extraction
method. Chapter 5 discusses the data and simulation samples used for the analysis, and
the agreement between the two. The results of the branching fraction measurement
including systematic effects are discussed in chapter 6.
Chapter 2
NA62 experimental setup
NA62 was built to perform a 10% measurement of the branching fraction of the ultra
rare decay, K+ → π+νν̄, BF = (8.4±1.0)×10−11 [19]. The signature of a K+ → π+νν̄
decay is a single π+ matched to an incoming K+. The experiment must achieve O(1012)
background suppression against the other kaon decay modes, that are listed in table
1.2. To achieve its goal, NA62 adopted four guiding principles for the design of the
experiment:
• excellent kinematic resolution;
• complementary particle identification (PID) systems;
• hermetic photon vetoes;
• precise timing.
The experimental setup of NA62 is described in detail in reference [21]. This chapter is
intended to give an overview of the different components which together compose the
NA62 experiment. The detector layout is illustrated in figure 2.1. The hadron beam
used in the experiment is produced using a beryllium target (z = 0), and then propa-
gates through the experiment in the positive z direction. The KTAG and Gigatracker
(GTK) detectors measure the beam composition and direction, and are followed by the
8
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approximately 60 m long fiducial volume (FV), where around 10% of kaons decay. De-
cay products are measured by a set of detectors downstream of the FV, which provide
tracking, particle identification, and photon detection.








































































Figure 2.1: A schematic drawing of the NA62 detector in the x (horizontal) and y
(vertical) views. The beam travels through the experiment in the +z direction, from
[21].
The excellent kinematic resolution allows the suppression of background originating from
K2π and Kµ2 decays. The main kinematic variable in the experiment is the missing-mass,
defined as
m2miss = (PK − Pπ)2,
where PK is the kaon four momentum as measured by the beam spectrometer, and Pπ is
the four momentum of the charged track, measured by the STRAW spectrometer under
the π+ mass hypothesis. The spectrum of missing-mass for K+ → π+νν̄ and the main
decay modes is shown in figure 2.2a. Two m2miss signal regions were defined, indicated
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by the labels region I and II in figure 2.2a. The regions were chosen to avoid the main
peaks of Kµ2 and K2π modes. The knowledge of both the parent and daughter particles’
momenta and directions results in a m2miss resolution of around 1× 10−3 GeV2/c4. The
kinematic background suppression is O(104).
The PID systems are used to suppress background originating from Kµ2 decays. NA62
employs two PID systems. One is based around calorimeters including the liquid krypton
electromagnetic calorimeter LKr, two hadron calorimeters MUV1 and MUV2, and a fast
muon veto MUV3. Pion/muon separation is also provided by a ring-imaging Čerenkov
detector (RICH). The rejection power provided by each of the PID techniques reaches
the level of 108.
Photon vetoes are implemented for the rejection of the second most common K+ mode,
K+ → π+π0, which presents a potential background to πνν̄ if the photons from the
π0 leave the experiment undetected. To avoid this, the NA62 experiment employs a
hermetic photon veto system able to detect photons emitted at angles between 0 and 50
mrad. Photons produced at angles above 8.5 mrad are seen by the twelve stations of the
large angle veto (LAV), whereas medium angle photons are detected by the LKr. The
intermediate ring and small angle calorimeters (IRC and SAC) provide photon detection
for photons emitted at angles below 1 mrad. The complete veto system provides a π0
rejection factor of around 107.
(a) (b)
Figure 2.2: Distribution of the main kinematic variable, m2miss = (PK − Pπ)2, for the
NA62 golden channel, K+ → π+νν̄ and the main K+ decay modes; (a) linear scale,
(b) log scale, from [21].
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NA62 is a high intensity environment with a nominal beam rate of 750 MHz, equating
to 5 MHz K+ decay rate in the fiducial volume. The effective matching of the incoming
K+ to the daughter π+ requires precise timing. The kaon time comes from the KTAG
and GTK detectors, both of which have time resolutions below 100 ps. The charged
pion is timestamped with similar precision by the RICH. These detector elements are
described in more detail in the rest of this chapter.
2.1 Beam
Figure 2.3: A schematic drawing of the secondary hadron beam optics in the x (top)
and y (bottom) views, from [21].
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The NA62 beam is derived by impinging 400 GeV/c protons extracted from the CERN
Super Proton Synchrotron (SPS) onto a cylindrical Beryllium target (T10). A schematic
of the hadron beam optics is shown in figure 2.3. The resulting secondary hadron beam
is composed of around 6% kaons, 22% protons, and 70% pions. A series of quadrupole
magnets (Q1, Q2, Q3 in figure 2.3) together with the achromat magnet, A1, select
particles of 75 GeV/c momentum with 1% r.m.s. deviation. The achromat magnet
consists of four dipole magnets, where the first two magnets deflect the beam in the
vertical direction, and the following two dipoles return it to its original axis. Two
beam dump units (TAX1 and TAX2) placed between the two sets of dipoles make
the momentum selection. After passing through A1 and the two TAXes, the beam is
refocused by the quadrupole triplet Q4, Q5, Q6. Following this, are three 2m long dipole
magnets (B3) used to sweep positive and negative muons away from the beam. Just
before entering the CEDAR, the beam is rendered parallel by the Q7 and Q8 magnets,
and cleaned by the collimators C4 and C5.
The momentum measurement of the beam is performed after its exit from the CEDAR by
the Gigatracker, which consists of three silicon pixel stations, as shown in the schematic
in figure 2.4. The first GTK station (GTK1) is preceded by the relatively weakly focusing
magnets Q9 and Q10. After GTK1, the first two magnets of the second achromat (A2)
serve to deflect the beam by 60 mm in the negative y direction. The beam then traverses
the second GTK station (GTK2). The second part of the A2 magnet returns the beam
to its original axis. Just before the final GTK station (GTK3), a dipole magnet (TRIM5)
deflects the beam by +1.2 mrad in the x direction in order to steer the beam into the
LKr aperture following the kick from the STRAW spectrometer magnet (MNP33). The
layout of these components is shown in figure 2.5.
2.2 KTAG
The first element of the NA62 detector along the beam line is the KTAG [24], designed
to timestamp K+ which make up 6% of beam particles. The KTAG is based around
a Čerenkov differential counter with achromatic ring focus (CEDAR) [22], which is a
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vessel with volume of 1 m3 filled with nitrogen gas. As beam particles travel along the
CEDAR, they emit Čerenkov light, which is reflected and focused towards the upstream
plane of the detector by an optical setup inside the gas volume. A diaphragm, also inside
the CEDAR volume, blocks all light that does not originate from kaons. The photons
that do make it past the diaphragm exit the CEDAR are directed onto an array of
photo multipliers (PMs) divided into eight octants, as shown in figure 2.6. Each octant
is instrumented with 48 PMs, resulting in a total of 384 channels. The KTAG has time
resolution of less than 100 ps, and K+/π+ mis-identification probability of the order of
10−4.
The gas type and pressure inside the CEDAR can be varied depending on the momentum
and mass of the particle to be identified. Putting hydrogen instead of nitrogen inside the
CEDAR can in principle allow K+ identification while reducing the total detector thick-
ness from 3.5×10−2X0 to 7×10−3X0, thereby reducing multiple scattering of the beam.
This operation however is expected to degrade the kaon identification performance and
time resolution of the detector. The use of H2 also brings certain operational hazards
Figure 2.4: A schematic of the beam transport configuration around the Gigatracker
spectrometer, from [21].
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Figure 2.5: Cartoon of the detector layout and beam trajectory after the GTK. The
magnet TRIM5 imposes a 1.2 mrad deflection +x direction, which is followed by the
MNP33 magnet’s 3.6 mrad kick in −x direction. The BEND magnet just before the
beam dump imparts a deflection of -13.2 mrad in x, from [21].
due to the explosive nature of the gas. The issue of CEDAR H2 operation is discussed
in more detail in chapter 3.
2.3 Gigatracker
The measurement of the direction and momentum of beam particles is performed by
the beam spectrometer, or Gigatracker. The detector is composed of three silicon pixel
stations. Each station has 200×90 pixels, each with size of 300×300 µm, resulting in an
overall transverse size of 62.8× 27 mm2. Figure 2.7 shows photographs of an assembled
GTK station. The first GTK station is placed after the KTAG, and it is followed by
the first half of an achromat, which directs the beam in the negative y direction by 60
mm. The deviated beam then traverses the second GTK station, and is returned to its
original axis by the second part of A2, figure 2.8. The momentum resolution of the beam
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Figure 2.6: A schematic drawing of the KTAG upstream nose is shown on the left, with
a photo of the nose and the CEDAR vessel on the right, from [21].
tracker is 0.2% · P GeV/c. with angular resolution of 16 µrad. The time resolution of
the detector is around 200 ps.
(a) A photo of an assembled GTK station, sensor
side.
(b) A photo of an assembled GTK station, cooling
side
Figure 2.7: The sensor (a) and cooling (b) sides of a GTK station are pictured, from
[21].
2.4 Charged anti-coincidence detector (CHANTI)
The CHANTI detector is placed 28 mm downstream of the last GTK station, and is
designed to veto particles originating from inelastic interactions in GTK3. The space
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between each successive station roughly doubles to provide hermetic coverage for par-
ticles coming from GTK3. Products from such processes can enter the fiducial region
and mimic the K+ → π+νν signal. The detector is also sensitive to the muon halo
that accompanies the beam. The area of each station is 300 × 300 mm2 with a central
rectangular gap to allow the passage of the beam pipe, as can be seen in the photographs
in figure 2.9. The detector is composed of six stations, each one of which has an x and
y view, where forty-eight scintillating triangular bars make up each view. The scin-
tillator bars are read out by fast wavelength shifting (WLS) fibres coupled to silicon
photomultipliers (SiPM).
2.5 STRAW spectrometer (STRAW)
The direction and momentum of charged tracks is measured by the magnetic spec-
trometer (STRAW). The main building block of the STRAW is a straw tube, which
is essentially a drift chamber. Each straw is 2160 mm long, with a diameter of 9.82
mm, and is made of 6 µm thick polyethylene terephthalate (PET). The spectrometer is
composed of four chambers, with each chamber having four views, offset with respect to
one another by 45°, as indicated in figure 2.10. Each view has four planes, each made up
of 448 tubes, resulting in 7168 straws in total. The MNP33 magnet is located between
the first two and last two stations, as shown in figure 2.5, and it provides a magnetic
field of 0.36 T, resulting in a transverse momentum kick of 270 MeV/c. The momentum
resolution of the STRAW spectrometer for a charged track is:
σP
P
= 0.005% · P [GeV/c]⊕ 0.30%,
Figure 2.8: Schematic view of the three GTK stations which are interspaced by the two
parts of the A2 magnet, left: x view, right: y view, from [21].
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(a) A photo of an assembled CHANTI station with
the scintillator bars clearly visible.
(b) A photograph of the CHANTI vessel which
houses the six CHANTI stations and GTK3.
Figure 2.9: Photographs of a CHANTI station (a), and the vessel in which they are
housed in (b), from [21].
where the angular resolution is 60 µrad for a 10 GeV/c track, and reduces to 20 µrad
for a 50 GeV/c particle.
2.6 Charged particle hodoscopes (CHOD)
NA62 uses a pair of charged hodoscopes, NA48-CHOD and CHOD, to provide down-
stream time information for charged tracks. This timing information is used in the
NA62 trigger, as well as in offline analysis. The NA48-CHOD detector from comes the
previous kaon experiment NA48, and employs two planes of scintillator strips, oriented
in the x and y directions. The detector is placed downstream of LAV12, and it provides
the control trigger of the NA62 experiment.
The CHOD, also known as NewCHOD, has been newly constructed and optimised for
NA62. It is composed of a single plane of scintillating tiles, employing a finer tile
segmentation near the beam pipe in order to accommodate the higher hit rate. The
tile configuration of the CHOD allows for more complex trigger conditions based on the
impact position of the track.
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Figure 2.10: A schematic view of the different orientations of a plane of straw tubes,
from [21].
2.6.1 NA48-CHOD
The two NA48-CHOD planes are each made of sixty-four 20 mm thick scintillating slabs,
as shown in figure 2.11. The slabs have a width of 65 mm close to the beam pipe, and 99
mm elsewhere. Each scintillator is read out at one end by a Plexiglas light guide and a
photomultiplier. The hits from the x and y plane provide two independent measurement
of the particle crossing time, resulting in a time resolution of around 200 ps. The NA48-
CHOD minimum bias trigger condition is based the coincidence of two hits within a 6.25
ns window.
2.6.2 CHOD
An array of one hundred and fifty-two 30 mm tiles make up the CHOD counter active
area, with each tile being 108 mm high, with the exception of the 12 tiles near the
beam pipe, figure 2.12. Most of the tiles have a width of 134 mm or 268 mm. The
scintillation light from each tile is collected and read by WLS fibres coupled to silicon
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Figure 2.11: A schematic drawing of the NA48-CHOD detector with its horizontal and
vertical planes clearly visible, from [21].
photomultipliers. The CHOD provides trigger information (see section 2.11) indicating
the crossing of single and multiple particles.
2.7 Photon vetoes
The photon veto system of NA62 is designed to provide hermetic coverage for detection
of photons originating from neutral pions, themselves mainly coming from K+ → π+π0,
as well as K+ → π+π0π0, decays inside the fiducial volume. To achieve this, separate
sub-detectors are used to detect photons emitted at large, medium, and small angles.
Photons emitted at angles in the range 8.5-50 mrad are detected by the twelve stations
of the LAV, photons produced between 1-8.5 mrad are seen by the main electromagnetic
calorimeter (LKr), which is filled with liquid krypton. The LKr can also be used to
reconstruct π0s coming from K+ decays, if both of the photons are in the detector
acceptance. Finally, photons at angles smaller than 1 mrad are caught by the IRC and
the (SAC), which compose the small angle veto (SAV).
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Figure 2.12: A cartoon of the CHOD (also known as NewCHOD), where the different
tile segmentations are illustrated, from [21].
2.7.1 Large angle veto (LAV)
The LAV detector comprises of twelve ring shaped detectors place along the z axis of the
experiment, with the first station at the beginning of the fiducial volume, and the last one
downstream of the CHOD. Lead-glass blocks recycled from the OPAL electromagnetic
calorimeter are used as the scintillating medium in each of the LAV modules, figure 2.13.
The LAV stations have four or five layers of overlapping blocks, ensuring that a particle
traversing the detector will pass through a minimum of three blocks. Each lead glass
block is read out by a photo-multiplier coupled to the block via a 40 mm long cylindrical
light guide.
2.7.2 LKr
The detection of photons at medium angles is left to the liquid krypton calorimeter
(LKr), reused from the NA48 experiment. The calorimeter is filled with 120 litres of
liquid krypton kept at a temperature of 120 K. The detector has a depth of 127 cm
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(a) Photograph of the assmebled LAV1 sta-
tion, with the ring shaped layers of scintillation
blocks can be distinctly observed.
(b) Image showing the twelfth station of the
NA62 large angle veto detector.
Figure 2.13: Photographs of the LAV1 (a) and LAV12 (b) stations, from [21].
(27 X0), and so almost fully contains showers up to 50 GeV. The active area of the
detector is divided into 13248 2 × 2 cm2 longitudinal cells, formed by Cu-Be ribbon









The energy resolution above makes the LKr one of the most precise calorimeters in the
world.
The LKr calorimeter can also be used to reconstruct neutral pions from decays such as
K → π+π0, if both of the photons from the π0 are detected by the calorimeter. This
technique is used in the Kl3 analysis presented in this thesis.
2.7.3 Small angle vetoes
The NA62 SAC detector is shown in figure 2.15. It is constructed of seventy lead plates
and seventy plates made of injection moulded plastic scintillator, with each lead and
scintillator plate have transverse dimensions of 205 × 205 mm2 and thickness of 1.5
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Figure 2.14: A schematic cartoon of the LKr cell structure, from [21].
mm, figure 2.15. The scintillation light is collected and directed out by 240 WLS fibres
coupled to four PMTs.
The other small angle veto detector, the IRC, is also composed of lead/scintillator alter-
nating layers, pictured in figure 2.16. The detector is in the shape of a cylinder placed
around the beam pipe upstream of the LKr. The IRC is longitudinally segmented, where
the upstream and downstream modules are constructed from twenty-five and forty-five
ring shaped layers of absorber/scintillator respectively. WLS fibres in tandem with
photomultipliers are used to collect and detect the scintillation light.
2.8 Ring imaging Cerenkov counter (RICH)
The NA62 RICH is used to provide π+/µ+ separation, achieving a muon suppression
factor of 100 for tracks with momenta between 15 and 35 GeV/c. A schematic diagram
of the RICH is shown in figure 2.17. The radiator vessel of the RICH is 17.5 m long, and
it is filled with neon at atmospheric pressure and room temperature. The downstream
end of the vessel houses twenty spherical mirrors used to reflect the Čerenkov photons
towards the light collection system located in the upstream part of the detector. These
parameters allow the detector to reach its desired π+ identification efficiency in the
relevant momentum range, placing the pion activation threshold at 12.5 GeV/c. Around
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Figure 2.15: A photograph of the NA62 small angle calorimeter (SAC), from [21].
Figure 2.16: A photograph of the NA62 small angle calorimeter (IRC), with upstream
and downstream segmentation clearly visible, from [21].
2000 PMs are used to collect the light emitted by the charged particles travelling through
the neon gas. The time resolution of the RICH is around 100 ps, making it a suitable
choice for providing the reference time of downstream tracks.
2.9 Muon vetoes
The muon veto system is made up of three separate sub-detectors, that together with
the LKr, provide calorimetric π+/µ+ separation complementary to the RICH. MUV1
and MUV2 are both hadron calorimeters composed of alternating layers of iron and
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Figure 2.17: A schematic drawing of the NA62 RICH vessel, showing the mirrors and
PM array, from [21].
scintillation material. They are followed by the fast muon veto MUV3, which sits behinds
an 80 cm iron wall, and participates in the NA62 low level trigger.
2.9.1 MUV1
The MUV1 consists of twenty-four 26.8 mm thick steel plates, interspaced by twenty-
three layers of scintillator strips of 9 mm thickness. Each layer is made up of 44 strips,
where successive layers are alternately aligned in the horizontal and vertical directions,
resulting in twelve horizontally and eleven vertically orientated sheets. The eight vertical
and six horizontal strips near the beam pipe are split in half to accommodate the pipe
and the high particle rate. The scintillator strips are read out by photo-multipliers via
two WLS fibres per each longitudinal side, resulting in a total channel count of 176. The
total thickness of the detector amounts to 4.1 interaction lengths.
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2.9.2 MUV2
Twenty-four iron and scintillator layers sandwiched together form the MUV2 hadronic
calorimeter, adding up to 3.7 interaction lengths. Each scintillation layer is made up of
forty-four 4.5 mm thick strips, where each strip spans half the detector. The layer of
scintillators are alternately aligned in the horizontal and vertical directions. The two
strips around the beam pipe in each scintillator half plane are shaped to fit around the
curvature of the beam pipe. Each strip is read out by photo-multipliers via Plexiglas
light guides. The total MUV2 channel count is 88.
2.9.3 MUV3
The MUV3 detector provides fast muon veto or alternatively µ identification. The
detector is built up from 148 square plastic scintillating tiles, where 140 of the tiles
have transverse dimensions of 220 × 220 mm2. The 8 tiles surrounding the beam pipe
are smaller, in order to accommodate the higher beam rate. The hit rate for each tile,
obtained from a simulation, is shown in figure 2.18. Each scintillating unit is placed in
a light box to avoid cross-talk, and is read out by two PMTs, adding up to 296 channels
in total.
2.10 Additional vetoes
The peripheral muon veto (MUV0) and the hadronic sampling calorimeter (HASC) are
two veto detectors specifically designed to detect pions coming from K+ → π+π+π−
decays which escape the lateral acceptance of the STRAW. Such decay topologies can
mimic single track events, and hence may be a background to K+ → π+νν.
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Figure 2.18: The geometry of the MUV3 tiles, and the rate (in MHz) in each at the
nominal beam rate. The tile on the left hand side next to the beam pipe sees an
increased rate mainly due to muons originating from beam pion decays, from [21].
2.10.1 Peripheral Muon Veto (MUV0)
The MUV0 is mounted on the downstream flange of the RICH, and it is designed to
detect negative pions with momentum below 10 GeV/c deflected in the positive x di-
rection by the MNP33. The detector is constructed of 48 plastic scintillator tiles, with
a total active area of 1.4× 1.4 m2.
2.10.2 Hadronic Sampling Calorimeter (HASC)
The HASC is used for detection of π− with momentum above 50 GeV/c travelling
through the beam holes of the STRAW chambers. The detector is placed downstream
of the BEND dipole magnet sweeping away from the beam from the SAC, figure 2.5.
Nine identical modules make up the detector. Each module consists of sixty lead plates
interleaved with scintillator plates. The modules are read out in ten segments by WLS
fibres and SiPMs.
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2.11 Trigger and data acquisition (TDAQ)
The NA62 TDAQ system follows a two tier scheme, with the first level being a hardware
based trigger referred to as L0, and a second level based on a software trigger called L1.
The particle decay rate inside the detector is around 10 MHz and serves as the input to
the L0 trigger, where the maximum output rate was chosen to be 1 MHz. The output
of L0 is the input to the L1 software trigger, which further reduces the data flow to a
few kHz, allowing for the data to be written on disk/tape. An overview of the NA62
TDAQ architecture is illustrated in figure 2.19.
The readout (RO) system of each sub-detector that participates in the L0 trigger con-
tinuously evaluates a set of predefined conditions on the digitized data coming from the
detector. The result of these algorithms is encoded into data units called primitives,
which are sent to the central L0 trigger processor (L0TP). A set of specific combinations
of particular primitives, which are in time, is known as a trigger mask. The L0TP is
programmed to look for the occurrence of several different such combinations, dispatch-
ing an L0 trigger signal if the conditions of at least one mask have been satisfied. Due
to the high rates possible from certain masks, e.g. the minimum bias control trigger,
a downscale factor (Ds) can be set for each active mask, meaning that only 1 in Ds
occurrences of the required conditions for a mask will generate an L0 trigger.
Upon receiving an L0 trigger, most sub-detectors immediately send their data to the 30
PCs (PC farm) running the L1 software algorithms. The exceptions being the GTK,
LKr, MUV1, and MUV2 which store their data in a local buffer, and only send data to
the PC farm upon the receipt of a successful L1 trigger. Reading out these detectors
only after an L1 trigger greatly reduces the required data bandwidth. The transport of
data from the sub-detectors to the PC farm is achieved via the use of a switched Gigabit
Ethernet network.
As with the L0 trigger, several different L1 trigger algorithms run concurrently, allowing
for a range of trigger streams. If there is a successful verdict from a particular set of L1
conditions, then the data from the remaining detectors is read out. Following this, the
data events are built and temporarily stored on disk in one of the three merger PCs.
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The raw data is eventually moved onto tape, freeing up the space on the merger disks.
The possibility of a second level software trigger (L2) exists, however such a tier has not
been implemented so far.
2.12 Detector control system (DCS)
This section describes an essential part of the NA62 detector infrastructure, its detector
control system (DCS) [25]. The DCS allows the remote configuration and operation
of each NA62 sub-detector and its corresponding sub-components, e.g. individual low
voltage or high voltage channels, the power supplies themselves, read-out electronics.
The DCS also performs a monitoring function, where the state of each detector is con-
tinually monitored and any deviation from nominal operational conditions is flagged up.
For example, each channel will have an alarm configured based on its ON/OFF state,
where an alarm will be raised if the channel is found to be “OFF”, when it should be
“ON”.
Figure 2.19: Archeticure of the NA62 trigger and data acquisition system, from [21].
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The DCS of NA62, and indeed other CERN experiments, is based on the commercially
available software WinCC OA (previously known as PVSS) [26]. The JCOP framework
[27], developed at CERN, is used on top of WinCC OA to build up the DCS. Within the
framework, modules enabling the control (and communication with) some of the most
commonly used hardware at CERN, e.g. CAEN power supplies, are already available.
These modules along with other tools, e.g. a finite state machine (FSM) implementation,
greatly speed up the development and integration of the detector control systems across
CERN.
The ability to remotely control detector systems serves directly to raise the uptime of
the experiment, and its data-taking efficiency, by reducing the time for power-cycle or
reset operations to be carried out. This is why it is essential that any piece of hardware
involved in data-taking is properly integrated into the DCS. Section 2.12.1 describes the
integration of a new piece of hardware, a power distribution unit (PDU), which was
deployed throughout NA62 in 2018.
Another way in which the DCS helps to increase data-taking efficiency is by alerting
NA62 shifters if a monitored detector parameter goes out of its predefined optimal range.
To reduce the response time of shifters, and therefore the time it takes for issues to be
resolved, each alarm in the NA62 DCS needs to be properly configured, and active. The
development of a custom module, which displays NA62 DCS alarms which are configured
but not active, is detailed in section 2.12.2. The work described in the sections 2.12.1
and 2.12.2 was carried out by the author of this thesis.
2.12.1 PDU control
A number of network switches are installed in the NA62 experimental caverns, TCC8
and ECN3. These switches form part of the NA62 network used for data collection and
detector control. During the data collection runs in 2016 and 2017, it was found that
occasionally these switches would get “stuck”, and no longer transmit or receive data.
In such cases, the switch in question had to be manually power-cycled requiring human
intervention in the experimental area. Entering the experimental caverns during an
active data-taking period is a disruptive and time consuming procedure, necessitating
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the interruption of the beam hence data-taking, and authorisation from the CERN
Control Centre (CCC).
To enable the power cycle of the switches remotely, and without human presence in the
NA62 caverns, ten remote controlled power distribution units (PDU) were installed in
the experimental area in June 2018. Each PDU has eight individually controlled outlets
allowing the control of up to eight separate devices per PDU. To ensure operational
consistency across the experiment, and enable the archiving of the status of the PDUs
and any commands sent to them, the power strips were integrated into the NA62 DCS.
A new device class was written, abstracting the possible states of the PDU and its
channels, and also any commands which could be sent to the device. Along with the
device abstraction, a user interface control panel was developed, figure 2.20, facilitating
the control of the PDU by the user. The access to the different PDU panels is achieved
by the newly written, ”PDUs of NA62” panel, figure 2.21. The DCS communicates
directly with the PDU via the simple network management protocol (SNMP).
Figure 2.20: A screenshot of the UI panel used to the control individual PDUs installed
throughout the experiment.
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Figure 2.21: The NA62 PDU panel used to access the different individual PDU UI pan-
els. The panel also includes a schematic drawing of how the PDUs are interconnected.
The 49 PDU connected switches, shown in figure 2.21, needed to be rebooted a total of
367 times since the integration of the PDUs in June 2018. A power-cycle of a switch
using a PDU is approximately 30 minutes quicker compared to a local intervention,
meaning that without the proper integration of the PDUs in the DCS, the experiment
would have lost approximately 184 hours of data-taking.
2.12.2 Masked alarms tool
It is sometimes convenient to temporarily mask an alarm for particular detector condi-
tions, e.g. a HIGH/LOW temperature alarm due to a faulty temperature probe. It is
essential however, for the alarm to be re-enabled once the issue causing it to be masked
is resolved, otherwise potentially dangerous detector conditions may occur without de-
tection.
To ease the discovery of masked alarms within the NA62 DCS, a panel was developed
to display the list of such alarms, allowing the user to filter the list per sub-detector or
with a specific keyword, figure 2.22. The starting point for the development of the panel
was a panel already available in the JCOP framework with similar functionalities, figure
2.23. While this panel performed the basic functionality of displaying masked alarms, it
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has several key downsides which made it not suitable for use out of the box, these will
now be summarised.
The default panel is difficult to access, and only available to DCS experts, a regular NA62
shifter cannot access it. The panel can only show masked alarms from the WinCC OA
project in which it is summoned, this presents an issue since the control system for
each subdetector is hosted in a different WinCC OA project. These projects are spread
out across several different physical machines. To get a list of masked alarms for the
whole NA62 detector, one would need to log into multiple different machines and open a
different panel for each sub-detector. Another shortcoming was the fact that the JCOP
panel did not allow for filtering the list of displayed inactive alarms.
The new masked alarm panel was designed to be a distributed component where a piece
of code which queries the project’s internal database for masked alarms sits on each
individual DCS project, with the results of the query, i.e. the list of masked alarms,
stored in a variable within the project. The central DCS project which brings all the
other sub-detector projects in a central user interface, hosts the newly developed panel
and queries each project’s data point for the already retrieved list of inactive alarms.
This architecture means that the database queries are able to run in a parallelised way,
which greatly reduces the search time. The interrogation of each project’s database is
performed via the means of a SQL query.
The convenience and flexibility of the new masked alarm tool will help NA62 detector
experts ensure all appropriate detector parameter alarms are properly configured and
armed. This will contribute to increasing the uptime of the experiment, which is essential
in helping NA62 reach its goals.
2.13 Summary
The NA62 detector and its supporting infrastructure, described in this chapter, enable
the precision measurement of the K+ → π+νν̄ branching fraction. The versatility and
flexibility of the experiment also allows for a wide range of K+ related physics analyses to
be performed, such as the Kl3 branching fraction measurement discussed in this thesis.
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Figure 2.22: A screenshot of newly developed NA62 masked alarms panel.
The CEDAR vessel, which is a part of the kaon tagging system of the experiment,
allows for the option to be operated with hydrogen, potentially reducing the rate of
background in detectors further downstream. The use of hydrogen is likely however
to have an impact on the performance of the KTAG itself. There are also particular
operational challenges around the use of H2, due to the explosive properties of the
gas. The modifications required for the safe H2 operation of the CEDAR, as well as
the impact on the performance of downstream detectors are discussed in the following
chapter.
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Figure 2.23: The default masked alarm panel from the JCOP framework which was
used as a starting point for the NA62 custom version.
Chapter 3
Operation of CEDAR with
hydrogen
The ultimate goal of NA62 is to collect around 100 K+ → π+νν̄ events. To do so,
it needs to put on tape around 1013 K+ decays, assuming a π+νν̄ branching ratio of
around 10−10, and a signal acceptance of approximately 10%. These considerations drive
the choice of a high intensity, 75 GeV/c secondary hadron beam, comprising around 6%
kaons, 24% protons, and 70% pions. The disadvantage of using a high energy beam is
that it becomes difficult to separate out the non-useful beam particles, i.e. the protons
and the pions.
If a beam pion were to interact with the residual gas in the fiducial volume, it could
enter into the detector acceptance, and mimic the signature of a K+ → π+νν̄ decay. A
vacuum at the level of 10−8 mbar would be required to keep the rate of this process down
to less than one occurrence per year. The condition on the vacuum can be relaxed by
an order of magnitude if kaons entering the experiment are tagged, and this is achieved
by using the KTAG detector.
The KTAG detector consists of a CEDAR, designed and built in the early 1980s by
CERN, coupled with new photon detectors and FE electronics. The 750 MHz beam
35
Operation of CEDAR with hydrogen 36
rate, means that a time resolution at the level of 100 ps is required. Positively identify-
ing kaons also aids in suppressing background arising from upstream-downstream track
mismatching. The principles of the CEDAR operation are described in section 3.1.
The CEDAR used for the KTAG is designed to be filled with N2, with the internal optics
optimised to cancel the light dispersion caused by the nitrogen gas. The original plan
for the NA62 CEDAR was to swap the radiator gas from nitrogen to hydrogen. Doing
so, reduces the amount of the material in the beam line, and therefore the scattering
of the beam. Using H2 inside the CEDAR means that the dispersion correction of the
internal optics is no longer optimal. The reduced efficacy of the optical correction could
potentially cause up to 30% less light yield [21], and degrade the KTAG performance.
The magnitude of this effect, which was not fully understood at the time of the H2
operation proposal, means that it is not clear that the H2 CEDAR configuration is the
optimal one for the NA62 experiment.
In order to clarify the situation, two distinct aspects of the H2 CEDAR operation need
to be studied.
• The reduction of the beam scattering from using H2 compared to N2, and its
effects on downstream detectors.
• The drop in KTAG performance, i.e. K+/π+ separation power and time resolution,
caused by the gas swap.
These points are discussed in more detail in section 3.2. The investigation of the second
point in particular requires that the CEDAR is operated withH2. Operational challenges
in using H2, arise from the flammable nature of the gas. Section 3.3 outlines some of
the work done to prepare the CEDAR for safe H2 operation. Section 3.4 discusses the
studies performed to evaluate the impact of CEDAR H2 on detectors downstream of the
KTAG.
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3.1 Detector principles
Particles travelling through a medium faster than the phase velocity of light in that
medium, emit radiation in cones at an angle θ, this is the Čerenkov effect. The angle of
emission θ, depends only on the velocity of the particle and the refractive index of the















with m being the particle mass, and p being its momentum. Therefore for a particle
beam with a fixed momentum crossing a medium with a fixed refractive index, the angle
θ only depends on the mass of the particles. The CEDAR exploits this fact to perform
its particle identification.
The detector focuses the Čerenkov light emitted by particles into a ring, where the ring
radius is dependent on θ, and the focal length of the system f (which is fixed). For
two particles, with masses m1 and m2, the difference in radii between the two rings
produced, ∆r, is:






A diaphragm with a fixed radius (rD), and a variable width (wD) annular aperture,
pictured in figure 3.1, ensures only light coming from rings with radii rD reaches the
photo sensitive parts of the detector. Particles of different masses can only be separated
if ∆r > wD. Since the radius of the rings from which light will be detected is fixed,
θ in equation 3.1 is fixed. Therefore to select the mass of the particle to be identified,
Operation of CEDAR with hydrogen 38





Figure 3.1: A photo of the CEDAR diaphragm, with the width of its adjustable aperture
annotated as wD, from [22].
The Čerenkov light is focussed onto the diaphragm plane by a series of optical com-
ponents which include a Mangin mirror, a chromatic corrector, and a condenser. The
optical set-up is illustrated in figure 3.2.
There are several effects which can broaden the radius of the ring, and hence reduce the
separation power of the CEDAR. The most severe of these is the dispersion of Čerenkov
light caused by its traversal of the radiator gas. To mitigate this effect, chromatic
correctors, which compensate for the dispersion profile n(λ) of the gas in the CEDAR,
are used.
Beam divergence is another factor which affects the sharpness of the ring image focussed
onto the diaphragm. If the beam particles do not have parallel trajectories, the cones of
Čerenkov light will not be concentric. The effect of this on the light ring is illustrated
in figure 3.3c.
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Figure 3.2: A schematic drawing of the CEDAR optics used to focus the Čerenkov
cones into rings, from [22].
A broadening effect also arises from the multiple scattering of the beam as it travels
through the detector. If the beam particles change direction as they go through the
CEDAR, the photons emitted will not be in concentric circles, figure 3.3d.
(a) A good alignment
of the CEDAR.
(b) The CEDAR mis-
aligned.
(c) Off-centre rings due
to beam divergence.
(d) Broadening due to
multiple scattering.
Figure 3.3: The different distortions of the shape of the Čerenkov ring due to various
broadening effects. Shaded area represents the diaphragm opening, from [22].
3.2 Nitrogen vs hydrogen as radiator gas
As the beam travels through the length of the CEDAR it undergoes multiple scattering.
The effect of this scattering is to increase the number of background hits seen in the
downstream detectors. Possible consequences of the increased background hit rates are
an increased rate of random veto and degraded track reconstruction. The phenomenon
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of random veto happens when a signal is present in a veto detector, causing the event to
be wrongly rejected. A higher rate of random veto decreases the signal efficiency, leading
to an overall lower yield of signal events. The πνν̄ analysis is particularly affected by
this due to its unique signal signature of a single π+ and nothing else.
The deviation of a particle’s trajectory due to multiple scattering depends on the amount
material the particle passes through. Therefore reducing the material budget of the
CEDAR, should decrease the amount angular divergence introduced to the beam, leading
to lower background rates in the detectors downstream of the CEDAR. Using hydrogen
instead of nitrogen as the CEDAR radiator gas would lower the material budget of the
KTAG. The material budgets for the two gases at their operating pressures is listed in
table 3.1.
Nitrogen Hydrogen
Pressure [bar] 1.3 3
Aluminium window
thickness [µm]










Table 3.1: Summary of the operational pressures and material budgets of the CEDAR
filled N2 and H2. The aluminium windows referred to here, separate the CEDAR vessel
from the evacuated beam pipe.
As discussed in section 3.1, the current CEDAR optics compensate for the aberration
due to the light travelling through the nitrogen. If the CEDAR is filled with hydrogen,
this correction will no longer be optimal, and the Čerenkov light will no longer be sharply
focussed at diaphragm radius, rD. Figure 3.4 [24] illustrates this effect, where the radius
of the Čerenkov light ring arriving at the diaphragm plane is plotted as a function of
the light wavelength λ, for nitrogen (figure 3.4a) and hydrogen (figure 3.4b).
Without a reconfiguration of the optical system, the light yield is expected to be around
30% less [21]. The decreased number of hits associated with fewer photons hitting the
photomultipliers will result in a worse time resolution, potentially impacting K+ − π+
matching. Some light can be recovered by increasing the width of diaphragm aperture,
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(a) Radii of rings from kaons (left) and pions (right)
versus λ for the CEDAR filled with nitrogen.
(b) Radii of rings from kaons (left) and pions (right)
versus λ for the CEDAR filled with hydrogen.
Figure 3.4: Radius of the Čerenkov light ring at the diaphragm as a function of its
wavelength, for N2 (left) and H2 (right), from [24].
therefore letting more light through. This however will mean that light originating
from beam pions as well as kaons will reach the KTAG PMs, resulting in a worse K/π
separation. Using the H2 as the CEDAR radiator gas clearly has both upsides and
downsides, and the balance between those will decide whether there is an overall benefit
to the experiment.
3.3 Hydrogen operation safety
Putting hydrogen inside the CEDAR has certain safety implications, relating to the fact
that hydrogen is a flammable gas. For a fire or an explosion to occur, two conditions
need to be met simultaneously: the concentration of hydrogen in air (by volume) must
be in the flammable range, and an ignition source must be present. Hydrogen can ignite
in a wide range of concentrations, and it only needs 0.019 mJ of ignition energy. The
minimum concentration needed for H2 to burn in air is 4%, this is known as the lower
explosive limit (LEL), if the concentration of hydrogen climbs above 75%, the mixture
becomes too rich to burn: the upper explosive limit (UEL).
The safety arrangements around operating the CEDAR with H2 are aimed at preventing
either of the above conditions occurring separately, or at the same time. A key part of
these arrangements are several hardware interlocks designed to power down or prevent
from powering up, electrical equipment located in and around the CEDAR, therefore
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removing potential sources of ignition. This electrical equipment includes the detector
high and low voltage power supplies, alignment and diaphragm motors, and switches
inside the CEDAR gas volume. A photo of the KTAG experimental area is shown in
figure 3.5. The interlocks are triggered when potentially dangerous conditions arise,






Figure 3.5: A photo of the KTAG detector and its systems.
Interlock name Condition Receiving system Description
CEDAR H2 leak
Gas leak during a filling,
or a pressure drop during
an operation
KTAG HV, LV
Stop H2 filling and
interlock KTAG HV,
LV










Low N2 flow in KTAG
enclosure
N2 flow in KTAG













Table 3.2: Summary of the interlocks required for CEDAR operation with H2
The CEDAR gas control system (GCS) continuously evaluates the interlock conditions
described in the table 3.2. Each interlock is represented in hardware by a programmable
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logic controller (PLC) output, which is used to drive a relay. In the normal operational
state (when the interlock conditions are false), the relevant output, and therefore the
relay, are energised, causing the relay pins acting as the dry contact to be closed. If the
interlock trigger is evaluated as true, the output is de-energised causing the dry contacts
to open, and delivering the interlock signal. This scheme also ensures that the interlock
is in a safe state in the case of a hardware failure. An example implementation of a dry
contact is illustrated in figure 3.6.
3.3.1 High and low voltage power supplies
A metal enclosure at the upstream end of the CEDAR, shown in figure 3.5, houses
the photo multipliers, and the read-out electronics of the KTAG. The power supplies
providing the high and low voltage to the equipment are located in racks several metres
away from the detector, and are also indicated in figure 3.5. The KTAG electronics
enclosure is permanently flushed with nitrogen in order to prevent the ingress of a








Figure 3.6: Schematic of a dry contact circuit. In normal operational mode, the dry
contact relay (DCR) is energised, causing pins 1 and 2 to be connected.
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the electronics inside the enclosure must be switched off. To do so, two dry contacts
were integrated with the high and low voltage power supplies.
The high voltage power supply used to power the PMs is a CAEN SY4527 [28] which
has built-in interlock support. The interlock signal (dry contact) is delivered via the
means of a cable fitted with a LEMO 00 connector.
The low voltage supply model for the KTAG is a TTi PL155-P [29], which provides a
“remote-off” feature, allowing the power output to be interrupted. The powering off of
the low voltage supply is triggered by connecting a pair of contacts, rather than their
disconnection, which is the scheme used by the interlocks. To integrate the interlock
signal with the TTi supplies, an additional relay was installed to “reverse” the dry
contact states, i.e. the contact provided to the low voltage power supply is closed when
the interlock is on, and open when it is not. The metal frame built to house the relay
and its power supply is shown by figure 3.7.
3.3.2 CEDAR diaphragm motor
The motor which controls the CEDAR diaphragm is located on top of the CEDAR,
and can be seen in figure 3.5. To mitigate the risk of the motor coming into contact
with a flammable gas mixture, the enclosure is permanently flushed with nitrogen. In
order to prevent the operation of the motor in case of failure of the N2 flushing system,
the CEDAR motor interlock in table 3.2 was implemented. The power to the motor is
delivered through the interlock dry contact, meaning the power to the motor is cut if
the interlock is triggered.
Figure 3.7: Frame housing the relay delivering the interlock signal to the TTi PL155-P
low voltage power supplies.
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3.3.3 CEDAR diaphragm end-switches
Inside the CEDAR there are two switches, which are designed to stop the diaphragm
being damaged by being moved too far in either the opened or closed direction. In order
to prevent the switches being energised if the detector is being used with hydrogen,
a relay, RL7 in figure 3.8, driven by a dry contact, is used to cut the power to the
two end switches simultaneously. To help ensure the safe operation of equipment in
explosive atmospheres, the European Union has put in place two directives describing
the type of equipment permitted to operate in explosive environments. These directives
are commonly known as ATEX [30]. To further mitigate the risk of the end-switches
acting as an ignition source, an ATEX rated Pepperl-Fuchs Z779 Zener barrier [31],
pictured in 3.8b, was installed, limiting the amount of current allowed to flow to the
switches.
(a) A schematic of the zener diagram circuit.
(b) Photo of the zener barrier in-situ.
Figure 3.8: The P+F Zener barrier and relay number 7 are complementary pieces of
safety hardware aiming to prevent the presence of an ignition source inside the CEDAR.
A schematic of the barrier wiring is shown on the left, whereas a photo of the relay and
barrier in-situ is displayed on the right.
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3.3.4 Detector control system
In order to provide status information and warning to NA62 shifters, the state of the
diaphragm motor and end switches interlocks was integrated into the KTAG DCS, in-
cluding a countdown timer for the N2 flushing of the KTAG enclosure interlock. The
state of the interlocks is displayed on the “KTAG environment” panel, shown in figure
3.9. If either of interlocks is triggered, a DCS alarm is raised and an “ERROR” state is
propagated along the KTAG FSM.
3.4 Evacuated CEDAR run
The multiple scattering undergone by the particles travelling through the CEDAR is
expected to increase the hit rates experienced by downstream detectors. In order to
attempt to assess the magnitude of these effects, the CEDAR was evacuated at the
end of the 2016 run, and data was taken with the detector volume empty. Purging the
nitrogen from the vessel removes the bulk of the material of the CEDAR, making the
material budget of the detector similar to that which would be present if it were filled
with H2.
The size of the contribution, due the nitrogen inside the CEDAR, towards downstream
detector rate is estimated by comparing the hit rates with the CEDAR filled with N2,
and with it empty. In order to minimise the influence of beam related effects, e.g.
intensity or alignment, the data runs used for the study were chosen to have similar




6291 16/09/2016 0.73 full
6610 20/10/2016 0.78 full
6694 31/10/2016 0.89 full
6761 03/11/2016 0.80 empty
6791 06/11/2016 0.89 empty
6792 06/11/2016 0.86 empty
Table 3.3: A list of the runs used for the empty CEDAR study and their average
Argonion counts.
Operation of CEDAR with hydrogen 47
(a) Both enclosure and motor flushing interlocks in OK state.
(b) Enclosure N2 flushing interlock in ERROR state.
Figure 3.9: A screenshot of the environment panel in the KTAG DCS when the inter-
locks are in operational state (left), and when the N2 enclosure flushing interlock has
been triggered and the countdown has been initiated (right).
An ionization chamber (Argonion) [32] placed at the end of the NA62 experiment is used
to estimate the rate of particles entering the experiment. The counts of the Argonion
integrated over the entire length of a burst are used to normalise the downstream detector
rates. Figure 3.11 shows the Argonion counts over the duration of the six runs used for
Operation of CEDAR with hydrogen 48
the empty CEDAR analysis. An example of the effect of the normalisation is shown in
3.12.
3.4.1 CHANTI rates
The CHANTI is made up of six stations of plastic scintillator placed after the third GTK
module. Its purpose is to veto events with activity coming from inelastic interactions
of the beam with GTK3. The distances between the CHANTI stations and GTK3 are
listed in table 3.4.
CHANTI station A B C D E F
Distance to GTK3 [mm] 27 83 200 430 890 1810
Table 3.4: The spacing of each CHANTI station from GTK3.
The CHANTI hit rates during the six runs analysed are plotted in figure 3.10, with the
average rates for each run listed in table 3.5. The variation in rates between the stations
is attributed to the varying acceptance for δ-rays originating from quasielastic scattering
in GTK3.
The CHANTI station rates averaged over the three full CEDAR runs and the three
empty CEDAR runs are listed in table 3.6. The rates in each of the stations decrease by
around 7% with the CEDAR evacuated compared with the CEDAR filled with N2. The
average difference in the rates with the CEDAR full/empty is similar to the variation
seen within the full/empty run sets.
CHANTI
station
f6291 [MHz] f6610 [MHz] f6694 [MHz] f6761 [MHz] f6791 [MHz] f6792 [MHz]
A 12.43 13.00 12.64 10.84 11.84 11.91
B 13.53 14.14 13.76 12.03 13.01 13.08
C 13.54 14.11 13.73 12.26 13.15 13.16
D 12.71 13.28 12.96 11.61 12.46 12.46
E 10.82 11.32 11.07 9.53 10.19 10.18
F 11.01 11.54 11.29 10.20 10.82 10.87
Table 3.5: Average rates in each CHANTI station per run.
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(a) CHANTI station A normalised rates.




















































(b) CHANTI station B normalised rates.




















































(c) CHANTI station C normalised rates.



















































(d) CHANTI station D normalised rates.



















































(e) CHANTI station E normalised rates.




















































(f) CHANTI station F normalised rates.
Figure 3.10: Argonion normalised hit rates per burst at the six CHANTI stations, for
the three full and three empty runs.
3.4.2 LAV rates
The rates for the full and emptied CEDAR runs in each of the twelve LAV stations are
shown in figure 3.13, with the average run rates enumerated in table 3.7. For most of the
large angle veto stations, runs with the CEDAR filled show an increase of around 4% in
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CHANTI
station
ffull [MHz] fempty [MHz] ffull/fempty
A 12.69± 0.29 11.53± 0.60 1.10± 0.06
B 13.81± 0.31 12.71± 0.59 1.09± 0.06
C 13.79± 0.29 12.86± 0.52 1.07± 0.05
D 12.98± 0.29 12.18± 0.49 1.07± 0.05
E 11.07± 0.25 9.97± 0.38 1.11± 0.05
F 11.28± 0.27 10.63± 0.37 1.06± 0.05
Table 3.6: Averaged hit rates between the three full and three empty runs, and their
ratio, for each of the six CHANTI stations. The error assigned to ffull and fempty is
the standard deviation of the respective run set mean rate
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(a) Argonion counts during run 6291.


















(b) Argonion counts during run 6610.


















(c) Argonion counts during run 6694.


















(d) Argonion counts during run 6761.


















(e) Argonion counts during run 6791.


















(f) Argonion counts during run 6792.
Figure 3.11: Argonion counts of the six runs used for studying the effect of the N2
inside the CEDAR.
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(a) The hit rate of CHANTI station A for run 6291 without nor-
malisation.


















(b) Argonion counts during run 6291.











































(c) CHANTI station A rate normalised by the Argonion rate.
Figure 3.12: Rate of CHANTI station A during run 6291, before and after Argonion
normalisation.
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the LAV hit rate with respect to the data taken with Čerenkov volume evacuated. This
increase is again comparable to the variation of rates seen between runs belonging to
the same CEDAR status run set. In LAV12, the hit rates with the CEDAR evacuated
are consistently lower than those when the CEDAR was full, where the decrease in rate
is around 10% and the variation within run sets is at the two percent level.
The rates in the LAVs have been shown to be sensitive to the steering and tuning of the
beam. These effects do not correlate strongly with the counts given by the Argonion
chamber, and can account for the hit rates differences seen between runs where the




f6291 [MHz] f6610 [MHz] f6694 [MHz] f6761 [MHz] f6791 [MHz] f6792 [MHz]
1 13.08 14.09 13.61 12.72 13.31 13.16
2 8.76 9.58 9.18 8.58 9.05 8.87
3 6.61 7.18 6.92 6.49 6.78 6.69
4 6.03 6.52 6.26 5.88 6.13 6.04
5 5.71 6.14 5.93 5.60 5.85 5.72
6 4.97 5.49 5.31 4.96 5.34 5.19
7 4.88 5.33 5.14 4.83 5.04 4.93
8 4.64 5.04 4.89 4.62 4.80 4.72
9 2.93 3.24 3.13 2.94 3.06 2.99
10 2.91 3.17 3.07 2.90 3.02 2.94
11 3.81 4.06 3.91 3.76 3.91 3.81
12 7.77 8.02 7.77 7.04 7.16 7.08
Table 3.7: Averaged LAV station hit rates for each of the six runs used in this study.
LAV
station
ffull [MHz] fempty [MHz] ffull/fempty
1 13.59± 0.50 13.06± 0.31 1.04± 0.05
2 9.17± 0.41 8.83± 0.24 1.04± 0.05
3 6.90± 0.28 6.65± 0.15 1.04± 0.05
4 6.27± 0.24 6.02± 0.13 1.04± 0.05
5 5.93± 0.21 5.72± 0.12 1.04± 0.04
6 5.25± 0.27 5.16± 0.19 1.02± 0.06
7 5.12± 0.23 4.93± 0.10 1.04± 0.05
8 4.86± 0.21 4.71± 0.09 1.03± 0.05
9 3.10± 0.16 3.00± 0.06 1.03± 0.06
10 3.05± 0.13 2.95± 0.06 1.03± 0.05
11 3.94± 0.12 3.83± 0.07 1.03± 0.04
12 7.85± 0.15 7.09± 0.06 1.11± 0.02
Table 3.8: Averaged hit rates between the three full and three empty runs, and their
ratio, for each of the twelve LAV sub-detectors. The error assigned to ffull and fempty
is the standard deviation of the respective run set mean rate.
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(a) LAV station 1 normalised rates.



















































(b) LAV station 2 normalised rates.



















































(c) LAV station 3 normalised rates.



















































(d) LAV station 4 normalised rates.



















































(e) LAV station 5 normalised rates.



















































(f) LAV station 6 normalised rates.
Figure 3.13: Hit rates (per burst) at the first six LAV stations normalised to Argonion
counts, for the six runs used to study the effect of the N2 inside the CEDAR.
3.4.3 IRC and SAC rates
The pattern of hit rates observed in the IRC and SAC is similar to that of LAV12, where
the increase in the number of hits observed when the CEDAR filled with N2 versus when
it is empty, is consistently above the run variation within the same dataset. The average
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(g) LAV station 7 normalised rates.



















































(h) LAV station 8 normalised rates.



















































(i) LAV station 9 normalised rates.




















































(j) LAV station 10 normalised rates.




















































(k) LAV station 11 normalised rates.




















































(l) LAV station 12 normalised rates.
Figure 3.13: Hit rates (per burst) at the last six LAV stations normalised to Argonion
counts, for the three full CEDAR and three empty CEDAR runs.
hit rates in the small angle calorimeters are summarised in tables 3.9 and 3.10, with the
hit rates for each burst of the six runs studied are plotted in figure 3.14. The difference
in the full/empty hit rates observed for the SAC is around 4%, which is in-line with the
observations from most of the other sub-detectors studied. The IRC shows the highest
difference in average rates between the full/empty datasets, which is around 18%. This
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difference can be explained by considering the fact that the IRC is placed around the
beam pipe, and is particularly sensitive to the beam.










































(a) IRC normalised rates.












































(b) SAC normalised rates.
Figure 3.14: Hit ates at the IRC and SAC detectors Argonion normalised plotted as a
function of the burst number, for the runs taken with the CEDAR full and empty.
SAV
detector
f6291 [MHz] f6610 [MHz] f6694 [MHz] f6761 [MHz] f6791 [MHz] f6792 [MHz]
IRC 5.16 5.10 5.02 4.35 4.27 4.29
SAC 1.17 1.18 1.15 1.12 1.12 1.12




ffull [MHz] fempty [MHz] ffull/fempty
IRC 5.10± 0.07 4.31± 0.04 1.18± 0.02
SAC 1.16± 0.01 1.12± 0.00 1.04± 0.01
Table 3.10: Averaged hit rates between the three full and three empty runs, and their
ratio, for two small angle veto detectors. The error assigned to ffull and fempty is the
standard deviation of the respective run set mean rate.
3.5 Summary
Running the CEDAR with H2 reduces the hit rate in downstream detectors. The drop
in rate observed in the detectors studied, except from LAV12, IRC, and SAC, is similar
in magnitude to the variation in rates seen during the normal data taking. The rate
reduction in LAV12, IRC, and SAC is more significant when compared to the run-
to-run variation. This suggests that using the CEDAR with H2 would bring tangible
improvements to the πνν̄, if complemented by improved stability of beam conditions.
To quantify the benefit of the reduced scattering, one would have to perform a full πνν̄
analysis, with the KTAG filled with H2. As discussed earlier, the benefit of the reduced
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scattering may well be cancelled out by the reduction in the KTAG performance, if
the CEDAR optics are not modified for H2 operation. To take πνν̄ data with the
CEDAR filled with hydrogen as is, i.e. without H2 optimised optics, would require
taking dedicated H2 data to assess the performance of the πνν̄ analysis, and potentially
re-optimise it.
With the end of the first NA62 data-taking period in November 2018, and the desire to
start taking πνν̄ data in earnest in 2021, the NA62 collaboration has taken the decision
not to use the current CEDAR with H2. Instead, the strategy adopted by NA62 is to
take πνν̄ data with the current CEDAR configuration, and in parallel adapt a different
CEDAR for H2 operation. This work has already begun, and the new CEDAR is
expected to be ready for the 2022 data-taking period. In this way, NA62 will benefit
from a CEDAR with a lower material budget and no performance degradation, while




Performing a precision measurement of branching fractions, which is the aim of the
analysis presented in this thesis, generally requires two ingredients: a large number
of signal events resulting in a low statistical error, and a good control of systematic
effects that also contribute to the overall uncertainty. A common method of reducing
systematic effects when studying the branching fraction of a particular channel is to
use a “normalisation” channel. The normalisation channel generally has a similar decay
signature to the mode of interest, allowing the bulk of the event selection for both
channels to be the same. In this way, when one takes the ratio between the branching
fraction of the two decays, many systematic effects will cancel, at least to first order. Not
performing any particle identification in the fit selection, e.g. using the calorimeters or
the RICH, allows for control samples enriched in particular decay modes to be selected.
These control samples can be used to study the agreement data and simulation, and to
implement any required corrections.
This is the strategy adopted for the Kl3 branching fraction measurement. A common
selection is used to isolate events that have a single downstream positively charged track
matched to a K+ and a π0. This is the signature of the two Kl3 channels of interest, Kµ3
and Ke3, as well as the K2π decay, which will serve as the normalisation channel. Two
58
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versions of the analysis have been studied: one where the downstream track is matched
a kaon as reconstructed by the Gigatracker, the other does not include the GTK and
makes use of a “nominal” kaon.
The resulting data sample will be a mixture of different decays, where the contribution
of each source, or sample strength, will be proportional to the branching fraction and
acceptance of the decay mode. Therefore if the contribution strength and acceptance of
each decay channel is known, one can extract the branching fraction.





where εj is the acceptance for decay mode j, n
generated
j is the number of decay events
generated, and nacceptedj is the number of events passing the selection. simulation can
also be used to predict the distributions of different variables which will change between
the various decay channels. The sum of these distributions, in the (unknown) correct
proportions, should be the same as that obtained from data using the same selection.
The decay channel fractions present in the data sample can be determined by performing
a fit of the variable distributions obtained from simulation to the same data distributions,
where the floated parameters are the sample strengths.
The problem of fitting distributions from multiple Monte Carlo samples to data is ad-
dressed by Barlow and Beeston in [33]. The article specifically addresses the issues of
using simulation samples that are limited in size and using distributions that may con-
tain bins with low event counts. Both of these issues are pertinent to this analysis, hence
the Barlow-Beeston method was used to perform the sample fraction fit. The strategy of
using a common selection to obtain a mixed sample, which is then used for the channel
branching fractions fit also has the advantage of boosting the number of signal events
for each channel, as no specific selection is made to isolate individual pure samples.
Section 4.1 describes the selection used to obtain the data and simulation samples on
which the fraction fit is performed, including upstream-downstream track matching with
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and without the GTK, π0 tagging, and trigger conditions. The principles of the Barlow-
Beeston method, and its application to this analysis are discussed in section 4.2.
4.1 Event selection
The experimental signatures of the three processes of interest, K+ → π0µ+νµ, K+ →
π0e+νe, and K
+ → π+π0, all have a single charged track and a π0 in their final state,
with the dominant decay of the neutral pion being π0 → γγ. The neutrino from the Kl3
decays leaves the experiment undetected. Therefore, exactly the same selection criteria
for the three decays can be used, with the decay discrimination performed by the sample
fraction fit.
4.1.1 Trigger
The trigger used for event selection is a minimum-bias trigger, designated as the “con-
trol” trigger of the experiment. Its sole condition is the presence of at least 2 hits in
the NA48-CHOD. The generation of control triggers is downscaled by a factor 400 in
order to prevent an unsustainably high rate. At a downscale of 400, the control trigger
already takes up 30% of the available data read-out bandwidth.
4.1.2 Filter
After the data has been centrally processed, it is split into several different filter streams
designed to provide reduced datasets for the various NA62 analyses. This analysis makes
use of the control stream, part of the filter designed for the πνν̄ measurement. The
stream contains all control triggered events that pass a minimum bias selection criteria.
For an event to be accepted through the filter, it must contain at least one hit in the
horizontal and vertical planes of the same quadrant of the NA48-CHOD. Additionally,
successfully filtered events must contain at least one reconstructed STRAW track which
satisfies the following conditions:
• Track reconstructed in all four STRAW chambers
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• STRAW candidate is in the acceptance of NA48-CHOD, LKr, and MUV3
• STRAW track is loosely matched to a NA48-CHOD hit pair, using a discriminant
of the same form as equation 4.2
• Spectrometer candidate must be in time with at least one hit in each GTK station.
The track time is taken to be the time of NA48-CHOD or the time of the KTAG
candidate, with at least four sectors, closest to the the NA48-CHOD time within
a 5 ns window, if one exists.
4.1.3 Downstream track selection
The downstream track selection isolates events with exactly one “good” downstream
track. A “good” downstream track is a STRAW track reconstructed in all four STRAW
chambers, which has associations with all of the relevant downstream detectors. Events
with more than ten reconstructed STRAW tracks are rejected.
The spectrometer reconstruction algorithm clusters STRAW hits in groups of views,
chambers, chambers pairs, and finally multi-chamber tracks. The final track parameters,
e.g. slopes and momentum, are extracted via the means of an iterative least squares fit
(LSF), which removes hits too far from the predicted track trajectory. For a STRAW
track to be considered of “quality”, it must have a fit χ2 < 20, and the difference
between the estimated track momentum before and after the fit must less than 20 GeV/c.
Additionally, the Kl3 selection only accepts tracks reconstructed in all four chambers,
and with a positive charge.
A preliminary condition for associating STRAW tracks to other downstream detectors,
is that the extrapolated track position at the relevant detector plane falls within the
active area of the detector, e.g. the track is in the detector geometrical acceptance. The
acceptance conditions for the NA48-CHOD, CHOD, LKr and MUV3 are described in
table 4.1.
If a track is found not to satisfy the conditions in table 4.1, it is rejected. Once a track
has been determined to be of “quality” and in the geometrical acceptance, an attempt is
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Detector (x, y)centre [mm] z [mm] Rlow [mm] Rhigh [mm]
STRAW chamber 1 (101.2, 0) 183 508 75 1000
STRAW chamber 2 (114.4, 0) 194 066 75 1000
STRAW chamber 3 (92.4, 0) 204 459 75 1000
STRAW chamber 4 (52.8, 0) 218 885 75 1000
CHOD (0,0) 238 131 140 1070
NA48-CHOD V plane (0,0) 239 009 130 1100
NA48-CHOD H plane (0,0) 239 389 130 1100
LKr (0,0) 241 093 150 1130
MUV3 (0,0) 246 800 130 2400
Table 4.1: Geometrical acceptance conditions for the relevant downstream detectors.
For the STRAW, NA48-CHOD, and CHOD, the track (x, y) position must fall within
the area outlined by two circles with radii Rlow and Rhigh. The LKr acceptance is
defined by an inner circle with a radius of Rlow and an outer octagon with an apothem
of Rhigh. The acceptance area of MUV3 is constructed by an inner circle with radius
of Rlow and a square with a side of Rhigh.
made to match it with candidates in the NA48-CHOD, CHOD, and LKr. The track is
first matched with the NA48-CHOD, which has a time resolution of 0.2 ns. If a STRAW
track is successfully matched with a NA48-CHOD candidate, the time of the candidate
is used alongside the time obtained from the spectrometer (STRAW time resolution of
around 5 ns), to make the rest of the detector matches.
The matching algorithm starts by looking for STRAW-NA48-CHOD candidate associ-
ations. A STRAW track and a NA48-CHOD candidate are considered associated if the
extrapolated track position at the NA48-CHOD z plane, directly intersects the horizon-
tal and vertical slabs belonging to the hodoscope candidate, or is within 20 mm of their
edges [34]. For each association, a discriminant is built using the distance between the












where XNA48-CHOD is the (x, y) position of the NA48-CHOD candidate, as taken from
the central coordinates of the corresponding slabs, XSTRAW is the extrapolated position
of the track, TNA48-CHOD is the candidate time, and TSTRAW is the time of the track
as measured by the spectrometer. σX = 13 mm, σT = 5.6 ns.
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Matching the charged hodoscope candidates to STRAW tracks in both time and space
reduces the chances of matching a STRAW track to an accidental NA48-CHOD candi-
date occurring at the same point in time or space. Figure 4.1 shows the variables used
to construct the discriminant NA48-CHOD (left), and the form of the discriminant itself
(right). The pair with the lowest discriminant is taken, and it is considered matched if:
• DNA48−CHOD < 10
• |TSTRAW − TNA48-CHOD| < 20 ns
















































(a) XSTRAW − XNA48-CHOD vs. TSTRAW −
TNA48-CHOD














Figure 4.1: A plot of the spatial and temporal variables used to build DNA48−CHOD
are shown on the left, with the distribution of the resulting discriminant on the right.
If a track is successfully matched with NA48-CHOD, the CHOD matching procedure is
performed. The position of the charged track at the CHOD plane is calculated, and if
distance between the track and a CHOD candidate is less than the search radius, rCHODsearch ,




0.07 + 47.3Ptrackmm, if Ptrack > 1 GeV/c.
47.37mm, otherwise
(4.3)
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The momentum dependence of the search radius is an artefact of the detector association
tool [35]. The association algorithm was originally developed for the MUV3 detector,
which has a significant amount of material in front of it, necessitating the momentum
dependence in order to account for multiple scattering.












where XCHOD is the (x, y) position of the CHOD candidate, as taken from the central
coordinates of the corresponding tile, XSTRAW is the extrapolated position of the track,
TCHOD is the candidate time, and TSTRAW is the time of the track as measured by the
spectrometer. σX = 16 mm and σT = 7 ns. The shape of the discriminant and the two
variables which are used to build it are shown in figure 4.2.











































(a) XCHOD −XSTRAW vs. TCHOD − TSTRAW












Figure 4.2: A plot of the distance between associated STRAW-CHOD candidates versus
their time difference is shown on the left, with the resulting discriminant distribution
displayed on the right.
The pair with the lowest discriminant is considered matched, if the following conditions
are met:
• DCHOD < 10
• |TCHOD − TNA48-CHOD| < 5 ns.
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The tighter |TCHOD − TNA48-CHOD| cut with respect to |TSTRAW − TNA48-CHOD| rep-
resents the better time resolution of the CHOD, which is O(1ns).
Once a track has been matched with an NA48-CHOD and CHOD candidate, the LKr













where XLKr is the (x, y) position of the LKr cluster, XSTRAW is the extrapolated
position of the track at the LKr plane, TLKr is the cluster time, and TSTRAW is the
time of the track as measured by the spectrometer. σX = 20 mm and σT = 5 ns. The
track cluster pair with the lowest discriminant is taken, and the LKr cluster is considered
associated to the track if the criteria below are met:
• |XLKr −XSTRAW | < 60 mm
• |TLKr − TSTRAW | < 15 ns.
An auxiliary cluster reconstruction is run at the analysis level, if no associated cluster
is found [36]. The algorithm attempts to form a cluster using LKr hits around the track
impact position, which meet the following conditions with respect to the track:
• |Xhit −XSTRAW | < 60 mm
• |Thit − TSTRAW | < 25 ns.
The most energetic LKr hit passing the above criteria is designated as the seed hit, and
must have an energy deposit of at least 40 MeV.
A track associated LKr cluster is considered matched if the following criteria are satisfied:
• |XSTRAW −XLKr| < 100 mm
• |TLKr − TNA48-CHOD| < 6 ns
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• |TLKr − TCHOD| < 6 ns
• |TLKr − TSTRAW | < 20 ns.
The times of the successfully matched candidates of the NA48-CHOD, CHOD, and LKr
are combined with the STRAW track time to form the “downstream time”, according






here i = 1, 2, 3, 4 are the indices for the NA48-CHOD, CHOD, STRAW, and LKr re-
spectively. Ti is the time of each matched detector reconstructed candidate, and the
values of w1,2,3,4 are 2, 1.5, 1, and 0.1 ns
−1. The weight, wi, given to each detector time
reflects the time resolution of the detector in question.
4.1.4 Downstream-upstream track matching
4.1.4.1 KTAG matching
The downstream track time is used to match the STRAW track to an incoming kaon
that has been identified by the KTAG. The matching algorithm only considers KTAG
candidates that have hits in at least 5 out of the 8 sectors. The procedure selects the
KTAG candidate, with time TKTAG, closest to Tdownstream within a 2 ns window. If there
is no KTAG candidate with 5 sectors, within that time window, the event is rejected. If
the downstream track is successfully matched with a KTAG candidate, the time of the
KTAG candidate is used for any further associations. This is due to the fact that the
KTAG has a lower time resolution, O(70ps), compared to the detectors entering in the
computation of the downstream track time.
4.1.4.2 GTK matching
The GTK matching procedures make use the two variables: ∆T and CDA. ∆T is
defined as ∆T = TKTAG − TGTK , where TGTK is the time of each GTK matching
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(a) Number of sectors per KTAG candidate.




















(b) Tdownstream − T candidatesKTAG
Figure 4.3: A plot of the KTAG candidate sector distribution is shown on the left, with
the difference in time with respect to Tdownstream plotted on the right.
candidate and TKTAG is the time of selected KTAG candidate. The second variable,
CDA, is the closest distance of approach between the selected STRAW track and the
GTK candidates being considered. The CDA is calculated using the positions and
directions of the STRAW and GTK tracks. The matching algorithm combines these two
variables into a discriminant, D(CDA,∆T ) [37]:
D(CDA,∆T ) = [1− p(CDA)] · [1− p(∆T )], (4.7)
where p(CDA) and p(∆T ) are the probabilities of CDA and ∆T belonging to signal
like events, i.e. the particle reconstructed in the STRAW originates from the kaon re-









f(∆T ′)d(∆T ′). (4.9)
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f(CDA′) and f(∆T ′) are the signal probability density functions for the CDA and ∆T
respectively, which are obtained from the analysis of K+ → π+π+π− decays. The form
of the two PDFs is illustrated in figure 4.4.
(a) f(∆T ). (b) f(CDA).
Figure 4.4: A plot of the signal probability density functions for ∆T (left) and CDA
(right), used for K+ downstream track matching.
D(CDA,∆T ) is only built for downstream-GTK track pairs which meet the condition:
|∆T | < 0.3 ns. The downstream-upstream track pair with the highest discriminant is
taken, and is considered matched if it meets the following conditions:
• D(CDA,∆T ) ¿ 0.01
• CDA < 5 mm.


























(a) CDA vs. ∆T


















Figure 4.5: Plots of the CDA against ∆T (left) and D(CDA,∆T ) (right), for the
kaon-downstream track pairs with the highest D(CDA,∆T ).
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The decay vertex of matched upstream-downstream tracks is calculated by taking the
mid-point on the line of closest approach between the two track trajectories. The dis-
tributions of the (x, y) and z positions of the decay vertices are shown in figure 4.6. In
order to select decays occurring in the fiducial volume, only decays with z vertex in the
range of 110 m and 180 m are accepted.































(a) Charged decay vertex (x, y)













(b) Charged decay vertex z
Figure 4.6: A plot of the transversal (left) and longitudinal (right) positions of the
charged decay vertex.
4.1.4.3 Nominal kaon matching
Rather than using kaon candidates reconstructed by the Gigatracker, the selected down-
stream track is matched to a kaon reconstructed from measured parameters of the beam
in the data [38]. Such kaons are referred to as “nominal” kaons throughout this work.
The beam parameters used to construct a nominal kaon, are measured on a run by run
basis, and include the beam central momentum, the dx/dz and dy/dz slopes, and the
(x, y) positions at z = 102.4 m. The decay vertex and CDA between the kaon and the
charged track are calculated using the same method as in section 4.1.4.2. Due to the fact
that the CDA resolution is higher without the use of the GTK, the CDA cut is relaxed
to 8 mm. The cuts of the z coordinate of the decay vertex remain as: 110 < zvertex < 180
m.
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4.1.4.4 Magnetic field correction
As charged particles travel through the fiducial volume, their direction is altered by
Earth’s magnetic field and residual magnetisation of the vacuum vessel. A field map
of the magnetisation inside the FV was created by NA62 collaboration, and is used to
correct the track directions. Once the charged vertex has been computed, the particle
slopes are corrected for the effect of the magnetic field, and the vertex is recalculated
with the new particle directions.
In order to reduce background events stemming from inelastic interactions of beam
particles in the last GTK station, events which have CHANTI activity within 3 ns of
TKTAG are rejected.
4.1.5 π0 tagging
The reconstruction of neutral pions relies on information from the charged vertex of
the K+ (either GTK or nominal) matched to the charged track, and the reconstructed
LKr clusters originating from the process π0 → γγ. The first step of the algorithm
is to identify “quality” photon candidates. For an LKr cluster to qualify as such, it
must be at least 20 mm away from a dead cell, so that none of the γ energy is lost
due to the non-functional channel. The cluster must also be at least 30 mm away from
another LKr cluster in order to avoid energy sharing between clusters. The cluster must
not be associated to a STRAW track, and its shape must be electromagnetic like. The
cluster energy, Eγ , must be above 2 GeV, imposing this cut removes the part of the Eγ
spectrum where there are significant differences in the non-linear response of the LKr
between data and simulation.
The direction of the each photon candidate is calculated using the (x, y) positions of the
LKr cluster, the z position of the LKr front plane (zLKr) and the (x, y, z) of the charged
decay vertex. Combining the direction of the γ with the measured energy from the LKr
cluster, one can construct the γ four momentum.
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If there are at least two photon candidates, a π0 candidate is reconstructed with each
possible photon pair, with the π0 four momentum calculated as
Pπ0 = Pγ1 + Pγ2, (4.10)
where γ1,2 are the four momenta of the two photons. The photon with the lower energy
out of the two is designated as γ1.
For a neutral pion candidate to be classified as of “quality”, it must meet several different
conditions. The two photons forming the π0 must be at least 300 mm away from each
other as to avoid energy sharing between the clusters. Their time difference, |Tγ1 − Tγ2|,
must be less than 4 ns, suppressing photon pairs originating from different sources. The
time of the neutral pion, Tπ0 =
Tγ1+Tγ2
2 , must be within 4 ns of TKTAG, helping to
ensure the track and the π0 emanate from the same decay. The neutral z vertex of the
reconstructed π0 must be in the range 110-180 m. The π0 vertex is calculated using the
formula:






where mPDGπ0 = 134.98 MeV/c
2, the Particle Data Group (PDG) value for the π0 mass,
and d12 is the distance between the two LKr clusters.
Finally, the reconstructed mass of the π0, mrecoπ0 , must be within 10 MeV/c
2 of the PDG
value, mPDGπ0 . Events which have fewer or more than one tagged π
0 are rejected.
4.2 Sample fraction fit
4.2.1 Barlow-Beeston method
Binning one or more of the distributions discussed in section 4.2.2 into a histogram with
n bins results in a set of numbers {d1, d2, d3, ..., dn}, where di represents the number of
data events which enter into bin i. For each bin, there is also a predicted number of
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events fi, which is given by summing the distributions of the simulation samples. For







where aji is the number of simulation events from source j in bin i, Pj and Nj are the
strength and total number of events of simulation sample j. ND represents the total










It is convenient to combine the normalisation factor relating the total size of each simu-
lation sample (Nj) with respect to the data sample size (ND) with the simulation sample










Assuming the number of data events in each bin follows a Poisson distribution, the
probability of finding a particular di given a particular fi is given by:
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To estimate the values pj , one maximises the likelihood L, which is the product of P (di)











For convenience, one can equivalently maximise the log of the likelihood using the rela-
tion
ab = eb ln a, (4.19)




di ln fi − fi. (4.20)
This is the technique often referred to as a “binned maximum likelihood”. The approach
correctly accounts for statistical fluctuation in the number of data events, but it does
not consider the fact that the number of Monte Carlo bin entries can also be subject
to Poisson statistics. Accommodating this fact, one writes a new expression for the





where Aji is the actual expected (unknown) number of events, with







One can now write the new log likelihood to be maximised, which incorporates the
Poisson nature of the data and Monte Carlo events:









aji lnAji −Aji. (4.23)
By maximising 4.23, one obtains estimates for parameters, pj and Aji, with pj being
the parameter of interest. The construction of the log likelihood and the maximisation
strategy have been conveniently implemented in the class TFractionFitter [39], part of
the ROOT analysis framework developed at CERN [40].
4.2.2 Choice of fit variables
For the fitting technique above to be effective, the distribution of variables used to
construct the likelihood must differentiate the different samples sufficiently, so that a
unique set of parameter values give the optimum solution. For example, if the fitting
variable chosen had the same shape for all of the samples, any of combination of sample
strengths would result in a good description of the data.
Given the selection outlined in section 4.1, the dominant modes which will enter the fit
sample are K2π, Kµ3, Ke3, and K3π0 , with a significantly lower contribution from K3π.
Two variables which are expected to provide enough separation between the samples are




respectively. The two-body missing-mass here is:
m2miss(l) = (PK − Pl)2, (4.24)
where Pl is the four momentum of the charged track constructed with either the π
+,
µ+, or e+ mass and momentum information from the STRAW. The four momentum of
the kaon, PK , can either come from the matched GTK candidate or the nominal kaon
described in section 4.1.4.3. The three-body missing-mass uses the information from the
tagged π0, and it is defined as:
m2miss(l + π
0) = (PK − Pl − Pπ0)2, (4.25)
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K2π is a two-body decay, which means that it peaks in both the two-body and three-body
missing-mass distributions, if the π+ mass is used to construct the two quantities. The
two-body missing-mass peaks at m2π0 = 0.01822 GeV
2/c4, and the three-body instance
peaks at ≈ 0 GeV2/c4 (neutrino mass squared).
The two semileptonic decays, Kµ3 and Ke3, both have similar flat shapes in m
2
miss(l), due
to the missing π0 and neutrino. However they peak at ≈ 0 MeV/c2 in their respective






Similarly to Kµ3 and Ke3, K3π0 also has continuous spectrum in the two-body missing-
mass distribution, due to the fact that it is also a three-body decay. In the three-body
missing-mass, under a π+ hypothesis, it peaks at mπ0 , since the missing particle is a
second neutral pion, rather than a nearly massless neutrino.
K3π decays do not peak in any of the six possible missing-mass configurations, since
only one of three pions is used in the two-body versions, and the three-body missing-
mass distributions include a mis-reconstructed π0 or a π0 from a different decay. It also
possible for Kµ2 decays to enter the fit sample, if the muon track is erroneously matched
to a π0. Such decays would peak at zero in the two-body missing-mass distribution,
m2miss(µ+), but not in any of three-body missing-masses spectra.
The combination of m2miss(π) with one of the three-body missing-mass instances, or two
of the three-body missing-masses plotted against one another should provide enough
discriminating power to obtain reliable estimates of the sample strengths. Using different
combinations of the mass hypothesis for the fit will serve as a useful cross-check, and
could be used to obtain an estimate of the systematic uncertainty.
4.2.3 Use of GTK
Calculating the two and three-body missing-masses using the GTK results in a better
missing-mass resolution due to the knowledge of the kinematic properties of the incoming
kaon. This is turn means that the missing-mass peaks described in the previous section
will be narrower, leading to better separation amongst the peaks of the different decay
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modes, and potentially better fit performance. The missing-mass distributions obtained
with the GTK are sensitive to pileup effects, where the downstream track could be
matched to the wrong kaon, or the GTK track could be mis-reconstructed. Therefore,
for a good data/simulation agreement to be achieved, pileup effects present in data must
be reproduced in simulation.
Including the GTK in the analysis also means the effect of differences between the beam
tuning in data, and simulation, are greatly diminished, since that information is present
in the reconstructed GTK candidates. If a nominal kaon is used for the upstream-
downstream track matching, the missing-mass distributions become sensitive to the
direction and momentum of the beam. The beam in data, i.e. the mean and spread of
its momentum, dx/dz and dy/dz slopes, does have some considerable differences when
compared to simulation. To account for this, a correction scheme needs to be applied to
Monte Carlo events. The correction consists of weighting the Monte Carlo events based
on the true kaon momentum.
The agreement between data and simulation for the two and three-body missing-masses,
with and without the GTK, is discussed in the following chapter. Chapter 5 also re-
views the different techniques developed to improve data/simulation agreement including
the kaon weighting scheme, and the smearing of upstream and downstream simulation
tracks.
Chapter 5
Data and simulation samples
The analysis strategy outlined in the previous chapter relies on simulation for two main
functions: a description of the shape of the fit variables, and the calculation of the
acceptance for each decay mode included in the fit. If the simulation is to be used for
these purposes, good agreement between data and simulation must be demonstrated,
particularly in the variables to be fitted, i.e. the two-body and three-body missing-
masses squared, calculated with and without the Gigatracker.
Previous comparisons between data and simulation have shown that there are disagree-
ments in the NA62 simulation related to the resolution of the kinematic variable m2miss(l)
(σGTK
m2miss(l)
), calculated using the GTK. The missing-mass resolution observed in simula-
tion is better than that in data. This results in a difference in the width of the m2miss(π
+)
peak of K2π decays, particularly in the central part of the peak. There are also known
issues regarding the simulation of pileup. Pileup decays also affect the m2miss(l) and
m2miss(l + π
0) distributions, where a charged track could be matched to the “wrong”
kaon. Pileup effects can also cause either the track or the kaon to be mis-reconstructed.
Such types of events broaden the missing-mass distribution but dominate in the tails of
the distributions.
A mechanism to inject pileup hits into Monte Carlo events has been developed by the
NA62 collaboration, and this significantly improves the data/simulation agreement in
the tails of the missing-mass distributions. There are however residual discrepancies
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in the agreement at the level of around 30%. In order to improve the data/simulation
agreement of the missing-mass resolution (with GTK), techniques to smear STRAW
and GTK tracks were developed. Applying the smearing to simulation events brings the
agreement with data to ¡5% in the central part of the m2miss(π) spectrum. The fraction
sample fit works well when the fit distributions in simulation are representative of the
ones in data. Applying corrections such as the kinematic smearing serve to improve the
data/simulation agreement to this effect.
Matching downstream tracks to a “nominal” kaon, with constant properties for each
event removes the bulk of the influence of the pileup effects. However the m2miss(l) and
m2miss(l+π
0) distributions become sensitive to differences between the beam properties
in data and simulation, which are significant. To mitigate this effect, Monte Carlo events
are weighted according to the true kaon momentum and the data/simulation ratio of
beam parameters as measured by the GTK.
An overview of the data and simulation samples used for data/simulation agreement
studies, and subsequent Kl3 branching fraction measurement, is given in sections 5.1
and 5.2 respectively. Section 5.3 discusses the data/MC agreement when using the Gi-
gatracker, including the smearing techniques for STRAW and GTK track (section 5.3.1)
and pileup (section 5.2.1). The “nominal” kaon strategy and the requisite weighting and
corrections are discussed in 5.4.
5.1 Data samples
The analysis presented in this thesis is based on a data sample collected between Septem-
ber and November 2016, designated as 2016A. This is the first data sample available
where all three stations of the Gigatracker were fully commissioned [41]. The sample
is composed of 122 runs, with each run consisting of a few hundred to a thousand SPS
spills or bursts, for a total of around 84 000 bursts. The beam intensity during the
collection of 2016A was approximately 40% of the nominal one. Figure 5.1 shows the
instantaneous intensity for the data sample, where the mean is around 280 MHz. The
total number of control triggers analysed is around 8.3× 108.
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Figure 5.1: The instantaneous beam intensity (λ) for 2016A.
5.2 Simulation samples
The simulation of the secondary hadron beam is carried out by the ray tracing package
TURTLE [42]. The software simulates the transport of a K+ through the beam optics
described in section 2.1 up to the entrance of the CEDAR, which is at z ≈ 70 m. The rest
of the simulation is handled by GEANT4 [43], which deals with the decay of particles and
their physical interactions with the NA62 detector. Dedicated decay generator libraries
are used to reproduce the decay properties of the different kaon decay modes [44].
The output of the decay generators, i.e. the daughter particles of the K+, is taken
by GEANT4, which then handles the simulation of the particles’ passage through the
experiment and their interactions with the detector material using Monte Carlo (MC)
methods. Detector geometries, materials and magnetic fields are all represented in
GEANT4.
The output of the above processes then goes through a digitisation step which attempts
to simulate the properties of the read out electronics of the detectors, e.g. time reso-
lution of photo-multipliers. The output of this phase is then fed into exactly the same
NA62Reconstruction software [45] as that used to process the data.
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In the NA62 Monte Carlo generation setup described thus far, only one kaon decay
is simulated per event meaning that pile-up effects which may be present in data are
not intrinsically reproduced. In order to introduce pile-up processes in the simulation,
detector hits are injected into the simulation events at the analysis level. The mechanism
of injection is described in section 5.2.1.
5.2.1 Pileup simulation
The pileup generation process starts by determining the expected number of pileup par-
ticles for each simulation event. For 2016A, the mean beam intensity is around 280 MHz.
Using this value, the expected number of pile-up events within a 150 ns time window is
calculated. This number is then used as a rate parameter in a Poissonian distribution
from which the number of particles to be injected into the event is extracted. The iden-
tity of each generated beam particle is assigned according to the beam composition at
the third GTK station, i.e. 6.0% koans, 70.2% pions, and the rest protons. The time of
the beam pileup particle is uniformly assigned to be between ±75 ns.
For each generated pileup particle, hits (also obtained from simulation) are added to the
detector events of the KTAG, GTK, STRAW, CHOD, MUV3, and LKr. For the two
upstream detectors (KTAG and GTK), the properties of the generated pileup particles
can be used directly. For the downstream detectors, this is not the case as the decay of
the pileup particles also needs to be accounted for.
The number of hits added to the CEDAR events depends on the pileup particle type
being simulated. For a pileup K+, the number of hits introduced is taken from a Poission
distribution, with a mean rate of 18 (the average number of KTAG hits per kaon). For
a pileup pion, the average hit rate is 0.6. No hits are injected in the KTAG for pileup
protons, as the detector is completely blind to them. Each hit is assigned to one of the
eight sectors at random. The time of each hit is taken from the time of the generated
pileup particle with the application of smearing according to the time resolution of the
KTAG PMs.
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For the GTK, a hit library is used, where each entry contains a varying number of
channel IDs to be assigned to the pileup hits. For every pileup particle, an entry from
the library is picked at random. The time assigned to this is that of the generated pileup
particle with additional smearing corresponding to the individual pixel time resolution.
The GTK pileup simulation also includes the introduction of a 4% hit inefficiency.
To include the effects of pileup downstream of the GTK, two extra processes need to be
simulated:
• whether the pileup particle decays inside the experiment’s fiducial volume
• the decay mode of the pileup particle.
The probability for a K+ to decay within the NA62 fiducial volume (102 < z < 180 m)
is 12.9%. The K+ decay probability goes up to 25%, if the decay region is extended
to include the end part of the experiment (102 < z < 265 m). The fraction of pions
which decay in the range, 102 < z < 265 m, is around 3%. Hits from the decay products
of pileup kaons and pions are injected into the simulation event according to these two
probabilities.
Pileup kaons can decay to one of the main six K+ decay modes, which add up to 99.995%
of the total K+ decay rate. The frequency of each decay process is determined according
to the decay branching fractions, summarised in table 1.2. Each decay mode has a library
of simulated hits deposited in the STRAW, CHOD, LKr, and MUV3 detectors by the
daughter particles of the corresponding decay. The hits from these libraries are injected
into the corresponding detector events, with the time of the hits coming from the time
of the parent pileup particle and the individual time of the simulated hit.
For pileup π+s, a library containing hits from simulated π+ → µ+νµ decays (branching
fraction ≈ 99.99%) is used to add inject pileup information into detector events. There
are no downstream pileup hits added from generated pileup protons.
The secondary hadron beam of NA62 is accompanied by a beam “halo”, mainly com-
posed of muons originating from charged pions decaying along the beamline. The rate
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of the halo has been estimated to be 136 MHz at nominal beam intensity. This number
is scaled according to the actual beam intensity for 2016A, and is used to calculate the
number of halo particles to insert into the simulation event. The same Poissonian statis-
tics process as the generation of the number of beam pileup particles is used. A library
of simulated halo muon hits is used to inject the extra activity into the downstream
detectors.
5.3 Agreement with GTK kaons
5.3.1 Kinematic resolution
The decay K+ → π+π0 is useful to study σm2miss as it is a two-body decay, therefore
m2miss(l) peaks at m
2
π0 = 0.01822 GeV
2/c4. The decay is also particularly pertinent
as it is the dominant contribution to the data sample selected for the fraction fit. To
select a nearly pure control sample of K2π events for the purposes of studying the
data/simulation agreement, the fit sample selection described in 4.1 was extended, by
adding π+ identification, photon veto, and kinematic cuts. The additional cuts applied
are summarised below:
• 0.000 < m2miss(π
+) < 0.036 [GeV2/c4]




• No MUV3 candidate within 5 ns of TKTAG
• No extra LKr clusters within 4 ns of TKTAG
• No LAV candidate within 4 ns of TKTAG
• No IRC or SAC candidates within 7 ns of TKTAG.
The first two criteria exploit the two-body kinematics of the K2π decay, i.e. the peak at
0.01822 GeV2/c4 for the two-body missing-mass distribution, and 0 GeV2/c4 for three-
body variant. The ELKrtrack/P
STRAW
track cut is designed to reject events where the charged
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track is an electron, e.g. Ke3. Electrons deposit all of their energy into the LKr, giving
ELKrtrack/P
STRAW
track ≈ 1. The MUV3 veto rejects events with muons in them, e.g. Kµ3 and
Kµ2. The last three conditions reject events with additional photons to the two used to
reconstruct the neutral pion. Such events normally contain radiative and K3π0 decays.
In order to improve the overall data/simulation agreement, and allow closer comparison,
the pileup simulation described in section 5.2.1 was used. The effect of pileup injection
on the m2miss(π
+) and CDA distributions for K2π selected events is illustrated by figures
5.2 and 5.3 respectively, where the improvement is clearly visible. The disagreement in
the centre of the missing-mass and CDA distributions is mitigated by a set of smearing






























































+) after pileup injection
Figure 5.2: Data/simulation comparison of the m2miss(π
+) distribution for K2π selected























































(b) CDA after pileup injection
Figure 5.3: Data/simulation comparison of the CDA distribution for K2π selected
events before (left) and after (right) pileup injection.
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The “central” parts of the m2miss(π
+) and CDA distributions are dominated by the
intrinsic resolutions of the GTK and STRAW detectors. The m2miss(π
+) resolution is
dependent on both of the resolution of the tracks momentum and direction, whereas the
CDA is only influenced by resolution of the track direction. The individual contributions
of the different measured quantities to the missing-mass squared resolution is shown in
figure 5.4.
The resolution of m2miss(π
+) appears to be better in simulation when compared to data,
leading to a narrower missing-mass peak in simulation, resulting in the parabola observed
in the data/simulation ratio between 0.016 GeV2/c4 < m2miss(π
+) < 0.02 GeV2/c4 in
figure 5.2. A similar effect is seen in the data/simulation ratio of the CDA distribution
between the kaon and its charged daughter particle, figure 5.3.
Four different kinematic resolutions enter into the overall resolution of m2miss(π
+). These
are the kaon angle and momentum resolutions (GTK), as well as the daughter charged
track direction and momentum resolutions (STRAW), the four quantities are denoted as
σθK , σPK , σθπ , σPπ respectively. In order to study which one or more of these quantities
is causing the disagreement observed in figures 5.2 and 5.5, one can calculate and plot
the contribution of each of the four kinematic resolution to σm2miss
as a function of Pπ.
To do so, one starts from the expression for m2miss(π











− |PK | |Pπ| θ2Kπ, (5.1)
where mK and mπ are the masses of K
+ and π+ respectively, PK and Pπ are their
momenta, and θKπ is the angle between them. Equation 5.1 is partially differentiated
with respect to each of variable of interest, i.e. PK , Pπ, θKπ, and multiplied by the
resolution of each variable, which may be a function of Pπ. The parametrisations of
each resolution function are given in equations 5.2, 5.3, 5.4, and 5.5. The four resulting
σm2miss
contributions curves, and their sum in quadrature are plotted in figure 5.4.
σθK = 15 µrad (5.2)










= 0.3%⊕ 0.005% · Pπ (5.5)
The ratio between the m2miss(π
+) and CDA resolutions in data and simulation is plotted
as a function of the π+ momentum in figure 5.5. These plots show that the resolution
in data is around 10% to 15% higher compared to data, and that disagreement does
not change significantly as a function of track momentum. The flat distributions of
figure 5.5 do not definitively indicate whether the STRAW or the GTK is causing the
discrepancies seen between data and simulation for the σm2miss
and σCDA distributions.
Figure 5.4: The contributions of the kaon and pion directions and momenta resulting
in the overall missing-mass resolution.
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(b) σCDA vs. Pπ+
Figure 5.5: Data/simulation ratio of the m2miss (left) and CDA (right) resolutions as a
function of the track momentum Pπ+ for K2π events.
To clarify the picture, one can isolate the effect of the downstream track spectrometer
using K+ → π+π+π− (K3π) decays, where all three tracks are reconstructed in the
STRAW. The sum of the four momenta of the three tracks gives the kaon mass (mK =
493.67 MeV/c2), where the width of the K3π mass (mK3π) peak can be used to study
the resolution of the STRAW tracks’ direction and momentum. K3π events are selected
according to the following criteria:
• Exactly one three track vertex
• Vertex fit χ2 < 25
• 104 m < Zvertex < 165 m
• Sum of track charges must be +1
•
∣∣|∑3n=1 Pn| − 75∣∣ < 3 GeV
• 490 MeV < mK3π < 497 MeV
• All three tracks in acceptance of the four STRAW chambers and CHOD
• At least one track spatially matched to a NA48-CHOD candidate
• TK3π − Ttrigger < 5 ns.
The first two conditions isolate events with a three charged track vertex, i.e. events
with K3π decays. The Zvertex cut selects events with decays in the fiducial volume
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of the experiment. The next four criteria ensures that three tracks came from the
same positive parent particle (a kaon originating from the NA62 beam) by applying
charge, momentum, and rest mass conversation. The NA48-CHOD track association
requirement ensures, that a time can be assigned to the decay, which can be used match
the decay with the trigger. This decay time is used to reject events where the K3π decay
did not cause the trigger to be fired.
The data and simulation distributions of mK3π for K3π selected events are plotted in
figure 5.6. As in K2π decays, the invariant mass peak is narrower in simulation, pointing
to better kinematic resolution. The presence of this effect in K3π events indicates that
resolution of the STRAW in the Monte Carlo does not match that in data, and that at
























































(b) σmK3π vs. Pπ−
Figure 5.6: Data/simulation comparison of the reconstructed mK3π (left), and its res-
olution as a function of the negative track momentum Pπ− (right).
In order improve the agreement between data and simulation, two Gaussian smearing
techniques were developed to smear the directions and momenta of STRAW and GTK
tracks. The direction and momentum of a reconstructed STRAW track are derived from
the spatial positions of the individual hits which constitute the track. The position of a
STRAW hit is determined by the distance between the anode wire inside the STRAW
tube and the path of the traversing charged particle. This distance is derived from the
drift time, tdrift, of the ionisation products created by the incident charged particle.
The final position of the particle path is calculated by combining the distance from the
wire, dwire, with the known position of the STRAW tube. Therefore, by smearing the
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measured drift time of the ionisation products inside the straw tube, the direction and
momentum of the reconstructed track will also be smeared.
To investigate the effect of the STRAW smearing technique, the tdrift of STRAW hits was
smeared according to a Gaussian distribution with several different standard deviations
(σtdrift). The values of σtdrift which were used are 0.5 ns, 1.0 ns, 1.5 ns, 2.0 ns where the
typical resolution of the drift time is around 200 ns. Figure 5.7 shows the effect of the
tdrift smearing on the reconstructed mK from K3π selected events, where the smeared















































































































(d) mK3π, σtdrift = 2.0 ns
Figure 5.7: Invariant mass of the three tracks in K → π+π−π− decays for data and
simulation with different tdrift smearing.
The data/simulation ratio for the reconstructed kaon mass appears to converge to
around 1 for the central region of the invariant mass distribution in figure 5.7d, where
σtdrift = 2.0. Figure 5.8 also suggests that smearing tdrift by 2.0 ns, modifies the STRAW
resolution in Monte Carlo, so that it matches the one in data.
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Figure 5.8: Mass resolution of the kaon mass in K → π+π−π− decays for data and
simulation with different σtdrift .
The effect of the STRAW smearing on the missing-mass and CDA for K2π events can
be seen in figures 5.9 and 5.10 respectively. The data/simulation agreement between
the two kinematic resolutions is plotted as a function of the π+ momentum in figure
5.10. Studying these three figures, one can clearly see that while the STRAW smearing
does improve the data/simulation ratio, significant differences remain. The fact that
the invariant mass resolution in data and simulation matches in K3π, but not in K2π
suggests that the residual disagreement comes from the GTK.
































































































































+), σtdrift = 2.0 ns
Figure 5.9: Data/simulation comparison of the m2miss(π
+) for K → π+π0 decays with
different values of σtdrift .














































































































(d) CDA, σtdrift = 2.0 ns
Figure 5.10: Data/simulation comparison of the CDA for K → π+π0 decays with
different σtdrift .


































































(b) σCDA vs. Pπ+
Figure 5.11: Data/simulation ratio of the missing-mass and CDA resolutions from
K → π+π0 decays with different values of σtdrift .
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To modify the GTK kinematic resolution, a Gaussian smearing was applied to the track
direction and momentum separately. The standard deviation of the Gaussian used to
smear the track angle was computed using the multiple scattering relation, given in
equation 5.6:







where αGTK was the parameter used to tune the amount of smearing added. XGTK/X0,












































































































(d) CDA, σtdrift = 2.0, αGTK = 0.50
Figure 5.12: Data/simulation comparison of CDA for K → π+π0 decays with different
values of αGTK .
The initial scan of the GTK slope smearing parameter was done for three values of
αGTK : 0.3, 0.4, 0.5. Figure 5.12d shows that a smearing with αGTK = 0.5, oversmears
the GTK angles, and the CDA resolution in MC becomes significantly worse compared
to data. However, figure 5.12b and the green curve in figure 5.14b, where αGTK = 0.4,
suggest that the CDA agreement could be further improved by a small increase in αGTK .
































































































































+), σtdrift = 2.0, αGTK = 0.50
Figure 5.13: Data/simulation comparison of the m2miss(π
+) for K → π+π0 decays with
different values of αGTK .
A second narrower scan in αGTK found that a value of 0.42 extends the region where
the data/simulation ratio of σCDA is 1 to beyond 1.5 mm, figure 5.12c.
As it can be seen from figures 5.13c and 5.14, the angular smearing which gives the
best CDA agreement, significantly improves the m2miss(π
+) agreement, however σm2miss
remains around 4% better in simulation than in data. The residual discrepancy can
be attributed to the mismatch between the GTK momentum resolution in data and
simulation. In order to resolve this difference, the GTK track momentum is smeared
according a Gaussian distribution with a standard deviation of σPGTK given by equation
5.7:
σPGTK = βGTK · PGTK , (5.7)
where βGTK is the smearing parameter to be tuned.
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(b) σCDA vs. Pπ+
Figure 5.14: Data/simulation ratio of the m2miss(π
+) and CDA resolutions for K2π
decays as a function of the STRAW track momentum Pπ+ with different values of
αGTK .
An initial scan of βGTK was performed, where three parameter values were tried: 0.001,
0.002, and 0.003. The resulting distributions of m2miss(π
+) from the scan are shown in
figure 5.15, with the data/simulation agreement plotted as a function of Pπ+ in figure
5.16.
According to figure 5.15d, a value of 0.003 for βGTK appears to add too much smearing,
whereas 0.002 is not enough. Following this observation, the GTK smearing was repeated
with βGTK = 0.0025, which brings the overall data/MC agreement of two-body missing-
mass to within O(1%).
Figures 5.14b and 5.16 show that, while αGTK = 0.42 and βGTK = 0.0025 give good
overall agreement for the CDA and m2miss(π
+) distributions, O(3%) discrepancies, as
a function of the track momentum, do remain. These differences can be attributed to
shortcomings in the independent smearing of the GTK tracks’ direction and momentum.



































































































































+), σtdrift = 2.0, αGTK = 0.42, βGTK =
0.003
Figure 5.15: Data/simulation comparison of m2miss(π
+) for K → π+π0 decays with
different values of βGTK .
















































Figure 5.16: Data/simulation ratio of the m2miss(π
+) resolution for K2π decays with
different values of βGTK .
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5.3.2 Pileup
As it can be seen from figure 5.2, adding pileup decays to the simulation significantly
improves data/MC agreement. There are however residual “shoulders” which remain in
the data/simulation ratio for m2miss(π). Pileup decays also affect the three-body missing-
mass distribution, m2miss(π
+ + π0). Figure 5.17 shows the three-body missing-mass for
K2π decays, with and without pileup injection. The K2π selection used for figure 5.17
builds on the fit sample selection, and applies the following cuts:
• 0.000 < m2miss(π




• No MUV3 candidate within 5 ns of TKTAG
Here, fewer cuts are applied compared to the K2π selection criteria in section 5.3.1. This
allows the control sample selected with the above conditions to be more representative






















































































































+ + π0), with pileup
Figure 5.17: Data/simulation comparison of m2miss(π
+ + π0) for K → π+π0 decays
without (left) and with (right) pileup injection.
From figure 5.17a it can be seen that there is a clear deficit of Monte Carlo events if
there are no pileup particles added. By injecting pileup decays into the simulation, figure
5.17b, the agreement of data with simulation improves significantly, however an excess
of simulation events means that the agreement is at level of around 30%.
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5.3.3 mπ0
Another effect which contributes to the disagreement in figure 5.17 is the reconstruction
of the neutral pion. Figure 5.18 shows the data/simulation agreement of the recon-
structed mπ0 for K2π decays. The mass of the neutral pion is around 1 MeV/c
2 lower
in data than Monte Carlo. This causes the m2miss(l + π
0) peak to be offset between




















































Figure 5.18: Data/simulation comparison of the reconstructed mπ0 from K2π decays.
Figure 5.19 shows the mean mπ0 for the 122 runs used for the data/simulation compar-
ison in figure 5.18. The value of neutral pion mass fluctuates from run to run, where
some runs show a downwards fluctuation. Figure 5.20 shows the mπ0 for run 6291 where
the mπ0 is close to the expected PDG value, and run 6343 where the neutral pion mass
has a downwards fluctuation. The cause of these downwards fluctuations is not fully
understood, but it is likely connected to a variation in the response of the LKr.
To mitigate the effect of the run dependence of the mπ0 , the energy of the LKr clusters
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Figure 5.19: Value of the reconstructed mπ0 from K2π decays per run.
pi0mass_6291
Entries  279494
Mean    134.8
Std Dev     2.517
 / ndf 2χ  40.84 / 13
Constant  4.534e+01± 1.346e+04 
Mean      0.0± 135.1 
Sigma     0.014± 1.852 










(a) mπ0 , run 6291
pi0mass_6343
Entries  239222
Mean    133.8
Std Dev     2.473
 / ndf 2χ  10.98 / 13
Constant  3.864e+01± 1.155e+04 
Mean      0.0± 134.1 
Sigma     0.015± 1.829 









(b) mπ0 , run 6343
Figure 5.20: The reconstructed mπ0 distribution for a run 6291 (left), where the neutral
pion mass value is close to the PDG value, and run 6343 (right) where mπ0 is low.
where mrunπ0 is the mean value of the reconstructed neutral pion mass for the run, from
the events passing the K2π selection. Figure 5.21a shows the data/simulation agreement
for the neutral pion mass after the data energy-scaling has been applied. To reduce the
residual offset between data and simulation, a scale factor is applied to the energy of
the simulation LKr clusters used to reconstruct the π0. A simulation scaling factor of




distributions of K2π, Kµ3, Ke3, and K3π0 decays to around 5%.
The mπ0 and m
2
miss(l
+ + π0) distributions of the isolated samples before and after the
simulation Eγ scaling are shown in figures 5.21, 5.22, 5.23, and 5.24. Kµ3 decays were
isolated by applying the following criteria on top of the fit sample selection:
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• m2miss(π
+) < 0.0062 GeV2/c4
• m2miss(π
+) > 0.0302 GeV2/c4
• |m2miss(µ+)| > 0.0005 GeV2/c4
• At least one MUV3 candidate within 5 ns of TKTAG, geometrically associated to
the track [46]
The first three cuts exploit the kinematics of the signal and background decays. The
first criterion is used to reject K3π0 decays, whereas the next one reduces contributions
from K2π. The third cut rejects events with Kµ2 decays. The requirement of at least
one matched MUV3 candidate only selects events with muons in them.
To obtain an enriched sample of Ke3 decays, the following conditions were used:
• m2miss(π
+) < 0.0062 GeV2/c4
• m2miss(π




• No MUV3 candidate within 5 ns of TKTAG
The first two conditions plays the same role as in the Kµ3 selection, to reject K3π0 and




track cut identifies electrons, since they leave
all of their energy in the LKr, and hence ELKrtrack/P
STRAW
track ≈ 1. The last criterion vetoes
events with muons in them.
The sample of K3π0 decays was isolated using the following selection
• m2miss(π




• No MUV3 candidate within 5 ns of TKTAG
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The missing-mass cut in the K3π0 selections positively identifies K3π0 decays. The next
two PID conditions reject events with electrons and muons respectively.
The plots obtained from these control samples demonstrate the overall data/simulation
agreement which can be expected from the fit sample.
The fit sample m2miss(l) distributions are shown in figure 5.25.
The peak at m2miss(µ
+) which is seen in data in figure 5.25b is from Kµ2 decays
which have been matched with an accidental π0. Applying the fit selection on a Kµ2
simulation sample with injected pileup results in zero events passing the selection,
meaning this particular pileup effect seen in data is not reproduced by the current
pileup simulation. In order to remove the Kµ2 decays from the fit sample, events with
−0.005 < m2miss(µ+) < 0.005 GeV2/c4 are rejected.
The three-body missing-mass distributions before and after the LKr cluster energy scal-






























































































































































































































+ + π0), simulation Eγ scaling
Figure 5.21: Plots of mπ0 and m
2
miss(π
+ + π0) without (left) and with the simulation
photon energy scaling for K2π.




















































































































































































































































+ + π0), data and simulation Eγ
scaling
Figure 5.22: Plots of mπ0 and m
2
miss(µ
+ + π0) without (left) and with the simulation
photon energy scaling for Kµ3 decays.
will be the ones used to perform the Kl3 fit. The number of simulation events surviving
the fit selection and corresponding sample acceptances are listed in table 5.1.
Sample
Number of events Acceptance
Generated Fit sel. + Kµ2 cut Fit sel. + Kµ2 cut
K+ → π+π0 3.6705×107 5.2373×106 0.14268± 5.77× 10−5
K+ → π0µ+νµ 3.0957×107 3.7753×106 0.12195± 5.88× 10−5
K+ → π0e+νe 3.1982×107 2.6317×106 0.08229± 4.86× 10−5
K+ → π+π0π0 5.2576×107 4.1038×106 0.07806± 3.70× 10−5
K+ → π+π+π− 4.5309×107 3316 (7.31858± 0.12709)× 10−5
Table 5.1: The GTK fit selection acceptances for each simulation sample.















































































































































































































































+ + π0), data and simulation Eγ
scaling
Figure 5.23: Plots of mπ0 and m
2
miss(µ
+ + π0) without (left) and with the simulation
photon energy scaling for Ke3 decays.



























































































































































































































































+ + π0), data and simulation Eγ
scaling
Figure 5.24: Plots of mπ0 and m
2
miss(π
+ + π0) without (left) and with the simulation
photon energy scaling for K3π0 decays.





























































































































































































































































































































































































Figure 5.25: Plots of the two-body missing-mass, calculated with GTK kaons, for the
π+, µ+, and e+ hypotheses for the fit sample.











































































































































































































































































































































































































+ + π0), data and simulation Eγ scaling
Figure 5.26: Plots of the three-body missing-mass for the π+, µ+, and e+ hypotheses
for the GTK fit sample, without (left) and with (right) the simulation photon energy
scaling.
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5.4 Agreement with nominal kaons
As for the GTK, the data/simulation agreement for the nominal koan selection is studied
with a focus on the two and three-body missing-mass distributions.
5.4.1 Beam spectrum weighting
Figure 5.27a shows the m2miss(π) distribution for K2π decays. The effect of the difference
in beam tuning between data and simulation can be seen in the K2π peak. The worse
m2miss resolution causes the peak in figure 5.27a to be wider than 5.2b. The nominal
kaon-downstream track CDA distribution for data and simulation is shown in figure







































































































Figure 5.27: Data/simulation comparison of the m2miss(π
+) for K2π selected events






























































Figure 5.28: Data/simulation comparison of the CDA between a nominal kaon and
downstream tracks for events passing the fit selection.
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To correct for the difference in beam tuning, simulation events are weighted based on the
true kaon momentum and the data/simulation ratio amongst the Px. Py, and Pz beam
components. The beam spectrum in data and simulation is obtained from reconstructed
GTK candidates, which give the maximum discriminant described in equation 4.7. For
each simulation event, a weight is calculated using the Px, Py and Pz components of the
true kaon. The weight for each momentum component is obtained by directly sampling
the histograms in figure 5.29, with the final weight being the product of three:
wK = wPx · wPy · wPz . (5.9)
The ratios of the Px, Py, and Pz beam components for data and Monte Carlo can also
be obtained from fully reconstructed K3π decays, however the weights based on the
GTK candidates were found to give better data/simulation agreement for the current
nominal kaon selection. The missing-mass distribution after the weighting is shown in
figure 5.27b, where significant improvement can be seen. The effect of weighting on the
three-body missing-mass distributions can be seen in figures 5.31, 5.33, 5.35, and 5.37.
5.4.2 mπ0
As for the GTK selection, a run dependent Eγ scaling is applied to the data, along
with a constant simulation factor of 0.9975. Figures 5.30, 5.32, 5.34, 5.36 show the
mπ0 distributions before and after the energy scaling. The weighted and Eγ corrected
three-body missing-mass distributions are shown in figures 5.31, 5.33, 5.35, and 5.37.
Applying the fit selection where a nominal kaon is used to perform the upstream-
downstream track matching on the data and MC samples, yields the two-body missing-
mass plots in figure 5.38. As before, a cut on the m2miss(µ
+) is used to reduce the
contribution of accidentals Kµ2 decays. Due to the worse missing-mass resolution, the
cut is widened to |m2miss(µ+)| > 0.001 GeV2/c4. The effect of the cut can be seen in
figure 5.38.
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Figure 5.29: Plots of the data/simulation ratio of the x, y, z components of the recon-
structed kaon momentum from the GTK.
Figures 5.39 and 5.40 show the comparisons between the unweighted and weighted two
and three-body missing-mass distributions for events passing the fit sample selection.
The weighted and Eγ scaled distributions shown on the right of figure 5.41 are the ones
used for the fit.
The acceptance of each simulation sample for the nominal kaon fit selection are listed in
table 5.2. Several techniques were developed to improve data/simulation agreement, us-
ing isolated samples ofK2π, Kµ3, Ke3, andK3π0 decays; consequently reducing data/sim-
ulation discrepancies in the GTK and nominal kaon fit samples distributions to mostly































































































































































(c) mπ0 , data and simulation Eγ correction
Figure 5.30: Data/simulation comparison of the reconstructed mπ0 from K2π decays.
below 10%. With the improved data/simulation agreement, a sample fraction fit was
attempted using the distributions presented in this chapter.
Sample
Number of events Acceptance
Generated Fit sel. + Kµ2 cut Fit sel. + Kµ2 cut
K+ → π+π0 3.6705×107 4.0617×106 0.11066±5.17795×10−5
K+ → π0µ+νµ 3.0957×107 2.9132×106 0.09410±5.24761×10−5
K+ → π0e+νe 3.1982×107 2.0123×106 0.06292±4.29367×10−5
K+ → π+π0π0 5.2576×107 3.1350×106 0.05963±3.26572×10−5
K+ → π+π+π− 4.5309×107 2506 (5.53087± 0.11048)× 10−5
Table 5.2: The nominal kaon fit selection acceptances for each simulation sample.






































































































































































































+ + π0), weighted, Eγ correction
Figure 5.31: Plots of m2miss(π
+ + π0) from K2π decays without corrections, with beam




















































































































































































(c) mπ0 , data and simulation Eγ correction
Figure 5.32: Data/simulation comparison of the reconstructed mπ0 from Kµ3 decays.















































































































































































































+ + π0), weighted, Eγ correction
Figure 5.33: Plots of m2miss(µ
+ + π0) from Kµ3 decays without corrections, with beam














































































































































































(c) mπ0 , data and simulation Eγ correction
Figure 5.34: Data/simulation comparison of the reconstructed mπ0 from Ke3 decays.




































































































































































































+ + π0), weighted, Eγ correction
Figure 5.35: Plots of m2miss(e
+ + π0) from Ke3 decays without corrections, with beam
























































































































































































(c) mπ0 , data and MC Eγ correction
Figure 5.36: Data/simulation comparison of the reconstructed mπ0 from K3π0 decays.














































































































































































































+ + π0), weighted, Eγ scaling
Figure 5.37: Plots of m2miss(π
+ +π0) from K3π0 decays without corrections, with beam
weights applied, and finally with both weights and Eγ scaling applied.



























































































































































































































































































































































































Figure 5.38: Plots of the two-body missing-mass, calculated with nominal kaon, for the
π+, µ+, and e+ hypotheses for the fit sample.



























































































































































































































































































































































































Figure 5.39: Plots of the two-body missing-mass for the π+, µ+, and e+ hypotheses
for the nominal kaon fit sample without (left) and with (right) wK weights applied.




































































































































































































































































































































































































































+ + π0), weighted
Figure 5.40: Plots of the three-body missing-mass for the π+, µ+, and e+ hypotheses
for the nominal kaon fit sample without (left) and with (right) wK weights applied.






































































































































































































































































































































































































































+ + π0), weighted, data+simulation Eγ
scaling
Figure 5.41: Plots of the three-body missing-mass for the π+, µ+, and e+ hypotheses
for the nominal kaon fit sample without (left) and with (right) data and simulation




The contributions of each simulation sample in figures 5.26 and 5.41 can be deter-
mined via the fitting method described in section 4.2.1. Combining the result of the
fit with acceptances in tables 5.1 and 5.2 gives the branching fraction of each sam-
ple. Past measurements of the branching fractions values present them as the ratios:
BF (Kµ3)/BF (Ke3), BF (Kµ3)/BF (K2π), and BF (Ke3)/BF (K2π). Using the ratio of
branching fractions means that the majority of the systematic effects cancel out, e.g.
track reconstruction or upstream-downstream track matching. The same methodology
is adopted here, where the ratio of the branching fractions are extracted from the fit
results.
6.1 Validation of fitting procedure
In order to validate the fitting procedure described in section 4.2.1, and make a prelimi-
nary assessment of the performance of the technique, the simulation samples from tables
5.1 and 5.2 were added together to create a “fake” data sample. The resulting dummy
data histograms were used as the data input to the fit, along with the real individual
simulation sample histograms.
118
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Performing a fit on dummy data is also useful to check whether different combinations
of variables, e.g. m2miss(π
+) vs. m2miss(µ
+ + π0) or m2miss(π
+ + π0) vs. m2miss(e
+ + π0),




0), m2miss(µ + π
0), and m2miss(e + π
0) were trialled, resulting in
six missing-mass configurations.
The sample strength, Sj , for each simulation sample, j, is calculated as:
Sj = εj ·BFPDGj , (6.1)
where εj is the acceptance of sample j, and BF
PDG
j is its branching fraction as given





Tables 6.1 and 6.2 list the predicted sample fractions, along with the fractions obtained
by fitting to the artificial data histograms, for the GTK and nominal kaon samples
respectively. During the validation procedure it was found that the fit failed to converge
for certain m2miss combinations if the K3π fraction was left to float, in those cases the
K3π fraction was fixed to the predicted value. Fixed sample fractions in tables 6.1 and
6.2 are followed by “(f)” rather than the fraction uncertainty. The two dimensional plots




K2π Kµ3 Ke3 K3π0 K3π












0) 0.75372(43) 0.10446(15) 0.10662(16) 0.03511(7) 0.00010(1)
m2miss(π + π
0) v m2miss(µ+ π
0) 0.75371(43) 0.10447(14) 0.10662(14) 0.03511(6) 0.00010(1)
m2miss(π + π
0) v m2miss(e+ π
0) 0.75373(43) 0.10447(13) 0.10662(13) 0.03511(6) 0.00010(1)
m2miss(µ+ π
0) v m2miss(e+ π
0) 0.75371(43) 0.10446(13) 0.10661(13) 0.03511(6) 0.00010(1)
Table 6.1: Sample fractions as obtained from a fit to the “dummy” GTK dataset.
Tables 6.1 and 6.2 show that all six variable combinations which were tried are able to
separate the simulation samples for both the GTK and nominal kaon selections. The
Kl3 branching fractions measurement 120






















































































































































































+ + π0) vs. m2miss(µ
+ + π0)













































+ + π0) vs. m2miss(e
+ + π0)













































+ + π0) vs. m2miss(e
+ + π0)
2
Figure 6.1: GTK artificial data samples plotted in the six missing-mass combinations.
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+ + π0) vs. m2miss(µ
+ + π0)













































+ + π0) vs. m2miss(e
+ + π0)













































+ + π0) vs. m2miss(e
+ + π0)
2
Figure 6.2: Nominal kaon artificial data samples plotted in the six missing-mass com-
binations.
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Fit variables
Sample fraction
K2π Kµ3 Ke3 K3π0 K3π












0) 0.75563(47) 0.10421(18) 0.10539(19) 0.03467(7) 0.00010(1)
m2miss(π + π
0) vs. m2miss(µ+ π
0) 0.75563(47) 0.10421(16) 0.10539(16) 0.03467(6) 0.00010(1)
m2miss(π + π
0) vs. m2miss(e+ π
0) 0.75563(47) 0.10421(16) 0.10539(16) 0.03467(6) 0.00010(1)
m2miss(µ+ π
0) vs. m2miss(e+ π
0) 0.75563(47) 0.10421(16) 0.10539(16) 0.03467(6) 0.00010(1)
Table 6.2: Sample fractions as obtained from a fit to the “dummy” nominal kaon
dataset. Sample fraction followed by “(f)” were fixed in that particular fit configuration.
uncertainties for five of the missing-mass configurations are very close to each other, the
exception being m2miss(π
+) vs. m2miss(π
+ + π0). In that missing-mass configuration the
uncertainties on the Kµ3 and Ke3 fractions are slightly larger when compared to the
rest of the kinematic variables configurations. The larger uncertainties are attributed
to the decreased decay mode separation in that particular missing-mass configuration.
The fraction uncertainties from the GTK and nominal kaon selections are similar, with
the fit on the GTK artificial data performing marginally better.
6.2 Fit to the data
Using the predicted sample proportions in tables 6.1 and 6.2 as initial parameter values,
the fit was performed on the GTK and nominal kaon data, yielding the sample fractions
in table 6.3 and 6.4 respectively. The fraction of the K3π sample was kept fixed at the
predicted value of 0.00010. If the K3π proportion was left to float, it was consistently
“fitted away”, with the fit fraction result being O(10−10). The fixing of the K3π fraction
is treated as a systematic uncertainty, and it is discussed in section 6.3.6.
Fit variables
Sample fraction
K2π Kµ3 Ke3 K3π0 K3π












0) 0.75481(39) 0.10425(11) 0.10698(13) 0.03387(5) 0.00010(f)
m2miss(π + π
0) v m2miss(µ+ π
0) 0.75558(37) 0.10408(11) 0.10616(11) 0.03408(5) 0.00010(f)
m2miss(π + π
0) v m2miss(e+ π
0) 0.75591(32) 0.10402(11) 0.10589(11) 0.03399(5) 0.00010(f)
m2miss(µ+ π
0) v m2miss(e+ π
0) 0.75535(34) 0.10427(11) 0.10622(11) 0.03405(5) 0.00010(f)
Table 6.3: Sample fractions as obtained from the Kl3 fit on the GTK data.
The proportions given in tables 6.3 and 6.4 can be used to calculate the branching
fraction ratios using the acceptances from tables 5.1 and 5.2. The resulting branching
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Fit variables
Sample fraction
K2π Kµ3 Ke3 K3π0 K3π












0) 0.75643(46) 0.10488(17) 0.10545(18) 0.03314(6) 0.00010(f)
m2miss(π + π
0) v m2miss(µ+ π
0) 0.75501(46) 0.10639(15) 0.10510(14) 0.03341(6) 0.00010(f)
m2miss(π + π
0) v m2miss(e+ π
0) 0.75534(46) 0.10640(15) 0.10487(14) 0.03330(6) 0.00010(f)
m2miss(µ+ π
0) v m2miss(e+ π
0) 0.75482(46) 0.10667(15) 0.10503(15) 0.03338(6) 0.00010(f)
Table 6.4: Sample fractions as obtained from the Kl3 fit on the nominal kaon data.
fractions ratios between the three channels of interest are given in table 6.5, where the





PDG 0.1622(17) 0.2453(22) 0.6611(83)
m2miss(π
+) v m2miss(π
+ + π0) 0.1649(3) 0.2357(5) 0.6996(19)
m2miss(π
+) v m2miss(µ
+ + π0) 0.1613(2) 0.2453(3) 0.6578(12)
m2miss(π
+) v m2miss(e
+ + π0) 0.1616(2) 0.2458(4) 0.6575(12)
m2miss(π
+ + π0) v m2miss(µ
+ + π0) 0.1612(2) 0.2436(3) 0.6615(11)
m2miss(π
+ + π0) v m2miss(e
+ + π0) 0.1610(2) 0.2431(3) 0.6623(11)
m2miss(µ
+ + π0) v m2miss(e
+ + π0) 0.1615(2) 0.2438(3) 0.6624(11)




PDG 0.1622(17) 0.2453(22) 0.6611(83)
m2miss(π
+) v m2miss(π
+ + π0) 0.1666(4) 0.2341(6) 0.7116(24)
m2miss(π
+) v m2miss(µ
+ + π0) 0.1632(3) 0.2434(4) 0.6705(16)
m2miss(π
+) v m2miss(e
+ + π0) 0.1630(3) 0.2452(5) 0.6650(17)
m2miss(π
+ + π0) v m2miss(µ
+ + π0) 0.1657(3) 0.2448(4) 0.6768(15)
m2miss(π
+ + π0) v m2miss(e
+ + π0) 0.1656(3) 0.2442(4) 0.6783(15)
m2miss(µ
+ + π0) v m2miss(e
+ + π0) 0.1662(3) 0.2447(4) 0.6791(15)
Table 6.6: Branching fraction ratios from the nominal kaon data fit.
The branching fraction ratios from the fit using the GTK fit sample show good stability,
in particular in the m2miss(l
++π0) vs. m2miss(l
++π0) configurations. The only significant
deviation is in the result from m2miss(π
+) vs. m2miss(π
+ + π0), which is likely due to a
combination of the data/simulation disagreement and the reduced channel separation in
that variable combination.
The stability of the branching fraction ratios from the nominal kaon sample is simi-
lar to that for the GTK results. As before, a deviation is seen in the result of the
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m2miss(π
+) vs. m2miss(π
+ + π0). There also appears to be a systematic effect, where the
BR(Kµ3)/BR(Ke3) ratio is significantly higher than the value from obtained from the
GTK results. This effect is attributed to a misalignment in the missing-mass peaks for
the nominal kaon sample. Figure 6.3 shows the m2miss(µ
+ + π0) distribution zoomed in
around zero for the nominal kaon and the GTK fit samples, where the difference in the
agreement of position of the missing-mass peak can be seen. If the residual data/simu-
lation shift in the missing-mass peaks is resolved, the nominal kaon fit is expected to be
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Figure 6.3: Comparison of the GTK and nominal kaon m2miss(µ
+ + π0) distributions
used for the Kl3 fit. A residual misalignment in the nominal kaon distribution is visible.
Considering this, the ratios obtained from the GTKm2miss(π
++π0) vm2miss(e
++π0) fit is
taken as the measurement result, and used to study systematic effects. The covariance
and correlation matrices of the m2miss(π
+ + π0) vs. m2miss(e
+ + π0) fit are given by
equations 6.3 and 6.4 respectively.

K2π Kµ3 Ke3 K3π0
K2π 1.0278× 10−7 −3.2006× 10−9 −8.2325× 10−9 −1.2211× 10−9
Kµ3 −3.2006× 10−9 1.3012× 10−8 −2.1249× 10−9 1.2491× 10−10
Ke3 −8.2325× 10−9 −2.1249× 10−9 1.2555× 10−8 −5.8346× 10−10
K3π0 −1.2211× 10−9 1.2491× 10−10 −5.8346× 10−10 2.5037× 10−9

(6.3)
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
K2π Kµ3 Ke3 K3π0
K2π 1 −0.08752 −0.22918 −0.076125
Kµ3 −0.08752 1 −0.16624 0.021884
Ke3 −0.22918 −0.16624 1 −0.10407




To estimate the systematic uncertainty in the result from the previous section, the fit
was performed using simulation samples, omitting one of various corrections described
in chapter 5. The difference between the ratios obtained with and without the correction
is taken as the systematic uncertainty. The stability of the ratio with respect to the Kµ2
and mπ0 cuts is also studied by varying these cuts separately. Finally the contribution of
the K3π fraction to the branching fraction ratios is investigated by performing without
the K3π sample.
6.3.1 Pileup
To evaluate the systematic effect of the injection of pileup effects, the fit was performed
on simulation samples where the rate of pileup events added was varied by ±
√
λ̄, where
λ̄ corresponds to the mean instantaneous intensity (280 MHz). The results of the fit




263 0.1612(2) 0.2430(3) 0.6634(11)
280 (nom.) 0.1610(2) 0.2431(3) 0.6623(11)
297 0.1611(2) 0.2427(3) 0.6640(11)
Table 6.7: Kl3 branching fraction ratios obtained using simulation samples with differ-
ent rates of pileup events.
Kl3 branching fractions measurement 126
6.3.2 Kinematic smearing
The influence of the kinematic smearing is studied by removing the STRAW and GTK
smearing one at a time, and performing the fit again. Table 6.8 shows the fit results




σtdrift = 0, αGTK = 0.42, βGTK = 0.0025 0.1611(2) 0.2428(3) 0.6634(11)
σtdrift = 2.0, αGTK = 0, βGTK = 0 0.1612(2) 0.2435(3) 0.6621(11)
σtdrift = 2.0, αGTK = 0.42, βGTK = 0.0025 (nom.) 0.1610(2) 0.2431(3) 0.6623(11)
Table 6.8: Kl3 branching fraction ratios obtained using simulation samples with differ-
ent smearing configurations.
6.3.3 LKr cluster energy correction
The effect of the photon energy correction is estimated by considering the error of the
mπ0 peak positions for K2π decays in data and simulation, since the calibration described
in section 5.3.3 relies on those values. To estimate the systematic error of the mπ0 peak
positions, the other three calibration samples, Kµ3, Ke3, and K3π0 , are used. Table 6.9
shows the mπ0 peak position for the four calibration samples from data and simulation.
Calibration sample







Table 6.9: The neutral pion mass peak positions for the four calibration samples in
data and simulation.
Taking the K2π positions as the central values, the datasets in table 6.9 give a standard
deviation of 0.072 MeV/c2 for data, and 0.080 MeV/c2 for simulation. Assigning these
values as systematic error on the K2π mπ0 peak positions, and adding them in quadra-
ture, gives an overall error on the mπ0 peak position of 0.108 MeV/c
2. This error can
be converted to an error on photo energy scaling by using equation 5.8, as shown in
equation 6.5.









where mPDGπ0 = 134.977 MeV/c
2.
To evaluate the systematic uncertainties on the branching fraction ratios, the branching
fraction fit was performed with the simulation scaling factor from section 5.3.3, varied
by ±0.0004, with the results shown in table 6.10. For each ratio, the larger difference




0.9951 0.1606(2) 0.2436(3) 0.6594(12)
0.9955 (nom.) 0.1610(2) 0.2431(3) 0.6623(11)
0.9959 0.1613(2) 0.2431(3) 0.6652(12)
Table 6.10: Kl3 branching fraction ratios obtained using a simulation photon energy
scaling varied by its error.
6.3.4 Kµ2 cut
In order to measure the influence of the Kµ2 cut, |m2miss(µ+)| > 0.005 GeV2/c4, on the
branching fraction ratios, the measurement was repeated with two different cut values,
0.003 and 0.007, corresponding to ±2σ of the m2miss(µ+) resolution, which is around
1 × 10−3 GeV2/c4. Table shows the branching fraction ratios obtained with the lower
and higher Kµ2 cut. The larger difference in the ratios between the higher/lower cut





0.003 0.1601(2) 0.2431(3) 0.6623(12)
0.005 (nom.) 0.1610(2) 0.2431(3) 0.6623(11)
0.007 0.1610(2) 0.2432(3) 0.6622(12)
Table 6.11: Kl3 branching fraction ratios obtain using a looser and a tighter Kµ2 cut.
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6.3.5 mπ0 cut
The mπ0 cut was varied by ±2σmπ0 , where the resolution of the neutral pion mass was
measured to be around 2 MeV/c2. A conservative estimate of the effect of the mπ0 cut
is obtained by varying the cut by ±2σ. The Kl3 ratios with the modified mπ0 cut are
listed in table 6.12. As before, the larger ratio difference from the two cut values is taken





6 0.1609(2) 0.2427(3) 0.6630(11)
10 (nom.) 0.1610(2) 0.2431(3) 0.6623(11)
14 0.1609(2) 0.2431(3) 0.6617(11)
Table 6.12: Kl3 branching fraction ratios obtained using the modified neutral pion mass
cut.
6.3.6 K3π fraction
To study the effect of fixing the K3π fraction on the Kl3 ratios, the fit was performed




With K3π (nom.) 0.1610(2) 0.2431(3) 0.6623(11)
No K3π 0.1610(2) 0.2431(3) 0.6623(11)
Table 6.13: Kl3 branching fraction ratios obtained with and without including the K3π
sample.
6.3.7 Summary
Table 6.14 lists the statistical and systematic contributions to the uncertainties of the
Kl3 branching ratios. The two dominating effects are the simulated rate of pileup, and
the Eγ scaling. Both of these effects directly impact the level of the data/simulation
agreement discussed in section 5.3. This highlights the importance of good data/sim-
ulation agreement to the fraction fit technique used for the analysis. The rest of the
systematic effects are at the level of the statistical uncertainty, where the Kl3 ratios
appear to be stable with respect to simulation smearing parameters and cut variations.
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Systematic errors dominate the uncertainty on the branching fraction ratios, being
around three times larger than the statistical uncertainty. Improvements to the LKr
energy calibration, i.e. the introduction of run-by-run fine data calibration, and a more
accurate pileup simulation, are both forthcoming due NA62 collaboration-wide effort.
These improvements are expected to reduce the disagreements seen between data and
simulation, and reduce effect of the two dominating systematic errors. In such a scenario,
other systematic effects become important, and would warrant study.
Two such effects are the accuracy of the radiative corrections, and the values of the form
factors used to generate the simulation samples. These effects enter into the analysis via
the missing-mass distributions, and sample acceptances. The two effects can be studied
by either generating new simulation samples, or reweighing existing ones based on the
simulation truth information. Additional contributions to the systematic uncertainty
may arise from different trigger efficiencies or random vetoes for the different decay
modes studied, however these effects are not expected to be large.
Branching fraction ratios
Kµ3/K2π Ke3/K2π Kµ3/Ke3
Central values 0.1610 0.2431 0.6623
Statistical uncertainties 0.0002 0.0003 0.0011
Systematic uncertainties
Pileup rate 0.0002 0.0004 0.0017
STRAW smearing 0.0001 0.0003 0.0011
GTK smearing 0.0002 0.0004 0.0002
Eγ scaling 0.0004 0.0005 0.0029
Kµ2 cut 0.0009 <0.0001 0.0001
mπ0 cut 0.0001 0.0004 0.0007
K3π contribution <0.0001 <0.0001 <0.0001
Total systematic uncertainty 0.0010 0.0009 0.0036
Total uncertainty 0.0011 0.0010 0.0038
Table 6.14: The different contributions and the overall uncertainty of the Kl3 branching
fraction measurement.
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6.4 Comparison with previous results
The Kl3 branching fraction ratios obtained in this measurement are listed in table 6.15
together with the most precise recent measurement, which is from the NA48/2 exper-
iment [47] [48], and the current values from the PDG [7]. The current measurement
improves on the statistical precision of the previous measurement by a factor of three.
The systematic uncertainties of this analysis are however, around two to four times larger
than those of NA48/2, showcasing the fact, already discussed in section 6.3.7, that this
measurement is limited by systematic effects. The expected improvements in systematic
errors, detailed in section 6.3.7, combined with the low statistical errors in table 6.14,




Current 0.1610(2)stat(10)sys 0.2431(3)stat(9)sys 0.662(1)stat(4)sys
NA48/2 0.1637(6)stat(3)sys 0.2470(9)stat(4)syst 0.663(3)stat(1)sys
PDG 0.1622(17) 0.2453(22) 0.661(8)




Several hardware interlocks critical to the safe H2 operation of the NA62 CEDAR were
implemented, interfacing dry contact signals into the relevant CEDAR control circuits.
These interlocks reduce the risk of explosion in case of an H2 leak by shutting down
electrical equipment in the vicinity of the detector. A visualisation of the interlock
states was added to the KTAG detector control system, allowing monitoring of the
interlock status by the NA62 shift crew. With these newly implemented safeguards, the
danger arising from operating the CEDAR with H2 are mitigated to a safe level.
Using the CEDAR with hydrogen, rather than N2 would reduce the amount of material
the beam travels through, and therefore the background rate on downstream detectors.
The contribution of the nitrogen inside the CEDAR towards the downstream detector
rate was found to be comparable to the contribution of beam related effects, such as
tuning, which vary with the normal data taking conditions of the experiment. Filling the
CEDAR with H2 in its current optical configuration is likely to degrade its performance
in its role of tagging kaons with 100 ps time resolution. A reduced kaon tagging efficiency
and worse time resolution may well cancel out any benefits brought about by a reduction
in the downstream detector rates. Therefore, the current CEDAR will not be used with
H2, instead another CEDAR will adapted for H2 operation, allowing NA62 to take data
with the current CEDAR filled with N2.












The statistical uncertainty of the ratios improves on previous measurements, demon-
strating the power of the Barlow-Beeston method combined with the NA62 dataset and
simulation. The structuring of the analysis allows for the measurement to be performed
with or without the GTK, where both techniques have shown to be viable. The reported
Kl3 measurement used the GTK. The precision of the measurement is presently limited
by the systematic uncertainty which stems mainly from data/simulation differences in
the calibration of the LKr, and the simulation of pileup. Further focus and effort in these
areas from the NA62 collaboration should allow a reduction of the systematic effects,
making the measurement competitive with previous results.
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quarks beyond the standard model,” Nuclear Physics B, vol. 830, no. 1, pp. 95 –
115, 2010.
[7] M. Tanabashi et al., “Review of particle physics,” Phys. Rev. D, vol. 98, p. 030001,
Aug 2018.
[8] M. Antonelli et al., “An Evaluation of |Vus| and precise tests of the Standard Model
from world data on leptonic and semileptonic kaon decays,” Eur. Phys. J., vol. C69,
pp. 399–424, 2010.
[9] M. Moulson, “Experimental determination of Vus from kaon decays,” in 8th Inter-
national Workshop on the CKM Unitarity Triangle (CKM 2014) Vienna, Austria,
September 8-12, 2014, 2014.
133
Bibliography 134
[10] S Towner, I and C Hardy, J, “The evaluation of Vud and its impact on the unitarity
of the Cabibbo–Kobayashi–Maskawa quark-mixing matrix,” Reports on Progress in
Physics, vol. 73, p. 046301, 03 2010.
[11] M. Moulson, “Experimental determination of Vus from kaon decays,” PoS,
vol. CKM2016, p. 033, 2017.
[12] S. Aoki et al., “Review of lattice results concerning low-energy particle physics,”
Eur. Phys. J., vol. C77, no. 2, p. 112, 2017.
[13] L. Maiani, G. Pancheri, and N. Paver, eds., The second DAPHNE physics handbook.
Vol. 1, 2. Frascati, Italy: INFN, 1995.
[14] C. Lazzeroni et al., “Measurement of the form factors of charged kaon semileptonic
decays,” JHEP, vol. 10, p. 150, 2018.
[15] J. Gasser and H. Leutwyler, “Chiral perturbation theory: Expansions in the mass
of the strange quark,” Nuclear Physics B, vol. 250, no. 1, pp. 465 – 516, 1985.
[16] V. Cirigliano, M. Giannotti, and H. Neufeld, “Electromagnetic effects in Kl3 de-
cays,” Journal of High Energy Physics, vol. 2008, pp. 006–006, nov 2008.
[17] A. Sirlin, “Large m(W), m(Z) Behavior of the O(α) Corrections to Semileptonic
Processes Mediated by W,” Nucl. Phys., vol. B196, pp. 83–92, 1982.
[18] G. Anelli et al., “Proposal to measure the rare decay K+ → π+νν at the CERN
SPS,” 2005.
[19] A. J. Buras, D. Buttazzo, J. Girrbach-Noe, and R. Knegjens, “K+ → π+νν and
KL → π0νν in the Standard Model: status and perspectives,” JHEP, vol. 11, p. 033,
2015.
[20] A. V. Artamonov et al., “Study of the decay K+ → π+νν in the momentum region
140 < Pπ < 199 MeV/c,” Phys. Rev., vol. D79, p. 092004, 2009.
[21] E. Cortina Gil et al., “The Beam and detector of the NA62 experiment at CERN,”
JINST, vol. 12, no. 05, p. P05025, 2017.
[22] C. Bovet, R. Maleyran, L. Piemontese, A. Placci, and M. Placidi, “The Cedar
Counters for Particle Identification in the SPS Secondary Beams: A Description
and an Operation Manual,” 1982.
Bibliography 135
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