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Abstract
In this paper the existence results of positive solutions are obtained for second-order boundary
value problem
−u′′ = f (t, u), t ∈ (0,1), u(0)= u(1)= 0,
where f ∈ C([0,1] × R+), whose sign may change. The proof is based on the fixed point index
theory in cones.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this paper we consider the existence of positive solution for second-order boundary
value problem (BVP)
−u′′(t)= f (t, u(t)), 0< t < 1, (1)
u(0)= u(1)= 0, (2)
where f ∈ C(I ×R+), I = [0,1], R+ = [0,∞).
The BVP (1)–(2) arises in many different areas of applied mathematics and physics,
and only its positive solution is significant in practice. Many authors [1–5] have studied
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Y. Li / J. Math. Anal. Appl. 282 (2003) 232–240 233the existence of positive solution of this problem in case of f  0. For convenience, we
introduce the notations
f 0 = lim infu→0+ mint∈I
(
f (t, u)/u
)
, f¯0 = lim sup
u→0+
max
t∈I
(
f (t, u)/u
)
,
f ∞ = lim infu→+∞mint∈I
(
f (t, u)/u
)
, f¯∞ = lim sup
u→+∞
max
t∈I
(
f (t, u)/u
)
.
The authors of [1–4] have proved that there exists at least one positive solution to BVP
(1)–(2) under condition (H1) or (H2) as follows:
(H1) f¯0 = 0, f ∞ =+∞,
(H2) f 0 =+∞, f¯∞ = 0.
Condition (H1) corresponds to the superlinear case, and condition (H2) corresponds to the
sublinear case. In [5, Theorems 4 and 5] Liu and Li improved the two conditions to (H1∗)
and (H2∗), respectively,
(H1∗) f¯0 < π2, f ∞ > π2,
(H2∗) f 0 > π2, f¯∞ < π2.
They have proved that if (H1∗) or (H2∗) is satisfied, then BVP (1)–(2) has at least one
positive solution. Some of these authors also deal with the general boundary condition
αu(0)− βu′(0)= 0, γ u(1)+ δu′(1)= 0, (3)
where α,β, γ, δ  0 and ρ := γβ + γα+ αδ > 0.
But all of these authors assume f  0. The purpose of this paper is to omit this con-
dition. We do not require f  0. This means that f may have negative value and its sign
may change.
The main result of this paper is
Theorem 1. Suppose f ∈ C(I ×R+). If one of the following conditions is satisfied:
(P1) −∞< f 0  f¯0 < π2, f ∞ > π2,
(P2) −∞< f ∞  f¯∞ < π2, f 0 > π2,
then the BVP (1)–(2) has at least one positive solution.
Remark 1. If f  0, then conditions (P1) and (P2) are, respectively, equivalent to (H1∗)
and (H2∗). Therefore Theorem 1 generalizes Theorems 4 and 5 in [5].
From Theorem 1 we immediately obtain the following
Corollary 1. Suppose f ∈ C(I ×R+). If one of the following conditions is satisfied:
(P1′) −∞< f , f¯0 = 0, f =+∞,0 ∞
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then the BVP (1), (2) has a positive solution.
Applying Theorem 1 to the equation
−u′′(t)= f (u(t)), t ∈ (0,1), (4)
we have
Corollary 2. Suppose f ∈ C1(R+) and f (0) = 0. If one of the following conditions is
satisfied:
(P1∗) f ′(0) < π2, f ′(+∞) > π2,
(P1∗) f ′(0) > π2, f ′(+∞) < π2,
where f ′(+∞)= limu→+∞(f (u)/u), then the BVP (4), (2) has at least one positive solu-
tion.
2. Preliminaries
If (P1) or (P2) is satisfied, it is easy to prove that f (t, u)/u is lower-bounded for t ∈ I
and u > 0. Thus there exists M > 0 such that
f (t, u)−Mu, ∀t ∈ I, u 0.
Let f1(t, u)= f (t, u)+Mu, then f1(t, u) 0 for t ∈ I , u 0, and Eq. (1) is equivalent
to
−u′′ +Mu= f1(t, u), 0 < t < 1. (5)
Let G(t, s) be the Green’s function to the linear boundary value problem
−u′′ +Mu= 0, u(0)= u(1)= 0,
which is explicitly given by
G(t, s)=
{
sinhωt ·sinhω(1−s)
ω sinhω , 0 t  s  1,
sinhωs·sinhω(1−t )
ω sinhω , 0 s  t  1,
where ω =√M , sinhx = (ex − e−x)/2, which is the hyperbolic sine function.
It is easy to verify that G(t, s) has following properties:
(i) G(t, s) > 0, ∀t, s ∈ (0,1);
(ii) G(t, s)G(s, s), ∀t, s ∈ [0,1];
(iii) G(t, s) sinhωt · sinhω(1− t)
sinh2 ω
G(s, s)= ω
sinhω
G(t, t)G(s, s),
∀t, s ∈ [0,1].
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C+[0,1] denote the cone of all nonnegative functions in C[0,1]. For h ∈ C+[0,1], we
consider the linear boundary value problem (LBVP) corresponding to Eq. (5),
−u′′ +Mu= h(t), t ∈ (0,1), (6)
with the boundary condition (2).
Lemma 1. If h ∈C+[0,1], then the solution u of LBVP (6), (2) satisfies
u(t) ω
sinhω
G(t, t)‖u‖, t ∈ I.
Proof. It is easy to check that the solution u of LBVP (6), (2) can be expressed by
u(t)=
1∫
0
G(t, s)h(s) ds.
By property (ii) we get that ‖u‖ ∫ 10 G(s, s)h(s) ds. Using property (iii) we have
u(t)=
1∫
0
G(t, s)h(s) ds  ω
sinhω
G(t, t)
1∫
0
G(s, s)h(s) ds  ω
sinhω
G(t, t)‖u‖.
The proof is completed. ✷
We define the mapping A: C+[0,1]→ C+[0,1] by
Au(t)=
1∫
0
G(t, s)f1
(
s, u(s)
)
ds. (7)
It is clear thatA :C+[0,1]→ C+[0,1] is completely continuous. By Lemma 1, positive so-
lution of BVP (1)–(2) is equivalent to nontrivial fixed point of A. We will find the nonzero
fixed point of A by using the fixed point index theory in cones.
Choosing the subcone K of C+[0,1] by
K =
{
u ∈C+[0,1]
∣∣∣ u(t) δω‖u‖, ∀t ∈
[
1
4
,
3
4
]}
,
where δω = sinh2(ω/4)/ sinh2 ω, we have
Lemma 2. A :K→K is completely continuous.
Proof. For u ∈K , we show Au ∈K . Let h(t)= f1(t, u(t)); then Au(t) is the solution of
LBVP (6), (2). By Lemma 1,
Au(t) sinhωt · sinhω(1− t)2 ‖Au‖.sinh ω
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Au(t) sinh
2(ω/4)
sinh2 ω
‖Au‖ = δω‖Au‖ for t ∈
[
1
4
,
3
4
]
.
ConsequentlyAu ∈K . Thus A(K)⊂K . Obviously,A :K→K is completely continuous.✷
We recall some concepts and conclusions on the fixed point index in [6,7], which will be
used in this paper. Let E be a Banach space and let K ⊂E be a closed convex cone in E.
Assume Ω is a bounded open subset of E with boundary ∂Ω , and let A :K ∩Ω →K be
a completely continuous operator. If Au = u for u ∈ K ∩ ∂Ω , then the fixed point index
i(A,K ∩Ω,K) has definition. One important fact is that if i(A,K ∩Ω,K) = 0, then A
has a fixed point in K ∩Ω .
For r > 0, let Kr = {u ∈ K | ‖u‖ < r}, ∂Kr = {u ∈ K | ‖u‖ = r}. The ∂Kr is the
boundary of Kr in K . The following lemma is needed in our proofs.
Lemma 3 [6,7]. Let A :K→K be completely continuous. We have
(i) if ‖Au‖> ‖u‖ for u ∈ ∂Kr , then i(A,Kr,K)= 0,
(ii) if ‖Au‖< ‖u‖ for u ∈ ∂Kr , then i(A,Kr,K)= 1.
3. Proof of Theorem 1
We show, respectively, that the operator A defined by (7) has a nonzero fixed point in
two cases that (P1) is satisfied and (P2) is satisfied.
Case 1. Assume (P1) is satisfied. We define A0 :K →K by
A0u(t)=
1∫
0
G(t, s)u2(s) ds.
Then for every u ∈K , from property (ii) of G(t, s), we get that
‖A0u‖
1∫
0
G(s, s)u2(s) ds 
1∫
0
G(s, s) ds ‖u‖2.
Set r0 = (
∫ 1
0 G(s, s) ds)
−1
, then for r ∈ (0, r0) and u ∈ ∂Kr , it follows that ‖A0u‖< ‖u‖.
By Lemma 3, we have
i(A0,Kr ,K)= 1, ∀r ∈ (0, r0). (8)
Define H : [0,1] ×K →K by
H(s,u)= (1− s)A0u+ sAu.
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of f¯0 < π2 and the definition of f¯0, there are ε ∈ (0,π2) and 0< r1 < min(r0,π2−ε+M),
such that
f (t, u) (π2 − ε)u, ∀t ∈ I, 0 u r1. (9)
We now prove that H(t,u) = u for all s ∈ I and u ∈ ∂Kr1 . In fact, if there exist s0 ∈ I and
u0 ∈ ∂Kr1 , such that H(s0, u0)= u0, then u0(t) satisfies the differential equation
−u′′0(t)+Mu0(t)= (1− s0)u20(t)+ s0f1
(
t, u0(t)
)
, t ∈ I, (10)
and the boundary condition (2). From (9) and definition of f1 it follows that
−u′′0(t)+Mu0(t) (1− s0)u20(t)+ s0(π2 − ε+M)u0(t) (π2 − ε+M)u0(t).
Multiplying the both sides of this inequality by sinπt and integrating on [0,1], we get that
(π2 +M)
1∫
0
u0(t) sinπt dt  (π2 +M − ε)
1∫
0
u0(t) sinπt dt.
Since
∫ 1
0 u0(t) sinπt dt > 0, it follows that π
2+M  π2+M−ε, which is a contradiction.
By (8) and homotopy invariance of the fixed point index, we get that
i(A,Kr1,K)= i(A0,Kr1,K)= 1. (11)
On the other hand, for every u ∈ K , from property (iii) of G(t, s) and the definition
of K we have
‖A0u‖A0u
(
1
2
)
=
1∫
0
G
(
1
2
, s
)
u2(s) ds  sinh
2(ω/2)
sinh2 ω
1∫
0
G(s, s)u2(s) ds
 1
2 cosh2(ω/2)
3/4∫
1/4
G(s, s)u2(s) ds  δ
2
ω
2 cosh2(ω/2)
3/4∫
1/4
G(s, s) ds ‖u‖2.
Set R0 = 2 cosh2(ω/2)(δ2ω
∫ 3/4
1/4 G(s, s) ds)
−1 (> r0), if R > R0, then ‖A0u‖ > ‖u‖ for
every u ∈ ∂KR . By Lemma 3, we get that
i(A0,KR,K)= 0, ∀R >R0. (12)
Since f ∞ > π
2 there exist ε > 0 and H > 0 such that
f (t, u) (π2 + ε)u, ∀t ∈ I, uH.
Let C = maxt∈I,0uH(|f (t, u)| + (π2 +M + ε)2), then it is clear that
f (t, u) (π2 + ε)u−C, ∀t ∈ I, u 0, (13)
u2  (π2 +M + ε)u− (π2 +M + ε)2  (π2 +M + ε)u−C, ∀u 0. (14)
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ing (10) with (13) and (14) we conclude that
−u′′0(t)+Mu0(t) (π2 +M + ε)u0(t)−C.
From this inequality we can get
(π2 +M)
1∫
0
u0(t) sinπt dt  (π2 +M + ε)
1∫
0
u0(t) sinπt dt − 2C
π
.
Consequently, we obtain that
1∫
0
u0(t) sinπt dt 
2C
πε
. (15)
By Lemma 1, u0(t) (ω/sinhω)G(t, t)‖u0‖, from which it follows that
1∫
0
u0(t) sinπt dt 
ω
sinhω
1∫
0
G(t, t) sinπt dt ‖u0‖. (16)
From (15) and (16), we see that if s0 ∈ I and u0 ∈K such that H(s0, u0)= u0, then
‖u0‖ 2C sinhω
πωε
( 1∫
0
G(t, t) sinπt dt
)−1
:=R. (17)
Choosing R1 > max(R0,R), H(s,u) = u for any s ∈ I and u ∈ ∂KR1 . By (12) and homo-
topy invariance of the fixed point index, we have
i(A,KR1,K)= i(A0,KR1 ,K)= 0. (18)
Using (11), (18), and additivity of fixed point index, we have
i(A,KR1 \Kr1,K)= i(A,KR1,K)− i(A,Kr1,K)=−1.
Therefore A has a fixed point in KR1 \Kr1 , which is the positive solution of BVP (1)–(2).
Case 2. Assume (P2) is satisfied. We define A1 :K →K by
A1u(t)=
1∫
0
G(t, s)
√
u(s) ds.
Then A1 :K →K is completely continuous. Through the estimation analogous to that of
A0, we have
‖A1u‖
1∫
G(s, s) ds
√‖u‖, ‖A1u‖
√
δω
2 cosh2(ω/2)
3/4∫
G(s, s) ds
√‖u‖
0 1/4
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R0 =
( 1∫
0
G(s, s) ds
)2
, r0 =
( √
δω
2 cosh2(ω/2)
3/4∫
1/4
G(s, s) ds
)2
;
then 0 < r0 <R0 <∞. For r ∈ (0, r0), R > R0, it is clear that
‖A1u‖> ‖u‖, ∀u ∈Kr, ‖A1u‖< ‖u‖, ∀u ∈KR.
Thus by Lemma 3 we have
i(A1,Kr ,K)= 0, ∀r ∈ (0, r0), (19)
i(A1,KR,K)= 1, ∀R >R0. (20)
Defining H1 : [0,1] ×K →K by
H1(s, u)= (1− s)A1u+ sAu,
we have that H1 : [0,1] ×K → K is a homotopy mapping of A and A1. Since f 0 > π2
there exist ε > 0 and 0 < η < 1/(π2 +M + ε)2 such that
f (t, u) (π2 + ε)u, ∀t ∈ I, 0 u η. (21)
From 0 < η < 1/(π2 +M + ε)2 it is easy to see that
√
u (π2 +M + ε)u, ∀0 u η. (22)
Choosing 0 < r1 < min(r¯0, η), by (21), (22), and the proof similar to Case 1, we can get
that H1(s, u) = u for any s ∈ I and u ∈ ∂Kr . Using homotopy invariance of fixed point
index and (19), we have
i(A,Kr1,K)= i(A1,Kr1,K)= 0. (23)
By inequality f¯∞ < π2, there exist ε ∈ (0,π2) and H > 0 such that
f (t, u) (π2 − ε)u, ∀t ∈ I, uH.
Set C = maxt∈I,0uH(|f (t, u)| + 1/(π2 − ε+M)). It is clear that
f (t, u) (π2 − ε)u+C, ∀t ∈ I, u 0. (24)
Divide u 0 into two cases of u > 1/(π2 − ε +M)2 and 0 u 1/(π2 − ε+M)2, it is
easy to verify that
√
u (π2 − ε+M)u+C, ∀u 0. (25)
From (24), (25), and the analogous argument used in Case 1, it can be proved that (17) is
valid if H1(s0, u0)= u0 for u0 ∈K and s0 ∈ I . Hence we choose R1 > max(R0,R); then
H1(s, u) = u for any s ∈ I and u ∈ ∂KR1. From (20) and homotopy invariance of fixed
point index, we have
i(A,KR1,K)= i(A1,KR1 ,K)= 1. (26)
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i(A,KR1 \Kr1,K)= i(A,KR1,K)− i(A,Kr1,K)= 1.
Thus A has a fixed point in KR1 \Kr1 , which is the positive solution of BVP (1)–(2).
The proof is completed. ✷
Remark 2. Through the similar but slightly more complicated argument, the conclusion
of Theorem 1 is also true for BVP (1)–(3) if π2 is replaced by the first eigenvalue λ1 of
−u′′ = 0 with boundary condition (3).
Example 1. Consider the boundary problem
−u′′ = a1u+ a2u2 + · · · + anun, 0 < t < 1, (27)
u(0)= u(1)= 0, (28)
where n  2, ai ∈ R, i = 1,2, . . . , n. If a1 < π2, an > 0, then condition (P1) is satisfied.
From Theorem 1, the BVP (27)–(28) has at least one positive solution. Clearly, this result
can not be obtained from [1–5] if some coefficients ai (i = 1,2, . . . , n− 1) are negative.
Example 2. Consider the following boundary problem:
−u′′ = 1− u
1+ u2 , t ∈ (0,1), u(0)= u(1)= 0.
It is clear that the results of [1–5] can not be applied to this example. But it is easy to verify
that condition (P2) is satisfied. From Theorem 1, this problem has at least one positive
solution.
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