Abstract-Manifold clustering is often used to partition a multiple manifold dataset prior to the application of manifold learning. Thus manifold clustering can be seen as a pre-processing step for eliminating singularities in a dataset before doing dimension reduction. In this paper, we propose an algorithm for resolving singularities prior to dimension reduction. We achieve singularity resolution using algebraic blow ups as motivation. With this type of singularity resolution, we are able to simultaneously perform manifold clustering and learning. The algorithm is based on a simple modification of Isomap which identifies and treats singularities before providing reduced dimensional representations. We demonstrate our algorithm with various examples and apply it to problems in molecular conformation, motion segmentation, and face clustering. 
Abstract-Manifold clustering is often used to partition a multiple manifold dataset prior to the application of manifold learning. Thus manifold clustering can be seen as a pre-processing step for eliminating singularities in a dataset before doing dimension reduction. In this paper, we propose an algorithm for resolving singularities prior to dimension reduction. We achieve singularity resolution using algebraic blow ups as motivation. With this type of singularity resolution, we are able to simultaneously perform manifold clustering and learning. The algorithm is based on a simple modification of Isomap which identifies and treats singularities before providing reduced dimensional representations. We demonstrate our algorithm with various examples and apply it to problems in molecular conformation, motion segmentation, and face clustering. Manifold learning is the study of nonlinear dimensionality reduction algorithms that assume data sampled from a manifold. The goal of manifold learning is to find an embedding of a high-dimensional dataset in a low-dimensional space. Such a representation can be used to better understand the dataset and/or provide simplified models for further computation. There are a variety of manifold learning methods [1] . Examples include Isomap [2] and Locally Linear Embedding [3] Often, the manifold assumption is violated: data may lie on multiple manifolds with potentially different dimensions. These manifolds may also intersect. Manifold clustering is needed to partition the data before manifold learning algorithms are applied to each cluster. Manifold clustering has been studied for linear manifolds [4] , [5] , and using stratification learning approaches [6] [7] [8] . Stratification learning is often based on clustering by dimension, although an approach based on computational topology has also been proposed [9] .
In this paper, we propose an algorithm for simultaneously performing manifold clustering and manifold learning, similar in spirit to the work of Elhamifar and Vidal [10] . Elhamifar and Vidal propose an algorithm which simultaneously separates and visualizes multiple non-intersecting manifolds. Our algorithm is tailored towards intersecting manifolds, or more broadly data with singularities. Other algorithms which might be considered to simultaneously perform manifold clustering and learning include multiple and joint manifold learning methods [11] , [12] .
In this paper, we use a concept from algebraic geometry known as singularity resolution [13] to provide lowdimensional representations and visualizations. Our approach 978-1-4799-0883-71l3/C$31.00 @2013 IEEE 19 provides a practical dimension reduction algorithm that emulates the idea of blowing up singular curves. The method is applicable to non-manifolds containing singularities and/or components of different dimension. It is simple, appears robust to noise (although this claim has not been extensively investigated), and allows visualizations of self-intersecting spaces not possible using other methods.
II. STRATIFICATIONS VS. BLOW UPS
The idea behind stratification learning is that while an object might not be a manifold, it might nevertheless be a collection of manifolds. The term stratification comes from topology, where a stratified space is one that can be decomposed as a collection of less complicated spaces [14] . Roughly speaking, a stratified space can be decomposed into manifolds of decreasing dimension called strata. The strata fit together according to certain precise rules that allow us to reconstruct the original space [9] , [14] . An example of a stratification of the curve y2 = x 2 + x 3 is shown in Figure 1(b) .
In stratification learning, we attempt to decompose a nonsmooth object into its constant dimension manifold pieces. Once we have the manifold pieces we are in a position to analyze the dataset using algorithms available from manifold learning. Thus we have removed the singularities in our original dataset.
Another option for handling singularities is to use the idea of singularity resolution from algebraic geometry [13] . In singularity resolution, we attempt to blow up a singular curve. This is done by introducing parameters algebraically. [6] and Carter et al. [7] . Our primary goal for singular Isomap is to perform dimension reduction in the presence of singularities. By design, it can perform such reducti ons when no other algorithm will (e) we co mpute the blow up graph G M with added edges now connect ing the two one-dimensional co mponents; and (f) we draw the one-di mensional co mponent of G M using multi-dimensional scaling.
Next we define a notion of dimen sion m path connectedness. We say that Vi is dimen sion m path connected to "i- where
Vj is a shortest path in G , and
In the definition of EM we note that d e is th~ode sic distance and dx is the Euclidean distance. Thus G M connects m -dimensional components of G M through higher dimension components if there is a straightline path between them. Since an increase in local dimension accompanies singular behavior, this method provides path s across singulariti es, while staying within the local tangent spaces. To reflect our motivation in using blow ups from algebr aic geometry, we call GM the blow up graph of X .
To finish, we use multidimensional scaling to draw the components present in the blow up graph G M . Note that in this step we must re-compute the geodesic distances using G M. We show the steps of the algorithm on a lemniscate in Figure 2 .
From a theoretic al perspective, stratification learning provides a better framework for analyzing singularities in the context of dimen sion reduction . This has been done on point clouds using cluster by dimen sion approa ches [6] [7] [8] , and tools from persistent homology [9] , [15] . Since algebraic geometers typically use algebraic equations, a similar framework for blow ups on point cloud s is (apparently) unavailable. However, the idea of blowing up a singular curve seems better suited for dimen sion reduction and visualization. For example , a visualization of the stratified space in Figure I (b) is a set of visualizations, one for each strata. On the other hand, a visualization of the blown up space in Figure I (c) is more informati ve: it is a one-dimensional line with the singularity drawn twice. In this paper, we propo se a simple algorithm which uses the idea of blowing up singular objects in the context of dimension reduction.
III. SI NG UL AR I SOM AP ALG ORITHM
Our algorithm is based on the Isomap algorithm [2] . In particular, we modify the k-ne arest neighbor (kNN) graph used in Isomap in an effort to reproduce the effect (but not the mathemati cs) of blowing-up a singular curve. The steps of the algorithm are illustrated using a lemniscate in Figure 2 In addition to the standard Isomap kNN graph , we label the vertices by local dimension. This is done both to stratify the data set according to dimen sion and to detect singularities. Singularities can be detected using dimen sion estimates becau se an increase in dimen sion will accompany a singularity.
The local dimen sion estimates are provided in NI = {ml ' .. . , m n }, where m ; is a point-wi se integer estimate of the local dimension in the neighborhood of Xi. There are numerous algorithms available to perform this task [16] , including many of the algorithms for stratification learnin g [6] , [7] . To avoid a length y digression, however, we use the original topological estimate of Fukun aga and Olsen [17] . The Fukunaga-Olsen algorithm estimate s dimension using a threshold on singular values computed using a neighborh ood of Xi. The algorithm thus require s a neighborh ood, which we provide using the k m -neare st neighbo rs, and a threshold Em. We normalize the singular values so that our threshold Em corresponds to percentage of energy. Since the FukunagaOlsen algorithm is subject to error in the presence of noise, we smooth the dimen sion estim ates using the method suggested by Carter et al. [7] .
We first use the labels NI to form a stratification by dimen- Both GPCA [4] and Translated Poisson Mixture Model (TPMM) [6] (among others) win segment the subspaces in this example: GPCA separates linear subspaces, and TPMM separates by dimen sion. However, neither is applicable to the previous two examples. This is partly because GPCA and TPMM do not perfo rm dimension reduction, they provide partition s of the data, but also because the previous example s are non-linear and of constant dimension . GPCA is applicab le Fig. 5 . Subspace segmentation using singular Isomap. On the upper left (a), we segment a plane (grey) and a line (red) using singular Isomap with k = 7, k m = 14, Em = 0.0 5, and E = 0.1. On the upper right (b), we segment a plane and a line with 5% uniform noise added using para meters k = 7, k m = 25 , Em = 0.05, and E = 0.2. On the bottom (c), we segment a plane and a line with 5% uniform noise at an angle of 7f / 3 using parameters k = 7, k m = 25 , Em = 0.0 5, and E = 0.25. In all cases we also used the neighborhood smoothing technique (with k-nearest neighbors) described by Carter et at. [71 for the dimension estimates.
work . We demonstrate this ability using two example datasets sampled from algebraic surfaces.
The first example is taken from Henneberg 's minimal surface. Henneberg 's minimal surface is a self-intersecting surface in three dimensions given by the parameterization Figure 3 . It is interesting to note that while Henneberg 's surface is quite complicated, it has no twists (unlike a Mobiu s strip), so that the visualization in Figure 3 (c) is simply a two-dimensional ring.
Another examp le of a self-intersecting surface is Whitney's umbrella , studied by Hassler Whitney in his efforts to understand singularities. Whitney 's umbrella is not only selfintersecting , but also has a pinch point. Whitney 's umbrella is given by the curve x 2 = y2 Z , and can be parameterized as x = UV , Y = U , and z = v 2 . We sample from Whitney 's umbrella by restricting -1 :::; U , v :::; 1. The results of singular Isomap applied to Whitney's umbrella are shown in Figure 4 . Like Henneberg 's surface , Whitney 's umbrella is orientable (disregarding the singularities).
Singular Isomap can also be used to analyze data containing intersecting linear subspaces. In computer vision this is known as the subspace segmentation problem , and was the motivation behind the Generali zed PCA (GPCA) algorithm [4] . Singular Isomap is shown performing subspace segmentation on a plane intersecting a line in Figure 5 . sequence A, the algorithm ended with no blow up calculation. In all cases we used neighborhood smoothing (with k-nearest neighbors) for the dimension estimates, as described by Carter et al. [7] .
In the first and third sequences, singular Isomap yields 100% classification accuracy of the motion. However, this is due to the fact that the dimension estimates were different for the moving and still features. The second sequence is more interesting. After stratification, we have two two-dimensional components and one three-dimensional component. Further, the two-dimensional components were not connected when computing the blow up graph. In fact, they remained unconnected for E ::; .3, indicating that the two-dimensional components intersect in an L-shape at the three-dimensional component. In this case singular Isomap cannot classify the points in the three-dimensional component (over the front wheel) so the resulting classification accuracy is 86%.
Our final application is the analysis of images in the Yale Face Database B [22] . These 640 x 480 pixel images capture faces from 10 subjects under 585 viewing conditions (9 poses and 64 illuminations). Clustering according to the subject, as to linear intersecting subspaces, and TPMM is applicable when subspaces are of different dimension. We provide a more detailed comparison of singular Isomap with existing methods in the following section.
V. ApPLICATIONS
In addition to the previous examples, we have applied the singular Isomap algorithm to three real-world datasets. The first application comes from a study of the molecular conformation space of cyclo-octane [18] [19] [20] . Cyclo-octane is an eight-membered carbon ring with chemical formula C SH16 . It can assume different shapes depending on the relative positions of the carbon atoms. These shapes are known as conformations and they constitute a 24-dimensional space. The cyclo-octane has been sampled to provide a dataset of 6040 points Xi C JR;, 24. This dataset is known to form, in the conformation space, a two-dimensional manifold with singularities. Our analysis of the cyclo-octane dataset using singular Isomap is shown in Figure 6 (a-c) .
For comparison, we also applied TPMM [6] and a modified version of GPCA [4] to the cyclo-octane data. TPMM is intended to represent cluster by dimension based approaches, and our modified version of GPCA is intended to represent the more recent spectral clustering algorithms [8] . The GPCA modification uses degree four monomials followed by spectral clustering to find two clusters. The modification was necessary because the cyclo-octane data is nonlinear. Normally, GPCA with a degree four monomial would produce four linear clusters. By using two clusters we are allowing each cluster to be modeled with a degree two polynomial.
Since TPMM and GPCA are fundamentally manifold clustering algorithms, we compared both clustering accuracy and visualization of the resulting clusters. Singular Isomap classified the points in the sphere component of the cyclo-octane space with 99.5% accuracy and the Klein bottle component with 90.4% accuracy. The errors by singular Isomap are due to omission, since it does not classify every point in the dataset. For comparison, TPMM had accuracies of 54.4% (sphere) and 70.5% (Klein bottle), while modified GPCA had accuracies of 96.0% and 90.2%, respectively. Isomap visualizations of the TPMM and modified GPCA clusters are shown in Figure 6 (d-i).
Our next application is to a problem in motion segmentation from computer vision. In this problem, we consider a sequence of images showing a moving object. The task is to separate the moving object from the still background. As described by Vidal et al. [4] , this problem can be solved by subspace segmentation. Both Vidal et al. [4] and Haro et al. [6] perform motion segmentation using a dataset from Sugaya and Kanatani [21] (http://www.suri.cs.okayama-u.ac.jp).This dataset contains three video sequences. Each sequence has been pre-processed by identification of features common to all images in the sequence. Vidal et al. report 100% accuracy for all three sequences using GPCA. Haro et al. report 100% accuracy on the first of the three sequences using TPMM. TPMM works on the principle of stratification by dimension and reports a uniform dimension for the second two sequences (and therefore fails to segment the motions). In Figure 7 , we show the results of singular Isomap on the three sequences. , .
(h) (i) Fig. 6 . The cyclo-octane dataset. On the upper left (a), we show the cyclo-octane dataset using the Isomap coordinates derived in Brown et al. [18] . Next applying singular Isomap with k = 7, k rn = 20, Ern = 0.05, and E = 0.1, we obtain two two-dimensional components from the blow up graph. In the upper middle (b) we use green to show the first component, which is a sphere. On the upper right (c), we use blue to show the second component, which is a Klein bottle [19] , [20] . Since the Klein bottle cannot be drawn in three dimensions, the edges added in the blow up graph (shown in red) form cross-hatches on the top and bottom of the visualization. In the next two rows, we show the results of TPMM and GPCA, respectively. In (d), TPMM provides local two-dimensional estimates in grey and three-dimensional estimates in red. Stratifying the space according to dimension, the largest two components are drawn using Isomap in (e) and (f). The three-dimensional component in (e) is a ring of intersection between the sphere (green points) and Klein bottle (blue points). The two-dimensional component in (f) is a part of the Klein bottle. In (g), modified GPCA correctly identifies the two components. However, various clustering errors hinder the resulting Isomap visualizations of the sphere (h) and Klein bottle (i).
was done using GPCA [4] and TPMM [6] is straightforward with our method because the kNN graph is disconnected. We instead attempted to isolate manifolds for different poses using the same subject. This would be difficult to achieve using GPCA, since these manifolds do not span distinct linear subspaces. Neither would it work using TPMM, since the portions of the manifolds corresponding to different poses have the same dimension. Our analysis, using subject 2 with poses 6, 7, and 8 is shown in Figure 8 . (We achieved similar results using subjects 1 and 8.) The resulting blow up graph contains three components, constituting 95%, 80%, and 73% of poses 6, 7 and 8 respectively. The missing data consists of mixed poses near the singular region.
VI. DISCUSSION Singular Isomap shows that the idea of a blow up from algebraic geometry is useful in dimension reduction. It is related to both subspace segmentation and stratification learning. Like GPCA [4] , singular Isomap can perform linear subspace segmentation. In addition, it works for nonlinear segmentation problems as welL Singular Isomap uses dimension estimates to 23 stratify a space before computing the blow up graph. Thus singular Isomap can be thought of as an extension of stratification learning, or clustering by dimension approaches [6] , [7] , [23] , [24] . Finally, singular Isomap provides visualization capability not available in either GPCA or stratification learning methods.
The main practical difficulty in applying singular Isomap is obtaining the point-wise local dimension estimates to label the kNN graph. Without accurate estimates that are robust to noise, singular Isomap will faiL Fortunately, there are many alternatives to the Fukunaga-Olsen algorithm [16] , including methods focused on stratification learning [6] , [7] . In the future, we may undertake a systematic survey of these methods to understand how they perform in the context of singular Isomap. Since dimension estimates are only used in our algorithm to identify singularities, another possibility is to avoid dimension estimation altogether and develop graph algorithms which identify singularities directly.
Singular Isomap is a straightforward geometrically motivated algorithm. First, we disconnect the kNN graph by dimension, then we reconnect it according to the criteria that geodesic distance is approximately Euclidean distance. This allows straight-line connections across singularities but eliminates connections that make sharp bends. This approach mimics the action of a blow up in algebraic geometry, but from a very practical perspective. In the future, we will investigate the singular Isomap algorithm from a more theoretical perspective. How might the theoretical machinery underlying blow ups be applied to obtain a better version of singular Isomap? Can we derive sampling requirements and guarantee a certain type of embedding? Can we use ideas from topological persistence [15] to obtain more robust versions of singular Isomap? Answering such questions would lead to both better algorithms and a better understanding of singularity analysis in dimension reduction.
