We are given a set of items, each characterized by a weight and a fragility, and a large number of uncapacitated bins. Our aim is to find the minimum number of bins needed to pack all items, in such a way that in each bin the sum of the item weights is less than or equal to the smallest fragility of the items in the bin. The problem is known in the literature as the Bin Packing Problem with Fragile Objects, and appears in the telecommunication field, when one has to assign cellular calls to available channels by ensuring that the total noise in a channel does not exceed the noise acceptance limit of a call.
Introduction
We are given n items j, each having weight w j and fragility f j (j = 1, . . . , n), and a large number of uncapacitated bins. Our aim is to find the minimum number of bins needed to pack all items, in such a way that in each bin the sum of the item weights is less than or equal to the smallest fragility of an item in the bin. More formally, let us denote J(i) as the set of items assigned to a bin i, we need to ensure that
for all bins i. The problem is known in the literature as the Bin Packing Problem with Fragile Objects (BPPFO). The BPPFO is clearly NP-complete, since it generalizes the classical Bin Packing Problem (BPP). In the BPP we are given n items j of weight w j (j = 1, . . . , n), and a large number of bins of capacity C, with the aim of packing the items in the minimum number of bins without exceeding the bin capacity. The BPP can thus be seen as a particular BPPFO where all item fragilities are set to C.
The BPPFO arises in the telecommunication field and in particular in the allocation of cellular users to frequency channels (see Bansal et al. [2] and Chan et al. [5] ). In Code Division Multiple Access (CDMA) systems, a limited number of frequency channels is given. Each channel has a capacity much larger than the bandwidth requirement of a single user, so it is possible to assign many users to the same channel. However, such assignment may produce interferences among the users sharing the same channel, and may result in a loss of quality of the communication. In particular, each user is characterized by a certain noise that he produces, and by a certain tolerance with respect to the total noise in the channel. The user has to be assigned to a frequency channel in which the total noise does not exceed his/her tolerance.
To model the above telecommunication problem as a BPPFO, it is enough to associate each frequency channel to a bin, and each user to an item having weight equal to the user's noise and fragility equal to the user's tolerance. The solution of the BPPFO would give the minimum number of frequency channels.
The literature on the BPPFO is still small. Bansal et al. [2] present approximation schemes and probabilistic analysis. They consider approximations both with respect to the number of bins and to the fragility of a bin. They present results for the general BPPFO and for a special case, denoted the frequency allocation problem, in which weight and fragility are strictly correlated one to the other. Chan et al. [5] consider instead the on-line version of the BPPFO, in which an item arrives only after the previous item has been packed. They study the cases in which the ratio between the maximum and the minimum fragility is bounded or unbounded, and present, for both cases, algorithms with asymptotic competitive ratios. The literature on the BPP is, on the other hand, very large. We refer the interested reader to the surveys by Coffman et al. [7] , Valério de Carvalho [20] and Clautiaux et al. [6] . For what concerns the use of optimization techniques in general frequency assignment problems, we refer the reader to the extensive survey by Aardal et al. [1] . This paper is devoted to the presentation of algorithms to compute lower and upper bounds for the BPPFO. We are particularly interested in the use of heuristic techniques, not only for providing valid upper bounds, as usually happens, but also for strengthening the lower bounding techniques. This can be seen as a "matheuristic" technique (see, e.g., Maniezzo et al. [16] ), in the sense that the heuristic algorithms are used to speed up the computation and/or improve the robustness of the optimal techniques.
The reminder of the paper is organized as follows. To clearly state the problem we start by providing two mathematical formulations in Section 2. In Section 3 we present basic preprocessing techniques used to delete items from an instance while preserving optimality. In Section 4 we provide a set of lower bounds that exploit the combinatorial structure of the problem. In Section 5 we provide a large set of upper bounds, including constructive heuristics, local search procedures and a Variable Neighborhood Search approach. In section 6 we present a column generation approach used to solve the linear relaxation of one of the formulations of Section 2. To speed up the convergence of this approach, we propose different ways to include heuristic dual information in the formulation, following the matheuristic framework discussed above. The algorithms are tested on a large set of instances in Section 7, and conclusions are finally drawn in Section 8.
Mathematical Formulations
Throughout the paper we suppose, without loss of generality, that w j ≤ f j (j = 1, . . . , n), and that items are sorted according to non-decreasing values of fragility, breaking ties by non-increasing values of weight. When no confusion arises, we use equivalently the terms object and item.
We define here two combinatorial optimization problems that are important because they are at the basis of several algorithms that will be discussed in the next sections:
• In the 0-1 Knapsack Problem (KP01), we are given n items j with profit p j and weight w j (j = 1, . . . , n) and a single bin of capacity C, with the aim of determining the subset of items of largest total profit and whose total weight does not exceed C;
• In the 0-1 Knapsack Problem with Fragile Objects (KP01-FO), we are given n items j with profit p j , weight w j and fragility f j (j = 1, . . . , n) and a single uncapacitated bin, with the aim of determining the subset of items of largest total profit and whose total weight does not the fragility of any item in the bin (according to (1) ).
We solve the well-known KP01 through the effective procedure COMBO by Martello et al. [17] , and we produce a mathematical model, to be described in Section 6, to solve the KP01-FO. We now present a compact mathematical formulation to solve the BPPFO. We define y i as a binary variable taking value 1 if item i is the item with smallest fragility in the bin in which it is packed, 0 otherwise (i = 1, . . . , n). We also define x ji as a binary variable taking value 1 if item j is assigned to the bin having item i as item with smallest fragility (bin i for short in the following), 0 otherwise (i = 1, . . . , n, j = i + 1, . . . , n). The BPPFO can be modeled as the following linear integer program:
Constraints (3) impose that either an item is the smallest item in its bin, either it is assigned to a bin containing an item with smaller fragility. Constraints (4) require that the sum of the weights of the items packed in a bin does not exceed the smallest fragility in the bin. Constraints (5) are used to tighten the model linear relaxation.
We spend a few words to notice the fact that Model (2)- (7) shares some similarities with that proposed by Ceselli and Righini [4] for the Orderded Open-End Bin Packing Problem (OOEBPP). In the OOEBPP the input consists of a BPP instance and of a total order among the items in the instance. The last (according to the input order) item among those packed in the same bin is not forced to fit completely within the bin capacity, but it is allowed to fill it by just one unit.
Despite the similarities in the models, the BPPFO and the OOEBPP are quite different problems in practice. The rationale behind the OOEBPP is to have a very large last item in each bin, so as to save space for other items. In the BPPFO, on the contrary, the capacity constraint has to be completely satisfied, and is quite usual to have similar items, especially in terms of fragility, packed together in the same bin. There is a single case, however, in which the two problems are equivalent: the special BPPFO case in which f j = w j + C for all j = 1, . . . , n is equivalent to the special OOEBPP case in which the input order of the items corresponds to sorting the items according to non-increasing weight.
We present a model that builds upon the classical decomposition method by Gilmore and Gomory [10, 11] . We define a pattern as a feasible combination of items. We describe the pattern, say p, by a column (a 1p , . . . , a jp , . . . , a np )
T , where a jp takes value 1 if item j is in pattern p, 0 otherwise. Let P be the set of all valid patterns, i.e., the set of patterns p for which n j=1 w j a jp ≤ min j=1,...,n {f j a jp }.
Let also z p be a binary variable taking value 1 if pattern p is used, 0 otherwise (p ∈ P ). The BPPFO can be modeled as the following Set Covering problem:
Constraints (10) impose that each item j is packed in at least one bin. Note that we can use "≥" instead of "=", because, if one item is packed in more that one bin, then we can remove such item from all bins but one. Indeed this removal would decrease the left hand side of (8) but would not decrease the corresponding right hand side. As the number of possible patterns may be very large, even solving the linear relaxation of Model (9)- (11) may be difficult. We approach this problem, as it is usually done in the literature, by means of a column generation method. The details of the method we use will be given in Section 6.
Preprocessing
In the BPP a basic preprocessing idea (see, e.g., Boschetti and Mingozzi [3] ) is to compute the subset of items of maximal weight that can be packed together with a given item in a bin. Let w * be the residual space in the bin after the given item, say j, has been packed in the bin together with the subset of items of maximal weight. If w * > 0, then one knows that there will always be a residual space in the bin containing item j, hence w j can be lifted to w j + w * . Unfortunately this reasoning does not apply to the BPPFO. We can see this by means of a simple counterexample with two items: item 1 has w 1 = 2 and f 1 = 4, and item 2 has w 2 = 2 and f 2 = 5. The two items can be clearly packed in a single bin. If we preprocessed item 2 as described above, we would obtain a residual space w * = f 2 − w 1 − w 2 = 1. But if we set w 2 = w 2 + w * = 3, then we would lose the optimal solution.
We can, fortunately, prove the following result. 
Proof. Suppose there is a set of items containing item j that can be feasibly packed in a bin when the fragility of j is f j , but cannot be packed after the fragility of j is updated as in (12) . Define w the total weight of the items in this set. Its infeasibility implies w > f j − w * . Hence the residual space left by this set in a bin would be (f j − w) ≤ f j − f j + w * = w * , which contradicts the fact that w * is the minimum remaining space in any bin containing item j.
On the basis of the above consideration we structured a preprocessing procedure which uses four nested conditions. For every item j we define the compatible set of j as γ(j) = {i = 1, . . . , n, i = j : w i + w j ≤ min{f i , f j }}, for j = 1, . . . , n. The first condition is: a) if γ(j) if empty (no items fits together with j in a bin), then we pack item j alone in a bin and remove it from the instance.
If Condition a is not met, we solve a particular KP01-FO in which 1) the items set is {j} ∪ γ(j), 2) the items profits are equal to their weights and 3) item j is forced to belong to the solution. Let us denote z(j) the optimal solution value and γ(j) the optimal subset of items packed in the bin. We use the following conditions, nested one into the other, to tighten our instance:
| (all compatible items fit together with j in a bin), then we pack items {j} ∪ γ(j) in a bin and remove them from the instance; otherwise c) if |γ(j)| = 1 we check if in all possible feasible bins only a single item can fit together with j. To do this we solve a new KP01-FO, equivalent to the one just solved but with profits all equal to 1. If the solution found has value 2 (i.e., at most one item fits together with j in a bin), then we check if in γ(j) there is an item whose packing is more difficult than that of all other items. In particular we check if there exists an item ℓ ∈ γ(j) such that w ℓ ≥ w k ∀k ∈ γ(j) and f ℓ ≤ f k ∀k ∈ γ(j). If such item exists, we pack j and ℓ in a bin and remove them from the instance; otherwise d) if w j + z(j) < f j (the fragility of j is not completely filled), then we set f j = w j + z(j).
Any time one of the four conditions is met, the procedure updates the instance and restarts from the next item j. We note that an update occurring to one item may change the compatible sets of many other items, and thus lead to further improvements. Hence, we re-execute the procedure until no improvement is found for any item.
Combinatorial Lower Bounds
We provide a set of fast lower bounding algorithms that are derived from observations on the combinatorial structure of the BPPFO. In the following we use L both to define a lower bounding procedure and the value produce by the procedure itself.
To evaluate the performance that a lower bounding procedure may guarantee, we define its worst case performance ratio as a real value r such that r ≤ L(P )/z(P ), where P is a combinatorial optimization problem, z(P ) the optimal solution value of an instance of P , and L(P ) the value produced by the lower bounding procedure on such instance. We say that a worst case performance ratio is tight if the value r is reached by at least one instance. If the context is sufficiently clear, we use L instead of L(P ) and z instead of z(P ).
Fractional Lower Bounds
The first simple lower bound we consider is obtained by relaxing the fragility requirements, so as to convert a BPPFO instance into a BPP one. To do this, we compute the maximum fragility f max = max i=1,...,n {f i }, and set f i = f max for i = 1, . . . , n. Any lower bound for the BPP instance obtained in this way is a valid lower bound for the original BPPFO instance. In particular we define:
We note that the worst case performance ratio of L 0 is arbitrarily bad. It is enough to consider a BPPFO instance with n items, the first n − 1 ones having weight 1 and fragility 1 and the last one having weight 1 and fragility n. The optimal solution has value z(P ) = n because each item has to be packed alone in a bin, whereas L 0 = 1. When n tends to infinity, the worst case performance of L 0 tends to 0. The result above is improved by Chan et al. [5] , who prove that the following is a valid lower bound:
Also for L 1 we can state that the worst case performance ratio is arbitrarily bad. It is enough to consider an instance with the following n items:
• item 1 has weight 1 − (n − 1)ε and fragility n;
• any subsequent item j has weight (1 + ε)n j and fragility n j+1 , j = 2, . . . , n.
Each item in this instance has to be packed alone in a bin, whereas
When n tends to infinity, the worst case performance of L 1 tends to 0. The result above may be further improved using the so called fractional lower bound, presented by Bansal et al. [2] and outlined in Algorithm 1. The idea is to pack items in bins according to the usual non-decreasing fragility order. Whenever an item i does not fit entirely into a bin, only a portion of i is packed in the current bin, then a new bin having fragility equal to f i is opened and filled with the remaining portion.
Proposition 2 The worst case performance of L 2 is 1/2 and the value is tight.
Proof. The proof is somehow implicit in Bansal et al. [2] , but for sake of clarity we report it here in a more concise form. We construct a heuristic solutions using 2L 2 bins starting from the assignments of items to bins obtained using Algorithm 1. The first bin has at most one fractional item. If this is the case, we remove the two input : n items sorted by non-decreasing fragility (breaking ties by non-increasing weight) output: Lower bound value L 2 k = 1;
portions of the item from the first and the second bin, and pack this item alone into a bin. We re-iterate with the second bin, that now has at most one fractional item, and so on. For each bin in the original set of L 2 bins, we open at most one new bin, hence the heuristic solution uses 2L 2 bins. Hence the worst case performance is
To see that the performance is tight, it is enough to consider an instance with n items, each having weight equal to C/2 + ε, with ε being a small positive value, and fragility equal to C. The optimal solution uses n bins, whereas L 2 = n/2 − 1. When n tends to infinity, the ratio between these two values tends to 0.
Lower Bounds based on Incompatibilities among Items
We associate to our BPPFO instance a Conflict Graph G = (V, E) constructed as follows. Each vertex i ∈ V is associated to item i = 1, . . . , n. An edge (i, j) ∈ E exists if the two items i and j cannot be packed together in the same bin, i.e., if
Using a common notation we say that these two items are in conflict.
We first note that the chromatic number of G is a valid lower bound value for the original problem. Hence, any valid lower bound on the chromatic number is also a valid BPPFO lower bound value. We use this observation to compute the following lower bound. Let K ⊆ V denote a clique in G, then
is a valid BPPFO lower bound. It is easy to see that the worst case performance of L K is arbitrarily bad. This can be obtained by considering a BPPFO instance with no conflicts at all. For any solution value z(P ), the value of L K is always 0.
We improve the above observation by using the so called constrained packing lower bound (L cp in the following). This bound has been developed by Gendreau et al. [9] for the Bin Packing Problem with Conflicts (BPPC), which is a particular BPP in which some couples of items may be in conflict (i.e., the edges in the conflict graph G have no relation with the weights). The algorithm used to determine L cp starts by computing a maximal clique K of G and initializing a bin for each item in K. Then it fractionally assigns the items in V \ K to the opened bins, by solving a transportation problem that takes into consideration both conflicts and weights. All items (or fractions of items) than do not fit in the opened bins are stored in a new items set, on which the classical continuous BPP lower bound is applied. Let us denote by q the value produced by this computation of the continuous lower bound, we obtain
To adapt L cp to our problem we need to convert the original BPPFO instance into a BPPC one. This can be done by 1) constructing the conflict graph G as outlined above and 2) setting f i = f max for i = 1, . . . , n.
Simple improvements on the computation of L cp have been proposed by Fernandes Muritiba et al. [8] and Khanafer et al. [15] . In our experiments we use the implementation by Khanafer et al. [15] .Note that L CP ≥ L k when the two bounds use the same algorithm to compute the clique (as in our case). However, also the worst case performance of L CP is arbitrarily bad. It is enough to consider a BPP instance with no conflicts at all and a large value of f max .
Upper Bounds
To produce a heuristic solution of good quality within a limited computational effort, we first make use of a large set of greedy upper bounding techniques, to be described in Section 5.1. If the solution found by these algorithms is not equal to the lower bound, then it is given in input to a Variable Neighborhood Search, to be described in Section 5.2.
Greedy Heuristics
We developed a large set of greedy heuristics that are mainly derived by modifying well-known heuristics from the BPP and the Vertex Coloring literature, so as to fit the BPPFO constraints.
Any-Fit Heuristics
The classical First Fit algorithm was developed by Johnson [13] for the BPP and works as follows: pack the first item in the first bin, then pack each subsequent item in the first feasible (with respect to capacity constraint) bin, if any, otherwise open a new bin and pack the item in such bin. Adapting the First Fit to the BPPFO simply requires to replace the capacity constraint with the fragility requirements. This can be done by (i) setting the capacity of a bin to the fragility of the first item packed in the bin, and (ii) updating the fragility of a bin whenever a new item with smaller fragility is packed in the bin.
We also adapted to the BPPFO the other classical Best Fit, Worst Fit and Next Fit algorithms. We obtained in total 12 heuristic solutions by considering 3 different orderings of the items, namely: (i) non-decreasing values of f j , breaking ties by non-increasing values of w j ; (ii) non-increasing values of w j , breaking ties by nondecreasing values of f j ; (iii) non-decreasing values of the ratio f j /w j .
Knapsack-Based Heuristic
The idea that we used in Section 3 for preprocessing may also be used in a simpler iterative fashion to produce a feasible solution. In particular, at each iteration let j be the item with smallest fragility and let γ(j) be its compatible set. We solve a KP01 with items set γ(j), items profits equal to their weights and bin capacity equal to f j − w j . We pack j and the items belonging to the optimal KP01 solution we just found in a bin. We then re-iterate with the next remaining item, until all items are packed. Note that the by selecting at each iteration the item j with smallest fragility we are allowed to solve a KP01 instead of a KP01-FO.
Clique-Based Heuristic
In Section 4.2 we obtained a valid lower bound by constructing the conflict graph G and computing a maximal clique K of G with the greedy algorithm by Johnson [14] . We extend this approach and also compute a valid upper bound value as follows. We select the first item j ∈ K, determine its compatible set γ(j) and find the subset γ(j) of items of largest total weight that can be packed side by side with j (this last step is done by solving the same KP01-FO solved in Section 3). We pack j and γ(j) in a bin and then re-iterate with the next item in the clique, until all |K| items have been processed. If all items in the instance have been packed in the |K| bins, then we have found a feasible solution (which is also optimal, since L k = |K|). If instead some items are still unpacked, we pack them in a First Fit fashion.
Merging Heuristics
The basic idea behind this heuristic strategy is to iteratively merge couple of items into a unique larger item, until mo more merging exists. The final set of items obtained in this way represents a heuristic solution in which each item corresponds to a feasible packing of a bin. We proceed as follows: (i) we select two compatible items j and k such that w j + w k ≤ min{f j , f k } and merge them into a new item, say h, of size w h = w j + w k and fragility f h = min{f j , f k }; (ii) we repeat the process until no more feasible merging exists. We obtain two heuristic solutions by attempting two different strategies for the selection of the couple of compatible items to be merged: (i) select the couple (j, k) for which |f j − f k | is a minimum; (ii) select the couple (j, k) for which (min{f j , f k } − w j − w k ) is a minimum.
Variable Neighborhood Search
The general idea behind Variable Neighborhood Search (VNS) is to iteratively modify the incumbent solution using a neighborhood which is initially small but becomes larger and larger during the iterations. Each new solution obtained in this way is optimized through local search and is possibly used to replace the incumbent one. VNS algorithms have been used profitably in a huge number of combinatorial optimization problems (see. e.g., Hansen et al. [12] for a recent survey).
The VNS algorithm we implemented moves in a search space that contains infeasible solutions. The sketch is outlined in in Algorithm 2. We start by computing a heuristic solution, say σ, using U(σ) bins, by means of the greedy heuristics of Section 5.1. We then enter a loop in which we modify σ using a perturbation method that depends on a parameter k, initially set to 1. The details of the perturbation method we implemented will be given in Section 5.3, while here we just report the basic idea. We define the neighborhood N k (σ) as the set of solutions that are obtained by: (i) removing k bins from σ and (ii) reassigning the corresponding items in a way that possibly violates the fragility requirements but uses U(σ) − 1 bins. By using different criteria to perform steps (i) and (ii) we create a new solution, say σ ′ , belonging to N k (σ).
input : A BPPFO instance output: A heuristic solution σ using U(σ) bins Starting Solution: Compute a (feasible) heuristic solution σ; k = 1; while (stopping condition is not met) do t = 1; while (t ≤ n iter and σ ′′ is infeasible) do Perturbation: Generate a new (possibly infeasible) solution σ ′ ∈ N k (x) using U(σ) − 1 bins; Local Search: Apply improvement methods to σ ′ so as to obtain a (hopefully feasible) solution σ ′′ ;
Algorithm 2: A Variable Neighborhood Search algorithm for the BPPFO The new solution σ ′ is possibly infeasible, because the sum of the weights of the items associated to one or more of the U(σ) − 1 bins may exceed the fragility of the most fragile items in the bins. We then try to minimize the sum of these weights excesses by using a set of local search algorithms to be described in Section 5.4. The new solution obtained after the local search application is denoted by σ ′′ . If we manage to restore feasibility in all bins of σ ′′ , then we found a new heuristic solution using one bin less. We thus update the incumbent solution and restart with k = 1. Otherwise, we reiterate the process until a maximum number of n iter iterations has been elapsed. If σ ′′ remains infeasible after n iter iterations, then we increase k by one unit, so as to perform a search in a larger solution space. Whenever k exceeds a given limit k max , we set again k = 1. On the basis of computational outcome, we set n iter = 3 and k max = n.
The algorithm is halted whenever it finds an upper bound equal to the lower bound or after 240 CPU seconds have been elapsed. The idea of moving in a search space that contains infeasible solutions while trying to restore feasibility has been used in a number of successful heuristic implementations (see, e.g., Talbi [19] ). This proved to be profitable also for the BPPFO, because it allows to quickly move from a solution to another by temporarily disregarding the fragility requirements (which may be particularly strict), hence facilitating local search.
Perturbation Method
As briefly discussed above, the aim of our perturbation method is to modify the incumbent solution σ so as to generate a new solution σ ′ belonging to the neighborhood N k (σ). This neighborhood is the set of solutions that can be obtained from σ by means of (i) the removal of k bins and (ii) the reassignment of the items originally packed in the removed bins to U(σ) − 1 bins.
In particular σ ′ is constructed as follows: the U(σ) − k bins that remain in σ after the removal of the k bins are copied directly into σ ′ ; k − 1 new empty bins are opened in σ ′ ; all the U(σ) − 1 bins obtained in this way are filled with the items originally to the k removed bins by accepting violations of the fragility requirements.
We attempt different strategies to perform steps (i) and (ii) above, so as to obtain efficient diversification methods. We recall J(i) denotes the set of items assigned to a bin i. The first step of the perturbation method is obtained by: r1) removing k bins with probability proportional to min j∈J(i) {f j }; r2) removing k bins with probability proportional to min j∈J(i) {f j } − j∈J(i) w j ; r3) removing k random bins.
On the basis of computational outcome we use a two-level objective function to redistribute the removed items. Suppose we need to evaluate the packing of an item j to a bin i, our objective function, denoted φ(j, i), computes at a first level the number of items in conflict with j in bin i, i.e., |{k ∈ J(i) :
Ties are broken at a second level where φ(j, i) computes the eventual weight excess, i.e., max 0; j∈J(i) w j − min j∈J(i) {f j } . A packing of an item j in a bin i is feasible only when both levels of function φ(j, i) take value zero. The different policies we adopted to perform the second step of our perturbation method are: a1) best-best: at each iteration consider all assignments of an item j to a bin i, and choose the one minimizing f (j, i); a2) first-best: at each iteration choose the item j having minimum fragility among the removed items, and pack it in the bin i minimizing f (j, i); a3) first-first: as in first-best but stop as soon as a feasible assignment for the item j is found, if any, otherwise choose the bin i minimizing f (j, i); a4) random: assign each item to a random bin.
After an extensive evaluation of the computational impact of the different policies, we produced a VNS configuration that during the 3 iterations with the same value of k performs the three following couples of policies: (r1,a1), (r1,a3) and (r3,a3).
Improvement through Local Search
The solution obtained after the execution of the perturbation method is usually infeasible, as some weight excess may exist in one or more bins. We try to restore feasibility by means of a local search procedure that swaps items between pairs of bins. In particular, let
be the the weight excess associated to bin i. Let also i 1 and i 2 be two bins, such that at least one of the two has some weight excess and note that their maximum weight excess is max{ W (i 1 ), W (i 2 )}. Our procedure, denoted swap (ℓ 1 , ℓ 2 ) in the following, attempts to exchange ℓ 1 items packed in i 1 with ℓ 2 items packed in i 2 . If this provides a reduction in the resulting max{ W (i 1 ), W (i 2 )} value, then we say that the move is improving. During any swap (ℓ 1 , ℓ 2 ) execution we keep the bins sorted by non-decreasing values of W (i) and attempt first to swap items between the first and the second bin, then between the first and the third bin and so on. Quick checks on the weights of the items and the weight excesses of the bins are performed so as to attempt only those swaps that can be improving. Note that any time a swap is attempted we may need to re-evaluate the fragility of the involved bins, but this can be done quickly by keeping the list of items packed in a bin sorted according to non-increasing fragility (hence according to the input order). We operate in a first improvement policy, i.e., as soon as an improving move is found we perform it and re-iterate.
We developed all types of swaps in the set (1, 0), (1, 1), (1, 2), (2, 1) and (2, 2). After extensive computational evaluations we adopted a strategy that attempts only the swaps (1, 0), (1, 1), (1, 2) and (2, 1), and performs the swaps in non-decreasing order of their complexity, starting from (1, 0). The local search phase is halted when all the weight excess has been removed from the bins or when no improving move is found for any type of swap.
Column Generation
As briefly anticipated in Section 2, Model (9)- (11) has an exponential number of variables, hence we solve it through column generation. We initialize the model by a subset P ⊆ P of patterns. We then linearize the integrality requirements (11) by replacing them with z p ≥ 0, ∀p ∈ P . Note that we are allowed to drop the conditions z p ≤ 1 since redundant (indeed we can always replace a solution in which there exists a z p > 1 with a better one having z p = 1). We finally associate dual variables π j (j = 1, . . . , n) to Constraints (10) .
We operate in an iterative way. We solve the linear model just outlined and check if a pattern (i.e., a column) with negative reduced cost exists. If it exists, then we add it to the model and re-iterate, otherwise we proved the optimality of the (eventually fractional) solution obtained. The reduced cost of a pattern p is defined by
A pattern is added to the model if it satisfies the fragility requirement (8) and has a negative reduced cost. The existence of such pattern can thus be determined by solving a KP01-FO (see Section 1) with objective function max n j=1 π j a jp (20) and subject to
In Section 6.1 we present the model we implemented to solve the KP01-FO just described. In Section 6.2 we propose a few heuristic ideas to improve the column generation behavior by means of dual cuts. Note that in case the column generation terminates with a fractional solution, we do not enter a branching scheme but content us with a valid lower bound.
Solution of the Pricing Subproblem
We solve the KP01-FO problem arising in the pricing phase by means of an ILP model that is derived from Model (2)- (7)) of Section 2. Let us recall that items are sorted by non-decreasing values of f j , breaking ties by non-increasing values of w j .
We define β j as a binary variable taking value 1 if item j is the item with smallest fragility in the knapsack, 0 otherwise (j = 1, . . . , n). We also define α j as a binary variable taking value 1 if item j is packed in the knapsack, but it is not the item with smallest fragility (j = 1, . . . , n). We obtain:
Constraint (23) imposes the existence of just one item with smallest fragility inside the knapsack. Constraints (24) impose that the sum of the weights of the items in the bin does not exceed the fragility of the smallest item in the bin. By the definition of the two sets of variables it follows that α j + β j ≤ 1, for j = 1, . . . , n. This simple consideration is generalized by Constraints (25), that impose that if an item k is packed in the bin but is not the item with smallest fragility (i.e., if α k = 1), then no other item having larger fragility can be the item with smallest fragility in the bin.
Strengthening the model using dual heuristic information
One of the main issues in column generation is a long tail convergence, during which the value of the optimum is only marginally improved. Several methods have been proposed to deal with this issue. One of the most promising is the notion of dual cuts introduced by Valerio de Carvalho [21] . The idea is to add dual cuts to the master problem (columns in the primal) to exclude dual solutions that are dominated by others. The notion of dual cuts can be extended to the BPFO as follows.
Proposition 3 For a given item j, if there exists a set S ⊂ I such that i∈S w i ≤ w j and min i∈S f i ≥ f j then
is a valid dual cut for (9)- (11) .
Proof. The proof of [21] relies on the fact that any valid pattern containing an item j can be replaced by the items of set S. The proof is similar here, so we only prove this condition. Let P be a valid pattern containing an item j, and S the set defined above. If P is a valid pattern containing j, k∈P \{j} w k + w j ≤ min{min k∈P \{j} {f k }, f j }. By replacing j by the set S, and considering the assumptions on this set S, we obtain: k∈P \{j} w k + i∈S w i ≤ min{min k∈P \{j} {f k }, min i∈S {f i }}, which means that the obtained pattern is valid.
Many cuts of this type can be applied. Practically speaking, we attempted the use the cuts of Type I and II described in [21] . In the cuts of type I, the set S above is of size one. The cuts of type II consider two items in S. Computational considerations on the effect os these cuts are given in the next section.
Computational Results
We implemented all algorithms in C++ and run them on an Intel Xeon 2.40 GHz with 6 GB of memory. Since, according to our knowledge, this is the first work in which computational results are presented for the BPPFO, we devote Section 7.1 to describe a challenging benchmark set that we generated. The overall results that we obtained on such benchmark set are given in Section 7.2.
Benchmark Set
It is of interest to determine in which way the fragility constraint can affect the difficulty of a BPP instance. To this aim, we constructed a large set of BPPFO instances, starting from a classical BPP benchmark and attempting several ways to create the fragility of the items.
As BPP benchmark we used the classical set 1 by Scholl et al. [18] , which has been used in almost all recent papers presenting heuristics and exact computational results for the BPP. This set can be downloaded from the ESICUP website, http://www.fe.up.pt/~esicup, and is made of instances with number of items n ∈ {50, 100, 200, 500}, bin capacity C ∈ {100, 120, 150} and items weights uniformly generated in the intervals [1, 100] , [20, 100] and [30, 100] . For each configuration of n, C and items weights, 20 instances were generated, giving in total 720 instances. We reduced our computational tests to the first five instances out of the original 20 of each configuration, and we disregarded the case with n = 500, because, as it will be seen clearly in the following sections, the smaller instances already proved to be difficult. Hence, we consider in total 135 BPP instances.
To generate the BPPFO benchmark, we consider the items weights of the BPP instances and generate fragilities according to different strategies. We particularly focus on the relation that lies between the fragility f j of an item and its weight w j , because this can strongly influence the resulting difficulty of the problem. In particular we created different configurations using different correlations between fragility and weight:
Uncorrelated instances: we set w max = max j=1,...,n {w j } and multiplied the bin capacity C by an integer value k 2 . We then generated fragilities into different subintervals of the interval [w max , k 2 C]. More in details, we set f j as an integer value selected with uniform distribution in the interval [w max +k 1 (k 2 C −w max )/5, k 2 C], for j = 1, . . . , n. We tested the values k 1 = 0, 1, . . . , 4 and k 2 = 1, 2, . . . , 5;
Weakly correlated instances: we set f j as an integer value selected with uniform distribution in the interval [k 1 w j , k 2 C], for j = 1, . . . , n. We tested the values
Strongly correlated instances: we set f j = k 1 w j , for j = 1, . . . , n. We tested the values k 1 = 1, 2, . . . , 5.
Considering the different values of k 1 and k 2 , we obtained in total 50 different configurations, which produced a total of 135 × 50 = 6075 BPPFO instances. We attempted to solve this test bed by means of the ILP Model (2)- (7), that we implemented using Cplex 11 and run with a time limit of 5 CPU minutes. Strongly correlated instances are very easy and can be all solved by the model within the given time limit, with a single exception for an instance with k 1 = 4. Uncorrelated instances are instead more difficult, although those with both low values of k 1 and k 2 , as well as those with both high values of k 1 and k 2 , are easier than those that are in the middle. Weakly correlated instances are even more difficult, with three configurations for which not even a fifth of the instances could be solved to optimality.
We continued our study by also attempting the solution of the above instances through the preprocessing scheme of Section 3, followed by Model (2)- (7) . Also in this case the time limit was set to 5 CPU minutes, including both times of preprocessing and model. In almost all 50 configurations the use of preprocessing improved the behavior of the compact model, both in terms of number of proven optimal solutions and average gap. With this attempt we could close to optimality all the strongly correlated instances, and a large number of uncorrelated ones (especially those configurations characterized by both small, resp. high, values of k 1 and k 2 ).
On the basis of the above results we selected the five following classes, that seem to represent a challenging test bed: To encourage further research on the problem, the 5 × 135 = 675 BPPFO instances that we obtained in this way have been made publicly available in the web site http://www.or.unimore.it.
Overall Results
Due to the large number of instances addressed in the following we report only aggregate results, and we refer again to http://www.or.unimore.it for the detailed computational results on each instance.
The results of preprocessing techniques of Section 3 and lower bounding procedures of Section 4 are summarized in Table 1 . Each line in the table gives average values over 45 instances. For the preprocessing, we give the number of items whose fragility has been decreased (n dec ), the average percentage decrease in the fragility (%dec) and the CPU seconds elapsed (sec). For the lower bounds we give the average values obtained by the different procedures, together with the average percentage gap (%gap) and the CPU seconds elapsed (sec). The average percentage gap of a lower bound, say L x , is computed as 100(U V N S − L x )/U V N S , where U V N S is the upper bound value produced by the VNS.
The preprocessing manages to decrease the fragility of about 10 items, and is more effective for class 2 (15 items decreased on average). It is more effective on small instances than on large ones: on instances with 50 items it needs just one second on average to obtain a decrease of about 4% of the items fragility, whereas for n = 200 it needs 20 seconds for a decrease of about 1.5%.
Among the combinatorial lower bounds, we report the average values obtained by L 0 , L 1 , the fractional lower bound L 2 and the constrained packing lower bound L cp . The lower bound values produced by L 0 are usually bad. This was expected as its performance depends from the maximum fragility value in the instance. Better values are obtained by L 1 , that improves L 0 by about seven bins on average. The performance of L cp is comparable to that of L 1 . The value of bound L 2 consistently outperforms all previous lower bounds (it dominates L 0 and L 1 , and in no instance the value of L cp is greater than that of L 2 ). The average gap obtained by L 2 is just 2.16%. Also for this class of algorithms we can see that class 2 is slightly easier than the other 4 classes. The CPU time required to run these two algorithms never exceeds 0.2 seconds. The column generation approach manages to decrease the percentage gap to 1.63%. This is however achieved with a large increase in the computational effort: just 2 seconds on average when n = 50, but about 10 minutes when n = 200. For four instances the cpu time exceeded the 2000 seconds.
The results of the greedy upper bounds of Section 5.1 and the VNS of Section 5.2 are summarized in Table 2 . Once again each line gives average values over 45 instances. The %gap of an upper bound, say U x , is computed as 100(U x − L CG )/U x . We use U min = min{U af ; U mg ; U kp } to denote the best upper bound value found by the greedy algorithms. Column md reports the maximum difference between U vns and L CG . Among the greedy procedures, the any fit heuristic (U af ) is the one achieving the best results. The merging heuristic (U mg ) is never able to outperform the values of U af . A better behavior is shown by the knapsack-based heuristic (U kp ), that is weaker than U af on average, but outperforms it in terms of solution value on 42 instances. The combination of these algorithms leads to an average %gap slightly higher than 2%. Once again we can note as Class 2 is slightly easier than the other 4 classes. The execution of the greedy procedures is very fast, as it requires about 0.1 CPU seconds on average.
The VNS shows a good behavior because it decreases the solution value found by the greedy heuristics 135 times, i.e., for 20% of the instances. This leads to a decrease of about 0.5% of the %gap. We can note that this improvement in the %gap is consistent, as it arises for all the cases of class and number of items. As expected, the CPU time consistently increases, but it remains under 2 CPU minutes on average. The maximum difference between the best lower and upper bound found is usually just one bin, and just when n = 200 it increases to 2 bins for four classes.
In Table 3 we finally compare our lower and upper bounds with Model (2)- (7), solved with Cplex 12. The total computing time of our algorithms never exceeded 3300 seconds, so we decided to give Cplex one CPU hour to have a fair comparison. In the table, column opt reports the total number of proven optimal solutions for both algorithms.
The results shows that the compact model is effective in solving instances with 50 items: just 5 solutions out of 135 are not proven to be optimal, the %gap is very small and the average cpu time is small. We can conclude that for these small-size instances it is a good choice to have some kind of enumeration scheme. When the number of items increases, however, our lower and upper bounds are most effective in tackling the difficulty of the BPP-FO. For 100 items, the lower and upper bounds manage to prove the optimality of 137 solutions (out of 225) against 90 by the model, in an average time that is roughly 20 times smaller. As a consequence, the %gap is reduced from 2.6% to 1.7%.
For instances with 200 items this behavior becomes even more evident. Just two solutions are proven to be optimal by the model, against the 48 by our algorithms. The %gap of the model raises to more than 4%, while the one of our algorithms remains under 2%. Looking at the last line of the table, we can notice that the new algorithms provide better values for lower bound, upper bound, %gap, cpu time and number of proven optimal solutions.
In Table 4 we finally compare different versions of our column generation algorithm, to evaluate the impact of the dual cuts. In the left part of the table we present the results obtained without dual cuts, in the middle part the ones obtained by including dual cuts of type I and then, on the right part, the ones obtained by using also dual cuts of type II (i.e., the configuration we finally adopted). For each configuration, we present the number of columns generated, the number of dual cuts generated (except the first configuration) and the cpu time in seconds.
We can note that the use of dual cuts of type I is effective. This reduces the number of columns to be generated from 748 to 512 on average. The number of cuts to be added is quite high, about 2800 on average. The cpu time is decreased by about 40 seconds. The use of dual cuts of type II is less effective than that of type I, but nevertheless useful. By generating 20000 cuts we can save further 74 columns, on average, and reduce the cpu time by 3 seconds. 
Conclusions
We addressed a particularly difficult combinatorial optimization problem arising in the telecommunication field, and solved it by means of a series of non-trivial lower and upper bounds, including a variable neighborhood search and a column generation. Since this is the first work in which computational results are proposed for this problem, we devoted a large computational test to the development of difficult benchmark instances. These instances are now available on line.
The results we obtained show the effectiveness of the algorithms we developed, especially on large-size instances, for both what concerns lower and upper bounds. In particular, the so called fractional lower bound shows a good compromise between cpu time and solution quality. The column generation algorithm improves the results of the fractional bound by using a much larger cpu time. This time can however be reduced by considering dual information computed heuristically. In this case, as in may others seen in the literature, the use of heuristic techniques improves the robustness of exact techniques and reduces the computational effort.
These are good basis for future research. We believe it is of interest to study enumeration techniques that make good use of the lower and upper bounding techniques we proposed. We intend to focus our attention to the development of branch-andbound and branch-and-price exact techniques.
