This paper follows a game-theoretical formulation of the CDMA power control problem and develops new decentralized control algorithms that globally stabilize the desired Nash equilibrium. The novel approach is to exploit the passivity properties of the feedback loop comprising the mobiles and the base station. We first reveal an inherent passivity property in an existing gradient-type algorithm, and prove stability from the Passivity Theorem. We then exploit this passivity property to develop two new designs. In the first design, we extend the base station algorithm with Zames-Falb multipliers which preserve its passivity properties. In the second design, we broaden the mobile power update laws with more general, dynamic, passive controllers. These new designs may be exploited to enhance robustness and performance, as illustrated with a realistic simulation study. We then proceed to show robustness of these algorithms against time-varying channel gains. ᭧
Introduction
In wireless communication networks, transmission power levels must be regulated to maintain a satisfactory quality of service for users. Increased power levels ensure longer transmission distance and higher data transfer rate, but also increase battery consumption and interference to neighboring users. In code division multiple access (CDMA) systems, power control was posed by Zander (1992) and Yates (1995) as a constrained optimization problem, where each user minimizes its transmission power level p i , while keeping its signal-to-interference ratio (SIR) i greater than a user-specific threshold tar i , chosen to ensure adequate quality of service. However, in this scheme ଁ This paper was not presented at any IFAC meeting. This paper was recommended for publication in revised form by Associate Editor Andrew R. additional admission control is required to ensure that a feasible solution exists.
An alternative approach, pursued in Falomari, Mandayam, and Goodman (1998) , Ji and Huang (1998) , Alpcan, Başar, Srikant, and Altman (2002) , , Saraydar, Mandayam, and Goodman (2001) , Sung and Wong (1999) , is to study the power control problem as an uncooperative game (Başar & Olsder, 1995) , in which each user attempts to minimize its own cost function (or maximize its utility function) in response to the actions of others. Falomari et al. (1998) investigated possible utility functions for both voice and data sources, and showed the existence and uniqueness of the Nash equilibrium. A linear pricing scheme was also proposed in Falomari et al. (1998) to achieve a Pareto improvement in the utilities of mobiles. Alpcan et al. (2002) and proposed a power control game, where the cost function is defined as the difference between a pricing function and a logarithmic, strictly concave, utility function of the SIR of the mobiles. The authors then showed the existence of a unique Nash equilibrium, and stabilized it with a gradient algorithm, in which each mobile updates its power based upon a feedback from the base station generated by a static algorithm.
In this paper, we introduce a passivity framework for CDMA power control in which broader classes of mobile and base station algorithms can be developed. We first show that the gradient algorithm of Alpcan et al. (2002) is a special case in this framework and, next, present two new designs. In our first design, we extend the base station algorithm with Zames-Falb multipliers which preserve its passivity properties. In our second design, we broaden the mobile power update laws with more general, dynamic, passive controllers. For both designs stability is established from the Passivity Theorem (Zames, 1966) , which states that the negative feedback interconnection of two passive systems is stable. As we illustrate with an example in Section 6, the additional design flexibility offered by the extended algorithms can be exploited for improved performance and robustness.
A similar passivity framework, and extended classes of controllers, were developed in Wen and Arcak (2004) for Internet congestion control. Although CDMA power control relies on a fundamentally different physical infrastructure, we demonstrate in this paper that a mathematical representation of its feedback structure presents similarities to that in Wen and Arcak (2004) for Internet congestion control. The results in this paper, however, are not a direct application of those in Wen and Arcak (2004) because the basis for congestion control schemes studied in Wen and Arcak (2004) is constrained optimization, whereas the CDMA scheme in this paper is game-theoretical.
The paper is organized as follows: we introduce in Section 2 the system model considered, and present our passivity-based stability analysis. In Section 3, we design an extended class of price algorithms for the base station. In Section 4, we generalize the power update laws for the mobiles. In Section 5, we show robustness of these algorithms against time-varying channel gains. The simulation results are presented in Section 6, followed by concluding remarks in Section 7.
We will use projection functions to ensure nonnegative values for physical quantities, such as power. Given f (x) defined on x ∈ R 0 , its positive projection is defined as
(1)
, we say that the projection is inactive. For a function f (x, y) that depends on variables other than x, we define (f (x, y)) + x as in (1), and refer to it projection of f (x, y) with respect to x. In the paper, the state variables are nonnegative quantities, that is x ∈ R n 0 , and the invariance of the positive orthant R n 0 is achieved with the help of projection functions defined in (1). Stability of an equilibrium x * is considered in the sense of Lyapunov (Khalil, 1996, Definition 4.1) . By global asymptotic stability of x * , we mean that, in addition to stability all solutions starting in R n 0
converge to x * . The issues of existence and uniqueness of solutions resulting from the discontinuity of these functions is not emphasized in this paper. Existence is guaranteed for a differential inclusion that encompasses the projection discontinuity, as in Filippov (1988) . Using this differential inclusion formulism, it would also be possible to strengthen the stability results proven in this paper. As an example, our definition of global asymptotic stability does not imply uniformity of convergence, whereas for the inclusion (Teel & Praly, 2000 , Proposition 1) would guarantee uniformity as well.
We denote by x the vector norm of x, and by
is defined to be class-if it is continuous, zero at zero, and strictly increasing, and class-∞ if it is class-and ∞ at ∞. A function (s, t) : R 0 × R 0 → R 0 is a class KL function if for each fixed t 0 the function (·, t) is a class-K function, and for each fixed s 0, (s, t) is decreasing to zero as t → 0. A systemẋ = f (x, u) is said to be input-to state stable (ISS) if there exist class-K functions 0 (·) and (·) such that, for any input u(·) ∈ L m ∞ and x 0 ∈ R n , the response x(t) from the initial state 
The system y = h(t, u) is passive if u T y 0.
CDMA power control and a passivity property
We consider a single-cell CDMA wireless network model which consists of M users and is a special case of the ones described in Fan, Arcak, and Wen (2004a) and Alpcan, Başar, and Dey (2004) . Within the cell, each user connects to the base station with nonnegative sending power p i p max , where p max is an upper-bound imposed by physical limitations of the mobiles. The received signal at the base station, y i = h i p i , is attenuated by the channel gain 0 < h i < 1 between the ith mobile and the base station. Thus, the SIR obtained by mobile i at the base station is given by
where L is the spreading gain of the CDMA system and 2 is the noise variance containing the contribution of the secondary background interference.
We define a power control game as in where each user i is associated with a convex cost function defined as the difference between the utility function of the user and its pricing function:
The utility function is a logarithmic function of the SIR, i :
and quantifies the demand of the user for service level or SIR, where u i > 0 is a user-specific utility parameter. The choice of a logarithmic function is motivated by the maximum achievable bandwidth as in Shannon's (1949) Theorem. The pricing function P i (p i ) is assumed to be twice continuously differentiable, nondecreasing, and strictly convex in p i . It is imposed by the system to limit the interference caused by each mobile, as well as the battery usage. As shown in Alpcan et al. (2002) and , the noncooperative game (3) admits a unique Nash equilibrium, and the first-order gradient update laẇ
where i > 0 is a user-dependent stepsize, achieves asymptotic stability of this Nash equilibrium under a number of conditions on the functions U i (·) and P i (·) , and on the number of users. In this section, we first present a passivity-based stability proof for the update algorithm (5), which does not impose any restriction on the number of users. Next, we exploit this passivity property to derive broader classes of controllers. Noting from (2) and (4) that
and substituting (6) in (5), we rewrite the controller (5) aṡ
where the projection (·)
is added to ensure positivity of p i . To prepare for our passivity analysis, we let M be the number of the mobiles, and define
The update law (7) can then be represented as in Fig. 1 , where the diagonal entries i of the forward block are given by
In this representation, the forward block corresponds to the mobiles and the feedback path corresponds to the base station. Denoting by p * the unique Nash equilibrium, and by y * , q * and w * , the corresponding values in (9), (10) and (11), we prove in Proposition 1 below that the forward block is passive from (w − w * ) to (p − p * ). Next, because the feedback block is a nondecreasing function of y, it satisfies the sector property Since pre-multiplication by h and post-multiplication by its transpose, h T , preserve passivity, stability of the equilibrium follows from the Passivity Theorem:
Proposition 1. Consider the feedback system (8)- (12), represented as in Fig. 1 . The forward system from (w − w * ) to (p − p * ) is passive, and the equilibrium p = p * is globally asymptotically stable.
Proof. The derivative of the storage function
along the solution of (12) iṡ
This inequality follows because, if the projection is active, (− i (dP i (p i )/dp i ) + u i i w i )
Next, by adding and subtracting u i i w * i , we geṫ
where the first term satisfies
since each P i is strictly convex. Thus, we conclude thaṫ
which proves passivity from
we conclude from (13) that
which, combined with (16), proves global asymptotic stability.
Note that, unlike the proof in (Alpcan et al., 2002) , we have made no restrictions on the number of users. Unlike the continuous-time in Proposition 1, in actual discrete-time implementation, the passivity properties may be destroyed due to discretization. However, in stability proofs the resulting shortage of passivity can be compensated for by exploiting growth bounds on the nonlinear terms. Such an approach has been taken in Fan, Arcak, and Wen (2004b) to prove robustness of passivity-based algorithms against time-delays.
Extended base station price update algorithms
A further advantage of our passivity approach is that it gives us further design flexibility. We now use this flexibility to present a broader class of algorithms for the base station. To this end, we exploit the monotone increasing property of the feedback nonlinearity in Fig. 1 and augment it with the following class of multipliers introduced by Zames and Falb (1968) and extended by Willems (1970) , which preserves passivity of the feedback block:
Definition 2. The class of proper transfer functions Z(s) is called inverse-Zames-Falb if Z(s) is Hurwitz and
where m 0 , are positive constants and the impulse response of
Our new base station algorithm is the cascade of Z(s) and the nonlinearity (·) in (9), as depicted in Fig. 2 with the dashed feedback block. Its stability follows from the same arguments as in Proposition 1, because a monotone first-third quadrant nonlinearity (9) cascaded with inverse-Zames-Falb multiplier (17) is passive (Willems, 1970; Zames & Falb, 1968) : Fig. 2 , where the mobile power control law is given by (12) and the base station price update (9) is replaced by
Theorem 3. Consider the feedback interconnection shown in
If Z(s) is designed to be an inverse-Zames-Falb multiplier as in (17) with Z(0) = 1, then the equilibrium is the same as the one in (8)- (12), and is globally asymptotically stable.
Proof. At the equilibrium,
which implies that the equilibrium is unchanged. Due to the linearity of Z(s), we can represent the return system as the cascade of the inverse-Zames-Falb multiplier Z(s), and the nonlinearity
is firstthird quadrant and monotone, it follows from the property of inverse-Zames-Falb multipliers that the return system is passive, i.e., property of inverse-Zames-Falb multipliers that the return system is passive, i.e.,
where x Z is the internal state of Z(s),x z = x z − x * z in which x * z is the equilibrium for the constant input (y * ), and (·) is a nonnegative function (see Willems, 1970 , Zames & Falb, 1968 for proofs of this property). We now prove the closedloop stability by using the Lyapunov function V in Proposition 1. The derivative of V along the solution again satisfies (15). Integrating both sides and denotingp := p − p * , we get
where
is positive definite as in (15), and the equality in (21) follows from (17). Substituting (20) in (21), we obtain
which, combined with the Hurwitz property of Z(s), proves stability of the origin (p,x z ) = 0. To provep → 0, we note from (22) that
Then, using boundedness ofṗ, we can apply Barbalat's Lemma (Khalil, 1996) to conclude thatp → 0 asymptotically. Since Z(s) is Hurwitz,x z → 0 also.
An extended class of mobile power control algorithms
In Section 3, we extended the price update law for the base station using the passivity property of the forward block from (w−w * ) to (p−p * ), and the monotone nondecreasing property of the feedback block in Fig. 1 . In this section, we first prove another passivity property in Fig. 1 , this time from (w − w * ) toṗ, and next use it to generalize the power update law for the mobiles. Fig. 1 . The forward system from (w − w * ) toṗ, and the return system fromẏ to −(q − q * ) are both passive.
Proposition 4. Consider the feedback system (8)-(12), represented as in
Proof. For the forward system, we let
where V 1 (0) = 0. The derivative of each component of V 1 with respect to p i is
which, when set to zero, has the unique solution at p = p * . Because the second derivative is
we conclude that V 1 is a positive definite function. Next, we note that the derivative of V 1 iṡ
Because the first term is negative definite, as can be shown from the uniqueness of equilibrium p * and the discussion in Appendix C in Wen and Arcak (2004) , the forward system from (w i − w * i ) toṗ is passive. Now consider the return system, and let
and ∇ 2 V 2 = 1/(y + 2 ) 2 > 0, so V 2 is a nonnegative function. The return system fromẏ to (q − q * ) is passive sincė
We now extend the first-order control law (7) with a more general class of passive systems: Fig. 2 , where the base station price update is given by (9) and the mobile power control law (12) is replaced bẏ
Theorem 5. Consider the feedback interconnection shown in
i = A i i + B i − i dP i (p i ) dp i − q i + i , i ∈ R n i , p i = C i i + D i − i dP i (p i ) dp i − q i + p i .(25)
If the ith subsystem (A i , B i , C i , D i ) has the structure
with a ij > 0, b ij > 0, c ij > 0, i > 0, ∀i, j , then the equilibrium ( , p)=(0, p * ) of the interconnected system is globally asymptotically stable.
The order of the filter (25), n i , is a design parameter. A higher n i introduces additional design flexibility and can be exploited for improved performance and robustness. However, it also increases the cost or power used in implementation, which means that a trade-off has to be made. Simulations in Section 6 show that an improvement is achieved even with the choice n i = 1 in performance.
Proof. We first show that the modified system (25) is passive from (w − w * ) toṗ. Consider the following positive definite function for the ith mobile:
The derivative of V 1 i along the solution (25) and (9) is (after adding and subtracting w i from w * i ):
We first note that
which is immediate if the projection is inactive. If the projection is active, then ij = 0, and both sides of the equality are zero. Next, we claim that
c ij ij
If the projection is inactive, this inequality holds since
If the projection is active, then
and the left-hand side of (30) is zero and the right-hand side is nonnegative.
Substituting (29) and (30) in (28), we obtain
Following the same argument after Eq. (23), we conclude that the right-hand side of the inequality is negative for ( , p) = (0, p * ) and, hence, the equilibrium (0, p * ) is globally asymptotically stable.
Robustness against slowly-varying channel gain
Thus far we have assumed that the channel gain h i is constant, whereas it may vary in time due to Rayleigh fading, which occurs on a fast time scale, and due to the slower displacement of mobiles. As we further discuss in Section 6, fast variations can be filtered with a maximum likelihood estimator (MLE) tailored to the Rayleigh distribution (Ruprecht, 1989) . Thus, in this section we treat h i (t) as a slowly varying parameter and prove an input-to-state stability (Sontag, 1989) property of the algorithm in Theorem 6 against the bounded time derivativė h i (t). Fig. 1 , where the base station price update and the mobile power control law are given by (9) and (25) 
Theorem 6. Consider the feedback interconnection in
then the system (8)- (11), (25) satisfies the input-to-state stability estimate:
where (·) is a class-KL function and is a class-K function.
Proof. Because the Nash equilibrium p * depends on h i 's via
p * is now time-varying. To prove estimate (33), we use the same storage function V 1 = M i=1 V 1 i for the forward system as in Theorem 2, and obtain from the same steps as in (27)- (31):
Because the first term on the right-hand side of (35) is negative definite and approaches infinity as p goes to infinity, as shown from the uniqueness of equilibrium p * and the discussion in Appendix C in Wen and Arcak (2004) , there exists a class-
which implieṡ
For the return system, the function
2 > 0, so we can choose V 2 as the storage function and its derivative iṡ
Thus, the Lyapunov function
where jw * /jh and jy * /jh are bounded due to boundedness of h i 's within the interval [0, 1], we obtain
for some > 0. Thus, we havė
and
Observing h is bounded and using the inequality
which holds for any class-∞ function (·), we obtaiṅ
From assumption (32) we can choose a class-∞ function satisfying
and obtaiṅ
The input-to-state stability estimate (33) thus follows from (43) by Sontag and Wang (1995, Remark 2.4) .
While Theorem 3 has been proven for the basic form of the gradient algorithm in Section 2, analogous results can be derived for the broader classes of algorithms developed in Sections 3 and 4.
Simulations
We now simulate the power control schemes developed in previous sections using MATLAB. For the purpose of simulations we extend the single cell wireless network model considered in the previous sections to a multicell model, similar to the ones described in , and depicted in Fig.  3 . For "hand-offs" of mobiles between different cells, the same switching-based studies presented in and Paul, Akar, Mitra, and Safonov (2004) is applicable. We let the wireless network consist of six arbitrarily placed cells and 10 mobiles. Users connect to the nearest base station within the network, where we make the simplifying assumptions that each cell contains one base station, and that each mobile connects to a single base station at any given time. Mobiles are initially located randomly in the system and their locations are shown in Fig. 4(a) , while their movement, modeled as a random walk, is shown in Fig. 4(b) .
In simulations, we make the channel model more realistic by taking the fast time-scale Rayleigh fading into account. As a result, the received signal at the base station, y i = h i g i p i , is is a zero-mean Gaussian random variable with a standard deviation of = 0.1. The loss exponent is chosen as 2.5 which corresponds to a low density urban environment Rapaport (1996) . We study the channel gain model in two time-scales. In the fast time-scale, where the base station samples the received power levels with frequency f f , the received power levels exhibit significant amount of variation due to Rayleigh fading, and hence, it is hard to implement any power control algorithms. Thus, the base station takes k independent received power levels within each time interval T s = k/f f , k > 1, and implements a MLE on these samples. It is not difficult to show that this MLE is unbiased, and hence, we can take this slower time scale of f s = 1/T s for our analysis and designs in Sections 3-5. The frequency f s is chosen in such a way that the channel gain, h i , varies slowly from one time interval T s = 1/f s to another as assumed in the previous sections.
The cost function for the ith user is chosen as
where u i = 10, and p max = 1000, which are chosen to be the same for all users for simplicity. When discretized with an Euler approximation, the basic gradient algorithm (5) for the ith user becomes while the extended passive power control algorithm is
where n denotes the updating time, and p i (n) is projected into the set [0, p max ] for all i, n.
To illustrate how one can exploit the additional design flexibility in the extended algorithm (45), we compare its delay robustness to that of the basic design (44). From linear system theory, the delay robustness for single-input-single-output (SISO) system is given in Franklin, Powell, and Emami-Naeini (1994) by
where T max is the maximum delay allowed in the feedback loop without destabilizing the system, PM is the phase margin, and gc is the gain crossover frequency. To enhance robustness, one needs to increase the phase margin and/or decrease the bandwidth. This may be accomplished by making use of the design flexibility introduced by A, B, C, and D in (45) . To illustrate the result, we consider A=−20, B =1, C =0.5, and D = 0.5, and linearized (44) and (45) The loop gain for the two controllers are shown in Fig. 5 . The corresponding predicted delay stability margin, based on (46), is 1.29 s for (44), whereas it is 26.8 s for controller (25)- (26). This is indeed verified by simulations as shown in Figs. 6 and 7. Fig. 6 shows the situation where the mobiles are stationary and Fig. 7 shows the case where they exhibit a random walk. We note from Fig. 6 that, when delay is large, the basic gradient algorithm (44) becomes unstable, while controller (45) still shows convergence. A comparison of Figs. 6 and 7 also suggests robustness properties of controller (45) against mobiles' location variation, which cause h(t) to vary with |ḣ(t)| 0.1.
Conclusion
Following a game-theoretical formulation of the CDMA power control problem, we developed in this paper a class of mobile and base station passive controllers more general than heretofore. In our first design, we extended the base station algorithm with Zames-Falb multipliers which preserve its passivity properties. In our second design, we broadened the mobile power update laws with more general, dynamic, passive controllers, and studied their robustness against time varying channel gains. As we illustrated with an example, these extended controllers offer additional design flexibility, which can be exploited for several objectives, such as for improved robustness to disturbances and time-delays. The foundation of the study in this paper was the passivity framework, which also perfectly matched the underlying decentralized feedback structure in computer networks . Our next question is: can it also be applied to other broader spatially-distributed systems, such as transportation, economic and power systems?
