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BR¶ODY ANDR¶AS, A KASZTON- ¶ES T¶ARSADALMON
K¶IVÄULI TUD¶OS
ZALAI ERN}O1
Az id}o nem lassul. RendÄuletlen m¶odszeress¶eggel szedi ¶aldozatait. 2010. de-
cember 3-¶an, nyolcvanhetedik ¶elet¶ev¶eben, elhunyt a 20. ¶evsz¶azad m¶asodik
fel¶enek egyik legkiv¶al¶obb, sokak szerint a legnagyobb magyar kÄozgazd¶asza,
Br¶ody Andr¶as. Kegyes volt vele sors, mert el¶eg hossz¶u ¶es ¶erdekes id}ot
aj¶and¶ekozott neki. A tÄobbgener¶aci¶os ¶ertelmis¶egi-polg¶ari csal¶adb¶ol sz¶armaz¶o,
sokir¶any¶u tehets¶eggel meg¶aldott tud¶os kÄozgazd¶asz a zen¶eben, az irodalom-
ban, a matematik¶aban ¶es a technika vil¶ag¶aban egyar¶ant otthon volt. A h¶³res
magyar Nobel-d¶³jasokat ad¶o, a 19-20. sz¶azadfordul¶o kÄorÄuli ¶evtizedekben vi-
r¶agz¶o szellemi korszak egy ritka, k¶es}oi k¶epvisel}oje volt. ,,Saj¶atos ¶eletp¶aly(¶aj)a
. . . az egy¶eni tehets¶eg, a csal¶adi h¶att¶er ¶es a kelet-eur¶opai l¶et kÄulÄonÄos ÄotvÄoze-
t¶eb}ol jÄott l¶etre" (Bekker [1999]).
V¶erbeli, szÄuletett kutat¶oalkat volt, akit a kiapadhatatlan k¶³v¶ancsis¶ag haj-
tott. A t¶enyek izgatj¶ak, amelyek sz¶amos koll¶eg¶aj¶at ink¶abb zavarj¶ak, akik sz¶³-
vesen ignor¶alj¶ak a zavar¶o t¶enyeket. Br¶ody Andr¶as m¶odszeresen haladt el}ore a
t¶enyekt}ol az elm¶eleteken ¶at a modellekhez, s vissza a gyakorlati alkalmaz¶asu-
kig, eredm¶enyeinek illusztr¶al¶as¶aig. Ha kell, maga tervezi meg ¶es ¶all¶³tja el}o a
szÄuks¶eges statisztikai adatokat, ¶altal¶aban maga viszi sz¶am¶³t¶og¶epre a modell-
j¶et, s ha kell, programot is maga k¶esz¶³t hozz¶a. Fiatal kora ¶ota foglalkoztatja
a m¶er¶es problematik¶aja, az eredm¶enyek megb¶³zhat¶os¶aga. Nem hisz a t¶ul
r¶eszletes modellekben. Olyanokat keres, amelyek ¶atfog¶oak ¶es kÄonnyen ¶at-
tekinthet}oek, a gazdas¶ag ÄosszefÄugg¶eseinek ¶es mozg¶astÄorv¶enyeinek a l¶enyeg¶et
ragadj¶ak meg, ¶es megb¶³zhat¶os¶aguk m¶ar igazol¶odott.
Sokoldal¶u, Äosszetett szem¶elyis¶eg, amit legtal¶al¶obban egy zambiai koll¶eg¶aja,
egy d¶el-afrikai szociol¶ogus, Simon professzor fogalmazott meg: ,,¶uri¯¶ub¶ol,
liber¶alisb¶ol, kommunist¶ab¶ol ¶es anarchist¶ab¶ol kevert szem¶ely". ,,Kaszton-
¶es t¶arsadalmonk¶³vÄulis¶eg¶ere" (281. o.)2 igen ad, igyekszik nem elkÄotelezni
mag¶at valami vagy valakik mellett, nem hagyja beskatuly¶azni mag¶at sz}uk
rekeszekbe. Igyekszik meg}orizni auton¶omi¶aj¶at ¶es nyitotts¶ag¶at, ami egy¶altal¶an
nem kÄonny}u, s}ot egyre nehezebb r¶angat¶ozva ¶atalakul¶o vil¶agunkban. Ak¶ar
¶elete mott¶oj¶aul is szolg¶alhattak az amerikai kÄolt}o di¶aknak aj¶anlott, gyakran
id¶ezett sorai:
,,Ahhoz, hogy Äonmagad legy¶el |egy olyan vil¶agban, amely ¶ejjel-nappal
arra tÄorekszik minden er}ovel, hogy olyann¶a tegyen t¶eged, mint ak¶arki m¶as|
1Ez ¶uton is szeretn¶em megkÄoszÄonni Bessenyei Istv¶annak ¶es Szab¶o Katalinnak a nyers-
v¶altozathoz f}uzÄott ¶ert¶ekes ¶eszrev¶eteleiket.
2Az id¶ezetek, ha nincs r¶ajuk m¶as utal¶as, Kov¶acs J¶anos M¶aty¶as [1994]: Besz¶elget¶es Br¶ody
Andr¶assal c¶³m}u hossz¶u ¶es tartalmas interj¶uj¶ab¶ol sz¶armaznak. L¶enyegesebb id¶ezetekn¶el
jelzem az oldalsz¶amot is.
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a legnehezebb csat¶at kell megv¶³vnod amit csak lehet emberileg, ¶es sosem
szabad abbahagynod a harcot." (E. E. Cummings, A Poet's Advice, 1958)
,,Nem akarom elkÄotelezni magam, de nem is akarok nemet mondani."
(308. o.) Kint is van ¶es bent is van. R¶aad¶asul gyakran kerÄult el}ot¶erbe
anarchikus, meg nem alkuv¶o ¶es m¶asokat s¶ert}o ¶enje, mint maga is elismeri,
nem volt idegen t}ole az ,,elitizmus ¶es fÄol¶enyess¶eg", ,,g¶unyos, cinikus ¶es hi-
hetetlenÄul pimasz"3 tudott lenni. ,,J¶anos gyerekem is ilyen. Nem kapunk
kitÄuntet¶est, nincs az az eset, hogy plecsnit kapjunk." (uo.). Ezzel maga
ellen hangolja m¶eg a KÄozgazdas¶agtudom¶anyi Int¶ezeti vezet}oit ¶es id}osebb,
befoly¶asos kolleg¶ait is. Emiatt nem lett akad¶emikus bel}ole, b¶armennyire
is meg¶erdemelte volna kiemelked}o szakmai teljes¶³tm¶eny¶evel. De a testÄuleti
tagok 1989-ben egyhang¶ulag az MTA KÄozgazdas¶agtudom¶anyi Bizotts¶ag¶anak
elnÄok¶ev¶e v¶alasztj¶ak, ¶es ezt a megb¶³z¶as¶at 1993-ban meg¶uj¶³tj¶ak. Mintegy k¶ar-
p¶otl¶ask¶ent az MTA 1997-ben Sz¶echenyi-d¶³jjal tÄunteti ki, a Budapesti KÄoz-
gazdas¶agtudom¶anyi Egyetem pedig 1999-ben d¶³szdoktor¶av¶a avatja.
KÄonny}u, de egy¶uttal neh¶ez is rÄoviden Äosszefoglalni ¶elet¶utj¶at, mivel a
m¶ar id¶ezett 1994-es hossz¶u ¶es tartalmas interj¶uja mag¶a¶ert besz¶el. Melegen
aj¶anlom mindenkinek az interj¶u el-, illetve ¶ujra elolvas¶as¶at. Az al¶abbiakban, a
magam eml¶ekei mellett, er}oteljesen t¶amaszkodom a saj¶at visszaeml¶ekez¶eseire,
megpr¶ob¶alom kisz}urni a gazdag r¶eszletekb}ol a sz¶amomra legfontosabbakat,
¶es felv¶azolni gazdag ¶eletp¶aly¶aj¶anak trendvonal¶at.
Az indul¶as ¶es a botladoz¶asok kora
¶Edesapja a Hung¶aria KÄonyvkiad¶o vez¶erigazgat¶oja, maga is m¶ar ¯atalon bedol-
gozik a csal¶adi v¶allalkoz¶asba. Osztr¶ak sz¶armaz¶as¶u ¶edesanyja (akit}ol anya-
nyelvek¶ent megtanul n¶emetÄul) ugyanott tipogr¶afus volt ,,m}uv¶eszi fokon".
Volt teh¶at kikt}ol elsaj¶at¶³tania a sz¶ep¶³r¶ast ¶es eszt¶etik¶at, ami minden munk¶aj¶ara
jellemz}o volt. VeleszÄuletett nonkonformizmusa m¶ar ¯atalon megmutatkozik.
KÄoz¶episkolai tanulm¶anyait a piarist¶akn¶al kezdi, az evang¶elikusokn¶al foly-
tatja, s v¶egÄul, 1943-ban a Trefort utcai Gyakorl¶o Gimn¶aziumban fejezi be
gimn¶aziumi tanulm¶anyait.
KÄoz¶episkol¶ask¶ent a matematika, a technika ¶es az irodalom ¶erdekelte (,,v¶ajt
fÄullel ¶es ¶eles ¶³t¶el}ok¶epess¶eggel", ami k¶es}obb megmutatkozik a szakirodalom te-
r¶en is). ,,. . . el¶eg kor¶an felismertem a korl¶ataimat. . . . Valahogy term¶eszetesen
m¶ertem fel a mez}onyt, hogy hol lehet, hol nem lehet ¶erv¶enyesÄulni, mi ¶es
hogyan ¶erdekel." (278. o.) M¶ernÄoknek jelentkezik, oda nem kerÄul be, de Fej¶er
Lip¶ot rendk¶³vÄuli hallgat¶ok¶ent felveszi a matematika-¯zika szakra, amib}ol k¶et
¶evet el is v¶egez. EkÄozben saj¶at kiad¶ojukban ¶es m¶as nyomd¶akban is dolgozik,
tanulja a kÄonyvkiad¶o szakm¶at. A munkaszolg¶alatot }o sem kerÄuli el, de sok
m¶as sorst¶ars¶aval szemben szerencs¶esen meg¶ussza. A h¶abor¶u ut¶an rÄovid ideg
Szegeden dolgozik, ¶es az ottani egyetemen Rieszn¶el folytatja matematikai
tanulm¶anyait is.
V¶egÄul is nem szerzi meg a matematikusi diplom¶at, mert kÄozben csal¶adot
3Ha az id¶ez}ojel ut¶an a pontos hivatkoz¶as nincs is megadva, az id¶ezetek akkor is Br¶ody
eml¶³tett 1994-es interj¶uj¶ab¶ol sz¶armaznak.
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alap¶³t. Visszat¶er Budapestre, ahol bel¶ep a kommunista p¶arba. P¶artmegb¶³za-
t¶asai kÄozÄott a propaganda el}oad¶asok tart¶asa domin¶al. Ez is arra ind¶³tja, hogy
jobban megismerje a marxizmust, egyebek mellett elolvassa ,,A t}ok¶e"-t (amin
,,remekÄul elsz¶orakozott"), s elkezdi ¶erdekelni a kÄozgazdas¶agtan. Egyidej}uleg
¶edesapj¶at¶ol ¶atveszi a Hung¶aria KÄonyvkiad¶o vezet¶es¶et is. A kiad¶o ¶allamos¶³t¶asa
ut¶an, ami ellen akkor term¶eszetesen nem tiltakozhat, el}oszÄor m¶eg megtartj¶ak
vez¶erigazgat¶ok¶ent, de rÄovidesen kineveznek fÄol¶e egy megb¶³zhat¶obb p¶artk¶adert,
s csak helyettes lehet. KÄozben 1948 }osz¶en felv¶etelt nyer a KÄozgazdas¶agtudo-
m¶anyi Egyetem esti tagozat¶ara. A kiad¶on¶al nem sok¶aig b¶³rja az er}osÄod}o
ideol¶ogiai ¶es adminisztrat¶³v kontrolt. 1948 v¶eg¶en beny¶ujtja lemond¶as¶at ¶es
elmegy eszterg¶alyosnak a M¶AVAG-ba (,,elmentem eszterg¶alni, mert tudtam,
hogy akkor b¶ek¶en hagynak. . .", 30. o.).
M¶egis megfagy kÄorÄulÄotte a leveg}o. Ut¶olag felfedezik ,,kv¶azi-t}ok¶es" sz¶ar-
maz¶as¶at (az¶ert haszn¶alja a ,,kv¶azit", mert r¶eszv¶enyeiket m¶ar j¶oval kor¶abban
eladt¶ak sv¶ajci rokonoknak), kiz¶arj¶ak a p¶artb¶ol. Ezt a meghurcoltat¶ast is sze-
rencs¶esen ¶atv¶eszeli, s munka mellett befejezi egyetemi tanulm¶anyait. Ekkor
m¶ar a tudom¶any fel¶e orient¶al¶odik, nem ,,mintha kÄulÄonÄosen tehets¶egesnek
tartottam volna magamat, hanem mert az adott kÄorÄulm¶enyek kÄozÄott a tu-
dom¶any volt a legszabadabb hely a vil¶agon" (297. o.). 1953-ban rÄovid ideig
a Koh¶o- ¶es G¶epipari Tervez}oirod¶an J¶anossy Ferenc mellett kÄozgazd¶asz lesz,
akivel itt kezd}odik el hossz¶u ¶es kÄolcsÄonÄosen gyÄumÄolcsÄoz}o munkakapcsolata.
Itt k¶esz¶³ti el a Di¶osgy}ori Koh¶aszati M}uvek sakkt¶abla t¶abl¶azatokon (term¶ek-
m¶erlegeken) nyugv¶o ÄonkÄolts¶egi terveit. Elemz¶es¶evel kimutatja, hogy a ter-
vezett beruh¶az¶as nÄovelni fogja a term¶ekek ÄonkÄolts¶eg¶et, ez¶ert azut¶an rÄovid
id}on belÄul innen is elt¶avol¶³tj¶ak. 1953 ¶es 1955 kÄozÄott a Csepel Cs}ogy¶ar vezet}o
statisztikusak¶ent dolgozik. Az itt szerzett tapasztalatai alapj¶an jelennek
meg az els}o, a koh¶aszati term¶ekek min}os¶eg¶evel foglalkoz¶o tanulm¶anyai a
KÄozgazdas¶agi Szeml¶eben.
A fel¶all¶as: ir¶any a matematikai kÄozgazdas¶agtan
1955 v¶eg¶en kapcsolatai r¶ev¶en sikerÄul bekerÄulnie az akkor alakul¶o KÄozgazdas¶ag-
tudom¶anyi Int¶ezetbe. Az itt ¶³rt egyik els}o tanulm¶anya, az ugyancsak az ¶eles
szemmel meg¯gyelt gyakorlati tapasztalatai alapj¶an, a h¶ov¶egi hajr¶ar¶ol sz¶ol,
¶es e t¶em¶ahoz m¶eg tÄobbszÄor visszat¶er. Matematika ir¶anti ¶erdekl}od¶es¶en¶el ¶es
k¶epzetts¶eg¶en¶el fogva term¶eszetes volt ugyanakkor, hogy kÄozgazdas¶agi tanul-
m¶anyainak kezdet¶et}ol fogva kereste azt a t¶em¶at, amelyben hasznos¶³thatja
matematikai k¶eszs¶egeit ¶es ismereteit. A Szt¶alin hal¶al¶at kÄovet}o ideol¶ogiai
olvad¶as rehabilit¶alta ugyan a matematikai tervez¶esi m¶odszereket, de nem a
tov¶abbra is burzso¶a apologetik¶anak min}os¶³tett matematikai kÄozgazdas¶agtant.
Br¶ody Andr¶as tiszt¶aban van vele, hogy vesz¶elyes terÄuletre evez, ez¶ert min-
denekel}ott alaposan bedolgozza mag¶at ,,A t}ok¶e"-be, ¶es hossz¶u ¶evek sor¶an
(m¶ar az egyetemen elkezdte, de csak 1959-re jelenik meg) r¶eszletes indexet
k¶esz¶³t hozz¶a: ,,. . . tudtam, hogy ez a nyelv, ¶es ebbe nekem bele kell seggelni
magamat, ¶es jobbnak kell lennem" m¶asokn¶al. (294. o.)
M¶ar az int¶ezetbe kerÄul¶ese el}ott foglalkoztatta a marxi munka¶ert¶ek meg-
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hat¶aroz¶asa mint matematikai probl¶ema, kÄulÄonÄosen ¶erdekelte a munka¶ert¶ekek
v¶egtelen soros megkÄozel¶³t¶es¶enek k¶erd¶ese. Ugyanezt az iterat¶³v m¶odszert al-
kalmazt¶ak a hivatalos ¶arrendez¶esek tervez¶esi gyakorlat¶aban is. Fiatalkori j¶o
bar¶atj¶aval, R¶enyi Alfr¶eddal 1956-ban publik¶alj¶ak kÄozÄos tanulm¶anyukat ,,Az
¶arrendez¶es probl¶em¶aja"-r¶ol, amelyben az adott nyeres¶egr¶at¶at tartalmaz¶o ¶arak
meghat¶aroz¶as¶ara szolg¶al¶o kÄorkÄorÄos kiigaz¶³t¶as m¶odszer¶et, az iterat¶³v megold¶as
konvergenci¶aj¶anak felt¶eteleit elemezt¶ek. Ezzel mintegy ¶ujra felfedezt¶ek a
saj¶at¶ert¶ek ¶es a saj¶at¶ert¶ek-t¶etelek, a nyugati kÄozgazdas¶agi irodalmakban m¶ar
ismert, fontoss¶ag¶at a nyeres¶egr¶ata meghat¶aroz¶as¶aban. Br¶ody maga is felis-
merte, hogy a vizsg¶alt ¶armodelljÄuk hasonl¶³t a Leontief-f¶ele natur¶alis input-
output modellhez, nem m¶as, mint annak du¶alisa.
Hi¶anyz¶o matematikai kÄozgazdas¶agtani ismereteit ekkor kezdi gyors Äutem-
ben p¶otolni (az egyetemr}ol ugyanis elt¶avol¶³tott¶ak azt a kev¶es matematikus
kÄozgazd¶aszt, akikt}ol hallgat¶ok¶ent tanulhatta volna). Mindenekel}ott az akko-
riban m¶ar Magyarorsz¶agon is terjed}oben l¶ev}o Leontief input-output modell-
j¶evel kezd el m¶odszeresen foglalkozni, amelyr}ol el}oszÄor 1957-ben kÄozÄol egy
ismertet}o tanulm¶anyt a KÄozgazdas¶agi Szeml¶eben. M¶eg ugyancsak 1957-ben
elk¶esz¶³ti kandid¶atusi disszert¶aci¶oja tervezet¶et, s ¶evente kÄozÄol tanulm¶anyt eb-
b}ol a t¶em¶ab¶ol. Szak¶ert}ok¶ent r¶eszt vesz az els}o magyar ¶AKM Äossze¶all¶³t¶as¶anak
Csepinszky Andor ¶altal ir¶any¶³tott munk¶alataiban is. Az ¶AKM-r}ol sz¶ol¶o kan-
did¶atusi ¶ertek¶ez¶es¶et 1961-ben v¶edi meg, a disszert¶aci¶on alapul¶o Az ¶agazati
kapcsolatok modellje c. kÄonyve pedig m¶eg k¶es}obb, csak 1964-ben jelenik meg.
Ebben a m}uv¶eben m¶eg az ismertet¶es ¶es a m¶odszer tervez¶esre tÄort¶en}o adap-
t¶al¶asa domin¶al, ¶es van benne n¶emi ideol¶ogiai felhang is, ami¶ert k¶es}obb egy
kicsit sz¶egyenkezik: ,,m¶eg jav¶aban szidtam Leontiefet, hogy nem vallja be az
igazi gyÄokereit . . . hogy Sztrumilint}ol ¶es Popovt¶ol plagiz¶al" (311. o.), hiszen
a korai szovjet t¶arsadalmi term¶ek sakkt¶abla m¶erleg¶et fejlesztette tov¶abb. A
disszert¶aci¶o ¶es a kÄonyv igazi tudom¶anyos ¶uj eredm¶enye, ,,legmatematikaibb
r¶esze" a hibabecsl¶essel foglalkoz¶o fÄuggel¶ek. Megmutatja, hogy az input-
output modellekkel v¶egzett elemz¶esek hibahat¶ara j¶oval kisebb, mint az alap-
adatok¶e, ez¶ert nagy biztons¶aggal lehet bel}olÄuk kÄovetkeztetni a kiegyens¶ulyo-
zott ¶agazati szerkezetre ¶es ¶arar¶anyokra, tov¶abb¶a a gazdas¶ag nÄoveked¶esi po-
tenci¶alj¶ara. Ez a felismer¶es dÄont}onek bizonyul k¶es}obbi p¶alyafut¶as¶aban, ez¶ert
b¶³zik meg az input-output kÄozgazdas¶agtanban ¶es ragaszkodik az input-output
modellekkel v¶egzett gazdas¶agpolitikai elemz¶esekhez.
A p¶alya fel¶³vel: az ¶ert¶ektermel¶es ¶es t}okeakkumul¶aci¶o id}oszaka
Az 1960-as ¶evtized a legnagyobb hat¶as¶u ¶es saj¶at maga ¶altal is legjobban
meg¶³rtnak tartott kÄonyve el}ok¶esz¶³t¶ese jegy¶eben telik. A marxi ¶ert¶ekelm¶elet ¶es
¶ujratermel¶esi elm¶elet matematikai modellj¶enek megfogalmaz¶as¶aval foglalkoz¶o
kutat¶asainak k¶et fontos el}oh¶³rnÄoke az 1962-es budapesti nemzetkÄozi input-
output konferenci¶an a termel¶esi ¶arak ¶es a pro¯tr¶ata egy¶ertelm}u meghat¶aro-
zotts¶ag¶ar¶ol, illetve egy 1965-Äos, ugyancsak egy budapesti konferenci¶an el}o-
adott, a b}ov¶³tett ¶ujratermel¶es modellj¶er}ol sz¶ol¶o dolgozata, amelyek megje-
lennek angolul is.
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1964-ben egy ¶evet kutat Ford ÄosztÄond¶³jjal a Harvardon, ahol Leontief
mellett dolgozik. De legal¶abb ekkora jelent}os¶eg}u ottani tal¶alkoz¶asa Domarral,
akivel k¶es}obb is folyamatosan tartja a kapcsolatot a nÄoveked¶es t¶em¶aj¶aban. Itt
tal¶alkozik el}oszÄor j¶ol m}ukÄod}o sz¶am¶³t¶og¶eppel, amelyen sz¶amos elemz¶est v¶egez
a legfrissebb amerikai ¶AKM seg¶³ts¶eg¶evel, ¶es az amerikai gazdas¶ag egyens¶ulyi
ar¶anyair¶ol ¶es ciklusair¶ol kÄozÄol tanulm¶anyokat. Itt kezd el foglalkozni a nÄo-
veked¶es ¶es a ciklusok k¶erd¶eseivel is, ami hossz¶u id}ore meghat¶arozza tudom¶a-
nyos ¶erdekl}od¶es¶et. ¶Utban hazafel¶e f¶el ¶evet tÄolt Cambridge-ben, az Applied
Economics int¶ezetben, ahol megismerkedhet a Stone ¶altal ir¶any¶³tott Growth
Projecttel. E hossz¶u kÄulfÄoldi tanulm¶any¶uton szerzett gazdag tapasztalatai
dÄont}oen meghat¶arozz¶ak jÄov}obeli kutat¶asi elk¶epzel¶eseit. Azt szeretn¶e megta-
l¶alni ,,hogyan ¶es mit}ol mozog, leng a gazdas¶ag, megfogalmazni a kÄozgazdas¶agi
energi¶ak mibenl¶et¶et".
KÄulfÄoldi ¶utj¶an szerzett ismerts¶ege, megh¶³v¶asai ¶es elismer¶esei term¶eszetesen
megemelik hazai preszt¶³zs¶et is, ¶es nÄovelik munkakedv¶et. Hazat¶erve nagyj¶ab¶ol
k¶eszen ¶all a hossz¶u t¶av¶u terve: ,,el}oszÄor ki kell fejteni a statik¶at, azut¶an a
dinamik¶at, de m¶eg technikai v¶altoz¶as ¯gyelembe v¶etele n¶elkÄul, v¶egÄul fÄol kell
t¶arni a technikai v¶altoz¶asok tendenci¶aj¶at. H¶arom kÄonyv lebegett el}ottem,
ami az ¶eletmunk¶am lesz. S ha m¶ar h¶arom kÄonyv, akkor mindegyik h¶arom
fejezetre ¶es minden fejezet h¶arom r¶eszre tagol¶odik, sz¶oval a szon¶ata form¶aval
j¶atszottam." (315. o.) Nagyszab¶as¶u elm¶eleti ¶es statisztikai munk¶aba ¶es adat-
gy}ujt¶esbe kezd, hogy a hossz¶u t¶av¶u gazdas¶agi nÄoveked¶es elemz¶es¶et, amelyet
a Harvardon szinte j¶atszva elv¶egzett az amerikai gazdas¶ag adataival (¶es a
Harvard sz¶am¶³t¶og¶epein), megism¶etelhesse itthon magyar adatokkal. Ennek
eredm¶enyek¶ent l¶at napvil¶agot 1967-ben a termel¶es t}okeig¶enyess¶eg¶er}ol R¶acz
Jen}o kÄozrem}ukÄod¶es¶evel elk¶eszÄult terjedelmes ¶es kiemelked}o tanulm¶anyuk, il-
letve a ,,Gazdas¶agi nÄoveked¶esÄunk Äuteme 1924-t}ol 1965-ig" c¶³m}u cikke.
J¶o id}oben, ¶es r¶eszben j¶o helyen is kezd foglalkozni a marxi t¶em¶aval! Az
1960-as ¶evtizedben a marxi kÄozgazdas¶agtan egyik renesz¶ansz¶at ¶eli, az ¶er-
dekl}od¶es homlokter¶ebe kerÄul a marxi ¶ert¶ek- ¶es ¶ujratermel¶esi modellek elem-
z¶ese ,,a modern kÄozgazdas¶agtan f¶eny¶eben" (Morishima). El¶eg ennek kap-
cs¶an p¶eldak¶ent csak Seton [1957], Morishima [1958], Johansen [1963], Okishio
[1963], Morishima [1973, 1978] munk¶aira utalni. Ezek sorozat¶aba robban
be az ¶evtized v¶eg¶en, 1969-ben a r¶eszben m¶ar kÄozreadott kutat¶asait m}uv¶eszi
egys¶egbe rendez}o, ¶Ert¶ek ¶es ¶ujratermel¶es c¶³m}u kÄonyve magyarul ¶es angolul
(Proportion, prices and planning, 1970). A kÄonyv alc¶³m¶eben visszafogottan
¶es pontosabban jelzi tartalm¶at: K¶³s¶erlet a marxi ¶ert¶ekelm¶elet ¶es ¶ujratermel¶esi
elm¶elet matematikai modellj¶enek megfogalmaz¶as¶ara. A m}u nagy hazai, ¶es
tal¶an m¶eg nagyobb nemzetkÄozi visszhangot v¶alt ki. K¶³s¶erlete minden vit¶an
felÄul a legautentikusabb ¶es leghozz¶a¶ert}obb matematikai ¶ujrafogalmaz¶asa lett
a marxi gondolatoknak ¶es konstrukci¶oknak. A r¶a jellemz}o fanyar humorral
¶es Äonkritik¶aval maga is ¶ugy tartja k¶es}obb sz¶amon, mint ,,az egyetlen m}uvem,
ami viszonylag rendben is van".4
4Modellj¶enek komolyabb, de kÄonnyen kijav¶³that¶o hib¶aja a munkaer}onek a tÄobbi ¶aruval
teljesen szimmetrikus kezel¶ese. Ez egyr¶eszt al¶at¶amasztani l¶atszik a marxi ¶ert¶ekelm¶elettel
szemben gyakran felhozott kÄorkÄorÄoss¶eg v¶adj¶at, m¶asr¶eszt |Marxszal ellent¶etben| a
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A kÄonyvben term¶eszetesen sokkal tÄobbr}ol van sz¶o, mint csak a marxi
¶ert¶ek- ¶es ¶ujratermel¶esi elm¶eletr}ol. Ebben fejti ki m¶aig is ¶erv¶enyes ¶es szellemes
m¶odon a matematikai dualit¶as kÄozgazdas¶agi l¶enyeg¶et, ami felfog¶as¶aban nem
m¶as, mint az ¶aruk natur¶alis jellemz}oinek (haszn¶alati ¶ert¶ek) ¶es ¶ert¶ekel¶esi rend-
szer¶enek (csere¶ert¶ek) kÄolcsÄonÄos meghat¶arozotts¶aga. KÄonyv¶ebe ugyancsak
be¶ep¶³ti az ¶alland¶o r¶aford¶³t¶asi-kibocs¶at¶asi egyÄutthat¶okon ¶es a dualit¶as elv¶en
alapul¶o h¶arom jellegzetes kÄozgazdas¶agi modell |nevezetesen Neumann ¶es
Leontief modellj¶enek, illetve az optim¶alis er}oforr¶as-allok¶aci¶o line¶aris progra-
moz¶ason alapul¶o makrogazdas¶agi modellj¶enek| szoros matematikai ¶es kÄoz-
gazdas¶agtani rokons¶ag¶ar¶ol ¶³rt tanulm¶any¶at.
KÄonyve olyannyira sikeres lett, hogy a nemzetkÄozi szakma |Br¶ody b¶ana-
t¶ara| v¶eg¶erv¶enyesen a munka¶ert¶ek-elm¶elet ¶es az input-output szak¶ert}ojek¶ent,
Oscar Lange e t¶eren v¶egzett munk¶ass¶ag¶anak folytat¶ojak¶ent kÄonyvelte el {
panaszkodott 1994-es interj¶uj¶aban. (Lang¶era val¶oban er}osen t¶amaszkodott a
t}okem¶atrix elm¶eleti megalapoz¶as¶aban.) Az 1970-es ¶evek teoretikus hajlam¶u
¯atal kÄozgazd¶aszai is els}osorban ezen a kÄonyvÄon keresztÄul ismerkedtek meg
a matematikai kÄozgazdas¶agtannal, s}ot, alapvet}oen ezen keresztÄul ismert¶ek
meg Marx kÄozgazdas¶agtani mondanival¶oj¶anak maradand¶o l¶enyeg¶et, amely
a politikai gazdas¶agtan sek¶elyes oktat¶as¶aban elsikkadt. Sz¶³nes egy¶enis¶ege,
p¶aratlan szellemess¶ege ¶es eleganci¶aja fÄolvillanyozta ¶es inspir¶alta a matemati-
kai kÄozgazdas¶agtan ir¶ant ¶erdekl}od}o ¯atal kÄozgazd¶aszokat.
Szervesen be¶epÄul a nemzetkÄozi v¶erkering¶esbe, akt¶³van r¶eszt vesz nem-
zetkÄozi input-output konferenci¶ak szervez¶es¶eben, azok el}oad¶asainak a szer-
keszt¶es¶eben ¶es publik¶al¶as¶aban. 1987-ben kÄozrem}ukÄodik a NemzetkÄozi Input-
Output T¶arsas¶ag ¶es a t¶arsas¶ag tudom¶anyos foly¶oirat¶anak, az Economic Sys-
tems Research megalap¶³t¶as¶aban (1989), amelynek 1994-ig f}oszerkeszt}oje, majd
a szerkeszt}obizotts¶ag tagja volt. Itthon pedig b¶ab¶askodik a magyar matema-
tikai-kÄozgazdas¶agi foly¶oirat, a Szigma 1970-beli megalap¶³t¶as¶an¶al, amelyben
a f}o ¶erdem kÄozvetlen munkat¶ars¶a¶e, Martos B¶el¶a¶e. 1987-ben felk¶erik a The
New Palgrave kÄozgazdas¶agi enciklop¶edia ,,prices and quantities" sz¶ocikk¶enek
meg¶³r¶as¶ara.
Ciklus, ingadoz¶as ¶es elbizonytalanod¶as
Az 1960-as ¶evek mechanizmusreform munk¶alatai nem ragadj¶ak meg fant¶azi¶a-
j¶at: a ,,reformerek sem cs¶ab¶³tottak". A reform munk¶alatokat olyan ,,homo-
koz¶onak" tartotta, amelyben ,,lehetett valamit fecsegni arr¶ol, hogy hogyan
csin¶aljuk a dolgokat, de a mit k¶erd¶es¶ehez, teh¶at a gazdas¶agpolitik¶ahoz nem
lehetett hozz¶asz¶olni, ¶es ¶eppen abban voltak a hib¶ak". (322. o.) A reform
el}ok¶esz¶³t¶es¶enek az id}oszak¶at ez¶ert ink¶abb arra haszn¶alja fel, hogy elkezdjen
,,komolyan ¶es ny¶³ltan foglalkozni matematikai-kÄozgazdas¶agtani kutat¶asokkal"
(306. o.), amit persze akkor m¶eg mindig nem nevezhetett a nev¶en, a nagy-
doktorij¶at is ez¶ert korl¶atozta szigor¶uan Marx kÄozgazdas¶agtan¶ara.
munkaer}o ¶ujratermel¶es¶et is ¶ert¶ekk¶epz}o, pro¯tot eredm¶enyez}o folyamatk¶ent ¶abr¶azolja.
Ments¶eg¶ere sz¶ol, hogy ebbe a csapd¶aba sokan belestek el}otte ¶es ut¶ana is. (B}ovebben
err}ol l¶asd Zalai [1997].)
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A sz¶amszer}us¶³tett modelljeib}ol nyert tapasztalatai megnÄovelik Äonbizalm¶at,
¶es 1969-ben ¶³r¶asban is nekimegy a nÄoveked¶est er}oltet}o gazdas¶agpolitik¶anak.
Ezek ¶eles ellenkez¶est, feljelent¶eseket ¶es vizsg¶alatokat v¶altanak ki, cs¶uny¶an
ÄosszekÄulÄonbÄozik int¶ezete vezet}oivel, a KSH ¶es a Tervhivatal vezet}o munka-
t¶arsaival, akik Äosszefognak ellene. E hajsza ¶es a kÄozben be¶allt ,,mag¶an¶eleti
bonyodalom" el}ol menekÄulne, az oktat¶asba vagy kÄulfÄoldre. ÄOrÄok sz¶³vf¶ajdalma
maradt, hogy ekkor, ereje telj¶eben, hazai ¶es kÄulfÄoldi sikerei cs¶ucs¶an, nem kap
tansz¶eket a KÄozgazdas¶agtudom¶anyi Egyetemen (kor¶abban a M}uegyetemen
oktatott oper¶aci¶okutat¶ast, de nem az volt a megfelel}o kÄozeg a sz¶am¶ara).
,,Hogy az ember a saj¶at orsz¶ag¶aban . . . a saj¶at ismeretanyag¶aval, a saj¶at
ifj¶us¶ag¶aval ne ¶erintkezz¶ek, azt ¶en Bereinek, Szab¶o K¶alm¶annak ¶es Berend
T. Iv¶annak nehezen bocs¶athatom meg" (328. o.).
Maradt teh¶at a kÄulfÄold, Afrik¶aba menekÄul, ahol ,,v¶egre tan¶³that is, . . .
l¶enyeg¶eben mindent". 1969 ¶es 1972 kÄozÄott tansz¶ekvezet¶est, majd 1974 ¶es 1977
kÄozÄott tagozatvezet¶est v¶allal a Lusakai Egyetemen, Zambi¶aban. Mell}oz¶ese
miatt ¶erzett f¶ajdalm¶at az id}o m¶ul¶asa, ¶es az sem tudta vele feledtetni, hogy
¶evek m¶ult¶an rendszeresen tartott el}oad¶asokat a KÄozgazdas¶agtudom¶anyi Egye-
tem szakkoll¶egiumaiban, kÄulÄonbÄoz}o tansz¶ekek rendszeresen megh¶³vt¶ak el}oadni
kurzusaikban. S}ot, az 1990-es ¶evekben (megh¶³v¶asomra) teljes f¶el¶eves saj¶at
t¶argyat is oktathatott a gazdas¶agelm¶eleti szakir¶anyon (amit}ol k¶et ¶ev ut¶an
csal¶odottan visszal¶ep, mert kedv¶et szegi a lanyha hallgat¶oi ¶erdekl}od¶es ¶es
visszacsatol¶as).
Az 1970-es ¶evek ilyen kiss¶e rendezetlen kÄorÄulm¶enyei kÄozÄott k¶esz¶³ti el}o a
kor¶abban megtervezett m¶asodik kÄonyv anyag¶at, ami Ciklus ¶es szab¶alyoz¶as:
K¶³s¶erlet a klasszikus piac- ¶es cikluselm¶elet matematikai modellj¶enek a megfo-
galmaz¶as¶ara c¶³men fog megjelenni 1980-ban. Ennek a t¶em¶anak a kidolgoz¶asa
j¶oval nehezebbnek bizonyult, mint a statik¶a¶e ¶es a stacion¶arius nÄoveked¶es¶e.
Nem is lesz el¶eg az erre sz¶ant egy ¶evtized, s}ot eg¶esz h¶atralev}o ¶elete sem ennek
kiel¶eg¶³t}o megold¶as¶ara. Nem v¶eletlenÄul. 1994-es interj¶uj¶aban ¶³gy besz¶el err}ol:
,,Mi az a folyamat, ami elvisz az egyens¶ulyhoz?" { k¶erdezte t}ole minduntalan
R¶enyi, valah¶anyszor leÄultek egym¶assal ,,a gazdas¶agi egyens¶uly probl¶em¶ait
megfogalmazni. . . . ez egy ilyen furcsa szakma, itt semmi nem visz el az
egyens¶ulyhoz, sem a piac, sem a tervez¶es. Nem tudom megadni a folyamatot,
ha van, akkor sem konvergens. Az a csoda, hogy a gazdas¶ag m¶eg m}ukÄodik.
Azt k¶ene megmagyar¶azni, mi¶ert marad meg az egyens¶uly kÄozel¶eben, mi¶ert
nem repÄul el a francba." (307. o.) B¶ar megjegyzem, egyens¶uly helyett ink¶abb
a ,,kÄulÄonÄos attraktorra" (vonz¶asi kÄozpontra) gondolhatott, amir}ol p¶ar mon-
dattal k¶es}obb besz¶el.
A probl¶em¶at teh¶at nem sikerÄul megnyugtat¶oan megoldania. Ennek ellen¶ere
nagyobbnak tartja az ut¶obbi kÄonyv¶eben megfogalmazott Äotleteit (kÄulÄonÄosen
annak kimutat¶as¶at, hogy a l¶athatatlan k¶ez ¶altal szab¶alyozott piac ciklust
gener¶al, ugyan¶ugy, mint a l¶athat¶o k¶ez, a tervez¶es), mint az el}oz}o kÄonyv¶eben
tal¶alhat¶okat. ,,Egyel}ore" gondolja ¶es mondja k¶es}obb, ¶es ez a k¶erd¶es nem
hagyja nyugodni, ¶elete utols¶o perc¶eig ez foglalkoztatja. Pedig ¶erzi, hogy ,,a
gazdas¶ag nyilv¶anval¶oan nem stabil, ¶es nem megy az egyens¶uly fel¶e. . . . Nem
lehet . . . olyan elm¶eletet sem alkotni, ami biztos¶³tan¶a ak¶ar a piac, ak¶ar a
8 Zalai Ern}o
tervez¶es r¶ev¶en, hogy ez a (felt¶etelezett { ZE) egyens¶uly l¶etrejÄojjÄon. . . . a piac
elm¶eleti reform¶al¶asa m¶egis cs¶abos dolog a sz¶amomra." (317. o.)
De ugyanakkor egyre kev¶esb¶e hisz abban, hogy ,,a kÄozgazdas¶agtan a
vezet}o tudom¶anya ennek a kornak. Ez bizony csak seg¶edtudom¶any." (323. o.)
Nem tartja kora vezet}o nemzetkÄozi ¶es hazai kÄozgazd¶aszait ,,all-round Äoko-
n¶omusoknak", ink¶abb csak magabiztos, ÄonjelÄolt tan¶acsad¶oknak. Egyre na-
gyobb tisztelettel fordul a klasszikus kÄozgazd¶aszok fel¶e, akiknek a ,,kora is
klasszikus volt, . . . a val¶os¶ag akkor m¶eg val¶oban megfelelt az elm¶eleteknek.
. . . mostan¶aban valahogy . . . egy¶altal¶aban nem ¶ohajt megfelelni. Zavarodott
korban vagyunk. Ki¶alt¶o ellentmond¶asokkal, abszurdit¶asokkal tele korban"
(uo.) { szÄogezi le.
Az id}o lelassul, de a munka nem ¶all le
Minden ki¶abr¶andults¶aga ellen¶ere az¶ert ¶³rja tov¶abb cikkeit ¶es kÄonyveit, s j¶arja
a vil¶agot (,,Term¶eszetes kÄozegem volt a munka" (285. o.). A tervezett har-
madik kÄotete, az 1983-ban megjelent Lassul¶o id}o: A gazdas¶agi bajok magya-
r¶azat¶ahoz, eredetileg angolul szÄuletett meg. A saj¶at meg¶³t¶el¶ese szerint is ez
lett ,,legrosszabbul megcsin¶alt" kÄonyve, de ennek ellen¶ere ez lett a legn¶ep-
szer}ubb m}uve. Ezt a kÄonyvet r¶eszben ,,az OMFB-nek ¶es a Tervhivatalnak
j¶o p¶enz¶ert" 1979-ben k¶esz¶³tett tanulm¶anyok, r¶eszben az Indi¶aban 1982-ben
v¶egzett kutat¶asai ¶es el}oad¶asai alapj¶an ,,odakentem ¶es m¶ar ink¶abb a publi-
cisztika hat¶ar¶an mozgott" (328. o.). (Delhibe Chakravarty professzor h¶³vta
meg, de el}otte volt egy Leontief ¶altal kezdem¶enyezett USA-beli kiruccan¶asa
is.) ,,Amit eredetileg v¶artam, hogy egy kicsit tÄobbet tudok ¶³rni a technikai
fejl}od¶es elm¶elet¶er}ol, az nem jÄott be." (340. o.) Ami fontosabb volt benne, az
a Kondratie®-ciklusra alapozott el}orejelz¶ese annak, hogy a vil¶ag m¶ely v¶als¶ag
fel¶e tart. Hasonl¶o kÄovetkeztet¶esre jutott k¶es}obb a leghosszabb, mintegy k¶et-
sz¶az ¶eves ciklusok vizsg¶alata sor¶an ,,Ar¶any, Äutem ¶es forma" 2003-ban meg-
jelent cikk¶eben is. A sok k¶ets¶eget t¶amaszt¶o ciklusmodellel val¶o foglalkoz¶ast
a k¶es}obbiekben is ,,kellemes Äoregkori elfoglalts¶agnak" tal¶alta.
A ciklusmodellek mellett elkezdett foglalkozni a termodinamika gazdas¶agi
alkalmaz¶asainak lehet}os¶egeivel, a gazdas¶agi ¶es ¯zikai m¶er¶es elm¶elet¶evel, il-
letve a hamiltoni form¶ak elm¶elet¶evel. Erre Neumann J¶anos nevezetes sejt¶ese
sarkallta, aki ¶ugy v¶elte, hogy a nÄoveked¶esi modellj¶eb}ol sz¶armaztatott pro¯t-
fÄuggv¶enye formai szempontb¶ol anal¶og a termodinamika potenci¶alfÄuggv¶enyei-
vel, s}ot ,,feltehet}o, hogy a hasonl¶os¶ag fenn¶all teljes fenomenol¶ogiai ¶altal¶a-
noss¶ag¶aban" (Neumann [1965], 161. o.). Ugyancsak elkezd foglalkozni kur-
rens p¶enzelm¶eleti t¶em¶akkal, kÄulÄonÄosen azt vizsg¶alja, hogyan lehetne m¶erni a
p¶enz forgalmi sebess¶eget, a nÄoveked¶esi ciklusok ¶es a p¶enz kapcsolat¶at. De
ugyanakkor vissza-visszat¶er kor¶abbi t¶em¶aihoz is, Leontief z¶art dinamikus
modellj¶ehez, az ekvivalens ¶arrendszerekhez, az input-output m¶odszer hiba-
t}ur¶es¶enek vizsg¶alat¶ahoz, mivel ¶ugy ¶³t¶eli meg, hogy az ¶arak ¶es a mennyis¶egek
¶alland¶o ingadoz¶asai bizonytalan kiindul¶o adatokat szolg¶altatnak, ¶es ez¶ert kor-
rig¶aland¶ok.
R¶eszben az elm¶eleti szakfoly¶oiratok, mindenekel}ott a hazai publik¶aci¶oinak
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(a Szigma mellett) els}osorban helyet ad¶o KÄozgazdas¶agi Szemle p¶eld¶anysz¶a-
m¶anak ¶es olvasotts¶ag¶anak drasztikus visszaes¶ese, r¶eszben a rendszerv¶alt¶as
vissz¶ass¶agai ind¶³tj¶ak arra, hogy ,,pr¶ob¶alkozz¶ek a szabad ¶ujs¶ag¶³r¶assal". V¶a-
logatott publicisztikai ¶³r¶asai 1994-ben Komporsz¶ag ezredfordul¶oja, 1996-ban
Falrabors¶o c¶³men jelennek meg. K¶es}obb ezt a passzi¶oj¶at feladja, mert nem
v¶erbeli publicista, ezeket a karcolatait ugyanolyan m}ugonddal ¶es lassan k¶esz¶³ti
el, mint tudom¶anyos dolgozatait. De lehet, hogy az is hozz¶aj¶arult vissza-
vonul¶as¶ahoz, hogy ezek a kÄoz¶eleti ¶³r¶asai nem mindig voltak Äosszhangban azzal
az er}osen ,,kaszton- ¶es t¶arsadalmonk¶³vÄuli" szem¶elyis¶eg k¶ep¶evel, amilyennek
mag¶at l¶atni ¶es l¶attatni szerette volna.
¶Elete utols¶o napj¶aig, m¶eg hal¶alos betegen is dolgozott. Makacs kitart¶assal
pr¶ob¶alta megoldani a megoldhatatlant: megtal¶alni, szabatosan ¶es egyszer}u
form¶aban le¶³rni a gazdas¶ag gravit¶aci¶os tÄorv¶eny¶et, azt a mechanizmust, ami
egy piacgazdas¶agot ,,egyens¶uly" kÄozel¶eben tart ¶es egyidej}uleg ,,fejl}od¶esre"
sarkall, ¶espedig nagyobb ingadoz¶asok n¶elkÄul. A f¶elig csonk¶an maradt utols¶o
angol nyelv}u k¶ezirata (Growth or development?) az ebben az ir¶anyban foly-
tatott tapogat¶oz¶asainak mement¶oja. ¶Eletm}uve azonban nem maradt csonka,
¶³gy is maradand¶ot alkotott. Nyugodj¶ek b¶ek¶eben!
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Paul Anthony Samuelson a XX. sz¶azad egyik legnagyobb ¶es egyik legnagyobb
hat¶as¶u kÄozgazd¶asza volt. Hal¶ala el}ott ¶es azut¶an is sokat ¶es sokan m¶eltatt¶ak,
tudom¶anyos, oktat¶oi, kÄoz¶³r¶oi tev¶ekenys¶eg¶er}ol b¶arki megtudhat szinte min-
dent, ¶es egy¶enis¶eg¶er}ol is olvashatunk b}os¶egesen. Mint ,,nagy klasszikust"
v¶elhet}oleg kevesen olvass¶ak kÄozvetlenÄul |val¶osz¶³n}uleg ma m¶ar a h¶³res tan-
kÄonyvet sem ismerik annyian, mint r¶egen| hiszen azt gondoljuk, hogy ami
fontos volt munk¶ass¶ag¶aban azt az¶ota is haszn¶alja az irodalom, be¶epÄult a tan-
kÄonyvekbe. ¶En azok kÄoz¶e tartozom, akik sok eredeti Samuelson-t olvastak,
¶es elmondhatom, hogy ezek nemcsak ¶elm¶enyt jelentettek sz¶amomra, hanem
maradand¶o hat¶ast is tettek r¶am. Egy ilyen k¶esei nekrol¶og egyetlen esetben
lehet valamennyire is ¶ertelmes: ha tal¶alunk valami olyat, ami tal¶an elsikkadt
a megeml¶ekez¶esekb}ol ¶es m¶eltat¶asokb¶ol, s}ot ami ,,nem ¶epÄult be". Mivel a
foly¶oirat, ahol ez az ¶³r¶as megjelenik ,,matematikai kÄozgazdas¶agtani", igyek-
szem a matematika ¶es a kÄozgazdas¶agtan kapcsolat¶ara koncentr¶alni.
Els}o tal¶alkoz¶as: a ,,Samuelson"
Els}o ¶evfolyamos kÄozgazd¶asz hallgat¶ok¶ent kezdtem el tanulm¶anyozni a vastag
tankÄonyvet, ¶es, ha j¶ol eml¶ekszem, tÄobb¶e-kev¶esb¶e v¶egig is olvastam. Nagyon
m¶as volt, mint a mi kÄonyveink, amib}ol tanulnunk kellett. ¶En mindenesetre
rendk¶³vÄuli m¶odon ¶elveztem. A ,,KÄozgazdas¶agtan" bevezet}o tankÄonyv, amely
nem haszn¶al fels}obb szint}u matematik¶at, egy szinte trivi¶alis dolgot szeretn¶ek
kiemelni bel}ole, ami azonban ¶erz¶esem szerint elsikkadt az ut¶obbi ¶evtizedekben
a kÄozgazdas¶agtan moderniz¶alt oktat¶asa sor¶an is.
Samuelson ¶ev}od}o term¶eszet volt |legal¶abbis ¶³r¶asaiban| ¶es megjegyezte,
hogy a kÄozgazd¶aszok, ¶es ¶altal¶aban az emberek, unos-untalan haszn¶alj¶ak a
kereslet-k¶³n¶alat fogalomp¶art, mint valami var¶azskifejez¶est. De tudjuk-e min-
dig pontosan, hogy mir}ol besz¶elÄunk, amikor azt mondjuk, hogy a kereslet
n}o? Itt egy vil¶agos, gra¯kus bevezet¶es kÄovetkezett a keresleti fÄuggv¶eny fo-
galm¶ar¶ol, ¶es arr¶ol, hogy meg kell kÄulÄonbÄoztessÄuk a gÄorb¶en val¶o elmozdul¶ast, a
gÄorb¶ek eltol¶od¶as¶at¶ol. A mindm¶aig ¶erv¶enyes tanuls¶ag sz¶amomra a kÄovetkez}o.
A kÄozgazdas¶agtan szÄuks¶egk¶eppen haszn¶al olyan kÄoznapi kifejez¶eseket, ame-
lyeket ,,nagyj¶ab¶ol" ¶ertÄunk, de prec¶³z de¯n¶³ci¶o h¶³j¶an nem biztos, hogy nem
¶ertjÄuk-e f¶elre egym¶ast. A matematika legelemibb funkci¶oja az, hogy az
alapfogalmak tiszt¶az¶as¶aban ¶es kÄozÄos meg¶ert¶es¶eben seg¶³t, e n¶elkÄul a kom-
munik¶aci¶o gyakran kudarcot vall. Id}onk¶ent fels}obb ¶eves hallgat¶okt¶ol meg
szoktam k¶erdezni n¶eh¶any ¶altaluk is gyakran haszn¶alt alapfogalom jelent¶es¶et,
¶es ritk¶an kapok kifog¶astalan v¶alaszt. Mi¶ert kell tÄor}odnÄunk az alapfogal-
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makkal? El¶eg, ha gazdas¶agi szaklapokat olvasunk, vagy gazdas¶agpolitikai
besz¶elget¶eseket hallgatunk. A vit¶ak gyakran l¶atsz¶olagosak, ¶ugy t}unik, a
vit¶az¶o feleknek csak egy kÄozÄos sz¶ot¶arra lenne szÄuks¶egÄuk.
M¶asodik tal¶alkoz¶as: ,,Foundations"
A Foundations of Economic Analysis az egyik utols¶o klasszikus kÄozgazdas¶ag-
tudom¶anyi kÄonyv. KÄulÄonbÄoz}o id}opontokban, nem sorrendben, de majdnem
az eg¶esz kÄonyvet olvastam, illetve haszn¶altam k¶ezikÄonyvk¶ent is. A kÄonyv
alapgondolat¶at az szolg¶altatta, hogy a szerz}o r¶ajÄott arra, hogy egym¶ast¶ol
l¶atsz¶olag t¶avol es}o terÄuleteken l¶enyeg¶eben ugyanazokat az ¶all¶³t¶asokat vezette
le (,,... I was simply proving the same theorems a wasteful number of times"
P. A. Samuelson: Foundations of Economic Analysis, Atheneum, New York,
1970, 3. oldal). Azaz l¶eteznek olyan absztrakt strukt¶ur¶ak, amelyek ,,felfed¶ese"
gyÄumÄolcsÄoz}o lehet, hiszen az absztrakci¶o eredm¶enyek¶ent olyan helyeken is
alkalmazhat¶ov¶a v¶alhatnak bizonyos gondolatok, ahol erre eddig nem gon-
doltunk. (A p¶eld¶ak nemcsak a kÄozgazdas¶agtanon belÄulr}ol sz¶armaznak, tÄobb
¯zika ¶es kÄozgazdas¶agtan kÄozti ¶atvitel is megfogalmaz¶odik, tal¶an a legh¶³resebb
a Le Chatelier-Samuelson elv.) Ez m¶ar a matematika, a matematikai gon-
dolkod¶as egy¶ertelm}u diadala, ahol a felhaszn¶alt matematika is fels}o szint}u.
Az ¶altalam ismert kiad¶as el}oszava kimondottan a matematika szerep¶evel
is foglalkozik a kÄozgazdas¶agtanban. Samuelson egyik nagy alkalmaz¶oja a
,,mott¶o-m¶odszernek", vagyis mondanival¶oj¶at gyakran egy id¶ezettel, mott¶o
form¶aj¶aban vezeti be, ¶es teszi vil¶agoss¶a. A mott¶o itt J. Willard Gibbs-t}ol, a
kiv¶al¶o amerikai ¯zikust¶ol sz¶armazik, ¶es egy nagyon egyszer}unek t}un}o ¶all¶³t¶as:
Mathematics is a language. A mott¶ok egyik funkci¶oja az, hogy gondolkod¶asra
k¶esztetnek, ami sokkal fontosabb bizonyos esetekben, mint az explicit megfo-
galmaz¶asa n¶eh¶any t¶ezisnek. Mit is jelent a fenti aforizma? Nem akarok senkit
megfosztani a gondolkod¶as ÄorÄom¶et}ol, de n¶eh¶any olyan megjegyz¶est szeretn¶ek
tenni, amivel azt hiszem Samuelson is egyet¶ertene.
A nyelvhaszn¶alat az ember egyik legfontosabb attrib¶utuma, az emberis¶eg
biztosan nem ¶erte volna el azokat az ,,eredm¶enyeket", amiket el¶ert, nyelv-
haszn¶alat n¶elkÄul. Ugyanakkor a nyelv nem az egyetlen lehets¶eges m¶odja a
kommunik¶aci¶onak, ¶es a gondolkod¶as ¶es a nyelv azonos¶³t¶asa ¯loz¶o¯ai n¶ezetnek
is extr¶em. M¶asfel}ol, mint minden nagy ,,tal¶alm¶any", a nyelv sem csak j¶ora
haszn¶alhat¶o, egym¶as f¶elrevezet¶ese, r¶agalmaz¶asa is lehet a nyelvhaszn¶alat c¶elja.
Mi kÄovetkezik ezekb}ol a matematika, mint nyelv, ¶es a kÄozgazdas¶agtan kap-
csolat¶ara? Sz¶amomra els}osorban az, hogy a matematika haszn¶alata ¶ori¶asi
fejl}od¶est tesz lehet}ov¶e, olyan eredm¶enyekre juthatunk el seg¶³ts¶eg¶evel a kÄozgaz-
das¶agtanban, ahova matematikai modellek n¶elkÄul nagyon neh¶ez, vagy ink¶abb
lehetetlen lenne eljutnunk. Samuelson munk¶ass¶aga ezt f¶enyesen bizony¶³tja.
A matematika haszn¶alat¶at ¶altal¶aban ellenz}ok vagy anti-intellektualizmusb¶ol,
vagy a technokr¶acia elutas¶³t¶as¶anak ideol¶ogiai elv¶eb}ol, vagy egyszer}uen csak
tudatlans¶agb¶ol teszik ezt, ahogy a primit¶³v emberek is hajlamosak len¶ezni
az idegeneket, akiket nem ¶ertenek. Ugyanakkor a nyelv (a matematika)
haszn¶alata lehet inadekv¶at, fÄolÄosleges, ¶es n¶eha alkalmas Äonmagunk ¶es m¶asok
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f¶elrevezet¶es¶ere is. Mint lejjebb a harmadik tal¶alkoz¶as le¶³r¶as¶an¶al l¶athat¶o lesz,
Samuelson sz¶am¶ara a kÄozgazdas¶agtan empirikus tudom¶any volt, amelynek
v¶egs}o soron konkr¶et t¶arsadalmi jelens¶egekr}ol kell mondania valamit, ¶es az
absztrakt, matematikai modellek hasznoss¶aga, vagy j¶os¶aga csak ennek a v¶eg-
c¶elnak a fÄuggv¶eny¶eben ¶ertelmezhet}o. B¶ar egy futballist¶anak j¶o atl¶etikus a-
dotts¶agokkal is rendelkeznie kell, ¶es ezeket fejlesztheti is, a futballista nem
fut¶o vagy magasugr¶o. Hasonl¶ok¶eppen a kÄozgazd¶asz csak alkalmazza a ma-
tematik¶at, ¶es maga nem matematikus. Persze nem ¶artalmas, ha egy fut-
ballista 10 m¶asodperc alatt futja a 100 m¶etert, vagy ha egy kÄozgazd¶asz
kiv¶al¶o matematikus, ¶es egy¶ebk¶ent is van csapaton belÄuli munkamegoszt¶as
a vil¶agon. Mell¶ekesen megjegyzem, hogy Samuelson-nal egyik legmeglep}obb
tal¶alkoz¶asom az volt, amikor egy m¶atrixelm¶elet kÄonyvben tal¶alkoztam vele, a
karakterisztikus polinomokkal kapcsolatos cikke 1942-ben jelent meg az An-
nals of Mathematical Statistics-ban, ¶es m¶eg ma is id¶ezik.
A kÄonyv el}oszav¶anak van egy m¶asik sz¶amomra eml¶ekezetes gondolata is.
Samuelson mindig is elismerte, hogy a kÄozgazdas¶agtan ,,puha" tudom¶any,
tette ezt avval egyÄutt, hogy a matematika kÄozgazdas¶agtani alkalmaz¶as¶anak
egyik legnagyobb hat¶as¶u ¶uttÄor}oje volt. Viszont ¶ugy gondolta, hogy a kÄoz-
gazdas¶agtannak az a k¶epess¶ege, hogy term¶eszet¶en¶el fogva tÄobb matematika
,,befogad¶as¶ara" alkalmas, mint m¶as t¶arsadalomtudom¶anyok, a ,,k¶et kult¶ur¶at"
ÄosszekÄot}o kapocs szerepkÄort biztos¶³that neki. Sz¶amomra, aki annak idej¶en
C.P. Snow lelkes olvas¶oja voltam, ez sokat jelentett, ¶ugy ¶ereztem, hogy m¶egis
csak van valami transzcendent¶alisabb ¶ertelme a kÄozgazd¶asz foglalkoz¶asnak.
Harmadik tal¶alkoz¶as: ,,Samuelson borotv¶aja"
Lehet, hogy ma m¶ar kevesen tudj¶ak, de az 50-es ¶es 60-as ¶evekben a kÄozgaz-
das¶agtan metodol¶ogi¶aj¶ar¶ol nemcsak metodol¶ogus specialist¶ak, hanem kÄoz-
gazd¶aszok is vitatkoztak. Friedman 1953-as pozit¶³v kÄozgazdas¶agtant hirdet}o
munk¶aja vihart kavart, ¶es Friedman egyik legnagyobb kritikusa Samuelson
volt (l¶asd p¶eld¶aul American Economic Review Vol. 53, No. 2, Papers and Pro-
ceedings of the Seventy-Fifth Annual Meeting of the American Economic As-
sociation, 331{336. o.). Samuelson Friedman gondolatai kÄozÄul els}osorban az
¶altala F-csavarnak nevezettet b¶³r¶alta. Az F-csavar jelent¶ese az, hogy ha van
egy elm¶eletÄunk, ¶es abb¶ol levezetÄunk bizonyos olyan empirikusan tesztelhet}o
kÄovetkezm¶enyeket, amelyek t}urhet}oen egyeznek a meg¯gyel¶esekkel, akkor
nem kell tÄor}odnÄunk azzal, hogy az elm¶elet ,,feltev¶esei" igazak, vagyis azok
maguk Äosszhangban vannak-e meg¯gyel¶esekkel. Samuelson ezt az ¶all¶³t¶ast
logikailag abszurdnak tartotta, ¶es ezt igyekezett form¶alisan is bizony¶³tani.
Ez a bizony¶³t¶asa egy sz¶ep alkalmaz¶asa a matematikai ¶ervel¶esnek, persze lehet
ellene ¶ugy v¶edekezni, hogy Samuelson nem helyesen ,,modellezte" a kritiz¶alt
¶ervel¶est.
M¶asfel}ol az F-csavar elfogad¶as¶anak pszichol¶ogai gyÄokereit abban v¶elte
felfedezni, hogy a kÄozgazd¶aszok szeretik a sz¶ep, egyszer}u, ¶es ¶altal¶anos (nice,
simple, uni¯ed) elm¶eleteket, ¶es ez¶ert ragaszkodnak p¶eld¶aul a kompetit¶³v pi-
acok elm¶elet¶ehez, a m¶ar akkor is l¶etez}o monopolisztikus verseny elm¶elettel
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szemben. Az egyszer}us¶eg, ¶altal¶anoss¶ag stb. tipikusan matematikai krit¶e-
riumok, amelyek az¶ota is velÄunk maradtak, hab¶ar m¶ara a monopolisztikus
verseny elm¶elete is felruh¶az¶odott ezekkel a tulajdons¶agokkal. Viszont Samuel-
son r¶amutatott arra is, hogy az absztrakt ¶es leegyszer}us¶³tett (,,val¶os¶agidegen")
modellek nem haszontalanok. Nemcsak a kÄozgazdas¶agtan, hanem ,,kem¶e-
nyebb" tudom¶anyok is haszn¶alnak ilyeneket. Hasznoss¶aguk az ÄosszefÄugg¶esek
felfedez¶es¶enek seg¶³t¶ese, a meg¶ert¶es fel¶e vezet}o ¶ut megkÄonny¶³t¶ese. Hasonlata
szerint az ¶allv¶anyzat fontos az ¶ep¶³tkez¶esben, de az ¶epÄuletnek mag¶aban is meg
kell tudnia ¶allnia. Empirikusan ,,hamis" absztrakt modellek ¶erv¶enyes elm¶e-
letk¶ent val¶o elfogad¶asa olyan, mintha az ¶allv¶anyt Äosszekevern¶enk az ¶epÄulettel.
¶Ervel¶ese sor¶an megalkotta a Samuelson borotv¶aja elvet. ¶Alljon itt az
elv az eredeti megfogalmaz¶asban: All economic regularities that have no
common-sense core that you can explain to your wife will soon fail. Az elv
ma |sajnos| nem ismert ¶es nem n¶epszer}u. Ennek egyik oka lehet a megfo-
galmaz¶as, ami nem korrekt politikailag. (Samuelson val¶osz¶³n}uleg akkor m¶eg
nem ismerte ezt a fogalmat.) Fogalmazzuk ¶at az elvet az al¶abbi m¶odon:
minden kÄozgazdas¶agi szab¶alyszer}us¶eg, amely maradand¶o ¶erv¶eny}u, tartalmaz
annyi j¶ozan megfontol¶ast, hogy egy ¶altal¶anos m}uvelts¶eggel ¶es intelligenci¶aval
rendelkez}o egy¶en, aki szellemi er}ofesz¶³t¶esekre is hajland¶o, meg¶ertheti. ¶Igy
a megfogalmaz¶as persze sokkal unalmasabb, de legal¶abb nem kifog¶asolhat¶o
ideol¶ogiailag. Az ¶all¶³t¶as mindenk¶eppen kev¶esb¶e ,,Äut}os", mint az F-csavar. Az
ut¶obbi kÄonnyen ¶atÄultethet}o volt gyakorlati viselked¶esi szab¶ally¶a: ¶ep¶³ts egy
olyan egyszer}u modellt, amelynek van valami kÄoze a val¶os¶aghoz (ne tÄor}odj
avval, hogy bizonyos r¶eszeiben ellentmond ak¶ar a h¶etkÄoznapi tapasztalatok-
nak is), vezesd le n¶eh¶any empirikus kÄovetkezm¶eny¶et, majd ¶ep¶³ts r¶a valami-
lyen statisztikai modellt, amelyben, ha Äugyesen v¶alasztod meg az alternat¶³v
hipot¶ezist (azaz az ellenfelet), akkor a tesztel¶es eredm¶enyek¶ent az elm¶eletedet
elfogadhat¶onak nyilv¶an¶³thatod. (Nem kell, hogy mindenki mag¶ara vegye ezt
a le¶³r¶ast, ami karikat¶ura k¶³v¶ant lenni.)
Ezzel szemben Samuelson borotv¶aja k¶etf¶elek¶eppen is haszn¶alhat¶o lenne.
Egyfel}ol empirikus ¶all¶³t¶ask¶ent: tal¶alhatunk vajon olyan maradand¶o kÄozgazda-
s¶agi szab¶alyszer}us¶eget, amely nem tesz eleget a ,,j¶ozan ¶esz" kÄovetelm¶enynek?
M¶asfel}ol pedig ir¶any¶³thatn¶a a kutat¶ast, a kutat¶asi p¶enzek oda¶³t¶el¶es¶et, a fo-
ly¶oiratok m}ukÄod¶es¶et stb. Manaps¶ag tÄobb ¶uj ¶es r¶egebbi sÄutet}u elm¶eletkritikus
tudja be az absztrakt, ¶am irrealisztikus modelleknek mag¶at a v¶als¶agot, vagy
a v¶als¶aggal szembeni tehetetlens¶eget. Nem szeretn¶ek ezekhez csatlakozni,
mert ez egyszer}u tradicion¶alis b}unbakkeres¶es. A probl¶ema kev¶esb¶e dr¶amai,
de lehet, hogy rosszabb. ¶Ugy gondolom, hogy a Friedman-f¶ele metodol¶ogia
gy}ozelme Samuelson-nal szemben az er}oforr¶asok hosszabb t¶avon hib¶as elosz-
t¶as¶ahoz (misallocation) vezetett, ¶es m¶eg vezet ma is. T¶ul sokan folytatnak
rem¶enytelen ,,valid¶aci¶os" gyakorlatokat egyszer}u, ¶es nyilv¶anval¶oan empiriku-
san hamis modellekkel, amelyek bizonyos j¶ol megv¶alasztott aspektusokban
,,sikeresek", azaz megpr¶ob¶alj¶ak fenntartani a l¶atszatot, hogy az ¶allv¶anyzat
maga az ¶ep¶³tm¶eny. Hangs¶ulyozom m¶eg egyszer, amit Samuelson mondott: az
egyszer}u modell (az ¶allv¶anyzat) nem haszontalan, csak nem kell Äosszekeverni
azzal, aminek a fel¶ep¶³t¶es¶eben seg¶³t.
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Teh¶at van h¶arom tanuls¶agom Samuelson ¶eletm}uv¶eb}ol lesz}urve: 1. a mate-
matika tiszta fogalmakhoz, ¶es ez¶altal kevesebb ¶ertelmetlen vit¶ahoz vezet, 2. a
matematika, ha ott ¶es ¶ugy alkalmazzuk, ahogyan kell, akkor hatalmas seg¶³t}oje
a kÄozgazdas¶agtannak, 3. de a kÄozgazdas¶agtan nem matematika, nem mate-
matikai krit¶eriumoknak kell dÄonteniÄuk a kÄozgazdas¶agi elm¶eletek kÄozÄott. A
matematikai jelleg}u krit¶eriumok haszn¶alata alapvet}oen ,,v¶edekez}o" jelleg}u, le-
gal¶abbis a kÄozgazdas¶agtan egyes terÄuletein, speci¶alisan a makroÄokon¶omi¶aban.
Ugyanis, ha tÄor}odn¶enk az elm¶eletek ,,feltev¶eseinek" igazs¶ag¶aval, akkor sokkal
nehezebb lenne ,,¶erv¶enyes" elm¶eletet megfogalmazni, ¶es be kellene l¶atnunk
azt, hogy elm¶eletek gy¶art¶asa helyett a t¶enyek gy}ujt¶es¶enek kev¶esb¶e eleg¶ans
munk¶aja is komoly feladat. Samuelson k¶epess¶egei ¶es v¶elhet}oleg ¶³zl¶ese alapj¶an
igazi elm¶eleti kÄozgazd¶asz volt, csak tal¶an szkeptikusabb, ¶es j¶ozanabb, mint
sok koll¶eg¶aja.
Hadd tegyek hozz¶a az eddigiekhez m¶eg valamit: Samuelson az egyik
legsz¶orakoztat¶obb szerz}o, akit valaha olvastam, ¶es nemcsak a kÄozgazd¶aszok
kÄozÄott. Ha valaki ¶ert¶ekeli a humort, akkor is el}oveheti, ha nem ¶ert egyet a
¯loz¶o¯¶aj¶aval.

Szigma, XLI. (2010) 1-2. 19




Az x00 +f(x) ¢x0+g(x) = 0 alak¶u Li¶enard-t¶³pus¶u di®erenci¶alegyenlet kÄozponti
szerepet j¶atszik az Äuzleti ciklusok K¶aldor-Kalecki-f¶ele [3,4] ¶es Goodwin-f¶ele [2]
modelljeiben, s}ot egy a munkan¶elkÄulis¶eg ¶es v¶allalkoz¶as-ÄosztÄonz¶esek ciklikus
v¶altoz¶asait le¶³r¶o ¶ujabb modellben [1] is. De ugyanez a nemline¶aris egyen-
lett¶³pus a gerjesztett ing¶ak ¶es elektromos rezg}okÄorÄok elm¶elet¶et is felÄoleli [5].
Az ezzel kapcsolatos irodalom nagyr¶eszt a hat¶arciklusok l¶etez¶es¶et vizsg¶alja
(pl. [5]), pedig az alapvet}o stabilit¶asi k¶erd¶esek j¶oval ¶attekinthet}obb m¶odon
kezelhet}ok, s a kapott eredm¶enyek kÄozvetve a hat¶arciklusok l¶etez¶es¶enek felt¶e-
teleit is sokkal jobban be tudj¶ak hat¶arolni. Jelen dolgozatban az egyv¶altoz¶os
anal¶³zis hat¶ekony nyelvezet¶evel olyan egyszer}uen megfogalmazhat¶o eredm¶e-
nyekhez jutunk, amelyek k¶epesek kit¶ag¶³tani az Äuzleti ¶es m¶as kÄozgazdas¶agi cik-
lusok modelljeinek kereteit, illetve pl. az [1]-beli modellhez ¶ujabb szeml¶eltet}o
speci¶alis eseteket is nyerÄunk.
Kulcsszavak: Li¶enard-egyenlet, pendulum, stabilit¶as, Ljapunov-fÄuggv¶eny.
1 Bevezet¶es: Stabil ¶es instabil pendulum
Az al¶abbiakban vizsg¶aland¶o Li¶enard-egyenletek relevanci¶aja nem korl¶atoz¶o-
dik hat¶arciklusok vizsg¶alat¶ara, hanem ezek az egyenletek hat¶ekonyan alkal-
mazhat¶ok olyan egyens¶ulyi vizsg¶alatok sor¶an is, amelyeket hagyom¶anyosan
line¶aris modellekkel szoktak le¶³rni, ¶am az els}orend}u kÄozel¶³t¶es jogoss¶aga t¶avol-
r¶ol sem tiszt¶azott. Erre m¶ar a legegyszer}ubb matematikai pendulum (inga)
is j¶o p¶elda, hiszen a r¶a vonatkoz¶o irodalom egy r¶esz¶eben nem is ¶erintik ezt
a k¶erd¶est. Bonyolultabb rendszerek eset¶en pedig ak¶ar m¶eg hamis k¶epet is
adhat a line¶aris kÄozel¶³t¶es. K¶es}obb m¶eg arra is l¶atunk p¶eld¶at (15. P¶elda),
hogy az
x00 + x2 ¢ x0 + x3 = 0
egyenlet orig¶obeli line¶aris kÄozel¶³t¶ese instabil, j¶ollehet az eredeti egyenlet null-
¶allapota aszimptotikusan is stabil.
ÄOsszetett t¶arsadalmi ¶es gazdas¶agi jelens¶egeket tapasztalva gyakran ¶elÄunk
,,az inga kileng" ¶es ,,az inga t¶ullendÄul" fr¶azisokkal, att¶ol a gondolatt¶ol vez¶e-
relve, hogy ugyanannak a tÄorv¶enyszer}us¶egnek a bonyolultabb arc¶at az egy-
szer}ubbel vil¶ag¶³tsuk meg. Val¶oj¶aban azonban nagyon hamar t¶ull¶epÄunk a tÄor-
v¶enyszer}us¶egek meg¶allap¶³t¶as¶an, s nem gondolunk arra, hogy mindenekel}ott
1Be¶erkezett: 2010. ¶aprilis 23. E-mail: szidar@sie.arizona.edu.
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olyan egyszer}u dologgal is tiszt¶aba kellene jÄonnÄunk, mint a matematikai pen-
dulum.
Fizikai tanulm¶anyokb¶ol ismert, hogy a matematikai pendulum mozg¶as¶at
az
x00 + sinx = 0
m¶asodrend}u di®erenci¶alegyenlet ¶³rja le. Mivel az egyenlet kÄozvetlen megol-
d¶asa viszonylag neh¶ez, ez¶ert kis kileng¶esek eset¶ere sinx ¼ x azonos¶³t¶assal ¶at
szoktak t¶erni az
x00 + x = 0
egyenletre, amit m¶ar kÄonny}u megoldani, s}ot a megold¶as¶ab¶ol kapott leng¶esid}o
nagy pontoss¶aggal esik egybe a pendulum k¶³s¶erleti ¶ert¶ekeivel. Viszont nagyon
sok olyan m¶asodrend}u egyenlettel is tal¶alkozunk, amelyeket nem hogy nem
tudunk megoldani, de m¶eg egy leegyszer}us¶³tett egyenlet sor¶an sem tudjuk k¶³-
s¶erletileg leellen}orizni, hogy az egyszer}us¶³tett egyenlet megold¶asai mennyire
pontosan kÄozel¶³tik az eredeti egyenlet megold¶asait. (Egy atomer}om}u ter-
vez¶esekor p¶eld¶aul t¶uls¶agosan k¶es}o lenne k¶³s¶erletileg veri¯k¶alni, hogy az eredeti
rendszer nem kÄovette a lineariz¶alt rendszer stabilit¶as¶at.)
K¶ezenfekv}o h¶at a k¶erd¶es: egy m¶asodrend}u egyenlet sor¶an jogos-e a line-
ariz¶al¶as, a fenti t¶³pus¶u els}orend}u kÄozel¶³t¶es? M¶ask¶eppen: az eredeti egyenlet
(rendszerre ¶at¶³rt alakja) null¶allapot¶anak stabilit¶asa leolvashat¶o-e a lineariz¶alt
rendszer null¶allapot¶anak stabilit¶as¶ab¶ol? (Ha tudniillik a v¶alasz nemleges,
akkor az eredend}oen nemline¶aris folyamat line¶aris kÄozel¶³t¶ese | abszurdum.)
A v¶alasz kett}os: egyr¶eszt l¶atni fogjuk (3 .T¶etel), hogy egy az ¶allapot els}o
deriv¶altj¶at¶ol kÄozvetlenÄul nem fÄugg}o
x00 + g(x) = 0
alak¶u egyenlet (amilyen a matematikai pendulum is) sosem lehet ¶ugy in-
stabil, hogy a lineariz¶alt rendszere stabil lenne. (g0(0) = 0 eset¶en viszont
el}ofordulhat, hogy a lineariz¶alt rendszer instabil, m¶³g az eredeti rendszer sta-
bil.) M¶asr¶eszt egy az els}o deriv¶altt¶ol is fÄugg}o egyenlet eset¶eben m¶ar el}ofor-
dulhat, hogy a lineariz¶alt rendszer ugyan stabil, de az eredeti egyenlet insta-
bil. S}ot olyan instabil null¶allapot¶u m¶asodrend}u egyenlet is l¶etezik, amely-
nek a lineariz¶al¶asa azonos a matematikai pendulum¶eval. A k¶es}obbiek sor¶an
m¶eg olyan m¶asodrend}u di®erenci¶alegyenletre is mutatunk p¶eld¶at, amelynek
null¶allapota aszimptotikusan stabil, j¶ollehet az els}orend}u kÄozel¶³t¶es instabil.
Ez mind arra mutat, hogy a pendulum eset¶eben is az els}orend}u kÄozel¶³t¶essel
val¶o helyettes¶³t¶es { minden tov¶abbi indokl¶as n¶elkÄul { jogtalan.
1. P¶elda. Vizsg¶aljuk meg az
x00 ¡ 3x2 ¢ x0 + x = 0
m¶asodrend}u egyenletet. VegyÄuk ennek az x = 0; x0 = 0 ¶allapota kÄorÄuli line¶aris
kÄozel¶³t¶es¶et, ¶es jellemezzÄuk a lineariz¶aci¶o stabilit¶as¶at! JellemezzÄuk az eredeti
egyenlet x = 0; x0 = 0 ¶allapot¶anak stabilit¶as¶at is!




y0 = ¡x + 3x2y ;


















teh¶at az egyenletÄunkb}ol ad¶od¶o lineariz¶alt rendszer azonos a matematikai pen-
dulum¶eval, ami stabil (persze nem vonz¶o). A Ljapunov-f¶ele direkt m¶odszerrel
megmutatjuk, hogy ennek ellen¶ere egyenletÄunk null¶allapota instabil. A
V (x; y) := ¡x2 ¡ y2 + x3y ¡ xy3






V 0(x; y) =
£
¡2x + 3x2y ¡ y3; ¡2y + x3 ¡ 3xy2
¤
¶es
V 00(x; y) =
· ¡2 + 6xy 3x2 ¡ 3y2









ami negat¶³v de¯nit m¶atrix, teh¶at V -nek az orig¶oban szigor¶u lok¶alis maxi-
muma van. Ez V (0; 0) = 0 miatt azt jelenti, hogy V negat¶³v de¯nit Ljapunov-
fÄuggv¶eny az orig¶oban. Ugyanakkor V -nek a fenti rendszer szerinti deriv¶altja
@fV (x; y) = ¡2xy + 3x2y2 ¡ y4 + 2xy ¡ x4 + 3x2y2 ¡ 6x2y2 + 3x5y ¡ 9x3y3 =
= ¡y4 ¡ x4 + 3x5y ¡ 9x3y3 :










(r ¸ 0), ezzel
@fV (x; y) = ¡r4 sin4 ® ¡ r4 cos4 ® + 3r6 cos5 ® sin® ¡ 9r6 cos3 ® sin3 ® =
= ¡r4 ¢ (sin4 ® + cos4 ® ¡ 3r2 cos5 ® sin® + 9r2 cos3 ® sin3 ®) :





eset¶en pozit¶³v. Azaz 0 <
p




eset¶en @fV (x; y) negat¶³v.
Teh¶at @fV t¶enyleg negat¶³v de¯nit az orig¶oban.
Mivel V is, @fV is negat¶³v de¯nit az orig¶oban, ez¶ert a megfelel}o Ljapunov-
t¶etel miatt a fenti rendszer, kÄovetkez¶esk¶epp m¶asodrend}u egyenletÄunk null-
¶allapota is instabil, j¶ollehet a pendulum els}orend}u kÄozel¶³t¶es¶enek megfelel}o
szok¶asos logik¶aval itt is ugyanahhoz a stabilan rezg}o rendszerhez jutn¶ank.
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2. Megjegyz¶es. A V (x; y) := x2 + y2 + x3y ¡ xy3 Ljapunov-fÄuggv¶eny
seg¶³ts¶eg¶evel a fentiekhez hasonl¶oan igazolhat¶o, hogy az
x00 + 3x2 ¢ x0 + x = 0
m¶asodrend}u egyenlet x = 0; x0 = 0 ¶allapota aszimptotikusan stabil.
3. T¶etel. Legyen G : IR ! IR a 0 egy kÄornyezet¶eben ¶ertelmezett folytonosan
deriv¶alhat¶o fÄuggv¶eny, tov¶abb¶a G(0) = G0(0) = 0: Ekkor az
x00 + G0(x) = 0
m¶asodrend}u egyenletnek az orig¶o soha nem lehet vonz¶o egyens¶ulya, tov¶abb¶a
² ha G-nek 0-ban szigor¶u lok¶alis minimuma van (speci¶alisan ha G0 a 0-
ban (¡;+)-el}ojelet v¶alt), akkor az orig¶o stabil;
² ha G0 a 0-ban (+;¡)-el}ojelet v¶alt akkor az orig¶o instabil.
KÄovetkez¶esk¶epp, ha G k¶etszer folytonosan deriv¶alhat¶o ¶es G00(0) 6= 0; akkor az
egyenlet stabilit¶asa ekvivalens a megfelel}o
x0 = y
y0 = ¡G00(0) ¢ x
lineariz¶alt rendszer stabilit¶as¶aval.
Bizony¶³t¶as. Az egyenletet ¶³rjuk ¶at rendszerr¶e:
x0 = y
y0 = ¡G0(x)
¶es tekintsÄuk ehhez a




Ljapunov-fÄuggv¶enyt. Ennek a jobb oldal szerinti deriv¶altja
G0(x) ¢ y + y ¢ (¡G0(x)) = 0
(teh¶at V a rendszernek egy ¶un. els}o integr¶alja). Ez azt jelenti, hogy az




(x0(t))2 = konstans ;
¶³gy x0(0) 6= 0; x(0) = 0 eset¶en x(t) ¶es x0(t) nem tarthat egyidej}uleg 0-hoz.
Ez¶ert a rendszer (¶es ¶³gy az egyenlet) null¶allapota nem lehet vonz¶o.
TekintsÄuk most az 1. esetet, azaz amikor G-nek 0-ban szigor¶u lok¶alis mi-
nimuma van. Ekkor V nyilv¶an pozit¶³v de¯nit az orig¶oban, ¶³gy a jobb oldal
szerinti deriv¶alt nulla volta miatt a rendszer (¶es ¶³gy az egyenlet) null¶allapota
stabil.
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V¶egÄul tekintsÄuk a 2. esetet. Ekkor
W (x; y) := ¡xy
az orig¶oban inde¯nit Ljapunov-fÄuggv¶eny, amelynek a rendszer szerinti de-
riv¶altja
¡y2 + x ¢ G0(x) ;
ami az orig¶oban negat¶³v de¯nit, hiszen x ¢ G0(x)-nek 0-ban szigor¶u lok¶alis
maximuma van. ¶Igy Ljapunov megfelel}o instabilit¶asi t¶etele miatt a rendszer
(¶es ¶³gy az egyenlet) null¶allapota instabil. 2
4. KÄovetkezm¶eny. A matematikai pendulumra vonatkoz¶o x00 + sinx = 0
egyenlet null¶allapota stabil, de nem vonz¶o.
5. P¶elda.A fenti t¶etel alapj¶an az
x00 + x3 = 0
egyenlet null¶allapota stabil (nem vonz¶o); az
x00 ¡ x3 = 0
egyenlet null¶allapota pedig instabil. MegjegyezzÄuk, hogy mindk¶et egyenlet rend-








A fenti t¶etelb}ol az is kÄovetkezik, hogy ha G-nek 0-ban szigor¶u lok¶alis mi-
nimuma van, akkor az x00 + G0(x) = 0 egyenlet x(0) = x0(0) = 0 megold¶asa
egy¶ertelm}u. Ez az¶ert ¶erdekes, mert ha G0 csak folytonos, akkor az egyen-
letre nem alkalmazhat¶o a Picard-LindelÄof-f¶ele egzisztenciat¶etel, amelyb}ol az
egy¶ertelm}us¶eg szok¶asosan tudhat¶o.
6. KÄovetkezm¶eny. Legyen G : IR ! IR a 0 egy kÄornyezet¶eben ¶ertelmezett
folytonosan deriv¶alhat¶o fÄuggv¶eny, tov¶abb¶a G(0) = G0(0) = 0: Ha G-nek 0-ban
szigor¶u lok¶alis minimuma van, akkor az
x00 + G(x) = 0
x(0) = x0(0) = 0
Cauchy-feladat megold¶asa a pozit¶³v f¶elegyenesen egy¶ertelm}u.
7. P¶elda. Ha G-re nem tesszÄuk fÄol a fenti kÄovetkezm¶enyben szerepl}o mini-
malit¶asi felt¶etelt, m¶ar nem csak a stabilit¶as, de a sz¶obanforg¶o Cauchy-feladat
egy¶ertelm}us¶ege is s¶erÄulhet. P¶eld¶aul az
x00 ¡ 4
3
¢ 3px = 0
x(0) = x0(0) = 0









(t ¡ ®)3 ha t · ®








Legyenek F; G : IR ! IR a 0 egy kÄornyezet¶eben ¶ertelmezett folytonosan
deriv¶alhat¶o fÄuggv¶enyek, tov¶abb¶a F (0) = G(0) = 0: A
(1) x00 + F 0(x) ¢ x0 + G0(x) = 0
m¶asodrend}u di®erenci¶alegyenletet Li¶enard-t¶³pus¶u egyenletnek nevezzÄuk.
P¶eld¶aul az el}oz}o szakaszban t¶argyalt x00 §3x2 ¢x0+x = 0 ¶es x00+G0(x) = 0
egyenlet is Li¶enard-t¶³pus¶u (teh¶at a matematikai pendulum egyenlete is az).
Ezekkel Li¶enard-egyenlet x = x0 = 0 egyens¶uly¶anak instabilit¶as¶ara, aszimp-
totikus stabilit¶as¶ara, s}ot vonz¶as n¶elkÄuli stabilit¶as¶ara is van m¶ar p¶eld¶ank. S}ot
F ´ 0 eset¶en az egyens¶uly soha nem lehet vonz¶o.
Az (1) egyenlet az y := x0 + F ± x de¯n¶³ci¶oval ekvivalens a
(2)
½
x0 = y ¡ F (x)
y0 = ¡G0(x)





y0 = ¡F 0(x)y ¡ G0(x)
rendszerrel is. F (0) = 0 miatt az orig¶o pontosan akkor egyens¶ulyi helye ak¶ar
(2)-nek, ak¶ar (3)-nak, ha G0(0) = 0: Ekkor az orig¶ot a (1) egyenlet egyens¶ulyi
hely¶enek vagy null¶allapot¶anak is mondjuk.
2.1 Egy elemi el¶egs¶eges felt¶etel
8. ¶All¶³t¶as. TegyÄuk fÄol, hogy G0(0) = 0: Ha
1. 0-ban G-nek szigor¶u lok¶alis minimuma van, F ¢ G0-nek pedig lok¶alis
minimuma, akkor (1)-nek az orig¶o stabil egyens¶ulya;
2. F 0(0) > 0; tov¶abb¶a 0-ban G0 negat¶³vr¶ol pozit¶³vra el}ojelet v¶alt, akkor
(1)-nek az orig¶o aszimptotikusan stabil egyens¶ulya;
3. G k¶etszer is folytonosan deriv¶alhat¶o, tov¶abb¶a G00(0) < 0 vagy F 0(0) < 0;
akkor (1)-nek az orig¶o instabil egyens¶ulya.
Bizony¶³t¶as. Az orig¶o egyens¶ulya (1)-nek. Az 1. esetben (2)-hÄoz




az orig¶oban pozit¶³v de¯nit Ljapunov-fÄuggv¶eny. Ennek (2) szerinti deriv¶altja
@(2)V (x; y) = G
0(x) ¢ y ¡ G0(x) ¢ F (x) + y ¢ (¡G0(x)) = ¡F (x) ¢ G0(x) · 0 ;
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teh¶at @(2)V az orig¶oban negat¶³v szemide¯nit, ¶³gy Ljapunov megfelel}o sta-
bilit¶asi t¶etele miatt az orig¶o stabil.
2. eset¶en (3)-hoz
W (x; y) := 4G(x) + y2 + (y + F (x))2
pozit¶³v de¯nit Ljapunov-fÄuggv¶eny az orig¶oban, amelynek gradiense
W 0(x; y) = [ 4G0(x) + 2(y + F (x)) ¢ F 0(x) ; 4y + 2F (x) ] ;
tov¶abb¶a (3) szerinti deriv¶altja
@(3)W (x; y) = ¡2G0(x) ¢ F (x) ¡ 2F 0(x) ¢ y2 ;
ami F 0(0) > 0 ¶es G0 sz¶obanforg¶o el}ojelv¶alt¶asa miatt negat¶³v de¯nit. ¶Igy
Ljapunov megfelel}o t¶etele miatt az orig¶o aszimptotikusan stabil.











(F 0(0))2 ¡ 4G00(0)
2
:
Mivel G00(0) < 0 vagy F 0(0) < 0; ez¶ert legal¶abb az egyik saj¶at¶ert¶ek pozit¶³v
val¶os r¶esz}u. ¶Igy Ljapunov megfelel}o line¶aris kÄozel¶³t¶esi t¶etele miatt az orig¶o
instabil. 2
9. KÄovetkezm¶eny. Ha
² vagy G0(0) = 0 ¶es 0-ban G-nek szigor¶u lok¶alis minimuma van, F ¢G0-nek
pedig lok¶alis minimuma;
² vagy G k¶etszer is folytonosan deriv¶alhat¶o,
akkor az
x00 + F 0(x) ¢ x0 + G0(x) = 0
x(0) = x0(0) = 0
Cauchy-feladat megold¶asa a pozit¶³v f¶elegyenesen egy¶ertelm}u.






kezdeti felt¶etel mellett. A m¶asodik esetben (2) jobb oldala foly-
tonosan deriv¶alhat¶o, ¶³gy a Picard-LindelÄof-f¶ele egzisztenciat¶etel ¶ertelm¶eben
ugyanez az egy¶ertelm}us¶eg igaz. Innen a Cauchy-feladat egy¶ertelm}us¶ege m¶ar
trivi¶alis. 2
10. P¶elda. (van der Pol-oszcill¶ator) Vizsg¶aljuk meg adott ¹ 2 IR mellett az
x00 + ¹ ¢ (x2 ¡ 1) ¢ x0 + x = 0
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¶un. van der Pol-egyenlet x = 0; x0 = 0 egyens¶ulyi ¶allapot¶anak stabilit¶as¶at!
Megold¶as. Jelen esetben F (x) = ¹ ¢ (x33 ¡ x) ¶es G(x) = x
2
2 ; ¶³gy F
0(0) = ¡¹
¶es G00(0) = 1:
1. eset: ¹ < 0 eset¶en F 0(0) > 0 ¶es G0 negat¶³vr¶ol pozit¶³vra el}ojelet v¶alt,
teh¶at a null¶allapot a fenti ¶all¶³t¶as alapj¶an aszimptotikusan stabil.
2. eset: ¹ > 0 eset¶en F 0(0) < 0; teh¶at a null¶allapot a fenti ¶all¶³t¶as alapj¶an
instabil.
3. eset: ¹ = 0 eset¶en az egyenlet harmonikus rezg}o mozg¶asba megy ¶at
(line¶aris), aminek a null¶allapota kÄozismerten stabil, de nem vonz¶o.
2.2 Egy ¶elesebb elegend}o felt¶etel
Az al¶abbi ¶all¶³t¶asban az !-hat¶arhalmazok invarianci¶aj¶at is haszn¶aljuk.
11. ¶All¶³t¶as. Legyen F folytonosan deriv¶alhat¶o, G pedig k¶etszer folytonosan
deriv¶alhat¶o. Ha 0-ban mind G-nek, mind pedig F ¢ G0-nek szigor¶u lok¶alis
minimuma van, akkor (1)-nek az orig¶o aszimptotikusan stabil egyens¶ulya. Ha
ezenfelÄul 0-ban F ¢ G0-nek szigor¶u glob¶alis minimuma is van, akkor az orig¶o
glob¶alisan is vonz¶o.
Bizony¶³t¶as. Az el}oz}o ¶all¶³t¶asban az orig¶oban pozit¶³v de¯nit




Ljapunov-fÄuggv¶ennyel m¶ar igazoltuk, hogy a (2) rendszernek az orig¶o stabil
egyens¶ulya. M¶ar csak azt kell igazolnunk, hogy (2)-nek az orig¶o egy alkalmas
kÄornyezet¶eb}ol indul¶o megold¶asai a +1-ben tartanak az orig¶ohoz. Legyen
"0 > 0 olyan sz¶am, hogy 0 < jxj < "0 eset¶en 0 < F (x) ¢ G0(x): A m¶ar igazolt
stabilit¶as miatt van olyan ±0 > 0 sz¶am, hogy b¶armely x






megold¶asra minden t ¸ 0 mellett x2(t)+y2(t) < "20: Namost
olyan ±1 > 0 sz¶am is l¶etezik, hogy b¶armely x




megold¶asra minden t ¸ 0 mellett x2(t)+y2(t) · ±20: Egy ilyen megold¶asra
d
dt
V (x(t); y(t)) = @(2)V (x(t); y(t)) = ¡F (x(t)) ¢ G0(x(t)) · 0 ;
teh¶at V (x(¢); y(¢)) monoton fogy¶o. Ekkor
® := lim
t!+1






2 - eset¶en hat¶ar¶atmenettel azonnal ad¶odik, hogy





megold¶as !-hat¶arhalmaza). Mivel ez invari¶ans
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V (x1(t); y1(t)) = @(¤¤)V (x1(t); y1(t)) = ¡F (x1(t)) ¢ G0(x1(t)) :
Ugyanakkor ±1 v¶alaszt¶asa miatt hat¶ar¶atmenettel »2 + ´2 · ±20; ¶³gy minden
t ¸ 0-ra x21(t) + y21(t) < "20; ez¶ert "0 v¶alaszt¶asa miatt F (x1(t)) ¢ G0(x1(t)) = 0



































tart az orig¶ohoz. Ezzel igazoltuk a (2) rendszer null¶allapot¶anak vonz¶o volt¶at
is.
H¶atra van m¶eg a glob¶alis vonz¶asra vonatkoz¶o ¶all¶³t¶as igazol¶asa. Ez viszont
a m¶ar bizony¶³tottakb¶ol "0 = ±0 = ±1 = +1 mellett kÄovetkezik. 2
12. KÄovetkezm¶eny. Legyen F folytonosan deriv¶alhat¶o, G pedig k¶etszer
folytonosan deriv¶alhat¶o. Ha 0-ban mind G-nek, mind pedig F ¢G0-nek szigor¶u
lok¶alis minimuma van, akkor (1)-nek az orig¶o alkalmas kÄornyezet¶en belÄul nem
alakulhat ki sem ciklusa, sem hat¶arciklusa. Ha ezenfelÄul 0-ban F ¢ G0-nek
szigor¶u glob¶alis minimuma is van, akkor (1)-nek nem l¶etezhet semmilyen cik-
lusa, sem hat¶arciklusa.
13. Megjegyz¶es. Egy kor¶abbi megjegyz¶esben szerepl}o x00 + 3x2 ¢ x0 + x = 0
egyenlet null¶allapot¶anak aszimptotikus stabilit¶asa a fenti ¶all¶³t¶asb¶ol is kÄovet-
kezik. (De a szint¶en t¶argyalt x00 ¡ 3x2 ¢ x0 + x = 0 egyenlet null¶allapot¶anak
instabilit¶asa a legut¶obbi k¶et ¶all¶³t¶as egyik¶eb}ol sem kÄovetkezik.)
14. P¶elda. Vizsg¶aljuk meg tetsz}oleges n 2 IN mellett az
x00 + x2n ¢ x0 + x = 0
Li¶enard-egyenlet null¶allapot¶anak stabilit¶as¶at!
Megold¶as. Jelen esetben F (x) = 12n+1x
2n+1 ¶es G(x) = 12x
2: Teh¶at G-nek
¶es F (x) ¢ G0(x) = 12n+1x2n+2-nek is 0-ban szigor¶u lok¶alis minimuma van, ¶³gy
a fenti ¶all¶³t¶as ¶ertelm¶eben az egyenlet null¶allapota aszimptotikusan stabil.
A kÄovetkez}o p¶elda azt mutatja, hogy m¶ar Li¶enard-egyenletek kÄor¶eben is
vannak olyanok, amelyek null¶allapota annak ellen¶ere aszimptotikusan stabil,
hogy az orig¶obeli line¶aris kÄozel¶³t¶es instabil.
15. P¶elda. Hat¶arozzuk meg az
x00 + x2 ¢ x0 + x3 = 0
 
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Li¶enard-egyenlet null¶allapot¶anak stabilit¶as¶at! Pr¶ob¶alkozzunk el}oszÄor lineari-
z¶al¶assal!
Megold¶as. Az egyenlet (3) alakja
½
x0 = y
y0 = ¡x2y ¡ x3 :











x4; ¶³gy F (x) ¢G0(x) = 1
3
x6; teh¶at mind G-nek, mind pedig F ¢G0-nek
0-ban szigor¶u lok¶alis minimuma van, ez¶ert a fenti ¶all¶³t¶as miatt az egyenlet
null¶allapota aszimptotikusan stabil.
3 Kv¶azipendulumok
A fenti k¶et ¶all¶³t¶as t¶avolr¶ol sem fedi le az Äosszes Li¶enard-egyenlet stabilit¶asi
vizsg¶alat¶at; nemcsak a m¶ar eml¶³tett x00 ¡ 3x2 ¢ x0 + x = 0 egyenletre nem
alkalmazhat¶ok, de az x00 + x ¢ x0 + x = 0 vagy x00 + (2x ¡ 3x2) ¢ x0 +
x = 0 Li¶enard-egyenletekre sem. Az al¶abbiakban ezekhez n¶emileg hasonl¶o
Li¶enard-egyenleteket vizsg¶alunk. Ezekkel ¯zikai relevanci¶ajukon t¶ul f}o c¶elunk,
hogy ¶³zel¶³t}ot adjunk a legtrivi¶alisabb esetekn¶el egy fokkal m¶ar Äosszetettebb
Ljapunov-fÄuggv¶enyek keres¶es¶enek |bizonyos ¶ertelemben| nagyon is term¶e-
szetes logik¶aj¶ab¶ol. El}obb azonban k¶et technikai meg¶allap¶³t¶ast teszÄunk.
16. Megjegyz¶es. Legyen p pozit¶³v eg¶esz, k; j pedig olyan nemnegat¶³v eg¶eszek,






Bizony¶³t¶as. jxj ; jyj ·
p
x2 + y2 alapj¶an trivi¶alis.
17. Megjegyz¶es. Legyen r : IR ! IR a 0 egy kÄornyezet¶eben ¶ertelmezett
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Bizony¶³t¶as. jxj ·
p




n = 0: Ugyanakkor a



















ami a hi¶anyos egys¶eggÄombÄon korl¶atos. Emiatt persze
p(x; y)p
x2 + y2




n = 0 alapj¶an azonnal
ad¶odik az ¶all¶³t¶as. 2
18. P¶elda. KeressÄunk Ljapunov-fÄuggv¶enyt az
(4)
½
x0 = y ¡ Ax2 ¡ Bx3
y0 = ¡x
rendszer stabilit¶as¶anak vizsg¶alat¶ahoz (A;B 2 IR; B 6= 0 adott sz¶amok)!
Megold¶as. A Ljapunov-fÄuggv¶enyt tÄobb l¶ep¶esben tal¶aljuk meg. Els}o kÄoze-
l¶³t¶esben a legegyszer}ubb Ljapunov-fÄuggv¶eny (az egyedÄul nulladrendben kicsi
y $ ¡x tagok kiejt¶es¶ere) a norman¶egyzet:
V0(x; y) := x
2 + y2 :
Ennek (4) szerinti deriv¶altja
2x ¢ (y ¡ Ax2 ¡ Bx3) ¡ 2yx = ¡2Ax3 ¡ 2Bx4 ;
ami m¶ar csak m¶asodrendben kicsi tagokat tartalmaz, persze ez m¶eg nem
j¶o nekÄunk. Viszont V0-hoz vehetÄunk ¶ujabb tagokat ¶ugy, hogy (4) szerinti
deriv¶altjaik kiejts¶ek a legalacsonyabbfok¶u x3-Äos tagot. (Itt k¶et lehet}os¶eg kÄozt
kell v¶alasztanunk; ÄugyeljÄunk r¶a, hogy ne az eredeti tagokb¶ol ,,faragjunk le".)
A
¡2Ax2y
¶uj taggal ez teljesÄul is. Persze ehhez m¶eg ¶ujabb tagot kell hozz¶avennÄunk,
hiszen ezzel a (4) szerinti deriv¶altba bejÄott az ¶ujabb harmadfok¶u ¡4Axy2
tag. Ennek elimin¶al¶as¶ara viszont megfelel a ¡43Ay3 tag, ami a (4) szerinti
deriv¶al¶askor m¶ar nem hoz be ¶ujabb ,,kellemetlen" tagot. Legyen h¶at




ennek (4) szerinti deriv¶altja teh¶at
4A2x3y ¡ 2Bx4 + 4ABx4y ;
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ami m¶ar csak harmadrendben kicsi tagokat tartalmaz. Viszont ez sem pozit¶³v,
sem negat¶³v de¯nit (amelyre alkalmazhat¶o volna valamelyik Ljapunov-t¶etel).
V1-hez teh¶at veszÄunk m¶eg ¶ujabb tagokat: egyet, ami a (4) szerinti deriv¶al¶as
sor¶an kiejti a ¡2Bx4 tag fel¶et, ¡Bx4-t (az¶ert nem az eg¶eszet, mert az-
zal deriv¶al¶askor semmik¶eppen nem jutn¶ank de¯nit Ljapunov-fÄuggv¶enyhez);
¶es egy m¶asikat, amelyik kiejti a 4A2x3y tagot. Erre megfelel 2A2x2y2 ¡
Bx3y: Viszont a (4) szerinti deriv¶al¶askor ezek az ¶ujabb negyedfok¶u 4A2xy3 ¡
3Bx2y2 r¶eszt hozza be, ami vegyes tagokb¶ol ¶all. Ezeket ¶ujabb tagokkal fogjuk
elimin¶alni, nevezetesen A2y4 ¡ Bxy3 hozz¶aad¶as¶aval, amely a deriv¶al¶askor |
a negyedrendben kicsi ¶es az elimin¶al¶o tagokon k¶³vÄul| m¶ar csak a ¡Bx4 ¶uj
tagot hozza be. Teh¶at legyen
V2(x; y) := V1(x; y) + 2A
2x2y2 ¡ Bx3y + A2y4 ¡ Bxy3 =
= x2 + y2 ¡ 2Ax2y ¡ 4
3
Ay3 + 2A2x2y2 ¡ Bx3y + A2y4 ¡ Bxy3 :










+ 0 = 1 :
Ez¶ert az orig¶o egy alkalmas hi¶anyos kÄornyezet¶eben V2 pozit¶³v, teh¶at V2 pozit¶³v
de¯nit. Tov¶abb¶a
V 02(x; y) =
·
2x ¡ 4Axy + 4A2xy2 ¡ 3Bx2y ¡ By3 ;
2y ¡ 2Ax2 ¡ 4Ay2 + 4A2x2y ¡ Bx3 + 4A2y3 ¡ 3Bxy2
¸T
:
¶Igy V2-nek (4) szerinti deriv¶altja
@(4)V2(x; y) = 2xy ¡ 4Axy2 + 4A2xy3 ¡ 3Bx2y2 ¡ By4¡
¡2Ax3 + 4A2x3y ¡ 4A3x3y2 + 3ABx4y + ABx2y3¡
¡2Bx4 + 4ABx4y ¡ 4A2Bx4y2 + 3B2x5y + B2x3y3¡
¡2xy + 2Ax3 + 4Axy2 ¡ 4A2x3y + Bx4 ¡ 4A2xy3 + 3Bx2y2 =
= ¡By4 ¡ Bx4 ¡ 4A3x3y2 + 3ABx4y + ABx2y3+
+4ABx4y ¡ 4A2Bx4y2 + 3B2x5y + B2x3y3 :
Teh¶at
@(4)V2(x; y) = ¡B(x4 + y4) + R(x; y) ;
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Eszerint van olyan ± > 0 sz¶am, hogy 0 < x2 + y2 < ±2 eset¶en
jR(x; y)j · jBj
4
(x2 + y2)2 ;
ez esetben x4 + y4 ¸ 1
2
(x2 + y2)2 miatt @(4)V2(x; y) = ¡B(x4 + y4) + R(x; y)
el}ojele megegyezik ¡B(x4 + y4) el}ojel¶evel. Nevezetesen, a 0 < x2 + y2 < ±2
hi¶anyos gÄombben
² B > 0 eset¶en @(4)V2(x; y) negat¶³v, teh¶at ekkor @(4)V2 negat¶³v de¯nit
Ljapunov-fÄuggv¶eny;
² B < 0 eset¶en @(4)V2(x; y) pozit¶³v, teh¶at ekkor @(4)V2 pozit¶³v de¯nit
Ljapunov-fÄuggv¶eny.
Ez V2 pozit¶³v de¯nit volta miatt azt jelenti, hogy
² B > 0 eset¶en a (4) rendszernek az orig¶o aszimptotikusan stabil egyens¶ulya;
² B < 0 eset¶en pedig (4)-nek az orig¶o instabil egyens¶ulya.
Mostant¶ol legyen F : IR ! IR a 0-ban h¶aromszor deriv¶alhat¶o fÄuggv¶eny ¶es
F (0) = 0.
19. De¯n¶³ci¶o. Az
(5) x00 + F 0(x) ¢ x0 + x = 0
Li¶enard-t¶³pus¶u di®erenci¶alegyenletet kv¶azipendulumnak nevezzÄuk. (Ennek
line¶aris kÄozel¶³t¶ese ugyanaz, mint a pendulum¶e.)
Az (5) egyenlet az y := x0 + F ± x de¯n¶³ci¶oval ekvivalens a
(6)
½
x0 = y ¡ F (x)
y0 = ¡x
rendszerrel. Ennek az orig¶o az egyetlen egyens¶ulyi pontja, tov¶abb¶a adott
kezdeti felt¶etelhez tartoz¶o megold¶asa egy¶ertelm}u.
20. T¶etel.
² Ha vagy F 0(0) > 0; vagy F 0(0) = 0 ¶es F 000(0) > 0; akkor (5) null¶allapota
aszimptotikusan stabil.
² Ha vagy F 0(0) < 0; vagy F 0(0) = 0 ¶es F 000(0) < 0; akkor (5) null¶allapota
instabil.














Innen azonnal F 0(0) > 0 eset¶en a null¶allapot aszimptotikusan stabil, F 0(0) <
0 eset¶en pedig instabil.
H¶atra van m¶eg az F 0(0) = 0 eset. Mivel F (0) is 0; ¶³gy a L'H}opital-
szab¶aly alapj¶an kÄozismerten van olyan r : DF ! IR a 0-ban harmadrendben
kicsi fÄuggv¶eny, hogy minden x 2 DF -re
F (x) = Ax2 + Bx3 + r(x) ;
ahol A = 1
2
F 00(0) ¶es B = 1
6
F 000(0) 6= 0: Ezzel (6) a
(7)
½
x0 = y ¡ Ax2 ¡ Bx3 ¡ r(x)
y0 = ¡x
alakot Äolti. Mivel a jobboldal csak az els}o komponensben egy harmadrendben
kicsi tagban t¶er el a m¶ar t¶argyalt (4) rendszert}ol, ez¶ert k¶ezenfekv}o az ahhoz
megfelel}onek bizonyult
V (x; y) := x2 + y2 ¡ 2Ax2y ¡ 4
3
Ay3 + 2A2x2y2 ¡ Bx3y + A2y4 ¡ Bxy3
pozit¶³v de¯nit Ljapunov-fÄuggv¶enyt tekinteni. V -nek a legut¶obbi p¶eld¶aban
m¶ar kisz¶amolt (4) szerinti deriv¶altja








@(6)V (x; y) ¡ @(4)V (x; y) = @1V (x; y) ¢ r(x) ;
s mivel @1V (x; y) konstans tagot nem tartalmaz¶o k¶etv¶altoz¶os polinom, to-
v¶abb¶a r az orig¶oban harmadrendben kicsi, ez¶ert a 17. Megjegyz¶esb}ol
lim
x2+y2!0
@1V (x; y) ¢ r(x)
(x2 + y2)2
= 0 :
Eszerint van olyan k¶etv¶altoz¶os q fÄuggv¶eny, amelyre







Eszerint van olyan ± > 0 sz¶am, hogy 0 < x2 + y2 < ±2 eset¶en
jq(x; y)j · jBj
4
(x2 + y2)2 ;
ez esetben x4 + y4 ¸ 12 (x2 + y2)2 miatt @(6)V (x; y) = ¡B(x4 + y4) + q(x; y)
el}ojele megegyezik ¡B(x4 + y4) el}ojel¶evel. Nevezetesen, a 0 < x2 + y2 < ±2
hi¶anyos gÄombben
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² F 000(0) = 6B > 0 eset¶en @(6)V (x; y) negat¶³v, teh¶at ekkor @(6)V negat¶³v
de¯nit Ljapunov-fÄuggv¶eny;
² F 000(0) = 6B < 0 eset¶en @(6)V (x; y) pozit¶³v, teh¶at ekkor @(6)V pozit¶³v
de¯nit Ljapunov-fÄuggv¶eny.
Ez V pozit¶³v de¯nit volta miatt azt jelenti, hogy
² F 000(0) > 0 eset¶en a (6) rendszer (¶es ¶³gy az (5) egyenlet) null¶allapota
aszimptotikusan stabil;
² F 000(0) < 0 eset¶en a (6) rendszer (¶es ¶³gy az (5) egyenlet) null¶allapota
instabil.
2
21. KÄovetkezm¶eny. A fenti t¶etel ¶ertelm¶eben a matematikai pendulumb¶ol
egy az orig¶oban h¶aromszor deriv¶alhat¶o F fÄuggv¶eny gerjeszt¶es¶evel sz¶armaztatott
x00 + F 0(x) ¢ x0 + x = 0
kv¶azipendulum null¶allapota F 000(0) 6= 0 eset¶en vagy instabil, vagy aszimp-
totikusan stabil. Teh¶at az egyens¶uly egy alkalmas kÄornyezet¶en belÄul soha
nem alakulhat ki sem ciklus, sem hat¶arciklus. Ha ezenfelÄul az x 7! x ¢ F (x)
fÄuggv¶enynek 0-ban glob¶alis szigor¶u minimuma van, akkor a 12. KÄovetkezm¶eny
miatt sehol nem alakulhat ki sem ciklus, sem hat¶arciklus.
22. P¶elda. A fenti t¶etel alapj¶an az x00 + (2x ¡ 3x2) ¢ x0 + x = 0 egyenlet
(F (x) = x2 ¡x3) null¶allapota instabil. Hasonl¶oan ad¶odik, hogy az x00 +(2x+
3x2) ¢ x0 + x = 0 egyenlet null¶allapota aszimptotikusan stabil. A kor¶abban
m¶ar t¶argyalt x00 ¡ 3x2 ¢ x0 + x = 0 egyenlet null¶allapot¶anak instabilit¶asa is
kÄovetkezik a fenti t¶etelb}ol; szint¶ugy, mint az x00 + 3x2 ¢ x0 + x = 0 egyenlet
null¶allapot¶anak aszimptotikus stabilit¶asa.
23. P¶elda. Az
x00 + x ¢ x0 + x = 0
kv¶azipendulumra nem alkalmazhat¶o sem a 20. T¶etel, sem a 8. vagy a 11.
¶All¶³t¶as. A stabilit¶ast a
V (x; y) := 2 + (x2 ¡ 2y ¡ 2) ¢ e¡y
Ljapunov-fÄuggv¶ennyel vizsg¶aljuk. (Az al¶abbi megjegyz¶esben vil¶ag¶³tjuk meg,
hogyan tal¶altunk r¶a erre a fÄuggv¶enyre.) V gradiense
V 0(x; y) =
£




V 00(x; y) =
·
2e¡y ¡2xe¡y











ami pozit¶³v de¯nit, teh¶at V pozit¶³v de¯nit Ljapunov-fÄuggv¶eny az orig¶oban.
Ugyanakkor V -nek a
(8)
½




@(8)V (x; y) = 2xe
¡y ¢ (y ¡ x
2
2
) ¡ (2y ¡ x2)e¡y ¢ x = 0 ;
teh¶at V els}o integr¶alja (8)-nak. Innen azonnal kÄovetkezik, hogy az x00 + x ¢
x0 + x = 0 egyenlet null¶allapota stabil. Ugyanakkor ebb}ol az is kÄovetkezik,




+ x0(t)) = konstans ;
teh¶at pl. az orig¶ohoz kell}oen kÄozelr}ol indul¶o, x(0) = 0; x0(0) 6= 0 kezdeti
felt¶etel}u megold¶asra x(t) ¶es x0(t) soha nem tarthat egyidej}uleg az orig¶ohoz.
Teh¶at az egyenlet null¶allapota nem vonz¶o.
24. Megjegyz¶es. A fenti p¶eldabeli Ljapunov-fÄuggv¶enyt a 18. P¶elda logik¶aj¶a-
val tal¶altuk meg. Legel}oszÄor vettÄuk az y $ ¡x tagok kiejt¶es¶ere legegyszer}ubb
V0(x; y) := x
2 + y2
Ljapunov-fÄuggv¶enyt. Ennek (1) szerinti deriv¶altja ¡x3; amit kiejthetÄunk a
¡x2y
¶uj taggal. Ennek hozz¶av¶etel¶evel az (1) szerinti deriv¶alt ¡2xy2+x3y-ra m¶odosul.







tagokat. Ha ezt az elj¶ar¶ast folytatjuk, hamar r¶ajÄovÄunk, hogy a m¶odosult de-
riv¶alt soha nem t}unik el, ¶es de¯nit sem lesz soha. Viszont az elj¶ar¶as foly-
tat¶as¶aval egyre kisebb rend}u marad¶ekokat kapunk, r¶aad¶asul az egyre ¶ujabb
tagokban szab¶alyoss¶agot ¯gyelhetÄunk meg. Minden l¶ep¶esben k¶etf¶ele tag jÄon
be: egy ,,x2-tel szorzott" ¶es egy ,,tiszta y-os". Ezek rendre a kÄovetkez}ok (az
eredeti x2 + y2-et is hozz¶ajuk sz¶am¶³tva):



























+ ¢ ¢ ¢
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Mivel az egyre ¶ujabb marad¶ekok az orig¶o kÄorÄul 0-hoz tartanak, ez¶ert v¶egtelen
Äosszegz¶essel a marad¶ek v¶arhat¶olag teljesen el fog t}unni (teh¶at els}o integr¶alt ka-
punk). Az els}o sor Äosszegz¶ese trivi¶alisan x2 ¢e¡y: A m¶asodik sor¶e nehezebbnek










tagonk¶ent deriv¶alhat¶o. A tagonk¶enti deriv¶alt (erre a jobb oldal szerinti de-






= 2y ¢ e¡y ;








2u ¢ e¡u du = 2 ¡ (2y + 2) ¢ e¡y :
¶Igy jutottunk a
V (x; y) = x2 ¢ e¡y + 2 ¡ (2y + 2) ¢ e¡y = 2 + (x2 ¡ 2y ¡ 2) ¢ e¡y
Ljapunov-fÄuggv¶enyhez, amely leellen}orizve t¶enyleg els}o integr¶alnak bizonyult.
25. P¶elda. A Li¶enard-egyenletek fontos speci¶alis eset¶et jelentik a Lotka-
Volterra-t¶³pus¶u ½
x0 = x ¢ (® ¡ ¸1y)
y0 = y ¢ (¸2x ¡ ¯)
di®erenci¶alegyenlet-rendszerek abban az ¶ertelemben, hogy az u = lnx ¡ ln ¯
¸2
fÄuggv¶eny trivi¶alisan az
u00 + ¯(1 ¡ eu) ¢ u0 ¡ ®¯(1 ¡ eu) = 0
Li¶enard-egyenletet el¶eg¶³ti ki (amelynek a 0 egyens¶ulyi helye ¶eppen az eredeti
rendszer pozit¶³v egyens¶uly¶anak felel meg). Erre a fenti eredm¶enyeink nem
alkalmazhat¶ok, ami Äosszhangban ¶all azzal az elemi m¶odon is kisz¶am¶³that¶o
t¶ennyel, hogy a Lotka-Volterra-f¶ele rendszer nem egyens¶ulyi pozit¶³v megold¶asai
eleve ciklikusak; viszont a fenti ¶all¶³t¶asok a ciklusok ¶es hat¶arciklusok vonatko-
z¶as¶aban csak azok esetleges kiz¶ar¶as¶ara haszn¶alhat¶ok. ¶Igy a fenti eredm¶enyek
alkalmaz¶asa csak bonyolultabb modellek eset¶en jÄohet sz¶oba. Megeml¶³tjÄuk, hogy
az Äuzleti ciklusok modellez¶es¶eben a Lotka-Volterra-f¶ele speci¶alis eset a Good-
win-f¶ele modellnek felel meg [2].
26. P¶elda. A 2008-as [1] dolgozatban Faria, Cuestas ¶es Gil-Alana az
e00 + g0(e) ¢ e0 + f(e) = 0
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Li¶enard-egyenletet vizsg¶alt¶ak, ahol e a v¶allalkoz¶asok id}ot}ol fÄugg}o mennyis¶ege.
Erre Li¶enard 1928-as eredm¶eny¶et direktben alkalmazva jutottak a hat¶arciklus
l¶etez¶es¶ehez. Ezen k¶³vÄul az e00 + e0 + e = a line¶aris esetet vizsg¶alt¶ak, amelynek
megold¶asai term¶eszetesen kileng¶esekkel, de exponenci¶alis gyorsas¶aggal tar-
tanak az egyens¶ulyhoz. Mindehhez m¶eg a kÄovetkez}o speci¶alis illetve elfajult
esetet tudjuk megeml¶³teni:
1. ha g000(0) 6= 0 ¶es f(e) = e; akkor az egyens¶uly alkalmas kÄornyezet¶en
belÄul a 21. KÄovetkezm¶eny alapj¶an nem alakulhat ki hat¶arciklus.
2. ha g(e) = 12e
2 ¶es f(e) = e; akkor a 23. P¶elda miatt az egyens¶uly egy al-
kalmas kÄornyezet¶en belÄul a munkan¶elkÄulis¶eg ¶es a v¶allalkoz¶asok alakul¶asa
eleve ciklikus.
4 ÄOsszefoglal¶as
Jelen dolgozat meg¶³r¶as¶at az motiv¶alta, hogy viszonylag sok olyan dinamikai
probl¶ema l¶etezik, amelyek stabilit¶as¶at ugyan nem lehet a lineariz¶al¶as sz¶eles
kÄorben ismert m¶odszer¶evel jellemezni, de a nemline¶aris rendszerekre vonat-
koz¶o teljes appar¶atusra sincs hozz¶ajuk szÄuks¶eg, hanem az egyv¶altoz¶os anal¶³zis
hagyom¶anyosan oktatott t¶etelein alapul¶o felt¶etelekkel kezelhet}ok. Ezek kÄoz¶e
tartoznak az elektromos rezg}okÄorÄok ¶es Äuzleti ciklusok modellez¶es¶eben is ha-
t¶ekonyan szerepeltetett Li¶enard-f¶ele m¶asodrend}u di®erenci¶alegyenletek. Mi
els}osorban nem hat¶arciklusokra, hanem az egyens¶uly klasszikus ¶ertelemben
vett stabilit¶as¶ara ¶es vonz¶as¶ara vontakoz¶o eredm¶enyeket igazoltunk, abb¶ol ki-
indulva, hogy ehhez a sz¶eles terÄuletet felÄolel}o egyenlett¶³pushoz k¶epest t¶ul
sz}uk vizsg¶alati terÄulet az, amely csak hat¶arciklusokat vizsg¶al, az egyens¶ulyhoz
val¶o tart¶ast pedig nem (kÄulÄonÄos tekintettel arra, hogy m¶eg a gerjesztett in-
g¶ak is ugyanezzel az egyenlett¶³pussal modellezhet}ok). Az Äuzleti ciklusokkal
fogalkoz¶o dolgozatok (pl. [3,4,2,1] rendszerint nagyon mechanikusan hivat-
kozz¶ak Li¶enard |val¶oban fajs¶ulyos| [5] dolgozat¶at, az egyenlett¶³pus elemibb
tulajdons¶againak vizsg¶alata n¶elkÄul, m¶arpedig az egyszer}ubb vizsg¶alatok el-
mulaszt¶asa mindig mag¶aban hordozza annak vesz¶ely¶et, hogy a modell speku-
lat¶³vv¶a v¶alik. A 8. ¶es a 11. ¶All¶³t¶as, valamint a 20. T¶etel bizony¶³t¶as¶aval ezt a
hi¶anyt szerettÄuk volna valamennyire betÄolteni, rem¶enyeink szerint kÄozelebb
hozva az alkalmaz¶okat e di®erenci¶alegyenletek bels}o, m¶egis elemi tulajdon-
s¶againak vizsg¶alat¶ahoz. A klasszikus vizsg¶alatokkal egyÄutt ugyanakkor a ha-
t¶arciklusok kiz¶ar¶as¶ara is adtunk felt¶eteleket (12. ¶es 21. KÄovetkezm¶eny).
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LOCAL ENERGY METHOD FOR LITTLE ORDER FORCED
LI¶ENARD EQUATIONS
The Li¶enard type di®erential equation of the form x00 + f(x) ¢ x0 + g(x) = 0 has
a central role in business cycle models by K¶aldor [3], Kalecki [4] and Goodwin [2],
moreover in a new model describing the cyclical behavior of unemployment and
entrepreneurship [1]. The same type of nonlinear equation explains the features of
forced pendulums and electric circuits [5]. The related literature discusses mainly
the existence of limit cycles, although the fundamental stability questions of this
topic can be managed much more easily. The achieved results also outline the
conditions for the existence of limit cycles. In this work, by the e®ective language
of real valued analysis, we obtain easy-formulated results which may broaden the
frames of economic and business cycle models, moreover we may gain new illustra-
tive particular cases for e.g., [1].
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BIZTOS¶IT¶ASI ¶ES P¶ENZÄUGYI KOCK¶AZAT EGYÄUTTES
HAT¶ASA A BIZTOS¶IT¶OK SZOLVENCIA-SZ¶AM¶IT¶AS¶AN¶AL1
SZÄULE BORB¶ALA
Budapesti Corvinus Egyetem
A Szolvencia II n¶even eml¶³tett ¶uj ir¶anyelv elfogad¶asa az Eur¶opai Uni¶oban
¶uj helyzetet teremt a biztos¶³t¶ok t}okeszÄuks¶eglet-sz¶am¶³t¶as¶an¶al. A tanulm¶any
a biztos¶³t¶ok m}ukÄod¶es¶et modellezve azt elemzi, hogyan hatnak a biztos¶³t¶ok
¶allom¶any¶anak egyes jellemz}oi a t}okeszÄuks¶eglet ¶ert¶ek¶ere egy olyan elm¶eleti
modellben, amelyben a t}okeszÄuks¶eglet-¶ert¶ekek a Szolvencia II szab¶alyok alap-
j¶an sz¶amolhat¶ok. A modellben biztos¶³t¶asi illetve p¶enzÄugyi kock¶azati ,,modul"
¯gyelembev¶etel¶ere kerÄul sor kÄulÄon-kÄulÄon sz¶amol¶assal, illetve a k¶et kock¶azat-
fajta kÄozÄos modellben val¶o egyÄuttes ¯gyelembev¶etel¶evel (a Szolvencia II ered-
m¶enyekkel val¶o Äosszehasonl¶³t¶ashoz). Az elm¶eleti eredm¶enyek alapj¶an meg-
¶allap¶³that¶o, hogy a t}okeszÄuks¶egletre vonatkoz¶oan sz¶amolhat¶o ¶ert¶ekek elt¶er-
hetnek e k¶et esetben. Az eredm¶enyek alapj¶an lehet}os¶eg van az elt¶er¶esek
h¶atter¶eben ¶all¶o t¶enyez}ok tanulm¶anyoz¶as¶ara is.
1 Bevezet¶es
Eur¶op¶aban a biztos¶³t¶ok tev¶ekenys¶eg¶ere vonatkoz¶oan 2009-ben fogadt¶ak el
a rÄoviden Szolvencia II (Solvency II) elnevez¶es}u ir¶anyelvet2, amely tÄobb
m¶as t¶em¶an k¶³vÄul a biztos¶³t¶ok szolvenci¶aj¶aval kapcsolatos sz¶am¶³t¶asokkal is
foglalkozik. A Szolvencia II szab¶alyok szerint a biztos¶³t¶oknak legal¶abb annyi
saj¶at t}ok¶et kell tartaniuk, hogy az (a v¶allalkoz¶as folytat¶as¶anak elv¶et ¯gyelem-
bev¶eve) egy ¶eves id}otartamot tekintve fedezze a nem v¶art vesztes¶egeket (ez az
¶ert¶ek a biztos¶³t¶o alap saj¶at t}ok¶eje eset¶eben 99,5%-os megb¶³zhat¶os¶agi szinten
sz¶am¶³tott kock¶aztatott ¶ert¶eknek (Value-at-Risk, VaR) felel meg3:
,,It shall correspond to the Value-at-Risk of the basic own funds of
an insurance or reinsurance undertaking subject to a con¯dence
level of 99,5% over a one-year period."
A szolvencia t}okekÄovetelm¶eny (Solvency Capital Requirement) sz¶am¶³t¶asa
sor¶an a nem-¶eletbiztos¶³t¶asi (non-life underwriting risk), ¶eletbiztos¶³t¶asi (life
underwriting risk), eg¶eszs¶egbiztos¶³t¶asi (health underwriting risk), piaci (mar-
ket risk), m}ukÄod¶esi (operational risk) ¶es a hitelkock¶azatot (credit risk)4 kell
1Be¶erkezett: 2010. augusztus 9. E-mail: borbala.szule@uni-corvinus.hu.
2Directive 2009/138/EC of the European Parliament and of the Council of 25 November
2009 on the taking-up and pursuit of the business of Insurance and Reinsurance (Solvency
II)
3Directive 2009/138/EC, Article 101
4Directive 2009/138/EC, Article 101
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¯gyelembe venni ¶ugy, hogy a m}ukÄod¶esi kock¶azaton k¶³vÄul a tÄobbi kock¶azat
eset¶eben sz¶amolt t}okeszÄuks¶egleteket egy megfelel}o k¶eplet alapj¶an Äosszegzik
(Basic Solvency Capital Requirement) majd ehhez hozz¶aadj¶ak a m}ukÄod¶esi
kock¶azatra vonatkoz¶oan sz¶am¶³tott t}okeszÄuks¶eglet-¶ert¶eket illetve m¶eg tov¶abbi
korrekci¶ok elv¶egz¶es¶ere kerÄul sor. A m}ukÄod¶esi kock¶azaton k¶³vÄuli kock¶azatok
alapj¶an sz¶am¶³tott t}okeszÄuks¶eglet (Basic Solvency Capital Requirement) k¶ep-
lete az ir¶anyelv alapj¶an5:
sX
i;j
Corri;j £ SCRi £ SCRj ; (1)
ahol az SCR ¶ert¶ekek a kÄulÄonbÄoz}o kock¶azati modulok eset¶eben sz¶am¶³tott
t}okeszÄuks¶egleteket jelÄolik6, a Corr ¶ert¶ekek pedig egy meghat¶arozott korre-
l¶aci¶os m¶atrix elemeit jelentik, ha p¶eld¶aul a kock¶azati modulok kÄozÄul az ¶elet-
biztos¶³t¶asi kock¶azatos ¶es a piaci kock¶azatos kock¶azati modult tekintjÄuk, a
megfelel}o korrel¶aci¶os ¶ert¶ek a Szolvencia II alapj¶an 0,25 (e korrel¶aci¶os m¶atrixot
a FÄuggel¶ek mutatja). Az ir¶anyelv szÄoveg¶eben szerepl}o korrel¶aci¶os ¶ert¶ekek
kalibr¶al¶asa a biztos¶³t¶ok t}okeszÄuks¶eglet¶enek meghat¶aroz¶asa szempontj¶ab¶ol fon-
tos k¶erd¶es ¶es e t¶em¶aval kapcsolatban is sz¶amos elemz¶es k¶eszÄult.7 A biztos¶³t¶ok
egy¶ebk¶ent az ir¶anyelv alapj¶an a t}okeszÄuks¶eglet kisz¶am¶³t¶as¶ara r¶eszben vagy
teljesen bels}o modellt is haszn¶alhatnak majd.8
A k¶epletb}ol is l¶athat¶o teh¶at, hogy a Szolvencia II szab¶alyok alkalmaz¶asakor
a kÄulÄonbÄoz}o kock¶azatokn¶al kÄulÄon-kÄulÄon sz¶am¶³tott t}okekÄovetelm¶enyeknek a
kock¶azatok kÄozÄotti korrel¶aci¶okon alapul¶o Äosszes¶³t¶es¶er}ol van sz¶o. E sz¶amol¶asi
megkÄozel¶³t¶es eredm¶enye elt¶erhet att¶ol, mint ha az Äosszes¶³tett t}okeszÄuks¶egletet
a kock¶azat-fajt¶ak kÄozÄos modellj¶eben lehetne sz¶amolni. A gyakorlatban ter-
m¶eszetesen a kÄulÄonbÄoz}o kock¶azat-fajt¶ak Äosszetetts¶ege kÄovetkezt¶eben nagyon
bonyolult feladatot jelentene egy ilyesfajta kÄozÄos modell fel¶ep¶³t¶ese (¶es az alkal-
mazand¶o param¶eterek sz¶am¶³t¶asa), de elm¶eleti modell keret¶eben Äosszevethet}ok
a t}okeszÄuks¶egletre vonatkoz¶o k¶etf¶ele sz¶amol¶asi m¶odszer eredm¶enyei. Jelen
tanulm¶any f}o c¶elja ezen eredm¶enyek Äosszehasonl¶³t¶asa. A kÄovetkez}okben egy
olyan elm¶eleti modell keretein belÄul tanulm¶anyozzuk a kÄulÄon sz¶am¶³tott t}o-
keszÄuks¶egleteket korrel¶aci¶ok alapj¶an aggreg¶al¶o Szolvencia II megkÄozel¶³t¶es ¶es
a kock¶azatokat kÄozÄos modellben elemz}o megkÄozel¶³t¶es eredm¶enyeinek kÄulÄonb-
s¶egeit, ami a biztos¶³t¶ok legink¶abb l¶enyegesnek tekinthet}o jellemz}oivel ren-
delkezik. A bemutatott elm¶eleti modellben alkalmazott feltev¶esek lehet}ov¶e
teszik a k¶etf¶ele megkÄozel¶³t¶esn¶el a t}okeszÄuks¶egletek ¶es a param¶eterek kÄozÄott
fÄuggv¶enykapcsolat fel¶³r¶as¶at is, ¶³gy jelen modellben ¶ert¶ekelhet}o a biztos¶³t¶ok
¶allom¶any¶at jellemz}o n¶eh¶any fontos tulajdons¶ag (p¶eld¶aul az ¶allom¶anynagys¶ag)
t}okeszÄuks¶eglet-¶ert¶ekre gyakorolt hat¶asa is.
5Directive 2009/138/EC, Annex IV
6A kock¶azati modulok: nem-¶eletbiztos¶³t¶asi (non-life underwriting), ¶eletbiztos¶³t¶asi (life
underwriting), eg¶eszs¶egbiztos¶³t¶asi (health underwriting), piaci (market), cs}od (counter-
party default), a Directive 2009/138/EC, Annex IV szerint.
7CRO Forum[2009]
8Directive 2009/138/EC, Article 112
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2 A biztos¶³t¶o kock¶azati modellje
A Szolvencia II szab¶alyok szerint a t}okeszÄuks¶eglet-sz¶am¶³t¶asban fontos szerepe
van a kÄulÄonbÄoz}o kock¶azatok kÄozÄotti korrel¶aci¶oknak. A matematika egyik is-
mert eredm¶enye, hogy a line¶aris korrel¶aci¶os egyÄutthat¶o ¶ert¶eke (tÄobbdimenzi¶os)
norm¶alis eloszl¶as eset¶eben alkalmas a fÄuggetlens¶eg meg¶allap¶³t¶as¶ara is: ameny-
nyiben p¶eld¶aul k¶et (egyÄuttesen k¶etdimenzi¶os norm¶alis eloszl¶assal rendelkez}o)
val¶osz¶³n}us¶egi v¶altoz¶o eset¶eben a korrel¶aci¶os egyÄutthat¶o ¶ert¶eke nulla, akkor a
k¶et val¶osz¶³n}us¶egi v¶altoz¶o fÄuggetlens¶eg¶ere lehet kÄovetkeztetni. A gyakorlat-
ban a biztos¶³t¶ok t}okeszÄuks¶eglet-sz¶am¶³t¶asain¶al nem tekinthet}ok ¶altal¶anosnak
az olyan helyzetek, amelyekn¶el a t}okeszÄuks¶egletet befoly¶asol¶o val¶osz¶³n}us¶egi
v¶altoz¶ok egyÄuttes eloszl¶asa tÄobbdimenzi¶os norm¶alis eloszl¶as lenne, ehelyett a
t}okeszÄuks¶eglet-sz¶am¶³t¶asokban ink¶abb egyes, a norm¶alis eloszl¶ast¶ol kÄulÄonbÄoz}o
(p¶eld¶aul nem szimmetrikus) eloszl¶asok ¯gyelembev¶etele indokolt. Ezzel e-
gyÄutt ¶erdemes lehet j¶ol ¶attekinthet}o (tÄobbdimenzi¶os) norm¶alis eloszl¶as felt¶e-
telez¶es¶evel fel¶ep¶³tett keretben is elemezni a Szolvencia II szab¶alyok alapj¶an
meghat¶arozhat¶o t}okeszÄuks¶eglet m¶ert¶ek¶et, mivel ez kiindul¶opontk¶ent (illetve
Äosszehasonl¶³t¶asi alapk¶ent) szolg¶alhat tov¶abbi, m¶asfajta eloszl¶asokat alkalmaz¶o
elemz¶esekhez. A tÄobbdimenzi¶os normalit¶as feltev¶es¶et alkalmaz¶o megkÄozel¶³t¶es
el}onye lehet tov¶abb¶a, hogy ilyen esetben tÄobb eredm¶enyt k¶epletek alkalma-
z¶as¶aval is le lehet vezetni ¶es az elemz¶es nem szorul Äosszetettebb, szimul¶aci¶os
sz¶am¶³t¶asok elv¶egz¶es¶ere.
A biztos¶³t¶ok (kÄulÄonÄosen az ¶eletbiztos¶³t¶ok) m}ukÄod¶es¶et nagym¶ert¶ekben be-
foly¶asol¶o k¶et kock¶azati fajta a biztos¶³t¶asi kock¶azat ¶es a p¶enzÄugyi (piaci, illetve
befektet¶esi) kock¶azat. A modellben a Szolvencia II szab¶alyoz¶asban eml¶³tett
VaR sz¶am¶³t¶as gondolatmenet¶ehez igazod¶oan meghat¶arozhat¶o az e k¶et koc-
k¶azat-fajt¶ahoz rendelhet}o t}okeszÄuks¶eglet kÄulÄon-kÄulÄon ¶es abban az esetben is,
amikor a k¶et kock¶azat-fajt¶at kÄozÄos modellben egyidej}uleg vesszÄuk ¯gyelembe
a sz¶am¶³t¶asok sor¶an (a tÄobbdimenzi¶os norm¶alis eloszl¶as feltev¶es¶enek alkalma-
z¶as¶aval). Ez ut¶obbi t}okeszÄuks¶eglet-¶ert¶ek Äosszevethet}o azzal az ¶ert¶ekkel, amely
a Szolvencia II k¶eplet alapj¶an a kÄulÄon-kÄulÄon sz¶am¶³tott t}okeszÄuks¶eglet ¶ert¶ekek
alapj¶an sz¶amolhat¶o az alap t}okeszÄuks¶eglet-¶ert¶ekk¶ent (Basic Solvency Capital
Requirement).
A t}okeszÄuks¶eglet sz¶am¶³t¶as¶an¶al a Szolvencia II szab¶alyokn¶al a VaR fogalma
jelenik meg. CEA[2006] a szolvencia-szab¶alyoz¶assal kapcsolatban a VaR fo-
galm¶at ¶ugy de¯ni¶alja, hogy ha a VaR-nak megfelel}o t}oke tart¶as¶ara kerÄul sor,
akkor a VaR sz¶am¶³t¶as¶an¶al alkalmazott megb¶³zhat¶os¶agi szintnek megfelel}o a
szolvencia val¶osz¶³n}us¶ege olyan ¶ertelemben, hogy az eszkÄozÄok ¶ert¶eke legal¶abb
annyi, mint a kÄotelezetts¶egek (regulatory liabilities) ¶ert¶eke, illetve az in-
szolvencia val¶osz¶³n}us¶ege egy m¶³nusz az adott megb¶³zhat¶os¶agi szint. A VaR
de¯n¶³ci¶oja McNeil et al. [2005] (37-38. o.) alapj¶an pontosabban is megfo-
galmazhat¶o. TekintsÄuk kock¶azatos eszkÄozÄok valamely portf¶oli¶oj¶at adott ¢
rÄogz¶³tett id}otartam alatt, valamilyen ® 2 (0; 1) megb¶³zhat¶os¶agi szintet ¶es
jelÄolje a megfelel}o vesztes¶egeloszl¶as eloszl¶asfÄuggv¶eny¶et:
FL(l) = P (L · l) ; (2)
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A portf¶oli¶o VaR ¶ert¶eke ® megb¶³zhat¶os¶agi szinten az a legkisebb l ¶ert¶ek, amely-
n¶el az a val¶osz¶³n}us¶eg, hogy az L vesztes¶eg meghaladja l-t nem nagyobb, mint
(1 ¡ ®):
VaR® = inff l 2 R : P (L > l) · 1 ¡ ® g = inff l 2 R : FL(l) ¸ ®g : (3)
A VaR ¶ert¶ekeket m¶ar tÄobb ¶evvel ezel}ott is gyakran alkalmazt¶ak p¶eld¶aul
bankokn¶al bizonyos kock¶azatok m¶er¶es¶en¶el. A Szolvencia II szab¶alyoz¶ashoz
hasonl¶o szab¶alyok eset¶eben a B¶azeli Bizotts¶ag bankok eset¶eben a piaci kock¶a-
zattal kapcsolatban a VaR alkalmaz¶as¶an¶al 99%-os szintet, az id}ohorizont (¢)
¶ert¶ek¶ere pedig 10 napot javasolt (McNeil et al. [2005], 43. o.), ez kÄulÄonbs¶eg
a biztos¶³t¶okra vonatkoz¶oan a Szolvencia II szab¶alyoz¶asban eml¶³tett 99,5%-os
megb¶³zhat¶os¶agi szinttel, illetve 1 ¶eves tartammal szemben.
A kÄovetkez}okben a tanulm¶anyban egy olyan elm¶eleti modell bemutat¶as¶ara
kerÄul sor, amelyn¶el a kock¶azat (illetve t}okeszÄuks¶eglet) m¶er¶ese a VaR gon-
dolatmenet¶ere ¶epÄul: CEA [2006] de¯n¶³ci¶oja alapj¶an a t}okeszÄuks¶eglet ¶ert¶eke
a modellben a kÄulÄonbÄoz}o kock¶azatok ¯gyelembev¶etele eset¶en annyi, hogy
e t}okeszÄuks¶eglet eset¶en a szolvencia val¶osz¶³n}us¶ege az egy ¶eves id}otartam
v¶eg¶en egy adott megb¶³zhat¶os¶agi szintnek felel meg olyan ¶ertelemben, hogy
az eszkÄozÄok ¶ert¶eke legal¶abb annyi, mint a kÄotelezetts¶egek ¶ert¶eke (illetve az
inszolvencia val¶osz¶³n}us¶ege egy m¶³nusz az adott megb¶³zhat¶os¶agi szint). A mo-
dellsz¶am¶³t¶asok ¶es a VaR sz¶am¶³t¶as hasonl¶os¶ag¶at a FÄuggel¶ek szeml¶elteti.
TekintsÄuk a kÄovetkez}okben a biztos¶³t¶o m}ukÄod¶es¶enek kÄovetkez}o modellj¶et:
a biztos¶³t¶o biztos¶³t¶asi szerz}od¶esek alapj¶an biztos¶³t¶asi kock¶azatot v¶allal, a
meg¶allap¶³tott d¶³jak alapj¶an sz¶am¶³tott d¶³jtartal¶ekot, illetve a rendelkez¶esre ¶all¶o
saj¶at forr¶asait (t}ok¶et) p¶enzÄugyi eszkÄozÄokbe fekteti (a befektet¶eshez p¶enzÄugyi
kock¶azat kapcsol¶odhat), az egy ¶eves id}ot¶av v¶eg¶en pedig az eszkÄozÄok ¶ert¶eke
alapj¶an lehets¶eges a biztos¶³t¶asi kÄotelezetts¶egek ki¯zet¶ese. A biztos¶³t¶o m¶erle-
g¶enek egyszer}us¶³tett s¶em¶aj¶aban teh¶at egy id}oszak m¶ulva:
E = ST + K ; (4)
ahol:
E: eszkÄozÄok Äosszesen
ST : saj¶at t}oke ¶ert¶eke
K: kÄotelezetts¶egek ¶ert¶eke
A modell nem foglalkozik egy¶eb m¶erlegt¶etelekkel, p¶eld¶aul ingatlanokkal,
id}obeli elhat¶arol¶asokkal9.




(1 + s)(1 + r) ; (5)
ahol:
n: a biztos¶³t¶asi szerz}od¶esek sz¶ama, vagyis a biztos¶³t¶o ¶allom¶any¶anak nagys¶aga
9A magyarorsz¶agi biztos¶³t¶ok m¶erleg¶en belÄul az eszkÄozÄok, a kÄotelezetts¶egek ¶es a
t}okehelyzet egyes aktu¶alis jellemz}oivel p¶eld¶aul PSZ¶AF[2010] foglalkozik.
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B: a biztos¶³t¶asi Äosszeg, amely a biztos¶³t¶asi szerz}od¶es alapj¶an a szerz}od¶es-
ben meghat¶arozott szem¶elynek a biztos¶³t¶asi esem¶eny bekÄovetkez¶ese eset¶en
¯zetend}o
p: a biztos¶³t¶asi esem¶eny bekÄovetkez¶es¶enek val¶osz¶³n}us¶ege
i: technikai kamat
s: a ,,szolvencia-szorz¶o", amely megmutatja, hogy a kezdeti d¶³jtartal¶ek
mekkora r¶esze a saj¶at t}oke ¶ert¶eke
r: befektet¶esi hozam (illetve a befektet¶esi hozam v¶arhat¶o ¶ert¶eke).
A feltev¶esek szerint a biztos¶³t¶o ¶allom¶anya homog¶en, vagyis a biztos¶³t¶asi
szerz}od¶esek fontosabb tulajdons¶agai megegyeznek: ugyanolyan val¶osz¶³n}us¶eg-
gel kÄovetkezik be a biztos¶³t¶asi esem¶eny, ¶es a biztos¶³t¶asi esem¶eny bekÄovetke-
z¶esekor a biztos¶³t¶o ¶altal ¯zetend}o Äosszeg (a biztos¶³t¶asi Äosszeg) is megegyezik
(valamint azonos a sz¶am¶³t¶asok sor¶an alkalmazott technikai kamat is). A fel-
tev¶esek alapj¶an a biztos¶³t¶o Äugyfelei egyszeri d¶³jat ¯zetnek, a kÄolts¶egek azon-
nal esed¶ekesek (ezeket a befoly¶o d¶³jb¶ol ki¯zetik) ¶es a biztos¶³t¶o d¶³jtartal¶eka az
egyszeri nett¶o d¶³jak Äosszeg¶evel egyezik meg. Az egyszeri nett¶o d¶³jak sz¶am¶³t¶asa




vagyis az egyszeri nett¶o d¶³j a kÄotelezetts¶egek v¶arhat¶o jelen¶ert¶eke (a diszkon-
t¶al¶asn¶al a technikai kamatot alkalmazva). A biztos¶³t¶asi d¶³j ezen de¯n¶³ci¶oja
ink¶abb az ¶eletbiztos¶³t¶asokn¶al jellemz}o, azzal egyÄutt, hogy a nem-¶eletbizto-
s¶³t¶asokn¶al is hasonl¶oak a biztos¶³t¶asi d¶³jsz¶am¶³t¶as kezd}o l¶ep¶esei, illetve, hogy
term¶eszetesen a gyakorlatban az ¶eletbiztos¶³t¶asokn¶al is j¶oval bonyolultabban
tÄort¶enik a d¶³jak sz¶am¶³t¶asa.
A biztos¶³t¶asi szerz}od¶esek eset¶eben a feltev¶esek szerint p val¶osz¶³n}us¶eg ren-
delhet}o a biztos¶³t¶asi esem¶eny bekÄovetkez¶es¶ehez, ¶³gy az i-edik biztos¶³t¶asi szer-
z}od¶es eset¶eben de¯ni¶alhat¶o »i (karakterisztikus) val¶osz¶³n}us¶egi v¶altoz¶o (i =
1; . . . ; n) a kÄovetkez}ok¶eppen:
»i =
½
1 a biztos¶³t¶asi esem¶eny bekÄovetkez¶esekor
0; ha a biztos¶³t¶asi esem¶eny nem kÄovetkezik be .
A biztos¶³t¶o ¶allom¶any¶aban bekÄovetkez}o Äosszes biztos¶³t¶asi esem¶enyek sz¶am¶at
jelent}o » val¶osz¶³n}us¶egi v¶altoz¶o a »i (karakterisztikus, fÄuggetlen) val¶osz¶³n}us¶egi
v¶altoz¶ok Äosszegek¶ent ¶³rhat¶o fel, teh¶at binomi¶alis eloszl¶as¶u:
» = »1 + . . . + »n : (7)
A binomi¶alis eloszl¶as¶u » val¶osz¶³n}us¶egi v¶altoz¶o eloszl¶asa eset¶eben a v¶arhat¶o
¶ert¶ek E(») = np, a variancia pedig Var(») = np(1 ¡ p). Megfelel}oen nagy
n eset¶en (ez m¶ar n = 1000 eset¶eben is teljesÄulhet) a binomi¶alis eloszl¶as
a norm¶alis eloszl¶assal kÄozel¶³thet}o. A modellben a biztos¶³t¶asi szerz}od¶esek
sz¶ama j¶oval tÄobb mint 1000 (mivel a gyakorlatban is ¶altal¶aban enn¶el na-
gyobb egy biztos¶³t¶o ¶allom¶anya), ¶³gy a biztos¶³t¶asi esem¶enyek sz¶am¶at mutat¶o
» val¶osz¶³n}us¶egi v¶altoz¶ot a tov¶abbiakban norm¶alis eloszl¶assal kÄozel¶³thet}onek
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tekintjÄuk. Ebb}ol ad¶odik, hogy a modellben a biztos¶³t¶o t¶enyleges kÄotelezett-
s¶eg¶enek egy ¶ev m¶ulva az ¶ert¶eke (B») szint¶en norm¶alis eloszl¶as¶u val¶osz¶³n}us¶egi
v¶altoz¶onak tekinthet}o.
De¯ni¶aljuk a modellben az inszolvencia eset¶et ¶ugy, hogy az eszkÄozÄok
¶ert¶eke nem ¶eri el a kÄotelezetts¶egek ¶ert¶ek¶et egy ¶ev m¶ulva. Az ,,inszolven-
cia" eset¶et a jelenlegi modellfeltev¶esek alapj¶an nevezhetn¶enk ,,¯zet¶esk¶epte-
lens¶egnek" is, mivel azonban a szakirodalomban a ,,¯zet¶esk¶eptelens¶eg" ¶es a
,,likvidit¶as" fogalmat is szok¶as hasonl¶onak tekintetni, ez¶ert a tov¶abbiakban a
modellben a ,,szolvencia" kifejez¶est alkalmazzuk, mivel a modell kÄovetkeztet¶e-
sei a ,,szolvencia" fogalm¶ahoz kapcsol¶odnak els}osorban (¶es nem a ,,likvidit¶as"
fogalm¶ahoz). TekintsÄuk a kÄovetkez}okben azt az esetet, amikor a szolvencia
val¶osz¶³n}us¶ege valamilyen adott ® ¶ert¶ek:
P (E ¸ K) = ® : (8)
A modellben a kÄovetkez}okben ezt a val¶osz¶³n}us¶eget tanulm¶anyozzuk abban az
esetben, amikor kÄulÄon-kÄulÄon csak biztos¶³t¶asi, illetve p¶enzÄugyi kock¶azat van
(a Szolvencia II szab¶alyban szerepl}o k¶eplet alkalmaz¶as¶ahoz), illetve olyan
esetben is, amikor kÄozÄos modellben egyidej}uleg mindk¶et kock¶azat-fajt¶aval
foglalkozunk (a Szolvencia II szab¶alyban szerepl}o k¶eplet alkalmaz¶as¶aval sz¶a-
molt eredm¶ennyel val¶o Äosszehasonl¶³t¶ashoz). A szolvencia val¶osz¶³n}us¶eg¶ere
adott k¶eplet alapj¶an a modellben a kÄulÄonbÄoz}o esetekben meghat¶arozhat¶ok a
(kezd}o id}opontra vonatkoz¶o) t}okeszÄuks¶eglet-¶ert¶ekek, illetve a t}okeszÄuks¶eglet
¶ert¶ek¶enek a kezd}o id}opontban sz¶am¶³that¶o d¶³jtartal¶ekhoz viszony¶³tott ¶ert¶eke
(az s szolvencia-szorz¶o). A t}okeszÄuks¶eglet-¶ert¶ekek kÄulÄonbÄoz}o jellemz}okkel
rendelkez}o biztos¶³t¶asi ¶allom¶anyokn¶al kÄulÄonbÄozhetnek, azonban az s szorz¶o
¶ert¶ekek kÄulÄonbÄoz}o esetekben is Äosszehasonl¶³that¶ok. A tanulm¶anyban is az
s szorz¶o ¶ert¶ekei alapj¶an kerÄul sor a kÄulÄonbÄoz}o megkÄozel¶³t¶es alkalmaz¶as¶aval
sz¶am¶³that¶o Äosszes t}okeszÄuks¶eglet-¶ert¶ekek Äosszehasonl¶³t¶as¶ara.
3 A szolvencia modellez¶ese
A szolvencia elemezhet}o a biztos¶³t¶asi ¶es a p¶enzÄugyi kock¶azatra kÄulÄon-kÄulÄon
(ami a Szolvencia II k¶epletn¶el alkalmazhat¶o eredm¶enyekhez vezet), valamint
a modellben szerepl}o k¶et kock¶azat-fajta kÄozÄos modellben szerepeltet¶es¶evel is.
A kÄovetkez}okben ezeket a szolvenci¶aval kapcsolatos eredm¶enyeket tekintjÄuk
¶at.
3.1 Szolvencia biztos¶³t¶asi kock¶azatn¶al
Az el}oz}oekben bemutatott jelÄol¶esek alkalmaz¶as¶aval fel¶³rhat¶o a szolvencia va-
l¶osz¶³n}us¶eg¶et jelent}o (8) k¶eplet abban az esetben, amikor a biztos¶³t¶o m}ukÄo-
d¶es¶eben mindÄossze biztos¶³t¶asi kock¶azat van jelen, p¶enzÄugyi kock¶azat nincs
(ez azt jelenti, hogy a befektet¶esi hozamot adottnak tekintjÄuk). A szolvencia
val¶osz¶³n}us¶ege ebben az esetben teh¶at:
P
³
B» · n Bp
1 + i
(1 + s)(1 + r)
´
= ® : (9)
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Felhaszn¶alva hogy » val¶osz¶³n}us¶egi v¶altoz¶o norm¶alis eloszl¶as¶unak tekinthet}o ¶es
alkalmazva a » val¶osz¶³n}us¶egi v¶altoz¶o eset¶eben fel¶³rt v¶arhat¶o ¶ert¶ek ¶es variancia













A = ® ; (10)
ahol ©(x) a standard norm¶alis eloszl¶as eloszl¶asfÄuggv¶eny¶et jelÄoli.
A kÄovetkez}okben azt elemezzÄuk, hogy kÄulÄonbÄoz}o param¶eterek hogyan
befoly¶asolj¶ak az adott ® val¶osz¶³n}us¶eghez szÄuks¶eges szolvencia-t}oke ¶ert¶ek¶et.
Ezzel a k¶erd¶essel a modellbeli szolvencia-szorz¶o (s) alapj¶an foglalkozunk. A
modellben a szolvencia-szorz¶o (s) ¶ert¶eke azt mutatja meg, hogy az egysze-
ri nett¶o d¶³jak Äosszegek¶ent sz¶am¶³tott d¶³jtartal¶ekhoz k¶epest mekkora Äosszeget
szÄuks¶eges szolvencia-t}okek¶ent tartani a biztos¶³t¶onak adott fajta kock¶azatok
ellens¶ulyoz¶as¶aul.
A modellben egyel}ore a biztos¶³t¶asi kock¶azattal foglalkozunk, ami azzal
fÄugg Äossze, hogy nem lehet egy ¶evre el}ore biztosan meg¶allap¶³tani, hogy meny-
nyi lesz a bekÄovetkez}o biztos¶³t¶asi esem¶enyek sz¶ama (ez az ¶ert¶ek val¶osz¶³n}us¶egi
v¶altoz¶o, ¶ert¶ek¶et » jelÄoli). Az el}oz}o k¶epletet ¶atalak¶³tva fel¶³rhat¶o a biztos¶³t¶asi
kock¶azat ¯gyelembev¶etele eset¶en egy ,,szolvencia-fÄuggv¶eny" (fB(s)), amely-
nek nulla ¶ert¶eke eset¶en meghat¶arozhat¶o az ® val¶osz¶³n}us¶eghez szÄuks¶eges szol-
vencia-szorz¶o:




´ 1 + i
1 + r
= 0 : (11)
Adott param¶eterek eset¶en az ® val¶osz¶³n}us¶eghez tartoz¶o szolvencia-szorz¶o





´ 1 + i
1 + r
¡ 1 : (12)
Meg¶allap¶³that¶o, hogy a szolvencia-szorz¶o ¶ert¶eke a kÄovetkez}ok¶eppen fÄugg a
k¶epletben szerepl}o param¶eterekt}ol (minden egy¶eb t¶enyez}o hat¶as¶at v¶altozat-
lannak felt¶etelezve):
² A szolvencia-szorz¶o ¶ert¶eke nagyobb magasabb technikai kamat eset¶eben
(ez term¶eszetesnek is tekinthet}o, hiszen az ¶eletbiztos¶³t¶asokn¶al p¶eld¶aul
a technikai kamatot garant¶alt hozamk¶ent is szok¶as ¶ertelmezni).
² A szolvencia-szorz¶o ¶ert¶eke a befektet¶esi hozam emelked¶es¶evel csÄokken
(¯gyelembe v¶eve, hogy kiz¶ar¶olag a biztos¶³t¶asi kock¶azatot elemezve ¯x-
nek tekintjÄuk a befektet¶esi hozamot).
² Nagyobb ® val¶osz¶³n}us¶eghez magasabb szolvencia-szorz¶o tartozik (a szol-
vencia magasabb val¶osz¶³n}us¶eg¶ehez nyilv¶anval¶oan tÄobb szolvencia-t}oke
szÄuks¶eges minden egy¶eb t¶enyez}o v¶altozatlans¶ag¶at felt¶etelezve).
46 SzÄule Borb¶ala
² A szolvencia-szorz¶o ¶ert¶eke alacsonyabb, ha magasabb a biztos¶³t¶asi ese-
m¶eny bekÄovetkez¶es¶enek val¶osz¶³n}us¶ege (ezt a meg¶allap¶³t¶ast a kÄovetke-
z}okben bizony¶³tjuk).
² Nagyobb biztos¶³t¶asi ¶allom¶any eset¶eben kisebb a szolvencia-szorz¶o ¶ert¶eke
(ez a biztos¶³t¶asok val¶osz¶³n}us¶egsz¶am¶³t¶asi alapjaival van ÄosszefÄugg¶esben:
nagyobb ¶allom¶anyn¶al p¶eld¶aul jobb becsl¶est adhat a t¶enylegesen bekÄo-
vetkez}o biztos¶³t¶asi esem¶enyek sz¶am¶ara vonatkoz¶oan a v¶arhat¶o ¶ert¶ek a
nagy sz¶amok tÄorv¶enye alapj¶an).
TekintsÄuk a kÄovetkez}okben azt a meg¶allap¶³t¶ast, amely alapj¶an a szolvencia-


















< 0 ; (13)
mivel a gyakorlati alkalmaz¶asokban re¶alisan ©¡1(®) > 0. Ez az eredm¶eny
teh¶at azt jelenti, hogy minden egy¶eb t¶enyez}o v¶altozatlans¶aga eset¶en a d¶³j-
tartal¶ekhoz viszony¶³tva magasabb lesz az ® megb¶³zhat¶os¶agi szint el¶er¶es¶ehez
szÄuks¶eges t}oke ¶ert¶eke, ha a biztos¶³t¶o ¶allom¶any¶aban a biztos¶³t¶asi esem¶eny
bekÄovetkez¶es¶enek val¶osz¶³n}us¶ege kisebb. Ezt az ÄosszefÄugg¶est szeml¶elteti az
1. ¶abra.
1. ¶abra. Szolvencia-szorz¶o ¶es p ÄosszefÄugg¶ese. Forr¶as: saj¶at sz¶am¶³t¶asok.
Az eredm¶enyek alapj¶an az is meg¶allap¶³that¶o, hogy nagyobb biztos¶³t¶asi ¶al-
lom¶any eset¶en a kezd}o d¶³jtartal¶ekhoz viszony¶³tva kisebb t}oke szÄuks¶eges adott
megb¶³zhat¶os¶agi szint el¶er¶es¶ehez. A kÄulÄonbÄoz}o nagys¶ag¶u biztos¶³t¶asi ¶allom¶a-
nyok eset¶eben fel¶³rhat¶o, (11) k¶epletnek megfelel}o ,,szolvencia-fÄuggv¶enyek"
alapj¶an az ¶allom¶any nagys¶ag¶anak szolvencia-szorz¶ora gyakorolt hat¶as¶at a
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2. ¶abra. ¶Allom¶anynagys¶ag ¶es szolvencia-szorz¶o. Forr¶as: saj¶at sz¶am¶³t¶asok.
A 2. ¶abr¶an a tengelymetszet jelÄoli azt a helyzetet, amikor a szolvencia
val¶osz¶³n}us¶ege ¶eppen ® ¶ert¶ekkel egyezik meg, a tengelymetszett}ol jobbra elhe-
lyezked}o s ¶ert¶ekek enn¶el magasabb szolvencia-val¶osz¶³n}us¶eghez, a tengelymet-
szetn¶el kisebb s ¶ert¶ekek pedig ® ¶ert¶ekn¶el kisebb szolvencia-val¶osz¶³n}us¶eghez
tartoznak (adott, a (11) k¶epletnek megfelel}o szolvencia-fÄuggv¶enyn¶el). Adott
optim¶alis szolvencia szorz¶ot jelent}o s¤ ¶ert¶ek alapj¶an a kÄulÄon¶all¶oan csak a
biztos¶³t¶asi kock¶azat eset¶en sz¶am¶³tott t}okeszÄuks¶eglet ¶ert¶eke teh¶at:
nBp
1 + i
¢ s¤ : (14)
3.2 Szolvencia p¶enzÄugyi kock¶azatn¶al
A kÄovetkez}okben a p¶enzÄugyi kock¶azat szolvencia-ig¶enyre gyakorolt hat¶as¶aval
foglalkozunk (a szolvencia-val¶osz¶³n}us¶eg adott szintj¶et felt¶etelezve). Az elem-
z¶es kiz¶ar¶olag a p¶enzÄugyi kock¶azatra koncentr¶al, ¶³gy a biztos¶³t¶asi kock¶azattal
ebben a r¶eszben nem foglalkozunk (a bekÄovetkez}o biztos¶³t¶asi esem¶enyek sz¶ama
megegyezik a v¶arhat¶o ¶ert¶ekkel). Ebben a r¶eszben a szolvencia-val¶osz¶³n}us¶eget
befoly¶asol¶o val¶osz¶³n}us¶egi v¶altoz¶o a p¶enzÄugyi kock¶azatot reprezent¶al¶o befek-
tet¶esi hozam. A feltev¶esek szerint a befektet¶esi hozam norm¶alis eloszl¶as¶u
val¶osz¶³n}us¶egi v¶altoz¶o, melyet ´ jelÄol (a v¶arhat¶o ¶ert¶eket ¹, a sz¶or¶ast pedig
¾ jelÄoli). A gyakorlatban a befektet¶esi hozamok eset¶eben gyakran ¶erdemes
a norm¶alis eloszl¶as helyett m¶as eloszl¶as (p¶eld¶aul t-eloszl¶as) feltev¶es¶et alkal-
mazni, a norm¶alis eloszl¶as feltev¶es¶enek oka itt els}osorban az, hogy a tanul-
m¶anyban az el}oz}oekben le¶³rtaknak megfelel}oen a kock¶azat-fajt¶ak eset¶eben
a tÄobbdimenzi¶os normalit¶ast felt¶etelezzÄuk. A befektet¶esi hozam eset¶eben a
magasabb befektet¶esi kock¶azatot a sz¶or¶as nagyobb ¶ert¶eke jelzi.
A befektet¶esi hozamokn¶al teh¶at norm¶alis eloszl¶ast felt¶etelezve fel¶³rhat¶o a
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Alkalmazva az ´ eloszl¶as¶ara vonatkoz¶o feltev¶eseket, a (15) k¶eplet ¶atalak¶³that¶o:
1 ¡ ©
³ 1+i
1+s ¡ 1 ¡ ¹
¾
´
= ® : (16)
A p¶enzÄugyi kock¶azat elemz¶es¶en¶el is fel¶³rhat¶o a (16) egyenlet ¶atrendez¶es¶evel
az a ,,szolvencia-fÄuggv¶eny" (fP (s)), amelynek ¶ert¶ek¶et null¶ara ¶all¶³tva kisz¶a-
molhat¶o az a szolvencia-szorz¶o (s), amely eset¶en a szolvencia val¶osz¶³n}us¶ege
¶eppen ® ¶ert¶ekkel egyezik meg:
fP (s) = s + 1 ¡
1 + i
(1 + ¹) + ¾©¡1(1 ¡ ®) = 0 : (17)
A (17) egyenletet megoldva az a szolvencia-szorz¶o teh¶at, amelynek ¶ert¶eke
eset¶eben a szolvencia val¶osz¶³n}us¶ege ®:
s¤¤ =
1 + i
1 + ¹ + ¾©¡1(1 ¡ ®) ¡ 1 : (18)
A szolvencia-szorz¶o ¶ert¶ek¶et (kiz¶ar¶olag a p¶enzÄugyi kock¶azatot elemezve) teh¶at
az egyes param¶eterek a kÄovetkez}ok¶eppen befoly¶asolj¶ak (minden egy¶eb t¶enyez}o
hat¶as¶at v¶altozatlannak felt¶etelezve):
² A magasabb technikai kamatn¶al nagyobb a szolvencia-szorz¶o ¶ert¶eke (a
biztos¶³t¶asi kock¶azatn¶al kapott eredm¶enyhez hasonl¶oan).
² Nagyobb ® val¶osz¶³n}us¶egn¶el magasabb a szolvencia-szorz¶o ¶ert¶eke (mivel
nagyobb szolvencia-t}oke szÄuks¶eges magasabb szolvencia-val¶osz¶³n}us¶eg el-
¶er¶es¶ehez).
² Ha a befektet¶esi hozam v¶arhat¶o ¶ert¶eke magasabb, kisebb szolvencia-
szorz¶o is elegend}o ugyanakkora szolvencia-val¶osz¶³n}us¶eg el¶er¶es¶ehez.
² Minden egy¶eb t¶enyez}ot v¶altozatlannak felt¶etelezve nagyobb befektet¶esi
kock¶azat (nagyobb sz¶or¶as a befektet¶esi hozamn¶al) nagyobb szolvencia-
szorz¶ot tesz szÄuks¶egess¶e adott nagys¶ag¶u szolvencia-val¶osz¶³n}us¶eg el¶er¶e-
s¶ehez.
KÄulÄonbÄoz}o befektet¶esi kock¶azatokn¶al (azonos v¶arhat¶o hozam eset¶en kÄu-
lÄonbÄoz}o sz¶or¶as¶u befektet¶esi hozamot tekintve) a (17) alapj¶an de¯ni¶alt ,,szol-
vencia-fÄuggv¶enyeket" a 3. ¶abra szeml¶elteti (a nagyobb befektet¶esi kock¶azatn¶al
magasabb az adott megb¶³zhat¶os¶agi szinthez tartoz¶o szolvencia-szorz¶o ¶ert¶eke
is, a 3. ¶abra kÄulÄonbÄoz}o befektet¶esi kock¶azatokhoz tartoz¶o szolvencia-fÄuggv¶e-
nyeket mutat):
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3. ¶abra. Befektet¶esi kock¶azat ¶es a szolvencia-szorz¶o. Forr¶as: saj¶at sz¶am¶³t¶asok.
Adott optim¶alis szolvencia szorz¶ot jelent}o s¤¤ ¶ert¶ek alapj¶an a kÄulÄon¶all¶oan
csak a p¶enzÄugyi kock¶azat eset¶en sz¶am¶³tott t}okeszÄuks¶eglet ¶ert¶eke teh¶at:
nBp
1 + i
¢ s¤¤ : (19)
3.3 Szolvencia a biztos¶³t¶asi ¶es a p¶enzÄugyi kock¶azat kÄozÄos
modellj¶eben
Amennyiben a biztos¶³t¶asi ¶es a p¶enzÄugyi kock¶azat egyÄuttes hat¶as¶anak szolven-
cia-t}ok¶ere gyakorolt hat¶asa kerÄul sz¶oba, szÄuks¶eges a biztos¶³t¶asi ¶es p¶enzÄugyi
kock¶azatot reprezent¶al¶o val¶osz¶³n}us¶egi v¶altoz¶ok kapcsolat¶aval is foglalkozni.
K¶et val¶osz¶³n}us¶egi v¶altoz¶o kapcsolat¶at igen sokf¶elek¶eppen lehet meghat¶arozni,
ezek kÄozÄul a kÄovetkez}okben egy viszonylag egyszer}u esettel foglalkozunk,
mivel a fontosabb eredm¶enyek m¶ar egyszer}ubb modellfeltev¶esekn¶el is megmu-
tatkoznak. A k¶et (az el}oz}oekben norm¶alis eloszl¶as¶unak felt¶etelezett) val¶osz¶³-
n}us¶egi v¶altoz¶o kapcsolat¶ar¶ol azt felt¶etelezzÄuk a tov¶abbiakban, hogy egyÄuttes
eloszl¶asuk k¶etdimenzi¶os norm¶alis eloszl¶as ¶es a kovariancia a k¶et val¶osz¶³n}us¶egi
v¶altoz¶o eset¶eben nulla. Ez ut¶obbi feltev¶es egy¶ebk¶ent ezen egyszer}u feltev¶e-
seket alkalmaz¶o modellben realisztikusnak is tekinthet}o: ha p¶eld¶aul a biz-
tos¶³t¶ast ¶eletbiztos¶³t¶asnak tekintjÄuk, akkor a biztos¶³t¶asi esem¶enyek sz¶am¶at be-
foly¶asol¶o haland¶os¶ag ¶es a befektet¶esi hozam kÄozÄott nem felt¶etlenÄul szÄuks¶eges
kapcsolatot felt¶etelezni. A nulla kovariancia, azaz nulla korrel¶aci¶os egyÄutt-
hat¶o10 feltev¶ese eset¶en a lehet}os¶egekhez k¶epest viszonylag egyszer}uek ma-
radnak a k¶epletek, amelyek azonban |ahogyan azt a tov¶abbi eredm¶enyek
mutatj¶ak| m¶eg ¶³gy is ¶erdekes kÄovetkeztet¶esekhez vezetnek.
TekintsÄuk teh¶at a szolvencia val¶osz¶³n}us¶eg¶et abban az esetben, amikor
a biztos¶³t¶asi esem¶enyek sz¶am¶at ¶es a befektet¶esi hozamot is az el}oz}oekben
10A Szolvencia II szab¶alyok szerint (az elm¶eleti keretn¶el j¶oval Äosszetettebb gyakorlati
helyzetekben, amikor p¶eld¶aul az ¶eletbiztos¶³t¶asi kock¶azati moduln¶al is tÄobb almodul van)
a piaci kock¶azati modul ¶es az ¶eletbiztos¶³t¶asi vagy a nem-¶eletbiztos¶³t¶asi kock¶azati modul
























(1 + s)(1 + ´)
´
= ® : (20)









= ® : (21)
Alkalmazva a biztos¶³t¶asi ¶es p¶enzÄugyi kock¶azatot reprezent¶al¶o val¶osz¶³n}us¶egi




(norm¶alis eloszl¶as¶u) val¶osz¶³n}us¶egi v¶altoz¶o v¶arhat¶o ¶ert¶eke ¶es varianci¶aja. A







= Bnp ¡ nBp
1 + i
(1 + s)¹ : (22)












(1 + s)2¾2 :
(23)
A (22) ¶es (23) k¶epletek alkalmaz¶as¶aval teh¶at a szolvencia val¶osz¶³n}us¶ege a





1+i (1 + s) ¡ Bnp + nBp1+i (1 + s)¹r







CCA = ® : (24)
A kÄulÄon¶all¶oan csak a biztos¶³t¶asi illetve p¶enzÄugyi kock¶azattal foglalkoz¶o elem-
z¶esekhez hasonl¶oan ebben az esetben is meghat¶arozhat¶o egy olyan ,,szolven-
cia-fÄuggv¶eny" (fBP (s)), amelynek ¶ert¶ek¶et null¶ara ¶all¶³tva kisz¶amolhat¶o az a
szolvencia-szorz¶o (s), amely eset¶en a szolvencia val¶osz¶³n}us¶ege ¶eppen ® ¶er-






















Ennek az egyenletnek ,,realisztikusnak" tekinthet}o param¶eterek, vagyis p¶el-
d¶aul a gyakorlatban tapasztalhat¶oan magas n (¶allom¶anynagys¶ag) eset¶en van
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megold¶asa. A megold¶assal kapcsolatban a m¶asodfok¶u egyenlet megold¶ok¶ep-
let¶et tanulm¶anyozva ¶erdekes eredm¶enyre lehet jutni. A szolvencia-szorz¶o
¶ert¶ek¶enek meghat¶aroz¶as¶ahoz megoldand¶o (25) egyenletnek van megold¶asa,











Az eredm¶enyek ¶erdekess¶ege azzal fÄugg Äossze, hogy a modellben a biztos¶³t¶asi,
illetve p¶enzÄugyi kock¶azatot reprezent¶al¶o val¶osz¶³n}us¶egi v¶altoz¶ok v¶arhat¶o ¶ert¶eke
¶es varianci¶aja szerepel a (26) felt¶etel k¶eplet¶eben a megb¶³zhat¶os¶agi szintet
jelent}o ® ¶ert¶ekkel Äosszekapcsolva:
n
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A (26) k¶epletben alkalmazva a (27) ¶es a (28) ÄosszefÄugg¶est a megoldhat¶os¶ag











¸ ¡©¡1(®)¢2 : (29)
A k¶etf¶ele kock¶azat kÄozÄos modellj¶eben a t}okeszÄuks¶eglet-sz¶am¶³t¶asn¶al alkalmaz-

































´2 ¡ 1 : (30)
A szolvencia-szorz¶o ¶ert¶ek¶et ebben az esetben is befoly¶asolj¶ak az el}oz}o k¶et
esetben bemutatott param¶eterek. Az ¶allom¶any nagys¶ag¶anak az adott megb¶³z-
hat¶os¶agi szinthez tartoz¶o szolvencia-szorz¶o ¶ert¶ek¶ere gyakorolt hat¶as¶at p¶eld¶aul
a 4. ¶abra szeml¶elteti (a 4. ¶abr¶an kÄulÄonbÄoz}o ¶allom¶any-nagys¶agok eset¶en a (25)
k¶eplettel le¶³rhat¶o fBP (s) szolvencia-fÄuggv¶enyek ¶ert¶ekei tal¶alhat¶ok):
11A gyakorlat szempontj¶ab¶ol ,,realisztikusnak" tekinthet}o param¶eter-be¶all¶³t¶asokn¶al a k¶et
megold¶as kÄozÄul ¶altal¶aban csak az egyik nemnegat¶³v (a negat¶³v szolvencia-szorz¶onak nem
lenne kÄozgazdas¶agi ¶ertelme). A tov¶abbiakban az elemz¶esben a k¶et elm¶eletileg lehets¶eges
megold¶as kÄozÄul a nem negat¶³v ¶ert¶ekkel foglalkozunk (a Szolvencia II szab¶alyok szerinti
eredm¶ennyel val¶o Äosszehasonl¶³t¶askor).
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4. ¶abra. Az ¶allom¶any nagys¶aga ¶es a szolvencia-szorz¶o. Forr¶as: saj¶at sz¶am¶³t¶asok.
Nagyobb ¶allom¶anym¶eret teh¶at ebben az esetben is alacsonyabb szolvencia-
szorz¶o ¶ert¶eket eredm¶enyez minden egy¶eb t¶enyez}o v¶altozatlans¶aga eset¶eben.
Az s szolvencia-szorz¶o v¶altoz¶as¶anak hat¶asa a szolvencia-fÄuggv¶enyre ebben
az esetben nem line¶aris (ez a (25) ÄosszefÄugg¶esn¶el is meg¯gyelhet}o nemlin-
earit¶assal fÄugg Äossze). A 4. ¶abr¶an az is l¶athat¶o, hogy bizonyos esetekben
alacsony ¶allom¶anynagys¶agn¶al a d¶³jtartal¶ekhoz viszony¶³tva jelent}os m¶ert¶ek}u
(a gyakorlatban tapasztaltn¶al j¶oval magasabb) lehet az adott megb¶³zhat¶os¶agi
szint el¶er¶es¶ehez szÄuks¶eges t}oke ¶ert¶eke.
Adott optim¶alis szolvencia szorz¶ot jelent}o (nem negat¶³v) s¤¤¤ ¶ert¶ek alapj¶an
az adott megb¶³zhat¶os¶agi szint el¶er¶es¶ehez szÄuks¶eges t}oke ¶ert¶eke abban az eset-





4 Szolvencia-sz¶am¶³t¶asi megkÄozel¶³t¶esek Äossze-
hasonl¶³t¶asa
A biztos¶³t¶asi ¶es p¶enzÄugyi kock¶azat kÄozÄos modellj¶eben a (31) alapj¶an sz¶am¶³-
tott t}okeszÄuks¶eglet Äosszevethet}o azzal az ¶ert¶ekkel, amelyet a Szolvencia II











E k¶et t}okeszÄuks¶eglet ¶ert¶ek azonban kÄulÄonbÄoz}o jellemz}okkel rendelkez}o biz-
tos¶³t¶asi ¶allom¶anyokn¶al nem felt¶etlenÄul lenne kÄozvetlenÄul Äosszevethet}o. Az
Äosszehasonl¶³t¶ashoz ¶erdemesebb a szolvencia-szorz¶okat alkalmazni, a Szolven-



































(s¤)2 + (s¤¤)2 : (33)
A kÄovetkez}okben teh¶at az Äosszes (biztos¶³t¶asi ¶es p¶enzÄugyi kock¶azatot is ¯-
gyelembe vev}o) t}okeszÄuks¶eglet Äosszehasonl¶³t¶as¶an¶al (s0 ¡ s¤¤¤) ¶ert¶eket alkal-
mazzuk. Amennyiben ez a kÄulÄonbs¶eg negat¶³v, akkor az adott param¶eterekn¶el
a Szolvencia II szab¶alyok alapj¶an sz¶am¶³tott t}okeszÄuks¶eglet kisebb a biztos¶³t¶o
sz¶am¶ara, mint a k¶etf¶ele kock¶azat kÄozÄos modellj¶evel sz¶am¶³that¶o t}okeszÄuks¶eglet
(pozit¶³v kÄulÄonbs¶egn¶el a ford¶³tott ÄosszefÄugg¶es teljesÄul).
Az (s0 ¡ s¤¤¤) kÄulÄonbs¶egre vonatkoz¶o sz¶am¶³t¶asos eredm¶enyek alapj¶an le-
vonhat¶o egyik legfontosabb kÄovetkeztet¶es, hogy ez ¶altal¶aban nem nulla, teh¶at
a k¶etf¶ele sz¶amol¶as eredm¶enye ¶altal¶aban nem egyezik meg. Az Äosszes¶³tett
t}okeszÄuks¶eglet k¶etf¶ele m¶odon kisz¶am¶³tott ¶ert¶eke kÄozÄotti kÄulÄonbs¶eget sz¶amos
t¶enyez}o befoly¶asolhatja, ¶es a kÄulÄonbs¶eget befoly¶asol¶o t¶enyez}ok hat¶asa meg-
lehet}osen v¶altozatos lehet. Egy adott param¶eterbe¶all¶³t¶ashoz tartoz¶oan ezt
p¶eld¶aul az ¶allom¶anynagys¶ag (n) v¶altoz¶as¶anak hat¶asa alapj¶an az 5. ¶abra szem-
l¶elteti (® = 0;995, p = 0;15, i = 0;01, ¹ = 0;015, ¾ = 0;01)12:
5. ¶abra. Az ¶allom¶any nagys¶aga ¶es a szolvencia-szorz¶ok kÄulÄonbs¶ege. Forr¶as: saj¶at sz¶am¶³t¶asok.
Az 5. ¶abr¶an szerepl}o adatok eset¶eben egy¶ebk¶ent a t}okeszÄuks¶egletet jelz}o
szolvencia-szorz¶o mindk¶et sz¶amol¶asi megkÄozel¶³t¶esn¶el csÄokken, ha az ¶allom¶any
nagys¶aga (n) emelkedik. Az 5. ¶abra a k¶etf¶ele m¶odon sz¶amolt (az ¶allom¶any-
nagys¶ag nÄoveked¶esekor csÄokken}o) szolvencia-szorz¶ok kÄulÄonbs¶eg¶et mutatja. A
szolvencia-szorz¶ok kÄulÄonbs¶ege ebben az esetben mindegyik elemz¶esben sze-
repl}o esetben negat¶³v, ami azt jelenti, hogy az adott param¶eterek alapj¶an a
Szolvencia II szab¶alyok alapj¶an a nulla korrel¶aci¶os egyÄutthat¶o alkalmaz¶as¶aval
Äosszes¶³tett t}okeszÄuks¶eglet ¶ert¶eke alacsonyabb, mint az a t}okeszÄuks¶eglet-¶ert¶ek,
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amely a modellben a biztos¶³t¶asi ¶es a p¶enzÄugyi kock¶azat egyidej}u ¯gyelembe
v¶etele eset¶en sz¶amolhat¶o. Az 5. ¶abr¶an szerepl}o ¶ert¶ekek olyan szempontb¶ol
is ¶erdekesek, hogy a kÄulÄonbs¶eg a k¶etf¶ele szolvencia-szorz¶o kÄozÄott egy bi-
zonyos ¶allom¶anynagys¶agig emelkedik, majd csÄokkenni kezd. Ez azt jelenti,
hogy e p¶elda eset¶eben ha a biztos¶³t¶asi ¶allom¶any nagyobb, ez egy bizonyos
hat¶arig azzal j¶ar, hogy a Szolvencia II szab¶alyok alapj¶an egyre alacsonyabb
a t}okeszÄuks¶eglet ahhoz k¶epest, mint amit a k¶etf¶ele kock¶azat kÄozÄos modellje
alapj¶an lehet meghat¶arozni, majd egy bizonyos ¶allom¶anynagys¶ag felett, ha az
¶allom¶any tov¶abb emelkedik, a Szolvencia II szab¶alyok alapj¶an meghat¶arozott
t}okeszÄuks¶eglet kezd kÄozel¶³teni a k¶etf¶ele kock¶azat kÄozÄos modellje alapj¶an meg-
¶allap¶³tott t}okeszÄuks¶eglet-szinthez. Az 5. ¶abra arra utal teh¶at, hogy m¶eg vi-
szonylag egyszer}u modellfeltev¶esekn¶el sem lehet minden esetben egy¶ertelm}uen
meghat¶arozni, hogy valamely param¶eter v¶altoz¶asakor emelkedik vagy csÄokken
a t}okeszÄuks¶egletek kÄozÄotti kÄulÄonbs¶eg.
Az azonos param¶eter-be¶all¶³t¶asokkal, de elt¶er}o m¶odszerrel (a biztos¶³t¶asi
¶es p¶enzÄugyi kock¶azat kÄozÄos modellje alapj¶an vagy a Szolvencia II szab¶alyok
alapj¶an) sz¶amolt t}okeszÄuks¶egletek ¶ert¶ek¶en¶el az esetleges kÄulÄonbÄoz}os¶eg oka
a sz¶amol¶asi m¶odszerek kÄulÄonbs¶ege: a k¶etf¶ele kock¶azat kÄozÄos modellj¶en¶el a
sz¶am¶³t¶asok nem a kÄulÄon-kÄulÄon sz¶amolt t}okeszÄuks¶egletek ¶ert¶ekeib}ol indulnak
ki.
A sz¶am¶³t¶asok sor¶an a param¶eterbe¶all¶³t¶asok m¶odos¶³t¶as¶aval egy¶ebk¶ent a
szolvencia-szorz¶ok kÄulÄonbs¶ege eset¶eben pozit¶³v ¶ert¶ek is el¶erhet}o (p¶eld¶aul ha
® = 0;995, p = 0;01, i = 0;018, ¹ = 0;015, ¾ = 0;01, n = 100 000)13.
A viszonylag egyszer}u feltev¶esek alapj¶an l¶etrehozott modell kÄovetkezte-
t¶esei kÄozÄul a legink¶abb ¶erdekes, hogy a k¶etf¶ele megkÄozel¶³t¶es kÄozÄul melyik
eredm¶enyez magasabb t}okeszÄuks¶egletet. Tov¶abbi ¶erdekes k¶erd¶es, hogy adott
rel¶aci¶ok (melyik t}okeszÄuks¶eglet a nagyobb) milyen param¶eter-be¶all¶³t¶asok kÄo-
zÄott fordulhatnak el}o. Ahogyan azt a (12), (18), (30) ¶es (33) ÄosszefÄugg¶esek
mutatj¶ak, m¶eg a viszonylag egyszer}u modellfeltev¶esek eset¶eben is meglehet}o-
sen bonyolult feladat a szolvencia-szorz¶ok Äosszehasonl¶³t¶asa. A tov¶abbiakban
az Äosszehasonl¶³t¶ast egyszer}ubb esetekben v¶egezzÄuk el.
TegyÄuk fel el}oszÄor, hogy nincs sem p¶enzÄugyi kock¶azat (¾ = 0), sem pedig
biztos¶³t¶asi kock¶azat (p = 1). Ez ut¶obbi feltev¶es azzal egyen¶ert¶ek}u, hogy a
biztos¶³t¶o a be¯zetett d¶³jra a technikai kamatnak megfelel}o kamatot ¯zet.14
A kock¶azatok teljes hi¶anya eset¶eben a modellben re¶alis elv¶ar¶as lenne, hogy
mindk¶et megkÄozel¶³t¶es alkalmaz¶asakor nulla legyen a szolvencia-szorz¶o (illetve
a t}okeszÄuks¶eglet), de az eredm¶enyek nem felt¶etlenÄul ezt mutatj¶ak (¶es ezzel
egy¶ebk¶ent az egyes sz¶am¶³t¶asi megkÄozel¶³t¶esek korl¶ataira is utalnak). E fel-
tev¶esek eset¶en csak akkor van kÄozgazdas¶agilag j¶ol ¶ertelmezhet}o megold¶as, ha
i ¸ ¹ (kÄulÄonben a biztos¶³t¶asi kock¶azatra ¶es a p¶enzÄugyi kock¶azatra kÄulÄon-
kÄulÄon sz¶amolt t}okeszÄuks¶egletek ¶ert¶eke negat¶³v). Az i > ¹ felt¶etel eset¶en
a Szolvencia II szab¶alyok alapj¶an sz¶am¶³tott szolvencia-szorz¶o a magasabb,
13Ez a param¶eterbe¶all¶³t¶as egy¶ebk¶ent |aktu¶ariusi szempontb¶ol is| problematikus
helyzetre utal, mivel a technikai kamat ¶ert¶eke a v¶arhat¶o befektet¶esi hozam felett van.
14Ez azt jelenti, hogy ekkor az elemz¶esben egy ¶eves tartam¶u, egyszeri d¶³jas term ¯x
biztos¶³t¶as szerepel.
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szemben a biztos¶³t¶asi ¶es p¶enzÄugyi kock¶azat kÄozÄos modellj¶eben sz¶amolt szol-
vencia-szorz¶o ³ i ¡ ¹
1 + ¹
´
¶ert¶ek¶evel. ¶Erdemes m¶eg azt megeml¶³teni, hogy a kock¶azatok teljes hi¶any¶aban
akkor nulla a t}okeszÄuks¶eglet mindk¶et sz¶am¶³t¶asi megkÄozel¶³t¶es alapj¶an, ha a
technikai kamat ¶es a (biztos) befektet¶esi hozam megegyezik (i = ¹).
Ha csak az egyik kock¶azat hi¶anyzik a modellb}ol, akkor a szolvencia-
szorz¶okra kapott megold¶asok akkor ¶ertelmezhet}ok j¶ol kÄozgazdas¶agilag, ha i ¸
¹, kÄulÄonben a hi¶anyz¶o kock¶azat-fajt¶ara sz¶amolt t}okeszÄuks¶eglet negat¶³v. Ha
teh¶at az egyik kock¶azat hi¶anyzik a modellb}ol ¶es a technikai kamat megegyezik
a befektet¶esi hozam v¶arhat¶o ¶ert¶ek¶evel (¹ = i), akkor a k¶etf¶ele megkÄozel¶³t¶es
azonos szolvencia-szorz¶ot (illetve t}okeszÄuks¶egletet) eredm¶enyez: e felt¶etel
eset¶en, ha a modellben a biztos¶³t¶asi kock¶azat hi¶anyzik (p = 1), akkor a (kÄoz-
gazdas¶agilag relev¶ans, nemnegat¶³v) szolvencia-szorz¶o ¶ert¶eke mindk¶et esetben
©¡1(®) ¾
1+i
1 ¡ ©¡1(®) ¾1+i
;
m¶³g ha a p¶enzÄugyi kock¶azat hi¶anyzik (¾ = 0), valamint ¹ = i felt¶etel







Egy tov¶abbi ¶erdekes eredm¶eny abban az esetben ad¶odik a modellben, amikor
a kock¶azatok ugyan nem hi¶anyoznak a modellb}ol, de az egyes kock¶azatokra
kÄulÄon-kÄulÄon sz¶am¶³that¶o szolvencia-szorz¶o (illetve t}okeszÄuks¶eglet) nulla. Ez
a biztos¶³t¶asi kock¶azatn¶al akkor fordulhat el}o, ha ©¡1(®)
p
(1 ¡ p)=(np) =
(¹ ¡ i)=(1 + i), a p¶enzÄugyi kock¶azatn¶al pedig akkor jÄohet l¶etre ilyen helyzet,
ha ©¡1(®)¾ = ¹ ¡ i. Ha e k¶et felt¶etel egyszerre teljesÄul, akkor a Szol-
vencia II szab¶alyok szerint sz¶amolt t}okeszÄuks¶eglet ¶ert¶eke nyilv¶anval¶oan nulla
(egy¶ebk¶ent b¶armilyen korrel¶aci¶os egyÄutthat¶o alkalmaz¶asa eset¶en is nulla), m¶³g
a k¶et kock¶azat kÄozÄos modellje eset¶eben nem nulla a sz¶amolhat¶o t}okeszÄuks¶eglet









2 1+¹1+i ¡ 1
¡ 1 : (34)
A k¶et elm¶eletileg lehets¶eges megold¶as kÄozÄul csak az egyik ¶ertelmezhet}o j¶ol
kÄozgazdas¶agilag, mivel ha a technikai kamat ¶es a befektet¶esi hozam v¶arhat¶o
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¶ert¶eke kÄulÄonbÄozik15, akkor a gyakorlati szempontb¶ol realisztikusnak tekint-
het}o helyzetekben az egyik megold¶as pozit¶³v, m¶³g a m¶asik negat¶³v (ennek
bizony¶³t¶asa a FÄuggel¶ekben tal¶alhat¶o). Ez az eredm¶eny azt mutatja, hogy
a biztos¶³t¶asi ¶es p¶enzÄugyi kock¶azat kÄozÄos modellj¶eben a t}okeszÄuks¶eglet (il-
letve szolvencia-szorz¶o) pozit¶³v lehet olyan esetben is, amikor a Szolven-
cia II szab¶alyok alapj¶an sz¶amolt t}okeszÄuks¶eglet nulla (amiatt mert a kÄulÄon
sz¶am¶³tott t}okeszÄuks¶egletek ¶ert¶eke nulla).
A k¶etf¶ele megkÄozel¶³t¶es alkalmaz¶as¶aval sz¶amolt t}okeszÄuks¶egletek ¶ert¶eke
teh¶at nem felt¶etlenÄul egyezik meg m¶eg abban az esetben sem, amikor a k¶etf¶ele
kock¶azat kÄozÄotti korrel¶aci¶o ¶ert¶ek¶et null¶anak tekintettÄuk (a lehet}o legegysze-
r}ubb elemz¶esi keret kialak¶³t¶asa ¶erdek¶eben). A k¶etf¶ele megkÄozel¶³t¶es eset¶eben
a t}okeszÄuks¶egletek kÄozÄott term¶eszetesen akkor is lehetnek kÄulÄonbs¶egek, ha a
korrel¶aci¶o ¶ert¶eke null¶at¶ol kÄulÄonbÄoz}o a sz¶am¶³t¶asokban.
ÄOsszess¶eg¶eben az eredm¶enyek arra utalnak, hogy az Äosszes¶³tett t}okeszÄuks¶eg-
let sz¶am¶³t¶asa sor¶an a tanulm¶anyban alkalmazott k¶et m¶odszer kÄozÄotti kÄulÄonb-
s¶egeket (illetve a szolvencia-szorz¶ok konkr¶et ¶ert¶ek¶et) az ¶allom¶anynagys¶ag, az
¶allom¶anyon belÄul a biztos¶³t¶asi esem¶eny bekÄovetkez¶esi val¶osz¶³n}us¶ege, valamint
sz¶amos tov¶abbi egy¶eb, a biztos¶³t¶ok ¶allom¶any¶at jellemz}o t¶enyez}o befoly¶asol-
hatja.
5 Az eredm¶enyek ¶ert¶ekel¶ese
Jelen tanulm¶any a biztos¶³t¶ok szolvenci¶aj¶aval kapcsolatos t}okeszÄuks¶eglet sz¶a-
m¶³t¶as¶aval foglalkozott. E t¶em¶aval kapcsolatban ¶ujdons¶agnak tekinthet}ok a
Szolvencia II Eur¶opai Uni¶os ir¶anyelv szab¶alyai. A tanulm¶any azt a k¶erd¶est
elemezte, hogy mik¶ent befoly¶asolj¶ak a biztos¶³t¶ok ¶allom¶any¶anak egyes jellemz}oi
a Szolvencia II szab¶alyokhoz hasonl¶o modell-keretben sz¶am¶³that¶o t}okeszÄuk-
s¶eglet-¶ert¶ekeket. Az elemz¶es sor¶an biztos¶³t¶asi ¶es p¶enzÄugyi kock¶azati modul
¯gyelembe v¶etel¶ere kerÄult sor, ¶es a biztos¶³t¶o eg¶esz¶ere Äosszes¶³tetten vonatkoz¶o
t}okeszÄuks¶eglet sz¶amszer}us¶³t¶es¶ere k¶etf¶ele m¶odszert is bemutatott a tanulm¶any:
egyfel}ol a k¶etf¶ele kock¶azat eset¶eben kÄulÄon-kÄulÄon sz¶am¶³tott t}okeszÄuks¶egletek-
nek adott korrel¶aci¶os ¶ert¶ek alkalmaz¶as¶aval tÄort¶en}o Äosszes¶³t¶es¶evel, m¶asfel}ol
pedig a k¶etf¶ele kock¶azat egyszerre tÄort¶en}o modellez¶es¶evel. Az egyik leg¶erde-
kesebb eredm¶enynek az tekinthet}o, hogy a k¶et m¶odszerrel kapott eredm¶enyek
¶altal¶aban nem egyenl}ok, vagyis a k¶et m¶odszerrel ¶altal¶aban kÄulÄonbÄoz}o eredm¶e-
nyek ad¶odnak a t}okeszÄuks¶eglet ¶ert¶ekekre (az eredm¶enyek Äosszehasonl¶³t¶as¶ara
a modellben levezetett szolvencia-szorz¶okat alkalmazva). Az eredm¶enyek
alapj¶an meg¶allap¶³that¶o, hogy a k¶etf¶ele t}okeszÄuks¶eglet-sz¶am¶³t¶asi m¶odszerrel
ad¶od¶o eredm¶enyek kÄulÄonbs¶eg¶et sz¶amos, a biztos¶³t¶o tev¶ekenys¶eg¶et, illetve az
¶altala v¶allalt biztos¶³t¶asi illetve p¶enzÄugyi kock¶azatokat jellemz}o t¶enyez}o befo-
ly¶asolja. A tanulm¶anyban bemutatott eredm¶enyek arra is utalnak, hogy a
biztos¶³t¶ok t}okeszÄuks¶eglet-sz¶am¶³t¶asai, illetve a t}okeszÄuks¶eglet-sz¶am¶³t¶asi m¶od-
15Ha a technikai kamat ¶ert¶eke ¶es a befektet¶esi hozam v¶arhat¶o ¶ert¶eke megegyezik ¶es
mindk¶et kock¶azatfajta eset¶eben kÄulÄon sz¶amolt t}okeszÄuks¶eglet ¶ert¶eke nulla, ez azt is jelenti,
hogy a modellben nincs sem biztos¶³t¶asi, sem pedig p¶enzÄugyi kock¶azat.
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szer kiv¶alaszt¶asa sor¶an ¶erdemes ¯gyelmet ford¶³tani a biztos¶³t¶asi ¶allom¶anyra
jellemz}o egyes param¶eterek (p¶eld¶aul az ¶allom¶any nagys¶aga) szerep¶enek elem-
z¶es¶ere.
FÄuggel¶ek
Korrel¶aci¶os m¶atrix a Szolvencia II. szab¶alyoz¶asban
Piaci Cs}od ¶Eletbizt. Eg¶eszs¶egbizt. Nem-
(default) ¶eletbizt.
Piaci 1 0,25 0,25 0,25 0,25
Cs}od (default) 0,25 1 0,25 0,25 0,5
¶Eletbizt. 0,25 0,25 1 0,25 0
Eg¶eszs¶egbizt. 0,25 0,25 0,25 1 0
Nem-¶eletbizt. 0,25 0,5 0 0 1
Forr¶as: Directive 2009/138/EC [1]
A VaR sz¶am¶³t¶as alkalmaz¶asa a modellben
Az eredm¶enyek levezet¶ese sor¶an ¯gyelembe vesszÄuk a binomi¶alis eloszl¶as nor-
m¶alis eloszl¶assal kÄozel¶³thet}os¶eg¶et, ¶³gy a kÄovetkez}okben a norm¶alis eloszl¶as
eset¶evel foglalkozunk. A VaR ¶ert¶ekek norm¶alis eloszl¶as¶u val¶osz¶³n}us¶egi v¶altoz¶o
eset¶en a kÄovetkez}o k¶eplet alapj¶an is sz¶am¶³that¶ok (McNeil et al. [2005], 39. o.):
VaR(®) = ¹ + ¾©¡1(®) ;
ahol ¹ a norm¶alis eloszl¶as v¶arhat¶o ¶ert¶ek¶et, ¾ a norm¶alis eloszl¶as sz¶or¶as¶at,
©¡1(z) pedig a standard norm¶alis eloszl¶as eloszl¶asfÄuggv¶eny¶enek inverz fÄugg-
v¶eny¶et jelentik.
TekintsÄuk a tov¶abbiakban az elm¶eleti modellben szerepl}o jelÄol¶eseket, il-
letve B» val¶osz¶³n}us¶egi v¶altoz¶ot, amely biztos¶³t¶asi kock¶azat ¯gyelembev¶etele
eset¶en a biztos¶³t¶o egy id}oszak m¶ulva esed¶ekes kÄotelezetts¶egeinek ¶ert¶ek¶et mu-
tatja. A B» val¶osz¶³n}us¶egi v¶altoz¶o eset¶eben a v¶arhat¶o ¶ert¶ek a modellfeltev¶esek
alapj¶an E(B») = np, a variancia pedig Var(B») = np(1 ¡ p). Amennyiben
a biztos¶³t¶on¶al nem sz¶amolunk p¶enzÄugyi kock¶azattal (az egy id}oszak alatt
el¶ert befektet¶esi hozam ¶ert¶eke r), akkor ® megb¶³zhat¶os¶agi szint el¶er¶es¶ehez
szÄuks¶eges, a (12) k¶eplet szerint sz¶amolhat¶o s¤ alkalmaz¶asa eset¶en egy ¶ev




(1 + r) = Bnp + B
p
np(1 ¡ p)©¡1(®) :
A biztos¶³t¶o kÄotelezetts¶egeinek ¶es saj¶at t}ok¶ej¶enek ¶ert¶eke Äosszesen teh¶at B ¢









A kÄovetkez}okben a sz¶am¶³t¶asok ¶attekinthet}os¶ege ¶erdek¶eben a kÄovetkez}o jelÄo-
l¶eseket alkalmazzuk:











A kÄulÄon-kÄulÄon a biztos¶³t¶asi illetve p¶enzÄugyi kock¶azat eset¶en, valamint a biz-
tos¶³t¶asi ¶es p¶enzÄugyi kock¶azat kÄozÄos modellj¶eben sz¶amolhat¶o szolvencia-szorz¶ok
e jelÄol¶esek alkalmaz¶as¶aval:
s¤ =
AY + 1 ¡ M
M
s¤¤ =





M2Y 2 + K2 ¡ K2Y 2A2
M2 ¡ A2K2 ¡ 1 :
A biztos¶³t¶asi kock¶azat eset¶eben a szolvencia-szorz¶o ¶ert¶eke akkor nem negat¶³v,
ha AY ¸ M ¡ 1, m¶³g a p¶enzÄugyi kock¶azat eset¶eben a szolvencia-szorz¶o akkor
nem negat¶³v, ha AK ¸ M ¡1. A k¶etfajta kock¶azatn¶al kÄulÄon-kÄulÄon sz¶am¶³tott
t}okeszÄuks¶eglet (illetve szolvencia-szorz¶o) akkor nulla, ha AY = M ¡ 1 illetve
AK = M ¡ 1. Felt¶eve teh¶at, hogy a kock¶azatokn¶al kÄulÄon-kÄulÄon sz¶am¶³tott
t}okeszÄuks¶eglet ¶ert¶eke nulla (teh¶at a Szolvencia II szab¶alyok alapj¶an sz¶amolt



















M2 ¡ (M ¡ 1)2 ¡ 1 :
¶Atalak¶³t¶assal a szolvencia-szorz¶ok ¶ert¶eke:
M § A 1
A
p
(M2 + 1)(M ¡ 1)2 ¡ (M ¡ 1)4




2M3 ¡ 4M2 + 2M





2M ¡ 1 ¡ 1 :
A kapott eredm¶enybe M ¶ert¶ek¶et visszahelyettes¶³tve a szolvencia-szorz¶ok le-











2 1+¹1+i ¡ 1
¡ 1 :
TekintsÄuk egyenk¶ent a k¶et lehets¶eges megold¶ast. A gyakorlati szempontb¶ol
realisztikus helyzetekben (1 + ¹)=(1 + i) > 1=2, ugyanakkor ¹ ¶es i ¶ert¶eke
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kÄulÄonbÄozhet. A magasabb ¶ert¶ek a k¶et elm¶eletileg lehets¶eges megold¶as kÄozÄul
pozit¶³v, ha ¹ > i ¶es negat¶³v, ha ¹ < i (a k¶epletekben az ¶atl¶athat¶os¶ag meg-








2M ¡ 1 :
A k¶et elm¶eletileg lehets¶eges megold¶as kÄozÄul az alacsonyabb ¶ert¶ek}u negat¶³v,
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COMMON EFFECT OF INSURANCE AND FINANCIAL RISK
IN THE SOLVENCY CALCULATION OF INSURERS
The new Solvency II directive results in a new environment for calculating the
solvency capital requirement of insurance companies in the European Union. By
modelling insurance companies the study analyses the impact of certain characteris-
tics of insurance population on the solvency capital based on Solvency II rules. The
model includes insurance and ¯nancial risk module by calculating solvency capital
for the given risk types separately and together, respectively. Based on the theo-
retical results the di®erence between these two approaches can be observed. Based
on the results the analysis of factors in°uencing the di®erences is also possible.
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CVAR SZ¶AM¶IT¶AS SRA ALGORITMUSSAL1
¶AGOSTON KOLOS CSABA
Budapesti Corvinus Egyetem
A CV aR kock¶azati m¶ert¶ek egyre nagyobb jelent}os¶egre tesz szert portf¶oli¶ok
kock¶azat¶anak meg¶³t¶el¶esekor. A portfoli¶o eg¶esz¶ere a CV aR kock¶azati m¶ert¶ek
minimaliz¶al¶as¶at meg lehet fogalmazni k¶etl¶epcs}os sztochasztikus feladatk¶ent.
Az SRA algoritmus egy mostan¶aban kifejlesztett megold¶o algoritmus szto-
chasztikus programoz¶asi feladatok optimaliz¶al¶as¶ara. Ebben a cikkben az SRA
algoritmussal oldottam meg CV aR kock¶azati m¶ert¶ek minimaliz¶al¶ast2.
1 Bevezet¶es
Egy ¶ert¶ekpap¶³r vagy portf¶oli¶o kock¶azat¶anak m¶er¶ese r¶eg¶ota foglalkoztatja az
elm¶eleti ¶es gyakorlati p¶enzÄugyi szakembereket. A kock¶azat m¶er¶es¶ere tÄobb
megold¶as is l¶etezett. Ezek kÄozÄul az ¶un. V aR (Value-at-Risk, magyarul
kock¶aztatott ¶ert¶ek) kock¶azatm¶ert¶ek terjedt el legink¶abb. A V aR¯ kock¶a-
zatm¶ert¶ek megadja azt az ¶ert¶eket, amelyn¶el a dÄont¶eshoz¶o ¯ val¶osz¶³n}us¶eggel
nem vesz¶³t tÄobbet. A V aR n¶epszer}us¶eg¶enek oka a kÄonny}u ¶ertelmezhet}os¶eg,
b¶ar sz¶amos elm¶eleti ¶es numerikus probl¶ema merÄult fel. Elm¶eleti oldalr¶ol
probl¶ema, hogy a V aR ugyan megadja azt az ¶ert¶eket, amelyn¶el a dÄont¶eshoz¶o
¯ val¶osz¶³n}us¶eggel nem vesz¶³t tÄobbet, de arr¶ol nem mond semmit, hogy a vesz-
tes¶eg mennyivel haladja meg ezt az ¶ert¶eket, ha a vesztes¶eg m¶egis nagyobb
enn¶el az ¶ert¶ekn¶el. Szint¶en elm¶eleti probl¶ema, hogy diverzi¯k¶aci¶oval ak¶ar
n}ohet is a V aR, teh¶at nem teljesÄul a kock¶azatm¶ert¶ekt}ol elv¶art szubadditivit¶as
kÄovetelm¶enye (l¶asd: [2]). Numerikus oldalr¶ol probl¶ema, hogy optimaliz¶al¶as
eset¶en a V aR modellek nemkonvex optimaliz¶al¶asi feladatokra vezethetnek,
amelyek kÄoztudottan nem j¶ol kezelhet}ok.
¶Erdemes megeml¶³teni, hogy egy V aR-korl¶at (PfY ¸ Kg ¸ p) tulaj-
donk¶eppen val¶osz¶³n}us¶egi korl¶at, ami gyakran haszn¶alt megold¶as a sztochasz-
tikus programoz¶asban. Ezekkel kapcsolatban Pr¶ekopa Andr¶as v¶egzett kiter-
jedt kutat¶asokat, nevezetesen megmutatta, hogy egy sor val¶osz¶³n}us¶egi eloszl¶as
eset¶en az eloszl¶as s}ur}us¶egfÄuggv¶enye logkonk¶av ¶es ez¶ert az eloszl¶asfÄuggv¶enye is
logkonk¶av. Ez¶ert a val¶osz¶³n}us¶egi korl¶at ¶altal megadott megengedett megol-
d¶asok halmaza (fxjPfY ¸ xg ¸ pg) konvex, ha a korl¶at megfogalmaz¶as¶aban
konvex fÄuggv¶enyek szerepelnek (l¶asd pl.: [11]). Logkonk¶av eloszl¶as p¶eld¶aul
a nem degener¶alt norm¶alis eloszl¶as, a Dirichlet eloszl¶as ¶es a Wishart eloszl¶as
is. Sajnos az ¶altalam vizsg¶alt portf¶oli¶o v¶alaszt¶asi feladatok nem tartoznak az
1Be¶erkezett: 2010. janu¶ar 18. E-mail: kolos.agoston@uni-corvinus.hu.
2Ez¶uton szeretn¶ek kÄoszÄonetet mondani De¶ak Istv¶annak seg¶³ts¶eg¶e¶ert. Szeretn¶em tov¶abb¶a
megkÄoszÄonni k¶et ismeretlen lektorom hasznos tan¶acsait is.
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eml¶³tett feladat-oszt¶alyba, mert a dÄont¶esi v¶altoz¶ok ¶es a v¶eletlen param¶eterek
szorzat¶at kell sz¶amolni.
A CV aR (Conditional VaR, magyarul felt¶eteles kock¶aztatott ¶ert¶ek) kezeli
ezeket a probl¶em¶akat. A CV aR matematikailag egy felt¶eteles v¶arhat¶o ¶ert¶ek,
teh¶at ¯gyelembe veszi a vesztes¶eg nagys¶ag¶at is, ¶es a CV aR koherens kock¶a-
zatm¶ert¶ek (l¶asd: [10,2]).
A CV aR modelleknek egyik fontos ir¶anya az ¶un. portf¶oli¶ooptimaliz¶al¶asi
modellek. Ezen modellek eset¶eben a dÄont¶eshoz¶o a portf¶oli¶o kock¶azat¶at (CV aR)
szeretn¶e minimaliz¶alni bizonyos felt¶etelek mellett. Rockafellar ¶es Uryasev
([12]) hozz¶aj¶arul¶asa jelent}os a terÄulethez, akik a CV aR kock¶azati m¶ert¶ek mi-
nimaliz¶al¶ast line¶aris programoz¶asi feladatk¶ent fogalmazt¶ak meg. KÄunzi-Bay
¶es Mayer ([8]) a CV aR kock¶azati m¶ert¶ek minimaliz¶al¶as¶at k¶etl¶epcs}os szto-
chasztikus feladatk¶ent ¶³rta fel. Az }o fel¶³r¶asukkal a k¶etl¶epcs}os sztochasztikus
modellek megold¶as¶ara alkalmas algoritmusokkal is meg lehet oldani a modellt.
Az elj¶ar¶ast tov¶abbfejlesztette F¶abi¶an, aki tÄobbperi¶odus¶u portf¶oli¶o modelleket
oldott meg ([7]).
Sztochasztikus programoz¶asi feladatok megold¶as¶ara (nemcsak k¶etl¶epcs}os,
hanem egy¶eb t¶³pus¶uakra is) egy ¶uj heurisztikus algoritmus a De¶ak ¶altal ki-
fejlesztett SRA algoritmus ([3,6,4,5]), amely alkalmas ak¶ar nagym¶eret}u szto-
chasztikus feladatok megold¶as¶ara is. Ebben a cikkben az SRA algoritmust
haszn¶altam CV aR kock¶azati m¶ert¶ek minimaliz¶al¶as¶ara.
A cikk fel¶ep¶³t¶ese a kÄovetkez}o: a 2. fejezetben a CV aR kock¶azati m¶ert¶ek
minimaliz¶al¶as¶ara fel¶³rt portf¶oli¶o modellt mutatom be, a 3. fejezetben az SRA
algoritmust ismertetem rÄoviden. A 4. fejezetben az SRA algoritmus imple-
ment¶al¶as¶at mutatom be CV aR kock¶azati m¶ert¶ek minimaliz¶al¶as¶ara. A sz¶a-
m¶³t¶asi eredm¶enyeket az 5. fejezet mutatja be.
A cikkben a kÄovetkez}o jelÄol¶eseket alkalmazom: x vektor i-edik koordin¶a-
t¶aj¶at xi jelÄoli. Y val¶osz¶³n}us¶egi v¶altoz¶ot, Y pedig val¶osz¶³n}us¶egi vektorv¶altoz¶ot
jelÄol. ~Yj az Y val¶osz¶³n}us¶egi vektorv¶altoz¶o egy realiz¶aci¶oj¶at jelÄoli, ennek i-
edik koordin¶at¶aja pedig ~Y ji .
2 A CVaR modell
Legyen Y egy val¶osz¶³n}us¶egi v¶altoz¶o, amely egy dÄont¶eshoz¶o lehets¶eges (p¶enzben
m¶ert) vesztes¶eg¶et (a nyeres¶eg negat¶³v vesztes¶egk¶ent ¶ertelmezend}o) fejezi ki.
Az egyszer}us¶eg kedv¶e¶ert legyen Y folytonos val¶osz¶³n}us¶egi v¶altoz¶o, melynek
s}ur}us¶egfÄuggv¶enye f(y), eloszl¶asfÄuggv¶enye pedig F (y). Ehhez az Y val¶osz¶³-
n}us¶egi v¶altoz¶ohoz tartoz¶o V aR¯ kock¶azati m¶ert¶ek megadja azt az ¶ert¶eket,
amelyn¶el a dÄont¶eshoz¶o ¯ val¶osz¶³n}us¶eggel nem vesz¶³t tÄobbet:
V aR¯ = F
¡1(1 ¡ ¯);
ahol F ¡1(:) az F (y) eloszl¶asfÄuggv¶eny ¶altal¶anos¶³tott inverze:
F ¡1(w) = inf
y
©
F (y) ¸ w
ª
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A dÄont¶eshoz¶o vagyon¶at jellemz}oen nem egy ¶ert¶ekpap¶³rba helyezi, ez¶ert
Y tÄobb val¶osz¶³n}us¶egi v¶altoz¶o Äosszegek¶ent ¶all el}o. Portf¶oli¶o optimaliz¶al¶asi fe-
ladatok eset¶en a dÄont¶eshoz¶o n ¶ert¶ekpap¶³rba fektetheti t}ok¶ej¶et, ezek jÄov}obeni
¶ert¶ek¶et jelÄolje Yi val¶osz¶³n}us¶egi v¶altoz¶o. A dÄont¶eshoz¶o x1; x2; :::xn Äosszegeket
fektet az ¶ert¶ekpap¶³rokba. A jÄov}obeli vagyont ekkor az
Pn
i=1 xiYi Äosszeg adja
meg, teh¶at Y = ¡Pni=1 xiYi. Az egyszer}us¶eg kedv¶e¶ert tegyÄuk fel, hogy
a dÄont¶eshoz¶o egys¶egnyi t}ok¶evel rendelkezik, ekkor xi v¶altoz¶ok az optim¶alis
v¶alaszt¶as eset¶en az eszkÄozÄok ar¶any¶at mutatj¶ak, Yi val¶osz¶³n}us¶egi v¶altoz¶ok
pedig az eszkÄoz hozam¶at.
Ugyanehhez az Y val¶osz¶³n}us¶egi v¶altoz¶ohoz tartoz¶o CV aR¯ felt¶eteles koc-
k¶azati m¶ert¶ek megadja, hogy v¶arhat¶oan mennyit vesz¶³t a dÄont¶eshoz¶o, ha a
vesztes¶eg meghaladja V aR¯ ¶ert¶eket:
CV aR¯ = E(Y jY ¸ V aR¯) = E(Y jY ¸ F ¡1(¯)) (1)
Rockafellar ¶es Uryasev ([12]) megmutatta, hogy folytonos val¶osz¶³n}us¶egi
v¶altoz¶ok eset¶en a CV aR¯ a
min
z
z + (1 ¡ ¯)¡1E([Y ¡ z]+) (2)
feladat megold¶asak¶ent is megkaphat¶o, ahol [x]+ x pozit¶³v r¶esz¶et jelÄoli. Meg-
mutathat¶o, hogy a (2) kifejez¶es optimumhelye3 (z v¶altoz¶o optim¶alis ¶ert¶eke)
V aR¯ .
Amennyiben Y nem folytonos val¶osz¶³n}us¶egi v¶altoz¶o az (1) k¶eplettel meg-
adott de¯n¶³ci¶o tov¶abbi pontos¶³t¶asra szorul4, ¶es r¶aad¶asul a (2) minimuma nem
felt¶etlenÄul egyezik meg az (1) k¶eplettel megadott ¶ert¶ekkel, ez¶ert P°ug [10] azt
javasolja, hogy a (2) k¶epletet tekintsÄuk de¯n¶³ci¶onak. P°ug olyan eloszl¶asokkal
foglalkozik, ahol az eloszl¶asfÄuggv¶enyben ugr¶asok lehetnek. ¶Altal¶anos eloszl¶a-
sokra Rockafellar ¶es Uryasev [13] dolgozta ki az elm¶eletet.
Portf¶oli¶o optimaliz¶al¶as eset¶en szeretn¶enk minimaliz¶alni CV aR¯ kock¶azati
m¶ert¶eket, felt¶eve hogy a dÄont¶eshoz¶onak van valamekkora hozamelv¶ar¶asa (r¤).













QC(x; z;Y) = (1 ¡ ¯)¡1 min
y
y;
3Elk¶epzelhet}o, hogy az optimumhely nem egy¶ertelm}u, a r¶eszletekr}ol l¶asd.: [13]
4A r¶eszletekr}ol l¶asd: [13]
5A fel¶³r¶ast KÄunzi-Bay ¶es Mayer ([8]) adta meg.







ahol Yi val¶osz¶³n}us¶egi v¶altoz¶o az i-edik eszkÄoz hozam¶at mutatja, xi dÄont¶esi
v¶altoz¶o az i-edik eszkÄozbe fektetett t}oke ar¶any¶at jelenti, z az optimaliz¶al¶ashoz
haszn¶alt seg¶edv¶altoz¶o, ¯ pedig a CV aR kock¶azati m¶ert¶ekhez tartoz¶o kÄuls}o
param¶eter (megb¶³zhat¶os¶agi szint). Az xi dÄont¶esi v¶altoz¶okra feltehetÄunk nem-
negativit¶asi korl¶atot, de ez technikailag nem szÄuks¶eges (meg lehet engedni
fedezetlen elad¶asokat is).
Amennyiben Y1; Y2; :::; Yn val¶osz¶³n}us¶egi v¶altoz¶ok diszkr¶et eloszl¶as¶uak (¶es
korl¶atosak), akkor a k¶etl¶epcs}os feladatot meg lehet oldani line¶aris programo-
z¶asi feladatk¶ent (l¶asd: [12]). Elterjedt m¶odszer, hogy folytonos val¶osz¶³n}us¶egi
v¶altoz¶okat is diszkretiz¶alnak (vagy mint¶at vesznek), ¶es ¶³gy line¶aris progra-
moz¶asi feladatk¶ent oldj¶ak meg. Kihaszn¶alva a specialit¶asokat KÄunzi-Bay ¶es
Mayer ([8]) megadott egy hat¶ekony elj¶ar¶ast a CV aR optimaliz¶al¶asok eset¶ere.
Ugyanakkor a diszkretiz¶al¶as magas dimenzi¶ok (sok eszkÄoz) eset¶en problema-
tikus lehet (l¶asd: [4]).
M¶asik lehets¶eges m¶odszer k¶etl¶epcs}os sztochasztikus probl¶em¶ak megold¶a-
s¶ara a Monte Carlo integr¶al¶asos technik¶ak, amelynek egyik k¶epvisel}oje az
SRA algoritmus.
3 Az SRA algoritmus
Az SRA (Successive Regression Approximations) egy mostan¶aban kifejlesztett
heurisztikus algoritmus sztochasztikus programoz¶asi feladatok megold¶as¶ara6.
Ezek kÄozÄul most csak a k¶etl¶epcs}os programoz¶asi feladatok megold¶as¶at mu-
tatom be.












Ax + Wy = Z;
y ¸ 0:
6Az algoritmust De¶ak Istv¶an fejlesztette ki.
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A feladatban a neh¶ezs¶eget a E(QC(x;Z)) v¶arhat¶o ¶ert¶ek kisz¶am¶³t¶asa je-
lenti. A v¶arhat¶o ¶ert¶ek kisz¶am¶³t¶asa problematikus, de egy konkr¶et pontban a
fÄuggv¶enyre nem neh¶ez torz¶³tatlan becsl¶est adni: legyen ~Z1, ~Z2, ..., ~Zk a Z








az E(QC(x;Z)) ¶ert¶eknek egy torz¶³tatlan becsl¶ese7.
Az SRA algoritmus alapgondolata az, hogy az E(QC(x;Z)) nehezen ki-
sz¶am¶³that¶o fÄuggv¶enyt egy kvadratikus fÄuggv¶ennyel kÄozel¶³ti, ¶es az optimum
kÄozel¶eben elkezdi 'pontos¶³tani' ezt a fÄuggv¶enyt. Az algoritmus indul¶as¶ahoz
szÄuks¶egÄunk van kezd}opontokra. V¶eletlenszer}uen felveszÄunk xi kezd}opontokat
(mondjuk l darabot), ¶es ezekre a kezd}opontokra kisz¶am¶³tjuk a pi(xi) becsl¶ese-
ket. RendelkezÄunk Sl = fxi; pi(xi)gl¡1i=0 pontok halmaz¶aval, ezekre a pontokra
egy
ql(x) = x
T Dlx + b
T
l x + cl:
alak¶u kvadratikus fÄuggv¶enyt illesztÄunk.







feladattal, ami kvadratikus programoz¶asi feladat. Kisz¶am¶³tjuk a feladat op-
tim¶alis megold¶as¶at. Ha a kapott pont 'el¶eg j¶o', meg¶allunk, ha nem, kisz¶a-
m¶³tjuk az optimumhoz a p(x) becsl¶est, hozz¶avesszÄuk az eddigi pontokhoz,
¶es visszat¶erÄunk a kvadratikus kÄozel¶³t¶eshez (az algoritmus r¶eszletesebb le¶³r¶asa
megtal¶alhat¶o: [6,4,5]).
Az 'el¶eg j¶o' meg¶all¶asi krit¶erium lehet valamilyen pontoss¶ag (statisztikai
hibahat¶ar) megkÄovetel¶ese (l¶asd p¶eld¶aul: [9]).
Az SRA algoritmus j¶ol teljes¶³t sztochasztikus probl¶em¶ak megold¶as¶aban,
de hi¶anyzik az elm¶eleti bizony¶³t¶asa. A cikk kÄovetkez}o r¶esz¶eben azt sz¶an-
d¶ekozom demonstr¶alni, hogy CV aR kock¶azati m¶ert¶ek minimaliz¶al¶as¶ara is
haszn¶alhat¶o az algoritmus.
4 Az SRA algoritmus implement¶al¶asa
4.1 Alapfeladat




z + E(QC(x; z;Y));
7A gyakorlatban nem ezt a becsl¶es c¶elszer}u alkalmazni. A r¶eszletekr}ol l¶asd: [6]


















ahol Yi val¶osz¶³n}us¶egi v¶altoz¶o az i-edik eszkÄoz hozam¶at mutatja, xi dÄont¶esi
v¶altoz¶o az i-edik eszkÄozbe fektetett t}oke ar¶any¶at jelenti, z az optimaliz¶al¶ashoz
haszn¶alt seg¶edv¶altoz¶o, ¯ pedig a CV aR kock¶azati m¶ert¶ekhez tartoz¶o kÄuls}o
param¶eter (megb¶³zhat¶os¶agi szint).
Term¶eszetesen a konkr¶et optimaliz¶al¶ashoz szÄuks¶egÄunk van ~Y1, ~Y2, ..., ~Yq
realiz¶aci¶okra. A QC(x; z;Y) fÄuggv¶enyt a minta¶atlaggal helyettes¶³tjÄuk, ekkor
a m¶asodik l¶epcs}o a kÄovetkez}o alakot Äolti:
QC(x; z; ~Y
1; ~Y2; :::; ~Yq) =
1










i ; j = 1:::q;
yj ¸ 0; j = 1:::q
Ezen a fel¶³r¶ason csak annyiban v¶altoztattam, hogy a z v¶altoz¶oban v¶egzett














8A c¶elfÄuggv¶enyhez hozz¶a lehet adni egy line¶aris kÄolts¶egtagot, tov¶abb¶a az els}o l¶epcs}ohÄoz
tetsz}oleges line¶aris korl¶at is hozz¶a¶³rhat¶o, az algoritmus v¶altozatlan form¶aban m}ukÄodik.
9A c¶elfÄuggv¶eny helyett az SRA algoritmus implement¶al¶asakor itt is k minta ¶atlaga ¶all.
A r¶eszletek a 4.5. alfejezetben vannak kifejtve, a c¶elfÄuggv¶eny pontos meghat¶aroz¶asa a (4)
k¶epletben tal¶alhat¶o.




















i ; j = 1:::q;
z; yj ¸ 0; j = 1:::q:
A v¶altoztat¶asnak az az ¶ertelme, hogy a m¶asodik l¶epcs}o¶³gy egy CV aR sz¶a-
m¶³t¶as, a portf¶oli¶o optimaliz¶al¶as pedig az els}o l¶epcs}oben tÄort¶enik. A m¶asodik
l¶epcs}o kisz¶am¶³t¶as¶at nem kell line¶aris programoz¶asi feladatk¶ent megoldani. A
m¶asodik l¶epcs}ohÄoz tartoz¶o line¶aris programoz¶asi feladat optim¶alis megold¶asa
megadja a portf¶oli¶o vesztes¶eg¶enek realiz¶aci¶oi kÄozÄul azok ar¶any¶at, amelyek
eset¶en a vesztes¶egek a fels}o ¯ kvantilisbe esnek, ami viszont line¶aris progra-
moz¶asi feladat n¶elkÄul is kisz¶am¶³that¶o, jelent}os fut¶asi id}ot sp¶orolva.
Ennek a k¶etl¶epcs}os sztochasztikus feladatnak a megold¶as¶ara a 3. fejezet-
ben le¶³rt SRA algoritmust haszn¶altam, kisebb v¶altoztat¶asokkal.
4.2 Kezd}o pontok meghat¶aroz¶asa
Az els}o v¶altoztat¶as a kezd}o pontok megv¶alaszt¶as¶an¶al tÄort¶ent: olyan indul¶o
pontokat v¶alasztottam, amelyek rajta vannak az els}o l¶epcs}o korl¶atai ¶altal
kifesz¶³tett hipers¶³kon. Tov¶abbi v¶altoztat¶as, hogy kijelÄoltem egy kÄoz¶eppontot,
¶es a v¶eletlenÄul felvett pontok e kÄoz¶eppont kÄorÄul helyezkednek el. A kÄoz¶eppont
az els}o l¶epcs}o korl¶atai ¶altal kifesz¶³tett hipers¶³k orig¶ohoz legkÄozelebbi pontja10.
Az volt mÄogÄotte a heurisztikus megfontol¶as, hogy a diverzi¯k¶al¶as el}onyei
miatt { nem sz¶els}os¶eges esetben { az optimum is valahol az egys¶egszimplex
'kÄozep¶en' lesz, ¶³gy a megfelel}o kÄoz¶eppont kÄorny¶ek¶en felvett pontok j¶ol le¶³rj¶ak
a p¶otl¶as feladat kÄozel¶³t¶es¶et.
4.3 Kvadratikus kÄozel¶³t¶es
Az eredeti SRA algoritmus fontos jellemz}oje, hogy a regresszi¶os kÄozel¶³t¶es
el}o¶all¶³t¶as¶an¶al minden kor¶abbi pontot felhaszn¶al, ¶³gy a kÄozel¶³t¶es egyre pon-
tosabb¶a v¶alik. M¶egis fontos, hogy az optimum kÄozel¶eben l¶ev}o pontokat job-
ban ¯gyelembe vegyÄuk, mint az optimumt¶ol t¶avolabb l¶ev}o pontokat. Az ere-
deti SRA algoritmus ezt a kÄovetelm¶enyt ¶ugy oldja meg, hogy minden ponthoz
egy s¶ulyt rendel, annak fÄuggv¶eny¶eben, hogy (v¶elhet}oen) mennyire van t¶avol
10A korl¶atok kÄozÄott mindig szerepel a
Pn
i=1
xi = 1 felt¶etel, teh¶at ez a pont rajta van
az egys¶egszimplexen.
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az optimumt¶ol. Az implement¶al¶asn¶al m¶as utat kÄovettem: amennyiben ele-
gend}o pont ¶all rendelkez¶esre, az indul¶o pontokat (de csak azokat) kihagytam
a kvadratikus kÄozel¶³t¶es el}o¶all¶³t¶as¶an¶al. A heurisztikus gondolat az volt ezen
elj¶ar¶as mÄogÄott, hogy indul¶askor szÄuks¶eg van a gener¶alt pontok sz¶or¶od¶as¶ara,
hogy a n¶egyzetes kÄozel¶³t¶es felvegye a konvex kvadratikus alakot. Amikor
viszont az algoritmus m¶ar 'kitapogatta' az optimum kÄorÄulbeli hely¶et, az op-
timumt¶ol t¶avol l¶ev}o pontok m¶ar csak h¶atr¶altatnak.
4.4 A CVaR becsl¶es torz¶³totts¶aga
FelmerÄult az a probl¶ema, hogy a p¶otl¶as feladat optim¶alis c¶elfÄuggv¶enye torz¶³-
tottan becsÄuli CV aR¯ ¶ert¶eket. Az 1. t¶abl¶azat sz¶amszer}uen szeml¶elteti a
torz¶³t¶as m¶ert¶ek¶et sztenderd norm¶alis eloszl¶as eset¶en. A t¶abl¶azatban az elem-
sz¶am azt mutatja, hogy h¶any gener¶alt v¶eletlen sz¶am alapj¶an sz¶amoltam a
CV aR0;9 becsl¶es¶et. A becsl¶esi elj¶ar¶ast megism¶eteltem 10000-szer minden
elemsz¶am eset¶en. A t¶abl¶azat m¶asodik oszlopa mutatja CV aR0;9 becsl¶esek
¶atlag¶at, a harmadik a 95%-os kon¯dencia intervallumot, a negyedik pedig egy
becsl¶eshez szÄuks¶eges id}o ¶atlag¶at (m¶asodpercben). A t¶abl¶azatb¶ol j¶ol l¶atszik,
hogy az elemsz¶am nÄoveked¶es¶evel csÄokken a torz¶³t¶as m¶ert¶eke, de line¶arisn¶al
gyorsabban n}o a szÄuks¶eges id}o.
95%-os kon¯dencia intervallum
Elemsz¶am Elm¶eleti ¶ert¶ek ¶Atlag Als¶o hat¶ara Fels}o hat¶ara Id}o
100 1,755 1,734 1,730 1,738 0,00004
500 1,755 1,750 1,749 1,752 0,00022
2500 1,755 1,754 1,753 1,755 0,00206
12500 1,755 1,755 1,754 1,755 0,03370
62500 1,755 1,755 1,754 1,755 0,70220
1. t¶abl¶azat. A CV aR becsl¶es torz¶³t¶asa. Az els}o oszlop megadja a becsl¶eshez gener¶alt
v¶eletlensz¶amok sz¶am¶at, a m¶asodik oszlopban szerepel az elm¶eleti ¶ert¶ek, a harmadikban a CV aR
becsl¶esek ¶atlaga, a negyedik ¶es ÄotÄodikben a 95%-os kon¯dencia intervallum als¶o ¶es fels}o hat¶ara,
a hatodik oszlopban pedig a becsl¶eshez szÄuks¶eges id}o ¶atlaga szerepel m¶asodpercben.
Fontos hangs¶ulyozni, hogy a torz¶³t¶as nem az SRA algoritmus kÄovetkez-
m¶enye, az akkor is jelen van, ha a CV aR kock¶azati m¶ert¶ek optimaliz¶al¶asi
feladatot line¶aris programoz¶asi feladatk¶ent oldjuk meg11.
4.5 Az QC(x;Y) ¶ert¶ek becsl¶ese
A 3. fejezetben a (3) k¶eplettel adtunk egy becsl¶est a m¶asodik l¶epcs}o c¶el-
fÄuggv¶eny¶enek ¶ert¶ek¶ere. Jelen CV aR kock¶azati m¶ert¶ek optimaliz¶al¶as eset¶en a
m¶asodik l¶epcs}o becsl¶ese ¶ugy tÄort¶enik, hogy gener¶alunk v¶eletlen sz¶amokat ¶es
vesszÄuk a fels}o ¯ kvantilis ¶atlag¶at. K¶erd¶es, hogy h¶any sz¶amot gener¶aljunk,
megism¶eteljÄuk-e az elj¶ar¶ast, ¶es ha igen, h¶anyszor. Egy CV aR becsl¶eshez
11MegjegyezzÄuk, hogy az 1. t¶abl¶azat eredm¶enyei Äosszhangban vannak Mak Morton ¶es
Wood [9] elm¶eleti eredm¶enyeivel.
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gener¶alt v¶altoz¶ok sz¶am¶at elemsz¶amnak h¶³vom a tov¶abbiakban. Az elemsz¶a-
mot ¶ugy kell megv¶alasztani, hogy kell}oen nagy legyen a torz¶³t¶as megfelel}o
csÄokkent¶ese c¶elj¶ab¶ol, ugyanakkor ne legyen a szÄuks¶egesn¶el nagyobb, a fut¶asi
id}o miatt. Egy CV aR becsl¶es ingadoz¶asa m¶eg akkor is jelent}os, ha a torz¶³t¶as
m¶ar eleny¶esz}o (l¶asd 1. t¶abl¶azat). Emiatt c¶elszer}u m¶eg viszonylag nagy elem-
sz¶am eset¶en is tÄobb CV aR becsl¶esnek venni az ¶atlag¶at. Ism¶etl¶esek sz¶amak¶ent








1;i; ~Y2;i; :::; ~Yq;i); (4)
ahol q az elemsz¶am, k pedig az ism¶etl¶esek sz¶ama.
Az elemsz¶am ¶es ism¶etl¶esek sz¶ama k¶³vÄulr}ol adott param¶eter, amelyet a
dÄont¶eshoz¶o ¶altal elv¶art pontoss¶ag alapj¶an lehet meghat¶arozni.
5 Sz¶am¶³t¶asi eredm¶enyek
A kutat¶as jelen szakasz¶aban a Rockafellar ¶es Uryasev ([12]) cikkben kÄozÄolt
adatokkal sz¶amoltam, hogy az eredm¶enyeket lehessen m¶as eredm¶enyekhez
viszony¶³tani.
Rockafellar ¶es Uryasev ([12]) a cikkÄukben 3 eszkÄozt vizsg¶alnak: S&P
500 r¶eszv¶enyindex (S&P 500), hossz¶u t¶av¶u amerikai ¶allamkÄotv¶eny portf¶oli¶o
(Gov Bond) ¶es kis t}ok¶es¶³tetts¶eg}u amerikai v¶allalati portf¶oli¶o (Small Cap). Az





2. t¶abl¶azat. Az eszkÄozÄok hozama
S&P 500 Gov Bond Small Cap
S&P 500 0,00324625 0,00022983 0,00420395
Gov Bond 0,00022983 0,00049937 0,00019247
Small Cap 0,00420395 0,00019247 0,00764097
3. t¶abl¶azat. A portf¶oli¶o kovarianciam¶atrixa
A 3 eszkÄoz eloszl¶as¶ara egyÄuttes norm¶alis eloszl¶ast t¶eteleznek fel. EgyÄuttes
norm¶alis eloszl¶as eset¶en a CV aR optim¶alis portf¶oli¶o ¶es a Markowitz optim¶a-
lis portf¶oli¶o egybeesik (l¶asd: [12]). A Markowitz-f¶ele modell megold¶asa egy
kvadratikus optimaliz¶al¶as eredm¶enye, aminek az ¶ert¶ek¶et a 4. t¶abl¶azat mutat-
ja. Az optim¶alis portf¶oli¶o eset¶en a 90%-os, 95%-os ¶es 99%-os CV aR ¶ert¶ekeket
az 5. t¶abl¶azat adja meg.
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S&P 500 Gov Bond Small Cap
0,452013 0,115573 0,432414
4. t¶abl¶azat. Optim¶alis eszkÄozs¶ulyok
¯ = 0; 9 ¯ = 0; 95 ¯ = 0; 99
0,096975 0,115908 0,152977
5. t¶abl¶azat. CV aR ¶ert¶ekek az optim¶alis portf¶oli¶ora
Rockafellar es Uryasev ([12]) kÄozÄol fut¶asi eredm¶enyeket, de minden be-
¶all¶³t¶asr¶ol csak egyet. A 6. t¶abl¶azatban olyan eredm¶enyeket kÄozlÄok, amelyek
minden elemsz¶amhoz 100 fut¶as eredm¶enyeit Äosszegzik, ¶³gy az optimum min}o-
s¶eg¶er}ol jobb k¶epet kapunk. Rockafellar es Uryasev CPLEX solvert haszn¶alt,
¶en viszont MINOS megold¶ot. Az eredm¶enyeket az¶ert is kÄozlÄom, mert ¶³gy a
kÄulÄonbs¶egek az algoritmusok kÄulÄonbs¶eg¶enek tudhat¶ok be ¶es nem a solverek
kÄulÄonbs¶eg¶enek (¶es nem mellesleg ugyanazon a g¶epen futtattam mindk¶et al-
ternat¶³v¶at). A 6. t¶abl¶azat kÄulÄonbÄoz}o elemsz¶amok eset¶en mutatja az algorit-
mus fut¶asi eredm¶enyeit. Az els}o oszlop az elemsz¶amot mutatja, a m¶asodik
a CV aR0;9 becsl¶esek ¶atlaga. L¶athat¶o, hogy ha az elemsz¶am kicsi, a CV aR
becsl¶es lefel¶e torz¶³t. Mivel a feladat 3 eszkÄozt tartalmaz ¶es k¶et korl¶atot,
ez¶ert az eszkÄozÄok kÄozÄul csak egynek az ¶ert¶ek¶et (ar¶any¶at) lehet szabadon
megv¶alasztani (S&P 500), ennek ¶atlag¶at mutatja a 6. t¶abl¶azatban a harmadik
oszlop. A negyedik oszlop a fut¶ashoz szÄuks¶eges id}o ¶atlaga m¶asodpercben. Az
¶atlag¶ert¶ekek alatt z¶ar¶ojelben a sz¶or¶asok szerepelnek.
Elemsz¶am CV aR S&P 500 Id}o
100 0,09251 0,38099 0,0
(0,01169) (0,26894) (0,0)
500 0,09676 0,43688 0,0
(0,00557) (0,15367) (0,0)
2500 0,09725 0,45195 1,4
(0,00234) (0,07267) (0,1)
12500 0,09702 0,45557 58,9
(0,00095) (0,03232) (6,3)
6. t¶abl¶azat. Fut¶asi eredm¶enyek { line¶aris programoz¶asi feladat. Az els}o oszlop az opti-
maliz¶al¶ashoz haszn¶alt minta elemsz¶am¶at mutatja, a m¶asodik a CV aR becsl¶esek ¶atlag¶at, a har-
madik az optimaliz¶al¶as sor¶an az S&P 500 eszkÄoz optim¶alis ¶ert¶ekeinek ¶atlag¶at, a negyedik oszlop
pedig az optimaliz¶al¶ashoz szÄuks¶eges id}o ¶atlag¶at m¶asodpercben. Az ¶atlag¶ert¶ekek alatt z¶ar¶ojelben
a sz¶or¶as szerepel.
Az SRA algoritmushoz a k¶odot Lahey Fortran nyelvben ¶³rtam meg. A
algoritmushoz szÄuks¶eges solver a MINOS. A futtat¶asokat egy 1,6 GHz AMD
Sempron sz¶am¶³t¶og¶epen v¶egeztem.
A 7. t¶abl¶azat kÄulÄonbÄoz}o be¶all¶³t¶asok eset¶en mutatja meg az algoritmus
fut¶asi eredm¶enyeit. Az els}o oszlop az elemsz¶amot mutatja, a m¶asodik pedig
azt, hogy egy pi(xi) ¶ert¶ek el}o¶all¶³t¶as¶ahoz h¶any becsl¶esnek vettem az ¶atlag¶at
(ism¶etl¶esek sz¶ama). A harmadik oszlopban szerepelnek a CV aR0;9 becsl¶esek
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¶atlagai. L¶athat¶o, hogy ha az elemsz¶am kicsi, a CV aR becsl¶es itt is lefel¶e
torz¶³t. Mivel a feladat 3 eszkÄozt tartalmaz ¶es k¶et korl¶atot, ez¶ert az eszkÄozÄok
kÄozÄul csak egynek az ¶ert¶ek¶et (ar¶any¶at) lehet szabadon megv¶alasztani, az algo-
ritmus az els}o eszkÄozt v¶alasztja meg. Ennek ¶atlag¶at mutatja a 7. t¶abl¶azatban
a negyedik oszlop. Az ÄotÄodik oszlop azt mutatja, hogy h¶any iter¶aci¶o ut¶an ¶all
le az algoritmus, a hatodik pedig a fut¶ashoz szÄuks¶eges id}o m¶asodpercben. Az
¶atlag¶ert¶ekek alatt z¶ar¶ojelben a sz¶or¶asok szerepelnek.
Elemsz¶am Ism¶etl¶es CV aR S&P 500 # Iter¶aci¶o Id}o
100 100 0,09572 0,45479 4614 16,6
(0,00113) (0,01620) (1564) (5,1)
100 1000 0,09536 0,45234 1924 60,4
(0,00036) (0,00828) (608) (20,9)
100 10000 0,09542 0,45230 829 244,3
(0,00012) (0,00398) (251) (73,9)
1000 100 0,09678 0,45314 1988 127,5
(0,00034) (0,00830) (610) (39,1)
1000 1000 0,09683 0,45178 876 554,8
(0,00012) (0,00389) (211) (134,1)
1000 10000 0,09682 0,45216 346 2189,1
(0,00004) (0,00200) (140) (884,7)
10000 10 0,09691 0,45388 1914 858,1
(0,00039) (0,01036) (588) (337,0)
7. t¶abl¶azat. Fut¶asi eredm¶enyek { SRA algoritmus. Az els}o ¶es m¶asodik oszlop az optimaliz¶al¶ashoz
haszn¶alt minta elemsz¶am¶at ¶es az ism¶etl¶es¶ek sz¶am¶at mutatja, a harmadik a CV aR becsl¶esek
¶atlag¶at, a negyedik az optimaliz¶al¶as sor¶an az S&P 500 eszkÄoz optim¶alis ¶ert¶ekeinek ¶atlag¶at,
az ÄotÄodik a szÄuks¶eges iter¶aci¶ok sz¶am¶anak ¶atlag¶at, a hatodik oszlop pedig az optimaliz¶al¶ashoz
szÄuks¶eges id}o ¶atlag¶at m¶asodpercben. Az ¶atlag¶ert¶ekek alatt z¶ar¶ojelben a sz¶or¶as szerepel.
A 7. t¶abl¶azatb¶ol j¶ol l¶atszik, hogy az SRA algoritmus k¶epes az optimaliz¶al¶asi
feladat megold¶as¶ara. A t¶abl¶azatb¶ol j¶ol l¶atszik, hogy ha nÄoveljÄuk az ism¶etl¶esek
sz¶am¶at, vagy az elemsz¶amot, akkor pontosabb eredm¶enyt kapunk. J¶ol l¶atszik
az a kett}os¶eg is, hogy ha az a c¶elunk, hogy a CV aR ¶ert¶eket pontosan megkap-
juk, akkor az elemsz¶amot kell nÄovelni, ha a viszont az optim¶alis portf¶oli¶o meg-
tal¶al¶asa a c¶elunk, akkor kisebb elemsz¶amot ¶es tÄobb ism¶etl¶est kell v¶alasztani.
¶Erdemes a fut¶asi eredm¶enyeket a line¶aris programoz¶asi algoritmus fut¶asi
eredm¶enyeivel Äosszehasonl¶³tani. Az Äosszehasonl¶³t¶asn¶al nem az azonos elem-
sz¶amot kell Äosszehasonl¶³tani, hiszen m¶as a tartalma az elemsz¶amnak a k¶et
esetben. Sokkal szerencs¶esebb, ha ¶ugy hasonl¶³tjuk Äossze az eredm¶enyeket,
hogy azonos fut¶asi id}o alatt milyen pontoss¶agot ¶er el az algoritmus. P¶eld¶aul
line¶aris programoz¶asi feladat eset¶en 12500-as elemsz¶am nagyj¶ab¶ol ugyanannyi
id}ot ig¶enyel, mint az SRA algoritmus 100 elemsz¶ammal ¶es 1000 ism¶etl¶essel.
A vizsg¶alt esetben a line¶aris programoz¶asi feladat kisebb torz¶³t¶assal (0,09702
vs. 0,09536), de nagyobb sz¶or¶assal (0,00095 vs. 0,00036) becsÄuli a CV aR
¶ert¶eket. Az optim¶alis portf¶oli¶o megtal¶al¶as¶an¶al egy¶ertelm}uen az SRA algorit-
mus a jobb. A line¶aris programoz¶asi feladat eset¶eben az optim¶alis portf¶oli¶o-
s¶ulyokat csak nagy sz¶or¶assal tudja meghat¶arozni az algoritmus. Nagyobb
elemsz¶am v¶alaszt¶asa viszont l¶enyegesen meghosszabb¶³tja a fut¶asi id}ot.
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A kÄozÄolt fut¶asi eredm¶enyekb}ol messzemen}o kÄovetkeztet¶eseket nem ¶erdemes
levonni, de annyit ki lehet jelenteni, hogy az SRA algoritmus versenyk¶epes a
Rockafellar es Uryasev ([12]) ¶altal fel¶³rt line¶aris programoz¶asi feladattal.
6 ÄOsszefoglal¶as
Ebben a cikkben CV aR portf¶oli¶o optimaliz¶al¶asi feladatot oldottam meg SRA
algoritmussal. Numerikus futtat¶asi adatok alapj¶an kijelenthet}o, hogy az algo-
ritmus k¶epes elv¶egezni az optimaliz¶al¶asi feladatot ¶es az is, hogy az algoritmus
versenyk¶epes a line¶aris programoz¶asi feladatk¶ent val¶o fel¶³r¶assal.
Lehets¶eges tov¶abbl¶ep¶esi ir¶any annak felhaszn¶al¶asa, hogy az SRA algorit-
mus nem csak k¶etl¶epcs}os sztochasztikus feladatok megold¶as¶ara k¶epes, hanem
pl. val¶osz¶³n}us¶eggel korl¶atozott feladatok megold¶as¶ara is. Ez megnyitja az
utat afel¶e, hogy az adatokban megl¶ev}o bizonytalans¶agot ¯gyelembe vegyÄuk
az optimaliz¶aci¶on¶al.
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CVAR MINIMIZATION BY THE SRA ALGORITHM
The risk measure CVaR is becoming more and more popular in recent years. In
this paper we use CVaR for portfolio optimization. We formulate the problem as a
two-stage stochastic programming model. We apply the SRA algorithm, which is
a recently developed heuristic algorithm, to minimizing CVaR.
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TERMEL¶ESI ¶ES SZOLG¶ALTAT¶ASI FOLYAMATOK
FELFUT¶AS¶ANAK MODELLEZ¶ESE1
J¶ON¶AS TAM¶AS { T¶OTH ZSUZSANNA ESZTER
BME GTK
V¶allalati folyamatokat vizsg¶alva arra k¶³v¶anunk k¶³s¶erletet tenni, hogy termel¶e-
si ¶es szolg¶altat¶asi folyamatok aggreg¶alt min}os¶egi ¶es megb¶³zhat¶os¶agi jellemz}oi-
nek v¶altoz¶as¶at a folyamatok felfut¶asi id}oszak¶aban modellezzÄuk. A lesz}uk¶³tett,
line¶arisra visszavezetett logisztikus regresszi¶os modell alkalmaz¶asa megteremti
annak lehet}os¶eg¶et, hogy a technol¶ogia ¶es a termel¶esi kult¶ura termel¶esi ¶es szol-
g¶altat¶asi folyamatok felfut¶as¶aban betÄoltÄott szerep¶et sz¶amszer}us¶³tsÄuk. Meg-
kÄozel¶³t¶esÄunk lehet}os¶eget ny¶ujt a t¶erben, illetve id}oben elkÄulÄonÄul}o felfut¶asi
gÄorb¶ek kvantitat¶³v Äosszehasonl¶³t¶as¶ara.
Kulcsszavak: aggreg¶alt megb¶³zhat¶os¶agi ¶es min}os¶egi mutat¶ok, logisztikus
¶ert¶ekel¶es, szigmoid fÄuggv¶eny, line¶aris regresszi¶o, tanul¶asi gÄorbe
1 Bevezet¶es
A tanul¶asi gÄorb¶et a szakirodalomban el}oszÄor Wright (1936) eml¶³ti: a legy¶artott
term¶ekek sz¶am¶anak a megdupl¶az¶od¶as¶aval az egyes darabok el}o¶all¶³t¶as¶ara ford¶³-
tott id}o egyenletesen csÄokken. A tanul¶asi gÄorbe tulajdonk¶eppen matematikai
kapcsolatot teremt valamely teljes¶³tm¶eny m¶er}osz¶am (¶³gy pl. kÄolts¶eg, min}os¶eg,
ciklusid}o) ¶es a v¶allalat adott term¶ek el}o¶all¶³t¶as¶ahoz vagy adott szolg¶altat¶as
ny¶ujt¶as¶ahoz kapcsol¶od¶o tapasztalata kÄozÄott. A h¶abor¶u ut¶ani id}oszakban
a tanul¶asi folyamattal kapcsolatos kutat¶asok az egyes darabok el}o¶all¶³t¶as¶ara
ford¶³tott kÄozvetlen munka¶ora helyett az egy darabra jut¶o kÄolts¶egeket vagy
¶arat vett¶ek alapul.
A legtÄobb tanul¶asi folyamattal kapcsolatos kutat¶as kÄoz¶eppontj¶aban az
aggreg¶alt tanul¶asi hat¶as meghat¶aroz¶asa ¶all. Wright (1936) a kumul¶alt out-
putot, Arrow (1962) ¶es Sheshinski (1967) pedig a kumul¶alt befektet¶eseket
veszi alapul a tanul¶asi hat¶as vizsg¶alatakor. Alchian (1959) ¶es Hirschleifer
(1962) kÄulÄonbs¶eget tesz a kibocs¶at¶as sebess¶ege, valamint a kibocs¶at¶as ter-
vezett volumene kÄozÄott. Cooper ¶es Charnes (1954), Rapping (1965), Sheshin-
ski (1967), Fellner (1969), Stobaugh ¶es Townsend (1975) a kumul¶alt ki-
bocs¶at¶as alternat¶³v¶ajak¶ent vagy kieg¶esz¶³t}ojek¶ent az id}ovel foglalkoznak. A
tanul¶asi gÄorbe gyakorlatban megval¶osul¶o alakj¶aval foglalkoz¶o kutat¶asok kÄozÄul
n¶emelyek a lapos szakaszok l¶etez¶es¶et (Carr, 1946; Conway ¶es Schultz, 1959;
Balo®, 1966, 1971), m¶asok az ¶un. Stanford-B hat¶ast (Garg ¶es Milliman,
1961), vagy a harmadfok¶u alakot (Carlson, 1973) vizsg¶alt¶ak. Az eml¶³tett
modellez¶esi probl¶em¶ak azonban nem szor¶³tj¶ak h¶att¶erbe azt az alapvet}o t¶enyt,
1Be¶erkezett: 2010. febru¶ar 9. E-mail: tothzs@mvt.bme.hu.
76 J¶on¶as Tam¶as { T¶oth Zsuzsanna Eszter
hogy az egyes Äuzemekben a tanul¶asi r¶at¶ak meglehet}osen kÄulÄonbÄoz}oek lehetnek
m¶eg akkor is, ha a term¶ekek ¶es a m¶er¶esek hasonl¶oak (Alchian, 1959).
Sz¶amos tanulm¶any foglalkozik a berendez¶esek cser¶ej¶enek hat¶as¶aval (pl.
Arrow, 1962, Sheshinski, 1967), Hollander (1965) a nagyobb ¶es kisebb je-
lent}os¶eg}u technol¶ogiai v¶altoz¶asok szerep¶et kutatja, ¶es n¶eh¶any tanulm¶any az
indirekt ¶es direkt munkaer}o tanul¶asra gyakorolt hat¶asait szeml¶elteti t}okein-
tenz¶³v esetekben (pl. Andress, 1954, Hirshmann 1964). Conway ¶es Schultz
(1959) a tanul¶asra hat¶assal l¶ev}o, a termel¶est megel}oz}o m}uveleti f¶azisokban
¶es a termel¶esi folyamatokban szerepet j¶atsz¶o t¶enyez}oket veszi sz¶amba. Balo®
(1970) olyan eseteket mutat be, ahol a technikai t¶amogat¶as vagy a munkaer}o
motiv¶aci¶oja hat¶assal van a tanul¶asi r¶at¶ara. Hayes ¶es Wheelwright (1984)
a t¶enyez}ok egy olyan csoportj¶at gy}ujtik Äossze, amellyel mind egy¶eni, mind
pedig csoportos szinten ÄosztÄonÄozhet}o vagy ¶eppen visszafoghat¶o a tanul¶as.
A min}os¶egmenedzsment rendszerek ¶es ¯loz¶o¯¶ak folyamatos fejleszt¶es¶enek
elve a termel}o ¶es szolg¶altat¶o v¶allalatokat teljes¶³tm¶enyÄuk ¶alland¶o jav¶³t¶as¶ara
ÄosztÄonÄozi. E fejl}od¶es vizsg¶alat¶ara ¶es nyomon kÄovet¶es¶ere a tanul¶asi gÄorbe
sz¶amos eszkÄozt k¶³n¶al. Zangwill ¶es Kantor (1998) a folyamatos fejleszt¶es ¶es
a tanul¶asi gÄorbe kÄozÄotti kapcsolatot ragadja meg, ¶es egy olyan differenci¶al-
egyenletet mutatnak be, amelynek seg¶³ts¶eg¶evel a menedzsment a kÄulÄonbÄoz}o
folyamatok eredm¶enyess¶eg¶et ¶ert¶ekelni tudja ¶es ¶³gy az ipari folyamatok gyor-
sabb fejleszt¶ese v¶alik lehet}ov¶e. MegkÄozel¶³t¶esÄuk szerint a tanul¶as ciklusokban
megy v¶egbe, az egyik ciklus v¶egpontja a kÄovetkez}o ciklus kiindul¶opontja, ¶es
minden egyes ciklus valamilyen ,,pazarl¶ast" szÄuntet meg a termel¶esi rendszer-
ben, amely lehet hib¶as term¶ek, a kihozatal csÄokken¶ese, elvesztegetett id}o, a
termel¶es lassul¶asa vagy a k¶eszletek felhalmoz¶asa. Amikor egy v¶allalkoz¶as egy
¶uj term¶ekkel vagy szolg¶altat¶assal jelenik meg a piacon, szinte term¶eszetes
a k¶³s¶ert¶es az elad¶asi kapacit¶as miel}obbi felfuttat¶as¶ara, hiszen ez szÄuks¶eges
felt¶etele annak, hogy a v¶allalkoz¶as gyorsan ¶uj vev}oket h¶od¶³tson meg (Leslie
¶es Holloway, 2006; Zoltners et al., 2006). A tanul¶asi gÄorbe ,,bej¶ar¶as¶anak"
sebess¶ege strat¶egiai versenyel}onyt befoly¶asol¶o t¶enyez}o, r¶aad¶asul a tanul¶as
r¶ev¶en el}o¶all¶o versenyel}ony bel¶ep¶esi korl¶atot is jelenthet egy adott piacon (Lee,
1975; Spence, 1981).
A term¶ekek ¶eletciklus¶anak rÄovidÄul¶ese ¶es a magas fejleszt¶esi kÄolts¶egek arra
k¶enyszer¶³tik a v¶allalatokat, hogy ne csak a piacra jut¶as idej¶et, vagyis a fejlesz-
t¶esi id}ot, hanem az optim¶alis kapacit¶asra val¶o felfut¶as idej¶et is csÄokkents¶ek.
Az elad¶asi kapacit¶as k¶³v¶ant szintj¶enek el¶er¶ese a termel¶esi, szolg¶altat¶asi folya-
matok optim¶alis kapacit¶asra tÄort¶en}o felfuttat¶as¶at ig¶enyli, ¶³gy a v¶allalkoz¶as
versenyk¶epess¶eg¶enek egyik meghat¶aroz¶o t¶enyez}oje a termel¶esi, szolg¶altat¶asi
folyamatok bevezet¶esi, felfut¶asi sebess¶ege. A fejleszt¶es befejez¶ese ¶es az op-
tim¶alis kapacit¶askihaszn¶al¶asi szint el¶er¶ese kÄozÄott a termel¶esi folyamat ala-
posabb meg¶ert¶ese folyik. Mindez kezdetben alacsony kihozatalt ¶es alacsony
termel¶esi r¶at¶at eredm¶enyez (mivel pl. a berendez¶esek meghib¶asodnak, az
¶at¶all¶asok/be¶all¶³t¶asok m¶eg lass¶uak, speci¶alis m}uveletek, beavatkoz¶asok szÄuks¶e-
gesek, az ellen}orz¶es m¶odszerei fejleszt¶esre szorulnak stb.). Terwiesch ¶es Bohn
(2001) ¶uj term¶ekek termel¶esi folyamat¶anak felfuttat¶asa kapcs¶an vizsg¶alja a
tanul¶as ¶es a folyamatfejleszt¶es kapcsolat¶at, a tanul¶as felgyors¶³t¶as¶aval j¶ar¶o
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kÄolts¶egeket, az optim¶alis kapacit¶as el¶er¶es¶eig bekÄovetkez}o hib¶as term¶ekek kÄolt-
s¶eg¶et ¶es a hib¶ak bekÄovetkez¶es¶enek val¶osz¶³n}us¶eg¶et.
Az e®ekt¶³v termel¶esi vagy szolg¶altat¶asi kapacit¶ast a folyamatok j¶os¶ag¶at
meghat¶aroz¶o min}os¶egi ¶es megb¶³zhat¶os¶agi jellemz}ok nagym¶ert¶ekben befoly¶a-
solj¶ak (Koltai, 2006), ¶³gy pl. a kihozatal, a termel¶es sebess¶ege vagy a ,,j¶o",
vagyis min}os¶egileg kifog¶astalan outputok sz¶ama e felfut¶asi id}oszak fontos m¶e-
r}osz¶ama (Terwiesch ¶es Bohn, 2001). Bohn ¶es Terwiesch (1999) kutat¶asa
sor¶an arra az eredm¶enyre jut, hogy ¶uj term¶ekek gy¶art¶as¶anak felfuttat¶asakor
a kihozatal alakul¶asa nagyobb hat¶assal van a v¶allalat nyeres¶eg¶ere, mint az
egy term¶ekre jut¶o kÄolts¶egek.
Kutat¶asunk sor¶an v¶allalati folyamatokat vizsg¶alva arra k¶³v¶antunk k¶³s¶er-
letet tenni, hogy alkalmas regresszi¶os fÄuggv¶enyek seg¶³ts¶eg¶evel termel¶esi ¶es
szolg¶altat¶asi folyamatok aggreg¶alt min}os¶egi ¶es megb¶³zhat¶os¶agi mutat¶oinak a
folyamatok felfut¶asi id}oszak¶aban tapasztalhat¶o v¶altoz¶as¶at modellezzÄuk. Be-
mutatjuk a line¶arisra visszavezetett, lesz}uk¶³tett logisztikus regresszi¶os modell
alkalmaz¶as¶at olyan aggreg¶alt megb¶³zhat¶os¶agi ¶es min}os¶egi mutat¶ok v¶altoz¶as¶a-
nak modellez¶es¶ere, amelyek tÄobb m¶er¶es Äosszes¶³t¶ese r¶ev¶en el}o¶all¶o m¶er¶esi v¶al-
toz¶oknak tekinthet}ok.
A line¶arisra visszavezetett, lesz}uk¶³tett logisztikus regresszi¶os modell alkal-
maz¶as¶aval az esettanulm¶anyokban p¶eldak¶ent felhaszn¶alt aggreg¶alt min}os¶egi
¶es megb¶³zhat¶os¶agi mutat¶ok v¶altoz¶as¶anak modellez¶es¶et term¶ekek ¶es szolg¶alta-
t¶asok bevezet¶ese kapcs¶an k¶³v¶anjuk elemezni azt felt¶etelezve, hogy az aggreg¶alt
mutat¶o v¶altoz¶asa a folyamat javul¶as¶ar¶ol az adott technol¶ogiai ¶es termel¶esi
kult¶ura ¶altal meghat¶arozott v¶altoz¶ast, tanul¶asi gÄorb¶et szeml¶eltet. C¶elunk
olyan m¶odszer kidolgoz¶asa volt, amely lehet}ov¶e teszi a technol¶ogia ¶es a v¶allalati
kult¶ura meghat¶aroz¶o szerep¶enek szeml¶eltet¶es¶et ¶es sz¶amszer}us¶³t¶es¶et, tov¶abb¶a
lehet}os¶eget ny¶ujt a tanul¶asi gÄorb¶ek Äosszehasonl¶³t¶as¶ara is.
Kutat¶asunk a fentieknek megfelel}oen az al¶abbi hipot¶ezisek vizsg¶alat¶ara
¶epÄul.
1. hipot¶ezis: A lesz}uk¶³tett, line¶arisra visszavezetett logisztikus regresszi¶os
modell alkalmaz¶asa lehet}ov¶e teszi, hogy termel¶esi ¶es szolg¶altat¶asi folyamatok
aggreg¶alt min}os¶egi ¶es megb¶³zhat¶os¶agi jellemz}oinek v¶altoz¶as¶at (R(t)) a folya-
matok felfut¶asi id}oszak¶aban modellezzÄuk.
2. hipot¶ezis: E regresszi¶os modell lehet}ov¶e teszi, hogy a technol¶ogia ¶es a
termel¶esi kult¶ura termel¶esi ¶es szolg¶altat¶asi folyamatok felfut¶as¶aban betÄoltÄott
meghat¶aroz¶o szerep¶et sz¶amszer}us¶³tsÄuk.
3. hipot¶ezis: A megkÄozel¶³t¶es alkalmaz¶as¶aval a t¶erben, illetve id}oben elkÄulÄonÄul}o
felfut¶asi gÄorb¶ek kvantitat¶³v Äosszehasonl¶³t¶asa is megval¶os¶³that¶o.
CikkÄunk a kÄovetkez}o tagol¶ast kÄoveti: az analitikus h¶att¶erben (2. fejezet)
bemutatjuk a logisztikus nÄoveked¶es le¶³r¶as¶ara alkalmazott logisztikus egyen-
letet ¶es azt a fÄuggv¶enyt, amelyet aggreg¶alt megb¶³zhat¶os¶agi ¶es min}os¶egi mu-
tat¶ok nÄoveked¶es¶enek modellez¶es¶ere alkalmazni k¶³v¶anunk. A 3. fejezetben a
korrel¶aci¶o- ¶es regresszi¶osz¶am¶³t¶as m¶odszereire ¶ep¶³tve t¶argyaljuk a kutat¶asunk
sor¶an alkalmazott lesz}uk¶³tett, line¶arisra visszavezetett regresszi¶os modellt,
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majd a 4. fejezetben e regresszi¶os modell v¶allalati gyakorlati alkalmaz¶asait
mutatjuk be a min}os¶egi kihozatal , a Minutes per Unit (MPU) ¶es az Overall
Equipment E±ciency (OEE) mutat¶okon keresztÄul. V¶egÄul ÄosszegezzÄuk f}obb
eredm¶enyeinket ¶es felv¶azoljuk a tov¶abbi kutat¶asi lehet}os¶egeket.
2 Analitikus h¶att¶er
TekintsÄuk valamely termel¶esi vagy szolg¶altat¶asi folyamat egy jellemz}o agg-
reg¶alt min}os¶egi vagy megb¶³zhat¶os¶agi mutat¶oj¶at, amelyet a tov¶abbiakban je-
lÄoljÄunk R-rel. Azt k¶³v¶anjuk vizsg¶alni, hogy ez a mutat¶o a termel¶esi vagy szol-
g¶altat¶asi folyamat bevezet¶ese sor¶an hogyan v¶altozik a bevezet¶esre ford¶³tott t
id}o fÄuggv¶eny¶eben. Hangs¶ulyozzuk, hogy itt a bevezet¶esre ford¶³tott id}o alatt
azt a nett¶o id}ot ¶ertjÄuk, amely kiz¶ar¶olag a folyamat bevezet¶ese ¶erdek¶eben v¶eg-
zett tev¶ekenys¶egek v¶egrehajt¶asi idej¶evel egyenl}o. TegyÄuk fel, hogy a vizsg¶alt
mutat¶o javul¶asa annak nÄoveked¶es¶et jelenti. L¶atni fogjuk, hogy ez a megkÄo-
t¶es nem megy az ¶altal¶anoss¶ag rov¶as¶ara, ugyanakkor seg¶³ti ¶es egyszer}us¶³ti a
t¶ema tov¶abbi t¶argyal¶as¶at. Tapasztalataink szerint a vizsg¶alt mutat¶o v¶altoz¶asi
(nÄoveked¶esi) sebess¶ege alapvet}oen att¶ol fÄugg, hogy a mutat¶o a folyamat beve-
zet¶ese sor¶an milyen szinten ¶all. Kezdetben, amikor a folyamattal kapcsolatos
ismeretek ¶es a m}uveletek v¶egz¶es¶ehez szÄuks¶eges k¶eszs¶egek ¶es tapasztalatok
m¶eg csek¶elyek, a mutat¶o v¶altoz¶asi sebess¶ege is kism¶ert¶ek}u ¶es R(t) ¶ert¶eke
kÄozel ¶all annak RI kezdeti ¶ert¶ek¶ehez. Amikor ezek az ismeretek, k¶eszs¶egek ¶es
tapasztalatok el¶ernek egy bizonyos kritikusnak mondhat¶o szintet, a vizsg¶alt
mutat¶o v¶altoz¶asi sebess¶ege felgyorsul. Egy id}o ut¶an azonban, amikor a mu-
tat¶o ¶ert¶eke kÄozel¶³t ahhoz az ¶ert¶ekhez, melyet a termel¶es vagy szolg¶altat¶as
technol¶ogi¶aja, vagy valamilyen ¯zikai korl¶at meghat¶aroz, a vizsg¶alt mutat¶o
nÄoveked¶esi sebess¶ege lelassul, majd egy adott RT fels}o korl¶athoz kÄozeli szin-
ten stagn¶al.
2.1 Logisztikus nÄoveked¶es
A fentiek alapj¶an a mutat¶o kicsiny dR(t) v¶altoz¶as¶at a bevezet¶esre ford¶³tott
id}o fÄuggv¶eny¶eben ¶ugy modellezhetjÄuk, hogy dR(t) ar¶anyos R(t) kezdeti RI -
t}ol ¶es v¶egs}o RT -t}ol m¶ert elt¶er¶es¶evel. Ezt a
dR(t)
dt
= ¸S [R(t) ¡ RI ][RT ¡ R(t)] (1)
di®erenci¶alegyenlettel ¶³rhatjuk le, ahol ¸S > 0 az ar¶anyoss¶agi t¶enyez}o. Mivel
a vizsg¶alt mutat¶o nÄoveked¶es¶et felt¶eteleztÄuk, ez¶ert RI · R(t) · RT . Az (1)
di®erenci¶alegyenletet logisztikus egyenletnek nevezik A logisztikus egyenlet-
nek sz¶amos biol¶ogiai, k¶emiai, gazdas¶agi ¶es sz¶am¶³t¶astudom¶anyi alkalmaz¶asa
ismert. Alkalmaz¶as¶anak gyÄokerei eg¶eszen a 19. sz¶azadig ny¶ulnak vissza,
amikor Verhulst (1838) belga matematikus els}ok¶ent haszn¶alta az egyenletet
¶es seg¶³ts¶eg¶evel popul¶aci¶ok nÄoveked¶es¶et modellezte. Csaba (1978) az egyenlet
egy biol¶ogiai alkalmaz¶as¶at mutatja be, Lewandowski (1974) pedig gazdas¶agi
terÄuleteken alkalmazza annak kÄulÄonbÄoz}o v¶altozatait. MegjegyezzÄuk, hogy a
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logisztikus egyenlet seg¶³ts¶eg¶evel konstru¶alt, ¶ugynevezett ¶ert¶ekel}o fÄuggv¶enyek
szint¶en alkalmazhat¶ok a megb¶³zhat¶os¶ag alap¶u menedzsmentben (J¶on¶as ¶es
KÄovesi, 2009).
Az ¶altalunk felvett (1) di®erenci¶alegyenlet a v¶altoz¶ok sz¶etv¶alaszt¶asa ut¶an
az
1
[R(t) ¡ RI ][R(t) ¡ RT ]
dR(t) = ¡¸S dt (2)








dR(t) = ¡¸S dt




ln jR(t) ¡ RT j ¡ ln jR(t) ¡ RI j
i
= ¡¸S t + C ; (3)





1 + e(¡¸St+C)(RT ¡RI)
: (4)
Ha az R(t) fÄuggv¶enyt}ol elv¶arjuk, hogy az a t0 helyen az R0 (RI < R0 < RT )
¶ert¶eket vegye fel, akkor a (4) egyenlet ¶es az R(t0) = R0 elv¶ar¶as alapj¶an











(t) = RI +(RT ¡RI)
1
1 + RT ¡R0R0¡RI e
¡¸S(t¡t0)(RT ¡RI)
: (6)
Az R(t) fÄuggv¶eny gra¯konja egy olyan S-alak¶u gÄorbe, mely aszimptotikusan




a fÄuggv¶enygÄorbe alakj¶ara, param¶etereire, illetve arra utalunk, hogy ez a





(t) = RI + (RT ¡ RI)
1
1 + e¡¸S(t¡a)(RT ¡RI)
(7)
alakban is fel¶³rhat¶o, ha
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ha
¸ = ¸S(RT ¡ RI) :
A k¶es}obbiekben az R(t) fÄuggv¶enyt az R(t) = S(¸)a;RI;RT (t) szerinti alakban
fogjuk aggreg¶alt megb¶³zhat¶os¶agi ¶es min}os¶egi mutat¶ok nÄoveked¶es¶enek model-
lez¶es¶ere alkalmazni. Az 1. ¶abra egy S
(¸)
a;RI ;RT
(t) fÄuggv¶eny gra¯konj¶at mutatja.







(t) fÄuggv¶enyr}ol kÄonnyen bel¶athat¶ok a kÄovetkez}o tulajdons¶agai:
² RI < S(¸)a;RI ;RT (t) < RT ¶es a fÄuggv¶eny az RI kezdeti, illetve RT v¶egs}o
¶ert¶ekhez tart, ha t a negat¶³v, illetve pozit¶³v v¶egtelenhez tart. (A fÄugg-
v¶eny negat¶³v t-kre vonatkoz¶o vizsg¶alata term¶eszetesen csak egy elm¶eleti
lehet}os¶eg, hiszen t maga id}ot reprezent¶al.)
² A fÄuggv¶enygÄorb¶enek in°exi¶os pontja van a t = a helyen, ¶es a gÄorbe
meredeks¶ege ezen a helyen tg ® = ¸
4
(RT ¡RI) (1. ¶abra). Ez azt jelenti,
hogy az a param¶eter a gÄorbe alakv¶alt¶asi hely¶et, m¶³g ¸ az alakv¶alt¶as
meredeks¶eg¶et adja meg. (¸ ! 1 eset¶en a fÄuggv¶eny az
S(t) =
½
RI , ha t · a
RT , ha t > a
karakterisztikus fÄuggv¶enyhez tart.) A fÄuggv¶eny ¸ param¶eter¶er}ol ed-
dig annak pozit¶³v volt¶at felt¶eteleztÄuk. Ha RI > RT , akkor tg ® =
¸
4
(RT ¡ RI) alapj¶an az S(¸)a;RI ;RT (t) fÄuggv¶eny gra¯konja csÄokken}o S-
gÄorb¶et ¶³r le, ¶³gy seg¶³ts¶eg¶evel csÄokken¶esi folyamatok is modellezhet}ok.
Ezt az esettanulm¶anyokr¶ol sz¶ol¶o r¶eszben fogjuk bemutatni.
¶Altal¶anosan elmondhat¶o, hogy a fent v¶azolt logisztikus egyenlettel le¶³rhat¶o
nÄoveked¶esi folyamatok jelleggÄorb¶ei S-alak¶uak. Ilyen p¶eld¶aul egy technol¶ogia
teljes¶³t}ok¶epess¶eg¶enek alakul¶asa (Pataki, 1999), vagy a vil¶agegyetem komp-
lexit¶as¶anak v¶altoz¶asa (Modis, 2002).
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RI = 0 ¶es RT = 1 v¶alaszt¶asa eset¶en az
S(¸)a;RI ;RT (t) =
1
1 + e¡¸(t¡a)
¶ugynevezett szigmoid fÄuggv¶enyt kapjuk.
MegjegyezzÄuk, hogy a logisztikus fÄuggv¶enyen t¶ul m¶as S-alak¶u gÄorb¶evel
rendelkez}o fÄuggv¶enyform¶ak is l¶eteznek hasonl¶o lefut¶as¶u folyamatok modelle-
z¶es¶ere. Ilyen p¶eld¶aul a Gompertz gÄorbe (Laird, 1964) vagy az ¶altal¶anos¶³tott
Richards-f¶ele logisztikus fÄuggv¶eny (Lei ¶es Zhang, 2004).
3 Regresszi¶os modellek
TegyÄuk fel, hogy rendelkez¶esÄunkre ¶all egy termel¶esi vagy szolg¶altat¶asi folya-
mat bevezet¶ese sor¶an egy kiv¶alasztott R aggreg¶alt min}os¶egi vagy megb¶³zhat¶o-
s¶agi mutat¶o n db R1;R2; . . . ;Rn meg¯gyelt vagy m¶ert ¶ert¶eke a t1; t2; . . . ; tn
id}opontokban. Ekkor ¶altal¶anosan elmondhatjuk, hogy a m¶ert vagy meg-
¯gyelt (ti;Ri) (i = 1; 2; . . . ; n) Äosszetartoz¶o id}o- ¶es mutat¶o¶ert¶ekek alapj¶an
behat¶arolhat¶o egy olyan v¶eges id}o-, illetve mutat¶otartom¶any, mely az Äosszes
(ti; Ri) p¶art tartalmazza. P¶eld¶aul, ha egy term¶ek gy¶art¶as¶anak bevezet¶ese
sor¶an a min}os¶egi kihozatal heti ¶ert¶ekeit az els}o tizenk¶et h¶etben vizsg¶aljuk,
akkor az id}otartom¶any lehet az 1; 2; . . . ; 12 sorsz¶am¶u hetekb}ol ¶all¶o halmaz,
m¶³g a mutat¶otartom¶any lehet az els}o tizenk¶et h¶et sor¶an el¶ert heti minim¶alis
¶es maxim¶alis min}os¶egi kihozatal ¶altal meghat¶arozott intervallum. Az eddigi
jelÄol¶esekkel Äosszhangban, az id}otartom¶any kezd}o,- illetve v¶egpontj¶at tS -sel,
illetve tE-vel, m¶³g a mutat¶otartom¶any minimum ¶ert¶ek¶et RI -vel, maximum¶at
pedig RT -vel jelÄoljÄuk. Az RI jelÄol¶essel a mutat¶o kezdeti (Initial), m¶³g az
RT jelÄol¶essel a mutat¶o v¶egs}o (Terminal) vagy c¶el (Target) ¶ert¶ek¶ere k¶³v¶anunk
utalni.
A kÄovetkez}o fejezetekben bemutatjuk azt a korrel¶aci¶o- ¶es regresszi¶osz¶am¶³-




logisztikus fÄuggv¶eny r¶ailleszthet}o, tov¶abb¶a ismertetni k¶³v¶anjuk a modell gya-
korlati alkalmaz¶asai sor¶an szerzett tapasztalatainkat, majd ÄosszegezzÄuk kÄo-
vetkeztet¶eseinket.
3.1 A logisztikus (szigmoid) modell
E modell alkalmaz¶as¶anak l¶enyege abban ¶all, hogy a vizsg¶alt R mutat¶o logisz-












A rendelkez¶esre ¶all¶o R1;R2; . . . ; Rn ¶ert¶ekekb}ol RI = minfRi g ¶es RT =
maxfRi g v¶alaszt¶asa mellett az S(¸)a;RI ;RT (t) fÄuggv¶eny RI ¶es RT param¶eterei
82 J¶on¶as Tam¶as { T¶oth Zsuzsanna Eszter
adottak, a ¸ ¶es a param¶etereket pedig a legkisebb n¶egyzetek elv¶enek megfe-





















































egyenl}os¶egek teljesÄulnek. A fenti egyenletrendszer megold¶asa adja ¸, illetve
a azon ^̧, illetve â becsl¶eseit, melyek mellett az y(t) fÄuggv¶eny a legkisebb
n¶egyzetek elv¶enek ¶ertelm¶eben a legjobban illeszkedik a (ti; yi) ponthalmazra.




























Sajnos a (14) egyenletrendszer az ismeretlenekben nem line¶aris, ez¶ert meg-
old¶asa meglehet}osen neh¶ez. McCullagh ¶es Nelder (1989) egy iterat¶³v, a
s¶ulyozott legkisebb n¶egyzetek elv¶ere ¶epÄul}o elj¶ar¶ast mutat be az egyenletrend-
szer megold¶as¶ara.
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3.2 A logisztikus regresszi¶o visszavezet¶ese line¶aris reg-
resszi¶ora
A (12) fÄuggv¶eny param¶eterei ¶ugy is meghat¶arozhat¶ok, hogy a fÄuggv¶enyt
el}oszÄor egy alkalmas transzform¶aci¶oval line¶aris fÄuggv¶enny¶e transzform¶aljuk,
majd a transzform¶aci¶oval kapott ¶uj param¶eterek becsl¶eseit a line¶aris reg-
resszi¶o j¶ol ismert m¶odszer¶evel hat¶arozzuk meg. Ezt kÄovet}oen a ¸ ¶es a para-
m¶eterek becsl¶esei m¶ar kÄonnyen megadhat¶ok. L¶atni fogjuk, hogy ez a m¶odszer
csak bizonyos korl¶atokkal alkalmazhat¶o, de mivel e korl¶atok a gyakorlati alkal-
maz¶as szempontj¶ab¶ol nem jelentenek l¶enyeges megkÄot¶eseket, illetve a line¶aris
regresszi¶ora visszavezetett m¶odszer j¶oval egyszer}ubb, mint a (14) norm¶al-
egyenletek megold¶asa, ez¶ert a kÄovetkez}okben e m¶odszer alkalmaz¶as¶at mu-
tatjuk be. Mivel RI · R(t) · RT , ¶³gy a (3) egyenletb}ol
RT ¡ RI
R(t) ¡ RI





ad¶odik. R(t) < RT , ¶³gy ez ut¶obbi egyenlet mindk¶et oldal¶anak term¶eszetes




= ¡¸t + ¸a
egyenlet ad¶odik, mely az
Y (t) = ln
RT ¡ R(t)
R(t) ¡ RI
; ¯1 = ¡¸ ; ¯0 = ¸a
helyettes¶³t¶esek alkalmaz¶as¶aval az
Y (t) = ¯1t + ¯0 (15)
line¶aris fÄuggv¶enyt eredm¶enyezi. Ez azt jelenti, hogy ha felt¶etelezhet}o, hogy
a (ti;Ri) pontokra egy S
(¸)
a;RI ;RT
(t) logisztikus fÄuggv¶eny illeszkedik, akkor a





transzform¶aci¶o eredm¶enye minden olyan (ti; Ri) pontra, melyre Ri 6= RI ¶es
Ri 6= RT .
E m¶odszer el}onye abban ¶all, hogy a (15) line¶aris fÄuggv¶eny ¯0 ¶es ¯1 pa-
ram¶etereinek becsl¶esei a line¶aris regresszi¶o j¶ol ismert m¶odszer¶evel kÄonnyen
megadhat¶ok. Ugyanakkor, mivel RI -t, illetve RT -t a sz¶oban forg¶o mutat¶o
m¶ert vagy meg¯gyelt minimum, illetve maximum ¶ert¶ekeinek v¶alasztottuk,
|azaz RI = minf Ri g ¶es RT = maxf Ri g| ez¶ert a (16) transzform¶aci¶o
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nem alkalmazhat¶o azokra a (ti; Ri) pontokra, amelyekre Ri = minf Ri g vagy
Ri = maxf Ri g. ¶Eppen ez¶ert a line¶aris regresszi¶ot az m < n elem}u
S¤ = f (ti;Ri) j Ri 6= RI ; Ri 6= RT g (i = 1; 2; . . . ; n)
lesz}uk¶³tett halmazb¶ol transzform¶alt
S(T ) = f (ti;Qi) j Qi = ln
RT ¡ Ri
Ri ¡ RI
;Ri 6= RI ; Ri 6= RT g (i = 1; 2; . . . ; n)
halmaz¶ara fogjuk alkalmazni. Ezt a m¶odszert line¶arisra visszavezetett, lesz}u-
k¶³tett logisztikus regresszi¶onak nevezzÄuk, ¶es az Y (t) fÄuggv¶eny ¯0, illetve ¯1
egyÄutthat¶oinak ^̄0, illetve ^̄1 becsl¶eseit az S(T ) halmaz, mint minta alapj¶an
hat¶arozzuk meg. A tov¶abbiakban jelÄolje IS az S halmaz, IS¤ az S¤, m¶³g IS(T )
a transzform¶alt S(T ) halmaz elemeinek indexhalmaz¶at (S¤ ¶es S(T ) konst-













0 = Q ¡ ^̄1t (18)
ahol dti , dQi , Q ¶es t a













ÄosszefÄugg¶esekkel sz¶am¶³that¶ok (Hunyadi ¶es Vita, 2004). ^̄0 ¶es ^̄1 ismeret¶eben
pedig a ¸ ¶es a param¶eterek becsl¶esei











Vizsg¶aljuk meg r¶eszletesebben, hogy mit is jelent az, hogy a logisztikus reg-
resszi¶os modell param¶etereit az S halmaz elemei helyett az S(T ) halmaz ele-
mei alapj¶an kellett becsÄulnÄunk.
Ha az S halmazban l¶ev}o pontokra egy logisztikus fÄuggv¶eny j¶ol illeszkedik,
akkor mivel a fÄuggv¶eny a vizsg¶alt id}otartom¶any elej¶en, illetve v¶eg¶en az RI ,
illetve RT ¶ert¶ekekhez simul, ¶³gy a lesz}uk¶³tett S¤ halmazb¶ol csak kev¶es, jel-
lemz}oen az eredeti (t1; R1), (t2;R2), . . ., (tn; Rn) adatsorozat els}o egy-k¶et, ¶es
utols¶o egy-k¶et nem transzform¶alhat¶o eleme marad ki, ez¶ert S¤ sz¶amoss¶aga
l¶enyegesen nem kisebb, mint S sz¶amoss¶aga. M¶asr¶eszr}ol, a kimarad¶o els}o egy-
k¶et, illetve utols¶o egy-k¶et elem az, amelynek ordin¶at¶aja RI -vel, illetve RT -vel
egyenl}o. Mivel a fÄuggv¶eny pontosan ezekhez az ¶ert¶ekekhez simul a vizsg¶alt
id}otartom¶any elej¶en, illetve v¶eg¶en, ez¶ert az S¤ halmazb¶ol transzform¶alt S(T )
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halmaz alapj¶an |a line¶aris regresszi¶o seg¶³ts¶eg¶evel| meghat¶arozott logisz-
tikus regresszi¶os fÄuggv¶eny helyettes¶³t¶esi ¶ert¶ekei a kimarad¶o ti helyeken j¶o
kÄozel¶³t¶essel az RI , illetve RT ¶ert¶eket veszik fel aszerint, hogy i az adatsor
elej¶en, illetve v¶eg¶en helyezkedik el.
Annak ellen}orz¶es¶ere, hogy a kapott regresszi¶os fÄuggv¶eny mind az S¤, mind
az S halmaz elemeihez j¶ol illeszkedik, azt aj¶anljuk, hogy az illeszked¶es j¶os¶ag¶at
jellemz}o korrel¶aci¶os indexet mind az S¤, mind pedig az S halmaz elemei
alapj¶an sz¶am¶³tsuk ki. Ha R̂i jelÄoli a regresszi¶os fÄuggv¶eny helyettes¶³t¶esi ¶ert¶ek¶et
a ti helyen, azaz




akkor az S ¶es az S¤ ponthalmazok alapj¶an sz¶am¶³tott rS ¶es rS¤ korrel¶aci¶os




i2IS (Ri ¡ R̂i)2P





i2IS¤ (Ri ¡ R̂i)2P
i2IS¤ (Ri ¡ RS¤)2
; (22)
ahol RS , illetve RS¤ az S, illetve S¤ halmazokban l¶ev}o Ri mutat¶o¶ert¶ekek
sz¶amtani kÄozepe.
A ^̄0 ¶es ^̄1 valamint a ^̧ ¶es â ¶ert¶ekeket egy S(T ) minta alapj¶an sz¶am¶³tottuk,
ez¶ert ezek a becsl¶esek mint¶ar¶ol mint¶ara v¶altoznak, vagyis val¶osz¶³n}us¶egi v¶alto-
z¶ok¶ent viselkednek. A gyakorlatban szÄuks¶egÄunk lehet arra, hogy k¶et kÄulÄon-
bÄoz}o folyamat azonos aggreg¶alt mutat¶oj¶anak nÄoveked¶es¶et Äosszehasonl¶³tsuk.
Gondoljunk p¶eld¶aul arra, hogy ugyanazon term¶ek gy¶art¶as¶at egy v¶allalat tÄobb
Äuzem¶eben is bevezetik. Ez esetben hasznos lehet annak vizsg¶alata, hogy a kÄu-
lÄonbÄoz}o Äuzemekhez tartoz¶o felfut¶asi gÄorb¶ek mennyire hasonl¶³tanak egym¶asra,
mennyire tekinthet}ok azonosnak. Erre a c¶elra ¶erdemes a line¶aris regresszi¶o
egyÄutthat¶oira vonatkoz¶o kon¯dencia intervallumok ismert ÄosszefÄugg¶esei alap-
j¶an a transzform¶alt fÄuggv¶eny ¯0 ¶es ¯1 egyÄutthat¶oinak kon¯dencia interval-
lumait meghat¶arozni, majd ezek seg¶³ts¶eg¶evel Äosszehasonl¶³tani a felfut¶asi gÄor-
b¶eket. A ¯0-ra ¶es ¯1-re vonatkoz¶o 1 ¡ ® megb¶³zhat¶os¶agi szint}u kon¯dencia











































= 1 ¡ ® (24)

































a becsÄult param¶eterek standard hib¶ai, ¾e a vizsg¶alt mutat¶o line¶aris
transzform¶altja sz¶or¶as¶anak becsl¶ese,
Q̂i = ¯1ti + ¯0






pedig az m ¡ 2 szabads¶agfok¶u t-eloszl¶as inverz¶enek helyettes¶³t¶esi ¶ert¶eke az
1 ¡ ®=2 helyen.
¯1 = ¡¸ ¶es ¯0 = ¸a ;
¶³gy a (24), illetve (23) kon¯dencia intervallumok ¡¸-ra, illetve a ¸a szorzat-
ra, mint val¶osz¶³n}us¶egi v¶altoz¶okra vonatkoznak. MegjegyezzÄuk, hogy a ¸-ra
¶es az a-ra vonatkoz¶o kon¯dencia intervallumok becsl¶ese szint¶en lehets¶eges, de
nehezebb, mint a ¯-kra vonatkoz¶o intervallumok¶e. A kon¯dencia intervallu-
mokat alapvet}oen Äosszehasonl¶³t¶asi c¶elra szeretn¶enk haszn¶alni, ehhez pedig ele-
gend}o a |kÄonnyebben meghat¶arozhat¶o| ¯-kra vonatkoz¶o intervallumokat
Äosszevetni.
3.3 A line¶arisra visszavezetett, lesz}uk¶³tett logisztikus
regresszi¶o m¶odszere
RÄoviden Äosszefoglaljuk a line¶arisra visszavezetett, lesz}uk¶³tett logisztikus reg-
resszi¶o m¶odszer¶et.
Alapfelt¶etelez¶es
Az R(t) aggreg¶alt min}os¶egi vagy megb¶³zhat¶os¶agi mutat¶o ¶ert¶eke a term¶ek vagy
szolg¶altat¶as bevezet¶ese sor¶an a bevezet¶esre ford¶³tott t id}o fÄuggv¶eny¶eben az
R(t) = S(¸)a;RI ;RT (t) = RI + (RT ¡ RI)
1
1 + e¡¸(t¡a)
alak¶u logisztikus fÄuggv¶ennyel ¶³rhat¶o le. MegjegyezzÄuk, hogy egyik c¶elunk
¶eppen e felt¶etelez¶es empirikus igazol¶asa.
Bemenet
Az R aggreg¶alt min}os¶egi vagy megb¶³zhat¶os¶agi mutat¶ora v¶egzett fÄuggetlen
meg¯gyel¶esek vagy m¶er¶esek eredm¶enyek¶ent ad¶od¶o S = f (t1; R1); (t2; R2); . . . ;
(tn; Rn) g rendezett p¶arokb¶ol ¶all¶o minta, melyben minden (ti; Ri) p¶arban Ri
a mutat¶o meg¯gyelt vagy m¶ert ¶ert¶eke a ti id}opontban.






(t) = RI + (RT ¡ RI)
1
1 + e¡¸(t¡a)
fÄuggv¶eny ¸, a, RI ¶es RT param¶etereinek olyan becsl¶ese, amelyek mellett a
fÄuggv¶eny legink¶abb illeszkedik az S = f (t1; R1); (t2; R2); . . . ; (tn;Rn) g pont-
halmazra.
M¶odszer
1. Legyen RI = minfRig ¶es RT = maxfRig, illetve RI = maxfRig ¶es
RT = minfRig aszerint, hogy nÄoveked}o, illetve csÄokken}o trendet mu-
tatnak az R1, R2, . . ., Rn ¶ert¶ekek. Ezzel az S
(¸)
a;RI;RT
(t) fÄuggv¶eny RI ¶es
RT param¶eterei adottak.
2. K¶epezzÄuk az Ri = RI ¶es Ri = RT mutat¶o ¶ert¶ekekkel rendelkez}o pon-
tokat nem tartalmaz¶o S¤ = f (ti;Ri) j Ri 6= RI ; Ri 6= RT g halmazt
(i = 1; 2; . . . ; n).
3. S¤ minden (ti;Ri) elem¶ere hajtsuk v¶egre a Qi = ln
RT ¡Ri
Ri¡RI transz-
form¶aci¶ot, ¶es k¶epezzÄuk az S(T ) = f (ti;Qi) g p¶arokb¶ol ¶all¶o halmazt.
4. Az S(T ) minta alapj¶an, line¶aris regresszi¶o seg¶³ts¶eg¶evel hat¶arozzuk meg
az Y (t) = ¯1t+¯0 fÄuggv¶eny ¯0, illetve ¯1 egyÄutthat¶oinak ^̄0, illetve ^̄1
becsl¶eseit, majd a















(t) = RI + (RT ¡ RI)
1
1 + e¡^̧(t¡â)
fÄuggv¶eny S, illetve S¤ halmazra tÄort¶en}o illeszked¶ese j¶os¶ag¶anak megha-
t¶aroz¶as¶ahoz sz¶am¶³tsuk ki a (21), illetve (22) k¶epletek szerinti rS , illetve
rS¤ korrel¶aci¶os indexeket.
6. Logisztikus felfut¶asi gÄorb¶ek Äosszehasonl¶³t¶asa c¶elj¶ab¶ol a (23), illetve (24)
ÄosszefÄugg¶esek felhaszn¶al¶as¶aval hat¶arozhatjuk meg a ¯0, illetve ¯1 egyÄutt-
hat¶okra vonatkoz¶o kon¯dencia intervallumokat.
4 Esettanulm¶anyok
Ebben a fejezetben v¶allalati gyakorlatb¶ol gy}ujtÄott adatsorokon mutatjuk be a
line¶arisra visszavezetett, lesz}uk¶³tett logisztikus regresszi¶os modell alkalmaz¶as¶at.
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4.1 Min}os¶egi kihozatal v¶altoz¶asa egy elektronikai term¶ek
gy¶art¶as¶anak bevezet¶ese sor¶an
Egy felÄuletszerel¶esi technol¶ogi¶aval Äosszeszerelt nyomtatott ¶aramkÄor (Printed
Circuit Board Assembly (PCBA)) tesztel¶ese egy ¶ugynevezett bels}o ¶aramkÄori
teszt (In-Circuit Test (ICT)) seg¶³ts¶eg¶evel tÄort¶ent. A sz¶oban forg¶o nyomtatott
¶aramkÄor egy Set Top Box2 term¶ek alapj¶at k¶epezi, a bels}o ¶aramkÄori teszt
feladata pedig annak eldÄont¶ese, hogy a PCBA gy¶art¶asi folyamata sor¶an a
nyomtatott ¶aramkÄori lapra szerelt elektronikai alkatr¶eszek megfelelnek-e az
el}o¶³rt speci¯k¶aci¶oknak. E teszt sikeress¶ege eset¶en kerÄul sor a PCBA k¶eszter-
m¶ekbe tÄort¶en}o be¶ep¶³t¶es¶ere. Kutat¶asunk sor¶an azt vizsg¶altuk, hogy a bels}o
¶aramkÄori teszt min}os¶egi kihozatala hogyan v¶altozott a term¶ek gy¶art¶as¶anak
bevezet¶ese sor¶an. Ehhez a gy¶art¶as ind¶³t¶as¶at¶ol sz¶am¶³tott els}o 15 h¶et sor¶an a
heti min}os¶egi kihozatalt, azaz az
R =
ICT teszten megfelelt term¶ekek sz¶ama
ICT teszten ¶atesett term¶ekek sz¶ama
¤ 100
mutat¶ot tekintettÄuk aggreg¶alt min}os¶egi mutat¶onak. A termel¶es egy m}uszak-


















1. t¶abl¶azat. A min}os¶egi kihozatal id}obeli v¶altoz¶asa
Az eddig alkalmazott jelÄol¶eseknek megfelel}oen az S minta az
(1; 53;12); (2; 54;28); (3; 55;13); (4; 58;92); (5; 62;27); (6; 66;98); (7; 73;89); (8; 84;97);
(9; 88;23); (10; 89;76); (11; 92;05); (12; 94;13); (13; 95;19); (14; 95;08); (15; 95;21)
(ti; Ri) (i = 1; 2; . . . ; 15) p¶arokat tartalmazza (ahol azt kÄulÄon nem jelezzÄuk,
ott az i index 1-t}ol 15-ig fut). A min}os¶egi kihozatal sz¶azal¶ekos ¶ert¶ekeit % jel
n¶elkÄul, mint 0 ¶es 100 kÄozÄotti ¶ert¶ekeket tekintjÄuk. A 2. ¶abra a (ti; Ri) pontokat
mutatja egy der¶ekszÄog}u koordin¶atarendszerben ¶abr¶azolva.
2Digit¶alis, k¶abeles ¶es m}uholdas TV szolg¶altat¶asok dek¶odol¶as¶ara ¶es anal¶og jell¶e alak¶³t¶as¶a-
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2. ¶abra. A min}os¶egi kihozatal v¶altoz¶asa az id}o (hetek) fÄuggv¶eny¶eben
A 2. ¶abr¶an l¶athat¶o pontfelh}o S-alak¶u form¶aja alapj¶an felt¶eteleztÄuk, hogy
a min}os¶egi kihozatal ¶es a term¶ek bevezet¶es¶ere ford¶³tott id}o kÄozÄott logisztikus
fÄuggv¶eny szerinti sztochasztikus kapcsolat van. A line¶arisra visszavezetett,
lesz}uk¶³tett logisztikus regresszi¶o alkalmaz¶as¶anak eredm¶enyek¶ent el}o¶all¶o lo-
gisztikus regresszi¶os fÄuggv¶eny becsÄult param¶etereit, a korrel¶aci¶os indexek
¶ert¶ekeit, valamint a ¯ param¶eterekre vonatkoz¶o 95%-os megb¶³zhat¶os¶agi szint}u
kon¯dencia intervallum v¶egpontjait a 2. t¶abl¶azatban foglaltuk Äossze. A kon-
¯dencia intervallum bal, illetve jobb v¶egpontjaira az L (Low), illetve H
(High) indexekkel utaltunk. Alkalmazva teh¶at a 3.3-as fejezetben Äosszefoglalt














2. t¶abl¶azat. A regresszi¶os modell sz¶am¶³tott param¶eterei
A 3. ¶abra a min}os¶egi kihozatal ¶ert¶ekek id}obeli v¶altoz¶as¶at ¶es az azt kÄozel¶³t}o
logisztikus regresszi¶os fÄuggv¶eny gra¯konj¶at mutatja.
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4.2 Tov¶abbi k¶et m}uszak ind¶³t¶asa, m}uszakok Äosszeha-
sonl¶³t¶asa
A line¶arisra visszavezetett, lesz}uk¶³tett logisztikus regresszi¶o b¶³ztat¶o eredm¶e-
nyei ut¶an azt vizsg¶altuk, hogy az els}o m}uszak ind¶³t¶asa ut¶an h¶arom, illetve
¶ujabb k¶et h¶ettel k¶es}obb ind¶³tott m}uszakokban hogyan alakult a bels}o ¶aram-
kÄori teszt min}os¶egi kihozatala. C¶elunk az volt, hogy a logisztikus regresszi¶o
seg¶³ts¶eg¶evel nyert kÄozel¶³t}o fÄuggv¶enyek param¶etereit ÄosszevessÄuk. Mindh¶arom
m}uszakban az els}o 15 h¶et eredm¶enyeit tekintettÄuk, ezeket foglaltuk Äossze a
3. t¶abl¶azatban.
Ha a line¶arisra visszavezetett, lesz}uk¶³tett logisztikus regresszi¶o ismertetett
m¶odszer¶et alkalmazn¶ank kÄulÄon-kÄulÄon az egyes m}uszakok mint¶aira, akkor az
RI , illetve RT ¶ert¶ekeket a megfelel}o minta minim¶alis, illetve maxim¶alis Ri
¶ert¶ek¶enek v¶alasztan¶ank. Mivel ezek a minimumok, illetve maximumok min-
t¶ar¶ol-mint¶ara kÄulÄonbÄoz}oek lehetnek, ¶³gy ez azt eredm¶enyezhetn¶e, hogy a mi-
n}os¶egi kihozatalok id}obeli v¶altoz¶as¶at m¶as-m¶as tartom¶anyban vizsg¶aln¶ank ¶es
a regresszi¶os fÄuggv¶enyek becsÄult param¶etereinek Äosszehasonl¶³t¶asa nem lenne
konzisztens. P¶eld¶ankban az els}o m}uszakhoz az RI = 53;12 ¶es RT = 95;21
¶ert¶ekeket v¶alasztan¶ank (ahogy tettÄuk ezt kor¶abban is), m¶³g a m¶asodik m}uszak
eset¶en az RI = 59;46 ¶es RT = 95;31 ¶ert¶ekeket alkalmazn¶ank, a harmadik
m}uszak eset¶en pedig az RI = 58;32 ¶es RT = 95;38 ¶ert¶ekeket haszn¶aln¶ank.
H¶et Min}os¶egi kihozatal (%)
1. m}uszak 2. m}uszak 3. m}uszak
1 53,12 59,46 58,32
2 54,28 62,13 62,65
3 55,13 63,26 63,81
4 58,92 65,97 64,87
5 62,27 70,08 71,29
6 66,98 77,88 76,83
7 73,89 86,31 87,44
8 84,97 91,71 92,11
9 88,23 93,32 93,84
10 89,76 93,78 93,75
11 92,05 95,31 94,88
12 94,13 95,27 95,29
13 95,19 95,19 94,78
14 95,08 94,89 95,13
15 95,21 95,07 95,38
3. t¶abl¶azat. A min}os¶egi kihozatal alakul¶asa k¶et tov¶abbi m}uszakban
Ez¶ert rÄogz¶³tenÄunk kell a regresszi¶os fÄuggv¶enyek kÄozÄos RI ¶es RT param¶etereit
¶es az egyes mint¶akra e kÄozÄos ¶ert¶ekek mellett kell alkalmaznunk az ismertetett
m¶odszereket. Az egyszer}us¶eg kedv¶e¶ert, konkr¶et esetÄunkben, legyen RI = 50
¶es RT = 96. A v¶alaszt¶as l¶enyege az, hogy az Äosszes minta minden mu-
tat¶o¶ert¶eke a kiv¶alasztott k¶et ¶ert¶ek kÄoz¶e essen. ¶Erdemes megjegyezni, hogy
ha RI az Äosszes minta minden mutat¶o¶ert¶ek¶en¶el kisebb ¶es RT az Äosszes minta
minden mutat¶o¶ert¶ek¶en¶el nagyobb, akkor az egyes m}uszakok adataihoz tartoz¶o
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Param¶eter 1. m}uszak 2. m}uszak 3. m}uszak
^̄
1 ¡0,532 ¡0,459 ¡0,465
^̄
0 3,441 1,970 2,012
^̧ 0,532 0,459 0,465
â 6,469 4,291 4,325
Korrel¶aci¶os index 0,996 0,980 0,980
^̄
0;L 3,097 1,250 1,381
^̄
0;H 3,785 2,690 2,644
^̄
1;L ¡0,570 ¡0,538 ¡0,535
^̄
1;H ¡0,494 ¡0,380 ¡0,396
4. t¶abl¶azat. A logisztikus regresszi¶os modell param¶eterei a vizsg¶alt h¶arom m}uszakra
A 4. t¶abl¶azatban Äosszefoglaltuk az egyes m}uszakhoz tartoz¶o mint¶ak alapj¶an
konstru¶alt logisztikus regresszi¶os fÄuggv¶enyek becsÄult param¶etereit, valamint
a ¯0-ra ¶es ¯1-re kisz¶am¶³tott 95%-os megb¶³zhat¶os¶agi szint}u kon¯dencia in-
tervallumokat, melyek bal, illetve jobb v¶egpontjaira a kor¶abban bevezetett
jelÄol¶esnek megfelel}oen az L (Low), illetve H (High) indexekkel utaltunk.
A korrel¶aci¶os indexek magas ¶ert¶ekei al¶at¶amasztj¶ak a logisztikus regresszi¶os
modell alkalmaz¶as¶anak jogosults¶ag¶at. A regresszi¶os fÄuggv¶enyek becsÄult pa-
ram¶eterei, valamint a ¯0-ra ¶es ¯1-re kisz¶am¶³tott kon¯dencia intervallumok
alapj¶an azt mondhatjuk, hogy az els}o m}uszak felfut¶asa kÄulÄonbÄozik a m¶asodik,
illetve harmadik m}uszak¶et¶ol, ugyanakkor ez ut¶obbi kett}o felfut¶asa nagyon ha-
sonl¶onak mondhat¶o. Az a param¶eterek becsÄult ¶ert¶ekei alapj¶an azt l¶athatjuk,
hogy az els}o m}uszak felfut¶asi gÄorb¶ej¶enek meredekebb szakasza k¶es}obb kezd}o-
dik, mint a m¶asodik ¶es harmadik m}uszak¶e. Ennek h¶atter¶eben az a term¶eszetes
jelens¶eg ¶all, hogy a m¶asodik m}uszak ind¶³t¶asakor m¶ar l¶enyegesen tÄobb techno-
l¶ogiai ismeret ¶allt rendelkez¶esre, mint az els}o m}uszak ind¶³t¶asakor. A m¶asodik
¶es harmadik m}uszakhoz tartoz¶o felfut¶asi gÄorb¶ek hasonl¶os¶aga arra enged kÄo-
vetkeztetni, hogy kÄozel azonos technol¶ogiai szint, azaz kÄozel azonos m}uszaki
infrastrukt¶ura ¶es hozz¶a kapcsol¶od¶o ismeretszint eset¶en a min}os¶egi kihozatal
nÄoveked¶ese a termel¶es bevezet¶ese sor¶an nagyj¶ab¶ol azonos gÄorb¶et ¶³r le. Ezt
a kÄovetkeztet¶esÄunket t¶amasztja al¶a az, hogy a m¶asodik ¶es harmadik m}uszak
eset¶eben a ¯0, illetve ¯1 param¶eterekre kapott kon¯dencia intervallumok je-
lent}osen ¶atlapol¶odnak, ahogy ez a 4. ¶es 5. ¶abr¶akon is l¶athat¶o.
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5. ¶abra. A ¯1 param¶eterekre vonatkoz¶o kon¯dencia intervallumok
4.3 MPU mutat¶o v¶altoz¶asa egy elektronikai term¶ek
jav¶³t¶asi folyamat¶anak bevezet¶ese sor¶an
¶Altal¶anosan elmondhat¶o, hogy elektronikai term¶ekek jav¶³t¶asi folyamatai j¶oval
kev¶esb¶e automatiz¶alhat¶ok, mint azok gy¶art¶asi folyamatai, ¶³gy a jav¶³t¶asi m}u-
veletek kÄolts¶egei |¶es ezeken keresztÄul a szolg¶altat¶asok ¶arai| nagyfok¶u ¶erz¶e-
kenys¶eget mutatnak a felhaszn¶alt ¶el}omunk¶ara. Sz¶eles kÄorben alkalmazott a
jav¶³t¶asi m}uveletek elv¶egz¶es¶ehez szÄuks¶eges ¶el}omunka mennyis¶eg¶enek az ¶ugy-
nevezett Minutes Per Unit (MPU) mutat¶o seg¶³ts¶eg¶evel tÄort¶en}o m¶er¶ese. Ez a
mutat¶o a szolg¶altat¶asba ¶epÄul}o emberi munkaid}o egy term¶ekre vet¶³tett ¶ert¶ek¶et
m¶eri percben kifejezve. Jelen p¶eld¶ankban azokat a tapasztalatainkat Äossze-
gezzÄuk, amelyeket egy fogyaszt¶oi elektronikai term¶ek jav¶³t¶as¶aval foglalkoz¶o
termel¶esi tev¶ekenys¶eg aggreg¶alt MPU ¶ert¶ek¶enek v¶altoz¶as¶aval kapcsolatban a
jav¶³t¶asi folyamat bevezet¶ese sor¶an az els}o h¶arom h¶onapban (12 h¶et) szerez-
tÄunk. Az MPU ¶ert¶eket heti szinten aggreg¶altuk az
MPU =
heti Äosszes hum¶an munka
heti Äosszes jav¶³tott egys¶eg sz¶ama
ÄosszefÄugg¶es szerint. A jav¶³t¶asi folyamat els}o 12 het¶eben m¶ert aggreg¶alt MPU
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6. ¶abra. Heti MPU ¶ert¶ekek az els}o 12 h¶etben
A 6. ¶abra gra¯konja az aggreg¶alt MPU ¶ert¶ekeket mutatja az id}o fÄuggv¶e-
ny¶eben.
Az ¶abr¶an l¶athat¶o pontfelh}o azt sugallja, hogy ¶erdemes az MPU mu-
tat¶o ¶ert¶ek¶enek id}obeli v¶altoz¶as¶at a logisztikus regresszi¶os modellel jellemezni.
Az eddigiekhez k¶epest a f}o kÄulÄonbs¶eg az, hogy itt a m¶ert mutat¶o ¶ert¶ekei
csÄokken}o tendenci¶at mutatnak, RI = 53;1 ¶es RT = 22;2. A sz¶am¶³t¶asok
r¶eszletez¶ese n¶elkÄul, a logisztikus regresszi¶os fÄuggv¶eny becsÄult param¶etereit, a
korrel¶aci¶os indexek ¶ert¶ekeit, valamint a ¯ param¶eterekre vonatkoz¶o 95%-os
megb¶³zhat¶os¶agi szint}u kon¯dencia intervallumokat a 6. t¶abl¶azatban foglaltuk














6. t¶abl¶azat. A regresszi¶os modell sz¶am¶³tott param¶eterei
A korrel¶aci¶os egyÄutthat¶ok magas ¶ert¶ekei, valamint a 7. ¶abr¶an l¶athat¶o gra-
¯kon azt igazolj¶ak, hogy regresszi¶os modellÄunk nagy pontoss¶aggal illeszked}o
gÄorb¶et eredm¶enyez.
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4.4 OEE mutat¶o v¶altoz¶asa egy gy¶art¶asi folyamat be-
vezet¶ese sor¶an
Egy elektronikai term¶ek gy¶art¶asi folyamat¶anak bevezet¶ese sor¶an, 15 h¶eten
keresztÄul v¶egeztÄunk m¶er¶eseket a teljes gy¶art¶osor Overall Equipment E±-
ciency (OEE) mutat¶oj¶ara vonatkoz¶oan. Az OEE mutat¶o a rendelkez¶esre
¶all¶asi (A)-, a teljes¶³tm¶eny (P )- ¶es a min}os¶egi mutat¶o (Q) szorzatak¶ent ¶all ell}o
(Hansen, 2001; Nakajima, 1988), ahol
A =
terhel¶esi id}o ¡ ¶all¶asid}o
terhel¶esi id}o
P =
kimenet £ ide¶alis ciklusid}o
m}ukÄod¶esi id}o
Q =



















7. t¶abl¶azat. Az OEE %-os ¶ert¶ekei a gy¶art¶as els}o 15 het¶eben
A vizsg¶alt id}oszakban sz¶amos olyan er}ofesz¶³t¶es tÄort¶ent, amelyek a rendel-
kez¶esre ¶all¶asi ¶es a min}os¶egi mutat¶o jelent}os jav¶³t¶asa r¶ev¶en eredm¶enyezt¶ek az
OEE mutat¶o 10. t¶abl¶azatban l¶athat¶o javul¶as¶at. Mivel ¶³r¶asunk c¶elja puszt¶an
az aggreg¶alt mutat¶ok v¶altoz¶asi jelleg¶enek modellez¶ese, ez¶ert nem r¶eszletezzÄuk,
hogy egy-egy mutat¶o javul¶as¶ahoz az elv¶egzett jav¶³t¶o tev¶ekenys¶egek hogyan
¶es milyen m¶ert¶ekben j¶arultak hozz¶a.
A 7. t¶abl¶azatban szerepl}o OEE % adatokat az id}o fÄuggv¶eny¶eben gra¯kusan
¶abr¶azolva a 8. ¶abr¶an l¶athat¶o ponthalmazhoz jutunk.
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A ponthalmazra az RI = 33;1 ¶es RT = 79;5 ¶ert¶ekek mellett illesztettÄunk
logisztikus fÄuggv¶enyt. A regresszi¶os fÄuggv¶eny becsÄult param¶etereit, a kisz¶a-
m¶³tott korrel¶aci¶os indexeket ¶es a ¯ param¶eterekre vonatkoz¶o 95%-os meg-
b¶³zhat¶os¶agi szint}u kon¯dencia intervallumokat |a sz¶am¶³t¶asok r¶eszletez¶ese














8. t¶abl¶azat. A regresszi¶os modell sz¶am¶³tott param¶eterei
A korrel¶aci¶os indexek ¶ert¶ekei alapj¶an elmondhatjuk, hogy a line¶arisra visz-
szavezetett, lesz}uk¶³tett logisztikus regresszi¶os modell olyan fÄuggv¶enyt eredm¶e-
nyez, amely j¶ol modellezi az OEE v¶altoz¶as¶at a termel¶esi folyamat bevezet¶ese
sor¶an. A 9. ¶abra a kapott gÄorbe m¶ert OEE % ¶ert¶ekekre val¶o illeszked¶es¶et
mutatja.
9. ¶abra. Logisztikus regresszi¶o az OEE % mutat¶o id}obeli alakul¶as¶ara
5 ÄOsszegz¶es
Empirikus meg¯gyel¶eseink, a bemutatott p¶eld¶ak ¶es v¶allalati tapasztalataink
al¶at¶amasztj¶ak azt a hipot¶ezisÄunket, hogy az ¶altalunk t¶argyalt, line¶arisra visz-
szavezetett, lesz}uk¶³tett logisztikus (szigmoid) modell alkalmas aggreg¶alt min}o-
s¶egi ¶es megb¶³zhat¶os¶agi mutat¶ok v¶altoz¶as¶anak modellez¶es¶ere term¶ekek, illetve
szolg¶altat¶asok el}o¶all¶³t¶as¶anak bevezet¶ese sor¶an. Egy gy¶art¶asi vagy szolg¶altat¶asi
folyamat kiszemelt jellemz}oj¶enek javul¶asa ¶altal¶aban sok-sok, egym¶as ut¶an
v¶egrehajtott jav¶³t¶o-fejleszt}o tev¶ekenys¶eg eredm¶enye, az aggreg¶alt megkÄozel¶³-
t¶es azonban lehet}ov¶e teszi, hogy a folyamat javul¶as¶at az aggreg¶alt mutat¶o se-
g¶³ts¶eg¶evel ¶ugy tekintsÄuk, mintha azt az adott technol¶ogiai ¶es termel¶esi kult¶ura
hat¶arozn¶a meg. ¶Ugy is fogalmazhatunk, hogy a mutat¶o v¶altoz¶asa (javul¶asa)
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a v¶allalkoz¶as szervezet¶enek az adott folyamatra vonatkoz¶o tanul¶asi gÄorb¶ej¶et
reprezent¶alja, melyet a rendelkez¶esre ¶all¶o technol¶ogia ¶es a v¶allalkoz¶as t¶agabb
¶ertelemben vett termel¶esi kult¶ur¶aja determin¶al. Az aggreg¶alt min}os¶egi ki-
hozatalra vonatkoz¶o esettanulm¶anyunkban l¶athattuk, hogy adott technol¶ogia
¶es azonos v¶allalati kond¶³ci¶ok mellet a vizsg¶alt k¶et m}uszak aggreg¶alt kihozatala
nagyon hasonl¶o felfut¶ast mutatott. A logisztikus modell ¯0, illetve ¯1 param¶e-
terein keresztÄul, az ezekre kisz¶am¶³tott kon¯dencia intervallumok seg¶³ts¶eg¶evel
pedig lehet}os¶egÄunk volt a felfut¶asi gÄorb¶ek kvantitat¶³v Äosszehasonl¶³t¶as¶ara. Meg-
kÄozel¶³t¶esÄunk el}onye ¶eppen az, hogy lehet}ov¶e teszi a technol¶ogia ¶es a v¶allalati
kult¶ura j¶ol ismert determin¶al¶o szerep¶enek sz¶amszer}us¶³t¶es¶et ¶es felfut¶asi (ta-
nul¶asi) gÄorb¶ek kvantitat¶³v Äosszehasonl¶³t¶as¶at. Egy felfut¶asi gÄorbe jellemz}o pa-
ram¶etereinek ismeret¶eben a gÄorb¶et, mint elv¶ar¶ast tekinthetjÄuk akkor, amikor
azonos technol¶ogiai ¶es kultur¶alis felt¶etelek mellett egy folyamatot id}oben k¶e-
s}obb, vagy t¶erben m¶asutt k¶³v¶anunk elind¶³tani.
Tov¶abbi kutat¶asi c¶elunk annak vizsg¶alata, hogy a technol¶ogia ¶es a v¶allalati
kult¶ura, hogyan befoly¶asolja a bemutatott modell param¶etereit, a felfut¶asi
gÄorb¶ek alakj¶at. K¶erd¶es p¶eld¶aul, hogy adott m}uszaki h¶att¶er mellett a kÄu-
lÄonbÄoz}o fÄoldrajzi r¶egi¶okhoz, orsz¶agokhoz, ¶es t¶arsadalmi kult¶ur¶akhoz milyen
jellemz}o param¶etertartom¶anyok t¶ars¶³that¶ok, illetve a fÄuggv¶eny param¶eterein
keresztÄul hogyan hasonl¶³that¶ok Äossze kÄulÄonbÄoz}o Äuzemek felfut¶asi folyamatai.
Egy m¶asik vizsg¶aland¶o terÄulet a folyamatok j¶os¶ag¶anak Äosszehasonl¶³t¶asa fel-
fut¶asi gÄorb¶ek seg¶³ts¶eg¶evel. Szint¶en vizsg¶alni k¶³v¶anjuk azokat a gyakorlati ese-
teket, amikor a mutat¶ok id}obeli v¶altoz¶asa olyan gÄorb¶ekkel ¶³rhat¶o le, amelyek
in°exi¶os pontjukra nem szimmetrikusak.
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MODELLING RAMP UP OF PRODUCTION AND SERVICE PROCESSES
By studying real company processes, we attempt to model changes of aggregate
reliability and quality metrics of production and service processes during their in-
troduction phase. Application of the so-called restricted linear logistics regression
model provides with the possibility to quantify the determinant role of technology
and production culture in the ramp up of production and service processes. Our
approach lays the foundations of comparing ramp up curves that are di®erent either
in time or in space.
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