Abstract-In this paper, an evolutionary many-objective optimization algorithm based on corner solution search (MaOEA-CS) was proposed. MaOEA-CS implicitly contains two phases: the exploitative search for the most important boundary optimal solutions -corner solutions, at the first phase, and the use of angle-based selection [1] with the explorative search for the extension of PF approximation at the second phase. Due to its high efficiency and robustness to the shapes of PFs, it has won the CEC 2017 Competition on Evolutionary Many-Objective Optimization. In addition, MaOEA-CS has also been applied on two real-world engineering optimization problems with very irregular PFs. The experimental results show that MaOEA-CS outperforms other six state-of-the-art compared algorithms, which indicates it has the ability to handle real-world complex optimization problems with irregular PFs.
I. INTRODUCTION
A multiobjective optimization problem (MOP) can be defined as follows: minimize F (x) = (f 1 (x), . . . , f m (x))
where Ω is the decision space, F : Ω → R m consists of m real-valued objective functions. The attainable objective set is {F (x)|x ∈ Ω}. Let u, v ∈ R m , u is said to dominate v, denoted by u ≺ v, if and only if u i ≤ v i for every i ∈ {1, . . . , m} and u j < v j for at least one index j ∈ {1, . . . , m} 1 . A solution x * ∈ Ω is Pareto-optimal to (1) if there exists no solution x ∈ Ω such that F (x) dominates F (x * ). The set of all the Pareto-optimal points is called the Pareto set (PS) and the set of all the Pareto-optimal objective This paper is submitted for possible publication. Reviewers can use this manuscript as an alternative in peer review.
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vectors is the Pareto front (PF) [2] . MOPs with more than three objectives are commonly referred to as many-objective optimization problems (MaOPs).
Over the past decades, multi-objective evolutionary algorithms (MOEAs) have been recognized as a major methodology to approximate PFs in MOPs [3] - [8] . However, most MOEAs are designed to address MOPs with two or three objectives. It is well-known that the performance of MOEAs, especially Pareto-dominance based MOEAs, deteriorate when dealing with MaOPs with more than three objectives. Generally speaking, MaOPs are very challenging due to the following reasons [9] , [10] .
1) With the increase of the number of objectives, the selection pressure of Pareto dominance-based MOEAs deteriorates rapidly, as most solutions become nondominated to each other [11] - [14] . For example, Pareto dominance-based MOEAs such as NSGA-II [5] and SPEA2 [15] can not perform well on MaOPs.
2) The PF of an m-objective non-degenerate MOP (or MaOP) is an (m − 1)-dimensional manifold [16] , [17] (PFs of degenerate MOPs (or MaOPs) are less than (m − 1)-dimensional). This indicates that maintaining diversity with a limited number of solutions for MaOPs become more and more difficult. A good example is that the diversity maintenance method used in MOEAs, such as the crowding distance in NSGA-II [5] has become ineffective for MaOPs.
Over the recent years, a large number of many objective optimization evolutionary algorithms (MaOEAs) have been proposed to address MaOPs [18] - [25] . Based on the selection of solutions, they can be roughly divided to following four categories.
1) Modified-Pareto-dominance-based approaches directly modify the Pareto-dominance relation to further enhance the selection pressure towards PFs for MaOPs.
-dominance [26] , [27] , grid-dominance [28] , volumedominance [29] , and subspace-dominance [30] , [31] belong to this type of approaches. 2) Diversity-based approaches further enhance the selection pressure of MOEAs by maintaining better diversity. For instance,a diversity management mechanism based on the spread of the population was introduced in [32] . A shift-based density estimation (SDE) was proposed as a diversity maintenance scheme to further enhance the selection pressure in [33] .
3) Indicator-based approaches adopt the indicator metric as the selection criteria. For example, hypervolume [34] is a well-known indicator, which considers both convergence and diversity. In [35] , a S-metric selection by maximizing the hypervolume of the solution sets was proposed. To further reduce the computational complexity of calculating hypervolume, Bader et al. proposed a hypervolume estimation algorithm (HypE) [18] , where, instead of calculating the exact values of hypervolume, Monte Carlo sampling is adopted to approximate it. 4) Decomposition-based approaches decomposes a multiobjective optimization problem into a number of subproblems by linear or nonlinear aggregation functions and solve them in a collaborative manner. Multiobjective evolutionary algorithm based on decomposition (MOEA/D) [6] is a representative of such approaches. Recent research indicates that decompositionbased approaches [16] , [36] (e.g., MOEA/D [6] ) has very good performance on MaOPs. However, the diversity of MOEA/D is maintained by a set of preset direction vectors. Very recent research has shown that performance of decomposition-based many-objective algorithms strongly depends on Pareto front shapes [37] . It is difficult for MOEA/D to maintain diversity when the shapes of PFs are irregular [38] .
Some recent works focus on the hybridization of decomposition and dominance approaches [19] , [20] , [25] , [39] , [40] . For instance, Deb et al. [25] , [41] proposed a reference-pointbased many-objective evolutionary algorithm (NSGA-III) as an extension of NSGA-II [5] . A many-objective evolutionary algorithm based on both dominance and decomposition is also proposed to address MaOPs [19] .
More recently, fifteen test problems with different shapes of PFs were proposed for CEC 2017 Competition on Evolutionary Many-Objective Optimization in [42] . This test suite aims to promote the research of MaOEAs via suggesting a set of test problems with a good representation of various real-world scenarios.
To address these problems, an evolutionary many-objective optimization algorithm based on corner solution search (MaOEA-CS) was proposed. MaOEA-CS implicitly contains two phases: the exploitative search for the solutions of the most important subproblems (containing corner solutions) at the first phase, and the use of angle-based selection [1] with the explorative search for the extension of PF approximation at the second phase. Due to its high efficiency and robustness to the shapes of PFs, it has won the CEC 2017 Competition on Evolutionary Many-Objective Optimization 2 .
The rest of this paper is organized as follows. Section II introduces the motivations of MaOEA-CS. Section III elaborates MaOEA-CS. Section IV presents the experimental studies of MaOEA-CS on 15 MaOPs with the different number of objectives for CEC 2017 competition [42] . Section V concludes this paper.
2 http://www.cercia.ac.uk/news/cec2017maooc/
II. DEFINITIONS AND MOTIVATIONS

A. Definitions
An MOP can be decomposed into a number of single objective optimization subproblems to be solved simultaneously in a collaborative way. A representative of such approaches is MOEA/D [6] and its variants [38] , [43] - [45] . One of the most commonly used decomposition methods [2] is Weighted Sum. Let λ = (λ 1 , . . . , λ m )
T be a direction vector for a subproblem, where λ i ≥ 0, i ∈ {1, . . . , m}.
1) Weighted Sum (WS): A subproblem is defined as
To explain our motivations, some notations, such as the boundary direction vector, can be defined as follows.
Definition 1 (Boundary direction vector). If a direction vector
T satisfies:
Then such a vector is called a boundary direction vector.
The boundary direction vectors are the vectors with zero value for at least one objective. For instance, for a biobjective optimization problem, the boundary direction vectors are distributed along the coordinate axis. For an m-objective optimization problem, the boundary direction vectors are distributed on any (m-1)-dimensional hyperplane.
Based on the boundary direction vectors, we can further define the boundary optimal solutions as follows.
Definition 2 (Boundary optimal solution). Given any a boundary direction vector λ = (λ 1 , . . . , λ m )
T , a boundary optimal solution x = (x 1 , . . . , x m )
T can be defined as follows.
Obviously, the boundary optimal solutions are located on the boundaries of a PF, which contain much more information with regard to convergence than other Pareto optimal solutions. However, the number of boundary optimal solutions increase exponentially with the increase of the number of objectives. Under this circumstance, it is more practical to use some representative ones to approximate the PF boundaries. These solutions are called corner solutions, which are obtained by corner direction vectors.
Definition 3 (Corner direction vectors).
For an m-objective optimization problem, the corner direction vectors are two groups of special boundary direction vectors, V 1 and V 2 , as follows.
Based on Eq. 5, only one element in a direction vector of V 1 is 0 and the other (m − 1) elements are 1. On the contrary, only one element in a direction vector of V 2 is 1 and the other (m − 1) elements are 0, based on Eq. 6.
Definition 4 (Pareto corner solution).
A set of (Pareto) corner solutions P are the boundary optimal solutions for the corner direction vector
For an m-objective optimization problem, the size of V 1 ∪V 2 is less than 2m, thus the size of P is also less than 2m, where m is the number of objectives. It is worth noting that multiple corner direction vectors may lead to the same corner solution.
B. motivations
Based on the concept of corner solutions, a two-phase MaOEA-CS is motivated with the following two considerations.
1) In the decomposition-based MOEAs, all the subproblems are treated equally important. However, the subproblems containing Pareto corner solutions are apparently more important as the corner solutions can be used to locate the ranges of PFs and help the convergence of other subproblems. Therefore, the exploitative search is favorable to be applied on them for obtaining the important corner solutions in the first phase. 2) After the Pareto corner solutions are approximated, the explorative search can be conducted for the extension of PF approximation in the second phase. Combined with the use of corner solutions for maintaining the convergence, the angle-based selection [1] , which is robust to the shapes of PFs, is adopted for the further diversity improvement.
III. MAOEA-CS
Based on the motivations in the last section, MaOEA-CS is proposed and elaborated in this section.
A. Corner solution search
In the first phase of MaOEA-CS, two sets of the corner direction vectors are used to approximate two sets of corner solutions P 1 and P 2 . Each solution in P 1 are closest to one of the m coordinate axis as follows.
where dist ⊥ (a, b) indicates the the perpendicular distance from a vector a to a direction vector b; e i denotes the direction vector along i-th axis; and P is a nondominated set.
The solutions in P 2 are closest to m hypersurfaces determined by arbitrary (m − 1) coordinate axis, as follows.
By combining P 1 and P 2 , the corner solution set P c = P 1 ∪ P 2 can be obtained. After the corner solution set P c (|P c | ≤ 2m) is approximated, the nadir point z nad can be further approximated as follows.
where
The whole procedures of the corner solution search is given in Algorithm 1. P 1 is firstly obtained based on Eq. (7) and z nad is approximated by P 1 based on Eq. (9). After that, P 2 is obtained based on Eq. (8) . If the objective value of any solution x in P 2 is larger than that of the approximated z nad , x is also added to P c as a corner solution.
Algorithm 1 can be regarded as the combination of Pareto dominance and decomposition [6] only using 2m important boundary direction vectors. A very natural extension is to consider more boundary direction vectors (i.e., subproblems in MOEA/D [6] ) to locate more boundaries of the PFs, which can help approximate nadir point more accurately for MaOPs with very irregular PFs. However, the appropriate balance between more subproblems for better coverage of boundary PFs and the affordable computational cost should be carefully considered, which could be an interesting research direction for the future.
Algorithm 1: Corner Solution Search (CS)
Input : P : a nondominated set; Output: P c : a set of corner solutions; 1 Obtain P 1 based on Eq (7); 2 P c = P 1 ; 3 Estimate z nad based on Eq (9); For instance, by using Algorithm 1, the corner solutions of four different PFs in Fig. 1 are approximated (marked in red or blue circles). At first, solutions in P 1 are selected first (marked in red circles). Then these solutions are used to approximate z nad . However, in Fig. 1b , as the maximum values of solutions in P 2 (marked in blue circles) exceed the values of z nad , they are also added to P c . In fact, corner solutions are more important because they contain more information on the shapes of PFs. These solutions are very helpful to approximate the objective limitation of PFs, which can help us locate PFs.
B. The Framework of MaOEA-CS
The main procedure of MaOEA-CS is presented in Algorithm 2. At first, a population P and the corner solution set P c are initialized. Then, the reproduction and selection steps are applied to both P and P c iteratively until the termination criterion is fulfilled. The steps of INITIALIZATION, The number of objectives. Output: The final population.
C. Initialization
The initialization steps are given in algorithm 3. m direction vectors E along every the coordinate axes are initialized. The population P is randomly generated and then its nondominated solution set is obtained. The corner solution set P c is also initialized by calling Algorithm 1.
Algorithm 3: Initialization (INITIALIZATION)
Input : N : population size; m: the number of objectives; Output: P : The initial population; P c :cornoer population selected from P ; 1 Initialize P randomly;
/ * E stores the direction vector along all the coordinate axes. * / 2 E = (e 1 , e 2 , . . . , e m );
3 P = NONDOMINATED-SELECTION(P ); 4 P c = CS(P ); 5 return P, P c ;
D. Reproduction
Two types of reproduction, called the exploitative search and explorative search, are used in MaOEA-CS. The probability of calling exploitative or explorative search is controlled by a parameter δ. SBX crossover [46] and polynomial mutation [47] operators are adopted as the explorative search. Meanwhile, the mutation operator in [48] , [49] is adopted as the exploitative search as follows. Given a solution x, every component in x is mutated with a probability, P m . If the i-th component of x is selected to be mutated, its offspring's i-th component x c i is computed by:
where offspring where • is the floor function. All the solutions in P c will generate N offsprings where N is the population size. When the random number in [0, 1] is larger than δ, explorative search is conducted on P to generate N offspring.
As the fast convergence towards corner solutions is more important at the early stage and the extension of the corner solutions for diversity becomes more important at the late stage, δ is switched from a large number for exploitative search in the early stage to a small number (1 − δ) for explorative search at the late stage as follows.
where z nad i (t) indicates the i-th objective of z nad approximation at the t-the iteration and len is the learning period.
If ∆ t is less than a preset small number, indicating that exploitative search has already been converged, the value of δ is switched to (1 − δ).
Algorithm 4: Reproduction (REPRODUCTION)
Input : P : A population; P c : A corner solution population; Output: Q: Offspring population;
/ * δ is a probability parameter to control exploitative and explorative search * / 2 if rand < δ then 
E. DSA-Selection
The environmental selection of MaOEA-CS, presented in Algorithm 5, is called DSA, including dominance, space division and angle based selection, detailed as follows.
The nondominated set R 1 can be obtained from the population R by calling nondominated selection (line 1). Then, it can be used to approximate ideal point z * as follows.
The corner solutions are selected from R 1 by calling Algorithm 1 and z nad is computed based on Eq (9). The objective space can be divided into the inside and outside space by z * and z nad , as shown in Fig. 2 . Given a solution x, if there exists i ∈ {1, 2, . . . , m}, where f i (x) is larger than z nad i , we say x is located in the outside space. Otherwise, we say x is located in the inside space.
Based on the size of R 1 , there may three conditions, as follows.
1) |R 1 | > N (line 5 -20): All the solutions in R 1 that are located in the inside space are added to P in ; the rest solutions are added to P out . When |P in | > N , angle based selection (ABS) (Algorithm 6) is called on P in to further select N solutions (line 13 -14) . When |P in | < N , N −|P in | solutions closest to z * in P out are selected and added to P with P in . 2) |R 1 | < N (line 21 -23) : N − |R 1 | solutions nearest to z * are selected from R \ R 1 and added to P with R 1 . 3) |R 1 | = N (line 24 -26): R 1 is assigned to P directly. 3 P c = CS(R 1 ); 4 Update z nad based on Eq (9);
select |N − P in | solutions closest to z * from P out and add them to P in ; In the angle-based selection (ABS), the normalized objective vector F (x) of each solution x can be obtained as follows.
The angle between two solutions, x and y, can be calculated by:
angle(x, y) = arccos(
The procedures of ABS are presented in Algorithm 6. The corner solutions are firstly added to P and deleted from Q. For i-th solution in Q, θ i is used to record the minimal angle from it to its nearest solution in P . The solution with maximal θ is added to P and deleted from Q one by one until the population size of P reaches N . If the angle between each solution in Q with newly added solution x is larger than its previous θ, θ is updated by the angle value.
It is worth noting that ABS works similarly to the weight setting method in [50] , except that ABS uses angles to select solutions while distances are used in [50] to select weight vectors (direction vectors).
Algorithm 6: The angle based selection (ABS)
Input : Q: A population whose size is larger than N ; P c : The corner solution population; z * : The ideal point; z nad : The nadir point. Output: P : A population whose size is equal to N ;
15 end 16 end 17 return P ;
IV. EXPERIMENTAL RESULTS
In this section, MaOEA-CS is compared with six stateof-the-art algorithms (BCE-MOEA/D [51] , KnEA [23] , RVEA [24] , NSGA-III [25] , GSRA [52] and RSEA [53] ), in the CEC'2017 Competition on Evolutionary Many-Objective Optimization. 
A. Benchmark problems
Fifteen benchmark functions were proposed in [42] for CEC2017 competition on evolutionary many-objective optimization. Different from other test suites, the problems in this test suite contain more irregular PFs, aiming to represent various real-world scenarios. The characteristics of all the test instances are summarized in Table I . For each test instance, the number of objectives is set TO m ∈ {5, 10, 15} respectively and the number of variables is set as suggested in [42] .
B. Parameter settings
The population size, the termination criterion and the running time are set as suggested in [42] . In the reproduction step, δ is set to 0.9; the crossover probability p c is set to 1; the distribution index η c is set to 20 for SBX; the mutation probability p m is set to 1/D, where D is the number of decision variables; the distribution index η m for polynomial mutation is set to 20; ∆ t is set to 0.001 × m where m is the number of objectives and the learning period len is set to 50. The algorithm is programmed in MATLAB and embedded in the open-source MATLAB software platform platEMO [54] , suggested by [42] . The parameters in other algorithms are set the same as the original papers.
Each instance was run 31 times. In each run, the maximal allowed number of function evaluations is set to max{100000; 10000×D} where D is the number of variables. The population sizes of all the compared algorithms are set to m × 25 where m is the number of objectives.
C. Performance Metrics
IGD [55] - [57] and HV [34] are two widely used performance metrics. Both of them can simultaneously measure the convergence and diversity of the obtained solution set, as follows.
• Inverted Generational Distance (IGD): Let P * be a set of points uniformly sampled over the true PF, and S be the set of solutions obtained by an EMO algorithm. The IGD value of S is computed as:
where dist(x, S) is the Euclidean distance between a point x ∈ P * and its nearest neighbor in S, and |P * | is the cardinality of P * . The lower is the IGD value, the better is the quality of S for approximating the whole PF.
• Hypervolume (HV): Let r * = (r * 1 , r * 2 , ..., r * m ) T be a reference point in the objective space that is dominated by all the PF approximation S. HV metric measures the size of the objective space dominated by the solutions in S and bounded by r * .
where V OL(•) indicates the Lebesgue measure. Hypervolume can measure the approximation in terms of both diversity and convergence. The larger the HV value, the better the quality of PF approximation S is. In this paper, Monte Carlo sampling method [58] is used to compute HV values. It is worth noting that both IGD and HV values of the nondominated set obtained by all the compared algorithms are computed by platEMO [54] . Table. II shows the performance of seven compared algorithms in terms of mean IGD over 31 runs while Table. III shows the performance of seven compared algorithms in terms of mean HV over 31 runs. In addition, the overall rankings of seven compared algorithms on all the test problems are presented in Table. IV. It can be observed clearly that the mean rank of all 45 problems for MaOEA-CS in terms of IGD and HV are 2.69 and 2.98, respectively, which won the first ranks among all the seven compared algorithms. This indicates that MaOEA-CS has the best overall performance for MaOPs with different characteristics.
D. Empirical Results And Discussion
MaF1 has an inverted linear PF. MaOEA-CS performs best on 5-, 10-and 15-objective MaF1, in terms of IGD, among all the compared algorithms. However, MaOEA-CS performs worse than other compared algorithms, in terms of HV. Especially on 15-objective MaF1, the HV value of the nondominated set obtained by MaOEA-CS is 0. It can be explained as follows. As Monte Carlo sampling method is adopted to compute HV and the true HV for MaF1 (inverted PF) is very small [37] , [41] , the limited sampling in the hypercube can hardly fall into the region determined by the nondominated set and the reference point.
To further verify the performance of all the compared algorithms in MaF1, the parallel coordinate plots [59] of the nondominated sets obtained by various algorithms on 15-objective MaF1 in the run with the median IGD values are presented in Fig. 3 . It can be observed clearly that MaOEA-CS finds all the boundary solutions and the uniformity of approximation is better than all the other compared algorithms. The convergence of MaOEA-CS is also better than that of other compared algorithms as all the objective values of the solutions obtained by MaOEA-CS are less than 1.0. KnEA, RSEA and GSRA are worse in terms of diversity or convergence. NSGA-III performs worse in terms of diversity and BCE-MOEA/D performs worse in terms of convergence. RVEA is not able to obtain the sufficient number of nondominated solutions.
MaF2 is used to assess whether the MaOEA is able to perform concurrent convergence on different objectives. All the objectives should be optimized simultaneously to wellapproximate the true PF. It can be observed from the tables that MaOEA-CS has the best performance in terms of IGD on 5-objective MaF2, while KnEA has the best performance on 10-and 15-objective MaF2. As for HV values, GSRA and RSEA perform better than other compared algorithms.
MaF3 is a multimodel problem with the convex PF. This problem is mainly to test whether the MaOEA can deal with convex PFs. It can be observed from the tables that MaOEA-CS has the best performance on MaF3 (5, 10, 15-objectives), in terms of HV, while GSRA has the best performance in terms of IGD.
MaF4 is also a multimodel problem with THE convex PF, but it is more difficult than MaF3 as it is not well-scaled. It can be observed from the tables that MaOEA-CS performs best on all MaF4 problems, in terms of IGD while it only has the best performance on 5-objective MaF4 in terms of HV. NSGA-III and RSEA have the best performance, in terms of HV, on 10-and 15-objective MaF3, respectively.
The PS of MaF5 has a highly biased distribution, where the majority of Pareto optimal solutions are crowded in a small subregion. In addition, MaF5 is also a badly-scaled problem with objective values ranging from 1 to 1024. It can be observed from the tables that MaOEA-CS has the best performance in terms of IGD, while NSGA-III have the best performance, in terms of HV, on 10-objective MaF5 and KnEA has the best performance in terms of HV, on 15-objective MaF5.
MaF6 is a degenerated problem whose PF is a 2-dimensional manifold regardless of the number of objectives. It can be observed from the tables that MaOEA-CS has the best performance in terms of IGD and HV on all the MaF6 with different number of objectives, except for 10-objective MaF6, where BCE-MOEA/D has the best performance in terms of IGD.
MaF7 has a disconnected PF where the number of disconnected segments is 2 m − 1 (m is the number of objectives). MaF7 can be used to test whether an MaOEA can handle MaOPs with the disconnected PFs. It can be observed from the tables that GSEA and KnEA performs better in terms of IGD and RSEA performs better in terms of HV. MaOEA-CS performs well in terms of both IGD and HV, although it does not have the best performance.
Both MaF8 and MaF9 have two-dimensional decision space. MaF8 calculates the Euclidean distance from a given point x to a set of M target points of a given polygon while MaF9 calculates the Euclidean distance from x to a set of M target straight lines, each of which passes through an edge of the given regular polygon with M vertexes. It can be observed Wilcoxon's rank sum test at a 0.05 signification level is performed in terms of IGD values. "+","−" or "≈" indicate that the results obtained by corresponding algorithms is significantly better, worse or similar to that of MaOEA-CS on this test instance, respectively.
from Table. IV that, although MaOEA-CS does not obtain the best performance, it always ranks the first or second among all the seven compared algorithms. This indicates that MaOEA-CS has more stable performance on MaF8-9. MaF10 has a scaled PF containing both convex and concave segments, which is used to test whether the algorithm can handle PFs of complicated and mixed geometries. It can be observed from the tables that NSGA-III and RVEA perform better in terms of IGD; while NSGA-III performs better in terms of HV.
MaF11 is used to assess whether an MaOEA is capable of handle an MaOP with the scaled and disconnected PFs. It can be observed from the tables that BCE-MOEA/D and MaOEA-CS perform better in terms of IGD; while NSGA-III and RSEA performs better in terms of HV.
As for MaF12, its decision variables are nonseparably reduced, and its fitness landscape is highly multimodal. It can be observed from the tables that MaOEA-CS has the best performance in terms of IGD; while KnEA has the best performance in terms of HV.
MaF13 has a simple concave PF that is always a unit sphere regardless of the number of objectives. However, its decision variables are nonlinearly linked with the first and second decision variables, thus leading to difficulty in convergence. This problem is used to test whether the algorithm can handle an MaOP with the complicated PS. GSRA has the best performance in terms of both IGD and HV.
MaF14 and MaF15 are mainly used to assess whether an MaOEA can handle complicated fitness landscape with mixed variable separability, especially in large-scale cases. MaOEA-CS has very good overall performance as it can be observed from Table. IV that MaOEA-CS ranks either first or second among all the seven compared algorithms in terms of HV or IGD. Wilcoxon's rank sum test at a 0.05 signification level is performed in terms of HV values. "+","−" or "≈" indicate that the results obtained by corresponding algorithms is significantly better, worse or similar to that of MaOEA-CS on this test instance, respectively.
E. Parameter Sensitivity Studies
Two parameters, i.e., the switching threshold ∆ t and the learning period len, exist in MaOEA-CS. In this section, the sensitivity of them with regard to MaOEA-CS is investigated. In the experiments, ∆ t is set to 1.0, 0.1, 0.01, 0.001, 0.0001 or 0.00001 and len is set from 10 to 90 with the step size 20. The experiments are conducted on 10-objective MaF4 and MaF9 with a total number of 6 × 5 different parameter configurations. 30 independent runs have been conducted for each configuration on each test problem. Fig. 4 shows the IGD values obtained by MaOEA-CS with 30 different combinations of ∆ t and len on 10-objective MaF4. It can be observed that, MaOEA-CS achieves the good performance in terms of IGD when the setting of learning period len positively correlates to the setting of the switching threshold ∆ t . This can be explained as follows.
In MaOEA-CS, the first search process (emphasizing exploitative search) should be conducted until the corner solutions have been approximated (i.e., nadir point do not change much). After that, the second search process (emphasizing explorative search) is conducted for improving the diversity of the solution set. If the learning period len is set to a small value, the change of the nadir point also tends to be a small value. In other words, a small value of the learning period len also requires a small value of switching threshold ∆ t , and vice versa. In addition, it also can be observed from Fig. 4 that the best performance can be achieved in terms of IGD on MaF4, when ∆ t = 0.1 and len = 70. 
PROBLEMS
In this section, MaOEA-CS is applied and compared with other six algorithms on two real-world engineering optimization problems.
1) Crash-worthiness design of vehicles (CWDV) can be formulated as the structural optimization on the frontal structure of vehicle for crash-worthiness [60] . Thickness of five reinforced members around the frontal structure are chosen as the design variables, while mass of vehicle, deceleration during the full frontal crash and toe board intrusion in the offset-frontal crash are considered as three objectives. More detailed mathematical formulation can be found in [60] . 2) Car side-impact problem (CSIP) aims at finding a design that balances between the weight and the safety performance. It is firstly formulated for the minimization of the weight of the car subject to some safety restrictions on safety performance [61] , [62] . In [62] , it is reformulated as a 9-objective optimization problem by treating some constraints as objectives. More details of the mathematical formulation can be found in [62] .
A. Experimental setups
For CWDV, the population size is set to 120; and the maximum number of allowed iterations is set to 200. For CSIP, The population size are set to 210; and the maximum number of iterations is set to 2000. All the seven compared algorithms are run for 30 times on each problem. Other parameters in all the compared algorithm are set the same as that in Section. IV-B.
As the real PFs of both CWDV and CSIP are unknown, to compute IGD, a reference PF (denoted as P * ) is constructed by obtaining all the nondominated solutions of all 30 runs obtained by all the compared algorithms for each problem. To compute HV, each objective value of all the nondominated solutions are firstly normalized to [0, 1] by the maximal and minimal values of P * ; and the reference point is set to (1.1, . . . , 1.1) T .
B. Experimental results
The performance of all the seven compared algorithms, in terms of IGD and HV, are given in Table V . For CWDV, MaOEA-CS obtains the best performance in terms of both IGD and HV. To visualize the performance of all the compared algorithms, the nondominated solutions obtained by all the seven algorithms in the run with the median IGD values are plotted in Fig. 6 . It can be observed that CWDV has a discontinuous PF and only MaOEA-CS can obtain the nondominated solutions on all parts of PFs.
As for CSIP, MaOEA-CS has the best performance in terms of HV while BCE-MOEAD has the best performance in terms of IGD. To further visualize the performance of all the compared algorithms, the parallel coordinate plots of all the nondominated solutions obtained by the seven algorithms over 30 runs are illustrated in Fig. 7 . A reference PF is approximated by using all the nondominated solutions obtained by all the seven algorithms over 30 runs, as shown in Fig. 7h . It can be observed that only MaoEA-CS is able to obtain solutions with the minimum objective values on all the objectives. This can be explained by the fact that MaOEA-CS is able to locate the boundary of PFs by the approximation of the corner solutions. This also explains why MaOEA-CS can achieve better performance in terms of HV.
In addition, it also can be observed in Fig. 7a and Fig.  3c that BCE-MOEA/D and KnEA are able to obtain more diversely-populated solutions inside the PF boundaries. As IGD indicator may prefer solutions located inside the PF boundaries, BCE-MOEA/D and KnEA achieves better performance in terms of IGD on CSIP.
All the above experimental studies indicate that MaoEA-CS has satisfactory performance on the real-world optimization problems which usually have very irregular PFs.
VI. CONCLUSION
In this paper, a many-objective evolutionary algorithm based on corner solution search was proposed and compared with six state-of-the-art algorithms on MaF test suite with various different characteristics for CEC 2017 MaOEA Competition. The experimental results show that the proposed MaOEA-CS has the best overall performance. This indicates MaOEA-CS is more robust than other compared algorithms on various test problems thus it successfully won the CEC 2017 MaOEA Competition. The sensitivity test of two parameters in MaOEA-CS were also conducted and analyzed in this paper. In addition, MaOEA-CS has also been applied on two real-world engineering optimization problems with very irregular PFs.
The experimental results show that MaOEA-CS outperforms other six compared algorithms in terms of either convergence or diversity, which indicates it has the ability to handle realworld complex optimization problems with irregular PFs.
