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Abstract
Motivated by recent experiments, we study the time evolution of a two-species Bose-Einstein
condensate which is coupled to a bosonic bath. For the particular condensate, unconventional
thermodynamics have recently been predicted. To study these thermal properties we find the
conditions under which this open quantum system thermalises—equilibrates to the Gibbs state
describing the canonical ensemble.
The condensate is mapped from its bosonic representation, describing N interacting bosons,
onto a Schwinger spin representation, with spin angular momentum S = 2N . The corresponding
Hamiltonian takes the form of a Lipkin-Meshkov-Glick (LMG) model. We find that the total
system-bath Hamiltonian is too difficult to solve. Fortunately, in the case where the LMG model
is only weakly coupled to a near-memoryless bath, we may derive an approximate differential
equation describing the LMG model’s evolution. Upon further approximations this equation
describes a quantum dynamical semigroup—preserving all the rules of quantum mechanics.
The generator of this semigroup, known as the Lindbladian, is our main object of interest. Its
nullspace is populated by the stationary state(s), which we wish to compare to the canonical
ensemble. If the only state in this nullspace is the Gibbs state, then the system will thermalise
to that state.
For extensive bath temperatures we show that the Gibbs state is stationary in the ther-
modynamic limit N = S/2 → ∞. Numerically we find that this is the only stationary state,
meaning the system thermalises.
To prove thermalisation for the intensive temperature case we diagonalise the Lindbladian.
To do this we first perform a Holstein-Primakoff (HP) mapping from spins onto bosons. Such a
mapping may be approximated in the region of interest—close to the stationary state(s)—given
one has knowledge of that regions expectation values, such as the magnetisation 〈Sz〉eq. The
new approximated Lindbladian may then be diagonalised via a Bogoliubov transform. To find
these expectation values we study the observables’ time evolution in the Heisenberg picture. We
find that energy dissipation happens on a time scale purely characterised by the weak coupling.
This allows us to set up an approximate differential equation for the energy which we solve,
hence finding the equilibrium energy. Using this energy together with spin coherent states we
are then able to find 〈Sz〉eq and 〈S2x〉eq.
Performing the HP mapping in the region of interest then leaves a quadratic, in bosonic
ladder operators, Lindbladian which we subsequently diagonalise with a Bogoliubov transform.
The stationary states are found to be approximate Gibbs states. In the non-degenerate phase of
the LMG model we find a single stationary state, thus proving thermalisation. In contrast, we
find two (orthogonal) near stationary states in degenerate phase. Numerically we find, for finite
system size, that these two states form an equal fraction of the true stationary state which is a
Gibbs state. However the numerics further indicates that the spectral gap between this Gibbs
state and its closest state tends to zero in the thermodynamic limit. As such we expect two
(orthogonal) stationary states in the degenerate phase as S →∞.
Stellenbosch University  https://scholar.sun.ac.za
Opsomming
Gemotiveer deur onlangse eksperimente bestudeer ons die tydontwikkeling van ’n twee-spesie
Bose-Einstein kondensaat wat gekoppel is aan ’n bosoniese bad. Vir die spesifieke kondensaat was
onkonvensionele termodinamika onlangs voorspel. Om hierdie termiese eienskappe te bestudeer
vind die kondisies waaronder hierdie oop kwantumstelsel ekwilibreer na die Gibbs-toestand van
die kanoniese ensemble.
Die kondensaat word eers afgebeeld vanaf sy oorspronklike bosoniese voorstelling, wat
N -wisselende bosone beskryf, na ’n Schwinger-spinvoorstelling, met ’n hoekmomentum van
S = 2N . Die ooreenstemmende Hamiltoniaan het dan die vorm van ’n Lipkin-Meshkov-Glick
(LMG) model. Die totale stelsel-bad Hamiltoniaan is te ingewikkeld om eksak te hanteer.
Gelukkig, in die geval waar die LMG-model swak aan die bad gekoppel is, kan ons ’n benaderde
differensiaalvergelyking aflei wat die LMG-model se evolusie beskryf. Na verdere benaderings
word hierdie vergelyking ’n kwantum-dinamiese semigroep en gehoorsaam dit al die reëls van
kwantummeganika. Die generator van hierdie semigroep, bekend as die Lindblad operator, is
van sentrale belang. Die nulruimte van hierdie operator bevat die stationêre toestande. Indien
hierdie nulruimte slegs die Gibbs-toestand bevat, sal die stelsel hierna ekwilibreer.
Vir ekstensiewe bad temperature toon ons dat die Gibbs-toestand stationêr is in die
termodinamiese limiet waar N = S/2 → ∞. Numeries vind ons dat hierdie die enigste
stationêre toestand is, wat aandui dat die sisteem wel termiese ewewig bereik.
Om intensiewe temperature te ondersoek diagonaliseer ons die Lindblad operator. Hiervoor
voer ons eers ’n Holstein-Primakoff (HP) afbeelding uit. Hierdie afbeelding word verder benader
deur gebruik te maak van kennis omtrent die verwagtingswaardes van waarneembares, soos die
magnetisasie 〈Sz〉eq, relatief tot die stasionêre toestand. Die benaderde Lindblad operator kan
dan deur ’n Bogoliubov-transformasie gediagonaliseer word. Om die nodige verwagtingswaardes
te bepaal, bestudeer ons die waarneembares se tydsontwikkeling in die Heisenberg-beeld.
Ons vind dat energie-dissipasie op ’n tydskaal plaasvind wat deur die koppelingskonstante
gekarakteriseer word. Dit stel ons in staat om ’n benaderde differensiaalvergelyking op te stel
vir die energie-verwagtingswaarde waaruit ons die ewewig waarde kan bepaal. Deur hierdie
resultaat te gebruik te same met spin-koherente toestande kan ons die waardes van 〈Sz〉eq en
〈S2x〉eq vind wat met die grondtoestand ooreenstem.
Die uitvoer van die HP-afbeelding produseer dan ’n kwadratiese, in die bosoniese leerop-
eratore, Lindblad operator wat ons met ’n Bogoliubov-transformasie diagonaliseer. Ons toon
dat die stationêre toestand benaderd ’n Gibbs-toestand is. In die nie-ontaarde fase van die
LMG-model vind ons ’n enkele stationêre toestand, wat toon dat termiese ewewig bereik word.
In teenstelling hiermee, vind ons twee (ortogonale) stationêre toestande in die ontaarde fase.
Numeries vind ons, vir eindige stelselgrootte, dat hierdie twee state ’n gelyke fraksie van
die ware stationêre toestand vorm, wat ’n Gibbs-toestand is. Die numeriese resultate dui egter
verder aan dat die spektrale gaping tussen hierdie Gibbs-toestand en sy naaste toestand neig tot
nul in die termodinamiese limiet. As sodanig verwag ons twee (ortogonale) stationêre toestande
in die ontaarde fase soos S →∞.
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1 | Introduction
Figure 1.1: The various interac-
tions of the two species BEC. The
two-photon transition is responsi-
ble for atoms transitioning from
one state to another. The cou-
pling strength J serves to balance
or imbalance n1 and n2 like a bi-
ased scale.
In this thesis we study the thermal properties of a two-
species Bose-Einstein condensate (BEC) [41]. This is a state
of matter whereby n1 (n2) atoms lose their individuality,
acting as one quantum object. Recently unconventional
thermal properties have been predicted for this model [70],
linked to the linear growth of its fixed particle Hilbert space.
For instance it was predicted that for any intensive tem-
perature there exists a system size large enough such that
the system’s thermal expectation values become tempera-
ture independent. In our analysis we study the conditions
under which this unconventional thermodynamics may be
observed.
The specific BEC of interest may be realized experimen-
tally by having N rubidium atoms coherently distributed
between two hyperfine states1 of the ground state (GS)
manifold [57, 71]. These two states are coupled via resonant
two-photon transition with Rabi frequency h. By photon
emission or absorption the rubidium atoms will transition
between the two available hyperfine states at a rate given
by the Rabi frequency h. Pictorially one can think of this as moving one atom from n2 to n1
and vice versa, as shown in Fig. 1.1. The atoms also interact non-linearly, at a strength J ,
via atom-atom s-wave scattering. This interaction will, like a biased scale, either balance or
imbalance the populations of the two bosonic species, depending on the sign of J . For dominat-
ing atom-atom interaction J ≥ h, the GS becomes two-fold degenerate in the thermodynamic
limit2 N →∞ [17]. Above this second order phase transition at J = h−, this degenerate phase
is characterised by a non-zero mean population imbalance 〈n2 − n1〉 6= 0. Further for J > 2h
the relative phase between the two species diverges, which is analogous to the AC Josephson
effect in superconductors [34].
1.1 Quantum thermalisation
To study the thermal properties of the two-species BEC we must first find the conditions under
which this system thermalises. This is studied in the field of quantum thermalisation, which
addresses the question of how classical thermodynamics can arise from a fundamentally quantum
world [40,47,51]. In particular why is it that a quantum system, which evolves unitarily, can be
effectively described by equilibrium statistical mechanics?
In the quantum description of closed systems one typically considers the evolution of a pure
state |ψ〉〈ψ|, where the matrix elements encode inherent quantum uncertainty. In contrast to
this, classical thermodynamics considers mixed states, a sum of pure states % =
∑
n %n|n〉〈n|,
where the matrix elements %n encode uncertainty due to lack of information. These are states
such as the canonical ensemble, which is energy diagonal. As such we may reformulate the
question: Why is it that a pure state can be effectively described by a mixed state?
In the setting where the system remains isolated it will evolve unitarily, remaining pure.
In an experiment, however, one does not have access to all the information in |ψ〉〈ψ|. As
such one typically describes a state by its observable quantities, for instance a population
imbalance n2 − n1 or a relative phase. Thus a pure state would appear mixed if all accessible
1In particular there are n1 atoms in the state |F = 1,mF = 1〉 and n2 atoms in the state |F = 2,mF = −1〉.
Here mF is the projection of the total atomic angular momentum F with magnitude squared F (F + 1). The
specific experiment N = n1 + n2 = 500 atoms, however this state has been studied for up to N = O(107) [60].
2The gap between the GS and the first excited state takes the form ∼ e−cont.N [48]
1
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2 1.1. QUANTUM THERMALISATION
observables would yield similar results. This is the idea behind the eigenstate thermalisation
hypothesis (ETH). It states that, for every single energy eigenstate, the expectation value of a
local observable, coincides with its microcanonical average plus some small fluctuations [64].
Whether the system thermalises in this sense is dependent on the system’s integrability [40].
For this thesis integrability can be thought of as a measure of the system’s local conserved
quantities, that is, local operators that commute with the system’s Hamiltonian HS . If a
specific observable is conserved, then its time average does not change, and cannot tend to an
ensemble average i.e. it cannot thermalise.
In current experiments ultra-cold atomic gases are usually very well isolated from their
environment and unitary dynamics can be observed. If not integrable, then such closed systems
may thermalise in the sense of the ETH.
The particular BEC we consider may be mapped onto a Lipkin-Meshkov-Glick [44] (LMG)
type Hamiltonian HS , which was originally used as a toy model for two shell nuclear interactions
[38]. This is done via a Schwinger pseudo-spin mapping [29,53], which identifies the particle
number N with twice the spin angular momentum 2S. This LMG model is, however, integrable
in the sense that it is solvable by Bethe ansatz [50]. This integrability leads to oscillatory
motion with a short period which prevents thermalisation [62].
1.1.1 Open quantum systems
Despite the integrability of the LMG model, the system may still relax to a canonical ensemble3
by considering an open quantum system, rather than a closed system. This is because the act
of coupling to an environment typically breaks the symmetries responsible for the invariance of
particular observables, leading to fewer conserved quantities.
%(0)
...
%(∞)
Figure 1.2: Multiple initial states %(0)
thermalising to a Gibbs states %(∞).
The total system is then described by the sum of
Hamiltonians HSE = HS + HE + V, where HE and
V correspond to the environment and its interaction
with the target system (LMG model) respectively. The
target is then said to be open, and will typically evolve
non-unitarily, thereby becoming mixed. Our particular
environment will be a thermal state, meaning a bath
with inverse temperature β.
In an open system two processes play a role. The
first is decoherence, which is responsible for the off-
diagonal (in the interaction Hamiltonian’s eigenbasis)
terms of the density matrix to decay. Since the off-
diagonal terms encode quantum coherence, this process
is seen as the state becoming classical. The other pro-
cess is dissipation associated with energy transfer, which
typically happens on a slower time scale compared to
decoherence. These two processes then allow for the
possibility of a different version of thermalisation to
occur—the evolution of any density matrix towards the
canonical ensemble e−βHS , also known as a Gibbs state.
This process is illustrated in Fig. 1.2, where all initial
states evolve towards the energy diagonal Gibbs state.
As the initial state may be pure, while the Gibbs state
is mixed, such evolution will only be possible for an open system. The total system, target
plus bath, is still closed, with unitary evolution. Thus if the total Hilbert space has finite
dimension, then the system has a finite recurrence time as a result of Poncaré’s recurrence
theorem [61]. To ensure that the state remains a Gibbs state an infinite recurrence time is
required. In hopes of seeing equilibration to a Gibbs state we couple the LMG model to an
3Another way to induce thermalisation is in the LMG model, in the sense of ETH, is via a quench [47].
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CHAPTER 1. INTRODUCTION 3
environment described by a, possibly infinite, set of harmonic oscillators in thermal equilibrium.
As a model for quantum Brownian motion [60] and blackbody radiation [24], this particular
environment is prototypical choice for estimating decoherence and dissipative effects, especially
on macroscopic scales. The system-bath coupling is between the position operators of the
oscillators and population imbalance n2 − n1 of the system. Such coupling is a model for
continuous environmental monitoring of n2 − n1. If this coupling is weak it will act as a weak
measurement leading to decoherence of the system in the n2 − n1 basis.
Whether these conditions are enough to ensure thermalisation is, again, deeply dependent
on the target’s conserved quantities [40]. For example if the target system’s energy HS is
conserved [HS ,HSE ] = 0, then the system cannot evolve to a Gibbs state which has energy
proportional to Tr{HSe−βHS}. This is an explicit reason why closed systems cannot thermalise
in our sense, as [HS ,HS ] = 0.
This total system reduces to various models often studied in the literature. For instance
considering spin-1/2 particles, this model reduces to the spin-boson model [34]. This is an
important paradigm for studying dissipative quantum systems, as it models multiple two
state processes such as spontaneous emission of a photon [49]. This system has been shown
to thermalise [5]. Further the spin-boson model may be mapped onto a Kondo model [37],
important for modeling correlated electrons, via fermionization techniques [36].
Setting the atom-atom coupling to zero J = 0 yields the multi-modal Dicke Hamiltonian,
which has been studied extensively in the zero temperature regime [18,19]. For the single-model
case is has been shown that there exists a critical temperature above which super-radiance can
be observed: spontaneous emission of light with intensity proportional to N2 rather than the
expected N [67–69].
1.2 The system-bath dynamics
Figure 1.3: System (blue sphere)
weakly coupled to large almost memo-
ryless bath.
We want to study thermalisation of the LMG model,
and as such we are uninterested in the bath’s evolution.
Hence we eliminate, by tracing out, the bath degrees
of freedom4. This, however, yields a non-local (in time)
differential equation for the target which is intractable.
Fortunately, if the bath is near-memoryless and only
weakly coupled to the system, as illustrated in Fig. 1.3,
we may derive a simpler approximate differential equa-
tion. This is because these properties allow us to make
various standard approximations [12], which drastically
simplify the equation of motion. The weak coupling
implies that the system-bath correlations build up over
a long time and may be ignored for short times. The size of the bath provides a large recurrence
time for the entire system, aiding in the desired memoryless condition. Lastly, if the bath is
energetic, then its correlations decay fast relative to the typical frequency of the LMG model. We
may then average the bath over these fast time scales, while keeping the system constant. This
will be the condition we require for a near-memoryless bath and thus a time-local differential
equation, known as the Born-Markov master equation. Upon a further approximation one may
derive from this equation a quantum-dynamical semi-group, which preserves all the rules of
quantum mechanics. The Lindbladian, which is the generator of this group, is the main object
of interest. This is because it takes the role of the Hamiltonian for open quantum systems. As
such we may find the stationary states by diagonalising the Lindbladian and compare them
to the Gibbs state. If we find that the Gibbs state is the only stationary state, then we have
proven that the system thermalises.
4This is effectively done experimentally by focusing on a subsystem, due to the inability to track the evolution
of such a large environment.
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1.3 Thesis outline
We start Chap. 2 by introducing the LMG model and its spin representation. This system is then
coupled to a bath of harmonic oscillators as described in Sect. 2.2. Here we also briefly discuss
some of the conserved quantities of this total system and their relevance to thermalisation.
In Chap. 3 we discuss the dynamics of this open system. As the full problem is intractable,
we use the standard approximations [12] to set up a Born-Markov master equation. This
equation describes the dynamics of the LMG model in the regime of weak coupling to an
energetic and large bath. This master equation is time local and trace preserving, but does not
yet preserve positivity. Upon one final approximation we ensure that all the rules of quantum
mechanics are preserved, hence the differential equation characterises a quantum dynamical
semi-group. We then study the Lindbladian, which is the generator of this group, and thus the
generator of time evolution. In the case where h = 0 we find a pure decoherence process. As
such there is no dissipation and the system does not thermalise. We conclude this chapter by
proving that the Gibbs state is stationary for an extensively large temperature. Numerically,
for finite S, we find that thermalisation occurs due to the Gibbs state being the only stationary
state.
To find the stationary state in the non-extensive temperature case we require a different
approach, known as a Holstein-Primakoff mapping [30]. This mapping includes a square root of
operators which may be expanded in the region of interest. In our case we are interested in the
equilibrium region. Hence to preform this expansion we require the equilibrium expectation
values of the LMG model. We study these expectation values in Chap. 4 by considering the
time evolution of the relevant observables. Here we will find that the Hamiltonian evolves on a
slow time scale. Averaging over another fast time scale, using the two-timing method [65], we
obtain a differential equation purely in terms of the Hamiltonian. This equation allows us to
find the energy dissipation rate which upper bounds the equilibration rate. Further we may find
the equilibrium energy. We then use variational methods together with spin coherent states to
find the equilibrium expectation values, which turn out to be temperature independent. We
compare these to the thermal expectation values, found via spin coherent states, and find that
both match those of the ground state, which coincides with the predictions of [70].
Having derived the equilibrium expectation values, we perform a Holstein-Primakoff ex-
pansion in Chap. 5. We use degenerate perturbation theory, in the weak coupling, to find a
simplified Lindbladian. We subsequently diagonalise this Lindbladian via a four-dimensional
Bogoliubov transform. We find that the stationary state indeed corresponds to the thermal
state to a high degree of accuracy. Further in the non-degenerate phase of the LMG model
there is only one stationary state, thus the system thermalises. For the degenerate case we find
two different vacuum states. Numerically it seems that these states only become stationary
in the thermodynamic limit. In the finite S regime they each form half of the true stationary
state, which is a Gibbs state.
We will use natural units: h¯ = kB = c = 1 throughout this thesis. However to link to
experiments and everyday experience we will sometimes write expressions in standard units.
Further all numerical data presented in this thesis was computed in python, in particular
making use of the QuTiP library [33].
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2.1 The Lipkin-Meshkov-Glick model
The target system of interest is a two-species Bose-Einstein condensate (BEC) [15, 53] modeled
by the Hamiltonian
HS = −
J
N
ñ
a†1a1 − a†2a2
2
ô2
− h
2
î
a†1a2 + a
†
2a1
ó
, (2.1)
where N is the (conserved) total number of bosonic particles. The prefactor of 1/N ensures
extensivity, leading to a finite energy per particle in the thermodynamic limit. Here a†q and
aq are bosonic ladder operators corresponding to the creation and annihilation of a q-species
boson respectively:
a†q|nq〉 =
»
nq + 1|nq + 1〉, aq|nq〉 = √nq|nq − 1〉. (2.2)
where nq is the number of q-species bosons. In this number basis it becomes clear that the fixed
N particle Hilbert space HS is populated by N + 1 states, as shown in Fig. 2.1. As bosonic
operators, a†q and aq satisfy the following commutation relations
[aq, a
†
p] = δqp, [aq, ap] = [a
†
q, a
†
p] = 0. (2.3)
n1 n2
0 Nya†1a2
1 N − 1ya†1a2
...
...
N 0
Figure 2.1: Allowed states in
the fixed N Hilbert space and
the ladder operators connect-
ing said states.
From (2.2) we can see how the two-photon transition, the
second operator in (2.1), is responsible for changing one species
to another, as illustrated by the arrows in Fig. 2.1. Using (2.2)
one may show that the number operator a†qaq tallies the q-species
particles: a†qaq|nq〉 = nq|nq〉. As such the first operator in (2.1),
corresponding to J , acts as a biased scale, as was illustrated
in Fig. 1.1. For negative J it reaches a minimum when the
populations are balanced n1 = n2. For positive J this number
difference operator lowers the energy the more unbalanced the
populations become: n1>>n2 or n1>>n2. This ambiguity with
regards to maximising n1 or n2 is responsible for a two-fold
ground state degeneracy at J = h, for J > 0. Hoping to study
the physics on either side of this phase transition, we will focus
on the parameter regime J ≥ 0 throughout this thesis.
We bring the Hamiltonian into a simpler looking form by performing a Schwinger pseudo-spin
mapping [29,53]. This procedure identifies the bosons with spins
Sx ≡
a†1a1 − a†2a2
2
, Sy ≡
a†2a1 − a†1a2
2i
, Sz ≡
a†1a2 + a
†
2a1
2
, (2.4)
where the symbol ≡ is used to mean “equality by definition”. As spin operators they satisfy the
su(2) commutation relations
[Sj , Sk] = iεjklSl, (2.5)
where εjkl is the Levi-Civita symbol, identifying (x, y, z) with (1, 2, 3). This yields the Lipkin-
Meshkov-Glick (LMG) [44] type Hamiltonian
HS = −
J
2S
S2x −hSz. (2.6)
The newly defined spin angular momentum (quantum number) S is half the particle number
N = 2S, hence it is also conserved [Sˆ2,HS ] = 0. Here Sˆ2 ≡ S2x + S2y + S2z is the total spin
5
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angular momentum operator with eigenvalues S(S + 1), which is proportional to the identity 1
when restricted to a particular angular momentum subspace. This relation between spin and
particle number allows us to relate the large S-limit to the thermodynamic limit N →∞, for
which the LMG dynamics becomes quasi-solvable [56]. In other words this model may be solved
in the thermodynamic limit via a semi-classical expansion, where 1/S plays the role of h¯ [20].
2.1.1 Parity conservation
In the Schwinger pseudo-spin representation we may expand any operator in the convenient
su(2) Dicke basis |S,m〉, where m ∈ {−S,−S + 1, . . . , S − 1, S} is the eigenvalue of the Sz
operator: Sz|S,m〉 = m|S,m〉. The range of m is symmetric around zero which leads to an
energy spectrum independent of sgn(h). As such we will take h to be positive without loss of
generality. The state |S,m〉 may be raised or lowered by the spin ladder operators S+ and S−
in the following way:
S±|S,m〉 =
»
(S ∓m)(S ±m+ 1)|S,m± 1〉. (2.7)
In terms of these ladder operator the typical spin operators become
Sy ≡
S+ − S−
2i
Sx ≡
S+ + S−
2
. (2.8)
This structure of the Sx operator, given by (2.8), implies a further conserved quantity: the
parity eipiSz . Its (time) invariance is rooted in the S2x operator in HS (2.6) taking the form
4S2x = S
2
+ + S
2
− + S−S+ + S+S−. (2.9)
As such HS always changing m by zero or two (always even numbers), in which case the parity
remains unchanged: eipim → eipi(m+2) = eipi(m+0) = eipim. Hence HS never mixes odd and even
m sectors and may be separated as
HS =
∑
n,m odd
cnm|n〉〈m|+
∑
p,q even
cpq|p〉〈q|, (2.10)
where cij are scalars.
2.2 Coupling to a thermal bosonic bath
Since our aim is to study non-reversible equilibration we consider another system—an environ-
ment—which will exchange energy and phase coherence with the LMG model. The (target)
system1 is coupled to this environment via an interaction term V = cSx ⊗ B with c character-
ising the coupling strength, as depicted in Fig. 2.2. The particular environment is described
by the quantum analog of the many-body harmonic oscillator, which models simple harmonic
motion, such as the oscillations of a spring or electromagnetic fields. Its Hamiltonian takes the
form
HE =
∑
q
p2q
2mq
+
mqω
2
q
2
x2q + const., (2.11)
where the qth oscillator/particle has mass mq and frequency ωq. Upon defining the qth particle’s
position and momentum operators, xq and pq respectively, in terms of bosonic ladder operators:
xq =
 
1
2mqωq
(a†q + aq), pq =
…
mqωq
2
i(a†q − aq), (2.12)
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HS = − J2SS2x −hSz HE =
∑
q ωqa
†
qaq
V = cSx ⊗ B
HS HE
Figure 2.2: Diagram of the open quantum system, with the arrow indicating their interaction.
we may map this Hamiltonian to a sum of number operators2 HE →
∑
q ωqa
†
qaq.
The system-bath Hamiltonian may then be written as HSE = H0 +V , where the unperturbed
part is given by H0 = (HS + Hc) ⊗ 1 + 1 ⊗ HE . Here we have added a counter-term Hc,
which will ensure that the system’s unitary dynamics remains unperturbed for large bath
frequencies [12]. We do this as we are uninterested in how the coupling changes the system’s
unitary evolution3. Hence such contributions will merely act as to complicate our calculations.
Given our particular bath and coupling, the counter-term we will require is4
Hc = c2S2x
∑
q
γ2q
ωq
. (2.13)
For specific parameters HSE reduces to various models often studied in the literature. For
instance setting S = 1/2 one recovers the spin-boson model [34]. While setting J = 0 yields the
multi-modal Dicke Hamiltonian [18]. For the single-mode case it has been shown that there
exists a critical temperature Tc for c >
√
2hω1/(Sγ1) [19].
↓ ↑
Figure 2.3: A pictorial repre-
sentation of system-bath coupling.
A particular oscillator’s momen-
tum is represented by the fre-
quency/compression of a partic-
ular spring. The up and down
arrows indicate a positive or neg-
ative Sx magnetisation of the sys-
tem respectively.
We define B as a sum of weighted position operators
B =
∑
q
γq(a
†
q + aq), (2.14)
which generates a change in momentum for all the coupled
harmonic oscillators. The sign and magnitude of this mo-
mentum change will depend on the system’s magnetisation
in the x direction, as illustrated in Fig. 2.3. Since the Sx
operator is the generator of rotation, coupling to the bath
will inevitably lead to more complicated rotations in the
system.
As the system and bath interact they exchange infor-
mation and become entangled. This buildup of correlations
with the many degrees of freedom (DOF) of the bath will
manifest itself, once the bath’s DOF are traced out, as
decoherence and dissipation.
2.2.1 Thermalisation and conserved quantities
In this thesis we define thermalisation in the following way:
Def 1 (Thermalisation) For any initial state %(0) ∈ S(HS) the system tends towards a
Gibbs state %(t→∞) ∝ e−βHS , where β is the inverse temperature of the bath and HS is
the system’s Hamiltonian. Here S(HS) is the state space, the space of all bounded positive
semi-definite Hermitian operators with unit trace acting on HS.
1From henceforth we will merely refer to the target system as the system.
2Any states |nq〉 will from henceforth refer to the number states of the bath, unless otherwise stated.
3Recall that we wish to study thermalisation which is a dissipative process.
4This will be shown in Sect. 3.3.1
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Thermalisation in the sense of def 1 means that the system becomes exclusively dependent on
the bath, in which case the system has lost all memory of its initial conditions. The goal of this
thesis is to find the conditions under which this happens for our particular model. Let us start
this analysis by considering two simple cases.
For h = 0 we note that all operators in HSE acting onHS are powers of Sx. Since HS ∝ S2x,
for h = 0, this leads to energy conservation [HS ,HSE ] = 0, preventing thermalisation in the
sense of def 1. This leads to pure dephasing—decoherence where the diagonal of % in the
coupling’s eigenbasis is unchanged—which we will explore in Sect. 3.5.1. This implies that h
sets a time scale for energy dissipation to occur.
One quantity which is always conserved is the parity operator exp
Ä
ipiΣqa
†
qaq + ipiSz
ä
, which
follows from the same reasoning as Sect. 2.1.15. Since this parity is conserved even with respect
to the coupling V there would always remain some dependence on the initial states for the total
system. However the LMG parity eipiSz is no longer conserved, [eipiSz ,V] 6= 0, and will change
upon coupling to the bath. This is one example of where coupling to a bath breaks a symmetry
associated with a system, as was discussed in Sect. 1.1, leading to a less integrable system.
5It commutation with V is due to Sx(aq + a†q) always changing nq +m by an even number.
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We may systematically study thermalisation by analysing the time evolution of the total density
matrix %SE . Since the total system plus bath is closed the density matrix %SE undergoes unitary
evolution described by the von Neumann equation
%˙SE = i[%SE ,HSE ]. (3.1)
One may check, by differentiation, that it has the formal solution %SE(t) = e
−itHSE%SE(0)e
itHSE .
We are, however, only interested in the (target) system’s time evolution, which we may isolate
by tracing out the bath
%(t) = TrE
¶
e−itHSE%SE(0)e
itHSE
©
. (3.2)
One way to evaluate (3.2) is via the Hadamard lemma—also known as the Baker-Campbell-
Hausdorff (BCH) formula [58]
e−A • eA = •+ [•, A] + 1
2!
[[•, A], A] + 1
3!
[[[•, A], A], A] + . . . , (3.3)
where the bullet sign • is a place holder for some operator throughout this text. In general,
this approach will not yield a closed form solution, which we require. In the simpler case of
no coupling (c = 0) it has been shown that there exists a solution via the Bethe ansatz [50].
This, unfortunately, requires the solution to a set of non-linear algebraic equations with no
general closed form solution either, making it impractical for our use. Since this simpler case is
beyond us, there seems little hope to solve the problem when coupling to possibly infinitely
many harmonic oscillators. We might still be able to capture the most important parts of the
dynamics with an approximate differential equation of the form
%˙(t) = lim
δ→0
%(t+ δ)− %(t)
δ
≡ L%(t), (3.4)
called a master equation, with the generator of time evolution L being some superoperator.
The term superoperator implies that it acts on a vector space of linear operators, namely the
density matrices % ∈ S(HS). This generator L must preserve all the rules of quantum mechanics,
meaning any initial density matrix %(0) must remain a density matrix %(t) ∈ S(HS) for all
time t. A negative expectation value for the density matrix would imply a negative probability,
while a unit trace Tr%(t) = 1 is required for probability conservation. Lastly a density matrix
must remain hermitian to yield real expectation values of observables. As such the following
conditions must be satisfied:
(i) Trace-preservation: Tr{L%(t)} = 0
(ii) Positivity-preservation: 〈ψ|etL%(0)|ψ〉 ≥ 0 for all |ψ〉 ∈ HS
(iii) Hermiticity-preservation: (etL%(0))† = etL%(0).
Further since (3.4) is a time local differential equation it already satisfies the semi-group
property e(t+s)L = etLesL. In this case L is said to be the generator of a quantum dynamical
semi-group [43].
Whether such an equation as (3.4) should exist is not obvious. Especially since this time
local differential equation (3.4) implies that the state of %(t+ dt) is completely determined by
its prior state %(t)—the system is Markovian. To see why this might not hold consider the
following example: at time t1 some energy flows from the system to the bath, then it returns
at time t1 + t2. This would imply that the state %(t1 + t2) is dependent on %(t1) [52], which
breaks Markovianity.
However, if the system-bath coupling V was weak, then the exchange of energy and correlation
build up would happen on a slow time scale, given by the inverse coupling strength. We may
9
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then ignore these non-Markovian system-bath correlations for early times. Further if the bath
has rapid fluctuations, encoded in a fast decay of its autocorrelation functions, while the system
is slow to change, we may perform a separation of time scales. This amounts to averaging
over the bath, while keeping the system constant. These two assumptions, weak coupling and
separation of timescales, combined will indeed yield a master equation. We may then use this
equation to find the stationary state(s) of the system and compare them to the Gibbs state.
3.1 The Born (weak coupling) approximation
Our derivation of the master equation (3.4) starts by transforming into the interaction picture1
V(t) = U(t)VU†(t), where U(t) = exp(iH0t). In this picture the von Neumann equation (3.1)
becomes
%˙
(I)
SE (t) = i[%
(I)
SE (t),V(t)]. (3.5)
We assume that the system and bath are initially in a product state and that the interaction
between them is switched on at time t = 0. Formally integrating both sides of (3.5) with respect
to t and substituting the result back into (3.5) yields
%˙
(I)
SE (t) = i[%
(I)(0)⊗ %(I)E (0),V(t)] +
∫ t
0
ds [V(t), [V(s), %(I)SE (s)]]. (3.6)
Where the bath is characterised by %(I)E (0) ∝ e−βHE with temperature β−1, meaning that
%
(I)
E (0) = %E(0), as it commutes with H0. Writing the total density matrix as a sum of its
factored part plus correlations2
%
(I)
SE (s) = %
(I)(s)⊗ %(I)E (s) + gSE(s) (3.7)
and tracing over the bath degrees of freedom (DOF), in (3.6), leads to
%˙(I)(t) = icTr{%E(0)B(t)} [%(I)(0), Sx(t)] +
∫ t
0
dsTrE [V(t), [V(s), %(I)(s)⊗ %E(s) + gSE(s)]].
(3.8)
The first term vanishes since B, as defined in (2.14), is not particle number conserving, leading
to a zero mean at time zero (indicated by the subscript) 〈B(t)〉0 ≡ Tr{%E(0)B(t)} = 0. Using
the relation [A, [B,C]] = [A,BC] + H.C., we split the double commutator into a commutator
and its Hermitian conjugate (H.C.):
%˙(I)(t) =
∫ t
0
dsTrE [V(t),V(s)(%(I)(s)⊗ %(I)E (s) + gSE(s))] + H.C. (3.9)
Next the trace’s invariance under cyclic permutations allows the bath correlations to factorize:
%˙(I)(t) =c2
∫ t
0
ds 〈B(t)B(s)〉s [Sx(t), Sx(s)%(I)(s)] + [Sx(t), Sx(s)TrE{B(t)B(s)gSE(s)}] + H.C.
(3.10)
If there were no coupling V = 0, then the bath will remain stationary. As such no system-bath
correlations will form gSE(s) = 0. Together we may deduce that [14]
%
(I)
E (s) = %E(0) +O(V) and gSE(s) = O(V). (3.11)
1We take the convention that any operator (other than the density matrix) written with explicit time
dependence is in the interaction picture.
2These correlation operators are a study in their own right, and are used in another approximation
scheme called the cluster expansion [10]. Studying their differential equations: g˙SE(s) = i[%
(I)
SE (s),V(s)] −
iTrE [%
(I)
SE (s),V(s)]%E , one can make stronger statements about the validity of the approximations to come.
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This leads us to the Born approximation—neglecting terms of cubic or higher order in the
coupling, in (3.10), which yields
%˙(I)(t) = c2
∫ t
0
ds 〈B(t)B(s)〉0 [Sx(t), Sx(s)%(I)(s)] + H.C., (3.12)
which is valid for weak coupling3.
Next we perform a change of variables to the time difference τ = t− s to obtain
%˙(I)(t) = c2
∫ t
0
dτ 〈B(t)B(t− τ)〉0 [Sx(t− τ)%(I)(t− τ), Sx(t)] + H.C., (3.13)
where the minus sign from flipping the order of integration has been absorbed into the com-
mutator. This is still a nonlocal (in time) differential equation. However, if it were the case
that 〈B(t)B(t− τ)〉0 is strongly decaying around τ = 0, then we may consider a separation in
time scales of system and bath. This would then allow us to treat the system as approximately
constant around the point τ = 0 leading to a time local master equation. To investigate whether
or not such a separation is valid we study the bath correlation functions.
3.2 Bath correlations
To further simplify the problem we study the time intervals over which bath correlations buildup
and decay. Using the cyclic invariance of the trace we may write the two-time correlation
functions purely in terms of τ :
〈B(t)B(t− τ)〉0 = Tr
¶
eiHEtBe−iHEteiHE(t−τ)Be−iHE(t−τ)e−βHE
©
= Tr
¶
eiHEτBe−iHEτBe−βHE
©
= 〈B(τ)B〉 .
To evaluate 〈B(τ)B〉 we first require the time evolved ladder operators, since B is a sum of such
operators (2.14). Using the BCH formula (3.3) we find
aq(τ) ≡ eiHEτaqe−iHEτ = aq − iτ [aq,HE ] +
(−iτ)2
2!
[[aq,HE ],HE ] +
(−iτ)3
3!
[[aq,HE ],HE ] + . . .
where [a, aa†] = a[a, a†] = a, hence any iterations of such commutators yields the same result,
leaving
aq(τ) = aq − iτωqaq +
(−iτωq)2
2!
aq +
(−iτωq)3
3!
aq + . . . = aqe
−iωqτ , (3.14)
while a†q(τ) = (aq(τ))
†. The only non-zero contribution to the bath correlations comes from
number conserving terms such as 〈a†qaq〉, all of which couple to only a single mode, leaving only
a single sum
〈B(τ)B〉 =
∑
q
γ2q
¨
(aqe
−iωqτ + a†qe
iωqτ )(aq + a
†
q)
∂
. (3.15)
The reason for this is that any other combination, such as a1a2, changes an arbitrary state
|n1n2 · · ·nm〉, leading to zero overlap in the trace. This is also the reason for 〈B(t)〉0 = 0. The
only non-zero terms in (3.15) are 〈a†qaq〉 and 〈aqa†q〉 = 1 + 〈a†qaq〉 and as such
〈B(τ)B〉 =
∑
q
γ2q
Ä
e−iωqτ (1 + 〈a†qaq〉) + eiωqτ 〈a†qaq〉
ä
3There exists another procedure which allows one to derive a master equation for arbitrarily strong coupling
using the polaron transform [67–69]. This, however, introduces different limitations which we do not desire. See
Sect. A.2.1 for a discussion on this.
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=
∑
q
γ2q
Ä
(1 + 2〈a†qaq〉) cos(ωqτ)− i sin(ωqτ)
ä
, (3.16)
where we have used e±iθ = cos θ ± i sin θ. In order to calculate these expectation values 〈a†qaq〉
it is useful to introduce the (generating) partition function Z: the normalisation factor in
%E = Z
−1e−βHE . Tracing both sides and using the normalisation condition Tr%E = 1 leads to
Z = Tre−βHE . We evaluate this trace over the number basis
Z =
∑
n1n2···nm
〈n1n2 · · ·nm|
∏
q
e−βωqa
†
qaq |n1n2 · · ·nm〉
=
∑
n1n2···nm
∏
q
e−βωqnq
=
∑
n1
∑
n2
· · ·
∑
nm
e−βω1n1e−βω2n2 · · · e−βωmnm , (3.17)
where we have used the fact that all ladder operators commute except for a†i and ai, to factorise
the exponential. Summing over each individual nq yields a product of geometric series
Z =
∏
q
1
1− e−βωq . (3.18)
We may now use this expression to calculate the expected particle number of the qth mode as¨
a†qaq
∂
= −∂βωq lnZ, since the derivative brings an extra factor nq into the sum (3.17). This
evaluates to the Bose-Einstein distribution [58]
〈a†qaq〉 =
1
eβωq − 1 . (3.19)
The real and imaginary parts of 〈B(τ)B〉 are named the decoherence and dissipation/noise
kernels, respectively. We write them as separate functions 〈B(τ)B〉 = ν(τ)− iη(τ). Substituting
(3.19) into (3.16) yields the following expressions:
ν(τ) =
∑
q
γ2q coth
Å
βωq
2
ã
cos(ωqτ) and η(τ) =
∑
q
γ2q sin(ωqτ), (3.20)
where 1 + 2〈a†qaq〉 simplified4 to coth
(
βωq/2
)
. Interestingly, this form (3.20) allows one to
prove the Kubo-Martin-Schwinger (KMS) condition [3] via ordinary trigonometric identities,
which in our case takes the form 〈B(τ)B〉 = 〈B(−τ − iβ)B〉.
Different baths
If we had instead considered a fermionic bath, we would have the Fermi-Dirac distribution [58]
〈a†qaq〉 =
1
eβωq + 1
(3.21)
yielding the kernels [60]
ν(τ) =
∑
q
γ2q cos(ωqτ) and η(τ) =
∑
q
γ2q tanh
(
βωq/2
)
sin(ωqτ). (3.22)
This also matches the solution for a spin-bath
HE = −
∑
q
ωq
2
σzq , B =
∑
q
γqσ
x
q .
4The hyperbolic cotangent is defined as coth(x/2) ≡ e
x
+1
e
x−1 = 1 +
2
e
x−1 .
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where σµi are the Pauli matrices acting on the ith spin
σµi ≡ 12 ⊗ · · · ⊗ 12 ⊗ σµ ⊗ 12 ⊗ · · · ⊗ 12, µ ∈ {x, y, z}. (3.23)
Comparing the zero temperature case of bosons and fermions, the thermal states tend to vacuum
states |n1n2 · · ·nm〉 = |00 · · · 0〉, where differences between Bose and Fermi statistics disappear.
This manifests itself in matching kernels, since tanh(∞) = coth(∞) = 1. As such these three
problems coincide at zero temperature. For high temperature, however, things seem to change
drastically.
3.2.1 Continuous field limit
For any finite number of harmonic oscillators in the bath we cannot have true, indefinite,
equilibration5. This is due to Poincaré’s recurrence theorem:
Thm 1Given a Hamiltonian with discrete eigenvalues there exists a time for which any
initial state |ψ(t0)〉 evolves to an arbitrarily close state [61]. Mathematically, for any  > 0
and time t0 there exists a time t > t0 such that
‖|ψ(t)〉 − |ψ(t0)〉‖2 < ,
where ‖|ψ〉‖ = √〈ψ|ψ〉 is the vector norm.
So, in order for true non-reversible dynamics to occur we need to consider the continuum limit
from the tuple of frequencies ωq to a continuous variable ω. This would then correspond to a
bosonic field which has continuous spectra for which thm 1 no longer applies. The γq terms
in (2.14) then become functions of ω: γq → γ(ω), and the sums in (3.20) map onto integrals∑
q γ
2
q →
∫
dω JSD(ω), where JSD(ω) is the spectral density of the bath modes [16]. Before
taking the limit we define the spectral density as
JSD(ω) =
∑
q
γ2q δ(ω − ωq), (3.24)
such that the integral over continuous frequencies reproduces the sum over the bath’s frequencies∫∞
0 dω JSD(ω)f(ω) =
∑
q γ
2
qf(ωq). From this we may formally write
ν(τ) =
∫ ∞
0
dω JSD(ω)coth
Å
βω
2
ã
cos(ωτ), η(τ) =
∫ ∞
0
dω JSD(ω) sin(ωτ), (3.25)
after which we can safely take the limit.
We will now restrict ourselves to the general class of Ohmic dissipation JSD(ω) = ωjSD(ω),
which is characterized by a linear, in ω, spectral density for low frequencies. This linear term
is required to counteract the simple pole of the coth function in (3.25) at ω = 0. The cutoff
function jSD(ω) exists only to regularise the integrals in (3.25). To see why such a regularisation
is necessary, let us consider the ν integral in (3.25) with jSD(ω) = 1. The integrand is then
ωcoth
Å
βω
2
ã
cos(ωτ) = ω cos(ωτ) +
2ω cos(ωτ)
eβω − 1 , (3.26)
where the second term6, which is Planck’s law for blackbody radiation [24] (without the cos
function), decays. The first term in (3.26), which would disappear if we had first normal ordered7
B(τ)B, has linearly growing oscillations associated with vacuum (zero-point) fluctuations.
5This is assuming that the system is finite.
6It evaluates to T 2(ψ1(1− iT τ) + ψ1(1 + iT τ)), where ψ1 is the trigamma function [14, page 32].
7Normal ordering, with respect to the vacuum, means that we consider : aa†: = a†a, instead of aa† = a†a+ 1,
hence ignoring the 1 (c-number) which is responsible for the divergence.
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ωc=8
2 4 8
ω
JLD
Figure 3.1: Plots of the Ohmic spectral
densities with a Lorentz-Drude cutoff
for different cutoff frequencies ωc.
τ
ν
τ
ν
Figure 3.2: Plots of the decoherence
kernel as a function of time. The top
figure is for ωc = 10 with variable
temperature T , while the bottom is for
T = 10 with variable cutoff.
The integral over the linear term in (3.26) can be
regularized by using its Fourier (cos) transform8∫ ∞
0
dωω cos(ωτ) = −τ−2, (3.27)
but then we encounter a second order pole at τ = 0,
which will only lead to divergences over the time integral
in (3.13). Thus we require a cutoff.
We will use the Lorentz-Drude cutoff [16] described
by
jLD(ω) =
1
pi
ω2c
ω2c + ω
2 , (3.28)
where ωc is the cutoff frequency, in the sense that
JLD(ω) has a single maximum at ω = ωc, after which it
decays to zero as seen in Fig. 3.1. The cut-off frequency
is typically chosen such that the open system dynamics
becomes independent of ωc [16]. This cutoff leads to
the following counter term (2.13)
Hc = c2S2x
∑
q
γ2q
ωq
→ c2S2x
∫ ∞
0
dω
JLD(ω)
ω
= c2S2x
∫ ∞
0
dω jLD(ω)
= c2S2x
ωc
2
. (3.29)
We may now test the concentration, in τ , of the
correlations by evaluating the kernels (3.25). Starting
with the noise kernal
η(τ) =
∫ ∞
0
dω
1
pi
ω
ω2c
ω2c + ω
2 sin(ωτ)
= ω2ce
−ωcτ/2, (3.30)
we find exponential decay around τ = 0 at a rate given
by the cutoff frequency ωc. The decoherence kernel is
calculated via the residue theorem [12], leaving
ν(τ) =
ω2c
2
e−ωcτ cot
( ωc
2T
)
− ω
2
c
pi
∞∑
n=1
|n|e−2piTτ |n|
(βωc/(2pi))
2 − n2 , (3.31)
which is the sum of exponentially decaying functions. From this expansion we can deduce
that the largest correlation time, corresponding to the slowest exponential decay, is τE =
Max{1/ωc, β/(2pi)} [12]. As seen from Fig. 3.2 the decoherence kernel also decays around τ = 0.
For low enough temperature it has a second smaller revival at τ = O(ω−1c ).
Choosing J(ω) = JLD(ω)coth(βω/2) = JLD(ω)/tanh(βω/2) for the spin/fermionic bath
case (3.22) yields the same kernels as the bosonic case (3.25). As such the freedom of choosing
the spectral density allows the two baths to act on the system in the same way.
8Integrals which are done without proof or reference were done in Mathematica. Particularly we have made
extensive use of the Fourier sine and cosine routines.
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3.3 The Markov (short memory) approximation
We have seen in Sect. 3.2 that the bath correlation function 〈B(τ)B〉0 concentrates around
τ = 0. We now assume that the system has a longer time scale, such that it may be considered
constant over this clustered region. Then the integrand in (3.13)
%˙(I)(t) = c2
∫ t
0
dτ 〈B(τ)B〉0 [Sx(t− τ)%(I)(t− τ), Sx(t)] + H.C., (3.32)
will also concentrate around τ = 0. From (3.31) and (3.30) we know that the concentration
time is proportional to τE = Max{1/ωc, β/(2pi)}. Hence, whatever the system time scale τS is
we may pick a sufficiently large9 cutoff frequency or temperature, such that the system may be
considered stationary over the contributing region of 〈B(τ)B〉 [21]. In this case we may then
make the replacement %(I)(t− τ)→ %(I)(t) in the integrand of (3.32), which is known as the
Markov approximation. In truth this approximation limits us to a coarse grained time t ∈ τEZ
at which we may “look” at the system [52].
Since the integrand (3.32) decays strongly for τ > 0, we may push the upper bound of the
integral to infinity and beyond
%˙(I)(t) = c2
∫ ∞
0
dτ 〈B(τ)B〉0 [Sx(t− τ)%(I)(t), Sx(t)] + H.C., (3.33)
yielding the time-local Born-Markov master equation. Transforming (3.33) back into the
Schrödinger picture we obtain
%˙(t) = i[%(t),HS + c2S2x
ωc
2
] + [SB%(t), Sx] + H.C., (3.34)
where we have inserted the evaluated counter term Hc (3.29) and defined the operator
SB ≡ c2
∫ ∞
0
dτ 〈B(τ)B〉0 Sx(−τ). (3.35)
In order to assess whether (3.34) is a quantum dynamical semi-group it will serve us to
separate its unitary contribution from the rest. That is, we wish to write it in “Lindblad” form
%˙(t) = [U + DBM]%(t). The unitary dynamics is driven by the unitor10 U% = i[%,HS +Hγ ],
where
Hγ ≡
1
2i
î
SxSB − S†BSx
ó
+ c2
ωc
2
S2x (3.36)
is the coupling contribution to said unitary dynamics. The dissipator is defined as
DBM% ≡ SB%Sx −
1
2
{SxSB, %}+ H.C., (3.37)
where {A,B} ≡ AB +BA is the anticommutator. This term refers to dissipation/contraction
of the state space [22]: |eDtS(HS)|< |S(HS)|, rather than dissipation of energy. In other words,
states evolve to a subset of the original state space S(HS). This holds for any positive definite
dissipator D. For the dissipator to be extensive, like the Hamiltonian, we require a coupling of
c
2 = γS−1,
where γ is the system-size independent coupling strength.
To study whether a system thermalises it is imperative that one does not make the secular
or rotating wave approximation, which ignores the fast oscillating frequencies. This is because
it always leads to the Gibbs distribution being stationary [12,59,63].
9Due to this approximation we are unable to study the zero temperature limit. This does not mean that
such a master equation cannot be derived in this limit [7]. Seeing as we will find that our intensive temperature
master equation predicts expectation values matching those for zero temperature the insight such an equation
would yield is likely minimal.
10Technically this part can be called the Liouvillian, but this term is often used interchangeably with another
object we will encounter called the Lindbladian. Thus to avoid confusion and to match with the sound of
dissipator we will use the term of unitor for the unitary part.
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3.3.1 Explicit form of the coupling operator
To further simplify the master equation we still have to calculate SB by evaluating the integral
(3.35), which includes the integrand Sx(−τ). Unfortunately, as stated before, solving for the
time evolution of Sx by use of the BCH formula (3.3) or via the Bethe ansatz, does not provide
an answer in closed form. However, under the condition that τS>> τE we may approximate
Sx(−τ) under the integral by the first few terms of the BCH solution [12, ch. 3.6]
Sx(−τ) = Sx − i[HS +O(c2), Sx]τ +O(τ2)
= Sx − i[−hSz, Sx]τ +O(τ2) +O(c2)
= Sx − τhSy +O(τ2) +O(c2). (3.38)
Using this series expansion (3.38) one may show that (3.35) simplifies to11
SB ≈ c2
[
(T − iωc/2)Sx −h(ν1 − i/2)Sy
]
, (3.39)
where we have ignored order O(τ2E ) and O(c2) terms.
3
π
q
1
ν1
Figure 3.3: Plot of ν1(q).
Further we have defined
ν1 ≡
∫ ∞
0
dτ ν(τ)τ, q ≡ βωc
2pi
(3.40)
which is plotted in Fig. 3.3. In our case (3.40) will
typically contribute at a lower order in S than the
other terms in (3.39). Thus the explicit expression of
this integral, given in (A.70), will be of little importance
to us. From Fig. 3.3 we note that ν1 has a unique zero
at q ≈ √3/pi.
Using (3.39) we may now calculate Hγ (3.36).
Here the (anti)Hermitian parts of SB will form
(anti)commutators, thus the TSx term cancels and we
are left with
Hγ/c2 =
1
2i
ih
2
{
Sx, Sy
}
+
1
2i
hν1[Sx, Sy]−
ωci
2
{Sx, Sx}+
ωc
2
S2x
=
1
2
h
2
{
Sx, Sy
}
+
1
2
hν1Sz −
ωc
2
S2x +
ωc
2
S2x
=
h
4
{
Sx, Sy
}
+
hν1
2
Sz, (3.41)
where the linear in ωc dependent term has canceled with the counter term. The ν1 contribution
to unitor is only of orderO(S0), since c2 = O(S−1). In comparing this to theO(S1) contribution
of HS , we find that the unitor is effectively independent of ωc in the thermodynamic limit. As
such the counter term has ensured that system’s unitary dynamics remains unperturbed by
large bath frequency. Further when inserting SB (3.39) into the dissipator (3.37)
DBM% ≡ SB%Sx −
1
2
{SxSB, %}+ H.C., (3.42)
we note that the iωc contribution cancels:
iωcSx%Sx −
1
2
{SxiωcSx, %}+ H.C. = 0. (3.43)
11Some of these integrals are evaluated in [12, ch. 3.6], see Appendix A.5 for further details on these
calculations.
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Since the linear in ωc contribution to SB cancels, we are left with an effective operator S
′
B
S′B = c
2TSx + c
2 ih
2
Sy + c
2
hν1Sy. (3.44)
We may now check whether the Born-Markov master equation (3.34) preserves the rules of
quantum mechanics.
3.4 The Lindbladian
It was shown by Lindblad [43] in 1976 that the most general time-local differential equation
%˙ = L% = (D + U)%, which is also trace, positivity and hermiticity preserving, is the Gorini-
Kossakowski-Sudarshan-Lindblad (GKSL) master equation, where
U % = i[%,H], D % =
∑
k,l
Kkl
ï
Lk%L
†
l −
1
2
{L†lLk, %}
ò
. (3.45)
Here the terms like Lk%L
†
l , are responsible for quantum jumps, transitions from one state to
another, earning Lk the name of jump operator, while the anticommutators ensure normali-
sation in case of no jumps12. The generator of this quantum dynamical semi-group L is the
superoperator known as the Lindbladian. For (3.45) to describe a GKSL equation the following
conditions must be satisfied [12]:
(i) The Hamiltonian H must be Hermitian.
(ii) The jump operators Lk must be traceless and mutually orthonormal with respect to the
Hilbert-Schmidt inner product 〈Lk |Ll〉 = Tr{L†kLl} = δkl.
(iii) The coefficient matrix K must be Hermitian and positive semi-definite, meaning all
eigenvalues are non-negative.
With respect to our choice of jump operators, the convenient option satisfying ii is Sx and Sy,
which need only be normalized. Next, since the Hamiltonian
H ≡ HS +Hγ = HS +
hγ
4S
{
Sx, Sy
}
+
hν1γ
2S
Sz (3.46)
is already Hermitian, we only have to prove condition iii. We find the coefficient matrix K by
rearranging the Born-Markov dissipator (3.37)
DBM% = S′B%(t)Sx −
1
2
{SxS′B, %(t)}+ H.C.
=
(κxx
2
Sx + κyxSy
)
%(t)Sx −
1
2
{Sx
(κxx
2
Sx + κxySy
)
, %(t)}+ H.C.
=
∑
k,l∈{x,y}
κkl
ï
Sk%Sl −
1
2
{SlSk, %}
ò
. (3.47)
Inserting the coefficients from (3.44) we have
K ≡
ï
κxx κxy
κyx κyy
ò
=
γ
2S
ï
4T h(2ν1 − i)
h(2ν1 + i) 0
ò
(3.48)
which is Hermitian, but not positive semidefinite. This is because K has a negative determinant
det(K) = κxxκyy − |κxy|2= −|κxy|2< 0, (3.49)
12The validity of these statements are more apparent in the Kraus operator formalism [52, ch. 3.5]
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which implies a negative eigenvalue. To restore positivity we find the minimally invasive change
to K such that det(K) = 0 [12, ch. 3.6], implying one zero and one positive eigenvalue. From
(3.49) the solution is κyy = |κxy|2/κxx. Now writing K in its spectral decomposition we note
that the zero eigenvalue term comes with a prefactor of zero, and we only have to consider the
non-zero eigenvalue contribution13
L ≡
ñ
√
κxxSx +
κyx√
κxx
Sy
ô
=
√
κxx
ï
Sx +
κyx
κxx
Sy
ò
=
…
2γT
S
ï
Sx +
hβ(i+ 2ν1)
4
ò
. (3.50)
The dissipator then simplifies to
D% = L%L† − 1
2
{L†L, %}. (3.51)
Since this approximation’s validity is dependent on κyy being small, it is also dependent on ν1
being small. In Chap. 5 we will choose ωc ≈ 2
√
3T in which case ν1 = 0, as seen in Fig. 3.3.
With some tedious manipulation and cancellations between the unitor and dissipator the
full Lindbladian may be written as
L% =i[%,HS ]−
κxx
2
[Sx, [Sx, %]]− i=κyx [Sx, {Sy, %}]
− |κxy|
2
κxx
[Sy, [Sy, %]] + 2<κxy[Sy, [Sx, %]], (3.52)
as shown in Appendix A.2. This is the most general form of our quantum dynamical semi-group
(3.52). It has been written in a form such that we may use known commutation relations to
prove that certain states are stationary.
3.5 The stationary states
Now that we have derived the quantum dynamical semi-group (3.52), we can turn our attention
to the main question of this study: does the system equilibrate and if so to what stationary
state? One immediate observation is that, as opposed to unitary dynamics, the anticommutator
term in (3.52) prevents % ∝ 1 from being a stationary solution. This reflects the fact that, in
general, the stationary state is not of infinite temperature limβ→0 e
−βHS = 1. To further study
this question we consider (3.52) in various parameter regimes.
3.5.1 Pure dephasing
The simplest parameter regime of our semi-group is for zero magnetic field h = 0. In this case
the Lindbladian (3.52)
L% = − iJ
2S
[%, S2x]−
γT
S
[Sx, [Sx, %]], (3.53)
is already diagonal, with eigenoperators14 |Sx = p〉〈Sx = q|. This equation (3.53) indicates
that there exists many stationary states, such as |Sx = p〉〈Sx = p|. As such %(∞) does not
necessarily correspond to the Gibbs distribution, meaning that in the case of h = 0 the system
does not thermalise in the sense of def 1. To obtain the time evolved state %(t) we expand it in
the Sx basis %(t) =
∑
pq %pq|Sx = p〉〈Sx = q|, which we substitute into (3.53) yielding
%˙pq =
ï
− iJ
2S
(q2 − p2)− γT
S
(p− q)2
ò
%pq, (3.54)
13As we only have one jump operator we may leave L in its unnormalized form without causing confusion.
14An eigenoperator A of a matrix B satisfies [B,A] = λA, where λ is the eigenvalue. [24]. If we label the
eigenstates of B as |Bn〉, then its eigenoperators are merely the projection operators |Bn〉〈Bm|.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 3. THE MASTER EQUATION 19
which is solved by
%pq(t) = exp
Å
− iJt
2S
(q2 − p2)− γT t
S
(p− q)2
ã
%pq(0). (3.55)
This solution (3.55) indicates that all off-diagonal terms p 6= q decay exponentially to zero, at a
rate determined by the temperature T . As such we are left with a stationary state
%(∞) =
∑
p
%pp|Sx = p〉〈Sx = p|,
which is energy diagonal, but more importantly diagonal in the coupling (Sx) operator’s basis.
As such this is a pure dephasing process, where the act of interacting with a system via
a particular operator, in this case Sx, acts as a (weak) measurement. After the state has
decohered, become diagonal, it has lost all quantum interference terms. The weights %pp may
then be interpreted as classical probabilities encoding ignorance (lack of information) rather
than quantum uncertainty. These weights are purely determined by the initial conditions.
Remembering that the T contribution came from ν it becomes clear that it earns the name of
decoherence kernel.
3.5.2 Extensive temperature
Hoping to study thermalisation in the sense of def 1, which is an energy dissipative process, we
will not set h = 0. Due to this its appearance will unnecessarily complicate the expressions to
come, and we will rescale time by h for now. We now attempt to answer the main question of
this study: is the Gibbs distribution e−βHS 15 a stationary state of the Lindbladian:
h
−1Le−βHS = 0?
To answer this, one may insert e−βHS into (3.52). To use the spin commutation relations we
need to consider the terms in the Taylor series
e−βHS = 1− βHS +
β2
2!
H2S +O(S3) · · · (3.56)
individually. Recall from Sect. 2.1 that the spin angular momentum S is half the particle
number N = 2S. This means that the terms in this series (3.56) diverge in the thermodynamic
limit N →∞. This changes with an extensive temperature T = (Sh)T˜ , with T˜ = O(S0), in
which case β = 1/(ShT˜ ) = O(S−1) and the series (3.56) is of order O(S0). We may then study
(3.56) term by term in the large S limit.
To take the large-spin limit, in a well-controlled way, we need to consider intensive quantities
such as the rescaled spin operators16 sˆ = (Sx, Sy, Sz)/S = (xˆ, yˆ, zˆ) and the rescaled Hamiltonian
hˆ ≡ HS
Sh
= −Λ
2
xˆ2 − zˆ, Λ ≡ J
h
. (3.57)
The series (3.56) may then be written as
e−β˜hˆ =
∞∑
n=0
(−β˜)n
n!
hˆn = 1− β˜hˆ+ (−β˜)
2
2
hˆ2 + . . . , (3.58)
where β˜ = T˜−1. For an extensive temperature we have κxx = O(S0) while κxy = O(S−1)17,
which allows us to write the Lindbladian (3.52) as
h
−1L % =i[%,HS/h]− γT˜ [Sx, [Sx, %]]− iγ/2 [Sx, {Sy, %}]/S
15Here we have not normalised the Gibbs state, however this plays no role in the calculations to come.
16The reason for this notational choice of the hats will become clear later on. Their intensive fear of melanoma.
17Here we have considered ν1 = O(S0), which in the case of extensive temperatures means considering an
extensive cut-off as well, since in the large temperature regime ν1 goes like T/ωc.
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−O(S−1)[Sy, [yˆ, %]] +O(S0)[Sy, [xˆ, %]]. (3.59)
Only the coupling’s contribution in (3.59) remain, as [e−βHS ,HS ] = 0. The identity term,
in the Taylor series (3.58) commutes with all terms in (3.59), leaving only an anticommutator
contribution. Inserting (3.58) into (3.59) and grouping the same orders in β˜ together then yields
(γh)−1Le−β˜hˆ =−
ï
Sx,
∞∑
n=0
(−β˜)n+1
(n+ 1)!
1
β˜
[Sx, hˆ
n+1] +
(−β˜)n
n!
i
2
{y, hˆn}
ò
+
∞∑
n=0
(−β˜)n+1
(n+ 1)!
ï
O(S0)[Sy, [xˆ, hˆn+1]]−O(S−1)[Sy, [yˆ, hˆn+1]]
ò
. (3.60)
We wish to show that the Gibbs state is stationary in the thermodynamic limit, meaning that
(3.60) tends to zero as S → ∞. To do this we use the fact that the rescaled spin operators
commute in the large S limit:
[µˆ, νˆ] =
1
S2
[Sµ, Sν ] = µνζ
Sζ
S2
= µνζ
ζˆ
S
→ 0, (3.61)
which allows one to prove the following bound (A.7)
||[Sµ, [νˆ, ζˆn+1]]||≤ n4O(S−1)||ζˆ||n. (3.62)
The inequality (3.62) shows that the double commutators contribute to a lower order, for
intensive powers of rescaled spin operators, than the rest of L in (3.60).
Back to the problem at hand, we use (3.62) to bound the second sum in (3.60)
∞∑
n=0
|(−β˜)n+1|
(n+ 1)!
ï
O(S0)||[Sy, [xˆ, hˆn+1]]||+O(S−1)||[Sy, [yˆ, hˆn+1]]||
ò
(3.63)
≤
∞∑
n=0
(β˜)n+1n4||hˆ||n
(n+ 1)!
Ä
O(S−1) +O(S−2)
ä
≤ O(S−1)
∞∑
n=0
(β˜)n+1n4||hˆ||n
(n+ 1)!
= O(S−1)
eβ˜||hˆ||
Ä
β˜||hˆ||
Ä
β˜||hˆ||(β˜||hˆ||+1)2 − 1
ä
+ 1
ä
− 1
||hˆ|| (3.64)
= O(S−1). (3.65)
The first commutator in (3.63) came from the real part of κxy, corresponding to ν1. The
second term in (3.63) O(S−1)[Sy, [yˆ, hˆn+1]] was the term we were forced to add for positivity
preservation. Thus (3.60) reduces to
(γh)−1Le−β˜hˆ =
∞∑
n=0
(−β˜)n
(n+ 1)!
ï
Sx, [Sx, hˆ
n+1]− n+ 1
2
{iyˆ, hˆn}
ò
+O(S−1). (3.66)
To evaluate the commutators in (3.66) we make use of
[A,Bn+1] =
n+ 1
2
{Bn, [A,B]}+ n− 1
2
n−2∑
j=0
Jj +
n−3∑
k=0
k(n− k − 1)Jk (3.67)
with Jq ≡ −Bn−2−q[[[A,B], B], B]Bq, which is proven in (A.1). The first nested commutator
[Sx, hˆ
n+1] in (3.66) may then be written as
[Sx, hˆ
n+1] =
n+ 1
2
{hˆn, [Sx, hˆ]}+
n− 1
2
n−2∑
j=0
Jj +
n−3∑
k=0
k(n− k − 1)Jk
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=
n+ 1
2
{iyˆ, hˆn}+ n− 1
2
n−2∑
j=0
Jj +
n−3∑
k=0
k(n− k − 1)Jk. (3.68)
The anticommutator term in (3.68) cancels with the nested anticommutator term in (3.66),
leaving
(γh)−1Le−β˜hˆ =
∞∑
n=0
(−β˜)n
(n+ 1)!
ï
Sx,
n− 1
2
n−2∑
j=0
Jj +
n−3∑
k=0
k(n− k − 1)Jk
ò
+O(S−1). (3.69)
Lastly, noting that Jq ≡ −hˆn−2−q[[[Sx, hˆ], hˆ], hˆ]hˆq = hˆn−2−qO(S−2)hˆq, leaves only
(γh)−1Le−β˜hˆ =
∞∑
n=0
(−β˜)n
(n+ 1)!
O(S−1). (3.70)
Figure 3.4: Real part of Lindbladian gap <`1
for extensive temperatures. The circle plots cor-
respond to S = 10, while dotted lines are for
S = 40, plotted together to motivate convergence
in the thermodynamic limit.
Hidden in this O(S−1), in (3.69), are pow-
ers and polynomials in n. The factorial in
(3.69) ensure that this evaluates to a finite
sum similar in appearance to (3.64). As this
sum is finite we have Le−β˜hˆ = O(S−1), in
other words, we have that the Gibbs distri-
bution is stationary for large S and extensive
temperature.
To motivate thermalisation we calculate
the real part of the gap between the station-
ary state, with eigenvalue `0 and its closest
state numerically18, plotted in Fig. 3.4. The
reason for this notation, and the meaning of
the gap, will become clearer in Chap. 5. For
now it is only important to note that the sta-
tionary eigenvalue is zero `0 = 0 and as such
the gap is merely |`1|. If this gap is non-zero
then the system will equilibrate to this unique
stationary state. As we can see from Fig. 3.4,
the numerics would indicate that the gap is
indeed non-zero for an extensive temperature.
As we know that the stationary state corre-
sponds to the Gibbs state this together implies
thermalisation.
Lastly we mention that this proof cannot
be repeated for non-extensive temperatures
as we have made use of the intensivity of all
the terms in the series expansion (3.56). For
intensive temperatures we will require a more
refined approach.
18All numerical work is this thesis is done in Python. In particular we make extensive use of the exact
diagonalisation routines in the QuTiP library [33].
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In the previous chapter we derived an approximate differential equation, known as a GKSL
master equation (3.52), which describes the time evolution of the density matrix %. It turns
out, however, that, except for simple cases such as h = 0, studying the time evolution of % can
be quite involved. Since our eventual goal is to prove equilibration to the thermal state, we are
only interested in finding the stationary state(s) and those close to it. This means that for our
purposes we only need to diagonalise the system in its “semi-stationary subspace” L% ≈ 0. One
way to restrict the analysis to such a region is via another spin-boson (bosonisation) mapping
known as the Holstein-Primakoff mapping [30]
S+ →
√
S
√
1 + zˆ a, (4.1)
which we will fully introduce in Chap. 5. If we are able to reduce the Lindbladian to being
quadratic in these bosons, then we may diagonalize it via a Bogoliubov transform [2], introduced
in Sect. 5.2.2. In hopes of obtaining such a quadratic operator one expands the square root in
(4.1) around the region of interest, which in our case is the equilibrium region zˆ → 〈zˆ〉eq. For
example, expanding around zˆ = 1 yields an operator of the form
S+ →
√
2Sa+O(S−1/2). (4.2)
This expansion will become exact, in the region of the expansion, in the thermodynamic limit
N = 2S →∞.
To perform this expansion (4.2) one requires the equilibrium expectation values, in particular
〈zˆ〉eq. To find 〈zˆ〉eq we turn our attention to the Heisenberg picture, where we study the time
evolution of an observable instead of the density matrix.
4.1 The adjoint master equation
To find the equation of motion (EOM) for some observable •, we consider its time evolved
expectation value 〈•〉 (t) = Tr{• eLt%}. Seeing as any observable is Hermitian, we may write
〈•〉 (t) = Tr
{
(eL
†
t•)†%
}
= Tr{•(t)%} ,
which implies that the generator of time evolution in the Heisenberg picture is the adjoint of
the Lindbladian. The corresponding EOM is ∂t• = L† •, earning it the name of adjoint master
equation [12]. In the general Lindblad form (3.45) L†• is given by
L†• = i[H, •] + L† • L− 1
2
{L†L, •}. (4.3)
which satisfies L†1 = 0, as opposed to the ordinary master equation (3.52) where L1 6= 0. This
reflects probability conservation, as 〈1〉 = Tr%. Considering L in (3.59), the adjoint master
equation takes the form
h
−1L† • = i[HS/h, •]−γT˜ [Sx, [Sx, •]]+iγ/2 {yˆ, [Sx, •]}+[Sy,O(S−1)[yˆ, •]+O(S0)[xˆ, •]]. (4.4)
By studying (4.4) we may calculate the required expectation values. The su(2) commutation
relations (2.5)1 would allow us to simplify (4.4) for some observable •. However since L† is a
contracting operator [12] ||•(t)||1≤ ||•||1, where ||•||1≡ Tr
√
••†, the commutation relations need
not hold at later times. For instance, we may have Sx(∞) = 0, in which case [Sx(∞), Sy(∞)] = 0,
1This is something we could not do before when studying a general initial state %(0) with (3.59), and the
reason why studying (4.4) is typically easier.
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which breaks the su(2) relations unless iSz(∞) = 0. For a closed system the su(2) relations
hold at all times due to the unitor U being a derivation which satisfies the factorisation rule
eU
†
tAB = [eU
†
tA][eU
†
tB] = A(t)B(t).
This is because the (unitary) time evolution operator U(t) allows one to write
[A(t), B(t)] = [U(t)AU†(t), U(t)BU†(t)] = U(t)ABU†(t)− U(t)BAU†(t) = U(t)[A,B]U†(t).
In general a Lindbladian is not a derivation, but a weaker property still holds due to:
L† • (t) = L†eL
†
t• = eL
†
tL† • .
As such we can evaluate L†• at time zero, where the spin operators are unchanged from their
initial su(2) form2, and only then do we evolve them. Using this for some rescaled spin operator
µˆ, (4.4) reduces to
h
−1L† µˆ = i[HS/h, µˆ]− γT˜ [Sx, [Sx, µˆ]] + iγyˆ[Sx, µˆ] +
î
Sy,O(S−1)[yˆ, µˆ] +O(S0)[xˆ, µˆ]
ó
= i[HS/h, µˆ]− γT˜ [Sx, [Sx, µˆ]] + iγyˆ[Sx, µˆ] +O(S−1)
∼ i[HS/h, µˆ]− γT˜ [Sx, [Sx, µˆ]] + iγyˆ[Sx, µˆ], (4.5)
where we have used (3.62) to bound the double commutators. Here we have used the symbol ∼
to mean asymptotic similarity, defined as
f(S) ∼ g(S)⇔ lim
S→∞
||f(S)||
||g(S)|| = 1. (4.6)
With this simplified equation (4.5) it is easy to check whether L is a derivation. One rule
which a derivation must satisfy is the product rule ∂t(µˆνˆ) = ∂t(µˆ)νˆ + µˆ∂t(νˆ). Using the identity
[A,BC] = B[A,C] + [A,B]C, we find that the double commutator in (4.5) breaks this rule
[Sx, [Sx, µˆνˆ]] = [Sx, µˆ[Sx, νˆ]]+[Sx, [Sx, µˆ]νˆ] = µˆ[Sx, [Sx, νˆ]]+[Sx, [Sx, µˆ]]νˆ+[Sx, µˆ][Sx, νˆ], (4.7)
whilst the single commutators do not. Using (4.7) in (4.5) highlights the parameter responsible
L†(µˆνˆ) ∼ µˆL†(νˆ) + L†(µˆ)νˆ − γ‹Th[Sx, µˆ][Sx, νˆ]  L†(µˆ)νˆ + µˆL†(νˆ), (4.8)
as the extensive temperature T = ShT˜ . This product rule is required for the factorisation rule
eL
†
tµˆνˆ ∼ [eL
†
tµˆ][eL
†
tνˆ] to hold, see thm 8. Without the ability to factorise the time evolution
in this manner identities such as [yˆ2](t) = yˆ(t)yˆ(t), as well as the su(2) commutation relations
for the time evolved operators no longer hold and the various EOMs become difficult to treat.
However, for intensive temperatures, the double commutator in (4.5) is of order O(S−1), for
rescaled operators, and the product rule is preserved in the thermodynamic limit. The adjoint
equation (4.5) may then be written as
h
−1L† µˆ ∼ i[HS/h, µˆ] + γiyˆ[Sx, µˆ]. (4.9)
Since we have already proven that the Gibbs distribution is stationary for extensive temper-
atures in Sect. 3.5.2, we will now limit our scope to intensive temperatures T = O(S0), where
the product rule holds.
2The reason why they originally satisfy the commutation relations is because the system is originally uncoupled.
Having only undergone unitary evolution the operators have yet to be contracted before coupling.
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4.2 Dissipation for intensive temperature
Hoping to find 〈zˆ〉eq, we consider the time evolution of sˆ = (xˆ, yˆ, zˆ). Using (4.9) this is given
component-wise by
d
d(ht)
xˆ(t) ≡ ˙ˆx(t) ∼ ieL
†
t[HS/h, xˆ] + γieL
†
tyˆ[Sx, xˆ] ∼ ieL
†
t[−Sz, xˆ] ∼ yˆ(t) (4.10)
d
d(ht)
yˆ(t) ≡ ˙ˆy(t) ∼ ieL
†
t[HS/h, yˆ] + γieL
†
tyˆ[Sx, yˆ] ∼ (Λzˆ(t)− 1)xˆ(t)− γzˆ(t)yˆ(t) (4.11)
d
d(ht)
zˆ(t) ≡ ˙ˆz(t) ∼ −i Λ
2S
eL
†
t[S2x, zˆ] + γie
L†tyˆ[Sx, zˆ] ∼ −Λxˆ(t)yˆ(t) + γyˆ2(t). (4.12)
From hence forth all considered operators are time evolved, as such for less cluttered notation
we will suppress all time dependence. Using (4.10) to (4.12) we find the stationary solutions
satisfying ˙ˆs ∼ 0, to be yˆ ∼ 0 and either zˆ ∼ Λ−1 or xˆ ∼ 0. To avoid this ambiguity we will
instead study the time evolution of these operators3.
We start by rearranging (4.12) to find the energy dissipation
d
d(ht)
ï
−Λ
2
xˆ2 − zˆ
ò
≡ ˙ˆh ∼ −γyˆ2 ∼ −γ ˙ˆx2, (4.13)
where we have used (4.10) to rewrite xˆyˆ = xˆ ˙ˆx. Note that the dissipation happens on a slow
O(γ) timescale, while ˙ˆx ∼ yˆ, is not explicitly dependent on γ. Squaring (4.10) we obtain
˙ˆx2 ∼ yˆ2 ∼ 1− zˆ2 − xˆ2, (4.14)
where we have used the restriction to the unit-sphere 1 = xˆ2 + yˆ2 + zˆ2. This holds because the
spin angular momentum is a conserved quantity. Writing zˆ in terms of the Hamiltonian we have
˙ˆx2 = 1−
ï
Λ
2
xˆ2 + hˆ
ò2
− xˆ2. (4.15)
Equations (4.13) and (4.15) then translates into
˙ˆx ∼ ±
 
1−
ï
Λ
2
xˆ2 + hˆ
ò2
− xˆ2 (4.16)
˙ˆ
h ∼ − γ
ñ
1−
ï
Λ
2
xˆ2 + hˆ
ò2
− xˆ2
ô
, (4.17)
which is a set of non-linear coupled differential equations and thus too difficult to solve exactly.
For a time independent energy hˆ, the differential equation for xˆ (4.15) would be solved by a
Jacobi elliptic function [55]. In this case hˆ is time dependent, yet it has a slow dissipation due
to the weak coupling as seen in (4.13).
This slow time scale of hˆ and fast time scale of xˆ is the ideal application for the two-timing
method4 [65]. To use this method we start by defining a fast time τ = ht and a slow time
s = γht, treating them as independent of one another. We then make the ansatz that the
relevant functions may be separated as
hˆ(t, γ) = hˆ(0)(τ, s) + γhˆ(1)(τ, s) +O(γ)2, xˆ(t, γ) = xˆ(0)(τ, s) + γxˆ(1)(τ, s) +O(γ)2. (4.18)
3Another alternative is a to solve for the stationary solutions of some hierarchy of equations which are
products of spin operators. We have tried this with little success.
4Interestingly enough in our case this method yields the same result as Krylov-Bogolyubov method of
averaging which considers an averaged differential system over the period of oscillation.
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The time derivative of hˆ(t, γ) in (4.18) is evaluated with the chain rule
˙ˆ
h = ∂τ hˆ+ γ∂shˆ = ∂τ
î
hˆ(0) + γhˆ(1)
ó
+ γ∂shˆ
(0) +O(γ)2, (4.19)
which, upon ignoring all quadratic and higher orders in γ and using (4.13), becomes
∂τ hˆ
(0) + γ∂τ hˆ
(1) + γ∂shˆ
(0) ∼− γ ˙ˆx2
∼− γ(∂τ xˆ(0) + γ∂τ xˆ(1) + γ∂sxˆ(0))2
∼− γ(∂τ xˆ(0))2. (4.20)
Collecting the different orders in γ, (4.20) may be written as two equations
∂τ hˆ
(0) = 0, ∂τ hˆ
(1) + ∂shˆ
(0) ∼ −(∂τ xˆ(0))2. (4.21)
The first equation in (4.21) reflects that the energy is conserved to zeroth order in γ, meaning
hˆ(0) ≡ hˆ(0)(τ, s) = hˆ(0)(s). We will, however, suppress the slow time dependence for now as all
operators are dependent on s. The second equation in (4.21) is solved by integrating over τ
hˆ(1)(τf ) + const. + ∂shˆ
(0)τf = −
∫ τf
0
dτ
Ä
∂τ xˆ
(0)(τ)
ä2
. (4.22)
The crucial step in the two-timing method is the restriction that (4.22) may not have secular
(growing without bound) in τ contributions, as they lead to an unbounded operator hˆ(1).
Therefore we require that all secular terms in
∂shˆ
(0)τf +
∫ τf
0
dτ
Ä
∂τ xˆ
(0)
ä2
cancel. To enforce this restriction we first need to solve for xˆ(0), such that we may evaluate the
integral in (4.22). Separating over the two time scales in (4.15), we obtainî
∂τ xˆ
(0)
ó2
+
ï
Λ
2
Ä
xˆ(0)
ä2
+ h(0)
ò2
= 1−
Ä
xˆ(0)
ä2
. (4.23)
Figure 4.1: Time evolved x(0) for dif-
ferent Λ.
This is the same differential equation as (4.15), with
one important difference: hˆ(0) is τ independent. As
such xˆ(0) is solved by the Jacobi elliptic function
xˆ(0)(τ) = Ccn[±aτ + u0,m], C ≡
2
Λ
a
√
m. (4.24)
Here the constants, in τ , are given by
a(hˆ(0))2 ≡
»
Λ2 + 2Λhˆ(0) + 1, (4.25)
m
Ä
hˆ(0)
ä
≡1
2
− Λhˆ
(0) + 1
2a(hˆ(0))2
(4.26)
which are derived in Sect. A.6.1. For m = 1 (4.24) takes the form of a sech function as seen in
Fig. 4.1. For the so-called Rabi regimem < 1, xˆ(0) oscillates around zero [71]. For the Josephson
regime5 m > 1, the oscillations are around a non-zero value, determined by sgn(xˆ(0)(0)) and
hˆ(0). The constant operator u0 in (4.24) encodes the initial condition of xˆ
(0)(0, 0) = xˆ.
5Note that for some numerical algorithms cn(u,m) will become discontinuous for m > 1, in this case one is
required to make use of the following identity cn(u,m) = dn(
√
mu, 1/m), where dn is another Jacobi elliptical
function.
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Due to the periodicity of the Jacobi function, we may isolate the secular terms in (4.22) by
averaging over j periods P and then taking j to infinity
lim
j→∞
1
jP
hˆ(1)(jP ) +
1
jP
const. +
1
jP
∂shˆ
(0)jP = −A(hˆ(0)), (4.27)
where we have defined the time average as
A(hˆ(0)) ≡ lim
j→∞
1
jP
∫ jP
0
dτ
Ä
∂τ xˆ
(0)
ä2
. (4.28)
But with the period P being a function of an operator hˆ(0), hence itself an operator, how does
one interpret equations (4.27) and (4.28)? One way would be to expand (4.24) in terms of
hˆ(0)’s eigenoperators. Then with the period is purely dependent on hˆ(0)’s eigenvalues and we
would obtain a sum of different integrals over different periods. There is, however, a caveat and
that is the operator u0, which describes the initial conditions of (4.24). The problem is that
this operator will not necessarily commute with hˆ(0), thus preventing our diagonal expansion.
Fortunately this operator, like a phase in an ordinary trigonometric function, will not contribute
in an infinite time average. As such, for our purposes, we may safely ignore u0 and consider
xˆ(0)(τ) = Ccn[±aτ,m]. (4.29)
Now both operators (4.29) and m, relevant to (4.28), are diagonal in the eigenbasis of hˆ(0). To
interpret (4.28), we expand m in this basis
m(hˆ(0)) =
∑
n
mn|h(0)n 〉〈h(0)n |, mn ≡ 〈h(0)n |mn|h(0)n 〉. (4.30)
-1 1
h
P
-1 1
h
P
Figure 4.2: The periods of xˆ(0) plotted
as a function of energy. The first figure
is in the symmetric phase Λ < 1, while
the second is in the symmetry broken
phase.
This expression (4.30) allows us to more accurately
discuss the Jacobi function’s periods. Firstly (4.29) has
three periods depending on the value of mn [13]. For
mn < 1, (4.29) is in the Rabi regime with a period
P (mn < 1) =
4K(mn)
an
, (4.31)
where the complete elliptic integral is defined as
K(u) ≡
∫ pi/2
0
dϕ
1»
1 + u sin2(ϕ)
. (4.32)
For the so-called symmetric phase Λ < 1, (4.29) is
always restricted to the Rabi regime, as seen in Fig. 4.2.
At mn = 1 the period tends to infinity, seen in
the cusp of the second figure in Fig. 4.2. However,
since the sech function yields a bounded integral, we
set A(h(0)n ) = 0 in this case as the integral in (4.22)
has no singular contributions. In the symmetry broken
phase (4.29) may cross into the Josephson regime for
energies smaller than −1, corresponding to mn > 1.
The Josephson regime has a period given by
P (mn > 1) =
K(m−1n )
an
√
mn
. (4.33)
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We may now write the time average (4.28) more explicitly as
A(hˆ(0)) ≡
∑
n
lim
j→∞
1
jP (mn)
∫ jP (mn)
0
dτ 〈h(0)n |
Ä
∂τ xˆ
(0)
ä2 |h(0)n 〉|h(0)n 〉〈h(0)n |, (4.34)
which evaluates to6
A(h(0)n ) =
4
3Λ2
a
4
n
1−mn + (2mn − 1)
E(mn)
K(mn)
for mn < 1
mn
[
2(1−mn) + (2mn − 1)E(m
−1
n )
K(m
−1
n )
]
for mn > 1
(4.35)
where the complete elliptic integral of the second kind is defined by
E(u) =
∫ pi/2
0
dϕ
»
1− u sin2(ϕ). (4.36)
The non-secular terms in (4.27) vanish as j → ∞, leaving ∂shˆ(0) = −A(hˆ(0)). This equation
implies that hˆ(0) will remain diagonal in the same basis, hence may focus on the eigenvalues
∂sh
(0)
n = −A(h(0)n ). (4.37)
To find the stationary states of (4.37) we first need to find the energy spectrum, in particular
the range of allowed eigenvalues [hg, he], where hg and he are the ground and highest excited
state energies respectively. Even though the eigenvalues of hˆ(0) are changing, the range of its
eigenvalues will always remain within [hg, he], as shown in thm 9. It is by studying (4.37) as a
continuous function of h ∈ [hg, he] that we will find 〈zˆ〉eq.
4.2.1 The range of the energy spectrum
To find the spectral range we will use variational methods. The idea is to choose some general
variational state parametrized by some variable(s) |α〉 as a trial GS or highest excited state.
One then finds the corresponding energy by maximising or minimising 〈α|hˆ|α〉 = 〈hˆ〉α with
respect to α.
φ
θ
x
y
z
|α〉
Figure 4.3: The Majorana sphere, a
Bloch sphere with S > 1/2, represen-
tation of spin coherent state.
We use the spin coherent (variational) state [54]
|α〉 = (1 + |α|2)−SeαS− |S, S〉, α ≡ tan θ
2
eiφ, (4.38)
where the angles have ranges (θ, φ) ∈ [0, pi] × [0, 2pi).
The overlap of two such states 〈α|α′〉 becomes orthonor-
mal in the limit S →∞, proven in (A.95). One of the
reasons why we use spin coherent states is that they
form an over-complete basis for our Hilbert space HS .
This, together with their orthogonality, allows us to
“search” the entire Hilbert space, in the thermodynamic
limit, to find the true GS and highest excited state
energies [25].
We now introduce the key concept of an operator
µˆ’s (lower) symbol µ ≡ 〈µˆ〉α = 〈α|µˆ|α〉, note that we
have dropped the hat. Expanding (4.38) yields something similar to a binomial series in
magnetisation7 m, as shown in (A.97). Using this series one may find the following symbols [26]:
〈sˆ〉α ≡ sˆ = (x, y, z) = (sin θ cosφ, sin θ sinφ, cos θ) = (
»
1− z2 cosφ,
»
1− z2 sinφ, z). (4.39)
6We have used Mathematica, together with the identity cn(u,m) = dn(
√
mu, 1/m) for m > 1, to evaluate
the time average A.
7Recall that this is the Sz eigenvalue, thus this is a series in the Dicke basis, which was discussed in Sect. 2.1.
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This vector (4.39) parametrizes the unit sphere in Fig. 4.3. Using the Cauchy-Schwartz
inequality we then find that 〈sˆ2〉α ≥ 〈sˆ〉2α = 1. Further we have¨
sˆ2
∂
α
=
¨
(S(S + 1))/S2
∂
α
∼ 1 ≥ 〈sˆ〉2α = 1,
implying that the inequality is saturated, meaning “≥” is replaced with “=”. This is because the
symbols satisfy: 〈µˆ2〉 ∼ µ2, which may be proven by use of the star product8 [1], for instance¨
xˆ2
∂
α
= 〈xˆ〉2α +
1
2S
= x2 +O(S−1). (4.40)
Figure 4.4: Plot of the energy symbol
h(θ, φ), in the symmetric phase, with
Λ = 1/2.
Figure 4.5: The energy symbol h in the
symmetry broken phase with Λ = 2.
As we know that s2 ≡ xˆ2+yˆ2+zˆ2 ∼ 1 is a conserved
quantity, it follows from this property (4.40) that
x2 + y2 + z2 ∼ 〈xˆ2〉+ 〈yˆ2〉+ 〈zˆ2〉 = 〈s2〉α ∼ 1,
is also conserved. Hence the symbols are restricted to
the unit sphere in Fig. 4.3.
With (4.39) and (4.40) we calculate the rescaled
Hamiltonian’s symbol h ≡ 〈hˆ〉α
h =− Λ
2
x2 − z +O(S−1)
∼− Λ
2
sin2 θ cos2 φ− cos θ. (4.41)
The minima of h will coincide with the classical ground
state(s). When Λ < 1, h (4.41) has a minimum at θ = 0,
seen in Fig. 4.4, corresponding to α = 0, meaning the
unique GS |S〉.
For Λ > 1 we define ∆ ≡ h/J = Λ−1 to simplify
the expressions to come. In this case we have minima
at φ ∈ {0, pi} as reflected in Fig. 4.5. Substituting this
into (4.41) yields
h ∼− ∆
−1
2
sin2 θ − cos θ. (4.42)
Then solving for ∂θh = 0, we obtain
(1−∆−1 cos θ) sin θ = 0⇒ cos θ = ∆, (4.43)
meaning s = (±
√
1−∆2, 0,∆), with a GS energy ∼
−JS(1 + ∆2)/2. The two signs in the x symbol are responsible for a two-fold degeneracy,
earning it the title of symmetry broken phase.
In summary we have the following GS energies and expectation values
hg =
®−1 Λ < 1
− 12
î
Λ−1 + Λ
ó
Λ > 1
s =
®
(0, 0, 1) Λ < 1
(±
√
1−∆2, 0,∆) Λ > 1 . (4.44)
Lastly from both plots in Fig. 4.5 we can see that the highest excited states always correspond
to θ = pi, meaning the highest excited energy is always he = 1. Thus we have the desired range
h ∈ [hg, he].
8See Appendix A.7 for a brief introduction to the star product.
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4.3 The equilibrium energy for intensive temperature
Figure 4.6: The energy’s slow deriva-
tive (4.37) ∂sh
(0) as a function of h(0),
over the entire spectrum’s range, in the
symmetric phase, with Λ = 1/2.
Now that we have obtained the range of hn, we wish to
find the stationary (equilibrium) energies. This is done
via what is known as a fixed point analysis [65] on its
differential equation (4.37). One starts this analysis by
thinking of ∂sh as a velocity and h as a position. A
fixed point h∗ then corresponds to where the velocity
is zero ∂sh |h=h∗= 0. If the velocity to the left of h∗ is
positive, then there is motion towards h∗ from the left.
Similarly, if the velocity to the right of h∗ is negative
then there is motion towards h∗ from the right. This
means that when the change in velocity with position,
goes from positive to negative
(∂sh) |h=h∗+δ −(∂sh) |h=h∗−δ
δ
→ ∂h(∂sh) |h=h∗< 0,
then h∗ corresponds to a stable fixed point (sink/attractor), indicated by a black circle in
Fig. 4.7 and 4.7. By the same reasoning the reverse situation corresponds to an unstable fixed
point (source/repeller), indicated by white circle. Sources can be thought of as a ball on top of
a very sharp hill, where even an infinitesimal perturbation leads to the ball rolling down the
hill into a valley (sink).
Figure 4.7: Plot of ∂sh
(0) as a function
of h in the symmetry broken phase with
Λ = 2.
With this background knowledge we see from
Fig. 4.6 and 4.7 that in both phases the “change of
velocity with position” (gradient of plot) is negative at
the GS energy, meaning that there is “motion” to the
left most point: h = hg. Since there exists no lower
energy than the GS energy this is the most “left” point
and corresponds to a sink. In the broken phase there ex-
ist a half-stable (saddle) point at the cusp (h(0) = −1),
seen in Fig. 4.7 as a half white half back circle, while
the highest excited state is an unstable fixed point. One
may check that this saddle point has infinite instability
to the left. By this we mean that its gradient tends
to +∞ to the left of the fixed point. Hence any fluc-
tuations from finite S or higher orders in γ will lead to
this point becoming unstable. As such we may safely
treat it as an unstable fixed point, which will be reflected in the numerics. Thus we are left
with only one stable fixed point—the ground state energy. This is our equilibrium energy and
looking back at (4.44) it corresponds to the following expectation values
〈zˆ〉eq = min{∆, 1},
¨
xˆ2
∂
eq
= max{0, 1−∆2}. (4.45)
Thus we have found the expectation values we require for our bosonisation (HP mapping) (4.1).
4.3.1 Energy dissipation rate
We are now in a position to calculate the energy dissipation rate close to the stationary energy
hg. We may then compare this rate to the gaps which we will derive in Chap. 5. To do this
rigorously we will study the expectation value 〈hˆ(0)〉 close to this energy, which is described by
∂s
¨
hˆ(0)
∂
= −
¨
A(hˆ(0))
∂
. (4.46)
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To simplify this expression we assume that all eigenvalues have evolved such that the range is now
limited to the convex region of the GS, which for the symmetry broken region is hn ∈ [hg,−1].
We may then use Jensen’s inequality [32] to obtain
−A(
¨
hˆ(0)
∂
) ≤ −
¨
A(hˆ(0))
∂
≤ 0, (4.47)
where the upper bound of 0 is merely due to the range of A. Defining h(0) ≡ 〈hˆ(0)〉, this
inequality is saturated as h(0) → hg. As such (4.46) may be approximated as
∂sh
(0) = −
¨
A(hˆ(0))
∂
≈ −A(h(0)), (4.48)
close to hg. We study the decay rate of (4.48) by expanding around the sink hg:
A(h) =

(h(0) − hg) +O
Å
(h
(0)−hg)2
(Λ−1)2
ã
m < 1, Λ < 1
4
3 (h
(0) − hg)−O((h(0) − hg)3/2) m = 1, Λ = 1
h
(0)−hg
Λ +O
Å
(h
(0)−hg)2
Λ
2−1
ã
m > 1, Λ > 1.
(4.49)
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Figure 4.8: Energy dissipation plotted for differ-
ent initial energies. The circles are the analytical
solutions (4.52), while the solid lines are numer-
ical solutions for S = 40. For the numerics
h = 1, T = 4 and γ = 10−3.
Keeping only the first terms in (4.49) and writ-
ing the differential equation (4.48) in terms
of t, where s = γht, we have
∂th
(0) = −ωh(h(0) − hg), (4.50)
with9
ωh = γh

1 Λ < 1
4
3 Λ = 1
1
Λ Λ > 1
. (4.51)
Equation (4.50) is solved by
h(0)(t) = hg + (h
(0)(0)− hg)e−ωht, (4.52)
which decays exponentially at a rate ωh. We
compare this (4.52) to finite system size nu-
merics in Fig. 4.8. This plot shows the pre-
dicted exponential behaviour, as well as strong overlap at finite system size. Further we see
from the final two plots in Fig. 4.8 that the saddle point at h = −1 is essentially ignored by the
numerics.
4.4 Canonical thermodynamics
In the previous section we found that the stationary expectation values (4.45) are, for an
intensive temperature T = O(S0), independent of T . Hence, at first sight, we may expect
that the system does not thermalise to a Gibbs state e−βHS , which has explicit temperature
dependence10. To examine this further we need to calculate the exact thermal expectation
values, meaning those of the state e−βHS , and compare them to (4.45). To do this it convenient
9The nontrivial finite-size corrections to h, for a closed system, at Λ = 1 (m = 1) are proportional to N−4/3,
i.e. a critical exponent of 4/3 [17]. Comparing this to the exponential decay in (4.52) at Λ = 1, there might be
some link.
10For such a state to have temperature independent expectation values would not match our intuition of a
critical Curie temperature existing for which the magnetic field 〈z〉eq tends to zero.
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to use the partition function Z = Tre−βHS . The previous partition function we encountered
was for the bosonic bath in Sect. 3.2, where the Hamiltonian HE was already diagonal. Our
current Hamiltonian HS is not diagonalisable (in a practical way), thus we cannot calculate Z
in the same way. We may, however, use the spin coherent states to evaluate this trace in the
thermodynamic limit.
To see how we may evaluate Z using coherent states we first require a completeness relation.
For the usual case of a complete basis this is just the sum of the eigenoperators spanning the
space 1 =
∑
n|n〉〈n|, but the spin coherent states are an over-complete basis. Despite this they
still have a completeness relation11 [1]
1 =
∫
dµ(α, α¯) |α〉〈α|= 2S + 1
4pi
∫ 2pi
0
dφ
∫ 1
−1
d cos(θ) |α〉〈α|, (4.53)
with one apparent difference to the typical resolutions of identity—the measure
dµ(α, α¯) = d2α
2S + 1
pi(1 + |α|2) , (4.54)
which is required to normalise this integral with respect to the over-complete basis. Here α¯ is
the complex conjugate of α. Using (4.53) the trace of e−βHS over the coherent states |α〉 yields
the partition function [1]
Z = Tre−βHS =
∫
dµ(α, α¯)
¨
e−βHS
∂
α
. (4.55)
This expression may then bounded as follows12 [42]:
Thm 2 For a spin type Hamiltonian HS the partition function is bounded as follows∫
dµ(α, α¯) e−β〈HS〉α ≤ Tre−βHS ≤
∫
dµ(α, α¯) e−βP (HS), (4.56)
with the upper symbol (P-representative) P (•) determined by [28,39]
• =
∫
dµ(α, α¯)P (•)|α〉〈α|. (4.57)
For our specific Hamiltonian the upper symbol13 is merely P (HS) ∼ hSh+O(S0), where h is
the lower symbol of hˆ (4.41). Using thm 2 yields the following bounds (4.56)∫
dµ(α, α¯) exp(−Shβh) ≤ Tre−βHS ≤
∫
dµ(α, α¯) exp
Ä
−Shβh+O(S0)
ä
. (4.58)
Note that both the upper and lower bounds in (4.58) have a large S parameter in the exponential.
This extensive exponential behaviour is the ideal situation for employing Laplace’s method [6]∫
dµ(α, α¯) e−Shβh+O(S
0
) ∼ 2S + 1
4pi
∑
α
∗
2pi
S
»
βh|det(H(α∗)) |e−Shβh(α
∗
)+O(S0), (4.59)
11Recall that α ≡ tan θ
2
e
iφ, as was defined in (4.38)
12One proves the lower and upper bounds using the Golden-Thomson inequality TreA+B ≤ Tr{eAeB} and
path integrals respectively. [42]
13These upper symbols are more difficult to calculate hence we omit the proof. See [39] for a general formula
on how to calculate these symbols.
Stellenbosch University  https://scholar.sun.ac.za
32 4.4. CANONICAL THERMODYNAMICS
where the sum runs over all minima of h. Here H(α∗) is the Hessian matrix of h evaluated at
said minima, its explicit expression will play no role in this analysis.
In the symmetry broken phase h has two minima (4.44), both with the same energy hg.
This means that the leading order, in S, exponential behaviour of (4.59) is e−Sβhhg . Since
both bounds in (4.58) have the same leading order exponential behaviour so must the bounded
object Z. Mathematically one writes this as Z  e−Sβhhg , which is explicitly defined as
a(S)  b(S)⇔ lim
S→∞
ln a(S)
S
= lim
S→∞
ln b(S)
S
. (4.60)
Using Z  e−Sβhhg one may calculate the leading order Gibbs free energy, as we have shown in
(A.13), from which we may calculate the desired expectation values.
Figure 4.9: Plot of the integrands in
(4.58) for Shβ = 100 and Λ = 1/2.
If h is in the symmetric phase, then the minimum hg
is independent of φ, as seen in Fig. 4.4. The bounds in
(4.58) then effectively become φ independent, which can
be seen in Fig. 4.9. We may then treat the integrands as
φ-independent. Using z = cos θ from (4.39), we obtain∫
dµ(α, α¯) e−Shβh−hβO(S
0
)
∼2S + 1
4pi
∫ 1
−1
dz e−Shβh−hβO(S
0
)|φ=φ0
∫ 2pi
0
dφ
∼2S + 1
2
∫ 1
−1
dz e−Shβh−hβO(S
0
)|φ=φ0 (4.61)
evaluated at some arbitrary φ0. Now using Laplace’s
method over z we obtain∫
dµ(α, α¯) e−Shβh−hβO(S
0
) ∼ e−ShβhgO(S0), (4.62)
where the exponent is φ0 independent, since hg is φ independent. Again, we only have to
consider the exponential behaviour (4.62) in order to obtain the expectation values. Thus in
both cases we may write the Gibbs free energy as
g(β) ≡ − 1
Sβ
lnZ ∼ hhg = −
J
2
〈xˆ2〉eq −h〈zˆ〉eq = g(∞), (4.63)
which is temperature independent to leading order in S. The thermal expectation values are
evaluated14 as
〈xˆ2〉 = −2∂Jg(∞) = 〈xˆ2〉eq and 〈zˆ〉 = −∂hg(∞) = 〈zˆ〉eq,
which match the GS expectation values (4.45). In other words all GS and thermal expectation
values calculable from g(β) are equivalent and T -independent in the thermodynamic limit. This
is a consequence of the dimension of the Hilbert space growing linearly15 [70]. In Sect. A.6.2
we show that a transition from the ferromagnetic phase to a paramagnetic phase only occurs at
high enough extensive temperatures. In which case
〈xˆ2〉eq =
1
3
+
2Λβ˜
45
+O(β˜2, S−1) 〈z〉eq =
β˜
3
+O(β˜2, S−1), (4.64)
which reflects that for large extensive temperatures %(∞) ∝ 1+O(β˜), as was shown in Sect. 3.5.2.
Without the constraint to a specific spin angular momentum sub-sector the Hilbert space would
grow exponentially. In that case HS has a phase transition, for Λ > 1, at some critical
temperature Tc = O(S0) from a ferromagnetic phase at T < Tc to a paramagnetic phase at
T > Tc [35].
14More details on the Gibbs free energy and its relation to expectation values can be found in Sect. A.6.2
15The linear growth was shown in Sect. 2.1.
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In the previous chapter we found the stationary expectation values of zˆ for intensive temperatures,
which we require for the HP expansion (4.1). Recall that we will use this expansion to limit our
scope to the region L% ≈ 0.
Further, we found that the stationary expectation values of xˆ2 and zˆ match those of the
thermal state for intensive temperatures. This, however, does not guarantee that the system
equilibrates to a Gibbs distribution. To see why this is recall that the thermal state and GS
have the same xˆ2 and zˆ expectation values in the thermodynamic limit. Thus the question of
whether % equilibrates to a Gibbs distribution is still open.
In order to systematically study the stationary state(s) and relaxation effects of the master
equation (3.52) we need to diagonalise the Lindbladian L and find its “eigenvectors”. To bring
the operator L into the familiar form of a matrix we introduce the method of vectorisation [45].
This is a mapping of % onto a vector, and with L acting on this vector it now maps onto a
matrix. Formally this is a unitary transformation from HS ⊗H∗S , where H∗S is the dual space
of HS , equipped with the Hilbert-Schmidt inner product, to an isomorphic vector space, such
that the relation between inner products is preserved Tr{A†B} = 〈A|B〉. Notationally we write
% : %→ |%〉, which is defined as
% =
∑
ij
%ij |i〉〈j|→ |%〉 =
∑
ij
%ij |i〉 ⊗ 〈j|T . (5.1)
Left and right multiplication of matrices, such as A%B, then maps to A ⊗ BT |%〉 [46]. With
this we may vectorise the dissipator D• = L • L† − 1/2{L†L, •}:
D → L⊗ L∗ − 1
2
(L†L⊗ 1 + 1⊗ LTL∗), (5.2)
where L∗ is the complex conjugate of L. The unitor U• = i[•,H] then maps onto
U → i1⊗HT − iH⊗ 1. (5.3)
Considering that the adjoint master equation (4.3), L†• = i[H, •] + L† • L− 1/2{L†L, •} maps
to
L† = iH⊗ 1− i1⊗HT + L† ⊗ LT − 1
2
(L†L⊗ 1 + 1⊗ LTL∗), (5.4)
it is even more apparent that the two operators L and L† are adjoints of one another.
In Chap. 4, we mentioned that we wish to diagonalize this operator L in the “semi-stationary
subspace”1 by mapping onto bosons (4.1). With two tensor producted operators each acting on
its own Hilbert space this would lead, once again, to two different species of bosons interacting
only via the first term in (5.2).
5.1 Gap of the Lindbladian
In terms of this vectorized Lindbladian L = D + U (5.2) and (5.3) the formal time evolution of
some density matrix maps onto iterative matrix multiplication by L:
|%(t)〉 = etL|%(0)〉 =
∑
k
(tL)k
k!
|%(0)〉. (5.5)
1By this we do not mean that the bosonisation restricts the Hilbert space to this subspace, but rather that
the mapping is only valid for small excitations away from stationarity. Exactly how small these excitations need
to be will be shown in Sect. 5.2.
33
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Expanding %(0) in terms of L’s eigenvectors |`n〉, corresponding to eigenvalues `n, (5.5) may be
written as
etL|%(0)〉 =
∑
k
cke
tL|`k〉 =
∑
k
cke
t`k |`k〉. (5.6)
From (5.6) we note that any positive <`k leads to certain eigenstates’ “weights” cket`k growing
without bound. This is in violation of trace and positivity preservation. As such all eigenvalues
must satisfy <`n ≤ 0, as L preserves the rules of quantum mechanics. We order these eigenvalues
by their real part, meaning <`n+1 ≤ <`n.
Considering (5.6), the stationary state(s) correspond to the zero eigenvalue(s), as those
states would not evolve. In order to see thermalisation, in the sense of def 1, one requires that
the equilibrium state be independent of initial conditions. If we had two stationary states, then
equilibration to the one or the other would have to depend on the initial conditions. Hence
thermalisation requires a unique stationary state, meaning a unique zero eigenvalue `0 = 0.
Assuming for now that the stationary state is unique, we can see that the relaxation time
scale is set by the gap between the zero eigenvalue and the closest non-zero eigenvalue `1, i.e.
τeq = |<`1|−1. This is because |`1〉, has the slowest (exponential) decay out of all the states.
We mentioned in Sect. 4.3.1 that the energy’s dissipation rate would give us an idea of the gap.
As it is currently the slowest exponential decay we are aware of, we may already conjecture
that the gap |<`1| will be smaller than the exponential decay of the energy (4.52) from (4.50):
|<`1|≤ ωh, ωh = γh

1 Λ < 1
4
3 Λ = 1
1
Λ Λ > 1,
(5.7)
If we had a positive real Lindbladian we would already know from the Perron Frobenius
theorem [6] that L has a unique stationary state, thus a non-zero gap |<`1|, given by %eq =
limt→∞ e
tL%(0). However our Lindbladian L is definitely not real due to the unitor (5.3) having
imaginary contributions.
One can still prove a unique stationary state by lower bounding the gap. This may be done
by use of the Gershgorin theorem [27]. This method, however, requires a diagonally dominant
Lindbladian which we do not have2.
There exists one method for estimating the gap that is particularly well suited to our problem
of an extensive Lindbladian. Such a Lindbladian has a time evolution operator etL = etO(S)
which is dominated, in the thermodynamic limit, by only the slowest oscillations and exponential
decay etωS . This is the idea behind the Wentzel-Kramers-Brillouin (WKB) approximation [6].
With the zeroth eigenvalue being zero one can motivate that the spectral gap tends to this
dominant frequency ωS . This is then the frequency of the spin observables sˆ = (xˆ, yˆ, zˆ) [11].
We may use this correspondence between frequency and the gap, together with the random
phase approximation (RPA)—replacing the operators with their classical (stationary) values [9],
to estimate |<`1|. From (4.10) to (4.12) we have3 ˙ˆx ∼ yˆ,
˙ˆy ∼ (Λzˆ − 1)xˆ− γzˆyˆ, (5.8)
˙ˆz ∼ −Λxˆyˆ + γyˆ2. (5.9)
By applying the RPA we are replacing one of the operators by its stationary expectation
value, hence it will no longer evolve. We consider the case where zˆ is stationary, which is at
〈z〉eq = min{∆, 1} from (4.45). This allows us to set up a linear matrix equation for xˆ and yˆ
using (4.10) and (5.8)
d
dt
ï
xˆ
yˆ
ò
= A
ï
xˆ
yˆ
ò
, A ≡ h
ï
0 1
Λ 〈z〉eq − 1 −γ 〈z〉eq
ò
, (5.10)
2See Sect. 6.1.2 for a deeper discussion.
3Recall that µ˙ ≡ ∂htµ.
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where we have used the RPA zˆ → 〈zˆ〉eq = min{∆, 1}.
We are interested in the purely decaying/oscillating solutions v = eωStv, which are dominant
in the thermodynamic limit. With zˆ assumed stationary, we only have to consider the differential
equation
ωSe
ωStv = AeωStv, (5.11)
which is an eigenvalue equation. As such the “frequencies” are the eigenvalues of A given by
ωS = −
γh
2
〈z〉eq ±h
Ãñ
γ 〈z〉eq
2
ô2
+ Λ 〈z〉eq − 1. (5.12)
These eigenvalues (5.12) are conjectured to be the gaps of the Lindbladian. The real and
imaginary parts of ωS characterise the exponential decay and unitary oscillations respectively.
For the symmetric phase we have 〈z〉eq = 1, and (5.12) may be expanded around γ = 0, yielding
ωS = ±ih
√
1− Λ− γh
2
+O(γ)2, (5.13)
which indeed has a real part that is upper bounded by (5.7). Note that the real part of the
conjectured gap is proportional to the coupling, which reflects that the dissipation is purely
due to the coupling. Further setting h = 0 yields a zero conjectured gap, implying the case of
no thermalisation as was seen in Sect. 3.5.1.
In the symmetry broken phase z ∼ ∆ and we have the two solutions
ωS ∈ {0,−γh∆}. (5.14)
The fact that this gap reduces to zero for vanishing coupling reflects the degenerate GS in the
symmetry broken phase. Which of these two conjectured gaps is the correct one, if either, is
unknown at the moment. If the gap is zero, then the system would not thermalise in the sense
of def 1. Again both gaps have real parts which are upper bounded by (5.7).
If we further enforced that the dynamics remains on the unit sphere with |s|2= 1, then any
small change δs away from the stationary point seq = (±
√
1−∆, 0,∆), from (4.44), must be
tangential to the surface. In other words we require the following orthogonality4 to hold
seq · δs = ±
√
1−∆ δx+ ∆δz = 0,
which implies that δz = ±
√
Λ2 − 1 δx. Linearising [65] the EOM around the equilibrium points
s = seq + δs and noting that s˙eq = 0, we find δx˙ = δy and
δy˙ = (Λ(∆ + δz)− 1)(±√1−∆ + δx)− γ(∆ + δz)δy = ±√1−∆δz − γ∆δy. (5.15)
Upon writing δz in terms of δx, we are left with the matrix equation
d
dt
ï
δx
δy
ò
= B
ï
δx
δy
ò
, B ≡ h
ï
0 1
1− Λ2 −γ∆
ò
, (5.16)
which does not match (5.10) for the symmetry broken phase5. The eigenvalues of this matrix
are both non-zero
ωB = ±iJ
»
1−∆2 − γh∆
2
+O(γ2). (5.17)
This frequency cannot coincide with the real gap seeing as
ωB |γ=0 6= 0 =|γ=0 <`1.
As such it will most likely indicate the decay rate to a particular degenerate solution, i.e. the
dispersion relation.
4This is by the same reasoning as the method of Lagrange multipliers [4]
5One can check that if the procedure were repeated for the symmetric phase, then one would get A = B,
meaning ωS = ωB .
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5.2 Bosonisation of spins
Now that we have a better understanding of the gaps we can work towards diagonalizing L.
After this we may compare the gaps to the RPA conjectured gaps (5.13), (5.14) and (5.17). We
start by (re)introducing the Holstein-Primakoff (HP) mapping [30], which is defined by
S+ =
»
2S − a†a a. (5.18)
The relation [S+, S−] = 2Sz allows us to derive Sz = S − a†a from (5.18). This is the reason
we may write S+ =
√
S
√
1− zˆ a, as in Chap. 4. Recall that we only care about the eigenstates
of L close to the thermal state, as such we expand around the equilibrium expectation values
〈zˆ〉eq = min{1,∆},
¨
xˆ2
∂
eq
= max{0, 1−∆2}. (5.19)
This expansion will be valid for the equilibrium state and small fluctuations around it.
5.2.1 Bosonisation in the symmetric phase
We start this bosonisation analysis by diagonalizing the Hamiltonian in the symmetric phase
Λ < 1. This will serve as a simple example of this mapping, but will also be required for
later. We wish to expand (5.18) around its equilibrium value 〈Sz〉eq = S. Remembering that
Sz = S − a†a, this translates into expanding around a†a = 0, which yields
S+√
S
=
√
2
 
1− a
†a
2S
a =
√
2
∞∑
k=0
Å
1/2
k
ãÇ−a†a
2S
åk
a =
√
2a− a
†aa√
8S
−O(S−2). (5.20)
Here the limitation to small excitations around a specific region has become apparent with the
first “correction” term a†aa/S. To study the allowed number of excitations we consider how
this correction term acts on a state |n〉 for which we have
(a†a)a
S
|n〉 = a
†a
√
n
S
|n− 1〉 =
√
n(n− 1)
S
|n− 1〉 = n
3/2 − n
S
|n− 1〉. (5.21)
Hence the correction term (5.21) will only decay with S for a sub-extensive number of excitations
n = O(Sα) with α < 2/3.
Writing the Hamiltonian in terms of spin ladder operators we obtain
HS/h = −
Λ
2S
S2x − Sz = −
Λ
2
Å
S+ + S−
2
√
S
ã2
− Sz. (5.22)
Substituting the series expansion (5.20) into (5.22) we find
HS/h ∼ −
Λ
2
Ç
a+ a†√
2
å2
− (S − a†a) +O(S−1) ∼
Å
−Λ
2
+ 1
ã
a†a− Λ
4
(a†2 + a2)− S, (5.23)
which is quadratic in the ladder operators. The constant in (5.23) indicates the energy of the
region we are expanding around. In our case this corresponds to the symmetric phase GS
energy Shg = −S, derived (using coherent states) in (4.44).
5.2.2 The Bogoliubov transform
A Hamiltonian which is of the general quadratic form H ∼ 2a†a + (ϕa2 + H.C.), such as
(5.23), may be diagonalized6 by a Bogoliubov transform [2] for  6= |ϕ|2 [23]. The essence
6For the case where |ϕ|2>  the Hamiltonian’s spectrum becomes complex, continuous and unbounded, and
has corresponding Glauber coherent eigenstates [23].
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of the Bogoliubov transform is to define a new ladder operator a = ub + vb†, such that the
Hamiltonian is, up to a constant, proportional to a number operator HS/h → ωb†b + const.
This transformation from one set of ladder operators to the other take the forms:ï
a
a†
ò
= Tb→a
ï
b
b†
ò
=
ï
u v
v∗ u
ò ï
b
b†
ò
,
ï
b
b†
ò
= T−1b→a
ï
a
a†
ò
=
ï
u −v
−v∗ u
ò ï
a
a†
ò
, (5.24)
where we require |u|2−|v|2= 1 to preserve the bosonic commutation relations (2.3). This
restricts the functional form (up to a global phase) of the Bogoliubov coefficients to u = cosh(r)
and v = eiθ sinh(r), i.e. a rotation together with a boost. As shown in (A.52), the Bogoliubov
transform of a Hamiltonian such as (5.23):
HS/h ∼ ω↑b†b− S. (5.25)
has a dispersion relation and coefficients
ω↑ =
√
1− Λ and u↑ ± v↑ = √ω↑∓1 (5.26)
respectively. We have used the up arrows ↑ to distinguish between the LMG phases, we will
use a down arrow ↓ for the symmetry broken phase.
Note that the gap ω↑ predicted by the HP mapping is the same as the RPA conjectured
gap (5.13) for zero coupling, as expected for pure unitary evolution.
Now that we have diagonalised the Hamiltonian we are ready to apply the same methods to
the Lindbladian.
5.3 Lindbladian in the symmetric phase
To start our study of the Lindbladian we wish to express the jump operator L in terms of the
bosons b. As stated in Sect. 3.4 we are uninterested in the bath’s frequency contribution to the
LMG model and as such want to eliminate all ωc dependence. Therefore we set ωc ≈ 2
√
3T ,
such that ν1 = 0, in which case the jump operator (3.50) may be written as
L =
…
2γT
S
ï
Sx +
hβ
4
iSy
ò
(5.27)
To write (5.27) in terms of bosons we perform this mapping for Sx and Sy individually. Rewriting
Sx in terms of the spin ladder operators and expanding in terms of bosons (5.20) yields
Sx√
S
=
S+ + S−
2
√
S
∼ a+ a
†
√
2
. (5.28)
Using the Bogoliubov transform (5.24), this may be written in terms of the b bosons as7
Sx√
S
∼ (u↑ + v↑)b+ (v↑ + u↑)b
†
√
2
= (u↑ + v↑)
b+ b†√
2
=
b+ b†√
2ω↑
, (5.29)
where in the final step we have used the expression (5.26). In the same way we may obtain
Sy√
S
∼ iu↑ − v↑√
2
(b† − b) = −i
…
ω↑
2
(b− b†) (5.30)
Note that these forms of the Sx/
√
S and Sy/
√
S operators in (5.29) and (5.30) are exactly
those of a quantum harmonic oscillator’s position and momentum operators (2.12) respectively.
7With the following linear in b bosons Sx operator one may exactly evolve Sx in this regime. Then redoing
the integrals required to find SB in Sect. 3.3.1 one may verify the validity of the BCH solution Fig. 3.3 to a high
degree of accuracy.
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As such they satisfy the canonical commutation relation [Sx, Sy]/S = i. Comparing this to the
spin commutation relation [Sx, Sy]/S = izˆ, we find that they indeed match for the low energy
state in the symmetric phase where 〈zˆ〉eq ∼ 1.
Using (5.29) and (5.30) the jump-operator (5.27) may be expressed as
L =
√
2γT
ï
Sx
S
+
hβ
4
i
Sy
S
ò
∼
√
2γT
ñ
b+ b†√
2ω↑
+
hβ
4
…
ω↑
2
(b− b†)
ô
∼
…
γh
2
[ 
2
hβω↑
(b+ b†) +
1
2
 
βhω↑
2
(b− b†)
]
∼
…
γh
2
î
B+b+B−b
†ó , (5.31)
where we have defined
B± ≡
 
2
βhω↑
± 1
2
 
βhω↑
2
(5.32)
as to lighten the notation. We are now in a position to consider the full Lindbladian.
As stated before we treat the Lindbladian as a superoperator and associate the left and
right acting superoperators to two different species of bosons b1 and b2. From (5.2) we have a
dissipator taking the form
D = L⊗ L∗ − 1
2
(L†L⊗ 1 + 1⊗ LTL∗). (5.33)
The left and right acting operators have translated into the operators to the left and right
factors of the tensor product. Since (5.31) is a real operator, as the ladder operators are real as
well as the coefficients, (5.33) may be simplified to
D = L⊗ L− 1
2
(L†L⊗ 1 + 1⊗ L†L). (5.34)
Next, with the left and right operators acting on different Hilbert spaces, we employ the
standard bosonic subscript notation Li to indicate which Hilbert space the operator acts on,
leaving
D ∼ L1L2 −
1
2
Ä
L†1L1 + L
†
2L2
ä
, Li ≡
…
γh
2
î
B+bi +B−b
†
i
ó
. (5.35)
When performing such a mapping onto two different sets of bosons one must take care to
preserve all the correct bosonic commutation relations. The commutator [b, b†] = 1 can be
checked as follows
% = [b, b†]%[b, b†]→ [b1, b†1][b2, b†2]T |%〉 = 11T |%〉 = |%〉.
Next [bi, b
†
j ] = δij follows from associativity
0 = (b%)b− b(%b)→ (b2)T (b1|%〉)− b1((b2)T |%〉) = [b1, b†2]|%〉,
where we have, again, used the fact that the ladder operators are real, meaning b† = bT .
5.3.1 Fixed particle number difference subspace
Since each Li is linear in the ladder operators, the dissipator (5.35) is quadratic in the ladder
operators. In principle such an operator may be diagonalised by a four dimensional Bogoliubov
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transform8 [8] 
c1
c2
c¯†1
c¯†2
 = ï U VV ∗ U∗òb1b2b†1
b†2
 , (5.36)
however finding the exact solution is neither easy9 nor elegant in this case. The solutions to
the coefficients will typically be complicated functions and would not yield any further insight
in the regime of validity—small γ.
In hopes of finding simple solutions, which one can analyze with greater ease, we consider
the problem of diagonalizing the Lindbladian L• = i[•,HS ] +O(γ) from a perturbative point
of view. We know from (5.25) that for L% ≈ 0, meaning also close to the GS manifold, that
the eigenoperators of i[HS , •] are of the form |n1〉〈n2|. The corresponding eigenspaces, with
eigenvalues iω↑(n2 − n1), are highly degenerate, with each eigenvalue only depending on the
particle number difference ∆n ≡ n2−n1. Let us now consider L as a collection of block matrices
which conserve the particle difference ∆n together with some O(γ) terms which do not:
L =

. . . O(γ)
∆n = −1
∆n = 0
∆n = 1
O(γ) . . .

.
Following the degenerate perturbative procedure we diagonalise the blocks, corresponding to
the degenerate subspaces, individually, ignoring the small O(γ) terms which do not conserve
∆n [58]. On the second quantised (bosonic operators) level this corresponds to ignoring all
non-number-difference conserving terms in L. With this in mind, we consider the dissipator
(5.35) term by term, starting with
L1L2 ∼
γh
2
î
B2+b1b2 +B
2
−b
†
1b
†
2 + non-∆n conserving terms
ó
∼| γh
2
î
B2+b1b2 +B
2
−b
†
1b
†
2
ó
∼| γh
2
î
(Υ + 1)b1b2 + (Υ− 1)b†1b†2
ó
, Υ ≡ B2± ∓ 1 =
2
βhω↑
+
βhω↑
8
, (5.37)
where we have used ∼| to indicate that we are in the ∆n conserving subspace. The next operator
in (5.35) reduces to
L†1L1 ∼
γh
2
î
B+b
†
1 +B−b1
ó î
B+b1 +B−b
†
1
ó
∼| γh
2
î
B2+b
†
1b1 +B
2
−b1b
†
1
ó
∼| γh
2
î
2Υb†1b1 + 1
ó
, (5.38)
where we have normal ordered: b1b
†
1 = b
†
1b1 + 1. The final operator L
†
2L2 takes the same form
as (5.38). Substituting (5.38) and (5.37) into (5.35) we are left with
2D/(γh) ∼| (Υ + 1)b1b2 + (Υ− 1)b†1b†2 −
1
2
Ä
2Υb†1b1 + 1 + 2Υb2b
†
2 + 1
ä
8Note that is not required that (ci)
†
= c¯
†
i but only that [ci, c¯
†
i ] = 1.
9The general form of such a four dimensional Bogoliubov transform can be found in [8]. In essence it is
just a four dimensional boost and rotation parametrized by ten variables. However, solving for these variables
amounts to solving a set of non-linear coupled equations, which spanned multiple pages in our case.
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∼| (Υ + 1)b1b2 + (Υ− 1)b†1b†2 −Υ(b†1b1 + b†2b2)−Υ + 1, (5.39)
The dissipator (5.39) is still quadratic and we still require a four dimensional Bogoliubov
transform. As such one might question whether we have reduced the complexity of the problem
by use of degenerate perturbation theory. The answer is not obvious at all, but in this case the
dissipator (5.39) is simple enough such that it can be diagonalised by an informed guess10:
c1
c2
c¯†1
c¯†2
 = ï U VV ∗ U∗òb1b2b†1
b†2
 = u

b1 − v/ub†2
b2 − v/ub†1
b†1 − b2
b†2 − b1
 , U = U∗ = −V ∗ = u1, V = −v
ï
0 1
1 0
ò
, (5.40)
with the coefficients simply given by u =
√
(Υ + 1)/2, v = u− u−1. We may now check that
the new bosons satisfy the commutation relation [ci, c¯
†
i ] = 1, which we do for the first boson:
[c1, c¯
†
1] = [ub1 − vb†2, ub†1 − ub2] = u2[b1, b†1] + uv[b†2, b2] = u2 − vu = u2 − (u− u−1)u = 1,
where we have used the standard bosonic commutation relations satisfied by bi. The proof for
the second boson c2 follows in the same way. Lastly, the two bosons should commute with
another. To see this we prove it for a single case:
[c1, c2] = [ub1−vb†2, ub2−vb†1] = [ub1,−vb†1]+[−vb†2, ub2] = uv(−[b1, b†1]−[b†2, b2]) = uv(1−1) = 0.
One may check that indeed these new bosonic operators reduce the dissipator to
D ∼| −γh
2
î
c¯†1c1 + c¯
†
2c2
ó
. (5.41)
The easiest way to see this is by working in reverse. We start with c¯†1c1 + c¯
†
2c2 and insert their
b boson representations (5.40)
c¯†1c1 + c¯
†
2c2 = u(b
†
1 − b2)(ub1 − vb†2) + u(b†2 − b1)(ub2 − vb†1)
= u2b†1b1 + uvb2b
†
2 + u
2b†2b2 + uvb1b
†
1 − 2u2b2b1 − 2uvb†1b†2. (5.42)
Upon normal ordering bib
†
i = b
†
i bi + 1, (5.42) reduces to
c¯†1c1 + c¯
†
2c2 = (u
2 + uv)(b†1b1 + b
†
2b2) + 2uv − 2u2b2b1 − 2uvb†1b†2. (5.43)
Inserting u =
√
(Υ + 1)/2 and v = u− u−1, we obtain
c¯†1c1 + c¯
†
2c2 = (2u
2 − 1)(b†1b1 + b†2b2) + 2(u2 − 1)− 2u2b2b1 − 2(u2 − 1)b†1b†2
= (Υ + 1− 1)(b†1b1 + b†2b2) + (Υ + 1− 2)− (Υ + 1)b2b1 − (Υ + 1− 2)b†1b†2
= −(Υ + 1)b1b2 − (Υ− 1)b†1b†2 + Υ(b†1b1 + b†2b2) + Υ− 1, (5.44)
which is indeed proportional to (5.39). Now what does this mean for the unitor? Using (5.29)
and (5.30) the full Hamiltonian (3.46) may be written as
H = HS +
hγ
4S
{
Sx, Sy
}
+ const.
∼ ω↑b†b+
hγ
4
®
b+ b†√
2ω↑
,−i
…
ω↑
2
(b− b†)
´
+ const.
∼| ω↑b†b− i
hγ
8
[b†, b] + const.
10This does of course require some luck. Luckily I have an Irish friend who has lent me just enough luck.
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∼| ω↑b†b+ const. (5.45)
Using (5.45) the unitor U = i[•,H] is given by (5.3) to be
U = i1⊗HT − iH⊗ 1 ∼| iω↑(b†2b2 − b†1b1). (5.46)
One may now check that this is proportional to the new particle number difference c¯†1c1 − c¯†2c2.
Using (5.40) we express c¯†1c1 − c¯†2c2 in terms of the b bosons
c¯†1c1 − c¯†2c2 = u(b†1 − b2)(ub1 − vb†2)− u(b†2 − b1)(ub2 − vb†1)
= u2b†1b1 + uvb2b
†
2 − u2b†2b2 − uvb1b†1, (5.47)
where the non-number-conserving terms have canceled. If we now normal order (5.47), then
the generated c-numbers (constants) cancel. This leaves
c¯†1c1 − c¯†2c2 = (u2 − uv)(b†1b1 − b†2b2), (5.48)
where one may check, using v = u−u−1, that u2−uv = −1. This together with the diagonalised
dissipator in (5.41) leads to the following Lindbladian
L ∼| ihω↑
î
c¯†1c1 − c¯†2c2
ó
− γh
2
î
c¯†1c1 + c¯
†
2c2
ó
. (5.49)
The gap is then the difference between the vacuum state (with zero eigenvalue) and the first
excited state (of either c boson):
± ihω↑ −
γh
2
. (5.50)
Seeing as ω↑ =
√
1− Λ from (5.26), we note that this gap matches the conjectured gap (5.13)
ωS = ±ih
√
1− Λ− γh
2
+O(γ)2 (5.51)
up to linear order in γ. Thus we have shown that our stationary state is indeed unique in the
symmetric phase. As such to prove thermalisation we only have to show that vacuum state is
the Gibbs state e−βhω↑b
†
b.
5.3.2 The stationary state in the symmetric phase
The stationary state corresponds to the zero eigenvalue of (5.49). Since we are dealing with
bosons, this is the vacuum state ci|∅c〉 = 0. In terms of the b bosons we have [9]:
|∅c〉 ∝ exp
(
−1
2
∑
i,j
(U−1V )ijb
†
i b
†
j
)
|0b1 , 0b2〉, (5.52)
where |0b1 , 0b2〉 is the vacuum state of both b bosons. From (5.40) we note that U is proportional
to the identity, Uij = uδij , and V is off-diagonal, Vij = −v(1− δij), meaning (5.52) reduces to
|∅c〉 ∝ exp
(
−1
2
∑
i,j
− 1
u
v(1− δij)b†i b†j
)
|0b1 , 0b2〉 = exp
( v
u
b†1b
†
2
)
|0b1 , 0b2〉. (5.53)
Expanding this exponential in (5.53) and using the formula (b†1b
†
2)
n|0b1 , 0b2〉 = n! |n, n〉,
which is proven by iterative use of (2.2), we obtain
|∅c〉 ∝
∞∑
n=0
( v
u
)n (b†1b†2)n
n!
|0b1 , 0b2〉 =
∞∑
n=0
( v
u
)n
|n, n〉. (5.54)
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We may now map the vectorised object back to a density matrix as |n, n〉 → |n〉〈n|, upon which
(5.54) becomes
%eq ∝
∞∑
n=0
( v
u
)n
|n〉〈n|=
∑
n
exp
(
n ln
( v
u
))
|n〉〈n|= exp
(
ln
( v
u
)
b†b
)
, (5.55)
where the last equality is due to b†b =
∑
n n|n〉〈n|. The logarithm in (5.55) may be simplified as
ln
( v
u
)
= ln(1− u−2) = ln
Å
1− 2
Υ + 1
ã
= 2 ln
∣∣∣∣βhω↑ − 4βhω↑ + 4
∣∣∣∣ , (5.56)
where we have used the definition (5.37) of Υ. Expanding this logarithm (5.56) around βhω↑ = 0
yields
2 ln
∣∣∣∣βhω↑ − 4βhω↑ + 4
∣∣∣∣ = −βhω↑ − (βhω↑)348 − (βhω↑)
5
1280
+ · · · = −βhω↑ +O
Ä
(βhω↑)
3
ä
. (5.57)
With HS = hω↑b†b+ const. we may finally write the stationary state (5.55) as
%eq ∝ exp
Ä
−βHS +O
Ä
(βhω↑)
3
ä
b†b
ä
, (5.58)
which is the Gibbs distribution with some small corrections. Remember that we derived the
master equation under the assumption that the system frequency, hence hω↑, is small in
comparison to the bath’s frequencies, which scaled with the temperature. As such the master
equation’s region of validity—small hω↑/T—coincides with the region in which the stationary
state is a thermal state.
To see the (small) size of these corrections in (5.58) more explicitly, consider that in standard
units
βhω↑ = h
h¯ω↑
kBT
≈ 10−11hω↑
T
[J · s ·K].
Thus we have proven that the system has a unique stationary state (non-zero gap) and that
this stationary state is very close to a Gibbs distribution—together we have proven that the
system thermalises in the symmetric phase. Yaaaaaayyyyy! So happy!
5.4 Bosonisation in the symmetry broken phase
Having proven that the system thermalises in the symmetric phase, we move on to the degenerate
symmetry broken phase with ∆ ≡ h/J = Λ−1 < 1. Its equilibrium value 〈Sz〉eq = 〈S−a†a〉eq =
S∆ would imply that we expand the HP mapped S+ operator (5.18) around 〈a†a〉eq = S(1−∆).
This point of expansion is no longer zero, as opposed to the symmetric phase where we had
expanded around a†a = 0, and no longer intensive. This leads to an expansion
S+√
S
→
√
2
 
1− a
†a
2S
a =
√
1 + ∆ a+O(a†a− S(1−∆)) a,
which is no longer damped in S. The damping is crucial to ensure the accuracy of the HP
expansion in the thermodynamic limit, and as such we require an adjusted strategy.
5.4.1 Restriction to a well
To perform an effective HP expansion we rotate the spin operators S = R S¯ such that the new
spin-z operator S¯z may again be considered ∼ S. In other words, we rotate the spin operator
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such that S¯z is aligned with the new (semi-classical) magnetic field orientations [17]. The
corresponding rotations areSxSy
Sz
 =R+−
S¯xS¯y
S¯z
 , R+− ≡
 ∆ 0 +−
√
1−∆2
0 1 0
−+
√
1−∆2 0 ∆
 , (5.59)
which may be verified by using the symmetry broken expectation values (5.19) to obtain〈
¯ˆz
〉
eq = +−
»
1−∆2 〈xˆ〉eq + ∆ 〈zˆ〉eq = (+−
»
1−∆2)(+−
»
1−∆2) + ∆∆ = 1−∆2 + ∆2 = 1.
Here we have used the orthogonality of a rotation matrix, R−+R+− = 1, to find S¯z/S ≡ ¯ˆz in
terms of Sx and Sz. Further, restriction to the unit sphere forces
〈
¯ˆx
〉 ∼ 0. In total 〈¯ˆs〉 matches
〈sˆ〉 in the symmetric phase (5.19).
Figure 5.1: Rotation of the spin operators by
angles φ = ±φ0 onto the semi-classical magnetic
fields, and thus two separate wells. Their states
act almost independently, indicated by the or-
ange curve decaying in the connecting part of
the wells.
These two rotations have the effect of fo-
cusing the analysis to a particular well (sub-
space) of HS depicted in Fig. 5.1. The bot-
toms of these wells correspond to the low
energy states, which have either extensively
positive or negative Sx expectation values.
For instance the ground states have 〈Sx〉+− =
+−S
√
1−∆2. Since the sign of xˆ is not a con-
served quantity11, these two wells will interact
with one another. However only the sign of
the bridging states |mx ∈ {−1, 0, 1}〉, with
Sx|mx〉 = mx|mx〉, are changed when acted
upon by Sz or Sy. As for the other states,
with mx /∈ {−1, 0, 1}, we have
[sgn(Sx), Sz]|mx〉 = [sgn(Sx), Sy]|mx〉 = 0
Hence sgn(Sx) is conserved as long as the
states are restricted to these wells. In this case we may think of sgn(Sx) ≡ +− = −−+. Further
these bridging states form an ever smaller fraction of the Hilbert space as S increases, meaning
that low energy states—the bottom of the wells—become extensively separated. As such we
may hypothesise that the tunneling (transitions) from one well to the other happens over a
slow time scale. It is important to note that this method will fail close to the phase transition
where the two wells become closer as lim∆→1〈Sx〉+− = +−0.
With
〈
¯ˆz
〉 ∼ 1 we may use the same expansion on S¯+ as we did with (5.18)
Sx = ∆S¯x +−
»
1−∆2S¯z ∼ ∆
»
S/2(a+ a†) +−
»
1−∆2(S − a†a), (5.60)
where we may think of this operator acting on a state |n,+−〉 which is in either the left or
right well12. Following the same reasoning as (5.21) this expansion (5.60) is only valid for
sub-extensive number of excitations n = O(Sα) with α < 2/3. As such the expansion in (5.60)
is only valid if the operator acts on the low lying, well-restricted states. Substituting (5.60) and
a similar expression for Sz into the Hamiltonian yields
HS/J = −
1
2S
(∆S¯x +−
»
1−∆2S¯z)2 −∆(−+
»
1−∆2S¯x + ∆S¯z)
11In terms of the Sx eigenstates |mx〉, Sy ≡
Sx,++Sx,−
2
and Sz ≡
Sx,+−Sx,−
2i
, which raise and lower |mx〉 in
the same way as (2.7). As such the Sz operator in the Hamiltonian may change this sign by raising or lowering
|Sx = 0〉.
12These states are only orthogonal to another in the low-energy subspace, in the thermodynamic limit. As
such introducing them is purely for heuristic reasons and should not be taken as rigorous.
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∼
Ç
1− ∆
2
2
å
a†a− ∆
2
4
(a2 + a†2)− S∆
2 + 1
2
− ∆
2
4
(5.61)
which is quadratic: 2a†a + ϕ(a2 + H.C.) + const., meaning diagonalisable by a Bogoliubov
transform. Assuringly we see that (5.61) predicts the same GS energy as (4.44). The Hamiltonian
(5.61) has a dispersion relation and coefficients which are given by
ω↓ =
»
1−∆2, u↓ ± v↓ = √ω↓∓1, (5.62)
respectively. In terms of the new basis given by the Bogoliubov transform (5.61) becomes
HS/J ∼ ω↓b†b+ S∆hg. (5.63)
The fact that HS is independent of +−, up to correction terms, implies the two fold degeneracy
over low lying energy states in the symmetry broken phase, in the thermodynamic limit. The
sign of Sx will however play a role in the correction terms and close to the bridging states. This
means that our expansion cannot fully describe tunneling between these two wells.
It is of importance to note that Jω↓ is the gap between states in the particular wells Fig. 5.1,
so should not be compared with the RPA conjectured gap ωS (5.14), which is zero for an
uncoupled system. Lastly ωB (5.17) matches Jω↓ for γ = 0, which motivates the interpretation
that ωB is the “decay” rate in a particular well.
5.5 Lindbladian in the symmetry broken phase
Now that we have diagonalised the Hamiltonian we will proceed with the same steps as with
the symmetric phase Sect. 5.3. We find, in a similar way as for (5.29), that
Sx√
S
∼ ∆√
2ω↓
(b+ b†) +−
√
Sω↓ +O
Å
1√
S
ã
b†b+O
Å
1√
S
ã
(b2 + b†
2
),
Sy√
S
∼ i
…
ω↓
2
(b† − b),
(5.64)
With these equations (5.64) we find the jump operator
L =
√
2γT
ï
Sx√
S
+
hβ
4
i
Sy√
S
ò
∼
√
2γT
ï
∆√
2ω↓
(b+ b†)− hβ
4
…
ω↓
2
(b† − b) +O
Ä√
S
ä
+O(S−1/2)b†b+O(S−1/2)(b2 + b†2)
ò
.
(5.65)
To simplify (5.65) we again use degenerate perturbation theory, restricting ourselves to the fixed
(particle) number difference subspace. In this way we obtain a dissipator of the form (5.35)
D ∼| L1L2 −
1
2
Ä
L†1L1 + L
†
2L2
ä
, (5.66)
where Li acts on the ith b boson. Note that in the fixed particle difference subspace the
terms like O(S−1/2)b2 in (5.65) will only contribute when combining with their counterpart
O(S−1/2)b†2, due to being the only terms raising or lowering twice. But in that case their
contribution would be of the order O(S−α), with α > 0. For this reason we may ignore them in
the thermodynamic limit and write (5.65) as
L ∼|
√
2γT
ï
∆√
2ω↓
(b+ b†)− hβ
4
…
ω↓
2
(b† − b) +O
Ä√
S
ä
+O
Å
1√
S
ã
b†b
ò
. (5.67)
Now let us consider the contribution of the term
O
Ä√
S
ä
+O
Ä
1/
√
S
ä
b†b ∝ q + nˆi ≡ li
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from (5.67) in dissipator (5.66). Here q is some constant and nˆi ≡ b†i bi. First notice that as the
only number conserving term in (5.67) it will only contribute in (5.66), in the fixed particle
difference subspace, when it multiplies with itself. Thus its only contribution in (5.66) is
l1l2 −
1
2
(l†1l1 + l
†
2l2) = (q + n1)(q + n2)−
1
2
((q + n1)(q + n1) + (q + n2)(q + n2))
= q(n1 + n2)−
1
2
(q(2n1 + 2n2))
= 0 (5.68)
where the remaining terms have canceled. As such the dissipator, like the Hamiltonian, is also
sgn(Sx) independent up to correction terms and (5.67) reduces to the form of (5.31)
L ∼|
√
2γT
ñ
∆√
2ω↓
(b+ b†)− hβ
4
…
ω↓
2
(b† − b)
ô
∼| h
…
γ
2J
î
B+b+B−b
†ó , B± =  2βJω↑ ± 12 βJω↑2 , (5.69)
albeit with slightly different constants. Hence we merely have to substitute the different
constants into (5.49) to yield the diagonalised Lindbladian
L ∼| iJω↓
î
c¯†1c1 − c¯†2c2
ó
− γh∆
2
î
c¯†1c1 + c¯
†
2c2
ó
. (5.70)
Since we have ω↓ =
√
1−∆2 from (5.62), we can see that the gap matches the conjectured gap
(5.17), up to linear order in γ:
ωB = ±iJ
»
1−∆2 − γh∆
2
+O(γ2). (5.71)
Substituting the constants of (5.69) into the symmetric phase vacuum state (5.58) we obtain
the rotated symmetry broken vacuum
%eq ∝ exp
Ä
−βJω↓b†b+O(βJω↓)3
ä
∝ exp
Ä
−βHS +O
Ä
(βhω↑)
3
ä
b†b
ä
. (5.72)
Again, (5.72) matches the Gibbs state to a high degree of accuracy, in this case however it
is restricted to a particular well. Since these two wells interact at higher energies we do not
expect the vacuum states in (5.72) to be stationary states for finite S.
5.5.1 Comparing to numerics
Figure 5.2: Plot of 1 − F12, with %1 = |`0〉〈`0|
and %2 ∝ e−βHS as a function of J , for various
temperatures. Here S = 40, h = 1 and γ = 10−3.
To measure the “closeness” of two states %1,
%2 numerically we use the fidelity [31]
F12 = F (%1, %2) =
ï
Tr
»√
%1%2
√
%1
ò2
,
which is symmetric F12 = F21. The fidelity
can be thought of as an overlap of two states,
and as such has a range F12 ∈ [0, 1] with
F11 = 1. The closer to 1 the fidelity is the
closer the states are to one another.
Numerically we find that |`1〉〈`1| is not a
valid density matrix. This indicates that for
finite S, there is only one stationary state:
|`0〉〈`0|. Considering the plot in Fig. 5.2
we find fidelities which are very close to 1
between the Gibbs state and the stationary state of the Lindbladian. Further as we would expect,
based on the correction terms in (5.72), the fidelity is closer to 1 the higher the temperature T .
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Figure 5.4: Hinton diagrams of |`0〉〈`0| in the Sx basis for S ∈ {10, 20, 40}. As Hinton diagrams,
the size of the square indicates the magnitude of the matrix element. Blue and red indicate
positive and non-positive matrix elements respectively. Here J = 2, h = 1, T = 4 and γ = 10−3.
Figure 5.3: Plots of `1(J) and `2(J), for T = 4,
h = 1 and γ = 10−3.
By exact diagonalisation we find that the
stationary state |`0〉〈`0| is an equal mixture
of the two well-restricted vacuum states, as
seen in Fig. 5.4. Further we see that as S
increases, the matrix elements correspond-
ing to the different wells become extensively
separated.
Numerically13 it appears that the gap
|<`1| tends to zero as the system size in-
creases, as plotted in Fig. 5.3. This would
indicate two (orthogonal) stationary states
in the thermodynamic limit, rather than
one. This is also hinted at by the +− terms
only appearing in the correction terms of
the Lindbladian (5.70). Together these two
pieces of evidence motivate that the tunneling between the wells happens on a long time scale
which scales with S. Then in the thermodynamic limit the tunneling time diverges and the
wells “separate”. The well-restricted vacuum states (5.72) then correspond to prethermalised
states, as they are stable over times scales which scale with S.
The second plot in Fig. 5.3 seems to indicate <`2 → −γJ , which matches one of the
conjectured gaps ωS = −γh∆ from (5.14) for h = 1.
13In the intensive temperature case the parameter regimes of the numerics are severely limit by the system
size. This is because the difference in intensive temperature and extensive temperature only really arises for
large S, while for our Lindbladian the numerics for S = 80 took two days to finish. As such we needed to use a
small enough temperature for the numerics, such that it is in the “intensive regime”.
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6 | Conclusion
In this thesis we have studied the thermalisation process of the integrable LMG model coupled
to a near-memoryless bosonic bath. For a zero magnetic field h = 0 the LMG model’s energy
is conserved preventing thermalisation. This leads to a pure decoherence process. For extensive
temperatures we proved that the Gibbs state is stationary, in the thermodynamic limit. We
studied the gap numerically, by exact diagonalisation, which implied a non-zero gap. This
implies, all together, that the system thermalises in the extensive temperature case. We further
found that even in the extensive temperature case, that the thermal state yields GS expectation
values for low enough temperatures.
In the intensive temperature case we considered the two different LMG phases separately.
For the symmetric phase we found, using an HP mapping, a unique stationary state matching
the Gibbs state up to a high degree of accuracy. This Gibbs state indeed has the GS expectation
values predicted in [70]. For the symmetry broken phase we found two different vacuum states
corresponding to the different wells Fig. 5.1. These wells interact with one another over a
certain timescale, and as such these vacuum states are not necessarily stationary. For a finite
system size we found, using exact diagonalisation routines, that the true stationary state is
an equal mixture of these two states. As such the numerics indicates that for finite S the
system indeed thermalises to a unique Gibbs state in the symmetry broken phase. Numerically
it appears as though the Lindbladian’s gap tends to zero as the system size increases. This
implies that there exist two (orthogonal) stationary states in the thermodynamic limit. This is
further hinted at by the leading order HP expansion being independent of the particular well.
As such we would expect that the two vacuum states only become true stationary states as
S → ∞. Then a well restricted initial state would equilibrate to the corresponding vacuum
state (5.72). For a finite system we would then expect tunneling, between the two wells, to
occur on time scales which scale with S, meaning that (5.72) correspond to prethermalised
states. Seeing as any combination of these two stationary states would also be stationary, we
note that the equilibrium state would be dependent on its initial conditions, in this case.
6.1 Outlook
6.1.1 Studying the phase transition
The methods used in this thesis become unstable close to the phase transition Λ = 1. For
instance the rotation method, introduced in Sect. 5.4.1, will fail close to the phase transition as
the wells’ separation goes to zero lim∆→1〈Sx〉± = ±0. One method which we have not included
in this thesis does yield promising results close to Λ = 1. The procedure starts by separating
the Hamiltonian over its conserved parity eipiSz as was done in (2.10). One then performs an
adjusted HP mapping onto bosons with spin-1/2 degrees of freedom. This method’s predictions
compares well with numerics, but only close to Λ = 1. Without knowing the reason for its
failure away from the phase transition, its validity is brought into question. If however we
could understand this failure in terms of some limitation of the mapping, then we may use it to
study the phase transition. This method further gives insight into the expected tunneling times
between the two prethermalised state.
6.1.2 Bounding the gap
As discussed throughout this thesis, for thermalisation to occur one requires a unique stationary
state. For the extensive temperature case, as well as the symmetry broken phase in the intensive
temperature case, we have only given finite system size numerics to indicate that thermalisation
occurs. However, as mentioned in Sect. 5.1, given a diagonally dominant operator, one may
lower bound the gap |<`1| via the Gershgorin theorem [27]:
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Thm 3 For any n by n complex matrix L, the Gershgorin disc Dk is centered at Lkk
in the complex plane, with radius Rk =
∑
j 6=k|Lkj |. If the union of k discs is disjoint
from that of n − k discs then the former union contains exactly k and the latter n − k
eigenvalues of L.
Figure 6.1: Gershgorin disc
for some diagonally domi-
nant Lindbladian, with eigen-
values `i.
Take for instance the Gershgorin discs in Fig. 6.1 for some
Lindbladian. Due to the disc around zero not intersecting with
any other discs, we know from thm 3 that there can only be
one eigenvalue at the origin1, i.e. one zero eigenvalue. But we
also know that the closest eigenvalue describing the gap must
be in another disc. As such we may lower bound the gap by the
distance between the origin and the closest disc.
In order to obtain the tightest bounds, we would desire a
matrix that is diagonally dominant as to minimise the radius
in which the eigenvalues fall. As it turns out our Lindbladian
(3.52) L is not diagonal enough in either the Sx, Sy or Sz basis
as to give us any useful information about the bound. Using
continuous unitary transformations, one may however evolve an
operator such that it becomes ever more diagonal. This is done
via the flow equations [36]2. The general structure of the flow
is depicted in Fig. 6.2.
After flowing the Lindbladian one may then apply the Gershgorin theorem on the now
approximately diagonal matrix to achieve a lower bound on the gap which is of arbitrary
precision.
Figure 6.2: Left is the original Lindbladian, while on the right it has been evolved according to
the flow equations which has made it band-diagonal with an effective band width Λfreq. This
figure was adapted from [36].
1Remember that a Lindbladian must have at least one zero eigenvalue to preserve the rules of quantum
mechanics.
2This method is typically used to perform time evolution, where one requires the inverse unitary transforma-
tions. These inverses introduce a difficulty which we will not encounter using the flow equations to bound the
gap as we do not require them.
Stellenbosch University  https://scholar.sun.ac.za
A | Identities
A.1 Operator algebra identities and proofs
Thm 4Defining Jq ≡ −Bn−2−q[[[A,B], B], B]Bq we have
[A,Bn+1] =
(n+ 1)
2
{Bn, [A,B]}+ n− 1
2
n−2∑
j=0
Jj +
n−3∑
k=0
k(n− k − 1)Jk. (A.1)
Proof: Iterative use of the following identity [A,BC] = B[A,C] + [A,B]C yields
[A,Bn+1] =
n∑
k=0
Bn−k[A,B]Bk, n ∈ N. (A.2)
Now defining iC ≡ [A,B] and rearranging terms in (A.2), we obtain
[A,Bn+1] =
i
2
n∑
k=0
BnC +Bn−k[C,Bk] + CBn + [Bn−k, C]Bk
=
i
2
n∑
k=0
{Bn, C}+Bn−k[C,Bk] + [Bn−k, C]Bk
=
i(n+ 1)
2
{Bn, C}+ i
2
n∑
k=0
Bn−k[C,Bk] + H.C., (A.3)
where the fact that the last two terms sum to hermitian conjugates of another is due to the
symmetry of the sum. Since the first term in the sum (A.3) is zero, as B0 = 1, we shift k → k+1
leading to the sum term
i
2
n∑
k=0
Bn−k[C,Bk] + H.C. =
i
2
n−1∑
k=0
Bn−1−k[C,Bk+1] + H.C.
Defining iD ≡ [C,B] and using (A.2) yet again leads to
=
i
2
n−1∑
k=0
k∑
p=0
Bn−1−kBk−p[C,B]Bp + H.C.
=
i
2
n−1∑
k=0
k∑
p=0
Bn−1−kBk−piDBp + H.C.
=− 1
2
n−1∑
k=0
k∑
p=0
Bn−1−pDBp −H.C.
=− 1
2
n−1∑
p=0
(n− p)Bn−1−pDBp −H.C., (A.4)
where we have summed over k. Due to the subtraction of the Hermitian conjugate (A.4) has an
asymmetry that causes the p-independent terms to cancel:
nBn−1−piDBp + nBpiDBn−1−p + H.C.
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=nBn−1−piDBp − nBn−1−piDBp + nBpiDBn−1−p − nBpiDBn−1−p
=0.
This leaves only p-dependent terms in (A.4)
1
2
n−1∑
p=0
pBn−1−pDBp −H.C.
=
1
2
n−1∑
p=0
p(Bn−1−pDBp −BpDBn−1−p)
=
1
2
n−1∑
p=0
p(Bn−1−p(BpD + [D,Bp])−Bp(Bn−1−pD + [D,Bn−1−p]))
=
1
2
n−1∑
p=0
p(Bn−1−p[D,Bp]−Bp[D,Bn−1−p])
=
1
2
n−1∑
p=0
p
(
p−1∑
k=0
Jk −
n−2−p∑
q=0
Jq
)
, (A.5)
where we have again used (A.2) and defined Jq ≡ Bn−2−q[D,B]Bq. Summing over all of p then
finally yields
n− 1
2
n−2∑
j=0
Jj +
n−3∑
k=0
k(n− k − 1)Jk (A.6)
or written explicitly with Jq ≡ −Bn−2−q[[[A,B], B], B]Bq. Substituting this back into (A.3)
the identity follows.
Thm 5 For any rescaled spin operators we have the following bounds on the double
commutator
||[Sµ, [νˆ, ζˆn+1]]||≤ n4O(S)−1||ζˆ||n. (A.7)
Proof: For rescaled spin operators νˆ and ζˆ we have
[νˆ, ζˆn+1] =
(n+ 1)
2
{ζˆn, [νˆ, ζˆ]}+ n− 1
2
n−2∑
j=0
Jj +
n−3∑
k=0
k(n− k − 1)Jk, (A.8)
with Jq ≡ −ζˆn−2−q[[[νˆ, ζˆ], ζˆ], ζˆ]ζˆq = −ζˆn−2−qO(S)−3ζˆq. The double commutator is then
||[Sµ, [νˆ, ζˆn+1]]||=
n+ 1
2
||[Sµ, {ζn, [νˆ, ζˆ]}]||+
n− 1
2
n−2∑
j=0
||[Sµ, Jj ]||+
n−3∑
k=0
k(n− k − 1)||[Sµ, Jk]||
≤n+ 1
2
||[Sµ, {ζˆn,O(S)−1}]||+
n− 1
2
n−2∑
j=0
O(S)−2||ζˆ||n−2
+
n−3∑
k=0
k(n− k − 1)O(S)−2||ζˆ||n−2
≤n+ 1
2
||{[Sµ, ζˆn],O(S)−1}||+||{[Sµ,O(S)−1], ζˆn}||
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+O(S)−2||ζˆ||n−2
ï
(n− 1)(n− 2)
2
+
n−3∑
k=0
k(n− k − 1)
ò
≤n+ 1
2
O(S)−1||{[Sµ, ζˆn]||+
n+ 1
2
O(S)−1||ζˆ||n
+O(S)−2||ζˆ||n−2
ï
(n− 1)(n− 2)
2
+
(n− 3)(n2 − 4)
6
Θ(n− 3)
ò
≤n+ 1
2
O(S)−1||{[Sµ, ζˆn]||+
n+ 1
2
O(S)−1||ζˆ||n
+O(S)−2||ζˆ||n−2n(n− 1)(n− 2), (A.9)
where Θ(n− 3) is the heavy-side theta function, which is 0 when the argument is negative and 1
for positive arguments. We have bounded these two sums by a falling factorial n(n− 1)(n− 2).
Now we focus on bounding the first term in (A.9); using the same formula (A.8) we have
||{[Sµ, ζˆn]||=
n
2
||{ζˆn−1, [Sµ, ζˆ]}||+
n− 2
2
n−3∑
j=0
||J ′j ||+
n−4∑
k=0
k(n− k − 1)||J ′k||
with J ′q ≡ −ζˆn−3−q[[[Sµ, ζˆ], ζˆ], ζˆ]ζˆq = −ζˆn−2−qO(S)−2ζˆq
||{[Sµ, ζˆn]||≤
n
2
O(S)0||ζˆ||n−1+O(S)−2||ζˆ||n−3
ï
(n− 2)(n− 3)
2
Θ(n− 3)
+
(n2 − 16)(n− 3)
6
Θ(n− 4)
ò
≤n
2
O(S)0||ζˆ||n−1+O(S)−2||ζˆ||n−3(n− 1)(n− 2)(n− 3)
Again we have bounded the two sums by a falling factorial. Now using this bound in (A.9)
||[Sµ, [νˆ, ζˆn+1]]||≤
n+ 1
2
O(S)−1
ï
n
2
O(S)0||ζˆ||n−1+O(S)−2||ζˆ||n−3(n− 1)(n− 2)(n− 3)
ò
+
n+ 1
2
O(S)−1||ζˆ||n+O(S)−2||ζˆ||n−2n(n− 1)(n− 2)
≤n
2
n+ 1
2
O(S)−1||ζˆ||n−1+O(S)−3||ζˆ||n−3n+ 1
2
(n− 1)(n− 2)(n− 3)
ò
+
n+ 1
2
O(S)−1||ζˆ||n+O(S)−2||ζˆ||n−2n(n− 1)(n− 2), (A.10)
Taking the largest power of n and smallest decay in S we have the generous upper bound
||[Sµ, [νˆ, ζˆn+1]]||≤ n4O(S)−1||ζˆ||n. (A.11)
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A.1.1 Gibbs free energy
Thm 6Consider a Hamiltonian of the form H = −S∑i xiOi, where every Oi is an
intensive observable. We write the partition function as
Z = Tr
{
e−Sβ
∑
i
xiOi
}
= e−Sβg˜(x)
[
f0(x) +
∑
j
fj(x)e
−Sβgj(x)
]
, x = (x1, x2, . . .)
(A.12)
where every gj(x) is some positive function. Then one needs only to consider the leading
exponential behaviour in Z
Z  e−Sβg˜(x). (A.13)
to evaluate all related equilibrium expectation values 〈Oi〉eq ≡ Tr
¶
Oie−βH/Z
©
.
Using (A.12) the Gibbs free energy
g ≡ − 1
Sβ
lnZ
may then be evaluated as
g = g˜(x)− 1
Sβ
ln
[
f0(x) +
∑
j
fj(x)e
−Sβgj(x)
]
. (A.14)
The Gibbs free energy has the property that
∂
∂xi
g |x=0≡ ∂ig |x=0= Tr
¶
Ojie−βH
©
= Tr
{Oi%eq} = 〈Oi〉eq .
Taking the derivative of (A.14) with respect to some parameter xi
∂ig = ∂ig˜ +
∑
i fi∂igie
−Sβgi
f0 +
∑
i fie
−Sβgi −
∂if0 +
∑
i ∂ifie
−Sβgi
Sβ
î
f0 +
∑
i fie
−Sβgi
ó . (A.15)
Due to the exponential decay we have ∂ig ∼ ∂ig˜, meaning ∂ig˜ |x=0∼ 〈Oi〉eq. Here the asymptotic
similarity can be with respect to S or β.
Now we consider the continuous case, where we may use Laplace’s method
Z =
∫
d
d
r f(r)e−Sβg(r) (A.16)
=
ï
2pi
Sβ
òd/2∑
i
|det(H(f)) |−1/2f(ri)e−Sβg(ri) +O((Sβ)−1/5) (A.17)
= e−Sβg˜
ï
2pi
Sβ
òd/2∑
i
|det(H(f(ri))) |−1/2f(ri)e−Sβgi +O((Sβ)−1/5), (A.18)
where we have defined the Hessian matrix Hi,j(f) = ∂i∂jf . This is of the same form as (A.12),
hence we again only have to consider the leading order exponential behaviour. In the language
of large deviation theory [66] one would simply write
Z  e−Sβg˜(x). (A.19)
This explicitly means
a(S)  b(S)⇔ lim
S→∞
ln a(S)
S
= lim
S→∞
ln b(S)
S
. (A.20)
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A.2 Lindbladian properties
Thm 7 For L = H +A, with (H,A)† = (H,−A), in particular where
H =
√
κxxSx +
<κxy√
κxx
Sy, A =
i=κxy√
κxx
Sy,
we have that
L% =i[%,HS ]−
κxx
2
[Sx, [Sx, %]]− i=κyx [Sx, {Sy, %}]
− |κxy|
2
κxx
[Sy, [Sy, %]] + 2<κxy[Sy, [Sx, %]]. (A.21)
The dissipater may be written as
D% =L%L† − 1
2
{L†L, %}
=− 1
2
[H, [H, %]] +
1
2
[A, [A, %]] +A%H −H%A− 1
2
{[H,A], %}
=− 1
2
[H, [H, %]] +
1
2
[A, [A, %]] +
1
2
[A, {H, %}]− 1
2
[H, {A, %}]
=− 1
2
[H, [H, %] + {A, %}] + 1
2
[A, [A, %] + {H, %}]
=− 1
2
[H, [H, %]] +
1
2
[A, [A, %]] +
1
2
{[A, %], H} − 1
2
{[H, %], A} − {[H,A], %}. (A.22)
We consider the Lindblad operator with Hermitian and anti-Hermitian parts
H =
√
κxxSx +
<κxy√
κxx
Sy, A =
i=κxy√
κxx
Sy,
The first double commutator in (A.22) is then
[H, [H, %]] =
ï√
κxxSx +
<κxy√
κxx
Sy,
ï√
κxxSx +
<κxy√
κxx
Sy, %
òò
(A.23)
=κxx[Sx, [Sx, %]] +
(<κxy)2
κxx
[Sy[Sy, %]] + <κxy([Sy, [Sx, %]] + [Sx, [Sy, %]]), (A.24)
using the Jacobi identity [A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0, we may write
[H, [H, %]] =κxx[Sx, [Sx, %]] +
(<κxy)2
κxx
[Sy, [Sy, %]] + <κxy(2[Sy, [Sx, %]] + [%, [Sx, Sy]]),
=κxx[Sx, [Sx, %]] +
(<κxy)2
κxx
[Sy, [Sy, %]] + 2<κxy[Sy, [Sx, %]] + i<κxy[%, Sz]. (A.25)
The last term in (A.25) cancels with the <κxy dependent term in the unitary part
U% =i[%,HS +
<κxy
2
Sz −
=κxy
2
{Sx, Sy}] (A.26)
=i[%,HS ]−
i=κxy
2
[{[Sy, %], Sx}+ {[Sx, %], Sy}] + i
<κxy
2
[%, Sz], (A.27)
where we have used [A, {B,C}] = {[A,B], C} + {[A,C], B}. Next we consider the following
two terms in (A.22)
1
2
{[A, %], H} − 1
2
{[H, %], A} = i
2
=κxy√
κxx
ï
{[Sy, %],
√
κxxSx +
<κxy√
κxx
Sy}
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− {[√κxxSx +
<κxy√
κxx
Sy, %], Sy}
ò
. (A.28)
The terms containing two Sy operators cancel, leaving
1
2
{[A, %], H} − 1
2
{[H, %], A} = i=κxy
2
[{[Sy, %], Sx} − {[Sx, %], Sy}], (A.29)
where the first term cancels with the unitary part, while the second adds. Lastly, since Sy
commutes with itself it is clear that the final term in (A.22) merely yields
{[H,A], %} = i=κxy{[Sx, Sy], %} = −i=κxy{Sz, %} (A.30)
and in total we have
L% =i[%,HS ]−
κxx
2
[Sx, [Sx, %]] + =κyx({Sz, %} − i{[Sx, %], Sy})
− (<κxy)
2 + =κxy)2
κxx
[Sy, [Sy, %]] + 2<κxy[Sy, [Sx, %]]
=i[%,HS ]−
κxx
2
[Sx, [Sx, %]]− i=κyx [Sx, {Sy, %}]
− |κxy|
2
κxx
[Sy, [Sy, %]] + 2<κxy[Sy, [Sx, %]] (A.31)
Thm 8The product rule L†(µˆνˆ) ∼ L†(µˆ)νˆ + µˆL†(νˆ) implies the factorization property
Gtµˆνˆ = [Gtµˆ][Gtνˆ]
Proof: Using the general Leibniz formula we may prove
Gtµˆνˆ ∼
∑
n
tnL†n
n!
µˆνˆ (A.32)
∼
∑
n
n∑
r=0
Å
n
r
ã
tn
n!
L†n−r(µˆ)L†r(νˆ) (A.33)
∼
∑
n
n∑
r=0
tn−rtr
(n− r)!n!L
†n−r(µˆ)L†r(νˆ) (A.34)
∼
∞∑
p=0
∞∑
q=0
tp+q
p! q!
L†p(µˆ)L†q(νˆ) (A.35)
∼ [Gtµˆ][Gtνˆ], (A.36)
where we have used the Cauchy product to separate the two sums.
Thm 9 For any observable •, the expectation value 〈•〉 will always remain within the range
of its spectrum, for any quantum dynamic semi-group evolution.
Stellenbosch University  https://scholar.sun.ac.za
APPENDIX A. IDENTITIES 55
Proof: For any trace and positivity preserving evolution we have
〈•(s)〉 = Tr{•%(s)} =
∑
n
•n%n(s), %n(s) ≡ 〈•n|%(s)|•n〉. (A.37)
where the trace has been taken with respect to the eigenstates of • in the Schrödinger picture.
The eigenvalues have been ordered as •n < •n+1. Since %n(s) > 0 and
∑
n %n(s) = 1, we know
that the minimum of (A.37) is when %0(s) = 1, and corresponds to the smallest eigenvalue of •.
Similarly the maximum corresponds to the largest eigenvalue of •. The the expectation value
can never evolve to a value outside of the operator’s original spectral range.
A.2.1 The polaron transform
In the large coupling c regime one may also derive a master equation derivation. This makes
use of the polaron transform [67–69]
HSE → eσSxHSEe−σSx , σ ≡ c
∑
q
γq
ωq
(a†q − aq). (A.38)
To evaluate (A.38) we use the spin rotation and bosonic shift identities
eiθSµSνe
−iθSµ = Sν cos θ − µνρSρ sin θ, eαa
†−α¯aae−αa
†
+α¯a = a− α, (A.39)
which may be proven by use of the BCH formula (3.3). Here α¯ is the complex conjugate of α.
This in turn yields1
eσSxHSEe−σSx = −
J
2S
S2x +HE −h
[
Sy coshσ + iSz sinhσ
]
, (A.40)
where the key observation is that we have substituted one weak coupling for another c h,
thus the derivation would follow in the same manner. This limits one to the parameter regime
h<<J , which is very far away from our point of interest h = J at which a phase transition
occurs, whilst also being decoherence dominated, hence we will not use this transform.
A.3 Bogoliubov transforms
The Bogoliubov transform [2] serves to diagonalize Hamiltonians of the form
H = 2a†a+
î
ϕa2 + H.C.
ó
→ ωb†b.
We are required to find new bosonic operators for which the Hamiltonian “factorizes”. The
transformation must be of the formï
a
a†
ò
= Tb→a
ï
b
b†
ò
=
ï
u v
v∗ u
ò ï
b
b†
ò
,
ï
b
b†
ò
= T−1b→a
ï
a
a†
ò
=
ï
u −v
−v∗ u
ò ï
a
a†
ò
, (A.41)
where we require |u|2−|v|2= 1 to preserve the bosonic commutation relations. This restricts
the functional form (up to a global phase) of u, v to
u = cosh(r) v = eiθ sinh(r)⇒ u2 + |v|2= cosh(2r), uv = sinh(2r)eiθ/2.
1It is interesting to note that the polaron transform also removes the counter term.
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Thm 10Any Hamiltonian that is quadratic in the bosonic operators
H = 2a†a−
[
φa†
2
+ H.C.
]
, (A.42)
with |φ|< || is diagonalizable by a transformationï
a
a†
ò
= Tb→a
ï
b
b†
ò
=
ï
u v
v∗ u
ò ï
b
b†
ò
with dispersion relation and coefficients
ω = 2sgn()
»
2 − |φ|2 u =
…

ω
+
1
2
v =
φ
ωu
. (A.43)
Consider the diagonal Hamiltonian H = ωb†b. Reversing the normal ordering we obtain
H = ω
2
(b†b+ bb† − 1) (A.44)
and using (A.41) this may be written as
H = ω
2
î
b† b
ó ï1 0
0 1
ò ï
b
b†
ò
− ω
2
(A.45)
=
ω
2
î
a† a
ó ï u −v
−v∗ u
ò ï
1 0
0 1
ò ï
u −v
−v∗ u
ò ï
a
a†
ò
− ω
2
(A.46)
=
ω
2
î
a† a
ó ñu2 + |v|2 −2uv
−2uv∗ u2 + |v|2
ô ï
a
a†
ò
− ω
2
(A.47)
=
ω
2
[(u2 + |v|2) (a†a+ aa† − 1)︸ ︷︷ ︸
a
†
a+aa
†−aa†+a†a
−2u(v(a†)2 + v∗a2)] (A.48)
= ω(u2 + |v|2)︸ ︷︷ ︸
2
a†a− ωuv︸︷︷︸
φ
a†
2 − ωuv∗a2 (A.49)
= 2a†a−
[
φa†
2
+ H.C.
]
, (A.50)
meaning that eiθ = φ/|φ|. Further one can show the following
ω = 2sgn()
»
2 − |φ|2 u =
…

ω
+
1
2
v =
φ
ωu
, (A.51)
where ω ∈ R only when |φ|< ||.
Thm 11 For the special case where the coefficients in (A.42) satisfy  = 1/2 − φ and
φ ∈ R, the Bogoliubov coefficients satisfy
|u± v|2= −2φ± 2φ+ 1
ω
= ω∓1, (A.52)
We may write
|u± v|2= (u2 + |v|2)± u(v + v∗) = 2± (φ+ φ
∗)
ω
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where the last equality is only true if  = 1/2− φ and φ ∈ R then ω = sgn()√1− 4φ
|u± v|2= −2φ± 2φ+ 1
ω
= ω∓1. (A.53)
A.3.1 Bosonic Dissipater
Consider the dissipater D = `1`∗2 − (`†1`1 + `†2`2), with
`i = B+bi +B−b
†
i , B± =
1√
q
± e
iθ
2
√
q, Υ =
1
q cos θ
+
q
4 cos θ
,
|B±|2
cos θ
= Υ± 1 (A.54)
Then keeping only the number difference conserving terms we have
`1`
∗
2 = (B+b1 +B−b
†
1)(B
∗
+b2 +B
∗
−b
†
2) (A.55)
= |B+|2b1b2 + |B−|2b†1b†2, (A.56)
`†1`1 = (B
∗
+b
†
1 +B
∗
−b1)(B+b1 +B−b
†
1) (A.57)
= |B+|2b†1b1 + |B−|2b1b†1. (A.58)
Then we are left with
D
cos θ
= −Υ(n1 + n2) + (Υ− 1)b†1b†2 + (Υ + 1)b1b2 −Υ + 1. (A.59)
A.4 Sokhotski-Plemelj theorem
We will now use the generalized Sokhotski-Plemelj theorem∫ ∞
0
dτ eiωττn =
pi
in
δ(n)(ω) + n!P
Å
i
ω
ãn+1
, (A.60)
where δ(ω) is the Dirac delta function and P the Cauchy principle value. The principle value is
defined by
P
∫
dx
f(x)
x
= lim
→0
∫
dx
x
x2 + 2
f(x). (A.61)
This formula allows one to derive the formulae like∫ ∞
0
dτ sin(ωτ) = P
Å
1
ω
ã
,
∫ ∞
0
dτ τ sin(ωτ) = −piδ′(ω) (A.62)∫ ∞
0
dτ cos(ωτ) = piδ(ω)
∫ ∞
0
dτ τ cos(ωτ) = −P
Å
1
ω2
ã
. (A.63)
A.5 Lorenz-Drude cutoff
For an ohmic spectral density JSD(ω) = ωjSD(ω) we have the kernels
ν(τ) =
∫ ∞
0
dω jSD(ω)ωcoth
Å
βω
2
ã
cos(ωτ) and η(τ) =
∫ ∞
0
dω jSD(ω)ω sin(ωτ). (A.64)
We will consider a Lorenz-Drude cutoff
jLD(ω) =
1
pi
ω2c
ω2c + ω
2 . (A.65)
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One may calculate ν(τ) using the residue theorem around its poles as [12,22]
ν(τ) =
∫ ∞
0
dω JSD(ω)coth
Å
βω
2
ã
cos(ωτ)
= Tω2c
∞∑
n=−∞
ωce
−ωcτ − 2piT |n|e−2piTτ |n|
ω2c − (2piTn)2
= ω2ce
−ωcτ 1
2pi
∞∑
n=−∞
q
q2 − n2 −
ω2c
2pi
∞∑
n=−∞
|n|e−2piTτ |n|
q2 − n2 , q ≡
ωc
2piT
=
ω2c
2
e−ωcτ cot(piq)− ω
2
c
2pi
∞∑
n=−∞
|n|e−2piTτ |n|
q2 − n2
=
ω2c
2
e−ωcτ cot
( ωc
2T
)
− ω
2
c
2pi
∞∑
n=−∞
|n|e−2piTτ |n|
(βωc/(2pi))
2 − n2 (A.66)
where we have used the series expansion
cot(piq) =
1
pi
∞∑
n=−∞
q
q2 − n2 =
2
piq
+
2
pi
∞∑
n=1
q
q2 − n2 .
Now since the exponentials are absolutely convergent we may integrate this series term by term∫ ∞
0
dτ ν(τ) = ω2c
1
2ωc
cot(piq)− 2ω
2
c
2pi
∞∑
n=1
n
q2 − n2
1
2piTn
= ωc/2 cot(piq)−
ω2c
pi
1
2piT
∞∑
n=1
1
q2 − n2
= ωc/2 cot(piq)−
ω2c
pi
−1 + piq cot(piq)
2q2
= ωc/2 cot(piq) + T − ωc cot(piq)/2
= T. (A.67)
We may compare this to the solution∫ ∞
0
dτ ν(τ) =
∫ ∞
0
dτ
∫ ∞
0
dω JLD(ω)coth
( ω
2T
)
cos(ωτ)
=
∫ ∞
0
dω JLD(ω)coth
( ω
2T
)∫ ∞
0
dτ cos(ωτ)︸ ︷︷ ︸
piδ(ω)
=
1
2
lim
ω→0
ωcoth
( ω
2T
)
= T, (A.68)
where the Dirac delta function was obtained via use of (A.63).
This may be extended in general to the following integral∫ ∞
0
dτ τmν(τ) =
m!
2ωm−1c
cot(piq)− ω
2
c
pi
2m!
(2piT )m+1
∞∑
n=1
1
nm(q2 − n2) (A.69)
Which for m = 1 simplifies to
ν1 =
∫ ∞
0
dτ ν(τ)τ =
1
2piq
− 1
pi
[ψ(q + 1)− ψ(1)] , q ≡ βωc
2pi
(A.70)
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where ψ(q) = ∂q ln(Γ(q)) is the digamma function. For small or large q we may use the following
expressions
ν1 =
®
1
2piq − piq6 +O(q2) q < 1
− ln(q)/pi +O(q−1) q>>1,
meaning that in the high temperature case this integral is well approximated by 2T/ωc, but
we also have ν1 ∼ logωc as ωc →∞. The expression (A.70) has a root at q ≈
√
3/pi meaning
when ωc ≈ 2
√
3T .
A.6 Jacobi elliptical functions
A.6.1 Differential equation constant values
In this section we prove that the following differential equation
[∂tx]
2
+
ï
Λ
2
x2 + h
ò2
= 1− x2. (A.71)
is solved by x(t) = Ccn[±at− u0,m] and derive the form of the constants.
We start by consider the following identities [13]
sn2[u,m] = 1− cn2[u,m], dn2[u,m] = 1−msn2[u,m], ∂tcn[u,m] = −asn[u,m]dn[u,m]
(A.72)
for u = at+ u0. Using these identities we get
x˙2 = a2C2sn2dn2
= a2C2
î
(1− cn2)−m(1− cn2)2
ó
= a2C2
î
(1−m) + (2m− 1)cn2 −mcn4
ó
= (1−m)a2C2 +a2(2m− 1)x2 − ma
2
C2
x4, (A.73)
where we have substituted cn = C−1x. Rearranging (A.73), we obtain
x˙2 − (1−m)a2C2 + 1− (a2(2m− 1) + 1)x2 + ma
2
C2
x4 = 1− x2. (A.74)
Comparing the coefficients of x4 in (A.74) to those in (A.71) we find C−2ma2 = (Λ/2)2
implying that x has the following amplitude (squared)
C2 = ma2
Å
2
Λ
ã2
. (A.75)
Substituting this into (A.74), we obtain
x˙(t)2 + (m− 1)ma4
Å
2
Λ
ã2
+ 1 + (a2(1− 2m)− 1)x2 +
Å
Λ
2
ã2
x4 = 1− x2
which we again compare to (A.71)
4m(1−m)a4 =Λ2(1− h2) (A.76)
(2m− 1)a2 =− (Λh+ 1). (A.77)
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When h = hg, then the only solution is a = 0, meaning we have a constant function. When
h = −1 then m = Θ(Λ− 1). Here Θ is the Heaviside step function, with Θ(0) = 1/2. Lastly
when h = 1, then m = 0. Otherwise the solution is
m
2 −m+ δ
4δ + 1
= 0, δ ≡ Λ
2
4
1− h2
(Λh+ 1)2
, (A.78)
which is solved by
m =
1
2
Ñ
1±
√
(Λh+ 1)2
Λ2 + 2Λh+ 1
é
. (A.79)
Then from (2m− 1)a2 = −Λh− 1 we get
a
2 = ∓sgn(Λh+ 1)
»
Λ2 + 2Λh+ 1 =
»
Λ2 + 2Λh+ 1, (A.80)
and since a2 must be positive we have that ± = −sgn(Λh+ 1) and
m =
1
2
Ç
1− sgn(Λh+ 1)|Λh+ 1|√
Λ2 + 2Λh+ 1
å
=
1
2
Ç
1− Λh+ 1√
Λ2 + 2Λh+ 1
å
. (A.81)
So we have
x(t) = Ccn[±at− u0,m]. (A.82)
A.6.2 Extensive temperature thermodynamics
From [56] we have that the integrated density of states for the LMG model takes the form
N (h) = 1 + 2
pi
1
Λh2a(h)
K(m(h))1(h ∈ (−1, 1]). (A.83)
Here 1(h ∈ (−1, 1]) being the indicator or window function, which is 1 if the variable is within
the specified interval and 0 outside. The complete elliptic integral of the first kind K(m) is
defined in (4.32). The functions a(h) andm(h) are given in terms of the rescaled Hamiltonian’s
symbol as defined in (A.80) and (A.81) respectively. Defining β˜ = (Th)−1S = T˜−1 = O(S0)
the partition function may be written as
Z(β˜) = h
∫
dhN (h)e−β˜h
= h
∫ −1
h0
dh e−β˜h +h
∫ 1
−1
dh
2
pi
K(m)
Λh2a
e−β˜h
=
h
β˜
e−β˜h0
ñ
1− exp
Ç
−β˜ (Λ− 1)
2
2Λ
åô
+
∫ 1
−1
dh
2
pi
K(m)
Λha
e−β˜h. (A.84)
For a low extensive temperature T˜<<1, we have large β˜ and expanding around the main
contribution at h = −1 we have
K(m)
a
=
∞∑
n=0
(cn0 ln(1 + h) + c
n
1 )(1 + h)
n, c00 = −
1
2
√
Λ− 1 (A.85)
together yielding
2
pi
eβ˜
Λh
∫ 1
−1
dh e−β˜h
K(m)
a
=
2
pi
1
Λh
eβ˜
β˜
(c01 − (γE + ln(β˜)− ln Λ)c00 +O(β˜−1))
Stellenbosch University  https://scholar.sun.ac.za
APPENDIX A. IDENTITIES 61
=
eβ˜
β˜piΛh
1√
Λ− 1
Ä
ln(β˜) +O(β˜0)
ä
. (A.86)
Leaving
Z =
h
β˜
e−β˜h0
ñ
1 + exp
Ç
−β˜ (Λ− 1)
2
2Λ
åñ
1
pih2
ln(β˜)
Λ
√
Λ− 1 +O(β˜
0)
ôô
(A.87)
which again means that Z  e−βhh0 , hence in the small temperature region we would expect
the GS expectation values with exponentially small corrections.
For a high extensive temperature T˜>>1 we turn back to the ordinary partition function and
expand around β˜h = 0
Z =Tr{1} − β˜Tr{h}+ β˜2Tr
¶
h2
©
+O(β˜)3 (A.88)
=2S
ñ
1 +
β˜Λ
4S
Tr
¶
x2
©
+
β˜2
4S
ñ
Λ2
4
Tr
¶
x4
©
+ ΛTr
¶
x2z
©
+ Tr
¶
z2
©ôô
+O(β˜2, S0) (A.89)
=2S
ñ
1 +
β˜Λ
6
+
β˜2
4
ñ
Λ2
4
2
5
+ 0 +
2
3
ôô
+O(β˜2, S0) (A.90)
=2S
ñ
1 +
β˜Λ
6
+
β˜2
2
ñ
Λ2
4
1
5
+
1
3
ôô
+O(β˜2, S0). (A.91)
Then using our standard Gibbs free energy we get¨
xˆ2
∂
eq
=
1
3
+
2Λβ˜
45
+O(β˜2, S−1) 〈z〉eq =
β˜
3
+O(β˜2, S−1), (A.92)
which is exactly what one would expect for an infinite temperature Gibbs distribution % ∝ 1.
As such the system changes from a ferromagnetic phase to a paramagnetic phase for high
enough extensive temperatures.
A.7 Spin Coherent States
Introduced in 1970 by Radcliffe [54], the spin coherent states
|α〉 = (1 + |α|2)−SeαS− |S, S〉, α ≡ tan θ
2
eiφ, (θ, φ) ∈ [0, pi]× [0, 2pi] (A.93)
are flexible trail states for variational methods; they allow one to not only find the ground
state energy, but to first order in S also the ground state (GS) of a spin system [25]. Like all
standard coherent states they are maximally classical in the sense of saturating (equality of an
inequality) an uncertainty relation ∆Sx∆Sy ≥ |〈Sz〉 |/2, with ∆Sx being a standard deviation.
The overlap of two such states 〈α|α′〉 becomes orthonormal in the limit S →∞. To see this
let us first consider the following inequality
(1 + α¯α′)2 ≤ (1 + |α|2)(1 + |α′|2), (A.94)
with equality if and only if α = α′. As such the overlap
〈α|α′〉 =
Ç
(1 + α¯α′)2
(1 + |α|2)(1 + |α′|2)
åS
(A.95)
will be less than one if α 6= α′, implying the limit 〈α|α′〉 → δα,α′ as S →∞.
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Being the maximally projected states along some direction (θ, φ) ∈ [0, pi]× [0, 2pi], the spin
coherent states are eigenstates of the rotated Sz operator Rθ,φSzR
−1
θ,φ, with
Rθ,φ = exp
Å
θ
2
eiφS− −
θ
2
e−iφS+
ã
, (A.96)
and given explicitly by Rθ,φ|S, S〉. Using the Zassenhaus formula this exponential may be
factorized as [26]
|α〉 = exp(αS−) exp
Ä
− ln(1 + |α|2)Sz
ä
exp
(−α∗S+) |S, S〉, α ≡ tan θ2eiφ
= (1 + |α|2)−SeαS− |S, S〉
=
1
(1 + |α|2)S
S∑
m=−S
αS−m
 Å
2S
S +m
ã
|S,m〉 (A.97)
where the final line follows from
Sq−|S, S〉 = q!
 Å
2S
q
ã
|S, S − q〉. (A.98)
Using S−|S,m〉 =
√
S(S + 1)−m(m+ 1)|S,m− 1〉 we may prove (A.98) as
Sq−|S, S〉 =
q∏
k=1
»
k(2S − k + 1)|S, S − q〉 =
 
q! (2S)!
(2S − q)! |S, S − q〉 = q!
 Å
2S
q
ã
|S, S − q〉.
As a function of m
〈m|α〉 ∼ 2
S
(piS)1/4(1 + |α|2)S
αS−me−m
2
/(2S), (A.99)
has a Gaussian form with a maximum a m = dS cos θe. Note how the symbols z corresponds to
the maximum of the spin coherent state.
We now introduce the key concepts of an operator oˆ’s (lower) symbol o = 〈oˆ〉α = 〈α|oˆ|α〉.
We have dropped the hat here to indicate that we are dealing with a symbol. Using (A.97) one
can find the corresponding symbols [54]
〈s〉α = (sin θ cosφ, sin θ sinφ, cos θ) = (
»
1− z2 cosφ,
»
1− z2 sinφ, z). (A.100)
The restriction to the units sphere is reflected in the identity x2 + y2 + z2 = 1, which, again, is
due to conservation of angular momentum on S. The symbol for 〈HS〉α /S.
The simplest way to calculate symbols of multiple operators, for instance oˆpˆ, is done via
the star product [1] 〈α|oˆpˆ|α〉 = o ?p defined as
? = 1 +
←−
∂ α
(1 + r2)2
2S
−→
∂ α¯ +O(S)−2, (A.101)
where the arrows indicates acting in the left or right direction. Here we have defined the
Wirtinger derivatives over the complex plane ∂α = (∂<α − i∂=α)/2. Since we are considering
large S, we will ignore the terms O(S)−2.
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