Abstract. The Rees algebra is the homogeneous coordinate ring of a blowingup. The present paper gives a necessary and sufficient condition for a Noetherian local ring to have a Cohen-Macaulay Rees algebra: A Noetherian local ring has a Cohen-Macaulay Rees algebra if and only if it is unmixed and all the formal fibers of it are Cohen-Macaulay. As a consequence of it, we characterize a homomorphic image of a Cohen-Macaulay local ring. For non-local rings, this paper gives only a sufficient condition. By using it, however, we obtain the affirmative answer to Sharp's conjecture. That is, a Noetherian ring having a dualizing complex is a homomorphic image of a finite-dimensional Gorenstein ring.
Introduction
Let A be a commutative ring with identity and b an ideal in A. The Rees algebra of b is the graded ring Here a Noetherian local ring A is said to be unmixed if dimÂ/p = dimÂ for every associated prime p of the completionÂ. The formal fibers of A are the fiber rings of the natural homomorphism A →Â. This is a simple criterion for a dualizing complex to exist. Several authors gave partial answers. See [2] , [3] , [4] , [22] , and [23] . We give proofs of Theorem 1.3 and Corollary 1.4 in Section 6.
Throughout this paper, A denotes a Noetherian local ring with maximal ideal m. We assume that the dimension of A is positive. We refer the reader to [13] , [14] , and [20] , for unexplained terminology.
A p-standard system of parameters, I
In this section, we give the definition of a p-standard system of parameters and discuss the existence of it. For a finitely generated A-module M , let a p (M ) denote the annihilator of the pth local cohomology module H Proof. If A has a dualizing complex, then the assertion was given by Schenzel [26, p. 52] . Assume that A has no dualizing complex. The completionÂ of A has a dualizing complex and is a faithfully flat A-algebra. Since A is formally catenary, M ⊗Â is also equidimensional. Therefore the non-Cohen-Macaulay locus of M ⊗Â is
V (a(M ⊗Â)) = V (a 0 (M ⊗Â) ∩ · · · ∩ a d−1 (M ⊗Â)).
By using Lemma 2.2, we find that the non-Cohen-Macaulay locus of M is
The right-hand side of the equation above is equal to V (a(M )). Since NCM(M ) contains no minimal prime of M , dim A/a(M ) = dim NCM(M ) < d. The next proposition is not in [17] but we need it to prove Theorem 1.1. The author is inspired by [8 
Proof. Let i ≤ l ≤ j be an integer. By applying Proposition 3.4 to a subsystem of parameters
The following theorem and corollaries are improvements of Theorem 3.1, Corollaries 3.2 and 3.3 of [17] , respectively. The old theorems require that all n i , . . . , n j are positive but new ones require only that all n i , . . . , n j are nonnegative. Theorem 3.6. Let M be a finitely generated A-module of dimension d > 0 and
Proof. We work by induction on j − i. First we assume that i = j.
(B ii ): Let a be an element in the left-hand side of (3.6.2) and put
By induction on l, we find that a is in the right-hand side of (3.6.2). The opposite inclusion is obvious.
(C ii ): By using (B ii ) repeatedly, we have
If n i = 1, then the right-hand side of (3.6.4) equals (y 1 , . . . , y u−1 , x i )M and hence contains the left-hand side.
Assume that n i > 1. Let a be an element in M such that x i a is in the left-hand side of (3.6.4). Then
Here we used (B ii ). By applying Proposition 3.4 to a subsystem of parameters 
Applying Proposition 3.4 to a subsystem of parameters y 1 , . . . , y u for M/q k M and two subsets of {k, . . . , d}: Λ and Λ ∪ {i, . . . , d}, we obtain
Thus (3.6.5) is shown.
Next we assume that j > i and prove (A ij )-(E ij ). If n i = 0, then (A ij ) and (B ij ) are contained in (A i+1,j ) and (B i+1,j ), respectively. Therefore we may assume that n i > 0. Similarly we may also assume that n j > 0.
(A ij ): Let a be an element in the left-hand side of (3.6.1).
Otherwise, by using (A i+1,j ), we have
Taking the intersection with (y 1 , . . . ,
Because of (C i+1,j ),
If we apply Proposition 3.4 to a subsystem of parameters
and hence a = x i b + c is in the right-hand side of (3.6.1). If n i > 1, then we obtain
by the induction hypothesis. Thus a = x i b+c is also in the right-hand side of (3.6.1).
(B ij ): Let a be an element in the left-hand side of (3.6.2) and put
(C ij ): We first show that
for all i ≤ l ≤ d. We work by induction on l. If l = i, then there exists nothing to prove. Assume that l > i and let a be an element in the left-hand side of (3.6.7). If we put a = x l b + c with c ∈ (y 1 , . . . ,
Here we applied Proposition 3.4 to a subsystem of parameters y 1 , . . .
by the induction hypothesis.
Next we show (3.6.3). By using (B ij ), we may assume that n i = 1. Let a be an element in the left-hand side of (3.6.3). Then
Here we used (C ii ). Hence
Here we used (3.6.7). Taking the intersection with
Let a be an element in M such that x i a is in the left-hand side of (3.6.4). Then
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Here we used (3.6.6) again. Therefore
We may assume that n i = 1 in the same way as the proof of (E ii ). We divide the proof into two cases.
First we assume that n i+1 + · · · + n j = 1, that is, n i+1 = · · · = n j−1 = 0 and n j = 1. We show that
with (E ii ). Assume that l < j and let a be an element in the left-hand side of (3.6.8). The induction hypothesis says that
We put y u a = x l b + c with b ∈ q i M and
On the other hand, Proposition 3.4 says that
Thus (3.6.8) is proved. If we put l = i, then we obtain
Next we assume that n i+1 + · · · + n j > 1. Let
Here we used (D ij ) to show the second equality. We put y u a = x i b + c with
By applying (C i+1,j ) to a subsystem of parameters y 1 , . . .
(3.6.10)
On the other hand, since n i+1 + · · · + n j > 1, we have
by using (C i+1,i+1 ).
Furthermore, by applying Proposition 3.4 to a subsystem of parameters y 1 , . . . ,
(3.6.12) Hence, by taking the intersection of (3.6.10) and (3.6.11), we have
Here we apply Proposition 3.2 to a d-sequence
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Taking the intersection with (3.6.9), we obtain
Here we used (E i+1,j ) to show the last equality. By using (3.6.12) again, we find that
The opposite inclusion is obvious. The proof is completed. Proof. If n i = · · · = n j = 0, then the equality is trivial. Therefore we may assume that one of n i , . . . , n j is positive. We may also assume that n i−1 = 1 by using Theorem 3.6(E ij ). 
Corollary 3.7. With the same notation as Theorem 3.6, we have
The opposite inclusion is trivial. 
Proof. We first show (3.8.1) by descending induction on the number of elements in Λ. If Λ = {k, . . . , d}, then there exists nothing to prove. Assume that Λ = {k, . . . , d} and let l be an element in {k, . . . , d} \ Λ. Let a be an element in the left-hand side of (3.8.1). Then
because of the induction hypothesis. We put a = x l b + c with
Next we show that (3.8.2). If n i = · · · = n j = 0, then the equality is trivial. We assume that n i , n j > 0 and we work by induction on j − i.
Here we used Theorem 3.6(B ij ) and (3.8.1). Assume that j > i. We may assume that n i = 1 by using Theorem 3.6(B ij ). Let a be an element of the left-hand side of (3.8.2). The induction hypothesis says that
Here we used Theorem 3.6(D ij ) and the induction hypothesis.
The proof of Theorem 1.1
Before the proof of Theorem 1.1, we give some statements on Z r -graded rings. Let R = n1,...,nr≥0 R (n1,...,nr) be a Noetherian Z r -graded ring. For such a ring, let R + = (n1,...,nr) =(0,...,0) R (n1,...,nr) . Let ϕ : Z r → Z s be a group homomorphism satisfying ϕ(N r ) ⊆ N s . We put
which is a Z s -graded ring. For a graded R-module M , let
which is a graded R ϕ -module. We know that
for Then S is a Noetherian Z r+1 -graded ring and N a finitely generated graded Smodule.
If there exists an integer p 0 such that
Proof. It is easy to show that S is a Z r+1 -graded ring and N a graded S-module. First we show that S is Noetherian. To do this, we may assume that r = 1 without loss of generality. Since R is Noetherian, R 0 is also and R is generated by finitely generated R 0 -modules
We can show that
Similarly we can prove that N is a finitely generated S-module. Next we consider local cohomology modules. Let
and
M (n1,...,nr−1,nr+nr+1) . 
There exist two long exact sequences of local cohomology modules
Here we used Proposition 4.1.
Next we assume that (4.2.2) holds for all p. Unless n 1 , . . . , n r < 0, then 
The proof is completed.
Let b 1 , . . . , b r be ideals in A. The multigraded Rees algebra of A (for short, the multi-Rees algebra) with respect to them is defined to be We start to prove Theorem 1.1.
Theorem 4.4. Let M be a finitely generated A-module and x
and N the S-module R M (q t , . . . , q s+1 ). If the sequence x t , . . . , x d satisfies the following six conditions: 
Assume that A/q t is Cohen-Macaulay. That is, x 1 , . . . , x t−1 is a regular sequence on A/q t . We show that
by induction on i. If i = 0, then there exists nothing to prove. Assume that i > 0 and let a ∈ (x 1 , . . . , x i ) :
Here we used Corollary 3.8.
because of the induction hypothesis. Therefore a ∈ (x 1 , . . . , x i ) ) n for all n > 0. Taking Koszul cohomology of a short exact sequence
with respect to x 1 , . . . , x t−1 , we obtain that
)) = 0 for p < t − 1 and
) and
).
) is a Cohen-Macaulay ring. Proof. We may assume that C is a polynomial ring over B. Let t B be a codimension function. We put t C (q) = t B (p) + ht q/pC where p = q ∩ B for each prime ideal q in C. Then t C is a codimension function of C.
The following is the key lemma for the proof of Corollary 1.2. , we find that all the formal fibers of an essentially of finite type A-algebra are CohenMacaulay. By using this fact and Lemma 5.5, we may assume that dim A/p = dim A for each associated prime p of A. It implies that A is unmixed because A is formally catanary and all the formal fibers of A are Cohen-Macaulay. Theorem 1.1 says that there exists an arithmetic Macaulayfication R of A. Thus A is a homomorphic image of a Cohen-Macaulay local ring R mR+R+ . If A is excellent, then any essentially of finite type A-algebra is also. Therefore we obtain the second assertion.
