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Solutions of Fixed Period in the Nonlinear Wave Equation on
Networks
Carlos Garc´ıa-Azpeitia∗, Wieslaw Krawcewicz†and Yanli Lv‡
Abstract
The wave equation on network is defined by ∂ttu = ∆Gu+g(u), where u ∈ R
n and the graph
Laplacian ∆G is an operator on functions on n vertices. We suppose that g : R
n
→ R
n is an
odd continuous function that satisfies g(0) = g′(0) = 0 and the Nagumo condition. Assuming
that the graph is invariant by a subgroup of permutations Γ, using a Γ-equivariant topological
invariant we prove the existence of multiple non-constant p-periodic solutions characterized
by their symmetries.
Key Words and Phrases: periodic solutions, symmetries, equivariant degree, time re-
versible systems, second order autonomous equation, fixed-point reduction.
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1 Introduction
The analysis and understanding of network structures is prominent in the characterization of
patterns in molecules, neural networks, and electric networking. The structure for representing a
network is a graph, given by a collection of nodes connected by edges. The wave equation on a
network is
u¨ = ∆Gu+ g(u), u = (u1, u2, . . . , un) ∈ Rn, g(u) = (g(u1), ..., g(un)),
where −∆G represents the graph Laplacian. The semidefinite negative matrix ∆G has eigenvalues
−ω2n−1 ≤ ... ≤ −ω20 = 0. The eigenvector e0 = (1, ..., 1) ∈ Rn corresponding to the eigenvalue
ω0 = 0 is known as the Goldstone mode.
The wave equation on networks has symmetries that appear naturally and given by the subgroup
of permutations that leave invariant graph. The wave equation on a network for the nonlinearity
g(x) = −x3 is used as model of electric networks according to [7] and [2]; [2] analyses the existence of
special nonlinear periodic solutions in network of cycles with symmetries Dn, while [7] extends this
result to general networks with Z2-symmetries. Related models with Dn-symmetries are analyzed
in [12] and [19] .
Let Γ denote the group of permutations that preserve the symmetries of the graph. Our purpose
is to study a general autonomous second order system of ODEs
u¨ = f(u), u ∈ V := Rn, (1)
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where V is an orthogonal Γ-representation and f : V → V is a Γ-equivariant odd C1-function
satisfying the standard Nagumo condition:
∃M>0 ∀u∈V |u| > M =⇒ u • f(u) > 0. (2)
Assuming that 0 is an isolated stationary solution, we establish existence and multiplicity of various
periodic solutions with a fixed period p > 0.
This general result applies to wave equation on a network, where hypothesis ( 2) is satisfied, for
example, by the nonlinearities g(x) = x3 and g(x) = −x3+x5. To illustrate our result we consider
examples of n -chains with Z2-symmetry, a n-cycle with dihedral symmetry Dn and the graph of a
truncated octahedron with octahedral symmetries S4. In these cases, we prove the existence of at
least one periodic solutions for each period p > 2pi/ωn−1 such that p 6= 2pik/ωj for j = 1, ..., n− 1,
where ω2n−1 is the biggest eigenvalue of −∆G. In addition, we prove the existence of other solutions
with specific spatio-temporal symmetries for each period p > 2pi/ωn−1.
The existence of periodic solutions with fixed period have been obtained for asymptotically
linear Hamiltonian systems in [1], [8], [17]. In [1] was obtained the first result by comparing a
topological index at zero and infinity. In [8] the results are obtained using Morse theory, while in
[17], by the use of S1 -gradient degree. The Nagumo condition (2) is equivalent to the condition
that the Hamiltonian system is asymptotic to the identity at infinite. Then the existence of at
least one periodic solution with period p > 2pi/ωn−1 is similar to these results, although they do
consider the symmetries of Γ that allow us to obtain more solutions with specific spatio-temporal
symmetries.
It is important to mention that we prove the existence of periodic solutions in the large for
non-gradient nonlinearities g, i.e. our results are conceptually different from the continuations of
normal modes from the trivial solution u = 0 obtained for gradient systems in [2], [7], [12] and
references therein. Our general result is also applicable to other models of interests such as the
equations with Kuramoto coupling given by
u¨j =
∑
k
aj,k sin(uj − uk) + g(uj),
where A = (aj,k) represents the adjacent matrix for the graph and g is a nonlinearity that satisfies
g(0) = g′(0) = 0 and |g(u)| > 1 for |u| > M .
The subgroup of permutations Γ that leaves the graph invariant determines the equivariance
of the wave equations. The equivariant degree method [9] allows to detect non-constant p-periodic
solutions with various types of spatio-temporal symmetries. Actually, system (1) without spacial
symmetries Γ still leads to an equivariant problem in functional spaces when looking for periodic
solutions with fixed period. Indeed, since system (1) is time-reversible, the related functional
operator is O(2)-equivariant. The additional assumption that g is odd implies that these functional
operators are also Z2-equivariant, where Z2 = {1,−1} acts by multiplication. Therefore, the
associated functional equation is symmetric under the action of the group
G = Γ× Z2 ×O(2).
By applying a H-fixed point reduction with H a subgroup of G, we are able to exclude con-
stant solutions of the map reduced to the fixed point space of H . We use the groups H =
{(1, 1), (−1,−1)} (which gives anti-periodic solutions x(t) = −x(t+ pi)) and H = {(1, 1), (−1, κ)}
(which gives odd solutions x(t) = −x(t)), among other groups. This allows us to obtain results
even in the case that 0 is not a regular point of system (1) such as in the wave equation on networks
due to the existence of the Goldstone mode. Since the reduced map admits the symmetry group
W (H), we associate with the system (1) an equivariant invariant that compares the equivariant
2
degrees near the zero solution with the equivariant degree on a large ball (which is determined
using apriori bounds). The W (H)-equivariant invariant associated with the system (1) reflects
the complete structure of the set of non-constant p-periodic solutions according to their symmetric
properties (orbit types). G.A.P. programming, see [28], allows to make symbolic computations of
the equivariant invariants for several types of Γ-symmetric network.
The approach to finding periodic solutions with fixed period using equivariant degree has sim-
ilarities with the approaches in [11, 10, 18, 22, 24, 25, 26, 27]. The equivariant degree methods
were used to study the existence of solutions for BVPs in second order ODEs (see [5, 6]) and in
the case of a reversible system of FDEs. For Newtonian systems with or without symmetries,
the equivariant degree methods were applied in [9, 10, 11, 22, 23, 24, 25, 26, 27] and for general
Hamiltonian systems in [18, 20, 21]. We should also mention other related work, see [3, 13, 14].
We refer to [3, 4, 15, 16] for more details about various equivariant degrees and their properties.
In section 2 we set the problem of finding periodic solutions in functional space. In section 3, we
present the method of reduction to the H-fixed point space and formulate the abstract existence
result Theorem 3.1. In Section 4 we present three examples of networks, for which we provide a
symmetric classification of periodic solutions.
2 Second Order Autonomous Systems
Assume that p > 0 is an arbitrary number. Let Γ be a finite group and V = Rn an orthogonal
representation of Γ (Γ is acting on Rn by permuting the vector coordinates in Rn). We define the
following second order autonomous system:{
u¨(t) = f(u(t)), t ∈ R, u(t) ∈ V,
u(t) = u(t+ p), u˙(t) = u˙(t+ p),
(3)
where f : V → V is a C1-function satisfying the following assumptions:
(A1) f is Γ-equivariant, i.e., f(γu) = γf(u) for all γ ∈ Γ and u ∈ V ;
(A2) f is odd function, i.e., f(−u) = −f(u), for all u ∈ V , i.e. f(0) = 0;
(A3) ∃M>0 ∀u∈V |u| > M =⇒ u • f(u) > 0
By substituting x(t) = u(λt), the system (3) is transformed to
x¨(t) = λ2f(x(t)), where λ = p/2pi. (4)
Notice that p-periodic solution u(t) to system (3) corresponds to 2pi-periodic solution to system
(4). Therefore, we reduce the system (3) to{
x¨(t) = λ2f(x(t)), t ∈ R, x(t) ∈ V,
x(t) = x(t+ 2pi), x˙(t) = x˙(t+ 2pi),
(5)
Clearly, the function f is a C1-function and satisfies conditions (A1)–(A3).
We do not assume that 0 is non-degenerate equilibrium, i.e. the spectrum σ(A) of the matrix
A := λ2Df(0) may contain −k2 for some k = 0, 1, 2, . . . .
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2.1 Sobolev Spaces of 2pi-Periodic Functions
Let H denote the second Sobolev space of 2pi-periodic functions from R to V , i.e.,
H := H22pi(R, V ) =
{
x : R→ V : x(0) = x(2pi), x|[0,2pi] ∈ H2([0, 2pi];V )
}
,
equipped with the inner product
〈x, y〉 :=
∫ 2pi
0
(x¨(t) • y¨(t) + x˙(t) • y˙(t) + x(t) • y(t)) dt,
and the associated norm ‖x‖
H
.
Let O(2) denote the group of 2× 2-orthogonal matrices. Notice that O(2) = SO(2) ∪ SO(2)κ,
where [
cos τ − sin τ
sin τ cos τ
]
∈ SO(2), κ =
[
1 0
0 −1
]
.
It is convenient to identify a rotation with eiτ ∈ S1 ⊂ C. Notice that κeiτ = e−iτκ.
Put G = Γ×Z2×O(2), then the space H is an orthogonal Hilbert representation of G. Indeed,
for x ∈ H , γ ∈ Γ and eiτ ∈ S1, we can define the group action as
(γ,±1, eiτ)x(t) = ±γx(t+ τ),
(γ,±1, eiτκ)x(t) = ±γx(−t+ τ),
and Γ acting on V = Rn by permuting the vector coordinates.
In a standard way we identify a 2pi-periodic function x : R→ V with a function x : S1 → V , so
we can write H2(S1, V ) instead of H2(R, V ). Consider the O(2)-isotypical decomposition of H ,
H =
∞⊕
k=0
Vk, Vk := {uk cos(kt) + vk sin(kt) : uk, vk ∈ V } . (6)
Notice that for k > 0 the SO(2)-space Vk can be identified with the complexification V
c :=
V ⊕ iV of V , on which SO(2) acts by
eiθ(a+ ib) = e−ikθ · (a+ ib), a, b ∈ V,
where ‘·’ stands for complex multiplication. Indeed, define the real isomorphism ψk : V c → Vk by
ψ(a+ ib)(t) = cos(kt)a+ sin(kt)b, a, b ∈ V . Then
ψk
(
eiθ(a+ ib)
)
= cos(k(t+ θ))a + sin(k(t+ θ))b = eiθψk(a+ ib).
On the other hand, the operator κ acts on the space Vk by complex conjugation, i.e.
κψ(a+ ib)(t) = cos(kt)a− sin(kt)b = ψ(κ(a+ ib)).
In summary, the O(2)-isotypical component V0 represents constant functions which can be
identified with V , while Vk, for k = 1, 2, . . . , is equivalent to the complexification V
c = V ⊕ iV
where SO(2) acts by k-folded rotations, i.e., γz := γk ·z, γ ∈ S1 ≃ SO(2), z = x+ iy = (x, y) ∈ R2
and ‘·’ denotes the complex multiplication, and κ acts by complex conjugation. That means Vk is
modeled on the irreducible O(2)-representation Vk ≃ R2 with k-folded action of SO(2). Then (6)
is also Z2 ×O(2)-isotypical decomposition of H , where Z2 acts by multiplication.
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2.2 Setting in Functional Spaces
Define the operator:
L : H −→ L2(S1;V), Lx := x¨− x,
Then the system (5) is equivalent to
Lx = λ2f(x)− x, x ∈ H . (7)
Since L is an isomorphism, equation (7) can be reformulated as
F (x) := x− L−1(λ2f(x)− x) = 0 . (8)
Notice that x ≡ 0 is a solution to the equation F (x) = 0. Put
A := DF (0) = Id−L−1(λ2Df(0)x− x) : H −→ H .
One can easily check that A is a Fredholm operator of index zero. Therefore, A is an isomorphism
if and only if 0 /∈ σ(A ). Since A is O(2)-equivariant, it preserves the isotypical decomposition
(6). The operator L on the isotypical components Vk is given by,
L(cos(kt)uk + sin(kt)vk) = −(k2 + 1)(cos(kt)uk + sin(kt)vk),
which implies
−L−1(uk cos(kt) + vk sin(kt)) = 1
k2 + 1
(uk cos(kt) + vk sin(kt)).
Therefore, in Vk we have
A |Vk = Id−
1
1 + k2
(λ2Df(0)− Id),
and we obtain the following description of the spectrum of A
σ(A ) =
{
k2 + λ2µ
1 + k2
: µ ∈ σ(Df(0)), k ∈ N
}
. (9)
2.3 Apriori Bounds
Consider the following homotopy of the operator F (cf. (7))
Fτ (x) := x− τL−1(λ2f(x)− x), τ ∈ [0, 1]. (10)
Notice that F := F1 and Fτ is a G-equivariant completely continuous field. Then we have
Lemma 2.1. Assume that f : V → V is a continuous function satisfying conditions (A1)–(A3)
and (A4). If x(t) is a 2pi-periodic function of class C2 such that maxt∈R ‖x(t)‖ > M , then x(t) is
not a solution of Fτ (x) = 0 for τ ∈ [0, 1].
Proof. Assume the contradiction that x(t) is a solution of Fτ (x) = 0 when maxt∈R ‖x(t)‖ > M .
Consider the function φ(t) := 12‖x(t)‖2. Suppose that φ(t0) = maxt∈R φ(t), then φ′(t0) = x(t0) •
x˙(t0) = 0 and φ
′′(t0) = x˙(t0) • x˙(t0) + x¨(t0) • x(t0) ≤ 0. However, by condition (A3),
φ′′(t0) = x˙(t0) • x˙(t0) + x¨(t0) • x(t0) > (1− τ) |x(t0)|2 + τλ2f(x(t0)) • x(t0) > 0,
which is a contradiction. 
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Lemma 2.2. There exists R > 0 such that every solution x(t) of Fτ (x) = 0 for τ ∈ [0, 1] satisfies
‖x‖
H
< R.
Proof. By lemma 2.1, there exists a M > 0 such that any 2pi-periodic solution x(t) to Fτ (x) = 0
satisfies |x(t)| < M . By Sobolev embedding H = H22pi(R, V ) is contained in C02pi(R, V ). Then
there is a constant C > 0 such that
‖x‖
H
≤ C ‖x‖C0
2pi
≤MC.
Take R = CM . 
By Lemma 2.2, there exists a constant R > 0 such that any solution to Fτ = 0 must belong
to the set ΩR := {x ∈ H : ‖x‖ < R}. In particular, {Fτ}τ∈[0,1] is an ΩR-admissible homotopy
between F1 = F and F0 = Id.
3 Reduction to Fixed-Point Subspace of H
We consider the system (5) where f : V → R is differentiable at 0 satisfying the assumptions (A1)-
(A3). We do not exclude the case that 0 ∈ σ(A ) (which means that zero is degenerate solution to
(5)). Notice that Ker (A ) is finite dimensional because A : H → H is a Fredholm operator.
Since for any closed subgroup H ⊂ G, the nonlinear map FH := F |H H : H H → H H and
A H := A |H H : H H → H H are W (H)-equivariant, it is a common practice to look for the
W (H)-orbits of solutions for (5) in the subspace H H . In other words, if for some x ∈ H H we
have FH(x) = 0, then F (x) = 0, i.e. x is a solution to (5). Let us find groups H ≤ Z2 × O(2)
such that
Ker (A) ∩H H = {0}.
Let m be a positive integer. Notice that −1 ∈ Z2 acts always as − Id on the representations
Vm. Since e
ipi/m ∈ O(2) acts as − Id on the representations Vm, then the element (−1, eipi/m) ∈
Z2 × O(2) acts trivially on each representation Vm, i.e. each isotropy group of the representation
Vm contains the group generated by (−1, eipi/m):
H = Zd2m := {e} × {(1, 1), (−1, γ), (1, γ2), . . . , (−1, γ2m−1)}, γ = eipi/m. (11)
The action of the generator (−1, γ) on the function cos(kt)uk + sin(kt)vk ∈ H Zd2m is given by
(−1, γ)(cos(kt)uk + sin(kt)vk) = −
(
cos
(
kt+
kpi
m
)
uk + sin
(
kt+
kpi
m
)
vk
)
.
Therefore, these functions are in the fixed point space H H if k is an odd multiple of m, and
H
H =
⊕
k∈m(2N−1)
Vk
Since the fix point space of the group H do not contain constant functions, then it is enough
to consider the fix point space,
H
H = {x ∈ H : xj(t) = −xj(t+ pi/m) = xj(t+ 2pi/m)},
to exclude the zero eigenvalues of A . Notice that H is normal, thus N(H) = Γ× Z2 ×O(2) and
W (H) = Γ× Z2 × O(2).
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Therefore, we have that H H is a Hilbert representation of W (H) = G and FH is G-equivariant.
Then we can look for non-constant periodic solutions of the equation FH(x) = 0.
Since each of the subspaces VHk is Γ-invariant, we obtain the G-invariant decomposition of the
space H H . Then for all considered above twisted subgroups H the component VHk can be refined
into the direct product of G-isotypical components
V
H
k = V
H
1,k ⊕ V H2,k ⊕ · · · ⊕ V Hr,k, (12)
where V Hj,k is modeled on the irreducible Γ-representation Vj,k.
Put Ωε = {x ∈ H : ‖x‖ < ε}. Since 0 /∈ σ(A H), one can easily show that for sufficiently small
ε > 0, the map FH is ΩHε -admissibly G-equivariantly homotopic to A
H . On the other hand, by
Lemma 2.2, the map is also ΩHR -admissibly G-equivariantly homotopic to Id. Using the notation
introduced in Appendix the equivariant topological invariant
ωH = G- deg(FH ,ΩH), (13)
where Ω := ΩR \ Ωε is well-defined and is given by
ωH = G- deg(FH ,ΩHR )−G- deg(FH ,ΩHε ) = (G)−G- deg(A , B(H )).
On the other hand, we have
G- deg (A , B(H )) =
∏
k
r∏
j=1
∏
µ∈σ(A)
(
degVj,k
)
m
j,k
−
(µ)
, (14)
where mj,k− (µ) stands for the Vj,k-isotypical multiplicity of the eigenvalue
ξj,k =
k2 + λ2µj
k2 + 1
.
with µj ∈ σ(Df(0))
Consequently we can formulate the following theorem for the resonance case.
Theorem 3.1. Let f : V → V satisfies the conditions (A1), (A2), (A3). Set H = Zd2m and
assume that
λ2 6= −k2/µ, k ∈ m(2N+ 1), µ ∈ σ(Df(0)).
If the equivariant invariant ωH is not equal to zero, then the system (5) admits a non-constant
2pi-periodic solution. More precisely, if
ωH = n1(H1) + n2(H2) + · · ·+ nk(Hk), nj 6= 0, j = 1, 2, . . . , k,
then for every (Hj), there exists a non-constant 2pi-periodic solution x(t) to (5) such that Gx ≥ Hj.
Proof. This result is a direct consequence of the existence property (G1) for the equivariant G-
degree. 
Remark 3.1. We may consider other fixed point groups H in this theorem. The subgroup Dzm ⊂
Γ× Z2 ×O(2) (see [4] for more details related to the conventions used in this paper), where
Dzm := {e} × {(1, 1), (1, γ), . . . , (1, γm−1), (−1, κ), (−1, γκ), . . . , (−1, γm−1κ)}, (15)
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where γ = ei
2pi
m . Clearly, a function x ∈ H belongs to H Dzm if and only if x is a 2pi/m-periodic
odd function. Then
V
Dzm
k :=
{
{0} if k is not a multiple of m,
{sin(kt)u : u ∈ V } if k is a multiple of m.
Notice that N(Dzm) = Γ× Z2 ×D2m, then W (Dzm) = Γ× V4, where V4 := Z2 × Z2 is the Klein’s
group.
The subgroup Dd2m ⊂ Γ× Z2 ×O(2), where
Dd2m := {e} × {(1, 1), (−1, γ), . . . , (−1, γ2m−1), (−1, κ), (1, γκ), . . . , (1, γ2m−1κ)}. (16)
Then, clearly
V
Dd2m
k :=
{
{sin(kt)u : u ∈ V } if k = m(2r + 1), for some r = 0, 1, 2, . . .
{0} otherwise.
Notice that N(Dd2m) = Γ× Z2 ×D2m, thus W (Dd2m) = Γ× Z2.
4 Nonlinear wave equations on networks
In this section we compute the invariant ωH and apply the main theorem to the nonlinear wave
equation on networks, given by the function
f(u) = ∆Gu+ g(u), u = (u1, u2, . . . , un) ∈ Rn.
For simplicity, we assume that g′(0) = 0 and |g(u)| > |u| for |u| > M . These conditions are
satisfied, for example, by the nonlinearities g(x) = x3 and g(x) = −x3 + x5. By assumptions f
satisfies the Nagumo condition and
Df(0) = ∆Gu.
Let Sn be the group of permutations of the elements {1, ..., n}. The equivariance of the operator
f(u) is satisfied by the subgroup Γ of Sn consisting of those elements Γ < Sn, with action of γ ∈ Sn
γu = (uγ(1), ..., uγ(n)), u ∈ Rn,
for which f(γu) = γf(u). For the nonlinearity of the form g(u) = (g(u1), ..., g(un)) the subgroup
Γ can be determined by finding the elements γ ∈ Sn that commutes with ∆G, i.e.
∆Gγ = γ∆G. (17)
The Γ× Z2-isotypical decomposition of V is
V = V −0 ⊕ V −1 ⊕ · · · ⊕ V −q ,
where each of the subspaces V −j is equivalent to V−j (V−j is j-th irreducible Γ-representation
with antipodal Z2-action). Each eigenvalue µj of Df(0) = △G is assigned to an irreducible
representation V−nj for j = 1, ..., r. Therefore, we have the following G-invariant decomposition
H
H =
⊕
k∈2N−1,j=0,...,r
Vnj,k ,
8
where Vnj,k is equivalent to the k-fold irreducible representation C⊗Vnj where △G has eigenvalue
µj .
We order the eigenvalues µj for j = 0, .., r of ∆G by
µr ≤ ... ≤ µ0 = 0 .
Since µ0 = 0, based on our earlier discussion, it is enough to consider (for the fixed-point reduction)
the group H = Z−2 (here Z
−
2 = Z
d
2). For j = 1, we have that ξ1,k > 0 for all k. For j 6= 0, the
eigenvalues ξj,k changes sign from positive to negative when λ crosses k/ωj. We define an ordering
of the values k/ωj for k ∈ 2N− 1 and j = 1, ..., r as
1/ωr = k1/ωj1 ≤ k2/ωj2 ≤ ... ≤ kl/ωjl .
Therefore, for any interval kl/ωjl < λ < kl+1/ωjl+1 we conclude that
G-deg(A , B(H H)) =
∏
k/ωj<λ
degV−
nj,k
. (18)
Remark 4.1. Consider an element a ∈ A(G) given as a (finite) sum
a =
∑
(H)∈Φ0(G)
nH (H)
Then, for every (H) ∈ Φ(G) we can define the integer 〈a, (H)〉 := nH . We also put Φ(a) := {(H) :
〈a, (H)〉 6= 0}. Notice that, if a is an invertible element in A(G) then (G) ∈ Φ(a). Indeed, since
a·a−1 = (G), by definition of the multiplication in the Burnside ring we have that 〈(H)·(K), (G)〉 =
(G) if and only if H = K = G. Therefore, any invertible element a ∈ A(G) must be of type
a = ±(G) + x, where (G) 6∈ Φ(x). One can easily construct examples of non-invertible elements of
type (G)+x in any Burnside ring A(G) (for a non-trivial group G). Notice that for any orthogonal
G-representation V the element a := G-deg(− Id, B(V )) is invertible (since by the multiplicativity
property a2 = (G)), therefore all basic G-degrees degVi are invertible in A(G). Finally, let us point
out that the Burnside ring A(G) is not an integral domain in general.
Clearly, by using the property that
(
degV−
nj,k
)2
= (G) in A(G), formula (18) can be reduced
in such a way that ∏
k/ωj<λ
degV−
j,k
=
∏
i,l
degV−
i,l
,
where degV−
i,l
6= degV−
i′,l′
for (i, l) 6= (i′, l′). In other words, every basic G-degree appears only once
in this product. We should also point out that two basic degrees for two different G-representations
can be the same (see [4] for examples).
Lemma 4.1. Suppose a, b ∈ A(G) and (H) ∈ Φ0(G) be such that
(i) a is invertible;
(ii) (H) is maximal in Φ(a) ∪ Φ(b) \ {(G)};
(iii) (H) ∈ Φ(b), (H) /∈ Φ(a);
Then (H) ∈ Φ(ab).
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b bb b bu1 u2 u3 un−1 un
Figure 1: Chain of n elements.
Proof. Since the element a is invertible, we have a = ±(G) + x and b := n(G) +m(H) + y, where
m 6= 0. Then we have
ab = (±(G) + x)(n(G) +m(H) + y) = ±n(G)±m(H) + nx+ xy.
Since (L) ∈ Φ((K)(K ′)) implies that L = gKg−1 ∩ K ′ for some g ∈ G, it follows that (H) /∈
Φ(x) ∪ Φ(xy), thus 〈ab, (H)〉 = ±m 6= 0. 
Corollary 4.1. Consider the element
ω :=
∏
i
degVi , degVi 6= degVi′ for i 6= i′.
Denote by Ψ(ω) the set of all maximal elements (H) in
⋃
i Φ(degVi) \ {(G)} such that if (H) ∈
Φ(degVi) then (H) /∈ Φ(degVi′ ) for i′ 6= i. Then for every (H) ∈ Ψ(ω), (H) ∈ Φ(ω − (G)).
4.1 Chain of n elements with symmetries Γ = Z2
For the chain (see Figure 2) the matrix ∆G is given by
∆G =

−1 1 0 0 0 0
1 −2 1 0 0 0
‘
0 0 0 1 −2 1
0 0 0 0 1 −1
 .
In this case the matrix ∆G commutes with Γ = Z2, where the generator ξ ∈ Z2 acts on j ∈
{1, 2, . . . , n}, ξ(j) = n + 1 − j (mod n). Then for j = 0, 1, . . . , n − 1 we have the eigenvalues
µj := −ω2j of ∆G (see [7]), where
ωj = 2 sin
jpi
2n
, and 0 = ω0 < ω1 < · · · < ωn−1.
The corresponding eigenvector to µj is given by
vj := (v
1
j , v
2
j , . . . , v
n
j ), v
k
j =
√
2
n
cos
(
jpi
n
(k − 12 )
)
, k = 1, 2, . . . , n.
The eigenspace of ∆G corresponding to µj is E(µj) = span(vj).
For the above action of Z2 on V := R
n, ξ acts on the eigenspace E(µj) by multiplication by
−1 for j odd and trivially for j even. Therefore, for G := Z2 × Z2 × O(2), we have the following
G-invariant decomposition of V
V =
⊕
j even
E(µj)⊕
⊕
j odd
E(µj) =: V
−
0 ⊕ V −1 .
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Let E (ξj,k) be the eigenspace corresponding to the eigenvalue ξj,k :=
k2+λ2µj
k2+1 of the operator A
defined in H . The eigenspace E (ξj,k) is equivalent to the irreducible G-representation V−0,k, for j
even or V−1,k for j odd.
Then, we have the following basic degrees
degV−
0,k
= (G)− (Z2 ×Dd2k)
degV−
1,k
= (G)− (V Z
−
2
4 ×Z2 D2k).
where Dd2k ≤ Z2 ×O(2) is given
Dd2k := {((−1)l, ζl), ((−1)l, ζlκ) : l = 0, 1, . . . , 2k − 1}, ζ := e
ipi
k .
The subgroup V
Z
−
2
4 ×Z2 D2k ≤ V4 ×O(2) (V4 := Z2 × Z2) is given by
V
Z
−
2
4 ×Z2 D2k = {(g, h) ∈ V4 ×O(2) : ϕ(g) = ψ(h)},
where ϕ : V4 → Z2 is a homomorphism such that Ker (ϕ) = {(1, 1), (−1,−1)} =: Z−2 and ψ :
D2k → Z2 is a homomorphism with Ker (ψ) = Dk.
In general, most of normal modes are non resonant, i.e. for j 6= k we have ωj 6= lωk for all
l ∈ N. However, there are some special cases where resonances of this kind exist. In order to show
our results in a non-resonant case, we chose the case n = 4. In this case we have
ω0 = 0 < ω1 =
√
2−
√
2 < ω2 =
√
2 < ω3 =
√
2 +
√
2,
and
1
ω3
<
1
ω2
<
1
ω1
<
3
ω3
<
3
ω2
<
3
ω1
< · · · < 2k + 1
ω3
<
2k + 1
ω2
<
2k + 1
ω1
< . . .
Therefore, we have the following result:
Theorem 4.1. Consider the network consisting of a chain of four elements and assume that
g′(0) = 0 and |g(u)| > |u| for |u| > M . Suppose λ > 1ω3 such that for all k ∈ 2N − 1 we have
λ 6= kωj , j = 1, 2, 3. Then the system (3) admits a p-periodic solution u(t). Moreover,
(a) If 2k+1ω1 < λ <
2k+3
ω3
then there exists a p periodic solution u(t) such that the solution x(t) =
u(λt) to (5) has the isotropy group Z2 ×Dd4m+2 for some m.
(b) If 2k+1ω2 < λ <
2k+1
ω1
then there exist two p periodic solutions such that the solutions x(t) =
u(λt) to (5) has the isotropy groups Z2 ×Dd4m+2 and V Z
−
2
4 ×Z2 D4m′+2 for some m, m′.
(c) If 2k+1ω3 < λ <
2k+1
ω2
then there exist two p periodic solutions such that the solutions x(t) =
u(λt) to (5) has the isotropy group V
Z
−
2
4 ×Z2 D4m+2 for some m.
The periodic solutions with the isotropy groups of this theorem have symmetries:
• For j being an even number, a non-zero function in x with the orbit type (Z2×Dd2k) has for
all t ∈ R
xj(t) = xj(t+
2pi
k ) = −xj(t+ pik ) = xn+1−j(t) = xj(−t).
These functions are 2pik -periodic and
pi
k -antiperiodic functions which are symmetric with re-
spect to time reversion, and symmetric under the permutation ξ(j) = n+ 1− j
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• For j being an odd number, a non-zero function in x has the orbit type
(V
Z
−
2
4 ×Z2 D2k). Therefore, we have for all t ∈ R
xj(t) = xj(t+
2pi
k ) = −xj(t+ pik ) = −xn+1−j(t) = xj(−t).
These functions are 2pik -periodic,
pi
k -antiperiodic functions which are symmetric with respect
to time reversion, and anti-symmetric under the permutation ξ(j) = n+ 1− j.
4.2 Cycle of n elements with Γ = D
n
-symmetries
bu1
bu0
bu2
bun−1
bun−2
bu3
Figure 2: Cycle of n elements with Γ = Dn-symmetries
For the cycle the matrix ∆G is given by
∆G =

−2 1 0 . . . 0 0 1
1 −2 1 . . . 0 0 0
0 1 −2 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . −2 1 0
0 0 0 . . . 1 −2 1
1 0 0 . . . 0 1 −2

.
In this case the matrix ∆G commutes with Γ = Dn = {1, ζ, . . . , ζn−1, ξ, ξζ, . . . , ξζn−1}, where ζ, ξ
are the permutations of the symbols {0, 1, 2, . . . , n − 1} such that ζ(j) = j + 1 and ξ(j) = n − j
(mod n), acting on V := Rn by
γ(x0, x1, . . . , xn−1) = (xζ(0), xζ(1), . . . , xζ(n−1)), ξ(x0, x1, . . . , xn−1) = (xξ(0), xξ(1), . . . , xξ(n−1)).
The eigenvalues of △G can be easily found. Consider △G : Cn → Cn and put
vj := (1, ζ
j , ζ2j , . . . , ζ(n−1)j)T
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with ζ = e2pii, j = 0, 1, . . . , n − 1. Clearly, vj is a complex eigenvector corresponding to the
eigenvalue
µj := −2 + ζj + ζ−j = −4 sin2 pij
n
.
Therefore, the real part ej of vj is a real eigenvector of △G, and for 0 < j < n − 1, j 6= n2 ,
the imaginary part fj of vj is another real eigenvector of △G. In the case j = 0 we have the
eigenvector e0 = (1, 1, 1, . . . , 1)
T and if r = n2 is an integer, we also have er = (1,−1, 1, . . . ,−1)T .
Denote by Vj , j 6= 0, n2 , the subspace of V spanned by ej and fj. Since vj = ej + ifj, Vj has
a natural complex structure isomorphic to C. One can easily recognize that Vj is Dn-invariant
and equivalent to the irreducible Dn-representation Vj ≃ C, where ζz = ζj · z (here ‘·’ denotes
usual complex multiplication) and ξz := z, z ∈ C. Since the Dn-representations Vj = Vn−j , for
0 < j < n2 , Vj is the j-th isotypical component of V . It is clear that the Vj-isotypical dimension of
Vj is 1 for 0 ≤ j ≤ r := ⌊n2 ⌋, so we have the isotypical multiplicities mj(µj) = 1.
As an example, we consider the case n = 4. The character table for the related irreducible
D4 × Z2-representations are listed in Table 1.
(1, 1) (κ, 1) (i, 1) (−1, 1) (1,−1) (κi, 1) (κ,−1) (i,−1) (−i,−1) (κi,−1)
V−0 1 1 1 1 −1 1 −1 −1 −1 −1
V−1 2 0 0 −2 −2 0 0 0 2 0
V−2 1 −1 −1 1 1 1 −1 −1 1 1
Table 1: character table of D4 × Z2
We have the following D4 × Z2 × O(2)-basic degrees for k = 1, 2, 3...:
degV−
1,k
= (Dp4 ×O(2)) − (D˜p2 D˜
d˜
2×Z2D2k)− (Dp4 Z
z
2×D4D4k)− (Dp2 D
d
2×Z2D2k)
+ (Dp2
Z
z
2
Z
p
2
×D2D2k) + (Zp2 Z
z
2×Z2D2k) + (D˜p2 Z
z
2
Z
p
2
×D2D2k),
degV−
2,k
= (Dp4 ×O(2)) − (Dp4 D˜
p
2×Z2D2k).
The values k/ωj for k ∈ 2N+ 1 and j = 1, 2 (with ω1 =
√
2 and ω2 = 2) have the order
1
ω2
<
1
ω1
<
3
ω2
<
3
ω1
< ... <
2k + 1
ω2
<
2k + 1
ω1
< . . .
Therefore, we have the following result:
Theorem 4.2. Consider the network consisting of a chain of four elements and assume that
g′(0) = 0 and |g(u)| > |u| for |u| > M . Suppose λ > 1ω2 such that for all k ∈ 2N − 1 we have
λ 6= kωj , j = 1, 2. Then the system (3) admits a p-periodic solution u(t). Moreover,
(a) If 1ω2 < λ <
1
ω1
then there exists an orbit of p periodic solutions u(t) such that the solution
x(t) = u(λt) to (5) has the isotropy group Dp4
D˜p
2×Z2D2m for some m ∈ N.
(b) If 1ω1 < λ then there exist four orbits of p periodic solutions such that the solutions x(t) =
u(λt) to (5) have the isotropy groups Dp4
D˜p
2×Z2D2m, Dp4 Z
z
2×D4D4m, Dp2 D
d
2×Z2D2m, and
Dp4
D˜p
2×Z2D2m for some m ∈ N,
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Figure 3: Truncated octaheron graph with Γ = S4 octahedral symmetries
4.3 Truncated octahedron graph with Γ = S4 octahedral symmetries
We can index the vertices of the cut-off octahedron by the elements in (σ, τ) ∈ S4×S4, where σ is
a 2-cycle and τ is a 4-cycle. The full conversion table corresponding to the annotated above model
is given below:
1 ↔ ((1, 2), (1, 2, 3, 4)), 5 ↔ ((1, 2), (1, 4, 3, 2))
2 ↔ ((2, 3), (1, 2, 3, 4)), 6 ↔ ((2, 3), (1, 4, 3, 2))
3 ↔ ((3, 4), (1, 2, 3, 4)), 7 ↔ ((3, 4), (1, 4, 3, 2))
4 ↔ ((1, 4), (1, 2, 3, 4)), 8 ↔ ((1, 4), (1, 4, 3, 2))
9 ↔ ((1, 3), (1, 3, 2, 4)), 13 ↔ ((1, 3), (1, 4, 2, 3))
10 ↔ ((2, 3), (1, 3, 2, 4)), 14 ↔ ((2, 3), (1, 4, 2, 3))
11 ↔ ((2, 4), (1, 3, 2, 4)), 15 ↔ ((2, 4), (1, 4, 2, 3))
12 ↔ ((1, 4), (1, 3, 2, 4)), 16 ↔ ((1, 4), (1, 4, 2, 3))
17 ↔ ((1, 3), (1, 3, 4, 2)), 21 ↔ ((1, 3), (1, 2, 4, 3))
18 ↔ ((3, 4), (1, 3, 4, 2)), 22 ↔ ((3, 4), (1, 2, 4, 3))
19 ↔ ((2, 4), (1, 3, 4, 2)), 23 ↔ ((2, 4), (1, 2, 4, 3))
20 ↔ ((1, 2), (1, 3, 4, 2)), 24 ↔ ((1, 2), (1, 2, 4, 3))
The action of the full octahedral groupO := Z2×S4) on the space V := R24 can be easily described;
for η ∈ S4 and −1 ∈ Z2, we have for x = (x1, x2, . . . , x24), xj =: xσ,tau
η(xσ,τ ) := xη−1ση,ητη−1 , (−1)xσ,τ := −xσ,τ = xσ,τ−1 .
In order to identify the isotypical decomposition of V first we consider the following character
table:
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Iso Dim. χj () (12) (12)(34) (123) (1234)
1 χ0 1 1 1 1 1
1 χ1 1 −1 1 1 −1
2 χ2 2 0 2 −1 0
3 χ3 3 -1 −1 0 1
3 χ4 3 1 −1 0 -1
Therefore, we have the following isotypical decomposition
V = V0 ⊕ V1 ⊕ V2 ⊕ V3 ⊕ V4, V0 = V0, V1 = V1, V2 = V2 ⊕ V2,
V3 = V3 ⊕ V3 ⊕ V3, V4 = V4 ⊕ V4 ⊕ V4.
For this cube-like graph, the matrix △G is given by
△G =

−3 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
1 −3 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 −3 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
1 0 1 −3 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 −3 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 1 −3 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 −3 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 1 −3 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −3 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 1 −3 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 −3 1 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 1 0 1 −3 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −3 1 0 1 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 1 −3 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 −3 1 0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 −3 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 −3 1 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 −3 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 −3 1 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 −3 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 −3 1 0 1
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −3 1 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 −3 1
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 −3

The matrix△G has the following eigenvalues µj and eigenvectors vj,i ∈ Vj such that Vj =span {vj,i :
i = 1, ..., dimVj}:
• µ0 := 0 with eigenspace E(µ0) equivalent to V−0 spanned by the vector:
v10 = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)
T
• µ1 :=
√
2− 2 with eigenspace E(µ1) equivalent to V−3 spanned by the vectors:
v1,1 = [0, 1, 0,−1, 0,−1, 0, 1, 1+
√
2, 1 +
√
2, 1 +
√
2, 1 +
√
2,−1−√2,−1−√2,−1−√2,−1−√2, 1, 0,−1, 0,−1, 0, 1, 0]T
v1,2 = [1,
√
2
2 ,−1−
√
2
2 ,
√
2,−1,−
√
2
2 ,−
√
2, 1 +
√
2
2 ,−
√
2,−
√
2
2 ,−1, 1 +
√
2
2 ,
√
2,
√
2
2 , 1,
√
2
2 ,−1,−1, 0, 0, 1, 1, 0, 0]T
v1,3 = [−
√
2, 1 +
√
2
2 ,−1,−
√
2
2 ,
√
2,−1−
√
2
2 , 1,
√
2
2 ,−
√
2, 1 +
√
2
2 ,−1,−
√
2
2 ,
√
2,−1−
√
2
2 , 1,−1−
√
2
2 ,−1, 0, 0,−1, 1, 0, 0, 1]T
• µ2 :=
√
3− 3 with eigenspace E(µ2) equivalent to V−2 spanned by the vectors:
v7,1 = −2,−
√
3,−2,−√3,−2,−√3,−2,−√3,√3, 1,√3, 1,√3, 1,√3, 1, 1, 0, 1, 0, 1, 0, 1, 0)T
v7,2 = (
√
3, 1,
√
3, 1,
√
3, 1,
√
3, 1,−2,−√3,−2,−√3,−2,−√3,−2,−√3, 0, 1, 0, 1, 0, 1, 0, 1)T
• µ3 = −2 with eigenspace E(µ3) equivalent to V−4 spanned by the vectors:
v5,1 = (0,−1, 0, 1, 0,−1, 0, 1, 0,−1, 0, 1, 0,−1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0)T
v5,2 = (1, 0,−1, 0, 1, 0,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−1, 0, 1, 0,−1, 0, 1)T
v5,3 = (0, 0, 0, 0, 0, 0, 0, 0,−1, 0, 1, 0,−1, 0, 1, 0,−1, 0, 1, 0,−1, 0, 1, 0)T
• µ4 =
√
2− 4 with eigenspace E(µ4) equivalent to V−4 spanned by the vectors:
v4,1 = (−1,−
√
2
2 ,
√
2, 2−
√
2
2 , 1,
√
2
2 ,−
√
2,− 2−
√
2
2 ,
√
2,−
√
2
2 ,−1, 2−
√
2
2 ,−
√
2,
√
2
2 , 1,− 2−
√
2
2 , 1,−1, 0, 0,−1, 1, 0, 0)T
v4,2 = (0,−1, 0, 1, 0, 1, 0,−1,−1+
√
2, 1−√2, 1 +√2, 1−√2, 1−√2,−1 +√2, 1−√2,−1 +√2, 1, 0,−1, 0,−1, 0, 1, 0)T
v4,3 = (−
√
2,− 2−
√
2
2 , 1,
√
2
2 ,
√
2, 2−
√
2
2 ,−1,−
√
2
2 ,
√
2, 2−
√
2
2 ,−1,−
√
2
2 ,−
√
2,− 2−
√
2
2 , 1,
√
2
2 , 1, 0, 0,−1,−1, 0, 0, 1)T .
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• µ5 = −
√
2− 2, with eigenspace E(µ5) equivalent to V−3 spanned by the vectors:
v2,1 = [1,−
√
2
2 ,−
√
2, 2−
√
2
2 ,−1,
√
2
2 ,
√
2,− 2−
√
2
2 ,
√
2,
√
2
2 ,−1,− 2−
√
2
2 ,−
√
2,−
√
2
2 , 1,
2−
√
2
2 ,−1,−1, 0, 0, 1, 1, 0, 0]T
v2,2 = [0, 1, 0,−1, 0,−1, 0, 1, 1−
√
2, 1−√2, 1−√2, 1−√2,√2− 1,√2− 1,√2− 1,√2− 1, 1, 0,−1, 0,−1, 0, 1, 0]T
v2,3 = [
√
2,− 2−
√
2
2 ,−1,
√
2
2 ,−
√
2, 2−
√
2
2 , 1,−
√
2
2 ,
√
2,− 2−
√
2
2 ,−1,
√
2
2 ,−
√
2, 2−
√
2
2 , 1,−
√
2
2 ,−1, 0, 0,−1, 1, 0, 0, 1]T
• µ6 = −4 with eigenspace E(µ6) equivalent to V−3 spanned by the vectors:
v6,1 = (0, 1, 0,−1, 0, 1, 0,−1, 0,−1, 0, 1, 0,−1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0)T
v6,2 = (−1, 0, 1, 0,−1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−1, 0, 1, 0,−1, 0, 1)T
v6,3 = (0, 0, 0, 0, 0, 0, 0, 0, 1, 0,−1, 0, 1, 0,−1, 0,−1, 0, 1, 0,−1, 0, 1, 0)T
• µ7 := −
√
3− 3 with eigenspace E(µ7) equivalent to V−2 spanned by the vectors:
v8,1 = (−2,
√
3,−2,√3,−2,√3,−2,√3,−√3, 1,−√3, 1,−√3, 1,−√3, 1, 1, 0, 1, 0, 1, 0, 1, 0)T
v8,2 = (−
√
3, 1,−√3, 1,−√3, 1,−√3, 1,−2,√3,−2,√3,−2,√3,−2,√3, 0, 1, 0, 1, 0, 1, 0, 1)T
• µ8 = −
√
2− 4, with eigenspace E(µ8) equivalent to V−4 spanned by the vectors:
v3,1 = [
√
2, 1 +
√
2
2 , 1,−
√
2
2 ,−
√
2,−1−
√
2
2 ,−1,
√
2
2 ,−
√
2,−1−
√
2
2 ,−1,
√
2
2 ,
√
2, 1 +
√
2
2 , 1,−
√
2
2 , 1, 0, 0,−1,−1, 0, 0, 1]T
v3,2 = [−1,
√
2
2 ,−
√
2,−1−
√
2
2 , 1,−
√
2
2 ,
√
2, 1 +
√
2
2 ,−
√
2,
√
2
2 ,−1,−1−
√
2
2 ),
√
2,−
√
2
2 , 1, 1 +
√
2
2 , 1,−1, 0, 0,−1, 1, 0, 0]T
v3,3 = [0,−1, 0, 1, 0, 1, 0,−1,−1−
√
2, 1 +
√
2,−1−√2, 1 +√2, 1 +√2,−1−√2, 1 +√2,−1−√2, 1, 0,−1, 0,−1, 0, 1, 0]T
• µ9 := −6 with eigenspace E(µ9) equivalent to V−1 spanned by the vector:
v9 = (−1, 1,−1, 1,−1, 1,−1, 1, 1,−1, 1,−1, 1,−1, 1,−1,−1, 1,−1, 1,−1, 1,−1, 1)T
In summary, we have the eigenvalues µ9 < ... < µ0 of △G, each of them with single isotypical
multiplicity (which means that the eigenspace of the eigenvalue µj is equivalent to V−nj ). The values
k/ωj for k ∈ N and j = 1, ..., 9 (with µj = −ω2j ) have the order
1
ω9
< .... <
1
ω3
<
2
ω9
<
2
ω8
<
1
ω2
<
2
ω7
<
2
ω6
<
2
ω5
<
1
ω1
< . . .
We apply the reduction to the fixed-point space of H := Dz1 . In this case W (H) = S4×Z2 and
we have the following basic S4 × Z2-degrees:
degV−
0
= (S4 × Z2)− (S4),
degV−
1
= (S4 × Z2)− (S−4 ),
degV−
2
= (S4 × Z2)− (Ddˆ4)− (D4) + (V4),
degV−
3
= (S4 × Z2)− (Dz4)− (Dz3)− (Dd2) + 2(Dz1) + (Z−2 )− (Z1).
degV−
4
= (S4 × Z2)− (Dd4)− (D3)− (Dd2) + (Z−2 ) + 2(D1)− (Z1).
By applying Theorem 3.1 and Corollary 4.1, we obtain the following result:
Theorem 4.3. Consider the network consisting of a configuration of 20 elements arranged as the
vertices of the cut-off octahedron and assume that g′(0) = 0 and |g(u)| > |u| for |u| > M . Suppose
λ > 1ω9 such that for all k ∈ 2N − 1 we have λ 6= kωj , j = 1, ..., 9. Then the system (3) admits a
p-periodic solution u(t) satisfies −u(−t) = u(t). Moreover,
(a) If 1ω9 < λ <
1
ω8
then there exists a p periodic solution u(t) such that the solution x(t) = u(λt)
to (5) has the S4 × Z2-isotropy group (S−4 ).
(b) If 1ω8 < λ <
1
ω7
or 1ω2 < λ <
2
ω7
then there exist three p periodic solutions such that the
solutions x(t) = u(λt) to (5) have the S4 × Z2-isotropy groups (S−4 ), (Dd4) and (Dd2).
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(c) If 1ω7 < λ <
1
ω6
, 1ω5 < λ <
1
ω4
, 1ω3 < λ <
2
ω9
, 2ω8 < λ <
1
ω2
, 2ω7 < λ <
2
ω6
and 2ω5 < λ <
1
ω1
,
then there exist four p periodic solutions u(t) such that the solutions x(t) = u(λt) to (5) have
the S4 × Z2-isotropy groups (S−4 ), (Ddˆ4), (Dd2) and Dd4).
(d) If 1ω6 < λ <
1
ω5
, 2ω8 < λ <
2
ω7
and 2ω6 < λ <
2
ω5
, then there exist three p periodic solutions
such that the solutions x(t) = u(λt) to (5) have the S4 × Z2-isotropy groups (S−4 ), (Dd4) and
(Ddˆ4).
(e) If 1ω4 < λ <
1
ω3
then there exist three p periodic solutions such that the solutions x(t) = u(λt)
to (5) have the S4 × Z2-isotropy groups (S−4 ), (Dd2) and (Ddˆ4).
(f) If 2ω9 < λ <
2
ω8
then there exist three p periodic solutions such that the solutions x(t) = u(λt)
to (5) have the S4 × Z2-isotropy groups (Dd4), (Dd2) and (Ddˆ4).
A Appendix: Equivariant Brouwer Degree
W assume G is a compact Lie group. For a subgroup H ⊂ G (which is always assumed to be
closed), denote by N(H) the normalizer of H in G, by W (H) = N(H)/H the Weyl group of H in
G, and by (H) the conjugacy class of H in G. The set Φ(G) of all conjugacy classes in G admits
a partial order defined as follows: (H) ≤ (K) if and only if gHg−1 ⊂ K for some g ∈ G. We will
also put Φk(G) := {(H) ∈ Φ(G) : dimW (H) = k}.
For a G-space X and x ∈ X , Gx := {g ∈ G : gx = x} is called the isotropy of x and G(x) :=
{gx : g ∈ G} is called the orbit of x. One can easily verify that G(x) ≃ G/Gx. Denote by
X/G the the set of all orbits in X under the action of G, which is called the orbit space of
X . Furthermore, we call conjugacy class (Gx) the orbit type of x in X and put Φ(G;X) :=
{(H) ∈ Φ(G) : H = Gx for some x ∈ X}. Also, for a G-space X and a closed subgroup H of G,
XH := {x ∈ X : Gx ⊃ H} is called H-fixed-point subspace of X .
Let X and Y be two G-spaces. A continuous map f : X → Y is said to be equivariant if
f(gx) = gf(x) for all x ∈ X and g ∈ G. If the G-action on Y is trivial, i.e., f(gx) = f(x) for all
x ∈ X and g ∈ G, then f is called invariant. As is known (see, for instance, [?] and [4]), for any
subgroup H < G and equivariant map f : X → Y , the map fH : XH → Y H , where fH := f |XH ,
is well-defined and W (H)-equivariant.
Let L ≤ H ≤ G. We put N(L,H) := {g ∈ G : gLg−1 ≤ H}. Then, if (L), (H) ∈ Φ0(G), the
number
n(L,H) = |N(L,H)/N(H)| ,
where |X | stands for the cardinality of X , is well defined and finite (see, for example, [19]). For
more information about the number n(L,H) and its properties, we refer to [4].
A.1 Isotypical Decomposition of Finite-Dimensional Representations
As is well-known, any compact group admits only countably many non-equivalent real irreducible
representations. Therefore, given a compact Lie group Γ, we always assume that a complete list of
all real irreducible Γ-representations, denoted by Vi, i = 0, 1, . . . is available. Let V (resp. U) be a
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finite-dimensional real Γ-representation. Without loss of generality, V can be assumed orthogonal.
Then, one can represent V as the direct sum
V = V0 ⊕ V1 ⊕ · · · ⊕ Vr, (19)
which is called the Γ-isotypical decomposition of V , where the isotypical component Vi is modeled
on the irreducible Γ-representation Vi, i = 0, 1, . . . , r, i.e., Vi contains all the irreducible subrepre-
sentations of V which are equivalent to Vi. Notice that for a Γ-equivariant linear map A : V → V ,
A(Vi) ⊂ Vi, i = 0, 1, 2, . . . , r. We will denote by σ(A) the spectrum of A and for µ ∈ σ(A), E(µ)
will stand for the generalized eigenspace corresponding to µ. Clearly, E(µ) is Γ-invariant. Then
we can put
mi(µ) := dim (Vi ∩ E(µ)) / dimVi, (20)
and will call the number mi(µ) the Vi-multiplicity of the eigenvalue µ.
Given an orthogonal Γ-representation V , denote by GLΓ(V ) group of all Γ-equivariant linear
invertible operators on V . Then, the isotypical decomposition (19) induces a decomposition of
GLΓ(V ):
GLΓ(V ) =
r⊕
i=0
GLΓ(Vi). (21)
For every isotypical component Vi in (19), one has GL
Γ(Vi) ≃ GL(mi,F), wheremi = dimVi/ dimVi
and F is a finite-dimensional division algebra, i.e., F = R, C or H, depending on the type of the
irreducible representation Vi.
A.2 Burnside Ring A(G)
Let G be a compact Lie group. Denote by A(G) := Z[Φ0(G)] the free abelian group generated by
(H) ∈ Φ0(G), i.e., an element a ∈ A(G) is a finite sum
a = n1(H1) + · · ·+ nm(Hm),
where ni ∈ Z and (Hi) ∈ Φ0(G). In addition, one can define an operation of multiplication in
A(G) by
(H) · (K) =
∑
(L)∈Φ0(G)
nL (L), (22)
where the integer nL represents the number of orbits of type (L) contained in the spaceG/H×G/K.
In this way, A(G) becomes a ring with the unity (G). The ring A(G) is called the Burnside ring
of G. By using the partial order on Φ0(G), the multiplication table for A(G) can be effectively
computed using a simple recurrence formula:
nL =
n(L,H) |W (H)| n(L,K) |W (K)| −∑(L˜)>(L) n(L, L˜)nL˜ ∣∣∣W (L˜)∣∣∣
|W (L)| . (23)
A.3 G-Equivariant Degree: Basic Properties and Recurrence Formula
Suppose that V is an orthogonal G-representation and f : V → V a continuous G-equivariant
map. Consider an open bounded G-invariant set Ω. Then the G-map f is called Ω-admissible if
for all x ∈ ∂Ω, we have f(x) 6= 0. In such a case, the pair (f,Ω) is called a G-admissible pair (in
V ). The set of all possible G-pairs will be denoted by MG.
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This subsection is to provide a practical “definition” of the G -equivariant degree based on its
properties that can be used as set of axioms, which uniquely determines this G-degree (see [4] for
all the details):
Theorem A.1. There exists a unique map G- deg : MG → A(G), which assigns to every admis-
sible G-pair (f,Ω) an element G- deg(f,Ω) ∈ A(G), called the G -equivariant degree (or simply
G-degree) of f on Ω,
G- deg(f,Ω) =
∑
(H)∈Φ0(G)
nH(H) = nH1(H1) + · · ·+ nHm(Hm), (24)
satisfying the following properties:
(G1) (Existence) If G- deg(f,Ω) 6= 0, i.e., nHi 6= 0 for some i in (24), then there exists x ∈ Ω
such that f(x) = 0 and (Gx) ≥ (Hi).
(G2) (Additivity) Let Ω1 and Ω2 be two disjoint open G-invariant subsets of Ω such that f
−1(0)∩
Ω ⊂ Ω1 ∪ Ω2. Then,
G- deg(f,Ω) = G- deg(f,Ω1) +G- deg(f,Ω2).
(G3) (Homotopy) If h : [0, 1]× V → V is an Ω-admissible G-homotopy, then
G- deg(ht,Ω) = constant.
(G4) (Normalization) Let Ω be a G-invariant open bounded neighborhood of 0 in V . Then,
G- deg(Id,Ω) = 1 · (G).
(G5) (Multiplicativity) For any (f1,Ω1), (f2,Ω2) ∈MG,
G- deg(f1 × f2,Ω1 × Ω2) = G- deg(f1,Ω1) ·G- deg(f2,Ω2),
where the multiplication ‘·’ is taken in the Burnside ring A(G).
(G6) (Suspension) If W is an orthogonal G-representation and B is an open bounded invariant
neighborhood of 0 ∈W , then
G- deg(f × IdW ,Ω×B) = G- deg(f,Ω).
(G7) (Recurrence Formula) For an admissible G-pair (f,Ω), the G-degree (24) can be computed
using the following recurrence formula
nH =
deg(fH ,ΩH)−∑(K)>(H) nK n(H,K) |W (K)|
|W (H)| , (25)
where |X | stands for the number of elements in the set X and deg(fH ,ΩH) is the Brouwer
degree of the map fH := f |V H on the set ΩH ⊂ V H .
The G-equivariant degree can be generalized, in a standard way (see [4]) to a G-equivariant
Leray-Schauder degree in infinite-dimensional Banach spaces.
19
A.4 Computation of Γ-Equivariant Degree
Put B(V ) := {x ∈ V : |x| < 1}. For each irreducible G-representation Vi, i = 0, 1, 2, . . . , we define
degVi := G- deg(− Id, B(Vi)),
and will call degVi the basic degree.
Consider a G-equivariant linear isomorphism T : V → V and assume that V has a G-isotypical
decomposition (19). Then, by the Multiplicativity property (G5),
G- deg(T,B(V )) =
r∏
i=0
G- deg(Ti, B(Vi)) =
r∏
i=0
∏
µ∈σ−(T )
(
degVi
)mi(µ)
(26)
where Ti = T |Vi and σ−(T ) denotes the real negative spectrum of T , i.e., σ−(T ) = {µ ∈ σ(T ) : µ < 0}.
Notice that the basic degrees can be effectively computed. Indeed
degVi =
∑
(H)∈Φ0(G)
nH(H),
where the coefficients nH can be computed from the following recurrence formula
nH =
(−1)dimVHi −∑H<K nK n(H,K) |W (K)|
|W (H)| . (27)
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