We study the algebra MD of generating function for multiple divisor sums and its connections to multiple zeta values. The generating functions for multiple divisor sums are formal power series in q with coefficients in Q arising from the calculation of the Fourier expansion of multiple Eisenstein series. We show that the algebra MD is a filtered algebra equipped with a derivation and use this derivation to prove linear relations in MD. The (quasi-)modular forms for the full modular group SL 2 (Z) constitute a subalgebra of MD this also yields linear relations in MD. Generating functions of multiple divisor sums can be seen as a q-analogue of multiple zeta values. Studying a certain map from this algebra into the real numbers we will derive a new explanation for relations between multiple zeta values, including those in length 2, coming from modular forms.
Introduction

Multiple zeta values are natural generalizations of the Riemann zeta values that are defined for integers s 1 > 1 and s i ≥ 1 for i > 1 by ζ(s 1 , . . . , s l ) := n 1 >n 2 >···>n l >0 1 n s 1 1 . . . n s l l .
Because of its occurence in various fields of mathematics and physics these real numbers are of particular interest. The Q-vector space of all multiple zeta values of weight k is then given by MZ k := ζ(s 1 , . . . , s l ) s 1 + · · · + s l = k and l > 0 Q .
It is well known that the product of two multiple zeta values can be written as a linear combination of multiple zeta values of the same weight by using the stuffle or shuffle relations. Thus they generate a Q-algebra MZ. There are beautiful conjectures about the dimensions of finite dimensional subspaces of MZ determined by the weight and the depth filtration. In [GKZ] Gangl, Kaneko and Zagier introduced double Eisenstein series, which were generalized to multiple Eisenstein series in [Ba1] . These series are sums over certain positive sectors in the multiple product of a lattice. They give natural generalizations of the well-known Eisenstein series from the theory of modular forms similar as the multiple zeta values generalize special values of the Riemann zeta function. These functions do by construction satisfy the stuffle relations. But due to convergence problems the shuffle relation needs some modification; it seems to hold up to an error term which involves derivatives. The motivation behind this article is the idea to understand these corrections algebraically, although this will not be discussed here furthermore (c.f. [BBK] , [BT] ). It has been shown in [Ba1] that multiple Eisenstein series have a Fourier expansion, which decomposes as a MZ-linear combination of generating functions for multiple divisor sums [s 1 , . . . , s l ] which we also refer to as brackets in this paper. For example the double Eisenstein series G 4,4 and the triple Eisenstein series G 3,2,2 are given by sums we define for natural numbers r 1 , . . . , r l ∈ N 0 = {0, 1, 2, . . . } the multiple divisor sum by σ r 1 ,...,r l (n) = , because it belongs to the "smallest" possible partition l · 1 + (l − 1) · 1 + · · · + 1 · 1 = n , i.e. u j = j and v j = 1 for 1 ≤ j ≤ l. The number k = s 1 + · · · + s l is called the weight of [s 1 , . . . , s l ] and l denotes the length. These numbers satisfy l ≤ k. For example for even k ≥ 4 the Eisenstein series G k , which are well-known to be modular forms of weight k for the group SL 2 (Z), are elements in this vector spaces, because they satisfy
also the quasi-modular form G 2 of weight 2 is an element of Fil Remark 1.4. In fact we prove that this product on MD is a quasi-shuffle product in the sense of Hofmann and Ihara [HI] . For small weight k or at least a small l length we can compute a sufficiently large number of the Fourier coefficients of a bracket. We can therefore determine lower bounds for the number of linearly independent elements in Fil (MD) . The equalities come from the fact that we know enough relations in the cases marked black in Table 1 . For the multiple zeta values conjecturally all linear relations are due the fact that the shuffle and the stuffle relations give two different description of the product of two multiple zeta values, albeit in practice there are different methods to prove distinct relations like the cyclic sum identity [HO] or the Zagier-Ohno relation [OZ] . So far we know only one way to write a product of two brackets as a linear combination in MD and this doesn't suffice to give linear relations between elements in MD. However, as we will see now, MD has the additional structure of a differential algebra and moreover there are several ways to express the derivative of a bracket. By now linear relations in MD are proved either by using derivatives and or the theory of quasi-modular forms. 
Frankly speaking the derivative d[k] measures the failure of the shuffle relation for the product of two length one bracket.
We will show now how to derive from these formulas non trivial linear relations.
Example 1.9. (Relations from derivatives) The first derivatives are given by
The difference of (1.6) and (1.7) leads to the first linear relation in Fil W 4 (MD):
(1.9) Example 1.10. (Leibniz rule) Since d is a derivation it satisfies the Leibniz rule, e.g., because of (1.2)
Now using (1.5), (1.6) and (1.8) together with the explicit description of the various products we could alternatively prove the relation (1.9). G 8 because the space of weight 8 modular forms for SL 2 (Z) is one dimensional. We therefore have
Using the product as described in Proposition 2.8 we get Beside the methods mentioned in Example 1.9 and 1.11 other obvious ways to get relations in weight k are either to multiply a relation in weight l by a bracket of weight k − l or to take the derivative of a relation in weight k − 2. In order to study the linear relations in the generators of MD systematically it is better first to understand some of the algebra structure of MD. 
(see Theorem 2.14). With this structure in our hands it is easy see that it suffices to study the linear relations in the generators of the quotient spaces gr W,L k,l (qMZ) in order to get upper bounds on the dimensions of all the graded or filtrated pieces of qMZ or MD. In Theorem 5.5 we present our results in this direction. We like to emphasize that the focus of this article is not to give the best possible results on the number of relations. We expect that with a more detailed study of the kind of relations we can obtain so far we could derive much better results and we plan to come back to this in future [Ba2] . The notation qMZ shall emphasize the relation to q-analogues of multiple zeta values, which will be explained now. Our algebra qMZ is related, but not isomorphic, to a recent modification of multiple q zeta values as proposed in [OT] or [Ta] , see also Remark 6.1.
We will show that with this definition we have
where g j ∈ Fil W j (qMZ). For our next result an analytical interpretation of Z alg k in a broader context is the key fact.
Using Theorem 1.13 we get as immediate consequences and without any difficulties the following well-known identities for multiple zeta values. Example 1.14. i) If we apply Z 3 to (1.5) we deduce ζ(3) = ζ(2, 1).
ii) If we apply Z 4 to (1.6) and (1.7) we deduce ζ(4) = 4ζ(3, 1) = 4 3 ζ(2, 2).
iii) The identity (
Applying Z alg 4
we deduce again the two relations ζ(3) = ζ(2, 1) and 4ζ(3, 1) = ζ(4), since by Theorem 1.13 we have
iv) If we apply Z 8 to (1.10) we deduce ζ(8) = 12ζ(4, 4). Letting Z 12 act on both sides of (1.13) one obtains the relation 5197 691 ζ(12) = 168ζ(5, 7) + 150ζ(7, 5) + 28ζ(9, 3) .
Finally we point to the fact that the last identity coming from the cusp form ∆ has been obtained via period polynomials in [GKZ] . 2 The algebra of generating function of multiple divisor sums
The proof of Theorem 1.3 will occupy this section. First we consider products of polylogarithms at negative integers. This will give us an explicit formula for the product of two brackets.
Remark 2.1. We start with a remark on where brackets also have appeared before. In the following we will write {a} l for a length l sequence a, . . . , a.
i) The sum in (1.1) can be interpreted as a sum over all partitions of n into l distinct parts u j . The v j count the appearance of the parts u j . For example let l = 2, n = 5 and r 1 = r 2 = 1 then we have five partitions of 5 into 2 distinct parts: 5 = 4 + 1 = 3 + 2 = 3 + 1 + 1 = 2 + 2 + 1 = 2 + 1 + 1 + 1
and therefore σ 0,0 (5) = 5 and σ 2,1 (5) = 1
ii) The multiple divisor sum σ {0} l counts the number of partitions of n into l distinct parts. Therefore the generating function of the partition functions p(n) which counts all partitions of n can be written as
iii) The brackets [2, . . . , 2] were already studied by P. A. MacMahon (see [Ma] ) under the name of generalized divisor sums in the context of partitions. They were also studied in [AR] where it was also shown, that they are quasi-modular forms.
Definition 2.2. Recall that for s, z ∈ C, |z| < 1 the polylogarithm Li s (z) of weight s is given by
We then define a normalized polylogarithm by
The normalized polylogarithm Li 1−s (z) extends to an entire function in s and to a holomorphic function in z where |z| < 1. However for our purposes it is enough to know that for natural s > 0 this is a rational function in z with a pole at z = 1 (c.f. Remark 2.4). Now we can define brackets as functions in q.
Proposition 2.3. For q ∈ C with |q| < 1 and for all s 1 , . . . , s l ∈ N we can write the brackets as
Proof. This follows directly from the definitions, see also Lemma 2.5.
Remark 2.4. As mentioned above the polylogarithms Li −s (z) for s ∈ N are rational functions in z with a pole in z = 1. More precisely for |z| < 1 they can be written as
where P s (z) is the s-th Eulerian polynomial. Such a polynomial is given by
where the Eulerian numbers A s,n are defined by
Therefore the coefficients (the Eulerian numbers) of P s are positive. It fulfills the relation P k+1 (t) = P k (t)(1 + kt) + t(1 − t)P ′ k (t) and therefore P k (1) = k!. For proofs of all these properties see for example [Fo] . In particular the recursive formula can be found in [Fo] as equation (3.3). Proposition 2.6 then gives an expression for the product of Eulerian polynomials as rational linear combinations of polynomials in the form (1 − z) j P i (z) with j, i ∈ N.
Lemma 2.5. For s 1 , . . . , s l ∈ N we have
where P k (t) is the k-th Eulerian polynomial.
Proof. The claim follows directly from Remark 2.4 because
The product of [s 1 ] and [s 2 ] can thus be written as
In order to prove that this product is an element of Fil
We therefore need the following Lemma 2.6. For a, b ∈ N we have
Proof. We prove this by using the generating function
With this one can see by direct calculation that
By the definition of the Bernoulli numbers
The statement then follows by calculating the coefficient of
Example 2.7. We have λ and thus
More generally, Lemma 2.6 implies the following explicit formula for the product in the length one case.
Proposition 2.8. We have the formula
Proof. This is a straightforward calculation In order to prove Theorem 1.3 we need to show that the above considerations work in general and not only in the length 1 case. For this we use the notion of quasishuffle algebras ( [HI] ). Let A = {z 1 , z 2 , . . . } be the set of letters z j for each natural number j ∈ N, QA the Q-vector space generated by these letters and Q A the noncommutative polynomial algebra over Q generated by words with letters in A. For a commutative and associative product ⋄ on QA, a, b ∈ A and w, v ∈ Q A we define on Q A recursively a product by 1 * w = w * 1 = w and
Equipped with this product one has the Proposition 2.9. The vector space Q A with the product * is a commutative Q-algebra.
Proof. See [HI] Theorem 2.1.
Motivated by the product expression of the polylogarithms in Lemma 2.6 we define the product ⋄ on QA by
This is an commutative and associative product on QA, because it arises from the product of the pairwise linearly independent polylogarithms Li 1−t (z) in Proposition 2.6, and therefore (Q A , * ) is a commutative Q-algebra by Proposition 2.9 above. Theorem 1.3 now follows from the next proposition.
and therefore MD is a Q-algebra and [ . ] an algebra homomorphism.
Proof. This follows by the same argument as in the multiple zeta value case, see e.g. [H1] Thm 3.2, by using induction on the length of the words w and v together with Proposition 2.6. Now we have proven Theorem 1.3. As a special case of this theorem we have the following explicit formula.
Example 2.11. For a, b, c ∈ N we have
We would like to point out another structure of the algebra MD, which will be important later on when we consider the connection to multiple zeta values, and which was already mentioned in the introduction.
Definition 2.12. We define the set of all admissible brackets qMZ as the span of all brackets [s 1 , . . . ,
we denote the admissible brackets of length l and weight k similar to the non-admissible case.
With this we have the Theorem 2.13. The vector space qMZ is a subalgebra of MD. 
where w, v ∈ Q A are words in the alphabet A = {z 1 , z 2 , . . . }. So in order to prove the statement we have to show that z a w * z b v is a linear combination of words z c u ∈ Q A with c > 1 and arbitrary words u ∈ Q A . By the definition of the quasi-shuffle product * we have
The first two summands clearly fulfill this condition, because we assumed a, b > 1, so it remains to show that z a ⋄ z b ∈ QA is a linear combination of letters z j with j > 1. Again by definition we obtain
so it suffices to show that λ 
This term clearly vanishes when a and b have different parity. In the other case a + b − 1 is odd and greater than 1, as a, b > 1. It is well known that in this case B a+b−1 = 0, from which we deduce that λ
ii) The algebra MD is a polynomial ring over qMZ with indeterminate
then the claim follows directly by induction on l.
To show (2.1) it is clear that we can focus on the generators of MD which we write as f = [{1} m , s 1 , . . . , s l−m ], with s 1 > 1 and k = m + s 1 + · · · + s l−m . By induction over m we prove that every element of such form can be written as in (2.1). For m = 0 it is f ∈ Fil W k (qMZ), i.e. g 1 = f and g 2 = g 3 = 0. For the induction step we obtain by the quasi-shuffle product
The elements in the sum start with at most m − 1 ones, so we obtain a representation in the form of (2.1) inductively.
ii) We have to show that [1] is algebraically independent over qMZ and therefore the representation of f ∈ MD in i) as a polynomial in Proof. By the quasi-shuffle product formula Proposition 2.10 it is sufficient to show that for
vanish for j odd if a and b are even to prove that MD even is a subalgebra of MD. But this follows direclty by the fact that the B k vanish for odd k > 1 and that the case a + b − j = 1 does not occur since j ≤ a and b ≥ 2.
In order to prove that MD ♯ is a subalgebra of MD we have to show that
vanishes for a, b > 1. This term clearly vanishes when a and b have different parity. In the other case it is B a+b−1 = 0, because a + b − 1 is odd and greater than 1.
The space MD ♯ is studied further in [BK] , where the authors consider a connection of this space to other q-analogues of multiple zeta values.
A derivation and linear relations in MD
Our strategy to prove Theorem 1.7 is to use generating series of brackets. This allows us to express the derivative in terms of elements in MD. We make these calculations explicit in the case of first in the length 1 case and then for the length 2 case. Similar formulas for the general case are rather complicated.
Lemma 3.1. The generating series T (X 1 , . . . , X l ) of brackets of length l can be written as
Proof. This can be seen by direct computation using the geometric series and the Taylor expansion of the exponential function:
We now study the derivative of brackets of length 1, much of the formulas presented for this purpose may implicitly found also in [GKZ] . In particular the next lemma is essentially a part of the calculation in the proof of Theorem 7 in [GKZ] . We give it nevertheless because it is a good preparation for the proof of our Theorem 1.7.
Lemma 3.2. i) The product of two generating functions of multiple divisor sums of length 1 is given by
where
In particular
Proof. i) Remember that the generating functions are given by
With this in our hands we calculate
For these terms we get furthermore
1−q n , we get for the last term
ii) This can be seen by direct computation. First observe
and then use this to evaluate
We now want to give explicit expressions for the derivative of multiple divisor sums of length 1, which follow from the lemmas above: 
Proof. This is a direct consequence of Lemma 3.2 by considering the coefficient of
by using
Example 3.4. In the following formulas we used the explicit description for the product given in Proposition 2.8.
i) In the smallest case s = 1 there is just one choice given by s 1 = 1, s 2 = 2:
ii) For s = 2 we can choose s 1 = 1, s 2 = 3 and s 1 = s 2 = 2 and therefore we get the two expressions:
from which the first linear relation in weight 4 follows:
iii) In the case s = 3 one again gets two expressions and therefore one relation. 
By the same considerations as in proof of Theorem 2.13 we find that [s 1 ⋄ s 2 ] ∈ qMZ. Therefore we get ⌊ k 2 ⌋ − 1 relations.
We have checked that for k ≤ 20 we get all relations in length two by the above method, cf. Theorem 5.5. This give some evidence for Now we want to consider the derivative in the length two case.
Lemma 3.7. The product of two generating functions of multiple divisor sums of length 1 and 2 is given by
Proof. i) We again split the sum into different parts as in the case for T (X)T (Y ):
. . .
is similar to the calculation in the lemma above and we leave it out here. The evaluation of F 4 and F 5 are similar and we therefore just illustrate the F 4 case:
Definition 3.8. We define the operator D(f ) on functions in X by
Observe that D(R 1 (X, Y )) = d T (Y ) and for the length 2 it holds Lemma 3.9. We have
Proof. For the two summands of R 2 (X, Y, Z) one gets
Adding these two terms one obtains d T (Y, Z), because with d
(1−q n ) 2 and the product formula we obtain
Proposition 3.10. The derivative of [s 1 , s 2 ] can be written as
Proof. This follows directly from Lemma 3.7 by applying the operator At this point we like to indicate that the Leibniz rule is another source of linear relations in MD.
Example 3.12. i) By means of the Leibniz rule and the quasi-shuffle product we have
Evaluating both sides separately we deduce the following linear relation in length 3
[5] =2 Proof. (of Theorem 1.7) To prove this statement we are going to use the same combinatorial arguments as in the Lemma 3.7, Lemma 3.9 and Proposition 3.10 in a general way which means that we have
This can be seen by splitting up the sum in the same way as above. The first line comes from the parts where one sums over the ordered pairs n 1 + · · · + n j−1 < m < n 1 + · · ·+ n j for j = 1, . . . , l and n 1 + · · ·+ n l < m. Setting m = n 1 + · · ·+ n j−1 + m ′ and n j = m ′ + n ′ j for these terms it is easy to see that one gets the sum over m ′ , n 1 , . . . , n ′ j , . . . , n l which then gives T (X + Y 1 , . . . , X + Y j , Y j , . . . , Y l ). The second line arises from the sum over m = n 1 + · · · + n j . In this case one again uses the identity q f X=0 act on this it is easy to see that the last term then becomes
and this is exactly d T (Y 1 , . . . , Y l ) which can be seen by induction on l and the product formula. The product on the left becomes Proof. This follows directly by the proof of Theorem 1.7 since in the formula for d T (Y 1 , . . . , Y l ), which one obtains by applying D to equation (3.2), it is easy to see that the coefficients of the monomials which contains a Y 1 are all in qMZ.
Remark 3.15. We didn't give an explicit formula for the derivative of brackets of length l, since a general formula seems to be confusing. But for a specific bracket one can get its derivative by applying first the operator D to the equation (3.2) and then collecting the corresponding coefficients. For example for l = 3 one can deduce Remark 3.16. Changing the perspective we can view Theorem 1.7) and its special cases Lemma 3.7, Lemma 3.9 and Proposition 3.10 as results, which express the failure of the shuffle relation for [s]·[s 1 , . . . , s l ] in terms of multiple divisor functions of lower weight and length and derivatives. An optimistic guess is that this is also the case for more complicated products. We want to come back to this in [BBK] .
The subalgebra of (quasi-)modular forms
We call
the Eisenstein series of weight k. For even k = 2n due to Eulers theorem we have in addition
and therefore
for example
Proposition 4.1. i) The ring of modular forms M(Γ 1 ) for Γ 1 = SL 2 (Z) and the ring of quasi-modular forms M(Γ 1 ) are graded subalgebras of MD.
ii) The Q-algebra of quasi-modular forms M k (Γ 1 ) is closed under the derivation d and therefore it is a subalgebra of the graded differential algebra (MD, d).
iii) We have the following inclusions of Q-algebras
) be the space of (quasi-)modular forms of weight k for Γ 1 . Then the first claim follows directly from the well-known facts
The second claim is a well known fact in the theory of quasi-modular forms and a proof can be found in [Za2] p. 49. It suffices to show that the derivatives of the generators are given by
The last statement follows immediately by i) and the results before. It is well known that the weight is additive for multiplication of modular forms. The above relation shows that the length is not additive with respect to the multiplication of modular forms.
Proposition 4.4. The algebra of modular forms is graded with respect to the weight and filtered with respect to the length. We have
Proof. For each k there is an Eisenstein series G k and this is the only element of length 1 in M k (Γ 1 ). Now the first statement follows immediately from the fact that the polynomials G a G b with a + b = k generate M k (Γ 1 ) as an vector space [Za1] . Setting y in the first formula we see again that the modular forms G 4 and G 6 generate M(Γ 1 ) as an algebra.
Notice that because of Theorem 1.6 we know all relations in Fil W,L 8,2 (MD) and therefore we could give a purely algebraic proof the relation G G 8 without using the theory of modular forms, which relies on complex analysis. Moreover, again using Theorem 1.6, we can prove in Fil W 12 (MD) new identities for the cusp form ∆ = n>0 τ (n)q n .
Proposition 4.5. For (a, b) ∈ {(2, 4), (4, 6), (6, 8), (8, 10), (10, 11), (11, 12)} the cusp form ∆ ∈ S 12 can be uniquely written as
where d m,n ∈ Q. Moreover, any other representation of ∆ in Fil W,L 12,2 (MD) is a linear combination of these six representations.
Proof. By Theorem 1.6 we just have to solve systems of linear equations coming from the coefficients of the brackets in question. Using the relations coming from Proposition 3.3 this can be made very efficient with the computer.
Taking a suitable linear combination of the identities in Proposition 4.5 we get the representation (1.13) of ∆ given in the introduction.
Remark 4.6. At the end of this section we just want to give a short remark concerning the arithmetical aspect of the relations in Proposition 4.5 on which we don't want to focus in detail in these notes. Formulas like the ones above give several representation of the Fourier coefficients of cusp forms in terms of multiple divisor sums. One can also see the well-known congruence τ (n) ≡ σ 11 (n) mod 691 and it is easy to derive a lot of other congruences involving τ (n) and the brackets out of such relations.
Experiments and conjectures: dimensions
In this section we present data of some computer calculations regarding the number of linear independent brackets with length and weight smaller or equal to 15. In some cases we can prove these bounds to be sharp. Based on these experiments, we make a conjecture on the dimension of the graded pieces of qMZ and therefore also for MD. We first recall our results on the algebraic structure of MD and qMZ, where qMZ is the sub algebra of MD generated by admissible brackets. Both are a bi-filtered algebras with respect to the filtration Fil 
Proposition 5.1. In the direct sums in (5.1) and (5.2) each summand is a finite dimensional vector space. In particular, we have
Proof. Let b(k, l) denote the number of brackets [s 1 , . . . , s l ] of weight k and length l, i.e. s 1 + · · · + s l = k and let a(k, l) denote the number of admissible brackets of this type, i.e. s 1 + · · · + s l = k with s 1 > 1. It suffices to show
Now, if we write k = 1 + · · · + 1, then these formulas are an easy combinatorial fact, which can be seen by counting the possible ways of replacing l − 1 of k − 1 plus symbols by a semi-column and then interpreting the remaining sums as tuples (s 1 , . . . , s l ) (resp. k − 2 since we can't replace the first plus symbol).
Definition 5.2. We define
The next proposition shows that, in order to understand the dimensions of the various subspaces of qMZ as well as of MD, which are induced by the filtration given by weight or length, it suffices to understand d ′ (k, l).
Proposition 5.3. We have for qMZ the identities
and for MD we have
Proof. If V is a vector space with filtration F • such that
We further know that
Now the claim follows by the properties of the product.
Theorem 5.4. We have the following results for dim Q Fil W,L k,l (qMZ) Proof. We first explain how we obtain lower bounds with the help of a computer, then we give an upper bounds by listing enough relations. Lower bounds:
We calculated with the help of a computer a reasonable number of the coefficients for each of the brackets in Fil W,L k,l (qMZ). Now the rank of the matrix whose rows are the coefficients gives us for dim Q Fil W,L k,l (qMZ) a lower bound. Since we work only with a finite number of columns, it may happen that we can't distinguish linear independent elements. The result of our computer calculations is that all the entries 3 in the table of Theorem 
whose rows are the first 8 coefficients of the 7 brackets
has rank 6. Thus there are at least 7 (including the constant) linear independent elements in Fil
Upper bounds: Because of the identity
it suffices to give upper bounds for dim Q gr W,L i,j (qMZ). We use the bounds given by a(k, l) minus the number of known relations between the generators. There is at least no relations in the generators of gr
k,2 (qMZ) we know by Theorem 3.5 that there are at least
relations in between generators. In addition we know by Theorem 3.13 the number of relations in length 3 for the weights 5 and 6. Now it is easily checked that the lower and upper bounds coincide for the black marked entries in the table and hence the theorem is proven. For example in the case of Fil
3 The total running time on a standard PC for each entry was less then 24 hours. We point to the fact, that refinements of our code may give some more entries in the table.
Unfortunaly there is no direct way to get the dimension of gr W,L k,l (qMZ) with the help of a computer. However we can deduce the following conditional result. Theorem 5.5. i) We have the following results for d 
Now using Theorem 5.4 we get all the black marked entries in Table 3 . For the conjectured entries in Table 3 we assumed that all the entries in Table 2 were exact, except for the diagonals for which we guessed the entries for weight bigger then 11.
ii) The number of independent relations we found give all the black marked entries in Table 4 , since by i) we know that there aren't more. The conjectured entries in Table 4 equal the difference of the number of generators a(k, l) of in gr W,L k,l (qMZ) minus the corresponding dimension conjectured in i).
Proof. (of Theorem 1.6) The entries in Table 1 were calculated from the values for d ′ (k, l) given in Theorem 5.5 by means of the formula given in Proposition 5.3. Actually we have double-checked this table with the computer.
Remark 5.6. Of course a lot of the conjectured relations in the table of Theorem 5.5 can be obtained by using the methods mentioned in this paper. We expect that with a more detailed study of the kind of relations we can obtain so far we could derive much better results and we plan to come back to this in future [Ba2] .
Remark 5.7. The lower bounds where proven with the help of a computer and we expect that our program has found all the linear independent elements. We therefore conjecture that Table 3 in Theorem 5.5 gives the exact values of d ′ (k, l) for all k, l we have tested. Assuming this we can ask for relations that are satisfied by the d ′ (k, l). We observe that d
We see no reason why this shouldn't hold for all k > 11 also, i.e. we ask whether
Even more speculative we may ask whether there a polynomial P (x, y), Q(x, y) ∈ Q[x, y] such that
and
1−2x 2 −2x 3 . In fact, for the data we have so far there exist a family of polynomials P (x, y) and Q(x, y) such that if 
and its refinement by the Broadhurst Kreimer conjecture
We finally observe that conjecturally the algebra qMZ is much bigger than MZ as we read of the following 
Interpretation as a q-analogue of multiple zeta values
We will show that the brackets can be seen as an q-analogue of multiple zeta values.
Remark 6.1. The most common example for an q-analogue of multiple zeta values are the multiple q-zeta values (see for example [Br] ). They are defined for s 1 > 1,s 2 , . . . , s l ≥ 1 as
where one has to be careful with the notation here, because the brackets [n] q in this case denote the q-analogue of a natural number n j . They are given by
With this it is easy to see that since
These function also fulfill a lot of relations from which one can deduce relations of MZV due to the limiting process. It seems strange to us, that albeit the cases (1 − q) s [s] have been treated as q-zeta values [Zu] , [Pu] or [KKW] the definition (6.1) has become standard (see e.g. [Br] , [Zh] , [OKZ] ) and not (1 − q)
Remark 6.2. There is also another q-analogue, which is more directly connected to the brackets. It is defined by
and which are called modified q-multiple zeta values in [OT] or [Ta] . If all s j > 1, then modified q-multiple zeta values can be written in terms of brackets, which follows from the fact that the Eulerian polynomials form a basis of a certain space of polynomials [BK] . Clearly one has ζ q (2, . . . , 2) = [2, . . . , 2] because P 1 (t) = 1. If all indices s j ≥ 2 the connection gets a little bit more complicated. For example it is
and this is due to the identity
When one of the s j is equal to 1 we don't expect such a simple connection. But still there seems to be a connections if s 1 > 1, for example
It is not difficult to check that the space of modified q-multiple zeta is closed under multiplication (see e.g. [HI] , p. 2). However, the algebra of admissible brackets qMZ is not isomorphic to the Q-algebra of modified q-multiple zeta values in the sense of [OT] or [Ta] . This is in essence due to the relation ζ q (2, 1)
Definition 6.3. For k ∈ N we define the map
Proposition 6.4. The map Z k is linear and on the generators of Fil W k (qMZ), i.e., on brackets with s 1 > 0, it is given by
Proof. Using Lemma 2.5 and Lemma 6.6 below, we derive for
(1 − q)
here we used that the k-th Eulerian polynomial
Lemma 6.6 we will justify the interchange of the limit and the summation.
Corollary 6.5. Let f = n≥0 a n q n be a quasi-modular form of weight k. Then the map Z k sends f to (−2πi) k a 0 . The space S k of weight k cusp-forms is therefore a subspace of the kernel of Z k .
Proof. Any quasi-modular form of weight k can be written as a homogenous polynomial in G 2 , G 4 and G 6 , therefore M k (Γ 1 ) ⊂ Q k . Since Z k is a linear operator we can focus on the monomials. Let us consider the most simplest case first. For a, b ∈ {2, 4, 6} we have
and by Proposition 6.4 we have
a+b times the constant term of G a G b . The same argument holds for more general monomials and therefore the claim follows.
ii) Let k, n ∈ N be natural numbers and define the function
and for k > 1 we have f k,n (q) ≤ 1 n 2 . Proof. We start with the proof of ii) because we need it for the proof of i). It is
. This is bounded by 1 n because the function
is negative for all q ∈ (0, 1) which can be seen by b n (1) = 0 and the fact that the derivative b
is positive. We will show that
for all k. This will be sufficient ii) for proving the statement for all k ≥ 2 because it is 1−q 1−q n < 1 for q ∈ (0, 1). Because of the positivity of the coefficients of P k−1 (q) and P k−1 (1) = (k − 1)! we have for q ∈ (0, 1) that
It therefore remains to show that
We will do this by showing that h n (q) is monotonically increasing in the desired interval and lim q→1 h n (q) = 0 .
The latter can be seen by using l'hospital twice. For the monotonicity we first derive the derivative of h:
The first factor is negative and we therefore just have to proof that the term in the brackets is also negative for all n ∈ N and q ∈ (0, 1) which we will do by induction on n. For n = 1 this is trivial and for the inductive step we first rewrite the statement as
Assuming that this holds for an n we can write
Now we have to show that
which we again do by first setting
and then noticing that g n (1) = 0. The derivative g ′ n (q) = −q n−1 (n 2 (1 − q) + q) is clearly negative for q ∈ (0, 1) which implies g n (q) ≥ 0 and therefore finishes the inductive step. We now prove i). Using the bounds in ii) and taking into account s 1 > 1 we have the bound
for q ∈ [0, 1] and all M > 0. Therefore the sum on the right-hand side of (6.2) converges uniformly as a function in q and therefore we can interchange limit and summation.
Remark 6.7. In [Pu] 
Applications to multiple zeta values
As mentioned in the introduction we now want to consider a direct connection of brackets with multiple zeta values (MZV). We start by defining for any ρ ∈ R ≥1 the following spaces
where a n = O(n ρ−1 ) is the usual big O notation which means that there is an C ∈ R with |a n | ≤ Cn ρ−1 for all n ∈ N.
Lemma 7.1. i) Both Q <ρ and Q ρ are R vector spaces.
ii) We have Q ρ−1 ⊂ Q <ρ ⊂ Q ρ .
iii) Let r, s ∈ R ≥1 then Q <r · Q <s ⊂ Q <r+s , Q <r · Q s ⊂ Q <r+s and Q r · Q s ⊂ Q r+s .
Proof. It is obvious that i) and ii) hold. For iii) we consider f = n>0 a n q n ∈ Q r , g = n>0 b n q n ∈ Q s . Then by definition |a n | ≤ C 1 n r−1 and |b n | ≤ C 2 n s−1 for some constants C 1 and C 2 . Setting f · g = n>0 c n q n we derive |c n | = n 1 +n 2 =n a n 1 b n 2 ≤ C 1 C 2 n 1 +n 2 =n n r−1 1 n s−1 2 ≤ C 1 C 2 n · n r−1 n s−1 = O(n r+s−1 ) .
and therefore f ·g ∈ Q r+s . By similar considerations the remaining cases follow.
Proposition 7.2. For ρ > 1 define the map Z ρ for a f = n>0 a n q n ∈ R[ Now assume that for a ε ≥ 0 we have f = n>0 a n q n with |a n | ≤ C · n ρ−1−ε , i.e. f ∈ Q ρ for ε = 0 and f ∈ Q <ρ for ε > 0, then the calculation above gives on n>0 a n q n is given by n>0 na n q n . With this it is clear that with i) we obtain d (Q <ρ−1 ) ⊂ Q <ρ ⊂ ker(Z ρ ). In order to show i) we can use the same argument as in ii) except that one has σ 0 (n) ∈ O(log(n)) ⊂ O(n ε ) for any ε > 0. Using this we obtain [1] ∈ Q <2 and therefore [s 1 , . . . , s l ] ∈ Q <s 1 +···+s l +1 for s 1 , . . . , s l ≥ 1. Finally iii) is an immediate consequence of Proposition 7.2 ii) and iii). Now Theorem 1.13 follows by Proposition 7.3 and Proposition 7.4. Using these propositions we are able to derive relations between MZV coming from elements in the kernel of the map Z k . We give a few examples which give a new interpretation of well known identities of multiple zeta values. [12] .
Letting Z 12 act on both sides one obtains the relation 5197 691 ζ(12) = 168ζ(5, 7) + 150ζ(7, 5) + 28ζ(9, 3) .
In general it is known due to [GKZ] that every cusp form of weight k give rise to a relation between double zeta values with odd entries modulo ζ(k). We believe that one can give an alternative proof of his fact with the help of brackets.
