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HOMOLOGICAL STABILITY FOR HURWITZ SPACES AND THE
COHEN-LENSTRA CONJECTURE OVER FUNCTION FIELDS
JORDAN S. ELLENBERG, AKSHAY VENKATESH AND CRAIG WESTERLAND
Dedicated to Barry Mazur on the occasion of his 75th birthday
Abstract. We prove a homological stabilization theorem for Hurwitz spaces:
moduli spaces of branched covers of the complex projective line. This has the
following arithmetic consequence: let ℓ > 2 be prime and A a finite abelian ℓ-
group. Then there exists Q = Q(A) such that, for q greater than Q, a positive
fraction of quadratic extensions of Fq(t) have the ℓ-part of their class group
isomorphic to A.
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1. Introduction
1.1. The Cohen-Lenstra heuristics. Experimental evidence shows very clearly
that class groups of number fields display interesting biases in their distribution.
For instance, class groups of quadratic imaginary fields are much more likely to
contain a factor Z/9Z than a factor Z/3Z × Z/3Z. Motivated by this and other
examples, Cohen and Lenstra conjectured in [14] that a particular finite abelian
group should occur as the class group of a quadratic imaginary field with frequency
inversely proportional to its number of automorphisms.
This leads, for instance, to the prediction that the probability that a quadratic
imaginary field has class number indivisible by 3 is
1−
∏
(1− 3−i) ∼ 0.440 . . .
The initial motivation for the present paper was to study the Cohen-Lenstra
heuristics over function fields, i.e., finite extensions of Fq(t). The result quoted in
the abstract can be stated more quantitatively as follows:
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1.2. Theorem. Let ℓ > 2 be prime and A a finite abelian ℓ-group. Write δ+ (resp.
δ−) for the upper density (resp. lower density) of imaginary1 quadratic extensions
of Fq(t) for which the ℓ-part of the class group is isomorphic to A. Then δ
+(q) and
δ−(q) converge, as q →∞ with q 6= 1 (mod ℓ), to
∏
i≥1(1−ℓ−i)
|Aut(A)| .
This is a corollary to Proposition 8.3 and Theorem 8.8. When q = 1 (mod ℓ),
the method of proof still works; for any fixed positive ℓ-valuation of q − 1, the
proof yields a distribution which differs from the Cohen-Lenstra distribution. (This
is related to Malle’s recent observation in [39] that the Cohen-Lenstra heuristics
require modification when extra roots of unity are present in the base field.) The
description of this distribution in many cases is carried out in the Ph.D. thesis of
Garton [30].
In particular, for q > Q0(ℓ), a positive fraction of imaginary quadratic extensions
of Fq(t) have class number divisible by ℓ, and a positive fraction have class number
indivisible by ℓ. The infinitude of quadratic extensions of Fq(t) with class number
divisible by ℓ was previously known ([18], [10]) as was the corresponding result for
indivisibility by ℓ [29], but in both cases without a positive proportion.
In a different direction, corresponding questions are understood if one studies
quadratic field extensions of Fq(t) with fixed discriminant degree and lets q → ∞;
see [4, 49].
The essential ingredient in the proof of Theorem 1.2 is, perhaps surprisingly,
a theorem in topology – more precisely, a result on stable homology of Hurwitz
spaces.
1.3. Hurwitz spaces. A Hurwitz space is a moduli space for G-covers of the punc-
tured complex plane, whereG is a finite group. A thorough definition of these spaces
will be given in §2; here we content ourselves with a brief description.
Hurwitz spaces have vanishing higher homotopy groups; each component has
fundamental group isomorphic to a subgroup of the Artin braid group Bn. The
group Bn is generated by elements σi, 1 ≤ i ≤ n− 1, subject to the relations:{
σiσi+1σi = σi+1σiσi+1, 1 ≤ i ≤ n− 2
σiσj = σjσi, |i− j| ≥ 2.
(1.3.1)
A Hurwitz space can also be seen as the space of complex points of a Hurwitz
scheme parametrizing branched covers of A1. Consequently, the study of Hurwitz
spaces lies at the interface of algebraic geometry, topology, and combinatorial group
theory.
The majority of the present paper involves only the topology of the Hurwitz
space, not its algebro-geometric aspects (e.g., its definition as a scheme over a ring
of integers). We therefore start with a purely topological definition of Hurwitz
space, in which we replace the complex plane by the unit disc D = {(x, y) ∈ R2 :
x2 + y2 ≤ 1}.
The Eilenberg-Maclane space K(Bn, 1) has the homotopy type of the configura-
tion space ConfnD, which parameterizes configurations of n (distinct, unlabeled)
points in the interior of the disc. Fixing a point ∗ on the boundary of D, we define
the Hurwitz space HurG,n to be the covering space of ConfnD whose fiber above
1By “imaginary” we mean “ramified at ∞.”
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{P1, . . . , Pn} is the set of homomorphisms
π1(D − {P1, . . . , Pn}, ∗)→ G.
If c ⊂ G is a conjugacy class, we denote by HurcG,n the open and closed subspace of
HurG,n whose fiber over a point of ConfnD is the set of homomorphisms sending
a loop around each Pj (1 ≤ j ≤ n) to the conjugacy class c.
The homotopy type of HurG,n is then that of the Borel construction EBn×BnGn,
where Bn acts on G
n through the braiding action:
(1.3.2) σj : (g1, . . . , gn) 7→ (g1, . . . , gj−2, gj−1, gjgj+1g−1j , gj, gj+2 . . . ).
Similarly, the homotopy type of HurcG,n is that of EBn ×Bn cn.
1.4. Stability of homology. The Hurwitz space is evidently not connected; for
example, the braid group action (1.3.2) preserves the subset of cn consisting of
n-tuples with full monodromy, i.e., those whose elements generate the whole group
G.
Hurwitz proved in [36] that, when G = Sd (the symmetric group on d letters)
and c is the conjugacy class of transpositions, the orbits of the Bn-action on
{g ∈ cn : g has full monodromy}
are determined by the boundary monodromy; for g = (g1, . . . , gn), this is the prod-
uct g1 · · · gn ∈ Sd. In geometric terms: the subspace CHurcG,n of HurcG,n, comprising
covers with full monodromy, decomposes into a union of subspaces indexed by the
boundary monodromy of a cover, each of which is connected2 for all sufficiently
large n. This result was used by Severi to establish that the moduli space Mg of
curves of genus g is connected.
By contrast with Hurwitz’s connectivity result – which we may think of as a
statement about homology in degree zero – very little is known about the higher
homology of HurcG,n or CHur
c
G,n. The main theorem of this paper is the follow-
ing stabilization result for the homology of Hurwitz spaces. We write bp(X) for
dimHp(X,Q), the pth Betti number of a space X .
Theorem. Let G be a finite group and c ⊂ G a conjugacy class such that
• c generates G;
• (non-splitting) For any subgroup H 6 G, the intersection of c with H is
either empty or a conjugacy class of H.
Then there exist integers A,B,D > 0 such that bp(Hur
c
G,n) = bp(Hur
c
G,n+D) when-
ever n ≥ Ap+B.
This theorem is proved as Theorem 6.1 below, with constants A,B, and D which
are explicitly computable in terms of the combinatorics of G and c. It is the key
input in the proof of Theorem 1.2.
We remark that not even the case p = 0 is wholly obvious. Indeed, it is false
without the “non-splitting” condition – for instance, if G = S4 and c is the con-
jugacy class of transpositions, b0(Hur
c
G,n) has rank at least n+ 1 coming from the
components corresponding to g = (12)i(34)n−i for i = 0, . . . , n. Indeed, the non-
splitting enters into our argument only to guarantee the validity of Lemma 3.5,
whose concern is precisely the stability of the set of connected components, i.e. the
2For analogous results for groups other than Sd, we refer the reader to the appendix of [27].
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p = 0 case of homological stability. When (G, c) is not nonsplitting, the number of
components of HurcG,n always grows without bound.
Unfortunately, the non-splitting condition is very strong – for instance, it is not
satisfied for the case considered by Hurwitz (G = Sd and c the transpositions in Sd)
unless d = 3. Fortunately, it is satisfied in the cases pertinent to the Cohen-Lenstra
heuristics.
In a sense, the fact that the spaces HurcG,n are in general disconnected is one
of the central difficulties that is overcome in this paper. It also marks a difference
between our result and some (but not all) other results about stable homology,
which we recall in section §1.6 below.
Given this theorem, it is natural to ask whether the stable homology of Hurwitz
spaces can be described explicitly. Even the case p = 0 (the description of the
connected components of HurcG,n for n≫ 1) is not obvious; the answer is governed
by an argument of Conway, Parker, Fried, and Vo¨lklein [27], the ideas of which we
make crucial use of in this paper.
In a sequel to the present paper, we will discuss the stable homology of Hurwitz
spaces for p > 0. As an example of the kind of results we expect, we propose the
following conjectural generalization of Hurwitz’s theorem to higher homology:
1.5. Conjecture. Suppose G is a symmetric group on more than two letters, and
c the conjugacy class of transpositions. Then for any i ≥ 0, the map
CHurcG,n → ConfnD,
when restricted to a single component of the domain, induces an isomorphism of
rational homology groups in degree i for sufficiently large n.
(Recall, moreover, that so long as n ≥ 2, the rational homology groups Hj of
Confn(D) vanish for j > 1 and are one-dimensional for j = 0, 1). This conjecture
is motivated by – and implies a form of – Malle’s conjecture over function fields,
which is to say that both the upper limit δ+ and the lower limit δ− in Theorem 1.2
are equal to 1.
1.6. Some context. There is already a large body of work in topology concerning
homology stabilization for certain “geometrically natural” sequences of manifolds
with increasing dimensions. Examples include:
(1) The configuration space Confn of n points in the plane [13, 6];
(2) The moduli space Mg of smooth projective curves of genus g [34] (more
precisely, the moduli stack; its homology is taken to be orbifold homology)
(3) Classifying spaces of arithmetic groups, e.g., the space BSL(n,Z) [43, 8];
(4) The space of holomorphic mappings Mapsd(Σ, X) of degree d from a Rie-
mann surface Σ to a suitable projective variety X [47, 9].
The Hurwitz spaces HurG,n have features in common with all of these examples.
On the one hand, their individual components are Eilenberg-Maclane spaces of type
K(π, 1), as are the first three examples – in such cases, homological stability reduces
to a question about group homology, for which there are standard techniques (see
§1.7).
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On the other hand, we may also see HurG,n as parameterizing maps from a
certain orbifold – namely, a sphere on which n points have finite cyclic inertia
group – to the classifying space BG, thereby relating it to the fourth example.3
The results of type 4 in the existing literature require the hypothesis that X is
simply connected. The classifying space BG is, of course, not simply connected;
this has the effect that the spaces HurG,n we consider are typically not connected.
This feature turns out to be the source of all the technical difficulty in our paper.
1.7. The proof of homological stability. Our method to prove homological
stability of Hurwitz spaces is based on the following (by now, standard) setup:
Suppose that we are given a sequence G1 ⊂ G2 ⊂ . . . of groups, and, for each
n, a highly connected Gn-simplicial complex Xn, such that the stabilizer of an i-
simplex in Xn is precisely Gn−i−1. Then the inclusions Gn → Gn+1 tend to induce
group homology isomorphisms. We refer to a paper of Hatcher and Wahl [35] for
precise statements of this type.
In our context, the pertinent complex is related to the work of Harer [34] on the
homology of the moduli space of curves.
Throughout the method, however, the fact that the spaces HurG,n need not
be connected proves a difficulty. To handle this, we equip all the higher homology
groups with structures of module over the graded ring R formed from the connected
components of the Hurwitz spaces. We are then able to reduce all the difficulties
to purely homological questions about R, which are settled in §4.
For the arithmetic applications, it is not sufficient to prove homological stability
of Hurwitz spaces; we need the a priori stronger statement of homological stability
for Hurwitz schemes, moduli schemes over SpecZ[ 1|G| ] whose complex points are
isomorphic to HurcG,n. This requires comparing the cohomology of generic and
special fibers of the Hurwitz scheme, which is carried out in §7.
1.8. Analytic number theory over function fields. Many questions in analytic
number theory over Z, when transposed to a function field setting, become questions
of the following form:
(1.8.1) Understand the asymptotics of |Xn(Fq)|, as n→∞,
where Xn is an algebraic variety over Fq of dimension growing with n. For example,
our analysis of the Cohen-Lenstra heuristics is based on the study of this question
for Xn a Hurwitz scheme. We discuss some other examples in section 1.9.
The philosophy driving this paper can be summed up in the following slogan:
The quantity |Xn(Fq)|q− dimXn should be expected to approach
a limit as n → ∞ precisely when the varieties Xn have stable
homology.
Of course, one can construct a sequence of varieties {Xn} so that |Xn(Fq)|q− dimXn
approaches a limit but the homology of Xn is not stable; the slogan is meant to
apply just when Xn is a “natural” sequence of moduli spaces.
We now explain how one direction of the above slogan can be demonstrated
in practice. The Grothendieck-Lefschetz fixed point formula expresses |Xn(Fq)| in
3 We learned this point of view from Abramovich, Corti, and Vistoli [3], who use it to define
an algebraic compactification of Hurwitz space as a space of stable maps from orbifolds to BG.
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terms of the action of the Frobenius upon the compactly supported (e´tale) coho-
mology of Xn:
(1.8.2) |Xn(Fq)| =
∑
j
(−1)j
(
trace of Frobenius acting on Hjc,et(Xn ×Fq Fq,Qℓ)
)
For example, if Xn = P
n with |Xn(Fq)| = qn + qn−1 + · · · + 1 the term qj arises
from H2jc,et on the right-hand side. More generally, one expects that the dominant
terms arise from the compactly supported cohomology in high degree, or, what
is the same if Xn is smooth, the usual (co)homology in low degree. This leads
naturally to asking for some sense in which the low-degree (co)homology of Xn is
“controlled.”
For instance, suppose that the Xn are smooth of dimension n and geometrically
irreducible for large n. Then the only nonvanishing terms on the right-hand sum of
(1.8.2) occur in cohomological dimensions j ≤ 2n, and the contribution of j = 2n
is exactly qn.
To bound the remaining terms, we suppose that there exists a constant C so
that
(1.8.3) dimHiet(Xn ×Fq Fq,Qℓ) ≤ Ci, for all n, i ≥ 1.
The Deligne bounds [22] show that the eigenvalues of Frobenius on H2n−ic,et (Xn ×Fq
Fq,Qℓ) are algebraic numbers all of whose complex eigenvalues are bounded above
by qn−i/2. Now, dim(H2n−ic,et ) ≤ Ci by (1.8.3) and Poincare´ duality, and so the trace
of Frobenius on H2n−ic,et is bounded above by q
n · (C/√q)i. Inserting this bound into
the Lefschetz fixed point formula (1.8.2) to handle all terms with j < 2n, we arrive
at
(1.8.4)
∣∣∣∣#Xn(Fq)qn − 1
∣∣∣∣ ≤ 1√q/C − 1
for all q > C2. In other words, Xn has approximately q
n points over Fq, as one
might naively guess. (Indeed, some of the consequences of making this naive guess
were discussed by the first and second authors in [23], who, at the time, had no
idea that the guess might under some circumstances be correct.)
How might one establish bounds of the form (1.8.3)? Suppose that we can
establish the existence of an isomorphism
Hi(Xn,Qℓ)→ Hi(Xn+1,Qℓ),
for i ≤ n. (In fact, i ≤ An for any positive constant A will be just as good for the
type of application discussed in this paper.) Here Hi denotes the singular homology
of the complex points of these varieties, equipped with the analytic topology. One
immediately obtains the bound dimHi(Xn,Qℓ) ≤ dimHi(Xi,Qℓ) for i < n.4 In
particular, (1.8.3) would then follow from an upper bound of the form
(1.8.5) dimHiet(Xn ×Fq Fq,Qℓ) ≤ Cn
for each i, which tends to be much easier: it can be checked given some a priori
bound on the “complexity” of the variety Xn.
4If the isomorphisms arise from algebraic maps Xn → Xn+1 defined over Fq, then one even has
isomorphisms of etale cohomology groups compatible with Galois action. We have not pursued
this refinement in the present paper.
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So a theorem about homological stability can, in principle, be used to prove an
asymptotic result in analytic number theory over function fields over finite fields.
We now present some examples in order to sketch the potential scope of this point
of view.
1.9. Stable homology and analytic number theory over function fields:
further examples. In this section we discuss some other problems that connect
analytic number theory of function fields with the homology of a natural sequence
of moduli spaces.
(1) The number of squarefree integers in the interval [X, 2X ] is asymptotic to
X
ζ(2) . Over the rational function field over Fq, the corresponding question
is: How many monic squarefree degree-n polynomials are there in Fq[t]?
Set Xn = Conf
nA1, the configuration space of n points on A1, or, equiv-
alently, the space of monic squarefree polynomials of degree n. In this case,
one indeed has homological stability [6]: the homology of Xn with Qℓ-
coefficients is nonvanishing only in degrees 0 and 1; a computation with the
Lefschetz formula then yields
|Xn(Fq)| = qn − qn−1 = q
n
ζA1/Fq (2)
which is precisely analogous to the result in the number field case.
(2) A question with no obvious counterpart over a number field is: How does
the number of genus g curves over Fq behave, as g →∞?
As already mentioned, Harer’s theorem gives homological stability for
Mg (as orbifold) as g →∞. But in this case, there is no bound of the form
(1.8.5): the Euler characteristic ofMg grows superexponentially with g and
so, in particular, there is no bound on the Betti numbers in the unstable
range analogous to Proposition 2.5. Thus, the homology stabilization does
not enforce any regularity on
|Mg(Fq)|
qdimMg
, and it is not at all clear this ratio
should be expected to approach a limit as g →∞. (See [19] for a discussion
of this case, including the best known upper bounds for |Mg(Fq)|.)
(3) We expect the problem of counting points of bounded height on varieties
over global fields to provide a very general example of the relation between
stable homology and analytic number theory.
Over Fq(t), this problem amounts to counting the number of Fq-points on
the space of maps from P1 to an algebraic varietyX ; overC, the homological
stability for such spaces is example 4 of §1.6.
It has been observed by the first two authors [24] that one can “reverse”
the reasoning used in this paper, counting points over finite fields via the
Hardy-Littlewood method and then applying the Lefschetz fixed point for-
mula to obtain geometric information about Hold(CP1, X). In cases where
the Hardy-Littlewood method does not apply, there is a notable similarity
between the class of varieties X such that Mapsd(S2, X) is known to have
stable homology, and those where the rational points of bounded height
on X/Q is known to obey the asymptotic prediction of the Batyrev-Manin
conjecture.
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1.11. Notation. If a group G acts on a topological space X , we will use the nota-
tion X//G for the Borel construction X//G := EG×GX , where EG is a contractible
G-space with free G action.
If g is an element of a finite group G, we denote the order of g by |g|. If g, h ∈ G
we denote by gh the conjugate h−1gh.
We will deal with graded modules M =
⊕
Mn over various graded rings. We
will always understand the grading to be supported on non-negative integers, i.e.
Mn = 0 for n < 0 for all our graded modules in this paper.
If M = ⊕Mn is a graded module for a graded ring R = ⊕Rn, we write degM to
mean the maximal n such that Mn 6= 0. If there is no such n, we say degM =∞.
The notation M [k] means “M shifted by k” – in other words, M [k]n = Mn−k for
all n ≥ k.
If r is a homogeneous element in Rn, we write deg(r) = n.
2. Definitions
2.1. Hurwitz spaces. We begin with a topological definition of Hurwitz spaces.
Their interpretation as moduli spaces of branched covers may not be immediate
from this definition; we will return to that description afterwards.
Let D be a closed disc with a marked point ∗ on the boundary, and write Confn
for the configuration space of n unordered, distinct points in the interior of D. Fix
a basepoint cn = {P1, . . . , Pn} in Confn, and recall also that the Artin braid group
Bn on n strands is isomorphic both to the mapping class group of the punctured
surface Σ := D − {P1, . . . , Pn}, and to the fundamental group of Confn:
π0Diff
+(Σ, ∂Σ) ∼= Bn ∼= π1(Confn, cn)
Referring to the presentation (1.3.1), the first isomorphism identifies the braid σj
with the diffeomorphism that exchanges Pj and Pj+1 by a half Dehn twist along a
circle containing only these two punctures. The second isomorphism carries σj to
a path in Confn that switches Pj and Pj+1, while leaving immobile the other Pi.
For definiteness, we may take D to be the closed disc centered at 0 of radius
n + 1, take Pj = j ∈ C, the diffeomorphism to be the half-Dehn twist around a
a circle centered at j + 12 ∈ C of radius 3/4, and the path switching Pj and Pj+1
to be the path that rotates them both by a half-twist around a circle centered at
j + 1/2 and of radius 1/2.
We recall that Confn is an Eilenberg-MacLane space
5 K(Bn, 1). Let π =
π1(Σ, ∗). Fix, for each i, an embedded loop γi in Σ, based at ∗, and winding
5Indeed, consider the finite covering space of Confn that parameterizes n ordered points; this
space can be presented as an iterated fibration of punctured discs, and is thus aspherical.
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once (counterclockwise) around the puncture Pi, and not winding around any other
puncture. It is possible to do this in such a way that the γi are not intersecting
except at ∗. For definiteness, take γi to be a straight path from ∗ to a point P ′i
very close to Pi, together with a small loop winding once around Pi based at P
′
i .
The γi freely generate π; thus we have specified an isomorphism between the
free group Fn on n generators, and π. Of course, different choices of γi will yield
differing isomorphisms. We note, however, that any two choices of generators {γi}
and {γ′i} are related by a diffeomorphism6 h : Σ→ Σ fixing ∂Σ.
Since ∗ ∈ ∂Σ is fixed by the action of the diffeomorphism group Diff+(Σ, ∂Σ),
there is a natural action ofBn on π, and hence the set Hom(π,G) of homomorphisms
from π to any discrete group G. Let c ⊆ G be a conjugacy class or union thereof.
Write Homc(π,G) for the subset of homomorphisms f : π → G which carry each
γi into c.
In principle, this subset is dependent upon our choice of generators γi. Note,
however, that any two loops γi, γ
′
i around Pi, of the type described above, are
conjugate. Thus we may reformulate the condition on f without reference to the
choice of {γi} to say that f carries the free homotopy class of a loop around each
puncture into c. In this formulation, it is also apparent that this subset is invariant
under the action of Bn, since any diffeomorphism of Σ preserves the set of free
homotopy classes of loops around the punctures.
Finally, write Surc(π,G) for the subset of Homc(π,G) consisting of surjective
homomorphisms (nonempty only if c generates G), and Sur(π,G) for the simi-
larly defined subset of Hom(π,G). These are evidently a Bn-invariant subset of
Homc(π,G).
2.2. Definition. Let C˜onfn be the universal cover of Confn, together with a fixed
point c˜n above cn; thus Bn acts on C˜onfn by deck transformations, this action
being uniquely specified by requiring the action of b ∈ Bn on c˜n to coincide with
the monodromy action of Bn ≃ π1(Confn, cn). Define the Hurwitz spaces
• HurG,n := C˜onfn×Bn Hom(π,G),
• HurcG,n := C˜onfn×Bn Homc(π,G), and
• CHurG,n = C˜onfn×BnSur(π,G).
• CHurcG,n := C˜onfn×BnSurc(π,G).
These are covering spaces of Confn, finite sheeted when G is finite. Moreover,
(fiber of HurG,n → Confn above cn) ∼= Hom(π,G) ∼= Gn,
where the first map sends c˜n × a 7→ a ∈ Hom(π,G), and the second map uses the
identification, described above, of Fn with π. Similarly for the other spaces: the
fibers above cn are identified with Hom
c(π,G), Sur(π,G) and Surc(π,G), respec-
tively, which in turn are identified with the set of n-tuples of elements of c ⊆ G, the
elements of cn that generateG, and the elements of Gn that generateG respectively.
In all cases, with respect to these identifications, the monodromy action of
π1(Confn, cn) ≃ Bn on the fiber is identified with the braiding action (1.3.2) of
Bn on G
n (see, e.g., [7], equation (14)).
6The map h may be constructed by gluing together, for each i, diffeomorphisms from the
punctured disk bounded by γi to the one bounded by γ
′
i, as well as the exterior of their unions.
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Note also that G acts on Hom(π,G) by conjugation in the target; the subsets
Homc(π,G), Sur(π,G), Surc(π,G) are invariant under this action. When given in
terms of sets of n-tuples, the action is by termwise conjugation on the n-tuple.
Furthermore, this action commutes with the action of Bn on the domain, and so
yields an action of G on all of the spaces above.
Finally, we note that C˜onfn is a contractible space with a free action of Bn, and
so can regard HurG,n as the Borel construction EBn×Bn Hom(π,G) (and similarly
for the other spaces above).
2.3. Interpretation as moduli spaces. A marked n-branched G-cover of the disc
is a quintuple (Y, p, •, S, α), where
- S ⊂ D is a set of n distinct points in the interior of D;
- p : Y → D − S is a covering map;
- α : G→ Aut(p) is a map inducing a simply transitive action of G on each
fiber;
- • is a point in the fiber of p above ∗.
Note that we do not restrict ourselves to connected covers Y . We say two marked
n-branched G-covers Y and Y ′ are isomorphic if there is a homeomorphism from
Y to Y ′ over D − S, compatible with the remaining data.
Then we have bijections between the sets (a), (b), (c) described below:
(a) points of HurG,n
(b) pairs (S, f), where S ∈ Confn, and f : π1(D−S, ∗)→ G is a homomorphism
(c) isomorphism classes of marked n-branched G-covers of D.
For the bijection between (a) and (b), regard elements of C˜onfn above S ∈ Confn
as a homotopy class of paths between cn and S, in such a fashion that c˜n corresponds
to the trivial path. Such a path induces an isomorphism of π = π1(D− cn, ∗) with
π1(D−S, ∗). Thus each point of C˜onfn×Hom(π,G) gives a pair (S, π1(D−S, ∗)→
G), and this descends to the desired bijection.
For the bijection between (b) and (c), start with an n-branched G-cover, and
identify the fiber above ∗ with G through the map g 7→ g•; with respect to this
identification, the action of π1(D− S, ∗) on p−1(∗) is by right multiplication by G,
and so defines a homomorphism π1(D − S, ∗)→ G.
Remark. Hurwitz spaces appear in many places in the literature, and the definition
admits many variants. We emphasize that our Hurwitz spaces differ from many
standard treatments in that we do not restrict our attention to connected G-covers
(we reserve the notation CHur for such a Hurwitz space), and in that we select a
marked point in the fiber over ∗. This latter difference means that, by contrast
with the notation in some of the literature, the points of our Hurwitz space with
some fixed set of branch points S ⊂ D are in bijection “on the nose” with the
homomorphisms from the fundamental group of the punctured disc to G, not with
the conjugacy classes of such homomorphisms.
The action of G on HurG,n defined in the discussion following Definition 2.2 is
given in these terms by moving the marked point, i.e., via the rule
g(Y, p, •, S, α) = (Y, p, α(g)•, S, α).
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Later we shall study the quotient of HurG,n by this G-action; this quotient space,
which we denote HurG,n /G, parametrizes n-branched G-covers without the speci-
fication of •.
The subspace CHurG,n ⊆ HurG,n consists of the space of covers with full mon-
odromy G – in other words, the covers corresponding to surjective homomor-
phisms π1(D − S, ∗) → G. The prepended “C” is meant to recall that this space
parametrizes connected G-covers of the disc. The space CHurG,n itself need not be
connected in general (cf. §1.4).
2.4. Combinatorial invariants. HurG,n is usually disconnected, i.e. the action
of Bn on Hom(Fn, G) is typically not transitive.
We now describe some invariants of a cover p which are constant on connected
components of HurG,n. By definition 2.2, it is equivalent to the combinatorial
problem of specifying a Bn-invariant function on G
n.
• The global monodromy of p is the image of π1(D − S, ∗) in G. In combina-
torial terms, this is the map (g1, . . . , gn)→ 〈g1, . . . , gn〉, the subgroup of G
generated by the gi.
• The boundary monodromy of p is the element of G induced by a counter-
clockwise loop around ∂D. (More precisely, transport around such a loop
moves • to a point g.•, for a unique g ∈ G.)
In combinatorial terms, this is the map (g1, . . . , gn) 7→ g1g2 . . . gn.
• For each i, the monodromy around a small loop encircling Pi is an element of
G, well-defined only up to conjugacy. The resulting multiset of n conjugacy
classes of G is called the Nielsen class of p.
Combinatorially, the Nielsen class map associates to (g1, . . . , gn) the mul-
tiset obtained by replacing each gi with its conjugacy class.
Fixing the global monodromy, boundary monodromy, and Nielsen class of a
cover specifies a subspace of HurG,n; although it may be disconnected, there are no
“obvious” invariants further separating connected components.
For a conjugacy class c ⊆ G we note that HurcG,n is the subspace of HurG,n
consisting of covers whose Nielsen class is n copies of c. Our main goal in the present
paper is to study the homology groups Hp(Hur
c
G,n), especially their asymptotic
behavior as n grows with G and c held fixed. It is also natural to consider the
larger spaces where the monodromy is drawn not from a single conjugacy class c
but from a fixed union of conjugacy classes, or for that matter from the whole
group. We do not pursue this generalization in the present paper.
2.5. Proposition. HurG,n and Hur
c
G,n are both homotopy equivalent to CW com-
plexes with at most (2|G|)n cells.
Proof. Since HurG,n and Hur
c
G,n are both coverings of Confn with fibers of size
≤ |G|n, it suffices to check that Confn is homotopy equivalent to a CW complex
with ≤ 2n cells. For this see, e.g., [46] or [12]. 
Proposition 2.5 is critical for the arithmetic applications; in the Lefschetz trace
formula it is this fact that allows us to neglect the contribution of cohomology
classes in the unstable range.
2.6. Gluing maps. Arising from the natural inclusions Bn × Bm → Bn+m and
Gn ×Gm → Gn+m, we obtain a map on Borel constructions
(EBn ×Bn Gn)× (EBm ×Bm Gm)→ EBn+m ×Bn+m Gn+m
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which defines (up to homotopy) a gluing map:
HurG,n×HurG,m −→ HurG,n+m .
This multiplicative structure is associative up to homotopy since both maps induc-
ing it are; collectively, they make the union of the Hurwitz spaces into an H-space.
Geometrically, these maps associate to a pair of branched covers Y1, Y2 of D
a new cover, Y3. Pick two standard disjoint, embedded loops γ1, γ2 in D based
at ∗; then the restriction of Y3 to the interior of the region described by each γi
is isomorphic to Yi. On the complement of the loops, Y3 is the trivial G-bundle
extension.
Similarly, we have a multiplication
HurcG,n×HurcG,m −→ HurcG,n+m .
We note that these gluing maps are equivariant for the action of G (where G
acts on all three factors in the fashion defined after Definition 2.2) when we take
the model given by the Borel construction.
3. The ring R of connected components
Let k be a field of characteristic prime to |G|. Then the graded ring
R =
∑
n
H0(Hur
c
G,n, k),
inherits, from the multiplication on Hurwitz spaces (§2.6), the structure of a non-
commutative k-algebra; moreover, the higher homology of Hurwitz spaces carries
the structure of R-module.
3.1. Definition. We say the pair (G, c) has the non-splitting property if c generates
G and, moreover, for every subgroup H of G, the intersection c∩H is either empty
or a conjugacy class of H .
Our main result in this section is Lemma 3.5, which implies that if (G, c) has
the non-splitting property, then there exists a central homogeneous element U ∈ R
so that the degree of R/UR is finite.
Before discussing R, we begin by giving the basic example of non-splitting pairs:
3.2. Lemma. Let G be a finite group whose order is 2s, for s odd. Then there
is a unique conjugacy class of involutions c ⊂ G; if c generates G, then (G, c) is
non-splitting.
Proof. The fact that all involutions are conjugate follows from conjugacy of 2-Sylow
subgroups; any subgroup H of G containing an involution has order 2s′ for s′ odd,
and the non-splitting follows from the uniqueness assertion applied to H . 
A group G as in the Lemma is necessarily isomorphic to G0 ⋊ (Z/2Z) for some
group G0 of odd order. In fact, these are the only cases of non-splitting pairs where
c is a involution.7 There are other non-splitting pairs: for example, G = A4 and c
one of the classes of 3-cycles.
For the remainder of this paper all theorems have as a hypothesis that (G, c) has
the non-splitting property.
7This fact follows from Glauberman’s Z∗ theorem, as Richard Lyons explained to us; the
authors thank mathoverflow.net for providing a forum where we could ask about this and be
provided with an authoritative reference.
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3.3. Combinatorial description of R. The graded ring R has a very concrete
description: Let S˜ be the set of tuples of elements from c (of any nonnegative
length), and let S be the quotient of S˜ by the action of the braid group. Then S is
a semigroup under the operation of concatenation, and R is the semigroup algebra
k[S]. We let Sn = c
n/Bn be the subset of S consisting of elements of degree n; for
s ∈ S (considered as an element of R) write ∂s ∈ G for the boundary monodromy
of s; if s is represented by (g1, . . . gn), then ∂s = g1 · · · gn.
R is generated over k by degree 1 elements {rg}g∈c, subject to the relations
(3.3.1) rgrh = rghg−1rg
We occasionally denote rg by r(g) if the group element in question is too typo-
graphically complicated to fit in a subscript. We note that we learned the idea of
using the semigroup S to study connected components of Hurwitz spaces from the
Appendix to [27].
3.4. Proposition. Let g ∈ c. For sufficiently large n, every n-tuple (g1, . . . , gn)
in S˜ whose elements generate G is equivalent under the braid group to an n-tuple
(g, g′2, . . . , g
′
n), where g
′
2, . . . , g
′
n generate G.
This in particular implies stability for the zeroth Betti number: b0(CHur
c
G,n) is
independent of n, for sufficiently large n. Regarding π0(CHur
c
G,n) as a subset of
Sn, this shows that the map π0(CHur
c
G,n)→ π0(CHurcG,n+1) given by adding g at
the beginning of an n-tuple is surjective for n sufficiently large. Both sets are finite,
so this is eventually a bijection.
Proof. This is well-known (see e.g. [27]) but for completeness we include a proof
here. It is clear that, by repeated action of the braid action 1.3.2, we can pull
the ith monodromy element to the beginning of the n-tuple; that is, the n-tuple
(g1, . . . , gn) is equivalent to (gi, g
′
1, . . . , g
′
n−1) for some (n− 1)-tuple (g′1, . . . , g′n−1).
Write d for the order of an element of c. If n > d|c|, some element g′ of c occurs at
least d + 1 times in (g1, . . . , gn); we can use the braid action to pull these back to
the front, forming an n-tuple
g = (g′, g′, . . . , g′, g′1, . . . , g
′
n−d−1)
equivalent under the braid action to (g1, . . . , gn). The elements of this n-tuple
generate G, whence g′, g′1, . . . , g
′
n−d−1 generate G.
Now the fact that (g′)d = 1 implies that, for any k-tuple h1, . . . , hk, the d + k-
tuple
(g′, g′, . . . , g′︸ ︷︷ ︸
d
, h1, . . . , hk)
is equivalent under braiding to
(hg′h−1, . . . , hg′h−1, h1, . . . , hk)
where h is the product h1 . . . hk; this equivalence is implemented by the braid that
winds the first d strands around the last k strands – i.e., we first braid the g′s to the
right to obtain (h1, . . . , hk, g
′, . . . , g′), and then braid the hs to the right to obtain
the tuple above. Since the braid action can conjugate the d copies of g′ by h1 . . . hk
and by h1 . . . hk−1, it can also conjugate those d copies of g′ by hk alone. Repeating
this process, we find that
(g′, g′, . . . , g′, h1, . . . , hk)
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is equivalent to
(g′′, g′′, . . . , g′′, h1, . . . , hk)
for any g′′ which is conjugate to g′ via an element in the group generated by
h1, . . . , hk.
Now the final n−d elements of g generateG, as we have seen. Since g′ is conjugate
to g via some element of G, the argument above shows that g is equivalent under
the braid action to
(g, g, . . . , g, g′, g′1, . . . , g
′
n−d−1)
This proves the proposition. 
Recall that if M = ⊕Mn is a graded R-module, we write degM to mean the
maximal n such that Mn 6= 0. If there is no such n, we say degM = ∞. In the
following Lemma, we prove a finiteness condition on R which will turn out to imply
all the homological properties of the category of R-modules that we require for the
proof of the main theorem.
3.5. Lemma. Suppose that (G, c) has the non-splitting property. For an integer D,
write
UD =
∑
g∈c
rD|g|g ,
so that UD is in the center of R. Then there exists a D such that the degree of both
kernel and cokernel of
R
UD−→ R, r 7→ UDr
are finite.
Proof. The main ingredient is Proposition 3.4. The non-splitting property for G
is used in an essential way, allowing the application of this Proposition to the pair
(H, c ∩H) for subgroups H ≤ G.
Within the present proof, we refer to the subset of Sn consisting of braid orbits
on n-tuples generating H as Sn(H). We first show that for every subgroup H of
G, every element g of c ∩H , and every sufficiently large n, the map
(3.5.1) Sn(H)→ Sn+|g|(H), s 7→ r|g|g s
is bijective. It suffices to show that this map is surjective, for large enough n: since
all the sets involved are finite, it must then be eventually bijective, which is the
assertion to be proved.
If c∩H is empty, then so too is SN (H); the claim is vacuously true. If not, take
s ∈ Sn(H); for sufficiently large n, Proposition 3.4 (applied to the group H and
conjugacy class c ∩H) shows that
s ∼ rgs′, s′ ∈ Sn−1(H).
Note it is exactly at this point that the non-splitting property enters our argument:
we used the fact that c∩H is a single conjugacy class. See also the discussion after
the Theorem in §1.4.
Increasing n as necessary, we can repeat this process |g| times; this shows that
r
|g|
g induces a surjective map, as desired.
It is not clear that different choices of g ∈ c ∩ H induce the same bijection in
(3.5.1). For g1, g2 ∈ c ∩H , observe that multiplication by A := r|g1|g1 and B := r|g2|g2
commute (as self-maps of S). For sufficiently large n, the map B is a bijection from
Sn(H) to Sn+|g|(H) and so has an inverse, which we denote B−1 : Sn+|g|(H) →
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Sn(H). So, again for sufficiently large n, A ◦B−1 is a permutation of Sn(H). Let
D be chosen so that every permutation of every Sn(H) has order dividing D. Then
(A ◦ B−1)D = AD ◦ B−D induces the identity map on Sn(H) for large enough n.
Thus, for such D, the map:
Sn(H)
rD|g|g−→ Sn+D|g|(H)
is – for large n – a bijection and is independent of g ∈ c ∩H .
For m ≥ 1, set FmR to be the subspace of R generated by elements in Sn(H), as
n ranges over nonnegative integers and H ranges over subgroups of order at least
m. Note that UD preserves FmR; we now show, by descending induction on m,
that
(3.5.2) UD : FmRn → FmRn+D|g|
is an isomorphism for sufficiently large n. Again, it is sufficient to show that (3.5.2)
is surjective for sufficiently large n.
The inductive claim is valid for m > |G| trivially. Now suppose it is true when-
ever m > m0.
Let H be a subgroup of G of size m0. It suffices to check that – for large enough
N – every y ∈ SN(H) belongs to the image of UD. Again, this is vacuously true if
c ∩H = ∅. Otherwise, by what we have shown, there exists x ∈ SN−D|g|(H) such
that r
D|g|
g x = y for all g ∈ c ∩H . Therefore,
UDx = |c ∩H |y + y′, where y′ =
∑
g∈c\(c∩H) r
D|g|
g x ∈ Fm0+1RN .
By inductive assumption, there exists, for sufficiently large N , x′ ∈ Fm0+1RN−D|g|
such that UDx
′ = y′. Consequently, UD(x − x′) = |c ∩ H |y. Since c ∩ H is a
conjugacy class of H < G, the size of c ∩H divides |G| and is therefore invertible
in k, we conclude that y is in the image of UD, as desired. 
We note that the assumption that |G| is invertible in k was used in a substantial
way in this proof. Consequently, we do not expect that rational homological sta-
bility for Hurwitz spaces can be improved to an integral result, since Theorem 6.1
depends in a basic way upon this fact. However, the proof of Lemma 3.5 suggests
that an integral result may be possible for subspaces of Hurwitz spaces (such as
CHurcG,n).
4. The K-complex associated to an R-module
This section is solely concerned with homological properties of the ring R intro-
duced in §3. In particular, we associate to each R-module M a certain Koszul-like
complex, the K-complex (§4.1). We shall see in §5 that the homology of Hurwitz
spaces can be inductively expressed in terms of K-complexes formed from homology
of smaller Hurwitz spaces.
Our main result, Theorem 4.2, is that the higher homology of the K-complex
is controlled by its H0 and H1. The overall thrust of this section can be roughly
summarized by the slogan “R behaves as if it had cohomological dimension 1.”
Let us explain why this point of view is useful for proving homological stability
for Hurwitz spaces. In most situations where homological stability is understood,
one has a sequence of (usually connected) spaces Xn and stabilization maps fn :
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Xn → Xn+1; the goal is to show that each fn induces homology isomorphisms in a
range of dimensions. Let X = ⊔nXn, and consider the homology
Mp = Hp(X) = ⊕nHp(Xn)
Give Mp the structure of a k[x]-module by making the indeterminate x act via
the stabilization map. Mp admits a grading by the number n, and x acts as a
degree 1 operator. Homological stability is rephrased as the statement that x is
an isomorphism in sufficiently high degree. Equivalently, we need the quotient and
x-torsion
Tor
k[x]
0 (k,Mp) =Mp/xMp and Tor
k[x]
1 (k,Mp) =Mp[x]
to be concentrated in low degrees.
Approaching homological stability for Hurwitz spaces this way, one immediately
runs into a problem: there are many natural stabilization maps, one for each iso-
morphism class of branched cover of the disk. This more complicated structure is
encoded, however, in the ring R of connected components of the Hurwitz space,
which replaces k[x] = H0(X) above. As we have seen in Lemma 3.5, R itself sat-
isfies a form of stability so long as (G, c) is nonsplitting. This fact, combined with
control of the homological algebra of R (developed in this section) ultimately gives
rise to homological stability for the Hurwitz spaces.
Throughout this section (G, c) is non-splitting, and we take U to be the central
element UD defined in Lemma 3.5.
4.1. Let M be any graded left R-module. We may define a “Koszul-like” complex
(K-complex for short) associated to M , where8 K(M)q = k[cq]⊗kM [q], q ≥ 0: that
is, we have
(4.1.1)
K(M) := . . .→ k[cq]⊗kM [q]→ k[cq−1]⊗kM [q− 1]→ · · · → k[c]⊗kM [1]→M [0]
where the differential K(M)q+1 → K(M)q is described by:
(g0, . . . , gq)⊗m 7→
q∑
i=0
(−1)i(g0, . . . , ĝi, . . . , gq)⊗ r(ggi+1···gqi )m.
We equip k[cq] with the trivial grading, i.e. the one concentrated in degree 0.
Then the differentials preserve the grading. Moreover, if M = R, each homology
group of K is equipped with the natural structure of a graded right R-module. This
notion is chosen to model a complex which will arise in our study of the arc complex
(§5).
4.2. Theorem. Suppose (G, c) is non-splitting; let M be a graded left R-module,
and let hi = deg(Hi(K(M))). Then there exists a constant A0 = A0(G, c) so that
(4.2.1) hq ≤ max(h0, h1) +A0q (q > 1).
MoreoverM
U→M is an isomorphism in source degree ≥ max(h0, h1)+A0 (that is to
say, the induced map Mi →Mi+deg(U) is an isomorphism for i ≥ max(h0, h1)+A0).
Finally, in the case M = R, h0 and h1 are both finite.
8Recall (§1.11) that [i] denotes a shift in grading by i.
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The explicit value of A0 that comes from the proof is given in (4.5.3); we have
not attempted to optimize this value as far as possible, since the precise bound
makes no difference to our end goal.
This Theorem is fundamental to the proof of our main result. A basic tool in
its proof is comparing the homological algebra of R and the commutative, central
subring k[U ]. The centrality of U is vital to our argument, and will be used without
comment repeatedly.
In what follows, we use the following notations and conventions:
• We denote the two-sided ideal ⊕n>0Rn by R>0; we give the field k the
structure of R-bimodule by identifying it with R/R>0.
• For M a graded left R-module, we denote by Hi(M) the graded left R-
module TorRi (k,M). In particular, H0(M) =M/R>0M .
• We set R¯ = R/UR; it is an R-bimodule.
• For an R-module M , write M [U ] for the U -torsion in M , i.e. the kernel of
the “multiplication by U” map M
U→M .
• Finally, recall (§1.11) that if M is a graded R-module, we write deg(M) for
the largest degree n such that Mn 6= 0, if it exists; otherwise deg(M) =∞.
Thus, with these conventions, deg(R¯) and deg(R[U ]) are both finite, because of
Lemma 3.5.
4.3. Comparing the homological algebra of R and k[U ]. Consider the func-
tors
Left graded R-modules
f−→ Left graded R¯-modules g−→ graded k-vector spaces,
where f sends M to R¯ ⊗R M , and g sends M¯ to k ⊗R¯ M¯ . Both f and g are right
exact, and admit left derived functors. Since f carries free left R-modules to free
left R¯-modules, and each left R-module has a resolution by free left R-modules, we
have a spectral sequence
(4.3.1) TorR¯i (k,Tor
R
j (R¯,M))⇒ TorRi+j(k,M).
4.4. Lemma. Let M be a graded left R-module and N a graded right R-module.
Then
(4.4.1) deg(N ⊗R M) ≤ deg(N) + deg(H0(M))
Proof. When deg(N) =∞ or deg(H0(M)) =∞, the assertion is vacuously true, so
we assume both numbers are finite from now on. We will use similar reasoning in
the proofs that follow, without explicit mention.
The case of N = k in degree 0 follows at once because H0(M) = k ⊗R M .
The general case reduces to this: Consider an exact sequence of graded right
R-modules 0→ N1 → N2 → N3 → 0; if the assertion holds for N = N1, N3 it holds
also for N = N2. The assertions are also unchanged by applying degree shifts to N .
Now we proceed, by induction, on the largest degree a in which Na 6= 0. Note that
Na is automatically an R-submodule, isomorphic as R-module to a sum of copies
of k, and so the assertion is known for Na. This gives, in particular, the case a = 0
of the induction; and for a > 0 we use the exact sequence Na → N → N/Na and
induction. 
4.5. Lemma. Let M¯ be a left graded R¯-module. Then the degree of TorR¯i (k, M¯) is
at most (deg R¯)i + deg(M¯).
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Proof. Let
· · · → P2 → P1 → P0 → k
be a resolution of k by projective right graded R¯-modules. We note that Pi can be
chosen to be generated in degree at most i deg(R¯). Indeed, this is so for i = 0, and
we construct Pi by taking the free module on a set of generators for ker(Pi−1 →
Pi−2); by inductive hypothesis Pi−1 is supported in degree at most deg(R¯)i. Using
Lemma 4.4 and the fact that every R¯-module is an R-module, we have
deg(TorR¯i (k, M¯)) ≤ deg(Pi ⊗R¯ M¯) ≤ deg(H0(Pi)) + deg(M¯) ≤ (deg R¯)i+ deg(M¯).

In the lemmas that follow, we shall adopt the following notation for M a graded
left R-module:
(4.5.1) A(M) = max(degM [U ], degM/UM),
(4.5.2) δ(M) = max
(
deg TorR0 (R¯,M), deg Tor
R
1 (R¯,M)
)
In both cases, we allow the value ∞ if the degrees in question are not finite. Note
that A(R) = max(degR[U ], degR/UR) is finite by virtue of Lemma 3.5.
We will also use several constants in the proofs that follow. We summarize them
here for convenience:
A1 = A(R),(4.5.3)
A2 = A(R) + deg(U),
A0 = 5A1 +A2 = 6A(R) + deg(U).
4.6. Lemma. Let M be a graded left R-module. Then
(4.6.1) A(M) ≤ δ(M) +A1,
where A1 = A(R) as in (4.5.3).
Proof. The bound on the degree of M/UM ≃ R¯ ⊗R M = TorR0 (R¯,M) is clear by
definition of δ(M). It remains to bound degM [U ].
In what follows, UR denotes the two-sided ideal of R generated by U . Let us
write N = (UR)⊗RM . Then N has the structure of a graded left R-module. Now
we may regard multiplication by U as a map M
U→M of degree deg(U) which can
be factored as
M
α→ N β→M
where α is the map M = R ⊗R M → UR ⊗R M given by s ⊗m 7→ Us ⊗m, and
β(s⊗m) = sm; thus α is of degree deg(U) and β is of degree 0. Consequently, we
get an exact sequence (i.e., exact at the ker(α) and M [U ] terms):
(4.6.2) 0→ ker(α)→M [U ] α→ ker(β)
By tensoring the short exact sequences UR →֒ R։ R¯ and R[U ] →֒ R։ UR with
M , we obtain
ker(β) ≃ TorR1 (R¯,M) and ker(α)ևM ⊗R R[U ].
This turns (4.6.2) into the following sequence, exact at the middle term
(4.6.3) R[U ]⊗R M →M [U ]→ TorR1 (R¯,M).
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where the first map is of degree 0 and the second map is of degree deg(U). We also
observe that, by the definition (4.5.2) of δ(M), we have degTorR1 (R¯,M) ≤ δ(M).
Now
deg(R[U ]⊗R M) ≤ deg(H0(M)) + deg(R[U ])
by Lemma 4.4. We note that degH0(M) ≤ degM/UM ≤ δ(M). Thus we arrive
at the bound:
deg(M [U ]) ≤ δ(M) + deg(R[U ])
≤ δ(M) +A(R).

4.7. Lemma. Let M be a graded left R-module; then, with notation as above,
(4.7.1) degTorRi (R¯,M) ≤ δ(M) +A1i
where A1 = A(R) as before.
Proof. (We thank the referee for the proof that follows, which greatly improves on
the prior version.) Firstly, the assertion is clear for i = 0 and for i = 1 by definition
of δ(M). We proceed now by induction on i.
Note that R[U ] is in fact a right R¯-module. Construct a resolution of R[U ] by
free right R¯-modules:
(4.7.2) · · · → Q2 → Q1 → Q0 ։ R[U ].
Here, we may suppose that Qi is generated as a R¯-module by elements of degree
≤ deg(R[U ])+ i deg R¯ ≤ (i+1)A1 by the argument of Lemma 4.5. Combine (4.7.2)
with R[U ]→ R U→ R→ R¯ to obtain a resolution of R¯ by right R-modules
· · · → Q2 → Q1 → Q0 → R U→ R→ R¯→ 0
Call this complex P•, so that P1 = P0 = R and Pi = Qi−2 when i ≥ 2. We now
have a hyperhomology sequence
E1ij = Tor
R
i (Pj ,M) =⇒ TorRi+j(R¯,M).
That shows that, for b ≥ 2, TorRb (R¯,M) admits a filtration, whose associated
graded is a subquotient of
(4.7.3)
b−2⊕
u=0
TorRu (Qb−u−2,M).
By construction, Qb−u−2 is a free R¯-module which was generated in degree at most
(b − u − 1) · A1, so the degree of (4.7.3) – and so also of TorRb (R¯,M) – is at most
the maximum over 0 ≤ u ≤ b− 2 of
(b − u− 1)A1 + degTorRu (R¯,M)(4.7.4)
≤(i) (b − u− 1)A1 + δ(M) +A1u(4.7.5)
≤ bA1 + δ(M),(4.7.6)
where step (i) follows from the induction hypothesis, since u < b. 
4.8. Lemma. Let M¯ be any left R¯-module; then deg(M¯) ≤ deg(k⊗R¯ M¯)+deg(R¯).
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Proof. This follows from a form of Nakayama’s Lemma: Choose homogeneous ele-
ments x1, . . . of M¯ projecting to a k-basis for k⊗R M¯ ; the quotient Q = M¯/
∑
R¯xi
is a graded R¯-module and satisfies k ⊗R¯ Q = 0. We claim Q is zero; if not let j be
the smallest integer such that jth graded piece of Q is nonzero. The image of this
graded piece in k ⊗R¯ Q cannot be trivial, since this tensor product is the same as
the quotient of Q by Q′ := ker(R¯→ k) · Q, and Q′ is supported in degrees strictly
greater than j. 
4.9. Lemma. For any graded left R-module M , we have
δ(M) ≤ max(deg(H0(M)), deg(H1(M))) + 4A1.
Proof. Now
(4.9.1) deg(R¯ ⊗R M) ≤ degH0(M) + deg(R¯),
by Lemma 4.4.
We must now bound deg TorR1
(
R¯,M
)
. The spectral sequence (4.3.1) gives an
exact sequence
TorR¯2 (k, R¯⊗R M)→ k ⊗R¯ TorR1 (R¯,M)→ H1(M),
and applying Lemma 4.8 to the left R¯-module TorR1 (R¯,M), we see that
(4.9.2) degTorR1 (R¯,M) ≤ deg R¯+max(degH1(M), deg TorR¯2 (k, R¯⊗R M)).
By Lemma 4.5 we have
deg TorR¯2 (k, R¯⊗R M) ≤ 2 deg(R¯) + deg R¯⊗R M(4.9.3)
≤ 3 deg(R¯) + degH0(M)(4.9.4)
where we used (4.9.1) again for the last inequality. Combining this with (4.9.2) and
the fact that deg(R¯) ≤ A1 yields the desired bound on degTorR1
(
R¯,M)
)
. 
4.10. Proposition. Let M be a graded left R-module and N a graded right R-
module. Then
deg(TorRi (N,M)) ≤ deg(N) + max(deg(H0(M)), deg(H1(M))) +A1i+ 4A1.
for all i ≥ 0.
Proof. Just as in the proof of Lemma 4.4, we reduce to the case where N = k in
degree 0 and can assume that degH0(M) is finite.
Now
deg(TorRi (k,M)) ≤ max
a+b=i
deg TorR¯a
(
k, (TorRb (R¯,M)
)
≤(i) max
a+b=i
(
a deg(R¯) + deg TorRb (R¯,M)
)
(4.10.1)
≤(ii) max
a+b=i
(
a deg(R¯) + bA1 + δ(M)
)
(4.10.2)
≤(iii) A1i+max(deg(H0(M)), deg(H1(M))) + 4A(R)(4.10.3)
where we used Lemma 4.5 for step (i), Lemma 4.7 for step (ii), and Lemma 4.9
together with the fact deg(R¯) ≤ A1 for step (iii).

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Having set up the basic bounds for the degrees over Tor groups over R and R¯, we
are now ready to analyze the cohomology of the complex K(M). As the notation
K indicates, the complex K is an analog of the Koszul complex, and the following
result is an analog of a well-known result in commutative algebra concerning Koszul
complexes – see, for example, Theorem 16.4 and following discussion in [40].
4.11. Lemma. Each Hq(K(R)) is killed by the right action of R>0.
Proof. For s = (h1, . . . , hn) ∈ S, write ∂s = h1 · · ·hn ∈ G, and define
Sg(g0, . . . , gq; s) = (g
(g0...gq∂s)
−1
, g0, . . . , gq; s)
Extend Sg linearly to K(R)q+1 → K(R)q+2. By a routine computation,
(Sgd+ dSg)(g0, . . . , gq; s) = (g0, . . . , gq; r(g
(∂s)−1 )s) = (g0, . . . , gq; srg)
and so “right multiplication by rg” is homotopic to zero. 
4.12. Proposition. degHq(K(R)) ≤ A2 + q, where A2 = A(R) + deg(U).
Proof. Multiplication by U induces an endomorphism of the complex K(R). (Recall
that U is central, and thus it does not matter whether this multiplication is taken
on the left or the right.) Indeed, in the diagram
K(R)q dq−−−−→ K(R)q−1
U
x xU
K(R)q dq−−−−→ K(R)q−1
the vertical arrows induce isomorphisms in source degree n > A1 + q (recall that
K(R)q is just a direct sum of copies of the shift R[q].). This implies that the map
U : ker dq → ker dq
is an isomorphism in source degree n > A1 + q. In particular, ker dq is generated,
as right R-module, in degree at most A1 + degU + q, and the same is true for its
quotient Hq(K(R)). By Lemma 4.11, Hq(K(R)) is killed by R>0; it follows that
deg(Hq(K(R))) ≤ A2 + q,
where A2 = A1 + deg(U) is as in (4.5.3). 
4.13. Proposition. Let M be a left graded R-module. Then
degHq(K(M)) ≤ max(deg(H0(M)), deg(H1(M)) +A1q + (4A1 +A2).
for all q ≥ 0.
Proof. We note that K(M) = K(R)⊗RM ; then the “universal coefficients” spectral
sequence:
TorRi (Hq−i(K(R)),M)⇒ Hq(K(M)).
shows that Hq(K(M)) is filtered by subquotients of TorRi (Hq−i(K(R)),M); the
degree of this Tor-group is bounded by Proposition 4.10 and Proposition 4.12:
degTorRi (Hq−i(K(R)),M) ≤ max(degH0(M), degH1(M))+(A2+q−i)+A1i+4A1.
This gives the result. 
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4.14. Proof of Theorem 4.2. The last sentence has already been proved (Propo-
sition 4.12).
We are going to show that
(4.14.1) degHi(M) ≤ degHi(K(M)) (i = 0, 1);
then (recall that hi = degHi(K(M))) the bound hq ≤ max(h0, h1) + (5A1 + A2)q
follows from Proposition 4.13. Since we are taking A0 = 5A1+A2 (see (4.5.3)) this
will prove (4.2.1) in the Theorem. As for the the assertion about M
U→M , Lemma
4.6 asserts that is an isomorphism in source degree at least δ(M)+A1+1; applying
Lemma 4.9 and (4.14.1) that number is
≤ max(h0, h1) + 4A1 +A1 + 1.
Since A0 ≥ 5A1 + 1, we have proved that M U→ M is an isomorphism in source
degree at least max(h0, h1) +A0 as desired.
Therefore, it remains to verify (4.14.1).
The case i = 0 of (4.14.1) follows from the fact that H0(M) = H0(K(M)).
For the H1 inequality, we will factor the map k[c] ⊗M [1] → M from the final
terms of the Koszul complex (4.1.1) as follows:
k[c]⊗k M [1] α→ R>0 ⊗R M β→M,
where the first map α sends g⊗m to rg ⊗m for g ∈ c, and the second map β sends
i ⊗m to im. Now α is surjective since elements rg generate R>0 as a R-module.
Also, α is degree-preserving because the degree of g ⊗ m in k[c] ⊗R M [1] equals
deg(m) + 1 whereas the degree of rg ⊗m in R>0 ⊗R M also equals deg(m) + 1.
Let k be the kernel of β ◦ α : k[c]⊗M [1]→M . Then there is a sequence
k[c2]⊗k M [2] d→ k→ H1(K(M))→ 0
which is exact at the middle and on the right. Here d is the differential from the
K-complex (4.1.1).
It follows that k is generated as k-vector space by the image of k[c2]⊗k M [2] d→
k[c]⊗k M [1], together with terms in degree at most degH1(K(M)).
But the composite map
k[c2]⊗k M [2] d→ k[c]⊗k M [1] α→ R>0 ⊗R M
is zero: it sends (g1, g2) ⊗ m first to g1 ⊗ r(g2)m − g2 ⊗ r(gg21 )m, and then to
(r(g1)r(g2)− r(g2)r(gg21 ))⊗m, which is zero in R>0 ⊗R M .
Therefore α(k) is spanned, as k-vector space by elements of degree≤ degH1(K(M));
since α was surjective, that means that ker(R>0⊗RM →M) is supported in degree
≤ degH1(K(M)).
But by tensoring the exact sequence R>0 → R → k with M , we find an iso-
morphism H1(M) ≃ ker(R>0 ⊗R M → M). So we have shown degH1(M) ≤
degH1(K(M)). This is the case i = 1 of (4.14.1). 
5. The arc complex
In this section, we shall prove, as previously promised, that the homology of
Hurwitz spaces can be computed in terms of K-complexes formed from homology
of smaller Hurwitz spaces.
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Define the graded left R-module
(5.0.2) Mp =
⊕
n
Hp(Hur
c
G,n, k);
the R-module structure arises from the gluing on Hurwitz spaces (§2.6), and the
grading is in the n-variable.
5.1. Proposition. There exists a homological spectral sequence E1qp converging to
Hq+p(Hur
c
G,n, k) in dimensions q + p < n − 2. Moreover, each row (E1∗p, d1) is
isomorphic to the nth graded piece of K(Mp), that is to say:
E1qp = nth graded piece of K(Mp)q+1, p, q ≥ 0, p+ q < n− 2.
5.2. This spectral sequence arises (in a similar way to [34, 35]) by considering the
action of the braid group Bn on (the geometric realization of) a highly connected
simplicial complex A (a variant of the arc complex ), and filtering the complex by
the dimension of simplices. We give the geometric construction of A in §5.5.
In the present subsection, we give a combinatorial model of A. This will be
helpful for proofs. Namely, we construct a semisimplicial set A (i.e., we describe
a set Aq of q-simplices for each q and give consistent face maps ∂i : Aq → Aq−1),
and it will follow from Proposition 5.6 that in fact the geometric realization of A
is homeomorphic to that of A.
Fix n. Let Lq be the subgroup of Bn (presented as in (1.3.1)) generated by
σq+2, . . . , σn−1; it is abstractly isomorphic, then, to Bn−q−1. Note that if q ≥ n− 2
we understand Lq to be the trivial group. Let Aq = Bn/Lq (as a Bn-set). Define
the faces of the q-simplex bLq by the formula
∂i(bLq) = bsq,iLq−1, 0 ≤ i ≤ q,
where sq,i = σi+1σi+2 · · ·σq, and we interpret sq,q = 1. Note that since Lq actually
commutes with σj for j ≤ q, this is independent of the choice of b representing the
coset bLq.
5.3. Proposition. A is a semisimplicial set; that is, the semisimplicial identity
∂i∂j = ∂j−1∂i holds for i < j.
Proof. This is a computation in the braid group. For j = q it is the identity
bsq−1,iLq−2 = bsq,iLq−2, which follows because sq,i = sq−1,iσq and σq ∈ Lq−2. For
j < q:
∂i∂j(bLq) = bσj+1 · · ·σqσi+1 · · ·σqLq−2
= bσi+1 · · ·σj−1σj+1 · · ·σqσj · · ·σqLq−2
= bσi+1 · · ·σj−1σj+1σjσj+2 · · ·σqσj+1 · · ·σqLq−2
=(a) bσi+1 · · ·σj+1σjσ−1j+1σj+2 · · ·σqσj+1 · · ·σqLq−2.
where at step (a) the braid relation was used in the form σj+1σj = (σjσj+1σj)σ
−1
j+1.
Define, for m = j, . . . , q − 1 the element
xm := σi+1 · · ·σm+1σj · · ·σmσ−1m+1 σm+2 · · ·σq︸ ︷︷ ︸ σm+1 · · ·σq.
where the underbraced product is understood to be empty in the case when m =
q − 1. The defining relations in the braid group yield the recursion xm = xm+1, so
∂i∂j(bLq) = bxjLq−2 = bxq−1Lq−2 = bσi+1 · · ·σqσj · · ·σq−1Lq−2 = ∂j−1∂i(bLq)
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as desired.

It may be helpful to note that the set of vertices of the q-simplex bLq is then
given by
bL0, bσ1L0, bσ2σ1L0, . . . , bσq . . . σ1L0.
Here, the jth vertex is obtained from the iterated face map
bσj . . . σ1L0 = ∂0 ◦ · · · ◦ ∂j−1∂j+1 ◦ · · · ◦ ∂q(bLq).
One can check that the lone vertex missing in the face ∂j(bLq) = bsq,jLq−1 is indeed
bσj . . . σ1L0.
Proposition. The geometric realization of A is (n− 2)-connected.
This is a combinatorial reformulation of a result of Hatcher-Wahl. We give the
proof in §5.5.
Now consider the complexA×cn, considered with the product Bn-action. Recall
that for any topological space Z endowed with a Bn-action, we write Z//Bn for the
Borel construction EBn ×Bn Z; the homology of this space is the Bn-equivariant
homology of Z.
It follows from the Proposition that the natural map:
Hp((A× cn)//Bn)→ Hp(cn//Bn) = Hp(HurcG,n)
is an isomorphism in degrees p < n− 2. Note further that
H∗((Aq × cn)//Bn) ∼= H∗(cn//Lq) ∼= H∗(cq+1 ×HurcG,n−q−1),
so Hp((Aq × cn)//Bn) is identified with K(Mp)q+1.
Now, (A × cn)//Bn is filtered by the simplicial structure on A. The resulting
spectral sequence is of the form:
Hp((Aq × cn)//Bn) = E1qp =⇒ Hp+q((A × cn)//Bn),
and the target is isomorphic to Hp+q(Hur
c
G,n) when p+ q < n− 2.
5.4. Lemma. The first differential d1 in the spectral sequence E
1
qp = Hp(c
n//Lq) is
the alternating sum
d1 =
q∑
i=0
(−1)i∂i =
q∑
i=0
(−1)i[s−1q,i ]
of the maps [s−1q,i ] : H∗(c
n//Lq)→ H∗(cn//Lq−1) induced by s−1q,i : cn → cn:
s−1q,i : (g0, . . . , gq, gq+1, . . . , gn−1) 7→ (g0, . . . , ĝi, gi+1, . . . , gq, ggi+1...gqi , gq+1, . . . , gn−1).
Compare with (4.1.1) to get Proposition 5.1.
Proof. The face maps in the semi-simplicial space EBn ×Bn (A × cn) are induced
by those in A, as above. Identifying Aq = Bn/Lq, this becomes ∂i : EBn×Lq cn →
EBn ×Lq−1 cn given by
∂i(e,g) = (esq,i, s
−1
q,ig),
where 0 ≤ i ≤ q and g ∈ cn.
Since Lq is a subgroup of Bn, we have a natural identification H∗(cn//Lq) =
H∗(EBn×Lq cn). Since sq,i and Lq commute, the maps EBn×Lq cn → EBn×Lq−1 cn
(e,g) 7→ (esq,i, s−1q,ig) and (e,g) 7→ (e, s−1q,ig
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are freely homotopic, giving the result.

5.5. The arc complex. We now prove that the geometric realisation of the com-
plex A defined in the previous section is indeed (n − 2)-connected, by identifying
it with a geometric construction (the “arc complex”) of Hatcher and Wahl.
Let Σ be, as in §2.1, an n-punctured disc. By an arc on Σ we mean a smooth
path τ in D from ∗ to one of the punctures Pj with the following properties:
- τ is a smooth embedding τ : [0, 1] → D satisfying τ(0) = ∗ ∈ ∂Σ and
τ(1) = Pj .
- 0 is the only element of the domain carried to the boundary of Σ, and 1
the only element carried into the set {Pi} of punctures.
- The derivative τ ′(0) is not tangent to the boundary.
The arc complex A is the simplicial complex whose vertex set consists of all
isotopy classes of such arcs, and whose faces are collections of such isotopy classes
which have representatives that intersect only at ∗, where they have distinct tangent
vectors. We denote by Aq the q-simplices of A, i.e. the set of isotopy classes of
(q + 1)-tuples of arcs intersecting only at ∗.
We may define a partial ordering on the set of vertices: two arcs are comparable
if they span an edge; then the ordering of the pair is given by the counterclockwise
ordering of their tangent vectors at ∗. This extends naturally to a total ordering
on the set of vertices spanning a face; in this way, A becomes an ordered simplicial
complex. This ordering equips the collection of sets A∗ with the structure of a
semisimplicial set: The face maps di : Aq → Aq−1 (i = 0, . . . , q) are defined by
di(γ0, . . . , γq) = (γ0, . . . , γ̂i, . . . , γq).
where γ0, . . . , γq are arranged in increasing order. In other words, the semisimplicial
structure is given by deletion of arcs.
5.6. Proposition. A is (n−2)-connected. There exists an action of Bn on A which
is transitive on q-simplices for each q. Moreover, A and A are Bn-equivariantly
isomorphic.
Proof. The connectivity assertion is a special case of Proposition 7.2 (and Definition
3.4) of Hatcher and Wahl [35]. (In fact, A is contractible – we refer the reader to
the recent [16] for a careful proof of this fact.) Let Diffn be the group of orientation-
preserving diffeomorphisms of D which fix the boundary pointwise and fix the set
of punctures (setwise). Then Diffn acts on the set of isotopy classes of arcs on Σ
(i.e., the vertices of A). In fact, Diffn acts on the whole of the complex A, since
diffeomorphisms preserve the non-intersection condition. This evidently descends
to an action of Bn = π0(Diffn) on A.
Now the transitivity of Bn, as well as the final assertion – which amounts to
a computation of the stabilizer of a simplex, see (5.6.1) below – are very similar
to [48, Proposition 2.2], which proves precisely the same result in the context that
the endpoints of all the arcs also coincide. The proof of [48, Proposition 2.2] also
applies in this context. For completeness, we will recall the main steps of this proof
below.
Transitivity: We will be particularly brief about transitivity, since it is the easier
part. Given two q-simplices τ and τ ′, we choose systems of q+1 non-intersecting arcs
(τ0, . . . , τq) and (τ
′
0, . . . , τ
′
q) representing them. While the proof of [48, Proposition
26 JORDAN S. ELLENBERG, AKSHAY VENKATESH AND CRAIG WESTERLAND
2.2] transcribes almost verbatim to this context, we will sketch an alternate direct
argument:
Replacing the τi, τ
′
i by isotopic curves, and using the fact that the ordering
of τi, τ
′
i coincide near ∗, we may suppose that all τi and τ ′i are linear in a small
neighbourhood of 0 (i.e., straight near ∗), and that τi(t) = τ ′i(t) for 0 ≤ t ≤ ε and
some ε > 0. Applying a suitable diffeomorphism, and using the fact that the braid
group Bn surjects to Sn, we may assume that τi(1) = τ
′
i(1) for each i. Fix a smooth
increasing function h on [0, 1] such that h(t) = t for t ≤ 2ε/3 and h(1) = ε. Then
τi ◦ h = τ ′i ◦ h.
It is now sufficient to show that there exists a “arc-retracting” diffeomorphism,
i.e. a diffeomorphism F which carries τi to the arc τi ◦ h while fixing all punctures
Pi which are not of the form τi(1) (0 ≤ i ≤ q). Once this is done, and a similar
diffeomorphism F ′ constructed for the τ ′i , then F
′◦F−1 gives the desired diffeomor-
phism carrying τi to τ
′
i and fixing all remaining punctures. Let R be the rectangle
[ε/2, 1.01]× [−1, 1]. Choosing a normal vector field to each τi, we may find a col-
lection of embeddings gi : R → D, carrying (t, 0) to τi(t) for ε2 ≤ t ≤ 1, and such
that the gi(R) are pairwise disjoint as well as disjoint from all other punctures – in
other words, gi(R) is an explicit tubular neighbourhood of τi|[ε/2,1]. Our assertion
is reduced to the claim that there exists a diffeomorphism G : R → R, trivial in a
neighbourhood of the boundary, and carrying (x, 0) to (h(x), 0) for ε/2 ≤ x ≤ 1. It
is routine to write down such a diffeomorphism explicitly.
Computation of stabilizer: Order the punctures P1, . . . , Pn in such a way that the
straight line segments [∗, Pi] from ∗ to Pi are in counter-clockwise order around ∗.
The standard q-simplex vq is the one consisting of linear arcs from ∗ to P1, . . . , Pq+1.
We claim that the stabilizer of vq in Bn is Lq.
Granting that, we define a Bn-equivariant semisimplicial map A → A on q-
simplices by the bijection
(5.6.1) Bn/Lq → Aq given by b 7→ b · vq.
To see that this is semisimplicial, use the fact that sq,ivq−1 = di(vq) (both consist
of the q straight line segments from ∗ to P1, . . . , P̂i+1, . . . , Pq+1). The Proposition
then follows.
Therefore it remains only to check that the stabilizer of vq in Bn is Lq. Now, Lq
is generated by the Dehn twists σi (i ≥ q + 2) which involve only the punctures Pi
and Pi+1, so it is apparent that Lq does in fact stabilize vq. Additionally, there is
a map from the mapping class group
Mod(Σ \ vq)→ Mod(Σ) = Bn
which extends diffeomorphisms by the identity on a neighborhood of vq. Write
Σ′ for the complement of n − q − 1 points in D. Then Mod(Σ′) is isomorphic to
Bn−q−1. Picking a diffeomorphism Σ′ → Σ \ vq defines an isomorphism Bn−q−1 ∼=
Mod(Σ \ vq). In fact, we may choose this diffeomorphism so that the composition
Bn−q−1 = Mod(Σ′) ∼= Mod(Σ \ vq)→ Mod(Σ) = Bn
carries σj ∈ Bn−q−1 to σj+q+1 ∈ Bn. The image of this map is precisely Lq.
It therefore suffices to show that if b ∈ Bn stabilizes vq, then b is isotopic to a
diffeomorphism which is in the image of this map Mod(Σ\vq)→ Mod(Σ). This can
be done as in [48, p. 552-553]: Take a diffeomorphism φ representing b. A priori b
fixes only the isotopy class of each arc in vq. We may replace φ by an isotopic φ
′
HOMOLOGICAL STABILITY AND COHEN-LENSTRA OVER FUNCTION FIELDS 27
that fixes the arcs in vq pointwise, inductively using the isotopy extension theorem
[42]. We briefly summarize the key point of the proofs of the proof in our setting,
closely following [48] but indicating the minor differences:
A direct application of the isotopy extension theorem implies that φ is isotopic
to a diffeomorphism that fixes the (linear) arc a1 from ∗ to P1. Replace φ by this
isotopic diffeomorphism. Now the arc a2 is isotopic to φ(a2), by assumption, but
the image of this isotopy need not be disjoint from φ(a1) = a1, so one cannot
simply proceed as in the first step. Let H : [0, 1] × [0, 1] → D be an isotopy,
so that H(0,−) and H(1,−) correspond to the arcs a2 and φ(a2) respectively, and
H(−, 0) = ∗, H(−, 1) = P2. Adjust H to be tranverse to a1. The preimageH−1(a1)
of the arc a1 under H is a union of circles and intervals. Note that these components
intersect the boundary of [0, 1]× [0, 1] only along [0, 1]×0. This is a difference from
the setting of [48], and means that we can ignore the case of a “non-empty union
of intervals” mentioned at the bottom of page 552, loc. cit.. In the present setting,
every component of H−1(a1) other than [0, 1] × 0 is contained in the interior of
[0, 1]× [0, 1] and is thus a circle. So each component of H−1(a1) bounds a disk in
[0, 1]× [0, 1]; restricting H to this disk defines an element of the relative homotopy
group π2(Σ, a1), and the triviality of that group implies that we can assume that
H can be replaced by H ′ for which (H ′)−1(a1) = (H ′)−1(∗). At this point, we can
again use the isotopy extension theorem to ensure that φ fixes a2, and we proceed
inductively.

6. Homological stability for Hurwitz spaces
We now prove the main theorem of the paper, that the homology of Hurwitz
spaces stabilize under the non-splitting condition; it is by now an easy consequence
of the main results of the prior three sections.
6.1. Theorem. Suppose (G, c) satisfies the non-splitting condition, and let k be a
field in which |G| is invertible. Then there exist constants A,B (depending on G)
such that the map
(6.1.1) U : Hp(Hur
c
G,n, k)→ Hp(HurcG,n+degU , k)
(see Lemma 3.5 and start of §4 for definition of U) is an isomorphism whenever
n > Ap+B.
The same assertion holds for the restricted maps
(6.1.2) U : Hp(CHur
c
G,n, k)→ Hp(CHurcG,n+degU , k).
Our proof will actually give a range n > A′p + B′ with different constants for
the restricted maps (6.1.2) of the second assertion, but one can then simply replace
A by max(A,A′) and similarly for B.
Proof. Let Mp be the graded R-module corresponding to the pth homology of Hur-
witz spaces, taken with k-coefficients, as defined in (5.0.2). We prove, by increasing
induction on p, that for all q ≥ 0 we have
degHq(K(Mp)) ≤ A2 +A0(3p+ q)
from which the result follows, for suitable B, by the second assertion in Theorem
4.2.
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For p = 0, we have M0 = R; the inductive assumption follows in this case from
Proposition 4.12, since
A2 +A0(3p+ q) = A2 +A0q ≥ A2 + q.
in this case.
Now suppose the statement holds for p < P . Consider the leftmost part of
K(MP ), i.e.
(6.1.3) MP
e← k[c]⊗MP [1] f← k[c2]⊗MP [2].
The map e is an edge morphism in the spectral sequence of Proposition 5.1, whereas
f is identified with the differential d1 : E
1
1P → E10P . More generally, in the spectral
sequence for HurcG,n, we have for each q > 0 that E
2
q,p is the nth graded piece of
Hq+1(K(Mp)).
The inductive hypothesis implies that (6.1.3) is exact at the middle and left term
in degrees greater than
A2 + 3A0P.
To see this, we note that the inductive hypothesis ensures that for j > 1, E2j,P+1−j ,
or in other words the nth graded piece of Hj+1(K(MP+1−j)), vanishes in degrees
above
(6.1.4) A2 +A0(3P + 4− 2j).
Thus, once n > A2 + 3A0P , there are no differentials dj for any j > 1 going into
or out of E20P . Thus, E
2
0P = E
∞
0P in the spectral sequence for HP (Hur
c
G,n, k) in the
range n > A2 + 3A0P .
Further, for j > 0, E2j,P−j = 0 vanishes in degrees above
(6.1.5) A2 +A0(3P + 1− 2j).
So, once n > A2+A0(3P − 1), we have that all the graded pieces of HP (HurcG,n, k)
other than E∞0P = E
2
0P vanish. Hence e : coker(f) = E
2
0P →MP is an isomorphism
in degrees above A2 + 3A0P .
In other terms,
degH0(K(MP )), degH1(K(MP )) ≤ A2 + 3A0p.
Now apply Theorem 4.2; it implies that, for q ≥ 2, Hq(K(MP )) vanishes in
degrees strictly above A2+3A0p+A0q, which is precisely the inductive hypothesis
to be proved.
Now we address the final assertion of the theorem – namely, that the same result
holds for the space of connected covers.
For each subgroup Q of G which is generated by c∩Q, write HurQ,cG,n for the union
of connected components of HurcG,n whose global monodromy is exactly equal to Q
– i.e. arising from elements (x1, . . . , xn) ∈ cn with 〈x1, . . . , xn〉 = Q. Note that we
can identify HurQ,cG,n with CHur
c∩Q
Q,n .
What we have proved so far in this theorem applies equally well with G replaced
by Q, for (Q, c) is still non-splitting. By increasing induction on the order of |Q| –
and possibly increasing the constants A,B – we may suppose that
UQ : Hp(Hur
Q,c
G,n, k)→ Hp(HurQ,cG,n+deg(U), k)
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is an isomorphism for n ≥ Ap+B for every proper subgroup Q. Here UQ is defined
similarly to U , but “relative to Q,” that is to say UQ =
∑
g∈c∩Q r
D|g|
g . Note that
on Hp(Hur
Q,c
G,n) we have
(6.1.6) U =
|c|
|c ∩Q|UQ modulo
⊕
Q′)QHp(Hur
Q′,c
G,n+deg(U), k)
What we have already proved shows that U : Hp(Hur
G,c
G,n, k)→ Hp(HurG,cG,n+deg(U), k)
is injective for n ≥ Ap+B, so it remains to verify surjectivity in that same range.
Take x ∈ Hp(HurG,cG,n+deg(U), k); we may write x = Uy for some y ∈ Hp(HurcG,n, k).
Write y =
∑
Q yQ where yQ ∈ Hp(HurQ,cG,n, k).
By an increasing induction on the size of Q, we see that yQ = 0 if Q 6= G: This
is obviously true when |Q| = 1. Next if m < |G| and we know the assertion is true
for all |Q| < m < |G|, then take Q of size m. By (6.1.6) we get
0 = Q-component of Uy =
|c|
|c ∩Q|UQyQ
and by inductive assumption UQ is an isomorphism. Therefore yQ = 0.
This induction on the size of Q has shown that y ∈ Hp(HurG,cG,n, k), and we’re
done.

In the arithmetic applications to follow, we will be concerned with the quotients
HurcG,n /G under the G-action introduced previously (see page 10, after Definition
2.2). These spaces are easily seen to stabilize in homology as well.
6.2. Corollary. Suppose G is center-free, and (G, c) satisfies the non-splitting con-
dition. Let k, U,A,B be as in Theorem 6.1.
Then the map
U : Hp(Hur
c
G,n /G, k)→ Hp(HurcG,n+degU /G, k)
is an isomorphism whenever n > Ap + B. This restricts to an isomorphism U :
Hp(CHur
c
G,n /G, k)→ Hp(CHurcG,n+degU /G, k) in the same range.
Proof. Recall that the action of G on HurcG,n is induced by the Bn-equivariant
action of G on cn given by termwise conjugation. This is evidently not free, so
the same is true for the action of G on HurcG,n. However, it is apparent from
this description that the stabilizers Gx of points x ∈ HurcG,n are locally constant.
Namely: when x lies on a component whose global monodromy is H , the stabilizer
Gx is the centralizer of H in G. In particular, since G is center-free by hypothesis,
the action of G on CHurG.n is free. Thus the quotient q : EG ×G HurcG,n →
HurcG,n /G is a fibre bundle with fibre over the class of x equivalent to BGx. Since
the order of G (and hence Gx) is invertible in k, q is an isomorphism in H∗(−, k),
so H∗(HurcG,n /G, k) is isomorphic to the G-coinvariants in H∗(Hur
c
G,n, k).
The operator U , considered as a class in H0(Hur
c
G,degU ), is fixed by the action of
G (at least if U is chosen as in Lemma 3.5). It then follows from the G-equivariance
of the gluing maps that the isomorphism in Theorem 6.1 is one of k[G]-modules.
Taking G-coinvariants on both sides yields the desired isomorphism.

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7. Homological stability for Hurwitz schemes
So far, we have considered Hurwitz spaces as topological spaces parametrizing
continuous branched covers of the disc. In order to apply our theorems to arithmetic
questions, we need to identify those topological spaces with the complex points of
moduli schemes (“Hurwitz schemes”) defined over arithmetic bases.
In order to apply the topological results of the first part of the paper to count-
ing problems over finite fields, we will need to show that the e´tale cohomology of
Hurwitz schemes is “the same” in characteristic 0 and characteristic p. This would
follow immediately if the Hurwitz schemes were smooth and proper; since they are
not proper, more work is required, involving the use of a compactification whose
boundary has normal crossings.
Throughout this section, G denotes a finite group. In our main application, G
will be of the form A⋊Z/2Z, where A is a nontrivial finite ℓ-group, and Z/2Z acts
on A by inversion.
For the reader’s convenience we summarize the various spaces (more precisely,
schemes over Spec(Z) or schemes over Spec(R), R := Z[ 1|G| ]) to be introduced in the
following table. For example, Conf′n denotes the configuration space of n distinct
points on P1, and HG,n will denote the Hurwitz space of tame G-covers of P
1 (see
§7.1) which are branched at n points.
space configurations of ... Hurwitz space of G-covers
with corresponding branching
Conf
′
n (§7.1) n points on P1 HG,n (§7.1)
Confn (§7.3) n points on A1 HnG,n (§7.3)
PConfn (§7.5) n labelled points on A1 PHnG,n (p.34)
Note that a G-cover “branched at n points on A1” may or may not be branched
at ∞, i.e. it may have either n or n + 1 branch points on P1, and the associated
Hurwitz spaces will be correspondingly disconnected.
We write (e.g.) X/ SpecZ or simply X/Z to denote a scheme X equipped with
its canonical morphism to Spec(Z). For such a scheme, we will denote by X/Fq the
scheme X ×Spec(Z) Spec(Fq), together with the natural morphism to Spec(Fq).
7.1. Our basic reference for Hurwitz schemes is the paper of Romagny and Wew-
ers [44].
If Pn/ SpecZ is the projective n-space with coordinates a0 : a1 : . . . : an, which
we think of as parametrizing binary forms a0X
n + a1X
n−1W + . . . + anWn up
to scaling, we define Conf′n/ SpecZ to be9 the open subscheme of Pn where the
discriminant ∆(
∑n
i=0 aiX
n−iW i) doesn’t vanish. Then, for any field k, Conf′n(k)
is the set of squarefree k-rational degree-n divisors on P1.
Let k be a field. Then by a tame G-cover of P1 over k we shall mean a triple
(X, f, φ), where
• X is a smooth proper geometrically connected curve X/k;
• f : X → P1 is tame: that is, there exists a reduced divisor D on P1 such
that f is e´tale over P1 −D, and such that the ramification of f over each
geometric point of D is nontrivial and prime to the characteristic of k;
• f is Galois: that is, Aut(f) acts transitively on the geometric fibers of f ;
9 The prime in Conf ′n is because it represents a configuration space for the projective line,
whereas our previous Confn is homotopy equivalent to a configuration space for the affine line.
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• φ is an isomorphism from G to Aut(f).
We say a tame G-cover has n branch points if n is the degree of the unique
divisor D satisfying the condition in the second item above, and we call such a D
the branch locus of f .
Romagny and Wewers [44, Theorem 4.11] construct a scheme HG,n with the
following properties:
• HG,n is a scheme over R = Z[ 1|G| ], endowed with a finite e´tale morphism
π : HG,n → Conf′n/ SpecR
• For every algebraically closed field k with characteristic prime to |G|, there
is an Aut(k)-equivariant bijection between HG,n(k) and the set of isomor-
phism classes of tame G-covers of P1 over k with n branch points. If
x ∈ HG,n(k) corresponds to a G-cover f , the image of x in Conf′n(k) is
the point parametrizing the branch locus of f in P1. If G is center-free, the
two statements above hold for an arbitrary field k, not only algebraically
closed fields.
In fact, Romagny and Wewers construct a Hurwitz scheme over SpecZ, but for
our present purpose we only need the open subscheme lying over SpecR.
The above assertions are all included in the statement of [44, Theorem 4.11,
Corollary 4.12], with the exception of the finiteness of π, which is [44, Remark 4.15
ii]. Because the proof is not given in full there, we explain it briefly. Each geomet-
ric fiber of the map from HG,n to Conf
′
n/R, say above the section s : Spec k →
Conf
′
n/R with k algebraically closed, is in bijection with the set of G-covers f over
k with a fixed branch locus D ⊂ P1 parametrized by s. This set of G-covers, in
turn, is in bijection with the set of conjugacy classes of surjective homomorphisms
from πet1 (P
1−D, x¯) to G, where x¯ is a geometric basepoint on P1−D. Because |G| is
prime to the characteristic of k, this number of surjections is actually independent
of the choice of the fiber s, see [31, Expose´ XIII, Corollaire 2.12]. So all geometric
fibers of π have the same cardinality, whence π is finite by [20, Lemme 1.19, II].
7.2. Remark. A discussion of the functor represented by HG,n, and also a construc-
tion of a representing stack in the case when G has nontrivial center, is given in
Wewers’ (unpublished) thesis [50] (see also [44, Cor 2.2]). We do not need this for
our purposes.
7.3. The scheme HG,n is not exactly the right one for our purposes. First of all,
we want to study G-covers of A1, not of P1. To this end, let Confn be the closed
subscheme of Conf′n+1 cut out by a0 = 0; that is, we force the associated divisor to
contain∞ (i.e., the point X = 1,W = 0). Confn also embeds as an open subscheme
of Conf′n via
(7.3.1) [a0 : · · · : an+1] 7→ [a1 : · · · : an+1]
identifying it with the open subscheme where the first coordinate is nonzero.
We now define HnG,n to be the disjoint union of HG,n+1 ×Conf′n+1 Confn and
HG,n ×Conf′n Confn, where the maps from Confn are the closed inclusion (respec-
tively, the open inclusion) described above. This somewhat convoluted definition
is necessary because in our topological definition of Hurwitz spaces, the branched
cover may be either ramified at ∞ or not, these two cases corresponding to the
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two fiber products above. In the language of the first section of the paper, the sec-
ond component parametrizes those branched covers whose boundary monodromy
is trivial.
Suppose that c is a rational union of conjugacy classes in G. (Recall that a union
of conjugacy classes is called rational when g ∈ c =⇒ gN ∈ c for each N relatively
prime to the order of G.) We say a tame G-cover f : X → P1 has monodromy of
type c if the image of a generator of tame inertia at each branch point of f lies
in c. (Because c is rational, the choice of generator doesn’t matter.) Then there
is a closed and open subscheme HncG,n ⊂ HnG,n parametrizing tame G-covers with
monodromy of type c; in the proof of [44, Theorem 4.11], this appears as a disjoint
union of some subset of the collection of schemes denoted there as H′µ.
7.4. Lemma. Suppose that G is center-free. The complex manifold HnG,n(C) is
homeomorphic to the topological space CHurG,n /G of Definition 2.2; similarly,
Hn
c
G,n(C) is homeomorphic to CHur
c
G,n /G.
Proof. See [44, Theorem 4.11(iii)]. We explicate the map in our case:
A C-point of HnG,n(C) is by definition a point of Confn – that is to say a subset
S ⊂ C of size n – together with a tame G-cover of P1C branched either at S or at
S ∪ {∞}.
By comparison of e´tale and topological π1 [31, Expose´ XII, Theorem 5.1], and
also using the same reasoning used to construct a bijection of (b) and (c) of §2.3,
to give such a tame G-cover is the same as giving a conjugacy class of surjections
π1(A
1(C)− S, x0)։ G. Here, x0 is an arbitrarily chosen basepoint.
Fix, once and for all, a homeomorphism of the interior of D with A1(C). This
allows us to identify any subset S ⊂ C as before with a subset S′ ⊂ D of size n, i.e.
it induces an identification Confn(C) ≃ Confn. Moreover, we have an identification,
canonical up to conjugacy,
π1(A
1(C)− S, x0) ≃ π1(D − S′, ∗).
In particular, there is a canonical identification of conjugacy classes of surjections
f : π1(A
1(C)−S, x0)։ G with conjugacy classes of surjections g : π1(D−S′, ∗)։
G. For such a surjection g, the pair (S′, g) defines, as in §2.3, a point of CHurG,n /G:
the quotient by G arises from the fact that we have only a conjugacy class of
surjections.
This discussion has constructed a continuous function HnG,n(C)→ CHurG,n /G,
covering the homeomorphism Confn(C) ≃ Confn made above. Moreover, this func-
tion induces a bijection between fibers of HnG,n(C) → Confn(C) and fibers of
CHurG,n /G → Confn. Therefore it is a homeomorphism. The map “with mon-
odromy c” is obtained by restriction. 
7.5. Our basic tool for comparing cohomology in characteristic 0 and charac-
teristic p is a suitable compactification of configuration space. We denote by
PConfn/ SpecZ the complement, in A
n, of the divisors {zi = zj} (where 1 ≤ i <
j ≤ n). This is a hyperplane complement whose points over any ring A are the
ordered n-tuples (z1, . . . , zn) of sections in A
1(A) which are disjoint; that is, which
satisfy zi− zj ∈ A× whenever i 6= j. There is a map from PConfn to Confn sending
(z1, . . . , zn) to the polynomial
∏
i(X − ziW ).
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7.6. Lemma. For all n ≥ 2, PConfn has a compactification Xn which is a smooth
and proper scheme over SpecZ, and such that the complement Dn = Xn\PConfn
is a relative normal crossings divisor.
Proof. We remark first that the inclusion of PConfn into P
n is a smooth proper
compactification, but the complement is not normal crossings.
In the proof, we will make use of the moduli stack M0,n+1 of stable (n + 1)-
pointed genus-0 curves. It is a proper smooth scheme over SpecZ and it contains the
open subschemeM0,n+1 corresponding to nonsingular curves, and the complement
is a relative normal crossings divisor. These facts are in Knudsen [38, Th 2.7],
except for the fact that M0,n+1 is a scheme. This follows from the identification
(explained in the proof of loc. cit., following from [38, Prop 2.1]) of M0,n+1 with
the universal curve over M0,n, together with the fact that M0,3 = Spec(Z) is a
scheme.
There is a natural map from PConfn ⊂ An to M0,n+1 sending a set of points
p1, . . . , pn to (P
1;∞, p1, . . . , pn), i.e. to the n + 1-pointed curve defined by P1
together with the sections defined by ∞, p1, . . . , pn.
Let Aff be the group scheme of affine linear transformations of A1; that is, Aff
is the group scheme of upper triangular matrices
(
A B
0 1
)
, corresponding to the
transformation z 7→ Az + B. We can map PConfn ⊂ An to Aff via (p1, . . . , pn) ∈
PConfn 7→ (A,B) = (p2 − p1, p1).
The resulting (product) map
F : PConfn −→M0,n+1 ×Aff
is an isomorphism: For any base scheme S, the S-points of PConfn are collections
p1, . . . , pn ∈ A1(S) = Γ(S,OS), with the property that pi−pj are units everywhere
on S, and the map F sends this to
(P1S ;∞, p1, p2, p3, . . . , pn) ∈ M0,n+1(S)× (p2 − p1, p1) ∈ Aff(S)
That this is a bijection follows from the fact that M0,3 ≃ Spec(Z), which in par-
ticular implies that if one fixes u, v ∈ Γ(S,OS) with u − v ∈ Γ(S,O×S ), any point
M0,n+1(S) is uniquely representable by (P1S ,∞, u, v, q3, . . . , qn) for suitable sections
qi.
Since Aff is isomorphic, as scheme, to Gm × Ga, it has a compactification by
P1 × P1 whose complement is normal crossings.
So Xn =M0,n+1 × P1 × P1 satisfies the requirements of the lemma. 
7.7. Proposition. Let A be a Henselian discrete valuation ring, whose quotient
field has characteristic zero. Let η¯ resp. s¯ be a geometric generic (resp. special)
point of SpecA. Let X be a scheme proper and smooth over SpecA, D ⊂ X a
reduced normal crossings divisor relative10 to SpecA.
Let U := X − D, and let π : U ′ → U be a finite e´tale cover. Let G be a finite
group which acts compatibly on U ′ and U , both actions covering the trivial G-action
on SpecA.
Then Hiet(U
′
η¯,Z/ℓZ) and H
i
et(U
′
s¯,Z/ℓZ) are isomorphic as G-modules for all i
and all primes ℓ invertible in A.
10Recall that this means that D is – e´tale locally on X – isomorphic to a union of coordinate
hyperplanes in an affine space over A.
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Proof. We are grateful to a referee for providing a sketch of this argument, which
substantially simplifies our original proof.
Let F = π∗(Z/ℓ). It is a locally constant sheaf of Z/ℓ-modules on U and it is
tamely ramified [31, Expose´ XIII, 2.3(c)] along D: automatic because the generic
point of D has characteristic zero.
Let K be the sheaf j!F on X . Then Hi(Xs¯,K) = Hic(Us¯,F) = Hic(U ′s¯,Z/ℓZ),
and exactly the same assertion holds with s¯ replaced by η¯. The specialization
map (as a reference, see [26, Chapter III, §3]) Hic(U ′s¯,Z/ℓZ) → Hic(U ′η¯,Z/ℓZ) is
G-equivariant, by the functoriality of the constructions of loc. cit., and is identi-
fied with the corresponding specialization map for X and K. We prove it is an
isomorphism:
The specialization map between cohomologies of special and generic fiber fits
into a triangle involving vanishing cycles (see [2, Expose´ XIII, equation 2.1.8.9]):
Hi(Xs¯,K)→ Hi(Xη¯,K)→ Hi(Xs¯,RΦη¯K) [1]→
where Hi denotes hypercohomology in case of a complex of sheaves. The final term
vanishes by [2, Expose´ XIII, 2.1.11], and we conclude that the specialization map
furnishes an isomorphism Hic(U
′
s¯,Z/ℓZ)→ Hic(U ′η¯,Z/ℓZ).
Because both U ′s¯ and U
′
η¯ are smooth varieties, Poincare´ duality converts (7.7.1)
to the desired G-equivariant isomorphism of usual (not compactly supported) co-
homology:
(7.7.1) Hj(U ′s¯,Z/ℓZ)
∼← Hj(U ′η¯,Z/ℓZ).

With Proposition 7.7 in hand we can now prove the desired upper bound for the
Betti numbers of Hurwitz spaces over finite fields.
7.8. Proposition. Suppose (G, c) satisfies the non-splitting condition, where G is
center-free and c is a rational conjugacy class generating G. Then there exists
C(G, c) depending only on (G, c) so that
(7.8.1) dimHiet(Hn
c
G,n/F¯q,Qℓ) ≤ C(G, c)i+1
for all i, n, so long as ℓ > max(|G|, q, n).
We note that the restriction on ℓ is irrelevant for the application to Cohen-
Lenstra heuristics in §8.
Proof. Write PHncG,n for the Cartesian product Hn
c
G,n ×Confn PConfn.
Applying Proposition 7.7, together with the comparison of e´tale and analytic
cohomology [1, Theorem 4.4, Expose´ XI], to A =W (Fq), U = PConfn, X = Xn as
in Lemma 7.6, U ′ = PHncG,n, and G = Sn acting by permuting points on PConfn,
we find that
Hi(PHncG,n(C),Z/ℓZ)
∼= Hiet(PHncG,n/Fq,Z/ℓZ) (iso of Sn-modules)
If ℓ > n, the Sn-invariants on the mod ℓ cohomology of PHn
c
G,n recovers the mod
ℓ cohomology of HncG,n. Thus, supposing ℓ > n, we obtain an isomorphism
(7.8.2) Hi(HncG,n(C),Z/ℓZ)
∼= Hiet(HncG,n/Fq,Z/ℓZ).
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Now Lemma 7.4 and Corollary 6.2, together with an application of duality to
pass between homology and cohomology, give a stability property for the left-hand
side; thus we get the corresponding property for the right-hand side too:
(7.8.3) Hpet(Hn
c
G,n/F¯q,Z/ℓZ)
∼= Hpet(HncG,n+D/F¯q,Z/ℓZ).
whenever n > Ap + B and ℓ > max(q, |G|, n +D); recall that the constant D was
introduced in Lemma 3.5. Now (7.8.1) with Z/ℓZ coefficients in place of Qℓ follows
from Proposition 2.5.
The statement with Qℓ-coefficients follows: The dimension of cohomology with
Qℓ-coefficients is bounded above by the rank (i.e., number of generators) of coho-
mology with Zℓ-coefficients, and the latter is bounded above by the dimension of
Z/ℓZ-cohomology by the universal coefficient sequence. 
7.9. Remark. The requirement that c generates G is technically unnecessary: if c
fails to generate G, then HncG,n is empty.
Note that we have not shown that the isomorphism implicit in (7.8.3) is equivari-
ant for the action of Frobenius on source and target. Doing so would allow us to
show that δ+(q) = δ−(q) in Theorem 1.2, so that we could talk about limits rather
than limits inferior and superior. The reason for the deficit is that our stabilization
map U is constructed in an essentially non-algebraic way. Although this problem
can perhaps be remedied (cf. [32, §4] for the corresponding issue in the case of mod-
uli spaces of curves), we have not pursued this course in the present paper. As we
record in Conjecture 1.5, we believe that apart from “obvious classes” both sides
of the isomorphism in Proposition 7.8 are 0, making the Frobenius equivariance
vacuous.
8. The Cohen-Lenstra heuristics
The Cohen-Lenstra heuristics are a family of conjectures proposed by the two
named authors [14] concerning the distribution of class groups of quadratic number
fields among all finite abelian groups. In fact, the phrase nowadays incorporates an
even broader family of conjectures, worked out by Cohen, Lenstra, and Martinet
[15], about class groups of number fields of all degree, with conditions on Galois
group, and so forth. They make sense over any global field.
In this section, we shall prove Theorem 1.2, which sheds some light on the Cohen-
Lenstra heuristics over rational function fields over finite fields.
8.1. Let L be the set of isomorphism classes of finite abelian ℓ-groups.
The Cohen-Lenstra distribution is a probability distribution on L: the µ-mass of
the (isomorphism class of) A equals∏
i≥1
(1− ℓ−i) · |Aut(A)|−1.
The measure µ can be alternately described (see [28]) as the distribution of the
cokernel of a random map ZNℓ → ZNℓ (random according to the additive Haar
measure on the space of such maps), as N → ∞. From this latter description, we
see that the expected number of surjections from a µ-random group into a fixed
abelian ℓ-group A0 equals 1.
In fact, this last remark characterizes µ. Writing Sur(G1, G2) for the set of
surjections from the group G1 to the group G2, we have:
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8.2. Lemma. If ν is any probability measure on L for which the expected number
of surjections from a ν-random group to A0 always equals 1 – i.e.,∑
B∈L
ν(B) · |Sur(B,A0)| = 1
for all A0 ∈ L – then ν = µ.
Proof. Indeed, the assumption gives, for every abelian ℓ-group A,
(8.2.1) |Aut(A)| · ν(A) +
∑
B∈L,B 6=A
|Sur(B,A)| · ν(B) = 1.
Here |Sur(B,A)| denotes the number of surjections from (a representative for) B
to A.
(8.2.1) forces, first of all,
|Aut(A)| · ν(A) ≤ 1.
Inserting this upper bound back into (8.2.1) , we obtain the lower bound:
|Aut(A)| · ν(A) ≥ 1− β,
where β :=
∑
B 6=A
|Sur(B,A)|
|Aut(B)| =
(∏
i≥1(1 − ℓ−i)−1 − 1
)
, the latter equality from the
fact that (8.2.1) holds for ν = µ.
Proceeding in this fashion, we find that ν(A) · |Aut(A)| is bounded above and
below by alternating partial sums of the series 1 − β + β2 − . . . and consequently
ν(A) · |Aut(A)| = 11+β for every A, as desired. 
This result admits a more quantitative form. If ν is a probability measure on
L, and A ∈ L, write 〈Sur(−, A)〉ν for the expected number of surjections from a
ν-random group to A.
8.3. Proposition. Suppose given ǫ0 > 0 and a finite subset L ⊂ L. Then there
exists δ > 0 and a finite subset L′ ⊂ L such that, if ν is any probability measure on
L for which 〈Sur(−, A)〉ν ∈ [1−δ, 1+δ], for any A ∈ L′, then also |ν(A)−µ(A)| ≤ ǫ0
for any A ∈ L.
The proof will require the following:
8.4. Lemma. Given ǫ > 0 and A ∈ L, there exists a constant c(A) and a finite
subset M ⊂ L so that, whenever |X | > c(A),
|Sur(X,A)| ≤ ǫ
∑
A′∈M |Sur(X,A′)|
|M | .
Proof. Call an enlargement of A any group A′ that admits a surjection A′ ։ A
with kernel of size ℓ. We claim that for any abelian ℓ-group X surjecting onto A,
with |X | > |A|, there exists an enlargement A′ such that
(8.4.1) |Sur(X,A′)| ≥ (ℓ − 1)|Sur(X,A)|.
Certainly there exists an enlargement A′ such that Sur(X,A′) is nonempty (take
a suitable quotient of X). Fix such an A′, and fix a surjection π : A′ ։ A and
f ∈ Sur(X,A). We examine lifts f˜ : X → A′ of f (with respect to π). Then (8.4.1)
follows from the fact that the number of such surjective lifts f˜ is at least ℓ− 1:
(i) If A′ is not isomorphic to A × Z/ℓZ, any such lift f˜ is surjective, and the
set of lifts is a principal homogeneous space under Hom(X,Z/ℓZ).
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(ii) If A′ is isomorphic to A×Z/ℓZ: Note that ker(f) cannot be contained in ℓX ;
if it were, then f induces an isomorphism X/ℓ→ A/ℓ, but then the ℓ-rank
of X and A coincide, and then Sur(X,A′) would be empty, contradicting
our choice of A′.
Thus there exists a homomorphism ϕ : X → Z/ℓZ that is nontrivial on
ker(f), and (f, ϕ) gives a surjection X → A′ that lifts f . Since there are at
least (ℓ− 1) choices for ϕ, there are at least ℓ− 1 surjective lifts of f .
We now iterate (8.4.1):
Call an s-enlargement of A any group A′ that admits a map A′ ։ A with kernel
of size ℓs. Then, for any abelian ℓ-group X surjecting onto A and of size larger
than ℓs|A|, we see that there exists an s-enlargement A′ so that
|Sur(X,A′)| ≥ (ℓ− 1)s|Sur(X,A)|.
On the other hand, the number of (isomorphism classes of) s-enlargements is
bounded by the number of partitions of s + m, where ℓm = |A|. Since p(s +
m)(ℓ − 1)−s → 0 as s → ∞, the statement of the Lemma follows, taking M to be
the set of s-enlargements of A and c(A) = ℓs|A|. 
We will now prove Proposition 8.3. Recall that we say a sequence of mea-
sures νk on L weakly converges to a limit ν∞ if one has convergence of integrals∫
fνk →
∫
fν∞ for each compactly supported continuous function; for measures
on the discrete space L, this is equivalent to asking that νk(A)→ ν∞(A), for every
A ∈ L. Any sequence νk has (by a diagonal argument) a weakly convergent subse-
quence. However, the limit need not be a probability measure; it may assign L a
mass that is strictly less than 1.
Proof. Let L′k be the subset of L comprising groups with |A| ≤ k. If the assertion
were false, there is some measure νk that “does not work” for L
′ = L′k, δ = 1/k,
that is to say:
(1) |〈Sur(−, A)νk〉 − 1| ≤ 1/k for all A ∈ L′k;
(2) |νk(A) − µ(A)| > ǫ0 for some A ∈ L.
Passing to a weakly convergent subsequence, we obtain measures νk having the
following property:
(8.4.2) lim
k→∞
〈Sur(−, A)〉νk = 1,
for every fixed A ∈ L, but νk weakly converge to a measure ν∞ 6= µ. We will
deduce a contradiction.
Fix ǫ > 0 arbitrary. This is not related to ǫ0 in the statement above: Indeed, we
will apply Lemma 8.4 with this value of ǫ, and then let ǫ approach zero at the end
of the argument.
We claim 〈Sur(−, A)〉ν∞ = 1: indeed, this expectation is ≤ 1 by Fatou’s lemma;
on the other hand, with c = c(A) as in the statement of Lemma 8.4,
〈Sur(−, A)〉ν∞ =
∑
|B|≤c
ν∞(B)|Sur(B,A)|+
∑
|B|>c
ν∞(B)|Sur(B,A)|
≥ lim
k
∑
|B|≤c
νk(B)|Sur(B,A)|
= 1− lim
k
∑
|B|>c
νk(B)|Sur(B,A)|(8.4.3)
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By Lemma 8.4
(8.4.4)
∑
|B|>c
νk(B)|Sur(B,A)| ≤ ǫ|M |−1
∑
|B|>c,A′∈M
νk(B)|Sur(B,A′)|
Now, by assumption, for any A′ ∈M and any k > |A′|,∑
|B|>c
νk(B)|Sur(B,A′)| ≤ 〈Sur(−, A′)〉νk ≤ 1 + 1/k
and using (8.4.4) and passing to the limit, we get
lim sup
k
∑
|B|>c
νk(B)|Sur(B,A)| ≤ ǫ.
Thus by (8.4.3) and the prior discussion, we get 〈Sur(−, A)〉ν∞ ∈ [1− ǫ, 1]. Since ǫ
was arbitrary,
〈Sur(−, A)〉ν∞ = 1.
Applying this conclusion with A trivial, we see that ν∞ is a probability measure;
now Lemma 8.2 shows ν∞ = µ, a contradiction. 
8.5. The Cohen-Lenstra heuristics in the simplest case – as formulated in [14] –
assert that, for ℓ 6= 2, the ℓ-part of class groups of imaginary quadratic extensions of
Q – when ordered by discriminant – approach µ in distribution. Precisely: amongst
the set SX of imaginary quadratic fields of discriminant less than X , the fraction for
which the ℓ-part of the class group is isomorphic to A approaches µ(A), as X →∞.
In view of what we have just proved, this is equivalent to the validity of the
following assertion for all abelian ℓ-groups A: the average number of surjections
from the class group of a varying quadratic field to A equals 1. Explicitly,
(8.5.1) lim
X→∞
∑
K∈SX |Sur(ClK , A)|
|SX | = 1.
In the formulation (8.5.1), there are results for specific A: (8.5.1) is true for
A = Z/3Z by work of Davenport and Heilbronn; the corresponding assertion is
even known over an arbitrary global field by work of Datskovsky and Wright [17];
and a natural variant for A = Z/4Z is a theorem of Fouvry and Klu¨ners [25].
If we replace Q by Fq(t), there is a fair amount of work ([4, 49]) on the dif-
ferent problem (with no obvious analog over a number field) in which we fix the
discriminant degree and take a limit as q →∞.
8.6. Let Fq be a finite field, and let K = Fq(t). Let ℓ be an odd prime not dividing
q, let A be a nontrivial finite abelian ℓ-group, and define
G := A⋊ (Z/2Z),
where the nontrivial element of Z/2Z acts on A by inversion. Let c be the conjugacy
class in G consisting of all involutions. Then c generates G. Moreover, the pair
(G, c) is non-splitting by Lemma 3.2. For brevity, we write simply Xn for the
Hurwitz scheme HncG,n ×Spec(R) SpecFq that parameterizes (§7.1, §7.3) tame G-
covers of the affine line, branched at n points, all of whose ramification is of type
c.
HOMOLOGICAL STABILITY AND COHEN-LENSTRA OVER FUNCTION FIELDS 39
8.7.Proposition. Let n be an odd integer. There is a bijection between Xn(Fq) and
the set of isomorphism classes of pairs (L, α), where L is a quadratic extension of
K of discriminant degree n+1 ramified at ∞, and α is a surjective homomorphism
α : ClL → A.
Here, ClL is the class group of OL, the integral closure of Fq[t] inside L. Two pairs
(L, α), (L′, α′) are isomorphic if there exists a K-isomorphism f : L → L′ with
f∗α′ = α.
Note that (L, α) and (L, β) are isomorphic if and only if α, β are interchanged
by the automorphism of L/K, i.e. (see discussion below) if and only if β = ±α.
Note that, under the assumptions, Fq is automatically algebraically closed inside
L. If we denote by CL the smooth proper curve over Fq associated to L, then ClL is
identified with the group of degree zero Fq-rational divisors on CL up to equivalence:
an ideal of OL defines a divisor DI on CL, and then I 7→ DI −deg(DI).∞ descends
to the desired isomorphism, where ∞ denotes the unique closed point of CL above
∞ on P1. Also ClL = Cl(OL) is isomorphic to the Fq-points of the Jacobian of CL
(see e.g. [45, Theorem C, (ii)]).
Proof. For L a quadratic extension of K as in the proposition statement, we let σ
be the nontrivial automorphism of L over K, and let JL be the Galois group of the
maximal abelian everywhere unramified extension E/L with pro-ℓ Galois group.
Note that E/K is Galois, with Gal(E/L) ≃ JL as a normal subgroup. The
subgroup 〈x + σ(x) : x ∈ JL〉 is a normal subgroup of Gal(E/K). Let FL be the
fixed field of this subgroup. The extension FL/K is also Galois, and its Galois
group fits in an extension
1→ J ′L → Gal(FL/K)→ Gal(L/K)→ 1
where J ′L is the quotient of JL by all elements x+ σ(x) with x ∈ JL, i.e. J ′L is the
largest quotient group of JL on which σ acts by −1.
Since Gal(L/K) ∼= Z/2Z and ℓ 6= 2, this sequence splits as a semidirect product
(8.7.1) Gal(FL/K) = J
′
L ⋊ 〈τ〉
where τ is any involution in Gal(FL/K).
Class field theory yields a short exact sequence:
(8.7.2) (ClL)ℓ →֒ JL ։ Ẑℓ
where we have written (ClL)ℓ for the Sylow ℓ-subgroup of ClL. Now σ acts com-
patibly on all terms of (8.7.2); the action on Ẑℓ is trivial and its action on ClL is
by negation: for any fractional ideal I of OL, the product I · σ(I) is the extension
of an ideal from K, and thus principal.
Thus, the sequence (8.7.2) induces, via the snake lemma, a canonical isomor-
phism between JL/(1 + σ)JL and (ClL)ℓ/(1 + σ)(ClL)ℓ or, in other words,
(8.7.3) J ′L
∼→ (ClL)ℓ.
Therefore, beginning with (L, α) as in the statement of the theorem, we obtain
by composing α with (8.7.3) a surjection fα : J
′
L ։ A; by (8.7.1) this extends to
gα : Gal(FL/K)→ G, by sending τ to any involution in G. Since all involutions in
G are conjugate under A, the extension gα is unique up to A-conjugacy.
Let Fα be the fixed field of ker(gα); it is a Galois extension of K, equipped with
an isomorphism Gal(Fα/K) ≃ G that is defined up to A-conjugacy. Moreover, Fq
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is algebraically closed inside Fα. To say the same geometrically: given (L, α) we
have associated a geometrically connected curve Yα (namely, the curve associated
to Fα) together with a map Yα → P1 and an isomorphism gα : Aut(Y/P1)→ G.
The ramified places of Fα/K are the same as that of L/K, because Fα/L is
everywhere unramified. Finally, any inertia group Iv above such a ramified place v
satisfies gα(Iv) = 〈g〉 for some g ∈ c: indeed, gα(Iv) is generated by a single element
of G which maps to the nontrivial element of Z/2Z.
Although gα is only well-defined up to A-conjugacy, the isomorphism class of the
G-cover of P1 defined by (Yα, gα) does not change if we conjugate gα by A. In other
words, we have defined a tame G-cover of P1/Fq branched at n points of A
1, and
its ramification is all of type c. By the description of the Hurwitz scheme in §7.1,
this is equivalent to a point of Xn(Fq).
Therefore our discussion yields a map
(8.7.4) {(L, α)} up to isomorphism −→ Xn(Fq).
This map is bijective: Let X → P1 be a tame G-cover of P1, branched at n
points of A1. The quotient map X → X/A is etale above A1 – this follows from
a local computation, using the fact that the ramification is of type c. Therefore,
the degree 2 quotient map X/A → P1 is ramified at an odd number of points of
A1, and must therefore also be ramified at ∞. The monodromy of X → P1 above
∞ is then a cyclic subgroup that projects surjectively on Z/2Z; such a subgroup
must be of order 2, and so X → X/A is etale everywhere. Thus we get an inverse
to (8.7.4) by sending this tame G-cover to the pair (L, α), where L is the function
field of X/A and α : ClL → A is the map arising from applying class field theory
to the e´tale cover X → X/A. 
Let Sn be the set of quadratic extensions ofK of the form L = K(
√
f(t)), where
f(t) is a squarefree polynomial of odd degree n. To exhaust Sn, it is sufficient to
let f range through a set of representatives for squarefree polynomials up to the
multiplication action of (F∗q)
2. The number of monic squarefree polynomials of
degree n with coefficients in Fq is equal [11] to q
n − qn−1, from where we deduce
(8.7.5) |Sn| = 2(qn − qn−1).
In what follows, we will average over fields in Sn and let n → ∞. This is
the analog of “dyadic averages” in analytic number theory, and we find it to be
aesthetically preferable in the case of a function field. However, it is easy to deduce
similar results for averages over sets such as
∐
m≤nSm; for example, from Theorem
8.8 below, one immediately deduces the corresponding statement with Sn replaced
by
∐
m≤nSm.
Write mA(L) = |Sur(Cl(OL), A)|. Then – in view of Proposition 8.3 – the
following theorem implies Theorem 1.2.
8.8. Theorem. Let ℓ be an odd prime not dividing q or q − 1, and A an ℓ-group.
There is a constant B(A) such that
(8.8.1)
∣∣∣∣
∑
L∈Sn mA(L)
|Sn| − 1
∣∣∣∣ ≤ B(A)/√q
for all n, q with
√
q > B(A) and n an odd integer greater than B(A).
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Here is the explicit argument that this implies Theorem 1.2: Let A0 be any fixed
abelian ℓ-group and let ǫ > 0. For a given n, let νn be the probability measure
11
on L with νn(A) equal to the fraction of L ∈ Sn with Cl(OL) ≃ A.
Apply Proposition 8.3 to the measure νn and with L = {A0}; the Corollary gives
“as output” a finite list L′ of abelian ℓ-groups and δ > 0 with the property that
if
∣∣∣∑L∈Sn mA(L)|Sn| − 1∣∣∣ < δ for all A ∈ L′ then |νn(A0)− µ(A0)| < ǫ.
Now, notation as in Theorem 8.8, letQ be chosen so thatQ > B(A) andB(A)/
√
Q <
δ for every A ∈ L′; we see that if q > Q and n > Q we have |νn(A0)− µ(A0)| ≤ ǫ.
Thus, for any q > Q, the upper and lower densities discussed in Theorem 1.2 are
both bounded between µ(A0) − ǫ and µ(A0) + ǫ. Since ǫ was arbitrary, the result
follows.
Proof. In the proof that follows, we use Hi to denote ith e´tale cohomology and Hic
to denote the corresponding compactly supported cohomology group.
Note that if A is the trivial group, the left hand side of (8.8.1) is zero. It is
enough to treat the case that A is nontrivial.
By Proposition 8.7, and the fact that (L, α) and (L, β) are isomorphic if and
only if α = ±β, we know that∑
L∈Sn
mA(L) = 2|Xn(Fq)|
and as noted in (8.7.5), we have |Sn| = 2(qn − qn−1). It will suffice, then, to show
that
(8.8.2)
∣∣∣∣ |Xn(Fq)|qn − 1
∣∣∣∣ ≤ B(A)√q .
when n and q are sufficiently large relative to A.
Denote by X¯n the base change of Xn to F¯q, i.e. X¯n = Hn
c
G,n ×Spec(R) Spec(Fq).
Fix a sufficiently large prime ℓ. By (7.8.1) and Poincare´ duality for the smooth
n-dimensional variety X¯n we get the existence of a constant C(A) such that
dimH2n−ic (X¯n,Qℓ) = dimH
i(X¯n;Qℓ) ≤ C(A)i
for all i > 0 – just take C(A) = C(G, c)2 in the notation of (7.8.1).
Deligne has proven [21] that every eigenvalue of the geometric Frobenius Frobq
(i.e., if we fix a projective embedding of Xn over Fq, this is the operation which
raises coordinates to the qth power) on compactly supported Hjc of a smooth variety
is bounded above, in absolute value, by qj/2. Consequently,∣∣∣∣∣∣q−n
∑
j<2n
(−1)jTr (Frobq |Hjc (X¯n;Qℓ))
∣∣∣∣∣∣ ≤ q−n
2n−1∑
j=0
qj/2 dimHjc (X¯n;Qℓ)
≤ q−n
2n−1∑
j=0
C(A)2n−jqj/2
≤
∞∑
k=1
(
C(A)√
q
)k
.
11We don’t know that the limit limn νn is a probability measure, but we are not using that.
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The last quantity above is at most 2C(A)√q as long as
C(A)√
q ≤ 1/2; in other words,
taking B(A) to be 2C(A), we have
(8.8.3)
∣∣∣∣∣∣q−n
∑
j<2n
(−1)jTr (Frobq |Hjc (X¯n;Qℓ))
∣∣∣∣∣∣ ≤ B(A)√q
whenever
√
q > B(A).
We now claim that, for sufficiently large n (this notion depending only on A)
Tr
(
Frobq |H2nc (X¯n;Qℓ)
)
= qn
By Poincare´ duality, this is equivalent to the statement that there is exactly one
Fq-rational connected component of X¯n. This, together with the Lefschetz trace
formula (1.8.2) and the bound (8.8.3), will imply (8.8.2).
Let η be the generic point of Confn×SpecR SpecFq, and write K for the function
field of η. Then the finite e´tale cover Xn → Confn×SpecR SpecFq is determined by
its geometric generic fiber Σ together with the action of Gal(K¯/K) on that fiber.
The latter group sits in a sequence
Gal(K¯/FqK)→ Gal(K¯/K)→ Gal(Fq/Fq)
Then the desired conclusion – that there is exactly one Fq-rational connected
component of X¯n – is precisely the statement that only one Gal(K¯/FqK)-orbit on
Σ is preserved by the action of Gal(Fq/Fq).
We prove this by expressing Σ in a different way, allowing us to make contact
with the existing literature on monodromy in families of hyperelliptic curves.
Recall (§7.3) the definition of Confn as the subscheme of Conf′n+1 with a0 = 0.
Let C be the smooth hyperelliptic curve over K birational to the plane curve
Y 2 = a1X
n + a2X
n−1W + · · ·+ an+1Wn.
Choose k sufficiently large so that ℓkA = 0. Let V be the ℓk-torsion points of the
Jacobian Jac(C) over K¯. Then V ≃ (Z/ℓkZ)2g (with g = ⌊n−12 ⌋, which, under
our standing hypothesis that n is odd, equals n−12 ) and we have a monodromy
homomorphism
µ : Gal(K¯/K)→ Aut(V ).
Now consider the set Sur(V,A) of surjective homomorphisms from V to A. This
set carries a natural action of Gal(K¯/K) derived from µ.
Since Confn is a moduli scheme for degree-n squarefree divisors on A
1, there
is a universal such divisor on A1/Confn, which restricts to a canonical degree-n
squarefree (i.e., reduced) divisor D on A1/K¯. The set Xn(K¯) of tame G-covers of
A1/K¯ branched at D (which is to say Σ) is naturally identified by the argument of
Proposition 8.7 with Sur(V,A), equivariantly for the action of Gal(K¯/K) on both
sides. (In the proof of Proposition 8.7, we replace the statement of class field theory,
which enters at (8.7.2), with the fact (see e.g. [37, (2.4)]; in the case at hand, this is
just Kummer theory) that the abelian e´tale extensions of C/K¯ with Galois group
A are classified by surjections Jac(C)[ℓk](K¯)։ A.)
It thus suffices to show that only one Gal(K¯/FqK)-orbit on Sur(V,A) is preserved
by the action of Gal(Fq/Fq) (again, for n large enough).
The action of Gal(K¯/FqK) on V preserves the Weil pairing V ×V → Z/ℓkZ(1),
which we write as 〈v1, v2〉 for v1, v2 ∈ V . For m ∈ (Z/ℓk)×, write GSpm(V ) for all
automorphisms α ∈ Aut(V ) that satisfy 〈α(v1), α(v2)〉 = m〈v1, v2〉; write Sp(V ) =
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GSp1(V ) for automorphisms preserving 〈−,−〉, and GSp(V ) for
⋃
mGSpm(V ).
Thus
µ(Gal(K¯/K)) ⊂ GSp(V ) and µ(Gal(K¯/FqK)) ⊂ Sp(V ).
Moreover, if F is an element of Gal(K¯/K) lying over Frobenius in Gal(Fq/Fq), then
µ(F ) lies in GSpq(V ).
Jiu-Kang Yu has proved [51] that µ(Gal(K¯/FqK)) = Sp(V ) for large enough
g in this case (again using that ℓ 6= 2; for ℓ = 2 the monodromy group is in
fact smaller.)12 For other proofs of Yu’s (unpublished) result, see Achter–Pries [5,
Theorem 3.4] and Hall [33, Theorem 4.1]. This “big monodromy” theorem simplifies
the situation considerably: The geometric components of X¯n/Fq are therefore in
bijection with Sp(V )-orbits on Sur(V,A), and an orbit O is defined over Fq if and
only if the stabilizer in GSp(V ) of some x ∈ O (equivalently: every x ∈ O) has
nontrivial intersection with GSpq(V ).
We claim that, for sufficiently large n, there is a unique Sp(V )-orbit on Sur(V,A)
defined over Fq. This can be reduced to a corresponding “linear algebra” statement
with V replaced by Z2gℓ as follows: Write T for the full Tate module of Jac(C), so
that T/ℓk ≃ V . Because we chose k so that ℓkA = 0, the pullback under T → V
identifies Sur(V,A)
∼→ Sur(T,A). By smoothness, the map GSpq(T )→ GSpq(V ) is
surjective. Therefore, our desired conclusion follows from the subsequent Lemma.

8.9. Lemma. Let V be a finite free Zℓ-module of rank 2g, equipped with a perfect
symplectic pairing ω : V × V → Zℓ. Let A be a finite abelian ℓ-group and q ∈ Z×ℓ
be such that q − 1 is invertible in Zℓ. Define O as the set of all surjections V → A
whose stabilizer, inside GSp(V ), intersects GSpq(V ) nontrivially:
(8.9.1)
O = {f : V → A surjective, and there exists h ∈ GSpq(V ) with f ◦ h = f}
Then, for g sufficiently large, O is nonempty, and Sp(V ) acts transitively on O.
Proof. We shall use the following four facts, all of which remain valid for any finite
rank free Zℓ-module M with a nondegenerate symplectic form (“nondegenerate”
means that the symplectic form induces an isomorphism M → HomZℓ(M,Zℓ)):
(i) Any two maximal isotropic Zℓ-submodules of V are conjugate to one an-
other under Sp(V ).
(ii) If a direct sum decomposition V = V1⊕V2 is orthogonal for ω, the restriction
ω|Vj is nondegenerate for j = 1, 2.
(iii) V admits a decomposition V+⊕V−, where both V+, V− are maximal isotropic.
(iv) Given a decomposition V = A ⊕ B, where both A,B are isotropic for ω,
then A,B are maximal isotropic.
For (i) one can argue by extending a free Zℓ-basis {x1, . . . , xg} for a maximal
isotropic Zℓ-submodule to a standard symplectic basis for V : by nondegeneracy,
choose a basis yj with 〈xi, yj〉 = δij , and then successively modify yj by a combi-
nation
∑
i≤j aixi so that 〈yi, yj〉 = 0. For (ii), we note that a “degenerate vector”
in V1, i.e. a vector v1 ∈ V1 that satisfies 〈v1, w〉 ∈ ℓZℓ for all w ∈ V1, would also be
degenerate when considered as a vector in V1⊕V2. (iii) is immediate from Corollary
12In fact, he proved this as part of a program to study the Cohen-Lenstra conjecture over
function fields, just as we do; his theorem on monodromy allows him to prove a result in the
q → ∞ limit as alluded to above.
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3.5 of [41, Chapter 1]. (iv) follows from the corresponding fact for symplectic forms
over fields.
To ensure that O is nonempty when g is sufficiently large, write V as the direct
sum of two maximal isotropic subspaces V+ ⊕ V−. The automorphism of V which
acts as q on V+ and 1 on V− lies in GSpq(V ), and fixes any surjection from V
to A factoring through projection to V−. Such a surjection exists as long as g ≥
dimFℓ A/ℓA.
It remains to verify that Sp(V ) acts transitively on O.
Take f ∈ O; there exists h ∈ GSpq(V ) so that the image of h− 1 is contained in
the kernel of f .
Let V1 (resp. Vq) be the sum of generalized eigenspaces of h on V for all eigenval-
ues that reduce to 1 (resp. q) in F¯ℓ. By this, we mean more precisely the following:
set V = V ⊗Qℓ, and then set
V1 = V ∩
⊕
|λ−1|<1
V λ,
where V λ is the generalized λ-eigenspace; Vq is defined similarly. Equivalently, V1
(resp. Vq) consists of all v ∈ V for which (h − 1)nv → 0 (resp. (h − q)nv → 0) as
n→∞.
Let W be the sum of all other generalized eigenspaces of h on V , i.e. for all
eigenvalues λ that satisfy |(λ− 1)(λ− q)| = 1; in other words,
(8.9.2) W = ∩∞n=1(h− 1)n(h− q)nV.
Then, since q and 1 are distinct in Fℓ, we have
(8.9.3) V = V1 ⊕ Vq ⊕W.
Indeed, given v ∈ V , we can certainly write v = v1 + vq + w where v1, vq, w lie
(respectively) in the Qℓ-spans of V1, Vq,W . By applying a large power of (h −
1)(h − q) we deduce that (h − 1)n(h − q)nw ∈ W for sufficiently large n. But
(h−1)(h− q) is easily seen to be invertible on W , so in fact w ∈ W . It follows then
that v1+ vq ∈ V , and proceeding similarly we see v1 ∈ V1, vq ∈ Vq, yielding (8.9.3).
Moreover, V1 ⊕ Vq is orthogonal to W , and both V1 and Vq are isotropic: to
see this, let x be an element of V1 and y an element of V1 ⊕W . Then (h − 1)nx
approaches 0 as n→∞, while for all n there exists zn ∈ V such that y = (h−q)nzn.
Now
ω(x, y) = ω(x, h(h− q)n−1zn)− ω(x, q(h− q)n−1zn)
= ω(x, h(h− q)n−1zn)− ω(hx, h(h− q)n−1zn)
= ω((1− h)x, (h− q)n−1xn), with xn = hzn.
Iterating, we see that ω(x, y) lies in ω((h − 1)nx, V ); this being the case for all n,
we have ω(x, y) = 0. The proof that Vq is orthogonal to Vq⊕W is exactly the same.
By (ii) W is nondegenerate. By (iii) we can express W =W+ ⊕W− as the sum
of two isotropic submodules; since V = (W+⊕V1)⊕(W−⊕Vq) and both summands
are isotropic, they are by (iv) both maximal isotropic. In particular, W− ⊕ Vq is a
maximal isotropic submodule of V , which furthermore lies in the image of h − 1,
and thus belongs to ker(f).
Now fix a decomposition V = V+ ⊕ V− into isotropic submodules, both free
of rank g over Zℓ. Modifying f by an element of Sp(V ), we may assume by (i)
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that f factors through the projection V −→ V+. Since every automorphism of
GL(V+) is induced by an element of Sp(V ), we are reduced to checking that any
two surjections V+ → A are conjugate under GL(V+).
We must show that any two surjections f1, f2 : Z
g
ℓ → A are conjugate under
GLg(Zℓ). Fix x1, . . . , xk ∈ A such that the classes of xi form a basis for A/ℓA as
a Z/ℓ-vector space. Then x1, . . . , xk generate A. Lift x1, . . . , xk to y1, . . . , yk ∈ Zgℓ .
The yi are linearly independent modulo ℓ, and so we can extend y1, . . . , yk to a
Zℓ-basis y1, . . . , yg for Z
g
ℓ where f(yi) = 0 for i > k: simply extend arbitrarily to
a basis, and then modify the yi’s for i > g by linear combinations of y1, . . . , yk to
ensure that f(yi) = 0 for i > k. Similarly lift x1, . . . , xk via f2 to y
′
1, . . . , y
′
g; the
automorphism of Zgℓ carrying yi to y
′
i then carries f1 to f2. 
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