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A DIFFUSION APPROACH TO STEIN’S METHOD
ON RIEMANNIAN MANIFOLDS
HUILING LE, ALEXANDER LEWIS, KARTHIK BHARATH, AND CHRISTOPHER FALLAIZE
Abstract. We detail an approach to develop Stein’s method for bounding integral met-
rics on probability measures defined on a Riemannian manifold M . Our approach ex-
ploits the relationship between the generator of a diffusion on M with target invariant
measure and its characterising Stein operator. We consider a pair of such diffusions with
different starting points, and investigate properties of solution to the Stein equation
based on analysis of the distance process between the pair. Several examples elucidating
the role of geometry of M in these developments are presented.
1. Introduction
The eponymous method to estimate integral metrics on spaces of probability measures
proposed by Charles Stein [38] has led to tremendous improvements in distributional ap-
proximation techniques. See, for example, the surveys [6, 15, 36]. The method has mainly
been developed for probability measures on Rm or Nm for m ≥ 1. The focus of this paper
is on developing a version of the method that can be employed to approximate probability
measures on an m-dimensional Riemannian manifold.
Abstracting Stein’s method to a general space X in a heuristic manner is useful for
elucidating its key ingredients, and the ensuing challenges involved in developing the method
on manifolds. The goal is to upper bound a (pseudo-) distance
dH(µ, ν) := sup
h∈H
∣∣∣∣
∫
hdµ−
∫
hdν
∣∣∣∣ ,
between a probability measure ν and a target probability measure µ on X with respect to a
classH of real-valued test functions on X . Stein’s method is centred around the construction
and study of an operator L that maps functions f : X → R in a certain class F into mean-
zero functions under µ: if X ∼ µ, then EµLf(X) = 0 for every f ∈ F . The operator L
thus encodes information about µ, and, when F is sufficiently large, one may determine a
function fh ∈ F associated with every h ∈ H that solves the Stein equation (or the Poisson
equation in PDE literature)
h(x)− E [h(X)] = Lfh(x).
As a consequence the task of bounding dH(µ, ν) reduces to the task of bounding the term
supfh∈F EνLfh(Z), where Z ∼ ν, achieved in application-specific ways. An importance
implication profitably used in some applications is that the need to compute an expectation
with respect to µ in dH is circumvented; an example is when ν is the empirical measure based
on points x1, . . . , xn on X and µ represents a conjectured limit probability measure. Upper
bounds on dH then depend explicitly on the smoothness of the functions in F . Evidently,
integral to the success of Stein’s method in upper bounding dH hence are the following
requirements: (1) construction of the operator L and identifying its domain F ; and, (2)
determination of the solution fh and its regularity properties.
An introductory account on suitable choices of L satisfying requirement (1) for various
probability measures µ on R (or some subset thereof) is available in [36]. When X =
Rm,m > 1, focus has mainly been restricted to the case when µ is a Gaussian measure (see
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for example [12, 5, 31]), although more recently results on extending the remit of Stein’s
method to non-Gaussian measures have appeared [30, 32].
An important observation due to Barbour [5] relates the operator L to the infinitesimal
generator of a diffusion process on Rm that solves an SDE with invariant measure µ. This
observation enables identification and examination of the Stein equation solution with the
transition semigroup associated with L. Such an approach hence opens up the possibility
of defining L for µ on a manifold M , if it is possible to construct an SDE on M whose
solution is a diffusion with invariant measure µ.
Broadly, this is the approach we adopt in this paper. On a complete Riemannian manifold
(M , g) without boundary, we consider approximating probability measures of the form µφ
with density e−φ with respect to the volume measure dvol for a smooth φ. Under some
conditions on φ and the geometry of M , the diffusion with infinitesimal generator
Lφ :=
1
2
{∆− 〈∇φ, ∇〉}
has µφ as its invariant measure, where ∇ and ∆ are the (Riemannian) gradient and Laplace–
Bertrami operators, respectively. The operator Lφ generates mean-zero functions under µφ.
We address requirement (2) by generalising the approach adopted in [30] for log-concave
measures µ on Rm. In their paper, properties of the solution fh were examined by considering
a coupling of diffusions Xt and Yt with same invariant measure µ starting at distinct points;
in particular, Lipschitz continuity of the derivatives of fh based on analysis of the distance
process between Xt and Yt was established. Our approach is based on a generalisation of
this method to M . Specifically, we first construct a pair of diffusions Xt,x and Yt,y on M
starting at x and y with identical generator Lφ and invariant measure µφ; then through
a careful study of the distance process ρ(Xt, Yt) around neighbourhoods of non-empty cut
locus and conjugate locus of M , for each h in H, we establish Lipschitz continuity of first
and second derivatives of fh with constants that depend intimately on the geometry of M .
These bounds are used to construct upper bounds on the integral metric between µφ and
another probability measure on M for specific choices of the class of test functions H. In
particular, using the first order bound on fh, we derive an upper bound on the Wasserstein
distance between µφ and µψ, where µψ ∝ e−ψ.
A related analytic approach to study fh is through the regularity properties of the tran-
sition semigroup associated with L; see [21, 16] for example. For Riemannian manifolds M ,
this approach was adopted in a recent paper [39] wherein Bismut-type formulae [10] were
derived to estimate second and third derivatives of the Stein-equation solution fh.
Recently, the Stein operator has been used to develop computational methods for analysing
data residing on manifolds [40, 8] and general Polish spaces [23], wherein a key quantity of
interest is the so-called Stein kernel discrepancy between a target probability measure and
an empirical measure. These developments provide additional motivation for our work.
The paper is organised as follows. Section 2.1 sets up the notation used in the paper.
Section 2.2 describes the main assumptions on the probability measures and the type of
diffusions under consideration, and key conditions (2) and (3) for the derivation of our
results; the conditions are explained further with some examples. Section 3 is concerned
with the coupling of a pair of diffusions, and their distance process; in particular section 3.1
examines the distance process for manifolds without conjugate points, while section 3.2 does
the same for manifolds containing conjugate points. Section 4 establishes the existence of a
solution to the Stein equation using results from Section 3. Finally in section 5, properties
of the solution are ascertained and profitably used first to obtain an upper bound on the
Wasserstein distance between µφ and a probability measure of similar type, and then to
obtain an upper bound on an integral metric between µφ and an arbitrary probability
measure on M . An important geometric result on the behaviour of the distance function
around the cut locus is recorded in the Appendix.
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2. Preliminaries
2.1. Notation. We assume throughout that (M , g) is a complete and connected Riemann-
ian manifold without boundary of dimension m and with covariant derivative D; Di, i > 1
then denote higher orders of D. We shall denote by ρ(x, y) the Riemannian distance between
any two points x and y in M , and by dvol the Riemannian volume measure of (M , g). We
denote by Tx(M) the tangent space to M at x ∈M and by TM the tangent bundle of M .
For k ≥ 1, Ck(M ) denotes the class of k-times continuously differentiable real-valued
functions on M , C(M) denotes the set of continuous functions, and C0(M ) denotes contin-
uous functions vanishing at infinity. The Lipschitz constant C0(h) of a Lipschitz function
h ∈ C(M) is defined as
C0(h) := sup
x 6=y∈M
|h(x)− h(y)|
ρ(x, y)
.
Similarly, if h ∈ Ck(M ), for k > 0, we may define
Ci(h) := sup
γx,y,x 6=y∈M
‖Dih(x)−Πγx,y (Dih(y))‖op
ρ(x, y)
, i = 1, . . . , k,
and call them the Lipschitz constants of Dih, where ‖ · ‖op denotes the operator norm, γx,y
denotes any possible minimal geodesic from y to x and Πγx,y denotes the parallel transport
from Ty(M ) to Tx(M) along γx,y. Note that Dh = dh and that Hess
h = D2h, where Hessh
is the hessian of h. Note also that supx∈M ‖Di+1h(x)‖op = Ci(h) for i = 0, · · · , k − 1.
If X and Z are two random variables on M with X ∼ µ and Z ∼ ν, abusing notation, we
interchangeably use dH(µ, ν) and dH(X,Z) to denote the integral metric between the two
probability measures, where
dH(X,Z) := sup
h∈H
|E [h(X)]− E [h(Z)] |.
2.2. Key assumptions. On M , we consider probability measures of the form
dµφ =
1
c(φ)
e−φ dvol,
with c(φ) =
∫
M
e−φ dvol < ∞ and support on the entire space M . We assume that
φ ∈ C2(M) is such that ∇φ satisfies a Lipschitz condition, where ∇ denotes the gradient
operator. Throughout, X denotes a random variable with X ∼ µφ.
The uniformly elliptic operator Lφ = 1/2 {∆− 〈∇φ, ∇〉} then is the infinitesimal gener-
ator of a Feller diffusion process that solves the Itoˆ stochastic differential equation
dXt = dB
M
t −
1
2
∇φ(Xt) dt,(1)
where BMt is a Brownian motion on M . If there is a constant κ > 0 such that
Ric(x) + Hessφ(x) > −κ g(x), ∀x ∈M ,(2)
where Ric is the Ricci curvature tensor, then the semigroup Pt = e
tLφ associated with the
process is conservative (cf. [4]). In particular Pt is conservative when M is compact or when
the section curvature of M is bounded from below. Then, that µφ is an invariant measure
of Xt can be ascertained (cf. [24], p. 292) using integration by parts:∫
M
〈∇φ,∇f〉 dµφ = − 1
c(φ)
∫
M
〈∇e−φ,∇f〉 dvol
= − 1
c(φ)
∫
M
e−φ∆f dvol = −
∫
M
∆f dµφ,
for f ∈ C2(M ). In fact, then µφ is the unique invariant measure of Xt. In particular, the
above implies that E [Lφf(X)] = 0 when E [|∆f(X)|] <∞.
Condition (2) is sufficient to ensure that Xt does not exitM in finite time, and guarantees
the existence of a diffusion Xt with invariant measure µφ solving (1) with generator Lφ.
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However, a stronger condition is required for a successful development of the Stein’s method
on M . We make the following crucial assumption on the relationship between φ and the
geometry of M :
(3) (A1) : Ric + Hessφ > 2κ g
for a constant κ > 0.
Remark 1. When M = Rm, (A1) simplifies to v⊤Hessφv > 2κ for any unit (column) vector
v in Rm where, as usual, Hessφ is treated as an m ×m matrix. Hence, (3) reduces to the
requirement in [30] that −φ is 2κ-strongly concave, noting that in the notation of [30] φ here
is − log p, up to a constant, in the notation of [30]. This is also true if the Ricci curvature
of M is always non-positive (e.g. Hyperbolic plane, cylinder, flat Torus). Otherwise, (A1)
is weaker than the requirement that −φ is c-strongly concave for some c > 0.
In order to elucidate on condition (2) and assumption (A1) we look at a few example
manifolds and probability measures µφ.
(i) M is the standard sphere Sm of dimension m. The function φ(x) corresponding to
the von Mises-Fisher distribution Mm(x0, c) takes the form φ(x) = −c cos(r(x)), with
r(x) = ρ(x0, x) for c > 0 and a fixed point x0 ∈ M . Since D2f(r) = f ′′(r) dr × dr +
f ′(r)D2r on general manifolds and since D2r = cot(r){g − dr× dr} on Sm (see [22]),
it follows that
Hessφ(x) = −cD2 cos(r(x)) = c cos(r(x)) g(x);
this ensures that
Ric(x) + Hessφ(x) > {(m− 1)− c}g,
and condition (2) holds for the von Mises-Fisher distribution with κ > max{−(m −
1)+ c, 0}. However, if there is a κ > 0 such that assumption (A1) holds, then we must
have 0 < c < m−1. This requires in particular m > 1, and thus any von Mises-Fisher
distribution on the circle fails to satisfy (A1).
(ii) M is hyperbolic space Hm(−1) with sectional curvature −1. For φ(x) = cρ(o, x)2
where c > 0 and o is a fixed point in M , we have
∫
M
e−φ dvol < ∞ as, in terms of
normal coordinates at o, dvol = sinh(ρ)m−1 dρ dθ. On the other hand, Hessφ(x) >
2cg(x) by the Hessian Comparison Theorem and Ric(x) = −(m − 1)g(x). Hence
condition (2) holds with κ > max{(m − 1) − 2c, 0} for such a φ. Moreover, if c >
(m− 1)/2, then there is a κ > 0 such that assumption (A1) holds.
(iii) M is the complex projective space CPm equipped with the Fubini-Study metric. This
is also the Kendall shape space of configurations in R2 with m+1 labelled landmarks.
Let A be an (m + 1) × (m + 1) Hermitian matrix, i.e. A = A∗ and φ(z) = −z∗Az,
for z = x + iy ∈ Cm+1 (column vectors) and |z| = 1, where A∗ denotes the complex
conjugate transpose of A. Without loss of generality, we may assume that the smallest
eigenvalue of A is zero. The corresponding µφ is the complex Bingham distribution on
CSm = S2m+1. Since φ(z) = φ(eiθz), µφ can be regarded as a distribution on M (see
[27]). It can be shown that Hessφ(w,w) = 2{φ(z)− φ(w)} > −2λmax for a horizontal
(with respect to the projection from S2m+1 to CPm) unit vector w ∈ Tz(S2m+1),
where λmax > 0 is the largest eigenvalue of A.
The complex projective space CPm equipped with the Fubini-Study metric is an
Einstein manifold with its Ricci curvature tensor equal to 2(m+ 1) times the metric
tensor. Thus,
Ric + Hessφ > 2 {m+ 1− λmax} g,
and so, for the complex Bingham distribution on CPm, condition (2) holds with κ >
2max{λmax − (m+ 1), 0} and assumption (A1) holds if λmax < m+ 1.
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(iv) M is the rotation group SO(m) with the bi-invariant metric determined by g(E1, E2)
:= − 12 tr(E1E2) for skew-symmetric E1, E2, where m > 2. Assume that, for S ∈ M ,
φ(S) = −c tr(S0S) with S0 ∈ SO(m) and a constant c > 0. Then, the corresponding
µφ is a von Mises-Fisher distribution on SO(m). It can be shown that Hess
φ > −c g.
Recall that the killing form of M is B(E1, E2) = (m − 2)tr(E1E2) and that the
Ricci curvature of M is Ric(E1, E2) = − 14B(E1, E2) = m−22 g(E1, E2). Thus, in this
case,
Ric + Hessφ >
{
m− 2
2
− c
}
g,
and so, for the von Mises-Fisher distribution on SO(m), condition (2) holds with
κ > max{c− (m− 2)/2, 0} and assumption (A1) holds if c < (m− 2)/2.
3. The distance between coupled diffusions
Our approach to defining the Stein equation onM and analysing properties of its solution
rests on the construction of a pair of diffusions (Xt, Yt) with certain properties, and handling
of the distance process ρ(Xt, Yt) between the pair. Since the distance function (x, y) 7→
ρ(x, y) is not in C2(M ×M) if the cut locus of a point in M is not empty, extra care is
required in the analysis of ρ(Xt, Yt) .
3.1. When no conjugate points are present. We look first at a relatively simple situa-
tion where there is no conjugate point to any given point in M . Then, despite not belonging
to C2(M ×M), the distance function ρ can be expressed in terms of finitely many smooth
functions on neighbourhoods of cut points, as shown in Lemma 3 in Appendix A1. By mod-
ifying the arguments in [25] and [26], this property of ρ enables us to establish the existence
of a pair of diffusions on M such that (i) they both satisfy (1), and (ii) the distance between
them decreases at least exponentially.
Note first that, in terms of a Brownian motion Bt on R
m starting from the origin, the
Itoˆ differential equation (1) with initial condition X0 = x0 is equivalent to
dsXt = Ξ(Xt) dsBt − 12∇φ(Xt) dt, X0 = x0;
dsΞt = HΞ dsXt, Ξ(X0) = ξ0,
(4)
where ds denotes the Stratonovich differential, HΞ the horizontal lift, Ξt = Ξ(Xt) is a lift
of Xt to the orthonormal frame bundle O(M) and ξ0 sits above x0.
Theorem 1. Assume that M has the property that there is no conjugate point to any given
point in M , and that (A1) holds for a constant κ > 0. Then, for any x0, y0 ∈ M , there is
a pair of coupled diffusions (Xt, Yt) starting from (x0, y0) such that both Xt and Yt satisfy
(1) and, for any ℓ > 1,
ρ(Xt, Yt)
ℓ 6 ρ(x0, y0)
ℓe−ℓκt, t > 0.(5)
Proof. Consider the map
Exp : T M →M ×M ; (x, v) 7→ (x, expx(v)).
For any (x, v) ∈ T M , this map provides an intervening geodesic s 7→ expx(sv), 0 6 s 6 1,
connecting x and expx(v). The length of this geodesic is at least the distance between x
and expx(v). If the interior of this geodesic does not intersect the cut locus of x, then it is
also a minimal geodesic between its two end points. Denote by Π˜(x,v) the parallel transport
along this intervening geodesic from x to expx(v) where, for our purpose, Π˜(x,v) is taken to
be the identity map on Tx(M) if x = expx(v) even though this may imply a discontinuity.
For any given (x0, y0) ∈M ×M , we take v0 ∈ Tx0(M ) such that
expx0(v0) = y0 and |v0| = ρ(x0, y0).(6)
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Under the given assumptions, y0 is not conjugate to x0. Then, if y0 is a cut point of x0, a
consequence of the proof of Lemma 3, in appendix A3, is that there is a neighbourhood N
of (x0, y0) such that Exp
−1(N ) is a disjoint union of a finite number of open sets on TM
and, restricted to each such set, Exp is a diffeomorphism from that set onto N . If y0 is not
a cut point of x0, then v0 is uniquely determined by v0 = exp
−1
x0 (y0) and a similar result
holds with just one component in Exp−1(N ). Hence, in particular, TM is locally a covering
space of M ×M . Within such a neighbourhood N of a given (x0, y0), we can determine a
continuous process (Xt, Vt) ∈ TM starting from (x0, v0) associated with (1), by solving the
following coupled diffusions Xt and Yt = expXt(Vt):
dsXt = Ξt dsBt − 12∇φ(Xt) dt; X0 = x0;
dsYt = Υt dsB
′
t − 12∇φ(Yt) dt, Y0 = y0;
dsΞt = HΞ dsXt, Ξ(X0) = ξ0;
dsΥt = HΥ dsYt, Υ(Y0) = η0;
dB′t = (Υ
−1
t Π˜Xt,VtΞt) dBt,
(7)
where, similarly to Ξ and ξ0 forX , Υ and η0 are respectively a lift of Y to the orthonormal
frame bundle O(M ) and η0 sits above y0. Since B′t is also a Brownian motion on Rm, both
Xt and Yt are diffusions satisfying (1) before they leave N .
When (Xt, Yt) hits the boundary of N , we can find a neighbourhood N ′ of (Xt, Yt)
satisfying the above properties of N . Then, allowing Vt to move discontinuously without
altering (Xt, Yt) such that, after the jump, it satisfies (6), we can continue to run (Xt, Yt)
within N ′ so defined. Note that, if Xt0 = Yt0 for some t0 > 0, then Xt = Yt for t > t0.
For (Xt, Yt) constructed as above, denote by ρ˜(Xt, Yt) the length of the intervening geo-
desic expXt(sVt) between Xt and Yt = expXt(Vt); and write γt for the unit speed intervening
geodesic from Xt to Yt, that is, γt(s) = expXt(sVt/|Vt|). Note that ρ˜(Xt, Yt) depends implic-
itly on the choice of v0, which is not unique when y0 is a cut point of x0. On the other hand,
for any given v0 which satisfies (6), ρ˜ is a smooth function of (x, y) within the neighbourhood
N chosen as above. However, the change of neighbourhood from N to N ′ usually results in
a discontinuity for the process ρ˜(Xt, Yt). Nevertheless, ρ(Xt, Yt) is always continuous and
ρ(Xt, Yt) 6 ρ˜(Xt, Yt), t > 0,
where the latter becomes an equality immediately after the jump. Hence, to find an upper
bound for ρ(Xt, Yt), it is sufficient to find an upper bound for ρ˜(Xt, Yt).
To bound ρ˜(Xt, Yt) we may assume, without loss of generality, that (Xt, Yt) lies in N for
all t > 0. Write u0, u1, · · · , um−1 for an orthonormal base in Rm such that Ξtu0 = γ˙t(0),
and, for i = 0, 1, · · · ,m− 1, let vi = (Υ−1t Π˜(Xt,Vt)Ξt)ui. Then, the Itoˆ formula for ρ˜(Xt, Yt)
is given by
dρ˜(Xt, Yt) = (Ξtu0) ρ˜(Xt, Yt) d〈u0, Bt〉+ (Υtv0) ρ˜(Xt, Yt) d〈v0, B′t〉
+
1
2
m−1∑
i=0
(Ξtui +Υtvi)
2
ρ˜(Xt, Yt) dt
+
1
2
{〈∇φ(Xt), γ˙t(0)〉 − 〈∇φ(Yt), γ˙t(ρ˜(Xt, Yt))〉 dt} .
(8)
Since 〈u0, Bt〉 = 〈v0, B′t〉, since (Ξtu0) ρ˜(Xt, Yt) = − (Υtv0) ρ˜(Xt, Yt) and since
(Ξtu0)
2
ρ˜(Xt, Yt) = (Υtv0)
2
ρ˜(Xt, Yt) = (Ξtu0) (Υtv0) ρ˜(Xt, Yt) = 0,
(8) simplifies to
2 dρ˜(Xt, Yt) =
m−1∑
i=1
(Ξtui +Υtvi)
2
ρ˜(Xt, Yt) dt
+ {〈∇φ(Xt), γ˙t(0)〉 − 〈∇φ(Yt), γ˙t(ρ˜(Xt, Yt))〉 dt} .
(9)
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Denote by J it the Jacobi vector field along γt with J
i
t (0) = Ξtui and J
i
t (1) = Υtvi. Then,
since ρ˜ is smooth under the assumption that (Xt, Yt) lies in a given neighbourhood of (x0, y0),
using the second-variation formula (cf. [14]), a modification of the argument in [25] shows
that the right hand side of (9) is given by
∫ ρ˜(Xt,Yt)
0
m−1∑
i=1
{|Dγ˙t(s)(J it (s))|2−〈R(J it (s), γ˙t(s))γ˙t(s), J it (s)〉} ds dt
+ {〈∇φ(Xt), γ˙t(0)〉 − 〈∇φ(Yt), γ˙t(ρ˜(Xt, Yt))〉 dt} ,
(10)
where the integral is along γt and R denotes the curvature tensor of M .
To analyse the first term of (10), we use a modified form of the argument for the proof
of Lemma 1.21 (p24) of [14]. It shows that, for each i = 1, · · · ,m− 1,∫ ρ˜(Xt,Yt)
0
{|Dγ˙t(s)(J it (s))|2 − 〈R(J it (s), γ˙t(s))γ˙t(s), J it (s)〉} ds
6
∫ ρ˜(Xt,Yt)
0
{|Dγ˙t(s)(V it (s))|2 − 〈R(V it (s), γ˙t(s))γ˙t(s), V it (s)〉} ds,
where V it (s) := (Π˜(Xt,sVt/|Vt|)Ξt)ui. Now, since V
i
t is parallel along γt, it follows that
Dγ˙t(s)(V
i
t (s)) = 0. Thus, the facts that γ˙t(s), V
1
t (s), · · · , V m−1t (s) form an orthonormal
base of Tγt(s)(M) and that 〈R(γ˙t(s), γ˙t(s))γ˙t(s), γ˙t(s)〉 ≡ 0 lead to∫ ρ˜(Xt,Yt)
0
m−1∑
i=1
{|Dγ˙t(s)(J it (s))|2 − 〈R(J it (s), γ˙t(s))γ˙t(s), J it (s)〉} ds
6 −
∫ ρ˜(Xt,Yt)
0
m−1∑
i=1
〈R(V it (s), γ˙t(s))γ˙t(s), V it (s)〉 ds
= −
∫ ρ˜(Xt,Yt)
0
Ric(γt(s))(γ˙t(s), γ˙t(s)) ds.
(11)
For the remaining two terms of (10), we note that
d
ds
〈∇φ(γt(s)), γ˙t(s)〉
= 〈Dγ˙t(s)(∇φ(γt(s))), γ˙t(s)〉+ 〈∇φ(γt(s), Dγ˙t(s)γ˙t(s)〉
= 〈Dγ˙t(s)(∇φ(γt(s))), γ˙t(s)〉
= Hessφ(γ˙t(s), γ˙t(s)),
as γt is a geodesic. From this, we deduce that
〈∇φ(Yt), γ˙t(ρ˜(Xt, Yt))〉 − 〈∇φ(Xt), γ˙t(0)〉
=
∫ ρ˜(Xt,Yt)
0
Hessφ(γ˙t(s), γ˙t(s)) ds.
(12)
Thus, under the given condition (3), (10), (11) and (12) together give that
2 dρ˜(Xt, Yt)
6 −
∫ ρ˜(Xt,Yt)
0
{
Ric(γ˙t(s), γ˙t(s))+Hess
φ(γ˙t(s), γ˙t(s))
}
ds dt
6 − 2κρ˜(Xt, Vt) dt.
(13)
Now, for any ℓ > 1, it follows from (13) that
d
(
ρ˜(Xt, Yt)
ℓ
)
6 −ℓ κ ρ˜(Xt, Yt)ℓ dt,
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so that
eℓκtρ˜(Xt, Yt)
ℓ = ρ˜(X0, Y0)
ℓ +
∫ t
0
eℓκs
{
ℓκ ρ˜(Xs, Ys)
ℓ ds+ d
(
ρ˜(Xs, Ys)
ℓ
)}
6 ρ˜(X0, Y0)
ℓ.
Finally, by recalling that ρ˜(X0, Y0) = ρ(X0, Y0), we have
ρ(Xt, Yt)
ℓ 6 ρ˜(Xt, Yt)
ℓ 6 ρ(X0, Y0)
ℓe−ℓκt
as required. 
3.2. When conjugate points are present. When conjugate points are present in M ,
the construction of a pair of diffusions in the proof of Theorem 1 fails. Nevertheless, we
now show that, it is still possible to construct a pair of diffusions on M with properties
that (i) they both satisfy (1) and (ii) the expected distance between them decreases at least
exponentially.
This relies on a generalisation of the technique used in Theorem 5 of [26] to deal with
the presence of conjugate points. In the non-conjugate part of the cut locus of M analysis
proceeds as with Theorem 1. To warn us of when the diffusions get close to the first
conjugate locus, we use the operator Lφ, and monitor the value of its action on the distance
function ρ; this value decays towards −∞ when the points approach the first conjugate
locus. Effectively, we determine a neighbourhood N2δ ⊂ M ×M of the first conjugate
locus in M ×M for a constant δ that depends on κ and the injectivity radius of M . Once
the coupled diffusions enter N¯2δ, the closure of N2δ, we decouple them, run independent
diffusions until they hit M \Nδ, where Nδ ⊃ N2δ, and then return to coupling again.
Observe that the set
E˜ := {(x, v) ∈ TM | the geodesic expx(sv), 0 6 s 6 1,
contains no conjugate point of x}
is an open set in TM . The map Exp: (x, v)→ (x, expx(v)) maps E˜ surjectively to its image
E := {(x, y) ∈M ×M | there is a geodesic from x to y
containing no conjugate point}.(14)
Then, the construction (7) of (Xt, Yt) can be applied to the case when the starting point
(x0, y0) is in E and it remains valid until the first exit of (Xt, Vt) from E˜ . We now modify
the construction in [26]: combine the coupled diffusions (Xt, Yt) defined by (7), while the
corresponding (Xt, Vt) is not too close to the boundary of E˜ , with evolving Xt, Yt indepen-
dently.
For this, we first need a result on the distance function of two independent diffusions on
M specified by (1). Note that Lemma 3 in Appendix A1 ensures the following property of
ρ(x, y) on neighbourhoods of the cut locus
C := {(x, y) ∈M ×M | y lies in the cut locus of x}
of M ×M : there is a set C0 ⊂ C such that
(i) C0 contains the (first)-conjugate part of C;
(ii) for any (x, y) ∈ C\C0, there is a neighbourhoodN of (x, y) in M ×M and two smooth
functions ̺1 and ̺2 on N such that
ρ(x′, y′) = min{̺1(x′, y′), ̺2(x′, y′)}, ∀(x′, y′) ∈ N .
Since the (first)-conjugate part of C has co-dimension 2 in M ×M (cf. [7]), the result of
that Lemma also implies that C0 can be chosen to have co-dimension 2. Also, similarly to
the argument at the beginning of the proof of Theorem 1, N in (ii) above can be chosen
such that Exp−1(N ) is a disjoint union of two open sets V1, V2 in TM and, restricted to
each Vi, Exp is a diffeomorphism from that set to N . Then, the smooth function ̺i(x′, y′)
constructed in the proof of Lemma 3 is in fact the length of the geodesic from x′ and y′,
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the initial tangent vector vi to which lies in Vi. That is, using our notation for the length
of intervening geodesics, we have ̺i(x
′, y′) = ρ˜(x′, expx′(vi)). This leads to the following
generalisation of Theorem 5 in [26] and of Theorem 3 in [7]. The proof of this generalisation
is a slight modification of the proof for Theorem 3 in [7] (see also [28] for more detailed
derivations), and we hence omit it here.
Lemma 1. Suppose that Xt and Yt are independent diffusions on M , both satisfying (1).
Then, the distance ρ(Xt, Yt) is a semimartingale and, before the first time that Xt = Yt,
dρ(Xt, Yt) =
√
2 dBt +
1
2
{Lφ,1ρ(Xt, Yt) + Lφ,2ρ(Xt, Yt)}dt− dLt,
where Bt is a Brownian motion on R; L is a non-decreasing process that is locally constant
outside C; and, for fixed x0 and x 6= x0,
Lφ,1ρ(x, x0) :=


0 if (x, x0) ∈ C0;
1
2
{Lφρ˜(expx0(v1), x0)+Lφρ˜(expx0(v2), x0)} if (x, x0) ∈ C\C0;
Lφρ(x, x0) otherwise,
and Lφ,2ρ is similarly defined with respect to the second argument of ρ.
To detect that the coupled (Xt, Yt), constructed by (7), is close to the boundary of E and
to control the independent diffusions Xt and Yt, we need the following generalisation of a
geometric description given by the Lemma on p. 121 of [26], wherein we replace the Laplacian
operator considered there with Lφ, and replace the lower bound constant c determining the
set Oc (which was denoted by Uc in [26]) by cρ(x, y). Since φ is in C2(M ), the proof for our
result is analogous to that for the lemma of [26], and we omit it here.
Lemma 2. For any c > 0,
Oc ⊂ O¯c ⊂ E˜ ,
where
Oc := {(x, v) ∈ E˜ | Lφ,1ρ˜(x, expx(v)) + Lφ,2ρ˜(x, expx(v)) > −2cρ(x, expx(v))}
and, as before, ρ˜(x, expx(v)) denotes the length of the intervening geodesic γ(t) = expx(tv),
0 6 t 6 1.
Now, for Riemannian manifolds with non-empty conjugate locus, such as spheres, we
have the following result that is weaker than Theorem 1.
Theorem 2. Assume that (A1) holds for a constant κ > 0. Then, for any ℓ > 1 and for
any x0, y0 ∈ M , there is a pair of diffusions (Xt, Yt) starting from (x0, y0) such that both
Xt and Yt satisfy (1) and
E
[
ρ(Xt, Yt)
ℓ
]
6 ρ(x0, y0)
ℓe−ℓκt, t > 0.(15)
Unlike the result of Theorem 1, the Xt, Yt constructed here will depend on ℓ.
Proof. Let κ > 0 be the constant in (3). For given ℓ ∈ [1, n], fix δn > 0 sufficiently large
such that
(i) δn > κ + 4(n − 1)/r20, where r0 > 0 is the minimum of the injectivity radius and a
fixed positive constant r′0 say;
(ii) Oδn ⊃ {(x, y) ∈M ×M | ρ(x, y) < r0/2}, where Oδ = Exp (Oδ).
We now construct diffusionsXt and Yt, both satisfying (1), as follows. For given (x0, y0) ∈
M ×M , if there is a minimal geodesic between them which contains no conjugate point,
we construct diffusions Xt and Yt by solving (6) and (7) beginning at (x0, y0). By allowing
the corresponding (Xt, Vt) to jump if necessary, as commented following the construction
(7), we continue such a construction for (Xt, Yt) until the first time that (Xt, Vt) leaves
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O2δn . Suppose that (Xt, Vt) leaves O2δn at time τ . We then consider all minimal geodesics
between Xτ and Yτ containing no conjugate point and, if possible, choose one for which
the corresponding (Xτ , Vτ ) lies in O¯δn . We then repeat the construction as before with
the chosen new starting point. This iterated construction continues until the choice of such
(Xτ , Vτ ) in O¯δn is no longer possible.
If it is not possible initially to choose a minimal geodesic containing no conjugate point,
or if at some stage a choice of the above (Xτ , Vτ ) in O¯δn is impossible, then we continue the
construction of Xt and Yt by evolving them independently until (Xt, Yt) hits O¯δn .
To show that the required result holds for (Xt, Yt) constructed in such a way, it is sufficient
by Theorem 1 to restrict to the case when Xt and Yt evolve independently. Then, (Xt, Yt) is
not in O¯δn . Recalling that a co-dimension 2 set in M ×M is a polar set of a non-degenerate
diffusion on M ×M it follows from Lemmas 1 and 2 and from the choice of δn that
d
(
eℓκtρ(Xt, Yt)
ℓ
)
6 dMt + ℓκe
ℓκtρ(Xt, Yt)
ℓ dt
+
1
2
ℓeℓκtρ(Xt, Yt)
ℓ−1 {Lφ,1ρ(Xt, Yt) + Lφ,2ρ(Xt, Yt)}dt
+ ℓ(ℓ− 1) eℓκtρ(Xt, Yt)ℓ−2 dt
6 dMt + ℓe
ℓκtρ(Xt, Yt)
ℓ
{
κ− δn + (ℓ− 1)ρ(Xt, Yt)−2
}
dt
6 dMt + ℓe
ℓκtρ(Xt, Yt)
ℓ
{
κ− δn + 4(n− 1)/r20
}
dt
6 dMt,
where Mt is a martingale. Hence, we have E
[
ρ(Xt, Yt)
ℓ
]
6 ρ(x0, y0)
ℓe−ℓκt as required. 
Remark 2. In order to avoid the complications arising from the cut locus, Theorem 2.1 in
[1] introduces the infinitesimal repeated parallel coupling. The results in [2] further extend
the technique, in a weak sense, to reflected Brownian motion in a not necessarily convex
domain, with the property that the length path connecting the two diffusions has bounded
variation.
4. The Stein equation on M
We are now ready to turn our attention to the Stein equation. Using the distance process
ρ(Xx,t, Yy,t) for a pair of diffusions (Xx,t, Yy,t) constructed in the previous sections, this
section is devoted to establishing the following: if h ∈ C0(M) is Lipschitz, then the function
(16) fh(x) :=
∫ ∞
0
[E [h(X)]− E [h(Xx,t)]] dt
is well-defined and solves the Stein equation for h.
Proposition 1. Let M be a complete and connected Riemannian manifold. Assume that
(A1) holds for a constant κ > 0 and that X is a random variable on M with distribution
µφ such that E [ρ(X, x)] < ∞ for some x ∈ M . If h ∈ C0(M) is Lipschitz with Lipschitz
constant C0(h), then the function fh defined by (16) is well-defined, and is Lipschitz with
constant C0(fh) 6 C0(h)/κ.
Proof. Let (Xx,t, Yy,t) be the pair of diffusions in Theorem 2 with ℓ = 1, starting from (x, y).
Then, both Xx,t and Yy,t satisfy (1). Since µφ is the invariant measure for Y
δ1
t , using the
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Lipschitz property of h and Theorem 2,∣∣∣∣
∫ ∞
0
{E [h(X)]− E [h(Xx,t)]} dt
∣∣∣∣
=
∣∣∣∣
∫ ∞
0
∫
M
{E [h(Yy,t)]− E [h(Xx,t)]}dµφ(y) dt
∣∣∣∣
6 C0(h)
∫ ∞
0
∫
M
E [ρ(Xx,t, Yy,t)] dµφ(y) dt
6 C0(h) E [ρ(X, x)]
∫ ∞
0
e−κt dt <∞.
This proves that fh is well-defined. Now, for any x, y ∈M ,
|fh(y)− fh(x)| 6
∫ ∞
0
|E [h(Yy,t)]− E [h(Xx,t)]| dt
6 C0(h)
∫ ∞
0
E [ρ(Xx,t, Yy,t)] dt
6 C0(h)ρ(x, y)
∫ ∞
0
e−κt dt =
1
κ
C0(h)ρ(x, y).

The next result shows that the function fh defined by (16) solves the Stein equation for
the probability measure µφ.
Theorem 3. Assume that M is a complete and connected Riemannian manifold and that
(A1) holds for a constant κ > 0. Let X be a random variable on M with distribution µφ
such that E [ρ(X, x)] <∞ for some x ∈M , and h ∈ C0(M ) be a Lipschitz function. Then,
the function fh in (16) solves the Stein equation
h(x)− E [h(X)] = Lφfh(x).
Remark 3. When M = Rm the result recovers that in [30]; in particular, E [Lφfh(X)] = 0.
On the other hand, the extra condition (3) required above implies certain restrictions on the
probability measures to which we can apply Theorem 3. For example, as noted in example
(i) in Remark 1, one cannot apply it to von Mises-Fisher distributions on the circle.
Proof. Let Xx,t be a diffusion starting from x and satisfying (1). Since the corresponding
semigroup {Pt | t > 0} is strongly continuous on C0(M) and Lφ is the infinitesimal generator
of Xx,t, we have
(Pth)(x)− h(x) = Lφ
(∫ t
0
E [h(Xx,s)] ds
)
for h ∈ C0(M) (cf. Prop. 1.5, [20]). However, for h˜(x) = h(x) + a where a ∈ R, h˜(x) −
E
[
h˜(X)
]
= h(x) − E [h(X)]. Then, by taking a = E [h(X)] and noting Lφ(a) = 0, we can
also write the above as
(Pth)(x)− h(x) = −Lφ
(∫ t
0
{E [h(X)]− E [h(Xx,s)]}ds
)
.(17)
Now, take (Xx,t, Yy,t) to be the pair of diffusions, starting from (x, y), as Theorem 2 with
ℓ = 1. Since Yt satisfies (1), the fact that µφ is the invariant measure of Yt gives that∣∣E [h(X)]− (Pth)(x)∣∣ =
∣∣∣∣
∫
M
{E [h(Yy,t)]− E [h(Xx,t)]}dµφ(y)
∣∣∣∣
6 C0(h)
∫
M
E [ρ(Yy,t, Xx,t)] dµφ(y) 6 C0(h) E [ρ(X, x)] e
−κt,
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where the last inequality follows from Theorem 2 and where C0(h) is the Lipschitz constant
for h. Thus,
lim
t→∞(Pth)(x) = E [h(X)] .
On the other hand, the result of Theorem 2 implies that we may apply the Dominated
Convergence Theorem to obtain that, as t → ∞, the right hand side of (17) tends to
−Lφfh(x), so that
h(x)− E [h(X)] = Lφfh(x)
as required. 
Remark 4. Example (i) in Remark 1 showed that the von-Mises distribution on S1 violates
assumption (A1). Notwithstanding this, using direct integration by parts, for probability
measures µφ with X ∼ µφ on S1, the function
gh(x) = c(φ)e
φ(x)
{
a+
∫ x
−π
(h(y)− E [h(X)]) dµφ(y)
}
,
for a constant a, solves the Stein equation h(x)− E [h(X)] = g′h(x)− φ′(x) gh(x) associated
with first-order Stein operator Aφg − φg = g′ − φ′ g. For example, φ(x) = −c cos(x − x0)
corresponds to the von Mises distribution M(x0, c), so that the Stein operator for M(x0, c)
is Aφg(x)−φ(x)g(x) = g′(x)− c sin(x−x0) g(x). Note that the solution gh obtained in this
manner using Aφ is then the derivative of the solution fh obtained using the operator Lφ.
5. Properties of the solution and bounds on integral metrics
One of the main applications of the Stein’s method lies in obtaining upper bounds on an
integral metric dH(X,Z), with respect to some function class H, for an arbitrary random
variable Z ∼ ν. Exploiting the characterising property of the operator Lφ,
E [h(Z)]− E [h(X)] = E [Lφfh(Z)] , ∀h ∈ H,
the task then reduces to obtaining a uniform upper bound on E [Lφfh(Z)] over functions
fh. This motivates the study of properties of the solution fh.
As a direct consequence of Proposition 1 and Theorem 3, fh defined by (16) is differen-
tiable and Dfh is bounded, as stated below.
Proposition 2. Under the conditions of Theorem 3, Dfh exists and
sup
x∈M
‖Dfh(x)‖op 6 C0(h)/κ.
where fh is defined by (16).
The result of Theorem 3 in conjunction with the first-order bound in Proposition 2 can
be used to obtain an upper bound on the 1-Wasserstein distance between certain types of
random variables. Consider the function class
W := {h ∈ C(M) | h is Lipschitz with C0(h) 6 1}, .
The 1-Wasserstein distance between two random variables Z1 and Z2 on M is defined as
dW(Z1, Z2) := sup
h∈W
|E [h(Z1)]− E [h(Z2)] |.
Theorem 4. Assume that the conditions of Theorem 3 hold. Let Z ∼ µψ such that
E [ρ(Z, x)] <∞ for some x ∈M , where ψ satisfies assumption (A1) with the same constant
κ > 0. Then
dW(Z,X) 6
1
2κ
E [|∇(ψ − φ)(Z)|] .
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Proof. The proof pursues a similar argument to that of Proposition 4.1 in [32]. Note first
that
sup
h∈W
|E [h(Z)]− E [h(X)] | = sup
h∈W∩C0(M)
|E [h(Z)]− E [h(X)] |.
For h ∈ W ∩ C0(M ), we have by Theorem 3 that
E [h(Z)]− E [h(X)] = E [Lφfh(Z)] .
On the other hand, the given assumptions on Z also imply that E [Lψfh(Z)] = 0 for h ∈
W ∩ C0(M ). Noting that
Lφfh(x) = Lψfh(x) +
1
2
〈∇ψ(x) −∇φ(x), fh(x)〉,
we obtain
E [h(Z)]− E [h(X)] = 1
2
E [〈∇ψ(Z) −∇φ(Z),∇fh(Z)〉] .
The result then follows from Corollary 2. 
Remark 5. The restriction that condition (3) for both φ and ψ has the same constant κ
can be removed. Then, the above result is accordingly modified to
dW(Z,X) 6 E
[∣∣∣∣ 12κφ∇ψ(Z)−
1
2κψ
∇φ(Z)
∣∣∣∣
]
.
Example 1. Assume that M = Sm and that all probability measures µϕ involved satisfy
the condition
Hessϕ > (2κ− (m− 1)) g,
for some κ > 0.
(i) The functions φ and ψ corresponding to von Mises-Fisher distributions M(x1, c1) and
M(x2, c2) are respectively −c1 cos ρ(x1, x) and −c2 cos ρ(x2, x). Then,
|∇(ψ − φ)(x)| = c∗| sin ρ(x∗, x)| 6 c∗ρ(x∗, x) 6 c∗ {ρ(x∗, x2) + ρ(x2, x)} ,
where c∗ = |c2x2 − c1x1| and x∗ = (c2x2 − c1x1)/c∗. From the symmetry between φ
and ψ, it follows that the Wasserstein-1 distance dW betweenM(x1, c1) andM(x2, c2)
is bounded:
dW(X1, X2) 6
|c2x2 − c1x1|
4κ
{
2∑
i=1
(ρ(x∗, xi) + E [ρ(xi, Xi)])
}
,
where Xi ∼M(ci, xi).
(ii) The function ψ corresponding to the Fisher-Watson distribution
W (x1, x2, c1, c2) ∝ ec1〈x1,x〉+c2〈x2,x〉2 dvol(x),
where 〈x1, x2〉 = 0, is −c1 cos ρ(x1, x)− c2 cos2 ρ(x2, x). If µφ is the von Mises-Fisher
distribution M(x1, c1), then
|∇(ψ − φ)(x)| = c2| sin(2ρ(x2, x)|.
Hence, for X ∼M(x1, c1) and Z ∼W (x1, x2, c1, c2),
dW (X,Z) 6
c2
2κ
E [| sin(2ρ(x2, Z))|] .
Example 2. Let m > 2 and M = SO(m) with the bi-invariant metric determined by
g(E1, E2) = − 12 tr(E1E2) for skew-symmetric E1, E2. Assume that, for S ∈ M , φ(S) =−c tr(S0S) with S0 ∈ SO(m) and that constant c > 0. Then, µφ is a von Mises-Fisher
distribution on SO(m).
Since for any skew-symmetric matrix E
lim
t→0
φ(S etE)− φ(S)
t
= −c tr(S0SE),
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we have that ∇φ(S) = c√
2
S{(S0S)⊤ − S0S} and
2
c2
|∇φ(S)|2 = 〈S{(S0S)⊤ − S0S}, S((S0S)⊤ − S0S)〉S
= 〈(S0S)⊤ − S0S, (S0S)⊤ − S0S〉I
= −tr (((S0S)⊤ − S0S)2) = 2(m− tr((S0S)2)).
If c ∈ (0, (m− 2)/2), there is a κ > 0 such that assumption (A1) holds, as seen in section
2. Then, if Z is a uniform random variable on SO(m), S0Z is also a uniform random variable
and so
dW(Z,X) 6
c
2κ
E
[√
m− tr(Z2)
]
.
In order to develop bounds on integral metrics for general random variables Z on M ,
not necessarily with distributions of the form considered in Theorem 4, we need access to
higher-order derivatives of fh. Our approach to this is through the stochastic flow {Ft(x) |
t > 0, x ∈ M} corresponding to the SDE in (1); in particular, we use bounds on E [|vt|q]
and E [|Vt|q], where for u, v,∈ Tx(M )
ut := dFt(x)u, vt := dFt(x)v and Vt := D dFt(x)(u, v).
Two technical results stated as Lemmas 4 and 5 in Appendix A2 play an important role.
For this, we define ‖DiΞ‖op as follows, where Ξ is given in (4). Although it is denoted
as an operator norm, it is somewhat different from the standard operator norm. In fact, it
combines features of both the operator norm and the HilbertSchmidt norm. For any x ∈M ,
‖DΞ(x)‖2op ≡ inf
v∈Tx(M), |v|=1
m∑
ℓ=1
‖DvΞ(x)(eℓ)‖2,(18)
where e1, · · · , em form the standard orthonormal basis of Rm. ‖DiΞ‖op is defined similarly
for i > 1. Then, we have the following results.
Proposition 3. Assume that the conditions of Theorem 3 hold and that h ∈ C0(M)∩C1(M)
has finite Lipschitz constants Ci(h), i = 0, 1. If in addition ‖DΞ‖op is bounded, then Dfh
is Lipschitz with constant C1(fh) 6 C1(h)/κ, where Ξ is given in (4) and fh is defined by
(16).
Proof. Under the given conditions, it follows from Proposition A8 of [19] that, for any fixed
t > 0 and v ∈ Tx(M ),
dE [h(Xx,t)] (v) = E [dh(Xx,t)(dFt(x)(v))] ,
where {Ft(x) | t > 0, x ∈ M} is the stochastic flow corresponding to (1). Then it follows,
from the definition of fh, the Dominated Convergence Theorem and Theorem 2, that, for
any v ∈ Tx(M),
dfh(x)(v) =
∫ ∞
0
dE [h(Xx,t)] (v) dt =
∫ ∞
0
E [dh(Xx,t)(vt)] dt,(19)
where vt = dFt(x)v.
Now, for c1 > 0 an upper bound for ‖DΞ‖op, we apply the result of Lemma 4, in appendix
A2, by choosing q there to be q := 1+2κ/c21 > 1 and let p := 1+c
2
1/(2κ) so that p
−1+q−1 = 1
and αq := α(q, c1) = 0, where α(q, c) is defined by (23). Then, take n > p and, for given
(x, y) ∈M ×M , consider the pair of diffusions (Xt, Yt), starting from (x, y), as constructed
in the previous section. Since Xt satisfies (1), for any v ∈ Tx(M), we write vt for dFt(v).
14
Then, by recalling Theorem 2, using Ho¨lder’s inequality and the result of Lemma 4, we have
E
[∣∣(dh(Xt)−ΠγXt,Yt dh(Yt)) (vt)∣∣]
6 C1(h) E [ρ(Xt, Yt) |vt|]
6 C1(h) E [ρ(Xt, Yt)
p]
1/p
E [|vt|q]1/q
6 C1(h)ρ(x, y) |v| e(−κ+αq/2)t
6 C1(h)ρ(x, y) |v| e−κt.
This, together with (19), gives that
|(dfh(x)−Πγx,y dfh(y))(v)|
6
∫ ∞
0
∣∣E [(dh(Xt)−ΠγXt,Yt dh(Yt)) (vt)]∣∣dt
6
C1(h)
κ
ρ(x, y)|v|,
i.e. dfh is Lipschitz with the required constant. 
It is also possible to derive a bound for the second derivative of fh. However, the Lipschitz
constant C2(fh) turns out to be more involved. It is related with Cj(h), κ, ‖DkΞ‖op, ‖R‖op
and ‖DR‖op, as follows.
Proposition 4. Assume that the conditions of Theorem 3 hold and that h ∈ C0(M)∩C2(M)
has finite Lipschitz constants Ci(h), i = 0, 1, 2. If, in addition,
max{‖DΞ‖op, ‖D2Ξ‖op, ‖D3Ξ‖op, ‖R‖op, ‖DR‖op} 6 c2
for some constant c2 > 0, if φ ∈ C2(M ) has finite Lipschitz constants Ci(φ) for i = 0, 1, 2,
and if
6κ > λ ≡ 2mc2 + (5
√
m+ 2m+ 4)c22 + c2C0(φ) + C2(φ),
then, for fh defined by (16), D
2fh exists and is Lipschitz with constant
C2(fh) 6
2
κ
{(
λ+ (16m+ 12)c22
4κ+ λ− 16c22
)1/2
C1(h) + C2(h)
}
.
Remark 6. Note that, if M is a compact manifold, then the requirement that E [ρ(X, x)]
<∞ for some x ∈ M and all the additional conditions in Propositions 3 and 4, except for
the inequality for κ in Proposition 4, hold automatically. Note also that, if c2 = 0, then the
expression for C2(fh) simplifies to
C2(fh) 6
2
κ
{(
C2(φ)
4κ+ C2(φ)
)1/2
C1(h) + C2(h)
}
.
If M is a Euclidean space, then both c1 and c2 can be taken to be zero. Thus, the corre-
sponding Lipschitz constant C1(fh) in Proposition 3 improves that in [30]. The constant
C2(fh) in Proposition 4 is different from that in [30]. However, the extra assumptions in
Proposition 4 are also different from those in [30], where the latter requires D2φ and D3φ
to be Lipschitz, while we require D2φ to be Lipschitz and require κ to be bounded below
by C2(φ)/6.
Proof. It follows from Proposition A8 of [19] that, for any fixed t > 0 and u, v ∈ Tx(M),
D dE [h(Xx,t)] (u, v) = E [D dh(dFt(x)(u), dFt(x)(v))]
+E [dh(D dFt(x)(u, v))] .
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Then, the definition of fh, the Dominated Convergence Theorem and Theorem 2 together
ensure that D2fh = D dfh exists and that, for any u, v ∈ Tx(M),
D dfh(x)(u, v) =
∫ ∞
0
D dE [h(Xx,t)] (u, v) dt
=
∫ ∞
0
{E [D dh(ut, vt)] + E [dh(Vt)]}dt,
(20)
where ut = dFt(x)(u), vt = dFt(x)(v) and Vt = D dFt(x)(u, v). Thus, in particular,
|(D dfh(x)−Πγx,yD dfh(y))(u, v)|
6
∫ ∞
0
E
[∣∣(D dh(Xt)−ΠγXt,YtD dh(Yt)) (ut, vt)∣∣]dt
+
∫ ∞
0
E
[∣∣(dh(Xt)−ΠγXt,Yt dh(Yt)) (Vt)∣∣]dt.
(21)
For the first term on the right of (21), we use a similar argument to that in the proof of
Proposition 3 with q there replaced by 2q(> 2), to get
E
[∣∣∣∣
(
D dh(Xδnt )−Πγ
X
δn
t ,Y
δn
t
D dh(Y δnt )
)
(ut, vt)
∣∣∣∣
]
6 C2(h) E
[
ρ(Xδnt , Y
δn
t )
p
]1/p
E
[|vt|2q]1/(2q) E [|ut|2q]1/(2q)
6 C2(h)ρ(x, y) |v| |u| e(−κ+α˜2q)t,
where p−1 + q−1 = 1, α˜2q = α(2q, c2) and where α(p, c) is given by (23) in appendix A2.
Then, since κ > c22 by the assumption, by choosing 2q = 1+5κ/(2c
2
2) > 2, we have α˜2q = κ/2.
It then follows that the first term on the right of (21) is bounded above by
C2(h)ρ(x, y) |v| |u|
∫ ∞
0
e−κt/2 dt =
2
κ
C2(h)ρ(x, y) |v| |u|.(22)
For the second term on the right of (21), the argument in the proof of Proposition 3,
together with Theorem 2, gives that, for any q > 2 and p conjugate to q,
E
[∣∣(dh(Xt)−ΠγXt,Yt dh(Yt)) (Vt)∣∣]
6 C1(h) E [ρ(Xt, Yt)
p]1/p E [|Vt|q]1/q
6 C1(h)ρ(x, y)e
−κt E [|Vt|q]1/q .
The condition for κ implies in particular that κ > 11c22/6. Then, there is q ∈ (2, 3) such
that
5κ > (4q − 2)c22 and 3κ > (2q − 2 +m)c22 +mc2 + (5
√
mc22 + c2C0(φ) + C2(φ))/2.
For such a choice of q, we have that α˜2q is bounded above by κ/2 and λ1 + α˜2q − c22 in
Lemma 5 is bounded above by κ, so that the corresponding τq is bounded by κ. In addition,
α˜2q − (λ1 − c22) 6 α˜2q + c22 −
7
2
c22 < −2κ+ 6c22 −
7
2
c22
= −2κ+ 5
2
c22 6 −2×
11
6
c22 +
5
2
c22 6 0,
so that ∣∣α˜2q + c22 − λ1∣∣ = −α˜2q − c22 + λ1 > 2κ+ 12λ− 8c22 > 0
and, consequently, the η
1/q
q in Lemma 5 is bounded above by(
λ+ (16m+ 12)c22
4κ+ λ− 16c22
)1/2
.
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Then, using the result of Lemma 5 for this particular q, we have
E
[∣∣∣∣
(
dh(Xδnt )−Πγ
X
δn
t ,Y
δn
t
dh(Y δnt )
)
(Vt)
∣∣∣∣
]
6 C1(h)ρ(x, y)e
−κt
(
λ+ (16m+ 12)c22
4κ+ λ− 16c22
)1/2
|u||v|eκt/2.
Hence, the second term on the right hand side of (21) is bounded above by
2
κ
(
λ+ (16m+ 12)c22
4κ+ λ− 16c22
)1/2
C1(h)ρ(x, y)|u||v|.
This, together with (21) and (22), shows thatDdfh is Lipschitz with the required constant.

The result of Theorem 3, together with Propositions 3 and 4, enable us to bound
|E [h(Z)]− E [h(X)] | for a more general random variable Z on M as follows.
Corollary 1. Assume that the conditions of Proposition 4 hold. Then
|E [h(Z)]− E [h(X)] | 6 ηE [ρ(Z,X)] ,
where
η := mC2(fh) + C0(φ)C1(fh) + C1(φ)C0(fh)
and where Ci(fh) are bounded as in Propositions 3 and 4.
Proof. It follows from a direct estimation of |E [Lφ(fh)(Z)] | that
|E [Lφ(fh)(Z)] |
= |E [(Lφ(fh)(Z)− Lφ(fh)(X))] |
6 |E [(∆(fh)(Z)−∆(fh)(X))] |
+|E [〈∇φ(Z),∇fh(Z)〉 − 〈∇φ(X),∇fh(X)〉] |
6 mC2(fh) E [ρ(Z,X)] + |E [〈∇φ(Z),∇fh(Z)〉 − 〈ΠX,Z∇φ(X),∇fh(Z)〉] |
+|E [〈∇φ(X),ΠZ,X∇fh(Z)〉 − 〈∇φ(X),∇fh(X)〉] |
6 {mC2(fh) + C0(fh)C1(φ) + C1(fh)C0(φ)}E [ρ(Z,X)]
as required. 
As a consequence of the result of Corollary 1, we can now obtain upper bounds on the
integral metric dH(X,Z) between X and a general random variable Z on M with respect
to the class H of test functions
H = {h ∈ C2(M) | h is Lipschitz with Ci(h) 6 1, i = 0, 1, 2}.
From the observation that
sup
h∈H
|E [h(Z)]− E [h(X)]| = sup
h∈H∩C0(M)
|E [h(Z)]− E [h(X)]| ,
we readily obtain the following Theorem, and a subsequent Corollary when M is compact.
Theorem 5. Assume that the conditions of Proposition 4 hold. Then, for any random
variable Z on M ,
dH(X,Z) 6 η∗ E [ρ(X,Z)] ,
where
η∗ :=
1
κ
{(
λ+ (16m+ 12)c22
4κ+ λ− 16c22
)1/2
+ 2m+ C0(φ) + C1(φ)
}
,
and where the constants λ and c2 are as in Proposition 4.
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Corollary 2. If M is compact then, for any Lipschitz function on M with C0(h) 6 1, any
fixed ǫ > 0 and s > 0, there exists a g ∈ C2(M ) with Lipschitz constants Ci(g), i = 0, 1, 2,
such that C0(g) 6 1 + s and
|E [h(Z)]− E [h(X)] | 6 2ǫ+ {mC2(fg) + C0(fg)C1(φ) + C1(fg)C0(φ)}E [ρ(Z,X)] .
Proof. Since M is compact, any g ∈ C∞(M) has bounded derivatives, and thus possesses
finite Lipschitz constant Ci(g), i = 0, 1, 2, . . . , k for every k. This ensures that Lipschitz
constants Ci(fg), i = 0, 1, 2 of the Stein equation solution fg are finite.
The existence of the requisite g ∈ C2(M ) is guaranteed by the result in [3] on existence
of a C∞ Lipschitz approximation of a Lipschitz function. By Theorem 1 in [3], for every
Lipschitz function h on M with Lipschitz constant 1 and for every ǫ, s > 0, there exists a
g ∈ C∞(M ) such that supx∈M |g(x) − h(x)| < ǫ with C0(g) 6 1 + s. Thus, by applying
Corollary 1 to g, we have
|E [h(Z)]− E [h(X)] |
6 |E [h(Z)]− E [g(Z)] |+ |E [g(X ])− E [h(X)] |+ |E [g(Z)]− E [g(X)] |
6 2ǫ+ |E [g(Z)]− E [g(X)] |
6 2ǫ+ {mC2(fg) + C0(fg)C1(φ) + C1(fg)C0(φ)}E [ρ(Z,X)] ,
as required. 
Appendix
A1. A geometric result. The following is unpublished work of Barden & Le. It concerns
the behaviour of the distance function ρ on M ×M in a neighbourhood of (x, y) when y is
a non-first-conjugate cut point of x. It generalises a result of [7], where similar behaviour
was studied when one of the two points in M is fixed.
Lemma 3. Given a point x of a complete and connected Riemannian manifold M and a
point y in the non-conjugate part of the cut locus of x (and hence also vice-versa), then
there is a neighbourhood N of (x, y) in M ×M , a maximal integer s > 1, and finitely many
smooth functions ̺i, i = 1, · · · , s, on N such that ̺i(x, y) = ρ(x, y) for i = 1, · · · , s; the
germs of ̺i at (x, y) are uniquely defined, up to their ordering, and, for all (x
′, y′) in N ,
ρ(x′, y′) = min
1≤i≤s
{̺i(x′, y′)} .
The set
Nij = {(x, y) ∈M ×M | ̺i(x, y) = ̺j(x, y)}
is a co-dimension 1 submanifold of N meeting each slice {x}×M transversely, and the set
of points of N at which three or more of the ̺i are equal is a finite union of co-dimension
2 submanifolds, meeting {x} ×M transversely.
The germ of a function at a point x is its equivalence class under agreement on a (variable)
neighbourhood of x.
Proof. Recall the result of Proposition 2 in [7]: for a fixed point x ∈M , its (first) conjugate
locus in its cut locus has co-dimension at least 2; and for y in the non-conjugate part of
the cut locus of x there are finitely many locally defined smooth functions each of whose
value at y is ρ(x, y), whose germ at y is well-defined and such that the minimum of these
functions on a neighbourhood of y is the distance from x. These functions are induced by
the radial distance in Tx(M) and were termed ‘radial functions’. They arise as follows.
We let v1, · · · , vs ∈ Tx(M ) determine the full set of minimal geodesics γi(t) = expx(tvi),
0 6 t 6 1, from x to y. The number s of such geodesics will vary with y but, outside the
conjugate locus, is necessarily finite. We may choose neighbourhoods V˜i of vi in Tx(M) and
V of y in M with each V˜i mapped diffeomorphically onto V by expx. In particular, V will
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be sufficiently small not to meet the conjugate locus. Then the relevant smooth functions,
which was denoted by φi in [7], are given by
φi : V −→ R+; y 7→
∥∥∥∥(expx ∣∣V˜i
)−1
(y)
∥∥∥∥ .
Now we consider the ‘full’ exponential map Exp which maps v ∈ Tx(M ) to (x, expx(v)).
If π : M ×M −→ M projects onto the second factor, then π ◦ Exp∣∣
Tx(M)
= expx. Thus
Exp is a differentiable mapping and, with respect to local coordinates on TM which are the
product of those at x on M and those in Tx(M ), at any point v in Tx(M ), its derivative
takes the form (
Id ∗
0 D expx(v)
)
.
Thus Exp is non-singular at v if and only if expx is non-singular at v.
Then each vi has a neighbourhood N˜i in TM such that N˜i ∩ Tx(M ) ⊂ V˜i and each
of the restrictions Exp|N˜i is a diffeomorphism onto the same neighbourhood N of (x, y)
in M ×M . We may also choose N sufficiently small that for all (x′, y′) ∈ N any minimal
geodesic from x′ to y′ is determined by v′ in some N˜i∩Tx′(M ). For otherwise there exists an
infinite sequence of points (xn, yn) in M ×M converging to (x, y) with minimal geodesics
αn(t) = expxn(tun), 0 6 t 6 1, from xn to yn where un, the initial tangent vector to
αn, is in Txn(M ) but in no N˜i. Then, since αn is minimal, the distance ‖un‖ from xn
to yn along αn is equal to ρ(xn, yn), which converges to ρ(x, y). So the sequence {un} is
bounded and, without loss of generality, converges to u say. However αn(1) = yn for all n
so y = lim
n→∞αn(1) = expx(u) and as ‖u‖ = ρ(x, y), u must be one of the vi. Hence the {un}
would eventually lie in the corresponding N˜i contrary to our hypothesis on the un. Thus,
having chosen N sufficiently small to avoid the finitely many such points (xn, yn) it follows
that, for all (x′, y′) in U each minimal geodesic γ′(t) = expx′(tu′), 0 6 t 6 1, from x′ to y′
has u′ in one of the sets N˜i ∩ Tx′(M ). Then ρ(x′, y′) = ‖u′‖ = ̺i(x′, y′), where
̺i : N −→ R+; (x′, y′) 7→
∥∥∥∥(Exp∣∣N˜i
)−1
(x′, y′)
∥∥∥∥
since Exp(x′, u′) = (x′, y′). Hence, for all (x′, y′) in N , ρ(x′, y′) = min
1≤i≤s
̺i(x
′, y′) as required.
The remaining claims follow from those for the restrictions φi of ̺i to Vx = ({x}×M )∩N
established in [7]: since ∇y(̺i − ̺j) 6= 0, we certainly have ∇(̺i − ̺j)(x, y) 6= 0 making Nij
a co-dimension 1 manifold and, since it meets each Vx in a co-dimension 1 manifold Vij , it
must do so transversally. Similarly, it is not possible for ∇(̺i − ̺j) and ∇(̺i − ̺k) to be
linearly dependent at points of Nij ∩Nik since their components in Vij ∩Vik are not. Thus,
Nij and Nik meet transversally in a co-dimension 2 submanifold, transverse to each Vx. 
Remarks. We note that, although all s functions ̺i take the value ρ(x, y) at (x, y), as
(x′, y′) varies in N certain of the ̺i will take values greater than ρ(x′, y′). In particular for
points (x′, y′) where y′ is not in the cut locus of x′, precisely one will take this value. When
y′ is in the cut locus of x′ then at least two, but not necessary all, of the functions ̺i take
the value ρ(x′, y′).
A2. Derivatives of the stochastic flow of SDE (1). Write {Ft(x) | t > 0, x ∈ M} for
the stochastic flow corresponding to (1). Fix u, v ∈ Tx(M ), define
ut = dFt(x)u, vt = dFt(x)v and Vt = D dFt(x)(u, v).
It is known that u0 = u, v0 = v and V0 = 0 (cf. [17] p.204).
Lemma 4. Assume that the condition (3) holds for a constant κ > 0. If ‖DΞ(x)‖op 6 c1
for some constant c1 > 0, where Ξ is given in (4), then vt = dFt(x)v satisfies
E [|vt|q] 6 |v|qeqαqt/2
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for any q > 1, where αq = α(q, c1) and
α(p, c) = −2κ+ (p− 1)c2.(23)
Proof. Recall (cf. [17]) that vt = dFt(x)v satisfies the stochastic (Stratonovich) covariant
equation
Dvt = DΞ(vt) dsBt − 1
2
Hessφ(vt) dt,
where DΞ(v) = DvΞ, and that
d|vt|2 = 2
〈
vt, DΞ(vt) dBt − 1
2
Hessφ(vt) dt
〉
+ 〈DΞ(vt) dBt, DΞ(vt) dBt〉
+〈vt, DΞ(DΞ(vt) dBt) dBt〉+ 〈vt, D2Ξ(ΞdBt, vt) dBt〉
= 2〈vt, DΞ(vt) dBt〉
+
{
−Hessφ(vt, vt) +
m∑
i=1
|DvtΞ(ei)|2 − Ric(vt, vt)
}
dt,
where D2Ξ(u, ·) is understood as DuDΞ, i.e.
D2Ξ(u, v) = Du(DΞ(v)) −DΞ(Duv).
Regarding |vt|q as a function of |vt|2 and then using the above to apply the Itoˆ formula to
|vt|q, it follows that, for q > 1,
E [|vt|q] = |v|q + q
2
∫ t
0
E
[
Gq(vs, vs) |vs|q−2
]
ds,
where
Gq(v, v) = −Ric(v, v)−Hessφ(v, v)
+
m∑
i=1
|DvΞ(ei)|2 + (q − 2) 1|v|2
m∑
i=1
|〈DvΞ(ei), v〉|2,(24)
and where {e1, · · · , em} denotes an orthonormal base in Rm. Under the given conditions,
Gq(v, v) 6 αq|v|2. Thus,
dE [|vt|q] 6 q
2
αq E [|vt|q] dt,
so that the required inequality follows. 
Lemma 5. Assume that the conditions of Theorem 3 hold. Assume further that
max{‖DΞ‖op, ‖D2Ξ‖op, ‖D3Ξ‖op, ‖R‖op, ‖DR‖op} 6 c2
for some constant c2 > 0, and that φ ∈ C3(M ) has finite Lipschitz constants Ci(φ) for
i = 0, 1, 2. Then, for any q > 2
E [|Vt|q] 6 ηq|u|q|v|qeqτqt/2,
where
ηq = ηq(t) =


{
λ1 + (q − 1)λ2
|α˜2q + c22 − λ1|
}q/2
if − λ1 + α˜2q + c22 6= 0
{(λ1 + (q − 1)λ2)t}q/2 otherwise,
and where
τq = max{2α˜2q, λ1 + α˜2q − c22},
2λ1 = 2mc2 + (5
√
m+ 2m) c22 + c2C0(φ) + C2(φ),
λ2 = 4(1 +m) c
2
2,
α˜2q = α(2q, c2) and α(p, c) is defined by (23).
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Proof. It is shown in [17] (cf. Lemma 5.B, Chapter VIII, [17]) that Vt is the solution to the
stochastic covariant equation
DVt =
{
D2Ξ(ut, vt) +DΞ(Vt)
}
dsBt +R(Ξ dsBt, ut)vt
−1
2
{
DHessφ(ut, vt) + Hess
φ(Vt) +R(∇φ, ut)vt
}
dt
with V0 = 0, where D
2Ξ(ut, vt) and DΞ(Vt) are understood as in the proof for the previous
lemma. Similarly to vt in Lemma 4, this implies that
d|Vt|2 = 2〈Vt, Ξ˜(Vt) dBt〉
−
〈
Vt, DHess
φ(ut, vt) + Hess
φ(Vt) +R(∇φ, ut)vt
〉
dt
+ 〈Ξ˜(Vt) dBt, Ξ˜(Vt) dBt〉+ 〈Vt, D(Ξ˜(Vt) dBt)(Ξ dBt)〉,
where
Ξ˜ = D2Ξ(ut, vt) +DΞ(Vt) +R(Ξ, ut)vt.
Thus,
d|Vt|2 = 2〈Vt, D2Ξ(ut, vt) dBt +R(Ξ dBt, ut)vt〉
+〈Vt, δ˜3Ξ(ut, vt)(dBt, dBt)〉 −
〈
Vt, D
3φ(ut, vt) +R(∇φ, ut)vt
〉
dt
+2〈Vt, DΞ(Vt) dBt〉+ 〈Vt, δ˜2Ξ(Vt)(dBt, dBt)〉 − 〈Vt, Hessφ(Vt)〉dt
+|D2Ξ(ut, vt) dBt +DΞ(Vt) dBt +R(Ξ dBt, ut)vt|2
where δ˜2Ξ(u) and δ˜3Ξ(u, v) are defined respectively by
δ˜2Ξ(u)(e, e) = D(DΞ(e)(u))(Ξ(e)) = D2Ξ(e)(Ξ(e), u) +DΞ(e)(DΞ(e)(u))
and
δ˜3Ξ(u, v)(e, e)
= D3Ξ(e)(Ξ(e), u, v) +D2Ξ(e)(DΞ(e)(u), v) +D2Ξ(e)(u,DΞ(e)(v))
+DΞ(e)
(
D2Ξ(e)(u, v) +R(Ξ(e), u)v
)
+DR(Ξ(e))(Ξ(e), u)v
+R(DΞ(e)(Ξ(e)), u)v +R(Ξ(e), DΞ(e)(u))v +R(Ξ(e), u)DΞ(e)(v).
Write xt = E [|Vt|q]. Then, treating |Vt|q as a function of |Vt|2, an application of the Itoˆ
formula to |Vt|q yields
dxt
=
q
2
E
[
|Vt|q−2
∣∣D2Ξ(ut, vt) dBt+R(Ξ dBt, ut)vt+DΞ(Vt) dBt∣∣2]
+qE
[
|Vt|q−2
〈
Vt,
1
2
{
δ˜3Ξ(ut, vt)(dBt, dBt) + δ˜
2Ξ(Vt)(dBt, dBt)
}〉]
−qE
[
|Vt|q−2
〈
Vt,
1
2
{
D3φ(ut, vt) +R(∇φ, ut)vt +Hessφ(Vt)
}〉]
dt
+
1
2
q(q−2)E [|Vt|q−4〈Vt, D2Ξ(ut, vt) dBt+R(Ξ dBt, ut)vt+DΞ(Vt) dBt〉2] .
Thus,
dxt 6
q
2
E
[
|Vt|q−1
∣∣∣∣∣
m∑
i=1
δ˜3Ξ(ut, vt)(ei, ei)
∣∣∣∣∣
]
dt
+
q
2
E
[|Vt|q−1 {‖D3φ‖op + ‖R‖op‖Dφ‖op} |ut||vt|]dt
+
q
2
(q − 1)E [4|Vt|q−2 (‖D2Ξ‖2op +m‖R‖2op) |ut|2|vt|2]dt
+
q
2
E
[
|Vt|q−2G˜q(Vt, Vt)
]
dt
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where, similar to Gq defined by (24), G˜q is defined by
G˜q(v, v) = −Ric(v, v) −Hessφ(v, v)
+ 2
m∑
i=1
|DvΞ(ei)|2 + 2(q − 2) 1|v|2
m∑
i=1
|〈DvΞ(ei), v〉|2.
Noting that ∣∣∣∣∣
m∑
i=1
δ˜3Ξ(ut, vt)(ei, ei)
∣∣∣∣∣
6 {m ‖D3Ξ‖op + 3
√
m ‖D2Ξ‖op‖DΞ‖op + 2(m+
√
m) ‖R‖op‖DΞ‖op
+m ‖DR‖op}|u||v|
6 {2mc2 + (5
√
m+ 2m)c22} |u||v|
and using the fact that G˜q(v, v) 6 (α˜2q − c22)|v|2 under the given conditions, the above gives
that
dxt 6
q
2
{
2λ1 E
[|Vt|q−1|ut||vt|]+ (q − 1)λ2 E [|Vt|q−2|ut|2|vt|2]}dt
+
q
2
{α˜2q − c22}E [|Vt|q] dt.
Let (p′, q′) and (p′′, q′′) be two pairs of conjugate indices such that p′ = q/(q − 1) and
p′′ = q/(q−2), so that q′ = q and q′′ = q/2(> 1). Using these two pairs of conjugate indices,
an application of Ho¨lder’s inequality gives
dxt 6
q
2
{
2λ1x
1/p′
t E [|ut|q|vt|q]1/q
′
+ (q − 1)λ2x1/p
′′
t E [|ut|q|vt|q]1/q
′′
}
dt
+
q
2
(α˜2q − c22)xt dt
=
q
2
xt
{
2λ1x
−1/q
t z
1/q
t + (q − 1)λ2x−2/qt z2/qt + α˜2q − c22
}
dt,
where zt = E [|ut|q|vt|q].
Letting y = x2/q, we have 2 dx/(qx) = dy/y. This gives that
dyt 6
{
2λ1y
1/2
t z
1/q
t + (q − 1)λ2z2/qt + (α˜2q − c22)yt
}
dt.
Using the inequality 2ab 6 a2 + b2, it follows from the above that
dyt 6
{(
λ1 + α˜2q − c22
)
yt + (λ1 + (q − 1)λ2) z2/qt
}
dt.
Thus,
d
(
e−(λ1+α˜2q−c
2
2
)tyt
)
6 {λ1 + (q − 1)λ2} e−(λ1+α˜2q−c22)tz2/qt dt,
yielding
yt 6 {λ1 + (q − 1)λ2}
∫ t
0
e(λ1+α˜2q−c
2
2
)(t−s)z2/qs ds
as y0 = 0. Now,
z
2/q
t = E [|ut|q|vt|q]2/q 6 E
[|ut|2q]1/q E [|vt|2q]1/q
6 |u|2|v|2e
2qα˜2qt
2
1
q e
2qα˜2qt
2
1
q = |u|2|v|2e2α˜2qt,
where the first inequality follows from Ho¨lder’s inequality and the second from Lemma 4.
Thus,
yt 6 {λ1 + (q − 1)λ2} |u|2|v|2
∫ t
0
e(λ1+α˜2q−c
2
2
)(t−s)e2α˜2qs ds.
22
Consequently, if α˜2q + c
2
2 − λ1 6= 0,
yt 6
λ1 + (q − 1)λ2
α˜2q + c22 − λ1
|u|2|v|2e(λ1+α˜2q−c22)t
{
e(α˜2q+c
2
2
−λ1)t − 1
}
6
λ1 + (q − 1)λ2
|α˜2q + c22 − λ1|
|u|2|v|2eτqt,
and otherwise,
yt 6 (λ1 + (q − 1)λ2) |u|2|v|2eτqtt,
so that the result follows. 
Acknowledgement. We are grateful to Dennis Barden for permission to include his un-
published work, jointly with one of the authors, in our paper (the lemma in appendix A1).
This result lays the geometric foundation for our analysis of the distance between the pair of
diffusions we construct. KB acknowledges partial support from grants NSF DMS 1613054
and NIH R01 CA214955.
References
[1] M. Arnaudon, K.A. Coulibaly and A. Thalmaier (2011). Horizontal diffusion in C1 path space. In
Se´minaire de Probabilite´s XLIII, pages 73-94. Springer-Verlag, Berlin.
[2] M. Arnaudon and X-M. Li (2017). Reflected Brownian motion: selection, approximation and lineariza-
tion. Electron. J. Probab. 22, no. 31.
[3] D. Azagra, J. Ferrera, F. Lo´pez-Mesas and Y. Rangel (2007). Smooth approximation of Lipschitz
functions on Riemannian manifolds. J. Math. Anal. Appl. 326, 1370-1378.
[4] D. Bakry (1986). Un crite`re de non-explosion pour certaines diffusions sur une varie´te´ Riemannienne
comple`te. C. R. Acad. Sci. Paris Se´r. I Math. 303, 23-26.
[5] A.D. Barbour (1988). Stein’s method and Poisson process convergence. J. Appl. Probab. Special Vol.
25A, 175-184.
[6] A.D. Barbour and L.H.Y. Chen (2014). Stein’s (magic) method. arXiv:1411.1179.
[7] D. Barden and H. Le (1997). Some consequences of the nature of the distance function on the cut locus
in a Riemannian manifold. J. London Math. Soc. 56, 369-383.
[8] A. Barp, C. J. Oates, E. Porcu and M. Girolami (2018). arXiv: 1810.04946
(https://arxiv.org/abs/1810.04946).
[9] I. Benjamini, K. Burdzy and Z-Q. Chen (2007). Shy couplings. Probab. Theory Related Fields. 137,
345-377.
[10] J-M. Bismut (1984). Large deviations and the Malliavin calculus, volume 45 of Progress in Mathematics.
Birkha¨user Boston, Inc.
[11] M. Bramson, K. Burdzy and W. Kendall (2013). Shy couplings, CAT(0) spaces, and the Lion and Man.
Ann. Probab. 41, 744-784.
[12] S. Chatterjee and E. Meckes (2008). Multivariate normal approximation using exchangeable pairs.
ALEA Lat. Am. J. Probab. Math. Stat. 4, 257-283.
[13] I Chavel (1993). Riemannian Geometry - a Modern Introduction. CUP, Cambridge. textbf41, 744-784.
[14] J. Cheeger and D.G. Ebin (1975). Comparison Theorems in Riemannian Geometry. North-Holland
Publishing Company, Amsterdam.
[15] (2014) A short survey of Stein’s method. arXiv:1404.1392.
[16] P. Chen, I. Nourdin, L. Xu and X. Yang (2019). Multivariate stable approximation in Wasserstein
distance by Stein’s method. (https://arxiv.org/abs/1911.12917).
[17] K.D. Elworthy (1982). Stochastic Differential Equations on Manifolds. CUP, Cambridge.
[18] K.D. Elworthy (1988). Geometric aspects of diffusions on manifolds. In Lecture Notes in Mathematics,
volume 1362, pages 276425. Springer-Verlag.
[19] K.D. Elworthy and X.-M. Li (1994). Formulae for the derivatives of heat semigroups. J. functional
Analysis 125, 252-286.
[20] S.N. Ethier and T.G. Kurtz (1986). Markov Processes: Characterization and Convergence. John Wiley
& Sons, New York.
[21] X. Fang, Q-M. Shao and L. Xu (2019). Multivariate approximations in Wasserstein distance by Stein’s
method and Bismut’s formula. Probab. Theory Related Fields, 174, 945-979.
[22] R.H. Greene and H. Wu (1979). Function Theory on Manifolds which Possess a Pole. Springer-Verlag.
[23] L. Hodgkinson, R. Salomone and F. Roosta. The reproducing Stein kernel approach for post-hoc cor-
rected sampling. arXiv: 2001.09266 (arxiv.org/abs/2001.09266)
[24] N. Ikeda and S. Watanabe (1989). Stochastic Differential Equations and Diffusion Processes. North-
Holland Publishing Company, Amsterdam.
23
[25] W.S. Kendall (1986). Stochastic differential geometry, a coupling property, and harmonic maps. J.
London Math. Soc. 33, 554-566.
[26] W.S. Kendall (1986). Nonnegative Ricci curvature and the Brownian coupling property. Stochastics 19,
111-129.
[27] J.T. Kent (1994). The complex Bingham distribution and shape analysis. Journal of the Royal Statistical
Society, Series B 56, 285-299.
[28] H. Le and D. Barden (1995). Itoˆ correction terms for the radial parts of semimartingales on manifolds.
Probab. Theory Relat. Fields 101, 133-146.
[29] E. Lo¨cherbach (2015). Ergodicity and speed of convergence to equilibrium for diffusion processes. Un-
published manuscript. (https://eloecherbach.u-cergy.fr/cours.pdf).
[30] L. Mackey and J. Gorham (2016). Multivariate Stein factors for a class of strongly log-concave distri-
butions. Electron. Commun. Probab. 21, no. 56.
[31] E. Meckes (2009). On Stein’s method for multivariate normal approximation. In High Dimensional
Probability V: The Luminy Volume, C. Houdre´, V. Koltchinskii, D.M. Mason and M. Peligrad eds.,
IMS, 153178. (arxiv:0902.0333; arxiv.org/pdf/0902.0333.pdf).
[32] G. Mijoule, G. Reinert and Y. Swan (2019). Stein operators, kernels and discrepancies for multivariate
continuous distributions. arXiv:1806.03478 (arxiv.org/pdf/1806.03478.pdf).
[33] S.A. Molchanov (1968). Strong Feller property of diffusion processes on smooth manifolds. Theory
Probab. Appl. 13, 471475.
[34] B. O’Neill (1983). Semi-Riemannian Geometry. Academic Press.
[35] . M.N. Pascu and I. Popescu (2016). Shy and fixed-distance couplings of Brownian motions on manifolds,
Stoc. Process. Appl. 126, 628-650.
[36] N. Ross (2011). Fundamantals of Stein’s Method, Prob. Surveys 8, 210-293.
[37] (2011). Fundamentals of Stein’s method. Probability Surveys 8, 210-293.
[38] C. Stein (1972). A bound for the error in the normal approximation to the distribution of a sum
of dependent random variables. In Proceedings of the Sixth Berkeley Symposium on Mathematical
Statistics and Probability (Univ. California, Berkeley, Calif., 1970/71) vol.II: Probability Theory, page
583-602, Univ. California Press, Berkeley, Calif.
[39] J. Thompson (2020). Approximation of Riemannian measures by Steins method. arXiv:2001.009
(arxiv.org/pdf/2001.09910.pdf).
[40] W. Xu and T. Matsuda (2020). A Stein Goodness-of-fit Test for Directional Distributions. arXiv:
2002.06843v1 (arxiv.org/abs/2002.06843v1)
24
