Arguments are presented for understanding the selection of the speed and the nature of the fronts that join stable and unstable states on the supercritical side of first-order phase transitions. It is suggested that from compact support, nonpositive-definite initial conditions, observable front behavior occurs only when the asymptotic spatial structure of a trajectory in the Galilean ordinary differential equation (ODE) corresponds to the most unstable temporal mode in the governing partial differential equation (PDE). This selection criterion distinguishes between a "nonlinear" front, which has its origin in the first-order nature of the bifurcation, and a "linear" front. The nonlinear front has special properties as a strongly heteroclinic trajectory in the ODE and as an integrable trajectory in the PDE. Many Saarloos [Phys. Rev. A 37, 211 (1988);39, 6367 (1989)].
were able to use a method of stationary phase and steepest descent to find the asymptotic speed of fronts in Eq. (1) .
Equation (1) is the real version of either complex Ginzburg-Landau (GGL) [2 -4] or Newell-WhiteheadSegel (NWS) [5, 6] equations. These are envelope equations that describe the dynamics of wave envelopes near transition in hydrodynamic systems. The CGL equation, which describes the evolution of a traveling-wave envelope written in a frame of reference traveling with the group velocity of the underlying carrier wave, may be written A, = A+(1+iP)A -(I+iy)Al AI', (2) and the NWS equation is (2) with p and y set to zero, corresponding to a situation in which exchange of stabilities occurs and the new state is fixed in space. For both of these equations, and consequently for the FK equation, Dee and Langer [7] showed that Kolmogorov's approach is equivalent to finding the maximal speed of unstable Fourier modes in the linear portion of (2) . The idea is that a perturbation about the unstable state is a sum of Fourier modes, each of which obeys the linear dispersion relation of (2) . Given an initial perturbation with compact support, the far field will first be destabilized by the most rapidly growing mode. This critical mode will then 3636 determine the subsequent growth of the asymptotic front.
Dee and Langer observe that their approach is equivalent to a marginal stability approach used by Fisher in the FK equation [8] . Marginality, they point out, means that the asymptotic front speed and the group velocity are the same. Hence the marginal front should be stable; neutrally stable perturbations move at the group velocity and do not change the marginal front. Perturbations that do grow move more slowly and must therefore be outrun by the marginal front. The asymptotic speed of the stable front should therefore be given by the marginal front speed.
Numerical results, for example those of Nozaki and Bekki [9] , indicate that the marginal stability approach gives the speed of the preferred fronts in the FK, CGL, and NWS equations. However, in all of these equations the phase transition is in second order and the relative strength of the nonlinearity is fixed. In equations that allow for tuning the relative strength of competing nonlinear contributions, Aronson and Weinberger [10] (4) he showed that in precisely determined parameter regimes a special "nonlinear" speed is preferred over the marginal speed. He also showed that the approach to the asymptotic speed is exponential in the case of nonlinear preference, but only algebraic in the case of linear marginal preference. Essential to van Saarloos's argument is the analysis of the linear dispersion relation A, +cA.+1=0 of neutral modes e '" "' in the linear portion of (4) . Earlier work by Ben-Jacob and others [1, 2] shows that the nonoscillatory fronts are stable to perturbations which decay more rapidly than the front itself, and have asymptotic behavior determined (generically) by the smaller of the roots of (5) . The exception to this rule is the special nonlinear front with nongeneric asymptotic behavior, which is stable, but has more rapid decay to zero. Since Equation ( 3) was studied extensively by Ben-Jacob et al. [11] , and the results were summarized by van Saarloos [12, 13] . The parameter b adjusts the relative strengths of second-and third-order nonlinearities in (3) . For some parameter regimes, the marginal front is shown to be unstable to an "isolated nonlinear mode" of the PDE. This special solution has asymptotic behavior which corresponds to a discrete point in the normally continuous spectrum of possible asymptotic speeds. When this discrete speed describes a front with steeper asymptotic decrease than the marginal front, it is the asymptotic speed for fronts in (3) . van Saarloos [12, 13] showed that similar circumstances exist in other systems where the relative strengths of nonlinearities can be changed. In the equation greater front speed results in a more leisurely approach to zero and consequently stability to a broader set of initial conditions, one might infer that the more rapid the front the more stable it is. These earlier authors also show that oscillatory fronts are unstable. Moreover, since they are considering the evolution of strictly non-negative initial conditions, the fact that positive solutions remain positive strictly precludes oscillatory fronts from playing any dynamic role whatsoever. By comparing the asymptotic spatial decay of the strictly positive fronts, van [5] . In Sec.
III we will use the WTC method to find special fronts and show that these are equivalent to the fronts found using as x~00, as x~-~, and u, -u, -p=0. 4 
where g (z t) ( (3) or (7) is no more difficult. In the case of (3) , c*=2 regardless of the parameter b, and A, *=-1. In the case of (7) , the asymptotic form of the marginal front is given by 1/2 with z and c both of order 1, c undetermined. In terms of z and c (9) becomes
with (10) h(k)=ick+Q(k) .
We will evaluate (10) using the method of steepest descent. Asking that h (k) be maximal provides the require-
The form of Q(k) follows from the linear portion of (6) .
To determine the preferred front speed we will evaluate (9) [14] .
We begin the WTC method by finding a leading balance for (6) . Let
The function a is the singular manifold and the scalar e a (negative) power yet to be determined. As a~0, we expect the highest-order derivatives in (6) We seek a truncated Painleve expansion u =P(x, t)a(x, t) (13) Re[h (k')] =0, (11) Equation (6) becomes which is the requirement that we choose a speed at which the phase is stationary. The asymptotic form for u is , a , 'Pat =p4a+4"-. a-4a---, 't)ta""+ 43/a"a '+P -P a
Collecting similar powers of a gives an overdetermined system of equations for P and a:
As we will show later, the asymptotic front speed c* is the maximum speed in the continuum of possible front speeds.
a, =2 a +a "-2P
Equation (15) becomes a, = 2a""+ v'3a". (17) Deriving (17) with respect to x and using various derivatives of (14) yields 2 P, =2 +2/ + &3P".
Equating P, in (16) and (18) gives an equation for the spatial dependence of P,
Equation (19) has solutions P-exp(Ax ) with
Equation (16) To show that (23) is equivalent to the system (14) - (16), let us begin by substituting the form (13) Although these solutions and their regime of dominance appear complicated, the analysis is the same in character. In a well-defined range of parameter space, the envelope of the WTC solution has steeper descent and more rapid speed than the linear solutions resulting from the stationary-phase analysis. In Sec. IV we will discuss how the special front solution with speed c relates to the continuum of possible front solutions with maximum speed c*.
IV. ACCESSIBLE FRONT SPEEDS
The purpose of this section is to determine a class of accessible front solutions in connection with (6) . First we will examine the structure of solutions to (6) in a traveling frame of reference. Next we will suggest that some of these solutions are inadmissible because they are not approached from compact support initial conditions. Finally, we will show that the class of allowable (in the above sense) transient front speeds is the continuum [O, c'], together with the unique front speed c.
Any front solution to (6) moving with speed c must satisfy (24), the ODE u"+cu, +pu+u -u =0, with z =x -ct. As z -+ -~, u -+u, with u, the positive root of
The trajectories in the ODE corresponding to fronts can readily be understood as the dynamics of a damped oscillator. Multiplying (24) by u, and regrouping gives When the WTC method is applied to (7), the leadingorder term is complex. The method yields a system of six overdetermined equation analogous to those described by Cariello and Tabor for (2) . In this case, the solution is Fig. 3(b) . The front solutions we are interested in must satisfy not only (24) but be accessible to the PDE (6) In the earlier plot of the error norm, positivity was violated by the initial condition since we started with an oscillatory front. In the current case, however, the initial condition was non-negative. Positivity was violated by small numerical perturbations about zero, corresponding to unstable modes in the PDE. We allowed this sort of perturbation in keeping with our desire to produce results that would extend to complex equations. Figure 9 is a plot of the integrated error D for several different times.
Initially, the error is very small because we start with a monotone front solution. As this collapses toward the manifold of oscillating fronts the error grows large, and as it moves along the manifold the error is uniformly small. This supports our contention that the c & c* fronts are dynamically relevant and attracting in the presence of oscillating perturbations.
In the previous two examples, the maximum allowable To demonstrate that the oscillatory fronts still play an organizing role in convergence, Fig. 13 The speed of the initial condition was chosen to be co =1.2. Figure 14 (7) . Due to the absence of a Liapunov functional in (7) these arguments do not apply, even though the behavior of fronts in this equation obeys the same sort of laws. We intend the Liapunov functional argument presented here to illustrate the idea that the most unstable direction leaving zero defines a dominant front. However, this idea has broader relevance than the Liapunov functional argument, which is simply fortuitous for illustrating our idea in the context of (6) . We make the ansatz that stable fronts minimize F" while accessible fronts are minima in directions perpendicular to the manifold of fronts. The properties of a gradient Bow ensure that solutions seek local minima of F, but as we have already shown these minima depend on time. In this case we suggest that the dominant solution is the one which minimizes F,; of all the possible ways that F can grow more negative, the dominant solution chooses the fastest. We illustrate this idea with what we already know about the stability of fronts. Let c~a nd ub e the front speed and corresponding front which minimizes F, in the set of accessible fronts. Equation (35) shows that c must be the maximum front speed from the set of observable speeds, which we determined in Sec. V.
Thus c is either c' or c, whichever is greater. 
If u is a solution to (6), then . k+"~+~-
lows us to make this argument more concrete in the case of (6) , but the lack of a Liapunov functional in (7) does not change the force of our approach.
VII. VAN [u] .
u, =pu+u
Consider the behavior of a linear mode We have chosen to illustrate our maximum temporal growth principal with the Liapunov functional for Eq. (6) . This principal applies in equations like (7) , even when a Liapunov functional does not exist. In time, the fact that zero is unstable forces the PDE to asymptotically choose the maximum growth mode, which then develops into a front connection. In the frame of reference of a front, this corresponds to the steepest asymptotic decrease of the envelope of a front. In (7) 15 There is one other potentially accessible front. When the SH connection depicted in Fig. 2(b) 
