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Research Advances on AI-Powered
Thermal Management for Data Centers
Hui Liu , AbdusSalam Aljbri, Jie Song, Jinqing Jiang, and Chun Hua
Abstract: Given the complex nature of data centers’ thermal management, which costs too many resources,
processing time, and energy consumption, thermal awareness and thermal management powered by artificial
intelligence (AI ) are the targeted study. In addition to a few research on AI techniques and models, other strategies
have also been introduced in recent years. Data center models, including cooling, thermal, power, and workload
models, and their relationship are factors that need to be understood in the optimal thermal management system.
Simulation approaches have been proposed to help validate new models or methods used for scheduling and
consolidating processes and virtual machines (VMs), hotspot identification, thermal state estimation, and power
usage change. AI-powered thermal optimization leads to improved process scheduling and consolidation of VMs
and eliminates the hotspot from happening. At present, research on AI-powered thermal control is still in its infancy.
This paper concludes with four issues in thermal management, which will be the scope of further research.
Key words: data center; thermal management; artificial intelligence; heuristic; metaheuristic

1

Introduction

Typically, a data center has crucial components,
including networking infrastructure, storage systems,
processing machines, power supply systems, and cooling
systems. In 2018, the global data centers’ energy
consumption was estimated to be 205 terawatt-hours,
which represents 1% of the world power consumption,
a 6% growth to that in 2010[1] . The cost of this
power consumption has made information technology
(IT) companies, research centers, and scholars propose
suitable methods to optimize power consumption. By
investigating data center power consumption, it has been
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shown that cooling has a large part in data center power
consumption, which could be over 40% of the total
power consumption[2] . This amount of energy is rising
due to lousy airflow management, such as ineffective
air circulation and the crossing of cold-hot air in hot
aisles, which could lead to the creation of hotspots that
lead to power consumption increase in computing. Such
a process is the most significant part of electricity
consumption in the normal processing mode. A typical
data center layout is demonstrated in Fig. 1[3] . For
researchers to overcome the aforementioned cooling
problems and hence effectively reduce utilized power,
they need to manage the thermal level in data
centers. Thermal management represents a significant

Fig. 1

Typical data center layout.
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role in preventing server overheating and hotspot
creation with application performance optimization,
which effectively reduces power consumption. When
scholars work on thermal management optimization,
they consider one or the combination of the following
terms: intensive workloads (CPU-intensive, memoryintensive, or input/output (I/O)-intensive workloads),
inlet air temperature, exhaust air temperature, and redline temperature.
Thermal management aims to ensure that facilities’
temperature remains within a safe thermal threshold
using hardware and software solutions. Hardware
solutions either isolate cold and hot areas in a data
center, or build data centers in cold regions and utilize
outside cold air. By contrast, software solutions focus
on methods that use the data center’s thermal property
information in making intelligent decisions in the
allocation of incoming tasks. These solutions also allow
data centers to implement changes very quickly for a
minimum cost.
Artificial intelligence (AI) and its related learning and
problem-solving methods have a fast and useful way
of solving problems or predicting a situation based on
knowledge used to learn the situation from previous
information after training the present model. AI can
significantly enhance thermal management due to its
accuracy in predicting situations and finding optimal or
near-optimal solutions. Various studies were presented
with intelligent algorithms attempting to determine the
optimal solutions for an optimal problem. However, only
a few studies have considered using machine learning or
building an AI model for optimizing the scheduling or
predicting the thermal state at a specified point of time.
This survey sheds light on AI-powered thermal
management and aims to show how AI can enhance
thermal management with high accuracy on predictions
and optimization in a real-time environment. To the
best of our knowledge, there is no comprehensive
survey only on AI-powered thermal management, and
some surveys have mentioned thermal management
but have not focused on it. The main contributions
of this study are a comprehensive investigation of
the aforementioned points’ research results and the
proposition and conclusion on AI-powered related future
challenges and opportunities.
The rest of this paper is arranged as follows: Section 2
discusses data center models and how they have
been used among different studies. Section 3 presents
simulation technologies that were proposed to represent
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data center predictions over time. Section 4 covers
the optimization as a formulated problem with the
techniques and methods used to find the optimal or nearoptimal solution according to the models and algorithms
that have been used to achieve the optimization goal.
Section 5 illustrates related future challenges and
opportunities, and Section 6 presents our conclusion.

2

Model

In studying data center power consumption, four
main models always make a real impact on electrical
consumption: cooling, thermal, power, and workload
models. These models have an internal relationship that
can affect one another’s behaviors, leading to changes
in data center power consumption. More research has
also attempted to manage these models or proposed new
methods to determine the optimal way of using power to
maximize benefits and minimize costs.
2.1

Cooling model

The cooling model provides cold air and disposes of
hot air using either water or air to ensure the cooling
mode’s flow, impacting any data centers depending on
the strategies implemented. Nadjahi et al.[4] covered
all innovative cooling strategies and explained the stateof-the-art cooling strategies of data centers in further
detail.
Computer room air conditioning (CRAC) is used in
data centers to control and regulate the temperature,
airflow, and humidity. CRAC replaces air conditioning
units used to cool data centers in the past to become a
widely adopted strategy among studies of the last decade.
CRAC was adopted in Refs.[5–10] without any mention
of measuring the system’s efficiency. By contrast, in
Refs. [11–15], the coefficient of performance (CoP)
metric was used to measure the efficiency of the system
besides the CRAC units. In addition to the CoP for
achieving the cooling cost savings in CRAC, Zhao et
al.[11] used Eq. (1) to select the appropriate supply
selection,
0
Tsup
.k / C max.Dp.k // D tred ;
0
Tsup
.k / D Tsup .k / C 

(1)

where D is the heat distribution matrix that converts
power supplied by p into the temperature domain[11] ,
and  is the time interval. The cooling system is supplied
the air temperature Tsup .k /. To reduce the cooling
cost, it can be adjusted to a higher supply temperature
0
Tsup
.k /, and  is the margin between the peak inlet
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temperature and the redline temperature tred . Moreover,
0
reducing max.Dp.k // helps in increasing Tsup
.k /.
[16]
Oxley et al.
ensured that the CRAC unit did
not exceed a given power constraint. Pierson et al.[17]
presumed that the CRAC air temperature was constant.
Chaudhry et al.[18] used the CRAC and explained the
effect of a rise in the inlet temperature of each server.
Wang et al.[19] proposed that the key challenge was to
reduce the power utilized in CRACs by combining the
cooling system and computing equipment. In this study,
fans were installed on the CRACs and racks, and the
computer room’s layout can determine the flow pattern’s
reorganization. The most complicated factor is rack fans,
which was the focus of this study. Ali and Özkasap[20]
used a state-of-the-art hybrid CRAC unit that either uses
outside air, hybrid, or mechanical cooling based on
the locational temperature. The CoP was used when
assigning the workload within different temperature
zones of a data center. Zheng et al.[21] adopted the
CRAC and thermal energy storage (TES) tanks to sustain
cooling when the chiller system fails. TES tanks store
some cold materials, cold water, or ice, which can absorb
a large amount of heat dissipated by the IT equipment.
Ice tanks are expected to have a quicker heat loss than
water tanks because of their lower temperature.
A rack-mountable cooling unit (RMCU) is an airflow
handler, which is installed in the same enclosure as the
rack. Mirhoseininejad et al.[22] considered a single rack
with separated hot and cold chambers, while an RMCU
was installed at the bottom of the rack, as shown in Fig.
2. Kheradmandi and Down[23] used a single rack with
two RMCUs. The framework can be used for another
type of cooling unit and for any size of direct current
(DC).
Other cooling units, such as computer room air
handlers, were implemented to the CoolEmAll project
by Cupertino et al.[24] . Zhu et al.[25] used a water-

(a) Side view
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cooling system architecture to benefit from such a system
to generate electricity using thermoelectric generators
(TEGs) from the warm water part of the cooling system.
2.2

Thermal model

The thermal model is used in data centers to ensure the
heat level and account for heat recirculation within a
data center. The temperature usually obeys Newton’s
law of cooling.
The RC model, as shown in Fig. 3, considers
the relationship between heat transfer to the
ambient environment and the RC circuit’s electrical
phenomenon[26] . Tamb represents the external
temperature of the server, P is the power of the
server, R is the thermal resistance of the server, and C
is the specific heat capacity of the server. The model
was adopted by Ilager et al.[15] to estimate the CPU
temperature, and Pierson et al.[17] utilized the model
and employed an analytical thermal model, which takes
into account spatial and temporal temperature behaviors.
The authors aim to reduce the power consumption
by reducing the heat generated by nodes, which can
consequently reduce the DC cooling cost[15, 17] .
The lumped RC model is used to predict processors’
thermal behavior. Similar to Wang et al.[27] and Sun
et al.[28] , who combined the model with the heat
recirculation model to present a spatiotemporal thermal
model. In Ref. [28], the authors applied their work to
high-performance computing (HPC) and implemented it
in homogeneous DCs.
Other models were also used, such as the simple
low-complexity zonal model used by Mirhoseininejad
et al.[22] to obtain the temperature distribution at the
front of servers. The zonal model is an intermediate
method between full computational fluid dynamics
(CFD) simulations and multi-node lumped models. Van
Damme et al.[14] studied the thermodynamic coupling
between the workload and the cooling equipment’s
energy efficiency and adopted the thermodynamic model.

(b) 3D view

Fig. 2 Schematic of the IT enclosure integrated with a single
rack and an RMCU with separate cold and hot chambers.

Fig. 3

RC model.
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The authors demonstrated the direct coupling between
the racks’ output temperature and both system efficiency
and load[14] . Fang et al.[7] considered using a fasttemperature evaluation model for real-time thermal
management.
Some researchers have proposed their own thermal
models. For instance, Mirhoseininejad et al.[29] proposed
a holistic thermal model, namely, the adoptive learningbased model (ALTM), which can predict the temperature
of critical thermal zones using DC operational variables
as inputs and outputs. Unlike many proposed thermal
models that cannot dynamically change with changes
within a data center, this model can be dynamically
changeable as the nature of data centers. Malik et al.[8]
proposed a thermal-aware control strategy (TACS) to
control and manage the thermal status of the CPS at
different levels using a low-level centralized controller
and a high-level centralized controller. The TACS model
coordinates between the cyber and physical portions to
maintain a unified thermal threshold range within DC
pods. The model was compared to the first come, first
serve (FCFS) scheduling algorithm, genetic algorithm
(GA) based thermal-aware scheduling, and thermalaware task allocation. The results show that while using
TACS can achieve low-temperature differences among
servers, there were no hotspots. Zhao et al.[11] proposed
the ThermoRing task allocation approach to monitor
inlet temperatures in real time. They used the following
equation to obtain the inlet temperature of node i in a
period of time k [11] ,
tin .k / D tsup .k / C Dp.k /
(2)
2.3

Power model

The power model manages and controls power supplies
either in the cooling or IT and computing models.
Dynamic voltage and frequency scaling (DVFS) is
one of the most powerful power management techniques.
It reduces power consumption by adaptive voltage and
frequency scaling depending on the load per core per
CPU. In other words, it adjusts the power and speed
settings. DVFS was adopted in many studies[16, 30] . For
example, Fang et al.[7] reduced the power consumption
of cooling technology and IT systems by DFVS due
to its ability to change the core’s voltage and frequency.
Sun et al.[28] found out that using the DVFS improves the
makespan by more than 65% and improves the dynamic
energy by approximately 20%. Liu et al.[13] combined
DVFS with the thermal-aware to achieve the maximum
energy efficiency. They also proposed a thermal-aware
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and power-aware hybrid power consumption model that
synchronously takes into account power consumption
from computation, cooling, and migration[13] . Pierson
et al.[17] incorporated DVFS with their model that
makes the formulation of the power consumption no
longer a linear function. They also used the constant
dynamic power model instead of the DVFS in their
experiments[17] .
Piatek et al.[31] adopted the resource efficient
computing system (RECS), which has an embedded
power box. In CoolEmAll, Cupertino et al.[24] targeted
the RECS version 2.0, which has a precision of 1 W as
power meters that may not be enough for some usages.
Other models were also adopted, such as SpecPower08
by Wang et al.[27] and PowerNetS by Ilager et al.[15] .
In addition to the aforementioned existing models,
new models were proposed. Zheng et al.[21] proposed TEShave, which stores inexpensive electricity at night or
unstable green energy to sustain the power supply during
the outage emergency using traditional UPS batteries
alongside TES tanks, the latter being more actively
used. Zhu et al.[25] proposed an economical and energyrecycling warm water-cooling architecture, namely, Heat
to Power (H2P), where TEGs harvest the thermal energy
that uses warm water and generates electricity. The
proposed model was utilized to build an optimization
method that uses the fine-grained adjustments of the
cooling setting and dynamic workload scheduling to
increase the power generated by TEGs. The authors
claimed that TEGs equipped with their optimization
methods produce 4349 W, 4203 W, and 3979 W of
electricity on a single CPU on average under any
workload traces[25] . The power reusing performance can
hit 12.8% by 16.2%, and data centers’ total ownership
cost can be decreased by up to 0.57%. Chaudhry et al.[18]
proposed an energy model that explains the effect of the
rise in inlet temperature of each server, which leads to the
hotspot and consequently increased outlet temperature of
the servers and increases the power usage effectiveness
of the data center due to energy wastage in cooling that
gets affected by the total power consumption of the DC.
Some researchers have used a mathematical model, such
as linear equations, to calculate the power consumption
depending on the CPU utilization. For instance, Zhao et
al.[11] used Eq. (3) for their power model:
Pi .k / D Pi ..k 1/ / C mci .k /
(3)
Yao et al.[5] used Eq. (4) to derive the total power
consumption Pj .j / for rack j in which mj servers
are active where the fitting parameters b1 and b0 are
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attained using specific curve fitting methods,

Pj .j / D b1 j C b0 mj

(4)

Ali and Özkasap[20] utilized Eq. (5) to calculate the
power consumption of a server with respect to the
number of cores:
Pi . / D Ui . /  Pci . /
(5)
where Ui represents the number of cores being utilized at
server i in the time slot t and Pci is the amount of power
consumed by a single core. Marcel et al.[6] used Eq. (6)
for calculating the maximum power consumption:
Pserver .s / D Pid le C s  .Pmax Pid le / (6)
where Pserver is the power of a server, Pidle and Pmax are
the idel and maximum power of the server, respectively.
us is the utilization of the server. For the power, Van
Damme et al.[14] used a linear power model as Eq.
(7), because they focused on the workload at a higher
operating level, i.e., at the rack level in a data center
environment. This workload model has a result, which
is also a linear model.
Pi . / D vi C wi Di . /
(7)
where Pi .t/ is power consumption of rack i at time t, vi
is the power consumption for the unit being powered on,
wi is the power consumption per CPU in use, and Di .t /
is the number of CPUs that the schedulers assign to rack
i at time t.
2.4

Workload model

The workload model controls process distribution and
VM consolidation and migration among data center
nodes according to CPU features, such as free cores
on each rack, rack’s workload, and temperature level.
Existing algorithms and models were adopted, such
as the FCFS backfilling algorithm used by Fang et
al.[7] to prioritize job requests. The authors contend
that advanced task scheduling algorithms can be
implemented within the proposed framework[7] . In the
CoolEmAll project, Cupertino et al.[24] followed the
DNA approach and utilized traces stored in the archive’s
parallel workloads, which formatted the standard
workload format. The authors provided information
about the types of applications by introducing a new
header label[24] . Pierson et al.[17] used a set of singlenode, independent jobs characterized by the amount of
computation to perform and maximize the utilization
of a node’s computation capacity. The authors aim
to minimize the makespan of the workload, which
allows users to receive job results quickly and reduces

307

the number of times the nodes are powered on and
computing, leading to power consumption reduction[17] .
Some researchers have also proposed their own
algorithms. For instance, Chaudhry et al.[18] proposed a
thermal-aware server relocation algorithm that efficiently
refines the location of each server to reduce the extra
load on the cooling system, decrease the probability
of hotspots creation, and improve the waste of cooling
energy by more than 77%. This method resulted in
an energy saving of 2.1 kWh over the service period
of relocated servers. Liu et al.[13] introduced a big
data task scheduling algorithm based on thermal-aware
and DVFS-enabled techniques (TSTD) that suitably
assign the computational processes to the proper blades
and reasonably change the running frequency to save
15.2%–42.7% of overall power consumption, except
for 0% and 100% utilization situations where the core
number is 4000. Moreover, a tensor-based task allocation
and frequency assignment model was proposed to
identify the relationship between different time slots,
frequencies, nodes, and tasks. Ilager et al.[15] proposed
an online scheduling algorithm with reduced time
complexity using the greedy randomized adaptive search
procedure (GRASP) to find the near-optimal solution in
a reasonable amount of time, i.e., ETAS. For reducing
the migration bottleneck in the system, the VM with
the minimum migration time was used. Zhao et al.[32]
proposed a task scheduling algorithm using a neural
network, which was able to save 11% power compared
to other algorithms.
Other researchers have also proposed different
models. For instance, Sun et al.[28] proposed a
thermal-aware scheduling model for HPC. Ali and
Özkasap[20] proposed three different models for
workload management: (1) temperature, cooling, and
price-aware scheduling that attempts to minimize
the total cost by considering the energy amount’s
temporal variation, cooling cost, and DC site’s ambient
temperature; (2) temperature, cooling, and delay-aware
scheduling (TempCD) that seeks to minimize servicelevel agreement (SLA) breaches along with cooling costs
using network delays, intra-data center scheduling, and
outdoor cooling; and (3) temperature, price, cooling,
and delay-aware scheduling (TempPCD) that not only
minimizes the energy costs by scheduling the requests
based on the deadline but also minimizes the SLA
violations and cooling cost by taking advantage of
outside air cooling and intra-data center scheduling.
Zhao et al.[11] proposed ThermoRing to control the task
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allocations to computing nodes, which makes use of
an online feedback control mechanism to improve the
thermal management of energy-efficient clusters in a
data center.
Let j be the number of CPUs that job j requires at
time t. Then, the total number of CPUs D  that the
scheduler has to divide over the racks at time t is given
by Eq. (8)[14] :
J . /
X
D  . / D
j
(8)
j D1

Wang et al.[27] proposed a selection mechanism that
chooses a VM j based on the host temperature to
ensure the minimization of the temperature distance
(TD), which is defined as
TD D jTopt Ti j
(9)
The authors claimed that the proposed mechanism
dramatically decreases energy usage and migration
while avoiding SLA breaches in cloud data centers
and also can cooperate reasonably with different host
overloading detection algorithms under different types
of workloads[27] .
2.5

Discussion

All the works on these models aim to solve the power
consumption problem by optimizing other models,
which leads to the optimization of the power model.
These models have a strong relationship among them.
A deep understanding of these models’ relationship can
help find the optimal solution for the scheduling problem
(which is represented with the workload model) and
minimize the power consumption by the cooling system,
IT equipment, and processing unit.
For example, in the relationship between the workload
system and thermal model, if the workload did not
find the optimal scheduling solution, then it could
put the process in one node, which has an impact
on the appearance of hotspots on the system and
daily processing and hence will lead to a high-power
consumption. The problem of optimizing the power
consumption of data centers is considered as a complex
problem that is hard to solve.

3

science; or impossible or obscure in an implementation
environment, such as in astronomy.
Well-known simulators have been used in many
studies to evaluate their work, such as CloudSim,
CloudAnalyst, MDCIM, GDCim, and the widely used
model CFD. Most of these simulators were developed in
Java, C++, and Python[33] .
Some benchmark systems were proposed to evaluate
thermal efficiency, such as the ThermoBench framework
shown in Fig. 4. This framework was proposed by
Zhou et al.[34] to evaluate the thermal efficiency of
clusters deployed in data centers operating client-server
enterprise applications. The authors incorporated the
TPC-W benchmark to change transactional request mix
and load over time[34] . Chaudhry et al.[35] proposed
a benchmark system used for cloud hosting data
centers and presented virtualization-based thermal
benchmarking and workload modeling for the stress
testing of data center servers. The authors also claimed
that the system takes the minimum downtime for thermal
evaluation[35] .
Simulators were proposed, such as the simulator
introduced by Ullah et al.[33] , which takes DC
computational devices as input and produces models
that allow the analysis, visualization, and prediction of
DC thermal conditions and detect the origin reason of
hot spots. The simulator allows for applying different
job allocation strategies with the ability to analyze
each strategy’s state and find the best strategy for job
allocation. Consequently, server relocation is possible
due to the simulator’s flexibility. Sjölund et al.[36]
proposed interactive simulations of data centers on
remote GPU utilizing VirtualGL and prioritized the
multithreaded implementation of an existing lattice
Boltzmann method code. Clement et al.[37] followed the
Internet of simulation approach to build their simulation.
This framework requires no direct characterization of
the hardware being simulated, hence easily adding other
elements or servers.

Simulation

Researchers have widely used simulations to imitate
a real-world situation or event through either an
experiment or evaluation. This imitation occurs when
the situation is costly or dangerous, such as in physics
and chemistry; time-consuming, such as in computer

Fig. 4

ThermoBench framework.
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Apart from the aforementioned models, some
prediction tools were also introduced. For instance,
Piatek et al.[31] introduced microservers and thermal
models based on an analytical approach tuned with
parameters procured from empirical tests, which predicts
temperature changes in a short period and is used to
improve fan management. Cupertino et al.[24] provided
a description paper of the CoolEmAll project, which
builds a toolkit that includes a data center monitoring,
simulation, and visualization software.
A monitoring approach was proposed by Liu et
al.[38] for monitoring a container data center using
a thermal camera. First, the thermal images with
their corresponding visual effects are matched based
on the texture characteristics, and then the thermal
distribution of each server used to extract the feature
of the hotspot or server from the standard distribution
is standardized. This approach can diminish the impact
of the position and direction of the cameras. Pastor
and Menaud[39] proposed a testbed, namely, SeDuCe,
which provides public access to power consumption
and thermal dissipation data of 48 servers combined
in Grid’5000. It targets research on power and thermal
management of servers. The authors pointed out the
limitation of the proposed testbed, such as the DS18B20
sensor’s lack of reactivity and the temperature sensor’s
limitation if sudden temperature changes occur[39] .
Simulations play an important role during building,
upgrading, or deploying data centers. They can perform
the following operations:
(1) Save time and resources from being wasted.
(2) Provide predictive information about thermal
conditions and power consumption.
(3) Some simulators provide a 3D visualization of the
temperature and map the thermal conditions, which
makes it easier to discover the hotspot.
(4) Its predicted information helps to understand the
reason for temperature changes.
(5) It is used in evaluating any new models given an
estimate of the temperature for some period.
However, many simulators face a problem with the
heterogeneous data center that cannot give a realistic
prediction.

4

Optimization

Several studies have formatted their optimization
scheduling problem as NP-hard[6, 9, 15, 28, 40–42] .
Therefore, finding a near-optimal solution was
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the goal of these research works due to the complexity
of the problem and the difficulty of finding the optimal
solution. Some mathematical optimization approaches
were used, such as mixed-integer linear programming[17] ,
mixed-integer convex optimization[30] , and scalable
mixed-integer nonlinear programming[40] . Moreover,
the control theory based optimization, such as linear
and quadratic control policies based on the Lyapunov
optimization theory[12] , is not the main part of the study
area.
Some studies have adopted a bio-inspired algorithm
to optimize scheduling, whereas others have presented
heuristic methods. The learning model and data
mining were also used for the same purpose. We will
briefly present the investigation of the included studies
according to the used method.
4.1

Intelligent optimization

Finding the optimal solution for the scheduling
problem is a difficult task due to the optimization
problems’ complexity. Time and the ambiguity of these
components’ relationship are other problems that make
finding the optimal solution in real time impossible
to achieve. Therefore, some studies have adopted
intelligent optimization methods, such as heuristic or
metaheuristic algorithms, to optimize and find nearoptimal solutions.
(1) Heuristic algorithms
Heuristic algorithms are optimization methods that
find an approximate solution to a problem. They are
problem-dependent techniques and can be trapped by a
local optimum.
Al-Qawasmeh et al.[40] introduced a heuristic
procedure for converting the power assigned to core k
(PCOREk ) values into a P-state assignment. The authors
showed that a mixed-integer program could find the
optimal P-state assignment to meet the total reward
rate constraints, and finding the optimal solution of
a mixed-integer program is an NP-hard problem[40] .
The proposed technique improved 17% on average
in maximizing the reward and 9% in minimizing the
power consumption. Zheng et al.[21] proposed a heuristic
TE-Shave solution. Zhang et al.[43] proposed heuristic
ant colony optimization algorithms to solve the multiobjective optimization problem. Lee et al.[41] presented
a heuristic VM consolidation solution (thermal-aware
proactive VM mapping solution) by formulating an
optimization problem for the VM allocation problem
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utilizing their heat-imbalance model. Sun et al.[28]
proposed an online scheduling heuristic that employs the
notion of the thermal-aware load for task assignment and
thermal management aspects of the scheduling decision
and aims to decrease the makespan for homogeneous
HPC applications by assigning the arrival process
to the server, which leads to well-balanced loads
among other servers. Oxley et al.[16] designed resource
management techniques using an enhanced version of
their previous work[40] , a greedy heuristic, and a GAbased approach with the local search while ensuring that
power consumption and thermal constraints are obeyed
and taking into consideration the co-location. Lee et al.[9]
proposed a low-complexity heuristic solution that finds a
balance online in the energy-accuracy trade-off inspired
by the complexity of optimization problem, making it
unfeasible for realistic scenarios, including servers and
VMs.
(2) Metaheuristic algorithms
Metaheuristic optimization algorithms are problemindependent techniques that find the approximation
solution to a problem. Moreover, they get over the
shortage of heuristic algorithm that is trapped by a local
optimum.
According to the investigation of the included
studies in this work, Ilager et al.[15] proposed an
online scheduling algorithm based on GRASP, namely,
ETAS, which performed better in real time than the
deterministic algorithm of the same problem. The
proposed algorithm prevented a hotspot creation with a
small performance overhead in SLA violations, saving
23.5% and 5% more energy to the thermal-aware
algorithms. The proposed algorithm can be adjusted
to manage the solution’s computational time and quality.
Liu et al.[13] proposed a heuristic task scheduling
algorithm using the simulated annealing, namely, TSTD.
The simulated annealing was adopted due to the
ability to randomly search for feasible neighboring
solutions. TSTD achieves power consumption saving
of approximately 15.2%–42.7% compared to the FCFS
algorithm, except if the core number was 4000 with
0% or 100% of utilization. Wang et al.[19] applied the
particle swarm optimization (PSO) algorithm to solve the
flow rate optimization problem due to its complexity and
nonlinearity. As aforementioned, Oxley et al.[16] used a
GA-based approach in addition to their previous study[40]
and a greedy heuristic. Marcel et al.[6] investigated
some consolidation approaches based on bio-inspired
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algorithms to determine a near-optimal solution, such
as GA- and PSO-based consolidation. According to the
authors[6] , the bio-inspired meta-heuristics achieves 20%
better results than classical greedy algorithms. Figure 5
shows a comparison of the total power consumption.
4.2

Learning and mining

The supervised machine learning approaches were
utilized by Jafarizadeh et al.[42] for determining the
location of any sensor among a set of probable
locations. Classical supervised learning techniques,
such as K-nearest neighbor or support vector machine,
can be utilized. However, both techniques failed to
estimate the bijective relation between sensor indices
and locations. Therefore, an extra step based on the
maximum weighted bipartite matching problem was
formed for the sensor localization, which can be solved
in polynomial time. Moreover, the Gaussian mixture
model and log-linear model can solve the optimization
problem. Mirhoseininejad et al.[29] proposed an ALTM
that quickly adapts to thermal changes in the data center
environment without any prior awareness of heat transfer
rules between data center entities, besides its ability to
be efficiently used for either cooling system controllers
or thermal-aware workload schedulers. For training
the ATLM, the authors utilized a MATLAB toolkit in
which the standard backpropagation method employs the
Levenberg-Marquardt algorithm to train the model[29] .
Their results confirm the accuracy and adaptability of
the model. The authors also explored weighted recursive
least squares for the estimation of a linear model[29] .
For unsupervised machine learning approaches for
predicting the system behavior, Kheradmandi and
Down[23] applied a machine learning based predictor
for predicting the dynamic behavior of the system,
a subspace-based identification method was utilized

Fig. 5

Total power consumption comparison.
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to train a discrete-time state-space model. Zhao et
al.[32] proposed an improved neural network that
explicitly includes fan power to predict a server’s
thermal state. The authors also proposed a vanilla
task scheduling algorithm that utilizes the improved
neural network to decrease an edge data center’s
energy usage while maintaining a sufficient service
performance guarantee[32] . The proposed task scheduling
algorithm saves as much as 11% power consumption.
The reinforcement learning (RL) model was applied
by Wang et al.[19] for the outer layer to define
the influence of thermal changes on their proposed
model temperature rising matrix (TRM) for different
flow rate distributions. The proposed learning model
reflects the influence of fans’ airflow rates on TRM
parameters to overcome the relationship complexity
between the predicted steady temperature and flow
fields. A backpropagation neural network was applied
with n server racks’ airflow rates as inputs, l fully
connected hidden layers, and nn outputs, which are the
parameters of the TRM. The gradient descent was used
for modifying the parameters of the network. The model
learns to simulate the nonlinear and complex correlation
between airflow rates and TRM parameters by collecting
trial-and-error methods.
The data mining techniques were utilized by Chiara
et al.[10] for thermal profiling as preventive measures
and detection of hotspots. The authors presented a data
mining algorithm for locating the hotspots to reduce
the large thermal gradient in the data center caused
by the uneven distribution of server dissipated waste
heat followed by increasing cooling effectiveness[10] .
This technique was employed on the ENEA HPC data
center’s big thermal characteristic dataset. The proposed
algorithm has shown that approximately 8% of the nodes
are frequently placed in the hot range category.

hard problem. The heuristic algorithms were used to find
the near-optimal solution due to the difficulty of these
problems. When the data center has numerous servers,
the implementation of the real time system becomes
complex. Accordingly, metaheuristic algorithms can
overcome this shortcoming.
The aforementioned complexity needs advanced
systems and methods. Therefore, AI techniques were
used. PSO and GA are used to find approximate
solutions to extremely difficult or impossible numeric
maximization and minimization problems. Data mining
is used to extract system patterns and data center’s
thermal state from a specific dataset. It uses techniques
developed by machine learning. AI models were used
to predict the dynamic system behavior without any
former awareness of temperature transfer rules. RL is
used to define the influence of thermal changes. Deep
reinforcement learning (DRL) was not used before that,
which could make a significant impact.
The formulation of the optimization problem, task
and thermal scheduling, VM consolidation, controlling,
predictive, simulation, and modeling were covered in
the presented studies. As aforementioned, some of them
used heuristic and metaheuristic algorithms, machine
learning approaches, data mining algorithms, nonlinear
programming, linear and mixed linear programming,
Granger causality, and other mathematical models to
satisfy the goals of the studies. Some of these studies
used a single model or approach, whereas others used
a mix of them. Some approaches proved their strength
to solve the problem, whereas others are weak in that
they need other models or approaches to overcome the
shortages.

4.3

Saving energy either by generating power using TEGs
or storing heat using phase-change materials (PCMs)[44]
achieves a good result in reducing power consumption.
Combining these methods in one work can achieve a
better result in reducing power consumption besides
introducing an efficient method for minimizing the
power cost and reusing the heat. Researchers need to
conduct more studies on PCM materials most compatible
with TEGs. Moreover, further studies could focus on
two questions. First, how to integrate TEGs in PCMs?
Second, which scenario will achieve the best results?
Either uses the stored heat for only generating power,
or introduces a hybrid system that both store heat to

Discussion

The optimization problem has received significant
attention among all the studies. Some studies attempted
to minimize the hate creation inside the data
center, either by optimizing the task scheduling, VM
consolidation, or thermal scheduling. Clearly, all of the
optimizations aim to control the thermal status and avoid
the hotspot creation, which leads to the optimization of
the power consumptions.
Furthermore, several methods have been used to
achieve the aforementioned goals, such as linear or
nonlinear programming methods, to formulate the
optimization problem that sometimes becomes an NP-

5

Challenges and Opportunities

(1) Heat recycling for cooling power

312

simultaneously reuse heat to generate power.
(2) Trade-off between thermal management and
resource management
Careful consideration and trade-off of heat
management and power consumption of computation
lead to better resource management. Existing heat
management methods often achieve a uniform
distribution of data center temperature through load
balancing to reduce cooling power consumption. From
the perspective of reducing computing power
consumption, resource management is often necessary
to centralize the workload and resource, let ideal servers
be off. Therefore, it is necessary to study how to
comprehensively weigh calculation power consumption
and cooling power consumption to achieve the best
energy saving effect.
(3) Thermal management with DRL
Artificial neural networks can be used for predicting
temperature status at a specific time with height accuracy.
This type of model needs to be trained and feed with
a history of the thermal state, and one of the stat-tothe-art models in AI is DRL. This model can provide a
significant result to avoid hotspot creation by predicting
the thermal state of each device in the data center and
enhance the scheduling according to the prediction.
(4) Thermal management in a heterogeneous
environment
Research on the multi-node heat management strategy
considers the heterogeneous environment. Most heat
management strategies for multi-nodes simplify the
problem and only consider homogeneous data centers,
and each physical node structure is consistent. As high
scalability, dynamics, and heterogeneity have become
new trends in major green data centers, there is still
room for continued research and improvement of these
methods to a large extent.

6

Conclusion

This work surveys recent research works on AI-powered
thermal management for data centers, including data
center infrastructure models, simulations, optimization
approaches and methods, and open issues. To
further understand the intricacies of the data center
component relationship, the architectures of the system
from research communities have been presented.
Several works have been performed using heuristic,
metaheuristic, or statistical methods. Furthermore,
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powering thermal management with AI has not received
significant attention from researchers, hence ignoring
the importance of AI-powered thermal management to
enhance scheduling, power consumption, and thermal
awareness. Studies that consider AI were covered in this
paper. Nevertheless, a large number of challenges and
open issues still need to be solved.
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