In this article, we compare several approximation methods for computing the tolerance factors of a multivariate normal population. These approximate methods are evaluated by comparing the Monte Carlo estimates of the coverage probabilities with those of the specified ones. Numerical studies indicate that, in general, the tolerance factors based on an approximate method given by John, which is commonly used in the literature, are inaccurate when the number of variates is greater than or equal to 2, but another approximation (which is also due to John) with slight modification gives better results. Using John's idea, we also suggest some new approximations, which give satisfactory results. Two of the new approximations emerge as satisfactory candidates for practical use. Our fairly extensive numerical results provide guidelines regarding the choice of the tolerance factor for practical applications.
INTRODUCTION 1 .l Background
Tolerance regions are used widely in industrial applications. The theory of tolerance regions is well developed in the univariate case, particularly for the univariate normal distribution; see Guttman (1970a) for a detailed treatment of the theory. For the construction of tolerance factors for a univariate normal distribution, tables, approximations, and programs are available; see Guttman (1970a, chap. 4) and Eberhardt, Mee, and Reeve (1989) . The literature on the multivariate setup is rather limited, however. The first attempt at constructing tolerance regions for a multivariate normal distribution, applicable to finite samples, appears to be due to John (1963) . He considered the setup in which the multivariate normal distribution has unknown mean and unknown variance-covariance matrix. John's (1963) work is quite significant because he not only developed the theoretical framework for the problem but also provided simple and easy-to-use approximations for computing the tolerance factors. Furthermore, he outlined a general approach for obtaining various approximations for the tolerance factors. An approach for deriving approximate tolerance factors was also described by Siotani (1964) . The computations required to obtain his tolerance factor is rather involved, however, and he gave a practical solution only for the bivariate case. Related results were given by Chew (1966) , who also reviewed the results of John (1963) . It should be pointed out that early work due to Wald (1942) provided a large-sample procedure for computing tolerance regions. Other large-sample results were given by Guttman (1970b) . In fact, when the sample size is 100 or more, Guttman (1970a, chap. 4) provided tables of tolerance factors for multivariate normal distributions of dimensions 2, 3, and 4.
For the multivariate normal distribution, the computation of the tolerance factors involved the distribution of the eigenvalues of a Wishart matrix. John (1963) suggested approximations based on the distribution of the arithmetic mean, geometric mean, and harmonic mean of the eigenvalues. We shall describe these in Section 2. Note that, for the multivariate normal distribution, the tolerance factors can be estimated by Monte Carlo. Indeed, for the bivariate normal distribution, Hall and Sheldon (1979) reported such results in the bivariate case. Fuchs and Kenett (1987, 1988) , however, used the arithmetic-mean approximation suggested by John (1963) . The approximate tolerance factor involves the percentiles of both central and noncentral chi-squared distributions. It appears that some confusion has resulted from John's unconventional notation for the noncentrality parameter of a noncentral chi-squared distribution; see Remark 2.1 in Section 2. Consequently, the tolerance factors given by Fuchs and Kenett (1987, 1988) are incorrect.
Some Examples
Several authors have applied tolerance regions to specific practical problems, assuming multivariate normality. Hall and Sheldon (1979) discussed an application dealing with ballistic miss distances. Fuchs and Kenett (1987) applied John's (1963) dimensional) and a second example dealing with the diagnosis of atopic diseases based on the levels of immunoglobulin in blood (in which the data are three-dimensional). In the citrus-juice example, the six-dimensional data consisted of measurements of six attributes-total soluble solids produced at 2O"C, acidity, total sugars, potassium, form01 number, and total pectin. The reference sample consisted of 80 specimens of pure juice. Once the tolerance region is computed, we can check if the measurement on an additional specimen to be tested falls in the tolerance region to decide whether or not it is adulterated.
In a later article, Fuchs and Kenett (1988) used multivariate tolerance regions in a quality-control application for deciding whether ceramic substrate plates used in the microelectronics industry conform to an accepted standard. The five-dimensional data used for this purpose consisted of measurements of physical dimensions of individual substrates. A tolerance region for this problem is a region that covers a specified proportion of the target standard population, with a certain confidence. Decision regarding conformity of the new substrates to the accepted standard is based on whether the corresponding five-dimensional observations belong to the tolerance region. Details of the problem, including the manufacturing steps, were described by Fuchs and Kenett (1988 The major goal of this article is to investigate whether the various approximations for the tolerance factors derived for the multivariate normal distribution are satisfactory. We also have suggested some new approximations, one of which is based on the harmonic mean of the eigenvalues of a Wishart matrix, already mentioned by John (1963) . His chi-squared approximation for the distribution of the harmonic mean appears to be unsatisfactory, however, as will be clear from the numerical results in Section 4. We have suggested a more satisfactory approximation by equating the first and second moments of the reciprocal of the harmonic mean of the eigenvalues of a Wishart matrix to the first and second moments of a scalar multiple of the reciprocal of a chi-squared random variable, which we call the modified harmonic-mean approximation. As the numerical results indicate, such an approximation is much more satisfactory, compared to the arithmetic-mean, geometric-mean, and harmonic-mean approximations of John (1963) .
The article is organized as follows. In Section 2, we briefly discuss the theoretical derivation of the tolerance region. This was essentially given by John (1963) . In Section 3, we discuss the various approximations for computing the tolerance factor. The existing approximations are given and some new ones are proposed-the modified harmonic-mean approximation mentioned previously, as well as two other approximations using scalar-valued functions of a Wishart matrix instead of scalar-valued functions of its eigenvalues. Section 4 gives the numerical results for comparing the various approximations. The numerical results are reported for dimensions 2, 3, and 6, and for coverage and confidence levels .90, .95, and .99. For the purpose of comparison, we have also included the tolerance factor, obtained by Monte Carlo. Our comparison of the tolerance factors is based on the simulated confidence coefficients of the various approximate tolerance factors.
Our conclusions are as follows. The tolerance factors based on the arithmetic-mean and geometric-mean approximations are very unsatisfactory, The corresponding tolerance factors are much smaller than the actual tolerance factor. Consequently, the corresponding confidence level is much smaller than the confidence level we choose. The situation becomes worse as the dimension gets large. The harmonic-mean approximation of John (1963) is slightly better, but it is still very unsatisfactory for practical use. The modified harmonic-mean approximation appears to provide comparatively better performance. The simulated confidence level of the resulting tolerance factor is also below the actual confidence level, however, the difference being somewhat significant in higher dimensions. In the bivariate case, we have also included Siotani's (1964) approximate tolerance factor in our numerical results. This approximation provides a conservative tolerance factor. That is, the corresponding confidence level is larger than the confidence level we choose. Moreover, Siotani's (1964) approximation is tractable only in the bivariate case. It turns out that our new approximations, based on scalar-valued functions of a Wishart matrix, are more satisfactory. One of the new approximations results in a tolerance factor that is somewhat large compared to the actual tolerance factor. In other words, the corresponding tolerance region is conservative. Our second approximation turns out to be much more satisfactory. Our approximations result in tolerance factors having explicit analytic expressions. In other words, they do not present any computational difficulty. Furthermore, our numerical results show the accuracy of the various approximations and provide some guidelines regarding the approximation to be used for practical purposes. Note that, for estimating the tolerance factor by Monte Carlo simulation, the parameters are the sample size, the dimension, coverage of the tolerance region, and the confidence level. Among our approximate tolerance factors, there is no single choice that is completely satisfactory for all values of the preceding parameters. In fact, our approximations are somewhat unsatisfactory when the coverage and the confidence level become large, especially in higher dimensions. In this situation, estimating the tolerance factor by Monte Carlo simulation appears to be the only option currently available. We have provided such estimated tolerance factors in Table 4 , Section 4, for some selected values of the sample size and the dimension.
OUTLINE OF THE THEORY
Let iVP(pL, C) denote the p-variate normal distribution with mean vector p and variance-covariance matrix C. Here both ,Q and C are unknown. Let x1, x2 j , x, denote a random sample from NP(pL, C), where n > p. Write g=-7', 2 xi, A = 2 (xi -x)(xi -x)'. Then x and (l/n)A are the maximum likelihood estimators of p and C and, furthermore, (l/n -l)A is an unbiased estimator of C; see Anderson (1984, chap. 3) . Let x denote a future observation from NP(b: C), where x is independent of x1,x2 ,..., x,. A tolerance region is a region for x satisfying the inequality
where c is the tolerance factor, to be determined subject to the condition that the region in (2.2) contains at least a proportion /? of the normal distribution A$(p, C), with confidence y. Specifically, c satisfies
The main problem is the computation of the tolerance factor c satisfying (2.3). An explicit analytic form for c is not available. Thus c must be computed either numerically using Monte Carlo methods or by using a satisfactory approximation. In the bivariate case (i.e., p = 2), Hall and Sheldon (1979) provided tables of the the tolerance factors obtained by Monte Carlo methods for various values of n, p, and y. Such a computation can be quite time consuming, especially in higher dimensions. Hence, it is desirable to derive good approximations. John (1963) suggested some approximations, and his main result is stated in the following theorem. We shall use the following notation. Let 4) and let li > ... > 1, > 0 be the ordered eigenvalues of V. Write 1 = (11,l2,. . , IP)'. Note that V N WP(IP,n -l), the p-dimensional Wishart distribution with df = n -1 and associated scale matrix IP.
Theorem 2.1. Suppose that 1 is as defined previously, and let ((1) be a real valued function of 1 such that 1, < E(1) < Ii. Furthermore, let ~'(a; m, 6) denote the 100&h percentile of a noncentral chi-squared distribution with df = m, and noncentralitv parameter 6, and let v7 denote the lOO(l-r)th 3. APPROXIMATE TOLERANCE FACTORS We shall now give several approximate tolerance factors, based on different choices of the quantity E(1) in Theorem 2.1. The arithmetic-mean, geometric-mean, and harmonicmean approximations described here were given by John (1963) . In the rest of the article, we shall use the following notation. The central chi-squared distribution with df = m will be denoted by x2(m) and its 100&h percentile by x2(a; m). The noncentral chi-squared distribution with df = 'rtx and noncentrality parameter 6 will be denoted by x2(m, S) and its 100&h percentile by x2(cu: rn: S).
where V is given in (2.4). Because tr(V) = tr(AC-l) N x"((n -l)p), v2, the lOO(1 -r)th percentile of tr(AC-l)/ p, is given by 1/2 = x2(1 -7; (n -l)P) P From (2.51, the approximate tolerance factor, say c,,, is given by
Then it is known that r(l) is approximately distributed as a multiple of a gamma random variable with shape parameter p(n -p)/2. The approximate distribution \ ,/ percentile of i(l). Then, an approximate expression for c is given by that satisfies (2.3) is given by c = (n -1)x2(/% P, pln)lvz.
(2.5) John (1963) justified the approximation for large values of 'n. For completeness, we have given a proof of Theorem where ~1 = E(1) and 2.1 in Appendix A. Note that the value of c in (2.5) depends on the E(1) that we choose. Several choices are discussed in Section 3. 91 = ; 1 _ (P -l)(P -2) 1/P 2n. Remark 2.1. John (1963) used the notation 612 for the The preceding approximate distribution of E(1) is due to noncentrality parameter of a noncentral chi-squared distribution, which we denote by 6 in the statement of Theorem Hoe1 (1937) and was also given by Anderson (1984, p. 265) 2.1. Our notation appears to be the standard notation; see and John (1963, p. 366) . [There are two typographical errors also Chew (1966, sec. 5.2) . Thus, in John's notation, (2.5) in John's expression (5.5) for gl; the exponent l/p is misswill become c = (n -l)~~(/$p,p/2n)/v~. This difference ing and the denominator should be 2n, not 2(n -l).] Hence, if we choose E(l) as the geometric mean given in (3.41, 2/Z in in notation appears to have caused some confusion in the literature, especially in the work of Fuchs and Kenett ( 1987, (2.5 ) is approximately equal to (l/gl)G(l -y;p(n -p)/2), 1988).
where gl is given in (3.5) and G(l -y;p(n -p)/Z) denotes the lOO(1 -y)th percentile of the gamma distribution with shape parameter p(~. -p)/2. This gives the following approximate tolerance factor, denoted by cglrl:
tributed. From the proof of Theorem 2.1, given in Appendix A, it follows that ( (1) is to be chosen so as to have the following approximation [see (A.6) in Appendix A]:
With r(l) as given in (3.7), John (1963) approximated the distribution of p<(l) with a chi-squared distribution with df = (n -1)~ -p(p + 1) + 2. Using the percentile of such a chisquared distribution gives the following tolerance factor, denoted by chIXI:
The following justification can be given for choosing E (1) 
Clearly, the preceding approximation will hold if the following approximation is satisfactory:
In other words, we need to compute r(l) so that diag( 1/11, l//2, . . l/1,) can be approximated using (l/ <(l)&. An obvious way of computing such a E (1) This is equivalent to minimizing CrZ1((l/li) -(l/<(l)))", and the solution is easily seen to be the harmonic mean given in (3.7).
A Modified Harmonic-Mean Approximation
We shall once again consider c(l) = p/tr(V-') given in (3.7). Instead of John's (1963) chi-squared approximation of the distribution of p<(l), we shall consider approximating the distribution of tr(V-l) by that of u/x2(b), where the constants a and b will be determined by equating the first and second moments of tr(V-') to those of a/x2(b). Toward this, we note that
The expression for E[tr(V-l)] is immediately obvious 3.5 An Approximation Based on v,,,, from that of E [V-l] given, for example, by Anderson Recall that E(1) satisfies 1, < r(l) < Il. We shall now con-(1984, p. 270). The expression for E[{tr(V-')}2] can be ob-sider a function of V, say E(V), that satisfies I, 5 E(V) 5 II, tained from von Rosen [1988, corollary 3.1 (v) Equating the first two moments in (3.9) to those in (3.10), we get
n-2 and a = P@ -2) n-p-2' (3.11) Thus, ~2, the lOO(1 -r)th percentile of c(l) in (3.7), can be approximated by the lOO(1 -r)th percentile of px2(b)/a, where a and b are given in (3.11). This gives the following approximate tolerance factor, denoted by c,,,ilm:
c In hm = 4n -l)x2(P;plpln) PX2(1 -y; b) (3.12) where u,', is the first element of V/-l. More explicitly, suppose that V is partitioned as where 7j11 is a scalar, vai is a (p -1) x 1 vector, vra = vi,, and Vz2 is (p-1) x (p -1). Then ~11.2 = vll -v~~V~;~VS~. Because any diagonal element of a positive definite matrix is less than or equal to the largest eigenvalue, we get v11.2 < 'ull 5 1i. Furthermore, because u,', is the first diagonal element of V-l and because l/1, is the largest eigenvalue of V-l, we also have w;ira 5 l/Z,; that is, v11.2 2 1,. In other words, I, I~i1.2 5 1i. Because ~11.2 N x2(n--p) (see Anderson 1984, theorem 7.3.6) , the choice t(V) = ~~1.2 gives the following approximate tolerance factor, denoted by c,:
c," = (n, -l)x2(Ym/4 x2(1 -y;n.-p) (3.15) Remark 3.1. The use of 711~.~ may appear somewhat ar-The main reason for choosing the harmonic mean (as opbitrary, because '~11.2 is not a symmetric function of V. posed to the arithmetic mean or the geometric mean) is Note, however, that '~~1.2 is not directly used for computing that we can easily approximate the distribution of l/<(V) the tolerance factor in (3.14). We use its distribution only to obtain the percentile v2 for computing the tolerance factor in (2.5). The lOO(1 -r)th percentile of any random variable lying between I, and Ii is a potential choice for y. The validity of the resulting tolerance factor can then be investigated numerically.
3.6 An Approximation Based on the Harmonic Mean and v,,.,
Our numerical results in Section 4 show that, in general, the tolerance factor c&m in (3.12) is somewhat smaller than the actual tolerance factor, whereas c, in (3.15) is somewhat large. This suggests that a tolerance factor between c&m and c, may be quite satisfactory. Recall that c&m is derived based on the choice E(1) = p/tr(V-') and c, is derived based on c(V) = ~11.2. We shall now consider a choice of t(V) between p/tr(V-l) and 7~i~.~. The choice that we shall make is the harmonic mean of p/tr(V-') and rjll.a. Specifically, let .4) and (B.9)], and the first two moments of d/x2(e) are similar to those in (3.10). Equating the two sets of moments, we get e= 4p(n-p-l)(n.-P)-12(P-l)(n-P-2)
Thus, v2, the lOO(1 -y)th percentile of E(V) in (3.16), can be approximated by the lOO( 1 -r)th percentile of x2(e)/d, where d and e are as given in (3.17). The resulting approximate tolerance factor will be denoted by C,,hm and is given by c u hm = 47L -~)x~(P:P,P/~ Siotani (1964) derived an approximate tolerance factor by choosing 712 to be the lOO( 1 -r)th percentile of the quantity (3.20) see equation (42) of Siotani (1964) . Because IV/ l/P < tr(V)/p and because IV/ l/P 5 II, it follows that h(l) < II. It is not true, however, that h (1) not hold.) If h, denotes the lOO(1 -r)th percentile of h(l), the tolerance factor suggested by Siotani (1964) , say csiot, is given by (3.21)
We would like to point out that in Siotani's (1964) article, the tolerance factor appears as in (3.21) without the quantity (n, -1) in the numerator; see his equation (46). The reason for this is that he defined h(1) as in (3.20) using the eigenvalues of V/(n -l), instead of those of V as we have done. It is easy to verify that h(l/n -1) = (l/n -l)h(l). The major hurdle in using (3.21) is the difficulty in computing 12,. In the bivariate case, Siotani (1964) gave the density of h(1) and also its cumulative distribution function, which can be used for the computation of h,. If p > 3, it appears that h,, has to be numerically obtained. When p = 2, Siotani (1964) showed that where I,(d) denotes the incomplete gamma function; see Equation (57) of Siotani (1964) . To compute csiot in (3.21), the quantity h, that we need is the value of ho that will make (3.22) equal to 1 -y.
MONTE CARLO STUDY
We now evaluate the approximations given in Section 3 by comparing the Monte Carlo estimates 9 of the coverage probabilities with the specified values of y for various values of p and n. To compute the approximations, we used the IMSL FORTRAN subroutines CSNIN to compute the percentiles of a noncentral chi-squared distribution, CHIIN to compute the percentiles of a central chi-squared distribution, and GAMIN to compute the percentiles of a gamma distribution. Furthermore, we used the IMSL subroutine RNMVN to generate normal variates and the FORTRAN subroutine due to Smith and Hocking (1972) to generate Wishart variates.
In the Monte Carlo simulation study, we used the following expression, which is equivalent to (2. where y, u, and V are independent with y N N,(O, I,), u -N,(O, (l/n&), and V N IV,(l,,n -1). Write V = TT', where T is the lower triangular matrix with positive diagonal elements. For our simulation study, we need only T; Smith and Hocking's algorithm returns T as one of the outputs. The simulation study was conducted as follows:
1. For given 12, p, ,0, and y, compute an approximate value of c; call it c,.
2. i = 1; generate a u and a T; compute T-l. 3. Generate 1,200 y's and compute a' = (y -u)'T'-' and the quadratic form (n, -1)a'a for each y. Find the proportion of the quadratic forms less than or equal to co. If this proportion is greater than or equal to /3, then set Zi = 1; else Zi = 0.
4. Find the 1OOPth percentile of the quadratic forms in step 3; call it Qi.
5. i = i + 1; go to
Step 2 until i = 1,200. 6. T = C:$e" 2,/1,200 is a Monte Carlo estimate of y; 1007th percentile of the Qi's is a Monte Carlo estimate of the tolerance factor c. Note that it is not possible to estimate the tolerance factor and its coverage probability in a single simulation. A separate simulation is needed to estimate the coverage probabil-TECHNOMETRICS, AUGUST 1999, VOL. 41, NO. 3 ity. To understand the accuracy of the simulation estimates, see the work of Hall and Sheldon (1979) , who discussed the accuracy of the simulation estimates of the tolerance factors based on 1,200 by 1,200 runs for the bivariate case. For 72 = 10(10)4O,p = 2, and the values of y and 0 that are of practical interest, we computed all seven approximations given in Section 3 and the corresponding Monte Carlo coverage probability estimates +. These values are given in Table 1 (pp. 237-238) . For the purpose of comparison, we have also included the Monte Carlo estimate of the tolerance factor. For p = 3 and p = 6, we have carried out the same computation for all the approximations except Siotani's (1964) . It was omitted because the cumulative distribution function (3.18) is applicable only in the bivariate case. Hence, the quantity h, [required to compute csiot in (3.21)] has to be numerically obtained. We did not carry out this calculation. The results for p = 3 and p = 6 are given, respectively, in Table 2 and Table 3 ( pp. 239-242) .
The conclusions we draw from Tables l-3 are the following. The arithmetic-mean approximation is the worst, followed by the geometric-mean and harmonic-mean approximations. The tolerance factors based on these approximations are much smaller than the actual tolerance factors, and hence the confidence level is also substantially less. The 243 COMPUTINGTOLERANCEFACTORS FORAMULTIVARIATENORMALPOPULATION situation is particularly unsatisfactory for the case p = 6. proximation, given in Section 3.3, may partly explain this. For example, when p = 6, n = 30, and p = y = .90, the The modified harmonic-mean approximation shows a bettolerance intervals based on the arithmetic mean, geomet-ter performance compared to the harmonic-mean approxiric mean, and harmonic mean have simulated confidence mation perhaps due to the accuracy of the approximation. levels 9 equal to .159, .482, and .803. Among the three, The tolerance factor based on the harmonic-mean approxthe harmonic-mean approximation exhibits relatively better imation is also slightly less than the actual tolerance facperformance. The justification for the harmonic-mean ap-tor, however, in most of the cases considered for simula- tion. Overall, c, provides a conservative tolerance factor except when p is large and VIZ. is small (see the results for /? = .99,p = 2, and n = 10 and 20). The tolerance factor c,iot is even more conservative when n is small (see the results for p = 2 and n = 10). The tolerance factor based on Cohm is extremely satisfactory except for the cases in which n is small and ,!? is large (@ = .99). Our overall recommendation is to use c&m for p = .90 and 95 and to use c, when p = .99. Note that these approximations provide tolerance factors having explicit analytic forms and hence are easily computed. The numerical results, however, indicate that their performance is somewhat unsatisfactory when the @ and y get large. In this case, estimating the tolerance factor by Monte Carlo simulation is the best option for those who have ready access to modern computing environments. runs are not stable, so they are not reported. In such situations, more stable estimates can be obtained by increasing the number of simulation runs to at least 10.000 x 10,000.
CONCLUDING REMARKS
It is clear that tolerance factors can be estimated by Monte Carlo simulation. The required computations, however, can be quite time consuming, especially in higher dimensions. Thus, it is highly desirable to have good approximations. This article is an attempt to arrive at such approximations. We have accomplished three goals. First, we have y = .95 -provided a review of the limited results that are available for the construction of tolerance regions for a multivariate normal population. Second, we have suggested some new approximate tolerance factors. Finally, we have made a comparison of the different approximate tolerance factors. It appears that such a comparison has not been attempted before. Based on the numerical results, we have been able to make some recommendations on the choice of the approximate tolerance factors for practical use. Our numerical results show that some of the approximate tolerance factors currently in use are very inaccurate and should not be used. Our study also suggests the direction in which research should proceed to arrive at even better approximate tolerance factors. For example, it appears quite likely that a choice of E(V) between p/tr(V-') and v11.2 [different from that in (3.16)] will provide a good approximation. Fuchs and Kenett (1987, 1988) argued that many statistical-process-control problems are multivariate in nature. Yet, tolerance regions have not been widely used in this context, unlike in the univariate case, perhaps due to the unavailability of practical solutions that are easy to compute. We believe that our article has successfully addressed this issue. Our hope is that it will make multivariate tolerance regions popular and more accessible to practitioners. where z = (zl,. . ,zP)',q = (ql,. . . ,qP)', and 1 = @I, 12, . . . , IP)'. The conditional distribution of z, given V and q, is NP (0, I,), and hence conditionally given V and q, (Zi -42 -x2 (1, qp) , and are independent for i = 1, . . , p, where x2 (m, S) denotes the noncentral chi-squared random variable with df = m and noncentrality parameter 6. It is difficult to derive the exact conditional distribution in (A.2), and hence John (1963) suggested the following approximation.
Let [(I) be a real-valued function of 1 = (11, Z2, . . , ZP)' such that I, 5 ( (1) Because, given q, cEi(zi -qi)2 -x~(P, Cy=i $), (A.71 is equivalent to
We note that EE, 4% = q'q = u'u and nu'u N x"(p).
Hence, E(CF=)=, 43) = p/n. As a further approximation, John (1963) replaced x2(p;p, Cy==, qz) by x2(P;p,p/n) and justifies it for large n. With this approximation, (A.8) becomes and consider the partitioning given in (3.14). Recall that V N W,(I,, n -l), the p-dimensional Wishart distribution with df = n -1 and associated scale matrix Ip. We shall use some of the following properties of the Wishart distribution for the matrix V in terms of the partitioning given in (3.14)
[for a proof of these properties, we refer to Muirhead (1982, theorem 3 .2. lo)]: 1. 2111 .2 N X% -P).
2. v2; l/2 v21 N N(O,I,-1).
3. vz2 r.4 Wp-l(Ip-l, n -1).
-l/2 4. 2111.2, v22 vai, and Vi2 are independently distributed. The following expected values can be easily derived using -l/2 where we have used the independence of v~r.~, V,, VZl, the distributional results in (B.2); see also (3.9):
and Vz2. The expected values required to simplify (B.7) are given in (B.3). On simplification, we get -(n-1,-2;(n-p-4) E[tr(VI)] = p/(72 -p -2) E(T:;rr2tr(V~1)) = (71, -p -1) + (n, -p -3)(p -1) (n-pl)(rl -P-2)(n-p-4)'
03.8) P[(n -P -3)P + 21 E[{tr(V-')}2] = (n -p -l)(n -p -2)(?2 -p -4) E[tr(V2;')] = (P -l)/(n -P -1)
Substituting (B.8) into (B.5) and simplifying, we get 2p(n -p -1) -3(p -1) (B.9) E(W2) = 2p(n-p-l)(n-p-2)(72-p-4)' E(V2;"2 v21v12v2;1'2) = I,-,.
(B.3) [Received March 1998 . Revised February 1999 Using (B.l) and (B.3) and simplifying, we get
