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Abstract
Deformations of a Courant Algebroid (E, 〈·, ·〉, ◦, ρ) and its Dirac subbundle A
have been widely considered under the assumption that the pseudo-Euclidean met-
ric 〈·, ·〉 is fixed. In this paper, we attack the same problem in a setting that allows
〈·, ·〉 to deform. Thanks to Roytenberg, a Courant Algebroid is equivalent to a sym-
plectic graded Q-manifold of degree 2. From this viewpoint, we extend the notions
of graded Q-manifold, DGLA and L∞-algebra all to “blended” version so that Pois-
son manifold, Lie algebroid, Courant algebroid are unified as blended Q-manifolds;
and define a submaniold A of “coisotropic type which naturally generalizes the
concepts of coisotropic submanifolds, Lie subalgebroids and Dirac subbundles. It
turns out the deformations a blended homological vector field Q is controlled by a
blended DGLA, and the deformations of A is controlled by a blended L∞-algebra.
The results apply to the deformations of a Courant algebroid and its Dirac struc-
tures, the deformations of a Poisson manifold and its coisotropic submanifold, the
deformations of a Lie algebroid and its Lie subalgebroid.
1 Introduction
Deformation theories are traditionally described using differential graded Lie alge-
bras (DGLA, for short), with the goal of establishing the 1-1 correspondence between
the deformations of a given object and the Maurer-Cartan elements of an associated
DGLA. However, some deformation problems require an extension of the concept so
that the failure in describing the deformations by Maurer-Cartan elements of a DGLA
is measured by an infinite sequence of brackets that are intrinsically compatible. Such
a notion is called an L∞-algebra, and nowadays it is widely adopted for deformations.
An L∞-algebra L is said to control the deformations of an object if the deformations are
exactly those solutions of the Maurer-Cartan equation of L. Therefore, given a deforma-
tion problem in consideration, a routine task is to construct an L∞-algebra and show it
controls the deformations.
The motivating problem of this paper is the deformation problems of a Courant
algebroid and its Dirac structures. Courant bracket was first studied by T. Courant ([2]),
and was later formalized by Z. Liu, A. Weinstein and P. Xu to study the structure of Lie
bialgebroids. Roughly speaking, a Courant algebroid is a vector bundle E equipped
with a pseudo-inner product 〈·, ·〉, an anchor ρ from E to the tangent bundle TM of the
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base manifold M , and a bracket ◦ on the space Γ(E) that fails to be a Lie bracket. The
failure is leveraged between the loss of antisymmetry and the loss of Jacobi identity.
A Dirac structure is an involutive Lagrangian subbunle A of E. It lends great power
in unifying geometric structures such as symplectic, Poisson, complex and generalized
complex structures.
Due to the wide applications of Courant algebroid and Dirac structure, their defor-
mation problems have been broadly considered and kept a topic attracting interests. In
[11], Z. Liu, A. Weinstein and P. Xu first construct a DGLA (ΩA, dA, [·, ·]L) associated to
the Dirac structure A assuming the existence of a transversal Dirac structure L, and use
it to control the small deformations of A. Later in [8], formal deformations of a Dirac
structure are considered. Concerning Courant algebroid, from pure algebraic viewpoint,
the deformations are described via Poisson algebra in [9] under the assumption that the
pseudo-inner product is fixed. With the same assumption, in [5], via D. Roytenburg’s
derived brackets viewpoint, a DGLA is constructed to control the deformations of the
bracket ◦ and the anchor ρ; upon the selection of a complement B, an L∞-algebra VA,B
is constructed to control the deformations of A; the two are combined to control their
simultaneous deformations. Very recently, the uniqueness of the DGLA (ΩA, dA, [·, ·]L) in
[11] and the L∞-algebra VA,B in [5] is proved in [6]. To be specific, a different selection
of the complement results in an L∞-isomorphic DGLA or L∞-algebra.
In this paper, we attempt to attack the deformation problem of Courant algebroid
and Dirac structure in the most general setup:
1) the pseudo-inner product 〈·, ·〉 is deformed with the bracket ◦ and the anchor ρ;
2) a deformed subbundle of A is not assumed to be Lagrangian in advance.
Thanks to D. Roytenberg ([14]), Courant algebroids are in 1-1 correspondence with
symplectic graded Q-manifolds of degree 2, i.e. a graded vector bundle E equipped with
a symplectic structure Ω of degree 2 and an involutive vector field XQ of degree 1 that
preserves Ω. Considering the Poisson structure π inverse to Ω, by carefully selecting the
degree on multi-vector fields, π is of degree −1. The pair (π,XQ) is equivalent to the
Courant algebroid structure (〈·, ·〉, ◦, ρ) on E and satisfies

[π, π]SN = 0,
[π,XQ]SN = 0,
[XQ,XQ]SN = 0.
Here [·, ·]SN is the Schouten-Nijenhuis bracket of multi-vector fields on graded manifolds.
Let X(E) be the collection of multi-vector fields on E . It is clear that the operator [XQ, ·]
is a differential of the DGLA (X(E), [·, ·]SN). However, although the composition of the
operator [π, ·] is zero, it is not a differential since its degree is −1. In order to combine
them together, we attempt to add π and XQ into a blended structure π+XQ. Following
this idea, the notion of DGLA is extended to a ’blended’ version, which is then used to
control the deformations of Courant algebroid.
On the other hand, the vector field π+XQ satisfying [π+XQ, π+XQ]SN = 0, which is
analogous to a homological vector field. With this idea in mind, we immediately notice
a list of geometric structures that fall into the same scheme.
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Geometric structure Graded structure Characteristic submanifold
Poisson manifold ? coisotropic submanifold
Lie algebroid Q-manifold of degree 1 Lie subalgebroid
Courant algebroid symplectic Q-manifold of degree 2 Dirac structure
VB-Courant algebroid([12]) Q-manifold of degree 2 ?
It seems one can unify all these structures by properly generalizing the Q-structure.
Considering that Poisson structure is a bi-vector field, we first allow homological vector
field to be a multi-vector field. Secondly, in Courant algebroid the Poisson structure is of
degree −1, we continue to extend the notion so that a homological vector field contains
components of both degree 1 and −1. Such a homological vector field is called blended,
and consequently, the geometric spaces in the above table are unified to blended Q-
manifolds.
It follows that the characteristic submanifolds such as coisotropic submanifold, Lie
subalgebroid and Dirac structures may have a uniform definition. Motived by the def-
inition of a coisotropic submanifold, both Lie subalgebroid and Dirac structure satisfy
that the blended homological vector field is annihilated by the conormal bundle of the
submanifold. Using this condition, we define submanifolds “of coisotropic type” in a
blended Q-manifold, and unify all the characteristic submanifolds in the table. This also
enlightens us that the deformation problems of those submanifolds could be solved in
the general setup once for all.
Following the construction of an L∞-algebra associated with a Lie-subalgebroid, a
‘blended’-L∞-algebra LA associated with a submanifold A of “coisotropic type” is con-
structed similarly. The structure maps of LA are given by the higher derived brackets of
the homological vector field Q, and under necessary regularity conditions, if a deforma-
tion of A is of coisotropic type then it is a Mauer-Cartan element of L. The deformations
of coisotropic submanifolds, Lie subalgebroids and Dirac structures can be solved as ap-
plications.
The structure of the paper is as follows. We extend the notion of DGLA and L∞-
algebra to blended version in Section 1, and extend the notion of graded Q-manifold
to blended Q-manifold in Section 2 with submanifolds of “coisotropic type” defined. In
Section 3, the deformations of a general blended Q-structure and the deformations of a
submanifold of coisotropic type are attacked. It turns out that the former deformations
are controlled by a blended DGLA, while the latter ones are controlled by a blended L∞-
algebra. When the two structures are not “blended”, they can be combined to control
simultaneous deformations. Finally, in Section 4, the deformation problems of a Courant
algebroid and its Dirac structure are solved as applications of the results in Section 3.
2 Blended L∞-algebras
For the purpose of describing our results on deformations in latter sections, we ex-
tend the notions of differential graded Lie algebra (DGLA) and L∞-algebra both to some
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blended version. We also show that Voronov’s higher derived brackets construction of
L∞-algebra applies directly to this blended version.
A Z-graded vector space V over a field k is a direct sum ⊕k∈ZVk of k-vector spaces.
An element v is homogeneous if v ∈ Vk for some k, and its degree is |v| = k. A linear
subspace of V is a subset V ′ ⊆ V , such that V ′k = V
′ ∩Vk is subspace of Vk for all k. The
direct sum and tensor product of two graded vector spaces V and W are also graded
vector spaces:
(V ⊕W )k = Vk ⊕Wk, (V ⊗W )k = ⊕i+j=kVi ⊗Wj.
Particular, T (V ) = ⊕∞n=0(⊗
nV ) is a graded algebra with respect to the tensor product,
called the tensor algebra of V . The symmetric algebra S(V ) of V is the quotient of T (V )
by the ideal generated by {v⊗w− (−1)|v||w|w⊗ v | v,w ∈ V homogeneous}. The image
of v1 ⊗ · · · ⊗ vn under the natural projection T (V )→ S(V ) is denoted by v1 ⊙ · · · ⊙ vn.
For any n ∈ Z, the n-th suspension of V , denoted by V [n], is a graded vector space
with grading (V [n])k = Vk+n. A linear map f : V →W between graded vector spaces is
a collection of linear maps {fk : Vk → Wk}k∈Z. A linear map of degree n from V to W
is a linear map g : V → W [n]. Such a g is homogeneous, and its degree is denoted by
|g|. For any v ∈ V , we use v[n] to denote the corresponding element in V [n].
A linear map mn : ⊗
nV → V is graded symmetric if
mn(v1 ⊗ · · · ⊗ vi+1 ⊗ vi ⊗ · · · ⊗ vn) = (−1)
|vi||vi+1|mn(v1 ⊗ · · · ⊗ vi ⊗ vi+1 ⊗ · · · ⊗ vn)
for any v1, · · · , vn ∈ V homogeneous and i = 1, · · · , n − 1. For a general τ in the
symmetric group Sn of n letters, the Koszul sign e(τ) is introduced so that
mn(vτ(1) ⊗ · · · ⊗ vτ(n)) = e(τ)mn(v1 ⊗ · · · ⊗ vn).
Be alerted that e(τ) also depends on |v1|, · · · , |vn|. A linear map ln : ⊗
nV → V is graded
antisymmetric if
ln(vτ(1) ⊗ · · · ⊗ vτ(n)) = (−1)
τ e(τ)ln(v1 ⊗ · · · ⊗ vn).
Here, (−1)τ is 1 if τ is even, and −1 if τ is odd.
Definition 2.1. A graded Lie algebra is a Z-graded vector space V equipped with a graded
antisymmetric bilinear bracket [·, ·] : V ⊗ V → V of degree 0 that satisfies the Jacobi
identity, i.e.
[a, [b, c]] = [[a, b], c] + (−1)|a||b|[b, [a, c]], ∀ a, b, c ∈ V homogeneous.
A derivation of degree n is a linear map d : V → V [n] satisfying
d[a, b] = [da, b] + (−1)n|a|[a, db].
A derivation d+ of degree +1 is called a positive differential if (d+)2 = 0. Analogously,
a derivation d− of degree −1 is called a negative differential if (d−)2 = 0. Naturally,
the triples (V, [·, ·], d+) and (V, [·, ·], d−) are called positive DGLA and negative DGLA,
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respectively. The quadruple (V, [·, ·], d+, d−) is called a blended DGLA if d+ and d− satisfy
the compatible condition
d+d− + d−d+ = 0.
In this case, d = d+ + d− is called a blended differential.
Remark 2.2. A positive differential (or a positive DGLA respectively) is just a differential
(a DGLA) in the usual sense, and the adjective “positive” can be omitted without ambiguity.
From Definition 2.1, two derivations d+ and d− make (V, [·, ·]) into a blended DGLA if
and only if they satisfy |d+| = 1, |d−| = −1 and
(d+ + d−)2 = 0.
Definition 2.3. An element v of (V, [·, ·], d+, d−) is a Maurer-Cartan element if v is of the
form v+ + v− with v+ ∈ V1 and v− ∈ V−1, and satisfies the Maurer-Cartan equation
dv +
1
2
[v, v] = 0 (d = d+ + d−).
By counting degrees, the Maurer-Cartan equation above decomposes into a system of
equations: 

d+v+ +
1
2 [v+, v+] = 0,
d+v− + d
−v+ + [v+, v−] = 0,
d−v− +
1
2 [v−, v−] = 0.
Next, let us recall the definition of an L∞-algebra and extend it to a blended version.
Let Sj,n−j be the collection of (j, n − j) shuffles in Sn, i.e. τ ∈ Sj,n−j if and only if
τ(1) < · · · < τ(j) and τ(j + 1) < · · · < τ(n).
Definition 2.4. An L∞-algebra is a Z-graded vector space V together with a family of
graded symmetric linear maps {mk : ⊗
kV → V [1]}k≥0, such that the family of Jacobiators
{Jn : ⊗
nV → V [2]}n≥1, defined by
Jn(v1, · · · , vn) =
∑
i+j=n+1
∑
τ∈Sj,n−j
e(τ)mi(mj(vτ(1), · · · , vτ(j)), vτ(j+1), · · · , vτ(n)),
vanishes identically. The L∞-algebra V is flat if m0 = 0. A linear subspace V
′ ⊂ V is an
L∞-subalgebra if all mk ’s are closed on V
′, i.e. mk(⊗
kV ′) ⊆ V ′[1] for all k. In this case,
(V ′, {mk|V ′}k≥0) is itself an L∞-algebra.
Remark 2.5. The notion of L∞-algebra in Definition 2.4 is traditionally referred to as
an L∞[1]-algebra. Instead, an L∞-structure on V is a collection of graded antisymmetric
linear maps {lk : ⊗
kV → V [2− k]}k≥0, satisfying∑
i+j=n+1
(−1)i(j−1)
∑
τ∈Sj,n−j
e(τ)li(lj(vτ(1), · · · , vτ(j)), vτ(j+1), · · · , vτ(n)) = 0.
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A DGLA (V, [·, ·], d) is a flat L∞-algebra in this sense, by setting l1 = d, l2(·, ·) = [·, ·] and
lk = 0 for all k ≥ 3. An L∞-structure on V is equivalent to an L∞[1]-structure on V [1] by
the “shift-isomorphism” sh: ⊗kV [1] → (⊗kV )[k]
v1[1]⊗ · · · ⊗ vk[1] 7→ (−1)
∑k
i=1(k−i)|vi|v1 ⊗ · · · ⊗ vk.
Readers may find more details in [10]. In the rest of the paper, we shall work with L∞[1]-
algebras exclusively, and abuse the language to call them L∞-algebras.
Since in Definition 2.4 the map m1 functions as a differential that makes V into a
cochain complex, the L∞-algebra defined in this way is viewed as cohomological ana-
logue. The homological analogue of L∞-algebra is defined in a similarly way, with the
distinction that all structure maps mk are of degree −1 instead of 1. To distinguish the
two types of L∞-algebras, we shall call the L∞-algebra in Definition 2.4 a positive L∞-
algebra, and the homological analogue a negative L∞-algebra. As before, the adjective
“positive” can be omitted. A blended L∞-algebra is a compatible combination of the
two analogues of L∞-algebras.
Definition 2.6. A blended L∞-algebra is a Z-graded vector space V equipped with two
families of graded symmetric linear maps {mk : ⊗
kV → V [1]}k≥0 and {nk : ⊗
kV →
V [−1]}k≥0, such that the Jacobiators of the family {mk + nk} vanish.
Equivalently, (V, {mk}, {nk}) is a blended L∞-algebra if and only if (V, {mk}) is a posi-
tive L∞-algebra, (V, {nk}) is a negative L∞-algebra, and {mk} and {nk} are compatible
in the sense that∑
i+j=n+1
∑
τ∈Sj,n−j
e(τ) [mi(nj(vτ(1), · · · , vτ(j)), vτ(j+1), · · · , vτ(n))
+ni(mj(vτ(1), · · · , vτ(j)), vτ(j+1), · · · , vτ(n))] = 0, (2.1)
for any n ∈ N and v1, · · · , vn ∈ V . It is known that a positive L∞-structure on V is
equivalent to a codifferential Q of the graded coalgebra (S(V ),∆S) ([10]), in which ∆S
is the coproduct defined by
∆S(v1 ⊙ · · · ⊙ vn) =
n∑
i=0
(v1 ⊙ · · · ⊙ vi)⊗ (vi+1 ⊙ · · · ⊙ vn).
One may easily extend this viewpoint to negative and blended L∞-algebras by changing
Q to a negative or blended codifferential.
Definition 2.7. A Maurer-Cartan element of (V, {mk}, {nk}) is an element v of degree 0
that satisfies the Maurer-Cartan equation
∞∑
k=0
1
k!
(mk + nk)(v, · · · , v) = 0. (2.2)
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A blended L∞-algebra degenerates to a positive L∞-algebras if the family {nk} vanishes.
Consequently, Maurer-Cartan elements of a positive L∞-algebra should satisfy
∞∑
k=0
1
k!
mk(v, · · · , v) = 0.
To work with Maurer-Cartan elements, convergence of the Maurer-Cartan equation
needs to be ensured. We shall discuss the conditions required for convergence when
we meet the problem later in this paper.
Higher derived brackets are invented to construct L∞-algebras in [17]. The idea
also works for blended L∞-algebra, and we shall state the construction in this setup.
Definition 2.8. A V-algebra is a graded Lie algebra (V, [·, ·]) that is the direct sum of an
abelian Lie subalgebra a and a Lie subalgebra b.
Denote the projection V → a by P , then b = ker(P ). The condition that b is a Lie
subalgebra is equivalent to
P [x, y] = P [Px, y] + P [x, Py], ∀x, y ∈ V.
Therefore, a V-algebra is characterized by the quadruple (V, [·, ·], a, P ). An element ∆ ∈
V is called a positive (negative, or blended, respectively) Maurer-Cartan element if [∆, ·] =
0 is a positive (negative, or blended) differential of (V, [·, ·]).
Theorem 2.9 ([17]). Let (V, [·, ·], a, P ) be a V-algebra. For any blended Maurer-Cartan
element ∆ ∈ V , the associated family of higher derived brackets {mk∆ : ⊗
k
a → a}k≥1,
defined by
m0∆ = P (∆),
mk∆(a1, · · · , ak) = P [· · · [[∆, a1], a2], · · · , ak],
makes a into a blended L∞-algebra, denoted by a
P
∆. Moreover, a
P
∆ is flat if P (∆) = 0.
The theorem can be proved by showing that the Jacobiators of the family {m∆k }k≥1
coincide with the higher derived brackets associated with 12 [∆,∆].
If aP∆ is positive, there is also an L∞-structure on V [1] ⊕ a ([18]) that can be used
to control simultaneous deformations ([4]). Due to the mismatch of the degrees in the
DGLA (V, [·, ·], [∆, ·]) and in the L∞-algebra a
P
∆, this construction does not generalize to
blended L∞-algebras constructed via higher derived brackets.
Theorem 2.10 ([18, 4]). Given a positive Maurer-Cartan element ∆ of the V-algebra
(V, [·, ·], a, P ), the direct sum V [1] ⊕ a is an L∞-algebra, denoted by (V [1] ⊕ a)
P
∆, whose
structure maps are given by
m0 = P (∆), (2.3)
m1(v[1], a) = (−[∆, v][1], P (v + [∆, a])), (2.4)
m2(v[1], w[1]) = (−1)
|v|[v,w][1], (2.5)
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mk(v[1], a1, · · · , ak−1) = P [· · · [[v, a1], a2], · · · , ak−1], k ≥ 2, (2.6)
mk(a1, · · · , ak) = P [· · · [[∆, a1], a2], · · · , ak], k ≥ 2, (2.7)
for any a, a1, · · · , ak ∈ a and v,w ∈ V homogeneous, and the structure maps at all other
combinations are zero. The L∞-algebra (V [1] ⊕ a)
P
∆ is flat if ∆ ∈ ker(P ). Furthermore,
(∆˜, a) ∈ V1 ⊕ a0 is a Maurer-Cartan element if and only if{
[∆ + ∆˜,∆+ ∆˜] = 0, and
a is a Maurer-Cartan element of aP
∆+∆˜
.
3 Graded Q-manifolds and Submanifolds
The regular homological vector field in literature is not adequate for our applica-
tions. In this section, we shall extend the concept of homological vector field to include
multi-vector fields, and generalize it to a blended version that allows a component of
degree −1. The advantage of doing this is that by this viewpoint Poisson manifolds, Lie
algebroids and Courant algebroids are unified elegantly as blended Q-manifolds (Ex-
ample 3.8, Example 3.9, Lemma 5.3). The submanifold of coisotropic type in a blended
Q-manifold is defined, which turns out to encompass the structures including coisotropic
submanifolds (Example 3.12), Lie subalgebroids (Example 3.11), and Dirac structures
(Lemma 5.6).
Essentially all graded manifolds are from graded vector bundles ([1]). Therefore,
we adopt the following definition.
Definition 3.1. A graded manifold is a Z-graded vector bundle E , i.e. a collection of
ordinary vector bundles {Ek}k∈Z of finite rank over some manifoldM .
The elements in Ek are homogeneous of degree k. For any n ∈ Z, the nth-suspension E [n]
is a graded vector bundle with (E [n])k = En+k. The dual E
∗ of E is also a graded vector
bundle with grading (E∗)k = (E−k)
∗. Moreover, any regular vector bundle A → M can
be considered as a graded vector bundle concentrated in degree 0, still denoted by A.
In this paper, we are only interested in graded manifold of the form {Ek}
−1
k=−n (n ∈ Z
+),
i.e. it only has finitely many nonzero components and all of them are concentrated in
degrees between −n and −1 with E−n 6= 0. We call n the degree of the graded manifold.
Fixing x ∈ M , the fiber Ex is a graded vector space whose symmetric algebra S(Ex)
is defined. Then S(E) =
⊔
x∈M S(Ex) becomes a graded vector bundle, called the sym-
metric algebra bundle of E . The algebra of smooth functions on E , denoted by C∞(E), is
the unital graded commutative associative algebra Γ(S(E∗))).
Example 3.2. Given a smooth manifold M , the graded vector bundle E = T [1]M is ob-
tained by shifting the degree of the fibers of TM by 1. It follows that C∞(E) coincides with
the algebra Ω(M) of differential forms onM .
The derivation of C∞(E) are vector fields.
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Definition 3.3. A vector fieldX of degree |X| = k on E is a linear map C∞(E)→ C∞(E)[k]
that satisfies the Leibniz rule, i.e.
X(fg) = X(f)g + (−1)k|f |fX(g)
for any f, g ∈ C∞(E) homogeneous. The collection of vector fields on E is a graded vector
space, denoted by V(E).
Let (x1, · · · , xm) be a local coordinate system on an open subset U ⊂ M , and {ξjk} the
linear coordinates of the fibers of Ek|U . Locally, a vector field has the form
f i
∂
∂xi
+ gjk
∂
∂ξ
j
k
, f i, g
j
k ∈ C
∞(E).
Here
∂
∂xi
and
∂
∂ξ
j
k
have degrees inherited from the grading of E , defined by
∣∣∣∣ ∂∂xi
∣∣∣∣ = 0,
and
∣∣∣∣ ∂
∂ξ
j
k
∣∣∣∣ = −|ξjk|. As a locally free C∞(E)-module, the set V(E) is in fact the section
space of a graded vector bundle TE over E , called the tangent bundle. For each e ∈ E ,
the tangent space TeE is a graded vector space. Denote by Te[−1]E the degree shifted
by −1 in the fibers. It follows that the collection ⊔e∈ES(Te[−1]E) forms a graded vector
bundle over E , the sections of which are multi-vector fields. Locally, a multi-vector field
is a finite sum of terms of the form
f
i1···ipj1···jq
k1···kq
∂
∂xi1
∧ · · · ∧
∂
∂xip
∧
∂
∂ξ
j1
k1
∧ · · · ∧
∂
∂ξ
jq
kq
.
Here, the operation v∧w of vector fields is understood as (v[−1])⊙ (w[−1]). Beyond the
degree inherited from E , a multi-vector field is also graded by its multiplicity. Therefore,
a homogeneous multi-vector field Z of multiplicity l has bi-grading (|Z|, l). In fact, the
grading on X(E) is such selected so that the degree of Z is the sum |Z| + l. In the
following, we shall call this sum the total degree of Z, and denote it by |Z|total.
A multi-vector field of multiplicity l is called an l-vector field. Denote by Xl(E) the
collection of l-vector fields on E . It is clear that X0(E) is just C∞(E), and X1(E) coincides
with V(E). For a homogeneous function f and a homogeneous vector field X, one has
|f |total = |f | and |X|total = |X| + 1. The space X(E) =
∑∞
l=0X
l(E) is the collection
of all multi-vector fields, which is a C∞(E)-module as well as a graded commutative
associative algebra under the product ∧. Precisely, we have
Y ∧ Z = (−1)|Y |total·|Z|totalZ ∧ Y, ∀Y,Z ∈ X(E) homogeneous.
For a smooth manifoldM , it is known that X(M) is a Gerstenhaber algebra. This picture
can be generalized to X(E).
Theorem 3.4. With respect to the total degree of multi-vector fields, X(E) together with
the product ∧ and the Schouten-Nijenhuis bracket [·, ·]SN of multi-vector fields forms a
Gerstenhaber algebra. Here, the Schouten-Nijenhuis bracket is determined by
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(1) [f, g]SN = 0,
(2) [X, f ]SN = X(f),
(3) [X,Y ]SN = X ◦ Y − (−1)
|X||Y |Y ◦X,
(4) [Z1, Z2] = −(−1)
(|Z1|total−1)(|Z2|total−1)[Z2, Z1]SN,
(5) [Z,Z1 ∧ Z2]SN = [Z,Z1]SN ∧ Z2 + (−1)
(|Z|total−1)(|Z1|total)Z1 ∧ [Z,Z2]SN,
for any f, g ∈ C∞(E), X,Y ∈ X1(E), and Z,Z1, Z2 ∈ X(E) homogeneous.
We only need to prove (X(E [1], [·, ·]SN) is a graded Lie algebra by showing that it satisfies
the Jacobi identity. This can be verified by straightforward but tedious induction on
the multiplicity of multi-vector fields. We ask the reader to excuse us for omitting the
verification here.
Since we shall work with the graded Lie algebra structure on X(E)[1] exclusively, for
simplicity, denote the degree of X(E)[1] by ‖ · ‖, i.e. ‖Z‖ = |Z|total − 1. Without further
notice, we shall use this shifted total degree ‖·‖ for the graded Lie algebra (X(E), [·, ·]SN).
It is worth noticing that the degrees ‖ · ‖ and | · | coincide on X1(E). Furthermore, X1(E)
is close under [·, ·]SN , and we have the following easy fact.
Corollary 3.5. X1(E) is a graded lie subalgebra of (X(E), [·, ·]SN).
Next, let us define and generalize homological vector fields.
Definition 3.6. A multi-vector field Q+ ∈ X(E) is called homological if ‖Q+‖ = 1 and
[Q+, Q+]SN = 0. The pair (E , Q
+) is called a graded Q-manifold or a positive Q-manifold.
A negative homological vector field is a multi-vector field Q− of total degree −1 sat-
isfying [Q−, Q−]SN = 0. A blended Q-structure on E is a pair consisting of a positive
homological vector field Q+ and a negative homological vector field Q− that are compati-
ble by satisfying
Q+Q− +Q−Q+ = 0.
In this case, Q = Q+ +Q− is called a blended homological vector field.
Concerning the differential attribute of homological vector fields, the The following
observation is immediate.
Proposition 3.7. A homological vector fieldQ gives rise to a differential [Q, ·] of (X(E), [·, ·]SN)
and makes it into a differential graded Lie algebra. If Q is negative or blended, one gets
negative or blended differential graded Lie algebra structures respectively.
If Q is a vector field, i.e. the multiplicity of Q is 1, the respective differential graded Lie
algebra structure can be restricted on X1(E) to make it a differential graded Lie algebra of
a version the same as Q.
Example 3.8. Any smooth manifold M can be considered as a degenerated graded vector
bundle without fibers. A Poisson structure onM is a bi-vector field π satisfying [π, π]SN = 0.
Since ‖π‖ = 1, we conclude that a Poisson manifold (M,π) is equivalent to a (positive) Q-
manifold of degree 0.
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In general, a blended Q-manifold of degree 0 is a smooth manifold together with Q+ =
π ∈ X2(M) and Q− = f ∈ C∞(M) satisfying
[π, π]SN = 0, and [π, f ]SN = 0.
This is equivalent to that (M,π) is a Poisson manifold, and f is a Casimir function.
Example 3.9. Let (A, [·, ·], ρ) be a Lie algebroid over M . It is well-known that the Lie
algebroid structure on A is equivalent to its Lie algebroid differential dA : Γ(∧
nA∗) →
Γ(∧n+1A∗) defined by
dAω(a0, · · · , an) =
n∑
i=0
ρ(ai)(ω(a0, · · · , aˆi, · · · , an))
+
∑
0≤i<j≤n
(−1)i+jω([ai, aj ], a0, · · · , aˆi, · · · , aˆj , · · · , an),
which satisfies d2A = 0. Let us consider the graded vector bundle A[1]. It is easy to see
C∞(A[1]) = Γ(∧·A∗). It follows that dA can be viewed as a vector field of degree 1 on A[1]
that satisfies [dA, dA]SN = 0. Therefore, Lie algebroids are graded Q-manifolds of degree 1.
A submanifold A of a graded manifold E is a graded vector bundle {Ak}k∈Z over a
submanifold S of M such that Ak is a subbundle of Ek. With the homological vector
field Q in consideration, we propose the following definition.
Definition 3.10. A submanifold A of (E , Q) is called of coisotropic type if A is concen-
trated in some fixed degree k0, and Q|Ek0 (N
⊥A) = 0. Here,
N⊥A = ⊔s∈S{ξ ∈ T
∗
s Ek0 | ξ(TsA) = 0}
is the conormal bundle of A in Ek0.
Example 3.11. When (M,π) is Poisson, a submanifold S of coisotropic type is just a
coisotropic submanifold in the usual sense. This is also the reason we select this name for
the submanifold in Definition 3.10.
For a general blended Q-manifold M of degree 0, we have Q = π + f with π a Poisson bi-
vector field and f a Casimir function. A submanifold S is of coisotropic type if and only if S
is a regular coisotropic submanifold of the Poisson manifold (M,π), and satisfies f |S = 0.
Example 3.12. Given a Lie algebroid (A, [·, ·], ρ), a subbundle E over S ⊂ M is a Lie
subalgebroid if and only if the homological vector field Q = dA is tangent to E[1] ([7]).
Equivalently, Q|E[1] annihilates the conormal bundle N
⊥E[1]. Thus the submanifolds of
coisotropic type in (A[1], dA) are in 1-1 correspondence with the Lie subalgeboids of A.
4 Deformations in Graded Q-manifolds
We shall consider the deformations of a blended Q-manifold, and of a submanifold
of coisotropic type in this section.
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4.1 Deformation of Q-structure
Let (E , Q) be a blended Q-manifold. A deformation of the Q-structure is an element
Q˜ of the form Q˜++Q˜− ∈ X1(E)⊕X−1(E). Here we use Xk(E) to denote the collection of
multi-vector field Z whose shifted degree ‖Z‖ = k. It is easy to seeQ+Q˜ is homological
if and only if Q˜ satisfies the Maurer-Cartan equation
[Q, Q˜]SN +
1
2
[Q˜, Q˜]SN = 0.
Theorem 4.1. Deformations of a blended Q-manifold (E , Q) is controlled by the blended
DGLA (X(E), [·, ·]SN, [Q, ·]SN). To be specific, Q˜ = Q˜
+ + Q˜− ∈ X1(E) ⊕ X−1(E) is a defor-
mation of Q if and only if Q˜ is a Maurer-Cartan element.
Let Q+ and Q− be the degree +1 and degree −1 component of Q respectively. Decom-
posing the components by degree, the above Maurer-Cartan equation is equivalent to
the system 

[Q+, Q˜+]SN +
1
2
[Q˜+, Q˜+]SN = 0
[Q+, Q˜−]SN + [Q
−, Q˜+]SN + [Q˜
+, Q˜−]SN = 0
[Q−, Q˜−]SN +
1
2
[Q˜−, Q˜−]SN = 0
.
If Q is of multiplicity 1, we may restrict our attention to deformations of the same type,
i.e. Q˜ is also of multiplicity 1. It follows that such deformations are controlled by the
Lie subalgebra (X1(E), [·, ·]SN, [Q, ·]SN).
Corollary 4.2. If the homological vector fieldQ has multiplicity 1, a vector field Q˜ ∈ X1(E)
is a deformation ofQ if and only if Q˜ is a Maurer-Cartan element of (X1(E), [·, ·]SN, [Q, ·]SN).
This corollary also includes the result on deformations of a classical homological vector
field, by imposing the condition |Q| = |Q˜| = 1.
Example 4.3. A Poisson manifold (M,π) is a Q-manifold of degree 0. Considering it as
a blended Q-manifold, a deformation of π is of the form π˜ + f with π˜ ∈ X2(M) and
f ∈ C∞(M) that satisfies 
Xf = [π, f ]SN = 0,[π, π˜]SN + 1
2
[π˜, π˜]SN = 0.
Here Xf is the Hamiltonian vector field of f . If restricting attention to deformations with
f = 0, we recover the classical result that π˜ ∈ X(M) is a deformation of π if and only if it
is a Mauer-Cartan element of the DGLA (X1(M), [·, ·]SN, [π, ·]SN).
Example 4.4. A Lie algebroid (A, [·, ·], ρ) overM is equivalent to theQ-manifold (A[1], dA)
of degree 1, in which the homological vector field dA is the Lie algebroid differential. As
a blended Q-manifold, a deformation of dA is a pair (d˜A, f) with d˜A a derivation of the
graded commutative algebra Γ(∧·E∗) and f a smooth function onM , satisfying
ρ
∗(df) = 0,
[dA, d˜A]SN +
1
2
[dA, d˜A]SN = 0.
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If requiring that f = 0, we recover that the deformations of a Lie algebroid structure in the
usual sense is controlled by the DGLA (X1(A[1]), [·, ·]SN, [dA, ·]SN).
4.2 L∞-algebra of a submanifold
Let A over S ⊂ M be a submanifold of (E , Q) of coisotropic type. By definition, A
has only one nontrivial component concentrated in degree k0. Let B be a complement
of A, i.e. Ek0 |S = A⊕ B. Identify the normal bundle NS as a tubular neighborhood of
S. Denote the pull-backs of A and B along the bundle projection NS → S by A˜ and B˜
respectively.
A˜ −−−−→ Ay y
NS −−−−→ S,
B˜ −−−−→ By y
NS
p
−−−−→ S.
Definition 4.5. A deformation ofA is a pair (σ, ψ) ∈ Γ(NS)⊕Γ((A˜)∗|Sσ⊗B˜|Sσ) in which
Sσ is the graph of σ, so that the graph of ψ is a submanifold of coisotropic type over Sσ.
Shrinking the tubular neighborhood if necessary, we may assume Ek0 = A˜ ⊕ B˜ on NS.
Since we are only interested in deformations near A, without loss of generality, assume
M = NS. Secondly, ψ can be identified with an element φ ∈ Γ(A∗ ⊗ B). To do this,
by the pull-back construction, we extend ψ to an element ψ˜ ∈ Γ(A˜∗ ⊗ B˜), then restrict
ψ˜ to S. Let a′ be the set Γ(S(A∗) ⊗ (NS ⊕ B)). Immediately, a′0 = Γ(NS) ⊕ Γ(A
∗ ⊗ B)
consists of all possible deformations of A.
Next, we construct an L∞-algebra associated with A via higher derived brackets,
which is similar to the construction of the L∞-algebra associated with a coisotropic
submanifold in [3] and that associated with a Lie subalgebroid in [7]. Readers will
see that the construction does not rely on A being of coisotropic type, and we shall
consider A as a subbundle unless otherwise specified. Let a be the collection Γ
(
S(A∗)⊗(
(∧·NS)[1] ⊕ S(B[−1])[1]
))
, and it will be shown that a is the space where the L∞-
structure lives. If denoting the pull-backs of NS and B along p : A → S by p!NS and
p!B, respectively, we have a = Γ(S(p!NS[−1]⊕ p!B[−1])[1]).
p!NS −−−−→ NSy y
A
p
−−−−→ S,
p!B −−−−→ By y
A
p
−−−−→ S.
An important observation is that the elements of a can be viewed as multi-vector fields
on E , i.e, there is an injection I : a → X(E). For better understanding, we shall define
I locally first, and then give an intrinsic definition to show it does depend on the choice
of local coordinates. Let (xi) be a local chart on an open subset U ⊂ S, (yj) the linear
coordinates of the fibers of NS|U . Let (vp) and (wq) be frames of A|U and B|U , and
(ξp), (ηq) the dual linear coordinates of the fibers of A|U and B|U respectively. By the
pull-back construction, (ξp) and (ηq) extend to linear coordinates of the fibers of p!A
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and p!B, still denoted by (ξp) and (ηq). Finally, let γrkk be the linear coordinates of the
fibers of Ek for k 6= k0. Then I is a morphism of graded algebras determined by
F (xi, ξp) 7→ F (xi, ξp), σ 7→ σj
∂
∂yj
, wq 7→
∂
∂ηq
. (4.1)
Here (σj) are the components of σ ∈ Γ(NS), and the image of F ∈ C∞(A) under I is
viewed as a function on E that is constant along the fibers of p!B, p!NS and Ek (k 6= k0).
To define I conceptually, consider the diagram
TEk0
Tp2
−−−−→ T (p!A)
Tp1
−−−−→ TAy y y
Ek0
p2
−−−−→ p!A
p1
−−−−→ A,
in which Tpi is the tangent map of the natural projection pi (i = 1, 2). The kernel of the
composition T (p1 ◦ p2) is just the pull-back of NS ⊕ B along A → S, i.e. p
!(NS ⊕ B).
The map I turns out to be the composition
I : a→ X(Ek0)→ X(E),
which is easily seen an injection. Be altered that the degree adopted on a is such selected
to be compatible with the degree ‖ · ‖ = | · |total − 1 on X(E).
A second observation is that p!(NS⊕B) is a tubular neighborhood ofA in Ek0. In fact, we
have Ek0
∼= p!(NS ⊕B) and shall identify them accordingly. Since for any vector bundle
F →M one has TF |M = TM ⊕ F , substituting F →M by Ek0 = p!(NS ⊕ B)→ A, we
get a projection TEk0 → TEk0 |A → p
!(NS ⊕ B) and hence the map
P : X(E) → X(Ek0)→ a.
Locally, the map P is determined by
∂
∂xi
7→ 0,
∂
∂yj
7→
∂
∂yj
,
∂
∂ξp
7→ 0,
∂
∂ηq
7→
∂
∂ηq
,
∂
∂γ
rk
k
7→ 0,
ηq 7→ 0, ξp 7→ ξp, γrkk 7→ 0, f(x, y) 7→ f(x, 0) ∀f ∈ C
∞(NS).
It is straightforward to verify that P ◦ I = Ida (using local coordinates for example).
This indicates X(E) splits as a⊕ ker(P ).
Lemma 4.6. (X(E), [·, ·]SN, a, P ) is a V-algebra.
Proof. We only need to show that ker(P ) is a Lie algebra and a is an abelian Lie subalge-
bra. Given an element a ∈ a, locally, its image I(a) is a product of F ∈ C∞(A) and one
or several terms in
{
∂
∂yj
,
∂
∂ηq
}
. Since F does not involve coordinates (yj) and (ηq),
one has
∂
∂yj
F =
∂
∂ηq
F = 0. This implies [I(a1), I(a2)]SN = 0 for any a1, a2 ∈ a.
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An element in b ∈ ker(P ) satisfies P (b) = 0. Locally, this requires each summand of b
containing at least one factor from the collection C = {f(x, y) ∈ C∞(NS)|f(x, 0) = 0}∪
{ηq, γrkk }∪
{
∂
∂xi
,
∂
∂ξp
,
∂
∂γ
rk
k
}
. By exhausting all possible combinations of b1, b2 ∈ ker(P )
in the form of monomials with a factor in C, one gets P [b1, b2]SN = 0. So ker(P ) is a Lie
subalgebra.
Since the blended homological vector field Q is a Maurer-Cartan element of the V-
algebra (X(E), [·, ·]SN , a, P ), we can apply Theorem 2.9.
Theorem 4.7. Fixing the choice of a tubular neighborhood of S and a complement B of
A in Ek0 , the subbundle A is associated with an L∞-algebra a
P
Q whose structure maps are
given by the higher derived brackets of Q below
m0 = P (Q)
mk(a1, · · · , ak) = P [· · · [Q, I(a1)]SN, · · · , I(ak)], ∀a1, · · · , ak ∈ a.
Moreover, if A is of coisotropic type, the L∞-algebra a
P
Q is flat.
Proof. Only the second part of the theorem needs proved. If A is of coisotropic type,
one has Q|A(N
⊥A) = 0. Since {dyj , dηq} is a local frame of N⊥A, this forces Q|A to
have at least one factor from
∂
∂xi
and
∂
∂ξp
, but this is equivalent to m0 = P (Q) = 0, i.e.
a
P
Q is flat.
Notice that a′ = Γ(S(A∗) ⊗ (NS ⊕ B)) is a subspace of a. If the higher derived
brackets in Theorem 4.7 are closed on a′, it becomes an L∞-subalgebra of a
P
Q. Since
the image of I ′ : a′
I˜
→֒ a
I
−→ X(E) consists of single vector fields only, the higher derived
brackets of Q are closed on a′ only when Q is of multiplicity 1. If this is the case, the
L∞-structure on a
′ can be constructed directly from a V-algebra. Consider the injection
I ′ : a′ → X1(E) and the projection
P ′ : X1(E)
P |
X1(E)
−−−−−→ a
P˜
−→ a′,
where P˜ is the natural projection onto its direct summand. One has P˜ ◦ I˜ = Ida′ , from
which it is easy to derive P ′ ◦ I ′ = Ida′ . Next, let us prove that (X(E), [·, ·]SN, a
′, P ′) is a
V -algebra:
1) it is straightforward that I ′(a′) ⊂ I(a) must be abelian;
2) ker(P ′) is a C∞(E)-module locally generated by the collection{
∂
∂xi
,
∂
∂γ
rk
k
,
∂
∂ξp
, f
∂
∂yj
, g
∂
∂ηq
∣∣∣ f, g ∈ C∞(E), f |A = g|A = 0} .
It is ready to verify that ker(P ) is a Lie subalgebra. Now we can apply Theorem 2.9
again.
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Theorem 4.8. If Q is of multiplicity 1, then (X1(E), [·, ·]SN, a
′, P ′) is a V-algebra, and the
higher derived brackets of Q under the projection P ′ induces an L∞-structure on a
′, which
is an L∞-subalgebra of a
P
Q.
This L∞-structure on a
′ shall be denoted by a′
P ′
Q .
4.3 Deformation of submanifolds
Given a possible deformation a = (σ, φ) of A, i.e. (σ, φ) ∈ a′0 ⊂ a0, denote the
vector field I(a) = I(σ, φ) by Xa, and the deformed subbundle determined by (σ, φ) by
Aσ,φ. If σ and φ have local coordinate expression y
j = σj(xi) and φ(vp) = φpqwq, by the
definition of I in Eq.4.1, we have
Xa = σ
j ∂
∂yj
+ φqpξ
p ∂
∂ηq
.
Without loss of generality, assume Ek0 is a trivial bundle over A. It can be checked that
N⊥Aσ,φ has a global frame {µ
j = dyj−
∂σj
∂xi
dxi, κq = dηq−φqpdξp}. For an l-multi vector
field Z ∈ X(E), denote Z(µJ , κK)|Ek0 by Z
JK in which J,K are multi-indices satisfying
|J | + |K| = l. Notice that the action of Z|Ek0 on N
⊥Aσ,φ is completely determined by
the collection {ZJK | |J | + |K| = l}. If l = 0, the multi-vector field Z degenerates to
a function. In this case, the action Z|Ek0 (N
⊥Aσ,φ) degenerates to Z|Ek0 . Technically,
we have Z|Ek0 (N
⊥Aσ,φ) is equal to I ◦ P (Z), the multi-vector field determined by the
multi-section P (Z) ∈ a by the following lemma.
Lemma 4.9. The image of the multi-vector field Z under the map
H : X(E) → X(E)
Z 7→
∞∑
k=0
1
k!
(I ◦ P )[· · · [Z,
k︷ ︸︸ ︷
−Xa]SN, · · · ,−Xa]SN
is a formal l-multi-vector field tangent to the fibers of p!NS ⊕ p!B, in which the coefficient
of the term
∂
∂yJ
∧
∂
∂ηK
is the Maclaurin series of ZJK with respect to the linear coordinates
of the fibers of p!NS and the fibers of p!B.
Proof. The theorem can be proved by induction on the multiplicity of Z. Since H is
linear in Z, we may assume Z has only one summand.
1) If Z is of multiplicity 0, i.e. Z is a smooth function over E . Noticing that P (γrkk ) =
0 and [γrkk ,Xa]SN = 0, we may assume Z = Z(x, y, ξ, η) does not depend on γ
rk
k . By
straightforward calculation, we get
(I ◦ P )[· · · [Z,
k︷ ︸︸ ︷
−Xa]SN, · · · ,−Xa]SN =
∑
|J |+|K|=k
(
k
|J |
)
∂kZ
∂yJ∂ηK
(x, 0, ξ, 0)σJφK ,
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in which we adopt the abbreviation φq =
∑
p
φqpξ
p. This indicates H(Z) is the Maclaurin
series of Z|Ek0 = Z(x
i, σj(x), ξp, φq) with respect to the coordinates yj and ηq, which
verifies the theorem.
2) If Z is of multiplicity 1, we only verify the cases Z is a constant vector field
in this step and prove the general cases in 3). ➀ If Z =
∂
∂γ
rk
k
, we have H(Z) = 0,
which is consistent with Z|Ek0 = 0. ➁ If Z =
∂
∂xi
, the only non-vanishing term in
H(Z) is (I ◦ P )[Z,−Xa]SN = −
∂σj
∂xi
. The lemma holds in this case if noticing that
Z|Ek0 (µ
j) = −
∂σj
∂xi
and Z(κq) = 0. ➂ If Z =
∂
∂yj
, we have [· · · [Z,
k︷ ︸︸ ︷
−Xa]SN, · · · ,−Xa]SN =
0 when k ≥ 1, and the only non-vanishing term is I ◦ P (Z) = Z. This in turn matches
Z(µj
′
) = δjj
′
and Z(κq) = 0 where δjj
′
is the Kronecker symbol. ➃ The cases Z =
∂
∂ξp
is similar to Z =
∂
∂xi
and the case Z =
∂
∂ηq
is similar to Z =
∂
∂yj
.
3) Assume the lemma is true when the multiplicity of Z is no greater than N . Now
consider the case the multiplicity is N + 1. Clearly, Z can be written as a product
Z1 ∧ Z2 with |Z1| = N , |Z2| = 1 and Z2 being a constant vector field. By 2), we have
[· · · [Z2,
k︷ ︸︸ ︷
−Xa]SN, · · · ,−Xa]SN = 0 when k ≥ 1. As a result,
[· · · [Z1Z2,
k︷ ︸︸ ︷
−Xa]SN, · · · ,−Xa]SN = [· · · [Z1,
k︷ ︸︸ ︷
−Xa]SN, · · · ,−Xa]SN ∧Z2
+
(
k
1
)
[· · · [Z1,
k−1︷ ︸︸ ︷
−Xa]SN, · · · ,−Xa]SN ∧[Z2,−Xa]SN.
This gives rise to H(Z1Z2) = H(Z1)H(Z2) and verifies the lemma in this case. By the
principle of induction, the lemma is proved.
The Maclaurin series in Lemma 4.9 may not be convergent in general. To ensure
convergence, it is natural to require that Z is analytic in yj and ηq. The following
definition does not depend on local coordinates.
Definition 4.10. A function F ∈ C∞(Ek0) is a polynomial along p
!NS if G|p!NS is a
polynomial in the linear coordinates of the fibers of p!NS with coefficients in C∞(A). A
function G is called analytic along p!NS if G has Maclaurin series with respect to the linear
coordinates of the fibers of p!NS and the Maclaurin series is convergent on all fibers. An
l-multi-vector field Z on E is analytic along p!NS if for any functions F1, · · · , Fl ∈ C
∞(Ek0)
that are polynomial along p!NS, one has Z|Ek0 (H1, · · · ,Hl) is an analytic function along
p!NS. A multi-vector field is analytic along p!NS if its component of multiplicity l is
analytic along p!NS for all l.
We are ready to state the following result.
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Theorem 4.11. Suppose Q is analytic along p!NS. Given (σ, φ)a′0, the submanifold Aσ,φ
is of coisotropic type if and only if −(σ, φ) is a Maurer-Cartan element of the L∞-algebra
a
P
Q in Theorem 4.7.
Proof. By the analyticity of Q, the Maurer-Cartan equation of −(σ, φ) in aPQ is conver-
gent. Since Q is polynomial with respect to the coordinates ηq, the analyticity condition
of Q along p!B is automatically satisfied. By Lemma 4.9, −(σ, φ) is a Maurer-Cartan
element is equivalent to Q|Ek0 (N
⊥Aσ,φ) = 0, i.e. Aσ,φ is a submanifold of coisotropic
type.
Remark 4.12. If S = M , the normal bundle NS is trivial. The analyticity condition on Q
is trivially satisfied in this situation.
Generally, a0 contains elements not in a
′
0. Although a deformation must be a Maurer-
Cartan element, conversely, a Maurer-Cartan element of aPQ may not be a deformation
of A. However, this happens only when k0 = −1, since in this case
∂
∂ηq
has total degree
0 and can be multiplied to any homogeneous multi-vector field without changing the
total degree. Readers shall see that the situation k0 = −1 dominates all our applica-
tions. Alternatively, we first find a special case in which the 1-1 correspondence can be
reachieved.
Corollary 4.13. If Q is analytic along p!NS andQ is of multiplicity 1, the L∞-algebra a
′P
′
Q
in Theorem 4.8 controls the deformations of A so that there is 1-1 correspondence between
the deformations of A and the Maurer-Cartan elements of a′P
′
Q .
Secondly, one many enforce the 1-1 correspondence between deformations and Maurer-
Cartan elements by shrinking the space a0. Let a¯ be the graded vector space defined by
a¯0 = a
′
0, and a¯k = ak when k 6= 0.
Since the structure maps {mk} of a are of degree 1, no image under these structure maps
lies in a0. This means {mk} are closed on a¯, and the subspace a¯ is an L∞-subalgebra of
a, denoted by a¯PQ.
Corollary 4.14. If Q is analytic along p!NS, the L∞-algebra a¯
P
Q defined above controls the
deformations of A as a submanifold of coisotropic type, i.e. there is a 1-1 correspondence
between the deformations of A and the Maurer-Cartan elements of a¯PQ.
Our results apply to the following situations immediately.
Example 4.15. Let S be a coisotropic submanifold of a Poisson manifold (M,π). By Theo-
rem 4.7, S is associated with a flat L∞-structure on Γ(∧
·NS)[1]. By Theorem 4.11, if π is
analytic along NS, the L∞-algebra (Γ(∧
·NS)[1])Ppi controls the deformations of S. Thus,
we recover the construction of an L∞-algebra associated with the coisotropic submanifold
S in [3] and the result on deformations of S in [15].
In a general blended Q-manifold M of degree 0, one has with Q = π + f . Similarly, the
deformations of a submanifold S of coisotropic type is controlled by the blended L∞-algebra
(Γ(∧·NS)[1])Ppi+f upon assuming π is analytic along NS.
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Example 4.16. Let E → S be a Lie subalgebroid of (A, [·, ·], ρ), then E[1] is submanifold
of (A[1], dA) of coisotropic type. Let F be a complement of E in A|S . Since dA is of
multiplicity 1, by Theorem 4.8, E is associated with a flat L∞-algebra a
′ = Γ(S(E[1]∗) ⊗
(NS⊕F [1])). By Corollary 4.13, if dA is analytic along p
!NS, the L∞-algebra a
′P
′
dA
controls
the deformations of E. Here p!NS is the pull-back of NS along E → S. This result is first
found by the author in [7], and we re-obtain it from a new viewpoint. We also point out
that when S = M , the analyticity condition is not necessary. The space a′ degenerates to
S(E[1]∗)⊗ F [1], and only the first three higher derived brackets of dA are non-vanishing.
4.4 Simultaneous Deformations
The L∞-algebras a
P
Q and a
′P
′
Q are constructed from the V-algebras (X(E), [·, ·]SN , a, P )
and (X1(E), [·, ·]SN , a, P ) (Q is of multiplicity 1 in the second case), respectively. We can
apply Theorem 2.10 if Q is positive (i.e. the degree −1 component of Q vanishes).
Theorem 4.17. If Q is of degree 1 and analytic along p!NS, there is a flat L∞-structure on
X(E)[1]⊕a whose structure maps are given by Eq.2.3 – 2.7. The L∞-algebra (X(E)[1]⊕a)
P
Q
controls the simultaneous deformations of Q and A in the sense that given Q˜ ∈ X(E) and
(σ, φ) ∈ a′0 satisfying Q˜ is analytic along p
!NS and ‖Q˜‖ = 1, then (Q˜,−(σ, φ)) is a
Maurer-Cartan element of (X(E)[1] ⊕ a)PQ if and only if{
Q+ Q˜ is a homological vector field of E , and
Aσ,φ is a submanifold of coisotropic type w.r.t. Q+ Q˜.
Parallel to Corollary 4.13, an L∞-subalgebra may be constructed.
Corollary 4.18. Suppose Q satisfies the hypothesis of Theorem 4.17, and furthermore Q
has multiplicity 1. The L∞-algebra structure onX(E)[1]⊕a can be restricted to X
1(E)[1]⊕a′
to get an L∞-subalgebra that controls the simultaneous deformations of Q and A.
The result on simultaneous deformations of a Poisson structure and a coisotropic
submanifold is first presented in [5], while that of a Lie algebroid and its Lie subalge-
broid is obtained in [7]. By our viewpoint, both results can be recovered easily.
Example 4.19. Given a coisotropic submanifold S of a Poisson manifold (M,π), by Theo-
rem 4.17, there is a flat L∞-structure on X(M)[1] ⊕ Γ(∧
·NS). If π is analytic along NS,
then this L∞-algebra controls the simultaneous deformations of the Poisson bi-vector field π
and the coisotropic submanifold S. That is, given (π˜, σ) ∈ X2(M)⊕ Γ(NS), assuming π˜ is
analytic alongNS, the pair (π˜,−σ) is a Maurer-Cartan element of (X(M)[1]⊕Γ(∧·NS))Ppi
if and only if{
Q+ Q˜ is a Poisson bi-vector field onM, and
graph(σ) is a coisotropic submanifold of M w.r.t. the Poisson structure π + π˜.
Example 4.20. Let E → S be a Lie subalgebroid of (A, [·, ·], ρ), and F a complement
of E in A|S as before. If dA is analytic along p
!NS, by Corollary 4.18, there is a flat
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L∞-structure on X
1(A[1])[1] ⊕ a′ that controls the simultaneous deformations of the Lie
algebroid structure ([·, ·], ρ) and the Lie subalgebroid E. To be specific, given (d˜A, (σ, φ)) ∈
(X1(A[1])[1]⊕a′)0, as long as d˜A is analytic along p
!NS, the pair (d˜A,−(σ, φ)) is a Maurer-
Cartan element of X1A[1]⊕ a′ if and only if{
dA + d˜A defines a Lie algebroid structure on A, and
graph(σ, φ) is a Lie subalgebroid of A w.r.t. the Lie algebroid structure defied by dA + d˜A.
As before, the analyticity condition on dA can be omitted if S = M .
5 Application: Deformations of Courant Algebroid and Dirac
Structure
By D. Roytenberg, a Courant algebroid is a symplecticQ-manifold of degree 2. Trans-
lating to our language, a Courant algebroid is a blended Q-manifold of degree 2. This
allows us to apply the results in Section 4 to attack the deformation problems in Courant
algebroid. Courant algebroid was first defined in [?]. Thanks to [16], the axioms in the
definition got simplified. Nowadays, a Courant algebroid is defined as follows.
Definition 5.1. A Courant algebroid is a vector bundle E → M together with a non-
degenerate C∞(M)-bilinear form 〈·, ·〉 on Γ(E) (called a pseudo-inner product), a R-
bilinear operation on Γ(E) (called the Dorfman bracket), and a bundle map ρ : E → TM
(call the anchor), satisfying
1) e1 ◦ (e2 ◦ e3) = (e1 ◦ e2) ◦ e3 + e2 ◦ (e1 ◦ e3),
2) ρ(e)〈e1, e2〉 = 〈e ◦ e1, e2〉+ 〈e1, e ◦ e2〉, and
3) e1 ◦ e2 + e2 ◦ e1 = D〈e1, e2〉,
for any e, e1, e2, e3 ∈ Γ(A). Here D : C
∞(M) → Γ(E) is defined by D = ρ∗d, i.e.
〈Df, e〉 = ρ(e)f for any f ∈ C∞(M).
The first two axioms in the definition requires e being a derivation with respect to both
◦ and 〈·, ·〉. In general, the Dorfman bracket ◦ is not anti-symmetric and the last axiom
measure how far for ◦ being anti-symmetric. Instead the Dorfman bracket, one may
adopt the bracket
[e1, e2] =
1
2
(e1 ◦ e2 − e2 ◦ e1)
in the definition. The discussions on the axioms required for this bracket and the equiv-
alence of the two definitions can be found in [13]. Furthermore, the nondegeneracy of
〈·, ·〉 forces the rank of E to be an even number.
Remark 5.2. From the definition, the following properties can be derived:
1) ρ(e1 ◦ e2) = [ρ(e1), ρ(e2)]SN,
2) ρ(e1 ◦ (fe2)) = f [ρ(e1), ρ(e2)]SN + (ρ(e1)f)e2,
3) 〈Df,Dg〉 = 0 (ρ ◦D = 0),
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4) e ◦ (ρ∗f) = ρ∗Lρ(e)(f),
5) (ρ∗f) ◦ e = −ρ∗(ιρ(e)df).
Here, Lu and ιu are the Lie derivative and contraction of a vector field u ∈ X(M), respec-
tively. In the last two identities, ρ∗f is identified with a section of E by the isomorphism
E → E∗ defined by e→ 〈e, ·〉.
Next, let us briefly describe the 1-1 correspondence between Courant algebroids
and symplectic Q-manifolds of degree 2 found in [14]. Given a symplectic Q-manifolds
(E ,Ω)with Ω the symplectic structure satisfying |Ω| = 2, by the non-degeneracy of Ω, the
degree of the graded manifold E can not exceed 2. Consequently, E is concentrated in
degree−1 and−2 only. Moreover, the Poisson structure π inverse to Ω is non-degenerate
and of degree |π| = −2. Let Ak be the collection of homogeneous functions on E of
degree k. Particularly, we have A0 = C∞(M), and A1 = Γ(E∗−1). Reader will find that
the Courant algebroid structure is on E∗−1. For simplicity, let us denote it by E.
1) Since π(A1,A1) ⊂ A0, π(A1,A0) = 0 and π(A0,A0) = 0, the Poisson bi-vector
field π induces a pseudo-inner product 〈·, ·〉 = π(·, ·) on E = E∗1 .
2) SinceA2 is a locally free sheaf ofA0-modules, there exists a vector bundle V →M
so that A2 = Γ(V ). The relations π(A2,A2) ⊂ A2 and π(A2,A0) ⊂ A0 together with the
Leibniz property defines Lie algebroid structure ([·, ·], a) on V . Furthermore, the relation
π(A2,A1) ⊂ A1 together with the non-degeneracy of π implies V is the Gauge Lie
algebroid of (E∗−1, 〈·, ·〉), i.e. sections of V act on A
1 as covariant differential operators
that preserves 〈·, ·〉. To see this, first, the anchor a is surjective by the nondegeneracy;
second, A1A1 = Γ(∧2E∗−1) ⊂ A
2 is contained in the kernel of a since it acts on A1
trivially; third, by the Leibniz rule and the Jacobi identity, the action of A2 on A1 is a
Lie algebroid action that preserves 〈·, ·〉, so there is a morphism from V to the gauge Lie
algebroid of E∗−1 which is an isomorphism. Therefore, there is a short exact sequence
0→ ∧2E∗−1 → V
a
−→ TM → 0,
and one has E−2 = T [2]M (the fibers of TM has degree −2). Together with E−1 = E
∗[1]
and the fact that the Poisson structure π can be recovered from 〈·, ·〉, the Q-manifold
(E ,Ω) is completely determined by (E, 〈·, ·〉).
3) Any Poisson vector field of degree | · | greater that −2 must be Hamiltonian. Since
a homological vector field on (E , π) is required to preserve π, it must be of the form
Xθ = ιΘ(π) with Θ ∈ C
∞(E) a cubic function. The cubic function Θ induces the maps
◦ : Γ(E)× Γ(E)→ Γ(E) and ρ : Γ(E)→ TM as derived brackets
e1 ◦ e2 = {{e1,Θ}, e2}, ∀e1, e2 ∈ Γ(E)
ρ(e)f = {{e, θ}, f}, ∀e ∈ Γ(E) and f ∈ C∞(M).
It is proved that {Θ,Θ} = 0 is equivalent to (E, 〈·, ·〉, ◦, ρ) is a Courant algebroid. Here
{·, ·} is the Poisson bracket of π.
As a result, a Courant algebroid structure on E is determined by the pair (π,XΘ).
The identity {Θ,Θ} = 0 is equivalent to
[XΘ,XΘ]SN = 0.
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Together with the relations
[π, π]SN = 0, [π,XΘ]SN = 0,
and the fact that ‖π‖ = −1 and ‖XΘ‖ = 1, we conclude the following lemma.
Lemma 5.3. A Courant algebroid structure (〈·, ·〉, ◦, ρ) on E is equivalent to the blended
Q-vector field π +XΘ on E .
Then we can apply Theorem 4.1.
Theorem 5.4. The deformations of a Courant algebroid (E, 〈·, ·〉, ◦, ρ) is controlled by the
blended Lie algebra (X(E), [·, ·]SN, [π + XΘ, ·]SN), i.e. given π˜ ∈ X
2(E) and X˜ ∈ X1(E) so
that |π˜| = −2, |X˜ | = 1 and π + π˜ is non-degenerate, the pair (π + π˜,XΘ + X˜) defines a
Courant algebroid structure on E if and only if (π˜, X˜) satisfies the Maurer-Cartan equation
[π +XΘ, π˜ + X˜]SN +
1
2
[π˜ + X˜, π˜ + X˜ ]SN = 0.
Let (qi) be a local coordinate system of M and {ξa} a local frame of E so that
gab = 〈ξa, ξb〉 are constant. Then (qi, ξ, pi) forms a Darboux chart of E in which (q
i, pi) is
the standard Darboux chart of E−2 = T [2]M and (ξ
a) are viewed as linear coordinates
of the fibers of E−1 = E
∗[1]. Locally, π is given by
π =
∂
∂qi
∂
∂pi
+
1
2
∂
∂ξa
gab
∂
∂ξb
.
Only the second summand of π affects the pseudo-inner product, which is the image of
π under the natural projection X(E) → X(E−1). We remark that to deform the pseudo-
inner product 〈·, ·〉, one may restrict the change to being in the second summand only.
Besides, a cubic Θ can be written as
Θ = f iaξ
api −
1
6
habcξ
aξbξc,
with f ia, habc ∈ C
∞(M) determined by
gabf ib = ρ(ξ
a)xi,
gaa
′
gbb
′
gcc
′
ha′b′c′ = 〈ξ
a ◦ ξb, ξc〉.
Next, let us consider the deformations of a Dirac structure.
Definition 5.5. Given a Courant algebroid E, a subbundle A over M is called a Dirac
structure or Dirac subbundle if it is maximally isotropic under the pseudo-inner product
〈·, ·〉 and its sections are closed under the Dorfman bracket ◦.
Here, A is isotropic requires 〈ξa, ξb〉 = 0 for any ξa, ξb ∈ Γ(A). The maximal isotropy of
A indicates the rank of A is half of that of E. Furthermore, A is a Dirac structure implies
(A, ◦, ρ) is a Lie algebroid.
Given a subbundle A → M of E, via the pseudo-inner product, A can be identified
with a subbundle of E∗, denoted by B.
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Lemma 5.6. A subbundle A of rank 12rk(E) is a Dirac structure if and only if B[1] ⊂ E is
of coisotropic type with respect to π +XΘ.
Proof. Let B be a complement of A, then one may identify B with B∗. Suppose E has
rank 2n, and let {ξ1, · · · , ξn}, {ξn+1, · · · , ξ2n} be local frames of A and B respectively.
It is easy to see N⊥(A[1]) has {dξ1, · · · , dξn} as a local frame. It follows that B[1] is of
coisotropic type with respect to π, i.e. π|E−1(N
⊥B[1]) = 0, if and only if gab = 0 when
1 ≤ a, b ≤ n, but this is equivalent to that the subbundle A is isotropic under 〈·, ·〉.
Locally, XΘ|E−1 has the form
1
2
habcg
cdξaξb
∂
∂ξd
−
1
6
∂habc
∂qi
ξaξbξc
∂
∂pi
+ ξaf ia
∂
∂qi
.
Then XΘ|E−1(N
⊥(A[1])) = 0 is equivalent to
habcg
cc′ = 0 when a, b > n and c′ ≤ n. (5.1)
Meanwhile, Γ(A) is closed under ◦ if ξa
′
◦ ξb
′
∈ Γ(A) whenever a′, b′ ≤ n, i.e.
habcg
aa′gbb
′
= 0 when a′, b′ ≤ n and c > n. (5.2)
It turns out the two conditions are equivalent given that A is isotropic. The reason
is as follows: given smooth functions k1, · · · , k2n ∈ C
∞(M) so that
∑2n
a=1 kag
aa′ = 0
when a′ ≤ n, it is equivalent to
∑2n
a=n+1 kag
aa′ = 0 since gaa
′
= 0 if a, a′ ≤ n; then by
the non-degeneracy of 〈·, ·〉, one has the matrix (gaa
′
)n<a<2n
1≤a′≤n
is invertible; as a result,∑
kag
aa′ = 0 is equivalent to ka = 0 for a > n. Applying this property to the c-
component in habcg
cc′ and the a, b-components in habcg
aa′gbb
′
, we get Eq.5.1 and Eq.5.2
are equivalent.
Combining the two aspects together, A is a Dirac structure if and only if A[1] ⊂ E is
of coisotropic type with respect to π +XΘ.
This allows us to apply Theorem 4.7 and Corollary 4.14.
Theorem 5.7. With a selection of the complement bundle B of the Dirac structure A in a
Courant algebroid E, there is a flat L∞-structure on a = Γ(S(A
∗) ⊗ S(B)), so that the
deformations of A as a Dirac structure is controlled by its L∞-subalgebra a¯ in Corollary
4.14, i.e. the graph of φ : A → B is a Dirac structure if and only if φ ∈ a¯0 is a Maurer-
Cartan element of a¯. Here a¯ is the graded vector space defined by a¯0 = Γ(A
∗ ⊗ B) and
a¯k = Γ(S(A
∗)⊗ S(B))k when k 6= 0.
Since π +XΘ is a blended homological vector field, Theorem 2.10 is not applicable to
control the simultaneous deformations of a Courant algebroid E and its Dirac structure
A. Besides, a Dirac structure A is over the whole base manifold, the Maurer-Cartan
equation of a¯ is convergent without requiring any analyticity condition.
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