Generalized version of the support vector machine for binary classification problems: supporting hyperplane machine.
Introduction.
The Support Vector Machine (SVM) which was proposed by Cortes and Vapnik [1] is nowadays one of the most powerful tools to artificial neural networks. Its simplicity and efficiency attract many researchers and engineers in various sciences and technologies.
Based on the initial approach, we propose a generalized version of the SVM classic binary classification problem of the following type.
If the training set is known find out the hyperplane family (1.1) under the constraints (1.2) and minimize the functional (1.3) under the condition that the function set is known.
As one can see from the equation (1.1) solving this problem leads to a dynamically changed separating plane which depends on input vector and on function set used.
When solving the problem under the restrictions (1.2) we search special supporting hyperplanes to comply with the constraints which are transformed into the equalities (2.4) , and we shall demonstrate that on a simple computational example. We shall show that for these planes and only for them Lagrange multipliers are not equal to zero. According to this we propose to name this method as Supporting Hyperplane Machine (SHM).
The functional (1.3) to be minimized is similar to the expressions used recently in SVM methods [2, 3, 4, 5] . Within these approaches two non-parallel planes are to be found out which lie near from the prescribed classes. One can see that the search of the method proposed by us is not confined with a pair of the planes.
When elaborating an efficient computational algorithm we have paid attention to the classifier ensembles used together with SVM [6] . Using popular methods [7, 8] we unfortunately
have not yet created an algorithm with the speed to be higher than that of the well-known SMO [9, 10] for ordinary SVM e.g. on the base of LIBSVM [11] .
3 So we present to the reader this manuscript as a detailed description of the SHM method version proposed by us.
Preliminary remarks.
Assume that there are a function set to perform in total the transformation , where and there is also a training set , where is the input image of the i -th example and is the corresponding desirable response to be independent of . When applying the transformation to this set we shall get the training set . Let us set the problem to construct the optimal hyperplane family in (2.1) which goes in the vicinity of the vector subsets for which it is true either or so that the constraints are valid (2.2) It is obvious that the algebraic distance from some point to a hyperplane belonging to the family
Some points from the training set for which the constraints (2.2) are satisfied with the equality sign, lie on the corresponding supporting hyperplanes of subsets of the set and of subsets of the set (2.4) The algebraic distance from the supporting hyperplane of (2.4) to the hyperplane of (2.1) is equal to (2.5) It is obvious that distance maximization corresponds in each specific case to minimizing of 
The Linear SHM.
Solution of the Linear SHM problem is in whole similar to that of support vector machines.
At first we establish the strict formulation of the problem.
So for the given training set it is required to find out the weight factor matrix W, the weight factor vector and the threshold b which satisfy the constraints (3.1) and minimize the functional
The formulated problem is essentially the task to search the constrained minimum of the function (3.2) under the constraints (3.1). Now we reformulate this initial problem as the task to search the saddle point of Lagrange function according to KarushKuhn -Tucker optimality conditions and the saddle point theorem [12] .
Define at first the Lagrange function Regroup the multipliers in the expression (3.4) .
Rewriting (3.7) in the vector presentation one can obtain a family of systems of equations (3.8) Here denotes the corresponding column of the matrix . The necessity to solve the system (3.8) implies the restriction to the matrix . Its determinant is to be non-zero. Based on experience reasons one can expect the matrix to be of full (numerical) rank. If this is not the case one should use one of the regularization methods [13] .
Solutions for the family of the systems (3.8) are written either separately for each vector (3.9) or in whole as the matrix equation (3.10) where the symbol denotes Kronecker product and in this case defines the matrix product of the vector column by the vector row .
Similarly one can solve the expression (3.5) to obtain 6 (3.11)
The expression (3.6) may be rewritten without the left-hand side (3.12) One can express the complementary slackness condition (3.13) This relation means that only Lagrange multipliers for which the restrictions (3.1) are strictly fulfilled, have non-zero values.
The dual feasibility condition implies the following constraint to the Lagrange multipliers (3. 14)
The original constraints (3.1) satisfy primal feasibility condition.
As the functional (3.2) is convex and the constraints (3.1) satisfy Slater condition, it is possible according to the strong duality theorem [12] to formulate the duality problem as follows (3.15) To calculate the function one can substitute the relations (3.10-11) into (3.3) to obtain (3.16) The expression (3.16) after removal of all brackets and adductions similar terms may be rewritten as follows 7 (3.17) Introduce the following notation (3.18) Rewrite the function taking into account (3.12) and (3.18) (3.19) It is necessary to note here that are the elements of a matrix (3.20) The matrix is an orthogonal projector and has the idempotency and symmetry properties i.e. the following is valid So we can now formulate the dual problem as the quadratic programming problem.
For the given training set one needs to find out the optimal Lagrange multipliers to maximize the target function (3.24) under the following constraints (3.25) The optimal threshold may be found out from the expression (2.1) e.g. as follows (3.26) where is an example from the training set.
The binary classification problem.
As the optimal hyperplane family parameters are known now on the training set, we can create the corresponding binary classifications to recognize unknown examples which use additional information provided by the function set . For this purpose one 9 can substitute the expressions (3.10-11) into the left-hand side of the equation ( 
A calculation example.
To demonstrate the method we shall consider on the plane a simple binary classification problem with the training set of 16 points using two functions specified in the which are necessary for calculations are specified in Appendix A to make it easier to check them at any moment.
Let us consider the numbered set , shown in Fig. 1 .
Here the blue color denotes the «negative» examples and the red color denotes the «positive» ones which for convenience reasons correspond to odd and even numbers. 6: Solve the quadratic programming problem under the constraints and .
13
7: Calculate the weight matrix , the weight vector and the optimal threshold , where is an example from the training set.
8: Obtain the recognizing function
After getting the recognizing function under this algorithm and applying it to the training set we shall obtain the result summarized in Table 1 . One can see that the result may be similar to the result of an applying the classic SVM algorithm on the set . However we (it is worth to stress this once more!) use the training set in the proposed SHM method to involve the additional information contained in the transformation .
While performing the algorithm we obtain only some Lagrange multipliers to be nonzero (5 from 16 in our example -see Appendix A). Returning to Lagrange function (3.3) we notice that these nonzero multipliers correspond to only the restrictions (2.2), which under the complementary slackness condition (3.13) transform into the equalities (2.4). These equalities correspond to the supporting hyperplanes. In the example considered these are 5 non-parallel segments of the straight lines shown in Fig. 3 . 
Nonlinear SHM.
Consider the situation when besides the function set , the initial set of the learning examples there exists also a set of nonlinear transformations for which only the kernel trick is known. Using the kernel trick we reformulate the problem (5.2) to search the optimal hyperplane family (5.1) as follows.
Let the training set exist to be obtained in the result of the transformation for the initial set of examples . Set the task to search the optimal hyperplane family in (7.1) as follows (7.2) We shall search the saddle point of Lagrange function as (7.3) Write in the stationarity conditions (7.4) AND formulate the dual problem (7.5) The recognizing function will change respectively (7.6)
Soft margin case.
So far we have assumed that the hyperplane families of (5.1) and (7.1) satisfy the strict constraints of the problems with the forms (5.2) or (7.2) under a some optimal set of the parameters.
Similar to the support vector machine it may be permitted within the method proposed by us to follow these constraints with admissible errors to minimize better the structural risk. For this purpose we reformulate the problem (7.2) as follows (8.1) Then the problem to search the saddle point of Lagrange function takes the form (8.2) Besides to the existing stationarity conditions and the complementary slackness conditions the following relations will be added (8.3) Now we can formulate the dual quadratic programming problem without the variables (8.4) 9. SHM and condensed SVD theorem.
According to the condensed SVD theorem [13] we shall present the decomposition of the orthogonal projector
The round-up errors and using of the regularization may actually lead to the situation when the equalities (9.1) may not be fulfilled exactly up to a certain digit. Then the matrix will be somewhat only the low-rank approximation for the matrix . Here we shall require strict fulfillment of the equalities (9.1).
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