Mobile digital cameras have been in use during the last decade for visualization, position determination, and mapping. Principles of photogrammetry are used with metric cameras for mapping and position determination (Atkinson, 1989) . Modified photogrammetric principles are also used with nonmetric cameras for position determination. In photogrammetry, interior orientation elements are determined by calibration and exterior orientation elements are determined by using external devices or locations of control points (Thompson, unpublished lecture notes, 1966).
Introduction
Mobile digital cameras have been in use during the last decade for visualization, position determination, and mapping. Principles of photogrammetry are used with metric cameras for mapping and position determination (Atkinson, 1989) . Modified photogrammetric principles are also used with nonmetric cameras for position determination. In photogrammetry, interior orientation elements are determined by calibration and exterior orientation elements are determined by using external devices or locations of control points (Thompson, unpublished lecture notes, 1966) .
In dynamic situations, where the camera is mounted on a moving platform such as an airplane or a van, control points are used to determine the exterior orientation elements. However, with the advent of the Global Positioning System (GPS) (Jeyapalan, 1993) and inertial navigation systems (INS), the exterior orientation elements can be determined using these external devices. Using kinematics carrier phase differential GPS, the accuracy of camera location determination is about 5 cm, and using an INS, the accuracy of the camera orientation angles is about 0.001 rad. These accuracies may be acceptable in some cases. A combination of GPS, multiple images, and/or an INS can be used to determine locations of objects in images with the required absolute and relative accuracy.
In recent years, the mobile video-logging system (MVS), consisting of a van equipped with a high-resolution digital camera, GPS, and an INS, has been used for capturing roadside features imagery along highways and freeways (Novak, 1995; Jeyapalan and Bhagawati, 2000) . This system has been used in Mobile Digital Cameras for As-Built Surveys of Roadside Features Kandiah Jeyapalan maintenance and inventory, as well as in safety analysis, accident studies, and other areas. The advent of a threedimensional (3D) geographic information systems (GIS) should help if the images from the MVS are used to determine the locations of roadside features and create a 3D GIS of the road with features. Such a 3D GIS can be used for traditional MVS applications as well as in GIS applications, 3D visualization, fly throughs, and virtual reality (VR) (Jeyapalan and Bhagawati, 2000; VR Juggler, 2001 ; see also VR Juggler-Open Source Virtual Reality Tools at URL: http://www.vrjuggler.org, last accessed 20 September 2003) .
This paper describes a method of determining the 3D locations of roadside features appearing on multiple sequential (nonstereo) images captured using (Mandli's) MVS (Jeyapalan et al., 1998a) . The digital camera (Basler Aii3c, scanner size 1300 by 1030 pixels, pixel size 6.7 by 6.7 m, field of view 38°by 30°) was calibrated using a special 3D calibration range and Calib proprietary software to simultaneously determine the interior and exterior orientation elements in a local system. The same software was then used to determine the local 3D coordinates of roadside features using the sequential images from the MVS captured along a highway at highway speed. The relative locations were transformed to the absolute locations (state plane, Universal Transverse Mercator, etc.) using the GPS, INS, and exterior orientation angles from the camera calibration. The relative accuracy of the locations obtained was 5 cm, and absolute accuracy using the code phase kinematic GPS was 2 m. This report also shows the 2D GIS, 3D GIS, and VR created for three test sites using the images from the MVS.
Data Collection
Positioning by Video-Logging and Softcopy Photogrammetry Figure 1 shows the video-logging van used by the Iowa Department of Transportation (Iowa DOT). The van was equipped with a side-looking (about 5°) high-resolution digital camera, an L1/L2 GPS receiver for kinematic applications, a distance measuring instrument (DMI), and a computer system for recording GPS information and storing the digital images. As the van traveled along the road at traffic speed, the DMI controlled the camera exposure to take video images every 25 feet (7.6 m). The position of the van at the time of every video image was determined by a post-processing kinematic GPS method using the base station receiver located at the Iowa DOT. Figure 2 shows a typical video image. The problem was to determine the location of roadside features such as power Department of Civil, Construction, and Environmentalpoles, fence posts, marks on the road surface, etc., to the required accuracy. It was easy to identify standing objects such as fence posts, telephone boxes, and power lines because both the scale and ground resolution are large, unlike the scale and ground resolution of aerial photos. Figure 3 shows the orthophoto created from low-flying (300 feet (91 m) above ground) softcopy photogrammetry (Thompson, 1969; Jeyapalan et al., 1998a) . From a comparison of the two images, it is obvious that the video-logging image gives better imagery for identifying roadside features. However, it must be noted that creation of orthophotos from videologging is tedious and time consuming because the variation in Z (the direction of line-of-sight) is large compared with that for an aerial photograph.
Calibration of the Camera
is the ground location of a point and (x p , y p ) is its location on the video image (see Figure 4) , then the direct linear transformation (Jeyapalan et al., 1998b) (Senthil Kumar et al., unpublished report, 2001 ). However, in video-logging there are four video images for every 100 feet (30 m); therefore, we need at least six control points for every pair of video images used for locating roadside features. This is impractical even though the computation is straightforward.
Alternatively, using the collinearity condition of the central projection (Jeyapalan et al., 1998a) , the equations are
where f is the principal distance between the lens and the video image plane in the digital camera; X 0 , Y 0 , and Z 0 are the coordinates of the location of the camera in the ground system; and a 11 , ..., a 33 are functions of the orientation angles , , and relating the camera coordinate system to the ground coordinate system.
In video-logging, the location of the camera for every image is determined by the GPS receiver. The orientation angles and can be determined from the locations of the sequential video camera, and the orientation angle together with X G , Y G , and Z G can be determined from four or more equations obtained from two or more photo coordinates measured on two or more sequential video images.
The pixel values of a point can be easily measured on the video image displayed on a personal computer (Yao, 1997) . These pixel values, P x and P y , must be corrected for lens distortion and location of principal point x 0 , y 0 to give x p , y p from
The principal distance, correction due to lens distortion, origin of the photo, and the initial orientation angles for simultaneous least-squares processing of the data can be done by proper calibration of the system (Bhagawati and Patterson, unpublished report, 2001) .
A calibration range (see Figure 5 ) was set up so that sufficient control points are evenly distributed in X, Y, and Z. This enabled the researchers to determine the interior orientation elements x 0 , y 0 , f, k 1 , k 2 , k 3 , p 1 , p 2 , and p 3 without any correlation among themselves and with the exterior orientation elements (X 0 , Y 0 , Z 0 , , , ) (Thompson, unpublished lecture notes, 1966) .
The site was selected so that the video van could easily be driven in front of the test range and video images taken at 25, 38, 50, and 60 feet (7.6, 11.6, 15.2, and 18.3 m) from the range (see Figure 6 ). The ground coordinates of the targets by photogrammetric triangulation for the three methods using constrained exterior and interior elements from calibration. The results indicate that ground locations can be determined to an accuracy better than 0.10 m in Z and 0.05 m in X and Y. The accuracy of location in Z, the direction of travel, is less than that in X and Y, which is perpendicular to the direction of travel. Also, the inclusion of the image from 25 feet (7.6 m) seemed to decrease accuracy. This may be due to the validity of the interior orientation elements as well as the deterioration of the image quality resulting from the imagery that is too close to the targets.
Determining Position by Video-Logging
Three test sites were selected in Story County, Iowa, to evaluate the accuracy of position determination by video-logging. Figure 8 shows the test sites: (1) EDM baseline, (2) Grand Avenue, and (3) Nevada.
The EDM baseline (1 mile long) is a rural road; there are five benchmarks (BMs) in the right-of-way with precisely known locations. Total Station and real-time kinematic GPS asbuilt surveys were performed. These surveys were tied to the BM to obtain WGS 84 spherical coordinates and state plane
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March 2004 PHOTOGRAMMETRIC ENGINEERING & REMOTE SENSING Figure 7 . Ground coordinate system. were determined to an accuracy of Ϯ3 cm using a Geodimeter 400 Total Station. Initial pixel values were measured on the digital image and were then shifted to the center of the image to give the pixel coordinates. The photo coordinates from the video images at 25, 38, and 60 feet from the wall, where the ground control targets were placed, together with the ground coordinates (see Figure 7) , were simultaneously adjusted using the Calib propri-
and . Ground coordinates, pixel coordinates, and camera locations were constrained to a known accuracy, and interior orientation elements were lightly weighted so as to give an optimum solution and minimum standard error of unit weight. Table 1 shows that the resultant standard error of unit weight is 0.8. It also shows the interior orientation elements and their standard errors, which are satisfactory.
The final adjustment gave the residuals in the photo coordinates of less than 0.5 pixels (see Table 2 ) and ground coordinate residual of less than 0.3 m (see Table 3 ). These were satisfactory because the objective was to determine the locations of the roadside features to within 0.5 m. Table 4 shows that the orientation angles, especially , of the three frames agreed to within about 0.001 rad., or about 3 minutes of arc. Therefore, they can be constrained in determining the locations of the roadside features, without any ground control, from sequential video images.
In order to test the validity of the calibration, the sequential images from 25 and 60 feet (7.6 and 18.3 m) and the stereo pair from 38 feet (11.6 m) were processed using Soft Plotter, a commercial software that uses a Silicon Graphics workstation for softcopy photogrammetric applications. Table 5 gives the standard errors of the residuals at the control (check) points coordinates. Using this information, ArcView GIS themes were created for comparative studies (see Figure 9 ). Figure 8 shows that information from topographic maps, orthophotos, and asbuilt surveys can be analyzed together. Figure 9 shows that as-built surveys and GIS can be used for road maintenance and improvement studies (Senthil Kumar et al., unpublished report, 2001 ).
Grand Avenue is an urban site including an intersection and an overhead bypass bridge. A Total Station as-built survey was performed in a local coordinate system. A computeraided design (CAD) drawing was created using the Microstation software, which was then transferred to ArcView GIS themes using 1:24,000-scale U.S. Geological Survey topographic maps as control (see Figures 8 and 10) . These themes can then be used to determine geographic and state plane coordinates of any roadside feature and to check the accuracy of the positioning by video-logging.
The Nevada site is along U.S. Highway 30. As was done in the case of the Grand Avenue site, the CAD files created from the Total Station survey in a local coordinate system were incorporated into the topographic map theme to get geographic and state plane coordinates of any selected feature (see Figure 11 ).
Estimating the Location of a Feature
In determining locations using multiple images and the simultaneous least-squares method, initial estimates of the locations are critical, especially if the solution is not very stable. If the estimated location is close to the true value, the residuals will be small and the iterative solutions will quickly converge, giving a small standard error of unit weight 0 . Ideally, 0 ϭ 1 if the weights of all the parameters are consistent with their errors. However, it is difficult to estimate the errors of all the parameters, and a converging 0 normally indicates the correct solution. Figure 12 shows the geometry of a single video image. From Figure 12 , we have tan ␤ ϭ y͞f, tan (90 Ϫ Ϫ ␤) ϭ Z͞H, and the approximate location (X, Y, Z) of the point in the local coordinate system is Z ϭ H tan (90 Ϫ Ϫ ␤), X ϭ x(Z͞f ), and Y ϭ y(Z͞f), where f is the principal distance from Table 1 , H is the Y 0 of the camera from Table 4 , is the exterior orientation angle from Table 4 , and x and y are the photo coordinates of the point.
Alternatively, because the video images are taken every 25 feet (7.6 m) as controlled by the DMI on board the van, then by studying the location and nonappearance of a feature on sequential images, it is possible to estimate the location of the feature from the camera (Z) within about Ϯ8 feet (Ϯ2.4 m). From this distance, the scale at that plane (Z͞f ) of the image can be estimated using the principal distance, f, of the digital camera. The scale can then be used to estimate the perpendicular offsets (X, Y) within about Ϯ8 feet (Ϯ2.4 m).
The estimated location of a feature, P, can then be used in the Calib or any other softcopy photogrammetric software to determine its position to an accuracy of Ϯ1 feet (Ϯ0.3 m)
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305 roadways the cross sections are flat; hence, we can assume that the absolute rotation angles K and KЈ are the same as in the calibration, and any error in them will affect the Y location, which will be small because the X location is less than 100 feet. Because the initial estimate of the location is critical, it is better to do the computations in the local coordinate system (see Figure 14) , in a manner similar to the calibration, with X 0 ϭ Y 0 ϭ Z 0 ϭ YЈ 0 ϭ ZЈ 0 ϭ 0; XЈ 0 ϭ the distance between images as given by the INS; and the camera orientation angles and interior orientation elements obtained by pre-and/or postcamera calibration. The camera locations by GPS can then be used to determine the state plane coordinates (N, E, and Elev) from the similarity transformation: i.e., E ϭ a Z ϩ b X ϩ c;
therefore, an error in will affect N and Elev (Thompson, 1969) . However, the effect will be small because X and Y are less than 100 feet (30 m) for roadside features. Table 6 shows the results of the Calib software for two feature locations at the EDM baseline site. The camera interior orientation elements and orientation angles are weighted to the calibrated values. The camera locations are weighted to GPS values with the local origin. The standard error of unit weight of 6 and photo coordinate residuals less than 0.1 pixels indicate satisfactory results. Table 7 shows the accuracy of feature locations by videologging when compared to those obtained from as-built surveys using a Total Station. The direction of travel of the videologging van is in the east direction. Hence, the large error in the east coordinate, especially in the west end of the site, is due to systematic errors in the camera location determined by GPS and not due to the softcopy photogrammetric method.
Accuracy Evaluation of the EDM Baseline
The error of position determination at the EDM site is better than Ϯ1 m, if we disregard the systematic error due to using two or more sequential images (see Figure 13 ). We found that video images that are at least 25 feet (7.6 m) from the feature give satisfactory solutions, and the pair of images 75 feet (23 m) apart provides the optimum position. This may be due to the quality of the image and the intersection geometry (see Figure 13 ). The camera locations obtained by GPS, the camera orientation angles, and interior orientation elements obtained by pre-and/or post-camera calibration can be constrained to give satisfactory results without any ground control. Because the camera locations are along the local Z axis, the absolute rotation angles K and KЈ cannot be determined from the locations of the camera by GPS. However, in normal camera location in the east coordinate determined by GPS. The GPS antenna is on the rooftop and is behind the camera (see Figure 1 ). The mean error of 0.24 m in X(N), Ϫ0.20 m in Y(Elev), and 1.407 m in Z(E) in Table 7 can be treated as the calibrated offset between the GPS antenna and camera. GPS uses the code phase, and therefore the expected positional accuracy is about Ϯ2 m. This error in GPS could be improved by using the carrier phase. The relative error of Ϯ1 m in the feature location is satisfactory for most maintenance studies. The accuracy depends on how good the prior estimates of the locations are, especially in Z. With repeated runs of the Calib software and using better estimates, more accurate locations can be obtained. One can also determine a number of points from a pair, in which case, because there are no ground control points, any error in the initial estimate of the locations or the measurement of the pixel coordinates of a point tends to affect the accuracy of the other points. Thus, it may be better to do the computation one point at a time.
The differences between the camera's Z(E) coordinates between successive exposure can be used to calibrate the DMI. If the system had an inertial system, which gives orientation angles, then it can be calibrated using the exterior orientation angles of the camera in Table 6 . Figure 15 shows the image and the points used to evaluate the accuracy of positioning by video-logging in an urban area (Grand Avenue site). In a typical urban road maintenance study, one needs the locations of many points on bridges, pavements, sidewalks, etc.
Accuracy Evaluation of the Grand Avenue Site
It is also noted that in this case the gradient of the road is significant and changing. Hence, it is not possible to get an accurate location of the camera by kinematic GPS (especially in elevation) to determine the orientation angle accurately.
Thus, three or more well-defined points distributed in x and y common to two or more images must be selected, and the Calib software has to be run with good initial estimates of the ground locations to determine the orientation angles and relative ground elevation of the camera. Then they can be weighted in the Calib software and the locations of points determined one by one similar to the procedure in the EDM baseline site. Table 8 shows that the difference in coordinates obtained from the Total Station and positioning by videologging for two points is less than 0.1 m, which is satisfactory for urban applications. The direction of travel by the video van is north, and the error is relative and independent of the GPS location. Figure 16 shows the imagery used in the Nevada site. This is similar to the EDM baseline site, in which the gradient is small and therefore the orientation angles from calibration site can be weighted with the camera location by GPS in the Calib software to determine the locations of any feature one at a time. Table 9 shows that the difference in coordinates obtained using the Total Station and video-logging is less than 0.5 m, which is satisfactory for highway maintenance applications.
Accuracy Evaluation of the Nevada Site
Application
Information on roadside features such as location and height of telephone poles, power line poles, and cross-section points can be obtained from the images of the MVS to create a 3D GIS. Figure 17 shows a fly-through 3D view created using virtual reality (VR) modeling language, the web GIS, for the EDM site (VR Juggler-Open Source Virtual Reality Tools at URL: http:// www.vrjuggler.org, last accessed 20 September 2003).
Information such as the locations and dimensions of bridges, sidewalks, and guardrails can be used to create the virtual reality model. Figure 18 shows the VR model of the Grand Avenue site. The detail information of the bridge was obtained from the original plan. All other information including texture was obtained using softcopy photogrammetric and remote sensing principles. Information such as location of mileposts, bridges, and intersections with other roads (anchor points) can be obtained from the MVS to create the 2D GIS (ArcView 3D Analyst; ERDAS Imagine Virtual GIS). Figure 19 shows the 2D GIS of the Nevada site. The hot link of the GIS enables the image (Figure 19 ) of the milepost to be displayed for verification purposes. The 
Conclusions
Digital photogrammetry, the Global Positioning System, inertial navigation systems, and remote sensing have advanced such that images from systems such as the mobile videologging system can be used to supplement traditional survey methods for three-dimensional drawings, 3D GIS, and virtual reality applications without any ground control. A mobile video logging system equipped with a single digital camera, a code phase GPS, and a distance measuring system can be calibrated with a special 3D calibration range to give the interior and exterior orientation elements of the camera. The calibration parameters with the information distance measuring system can be used with sequential (nonstereo) images to determine the locations of roadside features in a local coordinate system to an accuracy of Ϯ10 cm without any ground control points. The location of the van determined by the code phase GPS can be used to transform the local coordinates to an absolute system. The accuracy of the code phase GPS is about Ϯ2 m, which varies with the distance from the base station. This can be improved by using a carrier phase GPS system and perhaps by having a ground control point every 5 to 15 miles (8 to 24 km), depending on the terrain. extend special thanks to Dean Merchant, professor emeritus of geodetic science, The Ohio State University, for reviewing this paper, and to the reviewers of this journal for their valuable comments and suggestions, which I tried to include as much as possible.
