In this paper we study radial solutions for the following equation
Introduction

14
In this paper we focus on radial solutions for Laplacian equations of the form where k is a differentiable positive function. The structure of solutions to this class of 26 equations has been intensively studied in the literature, see e.g. [1, 5, 6, 13, 16, 20, 26, 28, 27 30,32,39-42] and references therein.
28
It has been shown that, under very weak assumptions, solutions of (1. where C is a computable constant (for more details, see Sect. 2, and [1, 13, 16, 17] , among 36 others).
37
Solutions of (1.2) are classified as ground states (G.S.) and singular ground states 38 (S.G.S.). By G.S. we mean a regular solution u(r ) defined for any r ≥ 0 such that 39 lim r →∞ u(r ) = 0, while a S.G.S is a singular solution u(r ) which is defined for any 40 r > 0 and goes to 0 as r → +∞.
41
It is well known that the structure of positive solutions of (1.2) changes drastically which is relevant for the asymptotic behaviour of singular solutions is 2 * := 2(n−1) n−2 . In 49 this paper we are interested in nonlinearities f which are subcritical for u large and r 50 small, and supercritical for u small and r large.
51
The prototypical nonlinearity we are interested in is (1. 
167
The meaning of the restrictions on the parameters l, l i , s, s i , q, q i will be shortly clarified 168 at Remark 4.1.
169
Summing up, we propose a unified approach which allows us to deal with the case 170 where f is subcritical for u large and r small, and supercritical for u small and r large,
171
so that the change on the criticality of the potential may be due either to the dependence 172 on u or to the dependence on |x|, or to a mixture of both. In this way, we complete 
184
We complete the paper with a brief analysis of the critical case (1.14)
186
The idea to include this case originated from [6] , devoted to the study of ( 
196
In particular, for any T > 0 there is a unique d = 
Basic Results on Fowler Transformation
211
We devote the first part of this Section to introduce a change of variables known as
212
Fowler transformation, see [12] , which allows to pass from (1.2) to a two-dimensional 213 dynamical system. Let us define
The new variables x l , y l differ from the given ones u, u in the presence of weight terms, 217 which will help us to determine the asymptotic behaviors. Applying (2.1), we can rewrite
218
(1.2) as the following two-dimensional system 
We begin our discussion reviewing some well known facts concerning the t-independent
In particular, we consider f (u, r ) = r δ u|u| q−2 , with q > 2 and 224 δ > −2: in this case, , Q) ) the trajectory of (2.2) satisfying the initial condition X l (τ ) = Q ∈ R 2 . Let 240 u(r ) be the corresponding solution of (1.2), then
245
Using the Pohozaev identity, see e.g. [13, 14] , it can be shown that the phase portrait is as 246 in Fig. 1 
g l (x)/x is decreasing for x < 0 and increasing for x > 0, and satisfies
253
Remark 2.3. We observe that in [13, 14] 
281
We emphasize that if G 1 holds for a certain l > 2, then it holds for any L > 2 (see [14] ).
282
Now we are ready to state the main result of the paper. 
304
Assume the validity of condition G 1 in the rest of the paper.
305
We now focus on the study of the properties of the two-dimensional system (2. 
(2.6)
309
Observe that all the trajectories converge to the z = 0 plane as t → −∞, so (2.6) is 
Similarly, we add to (2.2) the variable ζ = e − t and we get
Since all the trajectories of (2.7) converge to the ζ = 0 plane as t → +∞, (2.7) will 319 provide information on the asymptotic behavior of trajectories in the future. When G s 320 holds, the origin admits a two-dimensional stable manifold denoted by W s . For any 
326
Since g(0, t) = 0 by assumption, the z-axis (0, 0, z) belongs to both W u and W s . is tangent to the line y = −(n − 2)x, for any τ ∈ R.
341
Proof. Assume G u and G s , and set
It can be proved that w u (τ ) and w s (τ ) are one-dimensional manifolds, since g l u (x, t) 345 and g l s (x, t) are uniformly continuous for t ≤ τ and for t ≥ τ , respectively, see [23, 24] . Hence, the thesis follows.
351
In order to understand the mutual position of W u and W s at a fixed instant τ , we
352
introduce the manifolds:
(2.9) 
(different from the origin) of the autonomous system (2.2), where
Then, observe that ( P ± (−∞), 0) are critical points of (2.6), and they admit 374 an unstable manifold which is one-dimensional for l u ≥ 2 * and two-dimensional for 375 2 * < l u < 2 * . If ( Q, e τ ) belongs to such a manifold, then lim t→−∞ x l u (t; τ, Q) = 376 P ± (−∞), and, consequently, the corresponding solution u(r ) of (1.2) is a singular 377 solution satisfying lim r →0 u(r )r α lu = P ± x (−∞).
378
Similarly, assume G s , and denote by bounded, so u(r ) has slow decay.
398
We emphasize that the symmetric result for definitely negative solutions holds true; the 399 corresponding statement will be omitted for brevity.
400
Hence, under the assumptions of Theorem 2.4, u is either regular, or singular, or it 401 has infinitely many zeroes for r < 1; moreover, it has either fast or slow decay, or it has 402 infinitely many zeroes for r > 1.
403
We introduce a further Lemma to clarify the relationship between regular solutions 404 u(r, d) of (1.2) and the corresponding trajectories x l u (t; τ, Q) of (2.2). The automonous 405 case can be easily treated thanks to invariance for translations in t. In particular, fix Q ∈
406
M u,+ and consider the trajectory x l u (t; τ, Q) of (2.2) and the corresponding solution analogous property is satisfied.
411
Lemma 2.10. Assume G u with l u > 2 * , fix T ∈ R, and let 
. 433 We now show that d(U ) is strictly increasing; the other properties easily follow.
434
Let
, and, 
From a straightforward computation, we see that u(r ) satisfies (1.2) if and only ifũ(s) 444 satisfies the following equation 
the Kelvin inversion transforms system (2.2) into the following 
477
For every solution x l := (x l , y l ) of (2.2), we introduce polar coordinates
Taking into account (2.1), we stress that if we switch between different values of l, say l 
Thus, the flow of (2.2) on the coordinate axes is transversal, and rotates clockwise for 485 any t ∈ R.
486
Lemma 3.1. The integer part of ( 
(T ).
505
For this purpose, let us introduce the parametrization in polar coordinates of
where ζ = ζ(T ) = e − T .
509
According to (3.1), the trajectories x l s (t; T, Q ± (T )) can be parametrized by 
(·, ζ(T ))) = −w(x l s (·; T, Q + (T ))),
523 w( s,− l s (·, ζ(T ))) = −w(x l s (·; T, Q − (T ))),(3.
ζ(T )) = ( Q ± (T ), ζ (T )). Consider the parame-
540 trizations (3.3) in polar coordinates of W s,± l s (T ), then, φ s,± (S ± T , ζ ) = θ s,± (T ). More- 541
over, x l s (·; T, Q + (T )) and x l s (·; T, Q − (T )) perform in the interval of time [T, +∞)
Proof. By Lemmas 3.1 and 3.2, x l s (t; T, Q + (T )) performs in the interval of time
[T, +∞) the angle (θ − θ s,+ (T )) around the origin. The thesis follows by using
545
Lemma 3.3. The proof for x l s (t; T, Q − (T )) is analogous.
546
From G u , G s with 2 * < l u < 2 * < l s , we deduce the following lemma. 
581 according to (3.1), we denote by θ u,± (t) the angular coordinates of x l u (t; T, Q ± (T )).
582
With arguments analogous to the ones developed above in the study of the stable 583 manifold we can reprove the analogous of Lemma 3.3; then, using also Lemmas 3.6 and 584 3.1, we can state the following result.
585
Proposition 3.7. 
T ), z(T )), then the trajectories x l u (·; T, Q + (T )) and
(T ) = φ u,+ U + T , z(T ) < 0 and θ u,− (T ) = φ u,− U − T , z(T ) < −π .
592
As in the stable manifold case, we can prove the following lemma. and they intersect the coordinate axes infinitely many times for any T ∈ R.
595
As a direct consequence, we obtain that lim 
and let S * j > 0 be the value such that s j (S * j ) = u,+ (U * j ). Let us now define 625 * ,+
627
By construction, Q * ,+
629
Remark 3.10. By construction the sequence U * k is increasing in k ∈ N, since W u cannot 630 have self-intersections.
631
In fact, the sequences S * 2k and S * 2k+1 are increasing too. Since this property will not be 632 used in the paper, its proof is left to the interested reader. , we set
661
Similarly to (3.7), we define the curves arises.
667
For any t ∈ R and any j ∈ N, denote by¯ u,
670
We emphasize that, by construction, a key invariance property holds. More pre- (assuming that (t; T,¯ Q ) is continuous and (T ; T,¯ Q ) =¯ Q ).
674
Lemma 3.13. x positive semi-axis, so lim t→−∞ θ(t; T,¯ ) = 0.
), (t; T,ˆ ) ∈¯ u,− (t) and (t; T,˜ ) ∈¯
684
The proofs concerningˆ and˜ are analogous and follow by Lemmas 3.6 and 3.2,
685
respectively.
686
We now introduce some sets which will play a fundamental role in the proof of our main 687 theorem. In particular, we will devote our attention on the stripe between¯ u,+ and¯ u,− . (t) . From the first part of Lemma 3.13, it is easy to deduce that these sets 691 satisfy the invariant property.
692
Lemma 3.14.
693
B s j (t), K j (t) for any t ∈ R, respectively.
694
Remark 3. 15 .
by Lemma 3.1 combined with Propositions 3.4 and 3.7 we easily deduce that, for any 
707
In order to give a first version of the proof of Theorem 2.4, we introduce two sim-708 plifying assumptions, which allow us to explain the main ideas avoiding technicalities.
709
Such assumptions will be removed later on.
710
H ± For any j ∈ N there is a unique intersection between¯ u,± (T ) and¯ s j (T ). 
723
We now show that if¯ ∈ K j (T ), then the corresponding solution u(r ) of (1.2) 
749
The solutionū(r ) of (1.
2) corresponding to (t; T,¯ ) is singular and is definitely pos-
750
itive for r small.
751
The required multiplicity result for initial data in K j (T ) follows. 
762
With the same argument we see that if¯ ∈ K 2k+1 (T ), thenū(r ) has exactly 2k + 1 763 zeroes, so the goal is achieved. 
, T ) and a curve connecting them. More Let us denote by cl(B) the closure of the set B.
797
We are now in position to state a revised version of Proposition 3. Proof. By Lemma 3.13, lim t→−∞ θ * j (t) = 0 and lim t→+∞ θ * j (t) =θ − jπ .
803
Recalling thatθ ∈ (−π/2, 0), we deduce the existence of T j >> 0 such that r → ±∞, from Lemma 2.9 we conclude thatū(r ) is a singular-slow decay solution.
816
More precisely,
818
Arguing exactly as in the proof of Proposition 3.19, we obtain thatū(r ) has exactly 819 j zeroes. This completes the proof.
820
We now concentrate on regular-slow decay solutions. To this aim, we set 
829
Hence, with the same argument adopted in the proof of Proposition 3.22, we conclude 830 thatū(r ) has slow decay, and lim t→∞ θ(t; T,¯ ) ∈ (θ − jπ, − jπ).
831
The thesis easily follows. 
874
The goal is so achieved.
875
The next brief paragraph is devoted to prove Remark 1.3, which extends Theorem 
