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ABSTRACT
Rapid 3D Tracing of the Mouse Brain Neurovasculature
with Local Maximum Intensity Projection and Moving Windows.
(August 2009)
Dong Hyeop Han
B.S., Yonsei University, Seoul, Korea;
M.S., Yonsei University, Seoul, Korea
Chair of Advisory Committee: Dr. Yoonsuck Choe
Neurovascular models have played an important role in understanding neuronal
function or medical conditions. In the past few decades, only small volumes of neu-
rovascular data have been available. However, huge data sets are becoming available
with high throughput instruments like the Knife-Edge Scanning Microscope (KESM).
Therefore, fast and robust tracing methods become necessary for tracing such large
data sets. However, most tracing methods are not effective in handling complex
structures such as branches. Some methods can solve this issue, but they are not
computationally efficient (i.e., slow). Motivated by the issue of speed and robustness,
I introduce an effective and efficient fiber tracing algorithm for 2D and 3D data.
In 2D tracing, I have implemented a Moving Window (MW) method which leads
to a mathematical simplification and noise robustness in determining the trace di-
rection. Moreover, it provides enhanced handling of branch points. During tracing,
a Cubic Tangential Trace Spline (CTTS) is used as an accurate and fast nonlinear
interpolation approach.
For 3D tracing, I have designed a method based on local maximum intensity
projection (MIP). MIP can utilize any existing 2D tracing algorithms for use in 3D
tracing. It can also significantly reduce the search space. However, most neurovascular
iv
data are too complex to directly use MIP on a large scale. Therefore, we use MIP
within a limited cube to get unambiguous projections, and we repeat the MIP-based
approach over the entire data set.
For processing large amounts of data, we have to automate the tracing algo-
rithms. Since the automated algorithms may not be 100 percent correct, validation is
needed. I validated my approach by comparing the traced results to human labeled
ground truth showing that the result of my approach is very similar to the ground
truth. However, this validation is limited to small-scale real-world data due to the
limitation of the manual labeling. Therefore, for large-scale data, I validated my
approach using a model-based generator. The result suggests that my approach can
also be used for large-scale real-world data.
The main contributions of this research are as follows. My 2D tracing algorithm
is fast enough to analyze, with linear processing time based on fiber length, large
volumes of biological data and is good at handling branches. The new local MIP
approach for 3D tracing provides significant performance improvement and it allows
the reuse of any existing 2D tracing methods. The model-based generator enables
tracing algorithms to be validated for large-scale real-world data. My approach is
widely applicable for rapid and accurate tracing of large amounts of biomedical data.
vTo my wife, Soyoung Yoon and my parents, Hojung Han and Soonae Juan
vi
ACKNOWLEDGMENTS
My research has been one of the hardest challenges I have ever had to face.
Without the helpful and patient support of the following people, this research would
not have been completed. I am deeply grateful to them for helping me find a way
in my research. First of all, I would like to thank my advisor, Dr. Yoonsuck Choe,
for helping my Ph.D. life. He taught and guided me how to solve problems during
my research. His knowledge, wisdom, and timely advice inspired and motivated me.
I also would like to thank Dr. John Keyser. He always helped me to get good ideas
while discussing my research problems. His advice became an important foundation
of my approach. I am grateful of Dr. Scott Schaefer for his valuable critiques and
guidance during my research. His advice made me look at my research in a broader
way. I am also grateful of Dr. Louise C. Abbott for her experimental data and
valuable comments for my research. Without her support, test of my approach would
not have been completed. I also thank Jaerock Kwon and David Mayerich for their
data acquisition effort and valuable discussions. I am also grateful of Timothy Mann,
Henry Choi, Jiryang Chung, Huei-Fang Yang, and Choonseog Park for their interest
and discussion. I especially thank my wife Soyoung Yoon for her patience and sacrifice.
Without her, this research would have been worth nothing. I cannot express enough
how grateful I am to her. I am also thankful to our daughter, Jiwon, and our son,
Joonwhan, for cheering me up whenever I needed it. My parents, Hojung Han and
Soonae Juan, deserve heartfelt thanks for having supported, encouraged, and believed
in me. My parents-in-law, Jongbo Yoon and Jungja Jin, should be sincerely thanked
for all their encouragement and support. I am also thankful of my brothers, Dongki
and Dongkwan, and their families for their deep love and support. I am thankful of my
colleagues and bosses in Samsung Electronics Corporation, Sangyong Han, Seungsoo
vii
Oak, Choongmo Ahn, Jaekyung Cho, Younghoon Kim, Jinhyoung Kim, Jintaek Lee,
Jongseung Lee, Soohee Park, Byoungyoo Kim, Hansung Kim, Sunghoon Bae, and
Hyunyoung Kim for support of my work. This research was supported in part by
NIH/National Institute for Neurological Disorders and Stroke grant #R01-NS54252
and by Samsung Electronics Corporation.
viii
TABLE OF CONTENTS
CHAPTER Page
I INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . 1
A. Research objective: Whole-brain neurovascular network
reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 1
B. Background: The knife-edge scanning microscope . . . . . 2
C. Background: Tracing algorithms . . . . . . . . . . . . . . . 4
D. 2D and 3D tracing algorithm . . . . . . . . . . . . . . . . . 5
E. Model-based validation . . . . . . . . . . . . . . . . . . . . 6
F. Significance . . . . . . . . . . . . . . . . . . . . . . . . . . 7
II BACKGROUND AND RELATED WORK . . . . . . . . . . . . 9
A. Pixel or segmentation-based tracing . . . . . . . . . . . . . 9
B. Vector-based tracing . . . . . . . . . . . . . . . . . . . . . 11
C. 3D vs. 2D tracing . . . . . . . . . . . . . . . . . . . . . . . 16
D. Model-based generator . . . . . . . . . . . . . . . . . . . . 17
E. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
III 2D METHOD FOR TRACING . . . . . . . . . . . . . . . . . . 23
A. Moving window (MW) for selecting fiber direction . . . . . 23
B. Branch smoothness while maintaining continuity . . . . . 25
C. Cubic tangential trace spline (CTTS) for tracing medial axis 28
1. Midpoint calculation . . . . . . . . . . . . . . . . . . . 28
2. Tangent vector calculation . . . . . . . . . . . . . . . 31
D. Stopping criteria for tracing . . . . . . . . . . . . . . . . . 32
E. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1. Speed and computational complexity . . . . . . . . . . 33
2. Branch handling while avoiding the backtracking
problem . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3. Experiments using neurovascular data . . . . . . . . . 35
F. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
IV 3D METHOD FOR TRACING . . . . . . . . . . . . . . . . . . 37
A. Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
B. Fiber boundary detection for obtaining MIP cube size . . . 39
ix
CHAPTER Page
C. Local MIP tracing on projected 2D planes . . . . . . . . . 42
1. Center point adjustment using a momentum operator 44
2. Branch connection . . . . . . . . . . . . . . . . . . . . 45
3. Stopping criteria . . . . . . . . . . . . . . . . . . . . . 45
D. Frangi tracing . . . . . . . . . . . . . . . . . . . . . . . . . 45
E. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
1. 3D Frangi vs. 2D Frangi with MIP cube . . . . . . . . 49
a. Synthetic data tracing result . . . . . . . . . . . . 49
b. Performance comparison . . . . . . . . . . . . . . 50
c. Validation . . . . . . . . . . . . . . . . . . . . . . 51
2. MW with MIP cube . . . . . . . . . . . . . . . . . . . 53
a. Synthetic data tracing result . . . . . . . . . . . . 53
b. Performance comparison . . . . . . . . . . . . . . 54
c. Validation . . . . . . . . . . . . . . . . . . . . . . 54
3. Tracing in low contrast data . . . . . . . . . . . . . . 56
F. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
V VALIDATION FOR THE 2D AND 3D TRACING METHODS . 58
A. Measurement of performance and validation . . . . . . . . 58
B. Synthetic data degradation . . . . . . . . . . . . . . . . . . 59
C. 2D validation using Monte Carlo experiments . . . . . . . 61
1. Performance of my algorithm . . . . . . . . . . . . . . 62
2. Validation of my algorithm . . . . . . . . . . . . . . . 63
D. 3D validation using Monte Carlo experiments . . . . . . . 63
E. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
VI MODEL-BASED VALIDATION . . . . . . . . . . . . . . . . . . 75
A. Parameter extraction from real vascular data . . . . . . . . 79
B. Model-based generator . . . . . . . . . . . . . . . . . . . . 83
1. Initial vasculature . . . . . . . . . . . . . . . . . . . . 83
2. Branch generation for elements of order 3 and 4 . . . . 84
3. Generation step size for elements of order 0, 1, and 2 . 84
4. Generation step direction for elements of order 0,
1, and 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5. Calculation of length for elements of order 0, 1, and 2 84
6. Branch generation for elements of order 0, 1, and 2 . . 87
C. Validation of the model-based generator . . . . . . . . . . 89
D. Validation of tracing method with model-based generator . 91
xCHAPTER Page
E. Whole mouse brain traced result . . . . . . . . . . . . . . . 97
F. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
VII DISCUSSION AND CONCLUSION . . . . . . . . . . . . . . . . 102
A. Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 102
B. Open issues . . . . . . . . . . . . . . . . . . . . . . . . . . 102
C. Future work . . . . . . . . . . . . . . . . . . . . . . . . . . 104
D. Expectation of my research . . . . . . . . . . . . . . . . . . 106
E. Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
xi
LIST OF TABLES
TABLE Page
I The mean (µ) and standard deviation (σ) of length difference (φ)
and centerline deviation (ϕ) values for two manual results (R1 & R2). 52
II Correlation coefficients between my method (A) and the manual
ground truths (R1 & R2). Note that the tables are symmetric, so
repeated values are not shown. . . . . . . . . . . . . . . . . . . . . . 52
III The mean (µ) and standard deviation (σ) of length difference (φ)
and centerline deviation (ϕ) values for two manual results (R1 & R2). 56
IV Correlation coefficients between my method (A) and the manual
ground truths (R1 & R2). Note that the tables are symmetric, so
repeated values are not shown. . . . . . . . . . . . . . . . . . . . . . 56
V The mean values for the length, diameter, and number of elements
from the model-based generator. . . . . . . . . . . . . . . . . . . . . 87
VI Constants a and b for the relationships between the order number
and mean diameter, length, and number of vessel elements, for
ground truth and synthetic data. . . . . . . . . . . . . . . . . . . . . 91
VII The mean (µ) and standard deviation (σ) of length difference (φ)
and centerline deviation (ϕ) values for my tracing method (unit=voxel). 92
xii
LIST OF FIGURES
FIGURE Page
1 KESM description. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Two visualizations of the neuronal threads. . . . . . . . . . . . . . . 5
3 Pixel based approaches (first group). . . . . . . . . . . . . . . . . . . 10
4 Pixel based approaches (second group). . . . . . . . . . . . . . . . . . 12
5 Vector based approaches (first group). . . . . . . . . . . . . . . . . . 14
6 Vector based approaches (second group). . . . . . . . . . . . . . . . . 15
7 Tracing issues. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
8 2D vs. 3D tracing algorithm. . . . . . . . . . . . . . . . . . . . . . . 18
9 Synthetic neurons and vascular networks. . . . . . . . . . . . . . . . 20
10 The acquisition of human microvascular networks in the cerebral cortex. 21
11 Seed point adjustment. . . . . . . . . . . . . . . . . . . . . . . . . . . 24
12 Overview of moving window. . . . . . . . . . . . . . . . . . . . . . . 26
13 Calculation of the side length of MW. . . . . . . . . . . . . . . . . . 27
14 Parent point and ordered child points. . . . . . . . . . . . . . . . . . 29
15 Parent point definition. . . . . . . . . . . . . . . . . . . . . . . . . . 30
16 Cubic tangential trace spline (CTTS) description. . . . . . . . . . . . 32
17 Backtracking problem. . . . . . . . . . . . . . . . . . . . . . . . . . . 34
18 Trace results from one seed point on mouse cerebellum (India ink stain). 36
19 MIP definition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
xiii
FIGURE Page
20 The importance of MIP cube size. . . . . . . . . . . . . . . . . . . . 38
21 Detection of fiber’s right boundary. . . . . . . . . . . . . . . . . . . . 40
22 Fiber boundary detection on high and low contrast data. . . . . . . . 41
23 MIP cube size calculation. . . . . . . . . . . . . . . . . . . . . . . . . 42
24 Local MIP tracing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
25 3D vessel direction adjustment using a momentum operator. . . . . . 44
26 The direction of the fiber in 2D using the Hessian matrix. . . . . . . 47
27 The direction of the fiber in 3D using the Hessian matrix. . . . . . . 48
28 Local MIP traces with well-known method. . . . . . . . . . . . . . . 49
29 Trace comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
30 Performance comparison for the cerebellum and the synthetic data
regarding MIP tracing. . . . . . . . . . . . . . . . . . . . . . . . . . . 51
31 Local MIP traces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
32 Tracing result of cerebellum data using MIP processing. . . . . . . . 55
33 Low contrast data trace. . . . . . . . . . . . . . . . . . . . . . . . . . 57
34 Illustration of degrading image using the Gaussian noise model. . . . 60
35 Combination of intensity profiles and Gaussian noise for synthetic data. 61
36 Synthetic data with Gaussian noise. . . . . . . . . . . . . . . . . . . 62
37 Tracing result of 2D synthetic data. . . . . . . . . . . . . . . . . . . . 64
38 Means and standard deviations of the three Monte Carlo measures
for average processing time (2D). . . . . . . . . . . . . . . . . . . . . 65
39 Means and standard deviations of the three Monte Carlo measures
for average time/distance (2D). . . . . . . . . . . . . . . . . . . . . . 66
xiv
FIGURE Page
40 Means and standard deviations of the three Monte Carlo measures
for average error (2D). . . . . . . . . . . . . . . . . . . . . . . . . . . 67
41 Means and standard deviations of the three Monte Carlo measures
for percent of points within 2 pixels of their closest medial axis
point (2D). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
42 Synthetic 3D data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
43 Means and standard deviations of the three Monte Carlo measures
for average processing time (3D). . . . . . . . . . . . . . . . . . . . . 71
44 Means and standard deviations of the three Monte Carlo measures
for average time/distance (3D). . . . . . . . . . . . . . . . . . . . . . 72
45 Means and standard deviations of the three Monte Carlo measures
for average error (3D). . . . . . . . . . . . . . . . . . . . . . . . . . . 73
46 Means and standard deviations of the three Monte Carlo measures
for percent of points within 2 voxels of their closest medial axis
point (3D). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
47 Validation of the model-based generator. . . . . . . . . . . . . . . . . 77
48 Validation of 3D tracing algorithm using the model-based generator. 78
49 A thick section of India ink-injected human brain. . . . . . . . . . . . 79
50 Depth-coded projection of a part of Fig. 49 . . . . . . . . . . . . . . 80
51 The definition of segments and elements. . . . . . . . . . . . . . . . . 82
52 Initial vasculature generation (order n = 3, 4). . . . . . . . . . . . . . 85
53 Vessel element generation (order n = 0, 1, 2). . . . . . . . . . . . . . . 86
54 Vasculatures generated from the model-based generator. . . . . . . . 88
55 The model based graphs. . . . . . . . . . . . . . . . . . . . . . . . . 90
56 Traced results of vasculatures extracted from the model-based
generator in Fig. 54. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
xv
FIGURE Page
57 Traced results using my MW with local MIP processing. . . . . . . . 94
58 Synthetic vasculatures generated from the model-based generator. . . 95
59 Means of five synthetic neurovascular trees measures for process-
ing time and average time/distance. . . . . . . . . . . . . . . . . . . 96
60 Means of five synthetic neurovascular trees measures for average
error and percent of points within 2 voxels of their closest medial
axis point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
61 Close-up of whole mouse brain traced result. . . . . . . . . . . . . . . 99
62 Tracing result of a whole mouse brain. . . . . . . . . . . . . . . . . . 100
1CHAPTER I
INTRODUCTION
A. Research objective: Whole-brain neurovascular network reconstruction
Neurovascular models have played an important role in understanding neuronal func-
tion and medical conditions [1–5]. The neurovascular network is a good source for
analyzing vascular and neuronal disease such as aneurysms, arteriovenous malforma-
tions, cavernous malformations, and moyamoya disease [6,7]. However, most current
techniques do not provide the full geometry of the neurovascular network because the
data are limited to small volumes (i.e., not from the whole brain), and existing algo-
rithms are not effective enough to automatically extract the structural information
from a large volume of data [8].
New data acquisition techniques such as the Knife-Edge Scanning Microscope
(KESM) enables acquisition of the complete structures of micro-vascular networks in
the brain [9]. The KESM has been invented and developed by the Brain Networks
Laboratory (BNL) at Texas A&M University [10,11]. This high-throughput imaging
instrument can generate high-resolution 3D volume data. Due to the KESM, it is
possible to obtain unprecedented amounts of sub-cellular level tissue data [12, 13].
The KESM can section whole small animal organs (e.g., a mouse brain) at submicron
resolution, generating data at a rate of 180 megabytes/s. The data from a whole
mouse brain can be over 2 TB on average. Even though several mouse brain atlases
are available [14–16], their z-axis resolutions are not high, which is 50 to 60 times less
than that of the KESM. Therefore, it is not easy to precisely trace the micro-vascular
network using available mouse brain atlases.
The journal model is IEEE Transactions on Automatic Control.
2The goals of this research project are to develop a framework for automatic
tracing in a rapid and robust way to process 2D/3D data and to validate the tracing
algorithms with a model-based validation framework. The main objectives of this
research were as follows:
Develop a 2D tracing algorithm. I implemented a rapid and robust 2D
tracing algorithm using a moving window. It handles problems in existing 2D
tracing algorithms such as improper handling of branches, lack of smoothness
of trace, and backtracking.
Develop a 3D tracing algorithm. Based on the 2D tracing algorithm, I
developed a fast and robust 3D tracing framework. It is significantly faster
than existing 3D tracing algorithms, since it reduces the dimension of the search
space from 3D to 2D.
Develop a large-scale validation framework. I designed and implemented
a large-scale validation framework. It is based on human-labeled ground truth
and on model-based virtual neurovascular models.
B. Background: The knife-edge scanning microscope
In the Brain Networks Laboratory a new data acquisition method has been developed
called the Knife-Edge Scanning Microscope (KESM) [9]. Fig. 1(a) is a full view of
the Knife-Edge Scanning Microscope. There are three main parts for the KESM.
Knife-edge scanning. There are two main functions of the first main part
for the KESM. First, it provides image registration between each slice of the
specimen block. Second, it removes the cut slice in order to avoid undesir-
able events (back-scattering of light and bleaching of fluorescent-stained tis-
3(b)(a)
(c) (d)
Fig. 1. KESM description. (a) A full view of the Knife-Edge Scanning Microscope.
(b) Cutting session: Microscope objective (left) and the diamond knife (right)
in place for cutting. The specimen (block in the center) and the knife are
fully submerged. (c) and (d) show microvascular data in the whole mouse
brain data obtained by the KESM. Approximate volume of (c) is about
500µm×500µm×500µm. Approximate volume of (d) is about 1cm×1cm×1cm.
4sue below the knife). The tissue is line-sampled at 300nm resolution, corre-
sponding to the Nyquist sampling interval for an ideal optical resolution of
(0.77)(532nm)/(0.80NA)=512nm [13]. A custom diamond knife is used for cut-
ting the block. Each slice section is typically 0.5µm thick. Fig. 1(b) shows a
cutting session.
Precision positioning system and ultramicrotome. The Aerotech pre-
cision positioning system has been installed on the KESM. This precision po-
sitioning system is controllable along three axes and has a specimen block on
top.
Image capture system. The microscope objective images the tip of the di-
amond knife. The objective is aligned perpendicular to the top surface of the
knife. Using line-scan cameras, the KESM system captures images from the
newly-cut thin section and delivers the captured data to an embedded com-
puter system.
Fig. 1(c) and (d) show microvascular data in the whole mouse brain data obtained
by the KESM.
C. Background: Tracing algorithms
In order to extract geometric/topological information from the raw data acquired
by techniques like the KESM, we need automated volume data analysis techniques.
Before deciding which data processing techniques to use, we should consider the char-
acteristics of the data generated by techniques like the KESM. KESM volume data is
densely packed. For example, if all of the slices were connected end-to-end, the result-
ing ribbon of tissue would stretch 2.9km from a single mouse brain [13]. These densely
5Fig. 2. Two visualizations of the neuronal threads. Note that they are densely packed
[17].
packed data can be simply visualized by using an isosurface method as shown in Fig.
2. However, isosurface methods do not provide full, complete morphological models
including geometric/topological information such as medial axis, triangles, and ver-
tices. Therefore, we need other rapid and accurate methods to get the morphological
model from the KESM volume data.
In my dissertation, I selected tracing method to get the morphological model
from the KESM volume data. Tracing algorithm can generate geometric/topological
information and can be used instead of segmentation and skeletonization because
tracing algorithm can be a way of segmenting or a way of getting a skeleton. This
wide applicability made me implement a tracing algorithm to get the morphological
model for biomedical data.
D. 2D and 3D tracing algorithm
This dissertation introduces a new algorithm using Moving Windows (MW) and Cubic
Tangential Trace Splines (CTTS) to solve simultaneously the issues of speed, accuracy,
and branch handling. The MW approach is robust to noise by use of simple intensity
6checking of pixels that are located on the rectangular border (edge) of the window.
MW is also able to handle branched fibers within the window using the parts of the
fiber that intersect the edge of the window. The CTTS approach uses interpolation
to help speed up processing. The interpolation skips a majority of pixels within the
window and operates on a small number of sampled pixels-of-interest on the spline
deduced from the fiber cross section on the window edge so that the computation time
is significantly reduced. Furthermore, CTTS can trace the medial axis points with C1
or G1 continuity except for branch points. It uses control points for the interpolation
and the derivatives at the source points giving accurate results.
The MW-CTTS is suitable for tracing both 2D and 3D data. Even though it
works with 3D data, local maximum intensity projection (MIP) can make it faster.
The basic idea is to project fibers in the 3D data set onto the 2D planes within a
MIP cube and use 2D tracing algorithm on the projections. I tested my algorithm
with synthetic data covering curvatures ranging from 0.001 to 0.1 using Frangi et al.’s
2D tracing algorithm to prove that my algorithm works well with well-known tracing
algorithms. The result showed that this method is fast and feasible for tracing 3D
data. I used Moving Window for local MIP tracing and also applied my algorithm to
synthetic data. The result was comparable to the Frangi et al.’s tracing method, but
faster.
E. Model-based validation
For validating my tracing algorithm, I designed and implemented two methods (syn-
thetic data or human-labeled validation) and obtained desirable results from the two
methods. However, the synthetic data do not guarantee to cover all possible real
data types and human-labeled validation is limited to realistic yet small-scaled data.
7These limitations gave me the motivation of implementing a model-based generator.
The model-based generator yields large-scale neurovascular trees using the parameters
extracted from the ground truth of human brain microvascular network [18].
For the validation of my tracing algorithm with the model-based generator, I need
to check the two following steps. First, the validation of the model-based generator
should be conducted. The model-based generator created the synthetic vascular trees
and compared the trees’ statistical information to the ground truth for validating
itself. Second, the tracing results of the synthetic vascular trees, using my tracing
method, should be compared to the centerline information yielded by the model-based
generator. If these two steps are successfully satisfied, we can tell that my tracing
algorithm can be useful for large-scale realistic data.
F. Significance
Tracing the vascular network is an important scientific task in the following ways.
1. Biomedicine: As stated above, the tracing results of vascular networks can
provide geometric/topological information. After obtaining the information
from many specimens, we can get statistical geometric information. For ex-
ample, we can see where large primary vessels are located, where they flow, and
where critical branches are. This tracing information gives us which part of
brain is served by which vessel. By using this geometric/topological informa-
tion, researchers in biomedicine can easily analyze and diagnose many diseases
with neurovascular relations such as Alzheimer’s disease [19], strokes [20], and
cerebral hemorrhages [21].
2. Bioengineering: Using the full geometric/topological information from trac-
ing of vascular network, researchers in bioengineering can develop applications
8such as the following. First, a nanoscale medical robot for cleaning blood vessels
can be made. This robot can make its way to a target position based on the
information such as vessel segment length, the location of branch points, vessel
direction, and vessel curvature [22]. Second, reliable artificial body parts can be
made. Correct and complete geometric information makes it possible for bio-
engineers and tissue-engineers to implement a total artificial heart (TAH) and
ventricular assist device (VAD) [23]. Third, a virtual 3D visualization system
for vascular network can be made. All statistical geometric/topological infor-
mation of a vascular network can give a generic vascular network model. This
model can be widely utilized in the medical industry [24].
3. Education: In a broader perspective, surgeons can conduct virtual operations
using the synthetic neurovascular system. It will help the doctors be experts
without risking lives in the real world. This synthetic neurovascular system
should be made based on the correct geometric/topological information from
the tracing result. In addition to this, the statistic geometric information of
vascular networks can be a good resource for teaching students in biology.
9CHAPTER II
BACKGROUND AND RELATED WORK
In this chapter, I briefly review related works on tracing methods, and compare them
with my method. Prior work in tracing can be categorized into two classes: pixel
or segmentation-based tracing and vector-based tracing. After reviewing these two
classes, I describe the complexity of 3D tracing methods by comparing 3D tracing
methods and 2D tracing methods. I conclude the chapter with a discussion of previous
work on implementing the model-based generators for validation.
A. Pixel or segmentation-based tracing
The first class of prior work uses pixel or segmentation-based processing [25–40].
This tracing algorithm is applied to every pixel or segment unit on structures that
have complex fibers and abundant branches. Chadhuri et al. used a two-dimensional
template matching process on two-dimensional images as shown in Fig. 3(a) [25].
Descoteaux et al. presented a segmentation method using Hessian matrix based on
scale-space theory [28]. They applied the Hessian matrix on all points of the surface
of an ellipsoid to get the accuracy of vessel measurement as shown in Fig. 3(b).
Friman et al. used a 2D/3D template for tracing blood vessels [30]. They generated
a cylinder template based on the Full Width Half Maximum (FWHM) as shown
in Fig. 3(c). Because several operations are required such as template processing
and thresholding [41, 42] on every pixel along the edges as shown in Fig. 4(a), it
takes quite a long time to trace the structures. Some methods use a priori knowledge
about the structures of interest, which makes the process less generalizable to different
conditions [43,44]. Fig. 4(b) shows the three primary modes of variance of the corpus
callosum training dataset in [43]. In some cases, interesting structures are considered
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(a) (c)
(b)
Fig. 3. Pixel based approaches (first group). (a) Chaduri et al. used two-dimensional
matched kernels [25]. Two of the 12 different kernels that have been used to
detect vessel segments along different directions: the top part shows segments
along the 45 degree direction and the bottom part shows segments along the
vertical direction. (b) Descoteaux et al. took the accuracy of vessel measure-
ment on all voxels on the ellipsoid [28]. The red vectors on the left image
indicates the accuracy of vessel measurement. (c) The vessel template was
generated by first calculating the distance to the line spanned by the template
(left) and then applying a vessel profile function to this distance (right) [30].
with their adjacent objects using the information such as location, size, orientation,
and shape. Integration of this information makes the tracing process slower even
though they enhance accuracy [45, 46]. Fig. 4(c) shows an example of Yang et al.’s
method [45]. The left image is an MR image showing an axial cross-section of the
brain and right image is hand segmentation of the three subcortical brain structures
within the image. Using this mutual information, they improved the shape-based
deformable active contour model. Moreover, most of them have difficulty in handling
11
branches.
There are some methods that do handle branches well. For example, Osher et
al. introduced level set methods [47] to operate properly on branch points and the
algorithm provided robustness. However, their method needs to compute derivatives
at every pixel on the isosurface, which makes the algorithm unsuitable for real-time
environments as shown in Fig. 4(d). Adalsteinsson et al. [48] presented fast level set
methods to address the computational time issue. However, it still takes a lot of
processing time even though they used only points close to the curve that are to be
traced at every time step [49].
B. Vector-based tracing
The second class is based on vector tracing [11, 50–61]. Can et al. used sixteen
directional templates for tracing blood vessels [51]. Right and left templates are used
on each direction as shown in Fig. 5(a). Given a seed point, the directional templates
estimate the direction of vessels based on the maximum response of the templates.
The size of each template is 5×6. Due to the discretization error of the directional
templates, a refinement vector is used at each tracing step. After the refinement,
the directional templates are used again to find the next direction of vessels until
stopping criteria are satisfied. Kofahi et al. extended Can et al.’s 2D templates to
3D templates for tracing blood vessels in 3D [50]. This method is a fully automated
three-dimensional (3-D) tracing of neurons that are imaged by fluorescence confocal
microscopy. This approach works by recursively following the neuronal topology,
using a set of 4×N2 large directional kernels (e.g., N= 32), guided by a generalized
3-D cylinder model. Since the centerlines are of primary interest, the 3-D extension
can be accomplished by four rather than six sets of kernels as shown in Fig. 5(b). Shen
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(a)
(b) (d)
(c)
Mode 1
Mean
Mode 2
Mode 3
2 2
1( , , )z x y t
2( , , )z x y t
1( )C t
2( )C t2( )C t
Fig. 4. Pixel based approaches (second group). (a) Polli et al. used template processing
on every pixel along the edges [41]. (b) Three primary modes of the corpus
callosum. Leventon et al. used a priori knowledge regarding the object [43]. (c)
The example of mutual information for medical image segmentation [45]. (d)
Level set methods which require derivatives at every pixel on the isosurfaces
[47].
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et al. used grid lines to find the direction and center point of vessels as shown in Fig.
5(c). In this method, the vascular tracing computations are scheduled to maximize
the quality of the partial tracing results within a predefined frame cycle. In each grid
line, one frame cycle is used to find the direction and center point of vessels.
Frangi et al. used the Gaussian kernels on the center point on each tracing step
to find the direction of vessels [59]. They obtained the eigenvalue closest to zero. The
eigenvector corresponding to the eigenvalue is the direction of vessel. Fig. 6(a) shows
the Gaussian kernel and the direction of vessels based on the eigenvalue. Aylward
et al. used the tangent vectors on the medial axis point of each step as shown in
Fig. 6(b) [61]. Given a seed point, the point will extend in the positive and negative
tangent directions. Each direction is traversed independently. For the default imple-
mentation, at the ith point traversed on a medial axis point, the approximate tangent
direction is defined as the eigenvector corresponding to the minimal eigenvalue of the
Hessian matrix. The direction of medial axis traversal is maintained by multiplying
by the sign of the dot-product of and the previous tangent direction. Carrillo et al.
performed local segmentation within the sphere using a clustering algorithm based
on both geometric and intensity information [60]. Fig. 6(c) shows the segmentation
and tracing of Carrillo et al.’s approach. These methods use vector-based systems to
trace curvy fibers containing branches. They are fast compared to the first class of
algorithms above due to the fact that every pixel does not need to be checked. How-
ever, they face four general difficulties. One issue is that the tracing process is not
able to continue tracing at branch points or only one branch is selected for continued
tracing. As shown in Fig. 7(a), they select only one branch using some method such
as convolution even though there are several branches at a branch point. Haris et al.
addressed this issue using a model-based algorithm. However, Haris et al.’s algorithm
yields another issue in branch handling (Fig. 7(c)). Moreover, these vector-based
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Fig. 5. Vector based approaches (first group). (a) Can et al. used two-dimensional
matched kernels to find the direction of blood vessels [51]. (b) Kofahi et al.
extended Can et al.’s kernels for 3D vessel tracing [50]. Four directional kernels
are used for finding the direction of blood vessels in 3D. (c) Shen et al. obtained
vessels using grid lines and derived the center points [54].
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Fig. 6. Vector based approaches (second group). (a) Frangi et al. used eigenvectors of
the second order derivative of a Gaussian kernel to find the direction of vessels
[59]. (b) Aylward et al. used a step-maximize procedure in order to iteratively
traverse a centerline. Eigenvectors of the local Hessian matrix approximate the
tangent and normal directions. The shifted normal plane bounds the search
for the next ridge point. This method is based on Frangi et al.’s method [62].
(c) Carrillo et al. used a cell to trace vessels. (1) segmentation, (2) removal
of non-connected 3D components, (3) connected components on the surface
of the cell, and (4) model based on the connected components and on the
corresponding distance maps [60].
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(a) (b) (c)
Fig. 7. Tracing issues. (a) Ignored branch. (b) Jaggedness in medial axis tracing. (c)
Incorrect backing-up at a branch.
tracing methods do not guarantee smoothness (Fig. 7(b)). A detailed overview of
existing segmentation algorithms for tubular structures can be found in [63].
C. 3D vs. 2D tracing
Many tracing algorithms have been developed to extract the neurovascular network
from 2D images. Most of them have been extended to 3D tracing methods. Frangi et
al. proposed 2D and 3D tracing algorithms using a Hessian filter after convolving the
input data with a Gaussian kernel [64]. Due to the second order partial derivatives
in the Hessian matrix, Frangi et al.’s 3D method has a much higher computational
complexity than their 2D method. Friman et al. presented a multi-dimensional ap-
proach using vessel profile based on distance function [30]. In 2D, this method uses
rotation matrix operations to find the vessel direction, which requires searching only
a 2D plane space. However, in 3D, the rotation matrix operation requires searching
a 3D spherical space, taking O(n2) processing time instead of the O(n) time of the
2D method, where n is the number of sampled directions as shown in Fig. 8. Haris
et al. presented a 2D tracing method with a circular window to extract a vascular
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network [53], and Carrillo et al. extended it to 3D space using spheres [60]. In 3D, the
sphere uses connected components to find the vessel direction while only a first order
derivative is required on the circular window’s edge in 2D. Searching the space in the
sphere needs O(r2) processing time while a circular window requires O(r), where r
is the radius. Clearly, most 2D algorithms are more efficient than their 3D versions.
In this work, I will provide a local Maximum Intensity Projection (MIP) framework
which makes 2D algorithm directly applicable to 3D data. My results show that the
computation time of 3D tracing can be reduced by over 60% using this method.
D. Model-based generator
There have been several prior methods to generate a synthetic neurovascular network
or synthetic pulmonary arterial trees.
Eberhard et al. introduced a tool (NeuGen) for the generation of realistic mor-
phology of cortical neurons in 3D. NeuGen used parameter distributions derived from
anatomical data to construct synthetic neurons of different morphological classes. Fig.
9(a) and (b) show various results of generated neurons and networks using NeuGen.
This tool is only for generating synthetic cortical neurons.
Mandegar et al. have shown that the typical cast of a small segment of arterial
tree in human lung, as shown in Fig. 9(c) [65]. They also showed the structure
of the vascular tree using three schemes such as the Weibel Model [66], the Strahler
model [67], and the Diameter-defined Strahlers system [68] for describing this complex
structure. All these three schemes were implemented for pulmonary arterial trees by
Weibel [66], Singhal et al. [67], and Huang et al. [68].
Ascoli et al. developed a tool using the stochastic L-systems as algorithms for
generating virtual neurons as shown in Fig. 9(d) [69, 70]. Similar stochastic growth
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Template for finding vessel direction.
1
2
3
...
n
n-1
.
.
.
In 2D, only O(n) time complexity is needed 
to get a vessel direction, where
n is the number of sample directions.
O(n)
O(n)
O(n2)
In 3D, O(n2) time complexity is needed 
to get a vessel direction.
Fig. 8. 2D vs. 3D tracing algorithm. Friman et al.’s tracing algorithm [30]. Top:
Template is shown for finding the vessel direction. Lower left: Friman et al.’s
2D tracing has an O(n) time complexity, where n is the number of sampled di-
rections. Lower right: Friman et al.’s 3D tracing has an O(n2) time complexity,
where n is the number of sample directions.
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models of dendrite were used by [71, 72]. Examples of mechanical growth models of
dendrite were given by [73, 74]. While the algorithms in the synthetic models above
are directly or indirectly based on knowledge-based information, growth models need
more parameters to obtain an identical neurovascular model. Currently, Ascoli et al.’s
algorithm provides a good approach to a high degree of accuracy. However, no prior
work has provided full degree of accuracy for human brain microvascular network [75].
In order to obtain an accurate model of the human brain microvascular network,
I focused on the analysis of neurovascular networks and implemented a model-based
generator using several parameters extracted from the analysis of human brain data
as shown in Fig. 10 [18]. Using the model-based generator, I produced an accurate
and full neurovascular tree and used it for validating my tracing algorithms. In
terms of parameter estimation, comparisons between the results given by 2D and 3D
morphometry have shown that only 3D morphometry is able to obtain reliable data
on highly complex vascular networks and that 2D morphometry should be limited to
the analysis of flat two-dimensional vascular networks to prevent underestimation of
parameters [76].
E. Conclusion
In this chapter, I reviewed tracing methods which can be categorized into two classes.
The first class uses pixel or segmentation-based processing. The methods within this
class yield fewer errors but are slow because they consider volumetric information with
many computational steps. The second class is based on vector tracing. They are
fast, but have several problems such as branch handling, smoothness, and incorrect
backing-up at a branch. I also showed that existing methods have limitations in
extending into 3D in terms of complexity and provided motivation for a method based
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(c) (d)
(b)(a)
Fig. 9. Synthetic neurons and vascular networks. (a) Four different neurons with 12
dendrites. These are shown by OpenDX visualization tool [77]. (b) Four dif-
ferent pyramidal cells (pyramidal neurons) with 8 dendrites [77]. (c) A small
segment of arterial tree in human lung for pulmonary modeling [65]. (d) Top
row shows real hippocampal pyramidal cells (pyramidal neurons) obtained from
an experimental archive [78]. Bottom row shows virtual neurons generated by
Tamori’s algorithm [79]. Virtual neurons are not the same as real neurons.
However, we can tell that they are in the same morphological class [69].
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(a)
(b)
(c)
Fig. 10. The acquisition of human microvascular networks in the cerebral cortex. (a)
Three adjacent coronal sections (S1, S2 and S3) of India ink-injected human
brain used for data acquisition. The region of interest is located around the
collateral sulcus in the right temporal lobe. (b) Depth coded projection of
the zones is reconstructed by confocal microscopy. (c) 3D volume rendering
of a selected zone after alignment of the 3 sections (bottom centre). Vascular
skeleton of the same zone on S1 (bottom right). 3D reconstruction of this
part of S1 skeleton (bottom left). Scale bar=1 mm. [80].
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on local maximum intensity projection which utilizes 2D methods for 3D data. I also
reviewed prior methods for generating synthetic vasculatures in the lung or dendritic
and axonal arbors in neurons suggesting a model-based generator for microvascular
network in human brain. In the four following chapters, a tracing method and a
model-based generator motivated by these previous works will be described in detail.
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CHAPTER III
2D METHOD FOR TRACING
In this chapter, my 2D tracing method is described. First, I explain a moving win-
dow (MW) approach to find the direction of fiber at each tracing step. Second,
in order to correctly handle a branch point, I show how to trace the branch point
in a geometrically correct manner. Next, I present a cubic tangential trace spline
(CTTS) for tracing medial axis using four control points. After that, stopping crite-
ria is overviewed. Finally, the 2D tracing results are shown to see what problems are
solved and how good my algorithm is compared to other existing methods.
A. Moving window (MW) for selecting fiber direction
My algorithm uses a moving window to keep track of the trace. Initial moving window
construction requires a seed point from the user’s manual input. Fig. 11(a) shows
how to adjust a user selected seed point. The user selected seed point can have
two fiber boundary lines (vertical line in vertical direction and horizontal line in
horizontal direction as shown in Fig. 11(a)). The fiber boundary can be obtained by
some predefined threshold, which is dependent on the input data. If the length of
the vertical line is shorter than the length of the horizontal line, the user selected
seed point will be adjusted to the middle of the vertical line of the fiber boundary.
If the length of the horizontal line is shorter than the length of the vertical line,
the user selected seed point will be adjusted to the middle of the horizontal line of
the fiber boundary. Fig. 11(b) shows the seed point adjustment in real data. The
creation of a moving window centered at the adjusted seed point needs an appropriate
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determination of the window’s side length r:
r = l × 
l = min(l1, l2)
(3.1)
where l is the shorter length between the length of vertical line of fiber boundary (l1)
and the length of horizontal line of fiber boundary (l2) as shown in Fig. 11(a).  is a
scaling factor usually set between 1.1 and 1.5 based on my experimental results. If
experimental data has almost constant fiber radius, I set  to be 1.1. If experimental
data has various fiber radii, I set  to be 1.5. In case of the various fiber radii, if I
set  to be 1.1, the moving window sometimes cannot easily detect the fiber’s cross
section (FCS) which is defined in the next paragraph.
X
O
User selected seed point
Adjusted seed point
Vertical line of fiber boundary (length=l1)
Horizontal line of fiber boundary (length=l2)
(a) (b)
Fig. 11. Seed point adjustment. (a) Illustration. (b) Seed point adjustment in real
data (“×” marks the user selected seed point, and “◦” the adjusted seed
point).
Fig. 12 shows the basic process of my algorithm. A Gaussian filter is applied
along the MW border, resulting in a pixel intensity profile sampled only near the
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MW border. Using the intensity profile with a predefined threshold, I can detect the
fiber’s cross section (FCS) and the boundaries of the FCS (Fig. 12). The center of the
next trace step’s MW is defined as the middle of the boundaries of FCS as shown in
Fig. 12. In subsequent steps, newly generated MWs are given a different side length,
based on the length of the current FCS:
ri+1 = lFCSi ×  (3.2)
where i is the trace step’s index and  is the same as for (3.1). ri+1 is the side length
of the (i+ 1)th step’s MW and lFCSi is the length of the FCS in the i
th trace step as
shown in Fig. 13.
The FCS which contains the previous trace result does not generate a new MW
in order to avoid backtracking. Finally, I can shift the moving window to the next
trace point and change the side length of the moving window.
B. Branch smoothness while maintaining continuity
Interpolation can make the tracing algorithm faster and more accurate if there are
correct control points. Here, I use a branch smoothing algorithm on branched fibers
to avoid misleading traces as shown in Fig. 14(b) and an interpolation algorithm on
unbranched fibers to maintain C1 or G1 continuity. The interpolation algorithm is
described in section C of chapter III. The branched fibers can be identified when
a MW detects three or more FCSs. In order to obtain a correct trace on branched
fibers, I should find a parent point on the current MW as shown in Fig. 14(a). The
parent point is the point from which the trace starts and produces a visually satisfying
result (the left one in Fig. 14(b)). The determination of the parent point is described
in the next paragraph. However, some branch points do not give good information
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Fiber’s cross section (FCS)
The boundaries of FCS
The center of the next step's MW
*
position
in
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n
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ty
Fig. 12. Overview of moving window. Using the intensity profile with a predefined
threshold, the fiber’s cross section (FCS) and the boundaries of FCS can be
detected. The center of the next step’s MW is defined as the middle of the
boundaries of FCS.
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ci+1
ci
ri
lFCSiPrevious trace result is ignored
Step i
ci+1
ci
ri+1
Step i+1
ri+1=lFCSi × є
Fig. 13. Calculation of the side length of MW. ri is the side length of the i
th step’s
MW and ci is the center of the i
th step’s MW. lFCSi is the length of the FCS
in ith step.  is the same as (3.1). ri+1 is the side length of the (i+ 1)
th step’s
MW and ci+1 (gray pixel) is the center of the (i + 1)
th step’s MW. ri+1 is
calculated based on lFCSi .
about which one is the parent point (the right one in Fig. 14(c)). Hereafter, I call this
branch an ill-defined branch and the others well-defined branches as shown in Fig.
14(c). In this ill-defined branch case, I simply carry out Bresenham’s line drawing to
get a visually more satisfying branch trace [81].
In order to find the parent point, I assume that the parent point tends to have
the child points on the opposite side of the MW and have a bigger radius than that of
the child points. Therefore, the key factors in identifying the parent point are FCS’
vector ~vi and width ri defined in (3.2). As described in Fig. 15(a), ~vi is the vector from
c to bi and then normalized as a unit vector ~ui. c is the center point of the current
MW and bi is the i
th FCS’ center point as defined in Fig. 15(a). In addition to this,
I need a weight coefficient wi,j for branch ordering. It is defined as wi,j =min(ri, rj).
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wi,j causes (3.3) to produce a smaller value when i is on main stem. The parent point
bk is obtained from
k = argmin
i∈[1,..,n]
n∑
j=1,j 6=i
(wi,j(~ui · ~uj)) (3.3)
where n is the number of FCSs detected on the current MW. The above equation has
the smallest value when i has the parent point index. Fig. 15(c) shows one example
for finding the parent point using the assumption in Fig. 15(b). In this example, (3.3)
has the smallest value when i is 3. So, b3 can be the parent point.
C. Cubic tangential trace spline (CTTS) for tracing medial axis
Cubic Tangential Trace Spline (CTTS) is a piecewise cubic polynomial. In each MW,
this piecewise polynomial produces trace results along the medial axis of the fiber.
It maintains C1 or G1 continuity on the trace results and uses four control points.
This means that the polynomial has degree 3 (cubic). It also uses the tangent
information of the previous spline. It is used to trace fibers. This is the reason why
the piecewise cubic polynomial is called a Cubic Tangential Trace Spline (CTTS).
The Cubic Tangential Trace Spline (CTTS) algorithm interpolates three control
points (source, target, and midpoint) and one tangent vector. For example, in order
to yield CTTSi, a source (ci), target (ci+1), and midpoint (si) are used as control
points and one tangent control vector (αiCTTS
′
i−1(1.0)) (Fig. 16). ci and ci+1 are
source and target points of the ith moving window (MWi). The midpoint and the
tangent vector will be calculated in the following sections.
1. Midpoint calculation
Sun’s algorithm is used to get the midpoint [82]. Sun’s algorithm works well in
detecting medial axis points and it is also robust to noise. However, it is slow due to
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(c)
Well-defined branch Ill-defined branch
Trace starts from 
parent point.
1st order child point 
(located on main stem)
2nd order child point (not located on main stem)
(b)
(a)
MW’s center
Parent point (located on main stem) produces
visually satisfying trace result (left one in (b)). 
Trace starts from 
1st order child point.
Trace starts from 
2nd order child point.
Fig. 14. (a) Definition of parent point and ordered child points. (b) Misleading traces
depending on start point when interpolation is used. Only left one has visu-
ally satisfying result. (c) Trace results for well-defined branch and ill-defined
branch after finding the parent point. If the parent point can be identified
correctly, the trace result will produce a visually satisfying result on both
well-defined branches and ill-defined branches.
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Fig. 15. Parent point definition. (a) Definition for finding the parent point equation
(3.3). (b) Assumption for the example of finding the parent point in (c). (c)
Example for finding the parent point. By using the assumption in (b), we can
identify the parent point. The equation for finding the parent point is based
on (3.3). It produces the minimum value when i is 3. Therefore, we can think
of b3 as the parent point.
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an iterative process for convergence. Therefore, Sun’s algorithm is used only for one
point (midpoint). The other medial axis points will be interpolated using the midpoint
and the other control points (source, target, and tangent vector based point).
2. Tangent vector calculation
One derivative at ci is calculated per MW to maintain G
1 continuity on the border
of the CTTSs in (3.4). In many areas, C1 is more important than G1. However,
C1 could cause unnecessary waves where successive MWs have a large size difference
because interpolation is dependent on the size of the MWs. To solve this problem, G1
is used between consecutive CTTSs. This can easily support medial tracing by using
the adaptive tangent parameter α, as shown in (3.5). Using a magnitude parameter
η and three control points (ci, ci+1, and si), α is calculated as
α1 = 2η||s1 − c1||/||c1 − c0||
αi = η||si − ci||/||si−1 − ci−1||, i > 1
(3.4)
where η is set between 0.0 and 1.0. If η is 0.0, consecutive CTTSs have only G0
continuity. As η increases toward 1.0, the continuity, while still only G0, begins to
visually appear closer to G1. From experimental results, η=0.4 was found to be
a good value. Each interpolation polynomial CTTSi (t) is defined as follows with
ci = CTTSi (0.0), si = CTTSi (0.5), and ci+1 = CTTSi (1.0):
CTTS0 (t) = c0L1(t) + s0L2(t) + c1L3(t)
CTTSi (t) =
(
1 t t2 t3
)

1 0 0 0
1 1
2
1
4
1
8
1 1 1 1
0 1 0 0

−1
ci
si
ci+1
ei

(3.5)
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Fig. 16. Cubic tangential trace spline (CTTS) description. (a) Cubic tangential trace
spline (CTTS) at step i. (b) CTTSi(t) starts from ci and terminates at ci+1
on trace step i. So, ci and ci+1 are CTTSi(0.0) and CTTSi(1.0) respectively.
(c) The midpoint si is at CTTSi(0.5).
where Li(t) is a Lagrange basis function and ei is the tangent control vector (αiCTTS
′
i−1(1.0)).
D. Stopping criteria for tracing
The tracing is terminated if one or more of the following conditions are satisfied.
1. The newly generated MW is outside the image data.
2. The number of FCSs detected on the current MW is 1, which means that the
fiber is traced to its end.
3. Local contrast is less than a predefined threshold. A small threshold may cause
the detection of many false positives, while a large threshold may cause early
termination of tracing.
4. A previously detected fiber intersects the current MW. All the pixels on FCSs
detected on the current MW are checked for this test.
The first condition is used in other tracing methods [50, 51]. The second condition
indicates that there are no more fibers to be traced from the current tracing step.
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The third condition is used in order to differentiate fibers from background while
tracing. If there is no clear fiber based on the local contrast threshold, the tracing
process should terminate. The fourth condition is used to avoid backtracking like
other tracing methods [50,51].
E. Results
In this section, I will present the experimental results analyzed in four ways: (a)
speed and complexity, (b) branch handling, and (c) smoothness.
1. Speed and computational complexity
Here, I analyze how efficiently my 2D method is able to process large amounts of data.
Assuming that one fiber, whose length is k, is located on a MW whose side length is
2n, where n is the width of the fiber, I can calculate the required number of pixels
to be processed by the sum of the size of the Gaussian filter, the MW side length,
and the number of MW. The number of pixels to be processed by MW, denoted
PMW , is then calculated as follows: PMW = (2n× 4) × (5× 5) × k2n = 100 × k
where 2n × 4 is the MW side length, 5 × 5 is the filter size, and k
n
is the total
number of MWs. Consequently, my 2D trace has O (k) (i.e., linear) processing time,
depending only on the fiber length (not all pixels in the fiber), which indicates that
MW-CTTS is extremely efficient for large-scale data sets without additional overhead.
This computational complexity is validated in section C of chapter V using Monte
Carlo experiments.
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Seed point Seed point
(a) (b)
Fig. 17. Backtracking problem. (a) Haris et al.’s backtracking problem. (b)
MW-CTTS’ trace without backtracking after branch smoothing.
2. Branch handling while avoiding the backtracking problem
The purpose of the second experiment is to demonstrate the solution for the branch
handling problem in MW-CTTS as compared to Haris et al.’s method [53] in branch
points shaped like 3 or a. Instead of using square windows, Haris et al. proposed a
tracing algorithm using circular templates. This algorithm generally works on bifur-
cation points shaped like ≺. However, it has a backtracking problem on bifurcation
points shaped 3 or a where the trace goes back where it came from as shown in Fig.
7(c). This problem happens because the center of the next step’s tracing circle is not
located on the current circle. On the other hand, MW-CTTS can avoid the problem
by selecting the next MW’s center on the edge of the current MW. All tracing meth-
ods based on Haris et al.’s method cause the same problem [55–58, 60]. Fig. 17(a)
shows the backtracking problem on a shaped branch points in Haris et al.’s approach
while MW-CTTS avoids this problem (Fig. 17(b)).
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3. Experiments using neurovascular data
Fig. 18 shows the trace result with real neurovascular data starting from one seed
point. These data were acquired from a 200-micron-thick section of mouse cerebellum
stained with Nissl and the vasculature filled with India ink. MW-CTTS trace result
highlights three important points. First, MW-CTTS starting from one seed point
traces much more than Haris et al.’s method and Can et al.’s method. Second,
medial axis tracing maintains C1 or G1 continuity on all traced points except for
branch points. Third, branch point tracing is done using either linear interpolation
or branch smoothness to remove misleading traces such as those in Fig. 14(b). The
solid arrows in Fig. 18(f) show traces on well-defined branches and the hollow arrows
show traces on ill-defined branches. Note that the line drawing looks more appropriate
on the ill-defined branches, while the branch smoothness is good for the well-defined
branches.
F. Conclusion
In this chapter, I presented the MW-CTTS algorithm to rapidly and correctly trace
fibers in 2D images while maintaining C1 or G1 continuity. I have shown that (1)
probing only on the edge of Moving Window can significantly reduce the trace pro-
cessing time, (2) Moving Window can avoid backtracking problem on branches, and
(3) CTTS can maintain smoothness on the medial axis. I also showed that, in neu-
rovasculature data, the MW-CTTS algorithm can trace, from a single seed point,
much more than Haris et al.’s method and Can et al.’s method.
Obtaining vascular networks from a tracing algorithm is important so that we can
investigate how the vascular networks are organized using geometric/topological in-
formation and diagnose how these networks can affect various neurovascular diseases.
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(a)
(b)
(c)
(d)
(e)
(f)
Fig. 18. Trace results from one seed point on mouse cerebellum (India ink stain). (a)
Original data showing seed point. Bar=20µm. (b) Can et al.’s trace. (c)
Haris et al.’s trace showing circles. (d) Haris et al.’s trace. (e) MW-CTTS
trace showing MWs. Note that MW-CTTS starting from single seed point
traces much more than Haris et al.’s method and Can et al.’s method. (f)
MW-CTTS trace. Branch smoothness on the well-defined branches (solid
arrows) and line drawing on the ill-defined branches (hollow arrows).
In the next chapter, I will introduce my 3D tracing algorithm, and show how 2D
tracing algorithms can be extended to 3D tracing for obtaining 3D vascular networks.
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CHAPTER IV
3D METHOD FOR TRACING
In this chapter, I explain my 3D tracing algorithm. First, I give notations used in this
chapter. Second, I describe how the 3D tracing algorithm works. In detail, a fiber
boundary detection algorithm is shown in order to obtain a MIP cube. After that,
the use of local maximum intensity projection (MIP) for tracing is discussed. Due to
the discretization error in MIP, I propose a momentum operator to adjust the center
point. I also show how to connect branches after MIP tracing. Finally, in order to
prove that the local MIP processing can also be used with other tracing methods, I
use Frangi et al.’s 2D method for tracing [59]. The performance comparison shows
how the processing time of MIP improves against 3D tracing methods.
A. Definition
Maximum intensity projection (MIP) is a computer visualization method that projects
the maximum intensity value along each line perpendicular to the projected plane. In
this section, Fig. 19 describes the axis definition and how to get local MIPs. A local
MIP is generated within a MIP cube defined by axis length, which will be explained
in the next section. In Fig. 19, X, Y, and Z axes are defined as usual and three local
MIPs are projected on 2D planes along each axis. Such 2D MIPs can be used for
tracing 3D objects. In Fig. 20, MIP cube size is important to get an unambiguous
local MIP. If a MIP cube is too big (Fig. 20(b)), local MIPs have unclear projections
on each plane. Therefore, the calculation of MIP cube size is important. The cal-
culation of MIP cube size is based on the fiber boundary detection along each axis.
The fiber boundary detection along each axis will be explained in the next section.
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YZ local MIP
X
Y
Z
XZ local MIP
XY local MIP
(a) (b)
Fig. 19. MIP definition. (a) Local MIP definition. (b) XY, YZ, and XZ local MIPs
on 2D planes along each axis.
(a) (b)
MIP cube MIP cube
Fig. 20. The importance of MIP cube size. (a) Unambiguous local MIP containing a
single fiber. (b) Ambiguous local MIP containing multiple fibers/branches.
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B. Fiber boundary detection for obtaining MIP cube size
As discussed in the previous section, fiber boundary detection along each axis is
important for correctly obtaining MIP cube size. Moreover, the detection should be
correct on both high and low contrast images. Fiber boundary detection consists of
three probabilities (Pin(c, q), Pout(c, q), Pedge(q, ~τ)) to be able to work on both images.
As shown in Fig. 21, c is the center voxel of the current tracing step, q is the boundary
check voxel defined as q ∈ {l~u+ c} where l is an integer variable (1 ≤ l ≤ m) and
~u is a unit vector (0,1,0), m is the maximum radius of the fiber, and ~τ is the vector
for finding a boundary defined as ~τ = l~u. ~u can be changed for checking different
directions. One example will be explained in the next paragraph.
Fig. 21 shows how to get a fiber’s right boundary voxel from the center voxel c
of the current tracing step using the three probabilities.
Pin(c, q) = exp
(
− (Ig(q)−Ig(c))2
2σ2
)
Pout(c, q) = 1− exp
(
− (Ig(q)−Ig(c))2
2σ2
)
Pedge(q, ~τ)
= (1− exp
(
− (Ig(q+~τ)−Ig(q−~τ))2
2σ2
)
)/‖~τ‖
(4.1)
where σ is constant which can be obtained by experimental result. Ig(q) denotes the
image intensity value at voxel q after convolving the data with a Gaussian kernel at
one-third the scale of the maximum fiber radius. As shown in Fig. 21, q denotes one
voxel from c to m~u+ c along the Y axis. m~u+ c is located m voxels from c along the
Y axis. I used the Gaussian function form for detecting fiber boundary because this
function can give the highest value when Ig(q) and Ig(c) have the same intensity. In
addition to this, as the difference between the value of Ig(q) and Ig(c) increases, we
can have gradually decreasing value from the Gaussian. I want to use this gradually
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decreasing property for the probability of detecting fiber boundary. There could be
other functional forms for the same effect. However, Gaussian function is widely used
in image processing. Therefore, I selected Gaussian function for my implementation.
Pin(c, q) denotes the probability that the q voxel is inside a fiber. Pin(c, q) is the
Gaussian function as defined in (4.1). If the voxels c and q have similar intensity
values, the value of Pin(c, q) will be high. Pout(c, q) denotes the probability that the
q voxel is outside a fiber. Pout(c, q) is 1-Pin(c, q). If the voxels c and q have different
intensity values, the value of Pout(c, q) will be high. Pedge(q, ~τ) is the probability that
the (q − ~τ) voxel is inside a fiber and (q + ~τ) voxel is outside a fiber. If the voxels
(q−~τ) and (q+~τ) have different intensity values, the value of Pedge(q, ~τ) will be high.
In other words, when the voxel q is located on a fiber boundary, Pedge(q, ~τ) will be
high.
X
Y
Z
Fiber’s right  
boundary.
Fiber’s left  
boundary.
c
q
c
Fiber’s right  
boundary.
Fig. 21. Detection of fiber’s right boundary. c denotes the center voxel of the current
tracing step. q is the boundary check voxel defined as q ∈ {l~u+ c} where l
is an integer variable (1 ≤ l ≤ m), ~u is a unit vector (0,1,0), and m is the
maximum radius of the fiber.
Using these probabilities, we can get the following edge map E(c, q).
E(c, q, ~τ) =
(Pin(c,q−~τ)+Pout(c,q+~τ)+Pedge(q,~τ))
3
E(c, q) = max E(c, q, ~τ), for ~τ = l~u, 1 ≤ l ≤ m.
(4.2)
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So, the fiber’s right boundary voxel Q(c) of voxel c is obtained by
Q(c) = argmax
q∈{l~u+c}
E(c, q) (4.3)
If max E(c, q) in (4.2) is close to 0, it means that all checked points are within fibers.
In this case, Q(c) is set to m~u + c. The other boundary voxels are obtained in a
similar way. Fig. 22 shows how E(c, q) obtains a boundary on low and high contrast
images.
E
0.0
1.0
I
0
255
Intensity map E(c,q) map
BackgroundFiber Boundary BackgroundFiber Boundary
Fig. 22. Fiber boundary detection on high and low contrast data. First row: high
contrast case. Second row: low contrast case. Left column: intensity map.
Right column: E(c,q) map. In the E(c,q) map, the whitest vertical line is the
detected boundary. When voxel q is on the boundary, E(c,q) is closest to 1.0,
which is the whitest one in E(c,q) map.
From the detection of fiber boundary, I define the local Y axis length on a voxel
c as the length from the fiber’s left boundary voxel of c to the fiber’s right boundary
voxel of c. The local X axis length and local Z axis length are defined in a similar
way as shown in Fig. 23(a). The MIP cube size is set to be (medium axis length+ζ)3.
If the longest axis length is set to be the MIP cube size, an ambiguous local MIP can
be obtained. If the shortest axis length is set to be the MIP cube size, background
will not be contained in local MIPs.
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Local X axıs length
(The shortest axis 
in this step)
Local Y axıs length
(The longest axis in this step)
Local Z axıs length
(The medium axis 
in this step)
The medium axis length is used for MIP cube size
MIP cube
(a) (b)
Fig. 23. MIP cube size calculation. (a) Local axis length definition. In this step, local
Z axis length is medium. This length will be used for calculating this step’s
MIP cube. (b) MIP cube size calculation. MIP cube size is dependent on the
medium axis length.
C. Local MIP tracing on projected 2D planes
In each tracing step, the local MIP along the longest axis will be ignored. The local
MIP along the longest axis has less valuable information on the projected plane than
the other local MIPs as shown in Fig. 24. Let us take an example that has local Y
axis length as the longest one. In this case, XY and YZ local MIPs are considered for
tracing. Note that any 2D tracing method can be used for getting fiber direction on
these projected planes. On the XY local MIP, the direction ~VXY can be interpreted
as (x1,y1,0). In the same way, on the YZ local MIP, the direction ~VYZ has (0,y2,z2).
These two vectors are combined into (x1, (y1 + y2)/2, z2) for ~VXYZ, which is the 3D
fiber direction on the current voxel. By using this, the next candidate center (denoted
as ci for the center on ith step and c
′
i−1 for the adjusted center on (i-1)th step) is
calculated as follows:
ci =
~VXYZ
‖~VXYZ‖
× ω + c′i−1 (4.4)
where ω is the tracing step size. The adjusted center c
′
i−1 will be explained in the
next subsection.
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XY local MIP
YZ local MIP
MIP cube
Ignore projection 
along the longest 
axis length
XZ local MIP
YZ 2 2(0, , )V y z

XY 1 1( , ,0)V x y

XYZ 1 1 2 2( , ( ) / 2, )V x y y z 

Fig. 24. Local MIP tracing. The local MIP along the longest axis length is ignored
because the local MIP has no valuable information. In this step, XZ local
MIP will be ignored. By using the other two local MIPs, 2D tracing directions
will be obtained. The 2D tracing directions will be combined as 3D tracing
directions after simple combination.
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1. Center point adjustment using a momentum operator
Due to the discretization error in MIP, a momentum operator is used to adjust the
center point within a spherical window as shown in Fig. 25 [83]. The maximum fiber
radius is set to be the radius of the spherical window. From the following equation,
we can get the adjusted center point c
′
i at the ith tracing step.
c
′
i = (
M100
M000
,
M010
M000
,
M001
M000
) (4.5)
where Mχψκ is a momentum operator at the ith tracing step in the spherical window,
where χ+ ψ + κ = L is the order of the moments [83]. Therefore, c
′
i can be the new
center of mass (moment M000) of the spherical window. The momentum operator
Mχψκ is given by
Mχψκ =
∫
z
∫
y
∫
x
xχyψzκf(x, y, z)dxdydz, (4.6)
where f(x, y, z) is the intensity value at location (x, y, z) within the spherical window.
ic
ic’
1ic ’
Fig. 25. 3D vessel direction adjustment using a momentum operator.
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2. Branch connection
In practice, the local MIP algorithm traces along the maximum response of the tem-
plate, which does not handle cases with branches. All branches should be traced with
each seed point. The tracing stops if the previously traced voxels are detected within
a sphere of a predefined radius and can be connected to the current step’s center
voxel. It can be said that two voxels are connected if all voxels on the Bresenham’s
line between the two voxels have higher intensity than background intensity assuming
that the background is dark [81].
3. Stopping criteria
After MIP processing, any 2D tracing algorithm can be used on the projected 2D
planes. It means that each algorithm’s stopping criteria can be used as the stop-
ping criteria of the proposed MIP algorithm. The algorithm proposed by Haris et al.
stops when there are no detected fibers and Can et al.’s tracing stops when maxi-
mum response of template is lower than a predefined threshold [51, 53]. The tracing
algorithm presented by Friman et al. is terminated if a score function measuring the
goodness of fit to the fiber does not satisfy a predetermined threshold [30]. I will
use the stopping criteria of my MW-CTTS 2D tracing algorithm for experiments as
described in chapter III.
D. Frangi tracing
In this section, I will review Frangi et al.’s method to show that the local MIP
processing can work with the well-known tracing algorithm [59, 64]. Frangi et al.’s
tracing algorithm is a good source for validating my MIP processing because Frangi
et al.’s tracing algorithm has both a 2D and a 3D version. I will compare the results
46
from Frangi’s 3D version to that of the 2D version using my MIP processing to see if
there is any difference in performance with respect to accuracy and speed.
A multiscale filter using the Hessian matrix is used for fiber direction detection
in a 2D image. Let H2σ(c) denote the Hessian matrix at a pixel c with scale σ:
H2σ(c) =
 Ixx(c) Ixy(c)
Iyx(c) Iyy(c)
 (4.7)
Imn(c) = σ
2∂
2(G(c, σ)I(c))
∂m∂n
(4.8)
where G(c, σ) is the Gaussian kernel with center c and standard deviation σ. The
eigenvector v1 corresponding to the smallest magnitude eigenvalue λ1 indicates the
fiber direction. The fiber likeliness function T 2(c, σ) in the 2D version uses only one
geometric ratio RB [64]:
T 2(c, σ) =
 0 if λ2 > 0exp(−R2B
2β2
)(
1− exp
(
− S2
2γ2
))
otherwise,
(4.9)
with
RB =
|λ1|
|λ2| , S =
√√√√ 2∑
i=1
λ2i , (4.10)
where RB is the blobness measure and S is the second order structure measurement.
The parameters β and γ were set to 0.5, and 0.25 respectively. The maximum value
among T 2(c, σ) is given as follows:
T 2(c) = max
σmin≤σ≤σmax
T 2(c, σ). (4.11)
Fig. 26 shows that the eigenvector v1 approximates the local fiber direction in 2D.
In a similar way, the 3D version of Frangi et al.’s tracing algorithm is as follows.
47
1v
2v
Fig. 26. The direction of the fiber in 2D using the Hessian matrix. The eigenvector
v1 of the Hessian matrix corresponding to the smallest eigenvalue λ1 is the
direction of the fiber in 2D.
Let H3σ(c) denote the Hessian matrix at a voxel c with scale σ:
H3σ(c) =

Ixx(c) Ixy(c) Ixz(c)
Iyx(c) Iyy(c) Iyz(c)
Izx(c) Izy(c) Izz(c)
 (4.12)
Imn(c) is defined as in 4.8. The eigenvector v1 corresponding to the smallest magnitude
eigenvalue λ1 indicates the fiber direction. Frangi et al. presented fiber likeliness
function T 3(c, σ) using geometric ratios RA and RB [59]:
T 3(c, σ) =
 0 if λ2 > 0 or λ3 > 0(1− exp(−R2A
2ι2
))
exp
(
−R2B
2β2
)(
1− exp
(
− S2
2γ2
))
otherwise,
(4.13)
with
RA =
|λ2|
|λ3| , RB =
|λ1|
|λ2λ3| , S =
√√√√ 3∑
i=1
λ2i , (4.14)
where RA is used to distinguish between a plate-like or a tube-like structure. RB and
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S have the same meaning as in the 2D version. The parameters ι, β, and γ control
the sensitivity of the Hessian filter and they were set to 0.5, 0.5, and 0.25 respectively.
The maximum value among T 3(c, σ) at scale σ gives the eigenvector v1 which aligns
with the fiber direction as follows:
T 3(c) = max
σmin≤σ≤σmax
T 3(c, σ). (4.15)
Fig. 27 shows that the eigenvector v1 approximates the local fiber direction in 3D.
1v
3v
2v
Fig. 27. The direction of the fiber in 3D using the Hessian matrix. The eigenvector
v1 of the Hessian matrix corresponding to the smallest eigenvalue λ1 is the
direction of the fiber in 3D.
E. Results
In order to test my local MIP algorithm, I used the 2D-version of Frangi et al.’s
method [59]. I also used the local MIP algorithm with my MW trace algorithm for
generating 3D results and validation. Tracing in low contrast data will be shown to
test the boundary detection approach.
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Fig. 28. Local MIP traces with well-known method. Local MIP traces. Left: Synthetic
data. Middle: Trace result. The trace result of 2D version of Frangi et al.’s
method with my local MIP processing is overlayed on top of the trace result
of the 3D version of Frangi et al.’s method. Right: The same trace result seen
from a different view.
1. 3D Frangi vs. 2D Frangi with MIP cube
In this subsection, the trace result from 3D Frangi et al.’s method is compared to the
trace result from the MIP algorithm with 2D Frangi et al.’s method. First, simple
synthetic data are considered to see how similar the results are. Second, performance
comparison is done with real mouse cerebellum data. Finally, validation experiments
were conducted using human-labeled ground truth.
a. Synthetic data tracing result
The synthetic data size was 256×256×256 voxels and the data had curvature ranging
from 0.001 to 0.1 with a width of 5 voxels. Fig. 28 shows the result of my method
(Frangi et al.’s 2D tracing method with local MIP processing) and the result of Frangi
et al.’s 3D tracing method. Note that the 2D tracing result with local MIP is almost
identical to the 3D tracing result.
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Fig. 29. Trace comparison. Left: Mouse cerebellum data obtained by the KESM. The
volume size was 128×128×128 voxels. Voxel size was 0.6µm×0.7µm×1.0µm.
Middle: The trace result of the 3D version of Frangi et al.’s method. Right:
The trace result of the 2D version of Frangi et al.’s method with my local
MIP processing.
b. Performance comparison
The size of the mouse cerebellum vascular volume acquired by KESM was 128×128×
128 voxels. Fig. 29 shows one volume with the trace results. In this case, my method
took 188 seconds to trace 1188 voxels while the 3D tracing method took 484 seconds
for 1065 voxels. I performed the experiment on a PC with Intel Pentium 4 (2.4 GHz)
processor, 512MB of memory under Windows XP operating system in Debug mode of
Microsoft Visual Studio 2005. Note that Fig. 30 shows how significantly my method
reduces processing time compared to a 3D method. This improvement is due to the
fact that the 3D method uses a 3×3 Hessian matrix with 3D Gaussian kernel (O(n3))
while my method uses a 2×2 Hessian matrix with 2D Gaussian kernel (O(n2)), where
n is the scale of Gaussian filter. If n is a small value such as 2 or 3, there is not much
of a performance improvement. Other tracing algorithms can have similar results due
to the dimension reduction. For example, Friman et al.’s method will have a similar
performance with local MIP processing because the 3D version has O(n2) processing
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Fig. 30. Performance comparison for the cerebellum and the synthetic data regarding
MIP tracing. Horizontal axis shows seconds. 2D with local MIP tracing is
about three times faster than 3D tracing in both the cerebellum and the syn-
thetic data. The cerebellum and the synthetic data have 1188 voxels and 3911
voxels, respectively. My method takes 34.78% and 35.40% of 3D processing
time for the cerebellum and the synthetic data, respectively. This experiment
shows that the performance improvement is similar in both the cerebellum
(34.78%) and the synthetic data (35.40%).
time while the 2D version is O(n), where n is the number of sampled directions in
2D space [30].
c. Validation
The following experiments were conducted for validating the Frangi et al.’s 2D method
with local MIP processing. Two individuals manually selected the centerline points
for 10 pieces of vascular data. Two measurements (length difference:φ and centerline
deviation:ϕ) were used to quantitatively evaluate the difference between my method’s
result (A) and two manual results (R1, R2) based on Zhang et al.’s validation [84].
The length difference (φ) is derived as
φ = |1− LR/LA| (4.16)
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where LR and LA are the length of vascular data extracted by person and my method
respectively. The centerline deviation (ϕ) is defined as
ϕ = Vox(lR, lA)/LA (4.17)
where Vox(lR, lA) is the total number of voxels between lR and lA. lR and lA are the
manual vessel centerline and my method’s centerline respectively. Table I shows how
different my method’s result is from that of the manual results. The p-values are
obtained using a two-sided paired t-test, and they show that the two manual results
are similar (no significant difference). Table II shows that there is strong correlation
between my method’s result and the manual results.
Table I. The mean (µ) and standard deviation (σ) of length difference (φ) and center-
line deviation (ϕ) values for two manual results (R1 & R2).
φ ϕ
µ σ p-value µ σ p-value
R1 0.1518 0.1762
0.4188
1.2131 0.3529
0.6853
R2 0.1325 0.1804 1.1294 0.3016
Table II. Correlation coefficients between my method (A) and the manual ground
truths (R1 & R2). Note that the tables are symmetric, so repeated values
are not shown.
φ ϕ
A R1 R2 A R1 R2
A - 0.9917 0.9904 - 0.9552 0.9628
R1 - - 0.9982 - - 0.9740
R2 - - - - - -
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Fig. 31. Local MIP traces. Left: Synthetic data. Middle: Trace result. The trace
result is extracted from my MW method using my local MIP processing.
Right: The same trace result seen from a different view.
2. MW with MIP cube
In this subsection, the trace result from my MW method with MIP processing is
shown. First, simple synthetic data are considered, similar to the previous subsection.
Second, trace results from real mouse cerebellum data are shown. Finally, validation
experiments are conducted using human-labeled ground truth.
a. Synthetic data tracing result
The synthetic data size was 256×256×256 voxels and the data had curvature ranging
from 0.001 to 0.1, with a width of 5 voxels. Fig. 31 shows the result of the my MW
method. The result is almost identical to the Frangi et al.’s tracing result as shown
in Fig. 28. It took 569 seconds to trace this data. Note that the Frangi et al.’s
2D tracing method with local MIP processing took 619 seconds to trace the same
synthetic data, while the 3D version took 1926 seconds.
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b. Performance comparison
The size of the mouse cerebellum vascular volume acquired by KESM was 128 ×
128 × 128 voxels. Fig. 32 shows three volumes with trace results. In this case, my
method took 193, 177, and 194 seconds for 1326, 1214, and 1334 voxels respectively.
I performed the experiment on a PC with Intel Pentium 4 (2.4 GHz) processor,
512MB of memory under Windows XP operating system in Debug mode of Microsoft
Visual Studio 2005. All experiments in my dissertation were conducted using this
environment if there is no other specification. Even though Release mode gives a
faster processing time than Debug mode, I used Debug mode to find all bugs in my
implementation during all the experiments. After compiling it in Release mode, I
checked that my implementation worked well in Release mode. For your information,
in Release mode, there was about 80% reduction in execution time.
c. Validation
In this validation part, the same experiments were conducted as in the Frangi et al.’s
validation part. Two individuals manually selected the centerline points for 10 pieces
of vascular data. We used two measurements, length difference (φ) and centerline
deviation (ϕ), to quantitatively evaluate the difference between my method’s result
(A) and two manual results (R1, R2) based on Zhang et al.’s validation [84]. Length
difference (φ) is defined in Eq. 4.16. Centerline deviation (ϕ) is defined in Eq. 4.17.
Table III shows how different my method’s result is from the manual results. The p-
values are obtained using a two-sided paired t-test, which shows that the two manual
results are similar (no significant difference). Table IV shows that there is strong
correlation between my method’s result and the manual results.
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(a) (b)
Fig. 32. Tracing result of cerebellum data using MIP processing. (a) Cerebellum data.
(b) MW trace with MIP processing.
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Table III. The mean (µ) and standard deviation (σ) of length difference (φ) and cen-
terline deviation (ϕ) values for two manual results (R1 & R2).
φ ϕ
µ σ p-value µ σ p-value
R1 0.4238 0.6296
0.5028
1.5392 0.3529
0.6913
R2 0.5901 0.8142 1.7170 0.5406
Table IV. Correlation coefficients between my method (A) and the manual ground
truths (R1 & R2). Note that the tables are symmetric, so repeated values
are not shown.
φ ϕ
A R1 R2 A R1 R2
A - 0.9832 0.9814 - 0.9613 0.9582
R1 - - 0.9921 - - 0.9934
R2 - - - - - -
3. Tracing in low contrast data
Due to uneven illumination, KESM sometimes yields low contrast images. The bound-
ary detection part should evaluate correct local volumes so that my method can trace
a 3D volume correctly. Fig. 33 shows the tracing result on a low contrast volume
using the boundary detection algorithm in 4.1.
F. Conclusion
In this chapter, I explained how to use maximum intensity projection (MIP) in 3D
tracing for the reusability of existing 2D tracing algorithms and the subsequent reduc-
tion of computational complexity. I have also shown (1) the fiber boundary detection
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(a) (b) (c)
Fig. 33. Low contrast data trace. (a) 3D vascular data. (b) Two sample slices from (a).
Gaussian blur (σ=30) was applied in all slices to simulate low contrast. The first
sample slice had a mean intensity of 47.9 (µ) with standard deviation 4.5 (σ). The
second sample slice had mean 49.1 (µ) with standard deviation 6.9 (σ). (c) Trace
result with my method from two views.
algorithm for low contrast data, (2) center adjustment using a momentum operator
to correct the discretization error of MIP processing, and (3) the use of Frangi et
al.’s tracing method for validating my MIP processing. I also conducted a validation
experiment with human-labeled ground truth to see how accurate the tracing results
are.
In the conclusion section of the previous chapter, I explained the importance of
obtaining 3D reconstructions of vascular networks. Using my MIP processing, the
existing 2D tracing methods can be used for reconstructing 3D vascular networks.
Due to the low computational complexity of 2D tracing algorithms compared to 3D
tracing algorithms, the existing 2D tracing algorithms with my MIP processing took
less time than that of 3D tracing algorithms (e.g.: about 65 % reduction of processing
time compared to Frangi et al.’s 3D algorithm). Even though my tracing algorithm
gives good results, we need to validate the algorithm to see how robust it is to noise
and contrast. In the next chapter, I validated my tracing algorithm with a Monte
Carlo method using various noise levels and contrasts.
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CHAPTER V
VALIDATION FOR THE 2D AND 3D TRACING METHODS
In this chapter, I validated my tracing algorithm using synthetic data. First, I describe
the performance measures that I use. Second, I introduce the method of generating
synthetic data. Next, I explain the 2D validation method that uses the synthetic
data. The synthetic data covers noise levels representative of medical images such as
MR, CT, and ultrasound. I also validate my 3D tracing algorithm with 3D synthetic
data. The 3D synthetic data also has the same noise level as the 2D synthetic data.
A. Measurement of performance and validation
In order to quantify the speed and accuracy of my method, Monte Carlo experiments
were conducted using synthetic data. The total number of synthetic data sets was 84
(three data types×seven intensity profiles×four noise levels) for 2D performance and
validation and for 3D performance and validation. The data types were line, curve,
and spiral in 2D images. The data types were branch, stacked curve, and spiral in
3D volumes. The data types will be described in detail in section C and D of this
chapter. For each data set, 100 random seed points were used within 2 pixels along
the medial axis, thereby avoiding the placement of seed points in the background.
Four measures were used in each data set during the Monte Carlo runs. I calcu-
lated the averages and standard deviations for each measure. The first two of these
measures quantify how fast my method can trace. The next two of them quantify the
noise robustness and accuracy. The measures are as follows:
1. Average Processing Time: Mean processing time of the tracing for each data.
2. Average Time/Distance: Mean trace processing time per traced pixel.
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3. Average Error: Mean distance between a point on the traced result and its
closest medial axis point.
4. Percent of Points within 2 Pixels: Percent of points on the traced result within
2 pixels of their closest medial axis point.
Note that the first two measures are for performance and the last two measures are for
validation. These measurements are based on the Aylward et al.’s measurement [61].
B. Synthetic data degradation
In this section, I described how to add noise to the synthetic data. For example, in
2D image, a degraded image g(x, y) can be derived as
g(x, y) = f(x, y) + h(x, y) (5.1)
where f(x, y) is the original image and h(x, y) is an additive noise term at pixel (x, y).
There are many noise models such as Gaussian, Rayleigh, Erlang (Gamma), uniform,
and exponential noise. For example, the Gaussian noise arises in an image due to
factors such as electronic circuit noise and sensor noise due to poor illumination
and/or high temperature [42]. Therefore, in this experiment, I used the Gaussian
noise model. Fig. 34 shows how to add the Gaussian noise to synthetic data.
For the Gaussian noise, the PDF of a Gaussian random variable, z, is given by
p(z) =
1√
2piσ
exp−(z−µ)
2/(2σ2) (5.2)
where z represents gray level, µ is the mean of z, and σ its standard deviation.
Approximately, 70% of the z values will be in the range [(µ− σ), (µ+ σ)], and about
90% of its values will be in the range [(µ− 2σ), (µ+ 2σ)].
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Fig. 34. Illustration of degrading image using the Gaussian noise model. Left column:
Synthetic data with histogram. Right column: Degraded data with histogram
after adding Gaussian noise.
61
C. 2D validation using Monte Carlo experiments
For the synthetic images, I generated three 256×256 pixel data sets. Each data set
contained linear, curvy, and spiral fiber, respectively. Generally, lines and curves
most frequently appear in blood vessel data. The spiral data contained curvatures
ranging from 0.17 to 0.0044 to cover most vessels. The ideal traversals of these fibers’
centerlines result in the extraction of 200, 230, and 2900 centerline points for line,
curve, and spiral data in the ground truth, respectively. The fiber’s radius ranged
from 2.0 to 4.0 pixels and the background intensity was 0. All images had one of the
following combination of intensity profiles and Gaussian noise as shown in Fig. 35.
standard deviation of Gaussian noise
0.002 0.008 0.014 0.020
range of 
intensity 
values 
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maximum)
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200~250 high contrast
Fig. 35. Combination of intensity profiles and Gaussian noise for synthetic data.
The Gaussian noise had standard deviation σ of 0.002, 0.008, 0.014, and 0.020.
This is very small noise on a 0∼255 range. However, my intention in this experiment
was to test synthetic images from the lowest contrast to the highest contrast with
noise levels representative of MR, CT, and ultrasound. The data with σ = 0.006
is representative of the noise level in MR and CT data and the one with σ = 0.02
is similar to the noise in ultrasound data. I tested the lowest contrast image with
intensity profiles from 10 to 50 to investigate my method’s performance in a worst
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case scenario as shown in Fig. 36. The lowest contrast has three finer ranges (10∼30,
20∼40, and 30∼50). From now on, I will call these three ranges the lowest contrast.
Fig. 36. Synthetic data with Gaussian noise. It has standard deviation σ of 0.020.
The noise-free fibers have intensity profiles from 10 to 50 on the first row and
from 50 to 100 on the second row. The first row contains the low contrast
which is less than 30 percent of the gray level contrast that human eye can
distinguish.
Fig. 37 shows the tracing result of 2D synthetic data. The intensity profile is
from 50 to 100 and the Gaussian noise has a standard deviation of 0.020. Based
on the measurements defined in section A of this chapter, there are two main parts:
performance and validation.
1. Performance of my algorithm
In Fig. 38, each series represents the measurement of each image data having different
intensity profiles, respectively. From these measurements, I can confirm that the MW-
CTTS time complexity is linear with fiber length. The number of the medial axis
points of line, curve, and spiral data were 200, 230, and 2900, respectively. In other
words, the spiral fiber length was ten times longer than the other’s length. The spiral
data processing time (about 0.5 sec) was almost ten times larger than the line and
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curve (about 0.055 and 0.04 sec, respectively) in Fig. 38, which ensures that the time
complexity is linear independent of data type, noise, and intensity levels. Only low
contrast data whose intensity values range from 10 to 50 had very low processing
time. This is due to the early termination of tracing caused by the combination of
noise and low contrast. However, the average processing time/distance (about 0.15
µsec in Fig. 39) was almost constant over all image data.
2. Validation of my algorithm
The second experiment was conducted to show noise robustness of the MW-CTTS al-
gorithm. There are two measurements to be considered for noise robustness as defined
in section A of this chapter. First, most data produced good results independent of
noise level, as shown in Fig. 40. Except the lowest contrast, all the other data showed
that average error was less than 1 pixel. Second, all experiments (except the lowest
contrast data) showed that more than 97% of the traced points were within two pixels
of the medial axis as shown in Fig. 41. However, except the lowest one, the other
data contain intensity profiles from 50 to 250. Therefore, my MW-CTTS method can
be applied to a wide variety of medical images such as CT, MR, and ultrasound.
D. 3D validation using Monte Carlo experiments
I generated three 256×256×256 voxel data sets for 3D validation. Each data set
contained branch, stacked curve, and spiral, respectively. Generally, branch and
stacked curve cases most frequently appear in blood vessel data. The ideal traversals
of these fibers’ centerlines result in the extraction of 180, 5220, and 2890 centerline
points for branch, stacked curve, and spiral data in the ground truth, respectively.
The fiber’s radius ranged from 2.0 to 4.0 pixels and the background intensity was
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Fig. 37. Tracing result of 2D synthetic data. Left: Line data. Middle: Curve data.
Right: Spiral data. The standard deviation of the Gaussian noise is 0.020.
Intensity profile is from 50 to 100.
0. The combination of intensity profiles and Gaussian noise was the same as the 2D
data combination for covering the noise level representative of medical images (MR,
CT, and ultrasound).
The left column of Fig. 42 shows the branch, stacked curve, and spiral data. The
simplest data (branch) was tested first. Each fiber in the stacked curve data was a
sine curve and was rotated about the Z and the Y axis. The spiral data contained
curvatures ranging from 0.001 to 0.1. The right column of Fig. 42 shows the tracing
result from the 3D synthetic data. The intensity profile was from 50 to 100 and the
Gaussian noise had a standard deviation of 0.020.
In Fig. 43, each series represents the measurement of each volume data having
different intensity profiles. From these measurements, as in 2D validation, I can
confirm that the MW with MIP processing has linear time complexity relative to
fiber length. The number of the traced medial axis points for the branch, stacked
curve, and spiral data were 180, 5220, and 2890, respectively. For example, the spiral
fiber length was sixteen times longer than the branch fiber length. The spiral data
processing time (about 337 sec) was almost sixteen times greater than the branch
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Fig. 38. Means and standard deviations of the three Monte Carlo measures for average
processing time (2D). Each series represents fibers’ different intensity profiles
(10∼30, 20∼40, 30∼50, 50∼100, 100∼150, 150∼200, and 200∼250). Top:
Line data. Middle: Curve data. Bottom: Spiral data.
66
0.00
0.10
0.20
0.30
0.002 0.008 0.014 0.020
A
ve
ra
ge
 T
im
e
/D
is
ta
n
ce
 (
u
se
c)
Gaussian Noise Variance
10~30 20~40 30~50
50~100 100~150 150~200
200~250
0.00
0.05
0.10
0.15
0.20
0.25
0.002 0.008 0.014 0.020
A
ve
ra
ge
 T
im
e
/D
is
ta
n
ce
 (
u
se
c)
Gaussian Noise Variance
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.002 0.008 0.014 0.020
A
ve
ra
ge
 T
im
e
/D
is
ta
n
ce
 (
u
se
c)
Gaussian Noise Variance
Fig. 39. Means and standard deviations of the three Monte Carlo measures for average
time/distance (2D). Each series represents fibers’ different intensity profiles
(10∼30, 20∼40, 30∼50, 50∼100, 100∼150, 150∼200, and 200∼250). Top:
Line data. Middle: Curve data. Bottom: Spiral data.
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Fig. 40. Means and standard deviations of the three Monte Carlo measures for average
error (2D). Each series represents fibers’ different intensity profiles (10∼30,
20∼40, 30∼50, 50∼100, 100∼150, 150∼200, and 200∼250). Top: Line data.
Middle: Curve data. Bottom: Spiral data.
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Fig. 41. Means and standard deviations of the three Monte Carlo measures for percent
of points within 2 pixels of their closest medial axis point (2D). Each series
represents fibers’ different intensity profiles (10∼30, 20∼40, 30∼50, 50∼100,
100∼150, 150∼200, and 200∼250). Top: Line data. Middle: Curve data.
Bottom: Spiral data.
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Fig. 42. Synthetic 3D data. Left column: Original data. Right column: Traced result.
Top: Branched data. Middle: Stacked data. Bottom: Spiral data. The
standard deviation of the Gaussian noise was 0.020. Intensity profile ranged
from 50 to 100.
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data (about 20 sec) in Fig. 43, which demonstrates that the time complexity is linear,
independent of data type, noise, and intensity levels. Like 2D validation, only low
contrast data whose intensity values range from 10 to 50 had very low processing
time. This is due to the early termination of tracing caused by the combination of
noise and low contrast. However, the average processing time/distance (about 0.125
sec of Fig. 44) was almost constant over all volume data. Fig. 45 shows all the tracing
results have less than average error of 1 voxel except the lowest contrast data. Fig.
46 shows more than 95.6% of all the tracing points are within 2 voxels of their closest
medial axis point except the lowest contrast data. However, except the lowest one,
the other data contain intensity profiles from 50 to 250. These results show that my
tracing method with MIP processing can be used for a wide variety of medical volume
data.
E. Conclusion
In this chapter, for 2D/3D tracing validation, I made six types of digital phantoms
(2D: line, curve, and spiral data, 3D: branch, stacked curve, and spiral data) with
various contrasts and noise levels. Using these digital phantoms, I conducted Monte
Carlo experiments for checking the processing time and noise robustness. The ex-
periments showed that (1) my method had linear computational processing time in
terms of fiber length and (2) my method can effectively deal with noise representative
of medical data (MR, CT, and ultrasound). These digital phantoms have limited size
(2D: 256×256 pixels, 3D: 256×256×256 voxels) and there is no quantitative evidence
about how close the phantoms are to real vascular data, which will be addressed in
the next chapter.
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Fig. 43. Means and standard deviations of the three Monte Carlo measures for aver-
age processing time (3D). Each series represents the fiber’s different intensity
profile (10∼30, 20∼40, 30∼50, 50∼100, 100∼150, 150∼200, and 200∼250).
Top: Branch data. Middle: Stacked curve data. Bottom: Spiral data.
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Fig. 44. Means and standard deviations of the three Monte Carlo measures for average
time/distance (3D). Each series represents the fiber’s different intensity profile
(10∼30, 20∼40, 30∼50, 50∼100, 100∼150, 150∼200, and 200∼250). Top:
Branch data. Middle: Stacked curve data. Bottom: Spiral data.
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Fig. 45. Means and standard deviations of the three Monte Carlo measures for average
error (3D). Each series represents the fiber’s different intensity profile (10∼30,
20∼40, 30∼50, 50∼100, 100∼150, 150∼200, and 200∼250). Top: Branch
data. Middle: Stacked curve data. Bottom: Spiral data.
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Fig. 46. Means and standard deviations of the three Monte Carlo measures for per-
cent of points within 2 voxels of their closest medial axis point (3D). Each
series represents the fiber’s different intensity profile (10∼30, 20∼40, 30∼50,
50∼100, 100∼150, 150∼200, and 200∼250). Top: Branch data. Middle:
Stacked curve data. Bottom: Spiral data.
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CHAPTER VI
MODEL-BASED VALIDATION
In the previous chapter, I introduced two validation methods. First, I made synthetic
data for 2D/3D algorithms. These synthetic data cover most cases of neurovascular
models in terms of geometry. As stated above, I also combined noise representa-
tive of medical data. This combination is enough for my algorithm to be validated
with Monte Carlo method. This validation is based on the validation method con-
ducted in [61]. Second, I carried out validation with human-labeled ground truth
based on [84]. It is also applicable to 2D/3D algorithms. Human-labeled validation
compares the human-labeled ground truth with the tracing results. To assess the
difference/similarity, I checked the p-values using two-sided paired t-test.
However, the first validation method does not guarantee that the synthetic data
can cover all the real data types. The second validation method is not suitable for
large-scale networks. Manual labeling requires too much time for large-scale data.
Therefore, I need a new validation method for large-scale realistic data. Motivated
by this, I will introduce a new model-based validation method.
There are two main parts of the validation system:
1. Validation of the model-based generator: Fig. 47 shows how to validate the
model-based generator. For the ground truth, I will use statistical information
extracted from neurovascular data using a thinning method [18]. In order to
make the information from the thinning method into ground truth, two ad-
ditional methods are needed: (1) a threshold that separates vessels from the
background and (2) distance map computation that computes for each vessel’s
point its shortest distance to the background. Cassot et al. set thresholds manu-
ally by experts on all slices (70 sections for 207µm thick data) of the experiment
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data to obtain the ground truth [18]. In a similar manner, Cassot et al. obtained
the radius of vasculatures using the distance map. Therefore, the statistical in-
formation will include the number, length, and diameter of vasculatures. I will
also define several parameters based on the analysis of the thinning results.
These parameters will be used by the model-based generator for yielding other
statistical information including the number, length, and diameter of vascula-
tures. The two sets of statistical information will be compared for checking the
correctness of the model-based generator.
2. Validation of 3D tracing algorithm using the model-based generator: Fig. 48
shows how to validate my 3D tracing algorithm. Using the synthetic ground-
truth data set generated from the model-based generator, I will generate a
realistic synthetic vascular data set. The synthetic ground-truth data set con-
tains precise geometric information such as length and diameter of fibers, and
the realistic synthetic vascular data set is image/volume data constructed from
the synthetic ground-truth. My 3D algorithm will then trace the vasculatures
from the realistic synthetic vascular data set. Then, the tracing results will
be compared to the synthetic ground-truth data set to validate my 3D tracing
algorithm.
In the following sections, I introduced parameters for the model-based genera-
tor and showed how to yield synthetic ground-truth vasculature data sets using the
model-based generator. Next, I validated the model-based generator using statistical
information. After that, I validated my tracing method using the model-based gen-
erator with noise levels used in the previous chapter. Finally, I showed the tracing
results of the whole mouse brain obtained by KESM.
77
Parameter extraction
Model-based generatorGround truth
from thinning
Real neurovascular data
Statistical information Statistical information
Comparison
Fig. 47. Validation of the model-based generator. Statistical information will be ex-
tracted from the ground truth of real neurovascular data using a thinning
method [18]. The statistical information will include the number, length, and
diameter of vasculatures. The parameters will be defined based on the analy-
sis of the thinning method. Using the parameters, the model-based generator
will also yield statistical information. The two sets of statistical information
will be compared to check the correctness of the model-based generator.
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Comparison
Model-based generator
Synthetic data set
Image stack generation
3D Tracing algorithms
Tracing result
Fig. 48. Validation of 3D tracing algorithm using the model-based generator. The
model-based generator will yield the synthetic ground-truth data set. Based
on the synthetic ground-truth data set, I can generate a realistic synthetic
vascular data through the image generation process. My 3D algorithm will
trace the vasculatures from the realistic synthetic vascular data. Then, the
tracing results will be compared to the synthetic ground-truth data set for
validating my 3D tracing algorithm.
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155o
Fig. 49. A thick section of India ink-injected human brain. (a) View of the whole
section. (b) The collateral sulcus in the temporal lobe. (c) Rotated view of (b).
(d) Depth coded projection of the zone imaged by confocal microscopy [18].
A. Parameter extraction from real vascular data
In order to get biologically meaningful parameters, as described in Fig. 47, I used
human brain microvascular networks extracted from the collateral sulcus in the tem-
poral lobe (Fig. 49). Cassot et al. developed algorithms adapted to very large data
sets to automatically extract and analyze center lines together with diameters of
thousands of brain microvessels within a large cortex area from thick sections of india
ink-injected human brain, using confocal laser microscopy [18]. From this method,
the authors could easily obtain the geometry of human brain microvessels as shown
in Fig. 50.
Using the same method, we can obtain 2D and 3D morphometry information.
However, comparison between the results given by 2D and 3D morphometry has
shown that only 3D morphometry is able to obtain reliable data on highly complex
vascular networks and that 2D morphometry should be limited to the analysis of
flat two-dimensional vascular networks [76]. Therefore, I use 3D morphometry in-
formation extracted from a thinning method used by Cassot et al. in order to get
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Fig. 50. Depth-coded projection of a part of Fig. 49 [18]. Cassot et al. provide an
algorithm which gives a representation of the vascular network as a set of
cylinders centered at the center line points, the radii of which corresponded
to the distance map values at these points. This line set can be visualized
and superimposed for different types of 3D visualization of the original con-
focal microscope images for representation and control purposes (Iso-surface,
volume rendering, and projection views with a color scale with the line set
information).
81
the parameters. This 3D morphometry will be considered as a ground truth for my
model-based generator.
Among the many parameters that can be analyzed by this method, the frequency
distributions of diameters and lengths of the vessels (elements), and the number of
vessels are all vital features for an adequate model of cerebral microcirculation. These
three parameters are the base information of constructing a neurovascular network to
globally assess the microvascular architectural complexity [85]. These parameters can
also characterize the geometry of such a network with the centerline information [86].
Therefore, the parameters to be used by the model-based generator are:
• the diameter of a vessel element.
• the length of a vessel element.
• the number of vessel elements.
In order to get the diameter, length, and number of vessels, we need to separate
the vessels into segments based on the criteria as shown in Fig. 51 [87]. This criteria
give an order number to every vessel segment. This ordering scheme starts with order
0 for the terminal vessel. When two segments of the same order n meet with each
other, the confluent is called a vessel of order n + 1 if and only if the diameter of
the confluent segment is greater than [(Dµn + Dσn) + (Dµn+1 − Dσn+1)]/2, where
Dµn and Dσn denote the mean and standard deviation of the diameters of the vessels
of order n as shown in Fig. 51(b). Several vessel segments of the same order are
connected in a series. I called their combination an element [18].
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Fig. 51. The definition of segments and elements. Segments and elements are described
based on the order numbers [87]. (a) Vessel order numbers are determined
by their connection and diameters. Each vessel between 2 successive points
of bifurcation is defined as a segment. Segments of the same order connected
in series are defined as an element. Smallest segments and elements are of
order 0. (b) When two elements meet, order number is that of larger element
(assumed to be n) increased by 1 (to order n+1) if diameter of confluent
element is larger than [(Dµn + Dσn) + (Dµn+1 − Dσn+1)]/2 (right dashed
line), where Dµn and Dσn denote the mean and standard deviation of the
diameters of the vessels of order n. Order numbers are defined using the
dashed lines.
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B. Model-based generator
In this section, an algorithm for the construction of a 3-D vascular trees is presented.
The model is constructed utilizing a random number generator for the three param-
eters such as the diameter, length, and number of elements defined in section A of
chapter VI. The basic principle of the vascular model is to have branches at some
location and to have proper diameter for the branches. The branch’s location and the
branch’s diameter are obtained from the information of length and diameter of the
vessel elements [18]. After getting the branch’s diameter, the branch’s order num-
ber should be assigned. The branch’s order number can decrease by 1 based on the
diameter of the branch. We begin with the main vessel with order number 4 based
on the ground truth [18]. The variation of each parameter is given by a Gaussian
distribution based on the process of morphogenesis [88].
The following is the generation procedure of a neurovascular tree using the above
information (the branch’s location and the branch’s diameter).
1. Initial vasculature
Initial vessel’s diameter and order number are determined from Cassot et al.’s ground
truth. In Fig. 52(a), the main stem has two branches. I set the main stem’s order
number to 4 and two branches’ order number to 3. The main stem’s diameter is
assigned following a Gaussian distribution (µ = 0.0 and σ = 1.0) around Dµ4 where
Dµ4 is the mean of the diameter of element of order 4. The main stem’s length is
assigned following a Gaussian distribution (µ = 0.0 and σ = 1.0) around Lµ4 where
Lµ4 is the mean of the length of element of order 4. Two branches’ diameter and
length are assigned following a Gaussian distribution (µ = 0.0 and σ = 1.0) around
Dµ3 and Lµ3 respectively. All Dµn and Lµn (n = 0, .., 4) are obtained from Cassot
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et al.’s ground truth [18].
2. Branch generation for elements of order 3 and 4
In Fig. 52(b), based on the percentage of location of branch point’s ground truth in
main stem, branch points are assigned on both the main stem and the two branches
[18]. The diameter of each branch is assigned following a Gaussian distribution (µ =
0.0 and σ = 1.0) around Dµn, where n is order number of each branch and Dµn is
the mean of diameter of element of order n.
3. Generation step size for elements of order 0, 1, and 2
Fig. 53(a) shows how to calculate a generation step size. ϑi is the i
th generation step
size and it is randomly selected from 5 ≤ ϑi ≤ (5 +Dµn× 3) where Dµn is the mean
of diameter of element of order n.
4. Generation step direction for elements of order 0, 1, and 2
Fig. 53(b) shows how to calculate a generation step direction. ~vi+1 is the (i + 1)
th
generation step direction and it is derived from ~vi+1 = ~ui+1 × ϑi+1 where ~ui+1 =
(~vi + ~αi)/|~vi + ~αi| and ~αi is a random vector on the ith generation step. ~αi is defined
as ~αi = (αx, αy, αz), αx is randomly selected from -5 to 5, αy is randomly selected
from -5 to 5, and αz is randomly selected from -10 to 10. These ranges can be changed
by the user for more diversity.
5. Calculation of length for elements of order 0, 1, and 2
The element’s length is assigned following a Gaussian distribution (µ = 0.0 and
σ = 1.0) around Lµn where n = 0, 1, 2.
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(b) Branch points on initial vasculature
Fig. 52. Initial vasculature generation (order n = 3, 4). (a) Main stem (order 4) has
two branches (order 3). The main stem’s order number is set to 4 and two
branches’ order number to 3. The main stem’s diameter is assigned following
a Gaussian distribution (µ = 0.0 and σ = 1.0) around Dµ4 where Dµ4 is
the mean of the diameter of order 4. The main stem’s length is assigned
following a Gaussian distribution (µ = 0.0 and σ = 1.0) around Lµ4 where
Lµ4 is the mean of the length of order 4. Two branches’ diameter and length
are assigned following a Gaussian distribution (µ = 0.0 and σ = 1.0) around
Dµ3 and Lµ3 respectively. (b) Based on the branch-location information of
the branch point’s ground truth in main stem, branch points are assigned on
both the main stem and the two branches [18]. Diameter of each branch is
assigned following a Gaussian distribution (µ = 0.0 and σ = 1.0) around Dµn,
where n is order number of each branch and Dµn is the mean of the diameter
of element of order n.
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Fig. 53. Vessel element generation (order n = 0, 1, 2). (a) Generation step size
(ϑi) calculation for the i
th generation step. ϑi is randomly selected from
5 ≤ ϑi ≤ (5+Dµn×3) where Dµn is the mean of diameter of element of order
n. (b) Generation step direction (~vi+1) calculation for the (i+ 1)
th generation
step. ~vi+1 is derived from ~vi+1 = ~ui+1 × ϑi+1 where ~ui+1 = (~vi + ~αi)/|~vi + ~αi|
and ~αi is a random vector on the i
th generation step.
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6. Branch generation for elements of order 0, 1, and 2
Each element has its own branches based on the information of percentage of location.
From now on, I will call the percentage of location the branch-location information.
Even though the branch-location information of branch point’s ground truth is defined
for main stem (order 4), I will use this same branch-location information for elements
of order 1 and 2 (there is no branch-location information of branch point’s ground
truth for elements of order 1 and 2). Element of order 0 does not have branches.
The order n element’s branch diameter and length are assigned following a Gaussian
distribution around Dµn−1 and Lµn−1 respectively.
By using the procedure above, the model-based generator yields vascular trees us-
ing different random seed numbers as shown in Fig. 54. The order number ranged from
0 to 4. The volume size was 528×52×625 voxels. Each voxel was 0.25µm×0.25µm×0.25µm
based on the ground truth [18]. The average values regarding the length, diameter,
and number of elements in Fig. 54 were as follows (Table. V).
Table V. The mean values for the length, diameter, and number of elements from the
model-based generator.
order length (µm) diameter (µm) number of elements
0 184.8 7.8 163.9
1 270.2 10.7 48.3
2 350.2 16.0 15.1
3 830.4 18.2 2.0
4 1559.7 31.8 1.0
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Fig. 54. Vasculatures generated from the model-based generator. See Fig. 56 for trac-
ing results.
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C. Validation of the model-based generator
In this section, I validated the model-based generator comparing the ground truth to
the synthetic data generated from the model-based generator. As described in section
VI.A, the ground truth was obtained from Cassot et al.’s human brain microvascu-
lar network using a thinning method. They provided the vascular tree information
regarding these three parameters: diameter, length, and number of vessel elements
based on the order number.
Fig. 55(a) shows the relationship between the total number of elements Nn and
the order number n. The synthetic data has slightly more elements at order 2 and
1. This is due to the fact that some collisions, during generating vasculatures, make
other branches. These branches increase the number of elements. Fig. 55(b) shows the
relationship between the mean vessel diameter Dn and the order number n. Compared
to the ground truth, the synthetic data has higher diameter at order 1 and lower
diameter at order 3. However, the overall trend still looks similar. Fig. 55(c) shows
the relationship between the mean vessel element length Ln and the order number n
for the synthetic vs. ground truth. We can say that they also look similar.
In these figures, we can have the curves fitted by an equation of the form
logβˆn = a+ bn (6.1)
where βˆn represents Nn, Dn, and Ln and a and b are constants. The coefficients a
and b are obtained by linear regression, as follows:
b =
∑n
i=0(xi − x¯)(yi − y¯)∑n
i=0(xi − x¯)2
and a = y¯ − bx¯ (6.2)
where x¯ is the mean of the n values and y¯ is the mean of logβˆn, xi is the value of the
ith order number, and yi is the value of logβˆi. By using this regression, b is positive
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Fig. 55. The model based graphs. (a) The number of vessel elements of successive
orders. Order 0 is for the terminal vessel and order 4 is for the main stem [87].
Two serieses (the ground truth from [18] and synthetic data) are compared.
(b) The mean diameter (µm) of vessel elements of successive orders. (c) The
mean length (µm) of vessel elements of successive orders.
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for Dn and Ln, which increases with the order number, and negative for Nn, which
decreases with this order. The constants a and b are listed in Table VI.
Table VI. Constants a and b for the relationships between the order number and mean
diameter, length, and number of vessel elements, for ground truth and syn-
thetic data.
Ground truth
Diameter Length Number of elements
a 0.8547 2.1138 2.1942
b 0.1582 0.2875 -0.5765
Synthetic data
Diameter Length Number of elements
a 0.8938 2.2031 2.2354
b 0.1441 0.2339 -0.5809
D. Validation of tracing method with model-based generator
Fig. 56 shows the traced results for the synthetic vasculatures from the model-based
generator in Fig. 54. As stated earlier, the volume size of each data was (528×52×625)
voxels. Each voxel was 0.25µm×0.25µm×0.25µm based on the ground truth [18].
Fig. 57 shows the close-up of the traced results for the synthetic vasculatures from
the model-based generator. The following experiments were conducted for validating
my MW method with local MIP processing. From the model-based generator, I used
the medial axis of the synthetic data as a ground truth. I used two measurements,
length difference(φ) and centerline deviation(ϕ), to quantitatively evaluate the differ-
ence between my method’s result (A) and ground truth (R) based on Zhang et al.’s
validation [84]. The length difference (φ) is defined in Eq. 4.16, and the centerline de-
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viation (ϕ) in Eq. 4.17. As shown in Table VII, the mean (µ) and standard deviation
(σ) of the length difference (φ) were 0.3029 and 0.5837 voxels respectively. The mean
(µ) and standard deviation (σ) of the centerline deviation (ϕ) were 0.8675 and 0.4733
voxels respectively. Even though the mean value indicates that most trace results are
less than or equal to one voxel, the mean value is greater than 0.5 voxel. To reduce
execution time, I conducted a center point adjustment only once using a momentum
operator at each step. If I use a momentum operator more than one time, I expect
that the centerline deviation will be decreased. This result shows that most tracing
results are in fiber using one momentum operator.
Table VII. The mean (µ) and standard deviation (σ) of length difference (φ) and
centerline deviation (ϕ) values for my tracing method (unit=voxel).
φ ϕ
µ σ µ σ
0.3029 0.5837 0.8675 0.4733
In addition to this, I added various noise levels to the synthetic vasculatures with
several contrast levels defined in section V.C. Fig. 58 shows the tracing results from
the synthetic vasculatures generated from the model-based generator. The intensity
profile ranged from 50 to 100 and the Gaussian noise had a standard deviation of
0.020.
Fig. 59 shows the means of five synthetic neurovascular trees generated from the
model-based generator for processing time (top) and average time/distance (bottom).
It took about 1665 seconds to trace about 13700 voxels. The average time/distance
is about 0.12 seconds.
The top chart in Fig. 60 shows most tracing results have less than average error
of 0.8 voxel except the lowest contrast data. The bottom chart in Fig. 60 shows more
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Fig. 56. Traced results of vasculatures extracted from the model-based generator in
Fig. 54.
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Fig. 57. Traced results using my MW with local MIP processing. Left: Close-up of
vasculatures generated from the model-based generator. Right: Traced results
using my MW with local MIP processing.
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Fig. 58. Synthetic vasculatures generated from the model-based generator. Left col-
umn: Original data. Right column: Traced result. The standard deviation of
the Gaussian noise was 0.020. Intensity profile ranged from 50 to 100.
96
1630.00
1635.00
1640.00
1645.00
1650.00
1655.00
1660.00
1665.00
1670.00
0.002 0.008 0.014 0.020
A
ve
ra
ge
 P
ro
ce
ss
in
g 
Ti
m
e
 (
se
c)
Gaussian Noise Variance
10~30 20~40 30~50
50~100 100~150 150~200
200~250
0.07
0.08
0.09
0.10
0.11
0.12
0.13
0.14
0.002 0.008 0.014 0.020
A
ve
ra
ge
 T
im
e
/D
is
ta
n
ce
 (
se
c)
Gaussian Noise Variance
10~30 20~40 30~50
50~100 100~150 150~200
200~250
Fig. 59. Means of five synthetic neurovascular trees measures for processing time (top)
and average time/distance (bottom). Each series represents the fiber’s differ-
ent intensity profile (10∼30, 20∼40, 30∼50, 50∼100, 100∼150, 150∼200, and
200∼250).
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than 95.1% of all the tracing points are within 2 voxels of their closest medial axis
point except the lowest contrast data. However, except the lowest one, the other data
contain intensity profiles from 50 to 250. These results show that my tracing method
with MIP processing can be used for a wide variety of medical volume data.
E. Whole mouse brain traced result
Using my 3D tracing algorithm, I conducted tracing experiment using the whole
mouse brain data obtained by KESM. This whole mouse brain data were subsampled
(1/32) and the tested data set was 375×375×290. Fig. 61 shows close-up of the traced
result of a whole mouse brain. During subsampling, many thin microvasculatures
could disappeared or become blurred. However, as we can see, in the subsampled
data (the left column in Fig. 61), there are still many vasculatures to be traced even
though they look unclear due to subsampling.
The tracing result (the right column in Fig. 61) shows that my tracing algorithm
can trace these vasculatures. Note that I did not do any preprocessing regarding
noise elimination for KESM data, which means that my algorithm can be used for
tracing KESM data without any noise elimination process. The tracing of these thin
and blurred vasculatures gave us the tracing result of the whole mouse brain data as
shown in Fig. 62. The left column in Fig. 62 shows the iso-surface visualization of the
whole mouse brain and the right column shows the traced result of the whole mouse
brain data after subsampling.
F. Conclusion
In this chapter, I have shown how the diameter, length, and number of vessel elements
were selected as parameters for modeling vasculatures. Using these parameters, the
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Fig. 60. Means of five synthetic neurovascular trees measures for average error (top)
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Fig. 61. Close-up of whole mouse brain traced result. Left: Iso-surface visualization.
Right: Traced result.
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Fig. 62. Tracing result of a whole mouse brain. Left: Iso-surface visualization. Right:
Traced result.
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model-based generator created the synthetic vascular trees and compared the trees’
statistic to the ground truth for validation. The comparison showed that there is
a strong correspondence between the synthetic vascular trees and the ground truth
regarding the parameter’s statistics. The tracing results of the synthetic vascular
trees, using my tracing method, were compared to the centerline information from
the model-based generator and were found to be similar. This model-based generator
can be used in neurovascular experiments to validate tracing methods.
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CHAPTER VII
DISCUSSION AND CONCLUSION
A. Contributions
As compared to the related work in the literature, the main contributions of my
method include: (1) Real time processing: My trace has O (k) processing time (i.e.,
it is linear), where k is the fiber length. (2) Noise robustness: The algorithm is
resistant to noise common in biomedical images. (3) Branch handling: The algorithm
can solve branch handling issues such as ignored branching and incorrect backing-up
(Fig. 7(a)(c)). (4) Smoothness: The use of CTTS improves smoothness for medial axis
tracing (Fig. 7(b)). (5) Completeness: The algorithm can trace more connected fibers
than the previous methods, starting from a single seed point. (6) Fast 3D tracing:
My 3D tracing is based on local maximum intensity projection (MIP) within a MIP
cube. This method can significantly reduce the search space. The reduction of the
search space leads to fast tracing. (7) 3D tracing framework: The local MIP method
provides a framework which can use any existing 2D tracing algorithms for tracing
3D data. Such reusability is a major contribution. (8) Synthetic and human-labeled
validation: The synthetic validation method can cover most types of neurovascular
network. Human-labeled validation can give a ground truth for tracing real data. (9)
Thorough model-based validation: A large-scale validation method was introduced.
B. Open issues
In this dissertation, I have shown that my tracing algorithm can facilitate the im-
provement of existing tracing methods for 2D and 3D data. I also showed that a
model-based generator can validate my tracing algorithms for realistic vascular trees
103
in the human brain. However, the following open issues remain: (1) is it efficient for
us to use the automatic selection of seed points for full tracing, (2) can we keep all
the benefits of 2D tracing algorithm through MIP processing, and (3) can the tracing
algorithm also work well on the lowest contrast data? In this section, I will discuss
these open issues and briefly introduce some ideas to begin addressing these issues.
1. Seed point detection: For the full tracing of neurovasculature, we have to
have seed points as many as the number of separate vessels because one seed
point cannot trace two separate vasculatures. However, the volume density
of vasculature in human brain is not over 4 % [18]. It implies that manual
selection of seed points may be more efficient than the automatic selection due
to the complex processing involved in automatic selection [50,51,89]. However,
as the size of data increases, it is hard to manually find seed points, and more
erroneous seed points will occur. Thus, computational studies on enhancing the
existing automatic selections of seed point will provide us with more efficient
tracing performance.
2. Loss of features through MIP: Due to the dimension reduction of MIP
processing, some features of 2D tracing methods could be lost. For example,
CTTS and branch handling do not work well. However, I reduced the tracing
step size and used a momentum operator to compensate for the loss of these
CTTS features. Thus, I could approximate the medial axis of 3D vasculatures
even though the tracing method needs additional processing time for the de-
creased step size and the momentum calculation. Regarding branch handling,
it is hard to manage all branch cases on the projected planes. Therefore, on
branch point, only one candidate direction is selected on each plane using pre-
defined criteria and the other candidates are ignored. The ignored candidates
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can be traced from the other seed points. Thus, to improve on branch handling
through MIP, more specific branch cases should be investigated.
3. Tracing on the lowest contrast data: From the synthetic data set with
various noise levels and contrast, I showed that the lowest contrast data (whose
intensity profiles are from 10 to 50) gave either early termination of tracing or
higher errors than high contrast data. Even though the human eye cannot eas-
ily differentiate vasculature in the lowest contrast data, some images have this
contrast due to uneven illumination, noise, and lighting variation [90–92]. Cur-
rently, my solution is to consider a local threshold to find vasculature instead of
a global threshold. However, if I increase the local threshold, early termination
can occur. If I decrease the local threshold, the number of false positive will
increase. Therefore, more thorough investigation on the lowest contrast data is
needed.
C. Future work
Based on the open issues discussed in the previous section, I plan to conduct the
following experiments as future work: (1) I need to investigate more intensively the
open issues using the suggested ideas described in the previous section. (2) Vascula-
ture of animals other than humans should be traced to see how general the tracing
method is. I expect my algorithm to be applicable to different forms of volume data,
such as horse, person, and other articulated creatures. (3) Neuron tracing with den-
drite detection will be considered after enhancing my tracing methods. My MW
method can already trace some dendrites. However, I need to further investigate
my tracing method for 3D dendrite tracing, which is much more complex than 2D
dendrite tracing. (4) The model-based generator should be combined with various
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noise levels and contrast for more rigorous validation. Even though the synthetic data
has validated my tracing algorithm with various noise levels and contrast, the realis-
tic synthetic data extracted from the generator could give deeper insights regarding
tracing algorithms. (5) Currently, my tracing algorithm does not scale anisotropic
voxels. This ability is important because many current data acquisition methods do
not yield isotropic data. I will test how well my tracing algorithm can work with
anisotropic data and check whether there is some solution to fix bias due to this
anisotropic property. (6) Even though I tested my tracing algorithm using synthetic
data with Gaussian noise, noise in KESM can have different distribution from the
Gaussian noise distribution. Therefore, I need more thorough tracing test using more
data obtained by KESM in order to check whether my tracing algorithm can work
well with KESM data without noise removal. From the whole mouse brain tracing
result in chapter VI, my tracing algorithm worked well with subsampled KESM data
without any preprocessing for noise elimination. However, the subsampling could re-
move some noise in KESM. Therefore, I need to check the original KESM data for the
validation under noise specific to KESM. (7) In terms of application in medicine, my
tracing algorithm will allow to measure changes in the vascular structure in conditions
like embolic stroke. Morris et al. showed a reduction in cerebral microvessel diameter
after 1 to 4 hours of embolic middle cerebral artery (MCA) occlusion in rat using
quantitative laser scanning confocal microscopy [93]. They also showed a significant
reduction (mean 10∼12%) in vessel diameter in the ipsilateral cortex when compared
to the homologous region in the contralateral hemisphere. Therefore, if I gather the
vessel diameter information using my tracing algorithm and store the information,
this statistical information can be helpful for analyzing the changes due to a stroke. I
expect that the microvascular networks in ischemia related diseases can also be traced
for analysis.
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D. Expectation of my research
The goal of this dissertation was to develop a tracing algorithm for obtaining neu-
rovascular network information. I introduced and validated the tracing algorithm
with efficient and effective primitives constructed from geometry and image process-
ing techniques for 2D and 3D data: (1) Moving Window (MW) for the selection of
the next trace step’s direction, (2) Cubic Tangential Trace Spline (CTTS) for the
interpolation of tracing, (3) local Maximum Intensity Projection (MIP) for extend-
ing 2D tracing method to 3D tracing method, (4) synthetic data set combined with
various noise levels and low to high image contrast, and (5) model-based generator
for validating large-scale synthetic data.
I showed that in the tracing result, (1) MW can reduce the complexity of the
tracing process, (2) MW also serves an enhancement for handling of branch points,
(3) the Gaussian filter in MW makes the tracing method robust to noise, (4) CTTS
provides a fast interpolation method for tracing medial axis, (5) MIP can use any
existing 2D tracing methods for 3D tracing, and (6) MIP also provides a significant
reduction of the search space.
For validating my tracing algorithm, I conducted experiments demonstrating
that my method had linear computational processing time in terms of fiber length and
could deal with noise types representative of medical data (MR, CT, and ultrasound).
Thus, my tracing algorithm can facilitate enhanced analysis of medical data. With
the model-based generator, I showed that (1) the synthetic vascular trees made by the
generator had convincing similarity to the ground truth in terms of carefully selected
parameters (the diameter, length, and number of vessel elements) and (2) my tracing
result of the synthetic vascular trees was comparable to the centerline provided by
the generator. Thus, we can think that these parameters have strong relevance to
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the realistic generation of the synthetic vascular trees and my tracing method can
be utilized for obtaining accurate neurovascular network information from extensive
data volumes (the goal of my dissertation) with strong validation with the generator.
In the future, I expect that (1) my tracing algorithm can provide neuroscientists and
neuroengineers with a framework for standardizing the extension from 2D tracing
methods to 3D tracing methods by using MIP and (2) the model-based generator can
lay the groundwork for realistic modeling and validation of microvascular networks
in human brain by providing realistic neurovascular trees.
E. Summary
In this chapter, I have summarized the contributions of my research. I have discussed
several open issues (automatic seed point detection, features maintenance through
MIP, and the handling of lowest contrast data for tracing) with alternative solutions
outlined. I also have discussed future directions regarding the research in this disser-
tation. All future work can be thought of as generalization of my tracing method. I
have given a conclusion describing the goal of my dissertation and the expectation of
my research.
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