Abstract-This paper presents some novel approaches for energy efficient routing in mobile ad-hoc networks. Two known energy preserving techniques, Span and BECA/AFECA, are combined with a well-known re-active routing protocol, AODV, to create a new energy efficient routing protocol. Furthermore, the protocol is tuned towards usage in a nomadic network setting, i.e., a setting where some nodes are stationary and have a steady power source. The protocols are simulated extensively to examine their energy preserving capabilities, and the results of these simulations are presented and discussed.
I. MOTIVATION
The recent years have seen a tremendous increase in the number of wi-fi enabled mobile devices sold to consumers. Devices such as high-end cell phones, PDAs, portable gaming devices, tablet PCs etc. all have wireless networking capabilities. By participating in mobile adhoc networks (MANETs) these devices may extend their capabilities, e.g., to reach the Internet when no wi-fi base stations are within range, or to communicate with each other over multiple hops when no other networking infrastructure is available. One problem with continuous participation in a MANET is energy consumption. All of the mentioned devices are battery powered and energy is thus a scarce resource-and it is made even more scarce by the fact that the devices must be mobile, i.e., they must be small and can therefore not be fitted with large battery packs. Using a wireless network interface consumes a lot of energy, even when the interface is idle. To alleviate this problem, routing protocols are needed that allow the devices to preserve as much energy as possible while retaining network connectivity.
MANETs can also be used in other scenarios where no network infrastructure is available such as the disaster recovery scenario described in [1] . The scenario is this: an earthquake has hit San Francisco and has destroyed a complex of skyscrapers. To look for survivors, a large number of very small robots, equipped with various sensors and a camera, are deployed all over the rubble. This paper is based on "Energy Efficient Routing in Nomadic Networks" by M. Kristensen The robots are incapable of analyzing their sensor input themselves while they burrow their way into the rubble, and they therefore rely on being able to forward these data to computing stations located outside the rubble. The robots therefore form a MANET to forward the sensor data to the processing stations and to coordinate their movement so that the entire area is searched. These robots are of course battery powered devices, and in order to maximize the chance of them finding survivors in the rubble, their battery life must be stretched as far as possible. Therefore they must use cyber foraging [2] to forward any compute extensive jobs to the computing stations, and they need to utilize an energy efficient routing protocol to minimize the amount of energy used on communication.
II. INTRODUCTION
Much research has been conducted in recent years to develop energy efficient routing protocols for MANETs. This research has led to a number of proposals for energy efficient routing protocols such as BECA/AFECA, described by Xu et al. [3] , and Span, described by Chen et al. [4] . Common for these routing protocols are that they assume that all nodes in the network are battery powered. This is not necessarily the case in reallife scenarios like the ones described in the preceding examples. In the scenario using regular consumer devices the devices will be of varying strength, ranging from mobile phones to laptop computers. In such scenarios it makes sense to distribute work to the stronger peers, and when considering energy efficiency stronger peers are devices with larger batteries or even with a steady power supply. For example a laptop will typically be on a steady power supply when its user is sitting in a train. Other mobile devices on the train that is engaging in a MANET with the laptop should thus try to offload as much of the routing as possible to the laptop. In the disaster recovery scenario, the processing stations are strong peers that could be utilized for routing between the robots as they coordinate their movement. Furthermore, it would make sense to deploy larger routing robots on top of the rubble, whose only assignment is to route data for the small robots. These larger robots could carry large battery packs, or even be fitted with an electrical cord which would be possible because these robots only move on the surface. The term nomadic network covers such networks, where some nodes are small resource constrained devices (nomads) and others are more powerful, often stationary, devices with steady power supplies (oases).
In this paper, we 1) Investigate some existing energy efficient routing protocols and analyze how they can utilize the stronger nodes in the nomadic network setting. 2) Suggest modifications to these protocols so that the nomadic network setting may be taken into consideration. 3) Present simulation results showing the gains of this specialization. Energy efficient routing protocols fall into a small number of classes according to the way they achieve energy efficiency. The major divider is between powersave techniques that utilize the sleep states of the wireless interface (see e.g., [3] , [4] ) and power-control techniques that control the transmission power of the wireless interface (see e.g., [5] , [6] ). Another division is found between techniques that require nodes to have positioning information through e.g., GPS (see e.g., [7] ), and techniques with no such requirements. Finally, there is a subclass of energy efficient MANET routing protocols that operate with pure load balancing techniques, i.e., they distribute the routing work fairly among the participating nodes (see e.g., [8] , [9] ). We consider the power-save approach more interesting than the power-control one because, in most MANET scenarios, time spent in the idle state dominates, and a lot of energy can thus be saved by proper utilization of sleep states. Furthermore, because of the relatively high power consumption of an idle wireless interface, relying on a pure load balancing technique does not suffice. Load balancing is still important, but it cannot stand alone and thus must be combined with a power-save approach to be useful. This paper therefore focuses on power-save protocols. Furthermore, we only consider protocols that do not rely on positional data.
III. ENERGY EFFICIENT ROUTING
Mobile ad-hoc networking has fostered much research in the area of efficient routing protocols, be they proactive or reactive. For a general description of many of these protocols, see [10] . While these protocols perform admirably under many different conditions, most of them focus on network performance, and do not take energy efficiency into consideration. In the context of this paper, we define energy efficient protocols as protocols that maximize the lifetime of the entire network. In recent years, some approaches towards energy efficient MANET routing have been proposed; for a survey see e.g., [11] , [12] . This paper is concerned with two such approaches towards energy efficiency and how they may be combined and modified to fit into the nomadic network setting.
A. BECA/AFECA
Xu et al. [3] describe two power-save approaches; the basic energy-conserving algorithm (BECA) and an extended version called the adaptive fidelity energyconserving algorithm (AFECA). These approaches entail dynamically switching the nodes between sleeping, listening, and active states. The nodes switch between these states with fixed intervals, and in order to ensure the successful forwarding of messages, the active nodes may have to retransmit messages a number of times before the receiving node is listening or active. Actively communicating nodes stay awake.
The time intervals used in BECA are the following:
The time that a node spends listening for activity.
T s
The time that a node spends sleeping.
The period of time that a node remains active when no messages are being processed, i.e., when the node is in fact not active anymore. An inactive node listens for activity for T l seconds, and if no activity is seen during that period of time it sleeps for T s seconds before listening again. It is important to note here, that activity is not just receiving any messagea node only stays awake if it is needed for forwarding data or routing information. Retransmissions are used to ensure message arrival. T l and T s are chosen so that T s = k × T l where k is some small integer. Messages are then retransmitted k + 1 times, which guarantees that the next hop node receives at least one of the retransmissions. BECA's ability to preserve energy obviously depends on the ratio k between T l and T s ; a large ratio means a larger sleep interval but also that a larger number of retransmissions are needed. Extensive simulation studies done in [13] showed that using a large k yielded a very good energy efficiency; but this came at the expense of high delivery latencies and low delivery ratios. A reasonable choice was therefore found to be k = 1. For a more thorough examination of BECA see [13, Chapter 3] and for simulation results where the effects of varying T l , T s and k are studied, see [13, Chapter 6] .
The difference between BECA and AFECA is that AFECA takes node density into consideration when determining the length of the interval in which a node may sleep. A node estimates the node density by keeping a list of nodes from which it has seen packets in the last T e seconds while in the listening state. The sleep time in AFECA is then increased by a factor proportional to the number of nodes in its neighborhood, and the new sleep time is thus chosen as
Both BECA and AFECA are purely power saving algorithms and not routing protocols. They therefore need to be combined with some existing MANET routing protocol. A reactive routing protocol is well suited for this purpose since the periodic control messages sent in a proactive protocol would keep the nodes awake even in low traffic scenarios. For the simulations described herein, BECA and AFECA are placed on top of AODV [14] , described below.
BECA is a simple power-save approach that has the potential for large energy savings; especially in low traffic scenarios where most nodes can sleep Figure 1 . BECA imposed retransmissions. Node A is trying to send a route request (RREQ) to node B, but seeing as node B enters the sleep state just before the message arrives the maximum number of k+1 retransmissions are needed before B receives the RREQ.
As mentioned, these large energy savings come at the expense of high delivery latencies and low delivery ratios.
For an example, consider Figure 1 . In this figure node A initiates a route discovery protocol by sending a route request message (RREQ) to node B. Node B enters the sleeping state just before receiving the message and thus only receives the k + 1'th retransmission. After receiving the RREQ node B finds that it has a suitable route in its routing table and returns a route reply (RREP) to node A. In this case the time to do this simple one-hop route discovery using BECA is k × T l seconds slower than using a non energy efficient protocol. When the route has been discovered this latency disappears since the nodes on the route stay awake for T a seconds to make sure that they are available for routing messages. But, whenever the route has to be rebuilt, which is quite often in a mobile network, the problem of slow route discovery reappears. This problem is alleviated in our approach, which will be described later on.
B. Span
As it is described by Chen et al. [4] , Span is a power-save approach based on the notion of connected dominating sets (CDS). A CDS is a connected sub-graph S of a graph G such that every vertex u in G is either in S or adjacent to some vertex v in S. In layman terms the CDS is a connected set of nodes from which all other nodes in the network can be reached. Thus, the nodes (or coordinators as they are called in Span) in the CDS are ideally placed to act as routers for the entire network. By load-balancing the coordinator role fairly among the participating nodes, through a coordinator selection process, Span can ensure that the coordinator group will be able to perform as long as possible. An example of this routing backbone of coordinator nodes can be seen in Figure 2 .
Span in itself does in fact not save power; it merely provides an intelligent way of selecting a CDS of coordinator nodes. Once the CDS has been found, a power-save algorithm must be utilized to do the actual conservation of power. The power-save approach used must be tailored to work together with Span so that only non-coordinator nodes are participating in the power-saving scheme, i.e., coordinator nodes that form the routing backbone must not be put to sleep.
Span selects its coordinators by running a distributed coordinator selection/withdrawal algorithm. Regular nodes check periodically, whether they should become coordinators, and coordinator nodes check to see if they should withdraw from the coordinator role. The coordinator selection scheme takes such factors as the remaining battery capacity of the node and the utility of the node into consideration. The utility of a node is a measurement of how much more connected the network would be if that node was chosen as a coordinator, and it is measured in how many more pairs of neighbor nodes that would be connected if the node was chosen as a coordinator. The remaining battery capacity is used to make sure that stronger nodes, i.e., nodes with larger amounts of energy, are selected as coordinators, and the utility makes sure that nodes that offer a good connectivity of the routing backbone are preferred, which in turn means that fewer coordinator nodes are required. The way that the coordinator selection is implemented is by calculating a randomized back-off delay that a regular node uses before announcing itself as a new coordinator. The utility and remaining energy are factors in this delay. The entire delay computation is shown in Equation (1) .
(1) The back-off delay calculation in Equation (1) randomly chooses a delay over an interval proportional to N i × T , where N i is the number of neighbors for node i and T is the round trip delay for a small packet. The random part of the expression is built of three important pieces. The energy aspect is reflected in the subexpression 1 − Er Em , where E r is the remaining capacity and E m is the maximum amount of energy that the node can have. This subexpression makes sure that there is a linear relation between energy capacity and willingness to become a coordinator. The utility of the node is reflected in the
, where N i is the number of neighbors for node i, and C i is the number of additional pairs of nodes that will be connected if i is selected as a coordinator. Finally, the third piece of the subexpression is the random part R that is used to avoid packet collisions.
C. Our approach
This paper presents a comparison of a combination of Span with AFECA running on top of AODV compared with the same combination modified for nomadic networks.
AODV is a reactive MANET routing protocol and as such a node only updates its routing table when data is in fact flowing through the network. Routes in AODV are built on demand by broadcasting route request (RREQ) messages and then waiting for the target node, or an intermediate node, to return a route reply (RREP) message. While reactive, AODV maintains its list of neighbors pro-actively. Nodes periodically emit a HELLO message to show their neighbors that they still exist. These HELLO messages are used for a number of things, e.g., to check whether links are bi-directional and to detect broken routes.
Placing Span on top of AODV is simple. Span uses some periodic exchange of neighborhood information between neighboring nodes to build the CDS of coordinator nodes. This neighborhood information can easily be piggy-backed on the HELLO messages that are already sent in the AODV protocol. To enforce that only coordinators should be used as routers, we have modified the AODV protocol, so that only coordinators can forward route request (RREQ) messages. As routes in AODV are built by following the reverse path of RREQ messages, only coordinators will used for routing.
possible. For one, coordinators are by definition always available, which means that there is no need for the AFECA imposed retransmissions between these nodes. This saves a lot of the retransmissions normally done in AFECA as coordinator nodes are the only routers of data. Retransmissions are therefore only needed at the last hop of a route; when the message is delivered to a noncoordinator node. Another important optimization is that k, the ratio between T l and T s , can be larger when Span is used. This is related to the aforementioned low usage of retransmissions; if the only place where retransmissions are done is at the last hop of a route, increasing the number of retransmissions done here means very little performance-wise. A larger ratio would usually result in larger packet delivery latencies, but this is not the case when Span is used since the coordinator backbone is always on. The larger ratio between T l and T s will in the end mean lower energy consumption. The effects of these optimizations have been throughly simulated and parameter tuned in [13, Chapter 6] .
These modifications to the above described protocols yield a system, which gracefully combines the two powersaving schemes with a well-established MANET routing protocol. We are, however, also interested in a nomadic network scenario, wherein some peers are not battery constrained. Such peers would not need to sleep and would therefore be excellent candidates for permanent membership of the coordinator set. Ideally, such "oases" or supernodes would be within reach of each other, forming a permanent routing backbone-this is however an unrealistic requirement, and our design does not make such assumptions.
The only part of the Span/AFECA/AODV chain that must be modified to take supernodes into consideration is Span's coordinator selection mechanism. By forcing supernodes to become coordinators, regardless of how well they fare in the coordinator selection algorithms, these nodes will do as much of the routing as possible. Coordinators are in Span chosen based on a number of criteria, such as the remaining energy. It could therefore be expected that Span automatically would favor supernodes as coordinators, but as the simulations show (see Section V), this predisposition is not enough on its own.
IV. SIMULATION SETUP
In this paper we will examine two sets of protocol combinations, the original and the modified Span/AFECA/-AODV under nomadic conditions. As a baseline, we have provided results with an unmodified and unaided AODV implementation. Our tests have taken place in our own simulator, purpose-built to accurately model and monitor energy consumption. The simulator has been designed with due consideration of the issues raised by Kurkowski [15] . The simulator is open source and freely available at http://www.daimi.au.dk/˜madsk/.
Routing can be measured using many parameters. One obvious measure of performance for a routing protocol is delivery ratio, and, given the context of energy efficiency, energy usage is of course also of great importance. But, seeing as being energy efficient often entails a trade-off between data delivery ratio and energy usage, we have chosen to also include a performance measurement using the product of the success rate of data delivery and the average remaining energy, both measured in percent.
We are using the following conditions in our simulations Simulation area 1000 m × 1000 m. Transmission range 250 m (yielding a maximum number of hops of 12). Node density Low, which is a total of 33 nodes yielding an average node density of ∼5, and high, which a total of 65 nodes yielding a node density of ∼10. The simulations discussed in this paper is but a small subset of the extensive simulation study that has been performed. The interested reader is referred to [13, Chapter 6] for further details.
V. RESULTS
As mentioned in the preceding section, the main focus of this paper is on two key aspects of the performance of the simulated routing protocols: energy efficiency and delivery ratio. There are other important properties of routing protocols, such as delivery latency and, in the case of reactive routing protocols, path discovery latency. These properties will be discussed only briefly here and the interested reader is referred to [13, Chapter 6] for a more in depth discussion.
The results of the low density simulations are depicted in Figure 3 and the high density simulations can be seen in Figure 4 . Two things spring to mind when looking at these figures: 1) that, as expected, the delivery ratio of pure AODV is better than that of the energy efficient versions, and 2) that the energy efficient versions are in fact just that-energy efficient. In the following these two aspects, delivery ratio and energy efficiency, will be discussed separately.
A. Energy Efficiency
Looking at Figures 3 and 4 it is evident that the combination of Span and AFECA is capable of preserving energy. In the simulation scenarios presented here, the nodes running the regular, unmodified AODV implementation use just above 50% of their energy reserves in both the high and low density simulations. The nodes running the Span/AFECA power-saving scheme on top of AODV use only half of that (approximately 25%) in the low density simulations and somewhat more (approximately 30%) when operating in high density environments. Notice here, that while pure AODV uses almost the same amount of energy in both high and low density environments, the difference in energy usage being slightly less than 1%, the difference in energy consumption for Span/AFECA is 5%. This shows that, as mentioned in the introduction, idle time energy consumption dominates. Using pure AODV the nodes stay awake at all time, and the extra energy consumed can thus be fully accredited to the added amount of traffic and the higher degree of packet collisions that occur in the high density simulations. In the energy efficient protocols the added traffic and extra collisions mean that the individual nodes have to spend more time routing data, and as a result they spend less time in the sleeping state, and thus they use more of their energy resources.
The nomadic version of Span/AFECA has the best performance of the three with regards to energy efficiency. Forcing the supernodes into the coordinator role means that the node spend only 22% of their energy resources in the low density simulations and 24.5% in the high density environment. Compared to the energy usage of the unmodified Span/AFECA implementation the nomadic version spends 13% less in low density and 21.5% less in high density. This considerable increase in energy efficiency shows that Span has problems choosing the "right" nodes as coordinator nodes in a nomadic settingor, more concretely, that supernodes are not chosen as coordinators all the time in spite of the fact that they have an infinite power-supply. The discussion of why this is the case is postponed until later in this section.
B. Delivery Ratio
Looking at the delivery ratio of the different protocols shows that energy efficiency does in fact come with a price. While pure AODV maintains delivery ratios of 92% and 76.5%, in the low and high density simulations respectively, the energy efficient variants do not fare as well. The unmodified Span/AFECA has delivery ratios of 83% and 66.5% in the low and high density simulations, and the nomadic version has a delivery ratio of 86% and 66.5% in the same simulations.
That the delivery ratio drops when using energy efficient protocols is no surprise. There are two main reasons for packet loss in the energy efficient protocols: 1) the receiving node could be sleeping when the packet arrives, and 2) a packet collision may occur. Packet collisions naturally occur more often when using a power-saving scheme based on retransmissions-a lot of extra packets are sent in such a scheme. That being said, the delivery ratios of the energy efficient protocols are not at all bad, and when taking the significant energy savings into consideration, it is indeed worthwhile to use an energy efficient routing approach. Furthermore, the data presented here really shows the worst-case scenario with regards to delivery ratio-what is measured is the delivery ratio considering every single packet transmission, which means that lost retransmissions are also considered packet loss, even in the case where another copy of the same packet reaches its target. Regarding the k + 1 retransmissions in AFECA as a single meta packet, and thus the receipt of just one of these retransmissions as a successful receipt of the meta-packet, would yield even better delivery ratios for the energy efficient protocols. We defer these experiments to future work.
C. "Performance" measure
The preceding discussions of the energy efficiency and delivery ratios of the protocols show that 1) the energy efficient protocols are indeed energy efficient, and 2) that they maintain reasonable delivery ratios in spite of being energy efficient. In order to compare the protocols directly we have introduced a "performance" measure that takes both energy usage and delivery ratio into consideration. This performance measure is calculated as the product of the delivery ratio and the remaining energy, and as such assigns an equal weight to energy usage and delivery ratio. The best "performance" of a protocol would be the rather unrealistic case where no energy is used and no packet are lost, which would lead to a performance of 100% using this measure. The performance measure is plotted in Figures 3 and 4 as the third bar, but to ease the comparison these have been repeated in Figure 5 . Figure 5 shows that, even when considering the lower delivery ratios, the energy efficient routing protocols have the best performance. Another thing that is apparent is that the nomadic specialization of Span yields a better performance in a nomadic setting.
An interesting thing to note is, that the advantage of the energy efficient protocols decrease as node density increases, e.g. in the low density simulations nomadic Span/AFECA performs approximately 21.5% better than pure AODV, but in the high density simulations this difference has decreased to 13%. This decrease in performance is not as such due to the higher node density but rather to the fact that a lot more traffic is flowing through the network in these simulations. In the simulation setup 10% of the nodes are actively sending or receiving packets at all time, and given more nodes this of course means that more traffic is generated. If the traffic levels had been kept constant between the high and low density tests the performance would have been comparable in the two.
A degradation in performance when more traffic is introduced into the network is to be expected in an energy efficiency scheme that is based on the powersave technique. Power-save approaches, such as AFECA, put nodes to sleep when there is no work to be done. With a high traffic load, there will often be work to do for the nodes, and as a result they will not be able to enter the sleep state. This means that in very high traffic scenarios the energy efficiency scheme will lose its effectiveness completely, and the added control overhead and retransmissions will mean that they will perform worse than regular protocols.
D. Span in a nomadic setting
In the preceding sections it has been shown that the nomadic specialization of Span yields a considerably better energy efficiency. A more thorough examination of Span's coordinator selection algorithm is needed to establish why Span by itself is not sufficiently proficient at choosing the right coordinator nodes. Span's coordinator selection algorithm, which is a calculation of a back-off delay, was shown in Equation (1) but is replicated here for the sake of clarity:
What is most interesting from our point of view is the energy part of the delay calculation. A supernode is always at 100% capacity, and the energy part is thus zero for these nodes. Unfortunately, this is initially also the case for the mobile nodes when they are at 100% capacity, and the linear decline represented by (1 − E r /E m ) is not enough to ensure that supernodes are favored enough; the mobile nodes decrease too slowly in this measure. Running the simulations for a longer period of time should even this out a bit, because the mobile nodes use more energy. To test this, we have run some simulations for 1200 seconds instead of 600 seconds, and the results for pure Span/AFECA were slightly better in this case.
What is needed to improve Span's ability to select supernodes as coordinators is that the energy capacity factor must be given more weight. In the current algorithm the willingness to become a coordinator is weighted by three factors: the remaining energy capacity, the utility of the node (see Section III), and a random part R that is used to avoid packet collisions in the synchronous environment that Span was developed for. The original Span, as it is described by Chen et al. [4] , uses the IEEE 802.11 ad hoc power saving mode (AHPSM) as the underlying powersave technique. The AHPSM is a synchronous protocol where nodes are synchronized to use a common clock period. In such an environment all nodes will be executing the coordinator selection algorithm at approximately the same time, and the random part R is therefore needed to avoid an excessive amount of collisions. This random part could be left out in a asynchronous environment such as the one simulated here, where nodes are not running the coordinator selection algorithm at the same time. This would assign a higher weight to both energy usage and utility when selecting coordinators.
E. Other aspects of routing protocol performance
There are other aspects of routing protocol performance than energy efficiency and delivery ratio that may be interesting in a given use scenario. One aspect that has not been considered at all in this paper is that of latencies. When working with MANET routing protocols there are two latencies that are important to consider: route discovery latency and packet delivery latency. Route discovery latency describes the time it takes to establish a route from a source node to an arbitrary destination node in the network. The route discovery latency can be quite high when using power-save techniques since nodes may be asleep when they are needed for route establishment. This is not the case with data delivery because nodes stay awake when they are actively routing data, and the packet delivery latency will thus be kept relatively low. Using an approach such as Span dramatically improves both route discovery and packet delivery latency because the routing backbone of coordinator nodes stay awake, and the problem with sleeping nodes thus only occur at the "edges" of the network. For a more thorough discussion of latencies in MANET routing, and more specifically of the latencies measured during these simulations, the interested reader is referred to [13] .
VI. FUTURE WORK
This paper is based on a massive simulation studyliterally using multiple weeks of CPU time simulating the protocols under different conditions. Even with this amount of simulations done it is always possible to do even more simulations; or to investigate into alternative perspectives of the simulation results. As mentioned in Section V it would be interesting to see how the protocols would perform with regards to delivery ratio if the concept of meta-packets was introduced. We believe that this new perspective would improve the delivery ratio of the energy efficient protocols considerably.
Another venue for future work is investigating how Span's coordinator selection algorithm may be optimized for use in asynchronous environments. As mentioned in the previous section Span was created to work on top of a synchronized power-saving scheme, and it is therefore likely that the algorithm can be optimized towards usage in asynchronous environments.
The main drawback of power-save techniques such as AFECA is, that the number of retransmissions done consume precious bandwidth and cause more collisions. As described in Section III combining AFECA with Span means that a large number of retransmissions may be saved. It is possible to cut down even more on retransmissions by introducing some simple protocol enhancements. One approach would be to use silent acknowledgments of packet receipts. Silent acknowledgments utilizes the fact that the underlying wi-fi network is broadcast based, which means that neighbors overhear each others messages. Thus, when a node has forwarded a packet to the next hop in a routing path it listens in on the surrounding network. If it overhears that the receiving node forwards the packet to the next hop in the path, there is no need for further retransmissions.
The simulations show that high amounts of traffic kills energy efficiency-which is to be expected when a powersave approach is used. The problem is, that not only does high traffic eliminate the benefits of energy efficient protocols, it makes the protocols perform worse than regular protocols-also with regards to energy efficiency. An approach towards alleviating this would be to design adaptive routing protocols; i.e., routing protocols that are able to switch energy efficiency on and off depending on the current network load.
VII. CONCLUSION
We have in this paper shown how two known methods for energy-efficient routing may be combined, and a specialization of the resulting protocol towards usage in nomadic networks has been suggested.
Our results show that the novel combination of Span and AFECA performs well in an energy constrained setting. We have shown that simple optimizations for the nomadic setting yield superior performance. Furthermore, it is shown that Span alone is unable to adequately utilize the available supernodes in a nomadic network. We believe that there is still room for improvement in the tuning of the Span coordinator selection algorithm, especially in cases of heterogeneous nodes.
