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(2011). AMPK and mTOR regulate autophagy through direct phosphorylation of Ulk1. Nat. Cell Biol. 13, 132-141. 5. Ganley, I.G., Lam, D.H., Wang, J., Ding, X., Chen, S., and Jiang, X. (2009). ULK1.ATG13.FIP200 complex mediates mTOR signaling and is essential for autophagy. J. Biol. Chem. 284, 12297-12305. 6 . Hosokawa, N., Hara, T., Kaizuka, T., Kishi, C., Takamura, A., Miura, Y., Iemura, S., Natsume, T., Takehana, K., Yamada, N., et al. [1] . But, would you be able to more reliably suppress these echoes, and therefore more quickly return to your slumber, if you turned on the lights to see where your alarm clock was? Whether sound recognition and localization are exclusively auditory processes has been the subject of substantial discussion [2] [3] [4] . This is particularly the case as a new model of the brain's anatomical and functional pathways for processing sensory information is emerging [5] [6] [7] [8] [9] , in which interactions between signals from different senses occur, not only during the initial stages of stimulus processing, but also within brain areas traditionally considered to be exclusively unisensory in their functioning, including primary cortices ( Figure 1 ). What is more, early and low-level multisensory neural effects have been shown to directly impact perception and behavior [10] [11] [12] .
Others have shown that our understanding of nominally 'auditory' functions, like speech perception, must now incorporate low-level influences from vision and touch [13] , which may, for example, be influenced by musical training [14] . An obvious question is whether such low-level multisensory influences are limited to relatively high-level functions like speech perception or also extend to other seemingly rudimentary functions, such as the auditory system's ability to suppress echoes and enable sound localization.
A new study by Bishop et al. [15] , reported recently in Current Biology, provides compelling psychophysical evidence that echo suppressiona process which one would expect should depend exclusively on auditory information -is dramatically influenced by visual inputs. To do this, they presented pairs of brief sounds (15 ms noise bursts) first to the left and then right loud speaker (or vice versa) and then asked their participants to report how many sounds they heard and their location(s). By also separating the sounds in time (by roughly 4-5 ms), they simulated a sound source and its primary echo (the leading and lagging sounds, respectively). This temporal lag was calibrated for each subject and was approximately the lag when 50% of sound pairs were reported as single sounds from a unique location. When participants report only one sound and one location, it can be assumed that the other sound representation is suppressed -echo suppression.
Aside from the auditory-only unisensory conditions, the design of the main experiment included the addition of a flash of light contemporaneous and co-localized with either the leading or lagging sound. The results show a 14% enhancement of echo suppression when lights were paired with the leading sound and a 10% decrease in echo suppression when lights were paired with the lagging sound, relative to when no lights were presented. That is, the visual inputs changed the likelihood of participants reporting there being one sound source. Importantly, this was not the case when only the leading sound, and not the lagging sound, was presented either alone or with the same arrangement of flashes as in the main experiment. These control conditions exclude an explanation based on visual capture of the leading sound, similar to what occurs in the case of ventriloquism [16] .
Bishop et al. [15] then conducted a set of additional control analyses and experiments. First, they showed that visual influences on echo suppression were stable across the duration of the experiment, suggestive of an effect that is unaffected by practice and learning (as well as any associated neural plasticity), at least in the short-term. Next, they examined whether the impact of visual inputs was linked to their being contemporaneous with the sounds. To test this, they introduced a delay between the sound and flash. The enhancement of echo suppression by pairing visual inputs with leading sounds persisted when the flash was delayed by 100 ms, but not when the delay was 400 ms. This is consistent with their being a temporal window for multisensory interactions [17] . Because echo suppression is inherently a spatial process, it will be important for future investigations of this phenomenon to parametrically vary the spatial co-localization of the stimuli (not to mention the effectiveness of the stimuli in terms of their signal-to-noise ratio or other psychometrically relevant feature).
There are two principal reasons that the demonstration of multisensory influences on echo suppression is Figure 1 . A schematic representation of how cortical interactions between sensory modalities may unfold. Note that in this schema no distinction is shown between anatomic connectivity and either the latency at which or circumstances under which such connectivity is functionally employed [3] . (A) A schema where interactions are restricted to higher-order association cortices, such as the prefrontal cortex and parietal cortex (indicated by superimposed discs). Green arrows refer to auditory inputs, red to somatosensory inputs, and blue to visual inputs. Under this schema interactions cannot occur directly between sensory cortices. (B) A schema, supported by recent anatomical (for example [2, 3] ) and functional data (for example [6] [7] [8] [9] [10] [11] [12] 20] ), where interactions occur directly between sensory cortices. particularly provocative and informative. First, there is a growing consensus acknowledging the critical role of cortical processing for echo suppression and its related behavioral consequences for spatial hearing [18, 19] . To the extent that cortical regions are necessary, then echo suppression becomes a relatively slower and higher-order process than traditionally thought. Second, the findings of Bishop et al. [15] show that a relatively 'slow' sensory modality like vision can influence a relatively 'fast' sensory modality like audition. Responses to sound in primary auditory cortex have been shown to onset at w10-15 ms, whereas responses to light in primary visual cortex have been shown to onset at w40-50 ms [3] . Thus, cortical processing of sounds has a head start over visual stimuli, even if such appear together simultaneously in the external world.
What Bishop et al. [15] have shown is that the 'slow' visual modality provides information-rich as well as spatio-temporally coupled signals to the 'fast' auditory processing pathway that in turn alter perception and behavior. While their results are undoubtedly a harbinger of continued research on multisensory influences on nominally unisensory low-level functions, there is already a degree of neuroscientific support for the pervasiveness of visual signals during auditory processing, particularly during the treatment of communication signals (speech) and objects. In a study that focused on the effects of musical training, Musacchia et al. [14] showed there to be visual influences on auditory brainstem evoked responses. More recently in a study appearing in Current Biology, Kayser et al. [20] showed that visual signals can increase the information content of neural activity within auditory cortices of rhesus monkeys by reducing response variability.
The upshot is that if you want to find the 'snooze' button and get back to sleeping, you might consider opening your eyes first.
