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Summary
The aim of this thesis is to present an introduction to the theory of hyperelliptic curves,
especially over ﬁnite ﬁelds. Also the introduction to the theory of divisors on hyperel-
liptic curves is described, including its representation, arithmetic over divisors and their
utilization in cryptography. The theory is often illustrated by examples and calculations
in the Mathematica software.
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Introduction
As the historians divide the history of the mankind into the time before and after Christ,
one can provide a similar division for the history of cryptography, i.e. before and after
Diﬃe-Hellman key exchange.
For a long time humanity struggled with a so called key distribution problem. At that
time, the symmetric (or the secret-key) cryptography ruled over the people, thus before
any encryption face-to-face meeting or use of trusted courier was necessary. Both were
often impractical and always unsafe.
In 1976, Whitﬁeld Diﬃe and Martin Hellman introduced a radically new method of dis-
tributing cryptographic keys and the age of the asymmetric cryptography (or the public-
key cryptography) began. Their protocol is based on trapdoor one-way functions and al-
lows two users to exchange a secret key over an insecure channel without sharing any prior
secrets.
In the public-key cryptography, each user has a pair of keys, one called the public key
and the other called the private key. In addition the private key is always mathematically
linked to the public one. The public key is then published, while the private key, which
represents a trapdoor, is kept secret.
The most popular public-key cryptosystem is RSA. This cryptosystem was developed
in 1977 by Ronald Rivest, Adi Shamir and Leonard Adleman and its name comes from
the ﬁrst letters in each of its inventors' surname. Although many years passed from its
ﬁrst implementation, the RSA cryptosystem is still widely used.
Unquestionably, the public-key cryptography is an important tool in our modern in-
formation society. Traditional public key cryptosystems such as the mentioned RSA rely
on hard number theory based problems such as factoring or discrete logarithm. However,
due to possible quantum computer attacks and the demand for more eﬃcient cryptosys-
tems for small devices, there is a great challenge to build new public key cryptosystems, in
particular the ones that could survive from future attacks utilizing quantum computers.
Thus, the problem of developing new public-key cryptosystem had occupied the crypto-
graphic research ﬁelds for the last three decades.
The interesting new idea in the public-key cryptography was proposed in 1985 by Neal
Koblitz and Victor Miller. They discovered so-called Elliptic Curve Cryptography (ECC).
Elliptic curves have a rich and beautiful history, having been studied by mathematicians
for over a hundred years. Indeed, the study of elliptic curves by algebraists, algebraic
geometers and number theorists dates back to the middle of the nineteenth century: there
now exists an extensive literature that describes the beautiful and elegant properties
of these marvelous objects. Elliptic curves have been used to solve a diverse range of
problems. One example is the congruent number problem that asks for a classiﬁcation
of the positive integers occurring as the area of some right-angled triangle, the lengths of
whose sides are rational numbers. Another example is proving Fermat's Last Theorem
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which states that the equation an + bn = cn has no nonzero integer solutions for a,
b and c when the integer n is greater than 2. So, in 1985, Neal Koblitz and Victor
Miller independently proposed using elliptic curves to design public-key cryptographic
systems. Since that time an abundance of research has been published on the security and
eﬃcient implementation of elliptic curve cryptography. In the late 1990's, elliptic curve
systems started to receive commercial acceptance when accredited standards organizations
speciﬁed elliptic curve protocols, and private companies included these protocols in their
security products. ECC is based on the algebraic properties of elliptic curves. Points of
elliptic curves enable to deﬁne a group operation (called traditionally the sum of points).
This can be proﬁtably used over ﬁnite ﬁelds in the following way.
Let us consider the elliptic curve E over the ﬁnite ﬁeld Fp and the point P of the curve E
with the prime order n. Let us randomly choose the integer k ∈ [1, n − 1] and compute
Q = kP. The prime p, the equation of the elliptic curve E , and the point P with its order
n, are so-called domain parameters. The private key is the integer k and the corresponding
public key is Q.
Algorithm 0.1 Basic ElGamal elliptic curve encryption
Input: Domain parameters, public key Q, message m
Output: ciphertext (C1, C2)
1: represent message m as a point M of the elliptic curve E
2: select a random integer a ∈ [1, n− 1]
3: compute C1 = aP and C2 =M + aQ
4: return the ciphertext (C1, C2)
Algorithm 0.2 Basic ElGamal elliptic curve decryption
Input: Domain parameters, private key k, ciphertext (C1, C2)
Output: message m
1: use private key to compute M = C2 − kC1
2: transfer M into m
3: return the cleartext m
The hard computational problem is to discover k with a knowledge of P and Q = kP
only. The story goes on by the use of hyperelliptic curves instead the elliptic ones.
Hyperelliptic curve cryptography (HECC) is based on analogous ideas as ECC insomuch
as that the Jacobian of a hyperelliptic curve is a commutative group on which we do
arithmetic, just as we use the group of points on an elliptic curve in ECC. Then elliptic
curves are a special case.
The aim of this work is to study hyperelliptic curves and their algebraic properties
over ﬁnite ﬁelds and to explain main ideas of the construction and use of their Jacobians.
Chapter 1 gives some elementary background necessary for the introduction to the hy-
perelliptic curves and its fundamental properties. Then the deﬁnition of hyperelliptic
curve is given and some of its properties are listed. This chapter also brings the example
which is used and developed throughout all this thesis.
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Chapter 2 introduces the polynomial and rational functions and their properties, such
as the norm or the degree of polynomial function and the value of the rational function
at a point.
Chapter 3 further develops the properties of polynomial and rational functions. Notion
of zeros and poles is presented and through the concept of uniformizing parameter is
developed into a very important term - the order of a polynomial or rational function
at a point.
Chapter 4 introduces the notion of divisors and their basic properties. Follow the def-
initions of the Jacobian of a hyperelliptic curve. Then the semi-reduced divisor is deﬁned
and its polynomial (Mumford) representation is described.
Chapter 5 brings such an important unique representation for divisors in the Jaco-
bian. This representation is enabled by the concept of reduced divisors, presented in this
chapter.
Chapter 6 performs the group operation for the reduced divisors which proceeds in
two steps. In the ﬁrst step the semi-reduced divisor in the class of summation of two
reduced divisors is determined, in the second step the obtained semi-reduced divisor is
transformed into the equivalent reduced divisor.
Chapter 7 deals with the order of Jacobian as an important parameter determining
the security of a hyperelliptic cryptosystem. Besides the Hasse-Weil interval, other two
methods for ﬁnding the exact number of Jacobian's elements are shown. Namely they are
the brute-force search and the zeta function.
Chapter 8 gives the overview of the HyperellipticCurves package created for simpliﬁ-
cation of counting on hyperelliptic curves. Stated examples show how advantage using of
this package is.
Chapter 9 brings the conception of the hyperelliptic curve cryptography. The hyper-
elliptic curve key pair generation, hyperelliptic encryption and hyperelliptic decryption
algorithms are presented.
Chapter 10 demonstrates using of HyperellipticCryptography package which provides
the cryptography on the hyperelliptic curves.
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Important part of this diploma thesis is the attached CD. There are two folders on the CD.
First one contains the pdf ﬁle with the text of this thesis. In the second one all Mathe-
matica ﬁles are inserted.
Detailed organization of the CD is following:
+ Thesis
- thesis.pdf
+ Mathematica
+ HyperellipticCurves
- HyperellipticCurves.m
- curves.nb
- JacobOrd.nb
+ HyperellipticCryptography
- HyperellipticCryptography.m
- crypto.nb
- example_1_8.nb
- example_1_11.nb
- example_1_12.nb
- example_3_ord.nb
- example_4_15.nb
- example_4_17.nb
- example_6_3.nb
- example_6_5.nb
- example_7_3.nb
- example_7_6.nb
- example_9_5.nb
Used software:
OS Linux SuSE 10.3
Wolfram Mathematica 7.0.0
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Chapter 1
Basic deﬁnitions and properties
The goal of this chapter is to establish some fundamental algebraic terms important for
the deﬁnition of a hyperelliptic curve and to give a brief introduction to the notion of hy-
perelliptic curves. In this chapter we present the example which will be used throughout
most of this thesis to illustrate the new concepts in practice. Addition and multiplication
tables which are essential for calculations over the chosen ﬁeld follow next.
Let us recall the most common algebraic structures. In general, the algebraic structure
is a nonempty set S closed under one or more operations, satisfying some axioms. Let
us consider for example two binary operations denoted as + and ·, called addition and
multiplication and these axioms:
A1) (a+ b) + c = a+ (b+ c) (associativity of addition)
A2) 0S + a = a+ 0S = a (existence of additive identity)
A3) (−a) + a = a+ (−a) = 0S (existence of additive inverse)
A4) a+ b = b+ a (commutativity of addition)
A5) (a · b) · c = a · (b · c) (associativity of multiplication)
A6) (a+ b) · c = a · c+ b · c (distributivity of multiplication over addition)
A7) 1S · a = a · 1S = a (existence of multiplicative identity)
A8) a · b = b · a (commutativity of multiplication)
A9) a−1 · a = a · a−1 = 1S (existence of multiplicative inverse)
where a, b, c ∈ S. Particular algebraic structure depends on fulﬁlled axioms:
semigroup - A1
monoid - A1, A2
group - A1, A2, A3
commutative (abelian) group - A1, A2, A3, A4
ring - A1, A2, A3, A4, A5, A6
ring with identity element - A1, A2, A3, A4, A5, A6, A7
commutative ring with identity element - A1, A2, A3, A4, A5, A6, A7, A8
ﬁeld - A1, A2, A3, A4, A5, A6, A7, A9
commutative ﬁeld - A1, A2, A3, A4, A5, A6, A7, A8, A9
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A ﬁnite ﬁeld Fq is a ﬁeld with q elements. The integer q satisﬁes q = pn, where p is
the prime number and n is a positive integer. The prime number p is called the charac-
teristic of Fq, deﬁned as the smallest possible integer such that 1 + · · ·+ 1︸ ︷︷ ︸
p
= 0. Integer
n is called the extension degree or the dimension.
Note: As a corollary of the Wedderburn's little theorem we get that all ﬁnite ﬁelds are
commutative.
Deﬁnition 1.1. (subﬁeld, extension ﬁeld)
A subset K of a ﬁeld L is a subﬁeld of L if K is itself a ﬁeld with respect to the operations
of ﬁeld L. If this is the case, L is said to be an extension ﬁeld of K.
Deﬁnition 1.2. (algebraic and transcendental element)
If L is an extension ﬁeld of K, then an element a ∈ L is called algebraic over K if there
exists some non-zero polynomial f(x) ∈ K[x] with coeﬃcients in K such that f(a) = 0.
Elements of L which are not algebraic over K are called transcendental over K.
Deﬁnition 1.3. (algebraic extension)
A ﬁeld extension L/K is called algebraic if every element of L is algebraic over K.
Deﬁnition 1.4. (algebraic closure)
A ﬁeld K is said to be algebraically closed if every non-constant polynomial with coeﬃ-
cients in K has a root in K. The algebraic closure is an algebraic extension of a ﬁeld K
denoted as K which is algebraically closed.
Note: No ﬁnite ﬁeld is algebraically closed, but there exist algebraically closed inﬁnite
ﬁelds with characteristic p denoted as Fp. The ﬁeld Fp is algebraic closure of all Fpn .
(Fp ⊂ Fp2 ⊂ Fp3 ⊂ · · · ⊂ Fp)
Deﬁnition 1.5. (hyperelliptic curve)
Let K be a ﬁeld and K its algebraic closure. A hyperelliptic curve C of genus g over
the ﬁeld K (g ≥ 1) is a set of all points (x, y) which satisfy the equation
y2 + h(x)y − f(x) = 0 (1.1)
where h(x) ∈ K[x] is a polynomial of degree at most g; f(x) ∈ K[x] is a monic polynomial
of degree 2g + 1 and there is no point on the curve C over K which satisﬁes both partial
derivatives ∂C
∂x
= h′y − f ′ = 0 and ∂C
∂y
= 2y + h = 0
Note: If g = 1 then C is called the elliptic curve.
Deﬁnition 1.6. (rational points, point at inﬁnity, ﬁnite points)
Let L be an extension ﬁeld of K. Rational points are points P = (α, β) ∈ L × L which
satisfy the equation (1.1) of the curve C. Set of all these points together with a special
point at inﬁnity (denoted by∞) is the set of L-rational points denoted as C(L). The points
in C(L) other than ∞ are called ﬁnite points.
Deﬁnition 1.7. (opposite, special and ordinary points)
The opposite point to the point P = (α, β) is the point P˜ = (α, −β − h(α)). When P
satisﬁes P = P˜ it is called a special point. Otherwise the point is called ordinary.
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Example 1.8. Let us look at the geometric interpretation of the hyperelliptic curves over
the ﬁeld of real numbers. Each curve here has h(x) = 0 and a polynomial f of degree 5.
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
(a) C1
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
(b) C2
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(c) C3
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(d) C4
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(e) C5
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(f) C6
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(g) C7
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(h) C8
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(i) C9
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(j) C10
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(k) C11
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(l) C12
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a) C1 : y2 = x5 + 2x4 + 3x3 + 3x2 + 2x+ 1 = (x+ 1)(x2 + x+ 1)(x2 + 1)
Polynomial f(x) of this hyperelliptic curve has 1 real and 4 imaginary roots.
b) C2 : y2 = x5 + x4 + 2x3 + 2x2 + x+ 1 = (x+ 1)(x2 + 1)2
Polynomial f(x) of this hyperelliptic curve has 1 real and 2 double imaginary roots.
c) C3 : y2 = x5 + 2x4 − x− 2 = (x+ 2)(x+ 1)(x− 1)(x2 + 1)
Polynomial f(x) of this hyperelliptic curve has 3 real and 2 imaginary roots.
d) C4 : y2 = x5 − 5x3 + 4x = (x+ 2)(x+ 1)x(x− 1)(x− 2)
Polynomial f(x) of this hyperelliptic curve has 5 real and no imaginary root.
e) C5 : y2 = x5 − 2x4 − 5x3 + 10x2 + 4x− 8 = (x+ 2)(x+ 1)(x− 1)(x− 2)2
Polynomial f(x) of this curve has 4 real roots (1 root is double).
f) C6 : y2 = x5 − 4x3 + 2x2 + 3x− 2 = (x+ 2)(x+ 1)(x− 1)3
Polynomial f(x) of this curve has 3 real roots (1 root is triple).
g) C7 : y2 = x5 + 3x4 − x3 − 7x2 + 4 = (x+ 2)2(x+ 1)(x− 1)2
Polynomial f(x) of this curve has 3 real roots (2 roots are double).
h) C8 : y2 = x5 − 3x4 + 2x3 + 2x2 − 3x+ 1 = (x+ 1)(x− 1)4
Polynomial f(x) of this curve has 2 real roots (1 root is quadruple).
i) C9 : y2 = x5 + x4 − 2x3 − 2x2 + x+ 1 = (x+ 1)3(x− 1)2
Polynomial f(x) of this curve has 2 real roots (1 is double and 1 is triple root).
j) C10 : y2 = x5 − x4 − x+ 1 = (x+ 1)(x− 1)2(x2 + 1)
Polynomial f(x) of this curve has 2 real roots (1 is double) and 2 imaginary roots.
k) C11 : y2 = x5 + 5x4 + 10x3 + 10x2 + 5x+ 1 = (x+ 1)5
Polynomial f(x) of this curve has 1 real root (this root is quintuple).
l) C12 : y2 = x5 + 3x4 + 4x3 + 4x2 + 3x+ 1 = (x+ 1)3(x2 + 1)
Polynomial f(x) of this curve has 1 real root (this root is triple) and 2 imaginary
roots.
Properties of these curves are closely related to the multiplicity of real roots of the poly-
nomial f. In cases e) - l) the multiple real roots cause the singularity and therefore these
curves are not hyperelliptic. (Conditions of deﬁnition 1.5 are not satisﬁed.)
There are two types of singularity - the cusp and the node. The typical example of node
is for instance the case g) while the typical example of the cusp is for instance the case
k). It is necessary for the curve to have no nodes and no cusps to be hyperelliptic.
The graphs from the above example are generated by Mathematica using the function
ContourPlot. Further information about the used Mathematica commands can be found
in [8]. Concretely the syntax for the case a) is:
In[1]:= ContourPlot[{(x + 1)*(x2 + x + 1)*(x2 + 1) == y2, y == 0},
{x, -1.5, 1.5}, {y, -1.5, 1.5}, ContourStyle -> {{Blue, Thickness[0.003]},
Dashing[{.01}]}, PerformanceGoal -> "Quality"]
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Deﬁnition 1.9. (irreducible polynomial)
A polynomial p(x) in K[x] is called irreducible over the ﬁeld K if it is non-constant and
cannot be represented as a product of two or more non-constant polynomials from K[x].
There are several diﬀerent representations of ﬁnite ﬁeld's elements:
• Regular representation
The element of Fpn is represented by an integer number between 0 and pn − 1.
• Binary representation
Elements of Fpn are represented as a n-tuples with components in {0, 1}.
• Polynomial representation
The element of Fpn is represented as a polynomial of degree at most n− 1 with co-
eﬃcients in Fp.
• Power representation
Elements of Fpn are represented as a powers of λ, where λ is a root of irreducible
reduction polynomial in Fpn .
For n = 1 the modular arithmetic in regular representation is mostly used. If n > 1
it seems to be beneﬁcial to use the binary representation for addition and the power
representation for multiplication.
In Mathematica we can also choose the preferable representation. We ﬁrst need to load
the Finite Fields Package and declare the ﬁeld. The ﬁeld declared below will be used
in the example 1.11.
In[1]:= <<FiniteFields`FiniteFields`
In[2]:= K = GF[2, {1, 0, 1, 0, 0, 1}];
Due to chosen representation continue by:
• Regular representation:
In[3]:= SetFieldFormat[K, FormatType -> FunctionOfCode[k]]
In[4]:= k[6] (* notation of the element 6 *)
• Binary representation: this representation is default, but for completeness:
In[3]:= SetFieldFormat[K, FormatType -> Subscripted]
In[4]:= K[{0, 1, 1, 0, 0}] (* notation of the element 6 *)
• Polynomial representation:
In[3]:= SetFieldFormat[K, FormatType -> FunctionOfCoeﬃcients[k]]
In[4]:= k[0, 1, 1, 0, 0] (* notation of the element 6 *)
Sometimes it is useful to see the element in a diﬀerent representation than we use for
calculations. Here we provide two commands for this purpose. First one is for a tran-
sition from the regular representation into the binary or polynomial one and the second
command is for the opposite direction.
In[1]:= Reverse[IntegerDigits[23, 2]]
Out[1]= {1, 1, 1, 0, 1}
In[2]:= FromDigits[Reverse[1, 1, 1, 0, 1], 2]
Out[2]= 23
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Example 1.10. Consider the ﬁeld F25 and reduction polynomial x5 + x2 + 1. Following
table contains diﬀerent representations of the elements of the ﬁeld.
regular binary polynomial power
0 00000 0 0
1 00001 1 1
2 00010 x λ
3 00011 x+ 1 λ18
4 00100 x2 λ2
5 00101 x2 + 1 λ5
6 00110 x2 + x λ19
7 00111 x2 + x+ 1 λ11
8 01000 x3 λ3
9 01001 x3 + 1 λ29
10 01010 x3 + x λ6
11 01011 x3 + x+ 1 λ27
12 01100 x3 + x2 λ20
13 01101 x3 + x2 + 1 λ8
14 01110 x3 + x2 + x λ12
15 01111 x3 + x2 + x+ 1 λ23
16 10000 x4 λ4
17 10001 x4 + 1 λ10
18 10010 x4 + x λ30
19 10011 x4 + x+ 1 λ17
20 10100 x4 + x2 λ7
21 10101 x4 + x2 + 1 λ22
22 10110 x4 + x2 + x λ28
23 10111 x4 + x2 + x+ 1 λ26
24 11000 x4 + x3 λ21
25 11001 x4 + x3 + 1 λ25
26 11010 x4 + x3 + x λ9
27 11011 x4 + x3 + x+ 1 λ16
28 11100 x4 + x3 + x2 λ13
29 11101 x4 + x3 + x2 + 1 λ14
30 11110 x4 + x3 + x2 + x λ24
31 11111 x4 + x3 + x2 + x+ 1 λ15
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Example 1.11. Let us consider the curve
C : y2 + (x2 + x)y − x5 − x4 − x2 − 1 = 0
over the ﬁnite ﬁeld F25 .
Note that g = 2, h(x) = x2 + x and f(x) = x5 + x4 + x2 + 1.
The partial derivatives of C are:
∂C
∂x
: (2x+ 1)y − 5x4 − 4x3 − 2x = 0 and ∂C
∂y
: 2y + x2 + x = 0
Since there is no point P in F2 × F2 which satisﬁes the equation of the curve C and
simultaneously partial derivatives ∂C
∂x
and ∂C
∂y
are not both equal to zero in any P , the C
is indeed a hyperelliptic curve.
For calculations we choose the reduction polynomial x5 + x2 + 1. To ﬁnd all points on C
we use the brute-force search (sometimes called exhaustive search). It is a trivial method,
which consists of the systematic enumerating of all possible points and checking whether
the point satisﬁes the equation of the hyperelliptic curve.
(0, 1) (1, 0) (2, 11) (2, 13) (4, 15) (4, 27) (7, 3) (7, 17)
(8, 8) (8, 10) (10, 10) (10, 14) (13, 4) (13, 18) (14, 14) (14, 30)
(16, 2) (16, 31) (19, 8) (19, 19) (21, 5) (21, 12) (23, 3) (23, 12)
(24, 5) (24, 26) (27, 9) (27, 16) (28, 17) (28, 26) (30, 19) (30, 30)
Of these, the points (0, 1) and (1, 0) are special. And for example the opposite point
to the point P = (2, 11) is P˜ = (2, −11− (22 + 2)) = (2, 11 + 6) = (2, 13).
We can also solve this example using Mathematica. We start by loading the Finite
Fields Package and declaration of the ﬁeld we will work in. Next we choose the regular
representation of the ﬁeld elements.
In[1]:= <<FiniteFields`FiniteFields`
K = GF[2, {1, 0, 1, 0, 0, 1}];
SetFieldFormat[K, FormatType -> FunctionOfCode[k]]
We are going to search the points using the brute force:
In[2]:= Points = {};
For[i = 0, i < FieldSize[K], i++,
For[j = 0, j < FieldSize[K], j++,
If[k[i]5 + k[i]4 + k[i]2 + k[1] == k[j]2 + k[j]*(k[i]2 + k[i]),
Points = Union [Points, {{i, j}}] ]]]
In[3]:= Points
Out[3]= { {0, 1}, {1, 0}, {2, 11}, {2, 13}, {4, 15}, {4, 27}, {7, 3},
{7, 17}, {8, 8}, {8, 10}, {10, 10}, {10, 14}, {13, 4}, {13, 18},
{14, 14}, {14, 30}, {16, 2}, {16, 31}, {19, 8}, {19, 19}, {21, 5},
{21, 12}, {23, 3}, {23, 12}, {24, 5}, {24, 26}, {27, 9}, {27, 16},
{28, 17}, {28, 26}, {30, 19}, {30, 30} }
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Since the ﬁeld F25 will be further often used in this thesis we present here the addition
and multiplication tables, essential for calculations over this ﬁeld.
Figure 1.1: Addition table of the ﬁeld F25 .
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Figure 1.2: Multiplication table of the ﬁeld F25 with the reduction polynomial x5+x2+1.
Figure 1.3: Table of element's powers.
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The above stated method for searching points is not very eﬀective. We can decrease
the number of necessary evaluations by the following strategy.
1.) ﬁx x and ﬁnd the ﬁrst y such that the equation of the hyperelliptic curve holds
2.) count the opposite point to the one we found at step 1.) and increase x
3.) repeat steps 1.) and 2.) for all possible x
4.) since the special points are listed twice now, remove the duplications to obtain the list
of ﬁnite points of the hyperellitic curve.
Example 1.12. Let us consider the elliptic curve
C : y2 = x3 + 6x+ 1
over the prime ﬁeld F7.
Let us ﬁnd all ﬁnite points on C by the improved method using Mathematica.
For prime ﬁelds there is an alternative to using the Finite Fields Package. That is the func-
tion PolynomialMod which performs the modular arithmetic in regular representation.
In[1]:= f = x3 + 6x + 1;
In[2]:= points = {};
For[i = 0, i < 7, i++,
For[j = 0, j < 7, j++,
If[PolynomialMod[j2, 7] == PolynomialMod[f /. x -> i, 7],
{AppendTo[points, {i, j}],
AppendTo[points, {i, PolynomialMod[-j, 7]}], Break[]} ]]]
In[3]:= Points = Union[points]
Out[3]= {{0, 1},{0, 6},{1, 1},{1, 6},{2, 0},{3, 2},{3, 5},{5, 3},
{5, 4},{6, 1},{6, 6}}
It is easy to see that the only special point is (2, 0).
Number of F7-rational points we get by the following command. Recall that to the list
of ﬁnite points we should add the point at inﬁnity.
In[4]:= NumRatPoints = Length[Points] + 1
Out[4]= 12
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Chapter 2
Polynomial and rational functions
This chapter introduces basic properties of polynomial and rational functions which arise
when they are viewed as functions on a hyperelliptic curve. One of the properties is
a degree of polynomial function, which is denoted as deg and deﬁned in the further text.
It shall not be mistaken for the degree of polynomial deﬁned as the highest exponent
of the variable x, which will be denoted as degx
Throughout the text we will assume the commutative ring with identity element.
Deﬁnition 2.1. (ideal)
A nonempty subset I of a ring R is an ideal when:
1) for all a, b ∈ I, we have a+ b ∈ I
2) for all a ∈ I and all r ∈ R we have ra ∈ I
Let I, J be ideals of a ring R. Let us deﬁne some operations on ideals:
IJ ={ab | a ∈ I, b ∈ J}
I ∩ J = {a | a ∈ I ∧ a ∈ J}
I + J = {a+ b | a ∈ I, b ∈ J}
Example 2.2. When R = Z with I = 〈m〉 (ideal I generated by the element m) and
J = 〈n〉 we can interpret these operations as follows:
IJ = mnZ I ∩ J = lcm(m,n)Z I + J = gcd(m,n)Z,
where lcm means least common multiple and gcd means greatest common divisor.
For instance, when I = 〈6〉 and J = 〈9〉 we have:
IJ = 54Z = 〈54〉 I ∩ J = 18Z = 〈18〉 I + J = 3Z = 〈3〉
Deﬁnition 2.3. (congruence relation, equivalence class,
quotient ring with respect to an ideal I)
Let I be an ideal of a ring R. We deﬁne the congruence relation ∼ on R as
a ∼ b ⇐⇒ a− b ∈ I.
When a ∼ b we say that a and b are congruent modulo I. The equivalence class of an el-
ement a ∈ R is given by:
[a] = a+ I = {a+ x | x ∈ I}
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Set of all equivalence classes is a quotient ring denoted by R/I.
The binary operations + and × are deﬁned as:
[a] + [b] = [a+ b] and [a]× [b] = [a× b]
Note: We usually identify the equivalence class with the element a called the represen-
tative element. In that case we can omit the brackets and write instead of [a] just a.
So for example in the case of Zn = Z/〈n〉 we represent the equivalence class x + nZ
by the reminder a of the division x by n.
Example 2.4. Let R = Z and I = 〈2〉. Then R/I = {0, 1} ∼= F2
Deﬁnition 2.5. (coordinate ring, polynomial function)
The coordinate ring of the curve C over ﬁeld K, denoted by K[C], is the quotient ring
K[C] = K[x, y]/〈y2 + h(x)y − f(x)〉,
where 〈y2+h(x)y−f(x)〉 is an ideal generated by polynomial y2+h(x)y−f(x). Similarly
the coordinate ring of C over K is given by
K[C] = K[x, y]/〈y2 + h(x)y − f(x)〉.
An element of K[C] is called a polynomial function on C.
Lemma 2.6. The polynomial p(x, y) = y2 + h(x)y − f(x) is irreducible over K.
Proof: If p(x, y) was reducible overK it would factor as (y−a(x))·(y+b(x)) = y2+(b(x)−
a(x))y − a(x)b(x) for some a, b ∈ K[x]. But then degx(a(x) · b(x)) = degx(f(x)) = 2g + 1
and degx(a(x) + b(x)) = deg(h(x)) 6 g, which is impossible.
For each polynomial function G(x, y) ∈ K[C], we can repeatedly replace any occurance
of y2 by f(x)− h(x)y to obtain an unique representation:
G(x, y) = a(x)− b(x)y, where a(x), b(x) ∈ K[x]
Deﬁnition 2.7. (conjugate)
Let G(x, y) = a(x)− b(x)y be a polynomial function in K[C]. The conjugate of G(x, y) is
deﬁned to be the polynomial function G(x, y) = a(x) + b(x)(h(x) + y).
Deﬁnition 2.8. (norm)
Let G(x, y) = a(x)− b(x)y be a polynomial function in K[C]. The norm of G is the poly-
nomial function N(G) = GG.
Lemma 2.9. (properties of norm)
Let G,H be polynomial functions in K[C].
(i) N(G) is a polynomial in K[x]
(ii) N(G) = N(G)
(iii) N(GH) = N(G)N(H)
Proof: Let G = a− by and H = c− dy, where a, b, c, d ∈ K[x].
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(i) Notice that h, f ∈ K[x] as stated in deﬁnition 1.5.
N(G) = G ·G = (a− by) · (a+ b(h+ y))
= a2 + abh− b2hy − b2y2
= a2 + abh− b2(y2 + hy)
= a2 + abh− b2f ∈ K[x].
(ii) The conjugate of polynomial function G = a+ b(h+ y) is
G = (a+ bh) + (−b)(h+ y) = a− by = G
Hence N(G) = G G = G G = N(G).
(iii) GH and its conjugate are
GH = (a− by)(c− dy) = ac− ady − bcy + bdy2
= ac− ady − bcy + bd(f − hy)
= (ac+ bdf)− (ad+ bc+ bdh)y
GH = (ac+ bdf) + (ad+ bc+ bdh)(h+ y)
= ac+ bdf + adh+ bch+ bdh2 + ady + bcy + bdhy
= ac+ bc(h+ y) + ad(h+ y) + bd(h2 + hy + f)
= ac+ bc(h+ y) + ad(h+ y) + bd(h2 + 2hy + y2)
= c[a+ b(h+ y)] + d(h+ y)[a+ b(h+ y)]
= [a+ b(h+ y)] · [c+ d(h+ y)]
= G H
Hence N(GH) = GH GH = GH GH = GGHH = N(G)N(H).
Deﬁnition 2.10. (degree of a polynomial function)
Let G(x, y) = a(x) − b(x)y be a non-zero polynomial function in K[C]. The degree of G
is deﬁned to be
deg(G) = max{2 · degx(a), 2 · degx(b) + 2g + 1}.
Lemma 2.11. (properties of degree)
Let G,H be polynomial functions in K[C].
(i) deg(G) = degx(N(G))
(ii) deg(GH) = deg(G) + deg(H)
(iii) deg(G) = deg(G)
Proof:
(i) Let G = a(x)−b(x)y, N(G) = a2+abh−b2f, d1 = degx(a(x)) and d2 = degx(b(x)).
By deﬁnition of hyperelliptic curve (deﬁnition 1.5) we also have degx(h(x)) ≤ g and
degx(f(x)) = 2g + 1. There are two cases to consider:
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Case 1: If 2d1 > 2d2 + 2g + 1, then 2d1 ≥ 2d2 + 2g + 2 and hence d1 ≥ d2 + g + 1.
So, degx(a
2) = 2d1 ≥ d1 + d2 + g + 1 > d1 + d2 + g ≥ degx(abh).
Case 2: If 2d1 < 2d2 + 2g + 1, then 2d1 ≤ 2d2 + 2g and hence d1 ≤ d2 + g.
So, degx(abh) ≤ d1 + d2 + g ≤ 2d2 + 2g < 2d2 + 2g + 1 = degx(b2f).
It follows that
degx(N(G)) = max{2d1, 2d2 + 2g + 1} = deg(G).
(ii) We have
deg(GH) = degx(N(GH)) by (i)
= degx(N(G)N(H)) by Lemma 2.9 (iii)
= degx(N(G)) + degx(N(H))
= deg(G) + deg(H)
(iii) Since N(G) = N(G) (by Lemma 2.9 (ii)), we have
deg(G) = degx(N(G)) = degx(N(G)) = deg(G).
Deﬁnition 2.12. (function ﬁeld, rational function)
The function ﬁeld K(C) of the curve C over the ﬁeld K is given by the ﬁeld of fractions
of K[C].
Similarly, the function ﬁeld K(C) of C over K is given by the ﬁeld of fractions of K[C].
The elements of K(C) are called rational functions on C.
Deﬁnition 2.13. (value of a rational function at a ﬁnite point)
Let R ∈ K(C) and let P ∈ C, P 6= ∞ be the point on the curve C. If there exist
polynomial functions G,H ∈ K[C] such that R = G/H and H(P ) 6= 0, then R is said
to be deﬁned at P and the value of R at P is deﬁned to be
R(P ) = G(P )/H(P ).
If no such G,H ∈ K[C] exist, then R is not deﬁned at P.
Deﬁnition 2.14. (value of a rational function at ∞)
Let R = G/H ∈ K(C) be a rational function and P =∞. Then three cases may occur:
(i) deg(G) < deg(H), then the value of R is deﬁned to be R(∞) = 0.
(ii) deg(G) > deg(H), then R is not deﬁned at ∞.
(iii) deg(G) = deg(H), then the value of R(∞) is deﬁned to be the ratio of the leading
coeﬃcients of polynomial functions G and H with respect to the deg function.
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Example 2.15. Let us consider the rational function
R =
G
H
=
a(x)− b(x)y
c(x)− d(x)y =
2x3 − 4x2y
3x4 − (2x2 + 1)y
and a hyperelliptic curve with genus g = 2.
deg(G) = max{2 · degx a(x), 2 · degx b(x) + 2g + 1}
= max{2 · 3, 2 · 2 + 2 · 2 + 1}
= max{6, 9} = 9
deg(H) = max{2 · degx c(x), 2 · degx d(x) + 2g + 1}
= max{2 · 4, 2 · 2 + 2 · 2 + 1}
= max{8, 9} = 9
Since deg(G) = deg(H), the value of R(∞) = 4
2
.
If the rational function R is considered over the ﬁeld R, then the value of R(∞) = 4
2
= 2,
but for instance whenR is considered over the ﬁeld F9 with irreducible polynomial x2+x+2
the value of R(∞) = 4
2
= 8.
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Chapter 3
The order of a rational function at a point
This chapter deals with the notion of zeros and poles of rational functions. These terms
are fundamental for the introduction of the uniformizing parameter and therefore for
the notion of the order of rational functions at a point.
In the following deﬁnitions K denotes a ﬁeld, K its algebraic closure and K∗ = K\{0K}.
Deﬁnition 3.1. (Zero, pole)
Let R ∈ K(C)∗ and let P ∈ C be a point on the curve C. If R(P ) = 0 then R is said
to have a zero at P. If R is not deﬁned at P then R is said to have a pole at P and we
write R(P ) =∞.
Lemma 3.2. Let G ∈ K[C]∗ and P ∈ C. If G(P ) = 0 then G(P˜ ) = 0.
Proof: Let G = a(x) − b(x)y and P = (α, β). Then G = a(x) + b(x)(h(x) + y), P˜ =
(α,−β − h(α)) and G(P˜ ) = a(α) + b(α)(h(α)− β − h(α)) = a(α)− b(α)β = G(P ) = 0.
Fact 3.3. (uniformizing parameter)
Let P ∈ C. Then for all G ∈ K[C]∗ there exist a function U ∈ K(C) with U(P ) = 0,
integer d and function S ∈ K(C), where S(P ) 6= 0,∞ such that G = UdS. The function
U is called the uniformizing parameter for P.
Here we provide a general guide for ﬁnding the uniformizing parameter. Proofs of all
statements used throughout the section, can be found in [5] on pages 10 - 13.
Let G(x, y) ∈ K[C]∗. If P is a ﬁnite point, suppose that G(P ) = 0, if P = ∞, suppose
that G(P ) = ∞. When G(P ) 6= 0,∞ we can write G = U0G, where U is any polyno-
mial in K[C] satisfying U(P ) = 0. Now we will ﬁnd a uniformizing parameter for each
of the following cases: (i)P =∞, (ii) P is an ordinary point and (iii) P is a special point.
(i) Uniformizing parameter for P =∞ is U = xg
y
.
Since deg(xg) = 2g < deg(y) = 2g + 1 the value of U(∞) = 0 and we can write:
G =
(
xg
y
)d(
y
xg
)d
G,
where d = − deg(G) and S = ( y
xg
)d
G. Since deg(y)−deg(xg) = 1 and d = − deg(G),
it follows that deg(x−gdG) = deg(y−d). Hence S(∞) 6= 0,∞.
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(ii) If P = (α, β) is an ordinary point, then the uniformizing parameter for the point P
is U = (x− α) and it is easy to see that U(P ) = 0.
Now, write G in the form G = a(x) − b(x)y. Let (x − α)r be the highest power
of (x− α) which divides both a(x) and b(x), then rewrite G in the form
G = (x− α)r(a0(x)− b0(x)y).
Expression G0 = (a0(x)− b0(x)y) can be written in the form (x− α)sS, where s is
the highest power of (x− α) which divides N(G0), s ≥ 0 such that
N(G0) = (x− α)sd(x)
and S = d(x)/G0 ∈ K(C) has neither a zero nor a pole at P. Now we can write
G = (x− α)dS,
where d = r + s.
(iii) For a special point P = (α, β) is the uniformizing parameter U = (y − β). Ob-
viously U(P ) = 0. We start by replacing any powers of x greater than 2g in G
with the equation of the curve. We get G in the form
G(x, y) = x2gb2g(y) + x
2g−1b2g−1(y) + · · ·+ xb1(y) + b0(y),
where each bi(y) ∈ K[y]. Continue by replacing all occurance of x by ((x− α) + α)
and expand to obtain
G(x, y) = (x− α)2gb2g(y) + (x− α)2g−1b2g−1(y) + · · ·+ (x− α)b1(y) + b0(y)
= (x− α)B(x, y) + b0(y),
where each bi(y) ∈ K[y] and B(x, y) ∈ K[C]. Condition G(P ) = 0 implies b0(y) = 0
and so we can write b0(y) = (y − β)c(y) for some c ∈ K[y]. Because P is a special
point we can write (x− α) = (y − β)2/A(x, y), where
A(x, y) =
(
f(x)− β2
x− α
)
− y
(
h(x) + 2β
x− α
)
∈ K[C] and A(P ) 6= 0,∞.
Hence,
G(x, y) = (x− α)B(x, y) + (y − β)c(y)
= (y − β)
[
(y − β)B(x, y)
A(x, y)
+ c(y)
]
=
(y − β)
A(x, y)
[(y − β)B(x, y) + A(x, y)c(y)]
=
(y − β)
A(x, y)
G1(x, y)
Now, ifG1(P ) 6= 0 we are done by taking S = G1/A.On the other hand ifG1(P ) = 0,
then c(y) = 0 and we can write c(y) = (y − β)c1(y) for some c1 ∈ K[y]. Hence
G(x, y) = (y − β)2
[
B(x, y)
A(x, y)
+ c1(y)
]
=
(y − β)2
A(x, y)
[B(x, y) + A(x, y)c1(y)]
=
(y − β)2
A(x, y)
G2(x, y)
Again if G2(P ) 6= 0 we are done. Otherwise, we repeat the whole process.
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Note: Let us recall the deﬁnition of the derivative:
f ′(x) = lim
h→0
f(x+ h)− f(x)
h
So, if we take for example function x2 we get:
(x2)′ = lim
h→0
(x+ h)2 − x2
h
= lim
h→0
(x+ h)(x+ h)− x2
h
= lim
h→0
x2 + xh+ hx+ h2 − x2
h
= lim
h→0
(x+ x+ h)
= x+ x
We are used to write 2x instead of x+ x, but it is very important to keep in mind that it
is only a contracted notation of x+ x. Exchange for 2 · x could (with respect to the ﬁnite
ﬁeld) cause a mistake.
It is similar also for (x3)′ = x + x + x = 3x, (x4)′ = x + x + x + x = 4x etc. Thus,
the notation 2β in the case (iii) in the formula for A(x, y) means in fact β + β.
Example 3.4. Let us consider the same hyperelliptic curve as in the example 1.11,
i.e. C : y2 + (x2 + x)y − x5 − x4 − x2 − 1 = 0 over the ﬁnite ﬁeld F25 .
• For P = ∞ and G = x2 + xy we have the uniformizing parameter U = x2
y
. Degree
of G is deg(G) = max{4, 7} = 7 and we can write:
G =
(
x2
y
)−7(
y
x2
)−7
G =
(
x2
y
)−7
x16 + x15y
y7
To count the degree of function y7 we must ﬁrst reduce degree of y to 1 by repeated
replacement of y2 by the equation of the curve. We get:
y7 = x17 + x15 + x14 + x13 + x12 + x11 + x7 + x5 + x4 + x3 + x2 + x+
+ (x15 + x14 + x8 + x6 + x5 + x4 + x2 + 1)y
Now we can check that deg(x16 + x15y) = max{32, 35} = 35 and deg(y7) =
max{34, 35} = 35 and hence S = x16+x15y
y7
6= 0,∞.
• We have ordinary point P = (10, 14) and
G = (x4 + 5x3 + 13x2 + 19x+ 18)− (x3 + 19x2 + 14x+ 9)y.
Note that G(10, 14) = 0,
a(x) = x4 + 5x3 + 13x2 + 19x+ 18 and b(x) = x3 + 19x2 + 14x+ 9.
2 is the highest power of (x− 10) which divides both a(x) and b(x), so we can write
G = (x− 10)2(x2 + 5x+ 3− (x+ 19)y)
Conjugate of G0 = x2 + 5x+ 3− (x+ 19)y is G0 = x3 + 19x2 + 22x+ 3+ (x+ 19)y
and its norm is equal to N(G0) = G0 ·G0 = x7+ x6+9x5+31x4+30x2+16x+13.
The highest power of (x− 10) which divides N(G0) is 2 and
N(G0)/(x− 10)2 = x5 + x4 + 7x3 + 17x2 + 15x+ 11, so our ﬁnal G is:
G = (x− 10)4 x
5 + x4 + 7x3 + 17x2 + 15x+ 11
x3 + 19x2 + 22x+ 3 + (x+ 19)y
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• We have a special point P = (0, 1) and G = x6 + x3 − xy. Note that G(0, 1) = 0.
At ﬁrst we have to replace powers of x greater than 4. From the equation of the curve
we have:
x6 = x(y2 + (x2 + x)y − x4 − x2 − 1) = x4 + x3(y − 1) + x2 + x(y2 + y + 1) + y2 + 1
and then G = x4 + x3y + x2 + x(y2 + 1) + y2 + 1
Replacement of x by ((x− 0) + 0) doesn't change our G.
So we can write: G = x(x3 + x2y + x+ y2 + 1) + y2 + 1.
Now x can be written as x = (y−1)2/(x4+x3+x−y(x+1) and y2+1 = (y−1)(y−1).
Hence
G = (y − 1)
[
(y − 1)(x3 + x2y + x+ y2 + 1)
x4 + x3 + x− y(x+ 1) + (y − 1)
]
=
(y − 1)
x4 + x3 + x− y(x+ 1) G1,
where G1 = (y − 1)(x3 + x2y + x+ y2 + 1) + (y − 1)(x4 + x3 + x− y(x+ 1)).
Because G1(0, 1) = 0, we should continue:
G = (y − 1)2
[
(x3 + x2y + x+ y2 + 1)
x4 + x3 + x− y(x+ 1) + 1
]
=
(y − 1)2
x4 + x3 + x− y(x+ 1) G2,
where G2 = (x3 + x2y + x+ y2 + 1) + (x4 + x3 + x− y(x+ 1)).
G2(0, 1) 6= 0 and we are done by taking
G = (y − 1)2
[
x4 + x2y − xy + y2 − y + 1
x4 + x3 + x− y(x+ 1)
]
.
Deﬁnition 3.5. (order of a polynomial function at a point)
Let G = a(x) − b(x)y ∈ K[C]∗ and P ∈ C be the point on the curve C. The order of G
at P , denoted by ordP (G), is deﬁned as follows:
(i) If P = (α, β) is ﬁnite point, then let r be the highest power of (x−α) which divides
both a(x) and b(x) and writeG(x, y) = (x−α)r(a0(x)−b0(x)y). If a0(α)−b0(α)β 6= 0
then let s = 0, otherwise let s be the highest power of (x − α) which divides
N(a0(x)− b0(x)y) = a20 + a0b0h− b20f.
• If P is an ordinary point, then deﬁne ordP (G) = r + s
• If P is a special point, then deﬁne ordP (G) = 2r + s
(ii) If P =∞, then ordP (G) = −max{2 · degx(a), 2 · degx(b) + 2g + 1}.
Note: From the fact 3.3 we know that each polynomial function G can be written
in the form G = UdS. The integer d is nothing else than the order of polynomial function
at a point. According to the above stated deﬁnition d = r+s for ordinary point, d = 2r+s
for a special point and d = − degG for the point at inﬁnity.
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Then it is easy to see that the example 3.4 is closely related to the assignment of ﬁnding
the order of a polynomial function. Here we provide the Mathematica code for counting
the order of polynomial function at the ordinary point. We use the data from mentioned
example 3.4.
In[1]:= <<FiniteFields`FiniteFields`
K = GF[2, {1, 0, 1, 0, 0, 1}];
SetFieldFormat[K, FormatType -> FunctionOfCode[k]]
Necessary settings:
In[2]:= h = k[1]x2 + k[1]x;
f = k[1]x5 + k[1]x4 + k[1]x2 + k[1];
In[3]:= P = {k[10], k[14]};
a = k[1] k[1]x4 + k[5]x3 + k[13]x2 + k[19]x + k[18];
b = k[1]x3 + k[19]x2 + k[14]x + k[9];
Searching for r from the deﬁnition 3.5:
In[4]:= pra = 0; ra = 0;
For[i = 1, pra == 0, i++,
pra = PolynomialRemainder[a, (x - P[[1]])i, x], ra++]
In[5]:= prb = 0; rb = 0;
For[i = 1, prb == 0, i++,
prb = PolynomialRemainder[b, (x - P[[1]])i, x], rb++]
In[6]:= If[ra > rb, r = rb - 1, r = ra - 1];
Searching for s from the deﬁnition 3.5:
In[7]:= aa = PolynomialQuotient[a, (x - P[[1]])r, x];
bb = PolynomialQuotient[b, (x - P[[1]])r, x];
In[8]:= NormG0 = Expand[aa2 + aa*bb*h - bb2*f];
In[9]:= pr = 0; s = 0;
For[i = 1, pr == 0, i++,
{pr = PolynomialRemainder[NormG0, (x - P[[1]])i, x], s++}]
Finally the order of a polynomial function
G = (x4 + 5x3 + 13x2 + 19x+ 18)− (x3 + 19x2 + 14x+ 9)y at the point P = (10, 14) :
In[10]:= OrdG = r + s - 1
Out[10]= 4
Lemma 3.6. (properties of order)
Let G1, G2 ∈ K[C]∗ and P ∈ C, and let ordP (G1) = d1, ordP (G2) = d2.
(i) ordP (G1G2) = ordP (G1) + ordP (G2)
(ii) Suppose that G1 6= −G2.
If d1 6= d2 then ordP (G1 +G2) = min{d1, d2}
If d1 = d2 then ordP (G1 +G2) ≥ min{d1, d2}
Proof: Let U be the uniformizing parameter for P. Then we can write G1 = Ud1S1
and G2 = Ud2S2, where S1, S2 ∈ K(C), S1(P ) 6= 0,∞; S2(P ) 6= 0,∞. Without loss
of generality, suppose that d1 ≥ d2.
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(i) G1G2 = Ud1+d2(S1S2), from which it follows that ordP (G1G2) = d1 + d2
(ii) G1 +G2 = Ud2(Ud1−d2S1 + S2).
If d1 6= d2 then (Ud1−d2S1)(P ) = 0, S2(P ) 6= 0,∞ and so ordP (G1 +G2) = d2.
If d1 = d2 then (S1+S2)(P ) 6=∞ (although it may be the case that (S1+S2)(P ) = 0),
and so ordP (G1 +G2) ≥ d2
Lemma 3.7. Let G ∈ K[C]∗ and P ∈ C. Then ordP (G) = ord eP (G).
Proof: There are two cases to consider:
(i) Suppose P = ∞, then P˜ = ∞. By deﬁnition 3.5 and deﬁnition 2.10 we have:
ordP (G) = − deg(G) and ord eP (G) = ordP (G) = − deg(G). By lemma 2.11(iii) we
have deg(G) = deg(G) and hence ordP (G) = ord eP (G).
(ii) Suppose that P = (α, β) is a ﬁnite point. Let G = a(x)− b(x)y = (x− α)rH(x, y),
where r is the highest power of (x − α) which divides both a(x) and b(x) and
H(x, y) = a0(x)−b0(x)y. If H(x, y) 6= 0 then let s = 0, otherwise let s be the highest
power of (x−α) which dividesN(H). Now, G = (x−α)rH, whereH = (a0(x)+b0h)+
b0y. Recall that H(P ) = 0 if and only if H(P˜ ) = 0. Since (x − α) does not divide
both a0 + b0h and b0 (since otherwise (x − α) divides also a0) and s is the highest
power of (x − α) which divides N(H) = N(H), it follows from deﬁnition 3.5 that
ord eP (G) = ordP (G).
Theorem 3.8. Let G ∈ K[C]∗. Then G has a ﬁnite number of zeros and poles.
Moreover,
∑
P∈C ordP (G) = 0.
Proof: Let n = deg(G), then degx(N(G)) = n. We can write
N(G) = GG = (x− α1)(x− α2) · · · (x− αn),
where αi ∈ K are not necessarily distinct.
G has the only pole at P =∞ and ord∞(G) = −n. If αi is the x-coordinate of an ordinary
point P = (αi, βi) on C then ordP (x − αi) = 1 and also ord eP (x − αi) = 1, and (x − αi)
has no other zeros. If αi is the x-coordinate of a special point P = (αi, βi) on C then
ordP (x− αi) = 2 and (x− αi) has no other zeros.
Hence N(G) and consequently also G has a ﬁnite number of zeros and poles. Moreover∑
P∈C\{∞} ordP (N(G)) = 2n. By lemma 3.7,
∑
P∈C\{∞} ordP (G) =
∑
P∈C\{∞} ordP (G)
and hence
∑
P∈C\{∞} ordP (G) = n. We conclude that
∑
P∈C ordP (G) = 0.
Deﬁnition 3.9. (order of a rational function at a point)
Let R = G/H ∈ K(C)∗ and P ∈ C. The order of R at P is deﬁned to be
ordP (R) = ordP (G)− ordP (H).
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Chapter 4
Divisors
Since the set of Fq-rational points of the hyperelliptic curve C do not form a group we
have to use the divisor class group of C instead. For a practical implementation it is also
important to introduce a suitable representation of the group elements. For that purpose
the Mumford representation is introduced in this chapter.
Deﬁnition 4.1. (divisor, degree, order at a point)
A divisor D is a formal sum of points P ∈ C :
D =
∑
P∈C
mPP, mP ∈ Z
where only a ﬁnite number of mP are non-zero. The degree of D, denoted as degD, is
the integer
∑
P∈C mP . The order of D at the point P is the integer mP and we write
ordP (D) = mP .
Deﬁnition 4.2. (divisor group)
The set of all divisors is denoted as D and forms an additive group under the addition
rule: ∑
P∈C
mPP +
∑
P∈C
nPP =
∑
P∈C
(mP + nP )P
The set of all divisors of degree 0, denoted as D0, is the subgroup of D.
Deﬁnition 4.3. (gcd of divisors)
Let D1 =
∑
P∈C mPP and D2 =
∑
P∈C nPP be two divisors. The greatest common
divisor of D1 and D2 is given by
gcd(D1, D2) =
∑
P∈C
min(mP , nP )P −
(∑
P∈C
min(mP , nP )
)
∞
It is easy to see that gcd(D1, D2) ∈ D0.
Deﬁnition 4.4. (divisor of a rational function)
Let R ∈ K(C)∗. The divisor of R is
div(R) =
∑
P∈C
(ordP R)P.
From the deﬁnition 3.9 we have div(R) = div(G)− div(H).
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Example 4.5. If P = (α, β) is an ordinary point on C, then
div(x− α) = P + P˜ − 2∞.
If P = (α, β) is a special point on C, then
div(x− α) = 2P − 2∞.
Lemma 4.6. Let G ∈ K[C]∗ and let div(G) =∑P∈C mPP. Then the divisor of the con-
jugate of the polynomial function G is
div(G) =
∑
P∈C
mP P˜ .
Proof: The result follows directly from Lemma 3.7
Lemma 4.7. For two rational functions R1, R2 ∈ K(C)∗ it holds that
div(R1R2) = div(R1) + div(R2).
Proof: Follows from Lemma 3.6
Deﬁnition 4.8. (principal divisor)
A divisor D ∈ D0 is called a principal divisor if D = div(R) for some rational function
R ∈ K(C)∗. The set of all principal divisors, denoted as P, is a subgroup of D0.
Deﬁnition 4.9. (Jacobian)
The Jacobian of the curve C is deﬁned to be the quotient group
J = D0/P.
If D1, D2 ∈ D0 then we write D1 ∼ D2 if D1−D2 ∈ P. Divisors D1 and D2 are said to be
the equivalent divisors.
Deﬁnition 4.10. (support of a divisor)
Let D =
∑
P∈C mPP be a divisor. The support of D is the set
supp(D) = {P ∈ C | mP 6= 0} .
Deﬁnition 4.11. (semi-reduced divisor)
A semi-reduced divisor is a divisor of the form:
D =
∑
miPi −
(∑
mi
)
∞,
where each mi ≥ 0 and Pi‘s are ﬁnite points of the curve C such that when Pi ∈ supp(D)
then P˜i /∈ supp(D), unless Pi = P˜i, in which case mi = 1.
Lemma 4.12. For each divisor D ∈ D0 there exists a semi-reduced divisor D1 (D1 ∈ D0)
such that D ∼ D1.
Proof: Let D =
∑
P∈C mPP. Let (C1, C2) be a partition of the set of ordinary points on C
such that
(i) P ∈ C1 if and only if P˜ ∈ C2
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(ii) if P ∈ C1 then mP ≥ m eP
And let C0 be the set of special points on C. Then we can write
D =
∑
P∈C1
mPP +
∑
P∈C2
mPP +
∑
P∈C0
mPP −
(∑
P∈C
mP
)
∞.
Now consider the following divisor
D1 = D −
∑
P=(α, β)∈C2
mP div(x− α)−
∑
P=(α, β)∈C0
⌊mP
2
⌋
div(x− α).
Then D1 ∼ D. Finally by example 4.5 we have
D1 =
∑
P∈C1
(mP −m eP )P +
∑
P∈C0
(mP − 2
⌊mP
2
⌋
)P −m1∞
for some m1 ∈ Z and hence D1 is a semi-reduced divisor.
Now, we are going to describe a polynomial representation of the semi-reduced divisors.
Namely we will show how we can represent a semi-reduced divisor as a gcd of the divisors
of two polynomial functions a(x), b(x) ∈ K[x]. This so-called Mumford representation is
crucial for the implementation of the eﬃcient algorithm for adding elements of the Jaco-
bian.
Theorem 4.13. (representing semi-reduced divisors) Let D = ∑miPi − (∑mi)∞ be
a semi-reduced divisor, where Pi = (αi, βi) ∈ C. Let a(x) =
∏
(x − αi)mi . Let b(x) be
the unique polynomial satisfying:
(i) degx b < degx a
(ii) b(αi) = βi for all i for which mi 6= 0
(iii) a(x) divides (b(x)2 + b(x)h(x)− f(x)).
Then D = gcd(div(a(x)), div(b(x)− y)).
Notation: gcd(div(a(x)), div(b(x)− y)) will be usually abbreviated to div(a, b).
Note that the zero divisor is represented as a div(1, 0) what is the Mumford representation
of the point at inﬁnity.
Theorem 4.14. (Chinese Remainder Theorem for polynomials)
Let F be a ﬁeld. Let a1(x), . . . , ak(x) be the arbitrary polynomials and n1(x), . . . , nk(x)
are pairwise relatively prime polynomials in F[x]. Then there exists f(x) such that
f(x) ≡ a1(x) modn1(x)
...
f(x) ≡ ak(x) modnk(x)
Furthermore, this system has a unique solution modulo N = n1(x) · n2(x)· . . . ·nk(x).
Direct construction of the solution can be performed as follows. Deﬁne polynomials
N =
k∏
i=1
ni and Ni =
N
ni
.
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The partial fraction decomposition of 1
N
gives k polynomials Mi such that
1
N
=
k∑
i=1
Mi
ni
,
So that 1 =
∑k
i=1MiNi. Now the solution f(x) is given by
f(x) ≡ a1M1N1 + a2M2N2 + · · ·+ akMkNk modN.
Additional informations about the Chinese Remainder Theorem can be found in [6] or
in [7].
Example 4.15. Let us again consider the hyperelliptic curve from the example 1.11, i.e.
C : y2 + (x2 + x)y − x5 − x4 − x2 − 1 = 0 over the ﬁnite ﬁeld F25 and its ﬁnite points.
And let choose divisor
D = [16, 31] + 3[0, 1] + 2[21, 5]− [23, 3]− 7∞.
Then we get
C1 = {[16, 31], [21, 5]}
C2 = {[23, 3]}
C0 = {[0, 1]}
The semi-reduced divisor is
D1 = D − (− div(x− 23))−
⌊
3
2
⌋
div(x− 0) = [16, 31] + 2[21, 5] + [23, 12] + [0, 1]− 5∞
Polynomial a(x) we get immediately:
a(x) = (x− 16)(x− 21)2(x− 23)(x− 0) = x5 + 7x4 + 14x3 + 30x2 + 14x
To ﬁnd a unique polynomial b(x) we have to establish (and solve) the system of equations
b(x) ≡ bi(x) ( mod (x− αi)mi) for all i,
where (i) degx bi < mi, (ii) b(αi) = βi, (iii) (x− αi)mi|b2i (x) + bi(x)h(x)− f(x) and where
each bi is in the form
bi(x) =
mi−1∑
i=0
ci(x− α)i,
where ci ∈ K. We get
b(x) ≡ 31 mod (x− 16)
b(x) ≡ 2x+ 10 mod (x− 21)2
b(x) ≡ 12 mod (x− 23)
b(x) ≡ 1 mod (x)
The partial fraction decomposition of 1
a(x)
gives us
1
(x− 16)(x− 21)2(x− 23) x =
10
(x− 16) +
3x+ 18
(x− 21)2 +
15
(x− 23) +
6
x
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By the Chinese Remainder Theorem for polynomials we have:
b(x) = 31 · 10 · (x− 21)2(x− 23)x+ (2x+ 10) · (3x+ 18) · (x− 16)(x− 23)x+
+ 12 · 15 · (x− 16)(x− 21)2x+ 1 · 6 · (x− 16)(x− 21)2(x− 23) mod a =
= 15x4 + 2x3 + 24x2 + 31x+ 1
Mathematica code:
We obligatory start by loading the Finite Fields Package. Next we create the ﬁeld ac-
cording to the assignment and we set the representation of the elements of the ﬁeld to be
regular.
In[1]:= <<FiniteFields`FiniteFields`
K = GF[2, {1, 0, 1, 0, 0, 1}];
SetFieldFormat[K, FormatType -> FunctionOfCode[k]]
We enter the system of equations bi = ai modni.
In[2]:= a1 = k[31]; n1 = k[1]x - k[16];
a2 = k[2]x + k[10]; n2 = (k[1]x - k[21])2;
a3 = k[12]; n3 = k[1]x - k[23];
a4 = k[1]; n4 = k[1]x;
The polynomial a is now available.
In[3]:= a = Expand[n1*n2*n3*n4]
Out[3]= xk[14]+x3k[14]+x2k[30]+x5k[1]+x4k[7]
We continue to follow the Chinese Remainder Theorem by creating polynomials Ni.
In[4]:= N1 = Expand[n2*n3*n4];
N2 = Expand[n1*n3*n4];
N3 = Expand[n1*n2*n4];
N4 = Expand[n1*n2*n3];
Now we count the partial fraction decomposition of 1/a.
In[5]:= Apart[1/(n1*n2*n3*n4), x]
Out[5]= k[6]k[1]x +
k[10]
k[1]x+k[16] +
k[8]
(k[1]x+k[21])2 +
k[3]
k[1]x+k[21] +
k[15]
k[1]x+k[23]
In[6]:= M1 = k[10];
M2 = Expand[k[8] + k[3]*(k[1]x - k[21])]
M3 = k[15];
M4 = k[6];
Out[6]= k[18] + xk[3]
We are ﬁnishing by creating the polynomial b.
In[7]:= b = Expand[ PolynomialRemainder[
a1*N1*M1 + a2*N2*M2 +a3*N3*M3 + a4*N4*M4, a, x]]
Out[7]= x2k[24]+x3k[2]+k[1]+x4k[15]+xk[31]
Finally, we can check if our polynomials a, b really satisfy the condition (iii) of the theo-
rem 4.13.
In[8]:= g = Expand[b2 + (k[1]x2 + k[1]x)*b - k[1]x5 - k[1]x4 - k[1]x2 - k[1]];
In[9]:= PolynomialRemainder[g, a, x]
Out[9]= 0
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Lemma 4.16. Let a(x), b(x) ∈ K[x] be the polynomials such that degxb < degxa.
If a|(b2 + bh− f) then div(a, b) is a semi-reduced divisor.
Transition of two polynomials a, b which satisfy the lemma 4.16 into the form of semi-
reduced divisor is shown in the example below.
Example 4.17. Let us use the polynomials a, b we found in example 4.15. Namely
a = x5 + 7x4 + 14x3 + 30x2 + 14x and b = 15x4 + 2x3 + 24x2 + 31x+ 1.
Polynomial a brings the complete information about the x-coordinates of the points con-
tained in the semi-reduced divisor we are looking for. Thus the set of all roots of polyno-
mial a is isomorphic to the set of all x-coordinates of the semi-reduced divisor. The order
of semi-reduced divisor at a point is given by the multiplicity of appropriate root.
Our a factors as
a = x5 + 7x4 + 14x3 + 30x2 + 14x = x(x+ 16)(x+ 21)2(x+ 23)
Polynomial b brings the remaining information about the y-coordinates of semi-reduced
divisor. We obtain the y-coordinate by the substitution of appropriate root (respectively
x-coordinate) into the polynomial b. So that
b(0) = 1
b(16) = 31
b(21) = 5
b(23) = 12
Hence, the semi-reduced divisor corresponding to polynomials a, b is really the same
divisor D1 = [0, 1] + [16, 31] + 2[21, 5] + [23, 12]− 5∞ from the example 4.15.
Appropriate Mathematica code:
In[1]:= <<FiniteFields`FiniteFields`
K = GF[2, {1, 0, 1, 0, 0, 1}];
SetFieldFormat[K, FormatType -> FunctionOfCode[k]]
In[2]:= a = k[1]x5 + k[7]x4 + k[14]x3 + k[30]x2 + k[14]x;
b = k[15]x4 + k[2]x3 + k[24]x2 + k[31]x + k[1];
In[3]:= elem = Table[k[i], {i, 0, FieldSize[K] - 1}];
In[4]:= aa = a;
In[5]:= xcor = {};
For[i = 1, Length[xcor] < Exponent[a, x], i++,
{ae = aa /. x -> elem, For[j = 1, j < Length[ae] + 1, j++,
If[ae[[j]] == 0, {AppendTo[xcor, k[j - 1]],
aa = PolynomialQuotient[aa, (x - k[j - 1]), x]}]]}]
In[6]:= Div = {};
For[i = 1, i < Length[xcor] + 1, i++,
AppendTo[Div, {xcor[[i]], b /. x -> xcor[[i]]}]]
In[7]:= Div
Out[7]= {{0, k[1]}, {k[16], k[31]}, {k[21], k[5]}, {k[23], k[12]},
{k[21], k[5]}}
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Chapter 5
Reduced divisors
Representation of the elements of the Jacobian by semi-reduced divisors, i.e. by pairs
of polynomials, suﬀers from a big disadvantage - the representation is not unique. This
diﬃculty is removed if we consider semi-reduced divisors of the special kind. We now
introduce the concept of reduced divisors for that purpose.
Deﬁnition 5.1. (reduced divisor)
A semi-reduced divisor D =
∑
miPi − (
∑
mi)∞ is called a reduced divisor if
∑
mi ≤ g,
where g is the genus of the curve C.
Deﬁnition 5.2. (norm of a divisor)
The norm of a divisor D =
∑
P∈C mPP is deﬁned as the integer
|D| =
∑
P∈C\{∞}
|mP |.
The following theorem establishes the desirable properties of a reduced divisor.
Theorem 5.3. For each divisor D ∈ D0 there exists unique reduced divisor D1 ∈ D0,
such that D ∼ D1.
Proof: Proof can be found for example in [5], page 20.
Thus each equivalence class in the quotient group J = D0/P has exactly one reduced
divisor. The set of all reduced divisors form a complete system of representatives for
the Jacobian.
Note: We see that every element of the Jacobian can be represented by a divisor with de-
gree at most g, thus the sum of at most g points on C. As stated above, hyperelliptic
curves for which g = 1 are called elliptic curves. So, the points on an elliptic curve are
isomorphic to its Jacobian.
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Chapter 6
Adding reduced divisors
The aim of this chapter is to perform the general algorithm for addition of reduced divi-
sors. Adding reduced divisors represents a group law on Jacobians of hyperelliptic curves.
Thus Jacobian and the addition operation satisfy the group axioms, namely associativity,
identity and invertibility. The identity (neutral) element is represented by the zero divi-
sor div(1, 0) and the inverse element is determined by the divisor, where all points are
replaced by its opposite ones.
We brieﬂy recall the extended Euclidean algorithm for polynomials, since it is fundamental
for the composition step in the addition algorithm of divisors in the Jacobian. Since
gcd(a1, a2, . . . an) = gcd(a1, gcd(a2, . . . , an)), we restrict our attention to the case when
two polynomials a, b ∈ K[x], where degx a ≥ degx b are given. We want to compute
polynomials d, s, t ∈ K[x] such that d = gcd(a, b) = sa+ tb.
Algorithm 6.1 Extended Euclidean algorithm (gcde) for polynomials
Input: Two nonzero polynomials a(x), b(x) such that degx a ≥ degx b
Output: Polynomials d(x), s(x), t(x) such that d = gcd(a, b) = sa+ tb
1: Set s2 ← 1; s1 ← 0; t2 ← 0; t1 ← 1
2: while b 6= 0 do
3: Use division with remainder to compute a = qb+ r
4: s← s2 − q · s1; t← t2 − q · t1
5: a← b; b← r; s2 ← s1; s1 ← s; t2 ← t1; t1 ← t
6: end while
7: d← a; s← s2; t← t2
8: return d(x), s(x), t(x)
In Mathematica, the extended Euclidean algorithm is already implemented, but it does
not work properly in our case. For our purposes it is better to use the older version of this
algorithm, which we can get by loading the package:
In[1]:= <<Algebra`PolynomialExtendedGCD`
Further syntax remains the same, i.e for two polynomials a, b in variable x:
In[2]:= {d, {s, t}} = PolynomialExtendedGCD[a, b, x]
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Let D1 = div(a1, b1) and D2 = div(a2, b2) be two given reduced divisors. The computa-
tion of a reduced divisor D1 + D2 proceeds in two steps. First step (called composition
step) is represented as the addition algorithm, where a semi-reduced divisor div(a, b)
in the class of D1 + D2 is determined. In the second (reduction) step, the reduction
algorithm is used to transform obtained semi-reduced divisor div(a, b) into an equivalent
reduced divisor.
Algorithm 6.2 The addition algorithm
Input: Reduced divisors D1 = div(a1, b1) and D2 = div(a2, b2),
hyperelliptic curve C : y2 + h(x)y − f(x) = 0
Output: A semi-reduced divisor D = div(a, b) such that D ∼ D1 +D2
1: Compute the greatest common divisor
d = gcd(a1, a2, b1 + b2 + h) = s1a1 + s2a2 + s3(b1 + b2 + h)
2: Set a← a1a2
d2
and b← s1a1b2+s2a2b1+s3(b1b2+f)
d
mod a
3: return (a, b)
Example 6.3. Consider again the case from the example 1.11, where the hyperelliptic
curve is given by the equation C : y2 + (x2 + x)y − x5 − x4 − x2 − 1 = 0 over the ﬁnite
ﬁeld F25 . Let
D1 = [14, 14] + [27, 16]− 2∞ = div(x2 + 21x+ 22, 4x+ 19)
and let
D2 = [27, 16] + [0, 1]− 2∞ = div(x2 + 27x, 25x+ 1)
be a reduced divisors.
Note that a1 = x2 + 21x+ 22, b1 = 4x+ 19, a2 = x2 + 27x, and b2 = 25x+ 1
d = gcd(a1, a2, b1 + b2 + h) = gcd(x
2 + 21x+ 22, x2 + 27x, x2 + 28x+ 18)
= (25x+ 5)(x2 + 21x+ 22) + (25x+ 5)(x2 + 27x) + 10(x2 + 28x+ 18)
= 1
a =
a1a2
d2
= (x2 + 21x+ 22)(x2 + 27x) =
= x4 + 14x3 + 2x2 + 28x
b =
s1a1b2 + s2a2b1 + s3(b1b2 + f)
d
=
= (25x+ 5)(x2 + 21x+ 22)(25x+ 1) + (25x+ 5)(x2 + 27x)(4x+ 19)+
+ 10(x5 + x4 + 10x2 + 3x+ 18) =
= 14x3 + 12x2 + 1
So,
D = D1+D2 = div(x
4+14x3+2x2+28x, 14x3+12x2+1) = 2[27, 16]+[14, 14]+[0, 1]−4∞.
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Now, in Mathematica language:
In[1]:= <<FiniteFields`FiniteFields`
<<Algebra`PolynomialExtendedGCD`;
K = GF[2, {1, 0, 1, 0, 0, 1}];
SetFieldFormat[K, FormatType -> FunctionOfCode[k]]
The curve settings:
In[2]:= h = k[1]x2 + k[1]x;
f = k[1]x5 + k[1]x4 + k[1]x2 + k[1];
Settings of reduced divisors in polynomial representation:
In[3]:= a1 = k[1]x2 + k[21]x + k[22];
b1 = k[4]x + k[19];
a2 = k[1]x2 + k[27]x;
b2 = k[25]x + k[1];
Computing the greatest common divisor by extended Euclidean GCD algorithm:
In[4]:= {d1, {e1, e2}} = PolynomialExtendedGCD[a1, a2, x];
{d, {c1, c2}} = PolynomialExtendedGCD[d1, (b1 + b2 + h), x];
In[5]:= s1 = Expand[c1*e1]
s2 = Expand[c1*e2]
s3 = c2
Out[5]= xk[25]+k[5]
xk[25]+k[5]
k[10]
Polynomial representation of the resulting semi-reduced divisor:
In[6]:= a = PolynomialQuotient[a1*a2, d2, x]
Out[6]= x4+xk[28]+x2k[2]+x3k[14]
In[7]:= b = PolynomialRemainder[ PolynomialQuotient[
s1*a1*b2 + s2*a2*b1 + s3*(b1*b2 + f), d, x], a, x]
Out[7]= x2k[12]+x3k[14]+k[1]
Algorithm 6.4 The reduction algorithm
Input: A semi-reduced divisor D = div(a, b),
hyperelliptic curve C : y2 + h(x)y − f(x) = 0
Output: The (unique) reduced divisor D′ = div(a′, b′) such that D′ ∼ D
1: Set a′ = (f − bh− b2)/a and b′ = (−h− b) mod a′
2: if degx a′ > g then
3: set a← a′; b← b′ and go to step 1
4: end if
5: make a′ monic
6: return (a′, b′)
Since we have degx a1 ≤ g and degx a2 ≤ g in the algorithm 6.2, it holds that degx a ≤ 2g.
And then the algorithm 6.4 requires at most dg/2e iterations of the step 1.
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Example 6.5. Let us continue in example 6.3, where we determined a semi-reduced
divisor
D = 2[27, 16] + [14, 14] + [0, 1]− 4∞
with a = x4 + 14x3 + 2x2 + 28x and b = 14x3 + 12x2 + 1.
a′ =
f − bh− b2
a
=
30x6 + 15x5 + 25x4 + 12x3 + x
x4 + 14x3 + 2x2 + 28x
= 30x2 + 10x+ 3
= x2 + 28x+ 25
b′ = (−h− b) mod a′
= (14x3 + 13x2 + 1x+ 1) mod (x2 + 28x+ 25) =
= 7x+ 3
The reduced divisor D′ = div(x2 + 28x+ 25, 7x+ 3) = [2, 13] + [30, 19]− 2∞.
Mathematica syntax:
In[1]:= <<FiniteFields`FiniteFields`
<<Algebra`PolynomialExtendedGCD`;
K = GF[2, {1, 0, 1, 0, 0, 1}];
SetFieldFormat[K, FormatType -> FunctionOfCode[k]]
The curve settings:
In[2]:= g = 2;
h = k[1]x2 + k[1]x;
f = k[1]x5 + k[1]x4 + k[1]x2 + k[1];
Semi-reduced divisor in its polynomial representation:
In[3]:= a=k[1]x4+k[14]x3+k[2]x2+k[28]x;
b= k[14]x3+k[12]x2+k[1];
The reduction cycle:
In[4]:= For[i = 0, Exponent[a, x] > g, i++,
{a1 = PolynomialQuotient[f - b*h - b2, a, x],
b1 = PolynomialRemainder[-h - b, a1, x], a = a1, b = b1}]
Final reduced divisor in polynomial representation:
In[5]:= a = Expand[1/Coeﬃcient[a, x, 2]*a]
Out[5]= xk[28]+x2+k[25]
In[6]:= b
Out[6]= k[3]+xk[7]
Note: The addition and the reduction algorithms are completely general and holds for
hyperelliptic curves of any genus over an arbitrary ﬁeld.
The addition algorithm together with the reduction one forms the so-called Cantor's algo-
rithm. Since the eﬃciency of the hyperelliptic cryptosystem is based on these algorithms,
mathematicians are still looking for their further improvements. As it is stated in [4]
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the composition step can be simpliﬁed by nothing the recursive deﬁnition of the gcd
of three polynomials. The reduction step oﬀers more potential for improvements. Im-
proved Cantor's reduction step could be found in [4] section 2.6 and alternative reduction
algotithms are listed for example in [2] section 1.3.
Since doubling a divisor is easier than general addition we can simplify the addition
algorithm 6.2 in the following way.
Algorithm 6.6 The doubling algorithm
Input: Reduced divisors D1 = div(a1, b1), hyperelliptic curve C : y2+ h(x)y− f(x) = 0
Output: A semi-reduced divisor D = div(a, b) such that D ∼ 2D1
1: Compute the greatest common divisor
d = gcd(a1, 2b1 + h) = s1a1 + s3(2b1 + h)
2: Set a← a21
d2
and b← s1a1b1+s3(b21+f)
d
mod a
3: return (a, b)
Obviously we can use the addition algorithm also for doubling, but using of this simpliﬁed
algorithm decreases the number of operations and therefore its implementation is deﬁnitely
beneﬁcial.
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Chapter 7
Order of the Jacobian
The cardinality of the Jacobian is the main parameter determining the security of a hyper-
elliptic cryptosystem. Hence, it is important to know the order of the Jacobian in order
to choose a good curve and a good underlying ﬁnite ﬁeld for cryptographic purposes.
Theorem 7.1. (Hasse-Weil)
Let J be the Jacobian of a hyperelliptic curve C of genus g deﬁned over Fp. Then the order
of Jacobian J(Fpn), denoted as #J(Fpn), is bounded by
(
√
pn − 1)2g ≤ #J(Fpn) ≤ (
√
pn + 1)2g.
Hence, #J(Fpn) ≈ png.
Corollary 7.2. Since for elliptic curves, the Jacobian is isomorphic to the Fq-rational
points (where q = pn) we consider directly the order of the elliptic curve, denoted as #E .
The Hasse's interval is in this case in the form
q + 1− 2√q ≤ #E ≤ q + 1 + 2√q.
Note that the curve is deﬁned over Fp, whereas we consider the Jacobian over the extension
ﬁeld Fpn . For practical applications one consider curves deﬁned over small ﬁnite ﬁelds Fp
and then performs arithmetic in Fpn , where nÀ p. The main advantage is that for small
values of p, the order of the Jacobian J(Fpn) can be easily computed for any n ∈ N.
The exact number of elements of the Jacobian can be also found by brute-force search.
Due to this time-consuming approach, this method is applicable just for hyperelliptic
curves deﬁned over very small ﬁnite ﬁelds.
Example 7.3. Let us continue in example 1.11 and ﬁnd the order of Jacobian of the curve
C : y2 + (x2 + x)y − x5 − x4 − x2 − 1 = 0 over the ﬁnite ﬁeld F25 .
Using the Hasse-Weil interval, we know that
470 ≤ #J ≤ 1964.
Now, we are going to use the brute-force search to discover the exact number of Jacobian's
elements. For this purpose we again use the Mathematica software.
In[1]:= <<FiniteFields`FiniteFields`
K = GF[2, {1, 0, 1, 0, 0, 1}];
SetFieldFormat[K, FormatType -> FunctionOfCode[k]]
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The curve settings:
In[2]:= h = k[1]x2 + k[1]x;
f = k[1]x5 + k[1]x4 + k[1]x2 + k[1];
In[3]:= hh = h /. x -> k[i];
ﬀ = f /. x -> k[i];
We are looking for the reduced divisors, whose polynomial a has a degx a = 1. The output
is the list of the 5-tuples of integers. Such that the ﬁrst number of every 5-tuple is
the coeﬃcient at the x2 of polynomial a, second number represents coeﬃcient at x1 of a,
third one is coeﬃcient at x0, at fourth number starts the representation of polynomial b,
concretely it is a coeﬃcient at x1 of b and the last number represents the coeﬃcient at x0
of polynomial b.
In[4]:= RedDivList = {};
t1=Timing[For[i = 0, i < FieldSize[K], i++,
For[j = 0, j < FieldSize[K], j++,
If[ﬀ == k[j]2 + k[j]*(hh),
RedDiv = AppendTo [RedDivList, {0, 1, i, 0, j}]]]]];
We continue by looking for the reduced divisors, whose polynomial a has a degx a = 2.
The principle of the representation of obtained reduced divisors is the same as above.
In[5]:= t2=Timing[For[i = 0, i < FieldSize[K], i++,
For[j = 0, j < FieldSize[K], j++,
For[m = 0, m < FieldSize[K], m++,
For[n = 0, n < FieldSize[K], n++,
If[PolynomialRemainder[
(k[m]x + k[n])2 + (k[m]x + k[n])*h - f,
x2 + k[i]x + k[j], x]==0,
AppendTo[RedDivList, {1, i, j, m, n}]]]]]]];
We are ﬁnishing by addition of the zero divisor div(1, 0) to the list of reduced divisors.
In[6]:= AppendTo[RedDivList, {0, 0, 1, 0, 0}];
In[7]:= Length[RedDivList]
Out[7]= 964
Time required for this method:
In[8]:= T=t1[[1]]+t2[[1]]
Out[8]= 7022.9
The list of reduced divisor can be obviously displayed and used further. Since it is a very
long list and it is not beneﬁcial for this example we let it to stay hidden.
Note: Although polynomials a(x), b(x) representing reduced divisors are deﬁned over
the ﬁeld F25 , coordinates of points of divisors may be in an extension of this ﬁeld.
There exist many diﬀerent and much more sophisticated methods for ﬁnding the order
of Jacobian. Here, we are going to mention only one of them. Further methods can be
found in [1] chapter 17.
Deﬁnition 7.4. (zeta function)
Let C be a hyperelliptic curve deﬁned over Fp, and letMn = #C(Fpn) , n ≥ 1 be the num-
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ber of Fpn-rational points on C. The zeta function of C is the power series
ZC(t) = exp
(∑
n≥1
Mn
tn
n
)
.
The following algorithm summarizes the technique for computing the order of Jacobian in
the case of genus 2 hyperelliptic curve. This algorithm is based on properties of the zeta
function. We refer to [5] and [7] for further informations about the zeta-function and its
properties.
Algorithm 7.5 Order of genus 2 hyperelliptic curve's Jacobian
Input: Number of rational points M1 and M2, ﬁeld Fpn
Output: Order of Jacobian Nn
1: Set a2 ←M1 − 1− p; a2 ← (M2 − 1− p2 + a21)/2
2: Find γ1, γ2 by solving the quadratic equation X2 + a1X + (a2 − 2p) = 0
3: Solve X2 − γ1X + p = 0 to obtain a solution α1
4: Solve x2 − γ2X + p = 0 to obtain a solution α2
5: Count Nn = |1− αn1 |2 · |1− αn2 |2
6: return Nn
Both methods, the brute-force search and the zeta-function, are equally reliable and bring
the same result. Big diﬀerence is the time needed to achieve the result.
Example 7.6. Consider the same problem as in example 7.3.
Fields settings:
In[1]:= <<FiniteFields`FiniteFields`
K = GF[2, {1, 0, 1, 0, 0, 1}];
SetFieldFormat[K, FormatType -> FunctionOfCode[k]]
In[2]:= K1 = GF[2];
SetFieldFormat[K1, FormatType -> FunctionOfCode[k1]]
In[3]:= K2 = GF[2, 2];
SetFieldFormat[K2, FormatType -> FunctionOfCode[k2]]
Computing ﬁnite points for M1 and M2 by exhaustive search:
In[4]:= Points1 = {};
t1 = Timing [For[i = 0, i < FieldSize[K1], i++,
For[j = 0, j < FieldSize[K1], j++,
If[k1[i]5 + k1[i]4 + k1[i]2 + k1[1] ==
k1[j]2 + k1[j]*(k1[i]2 + k1[i]),
Points1 = Union[Points1, {{i, j}}] ]]]]
In[5]:= Points2 = {};
t2=Timing[For[i = 0, i < FieldSize[K2], i++,
For[j = 0, j < FieldSize[K2], j++,
If[k2[i]5 + k2[i]4 + k2[i]2 + k2[1] ==
k2[j]2 + k2[j]*(k2[i]2 + k2[i]),
Points2 = Union[Points2, {{i, j}}] ]]]]
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Settings of parameters:
In[6]:= p = Characteristic[K];
M1 = Length[Points1] + 1;
M2 = Length[Points2] + 1;
Final computation of Jacobian order:
In[7]:= a1 = M1 - 1 - p;
a2 = (M2 - 1 - p2 + a12)/2;
In[8]:= Res = Solve[x2 + a1*x + (a2 - 2*p) == 0, x];
In[9]:= Gamma1 = Res[[1]][[1]][[2]];
Gamma2 = Res[[2]][[1]][[2]];
In[10]:= Res1 = Solve[x2 - Gamma1*x + p == 0, x];
In[11]:= Res2 = Solve[x2 - Gamma2*x + p == 0, x];
In[12]:= Alpha1 = Res1[[1]][[1]][[2]];
Alpha2 = Res2[[1]][[1]][[2]];
In[13]:= Nn = Abs[1 - Alpha1n]2*Abs[1 - Alpha2n]2;
In[14]:= JacobOrd = Expand[Nn /. n -> ExtensionDegree[K]]
Out[14]= 964
Time required for this method:
In[15]:= T=t1[[1]]+t2[[1]]
Out[15]= 0.028002
Note: Timing used in examples 7.3 and 7.6 takes in account only the most time-consuming
commands. Therefore the time comparison is not perfect. Nevertheless it shows the vast
diﬀerence between above stated methods.
Since the cardinality of Jacobian determines the security of a hyperelliptic cryptosystem,
it is obvious that the size of this group should be large enough to bring desired security.
In the literature (for example in [2]) the #J ≈ 1050 is generally considered to be adequate.
If we take in account that #J ≈ qg we can see that for a given level of security if g
increases, then q decreases. It means that the involved polynomials have a higher degrees
and a smaller coeﬃcients. By the time the low-genus hyperelliptic curves appears to be
the most attractive ones for the cryptographic applications. Especially genus 2 and 3
hyperelliptic curves have increased received attention recently.
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Chapter 8
HyperellipticCurves Package
The text of this thesis is illustrated by many examples implemented in Mathematica and
the code is presented. For easier use of the example codes they are compiled as functions
and the functions are embedded in the HyperellipticCurves package. A CD containing
the package, which is an integral part of this thesis, is enclosed.
To use this package, just copy the folder HyperellipticCurves from the CD into the Wol-
fram Mathematica folder .../AddOns/Packages. Then the package is ready to use and
can be loaded by the command:
In[1]:= <<HyperellipticCurves`HyperellipticCurves`
Declaration of the ﬁeld, we will work in, usually follows. This can be done by the function
SetField with the following syntax.
In[2]:= SetField[p, n, K, k, "rep"]
the meaning of parameters of the function is following:
p is the characteristic of the ﬁnite ﬁeld (thus the prime integer).
n is an extension degree of the ﬁeld. This can be typed as an integer, then an
irreducible polynomial is selected automatically, or the list of the coeﬃcients
of the irreducible polynomial.
K is the variable the ﬁeld is saved in.
k variable which determines the element of the ﬁeld.
"rep" parameter which speciﬁes desired representation of the ﬁeld's elements. This
parameter can take just three values, namely:
• "reg" for the regular representation
• "pol" for polynomial representation
• "bin" for the binary representation
Concretely the syntax of declaration of the ﬁeld we were using throughout the thesis is
In[2]:= SetField[2, {1, 0, 1, 0, 0, 1}, K, k, "reg"]
Since the functions realizing arithmetics on hyperelliptic curves, which are described fur-
ther, can be used in diﬀerent parts of the code, we cease the numbering of inputs.
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To ﬁnd points of the hyperelliptic curve which is a frequent problem the function Find-
Points can be used. It has the following syntax.
In[?]:= FindPoints[K, k, h, f, x]
with following parameters:
K name of the ﬁeld, the curve is deﬁned over.
k variable which determines the element of the ﬁeld.
h polynomial h of the hyperelliptic curve.
f polynomial f of the hyperelliptic curve.
x variable of the polynomials.
So the example 1.11 can be now solved by the following commands.
In[?]:= h = k[1]x2 + k[1]x;
f = k[1]x5 + k[1]x4 + k[1]x2 + k[1];
In[?]:= points = FindPoints[K, k, h, f, x]
An alternative to the FindPoints function is function using improved strategy of ﬁnding
points described in the chapter 1 and demonstrated in the example 1.12. It is the function
FindPointsIm with this syntax:
In[?]:= FindPointsIm[K, k, h, f, x]
with the parameters identical to ones of the FindPoints function.
The norm of the polynomial function can be found out by the next useful function of this
package, called NormG. The syntax is as follows:
In[?]:= NormG[a, b, h, f, x]
where
a polynomial a of the polynomial function G = a(x)− b(x)y.
b polynomial b of the polynomial function G = a(x)− b(x)y.
h polynomial h of the hyperelliptic curve.
f polynomial f of the hyperelliptic curve.
x variable of the polynomials.
In the chapter 3 we have deﬁned the order of a polynomial function. Since this order
depends on the type of the point, there are three diﬀerent functions according to this
partition. For the ordinary point, it is the function OrdOrdinary, for special point we
have the function OrdSpecial and for the point at inﬁnity it is the function OrdInﬁnity.
Here are the syntaxes:
In[?]:= OrdOrdinary[h, f, P, a, b, x]
In[?]:= OrdSpecial[h, f, P, a, b, x]
In[?]:= OrdInﬁnity[g, a, b, x]
with parameters
h polynomial h of the hyperelliptic curve.
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f polynomial f of the hyperelliptic curve.
P appropriate point of the curve C, given as the list of its two coordinates.
a polynomial a of the polynomial function G = a(x)− b(x)y.
b polynomial b of the polynomial function G = a(x)− b(x)y.
x variable of the polynomials.
g genus of the curve C.
So, instead of code we used in chapter 3, it is possible to type just:
In[?]:= h = k[1]x2 + k[1]x;
f = k[1]x5 + k[1]x4 + k[1]x2 + k[1];
P = {k[10], k[14]};
a = k[1]x4 + k[5]x3 + k[13]x2 + k[19]x + k[18];
b = k[1]x3 + k[19]x2 + k[14]x + k[9];
In[?]:= ordG = OrdOrdinary[h, f, P, a, b, x]
The following functions provide the ability to switch between representations of semi-
reduced divisors: In[?]:= DivToPol[K, k, h, f, x, Div]
For the transition from the representation of divisor as a formal sum of points into
the Mumford representation of semi-reduced divisor. And
In[?]:= PolToDiv[K, k, x, a, b]
for the opposite direction. These are the meanings of the parameters:
K name of the ﬁeld, the curve is deﬁned over.
k variable which determines the element of the ﬁeld.
h polynomial h of the hyperelliptic curve.
f polynomial f of the hyperelliptic curve.
x variable of the polynomials.
Div Semi-reduced divisor in the form of the list, where each point must be speciﬁed
by a triple of numbers. First number is an integer representing the order
of semi-reduced divisor at a point, second and third inputs represent x and y
coordinate of a point.
a polynomial a of the semi-reduced divisor.
b polynomial b of the semi-reduced divisor.
In the example 4.15 we were looking for a polynomial representation of the semi-reduced
divisor D1 = [16, 31]+2[21, 5]+[23, 12]+[0, 1]−5∞. This can be now done in the following
way:
In[?]:= h = k[1]x2 + k[1]x;
f = k[1]x5 + k[1]x4 + k[1]x2 + k[1];
Div = {{1, k[16], k[31]}, {2, k[21], k[5]}, {1, k[23], k[12]},
{1, k[0], k[1]}}
In[?]:= {a, b} = DivToPol[K, k, h, f, x, Div]
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Transition back can be done by the command
In[?]:= Div = PolToDiv[K, k, x, a, b]
Since the points of the divisor may be in the extension ﬁeld, it is not possible to represent
all divisors back into the representation as a sum of points. If this is the case, the function
is stopped with the "Points of this divisor are not in the basic ﬁeld" warning. Note that
the output of the above command will be in the form of the parameter Div as described
before.
The addition and the reduction algorithm from the chapter 6 are also a part of this
package. the version of addition algorithm for doubling is included as well. We can call
them by the following commands:
In[?]:= AddDiv[a1, b1, a2, b2, h, f, x]
In[?]:= DoubleDiv[a1, b1, h, f, x]
In[?]:= RedDiv[a, b, g, h, f, x]
where the parameters of the functions mean:
a1 polynomial a of the reduced divisor D1.
b1 polynomial b of the reduced divisor D1.
a2 polynomial a of the reduced divisor D2.
b2 polynomial b of the reduced divisor D2.
h polynomial h of the hyperelliptic curve.
f polynomial f of the hyperelliptic curve.
x variable of the polynomials.
a polynomial a of the semi-reduced divisor.
b polynomial b the semi-reduced divisor.
g genus of the curve C.
The examples 6.3 and 6.5 using this package:
In[?]:= a1 = k[1]x2 + k[21] x + k[22];
b1 = k[4]x + k[19];
a2 = x2 + k[27]x;
b2 = k[25]x + k[1];
h = k[1]x2 + k[1]x;
f = k[1]x5 + k[1]x4 + k[1]x2 + k[1];
g = 2;
In[?]:= {a, b} = AddDiv[a1, b1, a2, b2, h, f, x]
In[?]:= RedDiv[a, b, g, h, f, x]
Since the addition algorithm is usually followed by the reduction one, both algorithms are
combined into the Cantor function with this syntax:
In[?]:= Cantor[a1, b1, a2, b2, h, f, x, g]
Thus the last two commands in the previous example are reduced into
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In[?]:= {a, b} = Cantor[a1, b1, a2, b2, h, f, x, g]
with parameters explained above.
For ﬁnding the order of the Jacobian it is beneﬁcial to use the zeta function. It is
implemented for the genus 2 hyperelliptic curves into the JacobianOrd function and can
be used as follows:
In[?]:= JacobianOrd[K, M1, M2]
with parameters
K name of the ﬁeld, the curve is deﬁned over.
M1 is the number of Fp-rational points on C.
M2 is the number of Fp2-rational points on C.
The use of the above stated function can be simpliﬁed by the function NumberOfPoints
with this syntax:
In[?]:= NumberOfPoints[K, k, h, f, x]
The parameters are the same as for the function FindPoints.
So, the example 7.6 in the light of the above stated informations looks like this:
In[?]:= SetField[2, {1,0,1,0,0,1}, K, k, "reg"]
SetField[2, 1, K1, k2, "reg"]
SetField[2, 2, K2, k2, "reg"]
In[?]:= h1 = k1[1]x2 + k1[1]x;
f1 = k1[1]x5 + k1[1]x4 + k1[1]x2 + k1[1];
In[?]:= h = k2[1]x2 + k2[1]x;
f2 = k2[1]x5 + k2[1]x4 + k2[1]x2 + k2[1];
In[?]:= JacobianOrd[K, NumberOfPoints[K1, k1, h1, f1, x],
NumberOfPoints[K2, k2, h2, f2, x]]
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Chapter 9
Hyperelliptic cryptography
In this chapter we present the encryption and decryption procedures for hyperelliptic
curves analogue to the elliptic curve cryptographic scheme stated as algorithms 0.1 and 0.2.
Deﬁnition 9.1. (order of divisor)
The order of divisor D is deﬁned to be the smallest possible integer r such that
D + · · ·+D︸ ︷︷ ︸
r
= div(1, 0).
Let C be a hyperelliptic curve deﬁned over a ﬁnite ﬁeld Fp, let J be the Jacobian of C
deﬁned over a ﬁnite ﬁeld Fpn and let D1 be its reduced divisor with the order r. The prime
p, the ﬁeld extension n, the equation of hyperelliptic curve and the reduced divisor D1 are
the public domain parameters. A private key is an integer k that is selected uniformly at
random from the interval [1, r − 1], and the corresponding public key is D2 = kD1.
The problem of determining k from the given domain parameters and D2 is the so-called
hyperelliptic curve discrete logarithm problem.
Algorithm 9.2 Hyperelliptic curve key pair generation
Input: Domain parameters
Output: Public key D2 and private key k
1: select a random integer k ∈ [1, r − 1]
2: compute D2 = kD1
3: return key pair (D2, k)
The principle of the hyperelliptic curve cryptographic scheme:
A cleartext m is ﬁrst represented as a divisor M and then encrypted by adding to aD2,
where a ∈ [1, r] is a randomly selected integer. The sender transmits the divisors C1 =
aD1 and C2 =M + aD2 to the recipient who uses his private key k to compute
kC1 = k(aD1) = a(kD1) = kD2
and thereafter recovers M = C2 − aD2.
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Algorithm 9.3 Hyperelliptic curve encryption
Input: Domain parameters, public key D2, message m
Output: ciphertext (C1, C2)
1: represent message m as a reduced divisor M of the hyperelliptic curve's Jacobian J
2: select a random integer a ∈ [1, r − 1]
3: compute C1 = aD1 and C2 =M + aD2
4: return the ciphertext (C1, C2)
Algorithm 9.4 Hyperelliptic curve decryption
Input: Domain parameters, private key k, ciphertext (C1, C2)
Output: message m
1: use private key to compute M = C2 − kC1
2: transfer M into m
3: return the cleartext m
Example 9.5. Let us consider the hyperelliptic curve from the example 1.11 and the re-
duced divisor D1 = div(x − 21, 5) with the order r = 482. And let the message M be
the reduced divisor M = div(x− 7, 3).
1.) Key pair generation
• k = 2
• D2 = kD1 = div(x2 + 28, 2x+ 10)
2.) Encryption
• a = 1
• C1 = aD1 = D1 = div(x− 21, 5)
• C2 =M + aD2 =M +D2 = div(x2 + 13x+ 4, 22x+ 6)
3.) Decryption
• M = C2 − kC1 = C2 − 2C1
= div(x2 + 13x+ 4, 22x+ 6) + 2(− div(x2 + 28, 2x+ 10))
= div(x2 + 13x+ 4, 22x+ 6) + 2 div(x2 + 28, 3x+ 22)
= div(x+ 7, 3)
Mathematica code:
In[1]:= << HyperellipticCurves`HyperellipticCurves`
In[2]:= SetField[2, 1, 0, 1, 0, 0, 1, K, k, "reg"];
In[3]:= h = k[1]x2 + k[1]x;
f = k[1]x5 + k[1]x4 + k[1]x2 + k[1];
D1 = {k[1]x - k[21], k[5]};
M = {k[1]x - k[7], k[3]};
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Generation of the public key:
In[4]:= D2 = DoubleDiv[D1[[1]], D1[[2]], h, f, x]
Out[4]= {k[1]x2 + k[28], xk[2]+k[10]}
Encryption part of code:
In[5]:= C1 = D1;
In[6]:= C2 = Cantor[M[[1]], M[[2]], D2[[1]], D2[[2]], h, f, x, 2]
Out[6]= {k[4]+ x2k[1]+xk[14], k[6]+xk[22]}
Decryption part of code:
In[7]:= D1op = PolToDiv[K, k, x, D1[[1]], D1[[2]]];
In[8]:= D1op[[1]][[3]] = -D1op[[1]][[3]]-(h /. x -> D1op[[1]][[2]]);
In[9]:= D1op = DivToPol[K, k, h, f, x, D1op];
In[10]:= kD1op = DoubleDiv[D1op[[1]], D1op[[2]], h, f, x]
Out[10]= {k[28]+x2k[1], k[22]+xk[3]}
In[11]:= Cantor[C2[[1]], C2[[2]], kD1op[[1]], kD1op[[2]], h, f, x, 2]
Out[11]= {xk[1]+k[7], k[3]}
Just note that we have worked over the binary ﬁeld, thus if we count with elements
of the ﬁeld, then + can be exchanged for − and the expression for obtained cleartext is
all right. However, we work with divisors the inverse divisor have to be used.
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Chapter 10
HyperellipticCryptography Package
For cryptographic purposes the HyperellipticCryptography package was developed. This
chapter can be considered to be the manual to using the package. This package can be
found on the enclosed CD.
Since the HyperellipticCryptography package uses the HyperellipticCurves package it is
necessary for both folders, the HyperellipticCryptography and the HyperellipticCurves,
to be inserted into the Wolfram Mathematica folder .../AddOns/Packages. Then the Hy-
perellipticCryptography package will work properly and can be loaded by the following
command.
In[1]:= <<HyperellipticCryptography`HyperellipticCryptography`
First, we have to set the domain parameters. The ﬁeld settings provide the function
SetField described in chapter 8. Equation of the hyperelliptic curve and a reduced divisor
D1 must be determined. We can ﬁnd the order of D1 using the function OrdDiv with this
syntax:
In[?]:= OrdDiv[ap, bp, K, k, h, f, x, g ]
The meaning of parameters is following:
ap is the polynomial a of the divisor D1 in Mumford representation
bp is the polynomial b of the divisor D1 in Mumford representation
K name of the ﬁeld, the Jacobian is considered over.
k variable determining the element of the ﬁeld.
h polynomial h of the hyperelliptic curve.
f polynomial f of the hyperelliptic curve.
x variable of the polynomials.
g genus of the curve C.
Repetitive addition of divisors is done by the function MultiDiv which is used by the below
stated functions. However, it can be also used independently by the following command.
In[?]:= MultiDiv[a, b, multi, K, k, h, f, x, g]
where the meaning of parameters is following:
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a is the polynomial a of the divisor which should be multiplied
b is the polynomial b of the divisor which should be multiplied
multi is the positive integer representing the number of addition cycles
K name of the ﬁeld, the Jacobian is considered over.
k variable determining the element of the ﬁeld.
h polynomial h of the hyperelliptic curve.
f polynomial f of the hyperelliptic curve.
x variable of the polynomials.
g genus of the curve C.
Hyperelliptic curve key pair generation is provided by the function KeyGen with this
syntax:
In[?]:= KeyGen[ap, bp, ord, K, k, h, f, x, g]
with parameters
ap is the polynomial a of the divisor D1 in Mumford representation
bp is the polynomial b of the divisor D1 in Mumford representation
ord is the order of reduced divisor D1.
K name of the ﬁeld, the Jacobian is considered over.
k variable determining the element of the ﬁeld.
h polynomial h of the hyperelliptic curve.
f polynomial f of the hyperelliptic curve.
x variable of the polynomials.
g genus of the curve C.
Hyperelliptic curve encryption is done by the function Encrypt of following syntax.
In[?]:= Encrypt[am, bm, ap, bp, ord, aq, bq, K, k, h, f, x, g]
where the parameters of the function mean:
am is the polynomial a of the divisor M in Mumford representation acting
as the message.
bm is the polynomial b of the divisor M in Mumford representation acting
as the message.
ap is the polynomial a of the divisor D1 in Mumford representation.
bp is the polynomial b of the divisor D1 in Mumford representation.
ord is the order of reduced divisor D1.
aq is the polynomial a of the divisor D2 in Mumford representation, which is
the public key.
bq is the polynomial b of the divisor D2 in Mumford representation, which is
the public key.
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K name of the ﬁeld, the Jacobian is considered over.
k variable determining the element of the ﬁeld.
h polynomial h of the hyperelliptic curve.
f polynomial f of the hyperelliptic curve.
x variable of the polynomials.
g genus of the curve C.
Hyperelliptic curve decryption represents the function Decrypt with this syntax.
In[?]:= Decrypt[ac1, bc1, ac2, bc2, key, K, k, h, f, x, g]
where
ac1 is the polynomial a of the divisor C1 in Mumford representation, which creates
the ciphertext.
bc1 is the polynomial b of the divisor C1 in Mumford representation, which creates
the ciphertext.
ac2 is the polynomial a of the divisor C2 in Mumford representation, which creates
the ciphertext.
bc2 is the polynomial b of the divisor C2 in Mumford representation, which creates
the ciphertext.
key is the private key k.
K name of the ﬁeld, the Jacobian is considered over.
k variable determining the element of the ﬁeld.
h polynomial h of the hyperelliptic curve.
f polynomial f of the hyperelliptic curve.
x variable of the polynomials.
g genus of the curve C.
Example 10.1. Let us demonstrate using the HyperellipticCryptography package.
The below stated code is saved into the ﬁle crypto.nb on the CD.
In[1]:= <<HyperellipticCryptography`HyperellipticCryptography`
In[2]:= SetField[2, {1, 0, 1, 0, 0, 1}, K, k, "reg"]
In[3]:= h =k[1]x2 + k[1]x;
f = k[1]x5 + k[1]x4 + k[1]x2 + k[1];
g = 2;
ap = k[1]x + k[21];
bp = k[5];
In[4]:= ord = OrdDiv[ap, bp, K, k, h, f, x, g]
Out[4]= 482
Key pair generation part
In[5]:= {key, {aq, bq}} = KeyGen[ap, bp, ord, K, k, h, f, x, g]
Out[5]= {330, {k[28] +x2k[1]+xk[11], xk[16]+k[15]}}
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The message M interpreted as the reduced divisor in Mumford representation
In[6]:= am = k[1]x2 + k[27]x;
bm = k[25]x + k[1];
The encryption part
In[7]:= {{ac1, bc1}, {ac2, bc2}} =
Encrypt[am, bm, ap, bp, ord, aq, bq, K, k, h, f, x, g]
Out[7]= {{k[2]+x2k[1]+xk[15], k[27]}, {k[24]+x2k[1], k[6]+xk[17]}}
The decryption part
In[8]:= {amFin, bmFin} =
Decrypt[ac1, bc1, ac2, bc2, key, K, k, h, f, x, g]
Out[8]= {x2k[1]+xk[27], k[1]+xk[25]}
It is easy to see that the decryption really revealed the encrypted message.
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Conclusion
This thesis presents an introduction to the hyperelliptic curves. First three chapters deal
with the hyperelliptic curve arithmetic. Subsequent chapters bring the deﬁnition of Ja-
cobian and outline the notion of divisors and their suitable representation. These parts
of the thesis are based mainly on [5]. The Cantor's algorithm is discussed in the chapter
6 and the chapter 7 focuses on the counting the order of Jacobian. Throughout whole
thesis an illustrative example is used, often supplemented by the code in Mathematica
software. The Mathematica codes are compiled as functions and are embedded in the Hy-
perellipticCurves package, attached to this thesis. The chapter 8 can be used as a guide
for using this package. Finally, chapter 9 gives the conception of the hyperelliptic curve
cryptography.
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