In this paper, we study the second-order Hamiltonian systems
Introduction and main results
Consider the second-order Hamiltonian systems u -L(t)u + ∇W (t, u) = 0, (1.1) where t ∈ R, u ∈ R N , W ∈ C 1 (R × R N , R) and ∇W (t, x) denotes the gradient of W with respect to x. Recall that a solution u of system (1.1) is said to be homoclinic to 0 if u ≡ 0 and u(t) → 0 as |t| → ∞. Furthermore, if u minimizes the energy functional of (1.1) among all possible nontrivial homoclinic solutions, then u is called a ground state homoclinic solution.
During the past two decades, there has been a remarkable amount of progress in the study of homoclinic motions of Hamiltonian systems, with many new ideas and methods being introduced; see, e.g., [2, 3, 5, 7, 11-13, 15, 17-21, 23] for second-order systems and [4, 6, 14, 16] for first-order systems. For (1.1), most work considers the case where L and W depend periodically on t. Rabinowitz [12] prove the existence of one homoclinic solution of (1.1), which is obtained as the limit of 2kT periodic solutions, under the following global Ambrosetti-Rabinowitz superquadratic condition:
(AR) ∃ μ > 2 such that 0 < μW (t, x) ≤ (∇W (t, x), x) for all (t, x) ∈ R × (R N \{0}).
The general Hamiltonian systemü + ∇V (t, u) = f (t) has been studied in IzydorekJanczewska [7] . Besides some other conditions, they assume that
and f ∈ L 2 (R, R N ) small enough and prove the existence of one homoclinic orbit. Under (AR), Coti-Zelati and Rabinowitiz [2] establish the existence of infinitely many geometrically distinct homoclinic orbits by using a novel variational method in virtue of the famous "mountain pass" technique [1] . This result is deepened in Ding and Lee [5] , where the authors find conditions weaker than (AR) and ensure the existence of infinitely many homoclinic orbits for both superquadratic and asymptotically quadratic cases. Recently, Wang [18] has studied problem (1.1) with periodicity. Instead of the common condition that lim |x|→∞
|x| 2 = +∞ uniformly in t ∈ R, he uses a locally superquadratic condition that lim |x|→∞ W (t,x) |x| 2 = +∞ a.e. t ∈ (a, b) for some -∞ < a < b < +∞. See also [3, 13, 15, 17, [19] [20] [21] 23] for results concerning the nonperiodic case.
Our study is motivated by the recent result of Liu et al. [11] , where the authors consider system (1.1) with the hypotheses that
and it is a symmetric and positive definite matrix
is strictly increasing of s > 0 for all x = 0 and t ∈ R.
They prove the existence of one ground state homoclinic solution via the generalized Nehari manifold developed by Szulkin and Weth.
In the present paper, we are interested in problem (1.1) with periodic potential and nonlinearities satisfying conditions which are more general than (W 3 )-(W 4 ). The same result is obtained by using a monotonicity trick due to Jeanjean [8] together with the concentration-compactness principle. Precisely, we make the following assumptions:
where 
If s = 0, we see from the inequality
Therefore condition (W 7 ) holds with C 0 = 1. (iii) Comparing with the result of Liu et al. [11, Theorem 1.1] , the advantage of our Theorem 1.1 is that the strictly increasing condition is removed. Thus our result applies to more general situations. We emphasize that this condition plays an essential role in the argument of Liu et al. [11] . Indeed, letting S = {u ∈ E : u = 1} and N = {u ∈ E\{0} : I (u), u = 0}, the starting point of their approach is to show that, for each u ∈ S, there exists an exactly one point m(u) ∈ N . 
Simple calculation shows that
Then it is easy to check that W T, x) ≡ 0 for all x ∈ R N , it satisfies none of (AR), (W 3 ) and (W 4 ).
Notations: "→" and " " denote the strong convergence and the weak convergence, respectively. C and C i (i = 1, 2, . . .) denote various positive constants which may vary from line to line.
Proof of Theorem 1.1
We work in the Hilbert space
equipped with the inner product and norm
where
Define the energy functional ϕ : E → R by
By (W 2 ) and (W 6 ), we find that, for any ε > 0, there is C ε > 0 such that
for all (t, x) ∈ R × R N . Hence ϕ ∈ C 1 (E, R) and
It is routine to show that the nontrivial critical points of ϕ on E are homoclinic solutions of (1.1). We shall prove that problem (1.1) has a mountain pass type solution. For this purpose, we apply the following theorem, which is given in [8] . 
Moreover, the map λ → c λ is continuous from the left.
For λ ∈ [1, 2], we define the family of functionals ϕ λ : E → R by (ii) Since, by (2.3) and (2.1),
we deduce that there exist constants α, ρ > 0 such that 
Let (u n ) be a bounded sequence in E, we say that (u n ) is vanishing if, for each R > 0, lim n→∞ sup y∈R y+R y-R |u n | 2 dt = 0; and (u n ) is nonvanishing if there exist σ > 0, R > 0 and
In the vanishing case, we have the following result, which is a special case of Lions [9] . Lemma 2.3 (see [9] ) Let (u n ) ⊂ E be a bounded sequence, if
Lemma 2.4
Assume that (L 1 ), (W 2 ) and (W 6 ) hold. Then, for any bounded vanishing sequence (u n ) ⊂ E, we have
Proof It follows from (2.2) and (2.3) that
Since (u n ) is vanishing, by Lemma 2.3, we deduce that
as n → ∞, and the conclusion follows. 
there exists (y n ) ⊂ Z such that, up to a subsequence,ũ n (t) := u n (t + y n T) satisfies
Combining this and Lemma 2.4, we see that (u n ) is nonvanishing. Hence, there exist σ > 0,
We may choose (y n ) ⊂ Z such that, lettingũ n (t) := u n (t + y n T),
Noticing L and W is T-periodic in t, we have ũ n = u n , ϕ λ (ũ n ) = ϕ λ (u n ) and
Indeed, for each ψ ∈ E, take ψ n (t) := ψ(t -y n ). It is easy to check that ψ n = ψ and
which gives (2.5). Since (ũ n ) is still bounded, going if necessary to a subsequence, we may assume that there is u λ ∈ E such that 6) and u λ = 0 by (2.4). It follows from (2.2) and (2.6) that
which implies that ϕ λ is weakly sequentially continuous. Thus, by (2.5),
Finally, by (W 7 ) and Fatou's lemma,
The proof is complete. 
Lemma 2.7 The sequence (u n ) obtained in Lemma 2.6 is bounded.
Proof Suppose by contradiction that u n → ∞ (n → ∞). Set w n = u n / u n . Then w n = 1, and by a Lions' concentration-compactness principle [9] , either (w n ) is vanishing or it is nonvanishing. Hence the proof of the lemma will be completed if we show that (w n ) is neither vanishing nor nonvanishing. Assume (w n ) is vanishing. As in [8, 24] , we choose a sequence s n ∈ [0, 1] such that , 1) , and by the definition of s n , we deduce that
Observing ϕ λ n (0) = 0 and ϕ λ n (u n ) ≤ c λ n , we get s n ∈ (0, 1) and ϕ λ n (s n u n ), s n u n = s n d ds s=s n ϕ λ n (su n ) = 0. (2.12) Therefore, using (2.11) and (2.12), we deduce R H(t, s n u n ) dt = 1 λ n ϕ λ n (s n u n ) -1 2 ϕ λ n (s n u n ), s n u n = 1 λ n ϕ λ n (s n u n )
→ +∞ as n → ∞.
However, it follows from (2.9) and (W 7 ) that
yielding a contradiction. Assume (w n ) is nonvanishing. Then, as in the proof of (2.6), by the translation invariance of problem (1.1), one has w n w in E and w n (t) → w(t) a.e. in R for some w ∈ E\{0}. On the set {t ∈ R : w(t) = 0}, one has |u n (t)| → ∞, and then, by (W 5 ), W (t, u n ) |u n | 2 |w n | 2 → +∞ as n → ∞.
Therefore, taking into account |Ω| > 0 and using Fatou's lemma, we obtain
On the other hand, since ϕ λ n (u n ) → c λ n , we deduce that Proof of Theorem 1.1 First we show that ϕ has a nontrivial critical point. By Lemma 2.6, we have, for any v ∈ E, ϕ (u n ), v = ϕ λ n (u n ), v + (λ n -1) R ∇W (t, u n ), v dt → 0 as n → ∞.
