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Abstract
If p is a p-ary code of length n and a; b and c are three codewords, then e is called their
descendant if ei ∈ {ai; bi; ci} for i=1; : : : ; n. We are interested in codes p with the property that
for any three codewords their only descendant codewords are themselves: this forbids a coalition
of three users, given codewords a; b and c from framing a fourth user given the codeword e.
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1. Introduction
Copyright protection is becoming more elusive as computer networks such as the
global Internet are increasingly used to deliver electronic documents. Network distri-
bution o9ers the promise of reaching vast number of recipients. It also allows infor-
mation to be tailored and preprocessed to meet the needs of each recipient. However,
these same distribution networks represent an enormous business threat to information
providers – the unauthorized redistribution of copyrighted materials.
Consider two di9erent document pages which we label A and B, su;ciently similar
to be indistinguishable upon visual inspection, even when compared “side-by-side”.
However, in one of the pages the locations of certain text words have been shifted by an
imperceptible amount. Suppose that either page is selected at random and reproduced,
possibly recursively. Can we determine if such a copy was derived from A or B?
A digital watermark is an invisible structure used to “mark” ownership of a host
signal. Digital watermarks can be used for digital signal tagging, as authentication tools,
and as a method to discourage the unauthorized copying and distribution of electronic
data which involves 4ngerprinting.
With digital 4ngerprinting, a publisher embeds a unique 4ngerprint pattern into each
distributed copy of a document, keeping a database of sold copies and their correspond-
ing 4ngerprints. If, later on, an illegally distributed copy is discovered, he may trace
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that copy back to the o9ending user by comparing its 4ngerprint to the database.
Because of the marking process no two copies will be identical, and hence some
kind of marking distortion will be introduced in the documents. To be acceptable this
distortion has to be negligible to the users.
An o9ending user, pirate, may try di9erent types of attacks to remove the 4ngerprint,
in order to distribute illegal copies anonymously. Assuming that the pirate has an
access to a single document copy, that has been marked for him, he may try to restore
the original document by identifying and removing the 4ngerprint, or try to corrupt
the 4ngerprint by distorting the document. (Such an attack may be di;cult if the
4ngerprinting is hidden carefully and scattered all over the document.)
A stronger attack results if several pirates collude and compare their independently
marked copies. Then they can detect and locate the di9erences, and combine their
copies into a new one whose 4ngerprint di9ers from all the pirates.
Frameproof codes were introduced by Boneh and Shaw [2] as a method of “digital
4ngerprinting” which prevents a coalition of a speci4ed size t from framing a user
not in the coalition. Several constructions of t-frameproof codes are given in [2, 6, 7],
mostly for t=2.
We provide constructions based on Hadamard matrices, which are easy to implement
(some classes are de4ned recursively; their lengths and number of users they can
accomodate are powers of 2).
2. Denitions and basic results
We use the notation of [6] for 4ngerprinting issues and of [8] for codes and
Hadamard matrices.
Let n and M be positive integers (M denotes the number of users in the scheme).
A set p⊆{0; 1; : : : ; p− 1}n is called an (n;M)-code over the 4nite 4eld GF(p) when
|p|=M . When p=2, the subscript will usually be omitted. Any element of p is
called a codeword. The purpose is to give each user a di9erent codeword. A p-ary
n-tuple x∈{0; 1; : : : ; p− 1}n\p is called an unregistered word.
Let p be a (n;M)-code. Suppose C⊆p and |C|6t. For any position i de4ne the
projection
Pi(C) =
⋃
a∈C
ai:
We shall say that position i is undetectable for C if |Pi|=1. De4ne the feasible set of
C by
F(C) = {x ∈ {0; 1; : : : ; p− 1}n: ∀i; xi ∈ Pi}:
The feasible set F(C) represents the set of all possible n-tuples that could be pro-
duced by the coalition C by comparing the codewords they jointly hold. Observe that
C⊆F(C) for all C, and F(C)=C if |C|=1.
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Now, if there is a codeword a∈F(C)\C, then the user who owns codeword a can
be “framed” because the coalition C can actually construct a. The following de4nition
from [2] is motivated by the desire for this situation not to occur.
Denition 1. An (n;M)- code p is called a t-frameproof code if, for every C⊆p
such that |C|6t, we have F(C)∩p=C. We say that p is a t-FPC(n;M)p for short.
Note that in the binary case and for t=2, this question has been addressed in, e.g.
[5], under the name of (1,2)-separation.
In the next section, we shall construct 3-frameproof codes, extending the study on
2-frameproof codes initiated in [3]. For the sake of completeness, we include one result
from [3], along with its proof. We denote by p(n; pk) a linear code (a vector space)
over GF(p) of length n and dimension k [8]. Again we omit the subscript in the binary
case. A linear code p is intersecting if the supports (sets of nonzero coordinates) of
any two nonzero codewords intersect.
Theorem 1 (Cohen et al. [3]). An intersecting code is a 2-FPC.
Proof. Let p be an intersecting code. Let a; b and c be three distinct codewords.
Since p is linear, c− a and c− b are codewords and since it is intersecting they are
both nonzero on some position i. Therefore, ci 
∈ {ai; bi} and c is not a descendant of
a and b.
3. Hadamard matrices yielding 3-FPC
We now show that some constant-weight codes give frameproof codes.
Proposition 1. Let (n;M) be a binary code with constant weight 2l; such that any
two codewords agree in l coordinates. Then  is a 3-FPC if l=2l1 + 1 for some
positive integer l1.
Proof. Assume indirectly that (n;M) has constant weight 2(2l1 + 1) and is not 3-
FPC, i.e. there exist four codewords which do not have either type of columns (1110)T
or (0001)T. Let these codewords c1; c2; c3; c4 ∈ be written as rows of an array. Then,
w.l.o.g.
c1
l︷ ︸︸ ︷
1::::::::::::::::::::::1
l︷ ︸︸ ︷
1:::::::::::::::::::::::::1
l︷ ︸︸ ︷
0::::::::::::::::::::::::0
m︷ ︸︸ ︷
0::::::::::0
n−3l−m︷ ︸︸ ︷
0::::::0
c2
l︷ ︸︸ ︷
1::::::::::::::::::::::1
l︷ ︸︸ ︷
0:::::::::::::::::::::::::0
l︷ ︸︸ ︷
1:::::::::::::::::::::::::1
m︷ ︸︸ ︷
0::::::::::0
n−3l−m︷ ︸︸ ︷
0::::::0
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c3
m︷ ︸︸ ︷
1::::::1
l−m︷ ︸︸ ︷
0::::::::::::0
l−m︷ ︸︸ ︷
1:::::::::::1
m︷ ︸︸ ︷
0:::::::::0
l−m︷ ︸︸ ︷
1:::::::::::1
m︷ ︸︸ ︷
0:::::::::0
m︷ ︸︸ ︷
1::::::::::1
n−3l−m︷ ︸︸ ︷
0::::::0
c4
1︷ ︸︸ ︷
1::::::1
︷︸︸︷
1::1
l−1−︷︸︸︷
0::::0
x︷︸︸︷
1:1
l−m−x︷︸︸︷
0:::0
y︷︸︸︷
1:1
m−y︷︸︸︷
0::0
z︷︸︸︷
1:1
l−m−z︷︸︸︷
0:::0
t︷︸︸︷
1:1
m−t︷︸︸︷
0::0
︷ ︸︸ ︷
1::::::::::1
n−3l−︷ ︸︸ ︷
0::::::0
Then 1 =m (otherwise there will be a column (1110)T) and ¿m (otherwise there
will be a column (0001)T).
Let e1; e2; e3 be the equalities obtained from the condition that the code has constant
weight, i.e. d(c1; c4)= 2l; d(c2; c4)= 2l and d(c3; c4)= 2l, respectively,
l− m−  + l− x − y + z + t +  = 2l;
l− m−  + x + y + l− z − t +  = 2l;
 + l− m− x + y + l− m− z + t + m+  = 2l:
Forming e1 + e2 we get =m + . Since ¿m we conclude that =0 and =m.
Simplifying e3 and e1−e2 lead to 2m+x+z=y+ t and x+y= z+ t. Thus, e1−e2+e3
and t¿m show that x=0 and t=m. From e1 − e2 − e3 and y¿m we conclude that
z=0 and y=m.
Therefore, wt (c4)= 1 +y+ t+ =4m which contradicts the initial assumption that
the weights of all codewords are of the form 2(2l1 + 1). Thus  is a 3-FPC.
Corollary 1. Hadamard codes [8] with parameters (n− 1; n; 12n) are 3-FPC.
In the remainder of this section, we focus on speci4c constructions of Hadamard
matrices giving 3-FPC.
Let D2p be a dihedral group of order 2p. A matrix H is de4ned in [4] as
H =


1 1 1 1 J2p J2p J2p J2p
1 1 0 0 J2p J2p 0 0
1 0 1 0 J2p 0 J2p 0
1 0 0 1 0 J2p J2p 0
J T2p J
T
2p J
T
2p 0 A B C D
J T2p J
T
2p 0 J
T
2p
LB A D LC
J T2p 0 J
T
2p J
T
2p
LC LD A B
J T2p 0 0 0 D LC B LA


;
where J is the all 1 matrix, A is sum of p−1 elements, B; C; D are sums of p elements
of D2p; respectively, LA= J − A; LB= J − B; LC = J − C; LD= J − D and J2p is the all
1’s row vector of length 2p.
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The matrix H is a Hadamard matrix if and only if the following conditions are
satis4ed [4]:
Condition 1.
AAT + BBT + CCT + DDT = (2p+ 1) I + (2p− 2)J;
A LBT + BAT + CDT + D LCT = (2p− 1)J;
A LCT + B LDT + CAT + DBT = (2p− 1)J;
ADT + B LCT + CBT + D LAT = 2pJ;
where J =
∑
g∈D2p g and
LA= J − A.
Proposition 2 (Kimura [4]). If (A; B; C; D) satis8es Condition 1; then (A; C; B; D);
(A; B; LD; LC) and (AT; LBT; LCT; DT) also satisfy Condition 1.
Theorem 2. The rows of H constitute a binary 3-FPC.
Proof. Since it is rather technical and involves some of the ideas already discussed in
Proposition 1, we postpone it to the appendix.
3.1. Concatenation
The following classical concatenation method is quite useful for obtaining p-ary FP
codes from pk -ary ones, p¿2. Let 1 be an (N;M1 = (pk)K) code over GF(pk); let
2 be an (n;M2 =pk) p-ary code. We map (by an isomorphism of additive groups)
GF(pk) onto GF(p)k , and then associate to ∈GF(p)k the codeword c()= G2 of
2, where the rows of G2 are a basis of 2 (a generator matrix). Denoting by 1?2
the concatenation of 1 and 2, obtained by replacing every occurrence of a coordinate
 in a codeword of 1 by its image c() (cf. [8]), we have the following easy result,
whose proof is omitted.
Proposition 3. If 1 and 2 are both 3-FPC (over GF(pk) and GF(p), respectively);
then 1?2 is a 3-FPC p-ary code (Nn;M =M1 =pkK).
The gain obtained by concatenation is due to the fact that for large alphabets, the
following su;cient condition on the minimum Hamming distance of the code (mini-
mum number of coordinates in which two distinct codewords di9er) ensures that the
code is FP.
Proposition 4. Let p be an (N;M) code with minimum distance D. If ( :=D=N¿2=3;
then p is a 3-FPC.
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Proof. Consider any four codewords a; b; c; e. By hypothesis,
d(e; a) + d(e; b) + d(e; c)¿2N:
Hence for some coordinate i; S =d(ei; ai) + d(ei; bi) + d(ei; ci)¿2. Thus, S =3 and e
di9ers from a; b; c on i.
Let us illustrate the method. De4ne the rate R of a p-ary (n;M) code as n−1 logp M .
Let p=2; k =2m. For any ¿0, there exist (see [9]) constructions of codes 1(N )
with length N¿N0(), rate R and minimum distance N( over GF(p) with R + (¿
1− (2m − 1)−1 − :
Choosing m=3; (=2=3 + , and concatenating 1(N ) with 2, a binary (64; 64)
code, yields a constructive in4nite sequence (1(N )?2)N of binary 3-FP codes with
rate arbitrarily close to 1=56, i.e. with length 64N and size ≈28N=7.
3.2. A product construction
From a 3-FPC(v; (v2−v)=12); v≡ 1; 4mod 12 (see [7]) we obtain a 3-FPC(4nv; n(v2−
v)=3) by replacing every occurrence of 1 in 3-FPC(v; v2− v=12) by a Hadamard matrix
with Hall sets and every occurrence of 0 by a 4n times 4n matrix with all elements
equal to 0.
Example 1. A 3-FPC(v; (v2 − v)=12) is found in [7]. If a Hadamard matrix of order
28 is used as a seed we obtain a 3-FPC(28v; 7(v2 − v)=3).
Note that there are exactly 486 nonequivalent Hadamard matrices with Hall sets of
order 28 [4].
Appendix. Proof of Theorem 2
If four rows c1; c2; c3; c4 ∈H are taken from the 4rst four rows, say H 1 we get a
column (0001)T or (1110)T among the last 8p columns in H; i.e. columns with J2p.
Suppose four rows c1; c2; c3; c4 ∈H are taken from the last 8p rows, say H 2. Then
following the last three requirements in Condition 1 and that A is sum of p−1 elements,
B; C; D are sums of p elements of D2p, respectively, we may write the supports of
c1; c2; c3; c4 ∈H in positions 5; 6; : : : ; 4(2p + 1) as (the support is determined up to
column permutation)
c1:
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p−1︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p+1︷ ︸︸ ︷
0::::::::::::::::::::::::::::0
2p︷ ︸︸ ︷
0::::::::::::::::::::::::::::0
c2:
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::10
2p−1︷ ︸︸ ︷
0::::::::::::::::::::::::::0
2p+1︷ ︸︸ ︷
1::::::::::::::::::::::::::10
2p︷ ︸︸ ︷
0::::::::::::::::::::::::::::0
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c3:
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0::::::::::::0
p−1︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
p−1︷ ︸︸ ︷
1:::::::::::1
p+2︷ ︸︸ ︷
0::::::::::::0
p+1︷ ︸︸ ︷
1:::::::::::1
p−1︷ ︸︸ ︷
0:::::::::::::0
c4:
x︷ ︸︸ ︷
1:::::::::::1
p−x︷ ︸︸ ︷
0::::::::::01
p−1︷ ︸︸ ︷∗:::::::::::∗
y︷ ︸︸ ︷
1:::::::::::1
p−1︷ ︸︸ ︷
0:::::::::::0
p+2︷ ︸︸ ︷
∗::::::::: ∗ 0
p+1︷ ︸︸ ︷∗:::::::::::∗
p−1︷ ︸︸ ︷
0:::::::::::::0
By a “∗” we denote an element 0 or 1, whose actual value is irrelevant to the proof.
If H is not a 3-FPC then x=y=p. In this case the number of columns (11)T in
c1; c4 is ¿2p+ 1 and by Condition 1 should be 2p or 2p− 1. If c1 = c4; we look at
the 4rst four columns in all such cases and notice a column (0001)T or (1110)T, or
apply Condition 1.
Let c1 ∈H 1 and c2; c3; c4 ∈H 2. There are p − 1 columns (111)T in the last 8p
positions in c2; c3; c4 by Theorem 9:9 of [1] (remember that the 1st column in H
contains only 1’s).
Rows c1; c2 agree in 2(2p+1) positions and have 2k+1 columns (11)T. If c1 is the
all 1’s vector there are at least p columns (1110)T and at least p columns (0001)T.
Rows c1; c2 may have at most 2 columns (11)T in the 4rst four positions if c1 is not the
all 1’s vector. In this case 2p−1 or 2p columns (11)T are in positions 5; 6; : : : ; 8p+4.
Since c2; c3; c4 have only p − 1 columns (111)T there will be at least p − 1 columns
(1110)T in c1; c2; c3; c4.
If c1; c2 ∈H 1 and c3; c4 ∈H 2, we again consider two cases: c1 is the all 1’s vector
and c1 is not the all 1’s vector. If c1 is the all 1’s vector and H is not a 3-FPC,
i.e. there are no columns (0111)T or (0001)T, the supports of c1; c2; c3; c4 in positions
5; 6; : : : ; 8p+ 4 (up to column permutation should be),
c1:
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
c2:
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
c3:
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
c4:
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1:::::::::::1
Thus, the number of columns (11)T in c3; c4 will be 2p and this is possible only
if c4 is the last row in H . Since H is not a 3-FPC the 4rst 4 columns in c1; c2; c3; c4
should be
1 1 1 1
1 1 0 0
1 0 1 1
1 0 0 0.
302 S. Encheva, G. Cohen / Theoretical Computer Science 273 (2002) 295–304
This con4guration leads to 2p+2 columns (00)T in c2; c4 and they should be exactly
2p+ 1.
If c1 is not the all 1’s vector and H is not a 3-FPC, the supports of c1; c2; c3; c4 in
positions 5; 6; : : : ; 8p+ 4 up to column permutation should be
c1:
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
c2:
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
c3:
p︷ ︸︸ ︷
1::::::::::::1
p︷ ︸︸ ︷
0::::::::::0
p︷ ︸︸ ︷
1::::::::::::1
p︷ ︸︸ ︷
0::::::::::0
p︷ ︸︸ ︷
1::::::::::::1
p︷ ︸︸ ︷
0::::::::::0
p︷ ︸︸ ︷
1::::::::::::1
p︷ ︸︸ ︷
0::::::::::0
c4:
p︷ ︸︸ ︷
1::::::::::::1
p︷ ︸︸ ︷
0::::::::::0
p︷ ︸︸ ︷
0::::::::::::0
p︷ ︸︸ ︷
1::::::::::1
p︷ ︸︸ ︷
0::::::::::::0
p︷ ︸︸ ︷
1::::::::::1
p︷ ︸︸ ︷
1::::::::::::1
p︷ ︸︸ ︷
0::::::::::0
If c3; c4 have supports (up to column permutation) in the 4rst four positions
1 1 1 0
1 0 0 0
they will have 2p+ 2 columns (10)T and they should be exactly 2p+ 1.
If c3; c4 have supports (up to column permutation) in the 4rst four positions
1 1 1 0
1 1 0 1
they will have 2p+ 2 columns (11)T and they should be exactly 2p+ 1.
Let c1; c3 ∈H 1 and c2; c4 ∈H 2. If c1 is the all 1’s vector and H is not a 3-FPC, the
supports of c1; c2; c3; c4 in positions 5; 6; : : : ; 8p+4 (up to column permutation) should
be
c1:
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
c2:
p−1︷ ︸︸ ︷
1:::::::::::1
p+1︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1:::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
c3:
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
c4:
x︷︸︸︷
1:::1
p−1−x︷︸︸︷
0:::0
p−1−x︷︸︸︷
1:::1
x︷︸︸︷
0:::0
y︷︸︸︷
1:::1
p−y︷︸︸︷
0:::0
p−1−y︷︸︸︷
1:::1
y︷︸︸︷
0:::0
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1::::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
p︷ ︸︸ ︷
1::::::::::::1
The supports of c1 and c3 are such up to column permutation. The support of c2 is
determined by the condition A is sum of p−1 elements, B; C; D are sums of p elements
of D2p; respectively.
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From Proposition 2, we see that the number of columns (11)T in c2; c4 is 2p − 1
if c4 is not the last row in H . With our notation that number is x + y + 2 (it could
be x+ y+ 1) and we see that the number of columns (01)T in c2; c4 will be p− 1−
x + p − y + 2p + 1=2p + 1. Thus, we get that x + y=2p − 3 (or x + y=2p − 2)
and x+ y=2p− 1. In case c4 is the last row in H , we count the number of columns
(10)T in c2; c4 and obtain a similar contradiction.
If c1 is not the all 1’s vector and H is not a 3-FPC, the supports of c1; c2; c3; c4 in
positions 5; 6; : : : ; 8p+ 4 (up to column permutation) should be
c1:
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
c2:
p−1︷ ︸︸ ︷
1:::::::::::::1
p+1︷ ︸︸ ︷
0::::::::::0
p︷ ︸︸ ︷
1:::::::::::::1
p︷ ︸︸ ︷
0::::::::::0
p︷ ︸︸ ︷
1:::::::::::::1
p︷ ︸︸ ︷
0::::::::::0
p︷ ︸︸ ︷
1:::::::::::::1
p︷ ︸︸ ︷
0::::::::::0
c3:
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
2p︷ ︸︸ ︷
1:::::::::::::::::::::::::::1
2p︷ ︸︸ ︷
0:::::::::::::::::::::::::::0
c4:
p−1
2︷︸︸︷
1:::1
p−1
2︷︸︸︷
0::::0
p+1
2︷︸︸︷
1:::1
p+1
2︷︸︸︷
0::::0
p−1
2︷︸︸︷
1:::1
p+1
2︷︸︸︷
0::::0
p+1
2︷︸︸︷
1:::1
p−1
2︷︸︸︷
0::::0
p+1
2︷︸︸︷
1:::1
p−1
2︷︸︸︷
0::::0
p−1
2︷︸︸︷
1:::1
p+1
2︷︸︸︷
0::::0
p︷ ︸︸ ︷
1::::::::::::1
p︷ ︸︸ ︷
0:::::::::::0
The supports of c1 and c3 are w.l.o.g. up to column permutation. The support of c2 is
determined by the requirement A to be a sum of p−1 elements and B; C; D to be sums
of p elements of D2p; respectively. The support of c4 is determined by the requirement
that any of the couple of vectors (c1; c4); (c2; c4); (c3; c4), should have 2p+1 columns
(11)T.
The coordinates in the 4rst four positions of c2; c4 may be chosen from
1 1 1 0
1 1 0 1
1 0 1 1
1 0 0 0.
In any of these cases we obtain a contradiction by counting numbers of columns of
various types as in the case c1; c2 ∈H 1 and c3; c4 ∈H 2.
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