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A B S T R A C T 
In a Factor Analysis Model, by implementing the Bayesian approach together 
with the Gibbs sampler, both the estimates of the factor scores and the struc-
tural parameters in the covariance structure can be obtained simultaneously. In 
this thesis, the performance of the estimates of the factor scores is studied using 
simulations. In particular, the distribution of the estimates of the factor scores is 
examined. We found that the estimated factor scores are identically distributed 
and very close to their population distribution. 
An alternative method for estimating the parameters in the structural equa-
tion of LISREL model is proposed. With the estimates obtained from the previ-
ous algorithm, and applying a simple regression, all the estimates of the LISREL 
model are obtained. Estimates obtained from our proposed method are compared 
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1.1 The Factor Analysis Model 
The definition of the model is given by the following equation: 
y 二 AC + 5 (1.1) 
rsj rs-/ � ‘ 
where y is a p x 1 observed random vector, Ais a p x r factor loading matrix, C is a 
r X 1 vector of factor scores and is a p x 1 random vector of error measurements. 
� 
Suppose the distribution of 6 is 7V[0,少],where ^ is a diagonal matrix. If the 
latent vector of factor scores C is treated as a vector of incidental parameters, 
then the likelihood function based on a random sample {y, i = 1 , . . . , n} does not 
have a maximum and the joint maximum likelihood estimates of the factor scores 
and the unknown parameters in A and ^do not exist (Anderson and Rubin, 1956). 
1 
Therefore, the factor scores are treated as random and distributed as 7V[0，剩，for 
L� � J 
some positive definite covariance matrix <l>. 
6 denotes the structural parameter vector which contains the unknown para-
meters in A , $ and 屯. 
� � � 
A Bayesian approach is developed to assess the factor analysis model. The 
latent factor scores are treated as missing data and augment them with observed 
data, then generate a sequence of random observations from the posterior distri-
butions by the Gibbs sampler. Through this method, the estimates of the factor 
八 A scores, {(".}，and the structural parameters in the covariance structure, 0, can be �1 � 
obtained siii].ultaneously. 
1.2 Main Objectives 
1.2.1 Investigate the distribution of the estimated Factor 
Scores 
Lee h Shi(1998) had shown that the joint Bayesian estimates of the factor 
scores which do not express in terms of ^ are generally better than the classical 
ML estimates, and they are fairly robust to the prior information on the values of 
the hyper-parameters in the prior distribution. In this thesis, our main interest is 
the estimated factor scores, based on several simulation studies, the performance 
2 
of the estimated factor scores would be investigated. Firstly, the normality and 
the variance-covariance matrix of the estimated factor scores were examined. And 
it will be shown that the estimated factor scores are normally distributed as its 
population distribution, yV[0,外 
L� � J 
Secondly, we want to investigate whether those estimated factor scores are 
identically distributed, therefore the variance-covariance matrices of the estimator 
of the factor scores were computed. If all these variance-covariance matrices are 
close to each other, it implies that they are identically distributed. In order to see 
whether these variance-covariance matrices are close to each other, the variance 
of each element in the variance-covariance matrices were computed. Smaller the 
variances means closer the values of those variance-covariance matrices to each 
other, and so identically distributed of those estimated factor scores. 
To illustrate the above aspects, several simulation studies would be performed. 
Totally three simulations were taken place, as the settings of the hyper-parameters 
in the first two simulations are similar, they just differ by the initial values of 
the factor loading matrix, A , and the results of the second simulation study was 
analogous to the first simulation study, so the result of the second simulation 
study would be omitted in the text. In the third simulation study, the dimension 
of the factor loading matrix, A，was expanded from 2 x 6 to 3 x 9 , all other 
settings for the hyper-parameters are similar. The results of the first and the 
third simulation study would be reported in detail in the later on chapters. 
3 
1.2.2 Propose an alternative method for getting the esti-
mates of the LISREL model 
It will be shown that the confirmatory factor analysis model can be expressed 
in the form of a specific LISREL model. We aim to obtain the estimates of this 
specific LISREL model, since most of the estimates we would already obtained 
from the previous factor analysis model via Bayesian approach, thus we have 
to find out a method to obtain the rest estimates. We will use the estimated 
factor scores obtained from the previous algorithm and then apply the concept of 
simple linear regression, then all the rest estimates can be obtained. Therefore, 
an alternative method for approaching the LISREL model was proposed here, 
the performance of this method will be studied via several simulation studies. 
The estimates from this proposed method will be compared with the estimates 
computed from the LISREL package. 
1.3 Summary 
The structure of the later on chapters is as follows. The Bayesian theory for 
the confimatory factor analysis model is introduced in Chapter 2. Expressions 
for implementation of the Gibbs sampler in generating the random observations 
from the appropriate posterior distributions are also presented in that chapter. 
Some related statistical properties will be discussed as well. 
4 
In Chpater 3，we will illustrate some aspects and the performances of the 
Bayesian estimated factor scores. The distribution of those estimated factor 
scores will be investigated, we will focus to examine the normality and the 
variance-covariance matrix of the estimated factor scores. The values of this 
variance-cavariance matrix will be compared with their population values. Then 
we will investigate whether the estimated factor scores are identically distributed 
by computing the variance-covariance matrix of the estimator of the factor scores. 
A nexus between the estimated factor scores and the LISREL model is de-
veloped in Chapter 4. An alternative method for getting the estimates of the 
LISREL model will be introduced in this chapter, and the performance of the es-




Joint Bayesian Approach of the 
Factor Analysis Model 
Consider a random sample {y^, i 二 1 , . . . , n} that satisfies the factor analysis 
model as given in (1.1). Let Y = (y....,y ) be the observed data matrix, 
� � 1 �7T 
Z = ( C , . . . , C ) be the matrix of latent factor scores, and 9 be the structural 
parameter vector that contains the unknown elements of A , $ and 少 in the 
covariance structure Y{6) = A^X + 少 of the model. Some appropriate elements 
〜 r^ 〜 〜 〜 〜 丄 丄 丄 
in A are set equal to fixed known values in order to ensure the model Yi&) is 
identified. From a Bayesian point of view, this is equivalent to assigning the fixed 
values to these paramenters with probability one, and in the analysis, they are 
not estimated. 
6 
2.1 Conditional Distribution 
To implement the Gibbs sampler algorithm, conditional distributions of Z 
� 
given (y, B), and 9 given (Y", Z) are required. From Lee & Shi (1998), we know 
those conditional distributions are as follows: 
2.1.1 Conditional distribution of Z given Y and Q 
Since for i = 1,…，n , C. are mutually independent; and y. are also mutually 
� i � i 
independent given (C.,0), we have 
� i � 
p{Z\ y.0) = flp{Q y一 X f[p{Q 0)p{y \ C O). (2.1) �� � -s^  JL JL ��"I � \ 〜， 人JL � � 2 � ' ��Z 〜？r � ' i=l i=l 
And it had been shown that the conditional distribution of C. given [y., 0) is given 
by 
[C.|y., 0] = 1 + A'屯—iA)—i八‘屯—ly.，（少-1 + A'屯A)-i] (2.2) 
〜2 〜 〜 〜 〜 � 〜 〜 〜 〜 〜 � ' 
Hence, the conditional distribution of Z given (y, (9) can be obtained from (2.1) 
and (2.2). 
2.1.2 Conditional distribution of Q given Y and Z 
As Z) oc Z 1^ ), hence it is necessary to select the prior prob-
ability density function p(0) that represents the prior information of 6. Based 
� � 
on the factor analysis as defined in (1.1), we first note that with given Z the 
7 
underlying model becomes a regression model with parameters A and 少 only. On 
the other hand, only the parameter matrix 歪 is involved in the distribution of 
the latent factor C.- Hence, it is reasonable to assume that the prior distributions 
of (A,屯）and 少 are independent. As a result, we specify the prior distribution as 
\ � rsj Z � 
follows: 
(2.3) 
Moreover, the distribution of Y only depends on A and 少 when z is given, 
� r^ r-sj � 
and the distribution of Z only involves 少.Consequently, it follows that 
� � 
p(A, <i>|y, Z) oc 
� � � r\j n^ � � � � � � 
= ( 2 . 4 ) 
= [ p ( A , A,少,Z)] . [p{Z\ 少)P(少)] 
\ � � z \ � � � �ZJ \ � �Z \ � " 
Since the first term of the product on the right hand side of (2.4) depends 
only on (A,少）while the second term depends only on 少，the marginal conditional 
densities p(A, Z) and Y, Z) are proportional to p(A, A,少，Z)， 
and respectively. 
We need to select prior distributions for (A, and 歪，the following conjugate 
type prior distributions are considered. Let ipkk and A'^  be the A:th diagonal 
elements of 屯 and the kth row of A respectively. For any k ^ h, we assume that 
the prior distribution of ipkk is independent of i/jhh, and A is independent of A : 
8 
moreover, 
^kk 呈 Gamma[aok.Pok], [Aa-Iw^ A-] = N[Aok, ^kkHok]： 
. and 受—1 呈 Vl/[i?o’Po，r], (2.5) 
where •，•] denotes the Wishart distribution, Qq/c, Pok, A , po and the positive 
�O/c 
definite matrices H and R are hyper-parameters whose values are assumed to 
�0/c �0 
be given from the prior information of previous studies or other studies. It has 
been proven that the Bayesian solution is fairly robust to the selected values of 
these hyper-parameters. 
Let 7/, 二 feSr be the kth row of y , = (丑 — i + ZZ')-\ it 二 
�k � �k �O/c �� 
呼-丄\k + Z Y丄 and A 二 /3o, + 2-^(Y[Y — + for 
�k �DA: �(J/c � � k � k � k �k�k �k �Ok �OA: �Qk” 
A： = 1 ,…，p，the conditional distribution of (八 7 ) given Y and Z is iricle-
� � A t � � 
pendeiitly distributed as the following Normal-Gamma distribution (Broemeling, 
1985): 
Z] = Gamma[ri/2 + Qqa：, Al, 
� � � * ^ J 
and = (2.6) 
Since p(i\ -iklY. Z) = /X：-^ -!V, Z)p(A^ jV, Z,-；；,), the conditional distribution 
�Ac � 〜 〜 〜 ’ 〜人- 〜 〜 ‘ 
of (A^, 7a：) given Z) can be obtained via (2.6). 
Moreover, from the prior distribution of given by (2.5) and the distribu-
9 
tion of C. given which is N(0, it can be shown that 
�•J � � � y 
？) - [ i r ( 一 + 1 ) " 卿 召 0 — 1 ? - 去 t 
= I f I—("+"�+…)/2e:rp{ — 1 ( 圣 冬 ' + R-')]} 
Since the right hand side of above equation is proportional to the density function 
of an inverted Wishart distribution (see, Zellner;1971), we have 
Zj - IW[{ZZ' + + po, r], (2.7) 
� r>-j � ^ � �(J 
where .，.] denotes the inverted Wishart distribution. 
From the results given in (2.4), (2.6) and (2.7), the derivation of the posterior 
distribution piO Y, Z) is completed. This distribution will be extended to handle 
\� � � z 
the general situation with fixed known elements in A as follows. 
� 
Let Ckj 二 0 if Xkj is a fixed parameters; and Ckj = 1 if Xkj is an unknown 
parameter for /c 二 1, • • •，p，j•二 1,.. •，r and r^ = Cki H + Ckr. Moreover, let 
A*' be the 1 by rk row vector that contains the unknown parameters in A ;^ Z* be 
the Tk by n submatrix of Z such that for j = 1,...，r，all the rows corresponding 
to Ckj 二 0 are deleted; and Y二 == ( y h , . . . ， w i t h 
r 
Vki = yki-Yl — Ckj). 
j=i 
The conjugate prior distributions defined in (2.5) about the loading matrix be-
comes 
缺 ] 骂 巧 么 一 缺 与 ( 2 . 8 ) 
10 
for some hyper-parameters A* and H* . Let = + /i* = 
^ �Qk ~Ofc �k 乂 �Ok �k �k J ‘ ^k 
and PI = Pok + " i^ f ^ r V ： + A：! ). Then, 
� k � � O f c ~/  �k” K ru 广〜k �fc �k ^k �Ofc �Ofc ‘ 
for A: 二 1，• •.，p, it can be shown from exactly the same reasonings as before that 
the posterior distributions of (A*, 7^) and 金 corresponding to the conjugate priors 
are respectively given by: 
Z] ^ Gamma[n/2 + aok.Pti [A:|y, Z, 7^] - [^/^ ：, '^：], 
L � � j �� 〜匆 �� j �/C �k 
and [cE>|r, Z] - IW[{ZZ' + + po, r]. (2.9) 
Based on the similar reasonings, the Bayesian procedure can be extended to 
cover linear constraints over the factor loadings. In this situation, the correspond-
ing conditional distribution may be slightly complicated than the Normal-Gamma 
distribution as given in (2.9). Some general algorithms, such as Metropolis-
Hastings algorithm can be used to generate the required observations. 
2.2 Implementation of the Gibbs sampler for 
generating the random observations 
The idea is to utilize the distributional properties of the fundamental latent 
factor scores by treating them as missing data. This missing data set will be 
augmented with the observed data to generate a sequence of random observations 
11 
of d and factor scores from the appropriate posterior distributions via the Gibbs � 
sampler. 
In the posterior analysis, a sufficiently large sample of (<9, Z) from the joint 
\� � z 
posterior distribution of Q and Z given Y is generated by the Gibbs sampler 
~ � � 
algorithm as follows: At the ( j + \)th iteration with a current values of say 
州， 〜 
Step 1: generate 圣(•？•+” from , 
Step 2: generate 没(•？+1) from pi9 Y, update j, return to step 1 and 
continue, 
where indicates the conditional density function. It has been shown that 
under mild conditions and for sufficiently large j , say J, the joint distribution of 
Z⑷）converges at an exponential rate to the desired posterior distribution 
\� � z 
Q, Z\ Y]. Hence, [ Q, Z\ Y] can be approximated by the empirical distribution of 
^ /-sj 〜 /-Nj � � r^ 
{(没⑴，Z⑴）：t==J+l，.-.’J + T } where T is chosen to give sufficient precision 
to the empirical distribution. To obtain a more nearly independent sample, ob-
servations maybe collected in cycles with indices 力二 J + s，J+2s , . - . ,J + Tsfor 
some spacing s. 
As the conditional distributions of 没⑴）and Y, Z � � a r e known, 
they have been introduced in the previous section, therefore, the algorithm can 
be easily implemented. In our simulation studies, we take J 二 1000，T 二 4000 
and <5 = 1. Taking J — 1000 can ensure that the sequence had been converge, 
12 
and it had been shown that the choice of the values of T and 5 are not important 
as they are fairly robust. 
2.3 Bayesian Estimates and their Statistical Prop-
erties 
2.3.1 Estimates of unknown parameter 
Let { ( 沒 ⑴ ， Z � = 1,. •. , T } be the random observations of {9, Z) generated 
by the Gibbs sampler from the joint posterior distribution of 6 and Z given V, 
E{0\Y) and Var{9\Y) be the posterior mean vector and the posterior covariance 
A 
matrix, respectively. The Bayesian estimate 0 of 9 can be easily obtained from . 
� � • 
the simulated random observations as 
(2-10) 
�t=l 
which is the sample estimate of E(0\Y), the posterior mean of 6 given Y. Based 
� 〜 r^ 
A 
on the results given in Geyer(1992), 0 converges to E{6\Y) in probability as T 
tends to infinity (independent of n). An estimate of the posterior covariance 
matrix can be obtained easily via the simulated sample as well: 
V 抓 - ^ f ( f ) — 奴 f ) - ir- (2-11) 
丄上t=i 
13 
This esitmate converges to Var[6\YJ in probability as T tends to infinity (also 
independent of n ). Other statistical inference on 6 can be carried out based on 
the simulated sample as well. 
2.3.2 Estimation of the Factor Scores 
We now consider the posterior analysis about the factor scores. For any given 
individual y., let E(Xjy�and Var((Jy,) be the posterior mean and the posterior 
covariance matrix, and C be the true factor scores of y . Similar to (2.10), a 
Bayesian estimates of C. o f �仍 can be obtained based on the simulated sample 
from the posterior distribution as 
《 广 . E C ⑴ ， z 二 ( 2 . 1 2 ) 
丄t=i 
where 力）is the zth column of 冬力).This gives a direct Bayesian estimate that 
does not express in terms of the structural parameters or their estimates. Based 
on similar reasonings as in Geyer(1992), it can be shown that ‘ is a consistent 
estimate of A consistent estimate of Var{C,.\y^ can be similarly obtained 
as in (2.11) with 6 replaced by In practice, standard error estimates in C. can 
� � i fZii 
——» 
be obtained via VariC. y). 
\ � i � i 
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Chapter 3 
Examine the distribution of the 
estimated factor scores 
To create data sets for the simulation studies, random samples {(•} and {(5.} 
of size n = 100, 300 and 500 were generated from the corresponding multivariate 
normal distributions, that is, ( = N[0,剩 and = iV[0,少]• Then a random 
〜 � rsj � 丄 
sample {么，i 二 1，•..，n} can be computed with the true population matrix A � 
according to equation (1.1). 
3.1 The 1st Simulation Study 
The following structure of A is considered in our simulation study: 
15 
0.8* 0.8 0.8 0* 0* (T 
A二二 �0 
0* 0* 0* 0.8* 0.8 0.8 
where elements with * are treated as fixed known parameters. The other specifi-
cations are 
011 012 
金 = 〜 
012 <t>22 
and 
宅=diag{ipii , . •., 066} 
All the elements of 否 and the diagonal elements of ^ are treated as unknown 
� � 
parameters. Hence, totally there are 13 free unknown structural parameters in 
this model. 
For each k, the true population value,机丸o，is obtained based on a simu-
lated observation ipJ^ j^  from Gamma[10, 9 x 0.36], and the true value of <^�is 
obtained based on a generated observation of from the Wishart distribution 
W\R*-^/17,20,2] with i r ( l , l ) 二 ir(2，2) = 1.0 and R*(l,2) = 0.6. The true 
L � ' � � � � 






變0 = diag{{)2?> 0.57 0.21 0.24 0.23 0.30} 
Via the Bayesian approach procedure with the Gibbs sampler, the joint Bayesian 
estimates were obtained based on conjugate prior distributions with the follow-
ing hyper-parameters: qqa： 二 10，fSok 二 9 x 0.18 and H^^ = for all k, p = 20, 
召0(1,1) 二 召0(2, 2) 二 1/17 and 2) 二 0. 
For each n, 100 replications were taken place. The mean of 100 replications of 
those Bayesian estimates for each unknown structural parameters were reported 
in Table 3.1 as follows: 
17 
Table 3.1: The mean of the Bayesian estimates and their corresponding true 
values 
Mean of the estimates 
n 二 100 n = 300 n 二 500 True values 
入21 0.74 0.70 0.76 0.80 
入31 0.72 0.65 0.72 0.80 
入52 0.76 0.76 0.77 0.80 
A62 0.76 0.77 0.77 0.80 
0.78 0.73 0.70 0.65 
012 0.35 0.50 0.45 0.36 
022 0.76 0.68 0.67 0.60 
论 11 0.26 0.30 0.34 0.33 
^22 0.48 0.48 0.49 0.59 
也3 0.20 0.22 0.22 0.21 
；^44 0.21 0.23 0.23 0.24 
?/；55 0.22 0.22 0.23 0.23 
066 0.28 0.29 0.30 0.30 
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The RMS (root mean squares) between the structural parameters estimates 
and the corresponding true values based on 100 replications were also computed 
via the following equation: 
� 1 100 2IIZ2 
R M S o f d k = 丽 (陀)-以/c。） （3.1) 
where is the estimate of the jth replication, and 9ko is the true value. The 
RMS of all the unknown parameters were reported in the following table. 
Table 3.2: The RMS of the Bayesian estimates for each unknown parameters 
n = 100 n = 300 n = 500 
Aoi 0.153 0.176 0.124 
A31 0.147 0.215 0.172 
A52 0.099 0.067 0.052 
Ago 0.097 0.065 0.053 
611 0.194 0.231 0.196 
012 0.138 0.259 0.212 
0.22 0.184 0.117 0.098 
L'li 0.086 0.130 0.143 
l’22 0.140 0.167 0.170 
U33 0.036 0.051 0.062 
L-44 0.044 0.031 0.027 
L'55 0.038 0.028 0.021 
L’66 0.049 0.035 0.027 
19 
As expected, the estimates are fairly close to the true population values. And 
the plots of the estimated values (n 二 500) against the iteration number are 
shown in Appendix 1, those plots indicate that the algorithm had been converged. 
Instead of focusing on the estimates of those unknown parameters, we focus on 
the factor scores estimates, {C.} • 
�I 
In the study of the empirical performance of the factor scores estimates, the 
RMS between the n estimates and the true factor scores { C j were computed for 
each replication via the following formula: 
� 1 
RMS of a - - E ( � ) 一 “ 0 ) 2 A; 二 1，2 (3.2) 
For saving space here, we would not report all the RMS of 100 replications, we 
just pick out six replications to be reported in Table 3.3. 
It is not surprising that the RMS of the estimates shown in Table 3.3 are quite 
large. Since the available information in estimating the true factor scores C.^  is 
the single particular observed individual y. with only p measurements. Therefore, 
it is expected that C. may not be very close to C . 
~ i �iU 
Then we investigate the distribution of the estimated factor scores. We want 
to see whether the estimated factor scores distributed as their population distri-
bution, N[ 0, Firstly, we evaluate its normality via plotting the normal Q-Q 
k� � 
plots based on (C，，• •.，C )• �1 � 
20 
Table 3.3: RMS between the factor scores estimates and the true values 
n = 100 n 二 300 n 二 500 
Replication C � C(2) C(l) C � C(l) C � 
1st 0.34 0.32 0.36 0.35 0.35 0.32 
20th 0.33 0.35 0.37 0.33 0.34 0.31 
40th 0.36 0.38 0.31 0.33 0.35 0.32 
60th 0.37 0.33 0.37 0.31 0.34 0.32 
80th 0.39 0.44 0.36 0.33 0.35 0.34 
100th 0.41 0.33 0.34 0.32 0.32 0.33 
In normal Q-Q plots, if the points lie very nearly along a straight line, we 
can say that the normality assumption remains tenable. Due to limited space, 
only the plots of a particular replication for n 二 500 are chosen to be presented 
in the following page. Obviously, the normality assumption was attained in this 
particular replication as a fairly straight diagonal line appeared in both plots. 
The results of all the other replications are similar, the normality assumption can 
always be attained. 
21 
Q-Q plot of Factor Score(1) 
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Secondly, we investigate their variance-covariaiice matrices, l> , the variance-
covariance matrices obtained based on the estimated factor scores, 
j二 1 
which would be a 2 x 2 matrix in this simulation setting. 
Among all the 100 replications, again, we pick out six replications, 1st, 20th, 
…，100th replication to be reported as follows: 
Table 3.4: The variance-covariance matrix of the estimated factor scores (n二 100) 
Replication 0(1,1) 0(1,2) 0(2,2) 
1st 0.67 0.41 0.57 
20th 0.60 0.44 0.68 
40tli 0.70 0.36 0.55 
60th 0.50 0.29 0.49 
80th 0.63 0.41 0.70 
100th 0.63 0.35 0.73 
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Table 3.5: The variance-covariance matrix of the estimated factor scores (n二300) 
Replication ^{1,1) 0(1,2) (^ (2，2) 
1st 0.58 0.29 0.63 
20th 0.63 0.39 0.58 
40th 0.68 0.39 0.56 
60th 0.57 0.38 0.55 
80th 0.6G 0.32 0.52 
lOOth 0.66 0.36 0.51 
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Table 3.6: The variance-covariance matrix of the estimated factor scores (n二500) 
Replication (b{l,l) 0(1,2) 0(2，2) 
1st 0.59 0.36 0.58 
20th 0.61 0.33 0.56 
40th 0.60 0.37 0.57 
60th 0.63 0.37 0.58 
80th 0.62 0.32 0.61 
100th 0.58 0.33 0.57 
Compare the elements of ^ (in Table 3.4-3.6) with the true population values, 
0.65 0.36 
少n 二 �0 
0.36 0.60 
and it can be seen that those values are quite close to their population true value. 
Therefore, we can conclude that the factor scores estimates obtained from our 
proposed algorithm are normally distributed and their distribution are very close 
to their population distribution, iV [0， . 
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Lastly, we investigate whether those estimated factor scores are identically 
distributed. The variance-covariance matrices of the estimator of the factor scores 
were computed via the following formula, for n — 100, 300 and 500: 
.—a) = ； ^ ) - — 2 二 1，…,n (3.3) 
丄—丄 
As the estimated factor scores were normally distributed, moreover, according 
to our experience that the mean of the estimated factor scores are always zero. 
Therefore, we then compare those variance-covariance matrices, if they are close 
to each other, it implied that those estimated factor scores are identically distrib-
uted. In this simulation, the variance-covariance matrices would in the the form 
as follows: ‘ 
/ \ 
Cll Cl2 
— 5 ) 二 （3.4) 
C21 C22 
V / 
To see whether these variance-covariance matrices are close to each other, 
we can compute the variance of each elements in the variance-covariance matri-
ces. The mean and the variance of each element inside the variance-covariance 
matrices, which is based on 100 replications, were presented in table 3.7-3.9 as 
follows: 
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Table 3.7: The mean and the variance for each elements 
Mean Variance 
Replication Co”(Gi) Cov(Qi2) Cov^Qi-i) Cov(^ii) C o ? ; ( C i 2 ) � — “ ) 
1st 1392 128 1260 0.70 0.06 0.51 
20th 1870 95 915 1.18 0.05 0 14 
m h 1004 48 851 0.26 0.02 0.11 
60th 1136 84 1117 0.76 0.03 0.23 
S m 1214 94 1030 0.39 0.04 0.21 
lOOt/i 1399 67 927 0.81 0.04 0.17 
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Table 3.8: The mean and the variance for each elements (7i二 
Mean Variance 
Replication Cov{Cu) Cov{Cu) Cov{C22) Cov(Cu) CoviCu) Cov{C22) 
1st 1429 122 951 0.24 0.04 0.07 
20th 1548 172 1113 0.25 0.05 0.12 
m h 1616 132 931 0.33 0.04 0.07 
mth 1172 100 999 0.17 0.03 0.08 
mth 1381 108 927 0.25 0.03 0.08 
mth 1510 116 914 0.29 0.04 0.06 
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Table 3.9: The mean and the variance for each elements (n=500){xl{)-^) 
Mean Variance 
Replication CVw(Oi) Cov{lv2) Cov{C22) CoviCu) CoiiCu) Cov(C22) 
1st 668 197 770 0.06 0.01 0.03 
20th 1395 145 1091 0.16 0.04 0.08 
m h 1333 166 1125 0.14 0.04 0.08 
mth 772 225 865 0.11 0.02 0.04 
SOth 1532 157 1090 0.16 0.04 0.07 
lOOth 1418 124 885 0.18 0.03 0.05 
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From Table 3.7-3.9, we found that all the variances are very small, therefore, 
it can be said that the estimated factor scores are identically distributed. 
3.2 The .2nd Simulation Study 
The settings of the second simulation study are the same as the first simulation 
except the initial values of the elements in A, the structure we consider in this 
simulation is as follows: 
0.8* 0.4 0.4 (T (T 0* 
yV -�0 
cr 0* 0* 0.8* 0.4 0.4 
We found that the result of this simulation is nearly the same as the first 
simulation, so for the sake of simplicity, the result would not be reported here. 
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3.3 The 3rd Simulation Study 
In this simulation, the dimension of the A was expanded. The following struc-
ture of A is considered in our simulation study： 
〜 
0.8 0.8 0.8* 0* (T 0* 0* 0* 0* 
二 0* 0* 0* 0.8* 0.8 0.8 0* CT 0* 
0* 0* 0* 0* 0* 0* 0.8* 0.8 0.8 
where elements with * are treated as fixed known parameters. All the elements 
of (!) and the diagonal elements of are treated as unknown parameters. Hence, � � 
totally there are 21 free unknown structural parameters in this model. For each 
A：, the true population value, -fe.o, is obtained based on a simulated observation 
ijj-j^ from Gamma[l0,9 x 0.36], and the true value of <5�is obtained based on 
a generated observation of from the Wishart distribution /17, 20, 2 
with 1) == ir(2,2) = ir(3，3) = 1.0 and the off-diagonal elements of R* 二 
0.6. The true values of the parameters obtained from the above distributions are 
as follows: 
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1.08 0.72 0.71 
？0 二 0.72 0.83 0.52 
0.71 0.52 0.94 
and 
少a 二 diag{022 0.24 0.26 0.23 0.53 0.28 0.44 0.32 0.31} 
The settings of the hyper-parameters are: qqa： 二 10, Pok 二 9 x 0.18 and H^^ 二 
for all k, p 二 20,召。(1,1) 二 5�(2 ,2 ) 二 召。(3，3) = 1/17 and the off-diagonal 
elements of R 二 0. Then based on the Bayesian approach procedure with the � 0 
Gibbs sampler, the joint Bayesian estimates of those unknown parameters were 
obtained, the plots of the estimated values(n == 500) against the iteration number 
shown in Appendix 2 indicate that the algorithm had beed converged. Based on 
100 replications of each n 二 100，300 and 500, the mean of the estimates and the 
RMS between the estimates and the true population values were computed via 
formula (3.1) and presented in the following tables: 
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Table 3.10: The mean of the Bayesian estimates and their corresponding true 
values 
Mean Estimated Values 
n 二 100 n 二 300 n = 500 True Values 
入11 0.854 0.828 0.826 0.80 
入21 0.789 0.777 0.797 0.80 
入52 0.779 0.762 0.792 0.80 
入 62 0.762 0.767 0.784 0.80 
入 S3 0.787 0.776 0.789 0.80 
入 93 0.782 0.780 0.794 0.80 
011 1.175 1.149 1.133 1.08 
022 0.974 0.916 0.888 0.83 
033 1.067 1.021 0.994 0.94 
(^ 12 0.660 0.722 0.722 0.72 
013 0.645 0.714 0.724 0.71 
023 0.482 0.521 0.531 0.52 
也 1 0.209 0.209 0.215 0.22 
•22 0.207 0.221 0.227 0.24 
7/；33 0.235 0.244 0.247 0.26 
044 0.209 0.208 0.215 0.23 
0.453 0.492 0.517 0.53 
7/；66 0.261 0.267 0.274 0.28 
识77 0.386 0.409 0.421 0.44 
7/；88 0.280 0.302 0.311 0.32 
i；的 0.287 0.289 0.300 0.31 
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Table 3.11： RMS of Bayesian estimates for each unknown parameters 
n = 100 n = 300 n = 500 
入 11 0.158 0.123 0.108 
入 21 0.063 0.044 0.034 
A52 0.096 0.066 0.054 
入 62 0.086 0.057 0.043 
Ass 0.092 0.053 0.046 
A93 0.096 0.041 0.048 
011 0.205 0.141 0.113 
(^ 22 0.199 0.136 0.098 
033 0.234 0.139 0.112 
0;,2 0.151 0.101 0.082 
0613 0.170 0.102 0.089 
023 0.127 0.074 0.059 
•011 0.039 0.027 0.021 
1P22 0.047 0.040 0.033 
033 0.050 0.036 0.031 
7/；44 • 0.040 0.032 0.027 
7/>55 0.119 0.053 0.042 
•iPqq 0.046 0.033 0.029 
•077 0.089 0.052 0.040 
•V>88 0.069 0.040 0.032 
7/；99 0.063 0.038 0.031 
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As our interested point is the performance of the factor scores estimates, RMS 
were also computed via formula (3.2) for k = 1,2,3 and six replications are chosen 
and presented as follows: 
Table 3.12: RMS between the factor scores estimates and the true values (n=100) 
Replication C(l) C(2) C(3) 
1st 0.44 0.36 0.39 
20th 0.41 0.38 0.38 
AOth 0.32 0.34 0.40 
m h 0.29 0.37 0.39 
SOth 0.30 0.37 0.37 
mth 0.34 0.33 0.36 
Table 3.13: RMS between the factor scores estimates and the true values (n=300) 
Replication C � C(2) C � 
\st 0.32 0.35 0.39 
20th 0.33 0.37 0.38 
40th 0.41 0.48 0.48 
m h 0.29 0.31 0.37 
m h 0.29 0.33 0.36 
100 力 0 . 3 3 0.40 0.40 
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Table 3.14: RMS between the factor scores estimates and the true values (n=500) 
Replication C(l) C(2) C(3) 
1st 0.32 0.35 0.39 
20th 0.33 0.37 0.38 
m h 0.41 0.48 0.48 
mth 0.29 0.31 0.37 
SOth 0.29 0.33 0.36 
mth 0.33 0.40 0.40 
The RMS of the estimated factor scores in these simulations are quite large, 
the reason is as same as that of the first simulation which has been said before. 
Then we investigate the normality of the factor scores, similar to the first simu-
lation study, the Q-Q plots would be ploted to determine whether normality is 
tenable for the estimated factor scores. Again, the plots of a particular replica-
tion for n 二 500 were chosen to be shown on the following pages. It can be seen 
that a fairly straight diagonal line appeared on each plot, it meant that normality 
assumption is tenable in this case. 
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Q-Q plot of Factor Score(3) 
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Normality assumption is always tenable, then we take a look for its variance-
covariaiice matrix which are computed based on the estimated factor scores, six 
replications of each simulation study were presented in Table 3.15-3.17. 
. Table 3.15: The variance-covariance matrix of the estimated factor scores(n=100) 
Replication (3(1,1) 0(2，2) 0(3，3) (^ (1，2) 0(2,3) 
1st 1.074 0.658 0.786 0.622 0.686 0.437 
20th 0.841 0.890 0.702 0.672 0.528 0.526 
40th 0.981 0.820 0.722 0.704 0.630 0.531 
60th 0.931 0.644 1.150 0.566 0.760 0.508 
SOth 0.998 0.813 1.063 0.531 0.614 0.590 
lOOtli 1.037 0.806 0.772 0.679 0.586 0.434 
Table 3.16: The variance-covariance matrix of the estimated factor scores(n=300) 
Replication o(l，1) 0(2,2) 0(3,3) 0(1,2) 0(1.3) 6(2,3) 
1st 0.989 0.711 0.769 0.663 0.676 0.448 
20th 0.957 0.728 0.757 0.648 0.647 0.475 
40tli 1.023 0.836 0.829 0.808 0.762 0.514 
GOth 1.004 0.695 0.739 0.742 0.708 0.450 
SOth 1.226 0.813 0.868 0.879 0.884 0.559 
100th 0.910 0.673 0.789 0.628 0.607 0.451 
It can be seen that those variance-covariaiice matrices are quite close to those 
population values again, therefore, even the dimension of the factor loading matrix 
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Table 3.17: The variance-covariance matrix of the estimated factor scores(n=500) 
R e p l i c a t i o n 0(1,1) 0(2，2) 0(3,3) 0(1，3) 0(2，3) 
1st 0.989 0.711 0.769 0.663 0.676 0.448 
20th 0.957 0.728 0.757 0.648 0.647 0.475 
40th 1.023 0.836 0.829 0.808 0.762 0.514 
60th 1.004 0.695 0.739 0.742 0.708 0.450 
80th 1.226 0.813 0.868 0.879 0.884 0.559 
100th 0.910 0.673 0.789 0.628 0.607 0.451 
was extended, those factor scores estimates obtained via our proposed procedures 
still normally distributed as their population distribution. 
Lastly, we investigate whether those estimated factor scores are identically 
distributed. The variance-covariance matrices of the estimator of the factor scores 
were computed via equation(3.3), which would be in the form as follows: 
/ \ 
Cll Cl2 Cl3 
CO”( f�）二 C22 C23 (3 .5 ) 
V 己3 ) 
To see whether these variance-covariance matrices are close to each other, 
we can compute the variance of each elements in the variance-covariance matri-
ces. The mean and the variance of each element inside the variance-covariance 
matrices were presented in Table 3.18-3.20. 
40 
Table 3.18: The mean and the variance for each elements (n=100){xl0~'^) . 
Mean 
Replication CovjCii) Cov{C22) Cov (C33) Co^iCn) OovjCu) CoviGs) 
1st 1096 1267 1287 108 72 47 
20th 997 1046 1118 76 63 63 
40th 1076 956 1328 79 77 72 
60th 1200 1101 1350 92 111 49 
80th 884 1549 1488 110 103 79 
100th 898 1041 1322 72 ^ 32 
Variance 
1st 0.34 0,30 0.34 0.04 0.03 0.05 
20th 0.38 0.16 0.37 0.03 0.03 0.04 
40th 0.41 0.22 0.50 0.02 0.04 0.03 
60th 0.45 0.31 0.57 0.04 0.04 0.03 
80th 0.24 0.16 0.34 0.03 0.04 0.07 
lOOt/i 0.33 0.17 0.48 0.03 0.03 0.04 
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Table 3.19: The mean and the variance for each elements (n=300){xl0-'^) 
Mean 
Replication CovjCn) Ccw《22) CoviX^,^) CovjQu) Cov{ln) Cov{C2z) 
1st 1006 1076 1511 137 147 70 
2 m 995 1108 1394 129 113 77 
m h 1048 1184 1399 138 129 49 
mth 1044 1231 1105 155 112 44 
m h 891 1138 1269 122 97 77 
imth 1013 1407 1476 164 118 72 
Variance 
1st 0.08 0.07 0.15 0.03 0.04 0.04 
20th 0.08 0.09 0.16 0.03 0.03 0.04 
40th 0.08 0.12 0.14 0.03 0.04 0.04 
60th 0.09 0.13 0.11 0.03 0.03 0.04 
80th 0.08 0.10 0.13 0.02 0.03 0.04 
m t h 0.12 0.15 0.16 0.04 0.04 0.05 
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Tahlo 3.20: Thr mnu! and the ninunn: fur ciicfi "/"""'"/�(!1:厂“)1)八,U) ' j 
Mean 
Replication Cor'(Cii) CoiiQj-i) �'o"(Cr2) C� ' , (Cn) Cou((2： )^ 
‘ 1st 940 1203 1330 129 138 8G 
20t/i 995 1090 1431 152 133 85 
40th 1047 1155 1307 IGG 140 G1 
60th 1053 1134 1401 135 166 GS 
SOth 1077 1231 1469 1(38 113 86 
mth 925 1128 1204 141 120 67 
Variance 
1st 0.06 O.OS 0.10 0.03 0.03 0.05 
20th 0.06 0.07 O.il 0.03 0.03 0.04 
40th 0.07 0.09 O.il 0.03 0.03 0.04 
60th 0.07 0.08 0.11 0.03 0.04 0.04 
SOth 0.07 0.09 0.14 0.04 0.04 0.05 
lOOth 0.05 O.OS 0.09 0.03 0.03 0.03 
The variance of all the elements are very small, therefore, those estimated 
factors scores of 3-factors analysis model are also identically distributed. 
Accordingly, the results of these simulation studies are consistent. It had 
shown that the estimated factor scores obtained from joint Bayesian approach 
along with the Gibbs sampler would be normally and identically distributed as 
their population distribution. 
43 
Chapter 4 
An Alternative method for 
getting the parameter estimates 
in the LISREL Model 
4.1 Full LISREL model 
The full LISREL model is defined as follows. Consider random vectors r// 二 
("1, m, •..，”m) and = (<fi，• • •, in) of latent dependent and independent 
variables, respectively, and the following system of linear structural relations 
7/ - Br/ 4- re + C, (4.1) 
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where B(m x m) and T{m x n) are coefficient matrices and = ((i , (2, . . . , Cm) 
is a random vector of residuals (errors in equations, random disturbance terms). 
The elements of B represent direct effects of 77-variables on other variables 
and the elements of F represent direct effects of ^-variables on 77-variables. It is 
assumed that ( is uncorrelated with ^ and that I - B is non-singular. 
Vectors 77 and ^ are not observed, but instead vectors y/ 二 (yi, y2,…，Vp) 
and X/ 二（cci, :r2，. •.，Xg) are observed, such that 
y = Ayr/ + e, (4.2) 
and 
X 二 A x “ J, (4.3) 
where 6 and S are vectors of error terms (errors of measurement or measure-
specific components). These equations represent the multivariate regressions of 
y on 77 and of x on respectively. It is convenient to refer to y and x as the 
observed variables and 77 and ^ as the latent variables. The errors e and 6 are 
assumed to be uncorrelated between sets but may be correlated within sets. The 
assumption that e is uncorrelated with 5 can be relaxed. 
Ill summary, the full LISREL model is defined by the three equations, 
Structural Equation Model : 77 = B77 + r<f + C 
Measurement Model for y : y = AyT] + e 
IMeasurement Model for x : x 二 + S 
45 
with the assumptions, 
1. ( is uncorrelated with 
2. 6 is uncorrelated with rj 
3. S is uncorrelated with ^ 
4. C, e and S are mutually uncorrelated 
5. I — B is non-singular. 
4.2 Our proposed method 
The LISREL model we considered is the special case of the full LISREL model, 
that is B = 0 in (4.1). Both measurement models for y and x would not have 
any change, but the structural equation model would become 
Therefore, the LISREL model we considered would be in the form: 
Structural Equation Model : rj = + C 
Measurement Model for y : y = AyT] + e 
Measurement Model for x : x = Ax^ + S 
The errors e and 6 are uncorrelated between sets and within sets in this specific 
model, and all other assumptions are the same as the full LISREL model. 
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The factor analysis model that we considered in the previous chapter is in the 
form as follows: 
� �� � 
where = iV[0,屯5] and 少 i s a diagonal matrix. � 
Now we re-express our factor analysis model in the following form: 
/ \ r 1 / \ / \ 
y AO 7] e 
y* 二 之 = 1 + (4.4) 
� U i [ ” J � [ ' ) 
that is, equivaleiitly, 
y 二 k 77 + e 
^ 〜y I � 
X - A ^ + ^ (4.5) 
� � 
which are similar to the measurement models of the LISREL model. For those 
estimates in the above equation, we found that the estimates A^ and A^ are 
equivalent to A in the factor analysis model which can be obtained from the 
previous Bayesian approach algorithm; the variance-covariance matrices of € and 
S，0, and ©5 respectively, those are equivalent to the variance-covariance matrix � 
of (5* ,屯*，in the factor analysis model, so their estimates were also obtained � � 
( \ 
V 
from the previous algorithm. Moreover， is equivalent to the factor scores 
u ； ^ 
in the factor analysis model, hence, those estimates § a n d � c a n also be obtained 
from the previous algorithm simultaneously. That means, all the estimates in 
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equation(4.5) were indeed able to be obtained from the factor analysis model 
with the Bayesian approach algorithm. 
Now we look at the structural equation 
• 7； 二 r � （4.6) 
� r^ � 
We have not obtained the estimates F from the factor analysis model, but as we 
have the estimates fj and thus we can treat equation(4.6) as a simple regression 
equation, where rj is the dependent variable and f is the independent variable, 
then the estimates f � c a n be obtained as it would be the estimated coefficients 
from this simple regression model. Furthermore, C will also be obtained as the 
residuals simultaneously through this simple regression method and so as the 
estimates of its variance-covariance matrix, 
Therefore, all the estimates in this LISREL model can be obtained via the 
LISREL package, actually can also be obtained from the factor analysis with 
the use of simple regression method. In other words, we had proposed an al-
ternative method, which is rather simple and easy-implemented, for obtaining 
those estimates in the LISREL model, and the performance of those estimates 
via our proposed method would be investigated through simulation studies and 
the results were reported in the following section. 
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4.3 Simulation Studies 
x-v v-s 
Since the estimates A , A , and are just the structural unknown 
�y 
parameters in the previous factor analysis model, and the performance of those 
estimates had been reported in the Chapter 3, which are fairly close to the true 
population values, so the performance of those estimates will not be investigated 
again in this section. In this section, we will mainly investigate the performance 
of the estimates f and which will be obtained from our proposed method. 
For estimating E and we only need to have fj and or equivalently, the 
estimates of the factor scores, { C*}- Therefore, the simulation studies here will 
be an extension of those simulation studies in Chapter 3, the estimated factor 
scores obtained will be used in the simple regression model hence the estimates 
r and can be obtained. 
4.3.1 The 1st Simulation Study 
As said before that the simulation study here will be an extension of those in 
the previous chapter, so all the settings in here are the same. The factor analysis 
model is: 
y* - AC + (4.7) 
� �� � 
where y* is a 6 x 1 observed random vector, A is a 6 x 2 factor loading matrix, 
C* is a 2 X 1 vector of factor scores and 5* is a. 6 x 1 random vector of error 
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measurements. 
Re-express equation(4.7) in terms of LISREL model as follows: 
V 二 A 7/ + e 
^ 〜y � 
x = + (4.8) 
〜 〜工 〜 
where y and x are 3 x 1 observed random vectors, r] and ^ are random vectors of � � 
latent variables, A is a 3 x 1 vector of coefficients of the regression of ^ on 77 and 
� y 
八 is a 3 X 1 vector of coefficients of the regression of x on 
�cc � 
Then regression o£ rj on was taken place, that is, 
巧 = r f + C 
The mean and standard deviation of the estimates T and G�based on 100 
replications, which obtained from the above regression model and from the LIS-
REL package were reported in Table(4.1) on the following page. 
From the table, it can be seen that those estimates obtained from our proposed 
method are fairly close to those obtained from the LISREL package. Furthermore, 
all the standard deviations of the estimates obtained from our proposed method 
are smaller than those of the estimates obtained from the LISREL package. 
4.3.2 The 3rd Simulation Study 
As the results in the 2nd simulation study are very similar to that of the 1st 
simulation study, therefore, we skip it in this section, and we will go forward to 
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Table 4.1: The mean and standard deviation of the estimates from the regression 
method(REG) and the LISREL package(LISREL) 
REG LISREL 
7 ec 7 Qc 
n 二 100 Mean 0.658 0.461 0.675 0.472 
S.D. 0.224 0.160 0.247 0.233 
n 二 300 Mean 0.901 0.493 0.855 0.526 
� S . D . 0.334 0.274 0.335 0.373 
n 二 500 Mean 0.803 0.391 0.742 0.489 
S.D. 0.267 0.226 0.274 0.286 
the 3rd simulation study. Similar to the 1st simulation study, this simulation 
study is an extension of the 3rd simulation study in Chapter 3, all the settings 
are the same. 
The factor analysis model is: 
y* = + (4.9) 
� �� � 
where y* is a 9 x 1 observed random vector, A is a 9 x 3 factor loading matrix, 
C* is a 3 X 1 vector of factor scores and is a 9 x 1 random vector of error � 
measurements. 
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Re-express equation(4.9) in terms of LISREL model as follows: 
V = A ?7 + e 
� 〜y � 
x = A e + (4.10) 
� � X � \ , 
where y and x are 3 x 1 and 6 x 1 respectively observed random vectors, rj is a � � 
random vector of latent variable and ^ is a 2 x 1 random vector of latent variables, 
A is a 3 X 1 vector of coefficients of the regression of y on 77 and A is a 6 x 2 � y � � I 
matrix of coefficients of the regression of x on 
^ � 
Again, regression力f f] on ^ was taken place, the regression model is, 
疗 t C 
The estimates f and would be obtained as the estimated coefficient and 
the residuals respectively from the above regression model, together with the 
estimates obtained from the LISREL package, were reported in Table 4.2 in the 
following page. 
Analogous to the previous simulation results, the estimates F and obtained 
from our proposed method once again were fairly close to the estimates obtained 
from the LISREL package, moreover, all the standard deviations of the estimates 
obtained from our proposed method are smaller than those of the estimates ob-
tained from the LISREL package. 
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Table 4.2: The mean and standard deviation of the estimates from the regression 
jnethod(REG) and the LISREL package(LISREL) 
REG LISREL 
7(1) 7(2) 7(1) 7(2) 
n 二 100 Mean 0.602 0.447 0.296 0.648 0.409 0.266 
S.D. 0.117 0.108 0.087 0.182 0.170 0.152 
n = 300 Mean 0.637 0.447 0.252 0.649 0.402 0.288 
S.D. 0.080 0.073 0.067 0.128 0.107 0.128 
n - 500 Mean 0.628 0.461 0.241 0.622 0.421 0.306 
S.D. 0.068 0.070 0.060 0.104 0.086 0.112 
4.4 Conclusion 
In this thesis, the basic idea in computing the Bayesian estimates is to treat 
the factor scores as missing data. Then, the efficient algorithm that based on the 
Gibbs sampler can be applied by augmenting the observed data with the latent 
factor scores. 
The performance of the Bayesian estimates of the structural parameters had 
been investigated in Lee k Shi(1998), and the results were satisfactory, this thesis 
is kind of an extension of the previous paper. We had investigated the perfor-
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maiice of the Bayesian estimates of the factor scores through several simulation 
studies, it can be concluded that the variance-covariance matrix of the estimated 
factor scores are normally distributed as their population distribution, N[0, 
moreover, the estimated factor scores are identically distributed. 
It had been shown that the confirmatory factor analysis model can be ex-
pressed in the form of a specific LISREL model, and then by using the simple 
regression method on the estimated factor scores, we could obtain all the parame-
ters estimates of the LISREL model. The estimates obtained from this alternative 
method had beed compared with those computed from the LISREL package, it 
had been found that the difference between these two estimates are negligible, 
in addition that the standard deviations of the estimates obtained from our pro-
posed method are smaller than those of that obtained from the LISREL package. 
Therefore, it is reliable to use our proposed method to obtain the estimates of 
the parameters in the LISREL model. 
It can be seen that the conditional distributions, (2.2) and (2.9), required by 
the Gibbs sampler are very simple, and the convergence rate of the algorithm us-
ing the Gibbs sampler is quite rapid, thus it is easy for us to obtained the Bayesian 
estimates in the factor analysis model. Once the estimates of the structural pa-
rameters and the factor scores in the factor analysis model are obtained, what do 
we need to do is just applying the simple linear regression method, then all the 
estimates of the parameters in the LISREL model can be obtained. Therefore, 
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fore, it is rather simple and easy-implemented to use our proposed alternative 
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