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Kurzfassung
Das Double Chooz Experiment ist ein Reaktorantineutrinoexperiment in Chooz, einem Dorf
in den Ardennen im Norden Frankreichs nahe der belgischen Grenze. Das Ziel des Experi-
ments ist die Bestimmung des leptonischen Mischungswinkel θ13. Dazu wird der Antineutri-
nofluß von zwei identischen Detektoren in unterschiedlichen Abständen zu den beiden Reak-
torkernen, die als Neutrinoquelle dienen, in einem sogenannten “disappearance” Experiment
gemessen. Double Chooz ist ein Präzisionsexperiment, daher sollen die systematischen Un-
sicherheiten die durch Untergrundereignisse und Detektoreigenschaften entstehen, minimiert
werden. Der Detektor und alle elektronischen Komponenten wurden mit diesem Ziel entwick-
elt und gebaut.
Der erste Teil dieser Doktorarbeit beschreibt das Trigger- und Timing-System des Double
Chooz Experiments. Das Triggersystem steuert die Datennahme des Detektors. Es überwacht
kontinuierlich die Signale von den Photomultipliern (PMTs) des Detektors. Diese Signale
werden zum einen für Gruppen von PMTs (Gruppen-Signal) und zum anderen für alle PMTs
(Summen-Signal) aufsummiert. Die Gruppen-Signale bilden die Eingangssignale des Trig-
gersystems. Sie werden von einer Schwelle diskriminiert woraus sich eine Multiplizitätsbe-
dingung von aktiven Gruppen-Signal-Diskriminatoren ergibt. Das Summen-Signal wird von
vier Schwellen diskriminiert. Die Standardeinstellung für die Triggerlogik des Double Chooz
Experiments basiert auf einer Kombination der Summenschwelllen und der Multiplizitätsbe-
dingung. Zusätzlich stellt das Triggersystem ein allgemeines Zeitsignal für alle Komponenten
der Datennahme sowie eine Online-Ereignisklassifizierung, welche eine online Reduzierung des
Datenvolumen ermöglicht, zur Verfügung. Das Triggersystem wurde im Jahr 2011 installiert
und in Betrieb genommen. In dieser Doktorarbeit werden die Inbetriebnahme und die Per-
fomanz des Triggersystems präsentiert. Zudem werden die Entwicklung und Tests möglicher
Verbesserungen des Triggersystems präsentiert und diskutiert.
Im zweiten Teil wird eine komplementäre Neutrinooszillations-Analyse, basierent auf Neu-
troneinfängen an Wasserstoff eingeführt. Diese Analyse erlaubt es, im Vergleich zur Stan-
dardmethode, ein dreimal so großes fiduzielles Volumen zu verwenden. Durch dieses unter-
schiedliche fiduzielle Volumen sind die systematischen Unsicherheiten der Untergrundereignis-
bestimmung teilweise unabhängig von denen der Standardmethode. Aus diesem Grund ist
die vorgestellte Analyse eine erste teilweise unabhängige Überprüfung der neuesten Messun-
gen von sin2(2θ13). Die presentierte Analyse ergibt einen Wert von sin2(2θ13) = 0.097 ±
0.034 (stat.) ± 0.034 (syst.) welches in guter Übereinstimmung zu den weiteren Messungen
anderer Experimente von sin2(2θ13), die im Jahr 2012 veröffentlicht wurden, steht.
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Abstract
The Double Chooz experiment is a reactor antineutrino experiment located at Chooz, a small
town in the Ardennes region in the north of France close to the Belgium border. The aim of
the experiment is to measure the leptonic mixing angle θ13. The antineutrino flux is measured
by two identical detectors at different distances from the reactor cores used as neutrino source,
in a so called “disappearance” experiment. Double Chooz is a precision experiment because
previous experiments indicated a small value of θ13. Therefore, the systematic uncertainties
introduced by background events and detector related components have to be as small as
possible. The detector and all electronic components have been designed accordingly.
The first part of this thesis describes the trigger and timing system of the Double Chooz ex-
periment. This system triggers the data acquisition of the detector. It continuously monitors
the signals of the photomultiplier tubes (PMTs) of the detector. These signals are summed
for groups of PMTs (group signal) and for all PMTs (sum signal). The group signals are the
input signals to the trigger system. They are discriminated by one threshold resulting in a
multiplicity condition on the number of active group signal discriminators. The sum signal
is discriminated by four thresholds. The default trigger configuration for the Double Chooz
experiment is based on a combination on the sum signal discriminators and the multiplicity
condition. In addition, the trigger system provides a common clock signal for all data acqui-
sition components and an online event classification to allow an online data reduction. The
trigger system was installed and commissioned in 2011. In this thesis the commissioning of
the trigger system and its performance is presented. Furthermore the development and tests
of possible improvements for the trigger system are presented and discussed.
The second part of this thesis introduces a complementary neutrino oscillation analysis with
the Double Chooz experiment based on neutron captures by Hydrogen. This analysis al-
lows to use a three times larger fiducial volume compared to the standard analysis based
on neutron captures by Gadolinium. Due to the different fiducial volume, systematic uncer-
tainties related to background estimations are partly independent from the standard anal-
ysis. Therefore, the analysis provides a partly independent crosscheck of the recent analy-
ses results of the measurement of sin2(2θ13). The presented analysis results in a value of
sin2(2θ13) = 0.097 ± 0.034 (stat.) ± 0.034 (syst.) which is in good agreement with all the
other measurements of sin2(2θ13) presented in 2012.
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Glossary
The following table summarizes all used acronyms in this manuscript.
Experiment and Detector:
DC Double Chooz
FD, ND far detector, near detector
ID inner detecor
IV inner veto
OV outer veto
GC gamma catcher
IDLI inner detector light injection system
IVLI inner veto light injection system
PMT photomultiplier tube
HV high voltage (supply)
Data Acquisition:
DAQ data acquisition (system)
ν-DAQ DAQ which stores the ID and IV PMT signals on disk
FADC Flash/ Fast Analog to Digital Converter
ν-FADC FADC which record the waveforms of all PMTs (ID + IV)
µ-FADC dedicated FADC which record muon like events (1/3 of ID PMTs)
FEE front end electronics
Trigger System:
TB trigger board
TMB trigger master board
ISS input status synchronization
TLU trigger logic unit
CAM content addressable memory
FIFO first in first out memory
IS input status
IRC input rate counter
TDC time difference counter
IVMPR inner veto muon pattern recognition
Trigger System Outputs:
Clk clock signal
INH inhibit signal
TA trigger acknowledge
TR1/ TR2 trigger signal (1/2)
ix
Glossary
EvNo event number
TW trigger word
Commissioning:
LY light yield (scintillator)
PY photo electron yield
PC photo coverage
PE photo electron
SPE single photo electron
S average photo detection efficiency (PMT)
gPMT average gain of PMTs
gstr average gain of FEE stretcher circuit
FWHM full width half maximum
LN light noise
UPS uninterruptible power supply
DUQ digital unit of charge (arbitrary)
ROP4 read out processor 4 (controls trigger VME crate)
Oscillation Analyses:
CT common trunk
MC Monte Carlo simulation
IBD inverse beta decay
Gd/ H Gadolinium/ Hydrogen
n-Gd/ n-H neutron capture by Gd/ H
EDF Électricité de France
DOGS Double Chooz Offline Group Software
RoSS Read-out Simulation Software
FN fast neutron
SM stopping muon
Table 0.1.: List of acronyms used in this manuscript.
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Chapter 1
Introduction
The work and the results presented in this thesis were carried out and determined in the
context of the Double Chooz experiment. Double Chooz is a reactor antineutrino experiment
located at Chooz, a small town in the Ardennes region in the north of France close to the
Belgium border. The aim of the experiment is to measure the leptonic mixing angle θ13. θ13
was one of the last unknown parameters of the UPMNS matrix, which describes the mixing
amplitude between the flavor and mass eigenstates of neutrinos in the standard model of
particle physics. This mixing leads to a phenomenon called neutrino oscillation. A new
generation of reactor antineutrino experiments such as Daya Bay [25, 26], Double Chooz
[4, 5] and Reno [28] measured a non zero value for θ13 recently. All of these experiments were
designed to achieve a most possible sensitivity to θ13. Previous experiments (e.g. the CHOOZ
experiment [3]) could only give an upper limit which indicated a rather small value. A brief
theoretical description of the current knowledge of neutrino oscillation physics is described in
chapter 2.
The Double Chooz experiment consists of two identical detectors which are located at different
distances to the reactor cores of the CHOOZ-B nuclear power plant. The far detector measures
the oscillated neutrino flux at a distance of about 1.05 km while the near detector measures
the unoscillated neutrino flux at a distance of about 400 m to the reactor cores. The Double
Chooz experiment is taking data with the far detector since April 2011. A detailed description
of the current experimental setup and the Double Chooz detectors is given in chapter 3.
This thesis can be separated into two parts based on the work and efforts of the author
within the Double Chooz experiment. The first part deals with the trigger system of the
Double Chooz detectors. The trigger system triggers the data acquisition (DAQ) based on
the analog signals of the photomultiplier tubes in the detector. The signals are discriminated
by one threshold on each input signal and four thresholds on the sum signal (of all inputs).
The default configuration for the Double Chooz experiment is based on a combination of the
sum discriminator status and a multiplicity condition based on the number of active input
signals (multiplicity). Further, the trigger system distributes a common clock signal to all
components of the DAQ to guarantee a synchronous read out of the Double Chooz detectors.
In chapter 4 a general description of the hardware of the trigger system is given. The setup and
configuration for the Double Chooz experiment is presented in chapter 5. The commissioning
and performance of the trigger system is described in chapter 6. To conclude the first part of
this thesis chapter 7 introduces possible upgrades of the trigger system. Further, it describes
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the first results of an analysis of tests and performance studies with the upgraded trigger
system. Note that parts of the chapters 4, 5, 6 have been published in [13]. I hereby declare
that all work shown and any results presented were done by me (or at least I was deeply
involved), unless stated otherwise. There have been minor modifications to the mentioned
chapters in order to fit them into the context of this thesis. Note that in particular the
contents of chapter 6 have been extended with respect to the contents published in [13].
The second part of this thesis deals with a new oscillation analysis of the Double Chooz
experiment which is complementary to the standard oscillation analyses of the new generation
reactor antineutrino experiments. For this, the general oscillation analysis of the Double
Chooz experiment is introduced in chapter 8. Like the other recent reactor antineutrino
experiments Double Chooz uses the inverse beta decay (νe +p → e+ +n) to detect neutrinos.
The resulting signature is a delayed coincidence of a prompt positron annihilation and a
delayed capture of a neutron. The complementary oscillation analysis uses neutron captures
by Hydrogen instead of Gadolinium and is presented in chapter 9. Here a focus is given to
the neutrino candidate selection and the determination of the neutron detection efficiency.
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Chapter 2
Neutrino Oscillation Physics
This chapter gives a brief summary of the current knowledge on neutrino oscillation physics.
After a short introduction of the neutrinos and their main properties in section 2.1 the theoret-
ical formalism of describing neutrino oscillations is introduced in section 2.2. In this context
the oscillation probability of electron antineutrinos as measured with the Double Chooz ex-
periment (cf. chapter 3) is derived from this theoretical formalism. In section 2.3 a summary
of the current results on the oscillation parameters is given.
2.1. Overview
In the standard model of particle physics neutrinos belong to the leptons. There are three
charged leptons: electron (e), muon (µ) and the tau lepton (τ). To each of this particles
exists an uncharged “partner”, a neutrino: νe, νµ and ντ .
Neutrinos only interact via the weak force (and gravity) which makes it difficult to detect
them. In fact the first proof of the electron neutrino (νe) succeeded by C. Cowan and F.
Reines in 1956 [32]. The proof of the other neutrinos νµ and ντ succeeded even later in 1962
and 2000, respectively [56].
During the last twenty years several experiments found compelling evidence that neutrinos
can change their sort (flavor) during their propagation through space. The most prominent
phenomenon in this context is the so called solar neutrino deficit which can be explained by
neutrino oscillations (cf. section 2.3.2). The fact that neutrino oscillation exists implies that
neutrinos have masses. The neutrino masses have to be very small as claimed by measurements
of the cosmological radiation and other cosmological parameters (∑i mi < 0.7 eV [56]).
2.2. Neutrino Oscillation Formalism
For weak interactions neutrinos are described by three flavor eigenstates να (α = e, µ, τ).
The propagation of neutrinos in space is described by the mass eigenstates νi (i = 1, 2,
3) which are the solutions of the free Schrödinger equation. The mass eigenstates do not
match directly the flavor eigenstates. Instead each flavor eigenstate is a superposition of mass
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eigenstates [54, 55]:
|να〉 =
∑
i
U∗αi|νi〉 (2.1)
The mixing amplitude between the flavor and mass eigenstates is described by the unitary
Pontecorvo-Maki-Nakagawa-Sakata (UPMNS) matrix [2].
UPMNS =
 c13c12 c13s12 s13e−iδ−s12c23 − c12s23s13eiδ c23c12 − s12s23s13eiδ c13s23
s12s23 − c23c12s13eiδ −c12s23 − s12c23s13eiδ c23c13
× diag(eiα1/2, eiα2/2, 1)
(2.2)
with sij = sin θij and cij = cos θij (i, j = 1, 2, 3). θij denotes the leptonic mixing angles and δ
a CP-violating phase. The second diagonal matrix diag(eiα1/2, eiα2/2, 1) is added to account
for the possibility that neutrinos could be majorana particles (νi = νi) which is not known
yet [54, 55]. A further parameterization of UPMNS can be done as following [2]:
UPMNS =
1 c23 s23
−s23 c23
×
 c13 s13e−iδ1
−s13eiδ c13
×
 c12 s12−s12 c12
1
 (2.3)
separating the mixing angles in three rotation matrices. With this parameterization the su-
perposition of each flavor eigenstate using the rotation matrices associated to each mixing
angle becomes more descriptive (cf. figure 2.1).
Figure 2.1.: Schematical illustration of the superposition of a flavor eigenstate. The three
rotation matrices of equation 2.3 are applied sequentially from left to right, be-
ginning with the mass eigenstates ν1 to ν3 (blue). The application of M12 results
in the first intermediate basis (red), M13 is applied next with δ = 0 resulting in
the green vectors and the application of matrix M23 gives the weak eigenbasis
(black). The angles are approximately realistic [61].
As it will be described in the following chapter the Double Chooz experiment measures the
electron antineutrino flux in a certain distance from a nuclear reactor core (cf. chapter 3).
In order to measure θ13 the probability to find an electron antineutrino in its initial flavor
eigenstate at a certain distance is of interest.
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Utilizing the Schrödinger equation the time evolution of a flavor eigenstate can be expressed
as:
|να(t)〉 =
∑
i
U∗αi|νi(0)〉e−iEit (2.4)
where Ei denotes the energy of the i-th neutrino and t the time. Assuming ultrarelativistic
neutrinos (c = 1), thus the time can be substituted by the travel distance L, the probability
to detect an electron antineutrino at a distance L from the reactor core is given by Pνe→νe =
|〈νe(0)|νe(L)〉|2. Utilizing equation 2.4 for normal mass hierarchy (m1 ≤ m2 ≤ m3), Pνe→νe
is given by [2]:
Pνe→νe = 1− 4 sin2 θ13 cos2 θ13 sin2
(
∆m231L
4E
)
cos4 θ13 sin2 (2θ12) sin2
(
∆m221L
4E
)
+ 2 sin2 θ13 cos2 θ13 sin2 θ12
(
cos
(
∆m231L
2E −
∆m221L
2E
)
− cos
(
∆m231L
2E
)) (2.5)
The term Ei =
√
p2 + m2i from equation 2.4 was Taylor expanded and substituted by:
Ei ≈ p + m
2
i
2p ≈ E +
m2i
2E (2.6)
The quadrature of the mass difference ∆m221 is significantly smaller than ∆m231 (α =
∆m221
∆m231
≈
0.03 [55]), thus equation 2.5 can be further simplified for small values of the L/E ratio in the
order of O(1) kmMeV . Taken into account only terms up to second order of sin (2θ13) the survival
probability of the electron antineutrinos at the Double Chooz experiment reads as quoted in
equation 3.1.
2.3. Neutrino Oscillation Parameters
This section covers the currently best results of the free parameters of the unitary UPMNS
matrix. For details on the corresponding experiment and analysis the reader is referred to
the given references in this section.
2.3.1. θ23 and ∆m232
The so called “atmospheric parameters” are dominated by νµ → ντ transitions. The main
contributions to the currently best values come from the Super-Kamiokande and the MINOS
experiment. The MINOS collaboration published a combined analysis of all available data in
2012. The best fit values yield [34] (cf. figure 2.2):
sin2(2θ23) = 0.957+0.035−0.036 |∆m232| = (2.39+0.09−0.10) · 10−3 eV2. (2.7)
While the absolute value of |∆m232| is determined to a relative precision of ≈ 4% the sign of
∆m232, thus the hierarchy of neutrino masses is still unknown. So far all experiments are not
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directly sensitive to the sign of ∆m232 [33] and the mass hierarchy remains as open question
for future experiments. Furthermore it is still unknown if θ23 is equal to the maximum mixing
angle of pi4 [33] i.e. the sign of θ23 -
pi
4 is unknown. So far the maximum mixing angle hypothesis
is excluded at a level of 1.7 - 2.0 σ [33].
Figure 2.2.: Results on θ23 and ∆m232 determined by the MINOS collaboration. This figure
shows the 90% confidence level contours for the neutrino oscillation parameters
obtained by MINOS and other experiments. The black line shows the combined
analysis of the MINOS beam and atmospheric neutrino data. The best fit point
for the MINOS combined analysis is quoted in equation 2.7. The red line shows
the analysis of MINOS beam data only. These results are compared to the mea-
surements from Super-Kamiokande (blue) and T2K (green). The plot is taken
from [34].
2.3.2. θ12 and ∆m221
The so called “solar parameters” describe νe → νµ oscillations. A hint for this oscillation
channel was given by various solar neutrino experiments. All these experiments measured the
electron neutrino flux of the sun and compared the outcome to the predicted neutrino flux
according to the standard model of the sun (SSM) and found a deficit of electron neutrinos at
the earth. As quoted in section 2.1 the solar neutrino deficit had been an unsolved problem
for years. The first experiment which could solve this problem was the SNO experiment [36].
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SNO showed that the deficit can be explained by νe → νµ,τ oscillations. Note that in order
to explain the reduced electron neutrino flux on the earth the Mikheyev-Smirnov-Wolfenstein
(MSW) effect [38] has to be taken into account. This effect describes the interaction of the
neutrinos in matter (here in the sun) which leads to a non negligible effect [36].
The reactor neutrino experiment KamLAND [37] also analyzed the νe → νµ oscillation chan-
nel. The found results are in agreement with the results found by the solar neutrino exper-
iments (cf. figure 2.3). A global fit including all recent results of all relevant experiments
yields [33]:
sin2(θ12) = 0.30± 0.013 ∆m221 = (7.50± 0.185) · 10−5 eV2. (2.8)
Figure 2.3.: Comparison of the results on θ12 and ∆m221 found for the combined solar neutrino
experiment data set and the KamLAND experiment. Plot taken from [37].
2.3.3. θ13 and δCP
θ13 was the last unknown parameter of the UPMNS matrix. Before 2012 there was just an
upper limit given for sin2(2θ13) involving data of various experiments for example the CHOOZ
experiment [3]. All these former results suggested a small value for sin2(2θ13) such a special
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focus of all new generation neutrino experiments was given to achieve a maximal sensitivity.
The well constrained value for |∆m231| (cf. section 2.3.1) implies that reactor antineutrino
experiments with L/E ratios in the order of O(1) kmMeV can provide a clean measurement of
sin2(2θ13) (cf. section 3.1). In addition to the reactor antineutrino experiments Daya Bay
[25], RENO [28], and Double Chooz [4, 5] a measurement of sin2(2θ13) is also possible with
long baseline νµ beam experiments such as LBL MINOS [35] and T2K [39]. All recent results
of the mentioned experiments are in well agreement (cf. figure 9.1a) and the currently best
value is given by the Daya Bay experiment [26]:
sin2(2θ13) = 0.089 ± 0.010 (stat.) ± 0.005 syst. (2.9)
using |∆m231| = 2.32 · 10−3 eV2.
The CP violating phase δCP is fully unknown so far [33] and its determination will be on the
agenda for future neutrino experiments.
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Chapter 3
The Double Chooz Experiment
This chapter discusses the Double Chooz experiment in its current state. After a short
overview (section 3.1) the detector design will be discussed in detail in section 3.2. Section
3.3 introduces the calibration systems used for both, detector calibration and determination
of the neutrino detection efficiencies (cf. section 9.3). The data acquisition systems are
described in section 3.4 in detail. Even though the trigger and timing system is crucial for
the data acquisition of the Double Chooz experiment it will be treated as a “black box” in
this chapter. A detailed technical description of the system and its components can be found
in chapter 4. Its current setup and implemented logic for the Double Chooz experiment will
be presented in chapter 5
3.1. Overview
The Double Chooz experiment is a reactor antineutrino experiment located at Chooz, a small
town in the Ardennes region in the north of France close to the Belgium border. The aim of
the experiment is to measure the leptonic mixing angle θ13. For this, the oscillated flux of
electron antineutrinos produced from the reactor cores of the nuclear power plant CHOOZ-
B is measured at a baseline of 1.05 km (far detector). The unoscillated neutrino flux will
be measured at a baseline of 0.4 km (near detector). The near detector is currently under
construction and is supposed to start data taking in the begin of 2014.
The probability of an electron antineutrino to remain in its original flavor eigenstate is given
by [2, p.19]:
Pνe→νe ' 1− sin2 (2θ13) sin2
(
∆m231L
4E
)
+ α2 cos4 θ13 sin2 (2θ12)
(
∆m231L
4E
)2
with α = ∆m
2
21
∆m231
, L = baseline [km], E = νe energy [MeV]
(3.1)
Figure 3.2 shows the survival probability of an electron antineutrino as function of the distance
and energy according to equation 3.1. The oscillation parameters used to plot the survival
probability are taken from a global fit analysis presented in [33]: sin2θ12 = 0.30, sin2θ13 =
0.023, ∆m221 = 7.5·10−5 eV2 and ∆m221 = 2.47·10−3 eV2. Note, that the oscillation amplitudes
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Figure 3.1.: The Chooz-B nuclear power plant site. Also shown are the approximate positions
of the far detector (1.05 km distance from the reactor cores) and the near detector
(0.4 km distance from the reactor cores) of the Double Chooz experiment. Note,
that the near detector is currently under construction. Plot is taken from [97].
depend on the mixing angle values while the period depends on the corresponding mass
differences.
For reactor neutrino experiments like Double Chooz and thus small L/E ratios of the order
of O(1) kmMeV the disappearance probability = 1 - Pνe→νe is dominated by θ13 (cf. figure 3.2).
The far detector of the Double Chooz experiment uses the existing underground hall that
also housed its precursor, the CHOOZ experiment [3]. The underground hall is close to the
first oscillation minimum as shown in figure 3.2. The far detector has an overburden of 300
m.w.e. (meters of water equivalent) of rock, reducing the muon rate and thus muon induced
backgrounds for the measurement of neutrinos. Due to the short baselines the measurement
is not affected by matter effects. Further the disappearance probability for electron antineu-
trinos is independent of the CP violating phase (cf. equation 3.1). Even though there is
a weak dependence on θ12 (cf. figure 3.2) the Double Chooz experiment provides a clean
measurement of the leptonic mixing angle θ13.
In order to improve the sensitivity of the previous CHOOZ experiment, several improvements
of the experimental setup have been envisaged. These improvements are listed below:
• reduction of systematic uncertainties: The sensitivity of the CHOOZ experiment
suffered from uncertainties on the predicted neutrino rate based on the reactor core
simulations [3, p. 368, Table 10.]. For the Double Chooz experiment a second, identical,
detector will be installed at a distance of 400 m to the center of the reactor cores
to measure the non-oscillated neutrino flux. This will dramatically reduce the errors
12
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Figure 3.2.: Survival probability of an electron antineutrino according to equation 3.1 as func-
tion of the ratio of distance L (km) and energy E (MeV). The blue arrows denote
the positions of the near and far detector, respectively. The oscillation param-
eters used to plot the survival probability are: sin2θ12 = 0.30, sin2θ13 = 0.023,
∆m221 = 7.5 · 10−5 eV2, ∆m221 = 2.47 · 10−3 eV2 and a neutrino energy of 3 MeV.
Illustration is taken from [62].
on of the total neutrino rate which is currently one of the biggest uncertainties of
the published results of the Double Chooz experiment with the far detector only [4,
5]. Having two identical detectors also reduces the systematic uncertainties related to
detection efficiency and target mass.
• lower background rates: A special focus of the detector design was given to reduce
both uncorrelated and correlated backgrounds and their impact on the total systematic
uncertainty. This will be described in section 3.2.
3.1.1. Neutrino Source
Nuclear reactors are strong sources of electron antineutrinos. The Chooz-B nuclear power
plant consists of two pressurized water reactors (PWR) with a maximal thermal power of
4.27 GW each. Antineutrinos are produced by the beta-decay of fission fragments inside the
reactor cores (cf. figure 3.3).
The average composition for the Chooz-B reactors is 55.6 % 235U, 32.6 % 239Pu, 7.1 % 238U
and 4.7 % 241Pu [24] leading to an expected electron antineutrino production rate of about
8 · 1020 antineutrinos per second [2].
Without a running near detector an understanding of the time variation of the electron
antineutrino flux is crucial for the Double Chooz experiment. In section 8.2 the estimation
of the expected energy spectrum of the electron antineutrino based on the thermal power
history of the reactor and the reactor fuel composition is described briefly.
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Figure 3.3.: Neutron induced fission of a 235U atom. The 235U atom breaks up into two
unstable atoms and neutrons inducing a chain reaction of more fissions. The
decay of the unstable daughter atoms produces electron antineutrinos. Plot taken
from [80].
3.1.2. Neutrino Detection
All recent reactor neutrino experiments use the inverse beta-decay to detect neutrinos. The
delayed coincidence signal of the inverse beta-decay has already been used by Reines and
Cowan to detect neutrinos back in 1956 [31]. The electron antineutrinos interact with hydro-
gen inside the detector volumes by the reaction:
νe + p → e+ + n (3.2)
The signature inside the detector is a delayed coincidence of a prompt positron followed
by a delayed neutron capture. The positron annihilates with an electron inside the detector
leading to a characteristic energy deposition of 2 me plus the kinetic energy of the antineutrino
(cf. section 8.1). This is the so called prompt signal of the delayed coincidence signal. The
ejected neutron will thermalise before being captured by either Hydrogen (H) or a Gadolinium
(Gd) nucleus, producing a characteristic energy deposition of 2.2 MeV or 8 MeV respectively
[4, 5]. The neutron capture is the delayed signal. For the delay of the neutron capture
the characteristic time constants depend on the neutron capture cross-section and neutron
thermalization properties of the particular scintillator. For the Double Chooz Experiment
this is about 30 µs in the target vessel (cf. section 3.2.1) and 200 µs for the gamma catcher
vessel (cf. section 3.2.2) where no Gd is added.
Recent reactor neutrino experiments all focus on using captures by Gd [4, 5, 28, 25] for their
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Figure 3.4.: Schematical illustration of the neutrino detection. A electron antineutrino in-
teracts with hydrogen inside the detector. The neutrino signal signature is a
coincidence of the annihilation of the positron (prompt signal) and the capture
of the neutron (delayed signal). Illustration taken from [66].
publications due to the following advantages:
• high cross-section for neutron captures and therefore a small neutron capture time
constant. This aids in background rejection e.g. in comparison to captures by hydrogen
which requires a larger coincidence time window.
• the energy deposition related to captures by Gd is well above the natural radioactivity,
which does not extend above 2.6 MeV (208Ti). This allows to suppress uncorrelated
backgrounds.
However parts of this thesis deal with a new complementary analysis, carried out within the
Double Chooz collaboration using neutron captures by hydrogen for the neutrino oscillation
analysis (cf. chapter 9). This provide a good cross-check for all Gd based oscillation analyses
published so far.
3.2. The Double Chooz Detector
In the final setup the Double Chooz experiment will consist of two detectors, made as identical
as possible. The far detector (FD) has been built between 2009 and 2010 and is taking regular
data since April 2011. The FD is located at a distance of 1.05 km from the center of the two
reactor cores of the Chooz-B nuclear power plant. The FD has an overburden of 300 m.w.e.
of rock. The near detector (ND) will be placed at a distance of 0.4 km from the center of the
reactor cores. It will have an overburden of about 120 m.w.e.. Currently the underground
hall for the ND is under construction and is expected to be completed at the end of 2013.
The design of the detectors has been inspired by the previous CHOOZ experiment [3] and
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consists of multiple layers in order to reduce backgrounds e.g. from radioactivity of the
surrounding rock or the cathodes of the photomultiplier tubes (PMTs). The detector design
is illustrated in figure 3.5.
steel shield
outer veto
inner veto (78 PMTs)
buffer (390 PMTs) 
gamma catcher
target
glove box
Figure 3.5.: Schematical illustration of the design of the Double Chooz detectors. Note, that
only the lower layer of the outer veto is shown. From [104] with small modifica-
tions.
The detector consists of three optically separated sub-detectors: the inner detector (ID), the
inner veto (IV) and the outer veto (OV). The ID consist of three sub-volumes which are from
the inside: the target, the gamma catcher and the buffer vessel (cf. figure 3.6). Both the
target and the gamma catcher vessel are made of acrylics such that interactions within them
can be observed by the ID PMTs.
In the following sections each detector component will be discussed separately starting from
the innermost volume.
3.2.1. Target
For the standard neutrino analysis the target is the fiducial volume of the detector. It is
a cylindric 8 mm thick acrylic vessel filled with 10.3 m3 of organic liquid scintillator. This
is an increase of the fiducial volume by almost a factor of two with respect to the CHOOZ
experiment leading to a significant gain in the statistics. The liquid scintillator of the target
is composed of 80 % dodecane (C12H26), 20 % PXE (C6H18). In addition the scintillator is
doped with 7 g/l and 20 g/l of the wavelength shifters PPO and bis-MSB [14]. The PXE
and dodecane solvent get easily excited or ionized by interactions inside the target. The
released energy is transferred non-radiatively to a PPO or bis-MSB molecule which shift the
scintillating light frequency to match the PMT quantum efficiency range. The admixture of
dodecane reduces the light yield of the scintillator, but improves the chemical compatibility
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Figure 3.6.: View of the ID volumes. The three shown sub-volumes are from the inside:
Target, gamma catcher and buffer. The ID PMTs attached to the buffer wall
enclosed by the mu-metal shield are also visible. Note, that the top buffer lid is
not shown on the picture which was taken before the ID was closed.
with the acrylic vessel. Furthermore it increases the number of hydrogen atoms providing a
better interaction medium for the reactor antineutrinos. The target liquid also contain 1 g/l
of Gd as part of the gadolinium-β-diketone complex. As explained previously Gd is a good
choice for neutrino detection due to the high cross-section for neutron capture (cf. section
3.1.2).
The Gd scintillator technology used for Double Chooz was developed at the Max Planck In-
stitute for Nuclear Physics (MPIK), Heidelberg [14]. A special focus during the development
was given to the stability of the Gd compound in solution in order to ensure the scintil-
lators stability in time as a further improvement to the CHOOZ experiment. For further
informations about the liquids discussed in this chapter the reader is referred to [14].
3.2.2. Gamma Catcher
The target vessel is embedded in a 22.3 m3 cylindric, 12 mm thick acrylic vessel, the gamma
catcher (GC). Its purpose is to catch the part of gamma radiation from the energy released
by a prompt or delayed event that may leak out from the target volume. The gamma catcher
is filled with a different liquid scintillator compared to the target. It is composed of 30 %
dodecane, 66 % Ondina909 oil, 4 % PXE [14]. In addition, the liquid is doped with 2 g/l
and 20 · 10−3 mg/l of the wavelength shifters PPO and bis-MSB. The gamma catcher liquid
was tuned to match both, the light yield and density of the target scintillator in order to
ensure a uniformity of the detector response and to ensure the safety of the fragile acrylics,
respectively. The most important difference compared to the target liquid is the missing
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admixture of the Gd compound. By the separation of the sensitive region of the detector into
two volumes a fiducial volume cut as used for CHOOZ is avoided and hence the number of
hydrogen atoms inside the fiducial volume is well defined.
3.2.3. Buffer
The buffer vessel has a volume of 114.3 m3 and is made from stainless steel (SS304L) optically
separating the ID from the IV. The 390 10-inch ID PMTs are attached to the inner wall of
the buffer observing the ID volume. The angular positions of the PMTs have been optimized
in order to achieve a uniform detector response for the target volume. The number of PMTs
was determined in Monte Carlo simulations [68] optimizing the required energy resolution
and the light yield of the scintillators [2]. All PMTs are covered with a “mu-metal” shield to
prevent distortions from magnetic fields [16].
The inclusion of the buffer region in the detector design is one of the major improvements
with respect to the former CHOOZ experiment where natural radioactivity in the PMT glass
(U/Th chain, K-40) was a substantial source of uncorrelated background [3].
The buffer is filled with a non-scintillating liquid, a mixture of 47.2 % CobersolC70 and 52.8
% Ondina 917 oils [14]. This mixture has been chosen according to material compatibility
needs of the acrylic vessel of the GC and a high transparency for the scintillator emission
wavelength. The buffer acts as a passive shield for the sensitive volume of the ID (target
and GC). Both, natural radioactivity in the PMT glass and fast neutrons created by muons
crossing the rock surrounding the detector is greatly reduced by the buffer volume leading to
a significant reduction of the uncorrelated background.
3.2.4. Inner Veto
The ID volumes (target, GC and buffer) are enclosed by another steel vessel, the IV. The
IV acts as an active shielding for the ID. Its main purpose is to tag cosmic ray muons and
muon induced particles such as fast neutrons. The IV vessel contains a volume of 90 m3 filled
with liquid scintillator (48.4 % LAB, 51.6 % CobersolC70) [72]. Similar to the ID scintillators
the wavelength shifters PPO (2 g/l) and bis-MSB (20 mg/l) are added in order to match
the PMT quantum efficiency range. An advantage of using scintillator instead of water for
the IV is that the IV is sensitive to fast neutrons and muons. On average the IV provides
an approximately 50 cm thick liquid volume around the ID which acts as a further shielding
against radioactivity from the surrounding rock. For the IV, 78 8-inch PMTs are mounted
on the bottom, lateral surface and the top lid of the buffer vessel [15]. All IV PMTs are
contained in a stainless steel encapsulation with a transparent PET window at the front end.
These capsules are filled with mineral oil in order to match the optical properties of the IV
liquid. To increase the light collection inside the IV (PMT coverage is approximately 0.6 %)
the walls of the IV are painted white and the buffer vessel in the middle of the IV volume is
covered with a highly reflective foil [1].
For all events tagged in the IV the waveforms of the PMTs are stored on disk. The charge
information of the IV PMTs can be used for a muon veto cut for later analysis.
3.2.5. Steel Shielding
The IV volume is surrounded by a 15 cm thick demagnetized stainless steel shielding [1]. Its
main purpose is to shield the detector from low energy gammas coming from the surrounding
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Figure 3.7.: Picture of the IV. The picture shows the view downwards the IV volume. On the
top is the outer wall of the buffer vessel covered with reflective foil. The bottom
of the picture shows the inner IV wall and an mounted IV PMTs. The silver pipe
belongs to the filling systems of the IV.
rock. The optimal thickness has been determined by a full detector simulation of the natural
radioactivity in the rock. The steel shielding is another improvement of the detector design
with respect to the Chooz experiment. There the shielding of the active detector was realized
by usage of low radioactivity sand [2].
3.2.6. Chimney and Glove Box
At the center of the cylindric vessels a chimney allows to access the target and gamma catcher
volumes. This is needed for the calibration of the detector e.g. by the deployment of radio
active sources (cf. section 3.3). The chimney is connected to the glove box (cf. figure 3.5)
which is effectively a clean room under a permanent nitrogen atmosphere to prevent any
damage of the scintillator liquids due to the interaction with air. However, the chimney
introduces some particular difficulties for the rejection of muon induced background events
e.g. muons entering the ID directly through the chimney and are not detected by the IV
PMTs.
3.2.7. Outer Veto
Another major improvement with respect to the CHOOZ experiment is the OV consisting of
two layers of plastic scintillator strips. The lower layer is installed directly above the steel
shielding on top of the IV only leaving open the small area around the chimney. The upper
layer is mounted under the ceiling of the experimental hall approximately 2.5 m above the
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Figure 3.8.: Picture of the lower OV taken right after the installation. In the middle of the
picture is the part of the chimney to be connected to the glove box. At the back
of the experimental hall the ehut, housing all the data acquisition electronics is
visible.
chimney. The vertical separation between the two layers provides tracking capability for
muons hitting or passing the detector [98]. The upper OV layer allows to detect muons which
enter the ID through the chimney (cf. section 3.2.6). The OV has an effective area of 6.4 x
12.8 m2 limited by the hall dimensions (for the FD). Note that the OV was installed after
the start of regular data taking with the FD. The OV was active for ∼ 69 % of the time, for
the data published so far.
3.3. Calibration Systems
Several calibration systems are used to characterize the response of the detector. Some
calibration systems are embedded in the detector and the regular data taking schedule. These
calibration systems are:
• Inner Detector Light Injection (IDLI): This light injection system is used to mea-
sure and monitor the the gains and timing of the ID PMTs.
• Inner Veto Light Injection (IVLI): This light injection system is used to measure
and monitor the the gains and timing of the IV PMTs.
Both light injection systems provide the possibility to distribute light in variable but known
intensity to the IV and ID PMTs via optical fibers which are embedded in the detector
structure. In particular, the IDLI system is used to monitor the stability of the PMT, thus
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the detector response in terms of gain and timing on a daily bases. For further information
about the light injection systems of the Double Chooz detectors the reader is referred to the
following documents [2, 100, 99].
In addition to the embedded calibration systems there are deployable calibration systems
such as radioactive sources and light sources. In the following, the tools for the deployment of
radioactive sources will be described because the data taken during these source deployments
plays a crucial role in the second part of this document (cf. section 9.3).
3.3.1. Z-Axis System and Guide Tube
Figure 3.9.: Schematical drawing of the calibration deployment tools [85]. Two calibration
systems allow regular access to the target and gamma catcher volumes. The
z-Axis system allows the deployment of calibration sources in the target along
a vertical axis at the detector center. The guide tube allows the deployment of
radioactive sources in the gamma catcher volume at positions along the shown
red line.
Two calibration systems, z-axis and guide tube, allow regular access to the target and gamma
catcher volumes through the chimney (cf. figure 3.9). Both systems are connected to the
glove box. Any deployment, e.g. of a radioactive source has to be prepared in the glove box
which is under a permanent nitrogen atmosphere to prevent any damage of the ID liquids.
A further deployment system, the articulated arm, is foreseen but still under development.
This system would allow deployments in the target at positions off the symmetry axis of the
detector.
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Z-Axis System:
The z-Axis system allows the deployment of calibration sources in the target along the vertical
axis at the detector center (symmetry axis). It consists of a source rod attached to an acrylic
weight to which different calibration sources can be attached. The sources can be lowered into
the detector by unwinding a spool of wire which is computer controlled by a stepper motor.
The stepper motor allows to deploy radioactive sources at positions along the symmetry axis.
The precision of the stepper motor is about 1 mm [103].
Guide Tube:
The guide tube is a calibration system allowing deployments of radioactive sources into the
gamma catcher volume. It consists of a steel tube loop and a guide wire which allows to
pull sources through the tube with a computer controlled stepper motor (cf. figure 3.9). The
guide tube is mounted such that it traverses the gamma catcher and passes the boundaries
of the target and the buffer volumes. The source position within the loop is known with a
precision of 1 cm. The perpendicular distance between the source position and the target
wall is known with a precision of 2 mm.
3.3.2. Calibration Sources
There are several calibration sources which can be deployed into the ID volume using the
previously described systems. They can be divided into radioactive sources and light injection
systems.
The light injection systems (in addition to the embedded light injection systems) are used to
calibrate the PMTs response and optical properties of the Double Chooz scintillators.
• Laser ball: The light of two different lasers (470 nm blue laser and a 380 nm UV laser)
is guided through an optical fiber into a diffuser ball (80 mm sphere) which propagates
the light into the detector [102]. The 470 nm blue laser is used to measure PMT time
offsets and the speed of light. The 380 nm UV laser is used to determine PMT gains
and charge distribution likelihoods which is needed for the event vertex reconstruction
(cf. section 8.3.2).
• LED flasher: A battery powered blue LED in a diffuser ball was deployed inside the
dry detector before the filling. This was done in order to measure PMT time offsets
independently of the speed of light which is known for air with a high precision. The
LED flasher cycles automatically through eight different light levels, producing about
128 pulses per light level [101].
The radioactive sources are used to determine efficiencies and to calibrate the energy scale of
the detector. There are several sources available for the calibration measurements.
• 60Co: emitting 1.173 and 1.333 MeV gammas.
• 68Ge: 68Ge decays by electron capture to the instable 68Ga. 68Ga then decays by β+
to the stable 68Zn. Therefore this source can mimic the prompt signal of a neutrino
reaction inside the detector (cf. section 3.1.2). The gammas from the annihilation of
the positron can be used to study the efficiency of the trigger threshold for different
positions.
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• 137Cs: emits a mono-energetic 0.662 MeV gamma.
• 252Cf: emitting neutrons with an average multiplicity of 3.76 ± 0.01 [19]. The 252Cf
source is predestinated to study neutron efficiencies at different positions in the detector.
Note that the 252Cf source plays a crucial role in the analysis presented in section 9.3 which
is a good example how radioactive sources can help to understand the performance of the
detector.
3.4. Data Acquisition Systems
The data acquisition (DAQ) has the goal to record digital waveforms for all 468 PMTs of the
detector (ID and IV). The OV DAQ is independent from the DAQ of the ID and IV (ν-DAQ).
However the OV receives the OV sync signal (cf. section 5.2) from the trigger and timing
system for synchronization. In return the trigger system receives external trigger signals from
the OV. The data of both DAQs can be merged together using the clock counters of the
trigger and timing system and the OV itself [98].
The ν-DAQ chain of the Double Chooz experiment is briefly described in this section. Further,
details about the front end electronics (FEE) and both of the FADC systems, neutrino FADCs
(ν-FADCs) and muon FADCs (µ-FADCs), are given. The trigger and timing system, which
plays a crucial role in the data acquisition and in this thesis is described in general in chapter
4 and its configuration for the Double Chooz experiment is described in chapter 5.
Figure 3.10.: Schematic view of the data acquisition chain of the Double Chooz experiment [5].
Note, that interfaces to the OV are not shown. The µ-FADC system currently
under development is not shown either.
The DAQ records the waveforms of the ID and IV PMTs with waveform digitizers “FADC”
(Flash Fast Analog to Digital Converter) whenever a trigger signal is released by the trigger
system. A schematic view of the DAQ chain is shown in figure 3.10. The scintillation light is
converted into a charge signal by the ID and IV PMTs. The used PMTs are supplied with high
voltage and transmit their signal on the same cable. The signal is decoupled from the high
voltage by the HV splitter and then proceeds towards the FEE. The FEE provides several
outputs to the subsequent systems of the DAQ (cf. section 3.4.2). The ν-FADCs digitize
all the PMT signals (ID and IV, cf. section 3.4.3). The digitized waveforms of all PMTs
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are stored upon each trigger signal. In addition to the trigger signal the trigger and timing
system provides a common clock for all DAQ sub-systems and distributes an unique event
number (EvNo) and an event classification (TW) for each triggered event. The ν-FADCs
and the trigger system are housed in VME64x crates and controlled by a Ada based software
which was developed for the Double Chooz experiment.
3.4.1. High Voltage and PMTs
In order to detect the scintillation light created by interactions inside the sensitive volumes
of the detector in total 468 PMTs are used for the Double Chooz experiment. For the ID
390 10-inch PMTs, HAMAMATSU R7081 MOD-ASSY PMTs, are used [8, 9]. For the IV 78
8-inch PMTs, HAMAMATSU R1408, are used [11]. All PMTs are powered by positive high
voltage using CAEN modules SY1527LC and A1535P [12]. The PMTs are operated at a gain
of 107 [8, 9].
3.4.2. Front End Electronics
After decoupling of the PMT signal from the HV (cf. figure 3.10) the PMT signals are
fed into the custom FEE. The FEE has several important tasks: Amplification of the PMT
signals in order to match the corresponding dynamic range of the ν-FADCs and µ-FADCs,
filtering of electronical noise and baseline restoration. In addition the FEE provides an analog
summation of the PMTs signals. These analog sums are then fed into the so called “stretcher
circuit” of the FEE, providing the input signals for the trigger and timing system. These
signals have an amplitude proportional to the charge seen by the connected PMTs.
The custom FEE electronics are realized in standard NIM modules. Each module can process
up to eight PMTs. In the following all the outputs and the corresponding circuits on the FEE
are briefly described.
ν-FADC signal:
The typical SPE signal amplitudes (O(4-5 mV)) of the ID PMTs are too small to be read by
the waveform digitizers. The FEE amplifies these signals by a factor of approximately 7.8 in
multiple stages (cf. figure 3.11). The ν-FADC signal channel provides two outputs, one of
them is fed into the 8:1 summation circuit internally.
µ-FADC signal:
Muons deposit a large amount of energy in the detector. These signals saturate the ν-FADCs
and no precise charge information can be derived for these event. A dedicated FADC system,
which can handle these events, is currently under preparation to be implemented in the DAQ
(cf. section 3.4.4). In order to match the dynamic range of the µ-FADC the FEE provides
an additional output signal with a reduced gain, the µ-FADC signal.
8:1 signal:
The trigger and timing system does not handle all PMT signals individually. Each FEE
module provides an analog sum signal of up to eight connected PMTs. The inputs for the 8:1
summation circuit are derived from the ν-FADC signal circuit (cf. figure 3.11). The output
of the 8:1 summation circuit is then fed into the stretcher circuit.
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Figure 3.11.: Schematic diagram of the ν-FADC signal FEE channel. Note that the output
of the 8:1 summation circuit is the input signal for the stretcher circuit. Plot
taken from [105].
stretcher signal:
In order to further decrease the number of inputs for the trigger system from the ID the 8:1
output signals of two FEE modules are summed by the stretcher circuit (cf. section 5). For
the IV each FEE module corresponds to a certain topological group of PMTs and therefore
only one 8:1 output signal is fed into the stretcher circuit input of the corresponding FEE
module. The input(s) of the stretcher circuit are summed and reshaped through integration
and differentiation inside the stretcher circuit (cf. figure 3.12) resulting in a wider pulse whose
amplitude is proportional to the charge of all contributing PMTs within the last 100 ns, the
“stretcher time” (cf. figure 3.13).
Input
Sum DelaylineInverterInput
Integrator BaselineRestore Output Trigger
FADC
Figure 3.12.: Schematic diagram of the stretcher circuit of the FEE. Plot taken from [105].
3.4.3. Neutrino FADCs
The usage of waveform digitizers with a high amplitude resolution and high sampling rate
for every PMT signal, provides flexibility in the charge reconstruction and the possibility of
pulse shape discrimination for certain event types. This is a unique capability of the Double
Chooz experiment different to the other recent reactor neutrino experiments [27, 29].
In order to record the waveforms of the ID and IV PMTs without the introduction of any
dead-time caused by hardware, a customized version of the 8-bit FADC VX1721 [78] has been
utilized. The development of the FADC and its firmware have been done in cooperation of
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Figure 3.13.: Schematic illustration of the stretcher circuit response [107]. The example il-
lustrates the stretcher circuit response for a single and two consecutive PMT
pulses (within 100 ns) schematically.
Figure 3.14.: The Waveform Digitizer CAEN VX1721. The white rectangles highlight the
interfaces to the trigger and timing system (cf. section 5.2). The arrows point
at the input connectors for the analog input signals from the ν-FADC signal
channel of the FEE (cf. section 3.4.2). Picture is taken from [61].
CAEN and APC1 Paris. Each card has eight input channels, sampled at 500 MHz (2 ns of
time resolution) leading to a precise pulse shape information. The amplitudes of the PMT
waveforms are digitized with a resolution of 8 bit (256 ADC counts). The dynamic range
for the input signals is ∼ 1 V, thus the resolution of the pulse amplitude digitization is ∼
4 mV/ ADC count. A typical SPE signal amplitude for one of the ID PMTs results in an
amplitude of eight ADC counts [69]. The time integration resolution provides a precise charge
information for each PMT of each triggered event and allows for determination of the baseline
on an event basis.
For each channel 2 MBs of memory is available. This memory is split into 1024 pages (2048
samples, each corresponding to 4 µs of a waveform) on a ring buffer (cf. figure 3.15). The
1AstroParticle and Cosmology laboratory
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digitized PMT signals are written in the same page of the buffer continuously (indicated by
the write index). Whenever the end of one page is reached the previously recorded data is
overwritten. Upon each trigger signal the write index is incremented, thus the data is now
written to the next page of the buffer and the previous page is available for read out by the
VME-bus. The first page containing information stored by a trigger signal is indicated by
the read index. As long as the write index never catches up with the read index the system
is completely dead time free [69].
Figure 3.15.: Illustration of the buffer memory of the VX 1721 FADC. The buffer is split
into 1024 pages. The digitized waveforms are continuously written into one
page. Upon each trigger signal the write index is increased and the next page
is written. Unless the write index never catches up with the read index the
acquisition is dead-time free. Illustration taken from [69].
The customized firmware of the FADCs allows to select a certain part of each page which is
then written to disk. The anchor point for part is the arrival of the trigger 1 signal (cf. section
5.2) at the FADCs. For the data taking with only the FD a time window of 256 ns for each
waveform was stored for analysis. This is a compromise between data volume and the ability
to collect all charge (light) corresponding to one event. The time window has been tuned such
that the start times of the waveforms are approximately in the middle of the 256 ns window.
This ensures enough sampling points in front of every pulse for pedestal determination.
Per FADC crate, four FADCs are used to receive the TW and the EvNo from the trigger and
timing system (cf. figure 3.10). The 32-bit information is split into two blocks of sixteen LVDS
signals which are fed into the 16-bit LVDS connectors of two FADCs (cf. figure 3.14). For
each event the unique EvNo of the trigger system is compared to the internal event counter
of the FADCs to ensure sychronous data taking. The TW provides an event classification
for each trigger (cf. section 5.2). Based on this it is possible to decide online about the size
of the time window which is stored on disk. For example one could store more than 256 ns
for neutrino like events with an energy deposition below 12 MeV or less sampling points for
high energy depositions. However, this was not done for the period of data taking with only
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the FD because the TW event classification is not working properly with the default trigger
firmware (cf. section 7.1) and also a data reduction is not required for the FD. A possible
data reduction based on the TW will become important for the ND because of the increased
trigger rate related to the smaller overburden if the ND. It is planned, that not all data for
each muon like event is stored.
3.4.4. Muon FADCs
Figure 3.16.: The custom µ-FADC developed by CBPF (Rio de Janeiro).
High energy depositions e.g. by interaction of a cosmic muons inside the detector lead to
a lot of scintillation light and thus a huge PMT signal. Because the dynamic range of the
ν-FADCs is optimized for a precise digitization of neutrino like interactions (≤ 12 MeV) the
ν-FADCs saturate at high energy depositions. A dedicated custom FADC card is currently
under development by CBPF (Rio de Janeiro) in order to digitize such kind of events providing
a precise charge information. 1/3 of the ID PMT signals will be digitized by this system.
Each µ-FADC provides 8 input channels sampled at 125 MHz (8 ns of time resolution). The
amplitude resolution is 10 bits, leading to a voltage resolution of 2 mV for the chosen dynamic
range. In addition the µ-FADCs has a 80 ps TDC (time to digital converter) for each channel.
The implementation of the µ-FADCs will improve the precision of the charge information for
high energy depositions and the precision of the muon track reconstruction.
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Trigger and Timing System
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Figure 4.1.: The TB (a) and TMB (b) VME cards. The analog input signals are converted
into digital signals by discriminators on the TB. Further processing of the signals
is done by the logic implemented in the FPGAs of both cards. Each card is
equipped with a free running oscillator and can be operated in stand alone mode.
The inputs and outputs (I/O) of both cards will be explained in section 4.1 and
4.2.
The trigger and timing system is designed as a two level system. All components are VME
(Versa Module Eurocard) cards. The first stage is the so called Trigger Board (TB) and the
second the Trigger Master Board (TMB) (cf. figure 4.1).
The analog signals from the detector are converted into digital signals by discriminators at
the TB. These digital signals are processed by the logic (firmware) implemented in FPGA
(Xilinx Inc. model XC2V500 [77]) on the TB and TMB. Usage of FPGAs provides a high
flexibility, e.g. modifications or additions of new features can be done without any hardware
modification. The current firmware of both boards allows to modify various settings of the
boards functionality via the VME-bus using a self customized software. Those changeable
features are highlighted by a dotted line in the trigger logic schemes of both cards (cf. figures
4.3 and 4.6). Each trigger module (TB and TMB) can use an external clock but is also
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equipped with an internal free running oscillator (XPRESSO model FXO-HC73 [76]). Usually,
the common system 62.5 MHz clock is distributed from the TMB to all TBs but it is also
possible to run a TB or TMB standalone by using the internal oscillator.
The next sections will describe the single components and their functionality in detail and
rather independently from the Double Chooz experiment. A description of the setup for the
Double Chooz experiment will be given in chapter 5.
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4.1. Trigger Board
The TB can be separated into an analog and a digital part (cf.
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figure 4.3). The analog part consists of various amplifiers and dis-
criminators which convert the analog input signals into digital sig-
nals for the trigger logic. The front panel of the TB is shown in
figure 4.2.
There are 18 analog input connectors (MCX, male). Furthermore,
there are four digital input connectors: One 2-pin LEMO connector
socket (LVDS) for an external clock signal Clk and three LEMO
connector sockets (Camac 00 series, NIM) for external signals (TA,
INH and EX). The EX input can be used for an external trigger sig-
nal in the trigger logic in addition to the analog input signals. The
TA input receives the main trigger signal from the TMB. When
it is active the TB data will be stored in the “first in first out”
(FIFO) memory inside the FPGA. The INH receives the “inhibit
signal” which is used for a synchronized start of the system. When
it is active all functionality of the TB are disabled. The output
channels are a 20-pin connector socket (LVDS) for the digital out-
put of the TB. Usually this output includes the status information
of the discriminators but the exact definition can be modified by
the user (cf. figure 4.3). From the connector socket the output sig-
nal proceeds to the TMB by a flat ribbon cable. The lowest three
bits of this output are additionally transmitted via three LEMO
connectors N1,..,N3 (NIM). The clock signal of the oscillator on
the TB can be derived from the 2-pin LEMO connector (LVDS)
labeled Clk.
The LED, labeled AC, lights up when the VME-bus is transferring
data from or to the TB. The FF LED lights up when the FIFO of
the TB is full.
The signal logic inside the TB is schematically shown in figure 4.3.
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Figure 4.3.: Scheme of the signal routing inside the TB (analog part) and the TB firmware
(digital part) implemented in the FPGA. Grey areas show information which is
stored with each trigger signal. Dotted squares show free programmable parts or
settings of the TB.
4.1.1. analog Part and Input Signal Synchronization
The analog TB inputs are coupled via a capacitive coupling (AC coupling) to an operational
amplifier. Afterwards, each signal is split into three signal lines. Two signal lines are used
to discriminate each input signal by two discriminators (A and B) with a dynamic range of
±1200 mV. The third signal line of all inputs is used to build the sum signal by adding all
input signals analogously. The sum signal is discriminated by four discriminators (cf. figure
5.3). Each sum discriminator operates in a different dynamic range due to different amplifiers
on the signal line towards them. The threshold of each discriminator is controlled with a
twelve bit DAC (Digital Analog Converter). The discriminators generate a positive digital
output as long as the threshold is exceeded. These signals are asynchronous with respect to
the system clock. In order to synchronize the signals to the system clock they are fed into
the input status synchronization (ISS) circuit inside the FPGA (cf. figure 4.4).
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Figure 4.4.: Functional principle of the ISS circuit. a and b show response for a negative
input signal. c and d show the response for a positive input signal. The pointers
highlight which signal edges causes the corresponding next signals. Figure c shows
an example for a positive input signal which will not be detected by the trigger
system because the design is optimized for negative input signals.
The ISS uses the sync clock, which is derived from the system clock, with a doubled clock cycle
length (32 ns). The signals are transformed and processed by various flip-flops inside the ISS
circuit. First the so called latched signal is created. Whenever a discriminator output signal
becomes active the latched signal becomes active too. The latched signal becomes inactive
with the next clock rising edge of the sync clock, but it stays active for at least 32 ns (cf.
figure 4.4 a and b). If a discriminator output is active for a longer time the latched signal will
become inactive with the next rising sync clock signal after the discriminator output turned
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inactive. At the next rising edge of the sync clock an active latched signal causes the begin
of the corresponding sync signal. The sync signal ends with the clock cycle after the latched
signal becomes inactive. This guarantees a signal length of the sync signal of at least 64 ns
in order to compensate small transit time variations inside the trigger logic of the FPGA and
the incoming analog signals. This is necessary because the trigger logic is based on various
AND and OR conditions between the different signals. figure 4.4 shows schematically how
the ISS responds to different input signals.
The trigger system was optimized for negative input signals. An inherent characteristic to
the design of the ISS is that the behavior of the trigger system for negative input signals
differs from the response to positive input signals. When the thresholds are set to a positive
voltage the discriminator outputs (and the corresponding signals created in the ISS circuit)
are active as long as the input signal amplitude is below that threshold (cf. figure 4.4 c and
d). This leads e.g. to the asymmetrical spectrum shape around the baseline in the detector
spectrum as it is shown later in figure 6.9.
4.1.2. Trigger Logic Unit
After the ISS, the sync signals are propagated to the so called Trigger Logic Unit TLU (cf.
figure 4.3) where various AND and OR conditions (and their negations) can be applied to the
incoming signals. In addition to the signals from the discriminators four multiplicity condition
signals are sent to the TLU. It is possible to define four different multiplicity conditions on
the single channel discriminators (one on the A discriminators and three different on the B
discriminators) via the VME-bus. Whenever such a condition is fulfilled a digital signal will
be sent to the TLU. The TLU consists of 32 Content Addressable Memory (CAM) units
which can be modified by software. In every CAM unit AND conditions (and its negation) in
between all the input signals of the TLU can be defined. All signals can be connected to each
CAM in any order. A CAM generates an output signal if its defined condition is fulfilled.
Each four CAMs are combined in a logical OR producing one bit of the 8 bit output of the
TB.
The 8 bit output and the corresponding NIM outputs are delayable in steps of 32 ns via
software. Note, that the delay for the 8 bit output is implemented in the upgraded firmware
version of the TB. For the first data taking periods this feature has not been implemented
(cf. section 7.1).
In order to test signal lines and/or logic settings it is possible to create a digital output of a
certain discriminator by software. It is also possible to disable all physical inputs from the
ISS and thus the digital part of the TB in order to create a well defined environment e.g. to
test the internal functionality of the TLU .
4.1.3. Trigger Board Data
The FIFO memory inside the FPGA can store up to 128 events. If the FIFO is full the TB
is still fully functional but no further data can/will be stored unless the FIFO is emptied.
Whenever the TB receives a trigger acknowledge (TA) signal the following data is transmitted
to the FIFO and can be read via the VME-bus.
• input status (IS): The output of all discriminators are sent to a shift register (delay
line). Via the VME-bus it can be defined which of these registers (16 ns each) should
be written to the FIFO. Hence, it is possible to store the IS corresponding to the time
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the trigger condition was fulfilled. The correct setting of the timing depends on cable
length between the boards and the transit time through the boards themselves1 and
has to be adjusted after changes to the system. The IS information requires 2*18 bit
for the single channel discriminators and 4 bit for the sum discriminators of the FIFO
memory.
• input rate counter (IRC): A dedicated counter counts the switching rate of each
discriminator between two consecutive TA signals. The IRC information requires 2*18
* 16 bit for the single channel discriminators and 4 * 16 bit for the sum discriminators
of the FIFO memory.
• time difference counter (TDC): counts the clock cycles between two consecutive
TA signals in steps of the system clock. The TDC information requires 32 bit of the
FIFO memory.
• event number (EvNo): this counter is stored inside the FIFO and incremented with
every received TA signal. The EvNo information requires 32 bit of the FIFO memory.
When the TB is used in stand-alone mode (e.g without a TMB) the required TA signal can
be self-derived from one of the NIM outputs (depending on the set logic) or by usage of the
gate timer register. The gate timer can be set by the VME-bus to generate the TA internally
in fixed time intervals.
1Modifications of the firmware and thereby changes of the digital signal path inside the FPGA can have an
impact on the total transit time
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4.2. Trigger Master Board
The TMB is the second stage of the trigger and timing system (cf.
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figure 5.1). It processes the incoming digital signals from up to
four TBs and seven external trigger sources. On the front panel
of the TMB are various connector sockets for digital input and
output signals as shown in figure 4.5: Two 2-pin LEMO connec-
tors (LVDS) are for the output of the system clock signal (Clk)
and the input of an external clock source, respectively. Twenty
LEMO connector sockets (Camac 00 series, NIM) for digital input
and output signals. The digital output connectors provide (from
top to bottom) the inhibit signal (INH), four Trigger Acknowledge
(TA) output signals for up to four TBs and two outputs for the
trigger signals (trigger 1 and trigger 2). The implemented logic
for those trigger signal outputs will be described in section 4.2.1
and 4.2.2. The remaining two sockets (Trigger 3-4) are disabled
in the current firmware. The last socket is used for the so called
OV sync signal which can be used for the synchronization of an
external subsystem which is using its own clock. The ten LEMO
connector sockets (Camac 00 series, NIM) for digital input signals
are reserved for external trigger signals. In the current firmware
only the first seven input sockets (Extern In 1-7) are connected to
the FPGA. The other sockets (SP 1-3) are disabled in the current
firmware.
The output of connected TBs is transmitted to the TMB by two
20-pin connector sockets (LVDS) such that two TBs are connected
to one socket. At the bottom of the front panel there are two 34-pin
connector sockets (LVDS) providing the Trigger Word and Event
Number of the TMB which are described in section 5.2. The LED labeled AC , lights up
when the VME-bus is transferring data from or to the TMB. The LED labeled ERR lights
up when the FIFO of the TMB is full.
A scheme of the logic implemented in the firmware and the signal path in the FPGA, re-
spectively, is shown in figure 4.6. The incoming signals from external trigger sources have to
pass the ISS circuit which functions are similar to the ISS of the TB (cf. section 4.1.1). The
sync clock used for the external trigger signals on the TMB has a clock cycle length of 16
ns. Afterwards all the input signals of the TMB are transmitted to the TLU and the Masked
Or implemented in the FPGA. Via the VME-bus one can define which input signals should
participate in the Masked Or which creates a logical OR of all member signals to the TLU.
The TLU of the TMB consists of 32 CAMs. Similar to the TB one can define logical AND
(and its negation) conditions between all the input signals in any order for each CAM via
software. Whenever a certain condition is fulfilled the CAM will generate an output signal.
The signals from the TLU respectively CAMs are split and transmitted into three independent
circuits.
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4.2.1. Trigger 1 Signal Circuit
The outputs of all 32 CAMs pass a dedicated counter (Scaler Count, cf. figure 4.6) which is
incremented with every CAM output signal. This counter value is compared with the scaling
factor which can be set by the VME-bus. The CAM signals pass the scaling compare unit
only if the counter value matches the set factor (the counter value will be reset afterwards).
This allows to prescale a certain input e.g. a low threshold to an acceptable rate for the DAQ
software (cf. section 5.1). Afterwards the signals are compared (logical AND) with a software
controlled 32 bit mask (Trigger 1 Mask). This mask acts as a switch for the CAM outputs.
The remaining signals are combined in a logical OR and then proceeded to the high level logic
(only for the trigger 1 signal), which provides additionally some special triggers and allows to
set a forced dead time between 0-496 ns (in steps of the system clock) after each generated
trigger signal:
• fixed rate trigger: Via the VME-bus one can create a random trigger with a fixed
period from 16.384 µs up to 1.0738 s in steps of 16.384 µs.
• follow up trigger: The current logic prevents the system to create additional trigger
signals while a trigger condition is fulfilled. By software it is possible to define a time
between 32 ns up to 528 ns (in steps of the system clock) after which a second trigger
signal is fired when any condition is still fulfilled in order to avoid data loss and dead
time, respectively.
• close in time: This function can prevent trigger signals which are very close to each
other such that the corresponding data samples (e.g. from a waveform digitizer) could
overlap. By software one can define a time window from 32 ns up to 528 ns after each
trigger. Whenever a second trigger is generated during that time window it will be
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released at the end of the set time window. Instead of the close in time trigger one can
also set a dead time from 16 ns up to 512 ns via the VME-bus. During this time no
additional trigger can be created.
• inhibit release: Whenever the inhibit signal is released, a trigger will be generated.
This function can be disabled by software.
These four special trigger signals have dedicated bits in the trigger word which is generated
with each trigger signal (cf. section 4.2.3 and 4.2.4). The trigger 1 signal can be delayed up to
272 ns in steps of the system clock. With every generated trigger 1 signal all the TA outputs
on the front plane are active as well.
The CAM output signals, which have caused a trigger 1 signal, have to become inactive before
a new trigger 1 signal can be created.
4.2.2. Trigger 2 Signal Circuit
With this circuit it is possible to define an additional trigger signal independently from the
trigger 1 signal. In the Double Chooz experiment this will be used to trigger the µ-FADC
read out whenever there was a large energy deposition inside the detector. The µ-FADCs are
expected to be installed in the middle of 2013.
The outputs of all CAMs are compared (logical AND) with a software controllable 32 bit
mask (Trigger 2 Mask) by which certain CAM outputs can be disabled (cf. figure 4.6). After
the comparison all remaining signals are combined in a logical OR and transmitted to the
trigger 2 signal output. In order to compensate the additional transit time of the trigger
1 signal caused by the high level logic (see above), the trigger 2 signal is delayed in the
current firmware such that both signals are synchronous. The µ-FADC in the Double Chooz
experiment will receive both trigger 1 and trigger 2 signals.
4.2.3. Trigger Word (TW) Circuit
The 32 bit TW provides further information about a generated trigger 1 signal. It contains
4 bit with the information about the special triggers. The other 28 bits are reserved for the
CAM output signals. The outputs of the first 28 CAMs of the TLU are transmitted to the
trigger word circuit. Four shift registers store the CAM output of four consecutive clock
cycles (with the rising edge of the clock signal the information is moved to the next shift
register). For each shift register one can mask out certain bits via the VME-bus. The logical
ANDs of all shift registers and their masks (Trigger Word Masks) are combined in a logical
OR and build the trigger word output (cf. figure 4.6) and contains the information of 64
ns. The corresponding TW (and also the event number) for a certain trigger 1 signal will be
active at the corresponding outputs 6 ns before the trigger 1 signal is released. Note, that the
functionality described here and schematically shown in figure 4.6 is describing the upgraded
firmware version of the TMB. So far the TW was created in a simpler way without the shift
registers. Therefor the TW event classification is not working efficiently and has not been
used for data reduction so far (cf. sections 5.1.4, 7.1).
4.2.4. Trigger Master Board Data
The FIFO memory inside the FPGA can store up to 128 events. If the FIFO is full the TMB
is still fully functional but no further data can/will be stored. Whenever the TMB generates
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a trigger 1 signal the data listed below is transmitted to the FIFO and can be read via the
VME-bus.
• input status (IS): The input status of all input lines of the TMB are stored in a
shift register. A delay guarantees that the status of that clock cycle in which the
applied trigger condition was fulfilled is stored with every event. The correct setting is
tuned with respect to the inner board transit time in the respective firmware version
(cf. section 4.1.3). The external trigger signals can be delayed via software. The IS
information requires 39 bit of the FIFO memory.
• CAM output: The output status of each CAM. The CAM output information requires
32 bit of the FIFO memory.
• scaler count: Each CAM output is connected to a counter (16 bit each). The counter
is reset whenever its value matches the corresponding scaling factor (cf. section 4.2.1).
• clock counter: This 32 bit counter stores the number of clock cycles since the start
of the data acquisition. When the counter reaches its maximum value it will restart
counting from zero again.
• event number (EvNo): This counter is stored inside the FIFO and incremented by
one with every generated trigger signal (32 bit).
• trigger word (TW:) The trigger word which corresponds to a trigger signal (32 bit).
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Figure 5.1.: Schematic view of the trigger and timing system of the Double Chooz experiment.
For the ID eight PMTs are connected to one FEE module. Two FEE modules
together (16 PMTs) build one input signal of an ID Trigger Board (except for two
FEE with only three connected PMTs). The ID PMTs are grouped such that both
ID Trigger Boards observe the same detector volume introducing redundancy to
the system. For the IV the PMTs are grouped such that each group represents
a certain region of the IV vessel. The output of the Trigger Boards is then
proceeded to the Trigger Master Board where the trigger decision is made. The
output signals from the Trigger Master Board (cf. section 5.2) are distributed to
the DAQ by several fan-outs.
The trigger and timing system for the Double Chooz experiment consists of three TBs and
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one TMB as shown in figure 5.1. Two TBs are used for the signals from the ID. Each ID TB
is connected to half of the 390 PMTs using 13 of the 18 input channels1. The PMT inputs
are grouped in an alternating way such that each TB observes the same detector volume
(cf. figure 5.2a). This was motivated by two reasons [68]. Using two identical boards allows
to determine the trigger efficiency by cross comparison. Furthermore, redundancy and high
robustness is introduced to the system. If one board fails no events are lost and the failure
can be detected offline. The third TB is used for the signals from the IV. Each of the 18
group signals consists of PMTs of a certain region of the IV vessel (cf. Figure 5.2b).
A schematic drawing of the trigger system in particular the cabling in between the trigger
cards can be found in appendix A.
(a) (b)
Figure 5.2.: (a): Grouping of the ID PMTs. Red (blue) PMTs are connected to the same TB.
Both boards observe the same volume of the detector. (b): Schematic drawing
of the PMT grouping for the IV. There are 18 different PMT groups, each of
them monitoring a certain region of the IV. The colors show which groups can be
combined into topology groups top, up, lateral, down and bottom for the event
classification of IV events.
All the VME cards are hosted in a VME64x crate and are controlled by a VME based
computer system MVME3100 (Emerson Network Power). The same computer is used in all
other VME crates of the experiment.
1This leads to 12 groups of 16 PMTs and one with only three
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Figure 5.3.: Schematic principle of the trigger decision of the Double Chooz experiment. The
detector is triggered by a logical AND of the deposited energy inside the detector
and a multiplicity condition representing the number of active groups of PMTs.
The analog sum signal is the summation of all group signals and its pulse height
corresponds to the energy deposited in the detector.
The trigger logic is a combination of the sum thresholds and a multiplicity condition on the
single group thresholds (cf. figure 5.3). Whenever the read out condition of one of the three
TBs is fulfilled or an external trigger signal is active, a trigger will be generated by the TMB.
In this section we will describe the setup of the trigger system and the resulting Trigger Word.
5.1.1. ID Trigger Boards
For the ID TBs four sum thresholds are called the “prescaled”, the “neutrino like”, the
“neutron like” and the “muon like” threshold. The prescaled threshold is lower than the
neutrino threshold such that it delivers a rate of 1000/s scaled by a factor of 1/1000 (on the
TMB) leading to a total rate of 1/s of prescale triggers. The “neutrino like” threshold is the
physics threshold of the ID. It is set to approximately 350 keV well below the minimum energy
of the inverse beta decay of 1.02 MeV by which neutrinos are detected [4]. It runs at a rate of
approximately 100/s. The two highest thresholds are used as flags for the event classification
and set to approximately 6 MeV for “neutron like” events and 50 MeV for muons, respectively.
The group thresholds are set to 80% of the “neutrino like” threshold. For a trigger at least
2 out of the 13 groups have to fire. For the prescaled trigger no multiplicity condition is
applied.
5.1.2. IV Trigger Board
For the IV TB three sum thresholds are called the “prescaled”, the “neutron like” and the
“muon like” threshold. The prescaled threshold is set similarly to the ID. It creates 1000/s
triggers which are scaled by a factor of 1/1000 leading to a total rate of 1/s prescale triggers.
Because of the geometrical properties of the IV: the inhomogeneous distributed PMTs and
the anisotropic light propagation the IV TB is treated differently than the ID TB boards.
From a Threshold-scan we determined a rate spectrum for each discriminator of the IV TB
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(cf. section 6.2.2). With those spectra it is possible to distinguish between regions (threshold
values) where the rate is dominated by radioactivity (cf. section 6.2.2.4). The “neutron like”
threshold is set right above the value where the rates are dominated by radioactive background
(“neutron spot”, cf. figure 6.12). For the group discriminators the thresholds have been
calculated taking into account the number of PMTs belonging to the corresponding group
(cf. figure 5.2b). The “neutron like” threshold is the physics threshold of the IV. It is set to
approximately 10 MeV. There is no multiplicity condition for these triggers. The “muon like”
threshold is set to approximately 50 MeV and combined with a multiplicity condition of at
least 10 active groups.
5.1.3. Muon Event Categorization
Figure 5.4.: The muon categories considered by the Inner Veto Muon Pattern Recognition
Simulations have shown that it is possible to achieve a rough muon event categorization
IVMPR (Inner Veto Muon Pattern Recognition) at the trigger level. Muon events can
be distinguished in three different classes (cf. figure 5.4): muons which stop inside the ID
(stopping), muons which cross the IV without entering the ID (passing) and muons which
cross the ID and the IV (crossing).
First the “topology” bit is derived by a logical OR of three multiplicity conditions in the IV:
at least three active groups of the lateral group OR at least one active group in the down
area OR an active bottom group (cf. figure 5.2b). I.e. for topology only groups belonging to
the top and the up are allowed to be active. The IVMPR logic is the following:
• passing muon: “muon like (IV)′′ ∧ muon like (ID)
• stopping muon: “muon like (IV)′′ ∧ muon like (ID) ∧ topology
• crossing muon: “muon like (IV)′′ ∧ muon like (ID) ∧ topology
The IVMPR categorization is recorded in the Trigger Word.
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5.1.4. The Double Chooz Trigger Word
On the TMB all signals from the TBs and external trigger sources, e.g. from the calibration
systems [4] are processed via separate CAMs into the TW (cf. figure 4.6). The scaling of the
prescaled triggers is also done on the TMB.
Except for the Fixed Rate Trigger, which is set to a rate of 1/s, all special triggers of the high
level logic are disabled. After each trigger a forced dead time of 128 ns is set to prevent the
event window of the FADCs of two consecutive events from overlapping (an event window is
256 ns long [5]).
The configuration of the TW is the following:
• Bit 0-3: TB A: prescale, neutrino like (read out), neutron like (flag), muon like (flag).
• Bit 6-9: TB B: prescale, neutrino like (read out), neutron like (flag), muon like (flag).
• Bit 12-17: TB IV: prescale, neutron like (read out), muon like (flag), passing muon
(flag), stopping muon (flag), crossing muon (flag).
• Bit 20-25: External triggers from various calibration systems [5], trigger dead time
monitor system (cf. section 6.2.5) and the OV (flag).
• Bit 28: Fixed Rate trigger
Important for the near detector is the ability to reduce the amount of stored data based on
the event classification of the TW (cf. section 5.2). For the data published in [4, 5], with only
the far detector, this option has not been used. However, it is planned to test this method
with the far detector in the near future.
5.2. Output of the Trigger and Timing System
In order to distribute the output signals to the FADC crates several custom Fan-Outs2 are
part of the trigger and timing system (cf. figure 5.1). The output signals of the trigger and
timing system (cf. figure 4.6 and 5.1) are explained below:
• Trigger 1 signal (TR1): It triggers the readout of the detector. It is a standard NIM
pulse. It is distributed to all FADC modules via several dedicated fan-out modules.
• Clock signal (Clk): The trigger system provides a common 62.5 MHz (16 ns period)
clock to all components for synchronous data taking. The clock signal is based on LVDS
(Low Voltage Differential Signaling). It is distributed to all components via several
dedicated Fan-Out modules.
• OV sync signal: This signal can be used to synchronize systems which are using a
separate clock. It is used to synchronize the OV. The OV sync signal is sent every 68.72
s (0.015 Hz). It is derived from the Clk signal.
2embedded on VME cards, such they can be plugged into the DAQ crates
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• Inhibit signal (INH): To guarantee a synchronous start of all components the trigger
system provides an inhibit signal (standard NIM pulse). While this signal is active no
data will be collected. Upon deactivation, all components start running.
• Trigger Word (TW): Is a classification of each triggered event. This can be used to
reduce the amount of data stored. The event classification is coded in the 32 bit TW
and distributed from a 34-pin connector socket (LVDS) via dedicated fan-outs to the
FADC crates, in time with the trigger signal (cf. section 4.2). The FADCs can read
only 16 LVDS signals so that the 32 bit TW had to be split into two FADCs per crate
(cf. figure 3.14).
• Event Number (EvNo): The trigger system provides a counter which is incremented
with every trigger. This 32 bit counter (EvNo) is distributed via LVDS Fan-Outs to
each FADC crate synchronous with the trigger. The EvNo sent from the trigger system
is compared to the internal event counter in the FADC to validate the data before it
is written to disk. Further the EvNo sent from the trigger system is compared to the
EvNo stored in the FIFO of the TB and TMB to detect possible trigger data lost (cf.
section 7.1).
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Chapter 6
Commissioning and Tests of the
Double Chooz Trigger System
The installation of the electronic DAQ components was done in April 2010. The construction
of the far detector was completed at the end of 2010. During this period tests of the many
subsystems have been performed. The trigger system was used successfully to monitor the
detector behavior e.g. during the filling of the detector. A detailed summary of the develop-
ment of the trigger system and its earlier tests can be found in [61]. This chapter will cover
the most important tests and calibration measurements which have been done before the in-
stallation of the trigger system at Chooz. Further, a selection of all measurements which have
been done during the commissioning phase of the Double Chooz far detector will be presented.
6.1. Tests of the Trigger System at the Aachen Laboratory
Prior to the construction of the far detector several tests with the trigger system have been
done at Aachen. These measurements were done to verify the general functionality of the
system and also to study the influence of critical parts of the trigger system on the overall
performance, such as the discriminators. Detailed informations about the measurements and
studies which have been performed during this phase can be found in [10], [74], [73], [70].
6.1.1. Discriminators Performance
The performance of the discriminators is critical to the overall performance of the trigger
system. Prior to the installation at Chooz, the discriminators have been calibrated carefully.
Crosstalk, internal electronic noise and linearity of the discriminators were studied.
To estimate the internal electronic noise of the TB we used “threshold-scans” (cf. section
6.2.2). The region close to each discriminator baseline was scanned count by count by vary-
ing the threshold. For each step the switching rate of the discriminator (IRC value, cf. section
4.1.3) was measured. The discriminators start switching if the threshold is near the baseline
and noise creates triggers. Figure 6.1 shows the result for a sum and a single channel dis-
criminator. The distributions give an estimation of the internal electronic noise of the TBs.
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channel resolution [mV/DAC]
single input (A/B) ≈ 0.62
SUM A (neutron like) 9.35
SUM B (muon like) 18.18
SUM C (prescale) 5.85
SUM D (neutrino like) 9.35
Table 6.1.: Threshold steps of a Trigger Board in mV input signal per DAC count. The single
channel value is the average value for all 18 group inputs.
Both examples show that the level of electronic noise is negligible (less than one DAC).
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Figure 6.1.: Example of a threshold-scan without an input connected to the TB. (a): sum
discriminator (b): group discriminator
The different total width of the baseline are related to the different dynamic ranges and
therefore different steps of the thresholds of the group and the sum discriminators. The
values for one TB are listed in table 6.1.
A similar measurement can be used to estimate the crosstalk between different channels.
Here a signal is connected to one group only and the IRC (cf. section 4.1.3) values of ad-
jacent discriminators are measured under the influence of the discriminator switching in the
neighboring channel [61]. These measurements showed that there is only negligible crosstalk
between channels (less than one DAC).
The linearity of the discriminators was verified with a pulse generator using rectangular pulses
of different pulse heights. For each pulse height the corresponding threshold was determined
by a threshold-scan (cf. figure 6.2a). Studies of the discriminators linearity have been per-
formed before and after the optimization of the AC coupling at the TB input channels (cf.
section 6.2.4). Details can be found in [70], [73].
The distribution can be described by an error function which is fitted to determine the
threshold µ for a certain pulse height.
f(DAC) = α2
(
1 + erf
((DAC − µ)√
2σ
))
(6.1)
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Figure 6.2.: (a): threshold-scan distribution for a negative input pulse and fitted error func-
tion. (b): Linear fit of the threshold values determined for several input pulse
heights. NOTE: A DAC value of 0 corresponds to the maximal negative thresh-
old, a value of around 2000 corresponds to zero input and values of up to 4096
would discriminate positive inputs
Where α denotes the total number of pulses. µ and σ can be interpreted as the mean thresh-
old and threshold uncertainty, respectively.
All discriminators show a similar linear behavior over their dynamic range similar to the
one shown in figure 6.2b. A temperature dependence of the discriminators has not been
studied. An impact on the performance of the trigger system is not expected because the
electronics of Double Chooz experiment are constantly cooled by a ventilation system in the
underground lab.
6.1.2. Clock Stability
The total life time of the data sets is calculated from the clock counter of the TMB (cf.
section 4.2.4). The clock counter value is continuously compared with the TDC values (cf.
section 4.1.3) of the TBs and the clock counters of the ν-FADCs to ensure synchronization
of the cards. The reliability of the TMB clock has been verified with a custom GPS board.
This board is a modified TMB and is planed to be installed and used for the Double Chooz
experiment in the future [132].
In several laboratory tests with 24 hours of run time each, the run length calculated from
the TMB has been compared with the run length stated by the GPS clock. This leads to
an uncertainty of 0.018 s/h in the run length calculated from the TMB clock, which is well
below the manufactures specification of 0.072 s/h [76]. The manufactures specification also
covers the aging of the oscillator.
The time stamps needed for analysis e.g. search for delayed coincidences of physics events
like the inverse beta decay or the comparison to the reactor power history are of the order of
O(µs) or O(min), respectively. Therefore the precision and stability of the clock is well above
the requirements of the experiment.
The installation of the custom GPS board provides a potential application to contribute
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to a global campaign, such as SNEWS [30] for the detection of neutrinos from super nova
explosions.
6.2. Commissioning of the Trigger System at the Double Chooz
Far Detector
After the installation in April 2010 several tests have been performed to ensure the correct
functionality of all components [70]. All fan-outs, cables and discriminators have been checked
with a pulse generator. The functionality of the FPGAs and the internal signal lines of the
trigger system have been tested with discriminator outputs generated by software (cf. section
4.1.2). Besides the verification of the functionality of the digital signal lines within the FPGA
the usage of the software created discriminator outputs also allows to create certain pattern
of event types (corresponding to the set trigger logic as described in chapter 5). Thus it was
possible to test the trigger system with the default logic and use the trigger data to verify
the functionality, e.g. compare the set input pattern and the TW output per event. For over
50 million random events no mismatch in the trigger data was observed.
6.2.1. Estimating Trigger Thresholds for Commissioning Measurements
After the installation of all DAQ components it was necessary to optimize the threshold values
for all discriminators in order to be able to perform measurements with reasonable threshold
values (e.g. estimation of the trigger rate). For the ID TBs, the used informations for the
threshold estimation are shown in table 6.2.
The photo electron yield (PY) of the ID detector can be estimated as:
PY = LY · PC · S = 180 PEMeV (6.2)
PY is the photoelectron yield, LY denotes the light yield of the scintillator, PC is the photo
coverage of the detector and S is the average photon detection efficiency of the PMTs.
The ID PMTs are grouped such that each ID TB observes the same volume (cf. figure
5.2a) with a signal of approximately 90 PEMeVTB . Based on the gain calibration of the PMTs
and the stretcher output we can calculate the expected signal amplitude per photo electron
(SA):
SA ≈ gPMT · gstr. = 4.056
mV
PE (6.3)
SA denotes the sum signal amplitude, gstr. is the average stretcher gain and gPMT is the av-
erage PMT gain.
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parameter value reference
light yield of the scintillator (LY) ≈ 6000 photonsMeV [65, p.42]
photo coverage of the detector (PC) 13 % [2, p.75]
average photon detection efficiency of the PMTs (S) 23.04 % [8, p.15]
average PMT gain (gPMT ) 0.8 PEpC [8, p.10]
average stretcher gain (gstr.) 5.07 mVpC [96, p.5]
Table 6.2.: Parameters used for the estimation of the ID TB threshold values. The LY is the
number of photons emitted per MeV. PC describes the coverage of the detector
surface with PMTs and photo cathodes, respectively. S is the average value for the
determined photon detection efficiencies from the PMT calibration. The efficiency
is the product of the quantum and the collection efficiency of a PMT. The quantum
efficiency indicates the ratio of the number of created photo electrons (PEs) and the
number of photons hitting the photocathode. The collection efficiency determines
the number of PEs which reach the first dynode. The average gain values of
the PMTs and stretcher have been determined during the PMT and stretcher
calibration measurements, respectively.
With the SA and the PY values it is possible to estimate an approximate signal amplitude
at the TB sum discriminators. For the single group discriminators this amplitude has to be
scaled according to the number of connected PMTs of that channel.
GA = SA · N
PMT
grp
NPMTtot
(6.4)
GA denotes the group signal amplitude, SA is the sum signal amplitude, NPMTgrp denotes
the number of PMTs connected to the corresponding group channel and NPMTtot is the total
number of PMTs connected to the corresponding TB.
The signal amplitudes can then be converted into the corresponding DAC value using the
linearity measurements and the resulting fit result for each channel (cf. figure 6.2). Hence,
it is possible to calculate the approximate threshold value (DAC count) for a certain energy
deposition inside the inner detector. For the IV the threshold values have been estimated
using the threshold-scan distributions of the IV TB (cf. section 6.2.2.4). For the single group
channel thresholds the defined threshold values for the “neutron like” threshold has to be
scaled according to the number of connected PMTs of the corresponding single group channel
(cf. equation 6.4).
6.2.2. Threshold-Scans for Commissioning the Double Chooz Far Detector Site
The trigger system can be operated independently from the other DAQ components. Based
on the simple structure of the data an almost instantaneous monitoring of the detector per-
formance with the trigger system has been useful during the filling of the detector and the
commissioning of the DAQ.
In particular threshold-scans were taken regularly. For the threshold-scans different DAC val-
ues have been set and the corresponding IRC value was measured, which corresponds to the
switching rate of the discriminator. The distribution of these IRC values shows a cumulative
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rate spectrum of the corresponding discriminator and detector region (ID or IV), respectively.
After the installation of the electronics the threshold-scans have been used to estimate the
electronic noise level of the trigger input signals. For this, the IRC values for the DAC values
around the discriminators baseline have been measured. The result of these measurements
triggered a modification of the FEE electronics which let to a significant reduction of the
electronic noise level on the DAQ signal lines.
6.2.2.1. Reduction of Electronic Noise on the Trigger Input Signal Lines
After the installation of all electronic components at the Double Chooz far detector lab-
oratory in April 2010 it was found that the trigger rate at the estimated “neutrino like”
threshold position (cf. section 6.2.1) was far above the expectations for an empty detector.
The high trigger rate could not be handled by the DAQ. Therefore the trigger system was
used to determine the trigger rates. Figure 6.3 shows the threshold-scan distributions of the
“neutrino like” threshold with FEE electronics switched on and off, respectively. For these
measurements the HV for the PMTs was off. Thus the trigger system was triggering only due
to baseline fluctuations of the input signals and the measured threshold-scan distribution is
almost symmetric around the baseline position of the corresponding discriminator (cf. figure
6.3).
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Figure 6.3.: Threshold-scan distributions of the “neutrino like” threshold around the base-
line position. The black points show the IRC values measured with switched
on and the red stars show the measurement with switched off FEE electronics,
respectively. The solid line indicates the baseline position and the dotted line the
roughly estimated “neutrino like” threshold value at 0.5 MeV (cf. section 6.2.1).
Without any signals from the PMTs (HV off) the FWHM of the baseline peak gives a good
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estimation of the electronic noise level on the input signals. The red data points indicate that
the internal electrical noise on the signal path of the analog part of the TBs is very small.
Even though the FWHM of the baseline peak has increased with respect to the measurements
at the laboratory at Aachen (cf. figure 6.1). This can be explained by the input cables (2 m
length) at Chooz which can pick up electromagnetic noise. With FEE electronics switched on
the rates increased strongly. Further investigations by checking the different output signals of
the FEE electronics with an oscilloscope (cf. figure 6.4) showed that the reason for the high
rates are oscillations of the stretcher signal (also visible on the ν-FADC and µ-FADC signal
lines). Each stretcher signal was oscillating with a peak to peak spread up to about 100 mV.
Because there are thirteen stretcher input signals per ID TB these oscillations superimpose
and lead to the broad baseline peak in figure 6.3. It turned out that the signal cables picked
up electromagnetic noise from the UPS (Uninterruptible Power Supply) which is located
close to the electronics.
(a) (b)
(c)
Figure 6.4.: FEE output signals (cf. section 3.4.2). Yellow (top): PMT signal for ν-FADC,
Blue (middle): 8:1 sum output, Green (bottom): stretcher signal. (a) Screenshot
of a single event. (b) Screenshot of three subsequent events. (c) Screenshot of
three subsequent events on a long time scale.
In order to minimize the impact of the electromagnetic emission of the UPS the following
steps have been performed:
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Grounding of FEE input connectors:
The PMT signal cable connectors to the FEE have been connected to the ground of the racks.
Prior this was done inside the FEE modules. This reduced the FWHM of the baseline peak
by a factor of two.
Shielding of the UPS:
The UPS was covered with copper foil, reducing the FWHM of the baseline peak again by a
factor of two.
Modification of the internal signal path of the FEE:
  
Figure 6.5.: Section of the technical drawing of the signal path inside the FEE. The red
circle indicates the location were the FEE circuit has been modified by re-
placing the diode with a zero Ohm resistor or capacitors with a capacity of
1.0µF, 2.2µF, 4.7µF and 6.9µF.
Several potential modifications of the internal FEE circuit were studied after the electrical
noise issue was discovered. On the inner FEE circuit between the cable return and the ground
of the FEE modules (highlighted by a red circle in figure 6.5) the diode has been replaced with
a zero Ohm resistor (bypass) or capacitors with a capacity of 1.0µF, 2.2µF, 4.7µF and 6.9µF.
The impact of each different modification has been studied under different conditions (e.g.
UPS on and off). Each modification has been applied to two FEE modules which together
create one stretcher signal as input to a TB (cf. figure 5.1). Therefore the impact of the
modifications could be checked with a single group channel discriminator and the reduction
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of the IRC value at the “neutrino like” threshold could be estimated from this. In figure 6.6
the FWHM of the baseline peak is shown for all modifications under different conditions.
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Figure 6.6.: FWHM of the baseline peak for different FEE modifications under different con-
ditions. Bin 0 shows the FWHM of the unmodified FEE and bin 10 for the zero
Ohm resistor. The results for the different capacitors are plotted according to the
corresponding capacity of 1.0µF, 2.2µF, 4.7µF and 6.9µF. The plot is taken
from [70]
The FWHM of the baseline peak indicates that the pick up of the electromagnetic emission
from the UPS is suppressed best by the zero Ohm resistor and the 4.7µF capacitor. The
decision for one of these two possible modifications was motivated by threshold-scans taken
with switched on HV supply for the PMTs and usage of the IDLI calibration system. It
turned out that with the zero Ohm resistor a fraction of the signal is lost. Therefore it was
decided to modify all FEE modules with the 4.7µF capacitor.
After the modification has been applied to all FEE modules the electronic noise level decreased
dramatically. In figure 6.7 the threshold-scan distribution of the “neutrino like” threshold
around the baseline is shown after the modification. For comparison the distribution from
figure 6.3, where the pick up of electronic noise was discovered, is plotted here as well. The
decrease of the rates around the baseline is clearly visible demonstrating that the pick up of
electrical noise could be minimized successfully. For more detailed informations about these
measurements, particularly about the measurements with the IDLI calibration system the
reader is referred to [70].
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Figure 6.7.: Threshold-scan of the baseline peak before and after the FEE modification. Black
data points show the rate spectrum of the “neutrino like” threshold when the
electronic noise pick up was observed. The red and blue data points demonstrate
that the pick up of electronic noise could be successfully minimized by the actions
described in this section. For the red data points the HV supply for the PMTs
was switched on. PMT signals from e.g. muons or radioactivity hitting the empty
detector are clearly visible. The solid line represents the baseline position and
the dotted line the estimated threshold value for 0.5 MeV. Note, that the red and
blue data points have been taken after 14 PMTs of the ID have been switched of
because they have been identified to have high LN event rates (cf. section 8.4.1).
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6.2.2.2. Filling of the Inner Detector
The filling of the Double Chooz far detector started on 12th October 2010 and was completed
on 13th December 2010. An overview about the filling progress is shown in figure 6.8. Note,
that due to the delicate acrylics of the inner volume vessels all volumes were filled simulta-
neously, allowing only a few millimeter deviation between the different liquid levels. If for
example the target was completely filled the liquid levels of the buffer and IV volumes are at
the upper boundary of the target as well.
During that time, threshold-scans have been used to monitor how the trigger behavior has
changed. Note, that the trigger system is triggering on negative pulses, therefore the pulse
heights increase from the right to the left in all plots shown in the following sections.
The distributions in figure 6.9 show how the IRC changes during the filling operation. The
violet data points show the discriminator response when the detector was empty. The red
data points have been measured when the liquid levels reached the buffer volume. The slightly
higher rates measured with a dry detector can be explained by a higher dark count rate after
turning on the high voltage [8] and the changes in temperature of the PMTs during the filling.
The temperature decreased during the filling and therefore light noise event rate1 which has
a strong dependence on the temperature [116] also decreased. With the increase of the liquid
levels inside the detector an increase of the rates is observable. When the liquid level reaches
the target vessel (filled with scintillator) a structure becomes visible around DAC 1890 and
DAC 1960, respectively. This structure can be explained by the natural radioactivity from
the detector and the surroundings around the detector and the PMT cathodes. The highest
rates were observed when the target was half filled (blue data points). With further increase
of the liquid level a decrease of the rate was observed. When the buffer volume was filled
completely the structure in the rate spectrum disappeared. This observation and the reduc-
tion of the rates at higher filling levels show that the buffer volume acts as a passive shielding
for the innermost volumes. The black data points show the switching rate after the whole
detector was filled and the steel shielding was installed. The rates for small amplitudes have
decreased further because of the passive shielding of the IV liquid and the steel shielding.
The asymmetry of the distributions around the baseline can be explained by the response of
the ISS circuit (cf. section 4.1.1) to positive signals (cf. figure 4.4).
After the completion of the filling one can observe that the rate at high amplitudes (which
are corresponding to high energies cf. section 3.4.2) converge to the expected muon rate
of approximately 10/s [1]. After the installation, the threshold-scan distribution has been
regularly monitored and found to be stable. The variations between different measurements
are consistent within the statistical fluctuations. The stability of the electronics, in particular
the stability of the input baseline, can be monitored from the maximum of the distributions.
Figure 6.10 shows that the baseline for all sum discriminators has been stable with variations
smaller than one DAC count, demonstrating the stable behavior of detector and electronics.
1During the commissioning phase it turned out that the ID PMTs could cause triggers by spontaneous
emission of light. These triggers are called light noise events. For further informations the reader is
referred to section 8.4.1
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Figure 6.8.: Overview on the filling progress between 12th October 2010 and 13th December
2010. The plot is taken from [133]
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Figure 6.9.: Threshold-scan distributions of the “neutrino like” threshold of an ID TB at the
far detector. The plotted distributions cover the whole filling period of the far
detector (12.10.10-13.12.10) and show how the trigger behavior changed during
that time. Further, a distribution taken right after the electronics installation
(with a dry detector) is shown. The dotted line indicates the baseline position
for the shown threshold.
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Figure 6.10.: Baseline positions shown for the sum discriminators of one ID TB for the time
period between installation and start of data taking. The variations are below
one DAC count over one year.
6.2.2.3. Verification of the Redundancy Concept
For the ID there are two TBs. The ID PMTs are grouped such that both ID TBs observe the
same detector volume introducing redundancy to the system (cf. figure 5.2a). The threshold-
scans were used for a first verification that both ID TBs actually observe the same volume.
Figure 6.11 shows exemplary the threshold-scan distributions of the “neutrino like” threshold
for both ID TBs. The plotted distribution was shifted such that the baseline positions of
both thresholds are aligned and the observed rates are better comparable.
The comparison of the spectral shape of the threshold-scan distributions indicates that both
ID TBs observe the same volumes. E.g. any anisotropy of the PMT grouping (cf. figure
5.2a) would lead to an difference in shown distributions. This observation applies also for
all other ID TB thresholds indicating that all the electronics are behaving as expected. For
more detailed studies e.g. the equalization of all PMT gains dedicated analysis of the FADC
data were performed by the corresponding responsible working groups of the Double Chooz
collaboration. The comparison of the threshold-scan distributions of both ID TBs have been
part of the detector stability checks during the commissioning phase of the far detector (cf.
e.g. [108, 109]).
6.2.2.4. Inner Veto
The distributions in figure 6.12 show the IRC of the “neutron like” threshold of the IV TB
at the far detector before (red) and after (black) the steel shielding was completed. The
steel shielding above the detector was installed after the detector was filled. The decreased
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Figure 6.11.: Threshold-scan distributions of the “neutrino like” threshold for both ID TBs at
the far detector. The red and black data points show the discriminator response
of TB A and TB B, respectively. The spectrum of TB B has been corrected for
its baseline position such both baseline peaks match each other.
rates for smaller amplitudes after the shield installation demonstrate how efficiently the steel
shielding surrounding the detector protects it from radioactivity from the outside. At high
amplitudes (energies cf. section 3.4.2) both distributions converge to the expected muon rate
(approximately 30/s [1]) for the IV at the far detector site.
For the IV, the threshold-scans have also been used to define the threshold settings (cf. section
5.1.2). Both data sets in figure 6.12 show a spot were the rates converge to a constant rate.
Between this spot (“neutron spot”) and the baseline position the rates are dominated by
radioactivity from outside the detector. The “neutron like” threshold for the IV has been set
to the so called “neutron spot” (cf. figure 6.12). For the group discriminators the threshold
has been calculated by scaling the sum signal amplitude at the “neutron spot” according to
the number of PMTs of each particular group (cf. figure 5.2b). Figure 6.13 shows examples
of threshold-scan distributions for the IV groups. The shape of the distributions are rather
similar for all group discriminators. Small differences in the rates at the calculated “neutron
spot” threshold (red line) can be explained by the number of PMTs connected to the particular
group and the geometrical position of the groups (cf. figure 5.2b).
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Figure 6.12.: Threshold-scan distributions of the “neutron like” threshold of the IV TB at the
far detector. The red and black data points show the discriminator response
before and after the installation of the upper steel shielding. The dotted line
indicates the baseline position for the shown threshold.
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Figure 6.13.: Examples of threshold-scan distributions for the IV TB group discriminators.
Red lines indicate the thresholds position equivalent of the “neutron spot” of the
sum threshold for the corresponding group channel of the IV. (a): Top group.
(b): Lateral group. (c): Bottom group.
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6.2.3. Multiplicity
During the commissioning of the Trigger System and the DAQ studies on the multiplicity
(number of active group channels) have been performed. For the IV TB the focus of this
studies was to achieve a better understanding of the IV response while for the ID the focus
of the studies was the discrimination of unphysical background, especially instrumental light
noise, at the trigger level.
6.2.3.1. Multiplicity studies with the IV TB
In this section the results for the multiplicity studies with the IV TB will be discussed.
The introduction of redundancy to the trigger system by triggering on a logical AND of a
multiplicity condition and a sum threshold will be illustrated.
In figure 6.14 it is shown how the number of active group channels varies with an increase
of the sum threshold2. Note, that the used sum threshold values (DAC) for this studies are
sufficiently smaller than typical thresholds for pure muons.
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Figure 6.14.: Multiplicity study for the IV TB. The group thresholds have been fixed to the
“neutron spot” equivalent of the sum threshold of the IV. The distributions show
the number of active group channels (multiplicity) per event.
One can see that for a low sum threshold (e.g. 1900 [DAC]) the rate of low multiplicity is high
because the IV is mainly triggered by radioactivity from the outside. With increasing the
sum threshold the mean multiplicity is also increased (“threshold effect”). This correlation
between a sum threshold value and the resulting mean multiplicity shows that triggering on
a logical AND of a multiplicity condition introduces redundancy to the trigger system. E.g a
low sum threshold AND a high multiplicity condition would effectively increase the threshold
2Corresponding to an increasingly negative voltage and hence a smaller DAC count.
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to a higher level than the actual set sum threshold level. Even if the sum threshold is set to
a low value the detector would be triggering only on high energies because of the multiplicity
condition. The “threshold effect” was also studied using MC simulations [75, p. 26].
The physics threshold for the IV is set to 1800 [DAC] without any multiplicity condition (cf.
section 5.1.2).
Figure 6.15 shows another presentation of the data shown in figure 6.14. For each IV TB
group channel the number of times were the corresponding IS (cf. section 4.1.3) of a particular
group was active is divided by the total number of events recorded within 100 s for a certain
sum threshold.
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Figure 6.15.: Multiplicity study for the IV TB. The number of times were the IS was active
divided by the total number of events recorded within 100 s for different sum
threshold levels is plotted for each IV TB group channel. Dotted lines indicate
different topology regions of the IV (cf. figure 5.2b). A: Top, B: Up, C: Lateral,
D: Down, E: Bottom.
The distribution in figure 6.14 can be explained by the “threshold effect”: For a low sum
threshold value the average number of active group channels is low and the topological posi-
tion of the corresponding active group for one triggered event is roughly equally distributed
within the IV volume. For higher sum threshold values the number of active group discrimi-
nators increases and therefore the shown ratio for each channel increases as well. Especially
for higher sum threshold values one can see that channels corresponding to the topological
regions (cf. figure 5.2b) top (A), up (B) and lateral (C) have higher probabilities to be active
than the ones located at the bottom of the IV. This can be explained by the fact that most
of the particles which enter the IV e.g. muons are coming from above. The top group has a
lower probability to be active than the other groups located at the top of the IV because the
connected PMTs of this group are located on an inner ring of the IV and are facing inwards,
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thus observing only a small volume of the IV. The same applies for the PMTs connected to
the bottom group. The other differences of the ratios within a certain topological group can
be explained by differences in the group threshold values and gains of the PMTs, which were
not optimized at the time this measurement was taken.
The shown measurement demonstrates how a logical AND of a multiplicity condition com-
bined with a sum threshold introduces redundancy to the trigger system. The probability
for a single group channel to be active depends on the topological location of the connected
PMTs. This shows that it is reasonable to base the trigger decision for the IV mainly on
the multiplicity and not on the sum threshold because the trigger decision of the IV could
become more sensitive to muons which only glancing an edge of the IV. Another reason is
that the trigger decision may be made faster because of the light propagation in the IV vessel
and hence the faster rise times of the group signal compared to the sum signal. This can be
taken into account when the trigger logic will be revised for the near detector in the future.
6.2.3.2. Multiplicity studies with the ID TB
For the ID TBs each group signal amplitude is proportional to the charge seen by 16 of the
ID PMTs within a time window of 100 ns (cf. section 3.4.2), except for one channel with only
3 PMTs connected. The ID PMTs are grouped such that each TB observes the same volume
and each group of PMTs collects the same amount of scintillation light for an event in the
center of the ν-target (cf. figure 5.2a). Figure 6.16 shows a multiplicity study for one ID
board. Here the sum threshold was fixed to approximately 40 PE (' 0.44 MeV cf. section
6.2.1). The group thresholds have been varied from 2 PE - 10 PE equivalent (the threshold
levels have been scaled according to the number of PMTs). For each ID TB group channel the
number of times were the IS (cf. section 4.1.3) of a particular group was active is divided by
the total number of events recorded within 100 s. The shown ratio represents the probability
of a certain group channel being active.
As expected the shown ratios (probabilities) decrease with higher group threshold values.
For all data sets shown the input channel seven has a significantly lower probability of being
active because only three PMTs are connected here. For this reason the input channel seven
is not considered for the multiplicity condition in the configuration of the experiment (cf.
section 5.1.1). Variations between different group channels in the different data sets can be
explained by differences in the group threshold values, gains of the PMTs, which have not
been optimized at the time this measurement was taken. Furthermore fourteen ID PMTs
with a high LN rate (cf. section 8.4.1) have been identified during the commissioning of the
FD. These PMTs have been switched off before the start of the physics data taking campaign.
These PMTs are evenly distributed throughout the detector and hence do not introduce an
anisotropy of the detector response [118]. The tuning of the group thresholds has been done
based on the rough calculation as described in section 6.2.1. During commissioning of the ND
a possible improvement of the set trigger logic e.g. a better tuning of the group thresholds
could be considered. An improved equalization of the group thresholds can be based on a
dedicated analysis as presented in [62].
The here discussed measurement was the first approach to look into a possible multiplicity
condition for the ID TBs. Note that the used sum threshold level is comparable to the value
set for the physics data taking campaign while the group threshold levels used here are below
the levels in the final trigger configuration (cf. section 5.1.1).
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Figure 6.16.: Multiplicity study for a ID TB. The number of times were the IS was active
divided by the total number of events recorded within 100 s for different group
threshold levels is plotted for each ID TB group channel.
6.2.3.3. Multiplicity and Instrumental Light Noise
During commissioning of the DC far detector, it was shown that the ID PMTs produce light in
the detector leading to faked pulses from the PMTs called light noise (LN) events (cf. section
8.4.1). Given the characteristic charge distribution of these LN-events (most of the charge of
these events is collected by only one PMT) a multiplicity condition for the ID TBs can help
to reject a fraction of these events, even though it is based on groups of PMTs. In order to
quantify this, data was taken with different group threshold levels for a multiplicity condition
of ≥ 2 and without any multiplicity condition. The values for the “neutrino like” thresholds
(read-out) for the ID TBs have been fixed before using the threshold-scan distributions (cf.
figure 6.11) taken after the optimization of the AC Coupling at the trigger input channels (cf.
section 6.2.4). The group threshold values have been calculated according to equation 6.2 for
the 70 %, 80 %, 90 %, 100 % equivalent of the “neutron like” threshold.
During commissioning a useful variable to identify LN-events was found, the MQTQ ratio
(cf. figure 6.17). It is the ratio of the maximal charge seen by one PMT of the ID divided
by the total charge collected by all PMTs of the ID. Various detailed studies on LN-events
have been performed including the optimization of cut variables to remove LN-events e.g. for
the neutrino selection [116, 118, 124]. For the Gd-capture based neutrino analysis the LN
event cut variables are a MQTQ ratio of 0.09 for the prompt event and 0.06 for the delayed
event. In addition, the root mean square of all ID PMT pulse start times (RMSTstart) is used
to discriminate LN-events for the neutrino selection (RMSTstart ≤ 40 ns).
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Figure 6.17.: MQTQ distributions for different group threshold levels at the ID TBs and a
multiplicity condition of ≥ 2 or without any multiplicity condition. The dotted
lines indicate the cut values for the MQTQ cut for the prompt (0.09) and the
delayed event (0.06) for the neutrino candidate selection.
In figure 6.17 the MQTQ distributions under the different trigger conditions are shown. The
dotted lines indicate the cut values for the MQTQ cut for the prompt and the delayed event for
the neutrino candidate selection. The distributions with an applied multiplicity condition are
comparable to each other while the distribution of the measurement without any multiplicity
condition differs significantly for MQTQ values above 0.9. For these events almost all the
charge was collected by only one PMT, indicating that they are unphysical.
In figure 6.18 the MQTQ ratios are plotted versus the deposited energy in the detector. Again
a significant difference between the measurement with and without a multiplicity condition
is visible for MQTQ ratios above 0.9.
In figure 6.19 the RMSTstart values are plotted versus the MQTQ ratios per event. Again
the data for the measurement without a multiplicity condition and for the measurement
with group threshold levels at 80 % equivalent is shown. The distributions look similar for
RMSTstart values ≤ 40 ns. A significant difference in the spectra can be observed for MQTQ
values above 0.9. This demonstrates that a multiplicity condition for the ID TBs helps to
reduce LN-events with a large MQTQ value but is insensitive to RMSTstart . This is expected
because of the charge integration in the “stretcher circuit” of the FEE (cf. section 3.4.2).
To ensure that a multiplicity condition does not reject “good” physics events one can com-
pare the ID energy spectra with and without LN event rejection cuts (MQTQ < 0.09 and
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Figure 6.18.: MQTQ ratios plotted versus deposited energy in the ID. (a) For a multiplic-
ity condition of ≥ 2 and group threshold levels at the 80 % equivalent of the
“neutrino like” threshold. (b) without any multiplicity condition. NOTE: The
conversion from ID charge into energy used here changed after the commission-
ing and between the publications due to improved calibration.
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Figure 6.19.: RMSTstart plotted versus the MQTQ ratios. (a) For a multiplicity condition of
≥ 2 and group threshold levels at the 80 % equivalent of the “neutrino like”
threshold. (b) without any multiplicity condition.
RMSTstart ≤ 40 ns). This is shown in figure 6.20. The histogram of the data set without
any multiplicity condition has a factor of ∼ 30 more entries in the 0 - 0.3 MeV bin (cf. fig-
ure 6.20a). Furthermore a significant difference between 0.1 and 0.5 MeV is visible. The
same spectra are also shown after the LN event rejection cuts have been applied (cf. figure
6.20b). All spectra seem to be comparable after these cuts (this is also valid for high energies
even though not shown here), demonstrating that a multiplicity condition effectively reject
LN-events and does not affect “good” physics events.
Table 6.3 summarizes the measured event rates of the shown measurements demonstrating
the effect of a multiplicity condition for the ID TBs. A multiplicity condition for the ID TBs
reduces the event rate by ≈ 27 %. This is useful because this data, as shown, is not useful
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Figure 6.20.: ID energy spectra for the LN event rejection studies. (a) raw spectrum. (b)
spectrum with applied LN event rejection cuts (here MQTQ ≤ 0.09).
run number condition number of events event rate [1/s] rate reduction [%]
8842 no multiplicity 233760 129.49 -
8305 100 % equivalent 169930 94.13 27.31
8306 90 % equivalent 169378 93.83 27.54
8307 80 % equivalent 168933 93.59 27.72
8308 70 % equivalent 170813 94.62 26.93
Table 6.3.: Summary of the measurements which have been done to study a possible LN event
reduction by applying a multiplicity condition for the ID TBs.
for the neutrino analysis.
For the start of the physics data taking campaign the group threshold levels have been set to
80 % of the “neutrino like” threshold (cf. section 5.1.1).
For the preparation of the ND commissioning there have been dedicated runs to test whether
an increase of the multiplicity condition can further increase the rejection efficiency for LN-
events at trigger level. The outcome of a first analysis of this data showed no significant
improvement of the LN event reduction [121] as expected based on the results presented in
this section.
6.2.4. Optimization of the AC Coupling at the Trigger Input Channels
The AC coupling at the trigger input is realized by a RC-circuit. During the commissioning of
the Double Chooz detector it was found that a muon hitting the detector produces such a high
light level that it strongly saturates the analog electronics in front of the trigger. With the
first version of the trigger system muons caused an effective dead time due to combined effect
on the PMTs, the FEE and the TBs. A muon signal produces a large positive overshoot at
the end of the group signal (cf. figure 6.21b, light blue waveform). Due to the AC coupling at
the TB inputs this leads to a release of a trigger (peak at approximately 4.5 µs in figure 6.21a)
when the stretcher signal returns to its baseline which has drifted towards positive voltages.
The corresponding trigger signal stays active for approximately 20 µs which corresponds to
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the recovery time of the AC coupled baseline (cf. figure 6.21b, green waveform). During this
time it is not possible to release a second trigger (cf. section 4.2.1) causing an effective dead
time of the system. After this time the threshold is still close to the group signal (stretcher)
level such that even small fluctuations can cause a trigger. Those triggers cause the peak at
24 µs in figure 6.21a.
t [ns]∆
0 5000 10000 15000 20000 25000 30000
# 
en
tri
es
1
10
210
(a) (b)
Figure 6.21.: (a): ∆T spectrum of consecutive triggers, taken with an ID TB before the
modification of the AC coupling. A positive overshoot of the group signals after
muons cause an effective dead time between 4.5 µs and 24 µs due to the AC
coupling at the TB inputs. (b): Screenshot of a muon event hitting the ID.
Dark blue: PMT signal, light blue: Stretcher signal, green: trigger 1 signal.
SPICE simulations have shown [131], that an increase of the coupling capacitor in the order
of (µF) would improve the trigger response for these large overshoots. In figure 6.22 the
improvement due to this modification is shown. With the modified TB version (C = 2.2
µF) the positive overshoot does not cause additional triggers (cf. figure 6.22b, light blue
waveform). The trigger becomes sensitive as soon as the group signal returns to its baseline.
Note, that only one of the group input signals is shown but the trigger decision is based on the
sum of all input signals in combination with a multiplicity condition. After the modification
the trigger system is now triggering on the expected signals from correlated afterpulses of the
PMTs in response to the initial high light level (cf. figure 6.22a). The peak positions at 6 µs
and 8 µs match with the afterpulse probability distribution of the ID PMTs [10].
With the modification to the AC coupling at the TB inputs the trigger response shortly after
high light level signals (e.g. caused by a muon) has been substantially improved. Note, that
for the neutrino analysis this is not an issue because a veto cut of 1 ms after each muon is
applied in the analysis [4], [5]. However, with the improved AC coupling it becomes possible
to trigger events even shortly after a muon e.g. in order to search for signals from Michel
electrons [64, p.75-78]. There is still a remaining inefficiency because e.g. the charge created
by afterpulsing of the PMTs, fast neutrons and baseline fluctuations etc. can fulfill the trigger
conditions for up to 50 µs. This was studied in detail in [62].
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Figure 6.22.: (a): ∆T spectrum of consecutive triggers, taken with an ID TB after the opti-
mization of the AC coupling at the trigger inputs. The trigger is now sensitive
as soon as the input signal returns to its baseline after the overshooting. The
peaks at 6 and 8 µs match with the afterpulse distributions of the ID PMTs.
(b): Screenshot of a muon event hitting the ID. Dark blue: Stretcher signal,
light blue: trigger 1 signal (modified TB), violet: trigger 1 signal (unmodified
TB).
6.2.5. Trigger Dead Time Monitor Systems
Due to the high energy deposited, muon events can cause the group signals to overshoot,
making the trigger system less efficient for detecting lower energy events immediately after.
In order to determine the impact of this inefficiency, two dead time monitor systems were
installed. The basic function of these dead-time monitors is to trigger the detector at a
known, regular frequency, creating tagged random triggers with respect to physics triggers.
By identifying any loss of such tagged triggers, we can quantify and track the dead time of
the readout versus time.
Both triggers of the dead-time monitors run at 1 Hz, however they differ in their synchroniza-
tion with the system clock. The first one is synchronous, created by the Fixed Rate Trigger
(cf. section 4.2.1) of the TMB. The second one is asynchronous, two NIM signals (with a
fixed time difference of 2 µs) which are produced by NIM gate generators once per second.
When excluding muons and all following events for a duration of 1 ms (offline veto time for
neutrino searches), both dead time monitors show 100% lifetime; i.e. the trigger system does
not introduce any dead time for the neutrino analysis.
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Chapter 7
Trigger Upgrade
During the commissioning of the FD and the first data taking campaigns possible improve-
ments for the trigger system became apparent. Most were implemented in the firmware prior
the beginning of the data taking campaign. However, the collaboration decided to take the
data for the first data taking campaigns with the initial firmware developed in 2009. It is
planned to upgrade the trigger firmware together with the FEE in the middle of 2013. In
October 2012 and March 2013 dedicated test data with the upgraded trigger system were
taken to ensure the functionality and to verify the anticipated improvements of the trigger
system performance. This chapter highlights the new firmware and discusses first results of
an analysis of the test data.
7.1. Overview: Highlights of the Trigger Firmware Upgrade
This section will introduce the major issues found during the commissioning of the FD.
Also the corresponding solution implemented in the firmware of the trigger system cards is
presented.
TW event classification:
For the initial firmware the TW event classification is not working efficiently, especially for
“muon like” events. The reason and the implemented solution to improve the event classifi-
cation efficiency is shown schematically in figure 7.1. The trigger conditions (e.g. exceeded
thresholds) are checked after each clock cycle (32 ns, cf. section 4.1.1). If any trigger condi-
tion is fulfilled, a trigger is released at the end of the sync clock cycle and the status of each
condition is coded in the trigger data and the TW. Due to the slow rise time of the analog sum
signal of the TBs, a muon event most likely gets tagged as a “neutrino like” or “neutron like”
event in the TW depending on the asynchronous time delay between the incoming signals and
the sync clock. The example event in figure 7.1a is tagged as a “neutron like” event despite
that the “muon like” threshold is likely exceeded in the next sync clock cycle.
Note, that the same difficulty applies for the discrimination of the single group signals, thus
for the multiplicity condition. But because these threshold levels are quite low (cf. section
5.1.1) the impact of the slow rise time is less critical.
In order to improve the TW event classification, shift registers are used to delay the CAM
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Figure 7.1.: Schematical illustration of the formation of the TW. The sketches demonstrate
why the initial TW event classification is not working efficiently and how this
will be improved with the upgraded firmware. For the initial firmware the status
of all discriminators at the end of a sync clock cycle is coded in the TW (end
of red shaded area). For the upgraded firmware the release of the trigger signal
is delayed. Thus, the discriminator status at the end of the following sync clock
cycle after a trigger condition was fulfilled is available and coded in the TW (end
of green shaded area).
output (cf. figure 4.6) in the TW circuit (cf. figure 4.6). Further, the output of the trigger 1
signal (cf. section 4.2.1 is delayed in the TMB such that the CAM output status of the fol-
lowing sync clock cycle is available (green shaded area in figure 7.1b). The information coded
in the TW is the logical OR of the CAM outputs of these two consecutive snyc clock cycles.
The improvement of the efficiency of the event classification of the TW will be discussed in
section 7.3.1.
TB 8 bit output delay:
During the commissioning of the FD it turned out that the transit time of the IV PMTs is
substantially longer than the ones of the ID PMTs. Therefore the recorded waveforms are
not aligned in time at the trigger input for an energy deposition in the different volumes IV
or ID. A good estimator for the timing between the waveforms of the ID and IV PMTs are
the Tstart values. These are determined by the algorithms of RecoPulse (cf. section 8.3.1)
and are defined as the sampling point where 30 % of the maximum amplitude is reached.
Figure 7.2 shows the Tstart distributions of the IV PMTs of a one hour physics run with the
initial firmware. More details about the selection criteria for this plot can be found in section
7.3.2.
The Tstart distribution depends on whether the event was triggered by the ID or IV TB (red
and blue distribution). An event triggered by the ID TBs leads to larger Tstart values of the
IV PMTs than an event triggered by the IV TB because the FADC windows are fixed with
respect to the trigger 1 signal (cf. sections 3.4.3, 4.2.1).
The issue of the TW event classification with the initial firmware (cf. section 7.1) also affects
the distributions of figure 7.2, because the distributions have been selected by analysis cuts
on the TW. Note, that only a few events are tagged by the ID AND the IV TBs (green
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Figure 7.2.: IV PMT Tstart distributions with the initial firmware. The shown distributions
are: black: Tstart for all trigger. blue: Tstart for all trigger created by the ID TBs
only (TW). red: Tstart for all trigger created by the IV TB only (TW). green:
Tstart for all trigger where the TW indicates that both IV and ID TBs have been
active.
distribution) due to these effects.
As solution, a delay of the 8 bit output of the TBs is implemented in the firmware (cf. section
4.1.2). It allows to delay the trigger signals of the two detectors with respect to each other
before the input to the TMB. The impact of the time alignment of the ID and IV PMT signals
and the resulting differences of the Tstart distributions will be discussed in section 7.3.2.
FIFO size:
The FIFO memory inside the FPGA can store up to 128 events. If the FIFO is full the TB is
still fully functional and generates triggers but no further data will be stored unless the FIFO
is emptied. Due to variations in the event rate the FIFOs can be completely filled before
the read-out occurs. E.g. muons can induce a lot of subsequent trigger signals because of
afterpulsing of the PMTs, ringing of the baselines of the FEE outputs, fast neutrons etc.. In
this case, the EvNo of the FADCs (received from the TMB) does not match the latest EvNo
in the FIFO of the TB or TMB. In order to avoid loss of the internal trigger data the current
EvNo of the FIFO of the TB and TMB are compared with the EvNo sent by the TMB to
the FADC. In case of a mismatch, the DAQ is stopped and an exception (“ROP4 crash”) is
thrown. This exception requires a restart of the ν-DAQ by the shifter and therefore reduces
the duty cycle of the data taking. Between 13th April 2011 and 13th April 2012 this exception
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occurs approximately twice a day [135].
This is improved by increasing the FIFO size by a factor of two in the upgraded firmware
versions of the TB and TMB (cf. section 7.3.3).
7.2. Total Transit Time with the upgraded firmware
Due to the modifications of the firmware the digital signal path inside the FPGAs was mod-
ified. This has an impact on the total transit time within the trigger system (cf. section
4.1.3). The total transit time has increased because of the implementation of the OR of the
information of two consecutive clock cycles. The FADC read out windows have to be tuned
to the total transit time of the trigger system. The total transit time can be measured using a
pulse generator. The pulse generator output is connected to one of the analog input channels
of the TB and the corresponding threshold and CAMs are set such that each generated pulse
causes a trigger. The transit time can then be measured with an oscilloscope (the transit
time of the used cables has to be subtracted).
(a) (b)
Figure 7.3.: Measurement of the total transit time of the trigger system. Yellow: input pulse,
light blue: trigger 1 signal, magenta: trigger 2 signal, green: trigger acknowledge
signal (cf. section 4.2). (a): initial firmware. (b): upgraded firmware. Note, that
the shown traces include the additional transit times due to the cable length (≈
25 ns).
The transit times determined from the measurement shown in figure 7.3 are summarized in
table 7.1. The difference of the width of the trigger 2 signal (cf. figure 7.3a and 7.3b) has
been implemented in order to match the characteristics of the trigger 1 signal.
The total transit time of the upgraded firmware of the trigger system has increased by ap-
proximately 32 ns. This is in good agreement with the expectation due to the additional
delay on the digital signal lines within the TMB due to the OR of the information of two
consecutive clock cycles.
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firmware version trigger 1 signal [ns] trigger 2 signal [ns] TA signal [ns]
initial 150 ± 16 103 ± 16 116 ± 16
upgraded 183 ± 16 131 ± 16 144 ± 16
Table 7.1.: Estimated transit times within the trigger system for the initial and upgraded
firmware versions. The error is estimated by taking into account the uncertainty
due to the 16 ns jitter (depending on the asynchronous timing between the input
signal and the sync clock) and the resolution of the oscilloscope.
7.3. First Results of the Analysis of the Test Data
In October 2012 and March 2013 dedicated test data with the upgraded firmware versions of
the TB and TMB has been taken. This test campaign required tuning of certain configuration
parameters e.g. the FADC windows (cf. section 3.4.3) and the correct input status (cf. section
4.1.3) delay settings of the TB (cf. section 4.1.3). A total of approximately 13 hours of test
data (taken in March 2013) was used for the analysis presented in this section, using the
initial trigger configuration (cf. section 5) and including the correction of the misalignment
of the ID and IV PMT signals (cf. section 7.3.2). A detailed list of the taken test runs and
the corresponding settings can be found in Appendix C. A list of physics runs (taken with
the initial firmware) used for a comparison with the test data can be found in Appendix D.
7.3.1. TW event classification
With the upgraded firmware version the event classification of the TW is expected to improve
compared to the initial firmware because of the implemented OR of the information of two
consecutive clock cycles (cf. section 7.1). In figure 7.4 the rates of each TW bit of the ID and
the IV (cf. section 5.1.4) are shown for the initial and the upgraded firmware.
All black data points, corresponding to the data taken with the upgraded firmware, show
higher values than the corresponding red data points of the initial firmware. The much
higher rates of the prescale bits (pre) can be explained by a change in the firmware: With the
upgraded firmware the prescale bit of the TW is active whenever the “prescaled” threshold is
exceeded and not only when the scaling compare factor is matched such a prescaled trigger
would be generated (cf. section 4.2.1). In fact, this change is unfavorable because it makes
the identification of real prescaled triggers difficult. This feature will be removed with the
next firmware modification. Note, with the upgraded firmware the identification of prescaled
triggers can be achieved using the corresponding scaler count of the TMB (cf. section 4.2.4)
which has a value of 1000 for an event which would have been caused by a prescaled trigger.
The increased rates of the ν bits (“neutrino like” threshold) of the ID are related to the
OR of the information of two consecutive clock cyles. With the initial firmware an event
could be tagged only by the ID TBB even though the threshold of the ID TBA board is
exceeded slightly later. With the upgraded firmware such an event is tagged by both TBs.
Same holds for the other ID threshold flags. In particular the muon flags of the ID TBs
show how successful the event classification has improved. The corresponding bits match the
expectations of the ID muon rate of about 10 s−1 as determined by analysis of the FADC
data.
The improvement of the IV event tagging of the TW is a combination of both, the better
alignment of the ID and IV TB signals due to the delay of the ID TB outputs (cf. section
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Figure 7.4.: Rates of each TW bit of the ID and the IV. The rates are shown for the initial
(red downward triangle) and the upgraded firmware (black upward triangle).
7.3.2) and the OR of the information of two consecutive clock cycles. The rate of the neutron
flag corresponding to the physics threshold of the IV (“neutron like” threshold, cf. section
5.1.2) matches the expected rate of about 45 s−1.
Because the event rates based on the TW event classification match the expectations of muon
rates for both volumes it can be assumed that a considerable reduction of the data volume
based on the TW (cf. section 4.2.3 and 5.1.4) can be achieved utilizing the upgraded firmware
version of the trigger system.
In the following sections the validation of the TW event classification in particular for muons
is discussed more detailed. This is mandatory because it has to be verified that no possible
neutrino candidate (cf. section 8.4.2 and 9.2) is lost.
7.3.1.1. ID muons:
In order to verify the tagging efficiency of muons hitting the ID, the data sample is selected
based on the TW by demanding an active ID muon bit for either ID TBA or ID TBB. Further,
additional cuts such as a LN cut and a veto cut of 1 ms after each muon have been studied in
order to get a clean data sample. The distributions selected by the different cuts are shown
in figure 7.5 as function of the ID energy.
The distributions in figure 7.5 show that the event classification based on the TW is working
efficiently for ID muons. Except for LN-events and events within 1 ms after a muon a simple
cut on the TW leads to a clean sample of ID muons. Especially for the ND, where the
muon rate is expected to be much higher because of less overburden of the detector, the
improved TW event classification is important because it is foreseen to reduce the data for
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Figure 7.5.: Validation of the ID muon classification based on the TW: Left plot shows the
raw energy spectrum of the ID while the right plot shows a zoom into the region
of the threshold position at ∼ 30 MeV. After rejection of LN-events and all
events within a 1 ms time window after each muon there are no events left within
the critical energy range of the neutrino selection (< 12 MeV). An even cleaner
distribution is obtained by demanding an active TW muon bit for one of the ID
TBs in combination with an active IV neutron bit. The remaining data could
be discarded by the online data reducer without any impact on the neutrino
candidate selection.
additional cut - LN µ veto time LN + µ veto time TW IV neutron bit
ID muon rate [s−1] 11.3323 11.3313 11.3297 11.3287 11.1596
Table 7.2.: Estimated ID muon rates based on the TW event classification corresponding to
the distributions shown in figure 7.5. A cut demanding an active muon bit for one
of the ID TBs was applied to all distributions. Additional cuts are listed in the
table. With the current trigger configuration the most conservative cut to reject
muons is to demand an active IV neutron bit additionally.
muon events via the so called “online data reducer”: A software algorithm implemented in
the DAQ software [106]. The expectations for a possible rate reduction at the FD based on
the distributions shown above is given in table 7.2.
All rates shown in table 7.2 are in good agreement with the muon rate of the ID (events with
an energy deposition > 30 MeV in the ID). This shows that the tagging of muons hitting
the ID based on the improved TW is working and the TW can be used for an online data
reduction. Note, that the current trigger configuration uses only about the half of all available
CAM lines on the TMB. Therefore it is possible to define and tune an even better condition
to tag ID muon events, e.g. by changing the current “muon like” threshold level and combine
it with a multiplicity condition.
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7.3.1.2. IV muons:
For the current neutrino oscillation analysis all events with an energy deposition greater than
about 5 MeV in the IV (corresponds to ∼ 20000 DUQ1) and all events within a subsequent
time window of 1 ms are discarded (cf. section 8.4.2). The “neutron like” threshold of the IV
TB is set to about 10 MeV (cf. section 5.1.2), well above the analysis cut value. Thus, for the
test data all events with an active IV neutron bit in the TW can assumed to be IV muons
or at least as potential event candidates which can be discarded. Figure 7.6 shows the IV
charge distributions for data samples selected by cutting on the IV TW bits (“neutron like”
and “muon like”, cf. section 5.1.4).
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Figure 7.6.: Validation of the IV event classification based on the TW. Left plot shows the
whole IV charge spectrum while the right plot shows a zoom into the region of
the threshold position at about 20000 DUQ. The dotted vertical line highlights
the muon rejection cut used for the neutrino selection. The charge spectrum of
the “muon like” events shows that these events could be discarded by the online
data reduction algorithm without risking to discard neutrino candidates.
After rejection of all events within a 1 ms time window after each muon there is still a small
fraction of events below the “neutron like” threshold position (red squares) and within the
critical charge range for the neutrino selection (all events with more than 10000 DUQ are
discarded). These events have been identified to be related to corrupted FADC waveforms
of the IV PMTs due to a problem in the used FADC firmware during the test data taking.
Still the distributions show that an event reduction based on the TW becomes possible with
the upgraded firmware version of the trigger system after the FADC firmware is fixed. For
example the charge spectra of the “muon like” events (blue upward and magenta downward
pointing triangles) show that these events could be discarded by the online data reduction
algorithm without risking to discard neutrino candidates because their energy is well above
the cut value (vertical dotted line) used for the neutrino selection. As for the ID muon
tagging, the IV TW flag conditions can be optimized once the firmware is installed at the FD
and before the online data reducer is used. Table 7.3 shows the event rates (possible data
reduction rates) based on the IV event classification (TW).
1Digital Unit of Charge
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cut IV neutron IV neutron + µ veto time IV muon IV muon + µ veto time
event rate [s−1] 43.97 41.56 36.33 34.74
Table 7.3.: Estimated IV event rates based on the TW event classification corresponding to
the distributions shown in figure 7.6. The rates were determined for different data
samples. The used cuts were an active neutron or muon bit for the IV TB, both
with and without a 1 ms veto time cut after each muon. With the current trigger
configuration the most conservative cut is to demand an active IV muon bit.
7.3.2. TB 8 bit output delay:
For the upgraded firmware it is possible to correct for the longer transit time of the IV PMT
signals by delaying the ID TB digital output. Based on measurements of the time difference
of the ID and IV PMT signals with an oscilloscope, the ID TB digital output delay was set
to 64 ns. In order to study the impact one hour of data with both firmware versions is used.
Note, that the following data quality cuts have been used:
• QPMT > 0 in order to reject PMT pulses without any charge information and therefore
an unreliable Tstart value.
• ∆T > 300 ns in order to reject consecutive events were the read out windows of the
FADC overlap, leading to an unreliable Tstart value.
In figure 7.7 and 7.8 the Tstart time distributions for the ID and IV PMTs are shown for
the run with the initial firmware (a) and the upgraded firmware (b). In order to distinguish
between those event types analysis cuts on the TW bits have been used (cf. section 5.1.4).
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Figure 7.7.: IV PMT Tstart distributions of an one hour physics run. (a) initial firmware. (b)
upgraded firmware. The shown distributions are: Tstart for all triggered events
(black). Tstart for all events triggered by the ID TBs only (blue). Tstart for all
events triggered by the IV TB only (red). Tstart for all events where the TW
indicates that both IV and ID TBs have been active (green).
The most noticeable difference between the two data sets (comparing figure 7.7a and 7.7b)
is that with the upgraded firmware there is only one peak in the Tstart distribution. For the
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upgraded firmware it does not matter whether an event was triggered by an ID TB or the
IV TB. This indicates that the delay for the ID TBs digital outputs is correcting reasonably
for the time offsets between ID and IV PMT signals. The events previously assigned to the
ID hit distribution (blue) are now assigned to the ID AND IV distribution (green) because
the signals are now aligned in time. With the initial firmware almost all muons which cross
the IV and the ID had been triggered as ID event due to the delay of the IV signals and
the problem of the TW event classification. In figure 7.7b the blue distribution is rather flat
because according to the TW there has been only an energy deposition in the ID and therefore
the waveforms of the IV which have passed the data quality cuts are dark noise signals of
the PMTs or single gammas due to radioactivity in the ID. Note, that the entries in the bin
for Tstart = 0 are values were the reconstruction algorithm has failed to determine a Tstart
value. A further increase of the data quality cut on the charge would reject these events but
for the purpose of this study this was not necessary.
Figure 7.8 shows the Tstart time distributions for the ID PMTs.
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Figure 7.8.: ID PMT Tstart distributions of an one hour physics run. (a) initial firmware. (b)
upgraded firmware. The shown distributions are: Tstart for all triggered events
(black). Tstart for all events triggered by the ID TBs only (blue). Tstart for all
events triggered by the IV TB only (red). Tstart for all events where the TW
indicates that both IV and ID TBs have been active (green).
The Tstart distribution of the ID PMTs of all triggered events (black) has not changed as
expected. Again a lot of the events previously classified as ID-only event (blue) are now clas-
sified as IV and ID event (green) due to the better alignment and the OR of two consecutive
TWs. The events tagged as ID-only have a mean peak position at Tstart ≈ 100 ns which is
in good agreement with the peak position of the Tstart distribution of the IV PMTs tagged
by the IV-only (cf. figure 7.7b, IV Tstart IV hit).
The width of the Tstart time distribution for events classified as ID-only events (blue) in figure
7.8 is bigger than for the other event types. This can be explained by LN-events which only
happen in the ID. In fact the variations between the Tstart times of a single event constitute
an efficient tag of LN-events in the ID (cf. sections 6.2.3.3, 8.4.1). For events classified as
IV-only the distribution is rather flat as expected.
For both figures (7.7b and 7.8b) the peak positions of the IV and ID Tstart distributions
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Figure 7.9.: Number of trigger within 6.7 ms.
(black) are consistent with each other showing that the signals of the ID and IV PMTs are
aligned in time after the firmware upgrade of the trigger system.
Both peaks of the ID or IV-only events in figures 7.7b (red and green) and 7.8b (blue and
green) are shifted by about 16 ns (which corresponds to one clock cycle) with respect to the
events tagged by both detectors, the ID and IV. This is can be explained as follows: Events
tagged by the IV and the ID are most likely induced by muons with huge energy depositions.
High energetic events are detected by many PMTs. Therefore, the thresholds at the TBs are
exceeded earlier than for lower energy events.
7.3.3. FIFO size:
In section 7.1 it was described that an overflow of the TB FIFO buffer leads to a ν-DAQ
exception (“ROP4 crash”) about twice a day. In order to estimate a reduction of these
exceptions by an increased FIFO size a regular data sample was analyzed, corresponding to
25.8 days. Parts of this section are also described in [71].
The current trigger rate at the FD is about 150 Hz. On average the FIFOs must be read-out
every 6.7 ms (1 / 150 Hz). Therefore a “ROP4 crash” exception is expected when there are
more than 128 triggers within this time window of 6.7 ms. For this reason the total run time
of the data sample was divided into slices of 6.7 ms and the number of triggers within each
slice are counted (cf. figure 7.9).
The distribution in figure 7.9 can be divided into three different regions. Between 0-25
trigger there is a strong decay in the number of entries. This distribution is expected to have
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“ROP4 crash” exceptions / day
P (N > 128) 1.3 ± 0.5
P (N > 256) 0.047 ± 0.017
Table 7.4.: Estimated number of “ROP4 crash” exceptions per day.
an negligible effect on the number of entries above > 50 trigger. In order to estimate the
probability of more than 128 trigger within 6.7 ms two exponential distributions are fitted in
the range from 25-120 trigger (cf. figure 7.9):
f(N) = ec1 + s1N + ec2 + s2N (7.1)
Note, that for the fit the maximum likelihood method was used to take into account for empty
bins at the end of the spectrum.
The probability of more than 128 trigger within 6.7 ms can be calculated as:
P (N > 128) ) = 1 d/6.7ms
Ntot
·
∫ ∞
128
(
e(c1 + s1N) + e(c2 + s2N)
)
(7.2)
Where Ntot denotes the total number of triggers. The number for expected “ROP4 crash”
exceptions per day yields 1.3 ± 0.5. This number is in good agreement with the experience of
almost two years of running with the FD. For the doubled FIFO size in the upgraded firmware
version the probability of more than 256 trigger is calculated to be about 0.04 exceptions per
day. The results are summarized in table 7.4.
The results show that for the current trigger rate of the FD we expect to have a considerable
reduction of “ROP4 crash” exceptions per day due to the increased FIFO size. An indication
that this expectation is correct is the fact that during the almost 24 hours (taking into account
both test data taking periods) of data taking with the upgraded firmware no “ROP4 crash”
exception was observed.
The appearance of this exception is most likely related to a muon hitting the detector and
thereby inducing subsequent events. Due to effects on the electronics (PMT baseline ringing,
group signal overshoot, etc.) and physical effects such as afterpulsing of the PMTs or fast
neutrons induced by muons the probability of getting more than 128 trigger within 6.7 ms is
higher than for other event types. Hence, the increase of the FIFO size is indispensable for
the ND where the expected muon rate is higher than for the FD due to less overburden of
the detector.
7.3.4. Trigger Rate with the upgraded firmware versions of TB and TMB
A Threshold-Scan measurement (cf. section 6.2.2) of the IV and ID TBs was taken right
before and after the trigger system was upgraded. The results of these measurements are
shown in figure 7.10 for the read out thresholds of the IV and one ID TB exemplary.
The determined rates do not differ between the different firmware versions. This is expected
because firmware modifications only affect the digital signal path in the FPGA.
The test data with the upgraded trigger system confirms the expectation that there is no
change in the trigger rate after the firmware upgrade.
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Figure 7.10.: Threshold-Scan comparison between initial and upgraded firmware versions.
The distributions for the initial and upgraded firmware are shown in black and
red, respectively. (a) “neutrino like” threshold of one ID TB. (b) “neutron like”
threshold of one IV TB.
7.4. Conclusion and Outlook
The implemented features and improvements in the upgraded firmware version of the trigger
system will considerably improve the performance of the trigger system. With the upgraded
firmware the event classification of the TW will be more efficient such that an online data
reduction based on the TW becomes possible. The upgrade of the trigger system implies that
several constants of the DAQ have to be tuned again because the transit time of the trigger
system has changed and thus the trigger timing. During this “commissioning phase” the final
conditions for the TW event classification can be fine tuned according to the needs of the
online data reduction.
Other major improvements are the increased FIFO size which will increase the data taking
efficiency because the probability for a “ROP4 crash” exception is negligible and with the
upgraded firmware version the PMT signals of the ID and IV PMTs will be aligned.
With the upgrades and improvements discussed in this chapter the trigger system is ready
for installation and operation at the ND. It will be useful for the DAQ in order to handle the
expected higher trigger rates at the ND laboratory. A summary of minor modifications of the
upgraded trigger firmware can be found in appendix B.
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Chapter 8
Methods of the Neutrino
Oscillation Analysis
This chapter introduces methods of the neutrino oscillation analysis of the Double Chooz
experiment. First, an overview is given in section 8.1. Second, the reactor flux simulation,
used as the primary input for all recent analyses by the collaboration, will be discussed
in section 8.2. An overview of the analysis framework, including the most relevant event
reconstruction algorithms is given in section 8.3. At the end of this chapter, the data sample
used for the result presented in [5] and for the analysis described in chapter 9 is discussed in
section 8.4.
8.1. Overview
Goal of the Double Chooz experiment is to determine the leptonic mixing angle θ13 by mea-
suring and comparing the un-oscillated and the oscillated antineutrino flux of the reactor(s).
By the comparison of the rates of both measurements θ13 can be determined according to
equation 3.1. Note, that the probability of oscillating into another flavor eigenstate (disap-
pearance) of neutrinos depends on the neutrino energy Eνe as written in the oscillation formula
and shown in figure 3.2. Thus, the measured spectral shape of the energy of the neutrinos
provides additional information which can be used for the oscillation analysis. These two
approaches are referred to as “rate” and “shape” analysis, respectively or “rate plus shape”
for a combination of both.
As explained in section 3.1.2, the neutrino detection utilizes the inverse beta decay (IBD)
signature as detection principle. The outcome of an IBD is a positron and a neutron. As
calculated in [20] the neutron carries a negligible kinetic energy of O(10 keV), hence it does
not carry any observable information about the antineutrino‘s kinetic energy. The deposited
energy of the prompt signal Evis (cf. section 8.3.3) corresponds to Evis = Ee+ + 2me and
can be directly related to the primary antineutrino energy:
Evis = Eνe − ∆ + me = Eνe − 0.78MeV (8.1)
where ∆ = mn − mp = 1.293MeV denotes the mass difference of the neutron and the
proton. Therefore, the energy spectrum of the prompt signal of the IBD is used for the
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neutrino oscillation analysis.
The cross section for an IBD reaction depends on the energy of the antineutrino [1]:
σIBD(Eνe) = K · (Eνe − ∆) ·
√
(Eνe − ∆)2 − m2e (8.2)
where K = (9.559± 0.009) · 10−44 cm2 MeV−2 is directly related to the neutron life time and
is extracted from [40].
Assuming θ13 to be zero, the measured energy spectrum of the antineutrinos is a convolution
of the antineutrino flux (reactor flux) and the cross section of an IBD reaction. This is shown
in figure 8.1. The reactor flux simulation is explained in section 8.2. It allows to calculate
the predicted number of detected antineutrino Nexpi,t for each energy bin i for the lifetime t of
the detector (cf. equation 8.8).
Figure 8.1.: Sketch of an antineutrino energy spectrum expected in a Double Chooz detector.
Additionally, the antineutrino flux and the IBD cross section of an IBD reaction
is plotted. For this sketch θ13 was assumed to be zero. Illustration is taken from
[86].
As shown in figure 8.1 the antineutrino energy spectrum equals zero up to approximately 1.8
MeV due to the reaction threshold of an IBD reaction (∆ + me = 1.806MeV). This is also
visible in the cross section of an IBD reaction (dotted line). An oscillation analysis can be
performed on the prompt positron energy spectrum because it is directly correlated to the
antineutrino energy (cf. equation 8.1).
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8.2. Reactor Flux Simulation
Currently (without a near detector) the oscillation analysis relies on a detailed calculation
of the expected antineutrino flux. This is based on data provided by EDF1 monitoring the
thermal power of the reactor cores and the initial fuel composition of the reactor. With
these inputs a reactor simulation provides the un-oscillated antineutrino energy spectrum (cf.
equation 8.7) which will be measured by the near detector in the future. The energy spectrum
is used as input for the Geant-4 detector simulation. The Geant-4 output is further processed
by the read out simulation software in order to produce a data sample similar to the one
measured with the far detector (cf. section 8.3)
The antineutrinos are produced by the reactor cores B1 and B2 of the CHOOZ-B nuclear
power plant. Four isotopes are mainly contributing to the total antineutrino flux (> 99.7 %);
these isotopes are: 235U, 239Pu, 238U and 241Pu (cf. section 3.1.1).
8.2.1. Thermal Power
The total number of fissions in one reactor can be derived from its thermal power. EDF
provides the thermal power PRth of each reactor core R. This is measured from the in-core
instrumentation in intervals of less than one minute. Given the fact that the precision of this
measurement determines the maximum power at which the cores can be operated, EDF has
performed a detailed study of the uncertainties of this measurement [57, 58, 59]. The thermal
power history of both reactor cores at the CHOOZ-B power plant is shown in figure 8.2. The
shown data corresponds to the time period of data taking for the analyses presented in [5]
and chapter 9.
The data shown represents the status of operation of each reactor. Periods with only one
reactor running are visible and also a period where both reactors were off (at day 190 after
April 13, 2011). Note, that this period with both reactors off provides a unique opportunity
for the experiment to cross check the analysis results on the background determinations. This
has been published in [7].
8.2.2. Mean Cross Section per Fission
Since different isotopes contribute to the final antineutrino energy spectrum, the mean cross
section per fission in the reactor cores has to be taken into account. Table 8.1 summarizes
the average number of antineutrinos created and the released energy per fission of the four
isotopes mainly contributing to the antineutrino flux [1]:
The mean cross section per fission is defined as:
〈σf〉R =
∑
k
αRk 〈σf〉k =
∑
k
αRk
∫ ∞
0
Sk(Eνe)σIBD(Eνe) dEνe (8.3)
The σIBD(Eνe) is the IBD cross section according to equation 8.2. Sk(Eνe) is the reference
antineutrino spectrum for the kth isotope normalized to the number of neutrinos per fission
(cf. table 8.1). The αk are defined as the fraction of fissions of the kth isotope relative to the
total mean fission rate of all contributing isotopes of reactor R (cf. section 8.2.3).
As shown in figure 3.3 for the 235U isotope, the antineutrino spectrum for each isotope is
the result of several different fission products. The reference spectra Sk(Eνe) for the isotopes
1Électricité de France, French power company.
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Figure 8.2.: Thermal Power history of the reactor cores of the CHOOZ-B power plant. The
shown data is provided by EDF and is evaluated in intervals of less than one
minute. The data shows the status of operation of each reactor. Periods with
only one reactor running are visible and also a period where both reactors have
been off (at day 190 after April 13, 2011). Plot is taken from [129].
Isotope Number of νe Energy released
per fission per fission [MeV]
235U 1.92 ± 0.036 201.7 ± 0.6
238U 2.38 ± 0.048 205.0 ± 0.9
239Pu 1.45 ± 0.030 210.0 ± 0.9
241Pu 1.83 ± 0.035 212.4 ± 1.0
Table 8.1.: The average number of antineutrinos created and the released energy per fission
of the corresponding isotope above the threshold for an IBD reaction (cf. section
8.1).
235U, 239Pu and 241Pu are derived from measurements of β-spectra at the ILL research reactor
[41, 42, 43]. For the 238U isotope there is no direct measurement of its β-spectrum. Therefore,
an ab initio calculation of the β-spectrum is used [44]. The antineutrino reference spectra for
the four isotopes are shown in figure 8.3.
There have been improvements on the conversion of the β-spectra into the corresponding an-
tineutrino energy spectra, recently [44, 45]. The conversion scheme used is the one described
in [45] additionally taking into account off-equilibrium effects as described in [46].
As shown in figure 8.3 the uncertainties on these spectra are energy dependent. The contri-
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Figure 8.3.: Reference antineutrino spectra Sk(Eνe) normalized to the number of neutrinos
per fission and the related uncertainties. Plot is taken from [127].
bution of the total error on 〈σf〉R to the absolute normalization systematic uncertainty for
the final fit is about 0.2 % [5].
8.2.3. Fission Rate Computation
As stated in equation 8.3, the mean cross section per fission depends on the fractional fission
rate of each isotope. The fractional fission rate αk is defined as the ratio of fissions of the kth
isotope to the total mean fission rate of all contributing isotopes of reactor R [130]:
αRk =
fRk∑
k fRk
(8.4)
Further, the fractional fission rates are needed in order to calculate the associated mean
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Isotope 〈Ef〉Rk [MeV] 〈αk〉
235U 201.9 ± 0.46 0.496 ± 0.016
238U 205.52 ± 0.96 0.087 ± 0.006
239Pu 209.99 ± 0.60 0.351 ± 0.013
241Pu 213.60 ± 0.65 0.066 ± 0.007
Table 8.2.: Mean energy per fission and isotope 〈Ef〉Rk [47]. The mean fractional fission rate
〈αk〉 of the isotopes extracted from the reactor simulation programs MURE and
DRAGON are shown as well [5].
energy per fission 〈Ef〉R of reactor R [130]:
〈Ef〉R =
∑
k
αRk 〈Ef〉Rk (8.5)
The mean energy per fission 〈Ef〉Rk and mean fractional fission rates 〈αk〉 per isotope k and
reactor R are summarized in table 8.2.
The fractional fission rates αk are depending on the evolution of the reactor cores fuel com-
position and are therefore time dependent. MURE and DRAGON are two complementary
programs to accurately simulate the reactor cores and in particular the fractional fission rates
[48, 49, 50]. These programs can be used to extract the fractional fission rates and correspond-
ing uncertainties. Both programs have been cross checked using the Takahama-3 reactor and
were found to be consistent [51].
To construct the reactor model for these programs detailed information e.g. on the reactor
geometry, materials, the fuel assemblies2, composition and the reactor fuel cycle are used.
This information has been provided by EDF. For the full core simulation, the burnup of each
assembly and the assembly-levels are taken into account, as well. The reactor core evolution,
which is the evolution of the fractional fission rates αk, can be modeled in steps of 6 to 48
hours, depending on the operation conditions of the reactor. In figure 8.4, the results of the
simulation of the fractional fission rates αk for the time period of the data set presented in
[5] and chapter 9 are shown. The averaged results are shown in table 8.2.
8.2.4. Normalization to the Bugey4 measurement
As the oscillation analysis relies on a simulation of the un-oscillated neutrino spectrum in con-
trast to a measurement, the sensitivity to θ13 is limited by the relatively large uncertainties of
the antineutrino energy reference spectra (cf. section 8.2.2). In order to reduce this limitation
the normalization of the mean cross section per fission (cf. equation 8.3) 〈Ef〉Rk is “anchored”
to the Bugey4 measurement [52]. Bugey4 has performed a neutrino rate measurement at a
distance of 15 m to a reactor core. The mean cross section per fission, as defined in equation
8.3, can be expressed by:
〈σf〉R = 〈σf〉Bugey +
∑
k
(αRk − αBugeyk ) 〈σf〉k (8.6)
2The CHOOZ-B reactor cores consist of 205 fuel assemblies. For every reactor fuel cycle one third of the
assemblies are replaced by fresh fuel assemblies. In order to achieve a homogeneous neutron flux across the
core all assemblies are redistributed upon each reactor fuel cycle.
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Figure 8.4.: Simulation results on the fractional fission rates αk as a function of time. The
x-Axis shows the number of days since the start of data taking on April 13 2011.
Plot is taken from [128].
for an “anchoring” to the Bugey4 measurement. The 〈σf〉Bugey denotes the result for the mean
cross section found at Bugey4 and αBugeyk denotes the fractional fission rate of the kth iso-
tope (cf. equation 8.4) of the used reactor core for the Bugey4 measurement. Note, that the
second term of equation 8.6 corrects for the difference in the fuel composition of the assemblies.
8.2.5. Predicted Number of Neutrinos
With the discussed parameters (PRth, 〈Ef〉R, 〈σf〉R) of the reactor flux simulation the predicted
number of detected antineutrinos Nexpt for the lifetime of the detector t can be calculated as a
summation over both reactor cores R. Assuming θ13 to be zero this can be expressed as [130]:
Nexpt =
Np
4pi
∑
R
PRth
L2R〈Ef〉R
〈σf〉R (8.7)
Np is the number of Hydrogen atoms in the target (fiducial volume),  the detection efficiency
of the detector (cf. section 9.3) and LR is the distance from the corresponding reactor core
to the center of the far detector. For the oscillation analyses [4, 5] without a near detector,
equation 8.7 is used to determine the total number of neutrinos. In order to calculate the
predicted number of detected antineutrinos in a certain energy bin, equation 8.7 has to be
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multiplied by the mean cross section per fission of each energy bin divided by the mean cross
section per fission of all energy bins (cf. equation 8.3):
Nexpi,t =
Np
4pi
∑
R
PRth
L2R〈Ef〉R
〈σf〉R ·
∑
k α
R
k 〈σf〉ik(∑
k α
R
k 〈σf〉k
) (8.8)
The total number of antineutrinos is the summation over all integration periods over the
lifetime of the detector. The predicted total numbers of both reactors according to equation
8.7 assuming θ13 to be zero are shown in figure 8.5.
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Figure 8.5.: Predicted antineutrino rate according to equation 8.7 at the far detector assuming
θ13 to be zero. Plot is taken from [129].
8.3. The Analysis Framework
All data (e.g. the FADC waveforms for each triggered event) is stored on disk in a binary
format. Several processing codes have been developed to handle this data. The first step
is to convert the binary data format into a ROOT (a c++ based analysis framework devel-
oped by CERN [82]) based data format which can be handled by the Double Chooz Offline
Group Software (DOGS). This process (DOGSification) produces the so called RAW data
format. The RAW data contains the waveforms and all relevant information of the trigger
system (cf. section 4.1.3 and 4.2.4) for each triggered event. Further information about the
configuration used for the runs is stored as well. The DOGSification process also includes
an initial pulse reconstruction and data quality checks. The RAW and binary data files are
then transferred (onsite transfer) to a computing facility at Lyon, France (CCIN2P3). At the
computing facility the RAW data is further processed with various reconstruction algorithms
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Figure 8.6.: Scheme of the data processing and event reconstruction. Both data and MC files
are processed by the same reconstruction algorithms at the CCIN2P3 computing
facility. Illustration is taken from [63].
for pulse, vertex, muon track and energy reconstruction. This process is called Common
Trunk processing and creates the common trunk data files which can then be used for high
level analysis such as the neutrino selection.
For the Monte Carlo (MC) simulation, the data processing is similar. The particle interac-
tions and light propagation to the PMTs are modeled by a Geant-4 [83] based code followed
by the Read-out Simulation Software (RoSS) which simulates the DAQ electronics and pro-
duces the waveforms of each PMT. A more detailed explanation of RoSS can be found in [62].
The output of these two steps is a file in the same format as the RAW data file, thus it can
be processed further using the same algorithms as for the data (common trunk processing).
Note, that for the oscillation analysis the predicted antineutrino spectrum based on the reac-
tor simulation is fed into the Geant-4 detector simulation followed by the RoSS simulation.
Thus the MC data for the oscillation analyses has the same format as the experimental data
(except for the fact, that the MC holds a clean antineutrino sample without any background
contamination and the MC truth information).
In the following, the most important reconstruction algorithms relevant for the analysis pre-
sented in chapter 9 are described briefly.
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8.3.1. Pulse Reconstruction (DCRecoPulse)
The pulse reconstruction of the FADC waveforms is the first step of the common trunk
processing. The used custom code “DCRecoPulse” contains several algorithms to reconstruct
the charge and time information of each waveform [89]. Each algorithm has its strength
for a certain aspect, e.g. best baseline (pedestal) determination. The following actions are
performed by the RecoPulse algorithms:
• Baseline (pedestal) subtraction
• Charge calculation
• Determination of timing characteristics of each pulse
There are two methods to determine the baseline for each channel. The first method uses the
first eight samples (corresponding to 16 ns) of each waveform (“floating baseline”) for each
trigger individually. The second method (“external baseline”) uses the full window of the
“Fixed Rate trigger” events (cf. section 4.2.1 and 5.1.4). As it turns out both methods have
their own advantages and disadvantages. On the one hand, the external baseline method is
usually more precise because of better statistics. On the other hand, it can suffer from a bias
if the fixed rate trigger event occurred shortly after a muon has hit the detector. This causes
PMT signal oscillations (“PMT ringing”) and many subsequent signals due to afterpulsing of
the PMTs and this distorts the baseline determination. The floating baseline method is more
stable in terms of signal oscillations, but it can suffer from broad pulses. Also the method fails
for events where a signal occurs right at the beginning of the FADC window. Therefore, it
was decided to use a hybrid of both methods for analysis. If the RMS of the floating baseline
method is more than 0.5 DUQ (digital unit of charge) larger than the corresponding RMS of
the external baseline method, the value of the external baseline method is used [88].
As default method for the charge calculation of each waveform the so called “sliding window”
method is used. For this, the integral over the waveform for a fixed number of samples is
calculated (default value is 56 sampling points corresponding to 112 ns). Afterwards, the
window is moved (slided) and the calculation is repeated for another part of the waveform.
Finally, the value containing the maximum integral value is chosen to be the window contain-
ing the pulse. In order to ensure that the reconstructed charge originates from a real signal
and not from baseline fluctuations, a threshold on the charge value is set [89]:
Qmin = nσ · σPed ·
√
WS (8.9)
Here nσ is the adjustable number of σPed (default is 5), σPed is the RMS of the baseline and
WS is the integral window size.
The last action of the RecoPulse algorithms is the calculation of several characteristic values
regarding the timing of each pulse. These values are listed below (cf. figure 8.7):
• pulse start time Tstart: There are several options which can be selected to determine
Tstart. The default method selects the sampling point where more than 30 % of the
maximum amplitude is reached.
• pulse end time Tend: The sampling point where the amplitude has fallen back below
20 % of the maximum amplitude is identified as Tend.
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• maximum amplitude time Tmax: The sampling point with the maximum amplitude
is identified as Tmax.
• pulse rise time: Identified as the difference between Tmax and Tstart.
• pulse fall time: Identified as the difference between Tend and Tmax.
3 Reconstructed quantities
Reconstruction outcome is summarized in a new DCPulseInfo capsule added to the output ROOT
tree. The stored information can be divided in two groups, pulse and pedestal related. Concerning
the pedestal, the following quantities are reconstructed and stored:
• mean value of pedestal
• pedestal spread or width
• number of time samples used to compute pedestal
• pedestal status according to user-defined requirements
Regarding the pulse information, the main reconstructed quantities are the charge and the
arrival time of the pulse, although other characteristic times are estimated. In case more than one
peak or pulse is found in the full channel readout (256 ns), the ch rge and time of each one is
stored, in addition to an overall global charge and a somehow arbitrary time for the full readout.
Further details are given in next section.
3.1 Time and Charge Definitions
Several times are defined in order to characterizer the time distribution of the pulses, as can be
seen in Fig. 2:
Figure 2: Pulse time definitions.
• Lower time of analysis window (T0): lower bound of time window in which pulse has been
found. Time window definition is algorithm dependent.
4
Figure 8.7.: Characteristic tim values determined by RecoPulse. The y-axis is shown in
digital units of charge (DUI). Illustration is taken from [63].
8.3.2. Vertex Reco struction (RecoBAMA)
For the analyses, it is necessary to determine the localization (vertex) of an interaction and
the related energy deposition inside the detector. The vertex can be derived from the hit
times and charges of all PMTs. For example, an interaction in the target center of an ideal,
spherical detector would produce a uniform distribution of time of hit and charge for all
PMTs. As soon as the interaction is shifted away from the detector center, the distributions
would change accordingly because e.g. some PMTs will be hit earlier and see more light than
others. The basic idea of a reconstruction algorithm is to quantify an expected distribution
of charge at a certain time as a function of the event vertex. Then the observed distributions
of charge and time of hit can be compared to the expectation and the event vertex can be
estimated by minimizing the differences in between data and expectation distributions.
The default vertex reconstruction of the common trunk process is the RecoBAMA algorithm.
It is based on a maximum likelihood algorithm for the charges and times, using all hit and
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no-hit information of all PMTs of the detector. Each event is assumed to be characterized by
the set [5]:
X = ( x0, y0, z0, t0, Φ) (8.10)
where x0, y0, z0 denote the event vertex in the detector, t0 is the time when the event hap-
pened and Φ is the light intensity expressed in photons per steradian. For each PMT, the
predicted amount of photoelectrons and can be expressed as [5]:
µi = Φ · i · Ωi · Ai (8.11)
where i is the quantum efficiency of the i-th PMT corrected to the effective surface of the
photocathode, Ωi is the solid angle subtended by the i-th PMT at the corresponding distance
from the event vertex ri and Ai the light transmission amplitude. The time of each photon
hit can be predicted as [5]:
t(pred)i = t0 +
ri
cn
(8.12)
where cn is the effective speed of light in the medium.
The event likelihood is defined as [5]:
L(X) =
∏
qq=0
fq(0;µ(pred)i )
∏
qi>0
fq(qi, µ
(pred)
i ) ft(ti; t
(pred)
i , µ
(pred)
i ) (8.13)
The first product covers all PMTs which have not been hit (charge qi = 0) while the second
product covers all PMTs which have been hit at the registered time ti. fq(qi; µi) is the
probability to measure a charge qi for an expected charge of µi while ft(ti; t
pred
i , µi) is the
probability to measure a time ti for an expected charge of µi and time of hit tpredi . This
probability takes into account the decay time of the scintillator. The expected charge and
time of hit values are derived from MC simulations and have been verified with physics and
calibration data. The RecoBAMA algorithm now searches for the best event vertex Xmin in
order to minimize the negative log-likelihood function for each event:
F (X) = − lnL (X) = −
∑
ln fq(qi; X) −
∑
ln ft(ti; X) = Fq (X) + Ft (X) (8.14)
It is possible to use only one of the terms of equation 8.14 for the event reconstruction
for a charge-only or time-only reconstruction. Note, that utilizing both terms enhances the
accuracy and stability of the RecoBAMA algorithm on the cost of processing time. The per-
formance of the RecoBAMA algorithm has been studied with radioactive source deployments
with the z-axis system and the guide tube (cf. section 3.3). The source positions have been
reconstructed with a spatial precision of about 26 cm in average [5].
8.3.3. Energy Reconstruction
The oscillation results [4, 5] rely on the comparison between the measured positron (prompt)
energy spectrum with the far detector and the simulated positron energy spectrum based
on the reactor data (cf. section 8.2). The understanding of the detector response and the
energy reconstruction is an crucial aspect for the determination of the mixing angle θ13,
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because uncorrected differences between data and MC with respect of the energy scale and
reconstruction would lead to a bias of the oscillation analysis result.
For the oscillation analysis [5], the energy scale is based on the visible energy Evis which is an
absolute calorimetric measure of the energy in MeV deposited in the detector for each event.
Here, the visible energy Evis is a function of the calibrated total number of photoelectrons
PE [5]:
Evis = PEm(ρ, z, t) · fmu (ρ, z) · fms (t) · fmMeV (8.15)
The total number of photoelectrons PE characterizes the detector response for each event.
The value of PE depends on the event vertex3 (ρ,z), time t and on the data type m (data
or MC). The correction factors fmu , fms and fmMeV correspond to the spatial non-uniformity,
time stability and PE/MeV calibrations. If the dependence on these parameters where not
corrected for, a discrepancy between data and MC would propagate linearly as systematic
uncertainty to the neutrino oscillation analysis (as long as only the far detector is running).
Therefore four different calibration procedures have been carried out in order to achieve a
linear, stable, spatially homogeneous and data/ MC independent definition of Evis.
Linear PE Calibration
The number of PE are derived from the charge qi observed by each PMT. The raw charge qi
is determined by the DCRecoPulse algorithm (cf. section 8.3.1).
PE =
∑
i
pei =
∑
i
qi · gaini(qi) (8.16)
The gaini(qi) is extracted for each channel from the obtained PE distributions using dedicated
runs with the inner detector light injection system (IDLI, cf. section 3.3) [110]. Figure 8.8
shows the resulting spectrum for a representative channel of the inner detector.
The extracted gaini(qi) curve corrects the non-linearity of the charge reconstruction around
the single photoelectron (SPE) charge equivalent (below 200 DUQ4) [90]. The non-linearity
arises from the possible bias of the baseline measurement of each waveform (cf. section 8.3.1).
The influence on the reconstructed charge is larger for smaller charge values, as shown in
figure 8.8. A similar gain curve can be obtained using the detector simulation tools for the
correction of the MC data. Note, that these measurements of the gain curves have to be
performed after every power cycle of the DAQ electronics.
Uniformity Calibration
The detector response is intrinsically non-uniform across the detector volume due to several
effects of the optical model, thus the PE response depends on the position of the event vertex.
Therefore, “calibration maps” are used to convert an energy deposition for any position of the
reconstructed event vertex into the number of PE corresponding to the center of the detector
(ρ = 0, z = 0) [5]:
PEm = PEm(ρ, z) · fmu (ρ, z) (8.17)
3ρ represents the vertex on the x and y plane of the detector: ρ =
√
x2 + y2
4Digital Unit of Charge
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Figure 8.8.: Linear PE Calibration for a representative inner detector channel. Each point
corresponds to a measurement with a certain LED and a certain intensity with
the inner detector light injection system (IDLI, cf. section 3.3). The distribution
can be divided into two parts. A linear part above charge values of 200 DUQ
and a non-linear part characterized by a slope for smaller charge values. Note,
that 200 DUQ correspond to the single photoelectron (SPE) charge equivalent.
Illustration is taken from [90].
The “calibration maps” are created using the capture peak by Hydrogen of neutrons created
by antineutrino and spallation interactions. The response for the events at the center of the
detector are used as a reference such that the map’s correction of each point can be expressed
as:
fmu (ρ, z) =
PE(ρ = 0, z = 0)
PE(ρ, z)
The “calibration map” used for the oscillation analysis [5] is shown in figure 8.9. A similar
map is constructed with MC in order to calibrate for the slightly different response uniformity
pattern of the MC [5].
In order to provide a smooth application of the “calibration maps” at any vertex (ρ, z) a
2D interpolation method provided by the ROOT analysis framework is used. Note, that yet
unrecognized biases on the vertex reconstruction are not explicitly taken into account here,
but they are covered by the determination of the total systematic uncertainty (cf. table 8.3).
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Figure 8.9.: Example of a detector calibration map which is used to correct for the spatial
non-uniformity of the PE response. The map has been constructed utilizing the
capture peak by Hydrogen by determining the relative response with respect to
the response at the center of the detector. The largest found deviations for the
target volume are about 5 %. Illustration is taken from [111].
Time Stability Calibration
During the recent data taking periods the detector response was found to vary with time
due to two effects. First, a drift of the detector response could arise from variations of the
readout gain or scintillator response. This effect has been measured using spallation neutrons
captured by Gadolinium over one year of data taking. A monotonic increase of 2.2 % has
been found as shown in figure 8.10. Secondly, a few readout channels have been excluded from
the analysis because their response was varying stronger over time. Each excluded channel
decreases the overall calorimetric response by 0.3 %. The correction factor fms (t) is used to
correct for these variations [5].
PEmt0 = PE
m
(t) · fms (t) (8.18)
Note, that the MC does not include any time variation e.g. of the PMT gains. Therefore
this correction is only applied to the data (m = data). The remaining variations of the
reconstructed energy after the calibration have been studied by the Hydrogen capture peak
of spallation neutrons for a time period of one year. This is shown in figure 8.11.
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Figure 8.10.: Stability of the detector response evolution in time. The distribution is derived
utilizing captures of spallation neutrons by Gadolinium in the target. An overall
increase of 2.2 % in the detector response has been found. Plot taken from [5].
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Figure 8.11.: Stability of the reconstructed energy evolution in time. The distribution is
derived utilizing captures of spallation neutrons by Hydrogen in the target.
The steps in the response evolution correspond to power-cycles of the DAQ
electronics. Plot taken from [5].
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PE/ MeV Calibration
The last step of the applied calibrations consist in providing the absolute energy scale to both,
data and MC. The Hydrogen capture peak determined from 252Cf source deployment at the
center of the detector (cf. section 3.3.2) is used to determine the absolute energy scale. The
deployments were carried out on August 18th 2011. This data serves as the t0 reference for
the time stability calibration (cf. equation 8.18). Due to the applied calibrations described
previously, any response is scaled to the response at the center of the detector and independent
from any variation in time. Therefore, the absolute energy scale conversion, determined at
the center of the detector, can be applied. The absolute energy scale is determined for both,
data and MC independently (cf. figure 8.12). The final numbers for the absolute energy
scale conversion for data and MC are found to be 229.9 PEdatat0 /MeV and 227.7 PE
MC
t0/MeV,
respectively. This corresponds to an agreement within 1 % between data and MC as shown
in figure 8.12.
Figure 8.12.: PE/MeV calibration utilizing the Hydrogen capture peak from 252Cf source de-
ployment at the center of the detector. The energy conversion is determined
by the peak position of the Hydrogen capture peak (2.223 MeV). Illustration is
taken from [126].
All remaining discrepancies between data and MC are used to determine the systematic
uncertainties related to the different steps of the energy calibration for the neutrino oscillation
analysis summarized in the table 8.3 [5].
The described steps of calibration aim for an equalization of data and MC responses when
comparing in MeV. Note, that data and MC are not meant to be identical in all underlaying
energy scales such as raw charge or PE unless the MC were perfect. The presented calibrations
can be interpreted as MC fine tuning such that the remaining discrepancies between data and
MC are minimal for Evis.
103
8. Methods of the Neutrino Oscillation Analysis
error [%]
relative non-linearity 0.85
relative non-uniformity 0.43
relative time instability 0.61
Total 1.13
Table 8.3.: Summary of systematic uncertainties related to the energy scale [5].
8.4. The Neutrino Selection and Backgrounds
The common trunk (CT) data sample is the common data sample for the high level analysis.
It contains all triggered events and all additional information provided by the event recon-
struction algorithm described in section 8.3. In this section, the characteristics of the common
trunk data sample regarding the oscillation analysis (based on neutron captures by Gadolin-
ium) will be introduced. For this purpose, the neutrino selection and main backgrounds
contaminating the common trunk data sample will be discussed briefly.
8.4.1. Instrumental Light Noise
During the early stages of the commissioning of the far detector unexpected high trigger rates
were found. As shown in section 6.2.2.1 the high trigger rates mainly originate from electronic
noise. Detailed studies with the inner detector PMTs using a portable testing system from the
University of Tennessee showed that there was also a contribution of “non-physical events”
originating from the inner detector PMTs [67]. After this discovery dedicated tests were
performed at the Tohoku University in Japan, CIEMAT in Spain, LLNL in the US and the
MPIK in Germany. From these tests, it could be shown that the origin of the light leading
to these “un-physical events” is located at the base of the inner detector PMTs. The inner
detector PMT base circuit is potted in clear epoxy. There are some air bubbles in the epoxy
over some areas of the base circuit. The current assumption is that the dielectric properties
of the epoxy can cause a polarization around these air bubbles. If the electric field across the
bubble becomes strong enough a coronal discharge occurs in the trapped gas of the bubbles
[116]. These so called “light noise events” (LN-events) typically have a long duration of more
than 100 ns with intensities up to hundreds of photoelectrons.
In the inner detector, the PMTs are mounted such that the PMT base is facing the reflective
walls of the buffer vessel. The “mu-metal” shield around each PMT provides some optical
shielding from neighboring PMTs such that the light created in a PMT base has to be reflected
on the buffer wall in order to hit a neighboring PMT. When the light exits the PMT base, a
huge fraction is reflected back onto the PMT’s photocathode. Even though a fraction of light
can hit other PMTs (due to reflections on the buffer wall or by light from the base exiting
out of the front of the PMT), most of the light emitted from the base of a certain PMT
will be seen by the emitting PMT itself. A fraction of low intensity can be rejected at the
trigger level by introducing a multiplicity condition of ≥ 2 for the “neutrino-like” threshold
(cf. section 6.2.3.3). Due to the HV dependence of the LN-event rate [116] the nominal HV
values of all PMTs have been lowered by 100 V resulting in a gain reduction by a factor of
5/6. Additionally the fourteen PMTs with the highest LN-event rates have been switched
off. Note, that these PMTs are distributed equally over both inner detector TBs such that
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no non-uniformity in the trigger response was introduced (cf. figure 6.11).
Despite these efforts there are remaining LN-events in the data. These events have to be
removed from the data offline. Currently two cuts are used which have been introduced in
section 6.2.3.3. The first cut variable is the MQTQ ratio (maximal charge seen by a single
PMT over the total charge of each event) and the second the root mean square of all inner
detector PMT pulse start times (RMSTstart). Figure 8.13 shows the distribution of both LN-
event discrimination variables with the current cut values for the prompt event candidates of
the neutrino selection.
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Figure 8.13.: LN-event discrimination variables. Shown data corresponds to one hour of nor-
mal physics data out of the data used for the analyses shown in [5] and chapter
9. Red lines indicate the recent cut values for the neutrino selection. Note, that
for the oscillation analysis based on neutron captures by Gadolinium the MQTQ
cut value for the delayed candidate is even tighter (MQTQ > 0.055).
As visible in figure 8.13 a huge fraction of triggered events are LN-events. Since the start of
data taking the LN-event rate has increased even further [119]. Therefore different options
with respect to the LN-event reduction are under discussion, such as offline reduction of
during the DOGSification process (cf. section 8.3) or an improved LN-event rejection at the
trigger level (e.g. by a PMT-wise multiplicity information which could be provided by a new
FADC firmware [134]). Further, it was shown that the sequence of turning all PMTs off and
on or reverting the HV polarity can reduce the LN-event rate [117]. Dedicated tests at the
far detector are currently under discussion.
For the near detector all PMT bases were covered with black plastic foil sheeting such that
over 99 % of the LN-events will be suppressed [123].
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8.4.2. Neutrino Selection
For the standard neutrino selection as presented in [4, 5] the first step is to remove all random
triggers originating from the Fixed Rate Trigger and Dead Time Monitor (cf. section 5.1.4).
This can be done by cutting on the TW (cf. section 5.1.4). Further, all events within a time
window of 1 ms after a tagged muon hitting the detector are discarded. A muon event is
tagged by either > 30MeV in the inner detector or > 5MeV in the IV. This muon veto cut
has been proven to be useful to reduce the correlated and cosmic backgrounds [5]. A first
rejection of LN-events is done by applying cuts of MQTQ < 0.09 and RMSTstart < 40 ns.
The further selection is based on four different cuts:
• 0.7MeV < Eprompt < 12.2MeV: Is the energy window in which a prompt signal of
an IBD interaction is expected (cf. figure 8.1). The lower bound is motivated by the
trigger efficiency to be 100 %.
• 6.0MeV < Edelayed < 12.0MeV: Is the energy window in which a delayed signal of an
IBD interaction using captures by Gadolinium is expected. Additionally, the LN cut
value on MQTQ can be tightened (MQTQ < 0.055) because of the release of multiple
gammas during the de-excitation of Gadolinium and therefore more active PMTs.
• 2µs < ∆T < 100µs: ∆T denotes the time difference between a prompt and a delayed
candidate. The lower cut value reduces correlated backgrounds and the upper cut value
is motivated by the neutron capture time by Gadolinium which is exponentially with a
time constant of approximately 30 µs.
• Multiplicity cut: No additional triggers within 100 µs before the prompt candidate and
400 µs after are allowed (cf. figure 8.14). This cut was introduced after a small contam-
ination of the prompt energy spectrum was found. This contamination was identified
to be caused by muons passing the detector outside the IV and creating multiple spalla-
tion neutrons. These neutrons can be captured by Gadolinium or Hydrogen when they
enter the detector polluting the prompt energy spectrum [112]. By rejecting IBD candi-
dates which occur close in time to another valid trigger the contamination of correlated
background can be reduced.
This selection has been improved by two additional cuts with respect to the analysis presented
in [4]. All events which occur within a 0.5 s time window after a muon deposed more than
600 MeV in the inner detector are rejected and tagged as cosmic isotope events. Furthermore,
for all events where the prompt event is coincident with an OV trigger are expected to be
correlated background and excluded [5].
8.4.3. Backgrounds
The neutrino selection sample described previously still contains different backgrounds. A
background event is any non-IBD event which fulfills the condition of the neutrino selection.
There are different possibilities how correlated and uncorrelated events can mimic an IBD
signature. The background events can be distinguished into three different types based on
the corresponding origin of the prompt and delayed event leading to an IBD signature. The
origin of the different backgrounds and the methods used to measure them will be briefly
described in the following sections.
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Figure 8.14.: Schematical drawing of the multiplicity cut. Blue lines show the coincidence
time window opened after the prompt candidate. The orange lines show the
multiplicity time window were no additional trigger except for the delayed can-
didate is allowed. The drawn example represents an event which passes the
multiplicity cut criteria. Plot is taken from [122].
Accidental Background
Radioactivity from the surrounding rock or materials used to built the detector is always
present even though a big effort during the construction of the detector was to reduce the
impact of radioactivity as much as possible (cf. section 3.2). The main source for the so
called accidental background is a prompt event triggered because of natural radioactivity
“accidentally” followed by a neutron capture fulfilling the time coincidence requirements of
the neutrino selection. Of course other combinations of a prompt and delayed event leading
to an IBD signature are possible, too. The key aspect of the accidental background class is
that there is no correlation between the prompt and the delayed event.
The accidental background is estimated by applying the corresponding neutrino selection
criteria with a modified time coincidence condition. For the oscillation analyses as presented
in [4, 5] the coincidence window was shifted by one second (off-time window method) in order
to remove any correlation in the order of time scales of captures by Gadolinium or Hydrogen
(O(µs)). In order to collect better statistics 198 off-time windows have been used, each shifted
by 500 µs from the previous one.
Cosmogenic Isotopes (9Li and 8He) Background
Organic scintillators like the one used for the Double Chooz experiment are susceptible to
spallation processes on 12C induced by cosmogenic muons passing the detector. Muons inter-
acting with 12C can produce a number of radioactive isotopes as summarized in table 8.4.
Isotopes which have βn-decay modes are of particular interest for antineutrino experiments
because they exhibit the IBD signature. Dominant are the decays of 9Li and 8He. Roughly
50 % of the 9Li decays (cf. figure 8.15) produce an electron (β) within the prompt energy
window of the neutrino selection (cf. figure 8.4) followed by a neutron which can be captured
by Gadolinium or Hydrogen. Due to the relatively long half-life of the 9Li and 8He isotopes
(9Li: T1/2 = 178, 3ms and 8He: T1/2 = 119, 0ms [81]) event by event discrimination is
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Isotopes T1/2 Emax [MeV]
β− 12B 0.02 s 13.4 (β−)
11Be 13.80 s 11.5 (β−)
11Li 0.09 s 20.8 (β−)
9Li 0.18 s 13.6 (β−)
8Li 0.84 s 16.0 (β−)
8He 0.12 s 10.6 (β−)
6He 0.81 s 3.5 (β−)
β+, EC 11C 20.38 min 0.96 (β+)
10C 19.30 s 1.9 (β+)(+0.72 MeV γ, 98.53%)
9C 0.13 s 16.0 (β+)
8B 0.77 s 13.7 (β+)
7Be 53.3 d 0.478 (γ, 10%)
Table 8.4.: Radioactive isotopes induced by interaction of cosmic muons on 12C [23].
not possible. Also an increased muon veto window is not feasible because of an increased
loss of detector lifetime. The cosmogenic isotope background is estimated by an exponential
fit to the ∆tµIBD ≡ tµ − tIBD distribution of all possible muon-IBD candidate pairs. The
determination of the cosmogenic background has been done for three different energy ranges
of the parent muons. Detailed information about the analyses can be found in [4, 5, 114].
Figure 8.15.: Decay chain of 9Li. Plot is taken from [21].
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Fast Neutrons and Stopping Muon Background
Due to the 1 ms muon veto time cut, most of the muon induced background is excluded from
the IBD data sample (cf. section 8.4.2). However, the data sample is contaminated by muon
induced background events where the parent muon either missed the active regions of the
detector or deposited an energy lower than the muon tag threshold. These events can be
separated into fast neutrons (FN) and stopping muons (SM).
High-energy muons interacting with nuclei in the rocks surrounding the detector can create a
neutron (FN) by exchange of a virtual photon [18]. These FN can enter the active regions of
the detector (gamma catcher and target) because of their relatively large interaction length.
They can mimic an IBD signature if the neutron produces a recoil proton, which mimics
the prompt signal, followed by the capture of the neutron on Gadolinium or Hydrogen. The
energy spectrum of the recoil protons is expected to be flat and extending to energies well
above the IBD prompt spectrum (> 12 MeV). Note, that a slope could be introduced by
acceptance and scintillator quenching effects [5].
The contribution of SM is caused by muons which enter the detector through the chimney
(therefore do not deposit any energy in the IV). If these muons stop at the top of the detector
they have only deposited a small amount of energy and can mimic a prompt signal of the
IBD signature. The Michel electron created by the decay of the stopped muon then mimics
the delayed event.
Both contributions can be estimated by extending the prompt energy window of the IBD
candidate selection up to 30 MeV as there are no real IBD coincidences expected above 12 MeV
(cf. figure 8.1). FN and SM coincidences can be distinguished by their different correlation in
time. While the FN are indistinguishable from real IBD interactions the correlation in time
between the prompt and delayed event pair of an SM follows the 2.2 µs muon lifetime. Thus a
rather pure sample of FN can be obtained for ∆T > 10 µs while a rather pure sample of SM
can be obtained for ∆T < 10 µs. For the oscillation analyses both backgrounds are treated
as one contribution. The observed flat energy spectrum from 12 ≤ Eprompt ≤ 30 can be
extrapolated into the IBD candidate energy range leading to an estimate for the background
contamination of FN and SM.
Detailed informations of the analyses of FN and SM can be found e.g. in [63].
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Chapter 9
Analysis of Hydrogen Capture
Neutrino Events
This chapter describes the analysis of hydrogen capture neutrino events. The analysis was
developed by the Double Chooz Collaboration during 2012 and is published in [6]. The author
of this thesis was involved in the development of the neutrino selection cuts, studies of the
accidental background and the determination of the neutron detection efficiency. The analysis
will be described in this chapter with particular focus on the authors contributions.
After a short introduction of the analysis the selection cuts are introduced in section 9.2. The
determination of the detection efficiency is discussed in section 9.3 followed by the background
studies in section 9.4. The chapter will be concluded with the recent result of the oscillation
analysis including in section 9.5 and a brief comparison to the Gd based oscillation analysis
in section 9.6.
9.1. Introduction
All recent reactor antineutrino experiments (Daya Bay, Double Chooz and RENO) published
their results on the measurement of sin2(2θ13) in 2012 (cf. figure 9.1).
All experiments measured a non-vanishing value for sin2(2θ13) and show a reasonable agree-
ment with respect to each other (cf. figure 9.1a). Daya Bay could even exclude the no
oscillation hypothesis at 7.7 standard deviations [26]. All these recent reactor antineutrino
experiments are based on similar detector concepts, in particular the usage of a target volume
filled with Gd doped liquid scintillator. Therefore the employed analyses are similar as well.
The main motivation of the analysis of hydrogen capture neutrino events (search for coin-
cidences of a prompt signal as described in section 3.1.2 followed by a neutron capture by
Hydrogen instead of Gadolinium) was to provide a potential crosscheck of the oscillation anal-
yses results published so far. Furthermore a combined analysis may improve the sensitivity
of the measurement of sin2(2θ13) if the uncertainties of the Hydrogen analysis are sufficiently
small and uncorrelated with the Gadolinium analysis.
The usage of Hydrogen capture neutrino events allows to increase the fiducial volume (by a
factor of ∼ 3) from the target volume up to the gamma catcher boundaries (cf. figure 3.5).
This helps to accumulate more statistics (thus a better understanding of the prompt energy
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(a) (b)
Figure 9.1.: (a): Overview of the recent results of the measurements of sin2(2θ13). There
is a reasonable agreement in between all reactor antineutrino experiments (b):
Final result of the oscillation analysis of the Double Chooz experiment based on
Gadolinium capture neutrino events as published in [5]. Plots taken from [5].
spectrum shape) but also increases the background contamination of the neutrino candidate
data sample e.g. because of less shielding of the gamma catcher with respect to the target
region. Furthermore the energy released by the neutron capture by Hydrogen (2.223 MeV)
is within the energy range of the radioactivity of the rocks surrounding the detector which
leads to a significant increase of the uncorrelated background. Indeed this is the main mo-
tivation for using Gadolinium capture events in all recent reactor antineutrino events (cf.
section 3.1.2). Even though the increase of the background rates is challenging it is also the
reason why the Hydrogen analysis could provide a partially independent crosscheck of the
Gadolinium analyses.
9.2. Neutrino Selection
The neutrino selection follows the strategy of the analysis using neutron captures by Gadolin-
ium (n-Gd). Neutrino candidates are identified by a two-fold coincidence of a prompt positron
followed by a delayed neutron capture (cf. section 3.1.2). All the cuts used for the n-Gd anal-
ysis (cf. section 8.4.2) are also used for the n-H analysis. The muon definition (EID > 30 MeV
|| EIV > 5 MeV) and also the muon veto cut of 1 ms after each muon is the same as for the
112
9.2. Neutrino Selection
analysis cut n-H analysis n-Gd analysis
EPrompt 0.7 < EPrompt < 12.2 [MeV] 0.7 < EPrompt < 12.2 [MeV]
EDelayed 1.5 < EDelayed < 3 [MeV] 6 < EDelayed < 12 [MeV]
∆T 10 < ∆T < 600 [µs] 2 < ∆T < 100 [µs]
∆R 0 < ∆R < 900 [mm] N/A
Multiplicity Cut (TPrompt-600) - (TPrompt+1000) [µs] (TPrompt-100) - (TPrompt+400) [µs]
LN (MQTQPrompt) MQTQPrompt < 0.09 MQTQPrompt < 0.09
LN (MQTQDelayed) MQTQDelayed < 0.09 MQTQDelayed < 0.055
LN (RMSTstart) RMSTstart < 40 [ns] RMSTstart < 40 [ns]
"after Muon" veto time 1 ms 1 ms
OV cut (prompt event) no OV coincidence no OV coincidence
Table 9.1.: Summary of νe candidate selection cuts. Modifications of the νe candidate selec-
tion with respect to the n-Gd analysis are highlighted in bold letters. For a brief
explanation of the cut variables cf. section 8.4.2.
n-Gd analysis. Further the same OV cut is used such that all prompt events in coincidence
with a OV trigger are discarded. Some cut values have to be modified to take into account
the physical characteristics of νe selection using n-H capture and involved backgrounds. Fur-
thermore a new cut variable was introduced for the n-H analysis which turned out to be the
most suitable cut to suppress accidental background (cf. section 8.4.3). This cut relies on
the reconstructed spatial distance (∆R) between the prompt and delayed event candidate.
In table 9.1 all used analysis cuts are summarized together with the corresponding cut value
used for the n-Gd analysis.
A brief motivation of the modifications of the cut parameters for the n-H analysis is given in
the following section. The results gained by applying the n-H νe candidate selection cuts on
the data set used for the results published in [5] are shown in section 9.2.2.
9.2.1. Motivation of Cut Variable Values
In this section a brief motivation of the modified cut values with respect to the n-Gd analysis
is given.
EDelayed Cut:
Obviously the selection cut on energy for the delayed event has been moved to account for
the neutron capture by Hydrogen (n-H) which peaks at 2.223 MeV (instead of using the 8
MeV capture peak on Gd). The selection cut for the prompt event does not change because it
is based on the antineutrino energy spectrum, flux and cross section for the IBD reaction (cf.
figure 8.1). Figure 9.2 shows the energy distributions of n-H events from 252Cf calibration
source deployments for two extreme cases with a selection cut of 1.5 MeV < EDelayed < 3.0
MeV.
The data shown in figure 9.2 shows that the used selection cut values are capable to select
n-H events. Note, that these cut values have not been fine tuned for the results presented
in [6]. The upper boundary was chosen in order to get a good containment of the n-H peak.
The lower boundary was chosen based on the cut efficiency studies presented in section 9.3.5.
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Figure 9.2.: Energy distributions of neutron captures by Hydrogen from 252Cf calibration
source deployments. MC is shown in yellow and calibration data points are
shown in black. (a): Source deployment at the target (T) center. (b) Source
deployment at the middle of gamma catcher (GC) and T wall.
∆T Cut:
The next cut which has been modified with respect to the n-Gd analysis is the coincidence
time cut (∆T cut). The ∆T cut is taking into account the characteristic capture time of the
neutron of the IBD reaction. In figure 9.3 the time differences between the prompt signal,
defined by the 252Cf fission gamma cascade (the released energy of ∼ 7 MeV [22] leads to
an almost accidental free data sample), and the delayed signal caused by the capture of the
neutron created by the spontaneous fission of the 252Cf atom are shown.
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Figure 9.3.: ∆T distributions of neutron captures by Hydrogen from 252Cf calibration source
deployments. MC is shown in yellow and calibration data points are shown in
black. (a): Source deployment at the target (T) center. (b) Source deployment
at the middle of gamma catcher (GC) and T wall.
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In order to take into account for the longer capture time in the GC the upper boundary of the
time coincidence cut was chosen to be 600 µs which is well above the time constant of 200 µs
in the GC region. The lower boundary was chosen to reject both stopping muon background
[91] and time correlated LN [120]. The cut efficiency studies regarding the coincidence time
cut are presented in section 9.3.3.
∆R Cut:
A major difference to the n-Gd selection is the introduction of a new cut variable. This
cut variable is the spatial correlation (∆R) between the prompt and the delayed event. The
calculated spatial distance relies on the vertex reconstruction algorithm RecoBAMA (cf. sec-
tion 8.3.2). Figure 9.4 shows that an analysis cut on the reconstructed spatial coincidence
efficiently suppress a huge fraction of the accidental background (cf. section 8.4.3).
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Figure 9.4.: (a) ∆R distributions of the on-time (blue) and off-time (red) window candidate
selection. On-time data sample includes all νe candidates and all backgrounds
while the off-time sample only includes accidental background. (b) Ratio of the
on-time and off-time event statistics as function of the upper boundary of the
spatial coincidence cut. The dotted vertical lines denote the current cut value
used for the n-H candidate selection.
In figure 9.4a the reconstructed spatial distance in between the prompt and the delayed event
of the on-time sample is plotted with the corresponding distribution of the off-time data
sample. The on-time data sample represents the outcome of the standard candidate selection,
thus including νe candidates and all backgrounds. The off-time data sample represents the
accidental background determined by the off-time window analysis (cf. section 8.4.3 and
section 9.4.1). In figure 9.4b it is obvious that extending the upper boundary of the ∆R cut
(900 mm) would only increase the accidental contamination of the candidate selection because
the on-time/ off-time ratio becomes flat with a ratio of one. Note, that the ∆R cut is also not
fine tuned yet. The decision for the current value was motivated by both the distributions
shown in figure 9.4 and the cut efficiency studies presented in section 9.3.4.
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Multiplicity Cut:
For the n-Gd analysis there have been detailed studies on the multiplicity cut (e.g. [112, 124].
As mentioned in section 8.4.2 the multiplicity cut was introduced to suppress the containment
of multiple spallation neutrons in the prompt energy spectra. For the n-Gd analysis the
multiplicity cut boundaries were set according to the neutron capture time of the target (30
µs). The final values are ∼ 3 times the capture time before and ∼ 5 times the capture time
after the prompt event.
In n-H analysis a large fraction of the selected candidates are from interactions in the GC
(cf. figure 9.9 and figure 9.10). Therefore the multiplicity cut values have been chosen based
on the neutron capture time in the GC (200 µs). The final values were determined in the
same way as for the n-Gd analysis leading to a multiplicity window from -600 µs before the
prompt candidate to 1000 µs after the prompt candidate. It turned out that apart from the
reduction of the multiple spallation neutron contamination this cut values also lead to a large
reduction of LN-events [120]. The inefficiency to the νe signal is found to be negligible given
the fact that the prompt event rate is quite low (∼ 10 Hz) [91].
LN (MQTQDelayed):
The last modification with respect to the n-Gd νe candidate selection is the MQTQDelayed cut
value. Two reasons led to an relax of the cut boundary. First, there is only one single high
gamma ray emitted after a n-H captures. Thus it is more likely that the charge is concentrated
on only a few PMTs in comparison to the release of multiple gamma rays emitted after a n-Gd
capture. The second reason is that the MQTQ values for interactions in the GC are larger
on average than for events in the target because the origin of the light is closer to the PMTs
than for an interaction in the detector center [91].
9.2.2. Neutrino Selection Results
The data set used for the recent n-H analysis as published in [6] is the same as used for
the n-Gd analysis published in [5]. The total run time is found to be 251.274 days. Due to
the 1 ms muon veto cut the total live time of the data sample is 240.16 ± 0.01 days. This
uncertainty is related to different treatment of the first trigger before the first muon of each
data taking run (in principle it is possible that there was a muon going through the detector
just before the data taking started). It was confirmed that the treatment of these triggers
does not affect the n-H candidate selection [91]. The last correction of the live time is due
to the OV dead-time. For all runs with OV data available a correction factor of 0.999383 is
applied to the live time. Figure 9.5 shows both the total run time and the corrected live time
as a function of days since start of data taking.
After corrections the total live time corresponding to the data set used for the n-H analysis
is found to be 240.06 ± 0.01 days [91].
Applying the selection criteria summarized in table 9.1 on this data set yields in 36,284
events or 151.14 ± 0.79 events/ day (on-time selection). As described previously this num-
ber includes νe candidates and all backgrounds. In particular the accidental background
contributes about half of this selected events (cf. figure 9.8b). The determination of the
accidental background rate (off-time window analysis) is described in section 9.4.1 in detail.
Note, that 125 consecutive off-time windows were used for the determination of the accidental
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Figure 9.5.: Detector run time and corresponding live time of the data set used for n-H analy-
sis. The total run time is shown in yellow and the corrected live time after muon
veto cut and OV dead-time correction is shown in cyan. After corrections the
total live time corresponding to the data set is found to be 240.06 ± 0.01 days.
Plot taken from [91].
background leading to a sufficiently small statistical error. The following plots show charac-
teristic distributions of the νe candidate selection. For each shown parameter the distribution
of the on-time data sample, off-time data sample, MC and νe candidates (on-time - off-time)
are shown. Note, that the MC samples include only νe without any background contamina-
tion (cf. section 8.3) assuming no oscillation of νe (sin2(2θ13)=0).
In figure 9.6 the energy distributions of the prompt and delayed event of the selected events
are shown.
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Figure 9.6.: Energy spectra of the n-H νe candidate selection. Black data points represent the
νe candidates after subtraction of the accidental background (red) (a): EPrompt
spectrum. (b): EDelayed spectrum.
Figure 9.6b shows reasonable agreement between νe candidate sample (black) and MC. It
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is visible that the accidental background in contrast to the correlated backgrounds do not
show a the n-H capture peak. The large contribution of the accidental background to the
n-H signal is visible in both distributions in figure 9.6. Note, that the EPrompt spectrum of νe
candidates in figure 9.6a contains contaminations from various correlated backgrounds. This
contaminations are larger than for the n-Gd selection making it hard to estimate a value for
sin2(2θ13) directly from the figure. In particular the deficit of νe in the lower energy bins is
masked by contributions of correlated backgrounds which can be mainly assigned to the fast
neutron background (cf. section 9.4.2).
s]µT [∆
0 100 200 300 400 500 600
# 
en
tr
ie
s
0
50
100
150
200
250
300
350 MC
 candidateseν
On-time sample
Off-time sample
(a)
R [mm]∆
0 100 200 300 400 500 600 700 800 900
# 
en
tr
ie
s
0
100
200
300
400
500
600
700 MC candidateseν
On-time sample
Off-time sample
(b)
Figure 9.7.: ∆T and ∆R distributions of the n-H νe candidate selection. Black data points
represent the νe candidates after subtraction of the accidental background (red)
(a): ∆T spectrum. (b): ∆R spectrum.
In figure 9.7 the distributions of the cut parameters ∆T and ∆R are shown. Both distributions
show a reasonable agreement of the νe candidate sample (black) and MC except for a small
deviation at the rising edge of the ∆R distribution in figure 9.7b. The reason for this deviation
can not be answered fully at this moment. One speculation is that the origin of the deviation
is the neutron mobility model used for the MC. The systematic uncertainty on the neutron
mobility is evaluated in the context of the study of spill events for the neutron detection
efficiency studies [93]. Because the deviation between data and MC occurs for ∆R values
below the cut value of 900 mm it is not critical for the selection results.
In figure 9.7a the red data points of the off-time data sample show a flat distribution over
the whole time window as expected for accidental background. Further the lower boundary
of the ∆T selection cut of 10 µs is clearly visible. Both distributions of the MC data could
give the impression that the upper cut boundaries are set too low because the spectrum has
not jet reached the value of zero at the current cut values. As mentioned before all shown
cut parameters have not been fine tuned. The current values have been chosen based on a
sufficient suppression of the accidental background and also keeping the selection efficiencies
as small as possible (cf. section 9.3).
In figure 9.8 the events found by applying the selection cuts are plotted as a function of
days since start of the data taking. The selected νe candidates are compared with the MC
prediction in figure 9.8a and the event rates of the on-time and off-time window selections
are shown in figure 9.8b.
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Figure 9.8.: Event rate distribution of the n-H selection. (a): Event rates of the νe candidates
are compared with the MC prediction (red). (b): Event rates of the on-time
(blue) and off-time data sample (red).
Figure 9.8a shows a good agreement between the νe candidates and the MC prediction based
on the reactor power. In particular all periods where one of the Chooz-B reactors was down
are visible as the rate drops down by a factor of ∼ 2 as expected. Further one day of data
taking with both reactors off is visible (day 192). The good agreement between νe candidates
and the MC shows the good data quality for the data taking period of the current n-H
analysis. There is one data point with a huge error bar (day 212). The reason for this is
that on this particular calendar day less than one hour of data is available for analysis (cf.
figure 9.5). Between calender day 124-131 the detector was not taking any physics data.
Figure 9.8b shows a comparison of the event rates found by the on-time (blue) and off-time
selection (red). The accidental background (off-time window selection) is independent from
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the reactor power history as expected. As mentioned previously the accidental background
corresponds to ∼ half of the signal statistics (on-time selection). The increase of the accidental
background rate between calendar day ∼ 130-150 was also observed in the n-Gd selection and
has been explained by the unusual high activity of one of the ID PMTs [113]. The data points
corresponding to one day with both reactors off are in agreement taking into account the
statistical error on the on-time window selection.
The reconstructed vertex distributions of the selected event candidates (on-time data sample)
are shown in figure 9.9 for the prompt events and figure 9.10 for the delayed events respectively.
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Figure 9.9.: Reconstructed vertex distribution of the prompt events of the n-H on-time window
selection. The black lines represent an approximate volume boundary of target
and GC vessels. (a): Shows the X vs. Y plane of the detector. (b): Shows the
ρ2 vs. Z plane of the detector.
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Figure 9.10.: Reconstructed vertex distribution of the delayed events of the n-H on-time win-
dow selection. The black lines represent an approximate volume boundary of
target and GC vessels. (a): Shows the X vs. Y plane of the detector. (b): Shows
the ρ2 vs. Z plane of the detector.
In particular the vertex distributions of the delayed event candidates show that most events
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of the neutrino candidate sample happen to be in the GC volume (∼ 95 %). This is related
to the high cross section of the Gd molecule for neutron captures (only a small fraction of
IBD neutrons capture by Hydrogen in the target volume). The small fraction of events which
are reconstructed above the GC volume at the symmetry axis of the detector (X = 0) are
interactions in the chimney (cf. section 3.2.6).
Due to the different interaction volume and thus different systematic uncertainties the n-H
analysis can be seen as an independent data sample and crosscheck of the n-Gd based analyses
[4, 5, 25, 26, 28]. The high concentration of the signal statistics in the GC demonstrates that a
detailed understanding of the physics in particular the detection efficiencies in the GC volume
is mandatory for the n-H analysis.
9.3. Detection Efficiency
As stated in equation 8.7 the predicted number of electron antineutrino in a certain energy bin
is proportional to the product Np, where  denotes the detection efficiency and Np the number
of protons in the fiducial volume. For Double Chooz the detection efficiency can be denoted
as neutron detection efficiency ( = n) because the detection efficiency for the prompt signal
is given by the trigger efficiency which is determined to be 100 % with a negligible uncertainty
for the oscillation analysis [5, 62]. Note, that the trigger efficiency determination also takes
into account a possible vertex dependence.
For the n-H analysis the uncertainties on the neutron detection efficiency and on the number
of protons are separated for each detector volume. The product Np in equation 8.7 becomes
the sum of three efficiencies weighted by the corresponding proton number:
 ·Np = nT ·NpT + nGC ·NpGC + nSpill ·NpSpill (9.1)
NpT and NpGC denote the proton numbers in the target and GC volumes, respectively. NpSpill
is an effective number of protons for spill events where the prompt and the delayed event are
detected in different detector volumes. This number is derived from the spill studies [93], a
detailed MC study taking into account several event classes such as spill from target to GC
or from the acrylics into the scintillator liquids etc.. The outcome of this study is an effective
proton number and neutron detection efficiency for spill events. This manuscript focus on
the determination of the neutron detection efficiencies for the target and GC (nT and nGC
cf. equation 9.1), which can be expressed as:
nT =  HAll CaptureT
· ∆TT · EdelayedT · ∆RT (9.2)
nGC =  HAll CaptureGC
· ∆TGC · EdelayedGC · ∆RGC (9.3)
 H
All Capture i
is the fraction of neutrons captured by Hydrogen out of the total number of neutron
captures in the corresponding detector volume i. ∆Ti , Edelayedi and ∆Ri denote the efficiencies
of the antineutrino selection cuts in the target and GC. The cut efficiencies can be treated
separately because the correlations among them are quite small (O(1 %) [95]). Note, that
the efficiencies due to the LN event rejection cuts have also been studied and found to be
negligible [91].
Finally all results will be combined according to equation 9.1 such that the input for the
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oscillation analysis fit framework is only two parameters: a global MC correction factor and
the absolute uncertainty on the number of selected neutrino candidates. This is discussed in
section 9.3.8.
9.3.1. Calibration Data for Detection Efficiency Studies
For the evaluation of the selection cut efficiencies and the corresponding systematic uncertain-
ties source deployment data from the 252Cf neutron source is used (cf. section 3.3.2). In order
to quantify the efficiencies for the different detector volumes deployments with the z-axis and
guide tube calibration systems are used (cf. section 3.3). Even though the 252Cf calibration
data is supposed to include only a small contamination of accidental background the data
samples for the corresponding efficiency study are purified by a background subtraction. The
needed background data sample is derived from the combined physics runs which were taken
during the calibration source deployment campaign (weighted by the appropriate run length).
A list of used calibration data runs and the runs used for the background estimation can be
found in appendix E and F.
As for n-Gd analyses the target efficiencies can be determined with the z-axis calibration
data which is clearly representative of neutron physics in the target. On the contrary it is
not obvious that the guide tube calibration data is representative of neutron physics in the
GC because the guide tube is partly located close to the target itself (cf. figure 3.9). There is
a difference in the neutron thermalization and capture processes between the target and the
GC. Therefore it is important to verify that the guide tube data contains a clean sample of
neutrons thermalizing and capturing in the GC volume. In particular for ∆TGC this becomes
crucial because the ∆T distributions differ significantly between target and GC (cf. figure
9.3) in contrast of the ∆R and Edelayed distributions (cf. figure 9.2 and 9.4). In order to verify
that the guide tube data represents the neutron physics in the GC properly, the variation of
the efficiency for different lower bounds of the ∆T cut has been studied for the target and
the GC. Note, that a detailed definition of the efficiency and the description of the extraction
method will be given later. At this point it is important to compare the difference in the
variation of the efficiency for different lower bounds of the ∆T cut in between the target and
the GC. The variation is shown in figure 9.11. Note that for all plots in this chapter the x-axis
denotes the “true” source position quoted in the corresponding run information (cf. appendix
E [84]).
The determined efficiencies vary differently for target and GC if the lower ∆T cut boundary
is increased (cf. figure 9.11). The efficiency decreases significantly in the target while the
decrease in the GC is much smaller. This is expected due to the different neutron capture
times in the corresponding volumes. The significant different behavior of the efficiency under
the ∆T cut variation shows that the contamination from neutrons captured in the target in
the guide tube calibration data is negligible. Further the shift of the efficiency among the
data points of the guide tube data is similar. In particular the data points at the outermost
edge of the GC (R ∼ 2100 mm) is in good agreement with all other data points of the guide
tube calibration data. For this reason the guide tube calibration data can be assumed as
representative for the neutron physics in the GC.
The same CT output files as for the n-Gd analyses are used for the determination of the
cut efficiencies and the related systematic uncertainties of the n-H analysis (cf. appendix
E). Before the evaluation of the different cut efficiencies the following pre-selection cuts are
applied:
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Figure 9.11.: Efficiency variation for different lower boundaries of the ∆T cut. Black circles,
cyan squares, red upward triangle, yellow downward triangles, blue stars and
magenta diamond correspond to a lower cut boundary of 2, 4, 6, 8, 10 and
12 µs. (a): Z-axis source deployment data (target). (b): Guide tube source
deployment data (GC).
• Muon veto cut of 1 ms after each muon
• MQTQ < 0.09
• RMSTstart < 40 ns
• Prompt signal is only defined if there is no delayed event in the preceding 1 ms
• 4 < Eprompt < 40 MeV
• 0.7 < Edelayed < 30 MeV
• 0 < ∆T < 1 ms
The first four cuts are used to ensure the calibration data quality by removing e.g. LN-
events. The lower bound of the Eprompt cut is set to 4 MeV resulting in a rather clean sample
of 252Cf fission tags with an almost negligible accidental background contamination. The
fission neutrons are searched in a 1 ms time window after the prompt event with a rather
small lower bound of the Edelayed cut in order to avoid the rejection of any fission neutrons
(cf. section 3.3.2).
9.3.2. Method for Estimation of the Cut Efficiency
This section explains the general estimation method which is used to extract the several cut
efficiencies and the corresponding systematic uncertainties from the 252Cf calibration data.
The method is common for all neutrino selection cuts. Of course, the corresponding defini-
tion of the cut efficiency is different for each neutrino selection cut as described in the later
sections of this chapter.
The first step is to quantify the cut efficiency for each source deployment point according
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to the corresponding definition. For each detector volume a Neyman confidence belt is con-
structed using the Clopper-Pearson frequentist approach [60]. The ROOT analysis framework
provides several possibilities to construct the confidence belts with different approaches. For
the analysis presented in this chapter the “TEfficiency” class is used [79].
After constructing the confidence belt the efficiency of each source position point is set to
the middle of the 1σ (68.27 %) confidence interval resulting in symmetric error bars. The
resulting efficiency is in perfect agreement with the simple binominal estimation as shown in
figure 9.12 for the EDelayed cut exemplary.
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Figure 9.12.: Comparison of different approaches for cut efficiency estimation. Red squares
denote the simple binominal efficiency calculation and the black triangles is the
assigned efficiency to the middle of the 1σ confidence interval.
The benefit and reason for the chosen approach is that it works also for high efficiencies where
a binominal error estimation fails.
Estimating Efficiencies in Target and GC (Sampling Method):
An important question after the determination of the cut efficiency for each source deployment
point is how to combine all data points in order to get a volume wide efficiency. For the n-
Gd analyses the so called “integral method” was used [125]. For this, the area under a
straight line combining all data points is integrated and divided by the range of integration
in order to get a volume wide efficiency estimate (cf. figure 9.13a). This method is valid for
the cut efficiencies in the target volume because equidistant spaced points along the z-Axis
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(a) (b)
Figure 9.13.: Schematical illustration of integral and sampling method. (a): Integral method:
The (green) area under a straight line combining all data points (blue) is in-
tegrated and divided by the range of integration. (b): Sampling method: Use
equally spaced sampling points (red) along a linear interpolation in between all
data points (blue). For the GC volume each of the sampling points can easily
be weighted by the corresponding liquid scintillator volume weight.
correspond to equidistant sub volumes of the target vessel. In other words for the target each
source position point where the efficiency is measured can be weighted identically. This is not
valid for the GC. Here each source deployment position along the guide tube (represented by
the variable R =
√
X2 + Y2 + Z2) corresponds to a different sub volume as shown in figure
9.14.
For this reason a “sampling method” is used instead of calculating the area integral. The
sampling method proceeds as follows (cf. figure 9.13b):
• plot the data points (efficiencies determined for a certain source deployment position)
along the corresponding Z (z-axis) or R (guide tube) values (cf. e.g. figure 9.11b)
• take 3000 equally spaced sampling points along a linear interpolation in between all
data points
• For target: calculate the mean value of all sampling points
• For GC: calculate the mean value by weighting each sampling point by the corresponding
liquid scintillator volume weight for a certain R value (cf. figure 9.14)
Extraction of the MC Correction Factor:
For each source deployment data run there is a corresponding MC file available provided by
the Double Chooz MC production team. Thus the same method to extract the cut efficiencies
is used for both data and MC. After the determination of the cut efficiencies at each source
deployment position next step is to extract an MC correction factor compensating for any
discrepancies between data and MC which could be caused by imperfect modeling of the
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Figure 9.14.: The liquid scintillator volume weight of the GC as a function of R. The volume
weight for a certain R value is shown in arbitrary units. The volume weight
is calculated by adding all infinitesimal volume elements in the GC for a given
distance R to the detector center divided by the total volume of the GC.
underlying physical processes for example. The MC correction factor is extracted from the
data/MC efficiency ratio distribution. Figures 9.15a and 9.16a show examples of this ratio
distributions for target and GC efficiencies, respectively (here for a Edelayed cut of 1.5 MeV <
Edelayed < 3.0 MeV). To extract the MC correction factor the sampling method is used. Note,
that the MC correction factor is a constant value which is applied to all MC efficiency data
points in the corresponding volume afterwards. Therefore this correction factor is assumed
to be independent of the vertex position.
The figures 9.15b and 9.16b show the comparison of the corrected and uncorrected MC effi-
ciencies in target and GC for a Edelayed cut of 1.5 MeV < Edelayed < 3.0 MeV exemplary. The
volume wide correction factor (MC cor.) used here is extracted from the ratio distributions
shown in figure 9.15a and 9.16a using the sampling method.
The corrected MC efficiencies are used for the extraction of the combined statistical and
systematic uncertainty afterwards.
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Figure 9.15.: Determination of the MC correction Factor in the Target shown for the Edelayed
cut exemplary. (a) Data/ MC ratio for each 252Cf source deployment in the
target. (b) Comparison of the corrected (red squares) and uncorrected (blue
data points) MC efficiencies.
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Figure 9.16.: Determination of the MC correction Factor in the GC shown for the Edelayed
cut exemplary. (a) Data/ MC ratio for each 252Cf source deployment in the
target. (b) Comparison of the corrected (red squares) and uncorrected (blue
data points) MC efficiencies.
Extraction of the Combined Statistical and Systematic Uncertainty:
After the evaluation of the data and corrected MC efficiencies the overall data-MC discrepancy
of the efficiencies (δ) is evaluated. The data-MC discrepancy is defined as:
δ =
data − corr.MC
1
2 (data + corr.MC )
(9.4)
where data and corr.MC denote the cut efficiencies determined for data and corrected MC, re-
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spectively. For each source deployment position for both target and GC δ is calculated and
plotted against the Z for R value for the corresponding detector volume (cf. figure 9.18 for
example). Then the sampling method is used to extract the volume wide δ. Here, instead
of calculating the mean value over a certain volume, the unweighted RMS of all sampling
points is calculated. This RMS should represent both the statistical and systematic uncer-
tainties. If one assume there is no systematic error and the MC is modeling the underlying
vertex dependency of the data efficiencies perfectly one would expect a flat δ distribution
with statistical fluctuations around δ = 0. Any discrepancy from flatness will increase the
unweighted RMS and add to the statistical fluctuations. Therefore the unweighted RMS of
the δ sampling points can be assumed to be representative for the combined statistical and
systematic error on the corresponding cut efficiency.
Additional studies showed that this combined error could be broke down into its systematic
and statistical component. This is done by estimating the statistical component first and sub-
tract the result from the combined error on the corresponding cut efficiency in quadrature.
The estimation of the statistical component is done using the the mean efficiency value and 1σ
of each source deployment position. Assuming that the measurement of the efficiencies follows
a normal distribution (for efficiencies well below 1) one can perform a set of fake experiments
for each source deployment position by pulling a fake efficiency from a normal distribution
with µ = the mean efficiency value and σ = the corresponding error. For every pull a fake
volume wide efficiency value can be calculated using the sampling method. These fake vol-
ume wide efficiency follows a normal distribution as well and the width of this distribution
can be assumed as statistical uncertainty on the corresponding cut efficiency. Details on this
breakdown can be found in [91]. Since the input for the final fit is the combined statistical
and systematic uncertainty this detailed breakdown of the uncertainties was not done for the
study presented in the following sections.
9.3.3. Coincidence Time Cut
The cut efficiency of the ∆T cut is defined as:
∆TT/GC =
(1.5 MeV < Edelayed < 3.0 MeV) ∧ (∆R < 900 mm) ∧ (Tl µs < ∆T < 600 µs)
(1.5 MeV < Edelayed < 3.0 MeV) ∧ (∆R < 900 mm) ∧ (0 µs < ∆T < 1000 µs)
(9.5)
where Tl denotes the lower cut value of the ∆T cut. The value chosen for the n-H analysis
is 10 µs (cf. section 9.2). During the early stages of the n-H analysis several cut values of
the ∆T have been studied. The final decision on the lower cut boundary (Tl) was based on
the stopping muon background studies (cf. section 9.4.2). Even though the absolute RMS of
discrepancy δabs.∆T could be reduced by a factor of two by reducing the lower cut boundary to
a value of 2 µs, it is not a favorable choice because this would increase the stopping muon
contamination of the neutrino candidate data sample and thus the systematic error on the
fast neutron and stopping muon background (cf. section 9.4.2).
The efficiency and δ distributions are shown in the figures 9.17 and 9.18. For the final cut
value of Tl = 10 µs the MC correction factors (cf. section 9.3.2) were found to be 1.0377 and
0.9966 for the target and GC, respectively. The corrected MC efficiencies are plotted together
with the efficiencies found for the 252Cf source deployment data in figure 9.17.
The result for the volume wide ∆T cut efficiency is found to be 69.55 % and 90.41 % for
the target and GC. The unweighted RMS of the δ for the ∆T cut extracted from the δ
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Figure 9.17.: ∆T cut efficiency (cf. equation 9.5) in target and GC for a cut of 10 µs < ∆T <
600 µs. Black data points denotes data and red data points the corrected MC
data points. (a) ∆TT . (b) ∆TGC .
distributions shown in figure 9.18 is found to be 1.78 % for the target and 0.17 % for the GC.
These values are relative to the found efficiencies and on an absolute scale these combined
uncertainties result in 1.24 % and 0.15 %.
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Figure 9.18.: Discrepancy distributions (cf. equation 9.4) of ∆T cut in target (a) and GC (b)
for a cut of 10 µs < ∆T < 600 µs. The discrepancies for each source deployment
point are stated in % relative to the corresponding efficiency.
For the ∆T cut variations of the upper cut value (Tu) was studied as well. For this, Tl was in
equation 9.5 is set to 10 µs and the upper boundary (600 µs in the ∆T definition) is varied.
Figures 9.11 (lower cut boundary) and 9.19 (upper cut boundary) show the ∆T cut efficiencies
found for several cut values. The corresponding volume wide efficiencies, combined statistical
and systematic uncertainties and MC correction factors are listed in the tables 9.2 and 9.3.
The results listed in table 9.2 show that a variation of the lower boundary of the ∆T cut
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Target:
Tl [µs] MC cor. ∆T [%] δabs.∆T [%]
2 0.9904 92.22 0.58
4 1.0019 86.04 0.84
6 1.0094 79.95 0.96
8 1.0227 74.48 1.19
10 1.0377 69.55 1.24
12 1.0454 64.57 1.29
Guide Tube:
Tl [µs] MC cor. ∆T [%] δabs.∆T [%]
2 0.9975 95.06 0.12
4 0.9969 93.83 0.12
6 0.9966 92.66 0.14
8 0.9964 91.49 0.15
10 0.9966 90.41 0.15
12 0.9962 89.28 0.18
Table 9.2.: ∆Tl cut efficiency study results (∆Tu = 600 µs). The results for the chosen cut
values are highlighted in bold numbers.
do not change the efficiencies determined for the GC considerably. For the target the lower
cut boundary has a bigger impact which is also clearly visible in figure 9.11. The difference
of the efficiency variations between target and GC can be explained by the different neutron
capture times of neutrons in both volumes. This has been discussed in section 9.3.1.
Z [mm]
-1500 -1000 -500 0 500 1000 1500
cu
t e
ffi
ci
en
cy
0.6
0.65
0.7
0.75
0.8
0.85
0.9
s µT < 500 ∆ s < µ10 
s µT < 550 ∆ s < µ10 
s µT < 600 ∆ s < µ10 
s µT < 650 ∆ s < µ10 
s µT < 700 ∆ s < µ10 
s µT < 750 ∆ s < µ10 
(a)
 [mm] 2 + Z2 + Y2 XR = 
1200 1400 1600 1800 2000
cu
t e
ffi
ci
en
cy
0.75
0.8
0.85
0.9
0.95
1
s µT < 500 ∆ s < µ10 
s µT < 550 ∆ s < µ10 
s µT < 600 ∆ s < µ10 
s µT < 650 ∆ s < µ10 
s µT < 700 ∆ s < µ10 
s µT < 750 ∆ s < µ10 
(b)
Figure 9.19.: ∆T cut efficiency in target (a) and GC (b) for several upper bounds of the ∆T
cut (Tu).
The distributions shown in figure 9.19 and the corresponding results listed in table 9.3 demon-
strate that a small variation of the upper boundary of the ∆T cut has no strong impact on
the associated cut efficiency and RMS of the discrepancy. This is expected if one takes into
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Target:
Tu [µs] MC cor. ∆T [%] δabs.∆T [%]
500 1.0360 69.29 1.21
550 1.0366 69.42 1.23
600 1.0377 69.55 1.24
650 1.0387 69.71 1.25
700 1.0398 69.84 1.26
750 1.0410 69.97 1.29
Guide Tube:
Tu [µs] MC cor. ∆T [%] δabs.∆T [%]
500 0.9974 87.61 0.19
550 0.9974 89.22 0.18
600 0.9966 90.41 0.15
650 0.9972 91.37 0.15
700 0.9967 92.07 0.16
750 0.9972 92.67 0.16
Table 9.3.: ∆Tu cut efficiency study results. The results for the chosen cut values are high-
lighted in bold numbers.
account the characteristic neutron capture times of the target and GC which are sufficiently
below the upper cut boundary which is ∼ 3 times the capture time for neutrons in the GC
(cf. figure 9.3).
9.3.4. Spatial Coincidence Cut
The cut efficiency of the ∆R cut is defined as:
∆RT/GC =
(1.5 MeV < Edelayed < 3.0 MeV) ∧ (10 µs < ∆T < 600 µs) ∧ (∆R < Ru)
(1.5 MeV < Edelayed < 3.0 MeV) ∧ (10 µs < ∆T < 600 µs)
(9.6)
where Ru denotes the ∆R cut value. The final cut value chosen for the n-H analysis is Ru =
900 mm (cf. section 9.2). The corresponding efficiency and δ distributions are shown in the
figures 9.20 and 9.21, respectively. For Ru = 900 mm the MC correction factors extracted
from the data-MC ratio distribution were found to be 0.9953 and 0.9950 for the target and
GC, respectively. The corrected MC efficiencies are plotted together with the efficiencies
found for the 252Cf source deployment data in figure 9.20.
The volume wide ∆R cut efficiency is found to be 93.61 % and 95.84 % for the target and GC
for the data shown in figure 9.20. The unweighted RMS of the δ for the ∆R cut extracted
from the δ distributions shown in figure 9.21 is found to be 0.51 % for the target and 0.19 %
for the GC. These values are relative to the found efficiencies and on an absolute scale these
combined uncertainties result in 0.48 % and 0.18 %.
As stated in section 9.2, the spatial correlation of the prompt and the delayed event is the
most powerful tool to suppress accidental background (cf. figure 9.4). All cuts presented
here, for the first n-H analysis, could be improved for future analyses. In particular the ∆R
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Figure 9.20.: ∆R cut efficiency (cf. equation 9.6) in target and GC for a cut of 0 mm < ∆R
< 900 mm. Black data points denotes data and red data points the corrected
MC data points. (a) ∆RT . (b) ∆RGC .
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Figure 9.21.: Discrepancy distributions (cf. equation 9.4) of ∆R cut in target (a) and GC
(b) for a cut of 0 mm < ∆R < 900 mm. The discrepancies for each source
deployment point are stated in % relative to the corresponding efficiency.
cut could be optimized in order to improve the signal to background ratio by reduction of
the accidental background. The accidental background contamination affects in particular
the lower energy bins of the Eprompt spectrum (cf. figure 9.6a) leading to relatively big error
bars. As for the lower bound of the ∆T cut it is a matter of finding the best possible com-
promise between the benefit of a maximal background suppression and a minimal systematic
uncertainty introduced by the corresponding cut values. In figure 9.22 the ∆R cut efficiency
in target and GC is shown for several upper bounds of the ∆R cut (Ru). The corresponding
MC correction factors, volume wide efficiencies and total uncertainty are listed in table 9.4.
The shown efficiency distributions and the results listed in table 9.4 show that a change of
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Figure 9.22.: ∆R cut efficiency in target and GC for several upper bounds of the ∆R cut
(Ru). (a) ∆RT . (b) ∆RGC .
Target:
Ru [mm] MC cor. ∆R [%] δabs.∆R [%]
700 0.9956 85.92 0.82
800 0.9975 90.62 0.69
900 0.9953 93.61 0.48
1000 0.9952 95.61 0.43
1100 0.9948 96.92 0.38
1500 0.9954 99.20 0.16
Guide Tube:
Ru [mm] MC cor. ∆R [%] δabs.∆R [%]
700 0.9909 89.78 0.36
800 0.9928 93.48 0.24
900 0.9950 95.84 0.18
1000 0.9968 97.38 0.14
1100 0.9979 98.32 0.13
1500 0.9991 99.67 0.05
Table 9.4.: ∆Ru cut efficiency study results. The result for the chosen cut value are highlighted
in bold numbers.
the ∆R cut for a better background suppression could be considered because the associated
cut efficiencies and δabs.∆R do not differ too much. In particular tightening the cut could be
envisaged for the next iteration of the Hydrogen analysis.
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9.3.5. Delayed Energy Cut
The cut efficiency of the Edelayed cut is defined as:
EdelayedT/GC =
(10 µs < ∆T < 600 µs) ∧ (∆R < 900 mm) ∧
(
Eldelayed < Edelayed < 3.0 MeV
)
(10 µs < ∆T < 600 µs) ∧ (∆R < 900 mm) ∧ (0.7 MeV < Edelayed < 3.0 MeV)
(9.7)
where Eldelayed denotes the Edelayed cut value. The final cut value chosen for the n-H analysis
is Eldelayed = 1.5 MeV (cf. section 9.2). The corresponding efficiency and δ distributions are
shown in the figures 9.23 and 9.24, respectively. For Eldelayed = 1.5 MeV the MC correction
factors were extracted from the data-MC ratio distribution and were found to be 0.9884 and
0.9920 for the target and GC, respectively. The corrected MC efficiencies are plotted together
with the efficiencies found for the 252Cf source deployment data in figure 9.23.
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Figure 9.23.: Edelayed cut efficiency (cf. equation 9.7) in target and GC for a cut of 1.5 MeV
< Edelayed < 3.0 MeV. Black data points denotes data and red data points the
corrected MC data points. (a) EdelayedT . (b) EdelayedGC .
The volume wide Edelayed cut efficiency is found to be 96.79 % and 92.20 % for the target
and GC for the data shown in figure 9.23. The unweighted RMS of the δ for the ∆T cut
extracted from the δ distributions shown in figure 9.24 is found to be 0.29 % for the target
and 0.23 % for the GC. These values are relative to the found efficiencies and on an absolute
scale these combined uncertainties result in 0.28 % and 0.21 %.
The lower bound of the Edelayed cut could be a possible handle for a better suppression of the
accidental background (cf. figure 9.6b) even though not as powerful as the ∆R cut. Figure
9.25 shows the Edelayed cut efficiency in target and GC for several lower bounds of the Edelayed
cut (Eudelayed). The corresponding MC correction factors, volume wide efficiencies and total
uncertainty are listed in table 9.5.
The results listed in table 9.5 show that tightening the lower bound of the Edelayed cut do
not increase the associated combined uncertainty considerably. Therefore the final cut value
is set to 1.5 MeV < Edelayed < 3.0 MeV for the first attempt of the n-H analysis presented in
[6]. For future analyses iterations, a further fine tuning of the Edelayed based on the signal to
134
9.3. Detection Efficiency
Z [mm]
-1500 -1000 -500 0 500 1000 1500
 
[%
]
∈δ
re
la
tiv
e 
-1.5
-1
-0.5
0
0.5
1
1.5
(a)
 [mm] 2 + Z2 + Y2 XR = 
1200 1400 1600 1800 2000
 
[%
]
∈δ
re
la
tiv
e 
-1.5
-1
-0.5
0
0.5
1
1.5
(b)
Figure 9.24.: Discrepancy distributions (cf. equation 9.4) of Edelayed cut in target (a) and GC
(b) for a cut of 1.5 MeV < Edelayed < 3.0 MeV. The discrepancies for each source
deployment point are stated in % relative to the corresponding efficiency.
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Figure 9.25.: Edelayed cut efficiency in target and GC for several lower bounds of the Edelayed
cut (Eldelayed). (a) EdelayedT . (b) EdelayedGC .
background ratio and the combined uncertainty related to the Edelayed cut should be envisaged.
9.3.6. Hydrogen Capture Fraction
The last missing element of the equations 9.2 and 9.3 is the fraction of neutrons captured by
Hydrogen out of the total number of neutron captures in the target and the GC ( H
All CaptureT
and  H
All CaptureGC
). The Hydrogen capture fractions and the associated MC correction factors
are estimated using 252Cf source deployment data and delayed events of the neutrino candidate
sample. Estimates for target and GC are determined separately for both volumes. Details of
this analysis can be found in [91].
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Target:
Eldelayed [MeV] MC cor. Edelayed [%] δabs.Edelayed [%]
0.85 0.9969 99.47 0.16
1.0 0.9929 98.83 0.22
1.15 0.9910 98.24 0.24
1.3 0.9918 97.75 0.30
1.45 0.9898 97.04 0.31
1.5 0.9884 96.79 0.28
Guide Tube:
Eldelayed [MeV] MC cor. Edelayed [%] δabs.Edelayed [%]
0.85 0.9982 98.64 0.08
1.0 0.9976 97.40 0.11
1.15 0.9954 95.93 0.17
1.3 0.9937 94.42 0.20
1.45 0.9926 92.80 0.21
1.5 0.9920 92.20 0.21
Table 9.5.: Eldelayed cut efficiency study results. The results for the chosen cut values are
highlighted in bold numbers.
Target:
For the target estimation the analysis results of the n-Gd analysis presented in [5] are used.
In this analysis the fraction of neutrons which deposit an energy between 4 MeV and 11 MeV
(neutrons capturing on Gd or carbon) out of all captured neutrons have been measured. For
the n-H analysis the Hydrogen capture fraction for the target is calculated as [91]:
data H
All CaptureT
= 1.0 − data4 to 11 MeV = 13.42 %± 0.15 % (data) (9.8)
MC H
All CaptureT
= 1.0 − MC4 to 11 MeV = 12.08 %± 0.10 % (MC) (9.9)
and the corresponding MC correction factor is found to be 1.1109.
GC:
For the GC the Hydrogen capture fraction is estimated from the ratio using the delayed events
of the neutrino candidate sample:
 H
All CaptureGC
= 0.7 MeV < Edelayed < 3.0 MeV0.7 MeV < Edelayed < 11.0 MeV
(9.10)
The lower bounds of the used energy cut are based on the trigger efficiency which is determined
to be 100 % with a negligible systematic uncertainty above 0.7 MeV [5]. The upper boundaries
are based on the Edelayed cut used for n-H analysis and the spectrum shown in figure 9.26,
respectively. The final results for the Hydrogen capture fraction estimate are [91]:
data H
All CaptureGC
= 98.3± 0.3 % (data) (9.11)
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MC H
All CaptureGC
= 98.3± 0.3 % (MC) (9.12)
and the corresponding MC correction factor is found to be 1.1109.
The good agreement between data and MC is also visible in the energy spectrum shape shown
in figure 9.26. Note, that the fraction of events above 3 MeV (≈ 1 %) are either neutrons
which reached the target or neutron captures by iron or other metal ions in the guide tube [91].
This effect is covered by the quoted Hydrogen capture fractions and associated uncertainties.
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Figure 9.26.: Delayed energy spectrum of the neutrino candidate sample for extraction of the
Hydrogen capture fraction. Modified cuts include the delayed vertex and ∆T
cut to reduce containment of neutron captures in the Target in the sample. An
additional cut of Eprompt > 4 MeV is applied to reduce backgrounds. The n-H
capture peak is clearly visible at ≈ 2.4 MeV, the n-C (Carbon) peak at ≈ 5.2
MeV and the n-Gd capture peak at ≈ 8 MeV. Plot taken from [92].
9.3.7. Summary and Final Result on the Detection Efficiency
The results on the neutron detection efficiency and MC correction factors are summarized in
table 9.6 and 9.7.
Using the numbers quoted in table 9.6 and the equations 9.2 and 9.3 the neutron detection
efficiencies of the target and the GC can be calculated. The final neutron detection efficiencies
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 H
All Capture
[%] ∆T [%] ∆R [%] Edelayed [%]
Target 13.42 ± 0.15 69.55 ± 1.24 93.61 ± 0.48 96.79 ± 0.28
GC 98.3 ± 0.3 90.41 ± 0.15 95.84 ± 0.18 92.20 ± 0.21
Table 9.6.: Summary of the results on the neutron detection efficiency. Note, that all quoted
errors are the absolute efficiency errors.
 H
All Capture
∆T ∆R Edelayed
Target 1.1109 1.0377 0.9953 0.9884
GC 1.0000 0.9966 0.9950 0.9920
Table 9.7.: Summary of the results on the MC correction factors presented so far.
are:
nT = 8.46 ± 0.18% (9.13)
nGC = 78.53 ± 0.36% (9.14)
9.3.8. Input to the Final Fit Framework
The determined neutron detection efficiencies and all uncertainties related to the variables
of equation 9.1 are combined such that the input to the final fit framework [87] is only two
parameters: a global MC correction factor and the absolute uncertainty on the number of se-
lected neutrino candidates. The combination of all results presented so far takes into account
the number of protons in the target and the GC and the associated uncertainties. A detailed
description of the results on the number of protons in the different detector volumes can be
found in [94]. In addition, the cut uncertainties and MC correction factors for spill events
(about 4.6 % of the total number of selected events) are included in the combination of the
results.
For the combination of the results for the different volumes each value is weighted by the frac-
tion of events in the corresponding volume determined by MC studies. A detailed description
on the spill studies and the combination of the cut efficiency uncertainties and MC factors
can be found in [93].
A relative uncertainty of 1.04 % is found for the detection efficiency and the global MC cor-
rection factor is found to be 0.9948. The uncertainty on the detection efficiency is entirely
dominated by the uncertainty of the number of protons in the GC which is found to be 1 %
[93].
Finally, an additional uncertainty on the number of spill events has to be taken into account.
This uncertainty is mainly caused by imperfect modeling of the neutron mobility. A MC-MC
comparison using two different neutron mobility models yields a relative uncertainty of 1.17
% [93].
Combining these uncertainties in quadrature, the final uncertainty on the number of events
is:
δNall = 1.57% (9.15)
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MCcorr.all = 0.9948 (9.16)
These two values are used as inputs in the final fit framework for the n-H oscillation analysis.
9.4. Background Studies
In this section a brief summary of all backgrounds contaminating the neutrino candidate
sample is given. The biggest contribution to the neutrino candidate sample is the accidental
background which amounts to about half of the signal. The author was involved in the studies
of the accidental background in particular the off-time window analysis.
9.4.1. Accidental Background
The accidental background can be measured with the off-time window method. Here, delayed
candidates were searched for in a series of off-time windows after a prompt event. For the
n-H analysis the first window starts 1 second after the prompt candidate and in total 125
consecutive windows are used in order to gain sufficient statistics for the accidental rate
determination. The same cuts as for the neutrino selection are used. The accidental selection
proceeds as follows:
• Search for a prompt event candidate and apply a multiplicity cut of [-600 µs,1000 µs]
around this trigger
• Open N (125) windows at Ti = 1 s + (N-1) * 1600 µs after the prompt event and search
for a delayed event candidate in between [Ti + 10 µs, Ti + 600 µs]
• Apply a multiplicity cut of [Ti - 600 µs, Ti + 1000 µs] for the delayed event in each
window
The characteristic distributions shown in figure 9.27 are obtained by combining all results
from the 125 windows. They all seem reasonable with respect to the outcome and knowledge
from the n-Gd analysis [113, 124]. In particular the ∆T distribution is flat as expected for
accidental coincidences.
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Figure 9.27.: Characteristic distributions of the accidental background selection. (a) Eprompt.
(b) Edelayed. (c) ∆T.
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In order to determine the accidental background rate per day the found accidental coincidences
have to be corrected for two inefficiencies of the accidental selection. These inefficiencies are
caused by the muon veto and the multiplicity cut which have different effects on the selection
with respect to the neutrino selection.
Multiplicity Cut Inefficiency:
The accidental coincidence selection uses multiplicity cuts for both, the prompt and the
delayed event while the neutrino selection only includes a multiplicity cut on the prompt
event. In order to correct for the twice as long isolation time a correction factor for the
number of accidental background coincidence is determined according to [122]. For the n-H
analysis the correction factor for the multiplicity cut inefficiency was found to be [91]:
fcorr.mult. = 1.01938 ± 0.00001 (9.17)
Muon Veto Cut Inefficiency:
Every prompt and delayed signal of an accidental background coincidence could be vetoed
when it occurs too soon after a muon. For the prompt events the probability of being vetoed
is simply given by the muon rate multiplied with the muon veto time of 1 ms.
For the delayed event there is a difference between the accidental contamination of the neu-
trino candidate sample and the accidental coincidence selection based on the off-time window
method. For accidental coincidences contaminating the neutrino candidate sample the prob-
ability of being vetoed is lower for the delayed event because the 1 ms muon veto window
preceding the delayed event overlaps with the 1 ms veto window preceding the prompt event.
Thus, the probability for the delayed event must be calculated using only the non-overlapping
portion of the window. Taking this into account the muon veto cut inefficiency correction
factor result in [91]:
fcorr.µ-veto. = 1.03137 ± 0.00004 (9.18)
The final correction factor for the off-time data sample is calculated by combining both
inefficiency correction factors:
fcorr.on/off =
(1.03137 ± 0.00004
Nwindow
)
·
(1.01938 ± 0.00001
Nwindow
)
= 1.05136 ± 0.00004Nwindow (9.19)
9.4.1.1. Accidental Background Rate
The accidental coincidence selection results in 2,096,445 candidates. With the correction
factor (fcorr.on/off and Nwindow = 125) this corresponds to 17,633 ± 12.6 accidental background
events. Thus, the accidental rate measured with the off-time window analysis is found to be
(cf. figure 9.8b):
Racc.measured = 73.45 ± 0.05 (stat.) ± 0.15 (syst.) events/day (9.20)
Note, that the systematic error was derived from the on-time/ off-time sample ratio in the
range of 1100 < ∆R < 3500 as described in [91]. The Eprompt spectrum of the accidental
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background is shown in figure 9.31a.
The presented result of the accidental background rate is confirmed by an analytical approach
to determine the accidental rate. Details on this analytical method can be found in [91] as
well. Both analyses are in good agreement with each other.
9.4.2. Fast Neutron and Stopping Muon Background
The fast neutron (FN) and stopping muon (SM) backgrounds are expected to be larger for
the n-H analysis with respect to the n-Gd analysis due to the bigger fiducial volume and the
smaller shielding. In this section the FN and SM background estimation is described briefly.
Stopping Muons
Stopping muons are muons which enter the detector and decay inside. If a muon enters
the detector through the chimney (cf. figure 3.5) it is not tagged by the IV and thus could
contribute to the background. As stated in section 9.2 and 9.3.3 the 10 µs < ∆T < 600
µs coincidence time cut in combination with the OV anti-coincidence for the prompt event
results in a negligible SM containment of the neutrino candidate sample. This is verified
by fitting the ∆T distribution of a slightly modified neutrino candidate sample (no OV cut
and 2 µs < ∆T < 600 µs, cf. table 9.1). After subtraction of the off-time sample the ∆T
distribution can be described by three exponential components from the n-H capture in the
target, the n-H capture in the GC and a component of the SM background. The fit result of
this sample yields in a time constant of the SM component of 2.119 ± 0.144 µs [91] which is
in agreement with the literature value of 2.197034 ± 0.000021 for a muon decay [53]. With
this the SM background rate can be calculated. A comparison with the neutrino selection
outcome shows that the SM containment of the candidate sample is negligible and this result
is verified by an independent analysis using high energy depositions in the IV [91].
Fast Neutrons
Muons passing the detector can generate one or more so called fast neutrons (FN) which can
enter the detector. The FN background consists of a prompt signal due to a proton recoil
followed by the capture of the neutron.
In order to estimate the shape of the Eprompt spectrum for the FN background and the
corresponding FN background rate, the neutrino selection cuts are used with a modified
Eprompt cut [0.7 MeV, 30 MeV]. In this sample the number of events which could be FN
background candidates are selected by demanding ≥ 2 IV PMT hits and an ID-IV PMT
pulse-timing correlation (to reduce the contribution of events where the prompt signal was
produced by radioactivity). As for the n-Gd analysis the tagging efficiency for FN is first
estimated with the event sample with Eprompt > 12 MeV which can be assumed as a clean
SM data sample [5]. The FN spectrum is shown in figure 9.28 together with the fit to the
data used for the FN background rate estimation.
With the fit the FN background rate within 0.7 MeV < Eprompt < 12.2 MeV is calculated to
be [91]:
RFNmeasured = 2.50 ± 0.47 events/day (9.21)
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Figure 9.28.: Fast neutron candidate Eprompt spectrum (black data points). The fitted spec-
trum and its 1σ error band is shown as gray shaded area. The used fit function
is a constant plus an exponential. Plot is taken from [92].
This result is confirmed by an additional analysis which was used for [4]. Further details on
both analyses of the FN background can be found in [91].
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9.4.3. 9Li Background
The correlated background due to the decay of long living isotopes such as 9Li and 8He
induced by muons through going the detector are critical for the oscillation analysis. Due to
the long live times of these isotopes this background is difficult to suppress by the muon veto
time cut. The estimation of the shape of the Eprompt spectrum and the background rate is
done separately.
9Li Background spectrum shape
A dedicated MC sample taking into account all 9Li β branches including intermediate state
of 5He [5, 115] is used for the 9Li Eprompt spectrum shape estimation. This is done for the
n-Gd estimate as well. The determined spectrum is shown in figure 9.29a.
9Li Background rate
The 9Li background rate is estimated from data. The rate is calculated by a fit to the ∆Tµ
distribution which represents the time correlation between the prompt signal of a neutrino
candidate and the preceding muon. In order to increase the purity of the 9Li sample a
spatial separation between the vertex of the prompt event and the reconstructed muon track
is demanded. Contrary to the n-Gd analysis which relies on the ID PMTs, the IV PMTs
are used for the muon track reconstruction of the n-H analysis. This is done to account for
muons going through the non-scintillating buffer liquid or only touching the GC edge. The
selection efficiency of 9Li events is estimated with MC. Thus, the 9Li sample can be corrected
using the correction factor determined by the MC. Before the ∆Tµ distribution is fitted, the
accidental distribution (off-time sample) is subtracted. Then an exponential function plus a
flat function (taking into account a possible remaining accidental contribution) is fitted to
the data.
f(∆Tµ) = A exp
(
− ∆Tµ
τ
)
+ B (9.22)
A and B are free fit parameters and τ = 257.2 ms denotes the 9Li decay time. The ∆Tµ
distribution is shown in figure 9.29b together with the fit f(∆Tµ).
The 9Li background rate is found to be [91]:
R9Limeasured = 2.84 ± 1.15 events/day (9.23)
which is found to be consistent with a simple scaling of the n-Gd result taking into account
the different fiducial volumes and selection efficiencies [91]. The difference to the n-Gd result
and the efficiency of the muon track reconstruction is included in the systematic uncertainty
of 1.15 events/ day. Further details as well as several complementary analyses which confirm
this result can be found in [91].
9.4.4. Correlated Light Noise Background
During the development of the n-H analysis a fraction of correlated LN-events [120] was found
which directly affects the n-H analysis. According to the report this new LN event type has
increased considerably after day 190 since start of the data taking. The contamination of
the neutrino candidate sample is investigated by a slightly modified neutrino selection (cf.
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Figure 9.29.: Plots for the 9Li background estimation. (a) 9Li shape generated from the MC
sample used for the final fit. The black dashed line denotes the central value,
and the gray region shows the 1σ systematic error band based on different
decay modes that provide a maximum discrepancy in the spectrum (b) ∆Tµ
distribution (black data points). The red line denotes the fit funktion f(∆Tµ)
(cf. equation 9.22) used for the determination of the 9Li background rate. The
fit results in a rate of 2.84 events per day. Plots taken from [92].
section 9.2): Day > 190 since April 13th and 4 µs < ∆T < 30 µs. The correlated LN-events
are reconstructed very close to the center of the target (cf. figure 9.30a).
In order to estimate the Eprompt spectrum shape of the correlated LN candidates two volume
boundaries are defined. One denotes the correlated LN background signal (left box in figure
9.30a) and the other denotes the remaining background (right box). The first step is to
subtract the accidental background from both volumes shown in figure 9.30. Then the Eprompt
spectrum of the correlated LN background signal (left box) is subtracted by the spectrum of
the backgrounds (right box) resulting in the Eprompt spectrum shown in figure 9.30b. The
rate of the correlated LN background is determined by simply counting all found candidates.
The rate is found to be [91]:
Rcor. LNmeasured = 0.32 ± 0.07 events/day (9.24)
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Figure 9.30.: Plots for the correlated background estimation. (a) ρ2 v.s. Z vertex distribu-
tion of correlated LN, selected by modified IBD selection cuts (Day>190 since
April 13th, 4 µs < ∆T < 30 µs) to emphasize the presence of correlated LN-
events. The two volume boundaries denote the correlated LN signal (left) and
backgrounds (right) (b) Shape of the Eprompt spectrum of the correlated LN
candidates using the vertex cut. The spectrum is obtained by 2 steps of back-
ground subtraction. In the first step the accidental background is subtracted
in each volume region shown in figure 9.30a. Then the Eprompt spectrum of the
candidates in the background volume (right box in the right plot of figure 9.30a)
is subtracted from the Eprompt spectrum of the signal candidates (left box in the
same plot) region. Plots taken from [92].
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9.5. Final Fit
With all the results presented in the previous sections the final oscillation analysis is per-
formed. The n-H analysis uses the same final fit framework (CUfits [87]) as the n-Gd analysis.
The reference Eprompt spectrum is selected from the same reactor power-based antineutrino
MC sample as for the n-Gd analysis (cf. section 8.2). Thus, the systematic uncertainties
on the reference spectrum are the same. Furthermore, the Bugey4 measurement is used to
minimize the systematic uncertainty as well. The uncertainties on the total number of events
used as inputs to the fit are summarized in table 9.8.
Source Uncertainty [%]
Reactor Flux 1.75
Total Statistical error 1.05
Accidental Background 0.21
9Li Background 1.50
Fast Neutron Background 0.61
Correlated LN Background 0.09
Energy Scale 0.34
Detection Effeciency 1.57
Total 3.06
Table 9.8.: Summary of relative uncertainties on the total number of events of the n-H anal-
ysis. Values are taken from [91] .
The energy scale uncertainty arises from three sources, that is time variation, non-linearity
and non-uniformity (cf. section 8.3.3). The first two sources can be treated equally to the n-
Gd analysis. The non-uniformity has a bigger impact on the n-H analysis due to the increased
fiducial volume. For the n-H analysis the non-uniformity uncertainty is derived from data/
MC comparison of calibration source deployments in the GC [91].
To extract sin2(2θ13) both, the rate and the shape of the Eprompt spectrum of data and
MC, is compared. Due to the increased statistics the Eprompt spectrum is subdivided in 31
variably sized bins from 0.7 MeV to 12.2 MeV (cf. figure 9.31). The fit procedure is the
same as described in [5] except that for n-H only one integration period is used and the
spatial distance cut ∆R and the associated uncertainty is included in the fit. The fit uses
pull terms on 9Li rate, fast neutron rate, energy scale and ∆m2 (input is the MINOS value
of ∆m2 = (2.32 ± 0.12) · 10−3 eV2 [17]). The input values and outputs of the best fit are
summarized in table 9.9.
Pull parameter Initial value Best fit output
9Li rate [day−1] 2.8 ± 1.2 3.9 ± 0.6
fast neutron rate [day−1] 2.5 ± 0.5 2.6 ± 0.4
energy scale 1.00 ± 0.02 0.99 ± 0.01
∆m2 [10−3 eV2] 2.32 ± 0.12 2.31 ± 0.12
Table 9.9.: Summary of pull parameters in the final fit. Values are taken from [6].
The measured Eprompt spectrum as used for the final fit is shown in figure 9.31a together with
the best fit of sin2(2θ13) (red line). Figure 9.31b shows the best fit of sin2(2θ13) (red line) for
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a background subtracted Eprompt spectrum. The expectation for the no-oscillation hypothesis
is shown as well (dashed blue line). The best fit value of sin2(2θ13) is found to be [6]:
sin2(2θ13) = 0.097 ± 0.034 (stat.) ± 0.034 (syst.) (9.25)
with χ2/DoF = 38.9/30. Note, that the method provides only one error which can be divided
into the statistical and systematical error quoted above. This is done in the following way:
First, the signal and background statistics are increased by a factor of 100 (which shall
approximate "infinite statistics"). The fit is repeated using this sample and the remaining
error is assumed to be the systematical error of the original fit quoted in equation 9.25. The
statistical error can then be calculated by subtracting the systematical error from the overall
error in quadrature. The statistical error includes the uncertainty from the current statistics
(cf. table 9.8) and the uncertainties of the shape of the background spectrum.
The data excludes the no-oscillation hypothesis at 97.4 % (2σ) based on a frequentist study
by calculating the ∆χ2 between the χ2 of the best fit and the χ2 for sin2(2θ13) = 0 [6]. For
this, the combined statistical and systematical errors from equation 9.25 resulting in a total
error of 0.048 are used. All fit parameters are kept free but limited by using penalty terms
for all input parameters (cf. table 9.9).
A fit taking into account only the rate results in a value of:
sin2(2θ13) = 0.044 ± 0.022 (stat.) ± 0.056 (syst.) (9.26)
In comparison to the rate plus shape fit this small value is consistent with a possible un-
derestimation of the 9Li background as the fit to the Eprompt spectrum indicates (cf. table
9.9) [136]. Both values, the initial value and the best fit output are consistent within their
systematic uncertainty. If the 9Li input rate is raised to the value stated in table 9.9 (which
is about 1σ above the nominal input) the best fit yields sin2(2θ13) = 0.073 ± 0.055 which
is in better agreement with the rate plus shape fit result [136]. Note, that the difference of
the statistical errors in equation 9.25 and 9.26 arises from the described method to calculate
these errors.
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Figure 9.31.: Final fit result for n-H analysis. (a) n-H analysis best fit of sin2(2θ13) (red line)
is superimposed to the data (black points with statistical error bars). The cumu-
lative contribution of each background is shown as well. (b) Top: n-H analysis
best fit for sin2(2θ13) (red line), after subtraction of all backgrounds, superim-
posed with data (black points with statistical error bars) and the no-oscillation
hypothesis (dashed blue line). Center: “data/predicted” ratio. Bottom: “data-
predicted” difference. Gold bands indicate systematic errors in each bin. (Note
on bottom plot: Some data points above 8 MeV are not visible on this scale,
and the systematic error bands extend beyond the boundaries of the plot. In
this region the IBD signal becomes vanishingly small, and the “data/predicted”
ratio diverges. Plots taken from [92].
148
9.6. Conclusion
9.6. Conclusion
Figure 9.32.: Comparison of the n-H analysis result with other recent results on θ13. Plot is
taken from [92].
The analysis presented in this chapter shows that a measurement of sin2(2θ13) using neutron
captures by Hydrogen is possible with the Double Chooz experiment due to the low back-
149
9. Analysis of Hydrogen Capture Neutrino Events
ground level of the Double Chooz far detector. The presented analysis uses a complementary
data selection with partially different systematic uncertainties and very different background
contributions with respect to the n-Gd analysis. The best fit result based on the rate and
Eprompt spectral shape information is found to be sin2(2θ13) = 0.097 ± 0.034 (stat.) ±
0.034 (syst.) which is in good agreement with all other recent measurements of sin2(2θ13).
This is shown in figure 9.32. For the reactor neutrino experiments the variation among the
results lies almost within one σ even of the current best constraint by the Daya Bay experi-
ment. The analyses based on neutron captures by Gadolinium from Daya Bay, Double Chooz
and Reno all use comparable detector and neutrino selection techniques and therefore have
similar systematic uncertainties. The Hydrogen analysis provides a considerably different
neutrino selection with partially independent systematic uncertainties. Therefore the pre-
sented analysis can be considered as first crosscheck of the recent measurements of sin2(2θ13).
The results of the neutrino beam experiments MINOS and T2K which are using completely
different methods (appearance measurement of νµ → νe) for the measurement of sin2(2θ13)
enforce the exclusion of the no-oscillation hypothesis.
The Double Chooz collaboration foresees to combine both analyses, the n-Gd and the n-H in
the future. For this, a detailed analysis of possible correlations among the systematic uncer-
tainties is necessary.
Some of the analysis techniques developed for the n-H analysis will be adopted for the n-Gd
analysis in the future (e.g. the sampling method for the determination of the cut efficiencies).
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Chapter 10
Summary and Conclusion
This thesis can be separated into two parts based on the work and efforts of the author within
the Double Chooz experiment. The first part deals with the trigger system of the Double
Chooz experiment and the second part introduces and presents the results of a complemen-
tary analysis method for the measurement of sin2(2θ13) with the Double Chooz experiment.
In the first part of this thesis the trigger and timing system of the Double Chooz experi-
ment is presented. The trigger system is an important part of the detector’s data acquisition
system because it decides if an event in the detector is of interest and the PMT waveforms
are digitized. It consists out of three trigger boards connected to one trigger master board.
The trigger decision is based on a combination of the sum discriminators and a multiplicity
condition of the single group discriminators. The analog signals from the detector are con-
verted into digital signals by discriminators inside the trigger boards. These digital signals
are processed by the logic (firmware) implemented in the FPGA chips of the trigger boards
and the trigger master board. Whenever the trigger condition for one of the three trigger
boards is fulfilled or an external trigger signal is active, a trigger signal is generated by the
trigger master board. The trigger system also provides a common clock signal for all data
acquisition sub-systems and distributes an unique event number and a fast event classification
for each triggered event to the FADCs.
The setup and trigger configuration used for data taking since April 2011 are presented as
well as the commissioning of the trigger system and studies on its performance during the
last years. The trigger system was used successfully to monitor the detector behavior e.g.
during the filling of the detector. It was also useful to monitor the effects of all efforts to
reduce electronic noise on the PMT and trigger input signals. Another major achievement
was the reduction of the light noise background at the trigger level due to the tuning of the
single group discriminators and the multiplicity condition.
To conclude the first part of this thesis possible improvements for the trigger system are
introduced and results of first test data taken with the upgraded system are presented. Most
notable are a considerably improved event classification, a doubled memory size of the trigger
boards and trigger master board and an adjustable delay for the digital output of the trigger
boards. These improvements were developed during the last three years and will considerably
improve the performance of the trigger and timing system.
The second part of this thesis describes the standard analysis for the measurement of sin2(2θ13)
151
10. Summary and Conclusion
with the Double Chooz experiment using neutron captures by Gadolinium as well as a com-
plementary analysis method which was developed during 2012 and is published in [6]. This
analysis uses neutron captures by Hydrogen instead of Gadolinium which allows to extend
the fiducial volume up to the boundaries of the GC volume. Besides an increased νe signal
this leads also to a considerable increase of the uncorrelated background rate. Even though
the analysis of the increased background rates is challenging, the Hydrogen analysis provides
a partially independent crosscheck of the measurement of sin2(2θ13) using neutron captures
by Gadolinium.
A special focus is set to the authors contributions who was involved in the development of
the neutrino selection cuts, studies of the accidental background and the determination of
the neutron detection efficiency. The neutrino selection follows the strategy of the analysis
using neutron captures by Gadolinium (Gd). Neutrino candidates are identified by a delayed
coincidence of a detected prompt positron followed by a delayed neutron capture. Some cut
values had to be modified to take into account the characteristics of neutron captures by Hy-
drogen and involved backgrounds, most apparently the range of the selected energies Edelayed.
In comparison to the analysis using neutron captures by Gd a new cut variable ∆R was intro-
duced. This variable denotes the distance between the reconstructed interaction points of the
prompt and the delayed event. It turned out to be effective against uncorrelated background
contaminating the selected candidate sample.
Still, the uncorrelated background rate corresponds to about half of the signal statistics. This
background rate is determined by the so called off-time window method. Therefore delayed
events are searched for in a series of off-time windows after a prompt event. The first window
starts 1 second after the prompt candidate. In total 125 consecutive windows are used in
order to gain sufficient statistics for the uncorrelated background rate determination. The
analysis yields Racc.measured = 73.45 ± 0.05 (stat.) ± 0.15 (syst.) events per day and is confirmed
by an analytical approach [91].
For the studies of the neutron detection efficiency 252Cf calibration data is used. A special
focus is set on the determination of the cut efficiencies of the ∆T, ∆R and the ∆Edelayed cut.
In comparison to the neutron captures by Gadolinium analysis a new method for the deter-
mination of the volume wide cut efficiencies, MC correction factors and the corresponding
systematic uncertainties was developed. This method allows to take into account that in the
gamma catcher different 252Cf source positions correspond to different sub volumes. The total
neutron detection efficiency is separated into three efficiencies weighted by the corresponding
proton number:  ·Np = nT ·NpT + nGC ·NpGC + nSpill ·NpSpill . Each efficiency and proton
number is determined individually for each volume. The final neutron detection efficiencies
for target (T) and gamma catcher (GC) are:
nT = 8.46 ± 0.18%
nGC = 78.53 ± 0.36%
A relative uncertainty of 1.04 % is found for the neutron detection efficiency.
Finally, an additional uncertainty on the number of spill events has to be taken into account.
It was found to be a relative uncertainty of 1.17 % on the number of spill events.
Combining these uncertainties in quadrature the final uncertainty on the number of events is:
δNall = 1.57 %
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The global MC correction factor was found to be 0.9948 and is used to compensate for any
discrepancy between data and MC.
MCcorr.all = 0.9948
Both values are used as inputs to the final fit framework for the oscillation analysis. The final
fit for the presented analysis of neutron captures by Hydrogen results in:
sin2(2θ13) = 0.097 ± 0.034 (stat.) ± 0.034 (syst.)
It is in good agreement with all other recent measurements of sin2(2θ13).
The analysis presented in this thesis shows that a measurement of sin2(2θ13) using neu-
tron captures by Hydrogen is possible with the Double Chooz experiment due to the low
background level of the Double Chooz far detector. The analysis can be considered as an
independent confirmation of the recent measurements of sin2(2θ13). The Double Chooz col-
laboration foresees to combine both analyses, the n-Gd and the n-H in the future. For this,
a detailed analysis of correlations among the systematic uncertainties is necessary.
Some of the analysis techniques developed for the n-H analysis will be adopted also for the
n-Gd analysis in the future. For example the “sampling method” will be used for the deter-
mination of the neutron capture efficiency instead of the “integral method”.
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Figure A.1.: Cabling of the Trigger System. Note, that only the trigger crate itself is shown.
Fan-Outs in the FADC crates and the connection in between them are not shown.
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AppendixB
Minor Modifications of the Trigger
Upgrade
Several minor issues in the initial firmwares of the TB and TMB have been found during the
first two years of data taking. A summary of these issues and changes is given below:
• Prescale factors can be modified during operation via the VME-bus. In the initial
firmware modifying of the prescale factors requires to power cycle the TMB.
• Prescale factors also apply to the trigger 2 signal (cf. section 4.2.2).
• All special trigger (cf. section 4.2.1) are mapped to the trigger word (TW).
• The ”close in time trigger” (cf. section 4.2.1) is fully functional.
• A set dead time (cf. section 4.2.1) also inhibits random trigger generated by the TMB
(cf. Fixed Rate Trigger, section 4.2.1).
• Timing and shaping of the trigger 2 signal changed according to the needs of the µ-
FADC system and triggering scheme (cf. sections 3.4.4. 4.2.2)
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AppendixC
Run Information of the Trigger Test
Campaign
The table summarizes the runs which have been taking with the latest firmware version of the
TB and TMB in August 2012 (run numbers 50xxx) and February/ March 2013 (run numbers
6xxxx). All runs taken in order to tune the read out FADC windows or debugging of the code
and configuration are not shown here. Note, that a bug was found in the firmware version of
the trigger system used in August 2012. The data can be used for some purposes but for the
analysis presented in chapter 7 only the data of February/ March 2013 is used.
The runs in the first half of the table can be used to determine the correct IS delay and forced
dead time settings for the latest firmware.
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Run Number Run Lenght [s] Changes from Default Configuration Date
50379 63.97 ID=230, IV=233, TM=229, ID TB out del 3, DT 10 30.8.2012
50380 63.94 ID=230, IV=233, TM=229, ID TB out del 3, DT 12 30.8.2012
50381 63.91 ID=230, IV=233, TM=229, ID TB out del 3, DT 14 30.8.2012
50382 63.99 ID=230, IV=233, TM=232, ID TB out del 3, DT 14 30.8.2012
50383 3603.46 ID=230, IV=233, TM=232, ID TB out del 3, DT 14 30.8.2012
50387 33.99 ID=230, IV=233, TM=231, ID TB out del 3, DT 8 30.8.2012
50388 303.72 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 5 30.8.2012
50390 303.93 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 6 30.8.2012
50392 304.02 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 7 30.8.2012
50393 303.97 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 8 30.8.2012
50394 304.01 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 9 30.8.2012
50395 190.62 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 10 30.8.2012
50396 304.03 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 11 30.8.2012
50397 304.91 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 12 30.8.2012
50398 304.03 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 13 30.8.2012
50399 3603.45 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 9 30.8.2012
50400 3604.88 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 9 30.8.2012
50402 3604.41 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 9 30.8.2012
50403 3604.4 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 9 30.8.2012
50404 3603.79 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 9 31.8.2012
50405 3603.33 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 9 31.8.2012
50408 3603.38 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 9 31.8.2012
50414 3603.3 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 9 31.8.2012
50415 3604.43 ID=230, IV=233, TM=231, ID TB out del 3, DT 8, ISdel 9 31.8.2012
61038 3604.57 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 28.2.2013
61039 3603.44 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 28.2.2013
61040 3606.41 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 28.2.2013
61041 3604.47 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 28.2.2013
61042 3605.6 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 28.2.2013
61043 3607.33 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 28.2.2013
61044 3605.39 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 28.2.2013
61059 3605.35 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 1.3.2013
61060 3605.36 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 1.3.2013
61061 3605.41 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 1.3.2013
61062 3604.42 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 1.3.2013
61063 3605.39 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 1.3.2013
61064 1709.11 ID=238, IV=240, TM=240, ID TB out del 2, DT 8, ISdel 12 1.3.2013
61065 3605.42 ID=238, IV=240, TM=240, ID TB out del 0, DT 8, ISdel 12 1.3.2013
Table C.1.: List of runs taken for the test with the latest firmware for the TB and TMB.
The acronyms used in the table are the following: TB out del = trigger board
output delay setting, IV/ID off = trigger generated by the IV/ID are disabled,
ID/IV/TM = setting of the FADC windows, DT = setting of the forced dead
time on the TMB, ISdel = setting of the IS delay register at the TB.
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AppendixD
List of Physics Runs for Trigger
Upgrade Validation
The table summarizes the runs which have been used for comparison with the latest firmware
version of the TB and TMB. The listed runs are randomly chosen from the official run list
for the oscillation analysis presented in [5]. Note, that the used runs are from the end of the
corresponding time period in order to have comparable LN event rates (cf. section 8.4.1).
Run Number Run Lenght [s] Date
38118 3606.5 25.2.2012
38255 3606.48 27.2.2012
38283 3604.43 28.2.2012
38340 3604.34 29.2.2012
38381 3606.42 1.3.2012
38447 3606.28 2.3.2012
38578 3604.4 3.3.2012
38594 3608.47 4.3.2012
38718 3604.42 6.3.2012
Table D.1.: List of physics runs used for the validation of the firmware upgrade.
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AppendixE
List of Calibration Data Runs for
Detection Efficiency Evaluation
The tables summarize the runs which have been used for the evaluation of the detection
efficiencies for the n-H analysis described in Chapter 9. The 252Cf source deployments with
the z-axis system are summarized in table E.1 and the 252Cf source deployments with the
guide tube in table E.2
Run Number Run Lenght [s] X [mm] Y [mm] Z [mm] R =
√
X2 + Y 2 + Z2 Date
23981 3604.23 0 0 0 0 2.9.2011
24405 905.075 0 0 1257 1257 2.9.2011
24406 905.075 0 0 967 967 2.9.2011
24407 905.075 0 0 640 640 2.9.2011
24408 905.075 0 0 0 0 2.9.2011
24409 904.104 0 0 -654 654 2.9.2011
24410 906.163 0 0 -981 981 2.9.2011
24411 904.089 0 0 -1250 1250 2.9.2011
25067 906.487 0 0 1257 1257 2.9.2011
25068 826.991 0 0 1120 1120 2.9.2011
25069 904.014 0 0 800 800 2.9.2011
25070 907.117 0 0 480 480 2.9.2011
25071 470.664 0 0 160 160 2.9.2011
25075 904.001 0 0 160 160 2.9.2011
25077 904.086 0 0 -480 480 2.9.2011
25078 904.002 0 0 -800 800 2.9.2011
25079 904.032 0 0 -1120 1120 2.9.2011
25082 904.018 0 0 -1250 1250 2.9.2011
25083 2767.33 0 0 0 0 2.9.2011
Table E.1.: List of 252Cf source deployment calibration data runs with the z-axis system used
for the evaluation of the detection efficiencies for the n-H analysis.
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E. List of Calibration Data Runs for Detection Efficiency Evaluation
Run Number Run Lenght [s] X [mm] Y [mm] Z [mm] R =
√
X2 + Y 2 + Z2 Date
22775 185.996 12.6 282.8 1330.4 1360.18 4.8.2011
22776 1205.12 12.6 282.8 1330.4 1360.18 4.8.2011
22777 1207.13 12.6 282.8 1330.4 1360.18 4.8.2011
22778 1205.08 12.6 551.6 1325 1435.29 4.8.2011
22779 1207.04 12.6 551.6 1325 1435.29 4.8.2011
22780 1205.14 12.6 1002.6 1315.8 1654.3 4.8.2011
22781 1204.05 12.6 1002.6 1315.8 1654.3 4.8.2011
22811 1204.19 12.6 1188 994.5 1549.37 5.8.2011
22812 1206.16 12.6 1188 994.5 1549.37 5.8.2011
22813 1205.09 12.6 1188 548.1 1309.31 5.8.2011
22814 1206.08 12.6 1188 548.1 1309.31 5.8.2011
22815 1203.04 12.6 1188 147.2 1199.14 5.8.2011
22816 1204.31 12.6 1188 147.2 1199.14 5.8.2011
22817 1204.58 12.6 1215.8 27.8 1216.18 5.8.2011
22818 1207.12 12.6 1215.8 27.8 1216.18 5.8.2011
22819 1206.16 12.6 1287.2 0.0001 1287.26 5.8.2011
22820 1206.07 12.6 1287.2 0.0001 1287.26 5.8.2011
22821 1204.04 12.6 1433.8 0.0001 1433.86 5.8.2011
22822 1204.06 12.6 1433.8 0.0001 1433.86 5.8.2011
22823 1206.03 12.6 1654 1307.1 2108.17 5.8.2011
22824 1205.98 12.6 1654 1307.1 2108.17 5.8.2011
22825 1203.17 12.6 1654 1307.1 2108.17 5.8.2011
22826 1205.06 12.6 1654 1307.1 2108.17 5.8.2011
22827 1204.16 12.6 1654 1307.1 2108.17 5.8.2011
22828 1206.06 12.6 1654 1307.1 2108.17 5.8.2011
22829 1208.15 12.6 1654 1307.1 2108.17 5.8.2011
22830 1205.11 12.6 1654 1307.1 2108.17 5.8.2011
Table E.2.: List of 252Cf source deployment calibration data runs with the guide tube system
used for the evaluation of the detection efficiencies for the n-H analysis.
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Appendix F
List of Calibration Background
Runs
The table summarizes the default physics runs which have been taken during the source
deployment campaign. These runs are used for the background sample determination for the
data samples used for the detection efficiency evaluation of the n-H analysis.
Run Number Run Length [s] Date
23997 3603.44 18.8.2011
23998 3603.43 18.8.2011
23999 3604.42 18.8.2011
24001 3605.47 18.8.2011
24416 3605.44 23.8.2011
24417 3603.40 23.8.2011
24419 3604.41 24.8.2011
24420 3605.38 24.8.2011
24991 3606.46 1.9.2011
24992 3604.34 1.9.2011
24993 3607.38 1.9.2011
24994 3603.36 1.9.2011
Table F.1.: List of Calibration Background Runs.
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