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Abstract 
Unlike sets of definite Horn clauses, logic programs with disjunctions of atoms in clause 
heads are often interpreted in terms of minimal models. It is also well known that the minimal 
models of logic programs are closely related to the so-called stable models of logic programs 
with nonmonotonic negation in clause bodies, as well as to circumscription. Methods to compute 
minimal models of logic programs are becoming increasingly important as an intermediate step 
in the computation of structures associated with nonmonotonie logic programs. However, to 
date, all these techniques have been restricted to the case of propositional logic programs which 
means that an ordinary disjunctive logic program must be "grounded out" prior to computation. 
Grounding out in this manner leads to a combinatorial explosion in the number of clauses, 
and hence, is unacceptable. In this paper, we show how, given any method M which correctly 
computes the set of minimal models of a propositional logic program, we can develop a strategy 
to compute truth in a minimal model of a disjunctive logic program P. The novel feature of our 
method is that it works on an "instantiate-by-need" basis, and thus avoids unnecessary grounding. 
1. Introduction 
Recent approaches to computing with logic programs have ranged from symbolic 
computation methods such as magic sets and counting methods, to resolution-based 
methods, and more recently, mixed integer programming methods. During the last few 
years, several new semantics for logic programs with negation and logic programs with 
disjunctive heads, have been proposed. It is only recently that the connections between 
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these diverse semantics have been understood, and it is only recently that attempts to 
compute some of these different structures have been developed. 
One of the most fundamental of such structures i the notion of a "minimal model". 
Intuitively, if 
AI V "'" VAn ~--B1 &...&Bin 
is a ground instance, CO, of a clause C, and I is an Herbrand interpretation (i.e. I 
is a set of ground atoms), I satisfies CO iff either {Bi . . . . .  Bin} ~ I or i f / i  i E I for 
some 1 ~< i < n. I is a model of C iff it satisfies each ground instance of C, and I is 
a model of a disjunctive logic program P iff I satisfies each clause in P. I is said to 
be a minimal model of P iff there is no other model J of P such that J C_ I. Minimal 
models are fundamentally inked to various forms of nonmonotonic logic program 
characterizations. For example, all stable models of a logic program with nonmonotonic 
negation are known to be minimal models of the disjunctive logic program obtained 
by moving the negated atoms in clause bodies as disjuncts in the head of these clauses 
[20] (though there are minimal models of the latter that are not stable models). There 
are other characterizations of stable models in terms of minimal models as well [9, 20]. 
In this paper, we address the following two important issues. 
Problem 1. To date, all methods to compute w.r.t, the minimal model semantics of 
logic programs have been restricted to the propositional case. In other words, for 
these methods to be applicable to a logic program, that program must be completely 
instantiated, leading to an unacceptable explosion in the number of clauses in the 
program. 
Problem 2. The very notion of minimal model itself is inherently ground because Her- 
brand interpretations are sets of ground atoms. As a logic program may have exponen- 
tially many minimal models, storing such minimal models in a "ground representation" 
is often prohibitively difficult. 
In this paper, we solve the above two problems. Inspired by results of Falaschi 
et al. [8], we develop a notion of a nonground minimal model of a logic program with 
disjunctive heads. 1 
Subsequently, we develop a theory of "instantiation-by-need" that performs instanti- 
ations (not necessarily ground instantiations) only when needed. We investigate sound- 
ness and completeness issues for certain kinds of queries: 
1: Type 1 Queries. Is (A1 V ... VAk) true in all minimal models of program P?: 
For such queries,we prove that our method is sound and complete. 
2: Type 2 Queries. Is (AlV... VAk) true in some minimal model of program P?: For 
such queries, we prove that our method is always sound (even when function symbols 
are present), but completeness result holds only for propositional programs. 
It does not matter whether we deal with clauses of the form A I V .  •. VAn ~-- 81 & . . .  & 8m or of the form 
.41 ~- -B l& . . .&Bm&-~2 &. . .& - -Mn as these two clauses have the same minimal models. 
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Note that the problem of determining truth in some minimal model of a disjunctive 
logic program is known to be E°-complete [7] and hence no effective, complete query 
processing procedure can exist to solve this problem. 
Most importantly, we note that, given any method M (which some implementors 
may prefer) that can compute the set of minimal models of a propositional disjunctive 
logic program, our method can use M to compute Type 1 and Type 2 queries in a 
manner that preserve the afore-mentioned soundness and completeness results. Thus, 
the results in this paper may be viewed as some kind of generalized "lifting" theorems 
that lift propositional methods to first-order ones in a uniform way. 
The paper is organized as follows: Section 2 first briefly reviews the S-semantics of 
Falaschi et. al. [8]. Subsequently, we develop an extension of the S-semantics to apply 
to disjunctive logic programs. Section 3 contains the meat of this paper - it shows how 
we can associate, with any logic program P, a tree, NPIT(P), such that those leaves 
of NPIT(P) that satisfy certain conditions represent some of the minimal models of P 
(in a sense to be made precise later in this paper). 
2. Semantics 
We assume that readers are familiar with the basic terminology of logic program- 
ming, as described by Lloyd [16]. In particular, we assume that readers are familiar 
with the concepts of terms, atoms, Herbrand interpretations, Herbrand models, and 
minimal Herbrand models (see also [17]). 
2.1. S-Semantics 
Falaschi et al. [8] have defined the concept of a nonground fixpoint semantics for 
logic programming. They define an S-interpretation, SI, to be a collection of atoms 
(not necessarily ground). Satisfaction is then defined as follows: 
• SI S-satisfies A iff there is an atom A' E SI which subsumes [7] A. 
• SI S-satisfies A *- B I& . . .&B,  iff for each n-tuple D1 . . . . .  On E SI such that 0 is 
the simultaneous mgu of (Bl . . . . .  Bn) and (D1 . . . . .  Dn), AO is S-satisfied by SI. 
S-Satisfaction of formulas whose leading connective is &, V,--q,V, 3 is defined in 
the usual way. Intuitively, an S-interpretation SI can be thought of as a "nonground" 
representation f the Herbrand interpretation grd(SI) = {AIA is a ground instance of 
some atom A' E SI}. Furthermore, given any logic program P, Falaschi et al. [8] have 
associated with P, an operator, Wp, that maps S-interpretations to S-interpretations a  
follows: We(SI) = {AO ]A *-- BI & . . .&B,  is in P and there exist Dl . . . . .  19, E SI such 
that 0 is the mgu of (Bl . . . . .  Bn) and (Dl . . . . .  D,)}. S-interpretations may be ordered as 
follows: SIi <~ S12 iff ord(SI1 ) c_ grd(SI2). This ordering induces an equivalence r lation 
.,~: SIl ,.~ SI2 iff SIl ~SI2 and S12 <~SI1. 
Without loss of generality, we will assume throughout the rest of this paper that all 
atoms in any S-interpretation SI are standardized apart, i.e. they share no variable 
symbols. 
160 V. Kagan et al./Theoretical Computer Sc&nce 155 (1996) 15~177 
2.2. DS-semantics 
In this section, we develop an extension of the S-semantics to deal with disjunctive 
logic programs. 
A clause of the form (AI V. . -VAn) where A1 . . . . .  An are atoms is called a positive 
clause or a positive disjunction. A positive disjunction DI = (A1 V.--VA,,)  subsumes 
another positive disjunction D2 = (A~ V..-VA'~) iff there is a substitution 0 such that 
(A,O . . . . .  mO}C_{A  . . . . .  A'}. 
Given a set DS of positive disjunctions (not necessarily ground) and a program P, 
we define an operator WSe(DS) as follows : 
Definition 1. wSe(DS) = {C"[ C' ~-- B1A.. "ABn E P and there exists D1VCI . . . . .  OnV 
Cn C DS such that (Dl . . . . .  D,) and (BI . . . . .  Bn) are unifiable via an mgu 0 and C" = 
(c' v G v . . .  v Cn)0}. 
For instance, suppose P is the program 
p(X,Y) V q(Y,Z) +-- r(X,Y,Z). 
r (a l ,b l ,  cl) +- 
r(a2, b2, c2) *--- 
Then wS({r(a l ,a l ,a l )  V r(al,a2, a2)} is the set 
{ r(al ,bl ,c l ) , r (a2,b2,  c2),p(al,al)  V q(al ,al)  V r(al, a2, a2),p(al, a2) 
Vq(a2,a2) V r (a l ,a l ,  al)}. 
We now define an ordering on sets of positive disjunctions. 
Definition 2. Given two sets of positive disjunctions (not necessarily ground) DSl and 
DS2, we say that DSt <<.DS2 iff for every positive disjunction DIE  9rd(DSl) there 
exists a positive disjunction D2 E 9rd(DS2) such that D2 subsumes D1. Here, 9rd(DS) 
represents he set of all ground instances of positive disjunctions in DS. 
Throughout his paper, whenever we talk about minimal models, we will mean 
models that are minimal w.r.t, the ordering of set inclusion. Wqaen we wish to talk 
of minimality w.r.t, the ~<-ordering, then we will explicitly say so. The following 
theorem shows that the We s operator is monotone w.r.t, the ordering of set inclusion. 
Theorem 1 (Monotonicity). Given two sets of positive disjunctions (not necessarily 
ground) DS1 and DS2, the following holds: if DSl C DS2 then Ws(DS1)C_ Ws(DS2) 
and hence Ws(DSI ) <~ Ws(DS2 ). 
Proof. Suppose DS1 c DS2. Consider some C E Wfl(DS1 ). Then by definition of W s 
we have C ~ *--- Bl A ..- AB. E P and there exists D1 V Cl . . . . .  Dn V Cn E DS such that 
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(D1 . . . . .  D,)  and (B1 . . . . .  B,) are unifiable via an mgu 0 and C - (C 'VC1V. . .VC, )O.  
Since DS1 C_C_ DS2, for all 1 <~i<~n, Di V Ci E DS2 and hence, C E Ws(DS1). [] 
Theorem 2 (Continuity). I f  X & a directed set of DS-interpretation, then 
U{ ws(DS) I DS E X} = wS(UDs~x DS). 
Proof. Consider some D E wS(Uos~x DS). Then there exists a clause in P of the form 
C ~-- BIA.-.AB~ such that (D1 . . . . .  D~) and (Bl . . . . .  B~) are unifiable via an mgu 0 and 
Dl VCI .. . . .  DnVCn are in UoscxDS. Therefore, for all 1 <<.i<<.n(DiVCi) is in DS~um(O 
for some DS~um(i) in X. As X is directed, there exists a DS ~ EX such that DS p is an up- 
per bound of the set {DS, um(i) ..... DSnum(i)}. Thus, CE WS(DS ~) C U{ WS(DS) IDS EX} 
The reverse inclusion follows immediately from monotonicity. [] 
The continuity of W s ensures that W s has a least fixpoint, denoted lfp(WSe) and that 
this least fixpoint is the limit of the sequence 
S 2 S / wS(O), W: (0) . . . . .  (0) ... .  
The following result shows that this least fixpoint captures the set of all disjunctions 
(ground and nonground) that are provable from P. 
Theorem 3. Ifp(W s)  has the following properties: 
1. l f  D E lfp(WSe ) then P ~ V(D). 
2. I f  P ~ V(D) then D is subsumed by a disjunction D*, D* E lfp(WS). As usual, 
we use (V)D to denote the universal closure of D. 
Proof. 
1. ( I fD  E lfp(WSe) then P ~ V(D)). Consider some D E lfp(WSe). Then there exists 
some k such that D E We s T k. We proceed by induction on k. 
Base case (k = 1): In this ease, since D E W s T 1, there exists a clause in P of the 
form D ~.  Clearly P ~ V(D) and we are done. 
Inductive case (k -- s + 1): Since D E We s T (s + 1), we know that there exists a 
clause of the form C = C' ~ B1A. • • AB,, C E P, and there exist D1V C1 . . . . .  Dn V Cn E 
WSTs such that (Dl . . . . .  Dn) are unifiable with (Bl . . . . .  B,) via some mgu 0 and D = 
(C' V C1V... V Cn)O. By the induction hypothesis P ~ V(Dt V C1 ) . . . . .  P ~ V(D, V Cn) 
and, consequently, P ~ VD, This completes the proof. 
2. (If P ~ V(D) then D is subsumed by a disjunction D*, D* E lfp(WS)). Let 
D = (Vxl . . . . .  xk)(Dl V. . .  VDn). I fP  ~ D then PU {(3xl . . . . .  xk)(--'tD1 &...&----tD,)} 
is unsatisfiable. The clause form of this set of formulas is obtained by skolemizing 
(3xt . . . . .  xk)(--qD1 &...&---tDn); this leads to the set of clauses F = P tO {'---tDl[s] . . . . .  
"-'-ug,[s]} where Di[s] denotes the atom obtained by replacing each variable xi, 1 <~ i <~ k, 
by a Skolem constant, si. s may be a vector of skolem constants. Note that for all 
atoms Oi, 1 <~i<<.n, Di[s] is ground. F is unsatisfiable, and hence, as linear resolution 
is complete, F has a linear refutation [6, 18]. Furthermore, at least one of the atoms 
Di[s], for 1 <~i<~k must participate in the refutation because P by itself is satisfiable. 
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Fig. 1. Linear refutation i  proof of Theorem 3. 
Let the refutation be as shown in Fig. 1. Here, CI and El are in F, Ci+l is the 
resolvent of Ci and Ei via mgu Oi, and Ei is a clause from F U {Cy [ j  < i}. Anytime 
one of the unit clauses -aDi[s] 's participates in a resolution in this refutation (e.g. 
when Ej = --tDi[s] and Ej resolves with Cj via mgu 0j to give Cj+ 1 ) then 0j must be 
a ground substitution - this is because Di[s] is ground, and as Cj being in P, cannot 
possibly contain s in it, Cj must contain an atom Di[t] such that t is either a vector 
of variables only, or is identical to the vector s. 
Replace the refutation in Fig. 1 by deleting all occurrences of resolution where one 
of the Di[s]'s, 1 <<,i<.n, participates. What this means is that if Ej = --~i[s] and Ej 
resolves with Cj, then Cj contains ---tDi[t] in it (where t is as described above), and 
hence, when all resolutions are performed, we will end up with a deduction whose last 
element is D* = Dwl[x] V . . .  VDwz[X] where {Wl . . . . .  Wz} C_{1 . . . . .  n}. Thus, this is a 
linear deduction [6, 18], of the clause D* from P and hence, D* must be in/fp(Wp s) = 
WSTa~. 2 The reason this is true is because deleting all occurrences of resolutions where 
one of the Di[s]'s participates leads to a situation where only resolutions between 
clauses in P occur. To see this, consider a simple induction on the length f of the 
linear refutation. If  E = 1, then either: (i) Two clauses in P resolve to yield D*.  As 
D* contains no negative literals, this means that one of the two clauses has an empty 
body, while the other has a single literal in its body and this body literal unifies with 
the head of  the other clause yielding D* as the resolvent. This means that D* E WST2. 
(ii) Alternatively, D*  contains a single atom that is an instance of a clause in P, and 
this means that D* E We s T 1. When E > 1, let D ~ be the parent of D*  that is the 
2As is usual in logic programming, WeSTO= •; wsT(k+ 1) = wS(WSTk); WSTco = ei>~oWSTi. It is 
easy to see that WSTco = lfp(WS). 
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immediately previously generated resolvent. By the induction hypothesis, D ~ E/fp(We s). 
It follows immediately that D*, the child of D ~ by a resolution step is in lfp(WS). 
In other words, D* E /fp(WeS), and as D*  clearly subsumes D, we are done. [] 
The above theorem shows that /fp(We s) captures the set of all positive clauses D 
that are provable from the logic program P. Provability of a positive clause D means 
that D is true in all minimal Herbrand models of P (cf. Lobo, et al. [17]). The reason 
for this is that a positive clause is provable iff that clause is true in all models of P 
(by completeness of first-order logic) iff that clause is true in all Herbrand models of 
P (as it is a clause, and so this is true by Herbrand's theorem) iff that clause is true in 
all C_-minimal Herbrand models of P (if a positive clause is true in Herbrand model I, 
then for every ground instance of that clause I contains a positive atom in that ground 
instance, and hence, all supersets of I do too). 
However, in many cases, one may wish to compute some of the minimal models of 
P directly. There may be several reasons for this. For instance, minimal models may be 
thought of as complete descriptions of an incompletely specified scenario. Alternatively, 
one may wish to compute minimal models of P (or of some program associated with P) 
so as to determine if these minimal models are stable or not. It is well-known that stable 
models of logic programs are minimal models of the logic program P [11, 19, 20], as 
well as minimal models of certain other kinds of logic programs associated with P (cf. 
[9]). Existing methods to compute stable models usually compute minimal models first. 
For instance, Bell et al. [1, 3] show how different characterizations of stable models 
of logic programs may be used to first compute minimal models and then perform 
a stability test. Subrahmanian et al. [24] show how one may compute stable models 
by first computing the well-founded semantics and then applying a branch and bound 
procedure (that implicitly constructs minimal models of a pruned version of the original 
program while applying various optimizations "on the fly"). 
3. Minimal models for normal programs without grounding 
Suppose T,F are sets of atoms (not necessarily ground). The disagreement set of 
T,F, denoted DIS(T,F) is the set {01there xist atoms A1 E T and A2 E F such that 
`41 and A2 are unifiable via mgu 0}. Suppose now that ,4 is an atom. 
Definition 3. T is said to support A iff there exists an atom A ~ E T such that A is an 
instance of A'. In this case, .4' is said to witness the support for A. F is said to clobber 
A iff there is an atom .4" E F such that A" is an instance (not necessarily ground) of 
,4. In this case, A" is said to be a clobberer of A. 
Example 1. Suppose we consider the sets T,F given below. 
T = {p(X), q(X,Y,a), q(b,Z,b)}. 
F ---- {p(a), q(X, c, Z)). 
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In this example, the atom p(a) is supported (via the witness p(X)), and also clobbered 
(via the clobberer p(a)). The atom q(b,b,b) is supported (via the witness q(b,Z,b)), 
but is not clobbered by any atom in F. The atom q(X,Y,Z) is clobbered by F via the 
clobberer q(X, c, 7.). 
Intuitively, when we say that atom A is true, we want all instances of A to be true 
and no instances of A should be false. Thus, given sets of atoms (T,F), we want A to 
be supported by T, but we also desire that no instance of A is false according to F 
(which is achieved iff A is not clobbered by F). The following definition extends this 
intuition both to atoms, as well as disjunctions of atoms. 
Definition 4. Suppose (T,F) is a pair of sets of atoms (not necessarily ground) and 
D -- (A1VA2 V. . .  VAn) is a disjunction of atoms. The disjunction D is said to be true 
in (T,F) iff there exists an integer 1 <<.i<<.n such that both the following conditions 
hold: 
1. T supports Ai (via some witness A) (in this case, A is said to witness the truth of 
D via atom Ai), and 
2. F does not clobber Ai. 
Example 2. In Example 1, the atom q(b,b,b) is true w.r.t. (T,F). However, the atoms 
p(a) and q(X,c,b) are not true w.r.t. (T,F). 
Note that the above definitions do not account for the fact that (V)(A1VA2 V.. .  VAn) 
may be true because different A~'s become true under different instantiations. However, 
for our purposes, the above definitions will prove to be adequate. 
We now come to the central definition in our paper: the notion of partial instan- 
tiation tree. Our method for evaluating logic programs proceeds as follows - first, a 
(nonground) logic program P is treated as if it were a propositional logic program 
P* (i.e. an atom A occurring in P is considered to be a proposition PA). Thus, for 
instance, the propositional version of the clause q(X) ~ r(X) is Pq(x) ~ Pr(x). The 
minimal models of program P* may then be evaluated using any known mechanism 
for computing minimal models of propositional logic programs [2]. Assignments of 
true/false to different propositions PA and PB in P* may lead to "conflicts" when A 
and B are unifiable, but PA and p~ are assigned different ruth values. If there are 
no such conflicts, we are done. When such conflicts are present, we will articulate a
precise strategy for removing such conflicts. We will show that our strategy of 
compute minimal models of propositional program , identify conflicts 
partially instantiate 
yields a method of computing some (but not all) minimal models of P. 
To formalize these intuitions, we first define the notion of the proposition version 
of a first-order logic program P. 
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Definition 5. Suppose 
A1V.. -  VA,, *-- Bl & . . .&B,  
is a clause C. The propositional version of C, denoted C* is the clause 
PA, v . . .  v PA~ ~- P~, &-..&PB. 
where each of the symbols PA, and PBj are special propositional symbols. If P is a logic 
program, then the propositional version, P*, of P is the set of clauses {C* I C E P}. 
Note that for now, we say nothing about standardizing the clauses apart. 
The following definition uses the above intuitions to show how, given a method 
of computing the minimal models of a propositional disjunctive logic program, this 
method can be used as part of a tree construction method for first-order computations. 
Definition 6 (Partial instantiation tree associated with a normal logic program). 
Given a logic program P, we define the normal partial instantiation tree, NPTT(P), 
associated with P as follows: 
1. Each node, N, in NPIT(P) is labeled with a pair (PN,SN) and: 
(a) PN is a logic program, 
(b) SN is a set of pairs of the form (Tuj,F•j) where TNj and FN, are sets of first- 
order atoms (not atoms of the form PA) such that: 
i. For each Tu~, there is a minimal model, Mj, of P*, such that TNj = {AIpA E 
Mj}. (Note that the minimal models of P* can be computed using various 
methods uch as the integer linear programming algorithm described by Bell 
et. al. [2] and the graph-theoretical techniques of Ben-Eliyahu, and Deehter 
[4]) 
ii. FNj = {AIA is an atom occurring in PN such that A q~ TN, }. 
2. The root of NPIT(P) is labeled with the pair {(P,S)} where P is the original normal 
logic program [16] (with its clauses tandardized apart) and S is constructued using 
the method specified above. All subsumed clauses in P are deleted. 3
3. Suppose node N is labeled with the pair (PN,SN). If it is the case that for all 
(TN,,FNi) E Sly, the disagreement sets of TN,,FN~ are empty, then N is a leaf node 
and has no children. In this case, N is called a success node. 
4. Otherwise, there exists a pair (Tj, Fj) E Su such that DIS(Tj,Fj) • O. For each such 
j and each substitution 0 E DIS(Tj,Fj), node N has a child, N~ labeled with the 
pair (U0,S~) defined below: 
(a) P J  is constructed as follows: first we construct a logic program Q~ = PN t3 
{CO] C E PN}. This is then pruned as follows: 
i. (Atom in the head that is true) If C - 
AI V ' - 'V  Ak',-BI&...&Bm 
3 Recall that we are treating clauses with negations in the body in exactly the same way as if there were 
disjunctions inthe head. 
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is a clause in Q~ such that for some Ai, 1 <~i<~k, is true in all (Tr, Fr) E SN, 
then C is deleted from Q~. 
ii. (Atom in the body that is true) If C is as above, and for some 1 <~i<~m, Bi
is true in all (Tr, Fr) E SN, then Bi is deleted from the body of C. 
iii. For each atom A that is true in all (Tr,Fr) E SN, add to Q~ a clause of the 
form 
A 
(Note that while we put the addition of these clauses in a separate step for 
conceptual clarity, it could be incorporated in the pruning process described 
below in the actual implementation). 
(b) P~ uniquely determines S~. [] 
Note that the above description of the construction of NPIT(P) is intentionally some- 
what simplified. A tree generated by the algorithm is infinite in many cases. There are 
several pruning strategies that can be used to preserve the finiteness of NPIT(P) in the 
Datalog case (though in the general first-order case, the tree may be infinite despite 
pruning). The most straightforward pruning strategy is to prune a branch when a node 
N just constructed is a copy of some other node on the path from the root of the tree 
to N. In other words, suppose/3 = No,Nl . . . . .  Nk is a path in NPIT(P) where No is the 
root and Ark = N. If  Ark = Nk-i for some i > 0, then Nk is not expanded any further 
in Step (2) of Definition 6. (When we prune NPIT(P) in this way, we will refer to 
the tree as the pruned version of NPIT(P). We will often abuse notation in this paper 
by using NPIT(P) to denote both the un-pruned partial instantiation tree, as well as 
the pruned version - which one is being referred to should be clear from context. This 
idea is illustrated in the following example :
Example 3. Consider the following logic program, P: 
p(X) v q(X) 
p(a) ~-- 
r(b) +-- 
Here, the root of NPIT(P) is labeled with (P,S) where S = {(TI,FI),(T2,F2)} where 
Tt ~- {p(X),p(a), r(b)} 
El = {q(X)} 
T2 ---- {q(X), p(a), r(b)} 
F2 = {p(X)} 
Notice that the pair (TI,FI) has no disagreements, while the pair (T2,F2) has one 
disagreement, viz. 0 = {X = a}. When constructing the children of the root node, we 
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apply the substitution 0 to the clauses in P (c~ Step 4(a)) of Definition 6. This yields 
the clause 
p(a) V q(a)~- 
So the root has one child Nl labeled with (P1,SI) where Pl :P  U {p(a) V q(a)~-- 
and S l :{ (Ts ,  Fs),(T4,F4)} where 
T3=T1. 
F3={q(a),q(X)}. 
T4 : T2. 
F4 :p (X) ,q (a ) .  
The pair (Ta, Fa) has no disagreements, while the pair (T4,1;'4) has two disagreements, 
viz. the empty substitution e and the substitution {X = a}. This generates two children 
N3 and N4. N3, the child generated by applying e (obviously) yields the same program 
as P1 and hence, this path is pruned away. N4, which is obtained by applying the 
substitution {X = a} yields the same program as P1 and hence, this node too need not 
be expanded any further. 
We will return to this example later on in the paper and subject it to greater scrutiny. 
For now, the readers may wish to note that: p(X), which is true in (T1,F1) satisfies 
the condition that all instances of p(X) are true in some minimal model of P. Observe 
that (T1,F1) generates no disagreements. 
As is seen from the above example, ~PIT(P) may contain infinite branches whose 
nodes all have the same node labels. As this is obviously an undesirable situation, 
we will assume that if /3 = No,Nl . . . . .  Ni,Ni+l .... is a branch in NPIT(P) and if 
Ni -- Ni+l, then this path is pruned to No, Nl,. . . ,Ni. In the event that N is labeled 
with (Pi,Si) and there is a pair (Tj,Fj) E Si that has a nonempty disagreement set, 
then Ni is said to be a failed leaf. Failed leaves may contain useful information, 
but they are nodes which have not succeeded in resolving all disagreements. In the 
rest of this paper, the word "leaf" will usually denote a successful (i.e. nonfailed) 
leaf. When we wish to talk about failed leaves, we will explicitly say so. Below, we 
present an example with a somewhat more complicated normal partial instantiation 
tree. 
Example 4. Let P be the program 
p(X) V q(X)+- 
r(Y) ~-- p(Y) 
r(Z) +- q(Z) 
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Fig. 2. Normal partial instantiafion tree for Example 4. 
Fig. 2 shows the partial instantiation tree associated with P. The root of NPIT(P) 
is node Nl, which is labeled with the original program P and the set Sl -- {(T1,FI), 
(T2,F2)} where 
rL = (p(X)) ,  
El = {q(X), p(Y), r(Y), q(Z), r(Z)}, 
T2 = {q(X)), 
/;'2 = {p(X), p(Y), r(Y), q(Z), r(Z)}. 
The pairs (TI,F1) and (T2,F2) generate disagreements 01 = {X = Y} and 02 = {X = 
Z}, so N1 has two children. We are going to trace the construction of the subtree 
corresponding to the substitution 01 = {X = Y} only; the other subtree is generated in
a similar way. 
Let N2 be the child of Nl corresponding to 01 = {X = Y}. N2 is labeled with the 
program P2 = P U {p(Y) V q(Y)} and the set $2 = {(T1,F I ) , (T2,F2) , (T3,F3) , (T4,F4)} 
where 
T, = {p(X), p(Y), r(Y)}, 
Fl = {q(X), q(Z), r(Z), q(Y)}, 
/'2 = {p(X),q(Y)}, 
F2 = {q(X), p(Y), r(Y), q(Z), r(Z)}, 
T3 = {q(X),p(Y), r(Y)}, 
F3 -- {p(X), q(Z), r(Z), q(Y)}, 
F4 = {q(X), q(Y)}, 
F4 = {p(X), p(Y), r(Y), q(Z), r(Z)}. 
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Notice that the disagreements generated by the above are given by 
DIS(T1, F1)) = {01}. 
DIS(T2, F2)) = {01, 02, 04 }. 
DIS(T3, F3)) = {01, 02, 03, 04}. 
DIS(T4,F4)) = {01, 03}. 
where 01 = {Z = Y}, 02 = {Y---X}, 03 -- {Z = X} and 04 = {X = Y}. Thus, 
four disagreements are generated in all, and of these, the branch corresponding to 04 
is pruned away since the program resulting from the substitution {X -- Y} is the same 
as P2, and so N2 has three children N3, N4 and N5 corresponding to 0t, 02 and 03, 
respectively. 
N3 is labeled with the program P3 = 1°2 U {r(Y) +-- q(Y)} and the set $3 = 
{ ( TI,F1), ( T2,F2 ), ( T3,F3 ), ( Ta,F4 ) } where 
r, = {p(X), p(Y), r(Y)}, 
Fl = {q(X), q(Z), r(Z), q(Y)}, 
T2 ---- {p(X), q(Y), r(Y)}, 
F2 ---- {q(X), p(Y), q(Z), r(Z)}, 
T3 = {q(X), p(Y), r(Y)}, 
F3 ---- {p(X), q(Z), r(Z), q(Y)}, 
T 4 = {q(X), q(Y), r(Y)}, 
F 4 = {p(X), p(Y), q(Z), r(Z)} 
which results in four disagreements 01= {Y = X},02 = {Z = X},03 = {Z = Y} and 
04 = {X = Y}. Again, 03 and 04 do not introduce any new clauses and the corre- 
sponding subtrees are pruned away. N3 has two children, N6 and N7 corresponding to
0~ and 02 respectively. 
N4 is labeled with the program P4 = Pz t3 {r(X) +-- p(X)} and the set $4 = 
{(ThF1),(T2,F2),(T3,F3),(Ta, F4)} where 
TI = {p(X), p(Y), r(Y), r(X)}, 
F1 = {q(X), q(Z), r(Z), q(Y)}, 
T2 = {p(X), q(Y), r(X)}, 
/72 = {q(X),p(Y), r(Y), q(Z), r(Z)}, 
T3 = {q(X), p(Y), r(Y)}, 
F3 = {p(X), q(Z), r(Z), q(Y), r(X)}, 
T 4 ~-~ {q(X), q(Y)}, 
F4 = {p(X), p(Y), r(X), r(Y), q(Z), r(Z)}. 
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The corresponding disagreements are 01 = {Z = X}, 02 = {Z = Y}, 0a = {Y = Y} 
and 04 = {Y = X}. 03 and 04 do not introduce anything new and the corresponding 
subtrees are pruned. The two children of N4 are N8 (corresponding to 01), and N9 
(corresponding to 02). 
N5 is labeled with the program P5 = P2 tA {r(X) ~-- q(X)} and the set $5 = 
{ ( Tb FI ), ( T2,F2 ), ( T3,F3 ), ( T4,F4 ) } where 
T, : {(X), p(Y), r(Y)}, 
Yl : {q(X), q(Z), r(Z), r(X), q(Y)}, 
r2 = {p(x), q(Y)}, 
F2 ----- {q(X), p(Y), r(Y), q(Z), r(Z), r(X)}, 
V3 = {q(X), p(Y), r(X), r(Y)}, 
F3 = {p(X), q(Z), r(Z), q(Y)}, 
T4 -- {q(X), q(Y), r(X)}, 
F4 =- {p(X), p(Y), r(Y), q(Z), r(Z)}. 
The corresponding disagreements are 01 = {Z = Y}, 02 = {Y = Y}, 0a = {X = Y} 
and 04 = {Z = X}. Again, two of the child subtrees are pruned away and the two 
children that N5 has are Nlo (corresponding to 01 and Nil (corresponding to 02). 
N6 is labeled with the program P6 = P3 tO {r(X) ~ p(X),r(X) +- q(X)} and the set 
$6 = {(T1,FI),(Tz,F2), (T3,F3),(T4,F4)} where 
r~ = {p(X), p(Y), r(Y), r(X)}, 
F1 = {q(X), q(Z), r(Z), q(Y)}, 
T2 = {p(X), q(Y), r(X), r(Y)}, 
F2 = {q(X), p(Y), q(Z), r(Z)}, 
T3 = {q(X), p(Y), r(X), r(Y)}, 
r3 = {p(x), q(z), r(z), q(Y)}, 
T4 = {q(X), q(Y), r(X), r(Y)}, 
F4 = {p(X),p(Y), q(Z), r(Z)}. 
None of the disagreements generated add anything new to the program; all the sub- 
trees rooted at N6 are pruned away and hence, this node has no children. 
N7 is labeled with the program P7 = ,°3 tO {r(X) *- q(X)} and the set $7 = 
{(TI,F1),(Tz,F2),(T3,F3),(T4,F4)} where 
Tl = {p(X), p(Y, r(Y)}, 
F1 = {q(X), q(Z), r(Z), q(Y), r(X)}, 
T2 = {p(x), q(v), r(Y)}, 
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F2={q(X),p(Y),q(Z),r(Z),r(X)}, 
T3={q(X),p(Y),r(X),r(Y)}, 
F3= {p(X),q(Z),r(Z),q(Y)}, 
T4={q(X),q(Y),r(X),r(Y)}, 
Fg={p(X),p(Y),q(Z),r(Z)}. 
The only resulting disagreement that generates a child (NI2) that is not going to be 
pruned away is 01 -- {Y = X}. Note that Nl2 is an exact copy of N6 and so it does 
not have any children. 
Similarly, N8 is labeled with the program P8 = P4 tJ {r(X) ~-- q(X)} and the set 
$8 -- {(TI,F1),(T2,F2), (T3,F3),(T4,F4)} where 
t l  
F1 ---- 
T2= 
F== 
T3= 
F3= 
T4= 
F4= 
{p(X), p(Y), r(Y), r(X)}, 
{q(X), q(Z), r(Z), q(Y)}, 
{p(X), q(Y), r(X)}, 
{q(X), p(Y), q(Z), r(Z), r(Y)}, 
{q(X), p(Y), r(X), r(Y)}, 
{p(X), q(Z), r(Z), q(Y)}, 
(q(X), q(Y), r(X)}, 
{p(X), p(Y), q(Z), r(Y), r(Z)). 
Like NT, N8 also has only one child corresponding to 01 = {Z = Y}. This child, 
Nl3, is identical to N12 and accordingly has no children. 
In a similar way, Ng, Nlo and Nll also have one child each, and these children are 
identical to Nm. 
The following (technical) lemma expresses the connection between a logic program 
P, and its propositional version P*. 
Lemma 1. Suppose D = (Al VA2V--. VAn) is a disjunction of  atoms (not necessarily 
ground) and O* = (A* VA* V... VA*). Then, if P* ~ O*, then P ~ (V)D. 
Proof. Suppose P* ~ D*. Then there exists a minimal integer k > 0 such that TpS, 1" 
k contains a subclause, D1*, of D* where TeS. is the disjunctive logic programming 
fixpoint operator defined by Lobo et al. [17, p. 62]. We proceed by induction on k. 
Base case (k = 1): In this case, Tes, T1 contains D~' which means that we have a 
clause in P* of the form Dl* +-. Consequently, there is a clause in P of the form 
V Ai +-- 
iE.A 
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where ,.4 = {J I PAj ~ D~*}. Note that DI* C D*. Clearly, (V)D1 is a logical consequence 
of P, and hence, so is (V)D. 
Inductive case (k > 1): Suppose D~' E TS, T k. Then there exists a clause C* in 
P* of the form 
D~ * * B 1 &...&Bin 
and there exist disjunctions * * E 1 . . . . .  E,~ (possibly empty) such that for all 1 <~j<~m (B7 V 
E~) E TS, T (k - 1 ) and DI* is the smallest factor of (D2* V E~" V.--  V Era*). By the 
induction hypothesis, P ~ (V)(Bj V Ej) for all 1 <<.j<~m. Also, corresponding to the 
clause C* in P* is a clause C E P. As 
(V)C,(V)(B~ v E~) . . . . .  (V)(B,,, VEto) 
(V)(D2 v E~ v . . .  v Era) 
is a sound logical inference, it follows that P ~ (V)Dl. [] 
The following theorem asserts that if there is a node N labeled with (PN, SN) such 
that a positive disjunction D (not necessarily ground) is true in all pairs (Ti,Fi) E SN, 
then (V)D is a logical consequence ofP, i.e. (V)D is true in all models of P. Intuitively, 
the nonfailed leaves in the normal partial constitute a "representation" of the minimal 
models - by looking at the (T,F) pairs labeling such a nonfailed leaf, we may conclude 
that if D is true w.r.t, all these true-false pairs, then D is indeed a consequence of the 
program. 
Theorem 4 (Soundness). Given a (disjunctive) logic program P, its normal partial 
instantiation tree NPIT(P) constructed according to the above algorithm, and a dis- 
junction D = (A1 VA2 V. . -VAn) of(not necessarily ground) atoms. Then, if N is a 
non-failed leaf node in NPI T(P) labeled with (Pi, Si) where Si = { (Th F1 ), (7/'2, F2 ) ..... 
(Tk,Fj,)} such that D is true in every (Ti,Fi), then P ~ (V)D. 
Proof. Suppose N is a node in NPIT(P) labeled with (Pi, Si) where Si = {(TI,F1), 
(T2,F2) . . . . .  (Tk,Fk)} such that D is true in every (Ti,Fi). We proceed by induction 
on the 'depth, d, of node N. 
Base case (d = 0): In this case, N is the root of NPIT(P). For each l<~i<~k, let 
T~* --- {PAIA E T,}, and let Ft* be defined analogously. Then, by Step (1)(b)(i) of 
Definition 6, we know that the set 1111 = {TI* . . . . .  Tff} is the set of minimal models 
of P*. As D is true in every (T~,Fi), D* = (A~ VA~ V. . .  VA*~) is true in each 
T/*, 1 ~< i ~< k. Hence, P* ~ D*. By Lemma 1, it follows that P ~ (V)D. 
Inductive case (d > 1 ): Let W be the parent of node N and assume that W is labeled 
with (Pw,Sw). Node N is obtained by picking a pair (Tz,Fz) E Sw and a disagreement 
0 E DIS(T,F) and generating a child node, namely N, labeled with (PZwo,S~,o) where 
Pwo is generated according to Clause (4) of Definition 6. 
We first prove that Pw ~ Pwo" Note that Pwo is obtained from Q~wo by pruning. 
Q~wo is simply Pw, together with instances of clauses in Pw; hence Pw ~ QZw o. Part 
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(i) of clause 4(a) of  Definition 6 simply deletes some clauses in Q~w0; so clearly, 
Pg, ~ (QZwo- such deleted clauses). Any atom Bi deleted from the body of a clause 
in QZrv " is already known to be a consequence of Pw; hence, deleting such atoms Bi 
preserves oundness. 
Finally, suppose (Pwo)* ~ D*. Then, we know by Lemma 1, that Pwo ~ (V)D. 
But, by the above, Pw ~ P~'0, and hence, Pw ~ (V)D. By the induction hypothesis, 
as node W is at depth (d - 1), it follows that P ~ (V)D. [] 
The above theorem says that if there is a (nonfailed) leaf node of NPIT(P) such that 
(V)D is true in all (T,F) pairs within the label of  that node, then (V)D is a logical 
consequence of P. Note that this is just "straight" logical consequence. The following 
theorem says that if N is a leaf node such that (T,F) is a pair appearing in the label 
of  that node, then grd(T) is a minimal model of  P. 4 
Theorem 5 (Leaves yield minimal models). I f  N is a (nonfailed) leaf node in NPIT(P) 
labeled with ( TI,F1) . . . . .  ( Tn,Fn ) then grd( Ti ) is a minimal model of P for all 1 <~ i <~ n. 
Proof. The proof is by induction on the depth d of  the leaf node N in NPIT(P). 
Base case (d = 0): In this case, the original program P itself does not generate any 
disagreements. 
1: For all l <<.i<~n grd(Ti) is a model of P. Consider a clause C ------AI V . . .VAn  ~-- 
Bl /X . .- /~ Bm in P. The corresponding clause in P* is then C* -- PAt V • • • V PAo ~-- 
PB~ A . - .  A Psi. Let (T* ,F* )  be a minimal model of  P*  generated in Step l(b)(i) of 
Definition 6 and let C ~ - AlO V • • • V AnO ~ BIO /X • .. A BmO be a ground instance 
of C. Without loss of generality, assume that Ti = {B'I P8 ~ T* and B t is a ground 
instance of B}. 
Suppose grd(T*) = {A'IpA E T* and A t is a ground instance of A} and 
{BlO .. . . .  BmO} C grd(T*). Then we claim that for all 1 <~i<<,m, PBi E T*. Suppose the 
claim is false, i.e there exist 1 <~i<<.rn such that PB, E F* .  Then. since BiO E grd(T*), 
there exists PB: E T* such that BiO is an instance of B~, i.e. BiO = B~), for some y. 
Note that Bi and B~ are unifiable since they have a common instance BtO. But then 
there is a disagreement generated by (T* ,F*) ,  which contradicts the initial assumption 
that there are no disagreements (as N is a nonfailed leaf node), and so the claim holds. 
But then, as C* E P*,  there exists 1 ~j~n such that PAj E T* and all instances of  
Aj E grd(T*). In particular, A~O E 9rd(T*) and therefore ord(T*) is a model of  P. 
2. For all 1 <~i<~n, grd(Ti) is a minimal model of P). Suppose there exists a set 
X of ground atoms such that X C_ grd(T~) and X is a model of  P (without loss of  
generality, assume that X is a minimal model of P). Then it is easy to see that X '  
4 It is standard (cf. [17]) to think of a ground-Herbrand i terpretation as set of atoms representing what 
is true in that interpretation. We can just as easily represent ground atoms as a pair (/,7) where I is the 
set of atoms true according to that interpretation a d 1 is the set of atoms that are false according to that 
interpretation. I  this paper, we allow the sets occurring within these pairs to be sets of atoms, not just sets 
of ground atoms as in the Herbrand case. 
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is a model of P* where X '  is the set of all propositions OA such that each ground 
instance of A is in X. To see this, suppose 
C*  = PA, V . - -  V PAn ~'-- PB, &""  & PBm 
is a clause in P* such that {Ps, . . . . .  pB~}CX'. What this means is that for every 
ground instance, Coi, of C (the clause which is the first-order version of C*), Aw,(ri E 
X for some 1 <~wi~n. Hence, Aw:i E 9rd(T,.) which means that for all substitutions ai, 
there is an atom A~i E Ti such that Awi~ri s a ground instance of A'w,. As A'wi E TipA, 
must occur in P* which means that PA,., is either in X'  or not. I f  PA,, is in X' ,  then 
we have established that X' is a model of C*, and we are done. If PA" ~ X',  then 
PA- is assigned "false" by X '  which means that some instance of A~, is not in X; but 
this means that X ~= grd(Ti) which contradicts our starting assumption. 
Inductive case (d = s + 1): Consider a path in NPIT(P) from the root to the node 
N. Let No, Nl . . . . .  Ns = N be the nodes on this path. N is a leaf for the subtree rooted 
at N1, the immediate child of the root. By the induction hypothesis for all 1 ~<i ~<n 
grd(Ti) is a minimal model of Pl where Pl is a program labeling node Nl. But P1 
was obtained from the original program P by 
• adding instances of the clauses already in P, 
• deleting clauses that are known to be true (heads are true), 
• deleting from the bodies of the clauses atoms known to be true , 
* adding, for every atom A known to be true, a clause of the form A *- 
None of the above transformations affects the set of minimal models of P; hence, every 
minimal model of PI is a minimal model of P. [] 
Theorem 5 above indicates that any leaf (i.e. a nonfailed leaf) of NPIT(P) yields 
some set of minimal models of P. It is important to note, however, that not all minimal 
models of P can be obtained in this way, even in the case of function-free programs. 
Take, for instance, the program specified in Example 3. In this example, the pruned ver- 
sion of NPIT(P) has, as the label of its (failed) leaf, the pairs {(T1F1),(T2,F2)} where 
ri = {p(X),p(a), r(b)} 
Fl = {q(X)} 
T2 = {q(X),p(a), r(b)} 
F2 = (p(X)} 
Here, the pair {(T1, F1)} contains no disagreements. The reason that this node is a 
failed leaf is because {(T2,F2)} contains a disagreement - one that has (intuitively) 
"nothing" to do with {(T1, F1)}. The proof of Theorem 5 has, as a direct corollary, 
the following result. 
Corollary 1 (On failed leaves). Suppose N is a failed leaf node in NPTT(P) labeled 
with the set {(T1, F1) . . . . .  (T,,F,)} and suppose i is such that (Ti, F/) has no disagree- 
ments. Then grd(Tt) is a minimal model of P. [] 
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What this corollary says, in effect, is the following: given a logic program P, con- 
struct the pruned version of NPIT(P), and examine the leaves (both failed and non- 
failed) of NPIT(P). If (Ti, Fi) occurs in one of these leaves (independently of whether 
this leaf is failed or not), then grd(Ti) is a minimal model of P. Finally, it remains 
to be noted that as long as the method used in "intra-node" computations i  complete, 
our tree construction method works. Though our initial work on partial instantiation 
intended to lift linear programming and integer programming methods for propositional 
logical computations to the first-order case, the techniques in this paper can be applied 
to "lift" to the first order case, any propositional procedure whatsoever, as long as it 
is sound and complete. 
Before concluding this section, we remark that Fernandez and Minker [10] have de- 
veloped a method to compute minimal models of hierarchical deductive databases. They 
compute ground models, while in contrast, we compute nonground representations of 
such (ground) models. The latter are more storage-efficient. 
4. Conclusions 
Methods for computing selected structures (e.g. stable models, minimal models, an- 
swer sets, well-founded models, etc.) of logic programs that contain nonmonotonic 
modes of negation are few - those that do exist primarily apply to the propositional 
logic case. The reason for this is that in the first-order case, most of these structures 
can be exceedingly complex, lying way up in the arithmetic hierarchy. Notwithstand- 
ing this, it is a fact that first-order logic forms a convenient "base" upon which such 
nonmonotonic structures can be based. 
Our paper is directed towards the computation of minimal models of logic programs 
with positive disjunctions being allowed to appear in the head of a clause. However, 
we are interested in computing a set of atoms (including ground and nonground ones). 
The idea is that such a nonground set is a representation f the set of all ground 
instances of atoms in it (this grounded out set is an Herbrand interpretation). However, 
Herbrand models are closely tied to the constant symbols that occur in the underlying. 
Expanding the language by the addition, say, of one new constant symbol should not 
cause the entire semantics to have to be reworked. The nonground semantics which 
we have developed addresses these issues and may be viewed as a generalization of
the S-semantics originally developed by Falaschi et al. [8]. 
Using the nonground semantics developed by us as the yardstick against which 
to measure the correctness of our algorithms, we have developed a tree construction 
procedure that takes, as input, a logic program P, and returns a tree as output. The 
nodes in the tree are each labeled with a logic program and a set of pairs of the 
form (Ti, Fi). These pairs when consistent (i.e. when they have no "disagreements") 
represent minimal models of the program P. The program P labeling a node is used 
to generate the set of pairs of the form (Ti, Fi). This can be done by using any method 
of computing the minimal models of a propositional logic program (with disjunctive 
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heads allowed) in conjunction with the tree construction strategy. Examples of such 
propositional methods to compute minimal models are those of Bell et al. [2, 1] and 
Ben-Eliyahu [4]. 
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