Abstract-Fuzzy clustering methods identify naturally occurring clusters in a dataset, where the extent to which different clusters are overlapped can differ. Most methods have a parameter to fix the level of fuzziness. However, the appropriate level of fuzziness depends on the application at hand. This paper presents Entropy c-Means (ECM), a method of fuzzy clustering that simultaneously optimizes two contradictory objective functions, resulting in the creation of fuzzy clusters with different levels of fuzziness. This allows ECM to identify clusters with different degrees of overlap. ECM optimizes the two objective functions using two multi-objective optimization methods, Non-dominated Sorting Genetic Algorithm II (NSGA-II), and Multiobjective Evolutionary Algorithm based on Decomposition (MOEA/D). We also propose a method to select a suitable trade-off clustering from the Pareto front. Experiments on challenging synthetic datasets as well as real-world datasets show that ECM leads to better cluster detection compared to the conventional fuzzy clustering methods as well as previously used multi-objective methods for fuzzy clustering.
I. INTRODUCTION
The objective of data clustering is to identify meaningful groups in a collection of data points, so that points within a group are similar and points from different groups are dissimilar. The area of data clustering can be categorized in several ways [1] , among which one category is Center-Based Clustering (CBC). In CBC, a cluster is represented by a single point called the center of a cluster. CBC methods aim to estimate the centers for each cluster, which are usually few in number, therefore enabling faster computation. CBC problems can further be of two types -hard or fuzzy. In hard CBC, each data point is assigned a membership in the set {0, 1} to all clusters. By contrast, in fuzzy CBC, every data point is assigned a membership in the range [0, 1] to all clusters. A high membership value indicates that a data point is closer to the center of the corresponding cluster. Fuzzy CBC thus generalizes the membership values from the set {0, 1} to the interval [0, 1]. The generalization can be done in several ways, which is called fuzzification.
The degree of fuzzification has an important effect on the identification of overlap between clusters. The true overlap between clusters is unknown, since in the problem of data clustering we have no information on the underlying cluster structure. Low degrees of fuzzification assign high memberships for a data point to its closest cluster, and assign low memberships for it to the other clusters. This leads to the formation of clusters that are less overlapped. On the other hand, increasing the degree of fuzziness decreases the memberships of data points to their closest cluster and increases their memberships to all other clusters, forming more overlapped clusters. With the appropriate degree of fuzzification, a fuzzy CBC method can form fuzzy clusters that correspond to the underlying overlapped cluster structure [2] . The proper extent of fuzzification can thus help identify clusters with varying degrees of overlap. Moreover, the positions of the identified cluster centers are less sensitive to the presence of noise in the dataset compared to hard CBC. With this aim, Dunn first introduced fuzzy CBC with a specific level of fuzziness of the membership values [3] . This was later generalized by Bezdek [4] , who introduced a parameter m with which one can choose an appropriate level of fuzziness. This gave rise to the well-known Fuzzy c-Means (FCM) clustering problem
subject to the constraints c j=1 µ ij = 1, where x i ∈ R d , i = 1, ..., N are the data points to be grouped into c clusters having centers v j ∈ R d , for j = 1, ..., c. Each x i belongs to the j-th cluster with a membership degree µ ij ∈ [0, 1].
The popular algorithm for FCM is a two-step Alternating Optimization (AO) method that alternately updates all µ ij and then all v j , so as to minimize J m . Bezdek et al. [5] observed that the AO method works well for values of m in the interval [1, 30] , with 1.5 ≤ m ≤ 3.0 yielding good results for the datasets considered by them. Therefore, it is evident that the same level of fuzzification is not likely to be suitable for all datasets. Indeed, the required extent of fuzzification varies with change in overlap between the clusters as well as the presence of noise. Hence, the proper level of fuzziness is likely to depend on the application at hand [6] . Surprisingly, most subsequent works using FCM fix m to 2. This has resulted in a noticeable lack of investigation on the effects of different levels of fuzziness.
An interesting study on this topic is that of Li and Mukaidono [7] who formulated a Maximum Entropy Inference (MEI) approach to fuzzy CBC,
subject to the constraint c j=1 µ ij = 1, and the soft constraint
This formulation allowed them to design an AO algorithm for MEI which uses an admissible error radius σ instead of m, which is advantageous as σ is easier to interpret compared to m. Increasing σ leads to a physical increase in the spread of the clusters, thereby increasing the fuzziness of the membership values. A recent work by Saha and Das [8] proposed an axiomatic definition of a general class of weighting functions that can be used to control the level of fuzzification. However, there is still a lack of studies on the effect of different levels of fuzziness on fuzzy CBC, which we consider to be an area worth investigating.
In this paper, we show that clusterings at different levels of fuzziness can be obtained by simultaneously optimizing two contradicting objectives in a Multi-Objective Optimization (MOO) framework. In the proposed Entropy c-Means (ECM) method, one objective favors the formation of compact fuzzy clusters while the other objective strives for largely overlapping clusters. In an MOO framework, multiple objective functions are optimized simultaneously, leading to a set of trade-off solutions called Pareto-optimal solutions, where no solution is better than the other when considering all objective function values at once (see Section II-A). MOO methods have long been used for data clustering [9] - [11] . If the objectives are contradictory, then a wide variety of Pareto-optimal solutions can be found. We show that the two objectives of ECM are indeed in conflict and hold a strong Pareto relation. This leads to a wide variety of Pareto-optimal clusterings corresponding to different levels of fuzziness. In Section III, we conduct experiments to compare the proposed ECM method against state-of-the-art fuzzy CBC methods. We also propose a method to select a trade-off clustering from the Pareto-front identified by ECM in section III-C.
II. FUZZY CLUSTERING USING MULTI-OBJECTIVE OPTIMIZATION
In this section we first define the framework of MOO problems, after which we elucidate the two objective functions which are optimized in ECM within an MOO framework to generate clusterings with different levels of fuzziness. Finally, we describe how the ECM problem can be solved by using two popular MOO methods, namely Non-dominated Sorting Genetic Algorithm II (NSGA-II) [12] , and Multiobjective Evolutionary Algorithm based on Decomposition (MOEA/D) [13] [14] .
A. Multi-Objective Optimization
Let there be n objective functions to be optimized, subject to p constraint functions. Problems of this form can be written as,
where x is a feasible solution satisfying all g j . x is said to dominate y, if for all i, f i (x) is at least as optimal as f i (y), and there exists at least one f i (x) more optimal than the corresponding f i (y). A feasible solution x * is said to be optimal, if for all feasible y, x * dominates y. In MOO problems, we usually cannot find single optimal solutions as the objectives are contradictory in nature. Instead we find a set of mutually non-dominating solutions called Pareto-optimal solutions. The set of images of the Pareto-optimal solutions in the objective space is called the Pareto front. For a survey on methods used to solve MOO problems, see Zhou et al. [15] .
B. Objective Functions for Fuzzy Clusters
In ECM, we propose the following two objective functions to be optimized in an MOO framework,
One aim of CBC methods is to place the cluster centers in areas having high density of data points. Minimizing the sum of cluster-wise variances ensures the formation of compact clusters. The objective function f 1 given in (4a) generalizes the idea of variance by weighting the distance between data points and cluster centers with the membership degrees of data points in each cluster. This objective of cluster compactness is to minimize the function f 1 to form compact clusters. We propose the use of the objective function f 2 in (4b) to avoid a fixed level of fuzzification (specified by m in FCM). f 2 is the entropy of membership values [7] , which is maximized when all membership values are equal to 1/c, where c is the number of clusters. If a data point is close to a cluster center, the corresponding membership value will be greater than 1/c. On the other hand, if a data point is far from a specific cluster center, its membership to that cluster will be less than 1/c. Increasing the entropy brings all the membership values for a data point close to 1/c. This essentially increases the level of fuzzification of the membership values.
Remark. The two objectives to minimize f 1 and to maximize f 2 in (4) are contradicting.
This can be observed easily. To minimize f 1 , for all i we set µ ij = 1 if d ij = ||x i − v j || is minimum, and 0 for all other j. However, for such values of µ ij we get f 2 = 0, which is the minimum value of f 2 . Thus minimizing f 1 does not maximize f 2 . To maximize f 2 , we first form the Lagrangian for the maximization of f 2 , subject to the constraint c j=1 µ ij = 1, as:
From the derivative of the Lagrangian, w.r.t. µ ij and λ i , we get µ ij = 1/c. This value of µ ij maximizes f 2 . However, as already observed, f 1 is minimized when µ ij = 1 if d ij is minimum, and 0 for all other j. Hence, the values of µ ij that maximize f 2 do not minimize f 1 .
Thus the above remark shows that the two objectives of minimizing f 1 and maximizing f 2 are contradicting. Optimizing both in an MOO framework leads to a Pareto-optimal set of solutions representing the best compromises between the objectives. A wide Pareto front is formed due to the contradictory nature of the objectives, identifying clusterings with different levels of fuzziness. Fig. 1a shows a synthetic dataset containing three clusters A, B, and C, where A and B are close compared to C. The Pareto front obtained by solving ECM using the NSGA-II algorithm (to be discussed in Section II-C1) is shown in Fig. 1b . The clustering at end cI of the front has minimum value of f 1 , with the estimated clusters being compact having little overlap as shown in Fig. 1c . As we move towards the end cIV along the front, the clusterings become increasingly fuzzy due to the increase in f 2 (and a consequent increase in f 1 ), characterized by increasing overlap between the estimated clusters. As fuzziness increases from cI to cIV, the estimated clusters corresponding to closer clusters A and B first become overlapped before getting overlapped with that of C, as expected (see Figs. 1d-1f).
A simple alternative might be to run FCM for different valeus of m. However, the AO algorithm results in erroneous solutions for higher values of m. As shown in Figure 2 , for higher values of m, there are data points that are assigned equal probability to all clusters. They do not contribute to the location of cluster centers, leading to convergence close to the inital center locations. The multi-objective method of ECM avoids this error. In Figure 1f we observe that in the end of high fuzzification shown in clustering cIV, all the centers converge to the center of the dataset, as should occur at high levels of fuzzifiness due to the equal contribution of every points to all clusters. Another close attempt by MECA [16] identifies crisp clusters using a linear combination of the cluster compactness and the entropy of memberships, weighted by a fuzzification parameter α. MECA starts with α close to 1 where it considers maximum entropy, and over the iterations α goes close to 0 to identify crisp clusters at convergence. However, MECA does not have a stopping criteria to identify fuzzy clusters. MECA also requires specifying initial and final values to the fuzzification parameter, as well as how to decrease its value over the number of iterations. In general, on can note a renewed interest in the possible uses of the entropy of cluster memberships [17] - [19] . The merit of our method of ECM is that by optimizing both objectives in a multi-objective setting, ECM identifies Pareto-optimal fuzzy clusters at different levels of fuzziness, from which an optimal fuzzy clustering can be selected for the application at hand.
C. Multi-Objective Optimization Methods for ECM
We use two popular evolutionary MOO methods, NSGA-II [12] and MOEA/D [13] [14] , to solve the MOO problem posed by ECM. Both methods are briefly described next, accompanied with pseudo-codes to provide an overview of how they find the Pareto-optimal clusterings. For both methods, the solution vectors are formed by appending all cluster centers into a single vector.
1) ECM-NSGA-II:
In each iteration of ECM-NSGA-II, a set of chromosomes is maintained called a population, so that multiple possible clusterings can be considered simultaneously. For each chromosome, the membership values can be computed using the centers according to the update expression derived from the Lagrangian of the cost function (2) of MEI: Randomly initialize all pop chromosomes as vectors of c candidate cluster centers. repeat for each chromosome do Evaluate the two objective functions in (4). Perform non-dominated sorting to compute the rank.
Compute the crowding distance. end for Perform crossover and mutation to generate a new population. Use binary tournament selection to select pop chromosomes from the previous and new population, for the next iteration. until FE function evaluations are performed.
The operations of crossover or mutation are performed to search for chromosomes yielding better objective function values. In crossover, two chromosomes can be combined to form two new chromosomes. In mutation, a single value in a chromosome can be altered. Chromosomes in a population are assigned ranks using the non-dominated sorting, where all chromosomes in a Pareto front are assigned the same rank. Each chromosome on a Pareto front is assigned a crowding distance, which is high for chromosomes with less chromosomes around it. Elitist selection of the chromosomes is undertaken for the next iteration using a binary tournament selection, where (i) higher ranked chromosomes have a higher probability of selection, and (ii) between chromosomes with the same rank, those with higher crowding distance have a higher probability of getting selected. A pseudo-code for ECM-NSGA-II is given in Algorithm I.
2) ECM-MOEA/D: ECM-MOEA/D decomposes an MOO problem with n objective functions into pop number of single objective optimization problems by using the Tchebycheff approach [13] . In each iteration, the population contains the pop best solutions that have been found. Each subproblem is then optimized using information from its neighbouring subproblems. Elitism is maintained by periodically adding newly generated non-dominated solutions to an External Population (EP) and discarding solutions from it that are no longer nondominated. A pseudo-code for ECM-MOEA/D is provided in Algorithm II.
D. Computation Complexity of ECM
The time complexity of NSGA-II is O(n(pop)
2 ) [12] , whereas that of MOEA/D is O(n(pop)T ) [13] . The evaluation On all x i evaluate the two objective functions in (4) and store the best values as z 1 and z 2 . Iteration : repeat for Each coefficient vector λ i do Randomly select two out of its T neighbours λ j , λ l , and retrieve the corresponding solutions x j , x l . Apply Differential Evolution mutation and crossover [14] on x i , x j and x l to form a new solution y. If f 1 (y) < z 1 (and/or f 2 (y) > z 2 ), then update z 1 (and/or z 2 ). If y improves upon the current best solution of λ i or any of its T neighbours, then replace the corresponding solution with y. Remove all vectors from the EP that are dominated by y, and add y to the EP if none of the existing members dominate it. end for until FE function evaluations are performed. 
III. EXPERIMENTS AND RESULTS
We conduct various experiments to evaluate the clustering performance of ECM-NSGA-II and ECM-MOEA/D 1 . For convenience of implementation, we minimize −f 2 instead of maximizing f 2 as per (4b). The clustering performances of ECM-NSGA-II and ECM-MOEA/D are compared with the conventional AO algorithms for FCM and MEI. Further comparison is undertaken with the Multi-Objective Genetic Algorithm (MOGA) [20] and MOGA based Support Vector Machines (MOGA-SVM) [21] , which are two existing MOO methods used to find clusterings when the number of clusters is known. Both MOGA and MOGA-SVM use J 2 (J m as in eqn.
(1) with m = 2) and the Xie-Beni index [22] to find a fixed number of clusters. However, since the Xie-Beni index simply scales J m by the distance between the closest pair of cluster centers, these two functions are not generally contradicting. Hence, the use of these two objectives is not likely to give rise to a large variety of trade-off solutions (see Fig. 7 ).
In Section III-A and III-B, we compare the performance of all methods on synthetic and real datasets. We also propose a method to select a clustering from the Pareto Front of ECM in Section III-C. In section III-D we compare the Pareto fronts obtained by the contending MOO methods.
A. Synthetic Datasets
We created 10 synthetic datasets to compare the performances of all fuzzy clustering methods. The proximity1-5 datasets test the clustering performance when clusters are drawn closer together, as shown in Fig. 3 . Datasets spread1-5, 1 MATLAB implementations available at https://github.com/Avisek20/ecm. on the other hand, test the performance when the spread of one cluster is progressively increased, as illustrated in Fig. 4 . Table  I contains all information necessary to generate the synthetic proximity and spread datasets. We also use 20 challenging datasets from the MOCK collection 2 [23] , having either 2 or 10 dimensions. The full specifications of the synthetic datasets are present in Table II .
For each dataset, we normalize the data so that each feature is scaled within the range [−1, 1]. We run both FCM and MEI 50 times for a maximum of 5000 iterations, with an error tolerance of 10 −16 . We run ECM-NSGA-II, ECM-MOEA/D, MOGA, and MOGA-SVM with a population size of 50 for 5000 fitness evaluations.
For FCM, we set m = 2, as per convention. MEI, ECM-NSGA-II and ECM-MOEA/D use the admissible error radius parameter σ. In [7] , σ was set to 0.7. However, we have not 2 found any general recommendations regarding the choice σ. Moreover, we have observed that the centers tend to converge if σ is large when compared to the spread of the data. We therefore decided against using a constant value of σ across all datasets. Instead, for each dataset we set σ as the standard deviation over the squared Euclidean distances between the data points and the mean of the dataset. In the presence of the original cluster labels, we can use the Adjusted Rand Index (ARI) [24] (calculated by assigning each data point to the cluster to which it has the maximum membership) to compare the performance of the contending methods. For each MOO method, the clustering having maximum ARI is selected for comparison. For FCM and MEI, we report the maximum ARI over the 50 runs. The results are detailed in Table III . The outcomes of the sign-rank test conducted with ECM-NSGA-II and ECM-MOEA/D as the control are also listed, alongside the average ranks. We observe that overall ECM-NSGA-II achieves the best ARI, which is also supported by the average rank as well as the sign-rank test. Even on the ten-dimensional data, ECM-NSGA-II generally produces higher ARI compared to the other methods. On the five proximity datasets illustrated in Fig. 3 , ECM-MOEA/D performs the best as shown in Fig. 5 . On the other hand, for the five spread datasets illustrated in Fig. 4 , ECM-NSGA-II generally achieves higher ARI values as shown in Fig. 6 . This suggests that ECM-MOEA/D is more resilient to closeness between clusters while the NSGA-II variant exhibits greater resilience to disparate spreads between the clusters. Further experiments on the tuning of the parameters of NSGA-II and MOEA/D are present in Section 2 of the supplementary document. 
B. Real Datasets
We compare the performance of the five methods on fifteen real datasets shown in Table IV . Twelve of the datasets are from the UCI Machine Learning Repository [25] . Three of the datasets are high-dimensional gene expression data sets, available at http://www.stat.cmu.edu/ ∼ jiashun/Research/ software/GenomicsData/. We undertake the preprocessing of the datasets as per the discussion in Section III-A and also retain the same parameter settings for the contending methods. We report the maximum ARI achieved by each method in Table V , along with average ranks and the results of the Wilcoxon sign-rank test 3 . We observe that ECM-NSGA-II and ECM-MOEA/D respectively achieve the best ARI for nine and six out of the fifteen datasets. The rest of the methods do not achieve the best ARI for any of the datasets. This suggests the efficacy of the ECM formulation in general and ECM-NSGA-II in particular.
C. Selection of a Suitable Clustering from the Pareto Set
For unsupervised applications, due to the absence of cluster labels, the best solution may be chosen from the Pareto set 3 H 1 : Significantly different from the control. H 0 : Statistically comparable to the control.
found by ECM based on some internal [26] , [27] or multicriterion decision making indices [28] . Alternatively, one can select a suitable trade-off clustering by inspecting the Pareto front.
We present a method to select a suitable clustering from the Pareto fronts identified by ECM-NSGA-II and ECM-MOEA/D. One can observe that starting with the extreme Pareto optimal solution having the lowest value of cluster compactness f 1 , if the points along the Pareto front fall below the line joining the two ends of the front, then there has been a greater increase in entropy f 2 compared to the increase in the value of cluster compactness f 1 . This means that some of the cluster centers have moved slightly closer to each other (evident from a slight increase in cluster compactness f 1 ) but resulting in a large increase in the entropy f 2 . This is only possible if the clusters in question are truly overlapped because the points in the region of overlap facilitate a large increase in entropy f 2 . The knee-point from this region of the Pareto front provides an optimal trade-off solution identifying clusters with the appropriate level of overlap.
On the other hand, if the clusterings along the Pareto front were to move above the said line, there would be a larger increase in cluster compactness compared to the increase in entropy. This is only possible if the true clusters are wellseparated, and the identified cluster centers have moved closer to each other and away from the true cluster centers. Hence, a deviation above and away from the line joining the endpoints indicates that the true clusters are well-separated. In this scenario, the clustering with minimum value of cluster compactness is the best choice.
Based on these insights, we propose the following method for selecting a clustering from the Pareto front.
• If the first three points 4 do not lie above the line joining the endpoints, traverse the Pareto front till it touches/ crosses the line joining the endpoints. Choose the clustering corresponding to the point lying at maximum distance from the line within traversed region.
• Otherwise, choose the clustering corresponding to the minimum value of cluster compactness f 1 . For example, let us consider the dataset in Figure 1 . We observe from the Pareto front in Figure 1b that starting from the clustering cI, the Pareto front dips below the line joining point cI and cIV. Therefore, we traverse the Pareto front until it crosses the red line joining the endpoints. Within this region, the clustering cII lies at maximum distance from the red line. Hence using the above method, cII is chosen as the appropriate trade-off clustering. Let us also consider a dataset with three well-separated, equally spaced clusters, which is shown in the first row of Table VI along with the obtained Pareto front. As the Pareto front is observed to rise above the red line joining the extremities, the clustering having minimum value of cluster compactness f 1 is selected (marked with a red circle). The final cell of the first row of Table VI shows the corresponding clustering. Further demonstrations of the effectiveness of this method over a number of synthetic datasets are shown in the rest of Table VI and in Table VII . 
D. Comparison of Pareto Fronts
Schott's Spacing Metric (SSM) [29] is a measure of the diversity of the generated Pareto-optimal solutions. We use SSM to compare between the Pareto fronts of ECM-NSGA-II and ECM-MOEA/D and the set of solutions of MOGA and MOGA-SVM mapped to the same objective space. ECM-NSGA-II and ECM-MOEA/D obtain much higher values of SSM when compared with MOGA and MOGA-SVM, as detailed in Table VIII . This attests to the fact that the objectives of MOGA and MOGA-SVM with a weak Pareto relation do not lend much diversity in terms of fuzziness. The entire set of solutions of MOGA and MOGA-SVM maps around the same point for the proximity1 dataset, as seen in Fig. 7 . The higher values for ECM-MOEA/D compared to ECM-NSGA-II indicate that the former obtains a greater diversity of solutions. This can also be observed from Fig. 7 .
We undertake further comparisons of the Pareto fronts using the Epsilon Indicator (EI) [29] which is the minimum factor by which all elements of the control Pareto front must be multiplied to have all its solutions dominated by a candidate Pareto front. Thus, values of EI lower than unity indicate dominance over the control front (for a minimization problem). Table IX 
IV. CONCLUSIONS & FUTURE WORK
We propose a fuzzy CBC method by ECM using the MOO methods NSGA-II and MOEA/D, to produce fuzzy clusterings at different levels of fuzziness. The proposed methods are able to identify clusters with different levels of overlap, with ECM-NSGA-II producing slightly better results in terms of ARI. The MOEA/D variant, on the other hand, is generally observed to produce more uniformly spaced clusterings along Pareto fronts. Our experiments also suggest that ECM-MOEA/D is more resilient to closeness between clusters while ECM-NSGA-II is more resilient to clusters having disparate spreads. Hence, we recommend the use of ECM-NSGA-II when a single fuzzy clustering with high cluster compactness at an appropriate level of fuzziness is desired. ECM-MOEA/D may be used when a uniformly-spaced range of fuzzy clusterings at different levels of fuzziness is desired or when the clusters are known to be highly overlapping. Additionally, we present a method to select a suitable trade-off clustering from the Pareto front. Future investigations can be towards identifying an appropriate number of clusters, incorporating different distance metrics such as in multiple kernel clustering [30] , In this section we study the changes in the maximum Adjusted Rand Index (ARI) for different values of the parameters of the multi-objective optimization methods used. NSGA-II has the following paramters: 1) pop: Size of the population. The effects of tuning the parameter values are observed over three datasets containing three clusters that are well-separated, slightly overlapped, or highly overlapped. The datasets are shown in Fig. S1 .
In our experiments, we ran ECM-NSGA-II with the following parameter values: pop = 50, F E = 5000, pool = 0.5, tour = 2, mu = 20, and mum = 20. In Figs. S2 to S7, we observe the variations in the best ARI achieved for different values of each parameter. When varying a single parameter, the other parameters are set to the values we used in our experiments. In each figure, one can observe that the variation in best ARI is very small, suggesting that the methods are quite resilient to the choice of parameters. For the parameters pop, F E, pool, mu and mum, the best ARI achieved increases with increase in the parameter values considered in the experiments. For tour, the maximum ARI decreases with increase in parameter values.
Similarly, in our experiments, ECM-MOEA/D was executed with the following parameters values: pop = 50, F E = 5000, T = 50, F = 0.5, Cr = 0.5. Figs. S8 to S12 show small variations in the best ARI achieved with variations in each parameter, while keeping all other parameters fixed. This indicates that the methods are quite resilient to the choice of parameter values. For pop, F E and T , the best ARI achieved increases with increase in the parameter values considered in the experiments. For F and Cr, the best ARI is respectively achieved when F = 0.5 and Cr = 0.5. 
