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Abstract. General game-playing artificial intelligence (AI) has recently
seen important advances due to the various techniques known as ‘deep
learning’. However, in terms of human-computer interaction, the ad-
vances conceal a major limitation: these algorithms do not incorporate
any sense of what human players find meaningful in games.
I argue that adaptive game AI will be enhanced by a generalised player
model, because games are inherently human artefacts which require some
encoding of the human perspective in order to respond naturally to in-
dividual players. The player model provides constraints on the adaptive
AI, which allow it to encode aspects of what human players find mean-
ingful. I propose that a general player model requires parameters for the
subjective experience of play, including: player psychology, game struc-
ture, and actions of play. I argue that such a player model would enhance
efficiency of per-game solutions, and also support study of game-playing
by allowing (within-player) comparison between games, or (within-game)
comparison between players (human and AI).
Here we detail requirements for functional adaptive AI, arguing from
first-principles drawn from games research literature, and propose a for-
mal specification for a generalised player model based on our ‘Behavlets’
method for psychologically-derived player modelling.
Keywords: Artificial Intelligence · game AI · general player model ·
player personality · Behavlets · formal models · category theory.
1 Introduction
Computer games have the potential to adapt themselves through changes to
their difficulty, appearance, story, or even rules. Computer games thus offer a
unique opportunity for play that is completely tailored to the individual player
by adaptive artificial intelligence (AI) - instantiated as opponent agent AI or
‘game-management’ AI. Any non-trivial adaptation requires a player model, to
encode relevant aspects of player individuality [36]. The concept of a generalised
player model extends this, to describe the subjective experience of play in terms
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of validated constructs, which could include psychology profiles, game design
patterns, action patterns, and more. The aim is not to provide a one-size-fits-all
model, but to provide a system for expressing the supra-specific elements that
apply to all players, especially cognition, emotion, and personality. The specific
implementation then depends on the game.
In this paper, I suggest that adaptive game AI will be optimised by a gener-
alised player model. This is because games are inherently human artefacts which,
therefore, require some encoding of the human perspective in order to effectively
autonomously respond to the individual player. This argument is built on the
idea that the player model will impose constraints which guide the AI to optimal
performance.
In brief, game-playing AI must typically be constrained to function (see sec-
tion 2.2). For example, in their ground-breaking Go and Atari-playing agents,
Silver et al, and Mnih et al [29, 25] imposed well-chosen constraints on the prob-
lem domain to enable their solutions. Such constraints can be, e.g. dimensionality
reduction, or simulation of the original system according to some simplification.
Here it is proposed that a generalised player model gives a partial solution, built
on two requirements: i) to capture information about player psychology (cogni-
tion, emotion and personality) and activity; ii) to represent that information in
the context of the game. Requirement i) constrains the model of player behaviour
to well-understood theoretical constructs; ii) presents the model as input to a
learning algorithm.
A generalised player model requires a foundation of parameters that de-
scribe the subjective experience of play. The foundation will draw on established
modelling tools, including at least: a) psychology of behaviour; b) general game
design; and c) actions in the context of a given game. This foundation should
also be integrated with the computational intelligence that drives the model.
The ultimate aim is to improve efficacy and viability of the artificial intelligence
required to power games which adapt to their players.
A generalised player model can bring added benefits. It can be more efficient
than creating a novel model for every game, and can even improve algorithmic
performance of a real-time player model [14]. It also allows comparison between
games which makes it a useful tool for studying play in general.
In Part A, I discuss why adaptive game AI benefits from a general model
of player psychology. First, the concept and meaning of an adaptive game is
described, stating the aspects of player psychology to which games can adapt.
I then make my case from first principles, drawing on the literature of games
studies.
In Part B, I discuss possible but speculative solutions, and develop one as
a proposal: a formal category theoretic basis to a ‘Behavlets’-driven generalised
player model. The Behavlets method is designed to build facets a) to c) above
into composite features of game-play defined over entire action sequences [10],
and thus model players for, e.g. personality type classification [9]. This paper
is built on several prior preprint papers exploring research questions related to
Behavlets [12, 11].
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2 Part A: Adaptivity in games
2.1 Background
Games can roughly be split into two categories: single player and multiplayer.
Adaptive algorithms may be used in a multiplayer game for a range of reasons;
in the main, the challenge in these games is due to other human players. In
an online multiplayer game, with an interface via network but without camera
or microphone, the players do not see each other nor do they have access to
traditional social cues for understanding their opponents, e.g. body language.
Such a game environment is stigmergic, as players do not interact directly but
through the shared environment of the game space. They will read the signs left
by their opponent, build a ‘theory of mind’ model around the complete set of
actions observed, and classify the other player based on both what they know
of the types of player of that game, and natural social recognition skills. This
process contributes to the decision making process for how to play the game and
is very different from a single player game.
In certain games, the inclusion of good quality, artificially-intelligent non-
player characters (NPCs) can be central to gameplay design and is important
for the player experience. Games can be created to be adaptive to the player
through changes to NPC behaviour, or by altering other parameters of the game
that affect the gameplay [36]. In both cases, a player learns to be more effective
at playing a game by learning the rules of the game, including how NPCs behave.
Unlike real players, NPC behaviour is usually more predictable and typically it
is easier to develop strategies to be successful in competitive gameplay. Players
expect NPCs to behave consistently. Nevertheless, one of the reasons that people
like to play against other real players is that it is often more satisfying. People
behave differently from each other, have complex capability profiles, and are
motivated by different ways of playing. Players understand that other players
are less predictable than NPCs and accept this.
Dynamic Difficulty Adjustment (DDA) is a popular approach to implement
adaptive AI, e.g. [6]. It can work, for example, by altering the number of power-
ups in a game or by making non-player characters more or less co-operative or
competitive. Some of the earliest games to implement DDA systems were Max
Payne (3D Realms, 2001) and Prey (3D Realms, 2006). However, the AI can do
much more than control an opposing force. Forms of adaptative AI demonstrated
in commercial games include adjusting player character attributes MarioKart
(Nintendo, 1992), appearance Fable (Lionhead Studios, 2004), story Facade (Ma-
teus & Stern, 2005), character learning Black and White (Lionhead Studios,
2001), and reactive squad tactics Fear (Monolith Productions, 2005). Related
research (from disciplines including game AI, computational intelligence, and
machine learning), has been reviewed [35] and categorised into three main areas:
Player Experience Modelling (PEM), Procedural Content Generation (PCM),
and Massive-Scale Game Data Mining (MDM).
I consider a game AI system holistically (with NPC behaviour as a core
aspect), in which the AI has two coordinated systems: α) a user model to cap-
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ture some aspect of player psychology, which then supplies parameters to β)
controller(s) for adjusting some relevant game system(s). The user model α is
intended to model relevant data about some area of the player’s state, as dis-
cussed further in section 2.3. The issue of what the AI can control is somewhat
out of scope, and thus is only briefly discussed here. In many ways the ultimate
adaptive system would be based around a human or team of humans who dy-
namically adjust the gameplay experience based on player choice. Consider a
Dungeon Master in table top role play games or the alleged human guidance of
the Big Blue Chess playing algorithm. In both cases human guidance provides
additional nuances, e.g. flexibility or experience, to the dynamic adjustment of
a game playing experience. A game AI based on these principles could be more
effective in tailoring fun experiences for a greater range of players. This is part
of the motivation for the approach underlying our research.
Modus operandi Adaptive AI should be built around creating a more engaging
game for the individual player. Obviously, a separate class of game-playing AI can
be created with the sole purpose (utility function) of beating the opposing player,
e.g. as Chess or Go playing programs. In this class of AI, player psychology
is more or less irrelevant because maximising the utility of winning does not
necessarily require opponent modelling.
A standard game is constrained by its ruleset, but an adaptive game has
the potential to exceed known constraints, or the known/explored state space.
Thus I contend that unconstrained adaptive AI can violate certain principles
of good game design, such as logical consistency and a coherent Magic Circle
[19], by exhibiting emergent behaviour. It follows that adaptive AI must be
explicitly constrained to adhere to the prior assumptions of the player, which
can be encoded as a player model.
Further, undesirable and unpredictable game play bugs can emerge from
adaptive components, which could be difficult to test exhaustively. Thus adaptive
AI requires a certain level of formal understanding of the game that is being
designed, in order to give designers the tools to build meta-constraints in the
abstract level of the game’s possibility space. The use of formal modelling can
also benefit the creation of a generalised player model, as described in Section 3
below (and earlier [11]).
Interaction modes It is useful to briefly describe the varying forms of player-
game interaction, as this can affect how adaptive AI could be deployed. Salen &
Zimmerman [27] illustrated four different modes of game interactivity:
1. Cognitive: psychological, emotional and intellectual interaction with the game.
2. Functional: essentially, the interaction with the game interface and the pri-
mary means for accessing the game mechanics.
3. Explicit: the interaction with the underlying game mechanics – this is the
core of the game, the mechanics and the formal rules.
4. Cultural: occurs outside the bounds of the game in the form of fan sites,
creation of and use of cheats, eSports events, etc.
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Here we are interested in the first three modes of interactivity and how
these relate to game adaptation. This interactivity is illustrated by the rela-
tional schema shown in figure 1. This is a combination of ideas following on
from LeBlanc’s Mechanics Dynamics Aesthetics (MDA) method [20] and the
USE model of user interaction with an automated system [8].
Fig. 1. A model of player interaction with a computer game, for two or more players.
Adaptive AI involves leveraging information from the ‘User(s)’ to dynamically alter the
elements of the central ‘System’ module, thus regulating activity within the right-hand
‘Experience’ module, which feeds back to the ‘User(s)’.
At the highest level the model illustrates how a player’s experience of the
game arises from a player’s participation in a game in several modes of interac-
tion. A player’s interaction with the underlying formal game system gives rise
to a unique set of game play dynamics and a player receives either negative
or positive feedback on performance etc. Thus one description of a game is as
cybernetic system [27], i.e. a system with a control loop.
Adaptation as a part of this feedback loop can potentially provide improved
control of the game system and thus a more tailored experience for individual
players. This then gives rise to a more complex game dynamic and potential
emergent game behaviour.
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2.2 AI under constraint
One key constraint for adaptive AI is that the player’s original conception of the
game rules and elements, including a priori knowledge3, must not change.
For instance, if the game is a simulation of competition or agoˆn [5] the player’s
opponents usually appear to have abilities similar to the player — an example
would be a fighting game like Street Fighter II (Capcom 1991). Adaptive AI
should not suddenly change those abilities in an obvious way in mid-play, to
adjust a game mechanic such as difficulty. Early examples of DDA in racing
games caused dissonance among players by doing this: a terrible opponent who
suddenly becomes lightning fast on the last lap would hurt players’ immersion.
In the DDA system for Max Payne (3D Realms, 2001) was designed with
this in mind, trying to make it invisible to players. The aim was to not be
obvious when the game is self-adjusting its difficulty level, to maintain the game’s
immersion.
Yet hiding the rules in this way is a form of “black-box mechanics”. Some
game designers think this is bad practice, ergo the player should know about
the adaptive elements, but I argue that there is always a complexity limit on
players’ knowledge of game mechanics. Thus they can be made aware of adaptive
AI, if and only if they can be sufficiently informed of the logic under which the
adaptive system works, so that they have some idea of why the game performs
its actions. For instance, if the adaptive system is non-linear and/or composed
of complex rules or predicates, it may be excessively difficult to explain to the
player.
Logical consistency The great thing in game design is to create a game with
no capricious logic. Capricious logic occurs when the game mechanics are not
internally consistent, and this can occur for many reasons. A major cause is the
fact that players observe a game logic whose rules are often bent or broken for
expediency or speed within the game engine.
That players demand a self-consistent logic from their games can be seen in
Steinkuehler and Duncan’s [30] study of World of Warcraft (Vivendi Universal
2004) players. They examined the cultural activities surrounding the game, such
as online discussion forums. Here they discovered that players had been analysing
game elements in an attempt to uncover hard information that would be useful
in ‘beating’ the game. They claim that these are players of a young age with no
scientific training, applying the scientific method to a game world because they
trust that the internal logic of that world will be self-consistent, so that applying
logical analysis will bear fruit. The rule-based structure of games demand logic
even if their playfulness should allow logic to be sometimes set aside.
3 A priori knowledge includes knowledge of ‘realistic’ or ‘natural’ elements. This can
help when adapting, as some changes need not be explicitly explained, such as the
trivial example of player opponents that increase in toughness as they increase in
size. A priori can also refer to game design patterns, existing conventions which
somewhat binds developers to the forms of previous work in their chosen genre.
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Logical self-consistency sufficient to cope with this type of meta-gaming anal-
ysis could be considered a benchmark objective for in-game adaptive AI, since
it would be proof (through ‘natural use’) that the autonomic component of
the game engine can withstand scrutiny. Pre-facing development of autonomous
computer systems by modelling through formal methods should help to ensure
their operational stability [32].
Coherent ‘Magic Circle’ The second reason adaptive AI must be constrained
is that players are temporarily redefining themselves and their world in terms of
a new set of rules, defined by the game: a ‘game world’. Huizinga [19] describes
play as a free and meaningful activity, carried out for its own sake, spatially and
temporally segregated from the requirements of practical life, and bound by a
self-contained system of rules that holds absolutely. If these rules change players
will be forced to ‘step out’ of the game to re-evaluate their perceived definition
of the game world. This would destroy the sense of immersion in a game world
which is important to the player’s enjoyment of the ‘fantasy’ element of play.
This concept of a game world is known as the Magic Circle [19] to games
researchers. The Magic Circle pertains to the attitudinal psychology that is a pre-
requisite of play, as individuals must take on the role of players in order to play.
Huizinga held that the ‘cheater’ is less deleterious to other players’ enjoyment
than the ‘spoil-sport’, because the latter is denying the validity of the Magic
Circle while the former is only trying to exploit it [31]. The above example of
World of Warcraft players applying the scientific method can be thought of in
the same way, since they are rejecting the attitude of playfulness in favour of
production, sometimes known as ‘the grind’.
[23, 24] also identified fantasy as an important part of enjoyment in gaming.
Drawing on the psychology of intrinsic motivation, he was among the first to
experiment on the relation between fantasy and game-play in educational games.
The fact that fantasy is hugely motivating in game play is quite well-established
now, and it is more interesting how that fantasy is structured. It is necessary to
provide some comprehensible metaphor within the fantasy, so that players can
easily digest the information content of the fantasy and go directly to dealing
with the game mechanic. Thus, here again adaptive AI requires constraint.
Constraint summary So there is a potential conflict of interest between adaptive
AI which can alter game mechanics, and preservation of logical consistency and
the Magic Circle. For instance, one way to introduce novice players to a compli-
cated control scheme is to begin with a restricted subset of the full scheme. But
if this is how the player initially understands the game, they will question the
introduction of new control dimensions unless they are explained within the nar-
rative - i.e. in the acquisition of new equipment, skills, companions etc. Meeting
the player’s expectations for the logic and fantasy of their game is the key to
creating effective adaptive components. These constraints on adaptive AI mean
that great care must be taken when adapting in-game elements in real time -
the player must either be forewarned that adaptation may take place (making
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it part of the game’s rule set, which may conflict with realism), or must not be
able to notice it at all.
2.3 Aspects of players to adapt to
Ability Ability within a game is influenced by a player’s position within the
learning curve of the game. The learning curve is the sine qua non of game design:
as argued by Koster [22], learning is the key ingredient that makes games fun.
Player ability is also influenced by their knowledge of the game’s design
patterns [3]. A player who is fluent with a particular design pattern, such as the
‘Aim and Shoot’ pattern, can have a higher skill level when beginning to play
than a player who is not so familiar.
Learning and ability are related in information processing terms. In [8] it
was pointed out that players process information from the game world, trying to
balance the complexity of this environment with internal cognitive complexity.
The complexity of the game comes from its control scheme, narrative, objectives,
opponents and other such elements; while cognitive complexity refers to the
player’s ability to take all that in and react, enabled through prior experience of
the form or innate ability. So a balance between the two is desired. If the player
cannot comprehend everything being thrown at him, he will be overwhelmed
and unable to function in an ideal way. If the game does not provide sufficient
challenge or interest, the player will be left unengaged and will lose motivation.
Thus, negative imbalance leads to confusion and anxiety, and positive im-
balance leads to boredom and apathy [26]. There is an echo of Ashby’s Law of
Requisite Variety in this formulation, since the variety needed to support learn-
ing and thus optimal game play must be present in both sides: player and game.
In this sense, an adaptive single-player system would resemble a pair of linked
homeostats [16]. On one side, the player learns the game system and/or nar-
rative, attempting to ‘beat’ it by application of experience-based skill. On the
other side, the game maintains its novelty by adapting to the player’s current
ability level. Therefore if one homeostat is a human player, the first requirement
of an automated adaptive AI system is homeostasis of the player’s experience.
This means being able to keep up with the player’s inevitable learning of the
game system. Once that requirement is met, then the system can be tweaked to
provide different levels of difficulty, types of experience, etc.
Learning Learning is a key aspect of game play, and the fact of learning implies
the necessity of some form of teaching. At the least, one can say that there is a
didactic process inherent in the way game content is structured so that the player
can learn it without being over- or underwhelmed. In a standard game, designing
how this structure is revealed during play is the job of the game developer. In an
adaptive game, the adaptive AI is forced to deal with player learning, perhaps
by constraint to a given possibility space.
Controlling the pace of learning of players is integral to a game’s design, as
the quality of the play experience depends heavily upon it. Some games demand
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mastery with a levelling or ‘power-up’ structure in a very discrete, ‘building
block’ way. Another class of games have learning built into the basic structure of
game play. For instance Tetris or Chess have relatively easy-to-learn mechanics
but a great depth of emergent complexity, and the pace of learning follows the
player’s own ability to uncover this complexity, enabled through practice.
DDA attempts to address these issues, but it must deal with a major hurdle:
players vary in how much challenge they want to face, and DDA smoothes out
the challenge. In other words, some players want to be challenged beyond their
current abilities, and grow in skill to meet the challenge by replaying sections
of the game over and over until they conquer the game. At the other end of the
scale, some players want simply to wander, enjoy the game world and never be
overly challenged, as discussed next.
Personality & interaction style The act of playing requires an attitude to the
game being played that constitutes a personality, even in the case of AI agents
where ‘attitude’ would only be attributable on observation by humans. The act
of play requires commitment to a course of action that ends with an invested
outcome, winning or losing being the most common type of outcome. The per-
severance of a player, and their particular style in undertaking the play actions,
contribute to their play personality. Perseverance in play refers to continuing in
the face of setbacks, e.g. replaying until the point of mastery of a level, strategy,
or skill. Style of play is used to encapsulate the differences between players in
their approach to play tasks. As with any form of personality, a play personality
is not to be thought of as static but quite contextualised and relative. It thus
requires constant monitoring, with a dynamic player model.
Adapting play based on a fixed metric of player performance ignores the op-
portunity to refine adaptive AI based on types of players. This is a major problem
with DDA, because adjusting difficulty adjusts the challenge of the game, and
one difference between types (in many of the existing player typologies) is their
preferred level of challenge. For instance, in the DGD typology [1], the pure
Conqueror type requires very high challenge, while the pure Wanderer type re-
quires stress-free play, i.e. little or no challenge. These are mutually exclusive
and yet core requirements (of each type), so a game that ignores this in favour of
adapting only to the player’s evinced skill risks alienating both types. The sub-
tle indicators of a player’s type are in their approach to play, not their skill in
playing. Thus adapting play based on an evaluation of the player’s type involves
shifting the focus of play overall, encompassing cohesive changes to difficulty,
reward structure, aesthetics and automated assistance.
A player approaches a game from the unique perspective of her own play
history and personality, as discussed above; in addition, players vary fundamen-
tally in information processing styles. This has been addressed in the study of
temperament theory, which is regarded as biologically based, while personality
is culturally based. I, and others, have previously covered this topic in detail
[10, 13, 2]. Thus it is sufficient to reiterate that there is a close link between
the interaction styles that characterise people, and the patterns which reoccur
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throughout game design – and this is no accident because games are human
artefacts designed for human minds.
Behavlets As stated in the Introduction, a general model should provide insight
into different facets of player behaviour, for example the cognitive information
processing ‘style’ of a player. It thus requires a foundation of parameters that
describe the subjective experience of play. The foundation will draw on estab-
lished modelling tools, including at least: i) psychology of behaviour; ii) general
game design; and iii) actions in the context of a given game.
I previously proposed the Behavlets method [10] to build facets i) to iii)
above into composite features of game-play defined over entire action sequences.
The aim is to create player-modelling features linked to valid psychological the-
ory. The Behavlet process integrates descriptive models for temperament theory,
game design patterns, and patterns of player actions. The core concept is to cap-
ture behaviours with certain known bias of personality; e.g. aggression, caution;
and thus observe the players’ self-expression. Behavlets have been used to model
players for, e.g. personality type classification [9] and move prediction [14]. Thus
I use the Behavlets method to fulfil requirement i (from the Introduction): to
capture information about player psychology (cognition, emotion, personality).
How to fulfil requirement ii, and represent the Behavlet model in the con-
text of a game AI? Below I propose an abstract mathematical formalisation, to
provide a foundation for more specific solutions in future.
3 Part B: A General Player Model Proposal
This section aims to provide a notation to represent Behavlets as action se-
quences in a formally defined simulation of a game system, by extending [32].
The motivation is to generate a representation of possible player actions, and
the archetypal behaviour traits that can shape those actions, such that the rep-
resentation can be used as input for a learning system. Ultimately, the goal is
to learn from real human behaviour.
3.1 Background
Formalism To represent Behavlets (or any other psychological model) ‘in the
game’, i.e. in a manner both machine- and human-comprehensible, is (in princi-
ple) best done by simulation. As stated in the inspirational work of [18], simula-
tion “models’ main purposes are to leave out certain aspect of complex systems
to facilitate study of those systems.”
Note that games can be neatly modelled as a mathematical system because
they rely on rule-based interactions defined on a possibility space, and the me-
chanics of play are essentially functions over that space.
Restricting the games under consideration to those with strictly bounded
rules, observe that a state at time t is determined by the game state at time t−1.
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Thus the game can usually be represented by a finite-state Markov process 4. A
state-based model is often used for game representation, and Markov methods
are often used for computational intelligence in games [35].
However, observe that play involves spaces and control systems; these can
be either discrete, or approximately continuous with minimum lower bound,
sometimes defined by the frame rate of e.g. 60fps or 16.67ms per frame.
For purpose of player modelling, the difference between approximate and
truly continuous is not as important as the player’s understanding of the nature
of the play space. A general player model must capture the player’s understand-
ing, and deal with ‘approximately continuous’ data.
If the model must capture every frame of the game, it is hardly an efficient
simulation. Far more parsimonious to use a modelling framework that can handle
continuous entities.
For example, consider Go played with clocks. Players make a single discrete
move while their clock elapses continuous time. The elapsed time value can be
captured with a simple integer, but the elapsed psychological experience cannot.
Fortunately, the required tools are already in [32]’s category theory frame-
work to model interactive control systems. The framework in [32] models both
discrete and continuous control systems, in hybrid form and as abstraction sim-
ulations. I will draw on the definition of hybrid control systems (HCS), following
[18] and building on [32].
[18] is an excellent complement for the reader; it works lucidly through the
foundational technical aspects of applying this formalism to games. It also con-
cludes at about the point where I aim to depart: the composition of micro-games
(e.g. Behavlets) to form complete games (e.g. player models). The approach is
more applied than [18], but as in that paper the aim here is to produce a simu-
lation model with reduced complexity compared to the original game.
[18] described the how of game specification using HCS methods, but he
himself questioned why one would wish to do it. I am interested in providing
this motivating vision.
Prior Work A general player model has the difficult task to account for the
variation between players, variability in their behaviour over time, and the re-
ciprocal relationship of players to the game. For example, such a model should
account not only for player learning, but also player emotions’ impact on play.
There are many relevant fields of study in that problem, and I have previously
reviewed literature contributing to generalised player modelling [13]. Below, lit-
erature on formal models is briefly reviewed.
Various descriptive models of game play have tried to include aspects of
player psychology, such as emotions. For example, I proposed the User-System-
Experience (USE) model [7, 8], to describe the intrinsic motivation of games
4 With a non-rational learning human player at the core of gameplay (who may display
high choice variance, i.e. infer different predicates based on the same observations),
game processes are usually strictly non-Markovian; however they can still be given
Markovian representations as a simplifying assumption.
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in terms of the cognitive neuroscience of information processing and learning.
However the specification of games themselves was lacking in detail. Ja¨rvinen
[21, pp.99-247] built a player experience model on top of a game decomposition
theory. The model has two concepts: game experiences are composed of sequences
of emotions; and game elements embody conditions that elicit emotions. [17]
define a formalisation of ‘synthetic’ emotions using Decision Theory, to be used
for player modelling or for communication of AI agent states to the player.
Methods which codify game mechanics allow a model to capture player-game
interactions. [28] attempts this, using the object oriented programming paradigm
to define game mechanics as “methods invoked by agents”. [4] developed a formal
modelling toolset to analyse player behaviour by action sequence mining. The
method finds all action sequences and their frequency in a game log, representing
common sequences as features, which are selected by ranking according to their
mutual information with the class variable.
Formal specification of the play space can support the integration of game
and psychological models. [33] defined game theory, which gives useful tools to
analyse player behaviour: assuming that players are rational agents with defin-
able utilities for action. Such assumptions do not serve our purpose to learn from
real human behaviour. More generally, formal methods such as category theory
[34], enable specification and verification of the objects and actions of the play
space, and thus support rigorous testing of system coherence. Category theory
was applied to game specification in [18], which leveraged [32]’s system of nota-
tion for abstractions. In [18]’s abstract specification, a game “consists of objects
which change their state during the play, where the evolution of their state is
governed by rules and influenced by the players or other objects”. [18] defined
a game as a triple (S,M, F ), where S is a set of game states; M is a monoid
describing the inputs to the system; and F is an action of the monoid on the
set, i.e. the rules. [18] also showed how the operation of composition defined in
[32] could be used to create novel games; this was a useful abstract discussion.
This approach is flexible, but the complexity of the domain poses a large prob-
lem for this method. [18] agrees: “describing a game with this formalism seems
to be a cumbersome task”. The task is cumbersome because the approach relies
too much on one system; any such system will be either unwieldy or insufficiently
descriptive. In a multi-step modelling approach, methods for action-tracking [4],
design pattern analysis [3], and player psychology profiling [10] can first describe
the game; i.e. requirement i) above. These descriptions can then be associated
with a coding formalism for rigour, i.e. requirement ii) above.
Next section describes such an approach – note, some background knowledge
about HCS literature and algebraic definitions is assumed.
3.2 Formal Model
Here, the full HCS defined by Tabuada et al [32] is extended. A game is modelled
as a HCS; some rectifying operations are also defined, to force the HCS to behave
as games do.
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Model Foundation
Definition A game G = (X ,M, Φ), consisting of:
– the state space X = {Xq}q∈Q
– a monoid M =∐n∈N(U∗ ∪Σ∗)n
– a partial action Φ ofM on X , such that there exist invariants Inv(q) ⊆ Xq
Note Here, X is a set of smooth manifolds parametrised by discrete states q ∈ Q;
this allows modelling of any simulated spaces with entities, such as a game’s 3D
environment with typical player-controlled unit(s) and opponent(s).
Note MonoidM is defined as the product union of the sets U∗, the set of smooth
manifold inputs, and Σ∗, the set of discrete inputs 5; which allows modelling of
combined analogue and digital inputs, such as a joystick and buttons. Individual
inputs are denoted by m, a map in N+0 , defined as a composition of finite ut1...i
with finite σ1...j . In this system, u
t′ indexes time, with ‘embedded’ discrete inputs
from Σ∗, if modelling game time is required.
Note The partial action Φ implies a ruleset that can be defined over a subset
of the state space; this allows modelling of rules such as power-ups, which alter
some core function in a restricted area of state-space, i.e. after a power-up item
has been consumed, and perhaps within limited time/space.
This general-form model may be revised to obtain the core framework for
specific games. For example perfect-information purely-discrete games, such as
Chess and Go, can be obtained when Xq is a singleton and U = ∅.
Example Let us model the game of Noughts & Crosses (TicTacToe in American)
as a demonstration.
– Xxo = (posψ){ψ∈1...9}, the set of 3× 3 board positions, uniquely ordered by
the magic square n = 3 6.
– Mxo = σx∈ψ ∪ σo∈ψ, the act of placing an x or an o.
– Φxo = φ : {1, 2, 3}, a map to three ‘rules’,
1. σx × σo −→ 4Pψ, paired player turns involve sampling without replace-
ment from the magic square n = 3, up to four times,
2. x ∩ o = ∅, choices are disjoint,
3. win ⇐⇒ ∑Σ∗ = 15, winning condition such that player wins if and
only if 3 choices sum to 15.
5 Although continuous systems are constrained to have finite duration of input times,
they may have infinite number of inputs defined as vector field maps from an input
manifold. This permits a model consistent with the player’s point of view, which is
an important part of creating psychologically relevant models.
6 This is a rare occasion when a magic square becomes a Magic Circle (in the sense
of Huizinga, not Yang Hui)!
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Although Noughts & Crosses is a trivial child’s game, it is a simple matter to
adapt this specification to model Gomoku, which is also an m,n, k-game. From
there, it is straightforward to model Go, at least for (X ,M). To define Φ for the
core Go rules, which for brevity are not stated here, would require significant
effort but tractable complexity because the rules are all simply derived from the
board and input definitions X ,M.
In order to more flexibly create games, it helps to exploit modularity; for
this one can use the operation composition of monoids. Composition implies that,
given two monoidsM1 andM2, one can form the compositionM′ =M1⊗M2,
which is also a monoid.M′ has all possible evolutions of the composed monoids
and no interaction between their parts.
For such a model (X ,M, Φ)as described, a common shorthand notation is
ΦX , denoting ΦX : X ×Mx → X . With this notation, and composition, one
can thus describe a basic game, Φ0, and compatible game-parts ΦXa and ΦXb,
and obtain a complete game by composition, ΦXb × ΦXa × ΦX0 → ΦXab. The
goal is that such game-parts are used to represent Behavlets, as described below,
section 3.3.
However as [18] pointed out, with such a framework it is not yet possible to
build any reasonably interesting game, in the sense of a system which produces
meaningful decisions and outcomes [27]. This is because the composition operator
does not impose any interaction on the composed parts, leaving the resultant
system causally heterogeneous and un-gamelike. Composition should also impose
constraints on the composed monoids, such that the inputs of each are influenced
by the other. And, tracking activity patterns allows us to see more clearly how
the defined influences work in practice. Thus, two more concepts complete our
core toolset: composition with restriction, and orbits.
Definition Composition with restriction, denoted ⊗, from [32], imposes a
restriction of ΦX to a subset of X ⊗M′x, such that the composed monoids are
forced to synchronise by the restriction.
Definition An orbit is a set Ox containing all points visited on an evolution
starting at x and controlled by some input m ∈ M. Formally, Ox = {x′ ∈ X :
x′ = ΦX (x,m′) for some prefix m′ of m}. [34] defines an orbit as the behaviour
of an imperative program f , i.e. the effect of a series of inputs a on an initial
state x, such that fai(xi−1) = xi.
For our purposes, an orbit of monoid ΦX will represent instances when the
game-play activity pattern defined by ΦX is played. For example, in Noughts &
Crosses there are well-known tactics, which when played according to the correct
selection criteria will generate a perfect game. These include Play Center, Block,
Fork and others defined in [15]. They can be modelled with a triplet, defining:
player’s move, state of the board, and a test for the type of tactic played.
In the game of Go there are also various well-known patterns of play, such as
atari, gote vs. sente, joseki, ko fighting. These concepts may be captured by or-
bits, when the analysis of the pattern characteristics is algorithmic and tractable
(as in Go, some expert judgement is often involved in assessing patterns).
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To make a well-formed map from games to models, an orbit for modelling
behaviour is under two constraints. It cannot be a cycle, as cycles are not game-
like: consider the ko rule in Go. It cannot consist only of a stable state, as this
cannot evolve (by definition [34]), and is therefore uninteresting from a player
modelling point of view.
Complete Model Based on this framework, a modelling scheme for game
behaviour is proposed, which is descriptive rather than generative; i.e. the aim
is to simulate the game components that relate to player actions, rather than
deriving a simulation of game play from a model of the engine mechanics.
Definition A game G′ is a composition of HCSs ΦX i, 1 < i ≤ k, where each ΦX i
is used to model a distinct game play pattern, and the composition (by the
properties of composition of monoids) is also a HCS.
The ‘base’ monoid ΦX0 represents the core game framework, with no or-
bit restrictions. A single game play pattern is represented by a monoid, ΦX i :
(Xi,Mi, Φi), instantiated by an orbit OX i, with a starting condition (q, x0)i, an
initial condition from Xqi which corresponds to the opening state of the game
pattern. Such monoids are constrained from having initial or terminal objects
(as defined by [34]), because they would then be allowed to define only a single
function, violating the principle that games should be uncertain.
Modelling of the complete game is achieved by composition with restriction,
where three restriction operators are defined.
1. Xqi ⊆ Xqi−1, i.e. state space is reduced every time by composition. This
models the progression of games, i.e. the fact that a game can generally be
modelled as a tree traversal, such that every move will reduce the remaining
possible states.
2. mi⊗mi−1 iff mi−1 is a prefix of mi, such that e.g. in a time-indexed system
mt1 ≥ m− 1t1 , i.e. the start time of the orbit for the next monoid to be
composed must be greater than or equal to the prior monoid, such that
game progression is modelled.
3. Oxi 6= Oxi−1 where (q, x0)i ∩ (q, x0)i−1 6= ∅ without any other restriction
on x ∈ OX i. I.e. monoids composed such that their orbits have overlapping
time sequences, shall not be isomorphic.
Thus, based on this approach, a gameG′ is a basis monoid ΦX0 : (X0,M0, Φ0),
which provides the complete state space and time registration, without inputs.
The basis monoid is composed with 1..k − 1 additional game pattern monoids,
to describe those activities in the game that reduce the possibility space until
game end. Each pattern monoid Φi is restricted to join the base monoid in a
time-ordered fashion, without overlap of isomorphs, and without expanding the
game tree with nodes excluded by previously composed monoids Φ1..i−1.
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3.3 Behavlets-based formal model
As mentioned, the intention is to formalise the ‘Behavlets’ player modelling
method. Per the formal model definition, this can be done by using orbits to
represent the play patterns arising in-game, as elaborated here.
A Behavlet is essentially a game play pattern associated with a temperament
trait. Thus, a well-chosen monoid representation of a pattern, ΦX i, can also rep-
resent a Behavlet, and thereby be associated with a temperament trait. To select
the right monoid for the Behavlet is quite straightforward. The instantiation or-
bit OX i is equivalent to the Behavlet logic, defined in [10]. Further, the orbit
starting condition (q, x0)i is equivalent to the Behavlet concept of a constraint
harness, defined in [10].
An example will illustrate the approach, for which are used already peer-
reviewed [10] and empirically tested [14] Behavlets, derived for the game Pac-
Man (Namco, 1980). The formal framework for the Behavlets model of a given
game Γ is obtained and used with the following five step process:
1. define basis monoid for Γ
2. define compositional Γ play pattern monoids, each with temperament trait
3. define model instance as label for play personality in Γ
4. model reduction by the operation of simulation, giving representations of
behaviour patterns in Γ -like games which can be compared
5. obtain generalised player model by iterating this process
I will apply this process to the Pac-Man Behavlets using the Pac-Man spec-
ification from my previous work (see e.g. appendix D to [9]). This specification
was totally state-based, discretising the smooth movement of original Pac-Man.
Thus, as with Chess or Go, this Pac-Man does not need U∗, and X is single-
ton. For brevity, further simplifications are made which do not relate to the
example Behavlet. Only a single level is modelled, to avoid extra complications
surrounding tests that would be needed to model end-of-level or loss of lives
(for a description of test function construction, see e.g. [34, pp.46]). There are
no extra state variables to model bonus items, points scored, or Pac-Man’s lives
(these values are referenced but not defined). There is also no model of the driver
of Ghost behaviour, which in the prior specification is simply a probabilistic map
to adjacent positions, weighted toward Pac-Man in normal play and away from
Pac-Man when a power pill is in effect. These features can be trivially added.
First, the basis monoid for a Pac-Man game P:
Definition ΦP = (XP0,MP0, ΦP0),
– XP0 = {mat, xyp}, where mat = (hposx) ∪ (vposy), {x, y ∈ N, 1 . . . 20}
the Pac-Man ‘map’ matrix with values drawn from {∅, wall, pill, powerpill};
and xyp is a set of current position values for Pac-Man and the Ghosts
{xyp | p ∈ PM,G1..4},
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– MP0 = m : {←, ↑, ↓,→} × XxyPM d=1−−→ X , a map from the four directions
of movement to the matrix position adjacent to Pac-Man’s current position,
– ΦP0 = φ : {1, 2, 3}, a map to three ‘rules’,
1. m × pill −→ {+5points,XxyPM = ∅}, Pac-Man passes through a matrix
position with a pill: increase points by +5, position becomes empty,
2. m× powerpill −→ {+10points,XxyPM = ∅, φ = φ′ : {1, 2, 3′}, t : (1..n)},
similar effects as pill; also transition to the map φ′, where vulnerability
of Pac-Man to the Ghosts is inverted for a limited time n,
3. m × xyG1..4 −→ −1life, Pac-Man and a Ghost enter the same matrix
position: Pac-Man loses a life,
3′ m × xyG1..4 −→ {+50points × i, i ∈ (1..4), xyGi = xy0Gi}, Pac-Man
and a Ghost enter the same matrix position: +50 points (multiplied by
consecutive Ghost order), Ghost returns to starting position
Second, the Behavlets themselves are modelled. To illustrate, I select a Be-
havlet listed in [10, pp.293], A1 Hunt Close To Ghost House. Behavlet A1 (for
short) tracks how often a player follows the Ghosts right up to their house while
attacking them in powerpill mode.
Definition ΦA1 = (x
′,m′, OPA1),
– x′ = ∀1..4, dist(xyGi , xy0Gi) ≤ 3, the manhattan distance of each Ghost to
its own starting position is three or less,
– m′ ⊆ MP0∀t(1..n), the orbit elapses for all inputs until the end of the
powerpill timer,
– OPA1 = {x′ ∈ XP0 : x′ = ΦP0(x,m′), an orbit defined on the Pac-Man basis
monoid
Third, the composited game is produced, P = ΦA1 ⊗ ΦP = ΦPA1. Game in-
stances where this Behavlet monoid appears can be labelled as examples of
cautious play, with a quantification scheme as described above.
Fourth, model reduction by simulation creates a simpler representation with-
out reference to the specifics of the game. Thus one does not need to define, for
example, the dimensions of game space states Xq, only to define the type of
spaces as they appear to the player. In this way, one can make an equivalence
between models for Pac-Man, Go, even Noughts & Crosses if wished. Given the
game produced by composition with restrictions ΦPA1, two simulations of the
composed parts are defined: βA1 and βP . The map ϕ which defines each β is an
abstraction of the part of the model which is not relevant to comparison with an-
other simulated game. βs are composed by restriction to produce a more general
version of the model, βPA1.
βA1 ⊗ βP βPA1
ΦA1 ⊗ ΦP ΦPA1
ϕ ϕ (1)
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The complete approach to simulation is detailed in [32], and is also discussed
in [18]. Here it is enough to note that, given proven models of games such as
those described above, the reduction can be pursued and the simulations are
then ‘safe’ to study without reference to the messy details.
Fifth and finally, obtaining the generalised player model from the given
framework is perhaps possible for a class of games between which simulation is
well-defined. Proving this is clearly a matter for future work.
4 Discussion
It is clear that adaptive AI can be enhanced using in-depth knowledge of the
player in real-time. It is our primary argument in this paper that a generalised
player model is the most efficient way to capture player individuality which is
required for good function of adaptive AI. Properly constraining adaptive AI
should therefore be a function of a player modelling approach.
The approach described in Section 3 for a generalised player model draws
on the Behavlet method to create psychologically-based features of game play,
and redefines them as parts of a category theoretic formal model. The value of
this approach is that, under a formal framework, Behavlet models of particular
games can be further generalised by the operation of simulation.
The primary use case for the described method is to capture player variation.
Consider that, if Behavlets are modelled as game parts ΦX , then by the Behavlets
method [10], each ΦX i will have an associated behaviour trait. Thus, a game
instance with a specific Φ composition will reflect the ‘character’ of a particular
player’s play style. Potentially, characteristics of human play can be learned
through enough such instances.
Also consider that the method allows abstraction and specificity: one can
build a canonical game model and also simulate game instances quite easily from
the same definitions. This allows exploration of the space of possible games.
This is a work at the concept stage, and like any concept there are many
details lacking. The state of the method presented is probably sub-optimal, and
this may frustrate the more engineering-minded reader; but the aim is initiate a
conversation. It is to be hoped that the concept will provide fertile soil to grow
more detailed methods.
In future work, we will study a single game under a finite set of adaptive AI
conditions. We will use Behavlets [10] to provide the generalised player model,
and the formal method (described above) to provide a rigorous framework for
comparison. We will iteratively evaluate progressively more complex adaptations
of this testbed game. The testbed game, such as a first-person shooter, will
be chosen to provide a well-understood experience (in the sense of being well-
studied), and also a rich activity (in the sense of allowing players to express
varying behaviours). [10] has guidelines on choosing a viable testbed game.
Thus, in the first instance the formally defined player model will be built for
the testbed game with no adaptation conditions. The game will then be altered in
a simple way, in order to demonstrate abstract game comparison-by-simulation
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[11], comparing the original and altered versions. Thereafter, adaptive AI will be
added to the modelled game, in multiple conditions with increasing complexity.
Based on the generalised player model, each adaptation will be designed to
respond to some aspect of the player profile, for example a player’s tendency
towards cautious play, creating multiple versions of the game. These versions
will be evaluated by play testing to establish whether the generalised player
model does in fact support adaptive AI. To further demonstrate that the system
can facilitate adaptive AI, the versions with more complex adaptations will be
compared with the simpler versions, using the simulation features of the formal
model. The threshold for complexity will be set where it is no longer possible
to manually test all possible adaptive outcomes. This will show that issues of
logical consistency can be dealt with more readily when the profile of the player
is known through a formal generalised player model.
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