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In this paper, the compressible non-isentropic Navier–Stokes–
Poisson (NSP) system is considered in R3 and the inﬂuences of
internal electric ﬁeld on the qualitative behaviors of solutions are
analyzed. We observe that the electric ﬁeld leads to the rotating
phenomena in charge transport and reduces the speed of ﬂuid
motion, but it does not inﬂuence the transport of charge density
and the heat diffusion. Indeed, we show that both density and
temperature of the NSP system converge to their equilibrium state
at the same rate (1 + t)− 34 as the non-isentropic compressible
Navier–Stokes system, but the momentum decays at the rate
(1 + t)− 14 , which is slower than the rate (1 + t)− 34 for the pure
compressible Navier–Stokes system. These convergence rates are
also shown to be optimal for the non-isentropic compressible NSP
system.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and main results
The compressible non-isentropic Navier–Stokes–Poisson (NSP) system is used to model and sim-
ulate the charge transport in semiconductor devices [22]. In general, it takes the form of the com-
pressible non-isentropic Navier–Stokes equations forced by the electric ﬁeld which is governed by the
self-consistent Poisson equation. The NSP system in R3 reads
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∂tρ + ∇ · (ρu) = 0,
∂t(ρu) + ∇ · (ρu ⊗ u) + ∇p = −ρ∇Φ + ∇ · T,
∂t(ρE) + ∇ · (ρuE + up) = −ρu · ∇Φ + ∇ · (uT) + kθ,
−λ2Φ = ρ − ρ¯, lim|x|→∞Φ(x, t) = 0,
(x, t) ∈ R3 × R+, (1.1)
where ρ > 0, u = (u1,u2,u3), θ > 0, p = p(ρ, θ), and Φ denote the density, the velocity, the absolute
temperature, the pressure and the electrostatic potential respectively. The total energy E = 12 |u|2 + e
with e = Cvθ , the stress tensor T = μ(∇u + (∇u)t) + ν(∇ · u)I with I the identity matrix, and the
constant viscous coeﬃcients μ > 0 and ν satisfy μ + 23ν > 0. The constants Cv > 0, k > 0 are the
heat capacity at constant volume and the coeﬃcient of heat conductivity respectively. λ > 0 is the
scaled Debye length and ρ¯ > 0 is the background doping proﬁle [22], which in this paper is taken as
a positive constant for simplicity.
There are many important progress on the global existence and long time behaviors of global solu-
tions to multi-dimensional compressible Navier–Stokes (CNS) equations. When there is no additional
(external or internal) force involved, the global existence and long time behaviors of strong solutions
are shown in multi-dimensional spatial domains, refer to [9,10,12–17,19–21,23,27] and references
therein. In particular, the optimal time decay rates of the global solution to its equilibrium state are
shown and the nonlinear wave phenomena for the CNS system is also investigated. To conclude, the
optimal time-decay rates established in [9,10,15,17,23,27] in R3 are
∥∥(ρ − ρ¯,u, θ − θ¯ )(t)∥∥L2(R3)  C(1+ t)− 34 , (1.2)∥∥(ρ − ρ¯,u, θ − θ¯ )(t)∥∥L∞(R3)  C(1+ t)− 32 . (1.3)
There are also important progress on the compressible Navier–Stokes equations as additional (exterior
or internal) potential force involved. The global existence of strong solutions and their long time decay
rates are also shown [1,6,25,26]. The optimal L2 convergence rate in R3 was established in [5] for the
non-isentropic compressible ﬂow as
∥∥(ρ − ρ∞,u, θ − θ∞)(t)∥∥Lp(R3)  C(1+ t)− 32 (1− 1p ), 2 p  6,
where (ρ∞,0, θ∞) is the steady solution.
However, to our knowledge there are few results on the dynamics of global solutions to the Navier–
Stokes–Poisson system, especially on the large time behavior, besides the local and/or global existence
of multi-dimensional re-normalized solution obtained in [4,28], and the global existence of strong
solution in Besov type space shown [11]. Recently, the long time behavior of global solution is in-
vestigated for isentropic compressible NSP system [18], where the optimal decay rates of the global
classical solution is obtained. Therein, it is observed that the electric ﬁeld affects the large time be-
haviors of the solution in the sense that the momentum decays at the rate (1+ t)− 14 which is slower
than the rate (1+ t)− 34 for the compressible Navier–Stokes, while the density tends to its asymptotical
state at the same rate (1 + t)− 34 as the compressible Navier–Stokes. It should be noted that for the
compressible Euler–Poisson (EP) system, a quite different phenomena is shown in [7] where the long
time convergence rate of global irrotational solution is enhanced by the dispersion effect due to the
coupling of electric ﬁeld, namely, both density and velocity tend to pointwisely equilibrium constant
state at the rate (1+ t)−p for any p ∈ (1,3/2). A natural question is whether this phenomena happens
for the non-isentropic NSP system, where the heat diffusion is also taken into consideration.
Note that for the compressible Navier–Stokes–Poisson system related to the dynamics of self-
gravitating polytropic gases stars, there are also important progress recently on the existence of local
and global weak solutions (re-normalized solution), the reader can refer to [2,3,24,28] and references
therein.
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initial value problem (IVP) for the non-isentropic compressible Navier–Stokes–Poisson system (1.1). It
is convenient to study the IVP problem for the following form which is equivalent to (1.1) for classical
solutions⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tρ + ∇ ·m = 0,
∂tm+ ∇ ·
(
m⊗m
ρ
)
+ ∇p(ρ, θ) + ρ∇Φ = μ
(
m
ρ
)
+ (μ + ν)∇
(
∇ ·
(
m
ρ
))
,
Cvρ∂tθ +m · ∇θ + θ pθ (ρ, θ)∇ · u = kθ + 2μD
(
m
ρ
)
: D
(
m
ρ
)
+ ν
(
∇ · m
ρ
)2
,
−λ2Φ = ρ − ρ¯, lim|x|→∞Φ(x, t) = 0,
(ρ,m, θ)(x,0) = (ρ0,m0, θ0)(x),
(1.4)
where (x, t) ∈ R3 × R+ , m = (m1,m2,m3) = (ρu1,ρu2,ρu3) is the momentum, and D(v) = (dij)3i, j=1
for v = (v1, v2, v3) with dij = (vix j + v jxi ).
It is shown in the present paper that similarly to [18] the electric ﬁeld also leads to the rotat-
ing phenomena in ﬂuids motion, affects the speed of wave propagation and reduces the dispersion
effect, and causes a slower time-decay rate of the momentum (or velocity vector ﬁeld). This makes
the Huygens’ principle observed in [15] for compressible Navier–Stokes equations invalid here (see
Remark 2.3). Indeed, we show that the time-decay rate of the density and the temperature of the NSP
system converge to their constant state at the same algebraic time-decay rate as for the CNS system,
but the momentum decays at a slower time-decay rate than those for CNS system. These convergence
rates are also shown to be optimal for the non-isentropic compressible NSP system. However, since
there is heat-conduction involved, it becomes more complicated than the isentropic case to investigate
the inﬂuence of electric ﬁled for (1.4). Indeed, it is impossible to express the Green function explicitly
for the semigroup of linearized system, which makes it diﬃcult to analyze the spectral and establish
the optimal time decay rates, and thus one has to analyze and decompose carefully the semigroup of
the corresponding linearized system in order to deal with the original system.
We have the existence and large time behavior of global solution to the IVP problem (1.4).
Theorem 1.1. Assume that pρ(ρ¯, θ¯ ) > 0 and pθ (ρ¯, θ¯ ) > 0 for two given constants ρ¯ > 0 and θ¯ > 0, and
(ρ0 − ρ¯,m0, θ0 − θ¯ ) ∈ H4(R3) ∩ L1(R3) with Λ0 := ‖(ρ0 − ρ¯,m0, θ0 − θ¯ )‖H4(R3)∩L1(R3) small enough.
Then, there is a unique global classical solution (ρ,m, θ,Φ) of the IVP (1.4) satisfying
ρ − ρ¯ ∈ C0(R+, H4(R3))∩ C1(R+, H3(R3)), (1.5)
m, θ ∈ C0(R+, H4(R3))∩ C1(R+, H2(R3)), (1.6)
Φ ∈ C0(R+, L6(R3)), ∇Φ ∈ C0(R+, H5(R3)), (1.7)
and ∥∥∂kx (ρ − ρ¯)(t)∥∥L2(R3)  CΛ0(1+ t)−( 34+ k2 ), k = 0,1, (1.8)∥∥∂kx (θ − θ¯ )(t)∥∥L2(R3)  CΛ0(1+ t)−( 34+ k2 ), k = 0,1, (1.9)∥∥∂kxm(t)∥∥L2(R3)  CΛ0(1+ t)−( 14+ k2 ), k = 0,1, (1.10)∥∥∂kx (∇Φ)(t)∥∥L2(R3)  CΛ0(1+ t)− 14 , k = 0,1,2, (1.11)
where C denotes a positive constant independent of time.
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rates for the global solution.
Theorem 1.2. Under the assumptions of Theorem 1.1, denote (n0,m0,q0) := (ρ0 − ρ¯,m0, θ0 − θ¯ ) and as-
sume that its Fourier transform (nˆ0,mˆ0, qˆ0) satisﬁes that inf0|ξ |η |nˆ0(ξ)| > c0 > 0, inf0|ξ |η |qˆ0(ξ)| 
α0 sup0|ξ |η |̂n0(ξ)|, with c0 and α0 two constants and η > 0 a small constant, then the global solution
(ρ,m, θ,Φ) obtained in Theorem 1.1 satisﬁes for large time that
c(1+ t)− 34  ∥∥(ρ − ρ¯)(t)∥∥L2(R3) + ∥∥(θ − θ¯ )(t)∥∥L2(R3)  C(1+ t)− 34 , (1.12)
c(1+ t)− 14  ∥∥m(t)∥∥L2(R3) + ∥∥∇Φ(t)∥∥L2(R3)  C(1+ t)− 14 , (1.13)
where c and C are positive constants independent of time.
Remark 1.3. It should be noted that for non-isentropic viscous compressible Navier–Stokes equations
with the same initial data, the strong solution exists globally in time and decays at the optimal
algebraic rate (1+ t)− 34 in L2-norm [17,19]. However, the time-decay rates (1.8)–(1.11) in Theorem 1.1
imply that the momentum of the compressible Navier–Stokes–Poisson system decays at the slower
time-decay rate (1+ t)− 14 in L2-norm than the non-isentropic NS system, although both density and
temperature decay at the same optimal rate (1+ t)− 34 in L2-norm as the non-isentropic compressible
Navier–Stokes equations. This is caused by the coupling of the electric ﬁeld governed by the self-
consistent Poisson equation, which also destroys the usual acoustic wave propagation for classical
compressible viscous ﬂow.
Remark 1.4. In view of the properties observed in this paper, it is interesting to investigate carefully
the Green’s function in order to get the point-wise behaviors of the NSP system.
The paper is arranged as follows. In Section 2, we apply the spectral analysis to the semigroup and
establish the L2 time-decay rate for the linearized non-isentropic NSP system. The time decay rate of
the global solution for nonlinear NSP system is studied in Section 3.
2. Spectral analysis and linear L2 estimates
Without loss of generality, we set λ = 1 and choose the constant state (ρ¯,0, θ¯ ) = (1,0,1) in
IVP (1.4). Consider the corresponding IVP problem for the linearized Navier–Stokes–Poisson system
of the perturbation (n,m,q) = (ρ − ρ¯,m, θ − θ¯ )⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂tn + ∇ ·m = 0,
∂tm+ α1∇n + α2∇q + ∇(−)−1n− μm− (μ + ν)∇(∇ ·m) = 0,
∂tq + α3∇ ·m− k¯q = 0,
Φ = (−)−1n, lim|x|→∞Φ(x, t) = 0,
(n,m,q)(x,0) = (n0,m0,q0)(x) = (ρ0 − 1,m0, θ0 − 1)(x), x ∈ R3,
(2.1)
where α1 = pρ(1,1), α2 = pθ (1,1), α3 = pθ (1,1)Cv , k¯ = kCv are positive constants.
In terms of the semigroup theory for evolutionary equation, the solution (n,m,q) of linear IVP
problem (2.1) can be expressed via the IVP problem for U = (n,m,q)t as
Ut = BU , U (0) = U0, t  0, (2.2)
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U (t) = S(t)U0 =: etBU0, t  0. (2.3)
What left is to analyze the properties of the semigroup S(t) through the Fourier transform A(ξ)
of the operator B . Applying the Fourier transform to system (2.2), we have
∂t Û = A(ξ)Û , Û (0) = Û0, (2.4)
where Û (t) = Û (ξ, t) =FU (ξ, t), ξ = (ξ1, ξ2, ξ3)t and A(ξ) is deﬁned as
A(ξ) =
( 0 −iξ t 0
−iξ(α1 + |ξ |−2) −μ|ξ |2 I3×3 − (μ + ν)ξ ⊗ ξ −iξα2
0 −iξ tα3 −k¯|ξ |2
)
5×5
. (2.5)
We can express the solution of (2.2) in terms of the semigroup S(t) as
U (t) = S(t)U0 = etBU0 =: F−1
(
etA(ξ)Û0
)
, A(ξ) = F (B)(ξ), ξ ∈ R3. (2.6)
The eigenvalues of the matrix A(ξ) can be computed from the determinant
det
(
A(ξ) − λI)= −(λ + μ|ξ |2)2 f (λ, |ξ |2)= 0, (2.7)
where
f
(
λ, |ξ |2)= λ3 + λ2(2μ + ν + k¯)|ξ |2 + λ[1+ |ξ |2(α1 + α2α3) + |ξ |4k¯(2μ + ν)]
+ k¯α1|ξ |4 + k¯|ξ |2, (2.8)
which implies
λ0 = −μ|ξ |2 (double), λ1 = λ1
(|ξ |2), λ2 = λ2(|ξ |2), λ3 = λ3(|ξ |2). (2.9)
The semigroup S(t) = et A is expressed as
etA(ξ) =
3∑
i=0
eλi t P i(ξ), (2.10)
where the project operators Pi(ξ) (i = 0,1,2,3) can be computed as
Pi(ξ) =
∏
j 
=i
A(ξ) − λ j I
λi − λ j . (2.11)
It is known from [19,20] that in order to estimate the semigroup S(t) in L2 space, we need mainly
analyze the property of et A(ξ) at both lower frequency and higher frequency respectively. To this end,
we make use of the following lemma (see [19] or appendix in [8]).
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p(τ ,η) = cm(η)τm + cm−1(η)τm−1 + · · · + c0(η),
where m 1, cm(η) 
= 0. It holds
p(τ ,η) = cm(η)
m∏
j=1
(
τ − τ j(η)
)
,
where each τ j for some positive integer n is an analytic function of η
1
n , when 0 < |η| < δ with no essential
singularity at η
1
n , that is τ j(η) =∑∞k=N ak(η 1n )k (Puisex series). Here, N may be a positive or negative integer
or 0.
We analyze the asymptotical expansions of λi and Pi (i = 0,1,2,3) and et A(ξ) for both lower and
higher frequencies. For simplicity, we mainly consider the case μ 
= k¯, and prove the main properties
in Lemma 2.4–2.6 below, which can also be shown to be valid for the case μ = k¯ (see Remark 2.8).
Lemma 2.2.We have:
(1) There exist positive constants r1 < r2 such that for |ξ | < r1 , the spectral λi (i = 0,1,2,3) has the following
Taylor series expansion⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
λ0 = −μ|ξ |2 (double),
λ1 = −k¯|ξ |2 + O
(|ξ |4),
λ2 = i
(
1+ α1 + β
2
|ξ |2 + O (|ξ |4))− 1
2
(2μ + ν)|ξ |2 + O (|ξ |4),
λ3 = λ∗2,
(2.12)
and for |ξ | > r2 , λi (i = 0,1,2,3) has the following Laurent series expansion for the case k¯ 
= ν + 2μ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
λ0 = −μ|ξ |2 (double),
λk = − α1
ν + 2μ + O
(
1
|ξ |
)
,
λl = −k¯|ξ |2 + β
k¯ − (ν + 2μ) + O
(
1
|ξ |
)
,
λm = −(ν + 2μ)|ξ |2 + −k¯α1 + (α1 + β)(ν + 2μ)
(ν + 2μ)(ν + 2μ − k¯) + O
(
1
|ξ |
)
,
(2.13)
or for the case k¯ = ν + 2μ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
λ0 = −μ|ξ |2 (double),
λk = − α1
ν + 2μ + O
(
1
|ξ |
)
,
λl = i|ξ |(α1 + β) 12 − k¯|ξ |2 + 1− β
2k¯
+ O
(
1
|ξ |
)
,
λm = λ∗l ,
(2.14)
with β = α2α3 .
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−a1|ξ |2 < Reλi(ξ)−a2|ξ |2, for |ξ | r1, (2.15)
Reλi(ξ) < −a3, for |ξ | > r1, i = 0,1,2,3. (2.16)
(3) The project operator Pi(ξ) and the matrix et A(ξ) deﬁned in (2.10) and (2.11) have the estimates
∣∣∣∣∣∣Pi(ξ)∣∣∣∣∣∣ C, for |ξ | r2, i = 0,1,2,3, (2.17)∣∣∣∣∣∣etA(ξ)∣∣∣∣∣∣ C(1+ t)3e−a3t, for |ξ | r1, (2.18)
where C denotes the generic positive constant and ||| · ||| denotes the norm of matrix for simplicity.
(4) Suppose μ 
= k¯, then for |ξ | r1, the project operator Pi(ξ) (i = 0,1,2,3) has the following expansion
corresponding to (2.12)
P0(ξ) = P (0)0 (ξ) + R0(ξ), P (0)0 (ξ) =
⎛⎜⎜⎝
−α1k¯|ξ |2
k¯−μ
iξl(α1+β)
k¯−μ 0
iξk(α1+β)
(k¯−μ)|ξ |2 δkl −
ξkξl
|ξ |2
iξk(α1+β)α2
k¯−μ
0 iξl(α1+β)α3
k¯−μ
k¯β|ξ |2
k¯−μ
⎞⎟⎟⎠ , (2.19)
P1(ξ) = P (0)1 (ξ) + R1(ξ),
P (0)1 (ξ) =
⎛⎜⎜⎝
α1μ|ξ |2
k¯−μ
−iξl(α1+β)
k¯−μ −α2|ξ |2
−iξk(α1+β)
(k¯−μ)|ξ |2
−ξkξl[(ν+2μ)(α1+β)+k¯β]
k¯−μ
−iξk(α1+β)α2
k¯−μ
−α3 −iξl(α1+β)α3k¯−μ 1
⎞⎟⎟⎠ , (2.20)
P2(ξ) = P (0)2 (ξ) + R2(ξ), P (0)2 (ξ) =
⎛⎜⎝
1
2
−ξl
2
α2|ξ |2
2−ξk
2|ξ |2
ξkξl
2|ξ |2
−ξkα2
2
α3
2
−ξlα3
2
β|ξ |2
2
⎞⎟⎠ , (2.21)
P3(ξ) = P (0)3 (ξ) + R3(ξ), P (0)3 (ξ) =
⎛⎜⎝
1
2
ξl
2
α2|ξ |2
2
ξk
2|ξ |2
ξkξl
2|ξ |2
ξkα2
2
α3
2
ξlα3
2
β|ξ |2
2
⎞⎟⎠ , (2.22)
where Ri(ξ) (i = 0,1,2,3) denotes the remaindermatrix consisting of the higher order termswith respect
to |ξ | than the dominating term P (0)i (ξ).
Proof. The idea to prove the above lemma is similar to those used for the compressible Navier–
Stokes system in [19,20], and we only present here the sketch of the proof. The main difference here
for compressible NSP system lies in the appearance of the terms including ξk|ξ |2 in Pi(ξ), which behave
the nontrivial singularities at lower frequency and lead to a quite different properties for both λi(ξ)
and Pi(ξ).
Indeed, based on Lemma 2.1, the asymptotical expansions of (2.12)–(2.14) in (1) can be obtained
by a direct computation. These asymptotical formula and the fact that Reλi(ξ) 
= 0 for |ξ | > r1 give
rise to (2.15) and (2.16). The (2.17) follows from the expression (2.11) of Pi(ξ) and (2.12)–(2.14) for λi ,
and one can modify (2.11) as [19,20] to deal with the singularity of
∏
i 
= j(λi −λ j)−1 and obtain (2.18).
Finally, making use of the asymptotical expansions (2.12), we can derive the corresponding expansion
(2.19)–(2.22) for Pi(ξ) in terms of (2.11). 
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in (2.12) for compressible Navier–Stokes–Poisson equations at lower frequency term, compared with
the compressible Navier–Stokes. To be more precisely, it happens that λ2 ≈ i|ξ | − 12 (2μ + ν)|ξ |2 for
CNS but λ2 ≈ i − 12 (2μ + ν)|ξ |2 for NSP. This makes the Huygens’ principle observed in [15] for
compressible Navier–Stokes equations invalid here.
With the help of Lemma 2.2, we can establish the expected time decay rates for the semigroup
S(t) = etB in terms of its Fourier modes et A(ξ) . Denote
etA(ξ) =
( N(t)
M(t)
Q (t)
)
=
( N1(t) + N2(t)
M1(t) + M2(t)
Q 1(t) + Q 2(t)
)
, (2.23)
where the matrices (suppose et A(ξ) = (aij(ξ, t))5×5) are deﬁned as
N1(t) =: N1(ξ, t) =
(
a11(ξ, t) 0
)
1×5, (2.24)
N2(t) =: N2(ξ, t) =
(
0 a1l(ξ, t)
)
1×5, l = 2,3,4,5, (2.25)
M1(t) =: M1(ξ, t) =
(
ak1(ξ, t) 0
)
3×5, k = 2,3,4, (2.26)
M2(t) =: M2(ξ, t) =
(
0
(
akl(ξ, t)
)
3×4
)
3×5, k = 2,3,4, l = 2,3,4,5, (2.27)
Q 1(t) =: Q 1(ξ, t) =
(
a51(ξ, t) 0 a55(ξ, t)
)
1×5, (2.28)
Q 2(t) =: Q 2(ξ, t) =
(
0 a5l(ξ, t) 0
)
1×5, l = 2,3,4. (2.29)
The Fourier transform (nˆ,mˆ, qˆ) of the solution (n,m,q) to (2.2) can be expressed as
nˆ(ξ, t) = N(t)Û0(ξ) =
(
N1(t) + N2(t)
)
Û0(ξ), (2.30)
mˆ(ξ, t) = M(t)Û0(ξ) =
(
M1(t) + M2(t)
)
Û0(ξ), (2.31)
qˆ(ξ, t) = Q (t)Û0(ξ) =
(
Q 1(t) + Q 2(t)
)
Û0(ξ), (2.32)
and the Fourier transform of electric ﬁeld E = ∇Φ is obtained in terms of nˆ and the Riesz potential
Ê = etL(ξ)Û0 =:
(
L1(t) + L2(t)
)
Û0(ξ) =: iξ|ξ |2
(
N1(t) + N2(t)
)
Û0(ξ). (2.33)
We have the following estimates on semigroup S(t).
Lemma 2.4. For 0 < |ξ | r1, we have∣∣∣∣∣∣N1(t)∣∣∣∣∣∣ Ce−a2|ξ |2t, ∣∣∣∣∣∣N2(t)∣∣∣∣∣∣ C |ξ |e−a2|ξ |2t, (2.34)∣∣∣∣∣∣M1(t)∣∣∣∣∣∣ C 1|ξ |e−a2|ξ |2t, ∣∣∣∣∣∣M2(t)∣∣∣∣∣∣ Ce−a2|ξ |2t, (2.35)∣∣∣∣∣∣Q 1(t)∣∣∣∣∣∣ Ce−a2|ξ |2t, ∣∣∣∣∣∣Q 2(t)∣∣∣∣∣∣ C |ξ |e−a2|ξ |2t, (2.36)∣∣∣∣∣∣L1(t)∣∣∣∣∣∣ C 1|ξ |e−a2|ξ |2t, ∣∣∣∣∣∣L2(t)∣∣∣∣∣∣ Ce−a2|ξ |2t, (2.37)
where C > 0 is a generic constant.
874 G. Zhang et al. / J. Differential Equations 250 (2011) 866–891Proof. In view of the expressions of (2.19)–(2.22), and the fact that the matrix Ri(ξ) consists of
higher order terms with respect to |ξ |, thus the matrix P (0)i (ξ) dominates the properties of Pi(ξ)
for 0 < |ξ | < r1. By the deﬁnition (2.10) of et A(ξ) and its decomposition (2.23)–(2.29), we can express
the terms Nk,Mk, Qk, Lk by Pi(ξ) and Ri(ξ) and make use of the approximate formula (2.12) and
(2.16) for λi and (2.19)–(2.22) for Pi(ξ) to derive the expected behaviors (2.34)–(2.37) corresponding
to these of P (0)i (ξ). We omit the details. 
By (2.17) and (2.18) we can derive the time decay rates of the semigroup S(t) for high frequency.
Lemma 2.5. For |ξ | r1 , we have
∣∣∣∣∣∣(N(t),M(t), Q (t), L(t))∣∣∣∣∣∣{|ξ |r1}  C(1+ t)3e−a3t, (2.38)∣∣∣∣∣∣|ξ |(N2(t), Q 2(t))∣∣∣∣∣∣{|ξ |r1}  C(1+ t)3e−a3t . (2.39)
Here C > 0 is a positive constant.
Proof. (2.38) follows from (2.18) directly. For the case k¯ 
= (ν + 2μ), (2.39) can be shown by sub-
stituting (2.13) into (2.10) and applying a complicated but straightforward computation to P (0)i (ξ)
and Ri(ξ). For the case k¯ = (ν + 2μ), when substituting (2.13) into (2.10) and dealing with the
semigroup (2.10) and the project operators (2.11), we need to estimate the summation terms
Pl(ξ)eλlt + Pm(ξ)eλmt appearing in N2(t) and Q 2(t) as follows{
b5|ξ |5
d5|ξ |5 +∑4j=0 d j|ξ | j eλlt −
b5|ξ |5
d5|ξ |5 +∑4j=0 l j|ξ | j eλmt
}
 T
(|ξ |5), |ξ |  1, (2.40)
where b5 
= 0,d5 
= 0, and di , bi (i = 1,2,3,4) are some constants and
λl = λl(ξ) = i|ξ |(α1 + β) 12 − k¯|ξ |2 + 1− β
2k¯
+ O
(
1
|ξ |
)
, λm = λ∗l , |ξ |  1.
To estimate T (|ξ |5), we also need to decompose it into three terms for |ξ |  1 as
T
(|ξ |5)= b5
d5
(
1
1+ O ( 1|ξ | )
)
eλlt − b5
d5
(
1
1+ O ( 1|ξ | )
)
eλmt
=
(
b5
d5
eλlt − b5
d5
eλmt
)
+ O
(
1
|ξ |
)
eλlt + O
(
1
|ξ |
)
eλmt  Z1 + Z2 + Z3,
|Z1| =
∣∣∣∣b5d5 (2i sin(τ1|ξ |t)e−τ2|ξ |2t+O (1)t)
∣∣∣∣= ∣∣∣∣i 2b5d5 sin(τ1|ξ |t)e−τ2|ξ |2t+O (1)t
( |ξ |2t
|ξ |2t
)∣∣∣∣
=
∣∣∣∣i 2b5d5 sin(τ1|ξ |t)|ξ |t (e−τ2|ξ |2t+O (1)t |ξ |2t)
(
1
|ξ |
)∣∣∣∣ C 1|ξ |e− 12 τ2|ξ |2t, (2.41)
where τ1 = (α1 + β) 12 , τ2 = k¯, which are enough to give rise to the expected estimates. The other
terms can be estimated to get |Z2| + |Z3| C 1|ξ | e−k¯|ξ |
2t . 
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n(x, t) = Sn(t)U0 = S(1)n (t)U0 + S(2)n (t)U0, (2.42)
m(x, t) = Sm(t)U0 = S(1)m (t)U0 + S(2)m (t)U0, (2.43)
q(x, t) = Sq(t)U0 = S(1)q (t)U0 + S(2)q (t)U0, (2.44)
E(x, t) = Se(t)U0 = S(1)e (t)U0 + S(2)e (t)U0, (2.45)
where
S(i)n (t)U0 = F−1
(
Ni(t)Û0
)
, S(i)m (t)U0 = F−1
(
Mi(t)Û0
)
, (2.46)
S(i)q (t)U0 = F−1
(
Q i(t)Û0
)
, i = 1,2. (2.47)
We have the following estimates.
Lemma 2.6. Let U0 ∈ H4(R3) ∩ L1(R3), then it holds⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∥∥∂kx (S(1)n (t)U0)∥∥ C(1+ t)−( 34+ k2 )(‖U0‖L1 + ∥∥∂kx U0∥∥L2),∥∥∂kx (S(2)n (t)U0)∥∥ C(1+ t)−( 54+ k2 )(‖U0‖L1 + ∥∥∂kx U0∥∥L2),∥∥∂kx (S(2)n (t)U0)∥∥ C(1+ t)−( 12+ k2 )(‖U0‖L2 + ∥∥∂kx U0∥∥L2),∥∥∂ lx(S(2)n (t)U0)∥∥ C(1+ t)−( 12+ l2 )(‖U0‖L2 + ∥∥∂ l−1x U0∥∥L2), l 1,
(2.48)
⎧⎨⎩
∥∥∂kx (S(1)m (t)U0)∥∥ C(1+ t)−( 14+ k2 )(‖U0‖L1 + ∥∥∂kx U0∥∥L2),∥∥∂kx (S(2)m (t)U0)∥∥ C(1+ t)−( 34+ k2 )(‖U0‖L1 + ∥∥∂kx U0∥∥L2), (2.49)⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∥∥∂kx (S(1)q (t)U0)∥∥ C(1+ t)−( 34+ k2 )(‖U0‖L1 + ∥∥∂kx U0∥∥L2),∥∥∂kx (S(2)q (t)U0)∥∥ C(1+ t)−( 54+ k2 )(‖U0‖L1 + ∥∥∂kx U0∥∥L2),∥∥∂kx (S(2)q (t)U0)∥∥ C(1+ t)−( 12+ k2 )(‖U0‖L2 + ∥∥∂kx U0∥∥L2),∥∥∂ lx(S(2)q (t)U0)∥∥ C(1+ t)−( 12+ l2 )(‖U0‖L2 + ∥∥∂ l−1x U0∥∥L2), l 1,
(2.50)
⎧⎨⎩
∥∥∂kx (S(1)e (t)U0)∥∥ C(1+ t)−( 14+ k2 )(‖U0‖L1 + ∥∥∂kx U0∥∥L2),∥∥∂kx (S(2)e (t)U0)∥∥ C(1+ t)−( 34+ k2 )(‖U0‖L1 + ∥∥∂kx U0∥∥L2), (2.51)
for k = 0,1,2,3,4, l = 1,2,3,4.
Proof. By the deﬁnition of Sn(t) and the estimates for N1(t) in Lemmas 2.4–2.5, we have∥∥∂kx (S(1)n (t)U0)∥∥2  ∣∣∣∣|ξ |ketN1 Û0∣∣∣∣2  ∫
R3
|ξ |2k∣∣∣∣∣∣N1(t)∣∣∣∣∣∣2|Û0|2 dξ

∫
|ξ |<r1
|ξ |2k∣∣∣∣∣∣N1(t)∣∣∣∣∣∣2|Û0|2 dξ + ∫
|ξ |r1
|ξ |2k∣∣∣∣∣∣N1(t)∣∣∣∣∣∣2|Û0|2 dξ  I1 + I2
 C
∫
|ξ |<r
|ξ |2ke−2a2|ξ |2t‖U0‖2L1 dξ + C
∫
|ξ |r
(1+ t)6e−2a3t |ξ |2k|Û0|2 dξ1 1
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∥∥∂kx U0∥∥2
 C(1+ t)−( 32+k)(‖U0‖2L1 + ∥∥∂kx U0∥∥2), (2.52)
from which the ﬁrst estimate in (2.48) follows.
By (2.34) and (2.38), we have by similar argument as above∥∥∂kx (S(2)n (t)U0)∥∥2  ∥∥|ξ |kN2(t)Û0∥∥2

∫
|ξ |<r1
|ξ |2k∣∣∣∣∣∣N2(t)∣∣∣∣∣∣2|Û0|2 dξ + ∫
|ξ |r1
|ξ |2k∣∣∣∣∣∣N2(t)∣∣∣∣∣∣2|Û0|2 dξ
 J1 + J2, (2.53)
and
J1  C
∫
|ξ |<r1
|ξ |2k+2e−2a2|ξ |2t(sup |Û0|2)dξ  C(1+ t)−( 52+k)‖U0‖2L1 , (2.54)
J2  C(1+ t)6e−2a3t
∥∥∂kx U0∥∥2, (2.55)
thus ∥∥∂kx (S(2)n (t)U0)∥∥2  C(1+ t)−( 52+k)(‖U0‖2L1 + ∥∥∂kx U0∥∥2), (2.56)
which implies the second estimate in (2.48).
We can also estimate J1 in another way that
J1  C
∫
|ξ |r1
|ξ |2k∣∣∣∣∣∣N2(t)∣∣∣∣∣∣2|Û0|2 dξ  C ∫
|ξ |r1
|ξ |2k+2e−a2|ξ |2t |Û0|2 dξ
 C
∫
|ζ |r1t
1
2
|ζ |2k+2t− 12 (2k+2)e−2a2|ζ |2 ∣∣Û0(ζ t− 12 )∣∣2t− 32 dζ
 Ct−(k+1)
∫
|ζ |r1t
1
2
|ζ |2k+2e−2a2|ζ |2 ∣∣Û0(ζ t− 12 )∣∣2t− 32 dζ
 Ct−(k+1)
∫
|ξ |r1
∣∣Û0(ξ)∣∣2 dξ  Ct−(k+1)‖U0‖2, (2.57)
and it is obvious for 0 < t < 1 that
J1  C
∫
|ξ |r1
|ξ |2k∣∣∣∣∣∣N2(t)∣∣∣∣∣∣2|Û0|2 dξ  C ∫
|ξ |r1
|Û0|2 dξ  C‖U0‖2, (2.58)
which together with (2.57) gives
J1  C(1+ t)−(k+1)‖U0‖2. (2.59)
G. Zhang et al. / J. Differential Equations 250 (2011) 866–891 877The combination of (2.59) and (2.55) yields∥∥∂kx (S(2)n (t)U0)∥∥2  C(1+ t)−(1+k)(‖U0‖2 + ∥∥∂kx U0∥∥2), (2.60)
which leads to the third estimate of (2.48).
Adopting the estimate (2.59) for J1, and making use of (2.39), we can estimate J2 as
J2 =
∫
|ξ |r1
|ξ |2k∣∣∣∣∣∣N2(t)∣∣∣∣∣∣2|Û0|2 dξ = ∫
|ξ |r1
(|ξ |∣∣∣∣∣∣N2(t)∣∣∣∣∣∣)2(|ξ |2k−2|Û0|2)dξ
 C(1+ t)6e−2a3t∥∥∂k−1x U0∥∥2, (2.61)
which together with (2.59) gives the last estimate of (2.48).
We can control S(1)m (t) as follows∥∥∂kx (S(1)m (t)U0)∥∥2  ∣∣∣∣|ξ |kM1(t)Û0∥∥2 = ∫
R3
|ξ |2k∣∣∣∣∣∣M1(t)∣∣∣∣∣∣2|Û0|2 dξ
=
∫
|ξ |<r1
|ξ |2k∣∣∣∣∣∣M1(t)∣∣∣∣∣∣2|Û0|2 dξ + ∫
|ξ |r1
|ξ |2k∣∣∣∣∣∣M1(t)∣∣∣∣∣∣2|Û0|2 dξ
 C
∫
|ξ |r1
|ξ |2k∣∣∣∣∣∣M1(t)∣∣∣∣∣∣2|Û0|2 dξ + C(1+ t)6e−a3t∥∥∂kx U0∥∥2
 C
∫
|ξ |r1
|ξ |2(k−1)e−2a2|ξ |2t |Û0|2 dξ + C(1+ t)6e−a3t
∥∥∂kx U0∥∥2
 C(1+ t)−( 12+k)(‖U0‖2L1 + ∥∥∂kx U0∥∥2), (2.62)
from which the ﬁrst estimate in (2.49) follows and
∥∥∂kx (S(2)m (t)U0)∥∥2  ∥∥|ξ |kM2(t)Û0∥∥2 = ∫
R3
|ξ |2k∣∣∣∣∣∣M2(t)∣∣∣∣∣∣2|Û0|2 dξ
=
∫
|ξ |<r1
|ξ |2k∣∣∣∣∣∣M2(t)∣∣∣∣∣∣2|Û0|2 dξ + ∫
|ξ |r1
|ξ |2k∣∣∣∣∣∣M2(t)∣∣∣∣∣∣2|Û0|2 dξ
 C
∫
|ξ |r1
|ξ |2k∣∣∣∣∣∣M2(t)∣∣∣∣∣∣2|Û0|2 dξ + C(1+ t)6e−a3t∥∥∂kx U0∥∥2
 C
∫
|ξ |r1
|ξ |2ke−2a2|ξ |2t |Û0|2 dξ + C(1+ t)6e−a3t
∥∥∂kx U0∥∥2
 C(1+ t)−( 32+k)(‖U0‖2L1 + ∥∥∂kx U0∥∥2). (2.63)
Making use of Lemmas 2.4–2.5 and applying the same arguments as above, we can prove the other
estimates in (2.50)–(2.51), the details are omitted. 
To conclude, we have the time-decay rates for the solution to the IVP problem (2.1).
878 G. Zhang et al. / J. Differential Equations 250 (2011) 866–891Lemma 2.7. The solution (n,m,q,Φ) to the IVP problem (2.1) satisﬁes
∥∥∂kxn(t)∥∥ C(1+ t)−( 34+ k2 )(∥∥(n0,m0,q0)∥∥L1 + ∥∥∂kx (n0,m0,q0)∥∥), (2.64)∥∥∂kxq(t)∥∥ C(1+ t)−( 34+ k2 )(∥∥(n0,m0,q0)∥∥L1 + ∥∥∂kx (n0,m0,q0)∥∥), (2.65)∥∥∂kxm(t)∥∥ C(1+ t)−( 14+ k2 )(∥∥(n0,m0,q0)∥∥L1 + ∥∥∂kx (n0,m0,q0)∥∥), (2.66)∥∥∂kx E∥∥ C(1+ t)−( 14+ k2 )(∥∥(n0,m0,q0)∥∥L1 + ∥∥∂kx (n0,m0,q0)∥∥), (2.67)
where k = 0,1,2,3,4 and C > 0 is a positive constant, E = ∇Φ .
Remark 2.8. It should be noted that although we only deal with Lemmas 2.4–2.7 for the case μ 
= k¯,
it is easy to verify that all conclusions in Lemmas 2.4–2.7 also hold for the case μ = k¯. Indeed, if
μ = k¯ then λ0 − λ1 = O (|ξ |4), and we only need to modify slightly the proof on the estimates of (4)
in Lemma 2.2 so as to estimate the related terms at lower frequency. Indeed, if μ = k¯, we can take
the asymptotical expansion of λ1 up to the order |ξ |4 due to the singularity of 1λ0−λ1 type in P0(ξ)
and P1(ξ), and choose
P (0)0 (ξ) = P (0)
∗
0 (ξ) =
⎛⎜⎜⎝
O (1) iξl(α1+β)|ξ |
2
λ0−λ1 O (|ξ |2)
iξk(α1+β)
(λ0−λ1) δkl −
ξkξl
|ξ |2
iξk(α1+β)α2|ξ |2
λ0−λ1
O (1) iξl(α1+β)α3|ξ |
2
λ0−λ1 O (1)
⎞⎟⎟⎠ , (2.68)
P (0)1 (ξ) = P (0)
∗
1 (ξ) =
⎛⎜⎝ O (1)
−iξl(α1+β)|ξ |2
λ0−λ1 O (|ξ |2)
−iξk(α1+β)
(λ0−λ1) O (1)
−iξk(α1+β)α2|ξ |2
λ0−λ1
O (1) −iξl(α1+β)α3|ξ |
2
λ0−λ1 O (1)
⎞⎟⎠ . (2.69)
To modify the estimates on the leading order terms in P (0)0 (ξ)e
λ0t + P (0)1 (ξ)eλ1t , we can take the
following terms by virtue of (2.68) and (2.69)
iξk(α1 + β)
(λ0 − λ1) e
λ0t − iξk(α1 + β)
(λ0 − λ1) e
λ1t = iξk(α1 + β)t
(
eλ0t − eλ1t
λ0t − λ1t
)
(2.70)
and make use of the fact
min
{
eλ0t, eλ1t
}

∣∣∣∣eλ0t − eλ1tλ0t − λ1t
∣∣∣∣max{eλ0t, eλ1t} (2.71)
to show
Ct|ξ |min{eλ0t, eλ1t} ∣∣∣∣ iξk(α1 + β)(λ0 − λ1) eλ0t − iξk(α1 + β)(λ0 − λ1) eλ1t
∣∣∣∣ Ct|ξ |max{eλ0t, eλ1t}. (2.72)
The other terms in P (0)0 (ξ)e
λ0t and P (0)1 (ξ)e
λ1t can be dealt with by similar arguments, and we can
prove Lemmas 2.6–2.7 ﬁnally, the details are omitted.
Note that the time decay rates in L2-norm obtained in previous lemma are different from the
corresponding results of the Navier–Stokes system. In fact, the decay rates obtained in Lemma 2.6 and
Lemma 2.7 are optimal in the following sense.
G. Zhang et al. / J. Differential Equations 250 (2011) 866–891 879Lemma 2.9. Under the assumptions of Theorem 1.2, the global solution of the IVP (2.1) satisﬁes for t  t0 with
t0 > 0 a constant large enough that
c(1+ t)− 34  ∥∥n(t)∥∥L2(R3)  C(1+ t)− 34 , (2.73)
c(1+ t)− 14  ∥∥m(t)∥∥L2(R3)  C(1+ t)− 14 , (2.74)
c(1+ t)− 14  ∥∥∇Φ(t)∥∥L2(R3)  C(1+ t)− 14 , (2.75)
c′(1+ t)− 34  ∥∥q(t)∥∥L2(R3)  C(1+ t)− 34 , (2.76)
where c, c′ and C > 0 are constants independent of time.
Proof. Due to Lemma 2.7, we only need to show the lower bound of time-decay rates for the solution
under the assumptions of Theorem 1.2. We prove (2.74) for m ﬁrst. In view of the form of (2.43), we
have by Plancherel’s theorem
‖m‖2 = ‖mˆ‖2 = ∥∥M1(t)Û0 + M2(t)Û0∥∥2
 1
2
∥∥M1(t)Û0∥∥2 − ∥∥M2(t)Û0∥∥2  1
2
T1 − T2. (2.77)
By Lemmas 2.4–2.5, it holds
T2  C(1+ t)− 32
(‖U0‖2L1 + ‖U0‖2), (2.78)
and
T1 
∫
|ξ |<r1
∥∥M1(t)Û0∥∥2 dξ

3∑
k=1
∫
|ξ |<r1
∣∣∣∣{ iξkb|ξ |2 eλ0t − iξkb|ξ |2 eλ1t
}
−
{
ξk
2|ξ |2 e
λ2t − ξk
2|ξ |2 e
λ3t
}
+ R˜k
∣∣∣∣2|nˆ0|2 dξ
 1
2
3∑
k=1
∫
|ξ |<r1
∣∣∣∣{ iξkb|ξ |2 eλ0t − iξkb|ξ |2 eλ1t
}
−
{
ξk
2|ξ |2 e
λ2t − ξk
2|ξ |2 e
λ3t
}∣∣∣∣2|nˆ0|2 dξ
−
3∑
k=1
∫
|ξ |<r1
|R˜k|2|nˆ0|2 dξ  12 T3 − T4, (2.79)
where b = α1+β
k¯−μ , and R˜k denotes the corresponding higher order remainder term of |ξ |. By Lemma 2.6,
it holds
T4  C
∫
|ξ |<r1
∣∣e−a2|ξ |2t Û0∣∣2 dξ  C(1+ t)− 32 ‖U0‖2L1 . (2.80)
Making use of the expansion (2.12) of λk(ξ) (k = 0,1,2,3) for |ξ | r1, we have
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∫
|ξ |<r1
1
|ξ |2
∣∣ib{eλ1t − eλ0t}− i sin(Imλ2t)eReλ2t∣∣2|nˆ0|2 dξ
=
∫
|ξ |<r1
1
|ξ |2
∣∣∣∣b{e−k¯|ξ |2t − e−μ|ξ |2t}− sin(t + α1 + β2 |ξ |2t
)
e−(μ+
ν
2 )|ξ |2t + R˜4
∣∣∣∣2|nˆ0|2 dξ
 1
2
∫
|ξ |<r1
1
|ξ |2
∣∣∣∣b{e−k¯|ξ |2t − e−μ|ξ |2t}− sin(t + α1 + β2 |ξ |2t
)
e−(μ+
ν
2 )|ξ |2t
∣∣∣∣2|nˆ0|2 dξ
−
∫
|ξ |<r1
1
|ξ |2 |R˜4|
2|nˆ0|2 dξ  1
2
T5 − T6, (2.81)
where R˜4 = O (|ξ |2)e−2a2|ξ |2t is the remainder term. The term T6 can be estimated by a complicated
but straightforward computation as
T6  C(1+ t)− 32 ‖U0‖2L1 , (2.82)
and the term T5 satisﬁes for t > 1 that
T5 
∫
|ξ |<r1
1
|ξ |2
∣∣∣∣b{e−k¯|ξ |2t − e−μ|ξ |2t}− sin(t + α1 + β2 |ξ |2t
)
e−(μ+
ν
2 )|ξ |2t
∣∣∣∣2|c0|2 dξ
 c20
∫
|ζ |<r1t
1
2
t
|ζ |2
∣∣∣∣b{e−k¯|ζ |2 − e−μ|ζ |2}− sin(t + α1 + β2 |ζ |2
)
e−(μ+
ν
2 )|ζ |2
∣∣∣∣2t− 32 dζ
 C(1+ t)− 12
∫
|ζ |<r1
1
|ζ |2
∣∣∣∣b{e−k¯|ζ |2 − e−μ|ζ |2}− sin(t + α1 + β2 |ζ |2
)
e−(μ+
ν
2 )|ζ |2
∣∣∣∣2 dζ
 C(1+ t)− 12
∫
|ζ |<r1
1
|ζ |2
∣∣ f (|ζ |2, t)∣∣2 dζ
 C(1+ t)− 12 F (t), (2.83)
where one can verify that f (y, t) is continuous with respect to (y, t) and periodic in t with the period
2π , and F (t) is a non-negative, continuous and periodic function in t  0 with the period 2π .
We claim that there exists Ca > 0 such that F (t)  Ca uniformly for t > 0. To this end, it is suf-
ﬁcient to show that for any ﬁxed t in one period [0,2π ] it holds ∫|ζ |<r1 1|ζ |2 | f (|ζ |2, t)|2 dζ > 0 and
thus
F (t) min
t∈[0,2π ]
∫
|ζ |<r
1
|ζ |2
∣∣ f (|ζ |2, t)∣∣2 dζ =: Ca > 0. (2.84)1
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e−σ3x) − sin(t + σ4x)e−σ5x . Indeed, by Taylor expansion, we have for f (x, t) near x = 0 that
f (x, t) =
∞∑
k=0
1
k! f
(k)(0)xk = − sin t +
∞∑
k=1
1
k! f
(k)(0)xk. (2.85)
It is easy to prove that the case f (k)(0) = 0 for all k  1 cannot hold, and we omit the proof here.
Thus without loss of generality we can suppose f (1)(0) 
= 0. Now, for the case sin t 
= 0, by f (x, t) =
− sin t + (Cb + o(1))x 
= 0 for 0 < x 12m C−1b | sin t| < r1 for some large integer m > 1, and by (2.83) it
holds ∫
|ζ |<r1
1
|ζ |2
∣∣ f (|ζ |2, t)∣∣2 dζ  1
4
∫
|ζ |2< 1
2m
C−1b | sin t|
1
|ζ |2 | sin t|
2 dζ
 1
2(m+2)/2
C−1/2b | sin t|5/2 > 0, if sin t 
= 0, (2.86)
where Cb is some positive number. For the case sin t = 0 (which means cos t = 1 or cos t = −1),
we take sin t = 0 and cos t = 1 in the following without loss of generality. We know for this case
| f (x, t)| = |(Cd + o(1))x| > Cd2 x > 0 for 0 < x < Cd2n  r1 for some large integer n, and then∫
|ζ |<r1
1
|ζ |2
∣∣ f (|ζ |2, t)∣∣2 dζ  ∫
|ζ |2< Cd
2n
1
|ζ |2
∣∣ f (|ζ |2, t)∣∣2 dζ
 1
4
∫
|ζ |2< Cd
2n
C2d |ζ |2 dζ > C
1
2
5n
2
C
9
2
d > 0, if sin t = 0, (2.87)
where Cd is a positive number. It follows from (2.86) and (2.87) that F (t) > 0 for any t ∈ [0,2π ],
which together with the continuity of F (t) implies (2.84).
It follows from (2.83) and (2.84) that
T5  C(1+ t)− 12 , (2.88)
where C depends on Ca and is independent of t . By (2.77)–(2.88), we conclude that for t  1∥∥m(t)∥∥= ∥∥mˆ(t)∥∥2  c(1+ t)− 14 , (2.89)
which gives rise to (2.74) for the case μ 
= k¯. (2.74) can be obtained also for the case μ = k¯ by virtue
of the estimates (2.72), we omit the details.
By Plancherel’s theorem, we analyze the lower bound of the time decay rate for q as
∥∥q(t)∥∥2 = ∥∥qˆ(t)∥∥2 = ∥∥Q 1(t)Û0 + Q 2(t)Û0∥∥2  1
2
∥∥Q 1(t)Û0∥∥2 − ∥∥Q 2(t)Û0∥∥2, (2.90)
where by Lemmas 2.4–2.5, it is easy to show∥∥Q 2(t)Û0∥∥2  C(1+ t)− 52 (‖U0‖2L1 + ‖U0‖2), (2.91)
and
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|ξ |<r1
∣∣Q 1(t)Û0∣∣2 dξ

∫
|ξ |<r1
∣∣∣∣{(−α3eλ1t + α32 eλ2t + α32 eλ3t
)
nˆ0
}
+ {eλ1t qˆ0}+ R˜∣∣∣∣2 dξ
 1
2
∫
|ξ |<r1
∣∣eλ1t qˆ0∣∣2 dξ − 2 ∫
|ξ |<r1
∣∣∣∣(−α3eλ1t + α32 eλ2t + α32 eλ3t
)
nˆ0
∣∣∣∣2 dξ
− 2
∫
|ξ |<r1
|R˜|2 dξ
 C inf
0|ξ |r1
∣∣qˆ0(ξ)∣∣(1+ t)− 32 (‖U0‖2L1 + ‖U0‖2)
− C sup
0|ξ |r1
∣∣nˆ0(ξ)∣∣(1+ t)− 32 (‖U0‖2L1 + ‖U0‖2)
− C(1+ t)− 52 (‖U0‖2L1 + ‖U0‖2), (2.92)
where R˜ denotes the corresponding higher order remainder term with respect to |ξ |. Therefore, by
(2.90)–(2.92), we have for t  1
∥∥q(t)∥∥2 = ∥∥qˆ(t)∥∥2  C(1+ t)− 32 , (2.93)
which yields the estimate (2.76). The estimates (2.73) and (2.75) on the lower bound of time decay
rates for n and E can be obtained by applying the similar arguments, we omit the details. 
3. L2 decay rate for nonlinear system
3.1. Reformulation of original problem
Let us reformulate the IVP (1.4) for (ρ,u, θ) around the equilibrium state (ρ¯,0, θ¯ ) = (1,0,1). Set
(n,m,q) = (ρ − 1,m, θ − 1), which satisﬁes the following IVP problem
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂tn+ ∇ ·m = 0,
∂tm+ α1∇n + α2∇q + E − μm− (μ + ν)∇(∇ ·m) = f (n,m,q, E),
∂tq + α3∇ ·m− k¯q = g(n,m,q, E),
E = ∇Φ = ∇(−)−1n, lim|x|→∞ E(x, t) = 0,
(n,m,q)(x,0) (n0,m0,q0)(x) =:
(
ρ0(x) − 1,m0(x), θ0(x) − 1
)
,
(3.1)
where α1 = pρ(1,1), α2 = pθ (1,1), α3 = pθ (1,1)C , k¯ = kC , andv v
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(
m ⊗ m
1+ n
)
+ [pρ(1,1) − pρ(1+ n,1+ q)]∇n
+ [pθ (1,1) − pθ (1+ n,1+ q)]∇θ − nE
+
[
−μm + μ
(
m
1+ n
)]
+
[
−(μ + ν)∇(∇ ·m) + (μ + ν)∇
(
∇ · m
1+ n
)]
, (3.2)
g(n,m,q, E) =: − m
1+ n∇θ +
[
pθ (1,1)
Cv
∇m − (1+ θ)pθ (1+ n,1+ q)
(1+ n)Cv ∇
m
1+ n
]
+
[
k
Cv
− k
(1+ n)Cv
]
θ
+ k
(1+ n)Cv
[
2μD
(
m
1+ n
)
: D
(
m
1+ n
)
+ ν
(
∇ · m
1+ n
)2]
. (3.3)
Denote
U = (n,m,q)t , U0 = (n0,m0,q0)t , (3.4)
then we have the equivalent form of system (3.1)
∂tU = BU + H(U ), U (0) = U0, (3.5)
where the nonlinear term H is expressed by
H(U ) = (0, f (n,m,q, E), g(n,m,q, E))t . (3.6)
Thus, the solution of IVP (3.5) can be represented via the semigroup
U (t) = S(t)U0 +
t∫
0
S(t − s)H(U )(s)ds. (3.7)
Note that the semigroup S(t) is deﬁned as in Section 2.
3.2. Global existence and L2-decay rate
We are ready to prove Theorems 1.1 and 1.2 on the optimal time-decay rate of the global solution
to the IVP problem (3.1) for the nonlinear Navier–Stokes–Poisson system.
Framework of short time existence
The short time existence theory can be established by applying the contracting map argument in
the framework for compressible Navier–Stokes equations as [19–21]. Indeed, the electric ﬁeld E of
(1.4) can be expressed as a nonlinear term through Riesz potential
E = E0 − ∇
(−−1)div t∫ mds = E0 − ∇(−−1)div t∫ ρu ds,0 0
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t∫
0
ρu ds
∥∥∥∥∥
Hk
 C
∥∥∥∥∥
t∫
0
ρu ds
∥∥∥∥∥
Hk
.
Then, by the standard argument of contracting map as used in [19–21], one can obtain the short time
existence of strong solution. The details are omitted.
To extend the short time strong solution globally in time, we need to establish the uniform a priori
estimates and obtain the time-decay rates of the solution to IVP (3.1) as follows.
Lemma 3.1. Under the assumptions of Theorem 1.1, the solution (n,m,q, E) with E = ∇Φ to the IVP prob-
lem (3.1) satisﬁes
∥∥∂kxn(t)∥∥L2  C(1+ t)−( 34+ k2 ), ∥∥∂2x n(t)∥∥L2  C(1+ t)− 34 , k = 0,1,∥∥∂kxq(t)∥∥L2  C(1+ t)−( 34+ k2 ), ∥∥∂2x q(t)∥∥L2  C(1+ t)− 34 , k = 0,1,∥∥∂kxm(t)∥∥L2  C(1+ t)−( 14+ k2 ), ∥∥∂2xm(t)∥∥L2  C(1+ t)− 34 , k = 0,1,∥∥∂kx E∥∥L2  C(1+ t)−( 14+ k2 ), ∥∥∂3x E(t)∥∥L2  C(1+ t)− 34 , k = 0,1,2,
where C is a positive constant independent of time.
Proof. Suppose that (n,m,q, E) ∈ (H4)3 × H5 is the strong solution to the IVP (3.1) for the compress-
ible Navier–Stokes–Poisson system for t ∈ [0, T ]. Denote
Λ(t) := sup
0st
{∥∥Dkx(n,q)(s)∥∥(1+ s) 34+ k2 + ∥∥D2x(n,q)(s)∥∥(1+ s) 34
+ ∥∥Dkxm(s)∥∥(1+ s) 14+ k2 + ∥∥D2xm(s)∥∥(1+ s) 34
+ ∥∥DlxE(s)∥∥(1+ s) 14+ k2 + ∥∥D3x E(s)∥∥(1+ s) 34 , k = 0,1, l = 0,1,2}Λ1, (3.8)
where Λ1 > 0 is a small constant, and Dkx denotes the k-th partial derivatives with respect to x.
We claim that for any t ∈ [0, T ] it holds
Λ(t) CΛ0, (3.9)
provided Λ1 is small enough, where Λ0 is deﬁned in Theorem 1.1. It should be noted that the claim
(3.9) together with the smallness assumption on Λ0 are suﬃcient for us to prove Lemma 3.1 and then
Theorems 1.1–1.2. The proof of claim (3.9) consists of the following steps.
Step 1: The basic energy estimates. Let
H(U ) = (0, f (n,m,q, E), g(n,m,q, E))t = (0,0, g(n,m,q, E))t + (0, f (n,m,q, E),0)t
 H (1)(U ) + H (2)(U ). (3.10)
Starting with the expression (3.7), the decomposition (2.42)–(2.45) of S(t), and the form (3.10) of
H(U ), we have
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t∫
0
S(2)n (t − s)H(U )(s)ds, (3.11)
m(t) = Sm(t)U0 +
t∫
0
S(2)m (t − s)H(U )(s)ds, (3.12)
q(t) = Sq(t)U0 +
t∫
0
[
S(1)q (t − s) + S(2)q (t − s)
]
H(U )(s)ds
= Sq(t)U0 +
t∫
0
[
S(1)q (t − s)H (1)(U )(s) + S(2)q (t − s)H (2)(U )(s)
]
ds, (3.13)
E(t) = Se(t)U0 +
t∫
0
S(2)e (t − s)H(U )(s)ds, (3.14)
where the operators S(i)n (t), S
(i)
m (t), and S
(i)
q (t) (i = 1,2) are deﬁned by (2.46)–(2.47) and satisfy the
properties in Lemma 2.6.
By (3.8), we can obtain∥∥H (1)(U )(s)∥∥L1  C(Λ(t))2(1+ s)− 64 , ∥∥H (2)(U )(s)∥∥L1  C(Λ(t))2(1+ s)−1, (3.15)∥∥H (1)(U )(s)∥∥ C(Λ(t))2(1+ s)− 64 , ∥∥H (2)(U )(s)∥∥ C(Λ(t))2(1+ s)− 64 , (3.16)∥∥D1x[H (1)(U )](s)∥∥ C(Λ(t))2(1+ s)− 54 , ∥∥D1x[H (2)(U )](s)∥∥ C(Λ(t))2(1+ s)− 34 , (3.17)∥∥D2x[H (1)(U )](s)∥∥ C(Λ(t))2(1+ s)− 34 , ∥∥D2x[H (2)(U )](s)∥∥ C(Λ(t))2(1+ s)− 34 . (3.18)
By (3.11)–(3.18) and Lemma 2.6, we have
∥∥n(t) − Sn(t)U0∥∥ t∫
0
∥∥S(2)n (t − s)H(U )(s)∥∥ds
 C
t∫
0
(1+ t − s)− 54 (∥∥H(U )(s)∥∥L1 + ∥∥H(U )(s)∥∥)ds
 C
t∫
0
(1+ t − s)− 54 (Λ(t))2(1+ s)−1 ds
 C(1+ t)−1(Λ(t))2, (3.19)
which implies
c(1+ t)− 34 Λ0 − C(1+ t)−1
(
Λ(t)
)2  ∥∥n(t)∥∥ C(1+ t)− 34 Λ0 + C(1+ t)−1(Λ(t))2. (3.20)
Similarly,
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0
∥∥D1x[S(2)n (t − s)H(U )](s)∥∥ds
 C(1+ t)− 54 Λ0 + C
t
2∫
0
(1+ t − s)− 74 (∥∥H(U )(s)∥∥L1 + ∥∥D1x H(U )(s)∥∥)ds
+ C
t∫
t
2
(1+ t − s)− 54 (∥∥H(U )(s)∥∥)ds
 C(1+ t)− 54 Λ0 + C
t
2∫
0
(1+ t − s)− 74 (Λ(t))2(1+ s)− 34 ds
+ C
t∫
t
2
(1+ t − s)− 54 (Λ(t))2(1+ s)− 64 ds
 C(1+ t)− 54 Λ0 + C
(
Λ(t)
)2
(1+ t)− 64 , (3.21)
and
∥∥D2xn(t)∥∥ ∥∥D2x Sn(t)U0)∥∥+ t∫
0
∥∥D2x[S(2)n (t − s)H(U )](s)∥∥ds
 C(1+ t)− 74 Λ0 + C
t∫
0
(1+ t − s)− 94 (∥∥H(U )(s)∥∥L1 + ∥∥D2x H(U )(s)∥∥)ds
 C(1+ t)− 74 Λ0 + C
t∫
0
(1+ t − s)− 94 (Λ(t))2(1+ s)− 34 ds
 C(1+ t)− 74 Λ0 + C
(
Λ(t)
)2
(1+ t)− 34 (3.22)
where we have used the estimate (2.48).
Similarly, by (2.49) we have for m
∥∥m(t) − Sm(t)U0∥∥ t∫
0
∥∥S(2)m (t − s)H(U )(s)∥∥ds
 C
t∫
0
(1+ t − s)− 34 (∥∥H(U )(s)∥∥L1 + ∥∥H(U )(s)∥∥)ds
 C
t∫
(1+ t − s)− 34 (Λ(t))2(1+ s)−1 ds0
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and then
c(1+ t)− 14 Λ0 − C(1+ t)− 12
(
Λ(t)
)2  ∥∥m(t)∥∥ C(1+ t)− 14 Λ0 + C(1+ t)− 12 (Λ(t))2. (3.24)
Similarly, it holds
∥∥Dxm(t)∥∥ ∥∥D1x(Sm(t)U0)∥∥+ t∫
0
∥∥D1x[S(2)m (t − s)H(U )](s)∥∥ds
 C(1+ t)− 34 Λ0 + C
t∫
0
(1+ t − s)− 54 (∥∥H(U )(s)∥∥L1 + ∥∥D1x H(U )(s)∥∥)ds
 C(1+ t)− 34 Λ0 + C
t∫
0
(1+ t − s)− 54 (Λ(t))2(1+ s)− 34 ds
 C(1+ t)− 34 Λ0 + C
(
Λ(t)
)2
(1+ t)− 34 , (3.25)
and
∥∥D2xm(t)∥∥ ∥∥D2x(Sm(t)U0)∥∥+ t∫
0
∥∥D2x[S(2)m (t − s)H(U )](s)∥∥ds
 C(1+ t)− 54 Λ0 + C
t∫
0
(1+ t − s)− 74 (∥∥H(U )(s)∥∥L1 + ∥∥D2x H(U )(s)∥∥)ds
 C(1+ t)− 54 Λ0 + C
t∫
0
(1+ t − s)− 74 (Λ(t))2(1+ s)− 34 ds
 C(1+ t)− 54 Λ0 + C
(
Λ(t)
)2
(1+ t)− 34 . (3.26)
Making use of (3.13), (3.15)–(3.18) and the estimates in (2.50), we have for q that
∥∥q(t) − Sq(t)U0∥∥ t∫
0
∥∥S(1)q (t − s)H (1)(U )(s)∥∥ds + t∫
0
∥∥S(2)q (t − s)H (2)(U )(s)∥∥ds
 C
t∫
0
(1+ t − s)− 34 (∥∥H (1)(U )(s)∥∥L1 + ∥∥H (1)(U )(s)∥∥)ds
+ C
t∫
(1+ t − s)− 54 (∥∥H (2)(U )(s)∥∥L1 + ∥∥H (2)(U )(s)∥∥)ds0
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t∫
0
(1+ t − s)− 34 (Λ(t))2(1+ s)− 64 ds
+ C
t∫
0
(1+ t − s)− 54 (Λ(t))2(1+ s)−1 ds
 C(1+ t)− 34 Λ0 + C
(
Λ(t)
)2
(1+ t)− 34 , (3.27)
which implies
c(1+ t)− 34 Λ0 − C
(
Λ(t)
)2
(1+ t)− 34  ∥∥q(t)∥∥ C(1+ t)− 34 Λ0 + C(Λ(t))2(1+ t)− 34 , (3.28)
and
∥∥Dxq(t)∥∥ ∥∥D1x[Sq(t)U0]∥∥+ t∫
0
∥∥D1x[S(1)q (t − s)H (1)(U )](s)∥∥ds
+
t∫
0
∥∥D1x[S(2)q (t − s)H (2)(U )](s)∥∥ds
 C(1+ t)− 54 Λ0 + C
t∫
0
(1+ t − s)− 54 (∥∥H (1)(U )(s)∥∥L1 + ∥∥D1x[H (1)(U )](s)∥∥)ds
+ C
t
2∫
0
(1+ t − s)− 74 (∥∥H (2)(U )(s)∥∥L1 + ∥∥D1x[H (2)(U )](s)∥∥)ds
+ C
t∫
t
2
(1+ t − s)−1(∥∥H (2)(U )(s)∥∥)ds
 C(1+ t)− 54 Λ0 + C
t∫
0
(1+ t − s)− 54 (Λ(t))2(1+ s)− 54 ds
+ C
t
2∫
0
(1+ t − s)− 74 (Λ(t))2(1+ s)− 34 ds
+ C
t∫
t
2
(1+ t − s)−1(Λ(t))2(1+ s)− 64 ds
 C(1+ t)− 54 Λ0 + C
(
Λ(t)
)2
(1+ t)− 54 , (3.29)
and
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0
∥∥D2x[S(1)q (t − s)H (1)(U )](s)∥∥ds
+
t∫
0
∥∥D2x[S(2)q (t − s)H (2)(U )](s)∥∥ds
 C(1+ t)− 74 Λ0 + C
t∫
0
(1+ t − s)− 74 (∥∥H (1)(U )(s)∥∥L1 + ∥∥D2x[H (1)(U )](s)∥∥)ds
+ C
t∫
0
(1+ t − s)− 94 (∥∥H (2)(U )(s)∥∥L1 + ∥∥D2x[H (2)(U )](s)∥∥)ds
 C(1+ t)− 74 Λ0 + C
t∫
0
(1+ t − s)− 74 (Λ(t))2(1+ s)− 34 ds
+ C
t∫
0
(1+ t − s)− 94 (Λ(t))2(1+ s)− 34 ds
 C(1+ t)− 74 Λ0 + C
(
Λ(t)
)2
(1+ t)− 34 . (3.30)
In the same way, it is easy to have
‖E‖ ∥∥Se(t)U0∥∥+ t∫
0
∥∥S(2)e (t − s)H(U )(s)∥∥ds
 C(1+ t)− 14 Λ0 + C
t∫
0
(1+ t − s)− 34 (∥∥H(U )(s)∥∥L1 + ∥∥H(U )(s)∥∥)ds
 C(1+ t)− 14 Λ0 + C
t∫
0
(1+ t − s)− 34 (Λ(t))2(1+ s)−1 ds
 C(1+ t)− 14 Λ0 + C
(
Λ(t)
)2
(1+ t)− 12 ds, (3.31)
and the higher order estimates for E can be obtained by n through the Riesz operator as∥∥DkxE(t)∥∥ C∥∥Dk−1x n∥∥, k 1. (3.32)
Step 2: The higher order energy estimates. To enclose the a priori estimates and prove the claim (3.9),
we need to derive the estimates of (n,m,q, E) with respect to higher order derivatives as in [20,19,
21]. This can be carried out based on the frameworks to show the global existence for non-isentropic
compressible Navier–Stokes system [21] and for the isentropic Navier–Stokes–Poisson system [18], we
omit the details here. To conclude, we have∥∥Dkx(n,m,q, E)∥∥ CΛ0, k = 0,1,2,3,4, (3.33)
provided the initial data ‖(n0,m0,q0)‖H4∩L1 = Λ0 is small enough.
890 G. Zhang et al. / J. Differential Equations 250 (2011) 866–891Step 3: The closure of energy estimates. Combining the estimates (3.20)–(3.22), (3.24)–(3.32) and (3.33),
it is easy to obtain the claim (3.9) as long as the initial perturbation Λ0 is suﬃciently small so that
CΛ0 Λ1. The proof of Lemma 3.1 is completed. 
The proof of Theorems 1.1 and 1.2. The global existence of classical solution of the IVP problem (1.4)
for the compressible Navier–Stokes–Poisson system follows from the short time existence theory, the
uniformly a priori estimates given by Lemma 3.1, and the continuity argument. The time-decay rate
in Theorem 1.1 follows from Lemma 3.1. The optimal time-decay rate in Theorem 1.2 follows from the
combination of Lemma 2.9, the uniform estimates (3.9), and the estimates (3.20), (3.24) and (3.27),
and (3.31). 
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