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a b s t r a c t
In this paper, we propose a methodology for making sense of large, multiple time-series
data sets arising in expression analysis. Specifically, we present a mathematical model to
release a reduced and coherent regulatory system given a putative regulatory network.
We give two equivalent formulations of the problem and prove that the problem is NP-
complete. For solving large scale instances we implemented an Ant Colony Optimization
procedure. A computational analysis on randomly generated test instances validates the
proposed algorithmand the computations on real data concerning Saccharomyces cerevisiae
show the practicability of the proposed methodology.
© 2009 Published by Elsevier B.V.
1. Introduction
Recent technological advances enable biomedical investigators to observe the genome of entire organisms in action
by simultaneously measuring the level of activation of thousands of genes under the same experimental conditions. This
technology, known asmicroarrays, provides unparalleled discovery opportunities and is reshaping biomedical sciences. One
of the main aspects of this revolution is the introduction of computationally intensive data analysis methods in biomedical
research. These methods have already contributed to the discovery of a large number of genes and their regulatory sites.
Much less is known, however, about the functioning of the regulatory systems of which the individual gene and its
interactions form a part, e.g., see [4,37]. With few exceptions, all the cells in an organism contain the same genetic material.
To better understand how genes are implicated in the control of intracellular and intercellular processes, it is of fundamental
importance to gain insight into gene function and operation, and in their functional linkages [2].
Gene regulatory networks regulate the expression of thousands of genes. Uncovering such networks is essential for
understanding how genomic expression programs unfold during developmental processes, how the molecular machinery
of cells works to respond adequately to environmental clues and to maintain homeostasis, and, consequently, how to
manipulate these processes to human advantage. Hence, gaining an understanding of the emergence of complex patterns
of behavior from the interactions between genes in a regulatory network poses a huge scientific challenge with potentially
high industrial pay-offs.
Several methods have been proposed to reconstruct gene regulatory networks from gene expression data. The goal
of these methods is to produce a high-fidelity representation of the cellular network topology as a graph, whose nodes
represent genes and arcs represent direct regulatory interactions [36]. There is a wide spectrum of techniques and criteria to
define an arc. de Jong [13], Filkov [25], Friedman [27], Lee [35], van Someren [52] among others, surveyedmost of the existing
methods to date. Bayesian network [9,26,39], Boolean networks [29,49], systems of Ordinary Differential Equations [7,12,20,
43,53] and Computational Algebra methodologies [34] define arcs as parent–child relationships between mRNA abundance
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levels that aremost likely to explain the data. Integrativemethods [1,6] use independent experimental clues to define arcs as
those showing evidence of physical interactions. Statistical methods [24,38,45,51] identify arcs with the strongest statistical
associations between mRNA abundance levels. All methods show a trade-off between the level of approximation of the real
network and the level of computational difficulties. Some of them provide models that might be considered as a coarse-
grained approximation to the ‘‘real’’ network, but they can be applied to large scale networks, others focus on subnetworks,
e.g. [3,55]. Although all these approaches may seem disjointed, they might not be as far apart as it appears and could serve
complementary roles.
Most of the cited methods face two main challenges. The first one involves statistical robustness. Building a network
that involves thousands of genes from several dozen examples of their joint expression levels is extremely problematic.
These examples are not enough to distinguish between true correlations and spurious ones. The second and more difficult
challenge is the biological interpretability of the results and some questions arise on how to distinguish regulation from
co-expression and direct regulations from indirect ones. Whereas the ultimate goal is to identify the direct regulation of
targets by transcription factors, experience shows that the mentioned methods also reveal many other indirect relations.
Therefore, we often come up with a putative network containing putative relationship between genes.
In this paper, we focus on the problem of pruning a putative regulatory network obtained from gene expression data sets
by applying appropriate inference methods. We formalize the problem of identifying a smaller set of interesting candidate
regulatory elements by means of a mathematical program. A similar problem has been tackled by Chen et al. [8], who
proposed an approximation algorithm. As well as Chen et al. [8], we do not assert that we identify the regulatory network as
result of our computation, but, we believe that our approach quickly enables biologists to identify and visualize interesting
features from raw expression array data sets. The proposed method is also intended to generate a ‘‘refined draft’’ of large
gene regulatory networks, onwhich further, more local, analysis can be based. It can also be used as ‘‘warm start’’ for several
of the approaches listed above which assume that an initial network is given, e.g., Kholodenko et al. [31] and Kim et al. [30]
to mention just a few. Moreover, even if an initial guess on the network topology is not required, in many cases, a refined
draft network can be useful to guide procedures designed to infer gene regulatory network, e.g. [14].
As a real world test to validate our approach, we use the 17-point time-series data set measuring the expression level of
each of 6601 different genes from the Saccharomyces cerevisiae genome, first published in [10].
The rest of the paper is organized as follows. In Section 2 we present the mathematical programming formulation of the
model, which is shown, in Section 3.1, to be NP-complete by reduction of the SET COVER decision problem. In Section 3,
we give an equivalent Mixed Integer Programming (MIP) formulation. To solve large instances, in Section 4 we propose
a metaheuristic algorithm based on the Ant Colony Optimization (ACO) concept. The results of computational analysis on
instances of the GRNP problem are reported in Section 5. Finally, Section 6 contains the conclusions.
2. The gene regulatory network problem
Gene regulatory networks represent the activation/inhibition influence of gene products upon the expression of other
genes. Every gene has one or more activators (resp. inhibitors), i.e., biochemical signals which are necessary to start (resp.
to prevent) the transcription of the gene. Any reverse engineering algorithm for inferring gene regulatory networks might
compute network topologies containing spurious correlations and indirect relations due to the reduced amount of data and
measurement noise.
The mathematical model we present, is purposely designed to generate networks in which a relatively small number
of regulators explain the expression of all other genes. These networks are obtained by pruning putative gene relations,
which are derived from gene expression raw data sets by applying appropriate inference methods. Putative gene regulatory
networks usually contain genes which activate the expression of some genes and inhibit the expression of others. Loosely
speaking, we say that these genes are both activators and inhibitors. Even though the presence of such genes is consistent
with biological evidence, e.g., [19,40], few examples are known and their number should be rather small. In our model, we
implicitlyminimize the number of these genes by deleting either all the activation or all the inhibition influences of the gene
upon the others. However, not all these influences can be deleted in order to promote or to repress the expression of all
the genes of the network. Furthermore, we call neutral those genes, though playing a role in biochemical intracellular and
intercellular processes, do not have any activation/inhibition influence upon other genes of the network.
In mathematical terms, we represent the putative gene network by a graph G(N, E ′, E ′′). N , the set of nodes, represents
the gene products, E ′ ⊂ N × N and E ′′ ⊂ N × N , the sets of arcs, represent the sets of putative activation and inhibition
influences respectively. For clarity of exposition, we call E ′ the set of activating arcs and E ′′ the set of inhibiting arcs. If a
gene i activates (inhibits) a gene j then there exists and arc [i, j] ∈ E ′(E ′′). Gene i is a predecessor of gene j while gene j is
a successor of gene i. The decision problem is to label nodes either as activators, inhibitors or neutral which explains the
expression of all the genes while minimizing the number of ‘‘irregular’’ influences. An irregular influence is an arc whose
label differs from the label of the parent node, i.e., an activation arc ∈ E ′ (resp. inhibition arc ∈ E ′′) whose parent node is
labeled inhibitor (resp. activator). The presence of an irregular arc means that a gene is both activator and inhibitor.
Our problem is similar to the maximum gene regulation problem proposed by Chen et al. [8]. However, with respect
to their model, we also consider neutral gene products, whose number it is supposed to be bounded below by a known
parameter M . Moreover, in our model gene products can be both activators and inhibitors, i.e., they can induce both
activation and inhibition influences, even though we implicitly reduce the number of such genes.
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We assign to each node (gene) of the network, two binary variables: z(A)i and z
(I)
i . The former labels node i as activator,
the latter as inhibitor. We also use a binary decision variable for each arc of the putative network to discern if the arc is
either held or removed from the graph. To provide convenience and clarity to the reader, we here summarize the decision
variables:
z(A)i =
{
1 if node i is labeled as activator,
0 otherwise.
z(I)i =
{
1 if node i is labeled as inhibitor,
0 otherwise.
xij =
{
1 if arc [i, j] ∈ E ′ is held in the network
0 otherwise.
yij =
{
1 if arc [i, j] ∈ E ′′ is held in the network,
0 otherwise.
As described above, we minimize the number of irregular arcs.
min
∑
i∈N
(1− z(I)i )
∑
j:[i,j]∈E′′
yij +
∑
i∈N
(1− z(A)i )
∑
j:[i,j]∈E′
xij
s.t.
∑
i:[i,j]∈E′
xij ≥ 1 ∀j ∈ N (1)∑
i:[i,j]∈E′′
yij ≥ 1 ∀j ∈ N (2)
z(A)i + z(I)i ≤ 1 ∀i ∈ N (3)∑
i∈N
z(A)i + z(I)i ≤ |N| −M (4)∑
[i,j]∈E′
xij + ∑
[i,j]∈E′′
yij ≤ d+G (i) · (z(A)i + z(I)i ) ∀i ∈ N (5)
xij ∈ {0, 1} ∀[i, j] ∈ E ′
yij ∈ {0, 1} ∀[i, j] ∈ E ′′
z(A)i , z
(I)
i ∈ {0, 1} ∀i ∈ N.
Sets of constraints (1) and (2) force each gene to have at least one activator and one inhibitor. That is, each node has at
least one inhibiting arc and one activating arc among all the incoming arcs in the final network. Constraints (3) impose that
each gene can be labeled either as activator, inhibitor or neutral. A gene is neutral if both the z variables take value 0. The
number of activator and inhibitor genes is bounded above by constraints (4). More precisely, constraints (4) impose that at
leastM genes products are neutral. In constraints (5), d+G (i) denotes the outdegree of node i. These constraints impose that
neutral genes do not have influences upon other genes. In this case, the right-hand side of constraints (5) is equal to 0. These
constraints are redundant for nodes labeled as either activators or inhibitors.
Note that, the sets of constraints (1) and (2) are satisfied if each node of the network has at least one incoming arc labeled
as activator and one as inhibitor, i.e., if the following condition holds:
{j|∃[i1, j] ∈ E ′ ∧ [i2, j] ∈ E ′′} = N.
In case this condition does not hold, it is purposely enforced by adding some dummy activation/inhibition arcs, see
Section 5.2 for details. Note also that these constraints, i.e., constraints (1) and (2), are coherent with biological knowledge
especially if we consider both transcriptional and translational levels in molecular cell cycle mechanisms [32,44].
3. A mixed-integer linear programming formulation
The formulation presented in Section 2 is bilinear ([BIL]). However, the objective function can be linearized using one
of the approaches proposed for this class of problem, e.g. see Sherali and Adams [46]. Herein, we present a more compact
Mixed-Integer Linear Program (MIP) formulation for the gene regulatory problem, named [GRNP-MIP], equivalent to [BIL].
The [GRNP-MIP] formulation appends the same decision variables, z(A)i and z
(I)
i , to each node of the network (gene). Again,
the former decision variable labels node i as activator, the latter as inhibitor. Additional decision variables are used to take
into account ‘‘node regulation’’. We say that a gene is regularly activated if it is activated by a gene labeled as activator. In
graph theoretical terms, it means that at least one of the adjacent (parent) nodes by means of activating arcs is labeled
activator. The case of a regularly inhibited gene is similar.
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In summary, the node regulation decision variables are formally defined:
δ
(A)
j =
{
1 if node j is regularly activated,
0 otherwise
δ
(I)
j =
{
1 if node j is regularly inhibited,
0 otherwise.
The objective function minimizes the number of nodes irregularly activated/inhibited, which is of course equivalent to
maximizing the number of regular influences.
min
z,δ
∑
i∈N
(1− δ(A)i )+ (1− δ(I)i )︸ ︷︷ ︸
fGRNP-MIP (z,δ):=
s.t.
∑
i:[i,j]∈E′
z(A)i ≥ δ(A)j ∀j ∈ N (6)∑
i:[i,j]∈E′′
z(I)i ≥ δ(I)j ∀j ∈ N (7)
z(A)i + z(I)i ≤ 1 ∀i ∈ N (8)∑
i∈N
z(A)i + z(I)i ≤ |N| −M (9)∑
i:[ij]∈E′
(z(I)i + z(A)i ) ≥ 1 ∀j ∈ N (10)∑
i:[ij]∈E′′
(z(I)i + z(A)i ) ≥ 1 ∀j ∈ N (11)
z(A)i , z
(I)
i ∈ {0, 1} ∀i ∈ N (12)
δ
(A)
i , δ
(I)
i ∈ {0, 1} ∀i ∈ N. (13)
The sets of constraints (6) and (7) fix the node regulation decision variables, δ. If none of the parent nodes by means of
activating (inhibiting) arcs is labeled activator (inhibitor) then δ(A)j (δ
(I)
j ) is forced to take value 0. Constraints (8) and (9) play
the same role as constraints (3) and (4) in [BIL]. Constraints (10) and (11) impose that each gene has at least one activator
and one inhibitor.
Note that, the left-hand side of constraints (6) and (7) is always a non-negative integer value. In view of the objective
function, the decision variables δ will always attain their maximum value in correspondence of any optimal solution;
therefore they will always be either 0 or 1. This justifies the following claim:
Claim 3. The optimal solution of the relaxed formulation of [GRNP −MIP], obtained relaxing the integer requirements on δ
decision variables, is integer, i.e., feasible and thus optimal for [GRNP −MIP].
Note also that, the optimal solution of [GRNP-MIP] is univocally identified by the z variables.
Lemma 1. Given a feasible solution (z, δ) of [GRNP-MIP] there exists a feasible solution (z, x, y) of [BIL] such that fBIL(z, x, y) ≤
fGRNP-MIP(z, δ).
Proof. Consider a feasible solution of [GRNP-MIP], (z, δ). A feasible solution of [BIL] (z, x, y) is constructed as follows.
We let the z variables of the [BIL] solution to take the same values of those of the (z, δ) solution. Hence, constraints (3)
and (4) hold since they are the same constraints as (8) and (9) and involve only the z variables. As far as the x and y variables,
we set to 1 all the x (y) variables referring to regular activations (inhibitions), i.e. activating (inhibiting) arcs whose parent
node is labeled activator (inhibitor). Thus,
∀i ∈ N : z(A)i = 1 H⇒ xij = 1 ∀[i, j] ∈ E ′
∀i ∈ N : z(I)i = 1 H⇒ yij = 1 ∀[i, j] ∈ E ′′.
All these edges do not increase the objective function fBIL(z, x, y) since they represent regular activations and inhibitions.
Moreover, nodes regulated by these arcs are regularly activated and/or inhibited and thus satisfy conditions (1) and/or (2).
Now, we consider not regularly regulated nodes, i.e., nodes for which either
∑
i:[i,j]∈E′ z
(A)
i = 0,
∑
i:[i,j]∈E′′ z
(I)
i = 0, or
both.
Suppose that there exists a node j such that
∑
i:[i,j]∈E′ z
(A)
i = 0which implies δ(A)j = 0 (by constraint (6)). By constraints (10),
which hold by assumption, it follows that
∑
i:[i,j]∈E′ z
(I)
i ≥ 1 or equivalently {i : [i, j] ∈ E ′ ∧ z(I)i = 1} 6= φ. Hence, one of the
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irregular activators has to be chosen to activate node j, for instance the putative regulation with the smallest index (i(A)min).
The corresponding x variable is set to 1 (xi(A)minj
= 1), while all the others are set to zero. So we have:
xij =
{
1 if i = i(A)min = min{i : [i, j] ∈ E ′ ∧ z(I)i = 1}
0 otherwise.
A node j, which is not regularly inhibited (i.e.,
∑
i:[i,j]∈E′′ z
(I)
i = 0), is handled in a similar manner by fixing the y variables as
follows:
yij =
{
1 if i = i(I)min = min{i : [i, j] ∈ E ′′ ∧ z(A)i = 1}
0 otherwise.
Both the x and y variables of the solution so constructed, satisfy constraints (1), (2) and (5); therefore the solution (z, x, y)
is feasible. The inequality
fBIL(z, x, y) ≤ fGRNP-MIP(z, δ)
immediately follows by noting that for every node of [GRNP −MIP], not regularly regulated (δ-variable = 0), we select
exactly one irregular arc for [BIL]. 
Lemma 2. Every feasible solution of [BIL] satisfies the sets of constraints (10) and (11) of [GRNP-MIP].
Proof. Let (z, x, y) be a feasible solution of [BIL] which violates constraints (10), i.e.,
∑
i:[ij]∈E′(z
(I)
i + z(A)i ) = 0 for at least one
node j. Since constraints (1) hold, then there exists at least one node i˜ that activates node j, (xi˜j = 1). But xi˜j also occurs on
the left-hand side of (5), therefore either z(I)
i˜
= 1 or z(A)
i˜
= 1, which contradicts our assumption. Similar argument can be
used to show that constraints (11) are also satisfied. 
Lemma 3. Given a feasible solution (z, x, y) of [BIL], there exists a feasible solution of [GRNP-MIP], (z, δ), such that
fGRNP-MIP(z, δ) ≤ fBIL(z, x, y).
Proof. Suppose (z, x, y) is a feasible solution of [BIL]. We let to the z decision variables of the [GRNP-MIP] solution to take
the same values of those of the (z, x, y) solution. These z variables trivially satisfy constraints (8), (9) and they also satisfy
constraints (10) and (11) by Lemma 2. Therefore, to come to a feasible solution of [GRNP-MIP] we only need to construct
appropriate δ decision variables. We fix the δ variables as follows:
δ
(A)
j =
1 if
∑
i:[i,j]∈E′
z(A)i ≥ 1
0 otherwise.
δ
(I)
j =
1 if
∑
i:[i,j]∈E′′
z(I)i ≥ 1
0 otherwise.
Hence, the (z, δ) solution is feasible for [GRNP-MIP] by construction.
We now verify that the inequality fGRNP-MIP(z, δ) ≤ fBIL(z, x, y) holds. The δ variables are responsible for increasing the
objective function fGRNP-MIP(z, δ). Suppose that δ
(A)
j = 0 (i.e.,
∑
i:[i,j]∈E′ z
(A)
i = 0). The δ(I)j = 0 (i.e.,
∑
i:[i,j]∈E′′ z
(I)
i = 0) case
is analogous. δ(A)j = 0 increases fGRNP-MIP(z, δ) by one unit. By virtue of constraints (1) and (5), at least one node i, labeled
inhibitor (z(I)i = 1), activates node j (xij = 1), i.e., we have at least one irregular influence which augments fBIL(z, x, y) by
one unit. From this, the inequality immediately follows. 
From the lemmas listed above it is straightforward to prove by contradiction the following theorem.
Theorem 1. At the optimum both [GRNP −MIP] and [BIL] show the same value, i.e., f ∗GRNP-MIP = f ∗BIL. Moreover, given an optimal
solution of one formulation it is possible to construct an optimal solution of the other.
3.1. Complexity of the GRNP
To prove the NP-completeness of GRNP, we show that any instance of the SET COVER decision problem, which is is NP-
complete [18], polinomially transforms to an instance of GRNP (see (6)–(13)).
Definition 1 (SET COVER Decision Problem). Given a finite set S = {1 . . .m} and a collection of subsets of S, C = {Si ⊂ S|i =
1 . . . n}, does C contain a cover of S of size k?
Or equivalently, does a subsetΛ ⊂ {1 . . . n} exist such that S =⋃i∈Λ Si?
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Fig. 1. The derived graph for the following SET COVER instance: S = {v1, v2, v3, v4, v5, v6} and C = {S1, S2, S3, S4} where S1 = {v1, v3, v6}, S2 =
{v2, v4, v5}, S3 = {v3, v4, v6} and S4 = {v3, v4, v6}.
We say that an instance of the SET COVER Decision Problem is not trivial if the following conditions hold:
S =
n⋃
i=1
Si |S| ≥ 2.
Definition 2 (GRNP Decision Problem). Given an instance of the GRNP problem, i.e., a graph G(N, E ′, E ′′), does a labeling of
nodes exist such that the GRNP has at most k+ 1 irregular influences?
Theorem 2. GRNP is NP-complete even if the number of neutral nodes is set to0 and the outdegree of either activation or inhibition
arcs is 1 for all the nodes.
Proof. We transform instances of the SET COVER decision problem into restricted instances of the GRNP decision problem.
More specifically, we consider the following two restrictions:
i. the outdegree of activating arcs is equal to 1 for all the nodes;
ii. the minimum number of neutral nodes is set to 0.
In view of restriction i, any feasible instance of the GRNP problem has all the nodes with both outdegree and indegree of
activating arcs equal to 1. Moreover, as a consequence of both the restrictions, all the nodes are labeled either as activators
or inhibitors in any feasible solution of the GRNP problem.
Given an arbitrary, non-trivial, instance of the SET COVER decision problem, we derive a restricted instance of GRNP by
considering the following graph G(N, E ′, E ′′). N = V ∪W ∪ {w0} is the set of nodes, where V = {v1, . . . , vm} is a copy of S
andW = {w1, . . . , wn} is a copy of C. E ′ and E ′′ are the sets of arcs. E ′ is the set of putative activation arcs and is restricted
to an arbitrary assignment of the nodes (e.g. by a hamiltonian cycle). E ′′ := E ′′1 ∪ E ′′2 is the set of putative inhibition arcs and
is defined as follows:
• E ′′1 =
⋃n
i=1{[wi, vj]|j ∈ Si}.• E ′′2 = {[w0, wi]|i = 1, . . . , n}.
Fig. 1 shows the transformation of an instance of the SET COVER problem to an instance of [GRNP]. The arcs with a T-
ending represent putative inhibiting influences and the arrows represent putative activating influences. The outgoing arcs
from node wi represent the elements of the set Si. For instance, the arc [w2, v4] ∈ E ′′ means that v4 ∈ S2. We can also see
that w0 putatively inhibits itself and all the elements of the setW . For the set E ′ (the arrows) we have chosen an arbitrary
hamiltonian cycle.
Before going on to prove the theorem, we first observe the following facts:
Claim 2 In any optimal solution of the constructed GRNP instance, all the nodes in S are labeled activators.
Note that, all the nodes in S exert only activation influences. If one of these nodes is labeled as inhibitor then it is possible
to improve the solution, i.e., to reduce the number of irregular influences, by simply switching the label of the node.
Claim 3. In any optimal solution of the constructed GRNP instance, we may assume that the irregular influences are activating
influences.
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Fig. 2. Ants when choosing the shortest way between their nest and a food source.
By restriction, the outdegree of activating influences is one for all the nodes. Therefore, if a node exerts at least one inhibition
influence then it is not inconvenient to label the node as inhibitor. In case the node does not inhibit any other node then, by
labeling the node as activator, it does not induce any irregular influence.
Here, we show that a ‘‘YES’’ answer to the GRNP decision problem exists if and only if there is a ‘‘YES’’ answer to the SET
COVER decision problem, i.e., there exists a solutionΛ for the SET COVER, with |Λ| = k.
(⇒) Suppose that there exists a ‘‘YES’’ answer to the GRNP decision problem. Without loss of generality, suppose that the
k+ 1 irregular influences are activating influences, see Claim 3. These influences are promoted by nodes labeled inhibitors,
more precisely node w0 plus k nodes of the set W , see Claim 2. Therefore all the inhibiting influences are regular which
implies that there exists a solution for the SET COVER with cardinality k.
(⇐) Suppose that the answer to the SET COVER decision problem is ‘‘YES’’. We label both the k nodes of W which cover
the set S and node w0 as inhibitors. Thus, all the nodes of the GRNP instance are regularly inhibited. All the other nodes
are labeled as activators thus resulting in no irregular activations. Hence, all the irregular influences, activations, are k + 1
and are those induced by nodes labeled as inhibitors. From this, we have constructed a ‘‘YES’’ instance of the GRNP decision
problem. 
4. Using ACO for solving the GRNP
To solve large instances of the GRNP problem, we implemented a heuristic procedure that follows the Ant Colony
Optimization (ACO) idea. ACO is a relatively new bio-inspired population based metaheuristic, and it has already been
effectively applied to various combinatorial optimization problems [17]. At each iteration a set (colony) of agents (ants)
individually construct solutions. The construction of each solution is based on both heuristic information (visibility) and
adaptive memory (pheromone). The pheromone gives a learning effect from past iterations.
The idea of ACO came from behavioral studies on ants, which investigated the foraging habits of ants [21]. Experiments
on real ants showed how pheromone trails are used to find the shortest path between the nest and the food source.
Fig. 2 displays three situations: In the first one, the ants have a direct connection to the food source (a). An obstacle is
placed between the nest and the food source, to offer two new routes to the food source — one longer and one shorter.When
encountering the new situation the ants use both the routes with same probability to avoid the obstacle (b). In the same
time interval the shorter route is used more often than the longer one. Therefore, the pheromone level of the shorter route
increases more rapidly and almost all the ants are going to use it (c), see [15,16].
Algorithm 1 reports the pseudo-code of the method applied to the GRNP problem. The way how procedures are
implemented and parameters are set reflects the customization of ACO to the GRNP problem. The algorithm consists of
two main nested loops.
In the inner loop, the procedure ant(η, τ ) constructs a solution by iteratively adding a new regulating element to the
partial solution. A partial solution is represented by both the set of selected activators A˜ ⊂ N and the set of selected inhibitors
I˜ ⊂ N . A new regulator element i (A˜← A˜∪{i} or I˜ ← I˜∪{i}) is selected from the set of not yet labeled nodes R˜ ( = N \ I˜∪ A˜)
by applying either a greedy rule, with a 70% probability, or a random decision rule (roulette wheel), with a probability of
30%.
• The greedy rule selects the element with the largest value of pheromone (τ ) plus visibility (η). In formula:
X˜ ← X˜ ∪ {i} ⇔ (i, X) = argmax
(j,Y )∈R˜×{I,A}
{η(Y )j (Y˜ )+ τ (Y )j }. (X ∈ {I, A}).
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Algorithm 1 ACO
vmin = 2 · |N|
τ
(A)
i = |N|−M2
τ
(I)
i = |N|−M2
for (1 . . . n_iterations) do
v˜min = 2 · |N|
for (1 . . . n_ants) do
s = (I˜, A˜, v) = ant(η, τ )
evaporate(s, ρ1)
s = local_search(s)
if v < vmin then
smin = s
end if
if v < v˜min then
s˜min = s
end if
end for
pheromone_update(s˜min, smin)
evaporate(ρ)
end for
return smin
In our specific implementation of the ACO algorithm, the visibility of element i is its covering number, that is, the number
of additional elements regulated by element i. In other words, those elements which are already regulated by genes
(elements) included in the current partial solution are not counted for the covering number of element i.
η
(A)
i (A˜) = |{j ∈ N : [i, j] ∈ E ′} \ {j ∈ N : [k, j] ∈ E ′, k ∈ A˜}|
η
(I)
i (I˜) = |{j ∈ N : [i, j] ∈ E ′′} \ {j ∈ N : [k, j] ∈ E ′′, k ∈ I˜}|.
• The roulette wheel rule selects element i, I˜ ← I˜ ∪ {i} (resp. A˜← A˜ ∪ {i}) with a probability proportional to η(I)i (I˜)+ τ (I)i
(resp. η(A)i (A˜)+ τ (A)i ).
P(X˜ ← X˜ ∪ {i}) = η
(X)
i (X˜)+ τ (X)i∑
(j,Y )∈R˜×{I,A}
η
(Y )
j (Y˜ )+ τ (Y )j
(X ∈ {I, A}).
Once a new solution s is constructed, the pheromone of each element in sets A˜ and I˜ is slightly reduced by a constant
multiplicative factor 0 < ρ1 < 1 (near 1), thus lessening the probability for solution s to be constructed twice (procedure
evaporate(s, ρ1)). Then, the local_search(s) procedure is executed to improve the quality of the solution. local_search(s)
implements a first improvement 2-exchange local search procedure which first recovers from possible infeasibilities. The
inner loop is repeated a number of times equal to the number of ants.
Before starting a new iteration – outer loop of the algorithm – the pheromone is updated in two steps.
• In the first step, procedure pheromone_update(s˜min, smin) is invoked to update only the pheromone of nodes selected
(labeled) in the solution. s˜min = (A˜, I˜, v˜) denotes the best solution computed during the last iteration and smin =
(Amin, Imin, vmin) denotes the best solution computed so far in the execution of the algorithm. To update the pheromone,
by means of the following formulas (14) and (15), it is used either s˜min, if its quality is considerably good, or smin.
∀i ∈ A˜ : τ (A)i ← τ (A)i + ξ · (N − τ (A)i ) (14)
∀i ∈ I˜ : τ (I)i ← τ (I)i + ξ · (N − τ (I)i ). (15)
• In the second step – procedure evaporate(ρ) – the pheromone of all the nodes is reduced by a constant multiplicative
factor ρ. ρ is set to a value such that the net change of pheromone computed over all the nodes is null.
To tune the algorithm parameters, we carried out computational tests on small size instances (|N| = 50). The size of the
colony, i.e., number of ants (n_ants), is set to 50. High initial values of the pheromone (τ0 ≥ |N|−M2 ) give better performances,
since they guarantee a longer exploration phase. For the local pheromone evaporation we consider ρ1 = 0.99. In the
pheromone_update(s˜min, smin) procedure, both the value of ξ and the solution used to update the pheromone depend on
the quality of s˜min with respect to smin. In Table 1, we report the possible cases where we denoted with v˜ and vmin the
objective function values of s˜min and smin respectively.
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Table 1
Settings of the ACO parameters
Case SU ξ
v˜ ≤ vmin s˜min 0.5
vmin < v˜ ≤ 1.1 · vmin s˜min 0.05
v˜ > 1.1 · vmin smin 0.05
SU, solution used to update the pheromone.
Fig. 3. Methodology (see [24,50]).
5. Computational experience
In this section, the computational results of the proposed method are reported. In Fig. 3, we schematically depict the
complete procedure to generate a reduced and coherent regulatory network from raw expression array data sets. In grey, we
highlight the parts of the procedure addressed in this paper. A putative gene regulatory network is obtained frommicroarray
expression data by applying an appropriate inference method, see Section 5.2 for details. Given the putative regulatory
network we release the ‘‘refined draft’’ of the gene regulatory network by solving the proposed mathematical program. To
solve large instances of the mathematical program we run the ACO metaheuristics described in Section 4.
In the following sections,we first present a computational analysis on randomly generated instances to verify the viability
of the proposed algorithm to solve instances of the GRNP problem; then we show the results obtained by applying the
proposed methodology to a real instance based on Saccharomyces cerevisiae genome data.
5.1. Randomly generated instances
The computational analysis on random instances was carried out on different instances each of them having 100
nodes. The instances were generated by varying the average degree of nodes, from 10 to 12 with a step size of one
half. The instances were ordered in 5 groups with increasing graph density. Each group consisted of 5 instances with
approximately the same density but with a different seed of the random number generator. The minimum number
of neutral nodes was set to 80 in all cases. The groups of instances are reported in Table 2 and they are available at
http://homepage.univie.ac.at/martin.romauch/GRNP/.
The instances we generated are already difficult to solve optimally for a commercial solver like CPLEX 10.0. In our
computational tests, a time limit of 5000 s was imposed for CPLEX. CPLEX was able to compute the optimal solution within
the time limit in only two cases out of 25. While solving an instance, CPLEX also returned a lower bound on the optimal
solution. The quality of lower bounds was poor and the gap between the lower bound and the solution remained quite
large, even after 1 day of computation on 1 GHZ machine.
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Table 2
5 groups of instances with increasing graph densities
degree seed1 seed2 seed3 seed4 seed5
10 100-20-1.dat 100-20-2.dat 100-20-3.dat 100-20-4.dat 100-20-5.dat
10.5 100-21-1.dat 100-21-2.dat 100-21-3.dat 100-21-4.dat 100-21-5.dat
11 100-22-1.dat 100-22-2.dat 100-22-3.dat 100-22-4.dat 100-22-5.dat
11.5 100-23-1.dat 100-23-2.dat 100-23-3.dat 100-23-4.dat 100-23-5.dat
12 100-24-1.dat 100-24-2.dat 100-24-3.dat 100-24-4.dat 100-24-5.dat
Fig. 4 displays the trajectories of the solution value and of the lower bound during the execution of branch-and-bound
algorithm with grey dashed lines. On the same diagram, the trajectory of the ACO solution is reported with a grey solid
line, while black solid lines represent the trajectories of the solution value and of the lower bound during the execution of
the branch-and-bound algorithm applied to [RMIP-GRNP]. [RMIP-GRNP] is a relaxed formulation of [GRNP-MIP] obtained by
relaxing constraints (10) and (11). It allows us to compute better lower bounds of the solutions. In fact, the lower bound of
[RMIP-GRNP] is itself a lower bound for [GRNP-MIP].
[RMIP-GRNP] is easier to solve for CPLEX. Within a time limit of 1000 s, CPLEX optimally solved 6 instances of [RMIP]
while it did not solve any instance of [GRNP-MIP] in the same amount of time. In only two cases, the lower bound obtained
from [RMIP-GRNP] was worse than the one returned by CPLEXwhen solving [GRNP-MIP], whereas it was significantly better
in more than half of the instances as reported in the last two columns of Table 3. From Fig. 4 it is evident that [RMIP-GRNP]
converges faster and gives better lower bounds especially in early stage. Note that, the trajectories depicted in Fig. 4 do
not refer to a peculiar case (instance 100-21-4.dat). Indeed, all the instances exhibited similar trajectories. In the last four
columns of Table 3, the results on the best solution computed by CPLEX within the time limit and the corresponding lower
bounds are reported.
To compute good quality solutions of large instances, we implemented the ACO procedure described in Section 4.We also
compared ACOwith GRASP and GREEDY. GRASP, Greedy Randomized Adaptive Search Procedures, is another metaheuristic
methodology to solve combinatorial optimization problems, see [22,23,42]. Its basic idea is to disturb a greedy construction
heuristic and it can also be considered as a simplification of ACO, that is, an ACO without common memory (pheromone).
Hence, by comparing ACO and GRASP we can verify the effectiveness of pheromone. GREEDY is a greedy heuristic improved
by a local search. The local search procedure implements a 2-exchange improvement between activator, inhibitor and
neutral nodes.
We imposed a time limit of 180 s for both ACO and GRASP andwe started the two algorithmswith 5 different seeds since
they are random search procedures. Table 3 summarizes the computational results. For each instance, the value of the best
solution computed within the time limit by each procedure is listed. For ACO and GRASP, the average value computed on all
the solutions constructed during the execution of the algorithm is also reported within brackets.
In all the instances, the ACO metaheuristic outperforms significantly GREEDY and GRASP. Indeed, the performances of
the greedy heuristic are poor. The algorithm often gets trapped in infeasible solutions and the local search procedure is
mostly devoted to restore the feasibility of solutions. The capability of GREEDY to compute good quality solutions is thus
compromised. By comparing ACO and GRASP, we deduce that the effect of pheromone is considerable. In 24 instances out of
25, ACO computed solutionswhich are not worse than those computed by CPLEX in 5000 s, and in 19 cases ACO outperforms
CPLEX in terms of solution quality. Only for instance 100-22-5.dat, CPLEX provided a solutionwhichwas better than the ACO
solution.
In summary, ACO gave high quality solutions for the GRNP problem in a reasonable amount of time, andwemay conclude
that it is capable of success.
5.2. A real world problem
To show the viability of the proposed approach we considered a real test based on microarray experiments on
Saccharomyces cerevisiae. More specifically, we considered a 17-point time-series data set measuring the expression level of
each of 6601 different genes from the S. cerevisiae genome.1
To create the putative network we implemented the improved edge detection function proposed in [24]. This
methodology suggests a relation between two genes as a result of a local analysis on the expression time series of the
two genes. More in detail, it investigates local changes in the expression data and their qualitative behavior, e.g. increasing
or decreasing, in order to discover either resemblances or differences. The edge detection function scores any pair of genes
(ga, gb ∈ N) with a value S(ga, gb) ∈ [−1, 1]. Once all the possible pairs of genes have been scored, the corresponding
influences are considered in the putative regulatory network if the absolute value of their score is greater than a given
threshold value (µ), that is, |S(ga, gb)| ≥ µ.
In our computational analysis we considered several values of µ. The higher was the threshold value µ, the smaller was
the number of influences detected by the edge detection function method. For values of µ ≥ 0.5, the putative network
1 Available at http://genome-www.stanford.edu/cellcycle/data/rawdata/.
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Fig. 4. CPLEX solution process for both [GRNP-MIP] and [RMIP-GRNP], on instance 100-21-4.dat.
Table 3
Computational results for the GRNP instances
GREEDY GRASP ACO CPLEX CPLEX LB (GRNP-MIP) LB (RMIP-GRNP)
Time limit (s) 180 180 5000 1000 1000 1000
100-20-1.dat 32 22(23.6) 21(21) 21 21 15 17
100-20-2.dat 35 18(19) 14(14.2) 15 — 13 10
100-20-3.dat 26 16(18.2) 13(13.8) 13a 16 10 10
100-20-4.dat 28 20(21.2) 17(17) 18 18 12 16b
100-20-5.dat 47 19(20) 17(17.2) 17a 18 15 15b
100-21-1.dat 40 19(21.2) 16(16.6) 17 17 11 13b
100-21-2.dat 24 14(15.2) 10(10.2) 10 10 3 5
100-21-3.dat 20 15(16.4) 11(11.2) 13 13 3 5
100-21-4.dat 30 16(18.2) 15(15.2) 16 17 7 9
100-21-5.dat 29 15(18.6) 15(15) 15 15 14 13b
100-22-1.dat 26 15(16.8) 13(13.2) 14 14 6 11b
100-22-2.dat 26 12(14) 9(9.2) 11 11 2 3
100-22-3.dat 22 12(14) 8(8.4) 13 13 3 3
100-22-4.dat 20 14(16) 11(11.8) 13 18 3 4
100-22-5.dat 21 14(16) 13(13) 12 12 10 11b
100-23-1.dat 22 13(13.6) 10(10) 11 11 3 5
100-23-2.dat 15 10(11.4) 6(6) 9 9 1 1
100-23-3.dat 21 10(11.2) 6(6.6) 8 10 2 3
100-23-4.dat 18 10(12.8) 9(9) 10 12 2 3
100-23-5.dat 18 13(15) 10(10.4) 12 12 3 4
100-24-1.dat 19 12(12.8) 9(9) 10 10 2 2
100-24-2.dat 27 7(8.4) 4(4.2) 8 8 0 0
100-24-3.dat 10 6(7.6) 4(4) 4 5 1 1
100-24-4.dat 16 10(11.4) 5(5.2) 8 9 1 1
100-24-5.dat 15 11(13.2) 7(8.2) 9 12 3 3
a CPLEX optimal solutions.
b Optimal solutions of RMIP-GRNP.
was rather small with many false negative influences. In these cases, it was not convenient to apply our procedure. With a
threshold value equal to 0.3 (µ = 0.3), the nodes of the putative network had an average degree of 14. Since there were
nodes without putative inhibition/activation we added the auxiliary nodes AUX_1, AUX_2, and the corresponding putative
regulations. Node AUX_1 activated all nodes with no putative activations and node AUX_2 inhibited all the nodes with no
putative inhibitions.
Given the putative gene regulatory network, we generated several instances of the GRNP problem by varying the lower
bound on the number of neutral genes, i.e., the parameter M. We considered values of M greater than 90% of the total
number of genes. Such values of M are coherent with the number of known regulators, which is approximately 8% of the
total number of genes (http://www.yeastgenome.org). To compute the gene regulatory network we run the Ant Colony
Optimization metaheuristic. The objective value of the final solution, which corresponds to the average number of irregular
influences in the refined gene regulatory network, was on average 523. The average value was computed over all the
instances generated with different combinations of M and µ. Moreover, the number of genes labeled in the solution was
in general not constrained by |N| − M . Indeed, the constraint on the maximum number of regulators, both activators and
inhibitors, was active only for values ofM ≥ 98%.
These results, i.e., the relatively small number of regulators and the high number of irregular influences, implicitly
corroborate the conclusion that the putative network has a scale-free structure and is preserved by themethodwe proposed.
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Fig. 5. A small cut-out of the resulting network.
Table 4
Node label and the corresponding gene product
Label Gene Label Gene
70 YAL005c/SSA1 2917 YLR293c/GSP1
152 YBL025w/RRN10 1100 YDR524c
161 YBL016w/FUS3 1197 THR3
173 YBR001c/NTH2 2613 YKR065c
394 YBR293w 4596 YNL162w/RPL41A_ex1_f
Fig. 5 shows a small portion of the refined network computed with the following settings: M = 95% and µ = 0.3. This
portion is extracted by choosing one inhibitor (node 394, YBR293w) and its regulating and regulated neighbors. Activating
and inhibiting influences are represented by arrows and T-ending arcs respectively. The nodes are labeled with numbers
and the key to the corresponding genes is given in Table 4.
As displayed in Fig. 5, the influences proposed by our approach have been scored according to the biological knowledge
up to date [11].With ‘‘+’’ we tag all the relationships between geneswhich are consistent with the current knowledge about
the S. cervisae genome. The number of ‘‘+’’ denotes the probability of the existence of a biological and functional connection.
In particular, the arcs taggedwith ‘‘+++’’ are deeply documented by scientific biological papers, such as the influence of 161
(YBL016w/FUS3) upon 1100 (YDR524c) and 2613 (YKR065c), [41]. Fus3 is a kinase involved in cell proliferation processes
and it also acts in a pathway upstreamof Arf (aka Age1 number 1100, YDR524c)which is strongly implied in cell proliferation
processes as well, [54].
With only one ‘‘+’’ we tagged influences which are consistent with a gene ontology analysis, i.e., they may be inferred
from other genes which belong to the same cluster and exert similar biological functions. For instance, referring to the
relationship between 394 and 1197, a defect in the uptake of histidine, lysine, or arginine is also observed in the vacuolar
membrane vesicles of mutants YBR293w (VBA2). More specifically, VBA2 (a vesicle amino acid transporter) is involved
in amino acid uptake from the external environment (as shown by mutants [48]). It is known that histidine and arginine
biosynthesis genes, His1 andArg6, are inhibited by a feedback regulatory loopwhen amino acids are available in the cell [33].
Therefore, perturbing the activity of VBA2, it is possible to modify intracellular amino acid levels, and thus His1 and Arg6
(through the regulatory loop). With regard to Thr3, it is in a gene cluster together with His1 and Arg6, therefore it is highly
probable that Thr3 is involved in amino acid biosynthesis as well, and is regulated by the same feedback loop. That may
provide a rationale for Thr3 ` VBA2 relation found.
Our methodology also revealed influences that at the moment are unknown, tagged with ‘‘?’’. This is due to either one or
both of the two following motivations.
(1) The relation between the two proteins is unknown.
(2) The proteins do not have a known functionality.
Finally, we tagged with ‘‘false’’ those influences which correspond to false positive, since between the two genes there is
not any functional and/or physical relation.
The relations may be a good initial point for discovering interesting regulatory coherence and may be the basis for
designing experiments.
6. Conclusion
In this paper, we presented amathematicalmodelwhich formalizes the problemof identifying a smaller set of interesting
candidate regulatory elements given a putative gene regulatory network. The Ant Colony Optimization procedure we
proposed to solve real instances of the problem, provided good quality solutions in a reasonable amount of time.
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Theproposedmethodology, like any reverse engineering approach,might not be lacking of errors, since both false positive
and false negative influencesmight be revealed. Indeed, data are often inherently inadequate to identify the gene regulatory
network. For instance, simple signal analysis techniques fail to find the vast majority of known regulatory relations on
the Cho/Spellman data set as demonstrated in [24]. Better results could be achieved if more recent methodologies were
applied in the generation of the putative gene regulatory network. On this subject, we can mention among others, methods
which either use disparate biological data sources [5], use multiple time-series data sets [47] or relieve from biological data
errors [28].
The proposed approach is fairly general and makes interesting prediction of the S. cerevisiae gene regulatory network.
However further issues should be addressed. For instance, gene products are also activated by other factors such as
phosphorylation, an option which is not considered in our model.
We believe that the proposed method should be used in combination with other methodologies and it could serve as a
basis to design experiments with the aim of discovering unknown influences.
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