We conjecture that bounded generalised polynomial functions cannot be generated by finite automata, except for the trivial case when they are periodic away from a finite set.
Introduction
Automatic sequences are sequences whose n-th term is produced by a finite state machine from base k digits of n. (A precise definition is given below.) By definition, automatic sequences can take only finitely many values. Allouche and Shallit [AS92, AS03b] have generalized the notion of automatic sequences to a wider class of regular sequences and demonstrated their ubiquity and links with multiple branches of mathematics and computer science. The problem of demonstrating that a certain sequence is or is not automatic or regular has been widely studied, particularly for sequences of arithmetic origin [AS92] , [AS03b] , [Bel07] , [SY11] , [MR15] , [SP11] , [Mos08] , [Row10] .
The aim of this article is to continue this study for sequences that arise from generalized polynomials, i.e. expressions involving algebraic operations and the floor function, via dynamical and ergodic methods. This is possible because by the work of Bergelson and Leibman [BL07] , generalized polynomials are strongly related to dynamics on nilmanifolds, which we also exploit in the companion paper [BK16] .
In [AS03b, Theorem 6.2] it is proved that the sequence (f (n)) n≥0 given by f (n) = ⌊αn+β⌋ for real numbers α, β is regular if and only if α is rational. The method used there does not immediately generalise to higher degree polynomials in n, but the proof implicitly uses rotation on a circle by an angle of 2πα. Replacing the rotation on a circle by a skew product transformation on a torus (as in Furstenberg's proof of Weyl's equidistribution theorem), we easily obtain the following result. (For more on regular sequences, see Section 1).
Theorem A. Let p ∈ R[x] be a polynomial. Then the sequence f (n) = ⌊p(n)⌋, n ≥ 0 is regular if and only if all the coefficients of p except possibly for the constant term are rational.
In fact, we show the stronger property that for an integer m ≥ 2 the sequence ⌊f (n)⌋ mod m is not automatic unless all the coefficients of p except for the constant term are rational, in which case it is periodic. It is natural to inquire whether a similar result can be proven for more complicated expressions involving the floor function such as e.g. f (n) = ⌊α⌊βn 2 + γ⌋ 2 + δn + ε⌋. Such sequences are called generalized polynomial and have been intensely studied.
Another closely related motivating example comes from the classical Fibonacci word 1 w Fib ∈ {0, 1} N0 . There are several ways to define it, each shedding light from a different direction.
(i) Morphic word. Define the sequence of words w 0 := 0, w 1 := 01 and w i+2 := w i+1 w i . Then w Fib is the (coordinate-wise) limit of w i as i → ∞. (ii) Sturmian word. Explicitly, w Fib (n) = ⌊(2 − ϕ)(n + 2)⌋ − ⌊(2 − ϕ)(n + 1)⌋. (iii) Fib-automatic sequence. If n = i≥2 v i F i , where v i ∈ {0, 1} and there is no i with v i = v i+1 = 1, then w Fib (n) = v 2 . The equivalence of (i) and (ii) is well-known, see e.g. [Lot02] . The representation · · · v 3 v 2 of n in (iii) is known as the Zeckendorf representation; it exists for each n and is unique. The notion of automaticity using Zeckendorf representation (or for that matter a representation from a much wider class) in place of the usual base k representation of the input n was introduced and studied by Shallit in [Sha88] (see also [Rig00] ), where among other things the equivalence of (i) and (iii) is shown. We return to this subject in Section 6.
Hence, w Fib gives a non-trivial example of a sequence which is given by a generalised polynomial and satisfies a variant of automaticity related to the Zeckendorf representation. It is natural to ask if similar examples exist for the usual notion of k-automaticity. Motivated by Theorem A, we believe the answer to this should be negative. The following conjecture was the initial motivation for the line of research pursued in this paper.
Conjecture 1. Suppose that a sequence f is simultaneously automatic and generalised polynomial. Then f is ultimately periodic.
(We say that a sequence f is ultimately periodic if it coincides with a periodic sequence except at a finite set. ) We are able to partially resolve this conjecture. First of all, we prove that the conjecture holds except on a set of density zero. In fact, in order to obtain such a result, we only need a specific property of automatic sequences. For the purpose of stating the next theorem, let us say that a sequence f : N → X is weakly periodic if for any restriction of f to an arithmetic sequence, f ′ (n) = f (an + b), a ∈ N, b ∈ N 0 , there exist q ∈ N, r, s ∈ N 0 with r = s, such that f ′ (qn + r) = f ′ (qn + s). Of course, any periodic sequence is weakly periodic, but not conversely. All automatic sequences are weakly periodic, which follows from the finiteness of kernels (see Lemma 2.1). Another non-trivial example is the characteristic function of the square-free numbers.
Theorem B. Suppose that a sequence f : N 0 → R is weakly periodic and generalised polynomial. Then there exists a periodic function b and a set Z ⊂ N of upper Banach density zero such that f (n) = b(n) for n ∈ N \ Z. This is already sufficient to rule out automaticity of many natural examples of generalised polynomials. In To obtain stronger bounds on the size of the exceptional set Z, we need to restrict to automatic sequences and exploit some of their finer properties studied in the companion paper [BK16] . Towards this end we develop a structure theory for sparse automatic sequences, i.e. those which take non-zero values on a set of integers of zero Banach density (note a slight difference in usage between this paper and [BK16] ). In particular, we show that the set where a sparse automatic sequence takes non-zero values is either extremely small or combinatorially rich (see Theorem 3.6). Conversely, we can show that sparse genearlised polynomials must be free of similar combinatorial structures. As a consequence, we prove the following result.
Theorem C. Suppose that a sequence f : N 0 → R is automatic and generalised polynomial. Then there exists a periodic function b and a set Z ⊂ N such that
In fact, we obtain a much more precise structural description of the exceptional set Z. See Theorem 3.3 for details. Similar techniques alllow us to show nonautomaticity of some sparse generalised polynomials, for which Theorem A is vacuously satisfied. For instance, the sequence given by
is not automatic, provided that c is small enough. (Here, x denotes the distance from Z.) For details, see Example 3.9.
While Theorem C does not resolve Conjecture 1, our proof thereof greatly restricts the number of possible counterexamples. In fact, in order to prove Conjecture 1, it would suffice to prove that the characteristic sequence of powers of an integer k ≥ 2 given by g k (n) = 1, if n = k t for some t ≥ 0; 0, otherwise is not generalized polynomial.
Theorem D. Let k ≥ 2 be an integer. Then exactly one of the following statements holds: (i) All sequences which are simultaneously k-automatic and generalised polynomial are ultimately periodic.
(ii) The characteristic sequence g k of the powers of k is generalised polynomial.
Unfortunately, we are now unable to decide which of the two possibilities in the above theorem holds. Although we expect that g k should not be a generalised polynomial, in [BK16] we obtain several examples of algebraic numbers λ > 1 such that the characteristic function of the set E λ := λ i i ∈ N 0 is generalised polynomial, where x denotes the closest integer. All our examples are Pisot units (i.e. algebraic integers λ > 1 all of whose conjugates have modulus < 1). Conversely, there is no λ > 1 for which we can prove that the characteristic function E λ is not given by a generalised polynomial. This prompts us to propose the following.
Conjecture 2. Suppose that λ > 0 is such that the characteristic function E λ defined above is given by a generalised polynomial. Then λ is a Pisot unit of degree ≥ 2.
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Background
Notations and generalities. We denote the sets of positive integers and of nonnegative integers by N = {1, 2, . . .} and N 0 = {0, 1, . . .}. We denote by [N ] the set [N ] = {0, 1, . . . , N − 1}. We use the Iverson's convention: whenever ϕ is any sentence, we denote by ϕ its logical value (1 if ϕ is true and 0 otherwise). We denote the number of elements in a finite set A by |A|.
For a real number r, we denote its integer part by ⌊r⌋, its fractional part by {r} = r − [r], the nearest integer to r by r = ⌊r + 1/2⌋, and the distance from r to the nearest integer by r = |r − r |.
We use some standard asymptotic notation. Let f and g be two functions defined for sufficiently large integers. We say that f = O(g) or f ≪ g if there exists c > 0 such that |f (n)| ≤ c |g(n)| for sufficiently large n. We say that f = o(g) if for every c > 0 we have |f (n)| ≤ c|g(n)| for sufficiently large n. Finally, we say that f = Θ(g) if f = O(g) and g = O(f ).
For a subset E ⊂ N 0 , we say that E has natural density d(A) if
We say that E ⊂ N 0 has upper Banach density
We now formally define generalised polynomials.
Definition 1.1 (Generalised polynomial). The family GP of generalised polynomials is the smallest set of functions Z → R containing the polynomial maps and closed under addition, multiplication, and the operation of taking the integer part. Whenever it is more convenient, we regard generalised polynomials as functions on
is called generalised polynomial if its characteristic function given by f (n) = n ∈ E is a generalised polynomial. (Note that this definition depends on whether we are regarding the generalised polynomial as a function on Z or on N 0 and a generalised polynomial set E ⊂ N 0 might a priori not be generalised polynomial when considered as a subset of Z. It will always be clear from the context which meaning we have in mind.)
An example of a general polynomial would therefore be a function f given by the formula f (n) = √ 3⌊ √ 2n 2 + 1/7⌋ 2 + n⌊n 3 + π⌋.
Automatic sequences. Whenever A is a (finite) set, we denote by A * the free monoid with basis A. It consists of finite words in A, including the empty word ǫ, with the operation of concatenation. We denote the contatenation of two words v, w ∈ A * by vw and we denote the length of a word w ∈ A * by |w|. In particular, |ǫ| = 0. We say that a word v ∈ A * is a factor of a word w ∈ A * if there exist words u, u ′ ∈ A * such that w = uvu ′ . We denote by w R ∈ A * the reversal of the word w ∈ A * (the word in which the elements of A are written in the opposite order). Let k ≥ 2 be an integer and denote by Σ k = {0, 1, . . . , k − 1} the set of digits in base k. For w ∈ Σ * k , we denote by [w] k the integer whose expansion in base k is w,
Similarly, for an integer n ≥ 0, we write (n) k ∈ Σ * k for the base k representation of n (without an initial zero). (In particular, (0) k = ǫ.)
The class of automatic sequences consists, informally speaking, of finite-valued sequences (a n ) n≥0 whose values a n are obtained via a finite procedure from the digits of base k expansion of an integer n.
The most famous example of an automatic sequence is arguably the Thue-Morse sequence, first discovered by Prouhet in 1851. Let s 2 (n) denote the sum of digits of the base 2 expansion of an integer n. Then the Thue-Morse sequence (t n ) n≥0 is given by t n = 1 if s 2 (n) is odd and t n = 0 if s 2 (n) is even.
We will introduce the basic properties of automatic sequences. For more information, we refer the reader to the canonical book of Allouche and Shallit [AS03a] . To formally introduce the notion of automatic sequences, we begin by finite automata. Definition 1.2. A deterministic finite k-automaton with output (which we will just call a k-automaton) A = (S, s • , δ, Ω, τ ) consists of the following data:
(i) a finite set of states S;
(ii) an initial state s • ∈ S;
(iii) a transition map δ : S × Σ k → S; (iv) an output set Ω;
(v) an output map τ : S → Ω.
We extend the map δ to a map δ : S × Σ * k → S (denoted by the same letter) by the recurrence formula
We call a sequence k-automatic if it can be produced by a k-automaton in the following manner: one starts at the initial state of the automaton, follows the digits of the base k expansion of an integer n, and then uses the output function to print the n-th term of the sequence. This is stated more precisely in the following definition.
Definition 1.3. A sequence (a n ) n≥0 with values in a finite set Ω is k-automatic if there exists a k-automaton A = (S, s • , δ, Ω, τ ) such that a n = τ (δ(s • , (n) k )). We call a set E of nonnegative integers automatic if the characteristic sequence (a n ) of E given by a n = n ∈ E is automatic.
For some applications, it will be useful to consider the following variant of the definition. A function a : Σ * k → Ω is automatic if there exists a k-automaton A = (S, s • , δ, Ω, τ ) such that a(u) = τ (δ(s • , u)) for u ∈ Σ * k . The values of the Thue-Morse sequence are given by the 2-automaton s • s 1 0 1 1 0 with nodes depicting the states of the automaton, edges describing the transition map and with τ (s • ) = 0 and τ (s 1 ) = 1. Thus, the Thue-Morse sequence is 2automatic.
In the definition above, the automaton reads the digits starting with the most significant one. In fact, we might equally well demand that the digits be read starting with the least significant digit or that the automaton produces the correct answer even if the input contains some leading zeroes. Neither of these modifications changes the notion of automatic sequences [AS03a, Theorem 5.2.3] (though of course for most sequences we would need to use a different automaton to produce a given automatic sequence).
There is a number of equivalent definitions of automatic sequences connecting them to different branches of mathematics (stated for example in terms of algebraic power series over finite fields or letter-to-letter projections of fixed points of uniform morphisms of free monoids). We will need one such definition that has a combinatorial flavour and is expressed in terms of the k-kernel.
Definition 1.4. The k-kernel N k ((a n )) of a sequence (a n ) n≥0 is the set of its subsequences of the form
Automaticity of a sequence is equivalent to the finiteness of its kernel.
Proposition 1.5. [AS03a, Theorem 6.6.2] Let (a n ) n≥0 be a sequence. Then the following conditions are equivalent:
(i) The sequence (a n ) is k-automatic.
(ii) The k-kernel N k ((a n )) is finite.
For the Thue-Morse sequence we have relations t 2n = t n , t 2n+1 = 1 − t n , and hence one easily sees that the 2-kernel N 2 ((t n )) consists of only two sequences N 2 ((t n )) = {t n , 1 − t n }. This gives another argument for the 2-automaticity of the Thue-Morse sequence.
An automatic sequence by definition takes only finitely many values. In 1992 Allouche and Shalit [AS03b] generalised the notion of automatic sequences to a wider class of k-regular sequences that are allowed to take values in a possibly infinite set. The definition of regular sequences is stated in terms of the k-kernel. For simplicity, we state the definition over the ring of integers, though it could also be introduced over a (noetherian) ring.
Definition 1.6. Let (a n ) n≥0 be a sequence of integers. We say that the sequence (a n ) is k-regular if its k-kernel N k ((a n )) spans a finitely generated abelian subgroup of Z N0 .
For example, the following sequences are easily seen to be 2-regular: (t n ) n≥0 , (n 3 + 5) n≥0 , (s 2 (n)) n≥0 . (The corresponding subgroups spanned by the 2-kernel have rank 2, 4, and 2. In the case of t = (t n ) n≥0 , the subgroup spanned by the 2-kernel is free abelian with basis consisting of t and the constant sequence (1) n≥0 .) In fact, every k-automatic (integer-valued) sequence is obviously k-regular, and the following converse result holds.
Theorem 1.7. [AS03a, Theorem 16.1.5] Let (a n ) n≥0 be a sequence of integers. Then the following conditions are equivalent:
(ii) The sequence (a n ) is k-regular and takes only finitely many values.
Corollary 1.8. [AS03a, Corollary 16.1.6] Let (a n ) n≥0 be a sequence of integers that is k-regular and let m ≥ 1 be an integer. Then the sequence (a n mod m) is k-automatic.
A convenient tool for ruling out that a given sequence is automatic is provided by the Pumping Lemma. Lemma 1.9. [AS03a, Lemma 4.2.1] Let (a n ) n≥0 be a k-automatic sequence. Then there exists a constant N such that for any w ∈ Σ * k with |w| ≥ N and any L ≤ |w|−N there exist u 0 , u 1 , v ∈ Σ * k such that v = ǫ, w = u 0 vu 1 , L ≤ |u 0 | ≤ L+N −|v|, and a n takes the same value for all
The final issue that we need to discuss is the dependence of the notion of kautomaticity on the base k. While the Thue-Morse sequence is 2-regular, and is also easily seen to be 4-regular, it is not 3-regular. This follows from the celebrated result of Cobham [Cob69] . We say that two integers k, l ≥ 2 are multiplicatively independent if they are not both powers of the same integer (equivalently, log k/ log l / ∈ Q).
Theorem 1.10. [AS03a, Theorem 11.2.2] Let (a n ) n≥0 be a sequence with values in a finite set Ω. Assume that the sequence (a n ) is simultaneously k-automatic and l-automatic with respect to two multiplicatively independent integers k, l ≥ 2. Then (a n ) is eventually periodic.
We will have no use for Cobham's Theorem. We will however use the following much easier related result.
Theorem 1.11. [AS03a, Theorem 6.6.4] Let (a n ) n≥0 be a sequences with values in a finite set Ω. Let k, l ≥ 2 be two multiplicatively dependent integers. Then the sequence (a n ) is k-automatic if and only if it is l-automatic.
Dynamical systems. An (invertible, topological) dynamical system is given by a compact metric space X and a continuous homeomorphism T : X → X. We say that X is minimal if for every point
We say that X is totally minimal if the system (X, T n ) is minimal for all n ≥ 1.
Let (X, T ) be a dynamical system. We say that a Borel measure on X is invariant if for every Borel subset A ⊂ X we have µ(T −1 (A)) = µ(A). By the Krylov-Bogoliubov theorem, each dynamical system has at least one invariant measure. We say that a dynamical system in uniquely ergodic if it has exactly one invariant measure.
If (X, T ) is minimal, x ∈ X and U ⊂ X is open, then the set {n ∈ Z | T n x ∈ U } is syndetic, i.e. has bounded gaps [Fur81, Thm. 1.15]. We will need the following standard consequence of the ergodic theorem [EW10, Thm 4.10], which we also note in [BK16] .
Corollary 1.12. Let (X, T ) be a uniquely ergodic dynamical system with the invariant measure µ. Then for any x ∈ X and any S ⊂ X with µ(∂S) = 0, the set
In fact, in this case the limit superior in the definition of upper Banach density can be replaced by a limit.
The connection between generalised polynomials and dynamics of nilsystems has been exhaustively studied in [BL07] (see also [Lei12] ). Nilsystems are a widely studied class of dynamical systems of algebraic origin. Here, we only need several properties which these systems enjoy. A nilsystem (X, T ) is minimal if and only if it is uniquely ergodic; the unique invariant measure µ X is the Haar measure and it has full support. If (X, T ) is minimal but not totally minimal, then X splits into finitely many connected components X 1 , . . . , X m , each X i is preserved by T n for n = m! and each (X i , T n ) is then a totally minimal nilsystem. A good introduction to nilsystems may be found in the initial sections of [BL07] .
Theorem 1.13 (Bergelson-Leibman). Let g : Z → R be a generalised polynomial taking finitely many values {c 1 , . . . , c r }. Then there exists a minimal nilsystem (X, T ) as well as a point z ∈ X and a partition X = S 1 ∪ S 2 ∪ · · · ∪ S r such that µ X (∂S j ) = 0 and g(n) = c j if and only if T n z ∈ S j for each 1 ≤ j ≤ r.
Remark 1.14. Let g : Z → R be a generalised polynomial taking finitely many values. Then there exists a ∈ N such that for any b ∈ Z the generalised polynomial g a,b (n) := g(an + b) has a representation as in Theorem 1.13 with (X, T ) totally minimal.
Density 1 results
Polynomial sequences. Our first purpose in this section is to prove Theorem A. Recall that we aim to show that the sequence n → ⌊p(n)⌋ is not regular, where p ∈ R[x] has at least one irrational coefficient other than the constant term. We will show more, namely that the sequence m → ⌊p(n)⌋ mod m is not automatic for any m ≥ 2. In fact, we will only need to work with the weaker property of weak periodicity, defined in the introduction.
Lemma 2.1. Any automatic sequence is weakly periodic.
Proof. Let f be a k-automatic sequence. Since the restriction of a k-automatic sequence to an arithmetic progression is again k-automatic [AS03a, Theorem 6.8.1], it will suffice to find q ∈ N, r,
The proof of the following proposition is closely analogous to Furstenberg's proof [Fur61] of Weyl's Equidistribution Theorem [Wey16] (see also [EW10, Section 4.4.3]). Proof. If all coefficients of p(x) are rational (except possibly for the constant term) then the sequence (⌊p(n)⌋ mod m) n≥0 is easily seen to be periodic, hence weakly periodic.
Suppose now that at least one non-constant coefficient of p(x) is irrational. Replacing p(x) with p(hx + r) for multiplicatively large h, we may assume that the leading coefficient of p(x) is irrational. We will prove marginally more than claimed, namely that for any 0 ≤ l < m, the sequence f given by
fails to be weakly periodic. For a proof by contradiction, suppose this claim is false for some choice of l. It will be convenient to expand
We will represent the sequence p dynamically. Let X be the d-dimensional torus T d and define the self-map T : X → X by
Put a j = 0 for j > d. A direct computation shows that for z = (0, 0, . . . , 0, a 0 ) we have
and in particular (T n z) d = p(n)/m. Putting A = T d−1 × l m , l+1 m , we thus find that
Since f is weakly periodic, we may find q and r = r ′ such that f (qn + r) = f (qn + r ′ ). The dynamical system (X, T ) is known to be totally minimal (this follows easily from the results in e.g. [EW10, Section 4.4.3]). In particular, for any point y ∈ cl A we may find a sequence (n i ) ≥1 such that T qni+r z → y and T qni+r z ∈ A. It follows that the the points T qni+r ′ z converge to T r ′ −r y and lie in A. Thus, T r ′ −r (cl A) ⊂ cl A. In light of the total minimality of T , this is only possible if cl A = X or cl A = ∅ -but this is absurd.
Corollary 2.3. With the notation as in Proposition 2.2, the sequence n → ⌊p(n)⌋ mod m is automatic if and only if it is periodic.
Proof. Immediate from Proposition 2.2 and Lemma 2.1.
Proof of Theorem A. Suppose first that all non-constant coefficients of p(n) are rational, and fix k. Let h ∈ N be such that hp(n) has integer coefficients, possibly except the constant term. Then f 1 (n) = ⌊hp(n)⌋ is an integer valued polynomial,
Conversely, suppose that f (n) is regular. Then, by Theorem 1.7, for any choice of m ≥ 2, f (n) mod m is automatic. Now, it follows from Corollary 2.3 that all non-constant coefficients of p(n) are rational.
Generalised polynomials. Having dealt with the case of polynomial maps, we move on to a more general context. Our next goal is the proof of Theorem B. We begin with abstracting and generalising some of the key steps from the proof of Theorem A.
Recall that a set of integers is thick if it contains arbitrarily long segments, and syndetic if it has bounded gaps; any thick set intersects any syndetic set.
Lemma 2.4 (Totally minimal sequences are not weakly periodic). Let (X, T ) be a totally minimal dynamical system. Let A ⊂ X be a set with cl A = cl int A, cl A = ∅, X and let z ∈ X. Suppose that f : N 0 → {0, 1} is a sequence such the set of n with f (n) = T n z ∈ A is thick. Then f is not weakly periodic.
Proof. Suppose for the sake of contradiction that f were weakly periodic. In particular there are some q ∈ N, r,
We will show that that
Pick any y ∈ int A and an open neighbourhood V of T d y; we aim to show that
In particular, V ∩ A = ∅, which was our goal.
Remark 2.5. Some mild topological restrictions on the target set A are, of course, necessary in the above lemma. Note that any open, non-dense and non-empty subset of X will satisfy the stated assumptions.
The assumption that the map T is totally minimal is essential. Indeed, take X to be the Thue-Morse shift, i.e. the closed orbit under the shift map of the Thue-Morse sequence. Let
Since the Thue-Morse sequence (t n ) has the property t 2n = t 2n+1 for all n and since the Thue-Morse word contains no cubes (i.e. no occurences of factors of the form www with w ∈ Σ * k , w = ǫ), we see that A ∩ B = ∅, X = A ∪ B and A and B are clopen. Let z = (t n ) ∈ X be the Thue-Morse sequence. Then the function
The analogue of the representation of a polynomial sequence using a skew rotation on the torus in (5) is provided by the Bergelson-Leibman Theorem 1.13. We are now ready to state and prove the main result of this section, from which Theorem B easily follows.
Theorem 2.6. Let g : Z → R be a generalised polynomial taking finitely many values, and let f : N 0 → R be a weakly periodic sequence which agrees with g on a thick set R ⊂ N 0 . Then there exists a set Z ⊂ R with d * (Z) = 0 such that the common restriction of f and g to R \ Z is periodic.
Proof. Let the minimal nilsystem (X, T ), z ∈ X, and a partition X = r j=1 S j be as in 1.13, so that in particular
If X is not totally minimal, then (as in Remark 1.14) we may find a ∈ N such that for any b ∈ Z, g ′ a,b (n) = g(an + b) has a representation as in (6) on a totally minimal nilsystem. Clearly, f ′ a,b (n) = f (an + b) is weakly periodic and agrees with g ′ a,b (n) on the thick set R ′ a,b = {n | an + b ∈ R}. Thus, it will suffice to prove the theorem under the additional assumption that (X, T ) is totally minimal.
We may write
where h(n) = 0 unless T n z ∈ r j=1 ∂S j . In particular (by Corollary 1.12), the set Z ⊂ N 0 of n with h(n) = 0 has upper Banach density 0. Note that R \ Z is then thick.
For j ∈ [r], put g ′ j (n) = T n z ∈ int S j and f ′ j (n) = f (n) = c j . Then g ′ j (n) = f ′ j (n) for n ∈ R \ Z. By Lemma 2.4, this is only possible if for each j, the set int S j is either empty or dense. Since µ X (X \ r j=1 int S j ) = 0, there is i such that int S i is dense, and int S j = ∅ for j = i. Denoting by Z ′ ⊃ Z the set of n ∈ R with T n z ∈ X \ int S i we have d * (Z ′ ) = 0 and f (n) = g(n) = c i for n ∈ R \ Z ′ , as needed.
Proof of Theorem B. Direct application of Theorem 2.6 with f = g and R = N 0 It is not a trivial matter to determine whether a given generalised polynomial is periodic away from a set of density 0, although it can be accomplished by the techniques in [BL07] , [Lei12] . In order to give explicit examples, we restrict to generalised polynomials of a specific form, which is somewhat more general than the one considered in Proposition 2.2.
Corollary 2.7. Suppose that q : Z → R is a generalised polynomial with the property that λq(an) mod 1 is equidistributed in [0, 1) for any λ ∈ Q \ {0} and a ∈ N, and let m ≥ 2. Then, the sequence f (n) = ⌊q(n)⌋ mod m is not automatic.
Proof. Suppose f (n) were automatic. By Theorem B, there exist a ∈ N and Z ⊂ N 0 with d * (Z) = 0, such that f (an) is constant for n ∈ N 0 \ Z. Hence, there is some 0 ≤ l < m such that 1 m q(an) ∈ l m , l+1 m for n ∈ N 0 \ Z, contradicting the equidistribution assumption.
The uniform distribution of generalised polynomials has been extensively studied by Håland-Knutson [Hal93] , [Hal94] , [HK95] , and later a very general theory was developed by Bergelson and Leibman [BL07] , [Lei12] . In view of the the results in [Hal93] , it is fair to say that a "generic" generalised polynomial q(n) is equidistributed modulo 1. Hence, the assumptions on q(n) in Corollary 2.7 are relatively mild.
To make the last remark precise, let us define the (multi-)set of coefficient of a generalised polynomial q as follows. If q(n) = j α j n j is a polynomial, then the coefficients of q(n) are the non-zero terms among the α j . If q(n) = r 1 (n) + r 2 (n) or q(n) = r 1 (n) · r 2 (n), then the coefficients of q(n) are the union of the coefficients of r 1 (n) and r 2 (n). Finally, if q(n) = p(n) ⌊r(n)⌋ d , then the coefficients of q(n) are the union of the coefficients of r(n) and the coefficients of p(n). The set of coefficients will depend on the choice of a representation of the generalised polynomial at hand; we fix one such choice. We cite a slightly simplified version of the main theorem of [Hal93] .
Theorem 2.8. Suppose that q(n) is a generalised polynomials, and all of the products of subsets of the coefficients of q(n) are Q-linearly independent. Then q(n) is equidistributed modulo 1.
As an example of an application, we conclude that √ 2n √ 3n mod 10 is not an automatic sequence.
Sparse sets
In this section, we begin the investigation of sparse sequences. Here, we call a sequence f : N 0 → {0, 1} ⊂ R sparse if it is the characteristic function of a set of density 0 (if such a sequence comes from a generalised polynomial or is automatic, it also has upper Banach density 0, cf. [BK16] and Lemma 4.1 below). Note that for such sparse sequences, Theorem B conveys no useful information. Conversely, to prove Conjecture 1, it would suffice in light of Theorem B to verify it for sparse sequences; this observation will be made precise in the proof of Theorem C below.
To formulate our main result, it is convenient to introduce the following piece of terminology, inspired by [Ked06] . Such sets appear in the papers of Derksen [Der07] and Adamczewski-Bell [AB08], albeit are not given an explicit name there. A closely related class of sets known as p-normal sets plays a significant rôle in the study of zero sets of linear recurrences in positive characteristic; see also [DM15] and [AB12] . Other related classes of sets include Saguaro sets of [AB08] and F -sets of [MS02] .
Definition 3.1 (Arid sets). Let k ≥ 2, r ≥ 0 be integers. A basic k-arid set is a set of the form
We similarly define these notions for set of integers:
Proof. This follows easily from the definition by an explicit construction of an appropriate automaton. Before we proceed to the proof of Theorem 3.3, we mention several examples of generalised polynomial sets which have an logarithmic growth rate.
Proposition 3.4 ([BK16]). The following sets are generalised polynomial:
In light of the examples above, it does not seem completely implausible that some arid sets could be generalised polynomial. We conjecture, however, that this is not the case (see also Proposition 5.3).
We are now ready to approach the proof of Theorem 3.3. The first ingredient is a structure theorem for sparse automatic sequences. It is convenient to introduce some additional terminology. The following notion generalises the classical notion of an IP set that is of importance in combinatorial number theory and ergodic theory. These notions are discussed in more detail in [BK16] (in particular, an equivalent definition of IPS sets in terms of ultrafilters is given).
Definition 3.5 (IPS set). For a sequence (n i ) i∈N ⊂ N and shifts (N t ) t≥1 ⊂ N 0 , the corresponding set of shifted finite sums is
where n α = i∈α n i . Any set containing a set of the form FS(n i ; N t ) for some (n i ), (N t ) is called an IPS set.
When N t = 0 for all t in the definition above, we recover the notion of an IP set. We are now ready to state the structure theorem alluded to before, which is possibly of interest in its own right. The proof is given in Section 4.
Theorem 3.6. Let E ⊂ N 0 be a sparse automatic set. Then either E is arid or it is IPS.
The complementary result that however requires the use of somewhat sophisticated machinery of ergodic theory was proved in [BK16, Theorem A].
Theorem 3.7. Let E ⊂ Z be a sparse generalised polynomial set. Then E is not IPS.
Our main result now follows immediately.
Proof of Theorem 3.3, assuming Theorems 3.6 and 3.7. Let E be the set in Theorem 3.3. By Theorem 3.7, E is not IPS. Hence, by Theorem 3.6, it is arid.
It is important to note that in the statement of Theorem 3.6, it is not possible to replace IPS sets with IP sets or their translates (cf. Example 3.11). However, under slightly stronger assumptions we obtain the following variant (proven in Section 4).
Proposition 3.8. Let E ⊂ N 0 be a k-automatic set. Assume that for every w ∈ Σ * k there is an integer n ∈ E such that w is a factor of (n) k . Then the set E contains a set of the form F + N , where N ≥ 0 is an integer and F ⊂ N is an IP set.
This has the following amusing application which however does not require the full strength of Theorem 3.7 (Similar results can be shown in greater generality.) Example 3.9. There exists a constant c > 0 such that for any sequence ε(n) such that ε(n) is a rational power of a generalised polynomial, ε(n) ≪ n −c , and ε(n) → 0 as n → ∞, the set
is not automatic. Proof.
(i) It is not difficult to explicitly describe the k-automaton which computes f . (ii) Without loss of generality, we may assume that B consists of a single string of length t. Then the probability that a randomly chosen word of length m does not contain b is at most (1 − k −t ) ⌊m/t⌋ . The claim easily follows from this. (iii) We may assume B = ∅. Construct an undirected graph G = (V, E) (we allow G to have loops), where V = Σ t k , and {u, v} ∈ E if uv and vu are both B-free. If u 1 , u 2 , . . . , u r is a path in G, then u 1 u 2 · · · u r is B-free. Assume that G contains a path u 1 , w, u 2 of length 3 with u 1 = u 2 . With loss of generality, we may assume that u 1 = 0 t . Then for any i 1 , . . . , i r ∈ {1, 2}, the word v = u 1 wu i1 wu i2 w · · · u ir w is B-free, hence f B (v) = 1 and f B is not arid. Thus, it remains to check that G contains a length 3 path with distinct endpoints; for the sake of contradiction suppose that this is not the case.
Since each vertex has at most one neighbour (including itself if {u, u} is an edge), the graph is a disjoint union of paths of length 2, loops, and vertices, and hence |E| ≤ |V | = k t . On the other hand, given b ∈ B, the number of pairs (u, v) ∈ V 2 such that b appears in uv or vu is < 4tk 2t−|b| , so
(note that the assumption implies that k t ≥ 16), which gives a contradiction. (iv) Let n i = k it . Then f (n) = 1 for each n ∈ FS(n i ).
(v) If F is an IP set, then for any l ∈ N, F contains an element n > 0 divisible by k l . Suppose that the set E contains F +N with F an IP set and N ∈ N 0 so that f B (n+ N ) = 0 for n ∈ F . This gives a contradiction if n is divisible by k l for l > t + ⌊log N/ log k⌋.
Example 3.11. The sequence f (n) = the binary expansion of n does not contain 00 is 2-automatic, sparse, not arid, and does not attain value 1 on a translate of an IP set.
Proof. We see that f is not arid by a modification of the proof of 3.10.(iii). The remaining claims follow directly from Example 3.10.
The following two examples can be verified similarly.
Example 3.12. The sequence f Fib (n) = the binary expansion of n does not contain 11 is 2-automatic, sparse, not arid, and attains value 1 on an IP set.
Example 3.13 (Baum-Sweet). The Baum-Sweet sequence ([BS76]) given by f BS (n) = the binary expansion of n does not contain 10 l 1 for an odd integer l is 2-automatic, sparse, not arid, and attains value 1 on an IP set.
Sparse automatic sets
The aim of this section is to provide proofs of several combinatorial results on (sparse) automatic sequences that have been used in the previous sections, particularly in Theorem 3.6. We begin with a lemma on densities of occurences of symbols in automatic sequences.
First of all, we note that density of symbols for an automatic sequence is often
where S ′ ⊂ S is nonempty, preserved under δ(·, j) for all j ∈ Σ k and minimal with respect to these properties, s ′ • ∈ S ′ , and δ ′ , τ ′ are restrictions of δ and τ , respectively. Proof. It is clear that (ii) implies (i). We will further show that (i) implies (iii) and (iii) implies (ii). Throughout, it will be convenient to assume that Ω = {0, 1}, which we may do without loss of generality. We then write ρ for ρ 1 .
Suppose that (i) holds, and take some a ′ as in (iii). There is some v ∈ Σ * k such that a ′ (u) = a([vu] k ), whence
Suppose now that (iii) holds. For any N, M and L, we have Then either (i) there exists a promising state s ∈ S and v 1 , v 2 ∈ Σ * k such that v 1 = v 2 , |v 1 | = |v 2 |, and δ(s, v 1 ) = δ(s, v 2 ) = s; or (ii) the set of w ∈ Σ * k such that τ (δ(s • , w)) = 1 is arid. Remark. Similar results are implicit in [AB08, Lemma 6.7] and [Der07, Proposition 7.9]; see also [Ked06] . For the convenience of the reader, we provide a selfcontained proof.
Proof. Without loss af generality, we may assume that for every state s there is a word w ∈ Σ * k such that δ(s • , w) = s (so A is connected as a non-directed graph). Let S + ⊂ S denote the set of promising states. We construct a directed multigraph G with the vertex set S + and with directed edges from s ∈ S + to s ′ ∈ S + for each v ∈ Σ k such that s ′ = δ(s, v). Given a state s ∈ S, there is a natural way to identify paths of length l in the automaton A beginning in s and words in Σ l k . For s 1 , s 2 ∈ S + , write s 1 ∼ s 2 if s 1 and s 2 are in the same strongly connected component of G, i.e. if there exist v 1 , v 2 ∈ Σ * k such that δ(s 1 , v 1 ) = s 2 and δ(s 2 , v 2 ) = s 1 . We see that ∼ is an equivalence relation. For s 1 , s 2 in S + we further write that
The relation ≺ is transitive and is invariant with respect to ∼ (i.e. if s 1 ∼ s ′ 1 , s 2 ∼ s ′ 2 , and s 1 ≺ s 2 , then s ′ 1 ≺ s ′ 2 ), and therefore induces a transitive relation on the set of connected components S + /∼, which we continue to denote by ≺. Assume now that the condition (i) does not hold. This means precisely that ≺ is a partial strict order (on S + or S + /∼).
Recall that a cycle graph of length n ≥ 1 is a graph C on n vertices {v 1 , . . . , v n } with exactly n edges, going from v i to v i+1 for 1 ≤ i ≤ n, where v n+1 = v 1 .
Claim. Any strongly connected component C of G is either a cycle or consists of a single vertex with no edges.
Proof of the claim. If C has a single vertex, then the claim follows immediately, so assume this is not the case. Strong connectivity now implies that any vertex lies on a cycle. For any s ∈ C, any two cycles γ 1 , γ 2 from s to s begin with the same edge (otherwise some multiples of these two cycles would produce two different paths from s to s of the same length). Because of strong connectivity any edge in C can be prolonged to a cycle, so no vertex in C has two outgoing edges. Thus, each vertex has outdegree exactly 1. It follows that C is a disjoint union of cycles. Since C is connected, it is a cycle graph.
Any path from the initial vertex s • to a vertex s with τ (s) = 1 passes only through promising states and has the form γ = u 1 v 1 u 2 · · · v r−1 u r , where r ≥ 1, v i ∈ Σ k , u i ∈ Σ * k (possibly empty), and the segment of the path corresponding to u i is contained entirely in a strongly connected component C i , while v i correspond to edges between strongly connected components. Since S + /∼ is strictly ordered by the relation ≺, r does not exceed the number of strongly connected components |S + / ∼|. Furthermore, since C i are cycle graphs, any u i has the form u
Hence, any such path γ is uniquely determined by the following data:
(i) the integer 1 ≤ r ≤ |S + / ∼|;
There are only finitely many choices of the data (i)-(iii). Hence every path from s • to a vertex s with τ (s) = 1 takes one of finitely many forms
This ends the proof of the proposition. With the above proposition, we can easily derive our main result.
Proof of Theorem 3.6. Assume that E ⊂ N 0 is sparse but not arid; we need to show that E is IPS. Let A = (S, s • , δ, {0, 1}, τ ) be a k-automaton with output {0, 1} which produces the characteristic sequence of E when reading digits starting from the most significant one, allowing for initial zeros. Of course, we may additionally assume that every state is reachable from the initial state, i.e. for every s ∈ S there exists v ∈ Σ * k such that δ(s • , v) = s. Since E is not arid, neither is the set A = {w ∈ Σ * k | τ (δ(s • ), w) = 1}. Hence, by Proposition 4.2, there exists a state ∈ S and v 1 , v 2 ∈ Σ * k of equal length l = |v 1 | = |v 2 | such that [v 1 ] k < [v 2 ] k and δ(s 0 , v 1 ) = δ(s 0 , v 2 ) = s 0 . Pick u 0 , u 1 ∈ Σ * k so that s 0 = δ(s • , u 0 ), and τ (δ(s 0 , u 1 )) = 1.
The set A contains all words of the form w = u 0 v j1 v j2 . . . v jt u 1 , where j i ∈ {1, 2} and t ∈ N. It remains to notice that the set of [w] k for w as above is precisely the
To complete the proof of Theorem C, we record some elementary estimates on the size of arid sets.
Remark 4.3. Let a ≥ 1 be an integer. Then the notions of k-arid sets (of rank ≤ r) and k a -arid sets (of rank ≤ r) coincide. Indeed, basic k a -arid sets are obviously basic k-arid, and k-arid sets can be written as finite unions of basic k a -arid sets. We will use this observation several times. Proof. It suffices to deal with basic arid sets given by
. . , l r ∈ N 0 . We begin with some standard reductions. Replacing w i with suitably chosen powers (and altering v i accordingly), we may assume that all w i have the same length a. Replacing k with k a and using Remark 4.3 enables us to assume that |w i | = 1 for each i. Since r is minimal, we further know that if w i = w i+1 for some i, then v i is not a power of w i . Finally, we may assume (in both parts of the statement) that N = k L is a large power of k, and (in the latter part) that
The upper bound |E ∩ [N ]| ≪ L r follows immediately from counting the r-tuples (l 1 , . . . , l r ) with r i=1 l i + r i=0 |v i | ≤ L. For the lower bound |E ∩ [N ]| ≫ L r , it suffices to observe that all the elements v 0 w l1 1 v 1 w l2 2 · · · w lr r v r for l 1 , . . . , l r ∈ N are distinct (the corresponding terms where some l i is 0 constitute an arid set of rank r − 1). Indeed, it is easy to check that if v 0 w l1
r v r and i is the least index with l i = l ′ i , then v i is both a power of w i and w i+1 , contrary to the previously made assumption.
Finally, to obtain the bound |E ∩ [M, M + N )| ≪ L r , note that an integer n = [v 0 w l1 1 v 1 w l2 2 · · · w lr r v r ] k ∈ E ∩[M, M +N ) is now uniquely determined by its terminal L digits which again may be chosen in ≪ L r ways.
By similar methods, we may estimate the growth of elements of the IPS set produced in the proof of Theorem 3.6.
Corollary 4.5. Let (a n ) n≥0 be an automatic sequence with values in {0, 1} and let ν(N ) = |{0 ≤ n ≤ N − 1 | a n = 1}|. Then either (i) there exist c, α > 0 such that ν(N ) ≥ cN α for large enough N ; or (ii) there exist c, l > 0 such that ν(N ) ≤ c(log N ) l for large enough N .
Proof. Let E = {n ∈ N 0 | a n = 1}. By Theorem 3.6, E is either arid or an IPS set. In the former case, by Lemma 4.4, Condition (ii) holds. In the latter case, Condition (i) follows easily from the proof of Theorem 3.6.
Remark 4.6. Corollary 4.5 can also be obtained directly by observing that the sequence ν(k L ) can be written in the form ν(k L ) = v T A L w where v and w are nonnegative d × 1 vectors, A is a nonnegative d × d matrix and d is the cardinality of the kernel of (a n ). The stated properties of growth of ν(N ) follow now from an application of Perron-Frobenius Theorem (or from growth properties of linear recurrence sequences). This observation is standard and exploited e.g. in [AS03a, Ch. 3].
Remark 4.7. The sequence ν(N ) is regular. The possible rates of growth of regular sequences have been actively studied, see e.g. [Dum13] , [Dum14] , [BCH14] , [BCH16] .
Finally, we prove the variant of Theorem 3.6 mentioned in Section 3.
Proof of Proposition 3.8. Let A = (S, s • , δ, {0, 1}, τ ) be a k-automaton that produces the characteristic sequence of E by reading the digits of n starting with the least significant one, allowing for leading zeroes. We will denote the word 0 · · · 0 ∈ Σ * k with n zeroes by 0 n . We begin by proving the following claim. Claim. There exist states s, s ′ ∈ S with τ (s) = 1, l ∈ N, and a word v ∈ Σ l k that is not a power of 0 such that for z = 0 l we have δ(s, z) = s ′ , δ(s, v) = s, δ(s ′ , z) = s ′ , δ(s ′ , v) = s. This is portrayed below:
Proof of the claim. Let n = |S| be the number of states in A. We first show a weaker statement, namely that there is a state s with τ (s) = 1 such that if s ′ = δ(s, 0 n ) denotes the state reached from s after reading n zeros, then we can return to s along a path not consisting only of zeroes, that is δ(s ′ , v) = s for some v ∈ Σ * k that is not a power of 0. To prove this, we construct a word w = w 1 w 2 · · · w n 2 as follows. Enumerate all pairs in S × S as (s i , s ′ i ) for 1 ≤ i ≤ n 2 . In the first step, if s ′ 1 is reachable from s 1 , let w 1 describe any path between the two, so that δ(s 1 , w 1 ) = s ′ 1 ; otherwise let w 1 = ǫ. In general, if w 1 , . . . , w i−1 have been defined, choose w i such that δ(s i , w 1 w 2 · · · w i−1 w i ) = s ′ i if possible (i.e. if s ′ i is reachable from δ(s i , w 1 w 2 · · · w i−1 )), and w i = ǫ otherwise.
By assumption, there exists some x, y ∈ Σ * k such that for s = δ(s • , xwy) we have τ (s) = 1. Applying the same assumption with w1 in place of w, we may ensure that y is not a power of 0. It remains to show that we can return from s ′ = δ(s, 0 n ) to s. For 0 ≤ i ≤ n 2 , denote by r i = δ(s • , xw 1 w 2 · · · w i ) the intermediate states on the path from s • to s labelled xwy, in particular r 0 = δ(s • , x). The construction of w is arranged so that for any i with s i = r 0 , we have r i = δ(r i−1 , w i ) = s ′ i , provided that s ′ i is reachable from r i−1 . Choose 1 ≤ j ≤ n 2 such that s j = r 0 and s ′ j = s ′ . Since s is reachable from r j−1 and s ′ is reachable from s, s ′ is reachable from r j−1 . Hence, the construction of w guarantees that r j = δ(r j−1 , w j ) = s ′ . In particular, δ(s ′ , v) = s, where v = w j+1 . . . w n 2 y. Note that v is not a power of 0. This proves the weaker version of the claim.
To prove the stronger statement, note first that since S has only n states, there exist 0 ≤ i < j ≤ n such that δ(s, 0 i ) = δ(s, 0 j ). Let m > i be any integer divisible by (j − i) and put s ′′ = δ(s, 0 m ). Since m is divisible by (j − i), we have s ′′ = δ(s ′′ , 0 m ). Because s ′ is reachable from s ′′ (actually, δ(s ′′ , 0 n ) = s ′ ), there is a word u (equal to 0 n v, hence not a power of 0), such that δ(s ′′ , u) = s. Linear recurrence sequences. In contrast to Proposition 3.4, we show that the set of values of a linear recurrence sequence is not automatic, except for the trivial examples. In the proof, we apply Theorem 3.6.
Proposition 4.8. Let (a m ) m≥0 be an N-valued sequence satisfying a linear recurrence of the form
Then E is a finite union of the following standard sets: linear progressions {am + b | m ∈ N 0 }, exponential progressions ak dm + b m ∈ N 0 and finite sets.
Proof. We first claim that there exists a representation of E as a finite union
In order to prove this claim, we begin by noting that any restriction of (a m ) to an arithmetic progression a 
Moreover, there exists a choice of h such that each of that each a (h,r) m is either identically zero or non-degenerate, in the sense that the associated characteristic polynomial q (h,r) 
x D ′ −i has no pair of roots λ, µ ∈ C such that λ/µ is a root of unity (see e.g. [EvdPSW03, Thm 1.2] for a much stronger statement). Hence, for the purpose of showing the existence of representation (14), we may assume that (a m ) is non-degenerate. Suppose also that D is minimal, and let λ 1 , . . . , λ r be the roots of
If |λ 1 | > 1, then by the result of Evertse [Eve84] and van der Poorten and Schlickewei [vdPS91] (see [EvdPSW03, Thm 2.3]), we have a m = |λ 1 | m+o(m) as m → ∞. Hence, E has exponential growth, and we are done.
Otherwise, if |λ 1 | = 1, then for all j we have |λ j | = 1 or λ j = 0. Kronecker's theorem [Kro57] (or a standard Galois theory argument) shows that if λ is an algebraic integer all of whose conjugates have absolute value 1, then λ is a root of unity. Using the general formula for the solution of a linear recurrence, we may write
where p j (x) are polynomials and b j (m) are periodic. Splitting N 0 into arithmetic progressions where b j (m) are constant, we conclude that E is a finite union of value sets of polynomials. This again produces a representation of the form (14). Such a representation is not unique. Splitting P i into a finite number of subprogressions and discarding those which are redundant, we may assume that P i ∩ L j = ∅ for any i, j. Likewise, we may assume that E i ∩ L j = F ∩ F j = ∅ for any i, j. Fix one representation subject to these restrictions. The set
is again k-automatic; it will suffice to show that E ′ is a union of the standard sets mentioned above.
We claim that K poly = 0, i.e. the representation of E uses no polynomial progressions of degree ≥ 2. Suppose for the sake of contradiction that P = {p(m) | m ∈ N 0 } appears is one of the sets P i , and write p(
Replacing p(m) with p(m + r) for a suitably chosen r ∈ N 0 , we may assume that c i > 0 for 0 ≤ i ≤ d. For sufficiently large t, we have
where t 0 is a constant and u i is the base k expansion of c i , padded by 0's so as to have |u i | = t 0 . Since p(k t ) ∈ E ′ , from the Pumping Lemma 1.9 it follows that there is l ∈ N such that for any s 1 , . . . , s d ∈ N it holds that To obtain an upper bound, we separately estimate |Q(S) ∩ P i | and |Q(T 0 , T ) ∩ E j | for each i, j.
Suppose that n, n ′ ∈ Q(S) ∩ P i with n ′ > n, so in particular n = p i (m) and n ′ = p i (m ′ ) for some m, m ′ ≫ N (S) 1/ deg pi . We then have the chain of inequalities:
which is a contradiction for sufficiently large S, provided that δ < deg pi−1 deg pi (which will hold if we put δ = 1 3 ). Thus, |Q(S) ∩ P i | ≤ 1. As for Q(T 0 , T ) ∩ E j , from the bounds on growth of E j we immediately have
In total, using (15) and (16) we find that
contradicting the previously obtained bound |Q(T 0 , T )| ≫ T 2 . It follows that indeed K poly = 0.
Since E ′ contains no polynomial or linear progressions, we have |E ′ ∩ [N ]| ≪ log N . It follows from Theorem 3.6 (cf. also Corollary 4.5 and Lemma 4.4) that E ′ must be arid of rank 1 and base k. Since all basic arid sets of rank 1 are of the form described in the formulation of the theorem, we are done.
Proof of Theorem D
In this section, we derive Theorem D from Theorem C. Our argument is purely combinatorial and can be entirely phrased in terms of finite automata with no further recourse to dynamics.
Proposition 5.1. Let A ⊂ Σ * k be an infinite arid set. Then there exists v ∈ Σ * k such that A ∩ vΣ * k takes the form
Since the notion of an arid set is preserved under the reversal operation, it is sufficient to prove the former statement.
k be arid of rank r, and let x 1 , x 2 , y ∈ Σ * k with a = |y| = |x 2 | and y = x 2 . Then for sufficiently large m (depending on B, x 1 , x 2 , y), (x 1 y m x 2 ) −1 B is arid of rank ≤ (r − 1).
Proof. Replacing B with x −1 1 B, we may assume that x 1 = ǫ. In analogy with Remark 4.3, note that there is a natural way to identify Σ * k a with a subset of Σ * k , and any arid set B ⊂ Σ * k is a finite union of translates
Hence, it will suffice to show that if B ⊂ Σ * k a is arid of rank r then for sufficiently large m, B ∩ y m x 2 Σ * k is arid of rank ≤ (r − 1). We may now replace k with k a and assume that |y| = |x 2 | = 1.
It will suffice to prove the claim for B of the form B = v 0 w l1 1 v 1 w l2 2 · · · w lr r v r l 1 , . . . , l r ∈ N where w i = ǫ for all i (note that l i here are required to be strictly positive; any arid set of rank r is a union of such sets and an arid set of rank ≤ (r − 1)). Now, if m > |v 0 w 1 | then either B ∩ y m x 2 Σ * k = ∅ (in which case we are trivially done) or B ∩ y m x 2 Σ * k = ∅ and w 1 is a power of y. In the latter case, we further conclude that x 2 appears in v 1 w 2 (else B would have rank ≤ (r − 1)), which is necessarily of the form
The proof of the proposition is now a simple induction on the rank r of A. Since A is infinite, r ≥ 1.
If r = 1, then A takes the form r i=1 v i w l i u i l ∈ N 0 , where w i = ǫ for at least one i, say i = 1. Then A ∩ vΣ * k takes the required form for v = v 1 w m 1 for m large enough.
If r > 1, then we may find a rank 2 basic arid set
Without loss of generality, we may assume that |w 1 | = |w 2 | > |v 1 |. Apply the above Claim with x 1 = v 0 , y = w l1
1 and x 2 equal to the first |y| symbols of v 1 w l2 2 , where l 2 ≥ l 1 ≥ 2. Note that y = z 2 , because otherwise by an elementary computation one could show that the rank of B is 1. Then for m large enough A ′ = (x 1 y m x 2 ) −1 A is arid of rank ≤ (r − 1) and infinite. By the inductive assumption,
Corollary 5.2. Let E be an infinite k-arid set. Then there exist integers n ≥ 1, r ≥ 0, p ≥ 1, and words v 1 , . . . , v p , w, u ∈ Σ * k , w = ǫ such that
Proof. Follows immediately from Proposition 5.1.
Proposition 5.3. If the set {k l | l ≥ 0} is not generalised polynomial, then neither is any infinite k-arid set.
Proof. Assume we know that P = {k l | l ≥ 0} is not generalised polynomial. Then neither is any set of the form P t = {k tl | l ≥ 0} for t ≥ 1 since P = t−1 j=0 k j P t . Suppose that there exists an infinite k-arid set which is generalised polynomial. Since the class of generalised polynomial sets contains all arithmetic progressions and is closed under finite intersections, Corollary 5.2 allows us to assume that
for some p ≥ 1, v 1 , . . . , v p , w, u ∈ Σ * k , w = ǫ. Let s = |u|, t = |w| and note that
Let g be a generalised polynomial such that E = {n ∈ N 0 | g(n) = 0} and assume further that g is a restriction of a generalised polynomial of a real variable that has no further zeroes in R >0 \ N. (To this end, replace g(n) by g(n) 2 + n 2 .) Then an easy computation shows that the polynomial h(n) = g k s n − Consider the set D = {n ∈ C | n ≡ 1 (mod k 2 − 1)}. The set D is generalised polynomial and an integer c i k l ∈ C can be an element of D only if c i ≡ 1 (mod k 2 − 1) or c i ≡ k (mod k 2 − 1). Since 1 ≤ c i ≤ k 2 − 1, this gives c i = 1 or c i = k and whether the latter possibility is realized or not, we have D = {k 2l | l ≥ 0}. This is a contradiction with our remark that no set of the form P t = {k tl | l ≥ 0}, t ≥ 1, is generalised polynomial (note that during the proof we have replaced k by its power).
We are now ready to finish the proof of Theorem D.
Proof of Theorem D. The two statements in Theorem D are of course mutually exclusive. Assume now that there exists a sequence (a n ) which is k-automatic, generalised polynomial, and not ultimately periodic. By Theorem C, it nevertheless coincides with a periodic sequence (b n ) except at a set of density zero. Consider the set C = {n ∈ N 0 | a n = b n }. This set is k-automatic, generalised polynomial, sparse, and infinite. By Theorem 3.3, C is then arid and hence by Proposition 5.3 the set {k l | l ≥ 0} is generalised polynomial as well.
Concluding remarks
In this section, we gather some remarks and questions which arise naturally. The question we begin with was already alluded to in the introduction and in [BK16] . As previously discussed, its resolution would suffice to decide if Conjecture 1 is true.
Question 1. Let k ≥ 2 be an integer. Is the set k i i ≥ 0 generalised polynomial?
We find this question exceptionally pertinent because of its simple formulation and its far-reaching consequences.
Morphic words. The class of morphic words is a natural extension of the class of automatic sequences. Let Ω be a finite set. Any morphism ϕ of the monoid Ω * extends naturally to Ω N0 . A word w ∈ Ω N0 (which we identify with a function N 0 → Ω) is a pure morphic word if it is a fixed point of a non-trivial morphism of Ω * . Similarly, a morphic word is the image π • w : N 0 → Ω ′ of a morphic word w under a coding π : Ω → Ω ′ (i.e. any set-theoretic map, not necessarily injective). Morphic words are connected with automatic sequences via the fact that k-automatic sequences are precisely the morphic words coming from k-uniform morphisms. Here, a morphism ϕ : Ω * → Ω * is k-uniform if |ϕ(u)| = k for all u ∈ Ω.
We have already encountered possibly the most classical example of a nonuniform morphic word, the Fibonacci word. Recall from the introduction that the Fibonacci word w Fib was defined as the limit of the words w 0 := 0, w 1 := 01 and w i+2 := w i+1 w i . Directly from this definition, it is easy to see that w Fib is fixed by the morphism ϕ : Ω N0 → Ω N0 given by ϕ(0) = 01 and ϕ(1) = 0.
Recall also that w Fib is a Sturmian word. Here, a Sturmian word is one of the form f (n) = ⌊α(n + 1) + ρ⌋ − ⌊αn + ρ⌋ − ⌊α⌋ where α, ρ ∈ R with α ∈ Q (for w Fib we may take α = ρ = 2 − ϕ). Some, but not all of these sequences give rise to morphic words; see [BS93] for details (cf. also [Yas99] , [Fag06] , [BEIR07] ).
In analogy with Conjecture 1, one could ask about a classification of all morphic words which are given by generalised polynomials. We believe that examples such as the Fibonacci word are essentially the only possible ones.
Question 2. Assume that a sequence f : N 0 → Ω ⊂ R is both a morphic word and a generalised polynomial. Is it true that f is a linear combination of a number of Sturmian morphic words and an eventually periodic sequence?
Regular sequences. We finish by presenting a generalisation of Conjecture 1 to regular sequences. We call a function f : N 0 → Z a quasi-polynomial if there exists an integer m ≥ 1 such that the sequences f j given by f j (n) = f (mn + j), 0 ≤ j ≤ m − 1, are polynomials in n. We say that a function f : N 0 → Z is ultimately a quasi-polynomial if it coincides with a quasi-polynomial except at a finite set.
Question 3. Assume that a sequence f : N 0 → Z is both regular and generalised polynomial. Is it then true that f is ultimately a quasi-polynomial?
If f takes only finitely many values, then all the polynomials inducing f j are necessarily constant, and so in this case the question coincides with Conjecture 1.
