Abstract. In a previous paper by Birman and Filonov, the spectrum of the Maxwell operator with nonsmooth coefficients in Lipschitz domains was investigated. The claim that its eigenvalues obey the Weyl asymptotics was proved up to a statement about the spectrum of an auxiliary problem with constraint. The proof of that statement is given in the present paper. §1. Introduction
§1. Introduction
In the paper [9] , the Weyl spectrum asymptotics was established for the electromagnetic oscillations of a resonator with perfectly conductive boundary. Such an asymptotics for an empty resonator with smooth boundary was found, for the first time, by H. Weyl [11] in 1912. The presence of a medium in the domain under consideration, lifting the smoothness requirements on the coefficients that characterize the properties of this medium (in the vacuum case these coefficients are constant), and the nonsmoothness of the boundary of the domain require overcoming hard mathematical difficulties. The condition on the resonator boundary that was found in [9] is half-effective (see Condition 5.1 in [9] ); the bounded domains with Lipschitz boundary, as well as the domains with screens described in [8] satisfy this condition.
In [9] , the proof of the Weyl asymptotic formula was reduced to a proposition about the spectral asymptotics of some variational problem (see Theorem 6.1 in [9] or Theorem 3.2 below). The present paper is devoted to the proof of that proposition, thus completing the investigation [9] (we wished that [9] be free of technical considerations).
Note that the Weyl type asymptotics for arbitrary measurable coefficients but for smooth boundary of the resonator Ω was justified in 1976. In [2] , the corresponding result was obtained as a consequence of more general facts. Unfortunately, no full exposition of the results of the short note [2] has ever been published. However, the full proofs were given in the thesis [1] . On the other hand, the Weyl formula for an empty resonator Ω with Lipschitz boundary was justified in [6] . It turned out that combining the methods of [1, 2, 6] is not at all automatic. The corresponding analysis was done in [9] , where the question was reduced to the spectral asymptotics of one problem with constraints under the Dirichlet boundary condition, which is much simpler than the conditions of perfect conductivity. The main Theorem 3.2 of the present paper contains the necessary result. Note that now the variational problem is posed on the Sobolev space H 1 0 , so that the corresponding asymptotic formula is true for all bounded domains.
The proof of Theorem 3.2 can also be extracted from the more general results of [1, 2] . But here we give a direct proof, which is, of course, simpler. Next, the text [1] is not a formal publication and is hardly available. For an open cube Q in R 3 , we introduce also the spacesH l (Q) andC ∞ (Q) of functions in H l (Q) or C ∞ (Q), respectively, that satisfy the periodic boundary conditions. By the spectrum of the quotient of two quadratic forms we mean the following. The form in the denominator determines a metric in a Hilbert space, the form in the numerator determines a selfadjoint operator in this space, and the spectrum of this operator is called the spectrum of the quotient of the quadratic forms in question.
In § §2 and 3, we formulate the main result. In §4, auxiliary facts on compact operators are cited. In § §5-8, we consider some asymptotic functionals and prove their continuity with respect to the coefficients of differential operators. In §9 we study a model periodic problem with constant coefficients. The proof of the main result is completed in §10. §2. Setting of the problem
Let Ω ⊂ R
3 be an open bounded set. We regard the form
as the basic metric form on the space H 1 0 (Ω, C), and the form
as the basic metric form on the space
almost everywhere, where is the unit matrix. Let
We put
By (2.3), the form B is metrically equivalent to the form (2.1).
which is understood in the following sense:
, is continuous. Below we shall show that it is compact. Equation (2.7) implies that
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We introduce the following quadratic form K:
Evidently, the nonnegative form K is continuous on the space H 1 0 (Ω, C 3 ). Below we shall see that this form is compact.
Fixing α > 0, we introduce the form
By (2.4), this form is equivalent to the form (2.2). Now we consider the variational quotient
The numerator of this quotient contains a nonlocal operator Ψ : w → ϕ. The quotient (2.12) is local with respect to the pair w, ϕ, but the arguments w, ϕ satisfy the (solvable) constraint (2.7). In [2] , the asymptotics of the spectrum for a wide class of variational problems with constraints was established. Here, our goal is to write down the asymptotics in the case described above (see Theorem 3.2 below), and to present its full proof. §3. Formulation of the result
Let Ω ⊂ R 3 be an open bounded set, and let b, µ, f be matrices defined on Ω and satisfying conditions (2.3)-(2.5). For x ∈ Ω and ξ ∈ R 3 \ {0}, we consider the following algebraic spectral problem:
where the matrix r(ξ) is the symbol of the differential operator curl:
Let λ j (x, ξ), j = 1, 2, 3, denote the eigenvalues of (3.1). Problem (3.1) has the following properties.
• For ξ = 0, the quadratic form of the matrix on the right-hand side is positive definite.
• The quadratic form of the matrix on the left-hand side of (3.1) can be represented as
therefore, it is nonnegative. Consequently, all the eigenvalues are nonnegative:
• If f (x) = 0, then the left-hand side vanishes identically. Hence,
• For a fixed x ∈ Ω, the functions λ j (x, ξ) are continuous in ξ ∈ R 3 \ {0} and homogeneous of order −2, i.e., λ j (x, tξ) = t −2 λ j (x, ξ).
We introduce the counting function for problem (3.1):
Proof. The homogeneity of λ j implies that, for ξ = ρθ with ρ > 0, we have
Therefore,
Now we can formulate the main result of the paper.
Theorem 3.2.
Let Ω ⊂ R 3 be an open bounded set. The spectrum of the quotient (2.12) of the quadratic forms K and A defined in §2 has the following asymptotics:
Here n(λ, (2.12)) is the counting function of the spectrum of the quotient (2.12), n(λ; x, ξ)
is the counting function of the λ-spectrum of problem (3.1), and the symbol ∼ means that the ratio of the two sides of (3.4) tends to 1 as λ → +0. We also consider a problem with periodic boundary conditions. Let Q be a cube in R 3 . Recall thatC ∞ (Q) andH l (Q) denote the spaces of functions in C ∞ (Q) and H l (Q), respectively, that satisfy periodic boundary conditions. Suppose that the matrices b, µ, and f are defined on Q and satisfy (2.3)-(2.5), as above. We introduce the quadratic formsB
where α > 0 is the same as in (2.11). LetΨ :
be the operator that takes w to the solutionφ of the equation
satisfying the condition Qφ dx = 0. Finally, we define a formK by the formula
In order to prove Theorem 3.2, in addition to the variational problem (2.12) with the Dirichlet boundary conditions, we shall also use a similar problem on the spectrum of the variational quotient
under the periodic boundary conditions. Observe that the last condition in (3.8) eliminates the degeneracy of the formÃ on constant vectors. §4. Auxiliary facts
Here we collect necessary results about compact operators. Let S be a compact positive operator on a Hilbert space H; its consecutive eigenvalues are denoted by λ k (S). For a compact operator T from a Hilbert space H to a Hilbert space N , its singular numbers s k (T ) are defined by the formula
stand for the counting function for the sequence {s k (T )}. An equivalent definition of this function can be based on the minimaximal properties of the singular numbers:
Here L ⊂ H is a subspace. In the case where the spaces coincide, H = N , and T is a positive operator, we have s k (T ) = λ k (T ), and
If T is selfadjoint (not necessarily positive) and
Let q ≥ 1. For a compact operator T : H → N, we introduce the asymptotic functionals
which can have zero, positive, or infinite values. In the sequel, the symbol d q (T ) denotes any of the functionals (4.3). We list some properties of these functionals (see, e.g., [5] and [7] ). We have
and 
Also, we have 
In [9, §5.3], we used the statement that the asymptotic limits d q for a quotient of two quadratic forms do not change under perturbation of the form in the denominator by a relatively compact term. Proposition 4.4 is an exact form of that statement.
We also mention the following fact, which is contained in the results of the paper [3] .
Proposition 4.5. Let T 1 and T 2 be compact nonnegative operators in H. Then
. All propositions of this section will be used below with q = 3/2. When applying them to the spectrum of the quotient of two quadratic forms, we assume that the form in the denominator determines a scalar product in H, and the form in the numerator corresponds to a (compact) operator acting on H. §5. Continuity of the functionals d 3/2 ((2.12)) and d 3/2 ((3.8))
with respect to the coefficient f For the proof of Theorem 3.2, we need to establish the continuity of the functionals d 3/2 ((2.12)) and d 3/2 ((3.8)) with respect to the coefficients. In this section we assume that the matrix-valued functions µ and b are fixed and we prove that these functionals are continuous in the coefficient f . Continuity with respect to µ and b will be established in §8.
We consider the quotient fw 2 / w 2 H 1 either with the Dirichlet condition, or in the cube Q with the periodic boundary conditions. For the counting function of the spectrum of the quotients
we have the inequalities
, where C 0 is an absolute constant. The first inequality is none other than the famous Rosenblum-Lieb-Cwikel estimate in the 3-dimensional case. The second inequality can be obtained in a similar way (see [10] ) by using the Fourier series instead of the Fourier integral. Clearly, (5.3) yields
Recalling (2.9), we obtain
where Ψ is understood as an operator from
Now, let f j , j = 1, 2, be two matrices satisfying (2.5), and let Ψ j be the corresponding operator Ψ with f = f j . Let T j be the operator corresponding to the form K b,f j in the Hilbert space H 1 0 (Ω, C
3 ) with the metric form (2.11). By (4.6), it suffices to estimate
Using (2.9), we see that
Since the forms A[w, w] and ∇w 2 are metrically equivalent, it suffices to consider the quotient
By Proposition 4.3, an estimate for this quotient follows from (5.4). Finally, returning to the form A, we obtain
The same inequality is valid in the case of periodic boundary conditions (the proof is similar). These estimates and (4.6) imply the following statement. Consider the auxiliary quotient
The asymptotic coefficients of the spectrum for the quotients (2.12) and (6.1) coincide: d 3/2 ((2.12), Ω) = d 3/2 ((6.1)).
Proof. We consider the difference
of the corresponding quotients and show that (6.3) ∆ 3/2 ((6.2)) = 0.
Setting Ψw = ϕ andΨw =φ, we transform the numerator of (6.2): Since Re(b∇φ, ζ∇ϕ) = Re(b∇ϕ, ζ∇φ), we obtaiñ
Consider the quotients
We check the relations (6.7) ∆ 3/2 ((6.5)) = 0, ∆ 3/2 ((6.6)) = 0.
For definiteness, consider the quotient (6.6). If we admit all w ∈H 1 (Q) as test functions in (6.6), then ∆ 3/2 becomes greater. Therefore, ∆ 3/2 ((6.6)) ≤ ∆ 3 (YΨ), where Y is the operator of embeddingH 1 (Q) in L 2 (Q). Since the operator Y is compact, (5.5) and Proposition 4.1 imply (6.7). Now, using Proposition 4.3, inequality (4.5), and the equivalence of the forms w The inequality n(λ, (6.1)) ≤ n(λ, (3.8), Q) + 3 follows from the minimaximal principle. Therefore,
Taking Proposition 6.1 into account, we obtain the following corollary.
Corollary 6.2. We have
Now we prove the reverse inequality. Proposition 6.3. We have
Therefore, Proof. There exist functions ζ ∈ C ∞ 0 (Ω) and η ∈C ∞ (Q) such that
where Φ is a quadratic form involving the first derivatives of u in the first power only. So, by Proposition 4.4, we can consider the functionals d 3/2 for the quotient
. Therefore, by (6.8), we havẽ
Let L be a subspace inH 1 (Q, C 3 ) with the following properties: 12) , Ω).
The reverse inequality was established above.
Below we shall see that Theorem 6.4 and the continuity of the functionals d 3/2 in the coefficient f imply that it suffices to prove Theorem 3.2 in the case of a cube and periodic boundary conditions only. §7. Estimates of singular numbers
In order to prove that the functionals d 3/2 ((3.8), Q) are continuous with respect to the coefficients µ and b, we need some auxiliary estimates. In this section we denote by C(µ) various constants depending on the matrix-valued function µ; they may have different values even within one and the same calculation.
Proof. Let ψ ∈C ∞ (Q). Integrating by parts, we obtain
It is well known that if a matrix µ is bounded from below by a number µ, then
for any matrix Ψ. Therefore,
which implies (7.1) for ψ ∈C ∞ (Q). It remains to recall that the spaceC
We introduce the spaceG = {∇ϕ, ϕ ∈H 1 (Q, C)} and its orthogonal complementJ,
Note that the projections of a function u ∈H 1 (Q, C 3 ) to the subspacesJ andG are also of classH 1 (Q, C 3 ).
Proposition 7.2. Suppose µ ∈C ∞ (Q) satisfies (2.4). LetÃ be the form defined by formula (3.6), and let A be the corresponding operator in
and curl u ∈H 1 (Q, C 3 ). The constant C 1 depends only on the numbers µ and µ.
Proof. Let u ∈ Dom A ∩J. Then div u = 0 and
We write the function µ −1 curl u in accordance with (7.2),
Since curl v = Au and div v = 0, we have
Therefore, ψ ∈H 2 (Q, C), div(µ∇ψ) = − div(µv) and, by Proposition 7.1,
Taking (7.5) and the identity v 2 + ∇ψ 2 = µ −1 curl u 2 into account, we obtain
Formulas (7.4), (7.5) , and (7.6) imply that
Remark 7.3. Clearly, inequality (7.3) is true for all u ∈ Dom A ∩G (the left-hand side vanishes) and, thus, for all u ∈ Dom A. 
We shall not use this fact. 
, and the constant C 2 depends only on the numbers µ and µ.
Proof. Consider the quotient
Propositions 7.2 and 4.4 imply that ∆ 3/2 ((7.7)) ≤ C∆ 3/2 ((7.8)). If the domain of a variational quotient becomes larger, then its consecutive maxima do not become smaller. Therefore, it suffices to consider the quotient (7.8) on the functions v ∈H 1 (Q, C 3 ). It remains to refer to (5.4). Remark 7.6. On the set Dom A ∩G, the quotient (7.7) is identically equal to zero. Now, we consider the case of two operators A andÂ. Q u dx = 0} will be denoted by A andÂ. Then
, and the constant C 3 depends only on the numbers µ and µ and on the size of the cube Q.
Proof. The decomposition (7.2) reduces the operators A andÂ, and the parts of these operators in the subspaceG coincide. Therefore, it suffices to consider the difference of the inverse operators on the subspaceJ only. Let
Furthermore, the operator curl A −1/2 |J is bounded inJ, whence, by (4.7),
By Corollary 7.5,
Now (7.9) follows from (7.10), (4.8), and (4.4). 
where the constant C 4 depends only on the numbers µ and µ and on the size of the cube Q.
Proof. We construct a matrix-valued functionμ ∈C ∞ (Q) satisfying (2.4) and such that
(this can be done by mollifying the periodic extension of the function µ 1 (x)). Then
(we have applied Proposition 7.7 and formula (4.5)). Thus,
It remains to refer to Proposition 4.5.
The following theorem can be established in a similar way (in fact, it is simpler). 
where the constant C 5 depends only on b and b and on the size of the cube Q.
An estimate of type (7.12) was established in [5, Chapter 5] for domains with smooth boundary. In essence, the proof of Theorems 7.8 and 7.9 given above is similar to the proof in [5] . These estimates can be extracted also from the more general considerations of [4] . §8. Continuity of the functionals d 3/2 ((3.8))
with respect to the coefficients µ and b
In this section, the constants in estimates depend on the (fixed) matrix f . Proposition 5.1 allows us to study only the case where
As in the preceding section, we denote by B and A the selfadjoint positive operators in L 2 (Q) corresponding to the forms (3.5) and (3.6) and restricted to the subspaces orthogonal to the constants. We also introduce the operators
Note that, under the assumption (8.1), the operators G, FA −1/2 and F * B −1 F are continuous in L 2 (Q, C 3 ). It is easily seen that the spectrum of the quotient (3.8) coincides with the spectrum of the operator By (4.5), (4.6), it suffices to estimate ∆ 3/2 for each of the four terms on the right hand side. By (4.7), (4.8), and (7.11), we have
The quantity ∆ 3/2 (T 2 ) is estimated in the same way. The quantity ∆ 3/2 (T 3 ) is estimated with the help of (5.4):
Finally, (7.12) implies that 
