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Abstract 
This paper studies the application of Structured Singular Values 
(SSV or p) for analysis and synthesis of the Space Shuttle lateral axis 
flight control system (FCS) during reentry. While this is a fairly stan- 
dard FCS problem in most respects, the aircraft model is highly uncer- 
tain  due to the  poorly  known  aerodynamic  characteristics  (e.g.  aero 
coefficients).  Comparisons are made  of the conventional  FCS  with 
alternatives based on H ,  optimal control and p-synthesis. T h e  problem 
as formulated is particularly  interesting m-d challenging  because  the 
uncertainty is large and highly  structured. 
1. Introduction 
During reentry the  Shuttle  FCS is in automatic  mode  using  a 
series of S-turns to reduce speed below Mach 1. The flight condition 
we  will  consider is at  Mach .9, just  prior  to the heading  alignment  circle 
(HAC), which lines the Shuttle up on the runway for landing. Potential 
robustness problems were found at this flight condition in a previous 
study ([Ml],[M2]) done at Honeywell's Systems and Research Center 
(SRC)  for  the  Space and Strategic  Avionics  Division  (SSAvD),  who  are 
responsible  for  validation of  the Shuttle  FCS. 
T h e  SRC  study  was  a  preliminary  investigation of the use of p in 
analyzing robusmess of the Shuttle FCS, where the dominant uncer- 
tainty is modeled as large parameter variations in 9 key aerodynamic 
coefficients. SSAvD is now using p to augment conventional analysis, 
which  essentially  involves trial and error  using  coefficient  combinations 
known to produce problems. The potential advantage in using p is that 
it is faster and more reliable than uying to search the high dimensional 
parameter  space  for  bad  coefficient  values.  Furthermore, p analysis 
[Dl] can  be  combined  with H ,  optimal  control  methods [Fl] to  produce 
a synthesis method, called p-synthesis [D3], which provides H ,  perfor- 
mance  in the presence of structured  uncertainty. 
This paper reports on a  study at SRC  using  p-synthesis to 
redesign  the  flight  control  laws. T h e  objective  was to mimic  the  perfor- 
mance  characteristics of the existing  FCS  (referred  to as BrandX 
throughout this paper), while providing this performance for a wider 
range of uncertainty. The resulting  controller,  referred  to as Musyn, 
thus  has  better  robust  performance. T h e  problem  was  simplified  to  some 
extent  to  focus  attention on the dominant  features  that  were  found to be 
the most significant problems in the actual system. T h e  performance 
objective of the FCS is to execute bank commands with turn coordina- 
tion in  the  presence of gust  disturbances  using aileron (actually 
differential elevon) and rudder (the yaw jets are turned off at Mach 1). 
Sensor noise,  large  uncertainty  in  the  the  aerodynamic  oefficients, 
penalties on actuator magnitude, rate, and acceleration, and delays to 
represent effects of sampling were included. The major neglected prac- 
tical  issues are the  ffects of vehicle  flexibility and nonlinearities. 
While these are important and significantly complicate the final design, 
they do not change the results in any qualitative way. It is important to 
emphasize  that this brief  study is intended  only  to  illustrate the use of p 
and is not  a  definitive  treatment  of the Shuttle FCS. 
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The paper is organized into 6 sections. Sections 2 and 3 briefly 
review p analysis and synthesis and Section 4 describes the problem 
formulation. The review is minimal, covering only those methods that 
were actually used, and in no way claims to be a review of the robust 
control theory field. Section 5 begins with an analysis of BrandX along 
with an H ,  controller that ncglects uncertainty and gives slightly better 
performance but essentially no robustness. The Musyn design dramati- 
cally improves robust performance with only a slight loss of nominal 
performance. Comparison are made using p and time responses. Sec- 
tion 6 has conclusions and an appendix is included with realizations of 
the aircraft model and the BrandX controller. Enough data is included 
in this paper so that, at least in principle, all results could be repro- 
duced. 
2. Analysis Review 
This section will very briefly review the basic frequency-domain 
methods for analyzing  the  performance  and  robustness  properties of 
feedback  systems  using p ([Dll,[D31,[D4],[Ml]). T h e  general  frame- 
work  to  be  used  in this paper is illustrated  in  the  diagram  in  Figure la. 
Any linear interconnection of inputs, outputs, commands, perturbations, 
and a controller can be rearranged to match this diagram. For the pur- 
pose of analysis the controller can be viewed as just another system 
component and the diagram reduces to that in figure lb. The uncer- 
tainty in v and A as well as the performance specifications on e are 
assumed to be normalized to 1. This requires that all weighting func- 
tions and scalings  have  been  absorbed  into  the  interconnection  suucture 
G. We will  consider  performance  objectives  expressed in terms of 
1/G221/w = sup B(G22vo)).  Recall that robust stability for unstructured 
uncertainty  (only B(A) < 1  is known)  depends on IIGllllw. Unfor- 
tunately,  norm  bounds  are  inadequate  in  dealing  with  robust  perfor- 
mance  and  realistic  models  of  plant  uncertainty  involving  structure; 
more  complicated  mathematical  objects  involving p are  required. 
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To begin with, assume that A belongs to a set like 
4 = { ding(Al,Az, . . . ,A,,) } or E& = {A E A I E(A) < 1}.(2.1) 
The function p has the properties p(uM) = la1 p(M) and 
der(I-MA)fo V A E BA i f f  p(hf) I 1.  (2.2) 
Obviously, p is a function of M which depends on the structure of 4. 
For this informal discussion just keep this fact in mind since the S ~ U C -  
ture will always be clear from context. Let 
- u = {diag(U1,Uz, . , . JJ") 1 UfU, = I>  (2.3) 
D - = {diag(dlI,dzI, ..., d,J) 1 di E R+} (2.4) 
where the sets and match the smcture of 4. Note that the _U and 
Q leave 4 invariant in the sense that A E 4, U E _U and D E 
implies that B(AU) = tS(UA) = U(A) and DAD-' = A. The sets _V 
and Q can be used to obtain the bounds 
max  MU) I p ( ~ )  I inf ~(DMD-') 
where p denotes the spectral radius and i7 denotes the maximum singu- 
lar value. 
U E  D E  (2.5) 
The key theorems about p show that the lower bound is always an 
equality and the upper bound is an equality when n 5 3. Unfor- 
tunately, the optimization problem implied by the lower bound has mul- 
tiple local maxima so it does not immediately yield a reliable computa- 
tional approach. Although iS(DMD-') is convex in In(D) so that the 
infimum can be found by search over n-1 real parameters, the infimum 
is not necessarily equal to p (Le., an example of strict ineqvality has 
been found for n = 4). On the other hand, extensive experimentation 
indicates that the upper bound may be close to p in general, although 
this has not been proven. The worst case ratio of lower over upper 
bound found so far is .85.  For all the cases in this paper, p is equal to 
the upper bound. 
Another important aspect of the upper bound is that p may be 
viewed as B plus scaling. Thus the general synthesis methods 
developed for H ,  optimization may be applied, via scalings, to  optimize 
p. This will be discussed further in the synthesis square blocks, but it 
is easy to  extend p to  handle both nonsquare and repeated blocks, 
although the notation becomes  cumbersome. 
The importance of p for studying robustness of feedback systems 
is due to the following two theorems, whch characterize in terms of p 
the robust stability and robust performance of a system in the presence 
of suuctured uncertainty. 
Theorem RS (Robust Stability) 
F,(G,A) stable VA E i f f  sup p(GllVw)) 5 1 
0 
Theorem RP (Robust Performance) 
F,(G,A) stable and llFu(G,A)il, 5 1 VA E 
iff sup p(G@o)) I 1 
(where p in  Theorem RF' is computed with respect to the structure 
- A = { diag(Ab,+l) I A E 41 ). 
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3. Synthesis  Review 
The basic framework for the general H ,  optimal control problem 
(D~l , [D3 l , [C~l , [F l l )  is  hown in figure IC. For a review of H ,  
izes IIFXP,KlI,. The firs t  step is to find J such that 
FXP,FXJ,Q)) = FXT,Q) = TIl-NQN E RH, is stable and affine  for 
any Q E RH,. We are interested in a particular J which results in N 
afg N being inner and co-inner respectively. That is, P N  = I and 
theory, S e e  PI]. The objective is to find a stabilizing K which minim- 
N N *  = I. This requires a coprime factorization with 
[Cl]. In addition, we require N and fi inner so that 1 1  
are square and inner. Then 
The standard approach to minimizing (3.1) over Q involves the 
so-called y-iteration, which is computationally intensive. The alternative 
used in this paper is to simply choose Q to minimize ~ ~ R l l + ~ / , .  This 
provides a good approximation and is relatively cheap computationally 
[C21. 
T h e  p analysis and H ,  synthesis methods combine to produce p- 
synthesis. Recall that p may be obtained by scaling and applying l+, 
so that a reasonable approach is to "solve" 
by iteratively solving for K and D. With either K or D fixed, the global 
optimum in the other variable may be found using the p and H ,  solu- 
tions described previously. Unfortunately, this iterative scheme is not 
guaranteed to  find the global optimum of (3.2). Nevertheless, the 
approach appears promising and substantial progress is being made in 
developing methods to obtain the global optimum [D4]. 
4. Problem Description 
The performance objective of the Musyn  FCS is to mimic the 
BrandX FCS but with better robustness. Since BrandX was not 
designed by H ,  techniques, and since H ,  performance objectives only 
make practical sense when they include meaningful variables and 
weights, it is necessary to carefully reinterpret the BrandX performance 
in terms of weighted H ,  performance objectives. Fortunately, the 
mathematical properties of H ,  make this process relatively easy. 
Besides, the performance specifications for a typical FCS translate fairly 
naturally into the H ,  context. Based on consultation with engineers 
familiar with the Shuttle FCS each disturbance, command, noise, error, 
and actuator variable was given simple, reasonable weights. These 
weights were then adjusted until each variable made an equal conmbu- 
tion to the l l@l lm norm for the BrandX closed loop system. This 
approach finesses the problem of selecting weighted H ,  performance 
objectives exclusively from physical considerations, an issue which will 
not be considered in this paper. Because flexible effects have been 
neglected in the problem formulation, the BrandX controller was 
simplified by removing bending mode  filters. 
The 4-state rigid body aircraft model has state variables and meas- 
urements 
where ny is lateral acceleration See Figure 2 for definitions of the vari- 
ables. Angle of attack is denoted by a and V is the velocity vector. 
Figure 2 .  
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The units  used  throughout  the  paper  are r d s  for p and r, ft/? for 
ny, fils for the gust, and rad for Q except in the plots where deg and 
degis replace rad and radlsec. Each measurement is corrupted by addi- 
tive  sensor  noise  which  becomes more severe  with  increasing  frequency. 
Since p and r are both measured with  comparable  gyroscopes,  their sen- 
sor noise  weights are assumed to be identical and equal  to 
3~1O~~(l+s/.Ol)/(l+s/.5). The measurement  for Q is obtained  from  a 
navigation  package at a  reduced  sample  rate so its  weight of 
7~10-~(1+s/.01)/(l+s/2) was  chosen to be  relatively  large  in mid to high 
frequencies. An alternative  scheme  would  have  been  to  introduce  a 
frequency-dependent  perturbation  to  reflect  the  effects of sampling. The 
weight  for  the ny accelerometer is .25(1+~/.05)/(l+s/lO). The sensor 
noise weighting filters are the increasing Bode magnitude plots shown 
in  Figure 3. 
T h e  additional external inputs are the command in Q and a lateral 
gust disturbance weighted by .5(l+s/2)l(l+sl.5) and 30*(l+s/2)/(l+s), 
respectively. Performance is described in terms of 
e& = Wp.[ y; 1 (4.2) 
W h o /  
where ny and rp = r - ,0374, the error from  nominal  turn  rate are 
regulated to provide turn coordination. The is generated by an 
"ideal"  model  response 1/(1+2((s/~)+(s/w)~) with w = 1.2 r d s  and 
( = .7. An "ideal" turn would  produce Q = with no sensed 
acceleration and no turn rate error (ny = rp = 0). Of course, the vehicle 
physics prevents such a! ideal maneuver and a good control system 
seeks to approach the ideal. In most conventional lateral axis control 
designs, ny and rp are blended to form a single turn coordination vari- 
able, because from a loop-shaping perspective it is easier to work with 
two instead of three performance variables to match the two inputs. 
Since we will not be using loop-shaping in this paper such "squaring 
down" is unnecessary. The Wp,$performance weights are the decreas- 
ing  functions  plotted  in  Figure 3. The general  shape of the weights 
indicates  our  desire to provide  good  performance  in  the  low to mid fre- 
quency range. Frequencies below .01 rad are generally neglected since 
signals  in this range  are  too  slow  to  have  an  impact on the  Shuttle reen- 
try and landing. T h e  performance  weights  are 
The actuator  models  are  second-order  lags of the  form 
1/(1+2<(s/w)+(s/~)~) with w = 21 r d s  and 6 = .75 for the rudder and 
w = 14 radis and < = .72 for the elevon. To reflect practical saturation 
considerations actuator psition, rate, and acceleration (in radians and 
seconds)  are  weighted by (2,.2,.009) respectively  for  rudder and 
(4,1,.005) for  elevon.  A  second-order  delay  approximation of 
included  in  each  actuator  to  model the effects of the  digital  implementa- 
tion of the controller. Although such a model is simplistic, experience 
has  shown  that it is entirely  adequate  for  this  type of study. 
(1-2((s/o)+(~/w)~)/(1+2((s/w)+(s/o)~), o = 173, < = ,866 W ~ S  also 
The major  uncertainty  in this problem is in  the  aerodynamic 
coefficients. These coefficients  are  standard  aerodynamic  parameters 
which express incremental forces and torques generated by incremental 
changes in sideslip, aileron, and rudder angles. Thus 
The coefficients c,, are typically estimated from theoretical pred- 
ictions, numerical calculations, and experiments in wind tunnels and/or 
flight tests. The Shuttle at Mach .9 is in a transonic regime involving a 
mixture of subsonic and supersonic flows. Neither the theoretical, com- 
putational, or wind tunnel techniques are particularly accurate at this 
flight  condition, so with  extremely  limited  flight  data  the  coefficient 
uncertainty  for the Shuttle is unusually  large. 
Fer fornance  ana  Sensor  noise  weights  
p,  r (cieg/si, n (ft/s/s),phi (deg) 
Uncertainty is modeled by representing  each  coefficient by a  nom- 
inal  value  plus  a  perturbation.  In  terms of the  coefficient  matrix  in 
(4.3), the  perturbation may be written  as 
1 I [  ' [  'YP$P rYa% ryr% ' 4 6 , ~  r-6,  rw8w = 3.8 R,, Re, diag(6,pJ,aJ,r) 1 r d l r  
Each 3x1 vector 6+, 6,r is assumed to be of Euclidean norm 1, so 
our perturbation mamx is 9x3. The groupings on the pembations is 
motivated by expected correlations between the uncertainties. Alterna- 
tively,  we  could, of course, ignore this and use a  diagonal 9x9 permrba- 
tion. The R weightings  are Rep  = diag( 2.194,  -1.517,  -.7180 )* 
R,, = diag( -1.327,  1.347, ,5185 ), ROr = diag( -.3656,  .8667,  ,2393 ), 
which  are  (conservative)  current  estimates of the  size of the  correspond- 
ing aero coefficient. The signs are simply arbitrary choices. 
One conventional way to view the 6's is as fixed but unknown 
real parameters. This assumes that the rigid body dynamics are per- 
fectly described by one 4' order model, but we simply do not know a 
priori  which  one.  An  alternative  view is that  since  the  coefficients 
represent the generation of aerodynamic forces and moments, they are 
actually  themselves  dynamical  systems. Funhermore, they depend in 
complicated, nonlinear ways on quantities which are time-varying. We 
will not try to  resolve this issue  here  but  simply  point  out  that  these  two 
views  lead  to  apparently  quite  different  uncertainty  models.  Roughly 
speaking,  the  former  constrains  the 6's to  be  real  while  the  latter  would 
suggest that they  be  complex  with  possibly  frequency-dependent  magni- 
tude bounds. Since our p-based methods are inherently complex, we 
will take the conservative approach and treat the 6's as complex. We 
have relatively crude extensions to which fxat real perturbations and 
will  show  that  for this problem  the  complex  assumption is only  slightly 
conservative. This allows us to temporarily avoid resolving the tricky 
issue  regarding the appropriate way  to view  the  coefficient  uncertainty. 
Figure 4 shows the block diagram that includes all the features 
discussed above. It is clearly an example of Figure la, with e including 
ep$ and e,, v including Qcom, gust, and sensor noise, and y including 
the measured outputs and Qco,,,. T h e  dimensions of e, v, y ,  u, P, and A 
are 9,  6, 5 and 2,  17x17, and 9x3, respectively. State space models for 
the  aircraft  and  the  BrandX  controller are included in the appendix. 
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5. Comparisons of Designs 
The p plots of robusmess and weighted  performance  for the 
BrandX  design are shown  in Figure 5.  Refemng to Figure lb,  the 
dashed plots are, from the top, p(G) for robust performance, F ( G ~ ~ )  for 
robust  stability, and B(G22) for  nominal  performance. Note that the 
weights chosen for nominal performance make IIGzll, = .5 . If p(G) 
were less than 1 then performance would only degrade by a factor of 2 
for this level of uncertainty. Unfortunately, BrandX is unstable for the 
assumed uncertainty level because p(Gll) > 1 at ~ 1 . 5 .  To give some 
idea  of the sensitivity to the assumption  that the 6's are complex,  com- 
pare  with  the  solid  line  which  gives  a  lower bound for "real p" for Gll. 
This lower bound was computed using two different programs (by M. 
Elgersma of SRC and M.K. Fan of U. of Maryland) which search for 
destabilizing real perturbations. These programs currently require that 
the A have only scalar blocks so each 6 is assumed bounded in magni- 
tude by 1. Note that since this lower bound is comparable to the com- 
plex k(Gll), we need not be particularly concerned about our assump- 
tions on the 6's. 
The corresponding plots for the Musyn design are shown in Fig- 
ure 6. Robust stability and performance are improved at the expense of 
a slieht degradation in nominal performance. Note that we now have w robust  stability  for the assumed  &rmrbations, but robust  performance is 
not quite as desired. It is interesting to consider a controller designed 
using H ,  optimization of G u ,  ignoring the coefficient uncertainty. The 
nominal  performance ( U(G22) ) of this controller,  which  we'll  call  Hinf, 
5 .  Brandx  Robustness to   Rea l   Pa rame te r   Var i ac ions ,  is plotted  along with nominal  performance  of BrandX  in  Figure 7. 
Nominal   Performance,   Robust   Stabi l i ty ,   Robust   Perfonance Recall that Hinf is obtained by approximating the H ,  optimal controller 
and so does  not  display  the  characteristic flat if of theoretical H, 
optimal  designs,  even though its norm  is  close. 
The closeness of the BrandX and Hinf plots suggests two impor- 
tant points. First, the weight selection procedure was reasonably suc- 
cessful  in  capturing the BrandX  performance.  Had  there  been any 
"slack in  the  weights (e.g. inadequate  penalty  on  actuators  or turn 
coordination or too small sensor noise), the Hinf design would have 
taken advantage of this to produce a much smaller norm. Secondly, 
BrandX is quite outstanding when viewed from this perspective. The 
p(Gll) plot  of  robust  stability  for Hinf in  Figure 8 shows  that  it is des- 
tabilized by even tiny perturbations, but t h i s  is not too surprising since 
no robusmess was asked for. 
I I \ ' \ I  I 7 .  Brandx ( X )  and  Hinf Nominal Performatxe 
frequency  ( radians/second)  U 
d 
e 0 . 0  
1 d-2 
1 I l 1 I l 1 1  I I I 1 1 1 1 1  I I I I ,  
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6.  Musyn Robustness t o  Rea; Parameter  Var ia t ions ,  
Nominal Performance,  Rob'ist   Stabil i ty,   Robust  Performance 8 .  Hinf  Design Robust  Stabi l i ty  
2 .  
1 0 1 E E i E 3 d 2  
2 
d 
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1. 
The p plots may seem  a  bit  mysterious to the uninitiated, and may 
0 .  actually  obscure the important  issue of robust  performance. To get 
another  view  of  these  designs,  consider  Figure 9 which  plots 
max IFJG,A)IL vs. 6 
liaL 5 5 
0. 
2 where  the max is  taken  over A E 4. That  is, the worst  case  perfor- 
mance over all IlAllo. I 6 is plotted vs. 6. Nominal performance is at 
frequency  ( radians/second)  6 = 0 and there  is  a v tical  asymptote at the 6, where the system  goes 
unstable for some IlAlL = 6,  (Le. 6, = l/p(Gl1)). 
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9.  Perfonnance/Uncertainty  Trade-off 
Bran& and Musyn 
1 0 .  Musyn 0 Robustness t o  Real  Parameter  Var ia t ions ,  
Nominal  Performance,  Robust  Stabil i ty,   Robust  Performance 
I I I x  I o  I 
0 
1 ,  X I I I I 
0 i\i 0.0 0.2 0.4 0.6 0.8 1.0 
6 
The symbols are X for BrandX, for Musyn, and 0 for an addi- 
tional  p-synthesis  controller  designed  with the perturbation  weight 
reduced from 1 to .25. An exercise for aficianados: figure out how Fig- 
ure 9 was made (hint: scale and compute p). Note that 0 has substan- 
tially better robust performance than BrandX but with slightly poorer 
nominal performance. 0 is a compromise that slightly beats BrandX 
nominally with slightly less robust performance than 0. Hinf was not 
plotted since its robusmess is so pathetic that &=O. For comparison, 
the p plots  for 0 that  correspond to Figures 5 and  6  are  in  Figure 10. 
Some  time  domain  comparisons of BrandX and Musyn are plotted 
in the figures below. Additional analysis of Musyn revealed that its 
most serious performance problem (the most significant contributor to 
llG2211 or Ilell), both absolute and relative to BrandX, is responses to the 
I$ command. So to be fair, a step command of 28.6 deg ( = .5 rad) in 
I$ was chosen. Hots are  shown  of the response  of I$, the turn coordina- 
tion  variables 5 and rp and the surface  deflections.  BrandX is denoted 
frequency  ( radtans/second)  
by an X and both nominal and pertuibed conditions were considered. 
The. perturbation is  one for  which  BrandX is almost  neutrally  stable: 
[ 6.B 6*r 1 = [ 1.12 1.12 .93 
1.12 O -1.12 O 1.12 O I  
The time responses suggest  the same conclusions as the p 
analysis, that the nominal performance of the BrandX and Musyn con- 
trollers are quite similar, but the robusmess characteristics are dramati- 
cally different The contrast with Hinf would be even more dramatic. 
Of course, these time responses are only intended to be illustrative. No 
definitive conclusions of the sort provided by p can be reached on the 
basis of a  few  time responses. On the other hand, since p is fundamen- 
tally a frequencydomain analysis tool, its only direct implications for 
the time  domain are in terms of & or sinusoids. 
tiac 1secmd.I 
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6. Conclusions 
It  is  tempting to make  wild  claims,  but  it is important not to inter- 
pret the results in this paper too broadly. These results are extremely 
encouraging, and this study is certainly a success in demonstrating the 
applicability of p to FCS design. Nevertheless, we must be cautious 
when drawing conclusions about the applicability of p in general or 
about  the  relevance  of this study to the Shuttle FCS. 
Clearly, p is  a very powerful and promising  tool,  if  only  for 
analysis. Just the few plots shown in this paper yield important infor- 
mation about the performance and robusmess of the controllers, and 
computation of p has progressed to the point where it approaches that 
of singular  values and eigenvalues  in  cost and reliability.  While p- 
synthesis  is  also very promising,  it  is  highly  experimental and will 
require  additional  study,  application, and exposition  before  it can 
become  a  practical  methodology. 
While the issues  treated in this paper are typical  in the design  of  a 
FCS, much more careful and detailed study of the results would be 
required before making any serious conclusions about the Shuttle FCS. 
Even  with  immediate access to FCS  experts and Shuttle  data,  in  a  brief 
study it is easy to overlook critical features of the problem. What is 
more  important  is  that p allows  an  engineer,  in  a  systematic and reliable 
way, to explore  tradeoffs and design  for  obustness  wherever  she 
believes it is significant. We view as the fundamental analytical tool 
at this time  for  treating  performance and robusmess in control  systems. 
The problem chosen was a challenging one because of its com- 
plexity  and  large, smctured uncertainty. This is exactly the typ of 
problem  for  which  we  would  expect p to show the greatest benefit. See 
[Sl] for a similar study on a process control problem. In contrast, p 
would have  little  impact on most SISO and many simpler  MIMO  prob- 
lems. We expect that many more aerospace and process control prob- 
lems will exhibit this level of complexity. 
Appendix:  Realizations of Aircraft  and  BrandX  Controller 
Matrix : aircraft 
outputs 7 inputs 6 states 4 
x1  x2 x3 x4 ul 
x 1  -9.460e-02 
x2  -3.595e+00 
x3 3.950e-01 
x4 0.000e+00 
yl 1.000e+00 
y2 0.000e+00 
y3 0.000e+00 
y4 0.000et00 
y5 0.000e+00 
y6 -6.804e+01 
y7 0.000e+00 
1.409e-01 
-4.284e-01 
-1.263e-02 
1.000e+00 
O.OOOe+OO 
0.000e+00 
O.OOOe+OO 
1.000e+00 
O.OOOe+OO 
-1.744et00 
0. OOOetOO 
-9.900e-01 
2.809e-01 
-8.142e-02 
-1.405e-01 
O.OOOe+OO 
0.000e+00 
0.000e+00 
O.OOOe+OO 
1.000e+00 
-4.058et00 
0.000et00 
Brandx  Controller 
Matrix : control 
outputs 2 inputs 5 states 3 
x1  -1.000e-05 0.000e+00 0.000e+00 
x2 0.000e+00 -1.000e-05 0.000e+00 
x3 0.000e+00 0.000e+00 -1.250e+00 
yl 2.936e-01 1.847e-01 5.026e-13 
y2 -9.253e-02 5.697e-01 -1.128e-01 
x1 x2 x3 
3.637e-02 
O.OOOe+OO 
O.OOOe+OO 
O.OOOe+OO 
O.OOOe+OO 
0. OOOetOO 
O.OOOe+OO 
O.OOOe+OO 
O.OOOe+OO 
.3.720e-05 
1. OOOetOO 
1.275e-02 
0.000et00 
0.000et00 
O.OOOe+OO 
O.OOOe+OO 
0. OOOetOO 
O.OOOe+OO 
0.000e+00 
0.000et00 
l.llle+Ol 
O.OOOe+OO 
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u2  u3  u4  u5  u6 
O.OOOe+OO 
-3.114e-02 
-1.905e-01 
O.OOOe+OO 
O.OOOe+OO 
O.OOOe+OO 
0.000et00 
0.000et00 
0. OOOetOO 
-l.llle+Ol 
0.000et00 
O.OOOe+OO 
-3.117e+00 
-6.443e-02 
0.000e+00 
0. OOOetOO 
O.OOOe+OO 
0.000et00 
O.OOOe+OO 
0.000e+00 
-l.llle+Ol 
O.OOOe+OO 
-1.240e-02 
6.571e+00 
3.783e-01 
O.OOOe+OO 
0.000e+00 
1.000e+00 
O.OOOe+OO 
O.OOOe+OO 
O.OOOe+OO 
2.667et01 
0.000et00 
ul 
1.662e-01 -1.990e-01 1.033e-02 -9.109e-04 -1.656e-01 
-4.418e-02 -3.232e-02 5.960e-01 1.448e-03 2.258e-02 
-4.899e-09 7.652e-09 -1.286e-08 -9.824e-02 5.329e-09 
-4.037e-01 -6.507e-12 3.371e+00 -5.389e-04 2.806e-01 
1.615e-01 -2.560e-01 4.496e-01 1.862e-14 -1.767e-01 
u2  u3  u4  u5 
1.023e-02  -1.086e-04 
1.256et00  -4.126e-03 
-2.560e-01 4.533e-04 
0.000e+00 0.000et00 
0.000e+00 1.148e-03 
0.000et00 0.000et00 
1.000et00 0.000e+00 
0.000e+00 0.000e+00 
0.000et00 0.000e+00 
-2.952e+00  -7.810e-02 
0.000et00 0.000et00 
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