Abstract-This paper applies the theory of information space for a study of dialogue management in major approaches, ranging from the classical approach based upon finite state machine to the most recent approach using partially observable Markov decision process (POMDP). After identifying the problems of current approaches, this paper proposes a modified approach of POMDP-based dialogue management. This new approach introduces belief history into the planning process, and uses not only the current but also the previous belief state for the determination of actions. Experiments show that the proposed approach is able to handle uncertainty caused by user's lack of domain knowledge and practical constraints as well, thus becoming more accurate in intention recognition.
I. INTRODUCTION
Robots have a wide application in different areas, such as specialized factory robots for packaging or car production and general-purpose robots capable of performing a variety of functions. In particular, when used in areas other than manufacturing operations, robots may turn into a special type of autonomous systems, or so-called (intelligent) agents, that provide a variety of services for the well-being of human users. The real-time interaction between users and agents has created new challenges, and one of them is information exchange that ensures adequate communication for users to converse their goal of required services [1] . While the media of communication normally go through the three senses of seeing, hearing, and touching, the format of communication demands for truthful, relevant, clear, and informative dialogue between users and agents.
In a speech-based dialogue system, an agent interacts with a user on a turn-by-turn basis [2] . The main purpose of a speech-based dialogue system is to provide an interface between the user and the agent for the agent to understand the need of the user so that adequate services can be provided. The dialogue system, therefore, needs to process the user's spoken input and to recover from errors [3] . A speechbased dialogue system typically includes the components of input, output, and knowledge, plus the central component of dialogue management. Dialogue management simulates the task model in the specific domain. It also processes semantic inputs from fusion, and decides what the agent should do in response to user's request to fulfill user's goal.
Various approaches of dialogue management have been proposed in the last twenty years, including the classical approach based upon finite state machine and the current approach based upon the popular POMDP model. Despite its *This work was supported by NSERC of Canada.
known problem of scalability, the POMDP-based approach demonstrates undeniable advantages in the handling of input uncertainty over other approaches. However, applying the Markovian over the belief-state space in the current POMDP models causes significant loss of valuable information in dialogue history, leading to untruthful recognition of user's intention. To improve the performance of the POMDPbased approach, this paper introduces belief history into the planning process, and uses not only the current but also the previous belief state for the determination of actions.
In the remaining of this paper, Section II provides a literature review about the major approaches of dialogue management. Section III presents first the concept of history information space, and then conducts an analysis of all the major approaches but the POMDP-based approach. Section IV is the core of this paper, which outlines POMDP models, discusses their shortcoming, and presents the new approach of dialogue management. Three types of experiments are presented in Section V, whose results show that the new approach is more accurate in the recognition of user intention, thus making agents more attractive and useful when providing services. Finally, Section VI gives conclusions and points out directions for future work.
II. RELATED WORK
Active investigation has been conducted in the past two decades towards dialogue management. The control strategy of a dialogue system may use finite states, frame slots, or autonomous agents [3] . In addition, there exist four categories of DITI (implicit dialogue model, implicit task model: like Finite state-based models), DITE (implicit dialogue model, explicit task model: like frame-based models), DETI (explicit dialogue model, implicit task model), DETE (explicit dialogue model, explicit task model) [4] . Another three-category classification applies to dialogue grammars, plan-based approaches, and cooperative approaches [5] , [6] . However, all the classifications are not mutually exclusive, and often used together [7] . Basically, there are five types of dialogue management based upon the recent development of information state and probabilistic methods.
A. Information State Approaches
Larsen and Baeekgaard discussed in [8] an approach of dialogue management with finite state machine (FSM) and applied this approach in the Danish Dialogue Project. They used a basic finite state network to model the dialogue flow for an automatic book club service. In this approach, the dialogue system is in charge of initiatives during dialogue, and the system directs the user with predetermined questions designed by the developers to complete tasks. Its dialogue flow and task model use nodes to represent system utterances and edges to link users' answers. A state diagram determines all possible paths through the network.
Ward and Pellom used the frame-based approach in their communicator system. In the system, a step is generated based upon the current context rather than preset script [9] . Using information specification forms, Dahlback and Jonsson developed a dialogue system for a bus timetable information system [10] . A more flexible frame-based approach was proposed by Goddeau et al. in [11] . Their system, named E-form, provides a spoken language interface to a classified advertisements for a used-car database. Dialogue flow in frame-base approaches does not follow a sequence of predetermined utterances. Instead, it fills in predetermined set of slots in a form with information gathered from the user. Dialogue is determined by the unfilled slots.
Wai et al. proposed to use belief networks for the modeling of mixed-initiative dialogue systems [12] . They applied their approach to a bilingual hotline for real-time foreign exchange inquiries. The system uses belief networks to infer the goal of user query, and to verify input queries against domainspecific constrains. Later, the dialog model was migrated to the application of air travel information service. The advantage of decision networks becomes clear when used for the management of hidden subdialogues or error handling in a particular state [13] . This approach selects actions based only upon the immediate maximum of expected utility [14] .
B. Probabilistic Approaches
Recently, several groups of researchers have been working on probabilistic approaches to improve the performance of dialogue management. With the assumption that a good dialogue strategy always minimizes the cost of an objective function, the problem of dialogue management becomes a problem of Markov Decision Process (MDP) [15] . However, allowing a user to change the course of dialogue or to change request during dialogue in a mixed-initiative system could result in a branching factor and make the tree prohibitively large. In 2002, Singh et al. proposed to apply reinforcement learning to dialogue policy design. They applied the reinforcement learning algorithm to design optimal strategy automatically [16] .
Roy et al. was the first group to treat dialogue management as a problem of partially observable Markov decision process [17] . They noticed that the MDP approach cannot handle noise and ambiguity in speech utterances, and therefore used POMDP models to generate dialogue strategy and used, rather than estimated system state, belief state to represent user intention. They conducted experiments and claimed that the POMDP-based dialogue system made fewer mistakes than MDP-based dialogue system. With increased errors in automated speech recognition in real-life situations, the advantage of uncertainty handling is obvious.
Zhang et al. made an extension by adding "hidden" system states and using Bayesian networks to combine observations from a variety of sources [18] . Williams et al. further proposed a factored architecture to add a component from the perspective of user and to allow dialogue designers defining more appropriate reward measures [19] . They also improved automated planning with confidence scores [20] . The scale-up problem of the POMDP-based approach was addressed with a hidden information state model [21] . The application of POMDP in effective dialogue management was also studied by Bui in [22] .
III. AN ANALYSIS WITH INFORMATION SPACE
According to the theory of information space [23] , the only information available to a decision process at stage k of a dialogue is the history of all observations Y k at that stage and the history of all actions U k−1 that have been taken before that stage. Let Y denote the observation space and U the action space. Given an initial condition η 0 , Y k and U k−1 are two Cartesian products of observation and action spaces respectively at their corresponding stages.
If η 0 belongs to an initial condition space I 0 , a history information space I hist is formed as the union of I 0 and I k = I 0 ×Ũ k−1 ×Ỹ k for up to the kth stage.
As illustrated in Eq. 2, an information-feedback plan π = (π 1 , π 2 , · · · ) then maps I hist into a sequence of actions μ 1 , μ 2 , · · · ∈ U , and an optimal plan π * maximizes a given stage-additive cost function.
Among the major approaches of dialogue management, the FSM-based approach uses a predetermined sequence of system actions. The user neither has any initiatives nor influences the control during the whole session of dialogue. The action or policy generated by the system takes no feedback from the user either. If η k is the state of information space at the kth stage, the information mapping function f becomes f k (η k ) = k. Correspondingly, I hist is simplified into a derived information space in which only the stage number k is maintained at every stage. Planning as formulated in Eq. 2 now follows the policy below, where N is the set of stages.
Eq. 3 helps the FSM-based approach to dramatically reduce the size of the history information space, and to produce a working plan for dialogue management. However, the abandon of all information in I hist but the stage number makes this approach the least flexible in human-robot interaction.
As an improvement, the frame-based approach takes the current context into consideration when deciding the next action. In this approach, information contained in the slots of a frame is used to estimate the current state of the dialogue system, and the estimated state is then used to generate responses to the user. At this time, function f becomes an information mapping f : I hist → X, where X is the set of estimated system states. Consequently, the following equation decides the planning process.
In such a way, the frame-based approach makes use of the historical value of slots in the frame, but drops all other types of information, including the action history. As a result, the plan cannot distinguish different histories, and decision will only be made based on the current slot values which provide no hint about the history of change in values. In addition, it is difficult to consider the long term influence when action are selected to maximize immediate reward. Similarly, the approaches based upon both Bayes network and MDP rely on estimated system state for their planning processes, and therefore they share the same equation (Eq. 4) with the frame-based approach. In both of the two cases, simplification of I hist is accomplished by keeping only the observation history when estimating the current state of the system. All the information of action history is ignored. Between the two, the Bayes-based approach uses a trained Bayes network to decide actions according to the estimated system state, and the MDP-based approach conducts computations with an iteration algorithm for action selection.
IV. THE PROPOSED METHOD
Dialogue management is fundamentally a problem of planning under the influence of uncertainty. This section first uses the theory of information space to examine the POMDPbased approach of dialogue management, and then proposes a new approach for the recognition of user intention. The advantages of the new approach will be demonstrated with experiments in the next section.
A. POMDP Models
In a POMDP system, the state of the system is not observable and therefore unknown to the planning process. Action selection depends on the decision made over belief state, denoted by b. Formally, a POMDP is defined as a tuple {S, A m , T, O, Z, R}, where S is a set of states, A m is a set of actions the system may take, T is the transition model that defines transition probability, O is a set of observations from user's actions, Z is the observation model that defines the observation probability, and R defines the immediate reward r(s, a m ) in expected probability values. A POMDP system carries out two tasks. The first is to to compute or update belief state, and the second to find an optimal policy for the selection of actions [22] .
Based upon the Bayes filter algorithm, the computation of belief state uses the following equation, where α is a normalizing constant.
For the current belief state, Eq. 5 constitutes the flat POMDP model that selects an optimal policy as the maximum of all the expected value function V π (b) with a discounted future reward starting from b for a policy π.
The factored POMDP model extends the unobserved state to include the user's action model, which is the user's most recent action and relevant dialogue history information from conversation. The extended unobserved state helps to revise Eq. 5 into the following belief update equation with more appropriate reward.
B. Shortcoming with the Current Models
The POMDP-based approach avoids the need to estimate system state by using a set of probability distribution over belief state in the planning process. Together with the action at the kth stage, the system uses new observations to update belief state and plans for action at the next stage. In the process, the state of the system and the user is hidden in the information space. As defined in Eq. 5 for the flat modal and Eq. 7 for the factored modal, history information state is mapped to a probability distribution over the unknown system state. As dialogue is based upon on the Bayes filter theory, which in turn is under the Markov assumption, the POMDP-based approach plans for actions with only the current belief state, which is clearly indicated in the b elements in both Eq. 5 and Eq. 7.
In POMDP models, actions A m at the previous stage lead to observations probability Z at the kth stage, which corresponds to the Cartesian product ofŨ k−1 ×Ỹ k in I k . It is a simplification of I hist into I k , and therefore results in a complete loss of history information, including changes in belief states, series of observations, and sequences of actions. The simplified version of Eq. 2 uses the following formula.
Planning with POMDP models is better than all the other existing approaches as it does not rely on estimated system state, and is able to handle input uncertainty. However, the elimination of I 0 ∪ I 1 ∪ I 2 ∪ · · · ∪ I k−1 from I hist makes it impossible to trace changes in belief state and to retrieve the historical information of observations and actions. In other words, belief state is a static probability distribution over the current system state only. As a consequence, the POMDPbased approach is unable to deal with uncertainty in belief state itself, which corresponds to uncertainty in either user's actions or the observation of user's actions.
C. A New Approach with Modification
Analysis in the previous subsections shows that the compact of I hist of history information space into a derived Fig. 1 . Architecture of the Proposed Approach information space in a compressed form of N, X, or I k leads to the loss of important information. The consequence is inflexibility for human-robot interaction as in the FSM-based approach, incapable of handling any ambiguity as in the frame/Bayes/MDP-based approaches, and insufficiency in dealing with uncertainties as in the POMDP-based approach. To overcome the shortcomings while retaining advantages of the current POMDP-based approach, this paper proposes a modified planning strategy as illustrated below.
In the new approach, both I k and I k−1 are still in the form of belief state, and state updating still uses the existing POMDP models as described in Section IV-A. The addition of I k−1 in the modified approach, however, introduces an important element to dialogue management, i.e., the history of belief state or the dynamics of belief state. Although the history information of observations and actions is not maintained explicitly in I k−1 , the union I k and I k−1 in Eq. 9 diminishes the negative effect of Markov assumption and allows POMDP-based dialogue management to plan for actions with not only the current belief state but also the updated history before reaching the current state.
The uncertainties that the original POMDP-based approach fail to handle mainly arise from situations in which the user lacks knowledge in the domain or the user's goal cannot be fulfilled due to real-life constraints. In addition, dependency of factors in belief state also causes uncertainty. The original POMDP-based approach is able to resolve only those uncertainties that are brought in by noise from observations, e.g., misinterpretation of words, and actions, e.g., misunderstanding of meaning. The dialogue system tries to "listen correctly" and to response appropriately to the user based on its state of belief. By interrupting the planning process of POMDP-based dialogue management, a new component can be added to introduce a knowledge base with new rules and a database with practical constraints. Shown in Fig. 1 is the architecture for the modified POMDP-based dialogue management, in which the addi- As a realization of the new planning strategy (Eq. 9), an action a alters the original action when there is an unexpected change from I k−1 to I k , or more accurately from the previous belief state to the current state. The added component also skips the original planner π and makes direct contact with the user. The algorithm for the new approach is shown with a flow chart in Fig. 2 . After an initial greeting, the system always updates belief state with the previous belief state, current action, and latest observation from the user. At each stage of a dialogue, the new approach uses the domain knowledge and constraint database to help validating the change of belief state. A failed validation results in a roll-back of belief state to the previous stage. Meanwhile, it triggers an explanation to the user and a question requesting further information. This planning process is able to guide the user reaching a feasible goal that satisfies the need without causing conflicts.
V. EXPERIMENTS AND DISCUSSIONS
Experiments are based upon a simulated situation in which an agent provides assistance at a computer shop to a human user for the purchase of a computer. In the experiment, the configuration of a computer is supposedly determined by three factors -number of CPU cores (single or dual), types of netbook or laptop computer, and its price tag at $600 or $1,200. The user is not expected to have the domain knowledge, and therefore may make unreasonable requests. The user, however, is expected to be rational who is ready to adjust the goal after an explanation by the agent. For any computer, its price depends on the core number and computer type. It is also assumed that a netbook cannot have a dual core, and a laptop with dual core cannot cost only $600.
Experiments are programmed in JAVA language on a laptop running Linux, and the POMDP-based approach of dialogue management uses Eq. 7 for its implementation. The testing system uses the structure in Fig. 1 , and the new core1typeLprice600-null-nnn 0.12 core1typeLprice1200-null-nnn 0.12 core1typeNprice600-null-nnn 0.12 core1typeNprice1200-null-nnn 0.12 core2typeLprice600-null-nnn 0.12 core2typeLprice1200-null-nnn 0.12 core2typeNprice600-null-nnn 0.12 core2typeNprice1200-null-nnn 0.12 1 core1typeLprice600-core1-snn 0.24 core1typeLprice1200-core1-snn 0.24 core1typeNprice600-core1-snn 0.24 core1typeNprice1200-core1-snn 0.24 2 core1typeNprice600-typeN-ssn 0.47 core1typeNprice1200-typeN-ssn 0.47 3 core1typeNprice600-price600-sss 0.93 core2typeNprice600-price600-sss 0.02 core1typeLprice600-price600-sss 0.01 core1typeNprice600-price600-nss 0.01 core2typeNprice600-price600-nss 0.01 core1typeNprice1200-price1200-sss 0.01 approach follows the flow chart in Fig. 2 . During a dialogue, the agent may take 13 different actions labeled as, for example, hello, askcorenum, and asktype, for conversation in natural language. For the purpose of testing, three different scenarios are used to examine the performance of the original and the modified new POMDP-based approaches in cases with or without conflicts in user's responses.
In the first scenario, the user provides all the needed information without any conflicts, and the requested product is available in stock. Shown in Fig. 3 is the sequence of dialogue, and listed in Table I . are belief states and their values. In the table, belief states with possibility value lower than 0.001 are not shown. In addition, an s in the last three characters of the belief state means that information for the corresponding factor is specified, and n means information is still missing. The results show that the original POMDPbased approach works in the same way as the proposed new approach. They both reach the goal state correctly after three rounds of conversation, which is the configuration at the highest value 0.93 of probability for a single-core netbook with a price tag of $600. Fig. 4 and Table II-III are the results for the second and third scenarios. In the experiment, the second scenario relates to the case when the user asks for dual core for a netbook at the price of $600, which is an unreasonable configuration as netbooks always come with a single core. The third scenario relates to the further dialogue after the system explains the conflict and the user changes the request to a laptop with dual core at $600. At this time, the system has to explain the conflict due to product unavailability and to guide the user reaching a feasible goal. The POMDP-based approach fails in both scenarios as it simply keeps updating the belief state without validation.
The new approach, on the other hand, is able to handle the uncertainties and reach to a goal that satisfies the need of the user. Though the new approach of dialogue management takes two more rounds of conversation than the POMDPbased approach in Fig. 4 , the new approach takes into consideration the dependence of configuration factors and provides the user with useful guidance during service. The original POMDP-based approach tries to reach a goal using only the information provided by the user, without considering uncertainties in belief state caused by user's lack of domain knowledge and by real-life constraints.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, a thorough analysis of the major approaches of dialogue management approaches with the theory of information space reveals reasons for their problems. Based up this theory, a modified approach is proposed to enable POMDP-based dialogue management to handle uncertainties in belief state itself. Experiment results demonstrate significant improvement by the new approach towards accurate recognition of user intention. Active investigation is under way to include the changing trend of belief state in the process of planning for the construction of a real truthful, relevant, clear, and informative dialogue system.
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