The restricted maximum likelihood is preferred by many to the full maximum likelihood for estimation with variance component and other random coefficient models, because the variance estimator is unbiased. It is shown that this unbiasedness is accompanied in some balanced designs by an inflation of the mean squared error. An estimator of the cluster-level variance that is uniformly more efficient than the full maximum likelihood is derived. Estimators of the variance ratio are also studied.
1 Introduction Patterson and Thompson (1971) introduced the idea of estimating variance components in random coefficient models solely from the error contrasts. This method, restricted maximum likelihood (REML), has been widely adopted since, assisted by a simple adjustment of the likelihood derived by Harville (1974) ; see also Harville (1977) . For background, theory and applications of REML, see Searle, Casella and McCulloch (1992) , Verbyla (1993) , Kenward and Roger (1997) , Verbyla et al. (1999) , Diggle et al. (2002) and Jiang (2007) . This article compares analytically the efficiency of the maximum likelihood (ML) and REML estimators of the cluster-level variance in balanced linear models with one set of random effects. The estimators of the variance ratio are also compared. Some of our results are derived by Klotz, Milton and Zacks (1969) and Kubokawa (1995) for the variance and by Loh (1986) for the variance ratio. Swallow and Monahan (1984) studied the ML, REML and several other estimators of the variance by simulations for balanced and unbalanced one-way layout. Our results are in accord with theirs for the settings that we have in common. They undermine the often-made claim that no information is lost by restricting the analysis to the error contrasts.
In the model and the design we consider, there are m observations (y 1k , . . . , y mk ) in each cluster k = 1, . . . , K. They are conditionally independent and normally distributed with conditional expectation x ik β + δ k and variance σ 2 W given δ k ; y ik = x ik β + δ k + ε ik , where x ik is the vector of the values of the covariates (including the intercept) for the elementary unit (i, k) and β is the vector of regression parameters. The cluster-level deviations δ k are a random sample from a centered normal distribution with variance σ 2 B . The Km + K random terms ε ik and δ k are mutually independent. The variance ratio is ω = σ 2 -distributed variables. These distributional identities are key to our derivations.
In Sections 2 -4, only models with no covariates, in which x ik β is constant, are considered. Section 2 derives the ML and REML estimators of σ 2 B as functions of the within-and between-cluster sums of squares. Section 3 evaluates the bias and efficiency of the estimators of ω and shows that the ML estimators are uniformly more efficient than their REML counterparts. A simulation study in Section 4 compares the proper versions of these estimators, which are truncated to be nonnegative. It concludes that ML retains its advantage over REML while the truncated REML estimators are, of course, biased. Estimators of σ 2 B and ω more efficient than ML are derived in respective Sections 2 and 3. The efficiencies of the estimators of σ 2 B and ω are compared empirically for a particular unbalanced design in Section 5. Section 6 extends some of the results to models with covariates subject to some constraints related to their balance. Throughout, we regard the mean squared error (MSE) as the sole criterion for the quality of an estimator.
The estimators
With no covariates, the loglikelihood for the outcomes y ik is
where
W var(y) is the scaled variance matrix of the n = Km observations and e • = y − µ1 n is the vector of residuals (1 n is the vector of unities of length n). Let e = y −μ1 n , whereμ = n −1 y ⊤ 1 n . Denote by S W and S B the within-and betweencluster sums of squares of the residuals:
where e ik = y ik −μ andē k = (e 1k +· · ·+e mk )/m is the average residual in cluster k. We have the identity S W + S B = e ⊤ e for the overall sum of squares of the residuals. With the balanced design, S W and S B are independent and have scaled χ 2 distributions;
In Appendix A, we derive the following expressions for the ML estimators:
Unlike their respective targets ω and σ 2 B , these estimators attain negative values with positive probabilities, and are therefore improper. Proper ML estimators are obtained by truncating them at zero.
An error contrast is defined as a linear combination of the observations y ik that has zero expectation. Error contrasts define a linear space. In our case, its dimension is n − 1. In REML, a basis of this linear space is used as the set of observations. The loglikelihood for such a basis is obtained by adjusting the loglikelihood l in (1) by Harville, 1974) , apart from an additive constant that is irrelevant for maximizing l RE = l + ∆l, which yields the REML estimators. In Appendix B, we show that these estimators areω
although they are improper and have to be truncated at zero. We retain the notation in (4) and (5) 
Efficiency of the estimators of ω
The improper ML and REML estimators of the variance ratio ω are linear functions of the ratio S B /S W which, for the balanced design with no covariates, has a scaled F distribution with K − 1 and n − K degrees of freedom:
Denote u RE = 1/(1 + mω) and u = Ku RE /(K − 1), so that
In Appendix D, we derive the biases of these estimators, −(m − 3)D 1 and 2D 1 , respectively, where
, and their MSEs,
The difference of the MSEs,
is negative for all K and m because each factor of the first term in the braces in the second line is smaller than its counterpart in the second term. Thus,ω is uniformly more efficient thanω RE in all one-way balanced designs. As an aside, we note that the absolute bias ofω RE is smaller than forω only for m > 5. 
Therefore the REML estimator is unbiased with variance 2(1/m + ω) 2 /(K − 1), the ML estimator has bias −(1/m+ω)/K and MSE (1/m+ω) 2 (2K −1)/K 2 , and the minimum- For j = 1 and 2, let
The respective biases ofω 0 andω RE,0 are
and their MSEs are
These identities are derived in Appendix E.
We do not have an analytical proof that MSE(ω 0 ) < MSE(ω RE,0 ), but check it by direct evaluation. Figure 1 presents the contour plots of the relative efficiency, defined
) and m ∈ (3, 20) and ω set to zero, 0.05, 0.10 and 0.25. The diagram shows thatω 0 is uniformly more efficient thanω RE,0 . The relative efficiency depends more strongly on K than on m, and appears to converge to unity with increasing K. The relative efficiency is a decreasing function of ω.
The truncated version of estimatorω(b * ) has MSE
It is more efficient thanω 0 for K and m used in Figure 1 , but not efficient in the classω 0 (b). For any pair (K, m), the value of b that minimizes the MSE can be found numerically, but it depends on ω.
The MSE of the truncated (ML or REML) estimator of σ 2 B cannot be derived by this approach because the estimator is a linear combination of χ 2 distributed variables, and its density does not have a closed form.
Number of clusters (K)
Cluster size (m) 
Empirical evaluation
We checked by simulations thatσ 
Example
All our (analytical) results relate to balanced designs. The efficiencies of the alternative estimators can be compared by simulations for any particular unbalanced design and value of ω, but it is not feasible to represent the vast variety of designs in such a study.
For an illustration, we conducted simulations for the design with within-cluster sample sizes m j = j + 4, j = 1, . . . , K = 11 (n = 110 observations), σ The algorithms for ML and REML estimation are described in Appendix F.
Models with covariates
We consider next the regression model
for m×1 vectors of observations y k , k = 1, . . . , K. We assume that X = (X for clusters (U), which in their expanded forms are constant within clusters; X = (1 n , Z, U). The intercept is represented by the vector of unities, 1 n . Denote by r Z and r U the respective numbers of columns of Z and U. We assume that X is of full rank equal to r = 1+r Z +r U < n. Denote by Z k and U k the respective submatrices of Z and U that correspond to the units in cluster k; X k = (1 m , Z k , U k ). No generality is lost by assuming that every variable in Z and U has zero mean. With these assumptions, the variables in Z and U are orthogonal: Z ⊤ k U k = 0, the matrix of zeros, with dimensions implied by the context. Further, Z ⊤ k 1 m = 0 and U k = 1 m u k , where u k is the row vector of the values of U in cluster k. That implies that k u k u ⊤ k is nonsingular. The dimensions of the linear spaces spanned by the variables that qualify for U and Z are K − 1 and n − K, respectively. Together with 1 n they span the entire n-dimensional linear space. Thus, the only restriction we impose is that there are no covariates that have both within and between-cluster variation.
Let W be the scaled variance matrix, as in (1). The ML and REML estimators of β are both generalized least squares,
with the ML or REML estimator of ω substituted for it in W. In Appendix G, we
show that the subvectors ofβ that correspond to Z and U are uncorrelated and they do not depend on ω. Hence the sum-of-squares statistics S W and S B are independent, even after the residuals e ik are adjusted for X, and
The REML estimators of σ 2 W and σ 2 B coincide with their counterparts in (5) with K − 1 and n − K replaced by K − 1 − r U and n − K − r Z , respectively:
whereasω andσ 2 B are defined by these expressions with r U and r Z both set to zero. In brief, REML counts the degrees of freedom in a natural way; every variable defined for clusters reduces the effective number of clusters by one, and every variable defined for elements (and balanced within clusters) reduces the effective number of elementary units by one, from n − K to n − K − r Z . As a consequence, the results for the model with no covariates carry over to the model with covariates of the two types with no changes other than an adjustment of the effective numbers of clusters and observations. However, the differences between ML and REML estimators have to be reviewed because more degrees of freedom are lost.
The ratio S B /S W has scaled F distribution with K ′ = K −1−r U and n ′ = n−K −r Z degrees of freedom:
The estimatorsω andω attains its minimum MSE is b * = n ′ − 4 (K ′ + 2)m and the minimum attained is
Further,
By simple rearranging we obtain the identity
It has the same sign as the concluding factor, equal to (r U + 1)(m − 1) − r Z . Henceω is more efficient thanω RE , unless there are at least m − 1 variables in Z and none in U, or at least 2m − 2 variables in Z and one in U, and so on. These settings are rarely realistic.
Estimation of σ 2 B
The properties of the estimators of σ 
The bias and MSE of the ML estimator are
The efficiency ofσ 
The expression in braces is a quadratic function of K ′ . From its roots we conclude that the difference is negative when The derivations in Appendix E carry over directly to the regression model by changing all references of F K−1,n−K distribution to F K ′ ,n ′ distribution. For the MSE of the estimatorω(b) truncated at zero, we have the expression 
General analytical comparisons of the MSEs ofω 0 andω RE are not feasible. Table 1 displays the relative root-MSEs, MSE(ω RE )/MSE(ω), for K = 12, m = 20, ω = 0.25 and 0 ≤ r U , r Z ≤ 6. The relative efficiency depends on r Z only slightly because the relative reduction of the degrees of freedom associated with it, from n − K to n−K −r Z is quite modest when compared to the reduction from K −1 to K −1−r U .
The ML estimator is more efficient in all settings in the table, although its advantage over REML decreases with r U for r U > 2.
For smaller values of ω, the relative efficiency increases with r U . For example, with K = 12 and m = 20, as in Table 1 , but with ω = 0.05, it is equal to 1.20 for r U = r Z = 0 and 1.77 for r U = 6 and r Z = 0. The relative efficiency increases also with r Z , but much more slowly; it is equal to 1.24 for r U = 0 and r Z = 6 and 1.80 for r U = r Z = 6; compare these figures with 1.20 and 1.77, respectively. One might regard a comparison ofω 0 andω RE,0 for small ω as unfair becauseω <ω RE , and thereforeω is truncated with greater probability and more radically to a value very close to the target ω.
Saturated cluster-level variation
Some parallels of the results in Sections 2 and 6 can be drawn with estimating the variance of a random sample y 1 , . . . , y n from the normal distribution N (µ, σ 2 ). Let
is unbiased, with variance 2σ
4 /(n − 1), butσ 2 = S/n is more efficient, with MSE equal to (2n − 1)σ 4 /n 2 , andσ 2 = S/(n + 1), with MSE equal to 2σ 4 /(n + 1), is efficient among estimators that are scalar multiples of S. See Stuart (1969) for these results and their generalizations.
In ordinary regression, y = Xβ + ε, with n × r matrix X or full rank r, the residual variance is conventionally estimated by (y−Xβ) ⊤ (y−Xβ)/(n−r), what is the REML estimator. The reference to scaled χ 2 indicates that n − r + 2 is the optimal divisor, whilst the ML estimator has the divisor n. Simple evaluations yield the following comparison. The REML estimator of σ 2 is more efficient than ML when r > 4 and n > r(r − 2)/4. Note that the second condition is not particularly restrictive.
The multivariate normal regression is defined by the model
where B is a (r U + 1) × m matrix of covariates and γ j , j = 1, . . . , K, are a random sample from a centered m-variate normal distribution with variance matrix Σ. It is equivalent to the random coefficient model with m categories involved in Z and each category observed once in every cluster, that is, with saturated cluster-level variation.
In this model, r Z = m − 1.
The variance matrix Σ is estimated by the multivariate version of the ordinary least squares, and the results about unbiasedness and efficiency carry over from the univariate case. Let S be the matrix version of S;
Then n −1 S is the ML estimator of Σ, (n − r U − 1) −1 S the REML estimator, which is unbiased, but (n − r U + 1) −1 S is the efficient estimator among the scalar multiples of S. Here the properties of no bias and efficiency are interpreted elementwise; they also apply to linear combinations the elements of Σ.
Conclusion
We derived expressions for the bias and MSE of the ML and REML estimators of the cluster-level variance σ 2 B and the variance ratio ω in one-way designs with normally distributed outcomes. In some settings, the ML estimators are uniformly more efficient.
Their advantage is retained by truncation, which increases the efficiency of the estimators of both parameters. Of course, the truncated REML estimator of σ 2 B is biased, so the rationale for REML estimation is difficult to sustain. In some settings, the proper ML estimator has smaller absolute bias than the proper REML estimator. The REML estimator of ω is biased even without truncation. The results for estimating σ W is implied by Markowitz (1968) and Stuart (1969) .
The analytical results cannot be extrapolated to designs without balance nor to all models with covariates, but we hope that they will encourage a reevaluation of the uncritical preference for REML. We derived shrinkage estimators of σ 
we have the equations forσ 2 W :
Matching the right-hand sides of (8) yields the expression
and by its substitution to the second equation in (8) 
Appendix B. Restricted maximum likelihood
The adjustment of the log-likelihood for REML is
The adjusted log-likelihood is
Its derivatives,
yield the REML counterparts of equations (8),
from which we obtain the expressions for the REML estimators:
Appendix C. An efficient estimator
Having expressed the estimators of σ 2 B in terms of S B and S W , their bias and MSE can be derived by referring to the moments of the χ 2 distribution; see equation (3).
We evaluate the MSE of the improper estimatorσ 
Thus,σ 2 B,RE is unbiased and the bias ofσ
where the constant C = 2K/(m − 1)/n 2 does not involve a, so its value is immaterial for minimizing the MSE. The MSE is minimized when the expression in the braces, a quadratic function of a, attains its minimum. That occurs for
The minimum MSE is 2
The MSEs of the ML and REML estimators differ only in their leading factors, which are (2K − 1)/K 2 and 2/(K − 1) for ML and REML, respectively, both greater than 2/(K + 1). See Kourouklis (2012) for a similar approach to minimum MSE estimation in a related context.
The MSE in (12) is a quadratic function of b. It attains its minimum for
and the minimum attained is
We have the identities
Appendix F. ML and REML estimation with unbalanced designs
The log-likelihood for the design with within-cluster sample sizes m j , j = 1, . . . , K, is given by equation (1) in which W is block-diagonal with m j × m j matrices W j = I m j + ωJ m j as its blocks. We have the identities det(W j ) = g j and W −1 j = I m j − ω/g j J m j , where g j = 1 + m j ω. The ML estimator of the overall mean µ is the generalized least squares estimatorμ
where n = m 1 + · · · + m K is the overall sample size andω, involved inŴ and g j , is specified below. The ML estimator of σ 2 W is the root of the score,
(e is the vector of residuals, y −μ1 n ), and the quadratic form is evaluated as
The score and Hessian for ω are
after substituting E{(e The Hessian could also be adjusted, but this is not necessary.
In a replication, the ML and REML estimates are evaluated by a single function, using the same dataset. The sets of replications for the distinct values of ω use the same set of random numbers -they start with the same value of the random seed.
The code, compiled in R, is available from the author on request.
Appendix G. Estimation ofβ
The inverse of W is given in Appendix A. We have the identities
where u k is the row vector of values of U in cluster k; U k = 1 m u k . Further,
because Z is balanced and centered within clusters. Hence Z
k U k = 0;β Z and β U , the vectors of (ML or REML) estimators that correspond to Z and U, respectively, are uncorrelated. Further,
Therefore neitherβ U norβ Z depends on ω. The log-likelihood has the same form as for the model with no covariates, when X k β = µ, and therefore the ML estimators of 
