For the nonlinear systems, the ensemble Kalman filter can avoid using the Jacobian matrices and reduce the computational complexity. However, the state estimates still suffer greatly negative effects from uncertain parameters of the dynamic and measurement models. To mitigate the negative effects, an ensemble consider Kalman filter (EnCKF) is designed by using the "consider" approach and resampling the ensemble members in each step to incorporate the statistics of the uncertain parameters into the state estimation formulations. The effectiveness of the proposed EnCKF is verified by two numerical simulations.
I. INTRODUCTION
Nonlinear Kalman filtering plays an important role in information and communication systems, control systems, and many other areas, such as target tracking, navigation of aerospace vehicles [1, 2] , fault diagnosis [3] , chemical plant control, signal processing and fusion of multi-sensor data [4, 5] . A lot of Kalman filtering algorithms have been proposed to different engineering problems, such as extended Kalman filter, central differential Kalman filter, unscented Kalman filter, cubature Kalman filter and ensemble Kalman filter (EnKF) [6] . The unscented Kalman filter and cubature Kalman filter belong to the deterministic sampling filter algorithm, in which the sigma points are generated deterministically on the state and covariance matrix [6] . The EnKF belongs to a general class of known particle algorithm, in which an ensemble is used to represent for the probability distribution functions (PDFs), the time-update PDFs and the posterior PDF of the measurements are modeled by the stochastic models of the ensemble integration, respectively. The EnKF is widely used in the nonlinear models with the extremely high order, high uncertainty of the initial states and a large number of observations [7] . * For the above nonlinear Kalman filtering, an underlying assumption is that the dynamic and measurement equations can be accurately modeled without any unknown parameters or biases. However, in practice, it is always difficulty to obtain the accurately parameter values, and sometimes the parameters are time-varying [8] . Neglecting the uncertainties of the parameters may have unexpected state estimate errors and even lead to diverge. Many methods have been proposed to solve these uncertain model parameters, such as H ∞ filtering [7] , desensitized Kalman filtering [8] , set-valued estimation [9] and consider Kalman filtering (also called Schmidt-Kalman filtering) [6, 10, 11] . A consider method is proposed by Schmidt to account for the parameter uncertainties by incorporating the covariance of the parameters into the Kalman filtering formulations.
To overcome the drawbacks of the EnKF coming from the unknown parameters, this paper proposes an ensemble consider Kalman filter (EnCKF) for the nonlinear dynamic systems with uncertain parameters. The co-covariance matrices between the uncertain parameters and the states and the measurements are computed and propagated by using the ensemble integration in the filtering algorithm. The formula of the EnCKF are derived by using augmented-state methods [12] in Section . Two numerical simulations are shown in Section
II. ENSEMBLE CONSIDER KALMAN FILTERING
For the nonlinear dynamic system model, the EnKF gives a suboptimal solution of the Fokker-Planck equation by using an ensemble integration to approximate the error statistics. Here, based on the consider method and the EnKF, the EnCKF method is presented to consider the uncertain parameters in the dynamic models.
Consider a nonlinear discrete dynamic system model with uncertain parameters and additive noises, in which its state equation is given by
and measurement equation is given by
where n k ∈ x \ is the state vector at time step k , and 
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Following the consider approach, the estimated state k x and the uncertain parameters b are augmented into a state n l k + ∈ X \ , which is described by
and its covariance are defined by
To propagate the error distribution in the predictive step, m forecasted state estimates with sample random errors are generated as in an ensemble at time step
where the superscript i denote the i-th forecast ensemble member, the augmented ensemble member is
The propagated ensemble members are
Estimating the priori stateˆk − X by (7) and the ensemble error matrix
, which is the difference between the true state ( 1,2, , )
From Eqs. (7) and (8), it can be seen that
where 
it can be seen that
Then, the augmented Kalman gain is defined as:
Then, the augmented posteriori estimate is ˆˆ( )
and the augmented posteriori covariance matrix is , , ,
where the perturbed measurements i k z are given by
in which the perturbation variable (0, )
It can be seen that the above formulations is a general form of the EnKF algorithm. In consider approach, the gain matrix , b k K of the uncertain parameter is forced to be zero, that is to say, , 0 b k K = . Following this consider approach, the posteriori estimate and covariance matrix are respectively ,ˆ( ) 0
from which it can be seen that (36) Note that the standard EnKF gain matrix can be recovered by setting
Following above formulations, the ensemble consider Kalman filter is summarized by the following equations, which include two parts: , ,
Note: From the last time step 1 k − to the next time step k , the standard EnKF does not change the ensemble members, but in this consider approach, then the estimates of the uncertain parameters are discarded, and the cross-covariance between the uncertain parameters and the states must be considered into the state estimate error matrices. However, the standard EnKF algorithm does not propagate the covariance, so the above cross-covariance can't be reflected into the EnKF algorithm.
For considering the uncertain parameters in the dynamic system model, the ensemble members at time step 1 k − should be resampled by introduced the augmented covariance matrix
. Firstly, the augmented covariance matrix
should be factorized by the Cholesky factorization to obtain its lower-diagonal square-root factorization
That is to say,
can be evaluated by the following formulation , 1 , 1 1 , 1
. Then, the new ensemble members can be generated by using the square-root matrix
III. SIMULATION AND ANALYSIS
To evaluate the effectiveness of the presented EnCKF algorithm in the section . Two numerical simulations with uncertain parameters are considered to compare the EnCKF with the classical EnKF.
A. Spacecraft attitude tracking system
The spacecraft attitude tracking system is used to track the spacecraft drift signal, but it always has uncertain parameters, or unknown biases. The measurement information is provided by the gyroscope sensor. 
The true state is
, the uncertain parameter is set as
, the dynamic noises and measurement noises are the Gaussian distribution with zero mean, and their covariance are The two state estimate RMSEs of the EnCKF and the EnKF, in which the number of the ensemble member of the two filters are all 13 and 21, are shown in Figs. 1 and 2 . It can be seen that the RMSEs of the EnCKF are much smaller than the RMSEs of the EnKF as a whole. When the ensemble members increase from 13 to 21, the two RMSEs of the estimate errors decrease. In a word, when the uncertain parameters, or the unknown biases, of the dynamic system cannot be accurately modeled, the classical EnKF has a bad performance in simulation, and the proposed EnCKF algorithm can mitigate the negative effects of the uncertain parameters. 
B. Univariate non-stationary growth model
The univariate non-stationary growth model is highly nonlinear example, and is always used to evaluate performance of the nonlinear filtering algorithm [1] . It's dynamic state space model is defined by In simulations, the total number of simulation is set at 200 steps; each single run lasts for 50 Monte Carlo for the the EnCKF algorithm and the EnKF algorithm, in which the ensemble members of the state are set as 13 and 51 in the two filters. Fig. 3 shows the simulation results, which are the RMSEs for two filters. In Fig. 3 , the mean of the RMSEs of the EnKF and the EnCKF are respectively1.8222 and 1.3904, when the ensemble members are 13; the mean of the RMSEs of the two filters are respectively 1.7768 and 1.2443, when the ensemble members are 51. From Fig. 3 and the means of the RMSEs, it can be seen that the RMSEs for the EnCKF are all smaller than that of the EnKF, and the RMSEs of the ensemble members of 51 is smaller than that of 13 when using the EnCKF algorithm in the simulation. In other word, the proposed EnCKF can reduce the negative effects of the unknown biases compared with the EnKF when the information of the unknown biases is incomplete, and it can improve the accuracy of EnCKF for the highly nonlinear systems by increasing number of ensemble members. 
IV. CONCLUSION
In this paper, the ensemble consider Kalman filter is proposed to mitigate the negative effects of uncertain parameters in nonlinear dynamic and measurement models. The ensemble Kalman filter can avoid using the Jacobian matrices and reduce the computational complexity, the unknown parameters of the models still are not considered. By incorporating the statistics of the uncertain parameters into the state estimation formulations and using an augmented-state approach, the ensemble integration is reset by resampling the ensemble members in the new step, and the EnCKF algorithm is derived. Two numerical simulations show that the presented EnCKF can mitigate the negative effects of the uncertain parameters.
