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 The primary focus of the project: “Predictive Analysis of Ethanol Prices with Machine Learning” 
was to utilize historical ethanol and corn commodity prices to create a machine learning regression that 
could receive input of corn prices and give an output of an ethanol price point with high levels of 
accuracy. The project took on five major steps: gathering of historical data; extraction, transformation, 
and loading of historical data; review of raw data summary statistics; data splitting for training and 
testing the algorithm; and final review of regression strength and error.  
 The first major component of the project was to gather accurate raw data regarding historical 
corn and ethanol pricing. These two datasets were gathered from business inside and the USDA website 
in the form of csv files. Once the data was obtained, the data needed to be scrubbed and reformatted so 
that all data was numerical and followed the same indexing so that it could be joined together for and 
accurate regression indicating the price point for both corn and ethanol at any given time. Once the data 
was aggregated and scrubbed so that special characters and null values were removed, the data could 
move to the next step of the process.  
 An initial review of the summary statistics was done to verify if a linear regression model would 
be fitting for the data. Given the historical data for each followed a roughly positive linear pattern, and 
had a reasonable r-squared value for their relationship, a linear machine learning regression was 
deemed applicable for the model. The independent variables: corn high, corn low, corn start, corn end, 
and corn percentage change were then placed into an array that would represent an individual 
independent variable that would have a single ethanol price output as a dependent variable. Once the 
independent variables were aggregated, an OLS regression analysis was completed and the individual 
independent variables were reviewed where any variable with a P-Value over .05 was deemed 
insignificant and removed from the dataset.  
 After the dataset finished its final review it was split into two sets for the machine learning 
regression. The first data set was the training dataset. This dataset would be fed to the machine where a 
regression would be produced that is capable of consuming and independent variable and predicting the 
dependent variable at that given point. The second dataset being the test set, which would then be fed 
to the regression to verify the accuracy of the model since it had known independent and dependent 
values. The testing or validation dataset is key to training the model because the data is never 
introduced to the model. Since the model never “sees” this data, it provides an unbiased evaluation of 
the regression’s performance.  
 After the train and test datasets were established, the training dataset was passed into the 
sklearn linear regression fit module. This module produces a linear regression based on the training data 
that can accept an independent variable input (the corn price set) that will produce a set of independent 
variable outputs. After the model is trained it can receive the independent test dataset to return 
predicted values from the regression. This predicted values dataset can be compared to the actual 
values (dependent test set) to analyze the coefficient of determination of the regression as well as the 
mean squared error. For the dataset and regression in my research, the coefficient of determination 
between the predicted dependent values and the actual dependent values was 0.73. This is a strong 
coefficient of determination further validating the linear machine learning regression was a correct 
choice and trained correctly for predictive analysis of ethanol prices. The mean squared error or 
difference between the actual and predicted data point (squared to eliminate negative signs are 
increase the weight of major differences) is also calculated. The model predicted with a mean squared 
error of 0.05. Given the range of ethanol prices throughout the dataset varies from 1.15 to 4.23, a mean 
squared error of .05 is sufficient for our case. This mean squared error is not ideal but for this machine 
learning model with the given timeframe and resources it is adequate. 
 Using machine learning with statistical knowledge enabled me to successfully create a predictive 
regression model to provide insights into ethanol prices. This project could be useful for any person who 
wants to know what ethanol prices could be expected given corn futures as well as premarket bushel 
pricing. Since the data is historically accurate and was scrubbed, validated, and loaded properly I can be 
sure that there was not flaws in the input data, which will result in the best possible output regression. 
The summary statistics derived from the original set as well as the trained regression showed that the 
model was accurate and did not have a concerning level of error.  
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