Abstract-In this paper we propose a subgradient method for solving coupled optimization problems in a distributed way given restrictions on the communication topology. The iterative procedure maintains local variables at each node and relies on local subgradient updates in combination with a consensus process. The local subgradient steps are applied simultaneously as opposed to the standard sequential or cyclic procedure. We study convergence properties of the proposed scheme using results from consensus theory and approximate subgradient methods. The framework is illustrated on an optimal distributed finite-time rendezvous problem.
the algorithm in Section IV. Furthermore, the properties of the algorithm is explored using a numerical example in Section V. Finally, we conclude the paper with a discussion in Section VI.
II. PROBLEM FORMULATION
In this paper we consider the following optimization problem
subject to x ∈ X ,
where f i : R M → R are convex functions and X is a nonempty, closed, and convex subset of R M . Let f ⋆ denote the optimal value of (1) and let x ⋆ denote an optimizer of (1). We will assume that in general f is nondifferentiable. Our interest in studying this class of optimization problems is motivated by optimal control problems for finite-time rendezvous of multiple dynamical agents [4] , [6] , resource allocation in computer networks [1] , [2] , and estimation in sensor networks [3] .
A. Preliminaries
We will make use of the following definitions and assumptions in the paper.
Definition 1: A vector g ∈ R M is a subgradient of a convex function f :
Definition 2: The set of all subgradients of a convex function f at x ∈ R M is called the subdifferential of f at x, and is denoted by ∂f (x):
Definition 3: The ǫ-subdifferential set of a convex function f at x is the collection of ǫ-subgradients:
with ǫ ≥ 0. We will use · to denote the 2-norm of a vector x, i.e., x = √ x ⊺ x, and the induced 2-norm of a matrix W , i.e., W = sup x =0 W x x . Assumption 1 (Subgradient Boundedness): There exists a scalar C for all i = 1, . . . , N such that
Proceedings of the 47th IEEE Conference on Decision and Control Cancun, Mexico, Dec. [9] [10] [11] 2008 ThTA12.5
978-1-4244-3124-3/08/$25.00 ©2008 IEEE
B. Subgradient Methods
A popular method for solving problems of the type (1) is the subgradient method, which consists of the following iterative procedure
where g i (x k ) is a subgradient of f i at x k , α k is a positive stepsize, and P X denotes projection on the set X ⊂ R M . References [7] and [8] contain excellent introductions and overviews of the theory and use of subgradient methods, as well as their convergence rate properties.
The subgradient method can be implemented in an incremental fashion as proposed in [8] . This entails changing the variable x k incrementally through N steps, in each iteration using only the subgradient corresponding to a single component function f i . The advantage of this method from a computational aspect is that it can be performed in a distributed way by assigning each component function to a processing unit or "agent", which performs the local incremental update on the variable x. This means that x k needs to be "passed around" between the agents, which perform a subgradient update using only a single subgradient corresponding to the agent's component function. This incremental subgradient scheme has advantages over the standard one in terms of convergence rate and distribution of computations. However, in its usual form the incremental updates are performed in a sequential manner, which assumes that the variable x k passes through all agents either in a cyclic or randomized sequence. Implementation of such a communication scheme can sometimes be problematic in practice.
A more realistic distribution of the computations would allow a much wider class of information exchange topologies, which might even be time-varying or suffer from delays.
Notice that we can think of the computing agents mentioned above as each having a copy of the decision variable x, which they maintain locally and update based on the value obtained from the previous subiteration (the preceding agent in the update sequence) and the local subgradient of the component function evaluated at this value. Under appropriate assumptions and using a properly chosen diminishing stepsize, the subgradient iterations converge asymptotically to an optimizer x ⋆ of the problem. This means that eventually all "local" versions of the decision variable converge to the same value. This resembles to some extent agreement or consensus problems in multi-agent systems, which has a long history and has received renewed interest in the recent literature [9] .
C. Consensus algorithms
The consensus problem considers conditions under which using a certain message-passing protocol, the local variables of each agent will converge to the same value. However, this value does not generally represent an optimizer of a problem of interest, and is typically a function of the initial values held by the agents and the information exchange policy.
A wide variety of results exist related to the convergence of local variables to a common value using various information exchange procedures among multiple agents [9] - [11] . It is thus interesting to investigate whether the convergence properties of certain consensus algorithms can be combined with subgradient iterations in order to optimize problems of type (1) using a wider variety of communication topologies than what the standard incremental subgradient method allows.
For our investigations we will consider the following consensus algorithm in discrete-time:
where the i-th element of vector y k , denoted by [y k ] i , corresponds to agent i. Furthermore, we associate an undirected graph G = (V, E) with the optimization problem (1), where V = {1, ..., N } and E ⊆ V × V . The interpretation is that if (i, j) ∈ E, then agent i can communicate with agent j. The information exchange among agents is represented by the matrix W , for which we make the following assumptions.
Assumption 2 (Consensus Matrix Properties):
The weight matrix W ∈ R N ×N fulfills
where ρ(·) is the spectral radius and 1 N ∈ R N is the column vector with all elements equal to one.
The matrix W can for example be chosen as the socalled Perron matrix of the communication graph G with parameter ε. It is defined as W = I − εL(G), where L(G) represents the Laplacian matrix of the communication graph. If G with maximum degree ∆ is strongly connected with 0 < ε < 1/∆, then the limit lim k→∞ W k exists and a consensus is asymptotically reached for all initial states. Furthermore, the consensus value will be the average of the initial states:
.., N . For more details, see, e.g, [9] ; for other ways of choosing W that fulfills Assumption 2, see, e.g, [11] .
III. SUBGRADIENT ALGORITHM WITH CONSENSUS ITERATIONS
We propose to combine the subgradient iterations of (6) with a number of consensus iterations (7) in the following way:
where
ϕ in the i-th row and j-th column. Agents maintain their local variable x i k and perform the update procedure of (8) in parallel. First, they exchange information with neighboring agents for ϕ number of consensus iterations. More specifically, (8) implies that each agent i runs ϕ number of consensus iterations with its neighbors, defined by (7), for each row in the local vector x i k . Then, all agents implement the component subgradient update locally. The 47th IEEE CDC, Cancun, Mexico, Dec. [9] [10] [11] 2008 ThTA12.5
total number of iterations in the algorithm up to step k is therefore kϕ. For a more compact notation we define
and
Let us assume for the moment that in each subgradient iteration ϕ → ∞, and the consensus updates converge to the average of the initial values (this holds if W fufills Assumption 2). Then, for all i = 1, . . . , N and
Let us denote the initial state of the projected consensus variable with
In the next iteration, each agent will possess the same valuȇ x 1 , thus the local subgradients g j will be evaluated at the same point. The update procedure in (8) for k ≥ 1 will thus be equivalent tȏ
This is the same process as the standard subgradient method of (6) performed on the consensus variablex k with a stepsize of α k /N . Convergence analysis of this scheme can be done following the procedure in for example [7] or [8] .
We are interested however in a more realistic scenario, where the consensus iterations are performed only for a finite number of ϕ steps. We intend to analyze such a scheme with the use of properly chosen approximate subgradients and the approximation error of the average consensus process achieved in a finite number of steps. Finally, we assume that the stepsize in (8) is constant, α k = α, which makes the algorithm easily implementable.
The following three lemmas will be instrumental in the convergence analysis of the proposed scheme in Section IV. We will denote the average value of the local variables at time
The following inequalities serve to characterize the Euclidean distance of agent variables from each other and from their average.
Proof: Let us write y k as
where we used that W −
The following lemma establishes a lower bound on the number of consensus steps that will ensure that the local variables will remain in a ball of radius β of their average, from one iteration to the next. We can now decide the distance between the iterates before the consensus step.
where we used the non-expansive property of the projection on a convex set. Furthermore, we have
Consider now one of the terms in the sum above and notice 
Combining the above results yields
IV. CONVERGENCE ANALYSIS
We will prove convergence of the algorithm in two cases: Firstly, convergence is proved when the feasible set is the space R M , i.e., the unconstrained optimization problem. Secondly, with an additional assumption on the objective functions, convergence is proved for a general convex feasible set.
A. Unconstrained Case
In the following, we will analyze the unconstrained case and we make the following assumption.
Assumption 3: The feasible set of (1) is X = R M . We need the following Lemma which allows us to interpret the algorithm as an ǫ-subgradient algorithm.
Lemma 4: Under Assumptions 1 and 2 and if
, with ǫ = 2βC. Proof: Using the definition (2) and the bound (5) on the subgradient leads to
For any y ∈ X , using the subgradient inequality leads to
Using the definition of an ǫ-subdifferential (4), this implies
Based on Definition 3, this implies
Now we are ready for the convergence theorem for the unconstrained case. If
Proof: From Lemma 3, we know that
Hence, from the definitions ofx k and x i k in combination with the results above, we havē 
By noting that
we have the desired result.
Remark 1:
We can get lim inf k→∞ f (x i k ) to be arbitrarily close to f ⋆ , by choosing the constants α and β arbitrarily small. Note that the number of required consensus negotiations (ϕ) to reach a fixed β does not depend on k.
B. Constrained Case
To show convergence in the constrained case, we need the following additional assumption on the functions f i . Assumption 4: There exist ζ > 0 and τ > 0 such that for all x ∈ X , g i (x) ∈ ∂f i (x), and ν ∈ R M with ν ≤ τ , the following holds:
As mentioned before, this is an additional assumption compared to what is needed for the unconstrained case. However, if X is a compact set, e.g., x ∈ X ⇒ x ≤ η, then Assumption 4 is fulfilled for convex functions and arbitrarily 47th IEEE CDC, Cancun, Mexico, Dec. 9-11, 2008 ThTA12.5
small (but fixed) ζ as long as τ is sufficiently small. To see this, consider x, w ∈ X , then
which fulfills Assumption 4 if τ ≤ ζ/(2η). Another example is when f (x) = ψx ⊺ x, then Assumption 4 is fulfilled if τ ≤ 2 √ ζψ (without X necessarily being a compact set). In our further developments we need to keep track of the differencex k+1 − P X [v k ], and to this end, we define y k and z k as
Furthermore, we need the following Lemma, which is similar to Lemma 4. Lemma 5: Under Assumptions 1, 2, and 4 and if
The proof idea relies on the iterates being close to each other. Using the assumptions and the non-expansive property of projection on a convex set we can bound the distance z k as follows
Using the definition (2), the bound on the subgradient (5), the bound above, and Lemma 1 we obtain
where we used
For any y ∈ X , using Assumption 4 and the previous arguments, we get
Based on Definition 3, this implies
We are now ready for the convergence theorem, which is based on the idea of interpreting (8) If
Proof: From the definition of y k we have,
From Lemma 3, we know that
., N and all k ≥ 0. Furthermore, from Lemma 5, we know that 
Finally, we have
N (β(9C + 3τ ) + ζ), ∀i = 1, ..., N, k ≥ 0.
Remark 2:
The assumption β ≤ ατ in Theorem 2 may seem restrictive, but it can be fulfilled with a fixed number of consensus negotiations according to Lemma 3. 47th IEEE CDC, Cancun, Mexico, Dec. [9] [10] [11] 2008 ThTA12.5
V. NUMERICAL EXAMPLE
The proposed subgradient algorithm in combination with consensus iterates as shown in (8) has been implemented to solve a distributed finite-time optimal rendezvous problem involving three agents moving in a plane with double integrator dynamics. A more detailed problem description can be found in [4] . Each agent maintains a local version of the optimization variable x i k (the rendezvous position) and performs the local subgradient update with a diminishing stepsize according to (8) Figure 1 illustrates the convergence of the local optimization variable for one of the agents to the globally optimal rendezvous location. The evolution of the local variable for the other agents is very similar. The different curves overlaid in the graph correspond to different choices of the consensus iteration limit (i.e., the maximum number ϕ of consensus steps performed). This illustrates how increased communication in terms of the number of consensus iterations with neighboring agents leads to better convergence rate. As we increase ϕ we expect to approach the convergence rate of the standard subgradient method given in (6) . The main advantage of our proposed scheme is that the subgradient updates are performed in parallel using information from neighboring agents and there is no need for a central processing unit to whom each agent should communicate its local subgradient. 
VI. CONCLUSIONS AND FUTURE WORK
In this paper we have described an iterative subgradientbased method for solving coupled optimization problems in a distributed way given restrictions on the communication topology. In order to allow great flexibility in the information exchange architecture and distribute calculations, we combined the local subgradient updates with a consensus process. This means that computing agents can work in parallel with each other and use localized information exchange. The generality of results in consensus theory promises relatively easy extensions of the presented method to situations where the interconnection topology might be time-varying, delayed and the local updates are performed asynchronously. Research on the speed of convergence in consensus protocols has an immediate and clear use in our framework.
For analysis purposes, we used results from consensus theory and employed approximate subgradient methods to study convergence properties of the proposed scheme. A connection is established between the number of consensus steps and the resulting level of optimality obtained by the subgradient updates. We have illustrated the effect of choosing different consensus iteration limits in an optimal distributed finite-time rendezvous problem.
A different version of (8) is also conceivable as
, where in each update first a consensus is reached on the local variables (at least approximately), and then the corresponding local subgradient updates are calculated and applied. We expect that a similar line of analysis shown in this paper can be performed for such a variation of the original scenario. We are currently exploring different choices of the stepsize, e.g., diminishing stepsizes, and we believe that other results from approximate subgradient methods can be used. Finally, we are also looking into how the different parameters should be tuned, i.e., should we decrease the stepsize or increase the number of negotiations to get closer to optimality?
