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GaAs1-xBix alloys have useful properties for many optoelectronic applications. Although the crystal
growth by molecular beam epitaxy is inﬂuenced by kinetics, it is also important to understand the
thermodynamics of the alloys. The Gibbs formation energies and the immiscibility curve of the totally
disordered GaAs1-xBix (0  x  1) are determined using special quasi-random structures (SQS) of
different sizes, different exchange-correlation functionals and Monte Carlo simulations. The local density
approximation gives slightly larger mixing enthalpies and smaller Bi solubilities than the generalized
gradient approximation for the GaAs1-xBix alloys, if the semiconducting GaAs and metallic Ga and Bi are
reference states. The 64 and 512 atom SQS give similar mixing enthalpies, except at x ¼ 0.5, where as
eight atom SQS overestimate the mixing enthalpy signiﬁcantly. The disordered alloys are more stable
than the most stable ordered phases except at very low temperatures. The spinodal transformation
temperature corresponds approximately to the latest experimental results, if the separated systems can
conform to their own lattice constants. The spinodal transformation temperature is decreased very
signiﬁcantly, if the decomposing phases are constrained to maintain lattice coherence with the substrate.
The strain energies of the alloys and decomposing phases are large also at the surfaces.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Bi-alloyed III-V semiconductors have exceptional properties
which attract signiﬁcant interest [1e6]. The huge band gap reduc-
tion upon the incorporation of Bi (88 meV/% Bi) [3] and accompa-
nied strong increase in the spineorbit splitting are favorable
properties inmany applications, including especially optoelectronic
devices like detectors, lasers and solar cells.
On the other hand, the III-V-Bi alloys are interesting due to thend Astronomy, University of
).
B.V. This is an open access article uremarkable complexity of the physics behind several observed
phenomena. The most prominent semiconductor of this group of
materials, GaAs1-xBix, is thermodynamically quite unstable, because
the mixing enthalpy has a relatively large positive value. This leads
also to Bi surface segregation during epitaxial growth. In general,
conﬁgurational entropy may stabilize disordered alloys, and
therefore, from the thermodynamical point of view high temper-
atures are needed. However, the GaAs1-xBix alloy formation is
presumably assisted by kinetics, and exceptionally low growth
temperatures are used [7,8]. Unfortunately, low growth tempera-
tures induce a large amount of crystal defects which decrease the
crystal quality.
The simulation of the alloys is not straightforward either. In
semiconductors the atomic relaxations are relatively strong, andnder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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tion. To obtain the obvious reference, totally random alloy, suitable
special quasi-random (SQS) structures [9,10] can be used. However,
to get reliable results with the SQS, large supercells might be
necessary.
The degree of the short-range order in the Ga(As,Bi) alloys is
unknown. However, it was shown that there is no signiﬁcant
driving force for clustering or ordering at low bismuth concentra-
tions which should reﬂect relatively weak short-range ordering
[11].
The surface itself can affect the structure and properties of the
growing crystal. The III-V compound semiconductor surfaces are
usually formed of surface dimers of group V atoms. The dimers
make the subsurface atom positions inequivalent by increasing and
decreasing the substitution energy at different subsurface sites
[12e14]. This effect is quite strong at the Ga(As,Bi) surfaces due to
the signiﬁcant atomic size mismatch between the As and Bi atoms.
Consequently, corresponding CuPtB surface structure has been
observed [15,16]. On the other hand, the selective growth mode
changes the conﬁgurational entropy, and therefore affects the sta-
bility. Generally, structural relaxation should be easier at the sur-
face than in the bulk. Surface step structure may also lead to
inhomogeneous Bi incorporation [17]. The step structure might be
quite complex, because the semiconductor surface also tends to
obey the electron counting model [18,19]. Very recently, experi-
mental results showed that GaAs1-xBix (x ¼ 0.02e0.05) alloys un-
dergo the spinodal decomposition [20,21]. The found lateral
composition modulation was attributed to the surface spinodal
decomposition [21].
Concerning the thermodynamics of the GaAs1-xBix alloys, pre-
viously themixing enthalpies for dilute limit as well as for x¼ 0.125
[1,22], and the solubility of Bi at different growth conditions [22]
were investigated. The mixing enthalpy of the alloys for the
whole concentration interval was calculated using the LDA and 64
atom SQS [11].
In this manuscript, the mixing enthalpy and Gibbs formation
energy (including conﬁgurational entropy) of the GaAs1-xBix alloys
as well as ordered phases are calculated for the whole concentra-
tion interval using different approximations (exchange-correlation
potential, spineorbit coupling, SQS cell size). In addition, the phase
diagram (immiscibility curve) and spinodal curve are determined
using different approximations, methods, and models. Especially,
the growth mode (coherent or incoherent) of the GaAs1-xBix ﬁlm on
the GaAs substrate affects the spinodal transformation tempera-
ture, which is discussed. The inﬂuence of the surface is also studied.
The role of dislocations and kinetics is discussed based on the
presented theroretical results and recent experimental results.
2. Computational approach
Calculations were performed using an ab initio density func-
tional theory (DFT) total energy method within the local density
approximation (LDA) [23,24] and Perdew-Burke-Ernzerhof (PBE)
generalized gradient approximation (GGA) [25]. The approach is
based on the plane wave basis and projector augmented wave
method [26,27] (Vienna ab initio simulation package, VASP)
[28e31]. The optimization of the atomic structure was performed
using the conjugate gradient minimization of the total energy with
respect to the atomic coordinates. Atoms were relaxed until the
remaining forces were less than 20 meV/Å. Bulk calculations were
performed mainly using cubic 64 and 512 atom supercells. Super-
cell volumewas also relaxed in all bulk calculations. The planewave
cutoff energy of 350 eV was used. The Ga 3d and Bi 5d electrons
were treated as core electrons.
The SQS generated for a 64 atom cell (32 atom face-centeredcubic sublattice cell) in the Ref. [32] were used. The SQS, the best
periodic supercell approximation to the true disordered state, for a
512 atom cell were searched for by an efﬁcient stochastic genera-
tion algorithm [33]. Correlation functions of eight two-body, seven
three-body, and 16 four-body component ﬁgures [9,10] were
considered. Errors in the correlation functions with respect to the
perfectly disordered state are smaller than 0.1 for the 512 atom cell.
The k point sampling was carried out by the Monkhorst-Pack
scheme [34] using 5  5  5 and 2  2  2 meshes, for the 64
and 512 atom cells, respectively. The origin was shifted to the G
point.
The mixing (or formation, excess) enthalpy of the GaAs1-xBix
alloy can be expressed by
Hmix ¼ EðGaAs1xBixÞ ð1xÞEðGaAsÞxmðGaÞxmðBiÞ; (1)
where m(Bi) and m(Ga) are the chemical potentials of the Bi and Ga,
respectively. This is an equivalent condition to the one used in the
Ref. [11]. The chemical potential of the Bi is determined by the
chemical potential of the metallic bulk Bi which corresponds to the
Bi-rich growth conditions. The chemical potential of the metallic
bulk Ga and As were also calculated to determine the formation
energy of the bulk GaAs. The chemical potentials of the Bi and As
were calculated using six atom hexagonal unit cell [35] and the
chemical potential of the Ga was calculated using eight atom
orthorhombic unit cell [36,37]. The chemical potential of the
metallic bulk Ga in the Eq. (1) corresponds to the Ga-rich condi-
tions. The Bi-rich and Ga-rich growth conditions lead to the mini-
mization of the mixing enthalpy, because under more Bi-poor and
Ga-poor conditions the chemical potentials of the Ga and Bi
become more negative. The Bi-rich and Ga-rich conditions corre-
spond to the ultimate limit at which the m(Ga) and m(Bi) equal to the
corresponding bulk chemical potentials, and the surface is in
equilibrium with the elemental condensed bulk phases [38]. In
general, the m(Ga) and m(Bi) can bemore negative, when the surface
is in equilibrium with a gaseous phase [38]. The m(Ga) is bounded
also by the formation energy of the GaAs. The Eq. (1) represents the
mixing enthalpy with respect to the energetically most favorable
reference states (GaBi is not a naturally stable compound), and
therefore the immiscibility curve calculated using the Eq. (1) re-
ﬂects thermodynamical immiscibility limit. The heat of formation
(having negative sign) of the GaAs [which is about 0.323 (0.353)
eV per anion within the LDA (PBE)] is added to the chemical po-
tential of the Ga to simulate the As-rich growth conditions.
The chemical potentials of the elemental metallic phases were
approximated byDFTenergies as noted above. This may cause some
errors, because the formation energy is inﬂuenced by DFT energies
of both metallic and semiconducting systems [39]. The mixing
enthalpy was calculated also using GaAs and GaBi as reference
states:
Hmix ¼ EðGaAs1xBixÞ  ð1 xÞEðGaAsÞ  xEðGaBiÞ: (2)
Although GaBi is not a stable compound, if Bi segregation to Bi
metal due to kinetics is inhibited, the chemical potential of Bi
would be raised [22]. This means that the growing crystal is in
equilibriumwith the GaBi, and not with the Bi. The condition in the
Eq. (2) represents an upper bound for the chemical potential of the
Bi in such growth conditions. The Eq. (2) is used to determine the
spinodal transformation temperature. It is also used to consider and
compare the accuracy of different exchange-correlation func-
tionals, SQS cell sizes and methods to determine the immiscibility
curve. Spinodal decomposition can occur, if the separated phases
have the same crystal structure, as in the Eq. (2). In the spinodal
transformation the system decomposes spontaneously without the
Fig. 1. Mixing enthalpies of the GaAs1-xBix alloys per anion with respect to the GaAs
and Ga þ Bi (separate Ga and Bi phases) reference states calculated by the LDA (circles)
and PBE (squares) under Ga-rich and Bi-rich conditions. Black (white) symbols
correspond to the results obtained without (with) spineorbit coupling.
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small in magnitude (concentration) but large in extent (volume)
[40]. This is contrasted with the classical nucleation which initially
leads to concentration ﬂuctuations large in magnitude but small in
extent.
The change in the Gibbs free energy related to mixing is:
DGðx; TÞ ¼ Hmix  SðxÞT ; (3)
in which T is temperature and S is conﬁgurational entropy. The
conﬁgurational entropy per atom in the mixed (sub)lattice for a
totally random alloy is:
S ¼ kB½x lnðxÞ þ ð1 xÞlnð1 xÞ; (4)
in which kB is the Boltzmann's constant.
The regular solution is described by:
Hmix ¼ Uxð1 xÞ; (5)
where U is the so-called interaction parameter, which is indepen-
dent of the composition.
The immiscibility condition for the regular solution is obtained




DGðx; TÞ ¼ 0: (6)
However, in the Eq. (1) our separated “phases” are GaAs and the
combination of separate Ga and Bi phases (Ga þ Bi). Furthermore, a
third order polynomial (corresponding to subregular solution) was
mainly used to ﬁt the individual mixing enthalpies at different
concentrations from the Eqs. (1) and (2). Therefore, the Eq. (6) can
not be used. Instead, the immiscibility curve was determined using
the common tangent method [41].
The spinodal transformation temperature is calculated by:
v2
vx2
DGðx; TÞ ¼ 0: (7)
The Eq. (2) describes a system in which the separating phases
conform to their own lattice constants, e.g., due to dislocations or
grain boundaries (bulk incoherence). If the separating phases are
constrained tomutual lattice coherence or substrate coherence, the
spinodal transformation temperature increases, because strain
energy is larger for the sum of the separating phases than for the
original alloy. The coherent mixing enthalpy is:
Hmix ¼ EðGaAs1xBixÞ min½ð1 xÞEðGaAs; aIÞ  xEðGaBi; aIÞ;
(8)
where aI is the shared cubic lattice parameter along the considered
interface [42]. The substrate coherent mixing enthalpy is given by:
Hmix ¼ EðGaAs1xBix; aSÞ  ð1 xÞEðGaAs; aSÞ  xEðGaBi; aSÞ;
(9)
where aS is the cubic lattice parameter along the substrateealloy
interface [42]. The systems are allowed to relax in the direction
perpendicular to the interface.
To take into account surface relaxation effects, the used 64 atom
unit cells were also sandwiched between two Bi-covered (2  1)
surfaces (including an additional Bi surface layer, an As subsurface
layer, and one or two Ga layers) to form a thin free ﬁlm. The used
slab cell consist of 15 atomic layers (120 atoms). Thus, the surface
relaxation effect at a ﬂat surface can be estimated. However, themodeling of morphological instability is well beyond the scope of
the present study.3. Results and discussion
The mixing enthalpy for the GaAs1-xBix alloys is shown in Fig. 1
calculated by the LDA and PBE and the Eq. (1), with and without the
spineorbit interaction. The 64 atom SQS were used in all calcula-
tions, if not otherwise stated.
We remind the reader that for the experimentally most relevant
part of the composition range the Bi concentration x is small (Bi-
poor alloys). It is noticed, ﬁrst, that the spineorbit coupling affects
the mixing enthalpies signiﬁcantly. It increases at x ¼ 0.0625 the
mixing enthalpy by 20% and 15% within the LDA and PBE, respec-
tively. The effect of the spineorbit coupling on the mixing enthalpy
increases with x, because the spineorbit coupling is relatively
strong for large atoms like Bi. It is noted that the PBE without the
spineorbit coupling clearly fails to describe Bi-rich alloys, because
the mixing enthalpy of the GaBi is about zero (6 meV per anion),
although the GaBi is not a stable compound. The differences be-
tween the mixing enthalpies obtained by the LDA and PBE are
relatively small for the experimentally relevant part of the
composition range. At x ¼ 0.0625 the value obtained by the LDA
with the spineorbit coupling is 14% larger than the corresponding
PBE value. The differences become larger with increasing x. The
mixing enthalpy for the GaAs1-xBix alloys obtained using the GaAs
and GaBi reference states [Eq. (2)] is shown in Fig. 2. It is noted that
the differences between the LDA and PBE results are smaller
compared to the corresponding differences obtained by the Eq. (1)
varying between 3.3 and 7.3%. The values obtained by the Eq. (1)
may include incomplete error cancellations due to using both
semiconducting and metallic systems [39]. The obtained results are
in agreement with this observation revealing larger differences
between the LDA and PBEmixing enthalpies from the Eq. (1), which
includes terms describing both semiconductor alloys and com-
pounds and metallic elements. The error in the elemental energy of
Ga was estimated to be 0.74 eV for the LDA and 0.66 eV for the PBE
by using optimized energies determined for a set of 61 compounds
[39]. Unfortunately, the optimally consistent energy for Bi was not
estimated. This might be due to the fact that there are not many
compound semiconductors having the Bi as a component. One
exception is tetragonal InBi [43]. The InAsBi and InAsSbBi alloys
have been synthesized, although the InBi is not stable in the
Fig. 2. Mixing enthalpies of the GaAs1-xBix alloys per anion with respect to the GaAs
and GaBi reference states calculated by the LDA (circles) and PBE (squares). Black
(white) symbols correspond to the results obtained without (with) spineorbit
coupling.
Fig. 3. Mixing enthalpies of the GaAs1-xBix alloys per anion with respect to the GaAs
and GaBi reference states calculated by the LDA without spineorbit coupling using 64
(black symbols) and 512 atom (white symbols) SQS.
Fig. 4. Third order polynomial ﬁt (solid line; subregular solution model) and second
order polynomial ﬁt (dotted line, regular solution model) of the mixing enthalpies of
the GaAs1-xBix alloys per anion with respect to the GaAs and GaBi reference states
calculated by the LDA with spineorbit coupling.
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PBE mixing enthalpies obtained by using the GaAs, Ga, and Bi
reference energies become larger with x. This is probably mostly
due to the fact that the signiﬁcance of the terms describing metallic
elements in the Eq. (1) relatively increases with x. However, the
mixing enthalpy difference between the LDA and PBE results for the
GaBi (x ¼ 1) is not particularly large being about 90 meV per anion
(the value for the corresponding difference of the heat of formation
of the GaAs is about 60 meV per anion). In the Ref. [39] it is claimed
that the differences between the heat of formations obtained by the
LDA and PBE (GGA) for semiconductor compounds is mostly due
the different descriptions of the elemental phases. It is also said that
the LDA and PBE (GGA) yield very accurate results for the energy
differences between chemically similar systems [39]. The PBE re-
sults obtained using the Eqs. (1) and (2) are relatively close to each
other for the experimentally relevant Bi-poor alloys. If it is assumed
that the Eq. (2) yields very accurate results as suggested in the
Ref. [39], it is clear that the correct mixing enthalpies for the
experimentally relevant GaAs1-xBix alloys can not be, at least, much
smaller than the PBE values obtained by the Eq. (1). [It should be
kept in mind that the reference system GaBi used in the Eq. (2) is
not a naturally stable compound.] Therefore, it is expected that the
correct mixing enthalpies of the GaAs1-xBix alloys are either within
the energy interval determined by the LDA and PBE results or close
to it at least for the experimentally relevant Bi-poor GaAs1-xBix al-
loys. Therefore, we ﬁnd especially relevant to consider the immis-
cibility using both approximations.
Next, the results obtained by different SQS cells are compared to
each other. One can note that there is a pothole in the mixing
enthalpy at x¼ 0.5 in Fig. 2, which might implicate that the used 64
atom SQS is not optimal at this concentration for the GaAs1-xBix.
This point was omitted in the ﬁttings. The mixing enthalpies, ob-
tained by the 64 and 512 SQS are shown in Fig. 3. The LDA values
obtained without the spineorbit coupling are used in this com-
parison. It is noted that the obtained values are quite similar at low
and high Bi concentrations. The mixing enthalpies deviate slightly
at intermediate concentrations (especially at x ¼ 0.5), which might
indicate that the 64 atom SQS are not completely optimal at these
concentrations. A ﬁt used to form one of the curves in Fig. 2 is
shown in Fig. 4. It is noted that the ﬁtting is not totally perfect at the
intermediate Bi concentrations. One should note that if eight atom
unit cells are used, the mixing enthalpies increase more than 25%
which means that the eight atom unit cells are not large enough to
simulate the GaAs1-xBix alloys. Here the systems are ordered, andthe atom position relaxation is inhibited to large extent in these
ordered systems, which explains the large energy increase.
The mixing enthalpies of the disordered alloys were compared
to the most stable ordered ones, which were found by the Alloy-
theoretic Automated Toolkit (ATAT) package [33,45e49]. The
most stable ordered phase at the x ¼ 0.5 and T ¼ 0 K is the chal-
copyrite structure [50,51]. This is a structure, which is composed of
alternate atomic bilayers along the three equivalent (201) crystal-
lographic directions [51]. The other most stable ordered structures
at the x¼ 0.125, 0.25, 0.75, and 0.875 are related to the chalcopyrite
structure. Only the sequence of the atomic layers along the (201)
directions is varied. These ordered systems have lower mixing
enthalpies than the alloys. However, themixing enthalpy difference
at realistic compositions x ¼ 0.125 and 0.25 relative to the totally
disordered alloy is even at a low growth temperature T ¼ 500 K
about ﬁve times smaller than the ST term in the Eq. (3) for the
random alloy. This means that due to kinetics (vanishing diffusion
at very low temperatures) the ordered phases should not exist. It is
noted that the strain induced by the lattice matching to the GaAs
substrate even decreases the stability of the ordered phases relative
to the disordered ones. The mixing enthalpies decrease slightly
from the totally disordered ones, if the amount of the Bi atoms in
zigzag chains in the (110) directions [52] is minimized. This means
Fig. 6. Immiscibility curve of the GaAs1-xBix alloys calculated by the LDA without
spineorbit coupling using the GaAs and GaBi reference states. The curve obtained by
the SQS and subregular solution model is shown by the red line. The curve obtained by
the ATAT package is shown by the blue line. (For interpretation of the references to
colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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atoms in many chains than to have a large number of Bi atoms in
few chains. For x ¼ 0.25 and 0.5, a decrease of 5.2% and 3.8% in the
mixing enthalpy was found, respectively (0.0044 eV per anion for
both compositions). This mixing enthalpy decrease is about as large
as those of the most stable ordered phases relative to the totally
random alloy discussed above. The results suggest that the GaAs1-
xBix alloys for moderate x might not be totally random in the
equilibrium state. However, (short-range) ordering decreases the
conﬁgurational entropy, and thus increases the DG in the Eq. (3).
The immiscibility curves obtained by the LDA and PBE with the
spineorbit coupling using the Eq. (1) are shown in Fig. 5. The results
correspond to the maximal Bi solubility at the typical growth
conditions in which Bi and Ga droplets may be formed at the sur-
face [53]. Here it is assumed that the interface and surface contri-
butions to the energies of the Bi and Ga droplets are small. The
vibrational entropy was not included in the calculations. It was
argued that the vibrational entropy may decrease the solubility of
the Bi [22]. The immiscibility curve is not symmetric at all with
respect to x, because the GaBi compound is not stable. In the Bi-rich
part of the phase diagram (x is large) the immiscibility curve in-
creases exponentially.
The difference between the curves shown in Fig. 5 reﬂect, how
the mixing enthalpy differences between the LDA and PBE trans-
form to the temperature scale. The solubilities at 300 C, 400 C,
and 500 C are 5.0 ∙ 106, 2.6 ∙ 105, and 1.0 ∙ 104 for the LDA,
while the corresponding values for the PBE are 1.4 ∙ 105, 7.3 ∙
105, and 2.5 ∙ 104. These values describe upper limits for the Bi
solubility. It is clear that possible inaccuracies in the mixing en-
thalpies do not affect the general picture, the signiﬁcantly larger Bi
concentrations (from several percents to 22% [7]) obtained by
molecular beam epitaxy are not achieved by thermodynamics. The
upturn of the immiscibility curves at large x is due to decreasing
conﬁgurational entropy of the alloys. The inset of Fig. 5 shows the
immiscibility curve under As-rich (Ga-poor) growth conditions
calculated using the LDA (the PBE curve is very similar).
The immiscibility of the GaAs and GaBi is shown in Fig. 6,
calculated without spineorbit coupling using the subregular solu-
tion model. The immiscibility curve from the Eq. (2) was also
determined by the ATAT package, which uses cluster expansion and
Monte Carlo simulations. The cluster expansion is constructed
using the results obtained by VASP. The immiscibility curves
obtained are very similar in shape. The temperature difference of
the critical points (the extremum of the immiscibility curve in
temperature) is about 250 K. Thus, the agreement is at leastFig. 5. Immiscibility curve of the GaAs1-xBix alloys obtained by the LDA and PBE with
spineorbit coupling calculated using the GaAs and Ga þ Bi (separate Ga and Bi phases)
reference states under Ga-rich and Bi-rich conditions. The inset shows the immisci-
bility curve calculated by the LDA under As-rich and Bi-rich conditions.satisfactory. It is noted that if the alloy system could be in the
equilibrium with the strained GaBi compound (and not with the
Bi metal) due to kinetics, the Bi solubility would be increased
very signiﬁcantly [22]. The immiscibility curve of the GaAs1-xBix
lies at lower temperatures than that of the GaAs1-xNx [54], which
reﬂects the difference in themixing enthalpies [1]. One should note
that the melting temperature of the GaAs is about 1500 K.
The spinodal transformation temperatures calculated within
several approximations are shown in Fig. 7. The temperatures are
shown for the whole Bi concentration interval. The values are ob-
tained using the bulk incoherent case [42]. However, one should
note that if a bulk or substrate coherence is assumed, the trans-
formation temperatures are decreased very signiﬁcantly, because
the induced strain energy of the alloys increases non-linearly with
x. The found trends are similar to those found for some IV-VI
semiconductor alloys [55]. The transformation temperatures
calculated for coherent (100) and substrate coherent (100) systems,
and a thin free ﬁlm constrained to the GaAs lattice parameter in
parallel to the surface, are shown in Fig. 8. The spinodal trans-
formation temperature is quite low, even if the subsurface relaxa-
tion at the surface is allowed.
Comparing to the recent experiments [20,21], one can note thatFig. 7. Spinodal transformation temperature of the GaAs1-xBix alloys calculated by the
LDA (black circles), PBE (white circles), and PBE with spineorbit coupling (black
squares). The CuPtB-ordered system calculated by the PBE with spineorbit coupling up
to x ¼ 0.25 is shown by white squares.
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500 K at x ¼ 0.04. Luna et al. [21] found that crystals grown at
220 C undergo the spinodal transformation, while samples grown
at 315 C do not. The Bi concentration in experiments varied be-
tween 1.3% and 4.7%. The spinodal transformationwas found for all
concentrations in crystals grown at 220 C. It is noted that the
calculated transformation temperatures are similar to those found
in the experiments. Therefore, it might be that in the real, highly
mismatched layers, dislocations are formed, and the alloy conforms
to a lattice constant different from that of the substrate. It was
shown that the dislocation nucleation energy of the Ga(As,Bi) is low
[56]. Luna et al. found that there is a critical thickness for the for-
mation of the lateral composition modulated (LCM) structures, and
this was related to the buildup of a Bi wetting layer due to Bi surface
segregation [21]. The Bi surface segregation is probable, taking into
account the tendency of the Bi to phase separate, and the surface
segregation is a kind of a phase separation. If the Bi surface
segregation is assumed, the experimental transformation temper-
ature agrees even better with the theoretical bulk incoherent one.
One should note that the conﬁgurational entropy increases from
x ¼ 0 non-linearly. The semiconductor surface with dimers on top
of the surface favors CuPtB type ordering. In the extreme case, only
half of the surface atom positions can be occupied. This means that
the conﬁgurational entropy is decreased to the half of its original
value. It is shown in Fig. 7 that this kind of entropy decrease would
mean higher spinodal transformation temperatures corresponding
to about 1.5e2.0% of Bi at 500 K. Irrespective of the fact, whether
this scenario corresponds to the reality, it is clear that the surface-
induced entropy change would affect the transformation temper-
atures signiﬁcantly. Luna et al. related the inhibition of the spinodal
transformation in the samples grown at 315 C to the surface atom
diffusion processes. Thus, the transformation may be facilitated by
growth kinetics. However, annealing at T > 600 C leads to the
disappearance of the LCM [21]. The kinetics in the epitaxial growth
of the strained ﬁlms has been described within different models
using linear stability analysis [57,58]. If the experiments correspond
to the substrate coherent system (i.e., no dislocations), the calcu-
lations presented here support indirectly the signiﬁcant role of the
growth kinetics in the formation of the LCM.
Calculations were performed also for stepped surfaces with step
heights of six atomic layers (Bi surface dimers parallel to the step
edges, i.e., A steps). Pseudohydrogenated (13  2) slab cells withFig. 8. Spinodal transformation temperature of the GaAs1-xBix alloys calculated by the
LDA without spineorbit coupling and assuming bulk coherence (white circles) and
substrate coherence (black squares). The (100) interface plane was assumed. The black
circles denote a thin free ﬁlm constrained to GaAs lattice parameter in parallel to the
(100) surface.12e18 atomic layers were used. According to the results, themixing
enthalpies even within the second group V layer at the upper
terrace assuming substrate coherence (the ﬁrst layer is composed
of Bi dimers [59,60]) are signiﬁcantly higher than in the bulk
incoherent case, and consequently the spinodal transformation
temperatures are quite low. However, the Bi atoms at the step edges
of the terraces may also lead to compositional modulations [17].
The LCM in the GaAs1-xNx alloys has been explained by the N
incorporation at the step edges [61].
4. Conclusions
Gibbs free energies including conﬁgurational entropy were
determined for the GaAs1-xBix random alloys using different
exchange-correlation functionals and special quasi-random struc-
tures. The LDA and PBE give very similar results, if both the alloy
and the separated phases have the zincblende structure. If the
decomposition of the GaAs1-xBix alloys to the stable GaAs, Ga, and Bi
phases is considered, the LDA gives somewhat larger mixing en-
thalpies than the GGA. The difference at x ¼ 1 is of the magnitude
similar, e.g., to the heat of formation of the GaAs and InAs. The
immiscibility curve was determined using both the LDA and PBE
with spineorbit coupling. The mixing enthalpies obtained by the
64 and 512 atom SQS are quite similar, except at x ¼ 0.5. Instead,
eight atom SQS give signiﬁcantly higher free energies, because they
describe ordered compounds, which are less stable than the alloys
also at T ¼ 0 K and in which the interatomic relaxations are
inhibited to large extent. The totally disordered alloys are more
stable than the most stable ordered phases even at the lowest
growth temperatures. However, thermodynamics may favor some
short-range ordering for moderate x. The immiscibility curves ob-
tained by different methods (the SQS and Monte Carlo simulations)
show quite similar temperature ranges. The solubility of the Bi is
very low. The presented spinodal transformation temperatures for
typical alloys (few percents of Bi) correspond approximately to the
GaAs1-xBix growth temperatures in the bulk incoherent system. The
dislocation formation in thick strained GaAs1-xBix ﬁlms is possible,
but the dislocation energetics is beyond the scope of the present
study. The bulk or substrate lattice coherence decreases the spi-
nodal transformation temperature very signiﬁcantly. This is due to
the high atomic volumemismatch between the As and Bi atoms. No
evidencewas found that the surface could decrease the strain to the
extent that the experimental spinodal transformation temperature
would match the theoretical substrate coherent one. Thus, if the
substrate lattice coherence is maintained in the epitaxial growth,
the kinetics probably contributes to the LCM signiﬁcantly.
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