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A FEW REMARKS ON VALUES OF HURWITZ ZETA
FUNCTION AT NATURAL AND RATIONAL ARGUMENTS
PAWE L J. SZAB LOWSKI
Abstract. We exploit some properties of the Hurwitz zeta function ζ(n, x)
in order to study sums of the form 1
pin
∑
∞
j=−∞ 1/(jk + l)
n and
1
pin
∑
∞
j=−∞(−1)
j/(jk + l)n for 2 ≤ n, k ∈ N, and integer l ≤ k/2. We show
that these sums are algebraic numbers. We also show that 1 < n ∈ N and
p ∈ Q ∩ (0, 1) : the numbers (ζ(n, p) + (−1)nζ(n, 1 − p))/pin are algebraic.
On the way we find polynomials sm and cm of order respectively 2m+ 1 and
2m+2 such that their n−th coefficients of sine and cosine Fourier transforms
are equal to (−1)n/n2m+1 and (−1)n/n2m+2 respectively.
1. Introduction
Firstly we find polynomials sm and cm of orders respectively 2m+1 and 2m+2
such that their n−th coefficients in respectively sine and cosine Fourier series are
of the form (−1)n/n2m+1 and (−1)n/n2m+2. Secondly using these polynomials we
study sums of the form:
S(n, k, l) =
∞∑
j=−∞
1
(jk + l)n
, Sˆ(n, k, l) =
∞∑
j=−∞
(−1)j
(jk + l)n
.
for n, k, l ∈ N such that n ≥ 2, k ≥ 2 generalizing known result of Euler (recently
proved differently by Elkies ([7])) stating that the number S(n, 4, 1)/pin is ratio-
nal. In particular we show that the numbers S(n, k, j)/pin and Sˆ(n, k, j)/pin for
N ∋n, k ≥ 2, and 1 ≤ j < k are algebraic.
The results of the paper are somewhat in the spirit of [4] in the sense that the
sums we study are equal to certain combinations of values of the Hurwitz zeta
function calculated for natural and rational arguments.
The paper is organized as follows. In the present section we recall basic defini-
tions and a few elementary properties of the Hurwitz and Riemann zeta functions.
We present them for completeness of the paper and also to introduce in this way
our notation.
In Section 2 are our main results. Longer proof are shifted to Section 3.
To fix notation let us recall that the following function
ζ(s, x) =
∑
n≥0
1/(n+ x)s,
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defined for all Re(s) > 1 and 1 ≥ Re(x) > 0 is called Hurwitz zeta function while
the function ζ(s, 1)
df
= ζ(s) is called the Riemann zeta function. One shows that
functions ζ(s, x) and ζ(s) can be extended to meromorphic functions of s defined
for all s 6= 1.
Let us consider slight generalization of the Hurwitz zeta function namely the
function;
ζˆ(s, x) =
∑
n≥0
(−1)n/(n+ x)s,
for the same as before s and x.
Using multiplication theorem for ζ(s, x) and little algebra we get:
(1.1)
ζ(s, x) = (ζ(s, x/2) + ζ(s, (1 + x)/2))/2s, ζˆ(s, x) = (ζ(s, x/2)− ζ(s, (1 + x)/2))/2s,
(1.2)
S(n, k, l) =
1
kn
(ζ(n,
l
k
)+(−1)nζ(n, 1− l
k
)), Sˆ(n, k, l) =
1
kn
(ζˆ(n,
l
k
)+(−1)n+1ζˆ(n, 1− l
k
)),
S(n, k, l) = S(n, 2k, l) + (−1)nS(n, 2k, k − l),(1.3)
Sˆ(n, k, l) = S(n, 2k, l) + (−1)n+1S(n, 2k, k − l),(1.4)
S(n, k, k − l) = (−1)nS(n, k, l), Sˆ(n, k, k − l) = (−1)n+1Sˆ(n, k, l).(1.5)
Hence there is sense to define sums S and Sˆ for l ≤ k/2 only.
In the sequel N and N0 will denote respectively sets of natural and natural plus
{0} numbers while Z and Q will denote respectively sets of integer and rational
numbers. Bk will denote k − th Bernoulli number. It is known that B2n+1 = 0 for
n ≥ 1 and B1 = 1/2. One knows also that
(1.6) ζ(2l) = (−1)l+1B2l (2pi)
2l
2(2l)!
for all l ∈ N.
For more properties of the Hurwitz zeta function and the Bernoulli numbers see
[5], [3], [9] and [2].
Having this and (1.3) and applying multiplication theorem for ζ(s, x) we can
easily generalize result of Euler reminded by Elkies in [7]). Let us recall that since
Euler times it is known that.
1
pin
S(n, 4, 1) =
{
(22l−1)
2(2l)! (−1)l+1B2l if n = 2l,
(−1)lE2l
22l+2(2l)! if n = 2l + 1.
Apart from this result one can easily show (manipulating multiplication theorem
for Hurwitz zeta function) that for for ∈ N:
(2l)!
pi2l
S(2l, 2, 1) =
2(2l)!
(2pi)2l
ζ(2l,
1
2
) = (22l − 1)(−1)l+1B2l,
2(2l)!
pi2l
S(2l, 3, 1) = (
2
3
)2l(−1)l+1(32l − 1)B2l,
2(2l)!
pi2l
S(2l, 6, 1) = (22l − 1)(1− 3−2l)(−1)l+1B2l.
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Notice also that from (1.1) it follows that S(2l + 1, 2, 1) = 0 for l ∈ N and from
(1.1) and (1.2) we get: Sˆ(2l, 2, 1) = 0 and Sˆ(2l + 1, 2, 1) = 2S(2l+ 1, 4, 1). Results
concerning S(2l, 6, 1) were also obtained in [4](16b).
2. Main results
To get relationships between particular values of ζ(n, q) for n ∈ N and q ∈ Q we
will use some elementary properties of the Fourier transforms.
Let us denote
Fsn(f(.)) = Fsn =
1
pi
∫ pi
−pi
f(x) sin(nx)dx, Fcn(f(.)) = Fcn =
1
pi
∫ pi
−pi
f(x) cos(nx)dx,
for n ∈ N0. We will abbreviate Fsn(f(.)) and Fcn(f(.)) to Fsn and Fcn if the function
f is given. We have:
f(x) =
1
2
Fc0 +
∑
n≥1
Fcn cos(nx) +
∑
n≥1
Fsn sin(nx)
for all points of continuity of f and (f(x+) + f (x−)) /2 if at x f has jump discon-
tinuity as a result of well known properties of Fourier series.
Let us define two families of polynomials:
cm(x) =
x2(−1)m+1
(2m+ 2)!
m∑
j=0
(
2m+ 2
2j
)
x2(m−j)pi2jB2j(2
2j−1 − 1),(2.1)
sm(x) =
x (−1)m
(2m+ 1)!
m∑
j=0
(
2m+ 1
2j
)
x2(m−j)pi2jB2j(2
2j−1 − 1).(2.2)
for all m ∈ N0.
We have the following auxiliary lemma.
Lemma 1. For n ∈ N, m ∈ N0
Fsn(sm(.)) =
(−1)n
n2m+1
, Fcn(cm(.)) =
(−1)n
n2m+2
.(2.3)
Fc0(cm(.)) = pi2m+2(−1)mB2m+2
2(22m+1 − 1)
(2m+ 2)!
= 2ζ(2m+ 2)(1− 2−2m−1)
Proof. Is shifted to Section 3. 
Remark 1. Notice that we have just summed the two following Dirichlet series:
DC(s, x) =
∑
j≥1(−1)j cos(jx)js and DS(s, x) =
∑
j≥1(−1)j sin(jx)js , for particular
values of s. Namely we have showed that
DC(2m+ 2, x) = cm(x) + pi
2m+2(−1)m+1B2m+2 (2
2m+1 − 1)
(2m+ 2)!
,
DS(2m+ 3, x) = sm+1(x)
and for |x| ≤ pi, m ∈ N0. What are the values of these series for s 6= 1, 2, 3, . . .?
Remark 2. Notice that cm(
pil
k )/pi
2m+2 and sm(
pil
k )/pi
2m+1 for all k ∈ N, m ∈ N0
and l ≤ k, are rational numbers.
As a consequence we get the following theorem that allows calculating values of
S(n, k, l) and Sˆ(n, k, l) for N ∋n, k ≥ 2 and l ≤ k.
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Theorem 1. For m ∈ N0, i ∈ N,
i)
cm(
(2l − 1)pi
2i+ 1
) =
(−1)mB2m+2pi2m+2
(2m+ 2)!
(22m+1(1 +
1
(2i+ 1)2m+2
)− 1)(2.4)
+
i∑
j=1
(−1)j cos(j(2l− 1)pi
2i+ 1
)S(2m+ 2, 2i+ 1, j),
for l = 1, . . . , i− 1.
ii)
cm(
(2l − 1)pi
2i
) =
pi2m+2(−1)mB2m+2(22m+1 − 1)
(2m+ 2)!
(1− (2i)−2m−2)(2.5)
+
i−1∑
j=1
(−1)j cos((2l − 1)jpi
2i
)Sˆ(2m+ 2, 2i, j),
for l = 1, . . . , i.
iii)
cm(
2lpi
2i+ 1
) =
pi2m+2(−1)mB2m+2(22m+1 − 1)
(2m+ 2)!
(1− (2i+ 1)−2m−2)(2.6)
+
i∑
j=1
(−1)j cos( 2ljpi
2i+ 1
)Sˆ(2m+ 2, 2i+ 1, j),
for l = 1, . . . , i.
iv) For m, k ∈ N:
(2.7) sm(
(2l − 1)pi
2i+ 1
) =
i∑
j=1
(−1)j sin((2l − 1)jpi
2i+ 1
)S(2m+ 1, 2i+ 1, j),
for l = 1, . . . i− 1.
v)
sm(
(2l− 1)pi
2i
) = (−1)i+l+1 1
i2m+1
S(2m+ 1, 4, 1)(2.8)
+
i−1∑
j=1
(−1)j sin((2l − 1)jpi
2i
)Sˆ(2m+ 1, 2i, j),
for l = 1, . . . i.
vi)
(2.9) sm(
2lpi
2i+ 1
) =
i∑
j=1
(−1)j sin( 2ljpi
2i+ 1
)Sˆ(2m+ 1, 2i+ 1, j),
for l = 1, . . . , i.
Proof. Is shifted to Section 3. 
As a simple corollary we get some particular values S(n, k, l)
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Corollary 1. i)
1
pi2m+2
Sˆ(2m+2, 4, 1) = −
√
2
pi2m+2
(cm(pi/4)− ζ(2m+2)(1− 2−2m−1)(1− 4−2m−2)),
, m = 0, 1, 2, . . . ,
1
pi2m+1
Sˆ(2m+ 1, 4, 1) = −
√
2(
1
pi2m+1
sm(pi/4)− (−1)mE2m/(24m+3(2m)!)),
in particular Sˆ(2, 4, 1)/pi2 =
√
2/16, Sˆ(3, 4, 1)/pi3 = 3
√
2/128
ii)
2
pi2m+2
S(2m+ 2, 8, 1) = −
√
2
pi2m+2
(cm(pi/4)− ζ(2m+ 2)(1− 2−2m−1)(1 − 4−2m−2)) + 1
pi2m+2
ζ(2m+ 2)(1− 2−2m−2),
2
pi2m+2
S(2m+ 2, 8, 3) =
√
2
pi2m+2
(cm(pi/4)− ζ(2m+ 2)(1− 2−2m−1)(1 − 4−2m−2)) + 1
pi2m+2
ζ(2m+ 2)(1− 2−2m−2).
In particular S(2, 8, 1) = pi2(1 +
√
2/2)/16, S(2, 8, 3) = pi2(1−√2/2)/16, S(4, 8, 1)
= pi4(1 + 11
√
2/16)/192, S(2m+ 2, 8, 3) = pi4(1− 11√2/16)/192.
iii) S(3, 8, 1) = pi3(1 − 3√2/4)/32, S(3, 8, 3) = pi3(1 + 3√2/4)/32, S(5, 8, 1) =
5pi5(1− 57√2/16)/1536, S(5, 8, 1) = 5pi5(1 + 57√2/16)/1536.
iv) For m ∈ N0
m∑
j=0
(
2m+ 2
2j
)
B2j(2
2j−1 − 1)/9(m−j)+1 = −B2m+2(4m − 1 + 4m/32m+1),
m∑
j=0
(
2m+ 2
2j
)
B2j(2
2j−1 − 1)22j = −B2m+2(22m+1 − 1)(22m+2 − 1).
v) For m ∈ N :
(2.10)
2(2m+ 1)!
pi2m+1
S(2m+1, 3, 1) = (−1)m+1 4
√
3
3
m∑
j=0
(
2m+ 1
2j + 1
)
B2(m−j)(2
2(m−j)−1−1)/32j+1.
Proof. i) We apply Theorem 1, (2.5) and (2.8) with i = 2. ii) We use (1.3) and
(1.4). iii) We argue in a similar manner. iv) We set i = 1 and l = 1 in (2.4) and use
the fact that S(2m + 2, 3, 1) = pi
2m+2
2(2m+2)! (
2
3 )
2m+2(−1)m+1(32m+2 − 1)B2m+2. Then
we set i = 1 and l = 1 in (2.5) and then cancel out pi2m+2/(2m+ 2)!. v) We set i
= 1, and l = 1 in (2.7) . 
Based on the above mentioned theorem we can deduce our main result:
Theorem 2. For every N ∋k, n ≥ 2, and 1 ≤ l ≤ k the numbers S(n, k, l)/pin and
Sˆ(n, k, l)/pin are algebraic.
Proof. First of all recall that in the Introdution we have found S(n, 2, 1) and
Sˆ(n, 2, 1) (compare equations (2.8) and (2.5)). Further analyzing equations (2.4)-
(2.9) we notice that quantities S(2m+2, 2i+1, j), Sˆ(2m+2, 2i, j), Sˆ(2m+2, 2i+1, j),
S(2m+1, 2i+1, j), Sˆ(2m+1, 2i, j) satisfy certain systems of linear equations with
matrices [(−1)j cos (2l−1)jpin ]l,j=1,...,⌊(n−1)/2⌋, [(−1)j sin (2l−1)jpin ]l,j=1,...,⌊(n−1)/2⌋ and
[(−1)j cos 2ljpin ]l,j=1,...,⌊(n−1)/2⌋,
[(−1)j sin 2ljpin ]l,j=1,...,⌊(n−1)/2⌋. These matrices are non-singular since their deter-
minants differ form the determinants of matrices Cn, Sn, C
∗
n and S
∗
n (defined by
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(3.3) and (3.4), below) only possibly in sign. As shown in Lemma 2 matrices Cn, Sn,
C∗n and S
∗
n are nonsingular. Moreover notice that all entries of these matrices are
algebraic numbers. On the other hand as one can see the numbers cm(lpi/k)/pi
2m+2
and sm(lpi/k)/pi
2m+1 for all N ∋m, k, l < ⌊k/2⌋ are rational. Hence solutions of
these equations are algebraic numbers. Now taking into account that for k = 2 we
do not get in fact any equation for Sˆ(n, 2, 1) . Thus we deduce that for n, k, l ∈ N
such that n ≥ 2, k > 2, l ≤ k − 1 the numbers Sˆ(n, l, k)/pin and for n ≥ 2, odd k
and l ≤ k − 1 the numbers S(n, k, l)/pin are algebraic.
To show that numbers S(n, l, k)/pin are algebraic also for even l we refer to (1.3)
and (1.4). First taking l odd we see that S(n, 2l, k)/pin for all k ≤ l (the case k
= l leads to S(n, 2, 1) considered by the end of Introduction) these numbers are
algebraic. Then taking l = 2m with m even we deduce in the similar way that
S(n, 4m, k)/pin, k ≤ 2m are algebraic. And so on by induction we deduce that
indeed for all even l and k ≤ l/2 numbers S(n, l, k) are algebraic. 
As an immediate corollary of Theorem 2 and (1.3) and (1.4) we have the following
result:
Proposition 1. For 1 < n ∈ N and p ∈ Q ∩ (0, 1) :
the numbers (ζ(n, p) + (−1)nζ(n, 1− p))/pin and (ζˆ(n, p) + (−1)n−1ζˆ(n, 1− p))/pin
are algebraic.
3. Proofs
Proof of Lemma 1. We will need the following observations: For all m ≥ 0, n ≥ 1:
Fsn(x2m+1) = (−1)n+1
2(2m+ 1)!
n2m+1
m∑
k=0
(−1)kpi2(m−k) n
2(m−k)
(2m+ 1− 2k)! ,(3.1)
Fcn(x2m) = (−1)n
2(2m)!
n2m
m−1∑
k=0
(−1)kpi2(m−1−k) n
2(m−1−k)
(2m− 1− 2k)! .(3.2)
Let us denote: bm =
1
pi
∫ pi
−pi
x2m+1 sin(nx)dx and am =
1
pi
∫ pi
−pi
x2m cos(nx)dx. Inte-
grating by parts twice we obtain the following recursions
bm = 2(−1)n+1pi
2m−1
n
− (2m+ 1)2m
n2
bm−1, am = (−1)n 4m
n2
pi2m−1+
2m(2m− 1)
n2
am−1
with b0 = (−1)n+1 2n , and with a0 = 0 for m ≥ 1. Iterating them we get (3.1) and
(3.2).
We show (2.1) and (2.2) by straightforward computation. First let us consider
(2.1). Making use of (3.2) and after some algebra including changing the order of
summation and setting l = m− k − j we get:
Fcn(cm(.)) = (−1)m+n+1
m∑
k=0
(−1)kn−2(k+1)
(2m− 2k + 1)!pi
2(m−k)
m−k∑
l=0
B2l(2
2l−1−1)
(
2m− 2k + 1
2l
)
Now we use [11](12) with x = 0 and [11](4) to show that
m−k∑
l=0
(
2m− 2k + 1
2l
)
B2l(2
2l−1 − 1) =
{
0 if k < m
−1/2 if k = m
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Hence indeed Fcn(cm(.)) = (−1)
n
n2m+2 . To get (2.1) we proceed similarly and after some
algebra we get
Fsn(sm(.)) = (−1)m+n
m∑
k=0
(−1)kpi2(m−k)
n2k+1(2m− 2k + 1)!
m−k∑
l=0
(
2m− 2k + 1
2l
)
B2l(2
2j−1 − 1)
=
(−1)n+1
n2m+1
.
To get 1pi
∫ pi
−pi cm(x)dx we proceed as follows:
1
pi
∫ pi
−pi
cm(x)dx =
2(−1)m+1pi2m+2
(2m+ 2)!
m∑
j=0
(
2m+ 2
2(m− j)
)
1
(2j + 3)
B2(m−j)(2
2(m−j)−1 − 1)
=
2(−1)m+1pi2m+2
(2m+ 3)!
m∑
k=0
(
2m+ 3
2k
)
B2k(2
2k−1 − 1).
Now we again manipulate [11] (4) and (12) to get the desired formula. 
The proof of Theorem 2 is based on the Lemma concerning the following matrices
Cn = [cos
(2l− 1)jpi
n
]l,j=1,...,⌊(n−1)/2⌋, Sn = [sin
(2l − 1)jpi
n
]l,j=1,...,⌊(n−1)/2⌋,
(3.3)
C∗n = [cos
2ljpi
n
]l,j=1,...,⌊(n−1)/2⌋, S
∗
n = [sin
2ljpi
n
]l,j=1,...,⌊(n−1)/2⌋.(3.4)
Lemma 2. For every N ∋n ≥ 2 matrices Cn, Sn, C∗n, S∗n are nonsingular.
Proof. The proof is based on the following observations. Let i denote unitary unit.
Since sinx = (exp(ix)−exp(−ix))/2i one can easily notice that matrices Sn and S∗n
are of the type [xjl − xjl ]l,j=1,...,⌊(n−1)/2⌋ where xl equals respectively exp( (2l−1)ipin )
and exp(2lipin ) (n is odd in this case). Now we apply formula (2.3) of [6] and de-
duce that these matrices are nonsingular provided that quantities xl are nonzero,
are all different, and xlxk 6= 1, k, l = 1, . . . , ⌊(n− 1)/2⌋ which is the case in both
situations. Now notice that ∀n ≥ 0 : cos(α) = (−1)n−1 sin((2n− 1)pi/2+α). Hence
cos (2l−1)jpin = (−1)l−1 sin((2l − 1)pi/2 + (2l−1)jpin ) = (−1)l−1 sin(pi(j−1/2)(2l−1)n ) =
(−1)l−1(x(j−1/2)l −x−(j−1/2)l )/(2i) and we use formula (2.4) of [6] to deduce that ma-
trix Cn is nonsingular. Now let us consider matrix C
∗
n . Notice that then n = 2m+1
for some naturalm. cos( 2ljpi2m+1 ) = (−1)j cos(jpi− 2ljpi2m+1 ) = (−1)j cos( jpi(2m−l+1)−1)2m+1 ).
And thus we have reduced this case to the previous one. Hence C∗n is also nonsin-
gular. 
Proof of Theorem 1. In the proofs of all assertions we use basically the same tricks
concerning properties of trigonometric functions and changing order of summation.
That is why we will present proof of only one (out of 6) in detail. All remaining
proofs are similar. We start with an obvious identity:
(3.5)
cm(
pil
k
) = pi2m+2(−1)mB2m+2 (2
2m+1 − 1)
(2m+ 2)!
+
k∑
j=1
cos(
jlpi
k
)(−1)j
∞∑
r=0
(−1)r(k+l)
(rk + j)2m+2
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that is true since by cos(npi + α) = (−1)n cosα we have:
∞∑
n≥1
(−1)n cos(npil
k
)/n2m+2 =
k∑
j=1
∞∑
r=0
(−1)r(k+l)+j cos(jpil
k
)/(rk + j)2m+2,
Hence we have to consider two cases k + l odd and k + l even.
If k + l is even then we have
∞∑
n≥1
(−1)n cos(npil
k
)/n2m+2 =
1
k2m+2
k∑
j=1
(−1)j cos(pijl
k
)ζ(2m+ 2, j/k).
For k = 2i+1 and l odd we have:
∑2i+1
j=1 (−1)j cos(jpi/(2i+1))ζ(2m+2, j/(2i+1)).
Now recall that for j = 2i+1 we get cos(pi) = −1 and that for j = 1, . . . , i we have
cos((2i+1− j)lpi/(2i+1) = − cos(jlpi/(2i+1) and (−1)2i+1−j = −(−1)j. Thus we
get
2i+1∑
j=1
(−1)j cos( ljpi
2i+ 1
)ζ(2m+ 2,
j
2i+ 1
) = ζ(2m+ 2)
+
i∑
j=1
(−1)j cos( jlpi
2i+ 1
)(ζ(2m+ 2,
j
2i+ 1
) + ζ(2m+ 2, 1− j
2i+ 1
)).
Now we use (1.3). Since k + l even and k even leads to triviality we consider two
cases leading to k + l odd i.e. k = 2i and l = 2m− 1 odd m < i which leads to:
2i∑
j=1
cos(
j(2m− 1)pi
2i
)(−1)j
∞∑
r=0
(−1)r(2i++2m+1) /(r(2i+ 1) + j)2m+2
= (−1)mB2m+2 pi
2m+2
(2m+ 2)!
22m+1 − 1
22m+2i2m+2
+
i−1∑
j=1
(−1)j cos(jlpi
2i
))(S(2m+ 2, 4i, j)− S(2m+ 2, 4i, 2i− j)).
We used here (1.6) (1.3) and (3.5).
Similarly we consider the case k = 2i+ 1 and l = 2m which leads to (2.6). Note
that this case is very similar to the case k = 2i+ 1 l = 2m− 1.
Assertions iv)-vi) are proved in the similar way. The only difference is that we
do not have to remember about 12Fc0 and that we utilize properties of sin function
not of cos . 
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