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Abstract. We present a detailed analysis of the self-consistent system
of kinetic equations (KEs) describing electron-positron pair produc-
tion from vacuum under the action of a spatially homogeneous time-
dependent electric field of arbitrary polarization. The physical signifi-
cance of all the basic functions of the kinetic theory is ascertained. It
is demonstrated that the total system of the KEs consists of two cou-
pled quasiparticle and spin subsystems with their integrals of motion.
A projection method is proposed in order to obtain the KE system
in two particular cases: linearly polarized external electric field and
(2+1)-dimensional description of quasiparticles in graphene. We also
address the energy conservation law taking into account the internal
plasma field and describe an alternative rigorous derivation of the KE
system.
1 Introduction
Vacuum creation of electron-positron plasma (EPP) in the presence of strong qua-
siclassical electromagnetic fields is a fundamental phenomenon predicted by quan-
tum electrodynamics (QED) [1,2,3]. Unfortunately, there is a very limited number
of exactly solvable cases (see, e.g., Refs. [4,5,6,7,8,9]), which are basically used as a
reference for benchmarking methods that can be implemented numerically. Some of
these methods which can be utilized in studies of a broad class of various electromag-
netic backgrounds are based on nonperturbative kinetic approaches. The most general
method rests on the Wigner (phase) representation [10,11] (see also Refs. [12,13]).
An alternative technique is formulated in the framework of the quasiparticle rep-
resentation [14,15,16] and can be employed in the case of a spatially homogeneous
external background. This approach proved to be particularly productive in the sim-
plest case of a linearly polarized electric field which possesses an arbitrary temporal
dependence. Here one can demonstrate that this method is completely equivalent to
that formulated within the Wigner representation (see Refs. [10,11]). In Ref. [17] the
technique was generalized in order to consider a combination of a linearly polarized
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time-dependent electric field and a homogeneous magnetic background. In the case
of arbitrary polarization, the method based on the quasiparticle representation was
developed in different ways in Refs. [18,19,20,21]. All of these approaches lead to the
well-defined system of the kinetic equations (KEs).
In the present study, we perform a comprehensive analysis of the KE system in
order to gain a better understanding of its structure and the role of the spin degrees
of freedom. Special focus is placed on the physical interpretation of the twelve basic
functions involved in the KEs. By means of the projection method, we also establish
a solid connection between the general KE system and its specific form in the case
of linear polarization and the low-dimensional model of graphene. This investigation
is expected to become profitable for various implementations of kinetic theory, e.g.,
in QCD [22] and theory of graphene [23], and for its further development, e.g., by
incorporating the photon degrees of freedom [21,24] and taking into account radiation
processes [25,26,27].
The paper is organized as follows. In Sect. 2 we present the KE system and de-
scribe the notations used. We also briefly discuss a simplified version of the KEs in the
case of a linearly polarized electric field. In Sect. 3 we elucidate the physical meaning
of the single-particle correlation functions including anomalous averages entering the
KE system. In Sect. 4 it is demonstrated that there is a closed group of seven KEs
describing vacuum creation of EPP and vacuum polarization effects. This subsystem
can be considered separately from the other five KEs, which govern the spin degrees
of freedom. We also discuss how these seven KEs are reduced in the case of a lin-
early polarized electric field and in graphene. In Sect. 5 we draw a conclusion. In
Appendix we present a detailed derivation of the KE system in the framework of the
instantaneous basis approach.
Throughout the article, we assume ~ = c = 1. The electron charge is e = −|e|.
2 System of kinetic equations in quasiparticle representation
The quasiparticle representation is attained by diagonalizing the Hamiltonian at each
time instant t, which can be done in the case of a spatially homogeneous electric
background. We describe the external field by a vector potential in the gauge A0 = 0
with an arbitrary temporal dependence,
Aµ(t) = (0, A1(t), A2(t), A3(t)). (1)
A nonperturbative KE system determining vacuum production of EPP was derived
in this representation by means of several different techniques [18,19,20,21]. It reads
f˙ = −2(λ1u),
f˙ = −2[fλ2] + 2[vλ1]− 2λ1u,
u˙ = 2(λ1f) + 2ωv,
u˙ = λ1(2f − 1)− 2[uλ2] + 2ωv,
v˙ = −2ωu,
v˙ = −2[vλ2]− 2ωu.
(2)
The dot and cross products of vectors a and b are denoted by (ab) and [ab], re-
spectively. The twelve unknown components f , f , u, u, v, v depend on time and
quasimomentum P = p − eA(t). These functions originate from the single-particle
electron and positron correlation functions
fˆ(p, t) ∼ fs′s(p, t) = 〈a†s(p, t) as′(p, t)〉 = 〈b†s(−p, t) bs′(−p, t)〉 (3)
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and from the following combinations of the anomalous averages:
uˆ(p, t) ∼ us′s(p, t) = 1
2
[
〈a†s(p, t) b†s′(−p, t)〉+ 〈bs(−p, t) as′(p, t)〉
]
, (4)
vˆ(p, t) ∼ vs′s(p, t) = i
2
[
〈a†s(p, t) b†s′(−p, t)〉 − 〈bs(−p, t) as′(p, t)〉
]
. (5)
These matrices are rewritten in the Pauli (spin) representation (Oˆ = fˆ , uˆ, vˆ):
Oˆ = OI+ (Oσ), O = 1
2
Sp Oˆ, O = 1
2
Sp Oˆσ. (6)
The indices s, s′ = 1, 2 determine the spin state, I denotes the identity matrix, σk
(k = 1, 2, 3) are the Pauli matrices.
The function f(p, t) determines the momentum distribution of quasiparticles,
whereas f(p, t) describes the spin effects. The other functions, u, v, u, and v, incor-
porate vacuum polarization effects. The physical meaning of the components involved
in the system (2) will be discussed in Sect. 3. The functions λ1 and λ2 are defined as
(λ1)i =
ω˙Pi
2ωω+
− e
2ω
Ei =
e
2ω
[
PiPk
ωω+
− δik
]
Ek ≡ e
2ω
likEk,
(λ2)i =
e
2ωω+
[PE]i,
(7)
where ω ≡ ω(p, t) = √m2 +P2 is quasienergy, ω+ = ω +m, E(t) = −A˙(t) is the
field strength, and i = 1, 2, 3. We also imply here and below summation over the
repeated indices. Note that (λ1λ2) = 0.
The KE system (2) is considered together with the zero initial conditions, i.e., at
t = tin we set f = u = v = f = u = v = 0, which corresponds to the initial vacuum
state. If the electric field vanishes only asymptotically, one should imply tin → −∞.
The system (2) can be derived within several independent approaches leading to
the quasiparticle representation. In Ref. [18] it was obtained with the aid of the Foldy-
Wouthuysen transformation. In Refs. [19,20,21] the system (2) was derived by means
of a transition to the nonstationary bispinor basis using the substitution pi → P i. To
this end, one can employ the following orthonormal and complete set of bispinors:
u†1(p, t) = B(p)[ω+, 0, P
3, P−],
u†2(p, t) = B(p)[0, ω+, P+,−P 3],
v†1(−p, t) = B(p)[−P 3,−P−, ω+, 0],
v†2(−p, t) = B(p)[−P+, P 3, 0, ω+],
(8)
where P± = P
1 ± iP 2 and B(p) = (2ωω+)−1/2. These bispinors satisfy [28]
u†s(p, t)vs′ (−p, t) = 0,
u†s(p, t)us′(p, t) = v
†
s(−p, t)vs′(−p, t) = δss′ ,
u¯s(p, t)us′(p, t) =
m
ω(p, t)
δss′ ,
v¯s(p, t)vs′(p, t) = − m
ω(p, t)
δss′ ,
(9)
where w¯ ≡ w†γ0. An equivalent derivation of the KEs (2) in the framework of an
instantaneous basis approach is presented in detail in Appendix.
The field operator in the quasiparticle representation has the following form:
ψ(x, t) =
∫
d3p
(2π)3/2
eipx
∑
s
[
as(p, t)us(p, t) + b
†
s(−p, t)vs(−p, t)
]
. (10)
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Using the bispinors (8), one can recast the standard Hamiltonian of QED into a
diagonal form within the quasiparticle representation:
Hˆq(t) =
∫
d3p ω(p, t)
∑
s
[
a†s(p, t)as(p, t)− bs(−p, t)b†s(−p, t)
]
. (11)
We also point out that the bispinor basis (8) is useful for generalization of the kinetic
approach by taking into account the interaction between EPP and the quantized part
of the electromagnetic field, which allows one to address other phenomena such as
vacuum photoeffects, photon radiation etc. (see Refs. [24,27]).
In the case of a linearly polarized electric field
Aµ(t) = (0, 0, 0, A3(t)), (12)
the KE system (2) turns to the well-known system of the following form [10,14,15,16]:
f˙lin =
1
2
λUlin,
U˙lin = λ(1− 2flin)− 2ωVlin,
V˙lin = 2ωUlin,
(13)
where λ is the amplitude of vacuum transitions which reads
λ =
eEε⊥
ω2
, (14)
and ε⊥ =
√
m2 + p2⊥ (p⊥ is the transversal momentum component).
In what follows, we will thoroughly analyze the KE system (2) starting with
identifying the physical significance of all of the twelve basic components appearing
in the KEs.
3 Physical interpretation of the basic functions
To illuminate the physical meaning of the scalar functions f , u, and v and the vector
functions f , u, and v, we aim to express various macroscopic mean values in terms of
these components using the definitions (3)–(6). We are interested in quantities which
can be generally represented as K(t) = 〈Kˆ(t)〉, where
Kˆ(t) =
∫
d3x κˆ(x). (15)
We use here a shorthand notation x ≡ (x, t). The operator κˆ(x) will be chosen in the
form of the operators of current density, energy-momentum tensor density, and spin
tensor density. We start with the following general definitions:
jˆµ(x) = e : ψ¯(x) γµψ(x) : , (16)
tˆµν(x) =
i
4
: [ψ¯(x) γµDνψ(x)− (D∗ν ψ¯(x)) γµψ(x)] + (µ↔ ν) : , (17)
sˆλ(µν)(x) =
1
4
: ψ¯(x) γλσµνψ(x) : +
1
4
: ψ¯(x)σµνγλψ(x) : , (18)
where Dµ = ∂µ+ ieAµ, σµν = i(γµγν − γνγµ)/2, and colons denote normal ordering.
Here we employ the relevant decomposition of the field operator given in Eq. (10).
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Using the anticommutation relations, the total current, which is the integral of
Eq. (16) over x, can be represented as a sum of two parts: conduction current and
polarization current which have the form
Jˆcondµ (t) = e
∫
d3p
∑
s,s′
{
u¯s(p, t)γµus′(p, t)
[
a†s(p, t)as′(p, t)−
δss′
2
]
+ v¯s(−p, t)γµvs′(−p, t)
[
bs(−p, t)b†s′(−p, t)−
δss′
2
]}
, (19)
Jˆpolµ (t) = e
∫
d3p
∑
s,s′
[
u¯s(p, t)γµvs′(−p, t)a†s(p, t)b†s′ (−p, t)
+ v¯s(−p, t)γµus′(p, t)bs(−p, t)as′(p, t)
]
. (20)
The mean total charge vanishes as was expected due to the charge conservation:
Q(t) = 〈Jˆ0(t)〉 = e
∫
d3p
∑
s
(fss + gss − δss) = 2e
∫
d3p (f + g − 1) = 0. (21)
Here the trace of the matrix gss′(p, t) = 〈bs′(−p, t)b†s(−p, t)〉 yields a scalar function
g which is not involved in the system (2) due to the exact relation f + g = 1 leading
to Q(t) = 0 (see, e.g., Refs. [18,21]). The spatial components of the current can be
obtained using the following properties of the spinor basis (8):
u†s(p, t)α us′(p, t) = vgδss′ , v
†
s(−p, t)α vs′(−p, t) = −vgδss′ , (22)
u†s(p, t)α vs′(−p, t) = v†s(−p, t)αus′(p, t) = σss′ −
P
ωω+
(σss′P), (23)
where αk = −γ0γk and vg = P/ω is the group velocity of quasiparticles. Thus,
Jcondi (t) = −e
∫
d3p
∑
s
(fss − gss) vgi = −2e
∫
d3p (2f − 1)vgi, (24)
Jpoli (t) = −e
∫
d3p
∑
s,s′
u†s(p, t)αi vs′(−p, t)us′s = 2e
∫
d3p lik(p, t)uk(p, t),(25)
where the tensor lik(p, t) is defined in Eq. (7).
To calculate the energy-momentum tensor, one should make use of the equations
of motion for the creation and annihilation operators since it is necessary to evaluate
time derivatives in Eq. (17). From the Dirac equation, it follows that
a˙s′(p, t) = −iωas′(p, t)− iλ2σs′sas(p, t)− λ1σs′sb†s(−p, t), (26)
b˙†s′(−p, t) = iωb†s′(−p, t)− iλ2σs′sb†s(−p, t) + λ1σs′sas(p, t). (27)
One obtains
Eq(t) =
∫
d3x 〈t00(x)〉 =
∫
d3p
∑
s
ω (fss − gss) = 2
∫
d3p ω (2f − 1) (28)
and the mean value of momentum (k = 1, 2, 3),
Pk(t) =
∫
d3x 〈t0k(x)〉 = 0. (29)
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As can be seen from the equations of motion (26) and (27), the Hamiltonian
Hq(t) [see Eq. (11)] does not completely describe the evolution of the quasiparticle
system. The terms with λ1 and λ2 in Eqs. (26) and (27) correspond to a unitary time-
dependent transformation within the quasiparticle representation and are related to
the Heisenberg picture, where the following Hamilton operators describe the vacuum
polarization and spin effects, respectively:
Hˆpol(t) = −i
∫
d3p
∑
s,s′
(λ1σss′)
[
a†s(p, t)b
†
s′(−p, t)− bs(−p, t)as′(p, t)
]
, (30)
Hˆs(t) =
∫
d3p
∑
s,s′
(λ2σss′)
[
a†s(p, t)as′(p, t)− bs(−p, t)b†s′(−p, t)
]
. (31)
The total Hamiltonian has the form Hˆ(t) = Hˆq(t) + Hˆpol(t) + Hˆs(t), so the corre-
sponding energy reads
T tot00 (t) = 〈Hˆ(t)〉 = 2
∫
d3p
[
ω(2f − 1)− (λ1v) + (λ2f)
]
. (32)
Due to the fact that the total Hamiltonian is not stationary, the concept of energy (32)
is not well defined. Nevertheless, the commutation relation
[
Hˆq(t), Πˆq(t)
]
= 0 is valid
[here, Πˆq(t) is the quasiparticle part of Πˆ(t)].
For the description of the EPP spin, we will employ the Pauli spin operator [28,29,30]
1
2
Σi =
1
2
(
σi 0
0 σi
)
, (33)
which is in accordance with the spin decomposition (6). The macroscopic spin is
described by the Noether spin density (18) integrated over the spatial coordinates for
λ = 0 and µ, ν = 1, 2, 3,
Sˆi(t) =
1
2
∫
d3xψ†(x)Σiψ(x). (34)
In the spinor basis (8), Si(t) = 〈Sˆi(t)〉 reads
S(t) = 2
∫
d3p
[
f − P
ωω+
(Pf) − Pu
ω
]
. (35)
The three terms correspond to the proper spin, spin-orbital and vacuum polarization
contributions, respectively.
Besides the average quantities (24), (25), (28), (29), (32), and (35), the mean value
of the stress tensor Tik(x, t) is of interest. It can be calculated by taking into account
the following diagonal form of the correlation functions in the momentum space:
〈a†s(p, t)as(q, t)〉 = fss(p, t)δ(p− q). (36)
It brings us to the following result:
Tik(t) =
1
2e
∫
d3p
[
Pijk(p, t) + Pkji(p, t)
]
, (37)
where jk(p, t) is the current density in the momentum space,
Jk(t) =
∫
d3p jk(p, t). (38)
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Table 1. Summary of which of the basic functions of the KE system (2) are involved in
various macroscopic average quantities.
Macroscopic quantity f f u u v v
Conduction current Jcondi (t) + − − − − −
Polarization current Jpol
i
(t) − − − + − −
Quasiparticle energy Eq(t) + − − − − −
Polarization energy Epol(t) − − − − − +
Spin energy Es(t) − + − − − −
Momentum Pi = 0 − − − − − −
Spin vector Si(t) − + + − − −
Stress tensor Tik(t) + − − + − −
In Table 1 we summarize which of the twelve basic functions are involved in the
macroscopic quantities. As can be seen from here, the vacuum polarization function
v(p, t) takes part in none of the corresponding expressions. Its role will also be dis-
cussed in the next section.
4 Analysis of the KE system. Projection method
Let us first consider some general properties of the KE system (2). Note that the sys-
tem contains a closed subsystem governing the evolution of the distribution function
f and two vector functions u and v:
f˙ = −2(λ1u),
u˙ = λ1(2f − 1)− 2[uλ2] + 2ωv, (39)
v˙ = −2[vλ2]− 2ωu.
This subsystem describes the process of EPP vacuum creation in electric fields of
arbitrary polarization. The rest part of the system (2) involves the spin function f
and two scalar vacuum polarization functions u and v which correspond to the spin
excitation processes:
f˙ = −2[fλ2] + 2[vλ1]− 2λ1u,
u˙ = −(λ1f) + 2ωv, (40)
v˙ = −2ωu.
These two subsystems are related by means of the common vector function v, which
can be considered as a source in the spin subsystem. The subsystem (39) has the
following integral of motion:
1
4
(1− 2f)2 + u2 + v2 = const. (41)
The subsystem (40) possesses another integral of motion:
f2 + u2 + v2 = 2
t∫
tin
dt′ f(t′)[v(t′)λ1(t
′)] + const. (42)
The constants in Eqs. (41) and (42) are determined by the initial conditions regarding
the time instant tin, when the external field is getting switched on.
8 Will be inserted by the editor
4.1 Projection method
Our next task is to discuss a transition from the general KE system (2) to the KEs (13)
for the case of a linearly polarized electric field. The starting point here is the com-
parison between the first equation of the subsystem (39) and that of the system (13).
Let us introduce the unit vector e(p, t) via
λ1 = eΛ, (43)
where, according to Eq. (7),
Λ = |λ1| =
[
e2EiEk
4ω2
(
δik − PiPk
ω2
)]1/2
. (44)
Let us consider the case (12) of the external field with a constant direction. According
to Eq. (7), we have
(λ1)i,lin =
e
2ω
li3E(t). (45)
Now it is easy to see that
Λlin = |(λ1)lin| = |λ|
2
, (46)
where λ is defined by Eq. (14), so |Λlin| ∼ |E(t)|. In order to properly treat a possible
alternating sign of the field strength E(t) in accordance with Eq. (45), it is enough
to redefine the unit vector e in Eq. (43): e → e sign [eE(t)], which brings us to the
relation Λlin = λ/2 instead of Eq. (46). Comparing the right-hand sides of the first
equations from the systems (13) and (39), we establish the following relation:
Ulin = −2(elinulin). (47)
Let us return to the general case and introduce the notation
U = −2(eu). (48)
Using Eqs. (43) and (48), one rewrites the first equation of the system (39) in the
form displayed in the system (13):
f˙ = ΛU. (49)
In order to examine the remaining equations of the subsystem (39), we introduce the
projection operator with respect to the unit vector e:
∆ik = δik − eiek. (50)
This operator has the following properties:
∆2 = ∆, ∆ikek = ei∆ik = 0, Sp∆ = 0. (51)
Then an arbitrary vector a can be represented according to a = ae + a⊥, where
a = ae and a⊥i = ∆ikak. Applying this decomposition to the vectors u and v from
the subsystem (39) yields the following equations in terms of the longitudinal and
transversal components of the vectors u and v:
U˙ + 2(U⊥E) = 2Λ(1− 2f)− 2ωV,
V˙ + 2(V⊥E) = 2ωV,
(52)
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and
U˙⊥ + (U⊥E)e+ UE = −2[U⊥λ2]− 2ωV⊥,
V˙⊥ + (V⊥E)e+ V E = −2[V⊥λ2] + 2ωU⊥.
(53)
In order to keep the analogy with Eq. (48), we introduced here the vectors
U = −2u, V = 2v. (54)
The vector E reads
E = e˙− 2[λ2e]. (55)
One can explicitly verify that this vector vanishes,
E = 0 ⇐⇒ e˙ = 2[λ2e], (56)
once the external field direction is constant,
d
dt
(
E(t)
E(t)
)
= 0. (57)
The linearly polarized field (12) is a particular case satisfying the condition (57). The
relations (56) turn the system (49), (52) into the shortened system (13), whereas the
system (53) becomes homogeneous leading to the trivial solutionU⊥,lin = V⊥,lin = 0.
If the condition (56) holds, the integral of motion (41) has the following form (see,
e.g, Ref. [16]):
(1− 2flin)2 + U2lin + V 2lin = 1, (58)
where we have assumed zero initial conditions.
4.2 Spin subsystem
The projection procedure applied to the spin subsystem (40) brings us to the following
equations:
F˙ − (F⊥E) = −2Λu,
F˙⊥ + FE + (F⊥E) = [V⊥λ1]− 2[F⊥λ2],
u˙ = 2ΛF + 2ωv,
v˙ = −2ωu,
(59)
where f = Fe + F⊥. Since in the case of linear polarization (56), V⊥,lin = 0, the
system (59) becomes homogeneous, which leads to the trivial solution Flin = F⊥,lin =
ulin = vlin = 0, so the spin effects do not take place.
4.3 Interpretation of the vectors λ1 and λ2
According to Eqs. (14) and (45) the length Λ of the vector λ1 is the amplitude of the
vacuum transitions. The equations (52), (53), and (59) indicate that the direction of
λ1 is relevant only to the spin subsystem (59), where the function λ1 appears together
with the coupling function V⊥.
The vector λ2 can be interpreted using the concept of the effective magnetic
field [31]:
Heff =
γ
1 + γ
[Evg], (60)
which takes place in rotating electric fields. Here γ = (1−|vg|2)−1/2. Then, according
to Eq. (7), λ2 ∼ Heff and the vector function λ2 describes the rotation of EPP and
excitation of the spin degrees of freedom.
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4.4 Reduction to the KE system in graphene
Using the general KE system (2), one can derive the KEs for various systems of lower
dimensions. As an example, we consider reduction to the KE system regarding the
model of low-energy excitations in graphene [23]. The simplest model corresponds
to (2+1)-dimensional QED dealing with massless fermions (quasielectrons and holes)
with the dispersion relation ω(p) = vF|p|, where vF is the Fermi velocity. A periodical
structure of the crystal lattice gives rise to two Dirac points at the boundary of the
Brillouin zone. A diagonal form of the Hamiltonian
Hˆ(t) = vF
∫
d2xψ†(x, t)(Pˆσ)ψ(x, t) (61)
can be achieved with the help of a unitary transformation constructed in an explicit
form in Ref. [32]. This transformation leads to the appearance of anomalous averages
and yields the system of three KEs [23]:
f˙ =
1
2
λgru,
u˙ = λgr(1− 2f)− 2ωgrv,
v˙ = 2ωgru,
(62)
where ωgr(p, t) = vF|P|. This system has the same form as that displayed in Eqs. (13),
but the amplitude of vacuum transitions now reads
λgr(p, t) =
ev2F
ω2gr
[E1P2 − E2P1]. (63)
We assume here that the vectors of the electric field and momentum lie in the xy
plane,
Aµ = (0, A1(t), A2(t), 0), P = (P 1, P 2, 0). (64)
Note that while the Fermi velocity vF now plays the role of the speed of light in
the Dirac equation and also enters the dispersion relation, the interaction with the
external electric field is introduced by the minimal coupling involving c: P k = pk −
e
cA
k(t), k = 1, 2.
Let us now apply the projection method described in Sect. 4 in order to reduce
the general KE subsystem (39) to the KE system (62). We assume that the functions
λ1 and λ2 in the system (39) are defined by introducing the Fermi velocity in Eqs. (7)
and setting m = 0. We require then
− 2(λ1u) = 1
2
λu, i.e. u = −(Ωu), (65)
where Ω ≡ 4λ1/λ. It should be considered as a definition of the as-yet-unknown
function λ(p, t). This relation formally ensures the correspondence between the first
equations of the systems (39) and (62). In accordance with the projection method,
we now multiply the second equation of the system (39) by −Ω, which allows one to
obtain the second equation in the same form as in (62), provided
(Ωλ1) = λ, (66)
Ω˙− 2[λ2Ω] = 0. (67)
The algebraic equation (66) has the solutions λ = ±λgr, where λgr is defined by
Eq. (63). Both of the two values provide a CPT invariant structure of the KEs (62).
One can then straightforwardly verify that the solutions satisfy Eq. (67). Finally,
the third equation is recovered by setting v = (Ωv). One can also demonstrate that
the vector components of the system (39) does not contribute to the KE system in
graphene.
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4.5 Energy conservation law
Following Ref. [23], we will discuss the energy conservation law in 3+1 QED in the
case of an arbitrary polarization of the external electric field. If one differentiates the
density of quasienergy (28) with respect to time, one obtains
E˙q(t) = E(t)J(t), (68)
where E(t) = Ein(t) +Eex(t) is the total electric field strength, and the total current
J(t) is defined in Eqs. (24)–(25). Maxwell’s equation for the internal (plasma) field
reads
E˙in(t) = −J(t). (69)
Using Eqs. (68) and (69), one deduces the conservation law
d
dt
[
Eq(t) +
1
2
E2in(t)
]
= (EexJ). (70)
This expression means that the work done by the external field changes both the en-
ergy of the quasiparticles and that of the inner field. A specific case of the relation (70)
was considered in Ref. [33]. An analogous equation takes place also in graphene [23].
5 Conclusion
In the present study, we conducted a detailed analysis of the complete system of
twelve kinetic equations, which are utilized for describing vacuum production and
evolution of EPP under the action of a strong time-dependent spatially homogeneous
electric field of arbitrary polarization. First, we presented a brief overview of the well-
known properties of the KE system (Sect. 2). The physical meaning of all the twelve
basic functions was investigated by deriving the macroscopic mean quantities such
as current, energy-momentum tensor, and spin tensor (Sect. 3). It was also shown
that the general KE system represents a combination of two subsystems describing
the quasiparticle and spin degrees of freedom, respectively, including the vacuum
polarization effects (Sect. 4). For these two subsystems, the corresponding integrals
of motion were identified. We proposed a projection method which allowed us to
systematically derive two particular cases of the KE system: that for the case of a
linearly polarized electric field [10,14,15,16] and for the low-dimensional model of
graphene [23]. Finally, in Appendix an instantaneous basis approach was described
in detail and employed in order to deduce the general KE system.
This investigation reveals more detailed information on the properties of the KE
system in the case of general time-dependent external fields and should enhance our
understanding of how the 12 basic components are related to the physical character-
istics of EPP.
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Appendix: Instantaneous basis approach
The main idea of this approach is to decompose the field operator by means of the
basis set of the instantaneous eigenfunctions of the one-particle Hamiltonian H(t) =
α[−i∇ − eA(t)] + βm and formulate the problem in terms of the corresponding
coefficients. They contain all the information about the production probabilities, and
the system of differential equations involving these coefficients is equivalent to the
system (2).
We introduce the orthonormal and complete set of the eigenfunctions of the Hamil-
tonian at each given time instant t, so these functions have not only spatial depen-
dence, which is trivial due to the homogeneity of the external field, but also implicit
temporal dependence since the Hamiltonian incorporates a nonstatic external field.
The explicit form of the functions of the instantaneous basis reads
φ+p,s(x, t) = (2π)
−3/2 eipxus(p, t),
φ−p,s(x, t) = (2π)
−3/2 e−ipxvs(p, t),
+ǫ(p, t) = ω(p, t),
−ǫ(p, t) = −ω(−p, t), (A.1)
where we will employ the bispinors from Eqs. (8), and the plus (minus) sign indicates
that the corresponding energy ±ǫ(p, t) is positive (negative). Let us define two sets
of solutions of the time-dependent Dirac equation {±Φp,s(x)} and {±Φp,s(x)} deter-
mined by the following conditions at t = tin and t = tout, when the external field is
switched on and off, respectively:
±Φp,s(x, tin) = φ
+
p,s(x, tin),
±Φp,s(x, tout) = φ
−
p,s(x, tout). (A.2)
In what follows, we will refer to these two sets as the in and out solutions, respectively.
They can be used to decompose the field operator. For instance, in terms of the in
solutions, the decomposition reads
ψ(x, t) =
∑
s
∫
d3p
[
ain,s(p)+Φp,s(x, t) + b
†
in,s(p)−Φp,s(x, t)
]
, (A.3)
which corresponds to the Heisenberg representation. In terms of the instantaneous
basis, the field operator is expanded as
ψ(x, t) =
∑
s
∫
d3p
[
as(p, t)φ
+
p,s(x, t) + b
†
s(p, t)φ
−
p,s(x, t)
]
. (A.4)
This expansion immediately leads to the representation of the field Hamiltonian dis-
played in Eq. (11).
One can demonstrate that the number density of electrons produced with momen-
tum p in the spin state s can be evaluated via
dNp,s
d3p
= lim
t→tout
〈a†s(p, t)as(p, t)〉, (A.5)
where the averaging corresponds to the in vacuum state defined by means of the
in creation/annihilation operators which appear in Eq. (A.3). In order to calculate
the vacuum expectation value in Eq. (A.5), one should express the time-dependent
operators as(p, t) in terms of the in operators. To this end, we decompose the in
solutions with the aid of the instantaneous basis:
+Φp,s(x, t) =
∑
s′
∫
d3q
[
dss′(p,q, t)φ
+
q,s′ (x, t) + ess′ (p,q, t)φ
−
q,s′ (x, t)
]
, (A.6)
−Φp,s(x, t) =
∑
s′
∫
d3q
[
fss′(p,q, t)φ
+
q,s′ (x, t) + gss′(p,q, t)φ
−
q,s′ (x, t)
]
. (A.7)
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Since the external field does not depend on the coordinates, the spatial dependence
of the in solutions is also evident:
±Φp,s(x, t) = (2π)
−3/2e±ipx ±Φs(p, t). (A.8)
As a result, the coefficients have a diagonal form with respect to momentum:
dss′ (p,q, t) = δ(p− q)u†s′(p, t)+Φs(p, t) ≡ δ(p− q)dss′ (p, t), (A.9)
ess′ (p,−q, t) = δ(p− q)v†s′ (−p, t)+Φs(p, t) ≡ δ(p− q)ess′ (−p, t), (A.10)
fss′(p,−q, t) = δ(p− q)u†s′(−p, t)−Φs(p, t) ≡ δ(p− q)fss′ (−p, t), (A.11)
gss′ (p,q, t) = δ(p− q)v†s′ (p, t)−Φs(p, t) ≡ δ(p− q)gss′ (p, t). (A.12)
Using these expressions and plugging then the decompositions (A.6) and (A.7) into
Eq. (A.3), one establishes the following relations:
as(p, t) =
∑
s′
[
ds′s(p, t)ain,s′(p) + fs′s(p, t)b
†
in,s′(−p)
]
, (A.13)
b+s (p, t) =
∑
s′
[
es′s(p, t)ain,s′(−p) + gs′s(p, t)b†in,s′(p)
]
. (A.14)
Using then Eqs. (A.5) and (A.13), one obtains the following expression for the number
density of particles created:
(2π)3
V
dNp,s
d3p
= lim
t→tout
∑
s′
|fs′s(p, t)|2. (A.15)
Our aim is to derive equations which govern the evolution of the function fs,s′ . It can
be achieved if one makes use of the fact that the function −Φp,s is a solution of the
Dirac equation:
[i∂t −H(t)]
∑
s′
[
fss′(p, t)φ
+
p,s′ (x, t) + gss′(−p, t)φ−−p,s′(x, t)
]
= 0. (A.16)
Here we have changed the sign of p. Using then the explicit form (A.1) of the instan-
taneous eigenfunctions and projecting Eq. (A.16) onto this basis set, we receive the
following system of equations:
if˙s,1 + ifs,1u
†
1u˙1 + ifs,2u
†
1u˙2 + igs,1u
†
1v˙1 + igs,2u
†
1v˙2 = ω(p)fs,1,
if˙s,2 + ifs,1u
†
2u˙1 + ifs,2u
†
2u˙2 + igs,1u
†
2v˙1 + igs,2u
†
2v˙2 = ω(p)fs,2,
ig˙s,1 + ifs,1v
†
1u˙1 + ifs,2v
†
1u˙2 + igs,1v
†
1v˙1 + igs,2v
†
1v˙2 = −ω(p)gs,1,
ig˙s,2 + ifs,1v
†
2u˙1 + ifs,2v
†
2u˙2 + igs,1v
†
2v˙1 + igs,2v
†
2v˙2 = −ω(p)gs,2,
(A.17)
where we have omitted the arguments of the time-dependent functions and of the
bispinors. The value of s determines the initial conditions, gss′(−p, tin) = δss′ . We
combine then the s′ components defining the vector f†s = [f
∗
s,1, f
∗
s,2] (similar expression
is introduced for g†s). The system (A.17) can be now rewritten using matrix notation:
f˙s(p, t) =M1fs(p, t) +M2gs(−p, t),
g˙s(−p, t) =M3fs(p, t) +M4gs(−p, t).
(A.18)
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The form of the matricesMi will be discussed below. Although this system can already
be utilized in numerical computations, we will formulate the equations in terms of
the following 2× 2 matrices:
f(p, t) =
∑
s
fs(p, t)f
†
s(p, t), g(p, t) =
∑
s
gs(−p, t)g†s(−p, t),
y+(p, t) =
∑
s
gs(−p, t)f†s(p, t), y−(p, t) =
∑
s
fs(p, t)g
†
s(−p, t).
(A.19)
The system (A.18) now reads
f˙(p, t) =M1f(p, t) + f(p, t)M
†
1 +M2y
+(p, t) + y−(p, t)M †2 ,
g˙(p, t) =M4g(p, t) + g(p, t)M
†
4 +M3y
−(p, t) + y+(p, t)M †3 ,
y˙+(p, t) =M4y
+(p, t) + y+(p, t)M †1 +M3f(p, t) + g(p, t)M
†
2 ,
y˙−(p, t) =M1y
−(p, t) + y−(p, t)M †4 +M2g(p, t) + f(p, t)M
†
3 .
(A.20)
Instead of 8 complex components, we have now 16 which possess, however, symmetry
properties regarding Hermitian conjugation, i.e., the matrices f(p, t) and g(p, t) are
Hermitian and y−(p, t) is the Hermitian transpose of y+(p, t). Therefore, the num-
ber of the independent components remains the same. One can explicitly verify the
following relations:
M1 =M
† − iωI, M4 =M † + iωI, (A.21)
M3 = −M2 = e
2ω2ω+
[
P(PE)− ωω+E
]
σ ≡ Ξ. (A.22)
Moreover, the matrix elements of M obey M11 = M
∗
22 and M21 = −M∗12. The real
part of the diagonal elements of this matrix vanishes and the residual part of M
becomes antihermitian. Taking this into account, we arrive at
f˙(p, t) = [f(p, t), Θ] − [Ξy+(p, t) + y−(p, t)Ξ] ,
g˙(p, t) = [g(p, t), Θ] +
[
y+(p, t)Ξ + Ξy−(p, t)
]
,
y˙+(p, t) = [y+(p, t), Θ] + [Ξf(p, t)− g(p, t)Ξ] + 2iωy+(p, t),
y˙−(p, t) = [y−(p, t), Θ] + [f(p, t)Ξ − Ξg(p, t)]− 2iωy−(p, t),
(A.23)
where
Θ ≡ ie[PE]
2ωω+
σ. (A.24)
At time instant t = tin, we have g(p, tin) = I while all of the other matrices vanish.
The system (A.23) was first derived in Ref. [18]. If one expresses the matrices in
the Pauli representation, this system will turn to that presented in Eq. (2). This
transformation is described in detail, e.g., in Ref. [21].
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