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Abstract—Motivated by systems where the information is rep-
resented by a graph, such as neural networks, associative mem-
ories, and distributed systems, we present in this work a new
class of codes, called codes over graphs. Under this paradigm,
the information is stored on the edges of an undirected graph,
and a code over graphs is a set of graphs. A node failure is the
event where all edges in the neighborhood of the failed node
have been erased. We say that a code over graphs can tolerate
ρ node failures if it can correct the erased edges of any ρ failed
nodes in the graph. While the construction of such codes can
be easily accomplished by MDS codes, their field size has to be
at least O(n2), when n is the number of nodes in the graph. In
this work we present several constructions of codes over graphs
with smaller field size. In particular, we present optimal codes
over graphs correcting two node failures over the binary field,
when the number of nodes in the graph is a prime number. We
also present a construction of codes over graphs correcting ρ
node failures for all ρ over a field of size at least (n+ 1)/2− 1,
and show how to improve this construction for optimal codes
when ρ = 2, 3.
I. INTRODUCTION
The traditional setup to represent information is by a vec-
tor over some fixed alphabet. Although this commonly used
model is the most practical one, especially for storage and
communication applications, it does not necessarily fit all
information systems. In this work we study a different ap-
proach where the information is represented by a graph.
This model is motivated by several information systems. For
example, in neural networks, the neural units are connected
via links which store and transmit information between the
neural units [5]. Similarly, in associative memories, the in-
formation is stored by associations between different data
items [11]. These two examples mimic the brain functional-
ity which stores and processes information by associations
between the information units. Furthermore, representing
information in a graph can model a distributed storage sys-
tems [3] while every two nodes can share a link with the
information that is stored between the nodes.
In this paper we present a new class of codes which we
call codes over graphs. Under this setup we assume that there
is an undirected complete graph with n nodes (vertices) such
that the information is stored on the edges connecting between
every two nodes in the graph, including self loops. The in-
formation on each edge is a symbol over some fixed alphabet
so every graph can be represented by the symbols stored in
each of the (n+12 ) edges, and a code over graphs is simply
a set of graphs. A node failure is the event where all edges
in the node’s neighborhood have been erased, and the goal
of this work is to construct codes over graphs that can ef-
ficiently correct node failures. Namely, we say that a code
over graphs can correct ρ node failures if it is possible to
correct the erased edges in the neighborhoods of any failed
ρ nodes. We study node failures since they correspond to the
events of failing neural units in a neural network, data loss
in an associative memory, and unavailable and failed nodes
in distributed storage systems.
Since every graph can be represented by its adjacency ma-
trix, a natural approach to construct codes over graphs is by
their adjacency matrices. Thus, this class of codes is quite
similar to the class of array codes, such as maximum-rank
array codes [7], B codes [10], EVENODD codes [1], RDP
code [2], X-codes [10], and regenerating codes [4], [6], [9].
However, there are two main differences between classical ar-
ray codes and codes over graphs. First, since the graphs are
undirected, the matrices are symmetric and square. Second, a
failure of the ith node in the graph corresponds to the fail-
ure of the ith row and ith column in the adjacency matrix.
Most existing constructions of array codes are not designed
for symmetric or even square matrices. Furthermore, these
constructions do not support the row-column failure model.
The closest model to this setup is the one studied by Roth
for crisscross errors [7], in which a fixed number of rows and
columns have failed. While it is possible to use some of the
results from [7], we will show in the paper that they do not
provide codes over graphs with good parameters.
Assume a code over graphs with n nodes such that every
edge stores a symbol. If ρ nodes have failed then the number
of edges that were erased is(
n+ 1
2
)
−
(
n− ρ+ 1
2
)
= ρn−
(
ρ
2
)
. (1)
Therefore, the number of redundancy edges for every code
which tolerates ρ node failures is at least ρn− (ρ2). A code
over graphs which meets this lower bound on the number of
redundancy edges will be called an optimal code over graphs.
Note that it is possible to construct optimal codes over graphs
by using an [(n+12 ), (
n−ρ+1
2 ),ρn− (ρ2) + 1] MDS code. How-
ever, this will impose using a field of size at least (n+12 )− 1 =
Θ(n2). Thus, the problem under this setup is the construc-
tion of such codes over smaller fields with optimal or close
to optimal redundancy.
The rest of this paper is organized as follows. In Section II,
we formally define the graph model studied in this paper and
some preliminary results. In Section III, we present our main
result in the paper of optimal binary codes over graphs cor-
recting two node failures, when the number of nodes is prime.
In Section IV, we extend our results for codes over graphs
correcting arbitrary number of node failures over a field of
size at least (n+ 1)/2− 1. While this construction is almost
optimal with respect to the bound in (1), we show how to
improve it for optimal codes correcting two and three node
failures. Lastly, in Section V, we study the existence of codes
over graphs correcting n− 2 node failures. Due to the lack
of space some proofs of the results in the paper are omitted.
II. DEFINITIONS AND PRELIMINARIES
For a positive integer n, the set {0, 1, . . . , n− 1} will be
denoted by [n]. For a prime power q, Fq is the finite field of
size q. A linear code of length n, dimension k, and minimum
distance d over Fq will be denoted by [n, k, d]q.
We will denote an undirected graph by G = (V, E), where
V = {v0, v1, . . . , vn−1} is a set of n nodes (vertices) and
E ⊆ V ×V is its edge set. By a slight abuse of notation, ev-
ery (undirected) edge in the graph will be denoted by (vi , v j)
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where the order in this pair does not matter, that is, the pair
(vi , v j) is identical to the pair (v j, vi). When possible we will
denote the edges by (vi , v j), where i > j. We assume that the
graph is simple in the sense that there are no parallel edges,
however every node can have a self loop.
A graph G over an alphabet Σ is defined by a labeling
function L : E → Σ and will be denoted by G = (V, E, L).
In this work we will extend the definition of the labeling func-
tion over V × V, i.e. L : V × V → Σ, and have 0 ∈ Σ de-
note the case in which an edge does not exist. Hence, we can
fully characterize the graph G by its vertex set V and labeling
function L, and will denote it by G(V, L), where we simply
consider it as a complete graph with self loops. Under this
setup, the adjacency matrix of the graph G is an n× n matrix
AG = [ai, j]
n−1,n−1
i=0, j=0 , where ai, j = L(vi , v j) for all i, j ∈ [n].
We will also use the lower-triangle-adjacency matrix of G to
be the n× n matrix A′G = [a′i, j]n−1,n−1i=0, j=0 such that a′i, j = ai, j
if i > j and otherwise a′i, j = 0. For i ∈ [n], the neighborhood
of the ith node, denoted by Ni, is the set of edges connected
to this node. Since we assumed the graph is complete, the
neighborhood is simply the set Ni = {(vi , v j)| j ∈ [n]}.
Let Σ be a ring and G1 and G2 be two graphs over Σ with
the same nodes set V. The operator ”+ ” between G1 and
G2 over Σ, is defined by G1 + G2 = G3, where G3 is the
unique graph satisfying AG1 + AG2 = AG3 . Similarly, the
operator ” · ” between G1 and an element α ∈ Σ, is denoted
by α · G1 = G3, where G3 is the unique graph satisfying
α · AG1 = AG3 .
Definition 1. A code over graphs of size M, length n over Σ
is a set of undirected graphs CG = {Gi = (Vn, Li)|i ∈ [M]}
over Σ where Vn = {v0, . . . , vn−1}. We denote such a code
by G-(n,M)Σ and in case Σ = {0, 1}, it will simply be de-
noted by G-(n,M). The dimension of a code over graphs CG
is kG = log|Σ|M, the rate is RG = kG/(
n+1
2 ), and the redun-
dancy is defined to be rG = (n+12 )− kG .
A code over graphs CG over a ring Σ will be called linear
if for every G1,G2 ∈ CG and α,β ∈ Σ it holds that αG1 +
βG2 ∈ CG . We denote this family of codes over graphs by
G-[n, kG ]Σ.
A linear code over graphs whose first k nodes contain
the (k+12 ) unmodified information symbols on their edges, is
called a systematic code over graphs. All other (n+12 )− (k+12 )
edges in the graph are called redundancy edges. In this case
we say that there are k information nodes and r = n − k
redundancy nodes. The number of information edges is
kG = (k+12 ), the redundancy is rG = (
n+1
2 ) − (k+12 ), and
the rate is RG = (k+12 )/(
n+1
2 ). We denote such a code bySG-[n, k]Σ.
A node failure is the event, where all the edges incident
to the failed node are erased in the graph, that is, its neigh-
borhood set. In this case the failed node is known and it is
required to complete the values of the edges in the node’s
neighborhood, which leads us to the following definition.
Definition 2. A code over graphs is called a ρ-node-erasure-
correcting code if it can correct the failure of any ρ nodes in
each graph in the code.
The minimum redundancy rG of any ρ-node-erasure-
correcting code of length n, satisfies
rG >
(
n+ 1
2
)
−
(
n− ρ+ 1
2
)
= ρn−
(
ρ
2
)
. (2)
A code over graphs satisfying this inequality with equality
will be called optimal. Hence for systematic codes over graphs
the number of redundancy nodes is at least ρ. Note that for all
n and ρ, one can always construct an optimal ρ-node-erasure-
correcting code from an [(n+12 ), (
n−ρ+1
2 ),ρn− (ρ2) + 1] MDS
code. However, then the field size of the code will be at least
(n+12 ) − 1 = Θ(n2). Our goal in this work is to construct
ρ-node-erasure-correcting codes over small fields. When pos-
sible, we seek the field size to be binary and in any event at
most O(n).
A closely related construction to our problem was given
by Roth in [7]. In this work he presented a construction of
maximum-rank array codes that can correct the failure of
any combination of some µ rows and columns. Even though
his construction results with square matrices, they are not
necessarily symmetric. Yet, it is possible to slightly modify
his construction in order to achieve SG-[n, n− 2ρ]q ρ-node-
erasure-correcting codes over Fq for q > n − 1, and hence
the number of redundancy edges is 2ρn − (2ρ2 ). We will
show that our construction in Section IV can improve these
codes such that the number of redundancy edges to construct
ρ-node-erasure-correcting codes will be only ρn. The next
example exemplifies the definitions of codes over graphs.
𝑣0 𝑣1
𝑣2
𝑎0
𝑎1
𝑎2
𝑎0 + 𝑎1
𝑎0 + 𝑎2
𝑎1 + 𝑎2
Fig. 1. An SG-[3, 2] single-node-
erasure-correcting code.
Example 1. The following
codes over graphs, given in
Fig. 1, is a binary systematic
single-node-erasure-correcting
code of length 3. The infor-
mation bits are stored in the
edges of the subgraph con-
taining nodes v0 and v1. The
remaining three redundancy
edges are completed in a way
that the edges in the neighborhood of each node belong to a
simple parity code of length three.
The code construction from Example 1 is easily extended
for arbitrary number of nodes by simple parity constraints
for the neighborhoods of each node. Next we study the more
interesting case of double-node-erasure-correcting codes.
III. DOUBLE-NODE-ERASURE-CORRECTING CODES
In this section we present a construction of binary double-
node-erasure-correcting codes. We use the notation 〈a〉n to
denote the value of (a mod n).
Throughout this section we assume that n > 5 is a prime
number. Let G = (Vn, L) be a code over graphs with n ver-
tices. Let us define for m ∈ [n− 1]
Sm =
{{
(vm, v`) | ` ∈ [n− 1]
}
,m ∈ [n− 2],{
(v`, v`) | ` ∈ [n− 1]
}
,m = n− 2.
and for m ∈ [n]
Dm=
{
(vk,v`)|k, `∈ [n]\{n−2},〈k+`〉n=m
}∪{(vn−1,vn−2)}.
The sets Sm where m ∈ [n− 2], will be used to represent par-
ity constraints on the neighborhood of each node, which corre-
spond to rows in the adjacency matrix. Similarly, the sets Dm
will represent parity constraints on the diagonals of the adja-
cency matrix. Note that for all m ∈ [n− 1], |Sm| = n − 1
and for all m ∈ [n], |Dm| = n+12 .
Example 2. The sets Sm,Dm for n = 7 are marked in Fig. 2.
Note that entries on lines with the same color belong to the
same parity constraints.
0 0 0 0 0 0
0 0 0 0 0
0 0 0 0
0 0 0
0 0
0
𝐷6 𝐷0 𝐷1 𝐷2 𝐷3 𝐷4 𝐷5
6
6
0
0
1
1
2
2
3
3
4
4
4
5
5
0 0 0 0 0 0
0 0 0 0 0
0 0 0 0
0 0 0
0 0
𝑆0 𝑆1 𝑆2 𝑆3 𝑆4 𝑆5 0
(a) Neighborhood Parity Paths
0 0 0 0 0 0
0 0 0 0 0
0 0 0 0
0 0 0
0 0
0
𝐷6 𝐷0 𝐷1 𝐷2 𝐷3 𝐷4 𝐷5
6
6
0
0
1
1
2
2
3
3
4
4
4
5
5
0 0 0 0 0 0
0 0 0 0 0
0 0 0 0
0 0 0
0 0
𝑆0 𝑆1 𝑆2 𝑆3 𝑆4 𝑆5 0
(b) Diagonal Parity Paths
Fig. 2. The neighborhoods and diagonals sets.
Recall that for m ∈ [n] the failure set Fm of the
mth node is its neighborhood set which we denote by
Fm = {(vm, v`) | ` ∈ [n]}.
Claim 1 The sets Sm,Dm, Fm satisfy the following properties.
(a) For all pairwise distinct i, j, h ∈ [n− 2], Sh ∩ (Fi ∪ Fj) =
{(vh, vi), (vh, v j)}.
(b) For all distinct i, j ∈ [n − 2], Sn−2 ∩ (Fi ∪ Fj) =
{(vi , vi), (v j, v j)}.
(c) For all i ∈ [n − 2], s ∈ [n] \ {〈i− 2〉n}, Ds ∩ Fi =
{(v〈s−i〉n , vi)}.
(d) For all distinct i, j ∈ [n − 2], D〈 j−2〉n ∩ (Fi ∪ Fj) ={(v〈 j−i−2〉n , vi)}.
(e) For all distinct i, j ∈ [n − 2], D〈i+ j〉n ∩ (Fi ∪ Fj) ={(vi , v j)}.
We are now ready to present the construction of binary
SG-[n, n− 2] double-node-erasure-correcting codes.
Construction 1 For all n > 5 prime number let CG1 be the
following code:
CG1=
{
G=(Vn, L)
∣∣∣∣∣(a)∑(vi ,v j)∈SmL(vi , v j)=0,m∈[n− 1](b)∑(vi ,v j)∈Dm L(vi , v j) = 0,m ∈ [n]
}
.
Note that in this construction we had two sets of constraints.
In the first set we had n− 1 constraints and we call them con-
straint Sm for m ∈ [n− 1]. Similarly, we call constraint Dm
for m ∈ [n]. Furthermore, the edge (vn−1, vn−2) appears in
each of the diagonal sets in order to have successul decoding
when the failed nodes are i ∈ [n− 2] and j = n− 2 (due to
the lack of space we do not consider this case in the proof).
Lastly, the correctness of this construction could be proved
by defining a minimum distance for codes over graphs and
showing that the minimum distance of this code is 3. How-
ever, this will not provide a decoding algorithm as we present
in the following proof.
Theorem 3. The code CG1 is an optimal binary double-node-
erasure-correcting code.
Proof: Assume that nodes i, j ∈ [n], where i < j are the
failed nodes. We will show the correctness of this construc-
tion by explicitly showing its decoding algorithm. We will
only consider the more difficult case of i, j ∈ [n− 2].
In this case we show an explicit algorithm which decodes
all the erased edges. First, we denote the single parity syn-
dromes for m ∈ [n− 1] \ {i, j} by
Ŝm = ∑
(vk ,v`)∈Sm\(Fi∪Fj)
L(vk, v`),
and the diagonal parity syndromes for m ∈ [n] by
D̂m = ∑
(vk ,v`)∈Dm\(Fi∪Fj)
L(vk, v`).
Let d = 〈 j− i〉n, x = 〈−1− d−1〉n and y = 〈−1+ d−1〉n.
The decoding procedure is described in Algorithm 1.
Algorithm 1
1: bprev ← 0
2: for t = 0, 1, . . . , x do
3: s1 ← 〈−d(t+ 1)− 2〉n
4: s2 ← 〈s1 + j〉n
5: if (s1 /∈ {i, j, n− 1}) then
6: L(vs1 , v j)← D̂s2 + bprev
7: L(vs1 , vi)← Ŝs1+L(vs1 , v j)
8: bprev ← L(vs1 , vi)
9: if (s1 = j) then
10: L(vs1 , v j)← D̂s2 + bprev
11: L(vi , vi)← Ŝn−2+L(vs1 , v j)
12: bprev ← L(vi , vi)
13: if s1 = n− 1 then
14: L(vs1 , v j)← D̂s2 + bprev
15: bprev ← 0
16: for t = 0, 1, . . . , y do
17: s1 ← 〈d(t+ 1)− 2〉n
18: s2 ← 〈s1 + i〉n
19: if (s1 /∈ {i, j, n− 1}) then
20: L(vs1 , vi)← D̂s2 + bprev
21: L(vs1 , v j)← Ŝs1+L(vs1 , vi)
22: bprev ← L(vs1 , v j)
23: if (s1 = i) then
24: L(vs1 , vi)← D̂s2 + bprev
25: L(v j , v j)← Ŝn−2+L(vs1 , vi)
26: bprev ← L(v j , v j)
27: if s1 = n− 1 then
28: L(vs1 , vi)← D̂s2 + bprev
Denote F(t) as the set of uncorrected edges in the first loop
and F˜(t) in the second loop, so F(0) = Fi ∪ Fj and F˜(0) =
F(x). Denote s(t)1 and s
(t)
2 the values of s1 and s2 respectively
on iteration t in the first loop. The values of s˜(t)1 and s˜
(t)
2 will
be defined similarly for the second loop. The values of s(t)1
and s(t)2 are given by:
s(t)1 = 〈−d(t+ 1)− 2〉n, s(t)2 = 〈s(t)1 + j〉n = 〈−dt+ i− 2〉n.
Similar expressions can be derived for s˜(t)1 and s˜
(t)
2 . Next, we
denote the following sets.
A = {s(t1)1 |0 6 t1 6 x}, B = {s˜(t2)1 |0 6 t2 6 y}.
Claim 2 The following properties holds:
(a) x 6= y and x+ y = n− 2.
(b) s(x)1 = s˜
(y)
1 = n− 1.
(c) i, j ∈ A or i, j ∈ B but not in both.
(d) n− 2 /∈ A ∪ B.
(e) |A| = x+ 1, |B| = y+ 1 and A ∩ B = {n− 1}
According to Claim 2(c), the variable s1 in Algorithm 1
gets the values of i and j either in the first or the second loop.
Let us assume for the rest of the proof that this happens in
the first loop, i.e. i, j ∈ A, while the second case is proved
similarly. We are now ready to show the correctness of the
first loop by induction while the proof for the second loop is
very similar.
Lemma 4. For all 0 6 t 6 x, the following properties hold:
1) If s(t)1 /∈ {i, j, n − 1} then Ds(t)2 ∩ F
(t) = {(v
s(t)1
, v j)},
S
s(t)1
∩ F(t) = {(v
s(t)1
, vi), (vs(t)1
, v j)}, and the edges
(v
s(t)1
, v j), (vs(t)1
, vi) are corrected on the tth iteration.
2) If s(t)1 = j then Ds(t)2
∩ F(t) = {(v j, v j)}, Sn−2 ∩ F(t) =
{(vi , vi), (v j, v j)} and the edges (vi , vi), (v j, v j) is cor-
rected on the tth iteration.
3) If s(t)1 = n− 1 then Ds(t)2 ∩ F
(t) = {(vn−1, v j)} and the
edge (vn−1, v j) is corrected on the tth iteration.
Proof: We prove this claim by induction on t.
Base: For t = 0 we have s(0)1 = 〈−d − 2〉n, s(0)2 = 〈i −
2〉n, and F(0) = Fi ∪ Fj. Note that in this case, s(0)1 6= i, we
will also assume that s(0)1 /∈ { j, n− 1} since these cases are
proved similarly. Hence, we need to show that,
1) D〈i−2〉n ∩ (Fi ∪ Fj) = {(v〈−d−2〉n , v j)},
2) S〈−d−2〉n ∩ (Fi ∪ Fj) = {(v〈−d−2〉n , vi), (v〈−d−2〉n , v j)}.
3) The edges (v〈−d−2〉n , v j) and (v〈−d−2〉n , vi) are
corrected on this iteration.
The proof consists of the following observations:
• According to Claim 1(d) we deduce that
D〈i−2〉n ∩ (Fi ∪ Fj)={(v〈i− j−2〉n , v j)}={(v〈−d−2〉n , v j)}
and therefore the edge (v〈−d−2〉n , v j) is corrected in
Step 6 according to the constraint D〈i−2〉n , therefore,
L(v〈−d−2〉n , v j) = D̂〈i−2〉n .
• According to Claim 1(a) we get
S〈−d−2〉n ∩ (Fi ∪ Fj) = {(v〈−d−2〉n , vi), (v〈−d−2〉n , v j)},
and therefore the edge (v〈−d−2〉n , vi) is corrected in
Step 7 according to the constraint S〈−d−2〉n , by
L(v〈−d−2〉n , vi) = Ŝ〈−d−2〉n + L(v〈−d−2〉n , v j).
Step: Assume that the property holds for t− 1, where t 6 x
and we prove its correctness for t. In this case, by Claim
2(b) and Claim 2(e) we have that s(t−1)1 6= n− 1, so we will
need to distinguish between the following cases: 1. s(t−1)1 =
j, 2. s(t−1)1 = i, and 3. s
(t−1)
1 6= i, j. We will prove the
claim for the third case while the first two cases are handled
similarly. Hence, we assume that the edges (v
s(t−1)1
, v j) and
(v
s(t−1)1
, vi), were corrected on iteration t− 1. Since we as-
sumed that s(t−1)1 6= j, we can deduce that s(t)1 6= i, and we
consider three cases:
1) s(t)1 6= j, n− 1: It is possible to show that s(t)2 /∈ {〈i−
2〉n, 〈 j− 2〉n} and by Claim 1(c), we deduce that
D
s(t)2
∩ (Fi ∪ Fj) = {(v〈s(t)2 −i〉n , vi), (v〈s(t)2 − j〉n , v j)}
= {(v
s(t−1)1
, vi), (vs(t)1
, v j)}.
By the induction assumption (v
s(t−1)1
, vi) was corrected,
so,
D
s(t)2
∩ (F(t)i ∪ F(t)j ) = {(vs(t)1 , v j)},
and the edge (v
s(t)1
, v j) is successfully corrected in Step 6
by constraint D
s(t)2
. Furthermore, by Claim 2(d) s(t)1 6=
n− 2 and since s(t)1 6= n− 1, by Claim 1(a),
S
s(t)1
∩ (Fi ∪ Fj) = {(vs(t)1 , vi), (vs(t)1 , v j)},
so it holds that S
s(t)1
∩ (F(t)i ∪ F(t)j )={(vs(t)1 , vi), (vs(t)1 , v j)}
and therefore the edge (v
s(t)1
, vi) can be successfully
corrected in Step 7 by constraint S
s(t)1
and the value of
L(v
s(t)1
, v j).
2) s(t)1 = j: As in the previous case, we first correct the
edge (v
s(t)1
, v j) = (v j, v j) by constraint Ds(t)2
. Then, by
Claim 1(b), Sn−2 ∩ (Fi ∪ Fj) = {(vi , vi), (v j, v j)} so
it holds that Sn−2 ∩ (F(t)i ∪ F(t)j ) = {(vi , vi), (v j, v j)}
and therefore the edge (vi , vi) is corrected in Step 11 by
constraint Sn−2 and the value of L(v j, v j).
3) s(t)1 = n − 1: This case is proved similarly as in the
previous case.
The correctness of the second loop is proved similarly. Fi-
nally, it is possible to show that at the end of the algorithm
the set of uncorrected edges is
F˜(y) = {(vi , v j), (vn−2, vi), (vn−2, v j)},
which can be corrected by the same arguments we used be-
fore. This completes the theorem’s proof.
The decoding algorithm presented in the proof of Theo-
rem 3 is demonstrated in the next example.
Example 3. We consider the case where n = 11 and the failed
nodes are v3 and v5, that is, i = 3, j = 5. Therefore d = 2
and x = 4, y = 5. We use here the lower-triangle-adjacency
matrix. The first loop starts with the edge (v7, v5), and ends
with the edge (v10, v5). Similarly, the second loop starts with
the edge (v3, v0) and ends with the edges (v10, v3). At the
end of this algorithm, (v5, v3), (v9, v3), (v9, v5) are the un-
corrected edges and are marked in blue.
0
1 2
2 3 4
𝑋3 𝑋4 𝑋5 𝑋6
4 5 6 𝑋7 8
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(a) Simulation of the algorithm (b) Corrected edge order
Fig. 3. The first loop is the red loop, and the second loop is the green loop.
IV. MULTIPLE-NODE-ERASURE-CORRECTING CODES
In this section we present constructions of ρ-node-erasure-
correcting codes for arbitrary ρ. An [n× n, k, d] symmetric
linear array code C over a field F is a k-dimensional lin-
ear space of n × n symmetric matrices over F, where the
minimum rank of all nonzero matrices in C is d. According
to [7], these codes can correct the erasure of any d− 1 rows
or columns in the array. A construction of binary [n× n, k, d]
symmetric linear array codes where
k =
{
n(n− d+ 2)/2 , n− d is even,
(n+ 1)(n− d+ 1)/2 , n− d is odd,
was shown in [8]. Based on these codes, we present the
following construction of binary ρ-node-erasure-correcting
codes.
Construction 2 Let C be an [n× n, k, d = 2ρ+ 1] symmet-
ric binary array code from [8], where
k =
{
n(n− 2ρ+ 1)/2 , n is odd,
(n+ 1)(n− 2ρ)/2 , n is even,
and ρ < n/2. The code over graphs CG2 is defined as follows,
CG2 = {G = (Vn, L) | AG ∈ C} .
Theorem 5. For all ρ < n/2 and
kG =
{
n(n− 2ρ+ 1)/2 , n is odd,
(n+ 1)(n− 2ρ)/2 , n is even,
the code CG2 is a G-[n, kG ] ρ-node-erasure-correcting code.
Note that this construction does not provide optimal ρ-
node-erasure-correcting codes since
rG =
{
nρ , n is odd,
(n+ 1)ρ , n is even,
which does not meet the bound in (2). For example, for ρ = 2
the difference between the code redundancy and the bound
is one redundancy bit for n odd and three bits for n even.
We note that for n even we have another construction with
redundancy rG = nρ, however it requires a field of size q >
n/2. Lastly, we prove that it is possible to construct optimal
systematic codes for ρ = 2, 3 for q > n+ 1; due to the lack
of space we only present the construction for ρ = 3.
Let G = (Vn, L) be a graph over a field Fq. For a set
of edges U ⊆ Vn × Vn, we define cU ∈ F|U|q to be a
vector over Fq of length |U|, where its entries are the la-
bels of the edges in the set U, in their lexicographic order,
while we treat every edge as (vi , v j), with i > j. For ex-
ample, if U = {(v1, v0), (v6, v3), (v6, v2), (v5, v3)}, then
cU =
(
L(v1, v0), L(v5, v3), L(v6, v2), L(v6, v3)
)
.
For ρ > 2, let Pρ be the set of all edges connecting be-
tween the first n − ρ nodes but without the self loops, i.e.,
Pρ = {(vk, v`) | k, ` ∈ [n− ρ], k > `},
and let P˜3 = P3 ∪{(vn−2, vn−2), (vn−1, vn−2), (vn−1, vn−1)}.
Next we define a new family of codes. Let Fq be a field
of size at least n + 1 and let α0,α1, . . . ,αn−1 ∈ Fq be n
nonzero different elements in the field. Let HP˜3 be the fol-
lowing 3 × ((n−32 ) + 3) matrix. The columns of the matrix
are indexed by the entries corresponding to the edge set P˜3,
that is, the set
{(i, j)∈ [n−3]2|i> j}∪{(n−2,n−2),(n−1,n−2),(n−1,n−1)},
in their lexicographic order,
HP˜3=
(1, 0) (2, 0) . . . (n− 3, n− 4) (n− 2, n− 2) (n− 1, n− 2) (n− 1, n− 1)
α
0
〈1+0〉n α
0
〈2+0〉n . . . α
0
〈n−3+n−4〉n 1 0 0
α1〈1+0〉n α
1
〈2+0〉n . . . α
1
〈n−3+n−4〉n 0 1 0
α2〈1+0〉n α
2
〈2+0〉n . . . α
2
〈n−3+n−4〉n 0 0 1
.
Hence, each column in the matrix with index (i, j) repre-
sents the edge (vi , v j) in the graph. The [(
n−3
2 ) + 3, (
n−3
2 )]q
code over a field of size q > n+ 1, whose parity check matrix
is HP˜3 will be denoted by CP˜3 .
Claim 3 For all i, j, k ∈ [n− 3], where i < j < k the columns
in the matrix HP˜3 with indices (i, j), (i, k), ( j, k) are linearly
independent.
Proof: For all i, j, k ∈ [n− 3], where i < j < k we have
that the elementsα〈i+ j〉n ,α〈i+k〉n ,α〈 j+k〉n are all different from
each other. Therefore, the columns in the matrix HP˜3 with in-
dices (i, j), (i, k), ( j, k) form a 3× 3 Vandermonde matrix and
in particular are linearly independent.
Claim 4 For all pairwise distinct i, j, k,m ∈ [n],
|Nm ∩ (Fi ∪ Fj ∪ Fk)| = 3.
We are now ready to present the construction of triple-node-
erasure-correcting codes.
Construction 3 Let n > 3 be a positive integer and q >
n+ 1 be a prime power. Let CN be an [n, n− 3, 4]q MDS
code. Let CP˜3 be an [(
n−3
2 ) + 3, (
n−3
2 )]q code. The code CG3
is defined as follows,
CG3=
{
G=(Vn, L)
∣∣∣∀m∈ [n− 2], cNm∈CN , cP˜3∈CP˜3}.
Theorem 6. The code CG3 is a G-[n, kG = (n−22 )]q triple-node-
rasure-correcting code, for q > n+ 1.
Proof: Let vi and v j and vk be the failed nodes. We will
prove the more interesting case for which i < j < k < n− 2.
First, by Claim 4, for m ∈ [n − 2] \ {i, j, k}, |Nm ∩ (Fi ∪
Fj ∪ Fk)| = 3, therefore each of the n − 5 codewords cNm ,
for m ∈ [n− 2] \ {i, j, k}, is reconstructed with the decoder
of the code CN . Next, the edges (vi , v j), (v j, vk), (vi , vk) will
be corrected with the code CP˜3 . The word cP˜3 has three era-
sures in the indices (i, j), ( j, k), (i, k) and by Claim 3, the ap-
propriate columns of HP˜3 are linearly independent. Therefore
they are corrected with the decoder of the code CP˜3 . Finally,
the codewords cNi , cN j and cNk each has three missing edges
(v`, v`), (v`, vn−2), (v`, vn−1) where ` ∈ {i, j, k}, and they
are corrected with the decoder of CN .
Lastly, we note that in this case we can also have a sys-
tematic construction of the codes in Construction 3.
V. (n− 2)-NODE-ERASURE-CORRECTING CODES
In this section we study (n − 2)-node-erasure-correcting
codes over Fq. In particular, we will find necessary and suf-
ficient conditions for the existence of optimal codes, and in
case they exist we will find the number of such codes.
Every code over graphs G-[n, kG ]q can be represented by
a generator matrix G of dimensions kG × (n+12 ) over Fq. As
done before we denote the columns of the generator matrix
G by the indices of the set {(i, j) ∈ [n]2 |i > j}, in their
lexicographic order, and so the column indexed by (i, j) is
represented by a vector gi, j ∈ FkGq .
Lemma 7. Let G be a generator matrix of a G-[n, 3]q code
over graphs CG . Then, CG is an optimal (n− 2)-node-erasure-
correcting code if and only if for all i, j ∈ [n], the vectors
gi,i , gi, j and g j, j are linearly independent.
Proof: Denote by u0, u1, u2 the information symbols in
Fq that are encoded with CG . After a failure of n− 2 nodes
we will have two nodes vi and v j where i, j ∈ [n], with three
symbols on the edges that were not erased ci,i , ci, j, c j, j. Find-
ing the correct values of the information symbols u0, u1, u2
can be achieved if and only if the equation system
[u0, u1, u2] · [gi,i , gi, j, g j, j] = [ci,i , ci, j, c j, j],
has a unique solution, that is, if and only if gi,i , gi, j and g j, j
are linearly independent.
Lastly, we conclude with the following theorem.
Theorem 8. For all positive integer n > 3 and prime power q,
there exists an optimal (n − 2)-node-erasure-correcting code
over Fq if and only if q
3−1
q−1 > n− 1, and in this case, the num-
ber of such codes over graphs is
q2(
n
2)(q− 1)(n+12 ) (q
2 + q+ 1)!
(q2 + q+ 1− n)! .
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