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Abstract
We introduce a group algebra formulation for bit-optimal decoding of binary block codes.
We use this new framework to give a simple algebraic proof that Pearl’s and Gallager’s belief
propagation decoding algorithms are bit-optimal when the Tanner graph of the code is a tree.
We believe that these derivations of known results give new insights into the issues of decoding
on graphs from the algebraic coding theorist’s point of view.
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1. Introduction
We consider a linear, binary, block code C de<ned by its parity-check matrix H =
{hij}(n−k)×n. It is common and useful for describing and analyzing decoding algorithms
to represent H by a Tanner graph [10]. In this bipartite graph, the two groups of
nodes are referred to as the check and variable nodes. Each check node corresponds
to a row of the parity-check matrix, and each variable node corresponds to a position
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Fig. 1. An (8; 4) tree code.
(coordinate) in codewords of C. When row hi has a 1 at position j, then there is a
branch in the Tanner graph between the corresponding check and variable nodes. We
are concerned only with codes whose Tanner graphs are trees, i.e., have no loops.
Fig. 1 shows the Tanner graph and the parity-check matrix H of an (8; 4) “tree”
code.
Tanner graphs (also known as factor graphs) have been used to describe and ana-
lyze various decoding algorithms in terms of message-passing between the graph nodes.
These algorithms include Gallager’s algorithms for low-density parity-check (LDPC)
codes, Pearl’s belief propagation, the Viterbi algorithm, certain fast Fourier transforms,
forward/backward BCJR algorithm, and the turbo decoding algorithm [1,5,8,9,11]. In
this paper we introduce a group algebra framework and give simple and elegant alge-
braic proof that the belief propagation decoding is bit-optimal when the Tanner graph
of the code is a tree. We believe that this derivation of a result of Pearl’s [8] gives
new insights into the issues of decoding on graphs from the algebraic coding theorist’s
point of view.
The paper is organized as follows: In Section 2, we put the bit-optimal decoding
in the group algebra framework. In Section 3, we show that the belief propagation is
bit-optimal when the Tanner graph of the code is a tree. In Section 4, we show how
Gallager’s belief propagation [3] approximates the optimal algorithm.
2. A group algebra formulation of bit-optimal decoding
2.1. A group algebra framework
Clearly, C is a subgroup of the additive group of Fn2, and the rows of the parity-check
matrix hi = {hij}1×n, 06 i¡n− k, are the group generators of the dual code C′. For
the additive groups C, C′, and Fn2, we de<ne isomorphic multiplicative groups G, G′,
and F as follows: For each c ∈C, c = c0c1 : : : cn−1, there is a corresponding c ∈G,
c = c00 
c1
1 : : : 
cn−1
n−1 . The group operation in G is multiplication ⊗: c1 ⊗ c2 = c1⊕c2 ,
where ⊕ is the addition in Fn2. It is easy to see that C ∼= G. The groups G′ and F are
de<ned in the same manner.
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Remark 1. Let ei denote the unit vector whose all components are 0 except the ith
which is 1. Note that i = 
ei ∈F, and thus
i ⊗ j = ei⊕ej =
{
i · j; i 	= j;
1; i = j:
The group algebra of a multiplicative group G over the <eld of reals R, denoted by
RG, consists of elements of the form∑
g∈G
gg; g ∈R:
Note that RG is a vector space whose basis are the elements of G. The rules for
addition and scalar multiplication are the natural ones. The algebra structure on this
vector space (the multiplication in RG) is de<ned based on the product operation in
G as 
∑
f∈G
ff

⊗

∑
g∈G
gg

= ∑
f;g∈G
fg(f ⊗ g):
Here, the concept of group algebra is introduced similarly as in [6, pp. 132–134], where
it was used for deriving the MacWilliams identities for non-linear codes.
Denition 2. The following polynomial over 1; : : : ; n shall be called the generalized
dual weight enumerator of code C:
AC =
∑
c′∈C′
n−1∏
j=0

c′j
j :
From the de<nition of RG, we see that
AC =
∑
c′∈C′
c
′
=
n−k−1∏
⊗
i=0
[1 + hi ]
and
AC ⊗ AC ⊗ · · · ⊗ AC︸ ︷︷ ︸

= 2(−1)(n−k) · AC:
There are similarities between multiplying polynomials over 1; : : : ; n and multiplying
elements of RG. Let us take a look at the following example:
Example 1. Comparing multiplication in RG and R:
• product of 1 + 01 and 1 + 23 is the same in RG and R:
(1 + 01)⊗ (1 + 23) = 1 + 01 + 23 + 0123;
(1 + 01) · (1 + 23) = 1 + 01 + 23 + 0123;
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• product of 1 + 01 and 1 + 12 is di)erent in RG and R:
(1 + 01)⊗ (1 + 12) = 1 + 01 + 12 + 02;
(1 + 01) · (1 + 12) = 1 + 01 + 12 + 2102:
Now consider two elements of RG: c1 and c2 such that c1 and c2 have disjoint
supports. We have
c1 ⊗ c2 = c1⊕c2 = c1+c2 = c1 · c2 :
In general, the following holds:
Lemma 3. Let
∑
c∈S1 c
c and
∑
c∈S2 c
c be two elements of RG associated with
subsets S1;S2 ⊂ C such that the supports of codewords in S1 and the supports of
codewords in S2 are disjoint. Then,( ∑
c∈S1
c
c
)
⊗
( ∑
c∈S2
c
c
)
=
( ∑
c∈S1
c
c
)
·
( ∑
c∈S2
c
c
)
:
We show later that Gallager’s belief propagation would be optimal for any parity-check
code (not necessarily low density) if the multiplication were carried out in RG′ rather
than in R. When there are no loops in the Tanner graph of the code, the results of
multiplication in RG′ and R are the same. Consequently, belief propagation for codes
whose Tanner graphs are trees is bit-optimal. This is all discussed in Section 3.
2.2. Bit-optimal decoding
Since the message-passing decoding algorithms on Tanner graphs directly deal only
with the generators hi of the dual code, we start with an expression for bit-optimal
decoding based on computations over the dual code C′. The expression involves all
codewords in C′. We derive its group algebra formulation which enables us to rewrite
it so that it explicitly involves only hi.
The bit-optimal decoding rule maximizes P(cm = b|r), the probability that cm equals
b∈{0; 1} given the received word r. The optimal decoder computes the log-likelihood
of bit m over code C, LCm, as
LCm = log
P(cm = 0|r)
P(cm = 1|r) : (1)
When the codewords are equiprobable and the channel memoryless, a result of Hart-
mann and Rudolph [4] (derived and presented somewhat di)erently in [2,7]) gives an
expression for computing LCm over the dual code:
LCm = log
p(rm|0)
p(rm|1) + log
∑2n−k−1
i=0
∏n−1
j=0
j =m
(p(rj|0)−p(rj|1)p(rj|0)+p(rj|1) )
c′ij
∑2n−k−1
i=0 (−1)c′im
∏n−1
j=0
j =m
(p(rj|0)−p(rj|1)p(ri|0)+p(rj|1) )
c′ij
: (2)
We <nd a group algebra interpretation of this expression.
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Let
Lj = log
p(rj|0)
p(rj|1) and j =
p(rj|0)− p(rj|1)
p(rj|0) + p(rj|1) = tanh(Lj=2): (3)
Note that Lj is the log-likelihood of bit j given only the received value rj; it could be
used for the best guess for bit j without the knowledge of the code. By substituting
(3) in (2), we obtain
LCm = log
1 + m
1− m + log
∑2n−k−1
i=0
∏n−1
j=0
j =m

c′ij
j
∑2n−k−1
i=0 (−1)c′im
∏n−1
j=0
j =m

c′ij
j
: (4)
Now, the expressions in the numerators and denominators in Eq. (4) are elements of
group algebra RF, since 1 = 0, m = 
em , and
∏n−1
j=0
j =m

c′ij
j are all in F. It is easy to
see that
2n−k−1∑
i=0
n−1∏
j=0
j =m

c′ij
j =
n−k−1∏
⊗
i=0

1 +
n−1∏
j=0
j =m
hijj

 and
2n−k−1∑
i=0
(−1)c′im
n−1∏
j=0
j =m

c′ij
j =
n−k−1∏
⊗
i=0

1 + (−1)him
n−1∏
j=0
j =m
hijj

 :
Therefore, Eq. (4) can be written as
LCm = log
1 + m
1− m + log
n−k−1∏
⊗
i=0
[1 +
∏n−1
j=0
j =m
hijj ]
n−k−1∏
⊗
i=0
[1 + (−1)him ∏n−1j=0
j =m
hijj ]
: (5)
The corresponding Cm = tanh(L
C
m=2) can be found as follows [7]:
Theorem 4. Let j de;ned by (3) be the jth soft input to the bit-optimal decoder for
code C. Then its soft output for bit m is given by
Cm = tanh(L
C
m=2) =
em ⊗
n−k−1∏
⊗
i=0
[1 + hi ]
n−k−1∏
⊗
i=0
[1 + hi ]
: (6)
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Note that in Eqs. (4) and (6), the expressions in the numerators and denominators are
elements of group algebra RF, and have to be evaluated in R before the divisions
and logarithms are performed.
3. Message-passing bit decoders
3.1. Optimal message passing
We <rst consider general parity-check codes. Let C′1 and C
′
2 be two subcodes of
the dual code C′ obtained by partitioning its set of generators hi, 06 i¡n − k. Let
I be the index set I = {0; 1; : : : ; n− k − 1}, and I1 and I2 its two disjoint subsets
such that I = I1 ∪ I2. Thus each C′l ⊂ C′ is de<ned by its set of generators hil ,
il ∈Il, l=1; 2. We show that the belief propagation is optimal (albeit computationally
complex) for general parity-check codes when certain products in R are replaced by
products in RG′. Eq. (6) for the soft output of the optimal decoder can now be written
as
Cm =
em ⊗∏⊗
i∈I1
[1 + hi ]⊗∏⊗i∈I2 [1 + hi ]∏
⊗
i∈I1
[1 + hi ]⊗∏⊗
i∈I2
[1 + hi ]
=
m ⊗ AC1 ⊗ AC2
AC1 ⊗ AC2
: (7)
Theorem 5 (O)er and Soljanin). Let
C1m =
m ⊗
∏
⊗
i∈I1
[1 +
∏n−1
j=0 
hij
j ]∏
⊗
i∈I1
[1 +
∏n−1
j=0 
hij
j ]
(8)
be the soft output of the bit-optimal decoder for code C1, and
C2j =
j ⊗
∏
⊗
i∈I2
[1 +
∏n−1
l=0 
hil
l ]∏
⊗
i∈I2
[1 +
∏n−1
l=0 
hil
l ]
=
j ⊗ AC2
AC2
(9)
be the soft outputs of the bit-optimal decoder for code C2. Then, if we replace
(update) each j in Eq. (8) by C2j given by (9), and change the real product in
Eq. (8) by the group algebra product, we obtain the soft output of the bit optimal
decoder for code C, given by (7):
Cm =
C2m ⊗
∏
⊗
i∈I1
[1 +
n−1∏
⊗
j=0
(C2j )
hij ]
∏
⊗
i∈I1
[1 +
n−1∏
⊗
j=0
(C2j )hij ]
: (10)
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Remark 6. The optimal message passing (10) from decoder of C2 to decoder of C1
does not simplify the computations required for the optimal solution (7). It only shows
how the information from decoder of C2 should be used by decoder of C1 to obtain
the optimal solution, which we need as a reference for comparison with suboptimal
algorithms. It also shows that belief propagation is optimal when the real product of
soft outputs is changed into the group algebra product.
3.2. Codes whose Tanner graphs are trees
Let C′1 and C
′
2 be two subcodes of the dual code C
′ obtained by partitioning its set
of generators hi, 06 i¡n− k. Let I be the index set I = {0; 1; : : : ; n− k − 1}, and
I1 and I2 its two disjoint subsets obtained by cutting through the lth variable node
of the Tanner graph of C′. Thus, I = I1 ∪ I2, and each C′j ⊂ C′ is de<ned by its
set of generators hij , ij ∈Ij, j = 1; 2. This is possible since the Tanner graph of C′
is a tree. The resulting Tanner graphs of C′1 and C
′
2 have only the variable node l in
common.
The following theorem establishes the result of Pearl [8] that the belief propagation
is optimal when the Tanner graph of the code is a tree.
Theorem 7. Let variable node m belong to the Tanner graph of C′1, and
C1m =
m ⊗
∏
⊗
i∈I1
[1 + hill
∏n−1
j=0
j =l
hijj ]
∏
⊗
i∈I1
[1 + hill
∏n−1
j=0
j =l
hijj ]
=
m ⊗
∑
c′∈C′1 
c′l
l
∏n−1
j=0
j =l

c′j
j
∑
c′∈C′1 
c′l
l
∏n−1
j=0
j =l

c′j
j
(11)
be the soft output of the bit-optimal decoder for code C1, and
C2l =
l ⊗
∏
⊗
i∈I2
[1 +
∏n−1
j=0 
hij
j ]∏
⊗
i∈I2
[1 +
∏n−1
j=0 
hij
j ]
=
l ⊗ AC2
AC2
: (12)
be the soft output of the bit-optimal decoder for code C2. Then if we replace (update)
l in Eq. (11) by C2l given by (12), we obtain 
C
m.
Proof. By substituting C2l for l in Eq. (11), we obtain
[C1m ]2 =
m ⊗
∑
c′∈C′1 (
l⊗AC2
AC2
)c
′
l
∏n−1
j=0
j =l

c′j
j
∑
c′∈C′1 (
l⊗AC2
AC2
)c
′
l
∏n−1
j=0
j =l

c′j
j
:
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Now let C′1;0 denote the set of codewords c
′ with c′l=0 and C
′
1;1 the set of codewords
c′l = 1. We have∑
c′∈C′1
(
l ⊗ AC2
AC2
)c′l n−1∏
j=0
j =l

c′j
j
=
∑
c′∈C′1;0
n−1∏
j=0

c′j
j +
∑
c′∈C′1;1
(
l ⊗ AC2
AC2
) n−1∏
j=0
j =l

c′j
j
=
1
AC2

AC2 · ∑
c′∈C′1;0
n−1∏
j=0

c′j
j + (l ⊗ AC2 )
∑
c′∈C′1;0
n−1∏
j=0
j =l

c′j
j


=
1
AC2
· AC2 ⊗

 ∑
c′∈C′1;0
n−1∏
j=0

c′j
j +
∑
c′∈C′1;1
n−1∏
j=0

c′j
j


=
1
AC2
(AC2 ⊗ AC1 ); (13)
where (13) follows from Lemma 3. Thus
[C1m ]2 =
m ⊗ AC1 ⊗ AC2
AC1 ⊗ AC2
;
which is precisely (7). Therefore Cm = [
C1
m ]2, and the optimal solution is reached in 2
steps.
4. Low-density parity-check codes
We illustrate Gallager’s belief propagation algorithm in our group algebra terminol-
ogy on a special one-step case. Note <rst that the expression for the log-likelihood of
the optimal decoder given by (5) can be re-written as
Lm + log
n−k−1∏
⊗
i=0
him=0
[1 +
∏n−1
j=0 
hij
j ]⊗
n−k−1∏
⊗
i=0
him=1
[1 +
∏n−1
j=0
j =m
hijj ]
n−k−1∏
⊗
i=0
him=0
[1 +
∏n−1
j=0 
hij
j ]⊗
n−k−1∏
⊗
i=0
him=1
[1−∏n−1j=0
j =m
hijj ]
: (14)
Now, let C be an LDPC code such that, for each pair of bits m and l, there is at most
one common parity-check equation, i.e., there is at most one i, 06 i6 n− k − 1 for
which him = 1 and hil = 1. In the Tanner graph terminology, we say that, for any two
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variable nodes m and l, there is at most one common check node c(m; l), i.e., there
are no loops of length 4.
The optimal soft output for bit m based solely on the channel information Lm and
the knowledge of the parity-check equations in which it participates is given by
Lm + log
n−k−1∏
⊗
i=0
him=1
(1 +
∏n−1
j=0
j =m
hijj )
n−k−1∏
⊗
i=0
him=1
(1−∏n−1j=0
j =m
hijj )
: (15)
Because of the low-density assumption (no loops of length 4), the group multiplication
above is equal to the real multiplication. Therefore, in the <rst iteration the soft output
of the Gallager’s algorithm is equal to the soft output (15), which is optimal for the
code de<ned by the parity-check equations in which bit m participates.
Let ml denote the message passed from variable node l to variable node m through
their unique common check node c(m; l), i.e.,
ml = tanh(Lml=2);
where (as proposed by Gallager in [3])
Lml = log
1 + l
1− l + log
∏n−k−1
i=0
hil=1
i =c(m;l)
(1 +
∏n−1
j=0
j =l
hijj )
∏n−k−1
i=0
hil=1
i =c(m;l)
(1−∏n−1j=0
j =l
hijj )
:
Using the low-density assumption and Theorem 7, we obtain
ml =
l ⊗
n−k−1∏
⊗
i=0
him=0;hil=1
[1 +
∏n−1
j=0 
hij
j ]
n−k−1∏
⊗
i=0
him=0;hil=1
[1 +
∏n−1
j=0 
hij
j ]
:
Upon receiving this message, the update for bit m is computed by (15) with ml in
the place of l, giving the following:
Lm + log
n−k−1∏
⊗
i=0
him=0;hil=1
[1 +
∏n−1
j=0 
hij
j ]⊗
n−k−1∏
⊗
i=0
him=1
[1 +
∏n−1
j=0
j =m
hijj ]
n−k−1∏
⊗
i=0
him=0;hil=1
[1 +
∏n−1
j=0 
hij
j ]⊗
n−k−1∏
⊗
i=0
him=1
[1−∏n−1j=0
j =m
hijj ]
: (16)
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At this point the soft output of the Gallager’s algorithm, given by (16), is the optimal
soft output for the code de<ned by the parity-check equations in which both bit m and
bit l participate. This brings us a step closer to the expression for optimal decoding of
bit m given by (14), which is based on all parity checks.
Example 2. Gallager’s decoding of bit m= 0 for the (8; 4) tree code in Fig. 1:
Initialization:
Lj = log
p(rj|0)
p(rj|1) and j =
p(rj|0)− p(rj|1)
p(rj|0) + p(rj|1) = tanh(Lj=2):
Iteration #1:
[L0]1 = L0 + log
(1 + 7) · (1 + 14)
(1− 7) · (1− 14) ; (17)
[L01]1 = L1 + log
1 + 25
1− 25 and [01]1 =
1 + 25
1 + 125
;
[L12]1 = L2 + log
1 + 36
1− 36 and [12]1 =
2 + 36
1 + 236
: (18)
Iteration #2: Substituting [01]1 for 1 in (17), and [12]1 for 2 in (18):
[L0]2 = L0 + log
(1 + 7) · (1 + 125 + 14 + 245)
(1− 7) · (1 + 125 − 14 − 245)
= L0 + log
(1 + 7)⊗ (1 + 14)⊗ (1 + 125)
(1− 7)⊗ (1− 14)⊗ (1 + 125) ;
[L01]2 = L1 + log
1 + 236 + 25 + 356
1 + 236 − 25 − 356
= L0 + log
(1 + 25)⊗ (1 + 236)
(1− 25)⊗ (1 + 236) ;
[01]2 =
1 + 25 + 1236 + 356
1 + 125 + 236 + 1356
:
Iteration #3: Substituting [01]2 for 1 in (17):
[L0]3 = L0 + log
(1 + 7)⊗ (1 + 14)⊗ (1 + 125)⊗ (1 + 236)
(1− 7)⊗ (1− 14)⊗ (1 + 125)⊗ (1 + 236) :
Thus in iteration #3 we attain the log-likelihood of the optimal decoder.
5. Conclusions
After the rediscovery of low-density parity-check codes, their decoding algorithms
have been studied by mathematical tools pertinent more to computer science than the
conventional algebraic coding theory. We proposed an entirely new approach to this
problem in [7], which gives new insights into several issues of iterative decoding. Here
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we introduced a group algebra formulation for bit-optimal decoding of parity-check
codes. In particular, we used this new framework to give simple algebraic proofs that
Pearl’s and Gallager’s belief propagation decoding algorithms are bit-optimal when the
Tanner graph of the code is a tree.
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