Introduction
A number of approaches can be used to study decisions in relationships. One is to take a classic social psychological perspective where decisions of a person in a relationship are hypothesized to be influenced by a partner in the relationship. Simpson, Griskevicius, and Rothman (2012a) started from this point-of-view and developed a new framework for studying dyadic relationships that models influence on choice/behavior based on individual preferences of two people in a relationship decomposed into separate actor and partner effects. They also deepened their dyadic model to take into account important moderators of these effects. Similarly, Woods and Hayes (2012) , building on early work by Deutsch and Gerard (1955) , construed decisions through a social influence lens and identified three social motives of decision makers functioning "to be in unity with others or to be in conflict with them" (Wood &Hayes, 2012, p.324) . Wood and Hayes (2012, p. 324) further note that their perspective builds on the "idea that social factors guide individual decision making".
We draw upon ideas from Simpson et al. (2012a) and Wood and Hayes (2012) , as well as the more general social influence tradition from which they proceed, in ways developed below. But we also take a perspective that departs from aspects of the social influence approach as generally practiced. That is, the social influence paradigm scrutinizes influence from individual person to individual person or from group to individual person. By contrast, we proceed from a social identity perspective and investigate social influence at the level of a social unit (e.g., dyad) and its effects on shared decisions. Thus our approach is steeped more in the tradition pioneered by Tajfel (1978) and others (e.g., Brewer, 1991; Turner et al., 1987) , which is based on a different level of analysis and looks at decisions in a somewhat different way. Nevertheless, there are some points of convergence between the two paradigms that we point out below.
It is important to note that we are not implying that one approach is better than another, and we are not pitting one against the other formally. Rather, we would argue that both approaches have their place and can answer questions they pose validly, given their aims and assumptions. The approaches precede from different levels of analysis and use different explanations to account for different phenomena.
Another feature of our treatment of social decisions concerns measurement error. Unlike applications of common regression methods used in surveys, we employ a procedure that explicitly corrects for random and systematic error to test hypotheses. We do this firstly in the context of representing trait, method, and error variance in a multitrait-multimethod matrix design, and then secondly in path analyses by use of structural equation models, where measurement error and method biases are corrected for in tests of hypotheses.
Decision making in relationships
Our point of departure is to conceive of the relationship of husband and wife in the family through their social selves.
1 Brewer (1991) construed the social self through the metaphor of a series of concentric circles, where each harbors different levels of distinctiveness and inclusiveness. At the center is personal identity, which she defined as "those characteristics that differentiate one individual from others within a given social context" (Brewer, 1991, p. 476) . Thus a husband and wife have personal identities wherein, in comparison to social roles they might occupy, these identities exhibit the highest degree of distinctiveness and the lowest degree of inclusiveness.
Here we can think of the husband and wife as individuals. The dyadic framework of Simpson et al. (2012a, Fig. 2, p. 307 ) could be applied here to explain the choices of husband and wife as individuals in a family context.
Expanding out from personal identity are one's social identities. We will consider two social identities in a family relationship constituted by husband and wife below. But for now we note that social identities are "categorizations of the self into more inclusive social units that depersonalize the selfconcept, where I become we (Brewer, 1 We speak of husband and wife herein because our research was conducted with families where a husband and wife were present. But we acknowledge that our theoretical development and empirical investigation apply equally well to nontraditional family settings where partners may be unmarried or from the same gender. In addition, the methods used herein apply to any two-person social entity and are not limited to husband-wife relationships.
I-intentions and We-intentions
An important distinction to make, that undergirds one difference between social influence on individuals and social influence in a group-level sense, is that between Iintentions and We-intentions. I-intentions constitute the received view in social psychology and are defined as the "person's motivation in the sense of his or her conscious plan to exert effort to carry out a behavior" by him-or herself alone (Eagly & Chaiken, 1993, p. 168) . By contrast, we propose that partners in a dyad or members of a group can make decisions jointly and form a shared intention to act. Such an approach is justified from the point of view of the theory of collective intentionality (e.g., Gilbert, 1989) , where intentions are formulated, not in individualistic terms per se, but rather as a means to reflect shared volitions and the decision to act in some sense together with another person or others, rather than alone.
There are two subtle variants of Weintentions. One might be thought of as an intention to perform a group act. For example, the wife in a husband-wife dyad might have the intention to wash dishes with her husband this evening. This seems to be the sense of philosopher Tuomela's (1995, p. 2) specification when he asserts "a commitment of an individual to participate in joint action involves an implicit or explicit agreement between the participants to engage in that joint action". Alternatively, a
We-intention can be more communal or collective in the sense of being rooted in a person's self-conception as a member of a particular group (e.g., a family, a buyer's club) or social category (e.g., one's gender, one's ethnicity), and action is conceived as either the group or category acting, whereby actors function as agents of, or with, the group or category. Here the We-intention is explicitly collaborative, co-active, or collusive. For instance, each person in a husband-wife dyad might construe an upcoming vacation as "our plan to visit Disney World".
In our study, we measured both kinds of We-intentions (see Method). The first was the intention of husband and the intention of wife to eat in a restaurant together with their family sometime during the upcoming month. Along with these intentions, husband and wife both estimated what the other's judgment was of their own intentions. This was done to implement the key informant method (see below and also under Method). These 4 measures of intentions constitute kinds of assessments based on each other's intentions to act as a member of the family. In this sense, they reflect actions in the form of social roles in the family.
The second type of We-intention we measured was a more explicitly collective one in the sense that 4 items referred, not to the individual intention to do one's part so to speak in the family to eat together in a restaurant, but rather the intention of the family members as a unit to do so. In our setting, both perspectives gave largely similar results, so hereafter we focus only on the former in the interests of brevity. But in other contexts, it is possible that the two forms of We-intentions might function differently, and we leave this open to future research. For example, some professional athletes appear to intend to play as part of their team in a relatively more selfish or In our study, We-intentions are mediators between social influence, which motivates intentions, and behavior, which depends on intentions. See Figure 2 and 3 below.
We are not the first in psychology or social research to examine We-intentions. Bagozzi and Dholakia (2006) studied We-intentions of Harley Davidson motorcycle riders in friendship groups. However, it is important to stress that they examined We-intentions with antecedents formulated entirely at the individual level (e.g., individual attitudes, emotions, subjective norms) and did not examine the relationships between or among people in friendship groups (i.e., respondents were treated as individuals). We explain We-intentions with socially shared, not individual-level variables, and we model true, jointly held psychological variables as antecedents of We-intentions. We also examine actual shared social behavior as outcome of We-intentions, which Bagozzi and Dholakia (2006) did not do.
Social influence
We take a new perspective on social action as developed below, and relate shared social constructs to intentions. Intentions are sometimes thought of in terms of motivation, as the definition above by Eagly and Chaiken (1993) mentions (see also Ajzen & Fishbein, 1980) . We prefer to conceive of intentions as decisional commitments or perhaps as summary motivations. But in any case, one property of intentions is as a target of influence. Accordingly, it is meaningful to speak of motives for agreeing with others or making joint decisions. Thus, Wood and Hayes (2012, p. 324) imply that an important research objective is "to explain why people might be influenced by others or the kind of influence that occurs" (emphasis in the original). Wood and Hayes (2012) identify 3 important classes of motives for influence: informational concerns, social concerns about others, and social concerns about the self. Likewise, Simpson et al. (2012a, b) stress that the origins of the motives lie in important moderators, which they discuss in terms of interdependence theory, attachment theory, theories of power, the communal/exchange model, social norm models, and evolutionary theories.
Social models of the sort residing in the Actor-Partner Interdependence Model or the Social Relations Model (Kenny, Kashy, & Cook, 2006) do not accomplish an important sort of explanation, as pointed out by Bagozzi (2012) and Wood and Hayes (2012) , but rather decompose variance in responses due to different actor, partner, and other partitions. However, the dyadic framework proposed by Simpson et al. (2012a) does not necessarily have this limitation, as might be concluded from one reading of their article. Indeed, their framework is an explanatory one in the spirit mentioned by Wood and Hayes (2012) . We develop a dyadic model that is consistent in intent with that proposed by Simpson et al. (2012a) , but at a group level, and one that is not as unwieldy as the one proposed by Bagozzi (2012) , which requires 3 persons in a relationship and involves more complicated analyses than proposed herein. Algesheimer, Bagozzi, and Dholakia (2018) proposed and illustrated an approach that is similar to ours in the sense of incorporating information from key informants. But our approach is more parsimonious and tractable for testing social psychological processes than theirs. Specifically, our approach to social decision making only requires information from two actors in a relationship, whereas Algesheimer et al. (2018) presented an ap-proach for three key informants which requires more data than our approach and applies to larger groups. Second, Algesheimer et al. (2018) illustrated their methodology with a simple model for one independent variable construct and one dependent variable construct. Our study investigates a theory of social action with many variables.
Our specification of motives for social influence can best be conveyed by starting with Kelman's (1974) three bases for interpersonal influence: compliance (i.e., influence based on reward or punishment aversion), internalization (i.e., acceptance of others' beliefs), and identification (i.e., influence based on liking or respect for another person). Here it seems appropriate to speak of individual compliance, individual internalization, and individual identification, and the framework proposed by Simpson et al. (2012a) applies well.
Building on Tajfel's (1978) distinctions between interpersonal and group behavior and Brewer and Gardner's (1996) specification of self-representations in collective ways, we reconceive individual compliance, internalization, and identification in more shared or mutual senses. We elaborate on each of these hereafter.
Subjective norms. Instead of construing individual compliance as personal norms and representing these through interpersonal influence processes, where each partner operates on the expectations of the other, we specify one type of relationship norms in terms of consensual agreements about what family members should do. As with individual compliance, such relationship norms can be thought to be based on the need for approval (Eagly & Chaiken, 1993) , but in lieu of conceiving the partners as separate actors operating on each other's expectations, we represent the congruences of subjective norms in terms of a shared consciousness of mutual expectations on what to do together. It may well be that shared subjective norms first emerge through interpersonal influence, but we focus on the resultant here as one category of relational norms that proximally influences We-intentions, leaving open the sources of these norms for future research, which may be dependent on multiple causes, including individual compliance processes among others. Simpson et al. (2012a, p. 311) give a number of such possibilities.
Shared internalization. Shared internalization is termed, group norms, herein and refers to the adoption of common selfguides to meet idealized values, goals, or beliefs, embraced cooperatively by husband and wife. This is a second category of relational norms, complementing subjective norms. Group norms reside in mutual personal meanings to the effect that a focal family activity is in concert with the common values, goals, or beliefs of family members (in our case, husband and wife). This is in contrast to shared subjective norms which represent mutual understanding of felt joint pressure to act as a function of other's expectations.
Shared identification.
We reconceive individual liking or respect for another as group-level identification and adapt social identity for this purpose. Three aspects of social identity are used to capture shared identification: joint cognitive awareness of membership in the dyadic family relationship, shared affective commitment to the relationship, and collective self-esteem in the relationship. These 3 components of social identity were first espoused in a primitive way by Tajfel (1978) and refined and tested experimentally by Ellemers, Kortekaas, and Ouwerkerk (1999) . See Method for measures of these constructs.
Our main hypotheses can be summarized as follows:
Hypothesis 1: The stronger the Weintentions of husbands and wives to go for meals together at restaurants in the upcoming month, the more that they will actually do so.
Hypothesis 2:
The greater the social influence motivating decisions to go for meals together at restaurants in the upcoming month, the stronger the Weintentions of husbands and wives to do so.
Hypothesis 3: Social influence comprises social identity, group norms, and subjective norms. That is, social influence can be organized mentally in a structure consisting of a second-order social identity factor and a second-order relational norms factor loading on a more abstract thirdorder social influence factor. In turn, first-order components of social identity (cognitive, affective, and evaluative dimensions) load on the second-order social identity factor, and first-order group norms and subjective norms factors load on the secondorder relational norms factor (see Figures 3 and 4) .
Construct validity and modeling random and systematic error in tests of hypotheses
Construct validity refers to the extent that a measure indicates the concept it is intended to measure (Cook & Campbell, 1979) . Operationally, construct validity has been assessed by use of the multitrait, multimethod (MTMM) matrix to evaluate two criteria: convergent validity (the degree to which multiple attempts to measure the same concept are in agreement) and discriminant validity (the degree to which measures of different concepts are distinct) (Campbell & Fiske, 1959) . Here modern practice is to apply confirmatory factor analysis (CFA) to MTMM matrix data in the assessment of the amount and source of random error and systematic error (e.g., Bagozzi, Yi, & Phillips, 1991) .
It is important to assess construct validity because excessive random and/or systematic error can affect tests of hypotheses and their interpretation. To the extent that random and systematic error exist in data, type I and type II errors of inference can occur. One way that random error is reduced is by using multiple items to achieve high reliabilities of measures of variables in one's research. The use of multiple items is nearly universal, nowadays, and such procedures as structural equation models (SEMs) take into account such error explicitly and correct for the unreliability of measures in tests of hypotheses. But even in more traditional methods of analysis, such as ANO-VA or multiple regression, averaging items of a scale often is often sufficient to overcome errors of inference due to random error, although it does so less well than by use of SEMs, because it does not model and estimate such errors explicitly, SEMs do.
A simple analogous solution is, unfortunately, not available for handling systematic error, and it has been common to ignore such error without recognizing its possible confounding effects in tests of hypotheses. Indeed, common method bias, a typical systematic error, artificially inflates measures of association, which underlie usual tests of hypotheses, and possibly leads to acceptance of hypotheses not genuinely supported by the data.
Parallel to the requirement that the computation of reliability calls for multiple items, the determination of construct validity, in general, and method bias, in particular, requires multiple methods. Probably due to the difficulty of implementing multiple methods, if not to a widespread ignorance of the presence of method bias and its implications, researchers seldom confront the possibility of method bias in tests of their hypotheses. It is standard practice nowadays to do factor analyses of measures of two or more factors and use good model fit and distinctiveness of factors as criteria for claiming convergent and discriminant validity. But because a single method typically underlies such analyses (e.g., self-report items from one type of scale), it is not possible to rule-out method biases. Adding a single "method" factor to such analyses, when it can be done, does not provide definitive evidence of method bias one way or the other, because the source and identification of such bias, if any, is confounded within the single method employed. Such issues have led some editors in journals recently to demand that "authors need at a minimum to address potential threats to validity occasioned by common methods… [so] method issues…cannot be ignored" before papers will be accepted for publication (Ashkanary, 2008, p. 263) . Multiple methods provide a way of accomplishing this within the context of CFA of MTMM matrix data, but of course require special effort to implement.
In our research, which attempts to develop and test a novel procedure for studying social influence in husband and wife dyads, we wish to be mindful of both random and systematic errors. To this end, we use the key informant methodology to generate MTMM matrix data. The key informant methodology employs people with specialized knowledge to provide information on a social entity, and was originally developed by anthropologists and sociologists to reveal facts about properties of groups, organizations, or institutions (e.g., Seidler, 1974) . Rather than reporting on their own personal feelings or opinions concerning individual behavior, key informants provide information on the characteristics of social entities or the relationships between social entities. The key informant technique has been applied most frequently in interorganizational research where buyerseller dyads have been the focus of inquiry (e.g., John & Reve, 1982; Kumar, Stern, & Anderson, 1993; Phillips & Bagozzi, 1981) .
The key informant methodology has been performed in only a limited way in psychological research. For example, Seymour and Lessne (1984) used responses of "married persons" to estimate spousal conflict in consumption on 4 dimensions by 3 different scales. Foxman, Tansuhaj, and Ekstrom (1989) used responses of family members to rate their child's general influence on purchasing. A shortcoming of these studies is that they only used key informants to measure traits or states and not to represent variables in a theory to explain and test why or how people engage in social influence and to consider different kinds of social influence, as we do herein.
We follow a two stage procedure for assessing construct validity and taking into account random and systematic error in tests of hypotheses. First, we collected MTMM matrix data for the 6 main social psychological constructs in our model of social influence in the family: cognitive social identity, affective social identity, evaluative social identity, group norms, subjective norms, and behavioral intentions. The husband and wife serve as key informants. Figure 1 presents a CFA model used to test for convergent and discriminant validity and to partition variance into that due to construct ("trait"), method, and error. We use the convention in the MTMM matrix literature calling our constructs, traits, but it should be emphasized that our constructs are psychological states, not traits. an error associated with it,  i . The two circles in the bottom row, H and W, represent method factors corresponding to husband and wife, respectively. Because method bias due to husband and wife might be associated, we estimate this as a correlation,  8, 7 . Each measure of each trait by husband or wife has an arrow impinging on it from the husband or wife method factors. These arrows, too, correspond to factor loadings.
In the analyses reported below, we first test a model without method effects as a baseline for comparison. This model hypothesizes that responses of the spouses can be explained by traits and error alone. Typically, this model is insufficient to explain data and will be rejected, but it will be suggestive of and comparative to findings for the case where researchers ignore method effects. In such cases, the validity of measures is usually over-estimated by a large amount and error variance underestimated. Next, we test the full model shown in Figure 1 , where method factors are added to the trait-error model. Results of this analysis not only permit assessment of convergent and discriminant validity of measures, but also provide estimates of construct variance, method variance, and error variance. The latter give information on the source and magnitude of effects.
The second stage in tests of hypotheses addresses the hypotheses of social influence proposed above. Here we first examine the hypotheses separately for husband alone, wife alone, and responses of husband and wife averaged. The SEM path model used to test hypotheses for these informant sources is shown in Figure 2 . The reason for beginning with these three informant sources is for comparative purposes. That is, we desire to compare findings for tests of hypotheses here to a full investigation of hypotheses where responses of both husband and wife are utilized so as to implement as complete a key informant model as possible and thereby test hypotheses while correcting for both random and systematic error. The aforementioned three key informant sources, while incomplete and limited in the information provided, provide interesting comparisons where method bias is ignored and construct validity falls short of desirable standards. Nevertheless, given previous practice in consumer research to use either the husband or wife as singular informants (e.g., Darley & Lim, 1986; Davis 1971 Davis , 1976 , to use either spouses indiscriminantly without identifying gender or marital role (e.g., Seymour & Lessne, 1984) , or to average responses of husband and wife (e.g., Munsinger, Weber, & Hansen, 1975) , it is interesting to provide such analyses for purposes of comparison. Table 4 )
RN
The main hypotheses in Figure 2 concern the posited effect of social influence (Soc) on We-intentions (I we ) and the proposed effect of We-intentions on behavior (B). The hypothesized hierarchical organization of social influence is not tested separately because it is embedded in the figure in a holistic way, and a test of the whole model contains and entails the satisfactory representation of social influence as proposed.
Here we see that overall social influence is captured as a third-order factor, with social identity (SI) and relational norms (RN) considered two second-order factor subcomponents organized underneath it hierarchically. Social identity, in turn, is hypothesized to be comprised of three first-order factor sub-dimensions of cognitive (C), affective (A), and evaluative (E) identification, and relational norms (RN) are hypothesized to consist of two first-order factor sub-dimensions of group norms (GN) and subjective norms (SN). In sum, Figure 2 summarizes Hypotheses 1-3 in a single, holistic framework, as is now common in SEM analyses. Figure 3 shows the full SEM path model, where responses of both husband and wife are incorporated together. This model is tested twice. First it is tested as pictured, such that the multiple item responses of Soc both husband and wife are utilized. The first two items measuring each factor are from husband, the second two from wife. Correlated errors are shown for husbands and for wives to capture the within-method (i.e., within informant) biases. To take into account across-method key informant bias, we ran the model a second time with separate husband and wife method factors added such that each item measuring a factor is specified to load on its respective husband or wife source factor (not drawn in Figure 3 for the sake of simplicity and readability). As with Figure 2 , Figure 3 tests Hypotheses1-3 holistically, but unlike Figure 2 , models random error and method bias in an unconfounded way.
Method

Respondents and procedure
The key informant approach (Seidler, 1974) was adopted for data collection for this research because it entails a methodology for gathering data on a social group by multiple members of the group. Families were chosen that had a husband and wife in residence, wherein the spouses served as key informants, commenting on properties of the family and the role of husband and wife, as well as their own reactions. Only those families qualified for inclusion that go to restaurants for dining at least once a month.
Spouses provided information about their own perceptions or feelings as well as their estimate of their partner's perceptions or feelings regarding restaurant eating behavior with a goal "to attend restaurants, now and then, each month, so as to build good relationships and have fun together with family members".
The data were collected through personal as well as internet (email) modes. Through the personal mode, the survey was conducted in Mumbai (the most cosmopolitan city in India with people from all walks of life) and in two cities from the central part of India (i.e., Bhopal and Hoshangabad). The data collection started with listings of different acquaintances of co-authors residing in different housing societies across the places. These were 100 families in Mumbai and 150 families in the cities from Central India. Each family was personally visited. Both husband and wife were given separate questionnaires to provide their responses. The same husband-wife family dyad was contacted again after a period of one month for the follow up and behavioral measures. Through these known families, further leads for suitable families were collected. Each of the personally known families provided at least the reference for two more families living in their own building/society. They also provided at least one more lead from some other society or when possible their email address. These prospective families were then contacted either personally when feasible or through emails. Through the internet mode, 3 types of potential respondents were contacted by emails. These were family members living far away, friends, and friends' friends. Respondents solicited via email were from various cities such as Ahmadabad, Bangalore, and New Delhi.
In total, about 1000 husband-wife family dyads were approached during the first wave of the study for their consent, of which 195 couples provided completely filled-in questionnaires. In the second wave of the study, families completing the questionnaire at the first wave were contacted again a month later. Out of these 195, a total of 150 couples provided measures of behavior (thus 76% of people completing the first wave of responses also completed the second).
Sample Characteristics
A total of 150 husbands and the 150 wives from the 150 husband-wife family dyads provided full data for the current study over the two points in time. The final sample of respondents consisted of a fairly broad and representative sample in terms of age group, years of marriage, and occupation. In terms of length of married life the dyads ranged from 2 months to 35 years, with most (77%) married between 1 and 15 years, and 41% married between 1 and 5 years. Hence, it can be safely said that the sample is a good representative of typical families in India. The final sample consisted of respondents from a fairly well distributed age group varying from 24 years to 55+ years with a predominance of husband respondents from 31 to 35 years, and wife respondents from 24 to 30 years. In terms of occupation, the maximum percentage (61 %) of husbands belonged to service class jobs, whereas the majority of wives were homemaker (66 %), both typical of India. Table 1 summarizes sample characteristics. Thus, although not from a random sample, our respondents are adult husband and wife consumers from a relatively broad profile of people in the country. 
Constructs and measures
Constructs and their measures are described below. Most measures were adapted from studies in the literature, as noted.
Social identity. The affective component of social identity was measured with two indicators each for husband and wife. The first stated, "My feelings of attachment / belongingness towards my family, as per my own estimate, are …", and the second, "My feelings of attachment / belongingness towards my family, as per my family members' estimates, are …". Responses were coded on 7-point scales, with "not at all strong" and "very strong" as end-points, and "moderately strong" as a mid-point.
The cognitive component of social identity was measured with two indicators each for husband and wife. The first stated, "My estimate of how much my self-image overlaps with the identity of my family is …", and the second, "My family members' estimate of how much my self-image overlaps with the identity of our family". Responses were coded on 7-point scales, with "not at all" to "very much" as end-points, and "moderately" as the mid-point.
The evaluative component of social identity was measured with two items each for husband and wife. The first stated, "My value/ importance to my family, as per my own estimate, is …"' and the second, "My value/ importance to my family, as per my family members' estimate, is …". Responses were coded on 7-point scales, with "not at all valuable/important" and "very valuable/important" as end-points, and "moderately valuable/important" as a midpoint.
The affective, cognitive, and evaluative items were collectively introduced with the following sentences: "Building good relationships and having fun together in the family can be considered as a goal for you to some extent. One way of achieving the said goal can be by having meals at restaurants with your family members. Now kindly respond to the following questions regarding the said situation you are requested to imagine, as it applies to you personally and represents the actual experiences in your family". Then for the affective, cognitive, and evaluative items, respectively, the following sentences were used to introduce each component of social identity: "The extent to which I and my family members' feel attachment and belongingness to our family can be best expressed as …", "The extent to which my own and my family members' self-image overlaps with the identity of our family as a whole can be best expressed as …", and "The extent to which I and my family members' believe that they are valuable / important members of our family can be best described as …". We adapted items to measure social identity from Bagozzi and Lee (2002) .
Relational norms: Group norms and subjective norms were measured with two items each by both husband and wife. For group norms, the items were introduced with the statement, "With respect to having meals at restaurants with family members sometime during the next month, I and my family members' share values, goals, and beliefs to the extent indicated below". The two items that both husband and wife responded to were, "The extent to which I share values, goals, and beliefs with my family members as per my own estimate, is …", and "The extent to which I share values, goals, and beliefs with my family members as per my family members' estimates, is …". Responses were coded on 7-point scales, with "very little shared in common" to "very much shared in common" as endpoints, and "a moderate amount shared in common" as a mid-point. The items were adapted from Bagozzi and Dholakia (2006) .
The subjective norm items were introduced with the request, "Please express how strongly most members of your family feel about having meals at a restaurant together". The first item asked husbands and wives to respond to the statement, "Most of my family members feel that I …", and a 7-point "should not" to "should" scale was used to record responses, with regard to "having meals at restaurants with my family members sometime during next one month". The second item asked husbands and wives to respond to the statement, "Most of my family members would …", and a 7-point "disapprove" to "approve" scale was used to record responses, with respect to "having meals at restaurants with my family members sometime during the next one month". The measures were drawn from Ajzen (1991) .
Behavioral intentions. Two items were used to measure behavioral intentions for both husbands and wives. We employ the sense of We-intentions where each person in the husband-wife dyad indicates his or her intention to perform the shared family act of eating together in a restaurant. The items were introduced with the following statement: "Please answer the following questions about you and your family members' intention to have meals at restaurants with your family sometime during the next one month". The first item stated, "The strength of my intention to have meals at restaurants along with my family members" as per my own estimate is …", while the second item said, "The strength of my intention to have meals at restaurants along with our family members as per my family members' estimate is …". Responses were recorded on 7-point scales, with "weak intention" and "strong intention" as end-points, and "a moderately strong intention" as a midpoint. The items are variants of what has been termed, we-intentions or shared intentions (Bagozzi & Dholakia, 2006) .
Behavior. Husbands and wives both answered the following two items one month after responding to social identity, normative, and intention items. The first item asked, "How many times in a typical one month period do you go for meals at restaurants with your family members?" A 7-point response scale was used with "never", "almost never", "sometimes", "regularly", "often", quite often", and "always" as response alternatives. The second item asked, "How many times did you go for meals at restaurants with your family members in the past one month?". A 6-point scale was used with "1 time" , "2 times", "3 times", "4 times", "5 times", and "other (specify number)" as response alternatives.
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Analytical Procedures
Structural equation models were used to implement the multitrait -multimethod matrix analyses, as well as the path models (e.g., Iacobucci, 2010 , 2011 , Jöreskog & Sörbom, 1999 . Satisfactory model fits were determined by the χ 2 -test, as well as RMSEA, NNFI, CFI, and SRMR, where commonly accepted cut-offs for the latter 4 indices are ≤ .06, ≥ .95, ≥ .95, and ≤ .08, respectively (Hu & Bentler, 1999 ). An emerging consensus suggests that satisfactory models are achieved when 3 of 4 of the goodness-of-fit indices meet the standards. All our models met or exceeded these standards. Table 2 presents the means, standard deviations, and reliabilities for measures of all constructs. It can be seen that all reliabilities are satisfactory with alpha varying from .76 to .96 and pair-wise reliability correlations varying from .64 to .92 (Nunnally, 1978) . 
Results
Construct Validity
Confirmatory factor analysis was applied to the measures of constructs in a two-step process to assess construct validity (Bagozzi & Yi, 2012) . First, a 6-factor trait plus measurement error model was applied, with two indicators per trait corresponding to information on the family relationship provided by husband and wife, respectively, and allowing for correlations among the 6 factors. This model fit poorly, suggesting that traits plus measurement error do not fully explain variation in the measures and implying that systematic error (i.e., method bias) likely accounts for this poor model fit: χ 2 (39) = 94.74, p =.00, RMSEA = .10, NNFI = .91, CFI = .94, and SRMR = .05.
We therefore re-specified the model to take into account method bias (see Figure 1) . This model fit very well overall: χ 2 (26) = 35.97, p =.09, RMSEA = .04, NNFI = .97, CFI = .99, and SRMR = .03. All factor loadings on traits were high and significant (range: .50 -.95), whereas factor loadings on the two method factors were generally lower and in 4 cases non-significant (range: .02-.61). The two method factors were not significantly correlated: φ 87 = .35 (.19; t = 1.83). These findings support the establishment of convergent validity. Table 3 presents a summary of partitioned variance due to trait (i.e., construct), method, and error. It can be seen that the average variance explained for items measuring traits is 50 percent, for items corresponding to methods 14 percent, and for measurement error 36 percent. The variances for each trait and method are the squared factor loadings for each respective item. Thus, on average, trait variance is high, method variance is low, and error variance moderate. This compares favorably with Cote and Buckley's (1987) CFA analysis of 70 published data sets, wherein 41.7 percent trait variance, 26.3 percent method variance, and 32 percent random error were found. Tests of hypotheses below, taking into account method error and measurement error at the dyadic level, correct for these errors (see Table 4 , right most column). The tests of hypotheses for the other models (see columns 1, 3, 5, and 7 in Table 4 ), which are done for purpose of comparison, do not take into account method bias, and therefore, this error is confounded with the true effects in these cases. Method biases could not be taken into account explicitly in these comparison models because only one method was employed (the husband, or the wife, or the average of responses by husband and wife). Only the model where responses of husbands and wives were both incorporated and treated as separate methods permitted us to explicitly take into account method biases (see tests of hypotheses below).
Finally, inspection of the correlations among the 6 factors shown in Figure 1 show that 15 of 16 pairs of correlations are significantly less than 1.00 by amounts greater than two standard errors of the respective correlation estimates (these correlations range from .01 to .81), thereby supporting discriminant validity of measures. One correlation was very high (.94) between the factor for subjective norm and the factor for behavioral intentions. 
Tests of hypotheses of path models
The findings for tests of hypotheses corresponding to Figure 2 for husbands and wives are shown in Table 4 . Notice first that the overall fits of the models to data are satisfactory for husbands, wives, and the average of husbands and wives. The center rows of the table show the parameter estimates for the effects of social influence on We-intentions and the effects of Weintentions on behavior. Significant effects are found for social influence on Weintentions for husbands, wives, and husband and wives averaged, although the parameter estimate for wives fails to reach significance at conventional levels (i.e., β 91 = .89 std., p < .075). The respective explained variances in We-intentions are .42, .79, and .56 for husbands, wives, and husband and wives averaged, but it should be noted that the high value for wives is based on a coefficient that is significant at the p < .075 level.
Significant effects are found for Weintentions on behavior for husbands, wives, and husbands and wives averaged (see Table 4 ). In this case, all three parameter estimates are significant, and explained variances are .22, .15, and .20, respectively for husbands, wives, and husbands and wives averaged. We point out that behavior was measured one month after measurement of We-intentions and the other independent variable measures.
The findings for husbands, wives, and husbands and wives averaged, are presented for comparative purposes. Many studies of family behavior have examined husband and wife decision making or family decision making by analyzing responses for husband and wives separately or by averaging the responses of husbands and wives. However, previous work has generally asked husbands and wives to provide information on their own attitudes, decisions, etc. In our study, under the key informant methodology, husbands and wives supply information not only of their own responses, but also they give estimates of what the other party judges their own responses to be in terms of their role designation in the family. The analyses presented in the first 3 columns of Table 4 not only do not fully take into account measurement error but importantly are confounded by method bias as well. But because a single method was used, it is not possible to unambiguously disentangle method bias from measurement error. In other words, to the extent that systematic error exists in the self-report measures, parameter estimates are likely to harbor unknown biases. It is therefore not possible to determine, for example, whether the coefficients and explained variances for the analyses displayed in columns 1, 3, and 5 of Table 4 are inflated and to what extent they might be inflated. Common method biases generally inflate parameter estimates and often do so to great extents.
The 7 th and 8 th columns of Table 4 present the findings for the model in Figure 7 . The 4 th column expresses findings for the model in Figure 3 as is, that is, where husbands and wives both supply information on their own role and their partner's role in the family dyad. The 8 th column presents results where separate husband and wife method factors have been added to the model in Figure 3 (these method factors are not shown in Figure 3 ). Looking first at the findings without method factors (column 7), we see that this model fits well, and the coefficients for the paths from social influence to Weintentions and from We-intentions to behavior are significant. Indeed, the coefficients are larger than the comparable ones found for husbands alone, wives alone, and husbands and wives averaged. As a consequence, explained variance in Weintentions (.85) and behavior (.25) are measurably larger under the dyadic family model (Figure 3) to correct for the confounding than for the model based on husbands, wives, and the average of husbands and wives (Figure 2 ). However, as with the findings for husbands alone, wives alone, and husbands and wives averaged, method bias could still inflate the estimates for coefficients and explained variance in tests of the model in Figure 3 .
When method factors are added to the model in Figure 3 , we obtain the results shown in column 8 of Table 4 . Here it can be seen that the model fits very well, and indeed all 4 goodness-of-fit indices surpass the standards recommended by the Hu and Bentler (1999) . Of all 5 models tested and summarized in Table 4 , this is the only one that corrects for systematic method bias, as well as random measurement error. We discover that, despite the presence of both types of error, the paths are high and significant for the effects of social influence on We-intentions ( 91 = .88, p < .01) and the effects of We-intentions on behavior (β 10,9 = .46, p < .001). Further, the level of explained variance for We-intentions (.78) is very high and for behavior (.21) is substantial for an adult sample obtained on measures taken a month after measurement of the independent variables. These estimates of explained variance compare favorably with the estimates for husbands, wives, and husbands and wives averaged, where it should be pointed-out that the latter contain unknown amounts of method bias and probably inflate explained variance to a certain extent, perhaps greatly, because of the incomplete representation of decisions making at the individual levels, rather than at the dyadic family levels, as done for the model in Figure 3 , where method factors are added.
We can ascertain the consequences of method bias to a certain extent by allowing all measures shown in Figure 2 to additionally load on a "method" factor. We performed these analyses, and the findings are summarized under the 2 nd , 4 th , and 6 th columns in Table 4 . We stress that this procedure does not unconfound method bias from trait and random error variance, but it is often all that can be done when only a single method is used, as the model in Figure 2 does and it is a practice frequently done in psychology. The analyses for Figure 3 , that we will turn to in a moment, do not have this shortcoming, and indeed, explicit sources of method bias corresponding to husband and wife are represented and corrected for, in tests of the focal hypotheses.
The addition of a single "method" factor to the model of Figure 2 produced only an interim goodness-of-fit solution for husbands treated alone, so no parameter estimates can be relied upon here. Full results were found, however, for the models with wives alone, and husbands and wives averaged. As shown in column 4 of Table 4 for wives alone, the addition of the "method" factor reveals that the effect of social influence on We-intentions is nonsignificant. In addition, explained variance in behavior drops to 12%, compared to 15% where no method bias is corrected for. Similarly, for husbands and wives averaged, the path from social influence to We-intentions is nonsignificant, when the "method" factor is introduced (see column 6 in Table 4 ). Explained variance in behavior drops to 15% from 20% where no method bias is corrected for. Unlike classic conceptualizations of intentions as personal volitions to perform an act by oneself (I-intentions), we conceived of intentions as We-intentions, whereby partners agree mutually to engage in a joint action. Such a representation can be thought to be a property of a relationship and rests on principles from the theory of collective intentionality espoused by philosophers, but not operationalized and tested before (e.g., Gilbert, 1989; Tuomela, 1995) .
Drawing upon and extending early ideas on personal influence (e.g., Kelman, 1974) and social identity (e.g., Brewer, 1991; Brewer & Gardner, 1996; Tajfel, 1978) , we specified three kinds of social influence as particularly relevant for husband and wife relationships, in general, and shared spousal decisions, in particular: shared identification (i.e., mutual cognitive awareness of family membership, affective commitment to the relationship jointly felt, and collective self-esteem), group norms (i.e., shared internalization of values, goals, or beliefs embraced cooperatively), and jointly held subjective norms (i.e., shared consensual agreement about what spouses think and expect what each other should do together). In our particular test of the dyadic model, controlling for random error and method bias, we found that social identity was organized hierarchically such that, roughly speaking, relational norms (group and subjective norms) contributed at a level 4 times greater to social influence than social identity. Similarly, the relative contributions of group norms and subjective norms, as representations of the higher order relational norms factor, were roughly equal. Finally, the relative contributions of the components of social identity revealed ratios of 3:2 for collective self-esteem (the evaluative component) to the cognitive component, and 6:5 for collective self-esteem to affective commitment. Thus collective selfesteem was the most important aspect of social identity, followed by affective commitment, then the cognitive component.
Other relationships might well show different contribution ratios, depending on the relationship, context, and members. For example, very traditional families might show imbalances in power manifest as strong subjective norms and with compliance processes dominating the relationship. More egalitarian relationships might exhibit higher levels of group norms and identification processes to comply with one spouse's influence. In our context, all 3 modes of social influence functioned, albeit in different proportions. It would be interesting to study the etiology of different modes of social influence and what governs their relative effects in future research.
It would also be fruitful to consider modes of influence other than the ones investigated herein. Simpson, et al. (2012a) and Wood and Hayes (2012) provide a number of promising options in this regard. We examined one moderator, regulatory focus (Higgins, 1997), and found that subjective norms are particularly effective in the influence of We-intentions for those low in prevention focus. But other moderators and other social influence processes are worth exploration, too.
Social influence is likely as well to vary by different contextual factors. Gorlin and Dkar (2012) suggest that social influence varies by stage of the decision process and identify 3 kinds of joint decisions for study: where partners (a) jointly make decisions and consume goods jointly (the case we examined herein), (b) jointly make decisions but consume individually, and (c) make decisions individually yet consume jointly. More generally, temporal aspects of dyadic relationships and their dependence on the nature of the buying task, usage, and disposal of products and services deserve scrutiny.
A related opportunity is specification of social influence amongst all members of the family so as to disentangle spousal processes and their interface with children, as well as the interface of the family and its interactions with extended family members, friends, and commercial agents. Cooperation and conflict likely play out differentially in such cases. Moreover, cultural factors likely interact complexly to constrain or facilitate social influence in family relationships. For example, collectivism versus individualism might condition the effects of group, normative, and social identity variables.
A final contribution of our research was to show the importance of taking into account both random and systematic error in tests of hypotheses on dyadic relationships. Most studies to date leave limited analyses to representation of the reliability of measures, and in the few cases where construct validity has been scrutinized in family-decision making research, such as by use of MTMM matrix designs, applications have been restricted to the measurement of traits and not tests of hypotheses where social influence and other processes have been framed in explanatory ways. In our study, we conducted an investigation of construct validity of variables in an explanatory model, and tested a theory of social influence, while taking into account both random and systematic error. For our particular context, we showed that method biases erroneously supported the conclusion that social influence was efficacious in decision making for the cases where responses of husband alone, wife alone, and husband and wife averaged were examined. When we modeled and removed the effects of husband and wife method biases, as well as random error, we discovered that social influence, indeed, has a significant impact on intentions. But this was apparent only when the responses of both spouses were incorporated in a test of a theory of relationships based on mutual concerns. Reactions of individuals in a relationship alone, or the averaging of the responses of partners, did not capture the processes going on in joint decision-making. To uncover such processes, one needs both to specify a theory at the level of mutual decision making and correct for random and systematic errors in measurement, which can be considerable in self-report data and obscure the mechanisms under study.
