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 Motif tenun melayu sangat beragam. Keberagaman ini membuat sulit membedakan motif-motif kain tenun tersebut. Klasifikasi data 
diperlukan untuk mengidentifikasi karakteristik objek yang 
terkandung dalam basis data agar kemudian dikategorikan ke dalam 
kelompok yang berbeda. Faster R-CNN dengan model arsitektur 
VGG dipilih untuk merancang sebuah sistem untuk klasifikasi motif 
tenun melayu. Faster R-CNN mengeliminasi sangat banyak waktu 
training karena mengeliminasi algoritma selective search untuk 
mencari region proposal. Diluar kecepatan tersebut, permasalahan 
lain yang muncul adalah bagaimana performa Faster R-CNN dalam 
mengklasifikasi citra motif tenun dibandingkan algoritma region 
proposal yang lain. Tujuan penelitian yang dicapai dalam penelitian 
ini yaitu untuk mengetahui performa klasifikasi motif tenun melayu 
menggunakan Faster R-CNN dengan model arsitektur VGG, dengan 
cara mengukur persentase akurasi, presisi, dan recall yang akan 
divalidasi menggunakan K-Fold Cross Validation. Jumlah dataset 
yang digunakan berjumlah 100 citra yang diacak untuk masing-
masing dari 5 (lima) fold pada K-fold cross validation. Data tersebut 
dibagi menjadi 80 data train dan 20 data test. Setelah dilakukan 
persiapan data, pre-processing, serta implementasi, dilakukan 
pengujian dengan hasil bahwa dari data latih yang berupa citra kain 
tenun melayu, didapatkan skor rata-rata training loss dari step 
pertama hingga step terakhir sebesar 1,915. Klasifikasi karakteristik 
pengenalan motif tenun melayu menggunakan Metode deteksi objek 
Faster R-CNN melalui validasi K-Fold Cross Validation dengan nilai 
k=5, didapatkan akurasi 82.14%, presisi 91.38% dan recall 91.36%. 
Dari Analisa ditemukan bahwa Faster R-CNN dengan VGG secara 
keseluruhan unggul dibandingkan algoritma lain (CNN dengan 
arsitektur AlexNet), karena dipengaruhi perbedaan arsitektur dan 
sedikit dipengaruhi oleh pemilihan algoritma. 
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1. PENDAHULUAN 
Tenun adalah sejenis kain tertentu yang dibuat khusus dengan motif-motif yang khas. 
Sementara motif  adalah desain yang dibuat dari bagian-bagian bentuk, berbagai macam garis atau 
elemen-elemen [1]. Motif tenun melayu sangat beragam. Keberagaman ini membuat sulit 
membedakan motif-motif kain tenun tersebut. Pada umumnya masyarakat tidak terlalu mengenali 
motif-motif tenun melayu tetapi masyarakat pada umumnya hanya melihat keindahan motif tenun 
melayu saja. Oleh sebab itu diperlukan inovasi teknologi pengenalan motif yang dapat mengenali 
motif-motif tenun melayu. 
Deep learning dibutuhkan untuk menganalisa dan mengklasifikasi citra motif tenun dengan 
akurasi yang tinggi. Deep learning terbagi dalam dua sesi yaitu sesi training dan testing [2]. Pada 
sesi training, ekstrasi fitur dari setiap data dipelajari, sehingga suatu label dengan label yang lain 
dapat dibedakan. Sementara pada sesi testing data-data yang diuji dapat dianalisa dari hasil sesi 
training.  
Beberapa algoritma deep learning klasik yang dapat digunakan untuk klasifikasi citra 
diantaranya, K-NN [3], SVM [4], Ensemble Learning algorithm [5], Multi-layer Perceptron (MLP) 
[6], dan CNN [7]. Dewasa ini terdapat dua kelompok algoritma object detector modern, yaitu 
kelompok region proposal seperti R-CNN [8], Fast R-CNN [9], Faster R-CNN [10] dan kelompok 
single shot seperti You only look once (YOLO) [11], [12] dan Single shot Detector (SSD) [13]. Dari 
penelitian yang dilakukan [14] dapat dilihat bahwa algoritma-algoritma Single shot jauh lebih cepat 
dibandingkan region proposal, namun tidak lebih akurat. Sementara hasil yang diharapkan pada 
klasifikasi motif tenun melayu adalah mendapatkan nilai akurasi tinggi, bukan kecepatan yang tinggi. 
Terdapat beberapa penelitian yang telah dilakukan menggunakan deep learning dengan tema 
indentifikasi pola kain, seperti yang dilakukan oleh oleh  [7], [15], yang dibuat dengan Convolutional 
neural network (CNN), Metode K-Nearest Neighbor (K-NN) [16], [17], dan Support vector machine 
(SVM) [18]. Namun penelitian yang paling relevan dengan penelitian ini adalah penelitian yang 
dilakukan oleh [19] pada tahun 2019 berjudul Pengenalan pola motif kain tenun gringsing 
menggunakan metode CNN dengan model arsitektur alexnet. Pengujian dilakukan untuk 
mendapatkan performa sistem terkait waktu training, akurasi, presisi, recall, dan nilai f-measure. 
Berdasarkan hasil pengujian, model yang dibangun berhasil menyelesaikan waktu training selama 
19.33 jam, dan memiliki akurasi 76%, presisi 74.1%, dan recall 72.3%, serta nilai F-measure sebesar 
0.73 [19].  
Faster R-CNN [10] dengan model arsitektur VGG [20] dipilih untuk merancang sebuah sistem 
untuk klasifikasi motif tenun melayu. Data yang digunakan berupa citra dua dimensi yang merupakan 
barisan matrix pixel berbentuk grid. Data berbentuk grid sangat relevan untuk penerapan metode 
CNN. Walaupun Faster R-CNN tidak akan secepat algoritma single shot yang tidak mengenal region 
proposal, Faster R-CNN mengeliminasi sangat banyak waktu training karena Faster R-CNN hanya 
butuh 300 proposal per citra sementara [8] and [9] memerlukan 2000 proposal. Hal ini terjadi karena 
Faster R-CNN mengeliminasi algoritma selective search yang digunakan R-CNN [8] dan Fast R-
CNN [9] untuk mencari region proposal dan sebagai gantinya membiarkan jaringan neural network 
melakukan pembelajaran terhadap region proposal. Diluar semua pembahasan mengenai kecepatan 
komputasi, permasalahan lain yang muncul adalah bagaimana performa Faster R-CNN dalam 
mengklasifikasi citra motif tenun dibandingkan algoritma region proposal yang lain.  
Tujuan penelitian yang dicapai dalam penelitian ini yaitu untuk mengetahui performa 
pengenalan dan klasifikasi motif tenun melayu menggunakan Faster R-CNN, dengan cara mengukur 
persentase dari tingkat akurasi, presisi, dan recall yang akan divalidasi menggunakan K-Fold Cross 
Validation. 
2. METODE PENELITIAN 
Bagian ini mengurai tentang analisis kebutuhan sistem, pengumpulan dataset, perancangan 
pre-processing, dan training Faster R-CNN. 
Untuk tahap awal, kebutuhan awal penelitian dipersiapkan. Kebutuhan ini termasuk sampel 
dataset kain tenun, sistem perangkat keras berupa komputer, dan library perangkat lunak yang 
digunakan untuk kebutuhan training data.  
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Pengumpulan Dataset berupa citra di dapat dari pengambilan gambar kain motif tenun melayu 
dan crawling pada internet. Dataset ini terdiri dari berbagai citra kain tenun melayu sebagai data 
training dan data test. Keberagaman data sangat disarankan untuk memperoleh hasil pembelajaran 
sistem yang lebih baik. 
Pada penelitian ini dideteksi 2 sampel motif tenun melayu yaitu Pucuk Rebung & Siku 
Keluang. Pemilihan kedua motif ini didasari kebutuhan penelitian untuk mengklasifikasi lebih dari 
satu jenis, dan keberagaman dataset yang tersedia untuk kedua jenis motif diatas. sistem yang akan 
dibuat adalah berbasis desktop, dengan jumlah dataset yang digunakan berjumlah 100 citra yang 
akan diacak untuk setiap fold pada K-fold cross validation sebanyak 5 (lima) fold. Data tersebut 
dibagi menjadi data training dan data testing. Data citra yang digunakan untuk proses training 
berjumlah 80 data terdiri dari 40 citra pucuk rebung dan 40 citra siku keluang yang dilabeli di tiap 
citra. Data citra yang digunakan untuk proses testing berjumlah 10 citra pucuk rebung dan 10 citra 
siku keluang yang dilabeli di tiap citra. 
Diagram alur penelitian dapat dilihat pada gambar 1: 
 
Gambar 1. Alur Penelitian 
Setelah mengumpulkan dataset, selanjutnya dilakukan pre-processing citra dataset. Hal 
pertama yang dilakukan pada proses pre-processing adalah penyeragaman ukuran pixel seluruh citra 
dataset dengan pixel 800x600 pixel. Proses pre-processing lainnya yaitu augmentasi data dengan 
cara memberikan distorsi pada citra sampel, dan berkas hasilnya dimasukkan kedalam dataset. Pre-
processing yang terakhir yaitu Pelabelan Citra. 
Pelabelan citra adalah tahap awal dimana dataset input diberikan label atau pengenal (tanda) 
dengan tujuan untuk menyimpan informasi citra yang selanjutnya disimpan dalam berkas XML 
dengan format PASCAL VOC. Pelabelan dilakukan secara manual terhadap 100 dataset citra motif 
tenun melayu pucuk rebung dan siku keluang menggunakan labelImg seperti dapat dilihat pada 
gambar 2. 
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Gambar 2. Proses Pelabelan Citra Motif Tenun Melayu Pucuk Rebung 
Setelah dilakukan pelabelan perlu adanya konversi berkas dari XML ke CSV untuk tujuan 
konversi dataset ke berkas ‘Annotation.txt’. Setelah proses konversi berkas XML dengan output 
berupa file CSV diperlukan konversi ke ‘Annotation.txt’ file yang digunakan untuk feeding data pada 
proses training. 
Convolutional neural network (CNN) yang akan digunakan untuk memproses citra tenun 
melayu merupakan jaringan  saraf  yang  dikhusukan  untuk  memproses  data  yang  memiliki  grid 
[21].  Pada penelitian ini, data yang digunakan berupa citra motif tenun melayu. Citra dua dimensi 
merupakan barisan matrix pixel berbentuk grid. Data berbentuk grid sangat relevan untuk penerapan 
metode Convolutional neural network atau dikenal juga dengan sebutan ConvNets.  Convolutional 
neural network memiliki beberapa layer yang difungsikan untuk melakukan filter pada setiap 
prosesnya. Prosesnya disebut dengan proses training. Pada proses training terdapat 3 tahapan yaitu 
Convolutional layer, Pooling layer, dan Fully connected layer [22]. Ilustrasi arsitektur CNN dapat 
dilihat pada Gambar 3. 
 
 
Gambar 3. Arsitektur Convolutional Neural Network [22] 
Proses konvolusi Pada Convolutional layer adalah proses dimana matriks kernel yang memiiki 
fungsi melakukan filter pada matriks citra [23]. Pooling atau subsampling adalah pengurangan 
ukuran matriks dengan menggunakan operasi pooling. Pooling layer biasanya dilakukan setelah 
convolution Layer. Proses konvolusi dan pooling dilakukan beberapa kali sehingga didapatkan peta 
fitur (feature map) dengan ukuran yang dikehendaki. Peta fitur tersebut akan menjadi input bagi fully 
connected neural network yang akan mengklasifikasi nilai output. Convolutional neural networks 
(ConvNets) merupakan penerapan dari Artificial Neural networks (ANN) yang lebih istimewa dan 
saat ini diklaim sebagai model terbaik untuk memecahkan masalah pengenalan objek. 
Pengenalan pola motif citra tenun pada penelitian ini dilakukan menggunakan salah satu 
metode convolutional neural network yaitu Faster R-CNN. Faster R-CNN merupakan metode deep 
learning yang digunakan untuk mengenali suatu suatu objek pada citra [24]. Pengenalan dilakukan 
dengan menelusuri ciri-ciri yang dimiliki oleh objek pada citra. Penelusuran dilakukan melalui 
sejumlah layer (seperti yang dilakukan pada neural network) melalui proses konvolusi atau yang 
lebih dikenal dengan nama Convolutional neural network (CNN). 
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Setelah melakukan konvolusi dan mendapatkan convolution layers, Region proposal Network 
diajukan untuk menentukan Region of interest yang akan digunakan sistem untuk menentukan kelas 
dari sebuah objek. Gambaran mengenai arsitektur dari Faster R-CNN dapat dilihat pada Gambar 4 
berikut ini: 
 
Gambar 4. Aristektur Faster R-CNN [24] 
Pada implementasi sistem, tahap training data dengan algoritma Faster R_CNN adalah tahap 
utama, dimana Faster R-CNN dilatih untuk mempelajari suatu pola yang menghasilkan generator 
(nilai anchor). yang dapat dilihat pada gambar 5.   
 
Gambar 5. Hasil Generator (Nilai Anchor. 
3. HASIL DAN PEMBAHASAN 
3.1 Hasil 
Hasil implementasi dari proses pelatihan pada proses training merupakan sebuah model. 
Terdapat 3 tahapan yaitu Convolutional layer, Pooling layer, dan Fully connected layer [22]. Hasil 
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akhir dari proses pembelajaran atau pelatihan Faster R-CNN adalah terbentuknya sebuah model dan 
record yang siap pakai untuk pendeteksian lebih lanjut atau dengan kata lain disebut dengan testing.  
Pada proses training, loss merupakan penalti atau hukuman bagi sistem untuk prediksi yang 
salah. Dimana loss adalah angka yang menunjukkan indikasi seberapa buruk prediksi dari model dari 
sebuah sampel data. Jika prediksi model sempurna, maka loss akan bernilai nol. Sementara jika yang 
terjadi sebaliknya, maka jumlah loss lebih banyak. Tujuan dari training sebuah model adalah untuk 
mencari beban dan bias data yang memiliki loss rendah dalam rata-rata sebanyak jumlah data 
didalam dataset. 
Gambar 6 merupakan grafik total loss yang dihasilkan pada saat melakukan proses training 
sampai dengan selesai sesuai dengan jumlah iterasi yang dilakukan yaitu sebanyak 40 langkah/steps. 
Dari data latih, didapatkan bahwa Ketika training epoch meningkat, skor training error akan 
menurun. Ini menunjukkan bahwa semakin banyak training yang dilakukan, sistem akan semakin 
terlatih untuk melakukan pengenalan atau identifikasi pola citra. Didapatkan bahwa score rata-rata 
nilai training loss dari step pertama hingga step terakhir adalah 1,915. 
 
Gambar 6. Grafik Total Loss dari Faster R-CNN 
Pengujian dilakukan untuk menentukan performa algoritma Faster R-CNN dengan cara 
mencari nilai akurasi, presisi dan recall dengan metode K-Fold Cross Validation. Pada pengujian ini 
dataset dibagi menjadi 5 folder yang masing-masing didalamnya terdapat 100 gambar dataset yang 
dibagi menjadi data train dan data test secara acak. Data train pada masing-masing dari kelima folder 
berjumlah 80 gambar, sedangkan data test berjumlah 20 gambar. Pada setiap fold dilakukan lima kali 
percobaan dan dihitung akurasinya. 
Hasil pengujian dengan menggunakan K-Fold Cross Validation ini dapat dilihat pada Tabel 1 
yang menampilkan akurasi, presisi, dan recall yang telah di kalkulasi pada masing-masing fold 
dengan perhitungan menggunakan Confussion Matrix. Confusion matriks adalah sebuah metode 
yang digunakan untuk menghitung nilai akurasi pada konsep data mining [25].  
Tabel 1. Hasil Akurasi, Presisi, Recall Dengan Metode K-Fold Cross Validation 
No Fold Faster R-CNN Metode lain (CNN) [19] 
Accuracy % Precision % Recall % Accuration % Precision % Recall % 
1 1 73% 90% 95% 66% 69% 65% 
2 2 91,30% 95,20% 95,20% 80,10% 73,20% 75,20% 
3 3 85,20% 96,70% 96,70% 83,30% 74,70% 74,70% 
4 4 76,10% 87,50% 87,50% 74,10% 78,50% 69,50% 
5 5 85,10% 87,50% 87,50% 75,10% 74,50% 73,50% 
 Average % 82,14% 91,38% 91,36% 76.0% 74.10% 72.30% 
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Confussion matrix merupakan sebuah tabel dengan empat kombinasi berbeda dari nilai 
prediksi dan nilai sebenarnya, True Positive (TP), True Negative (TN), False Positive (FP), dan False 
Negative (FN). Nilai true positive dan true negative adalah nilai pada titik dimana algoritma 
mengklasifikasi dengan benar, yaitu nilai true untuk TP atau nilai false untuk TN. Sementara false 
positive dan false negative, disisi lain, merupakan titik dimana algoritma salah mengklasifikasi. 
Hasil pengujian akurasi yang dapat dilihat pada gambar 7 menyatakan bahwa algoritma deteksi 
objek Faster R-CNN dapat mengidentifikasi motif dari tenun melayu dengan nilai 82.14%. 
 
Gambar 7. Grafik hasil Pengujian Akurasi 
Akurasi adalah banyaknya data yang diprediksi benar, dari seluruh dataset. Akurasi 
didefinisikan dari jumlah true positive dan true negative dibagi jumlah seluruh data true positive, 
true negative, false positive, dan false negative. Seperti terlihat pada (1) 
 𝐴𝑐𝑐 = !"#!$
!"#!$#%"#%$
 (1) 
Dapat dilihat pada gambar 8 bahwa algoritma deteksi objek Faster R-CNN menghasilkan 
presisi 91.38% untuk mengklasifikasi motif tenun melayu. 
 
Gambar 8. Grafik hasil Pengujian Presisi 
Presisi didapat dari Sebagian data yang relevan dari seluruh data pengujian yang bernilai benar. 
sebuah Classifier sempurna memiliki presisi bernilai 1, yang berarti 100%. Presisi diambil dari 
jumlah data true positive dibagi dengan penjumlahan dari true positive dan false positive, seperti 
terlihat pada (2).   
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Algoritma pendeteksi objek Faster R-CNN dapat mengklasifikasi motif tenun melayu dengan 
nilai recall 91.36%, seperti terlihat pada gambar 9 
 
Gambar 9. Grafik hasil Pengujian recall 
Recall, yang terkadang disebut sensitivity, adalah Sebagian data yang relevan dan bernilai benar 
dari seluruh data yang relevan. Sebuah classifier sempurna memiliki nilai recall 1, atau 100%. Recall 
ditentukan dari banyaknya data true positive dibagi dengan penjumlahan true positive dan false 
negative, seperti pada (3) 




Dapat dilihat pada hasil penelitian bahwa Faster R-CNN dengan arsitektur VGG mengungguli 
performa algoritma lain dengan objek penelitian yang serupa, yaitu CNN dengan arsitektur AlexNet. 
Setelah melakukan Analisa singkat, diketahui bahwa pemilihan arsitektur sangat berpengaruh pada 
performa, karena dapat dilihat pada [14] bahwa perbedaan arsitektur akan mempengaruhi hasil mean 
Average Precision (mAP), sementara pemilihan algoritma pun juga berpengaruh kecil terhadap 
akurasi deteksi. Pada [20] dapat dilihat bahwa dari pengukuran validation error untuk kedua 
kategori, VGG mendapatkan secara berurutan 40.04% and 60.99% error yang lebih rendah daripada 
AlexNet. Penelitian yang dilakukan oleh [24] juga memperlihatka bahwa dari semua dataset yang 
bahwa Faster R-CNN unggul tidak lebih dari 3.2% dari algoritma lain yang menggunakan selective 
search. 
4. KESIMPULAN 
Berdasarkan hasil penelitian yang telah dilakukan, diperoleh kesimpulan bahwa dari data latih 
yang berupa citra motif kain tenun melayu, didapatkan bahwa score rata-rata nilai training loss dari 
epoch pertama hingga epoch terakhir adalah 1,915. Klasifikasi karakteristik pengenalan motif tenun 
melayu menggunakan Metode deteksi objek Faster Region-based Convolutional neural network 
(Faster R-CNN) menggunakan arsitektur VGG melalui validasi K-Fold Cross Validation dengan 
nilai k=5 didapatkan akurasi 82.14%, presisi 91.38% dan recall 91.36%. Dari Analisa ditemukan 
bahwa Faster R-CNN dengan VGG secara keseluruhan unggul dibandingkan algoritma lain yang 
meneliti objek serupa yaitu CNN dengan arsitektur AlexNet. keunggulan Faster R-CNN dari 
algoritma lain dipengaruhi perbedaan arsitektur yang digunakan dan sedikit dipengaruhi oleh 
pemilihan algoritma. 
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