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QUASI–COXETER QUASITRIANGULAR QUASIBIALGEBRAS
AND THE CASIMIR CONNECTION
VALERIO TOLEDANO LAREDO
Abstract. Let g be a complex, semisimple Lie algebra. We prove the exis-
tence of a quasi–Coxeter quasitriangular quasibialgebra structure on the en-
veloping algebra of g, which binds the quasi–Coxeter algebra structure under-
lying the Casimir connection of g and the quasitriangular quasibialgebra one
underlying its KZ equations. This implies in particular that the monodromy of
the rational Casimir connection of g is described by the quantum Weyl group
operators of the quantum group U~g.
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1. Introduction
1.1. Let g be a complex, semisimple Lie algebra. De Concini [7], and independently
the author [24], conjectured that the monodromy of the Casimir connection of g is
described by the quantum Weyl group group operators of the quantum group U~g,
in a way analogous to the Drinfeld–Kohno theorem [13].
This conjecture was proved in [24] for the Lie algebra sln. For an arbitrary g,
it was reduced in [25] to a structural statement about the enveloping algebra Ug,
namely the existence of a quasi–Coxeter quasitriangular quasibialgebra structure
on Ug[[~]] binding the quasi–Coxeter structure underlying the Casimir connection
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of g, to the quasitriangular quasibialgebra structures underlying the Knizhnik–
Zamolodchikov connections of its standard Levi subalgebras.
The goal of the present paper is to establish the existence of such a structure,
and therefore prove the monodromy conjecture for any semisimple Lie algebra.
1.2. Let h ⊂ g be a Cartan subalgebra, Φ ⊂ h∗ the corresponding root system,
and hreg = h\
⋃
α∈ΦKer(α) the set of regular elements in h. Fix an non–degenerate,
invariant bilinear form (·, ·) on g. The Casimir connection of g is a connection on
the holomorphically trivial bundle V on hreg with fibre a given finite–dimensional
representation V of g. It is given by
∇C = d− h
2
∑
α∈Φ+
dα
α
· Cα
where h ∈ C is a deformation parameter, α ranges over a chosen system of positive
roots Φ+,
1 and Cα is the Casimir operator induced by the restriction of (·, ·) to the
three–dimensional subalgebra slα2 ⊆ g corresponding to the root α. The connection
∇C is flat for any h [22, 24, 7, 20], and can be made equivariant with respect to
the Weyl group W of g [22, 24]. Its monodromy defines a one–parameter family
of actions µh of the braid group BW = π(hreg/W ) on V depending on h, which
deforms the action of (the Tits extension of) W . We denote by µ : BW → G(V [[~]])
the formal Taylor series of µh with respect to the parameter ~ = πιh.
1.3. Let U~g be the Drinfeld–Jimbo quantum group corresponding to g, thought
of as a topological Hopf algebra over C[[~]]. Let V be a quantum deformation of
V , that is a topologically free C[[~]]–module such that V/~V is isomorphic to V
as a g–module. Since V is integrable, the braid group BW acts on V though the
quantum Weyl group operators of U~g [21]. The main result of the present paper
is the following.
Theorem. The monodromy µ : BW → GL(V [[~]]) of the Casimir connection on V
is equivalent to the quantum Weyl group action of the braid group BW on V.
1.4. Recall that a quasitriangular quasibialgebra is an algebra A over a commuta-
tive ring k endowed with two morphisms, the coproduct ∆ : A → A⊗2 and counit
ε : A → k, and two distinguished invertible elements, the R–matrix R ∈ A⊗2 and
associator Φ ∈ A⊗3 [12]. The relations satisfied by ∆, ε, R and Φ are designed so as
to endow the category of A–modules with the structure of a braided tensor category.
In particular, for any V ∈ Mod(A), there is a family of actions ρb : Bn → GL(V ⊗n)
of the n–strand braid group on the n–fold tensor product of V , which are labelled
by the choice of a complete bracketing b of the non–associative monomial x1 · · ·xn.
The actions corresponding to different choices of b are canonically isomorphic, via
intertwiners built out of the associator Φ. For example, for n = 3, the action of Φ
on V ⊗3 intertwines ρ((x1x2)x3) and ρ(x1(x2x3)).
1.5. In a similar spirit, a quasi–Coxeter algebraA is designed so that a module over
it carries a family of canonically equivalent representations of the braid group BW
of a given irreducible Coxeter groupW [25]. Central to this notion are the maximal
nested sets on the Coxeter graph D of W , which generalise complete bracketings
to an arbitrary Coxeter type. These were introduced by De Concini–Procesi [8, 9],
1the connection is independent of the choice of Φ+
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and consist of maximal collections of connected subgraphs of D which are pairwise
compatible, that is such that either one is contained in the other, or they are
orthogonal, in the sense that they have disjoint vertex sets and are not linked by an
edge of D. When W is of type An−1, with the vertices of D labelled 1, . . . , n− 1 as
in [4, Planche 1], mapping a connected subdiagram B with vertices {i, . . . , j−1} to
the pair of parentheses x1 · · ·xi−1(xi · · ·xj)xj+1 · · ·xn, and noting that B,B′ ⊆ D
are compatible precisely when the corresponding pairs of parentheses are consistent,
yields a bijection between maximal nested sets on D and complete bracketings of
the monomial x1 · · ·xn.
1.6. A quasi–Coxeter algebra is endowed with three sets of data. First, a collection
of subalgebras AB labelled by the connected subgraphs B ⊆ D, which are such
that AB1 ⊆ AB2 if B1 ⊆ B2, and [AB1 , AB2 ] = 0 if B1 and B2 are orthogonal.
Next, invertible elements ΦGF ∈ A called associators. These are labelled by pairs
of maximal nested sets on D, and satisfy in particular the transitivity relations
ΦHGΦGF = ΦHF . Finally, invertible elements Si labelled by the vertices of D, and
called local monodromies. This data satisfies various compatibility relations, in
particular a version of the braid relations defining BW . They give rise to a family
of actions λF : BW → GL(V ) on any V ∈ Mod(A), which are labelled by the
maximal nested sets on D, with ΦGF ∈ A intertwining λF and λG .
1.7. A quasi–Coxeter quasitriangular quasibialgebra of type W is a quasi–Coxeter
algebra A additionally endowed with a coproduct ∆ and counit ε, such that each
diagrammatic subalgebra AB has a quasitriangular quasibialgebra structure of the
form (∆, ε, RB,ΦB), for a given R–matrix RB ∈ A⊗2B and associator ΦB ∈ A⊗3B .
This gives rise in particular to a family of commuting representations of the groups
Bn, BW on the tensor power V
⊗n of any V ∈ Mod(A), specifically
ρB,b : Bn → GL(V ) and λF ,b : BW → GL(V )
The first family is determined by the choice of a subdiagramB ⊆ D and a bracketing
b of the monomial x1 · · ·xn, and arises by restricting V to the quasitriangular
quasibialgebra AB , with the representations πB,b and πB′,b′ equivalent provided
B = B′. The second arises from the action of A on V ⊗n determined by the choice
of b, and depends on the choice of a maximal nested set F onD, with λb,F equivalent
to λb′,G for any b, b
′ and F ,G.
1.8. A quasi–Coxeter quasitriangular quasibialgebra A possesses an additional
piece of data, which binds the associators ΦB coming from the quasitriangular
quasibialgebra structure on each diagrammatic AB , to the associators ΦGF coming
from the quasi–Coxeter structure on A. This welding of the quasi–Coxeter and
quasitriangular quasibialgebra structures is what gives the examples of interest the
rigidity required to determine the monodromy of the Casimir connection.
The additional data consists of relative twists, which are elements F(B,α) ∈ A⊗2B
labelled by a connected subdiagram B and a vertex α ∈ B. These twists are
required to satisfy two identities. The first is the twist equation
(ΦB)F(B;α) = ΦB\α (1.1)
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together with the requirement that F(B;α) commute with ∆(AB\α).
2 This amounts
to asking that F(B;α) defines a tensor structure on the restriction functor from
the monoidal category of AB–modules with associativity constraints given by the
associator ΦB, to that of AB\α–modules with associativity constraints given by
ΦB\α.
By restricting in stages from AD to A∅ = k, the relative twists allow to define a
tensor structure on the forgetful functor from the monoidal category of A–modules
with associativity constraints given by ΦD to k–modules, which depends on the
choice of a maximal nested set F on D, as follows. For any element B of F , the
collection of maximal elements of F properly contained in B covers all but one of
the vertices αBF of B (and consists in fact of the connected components of B \α 3).
Define the twist FF ∈ A⊗2 by
FF =
−→∏
B∈F
F(B;αBF ) (1.2)
where the product is taken with F(B,α) to the right of F(B′,α′) if B
′ ⊂ B.4 Then, it
follows from (1.1) that (ΦD)FF = 1
⊗3.
The second identity satisfied by the relative twists requires that the tensor struc-
tures FF corresponding to the choices of different maximal nested sets be isomor-
phic, with the isomorphism given by the associators ΦGF of the quasi–Coxeter
structure, that is
FG = Φ
⊗2
GF · FF ·∆(ΦGF )−1 (1.3)
1.9. The quantum group U~g associated to a complex semisimple Lie algebra g
is a quasi–Coxeter quasitriangular quasibialgebra in a very simple way. For any
subdiagram B of the Dynkin diagram D of g, the subalgebra U~gB is the quan-
tum group corresponding to the generators of U~g labelled by the vertices of B,
endowed with its universal R–matrix RB and trivial associator ΦB = 1
⊗3. The
associators ΦGF are all trivial, and the local monodromies Si are given by Lusztig’s
quantum Weyl group group operators. It was proved in [25, Thm 8.3] that this
structure can be transferred to an isomorphic one on Ug[[~]] (which, however, does
not have trivial associators). Moreover, it was also proved in [25, Thm. 9.1] that
quasi–Coxeter quasitriangular quasibialgebra structures on Ug[[~]] are rigid, that is
determined by their R–matrices RB and local monodromies Si.
5 Thus, Theorem
1.3 can be proved by showing the existence of a quasi–Coxeter quasitriangular qua-
sibialgebra structure on Ug[[~]] which binds the quasi–Coxeter structure underlying
the monodromy of the Casimir connection of g, to the quasitriangular quasibial-
gebra structure underlying that of the Knizhnik–Zamolodchikov connections of its
standard Levi subalgebras.
2The twist ΦF of an associator Φ by a twist F is equal to 1⊗F ·id⊗∆(F )·Φ·∆⊗id(F )
−1·F−1⊗1.
If B \ α is not connected, the associator ΦB\α is taken to be the (commuting) product
∏
i ΦBi ,
where Bi runs over the connected components of B \ α.
3In type An−1, if B is the diagram with vertices i, . . . , j − 1, the elements of F properly
contained in B give a bracketing of the monomial xi · · · xj , which necessarily contains two maximal
pairs of parentheses of the form (xi · · ·xk−1)(xk · · ·xj), and α
B
F is the vertex k.
4this does not specify the order of the factors uniquely, but any two orders satisfying the above
requirements are easily seen to give rise to the same product.
5This is not the case of quasi–Coxeter algebra structures on Ug[[~]].
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1.10. It is a well–known, and beautiful observation of Drinfeld’s that the mon-
odromy of the KZ equations of g gives rise to a quasitriangular quasibialgebra
structure on Ug[[~]] [13]. The corresponding R–matrix is the monodromy RKZ = e~Ω
of the KZ equations on n = 2 points, and the associator ΦKZ the ratio Ψ
−1
(x1x2)x3
·
Ψx1(x2x3) of the solutions of the KZ equations on n = 3 points corresponding to
the asymptotic zones z1 − z3 >> z1 − z2 and z1 − z3 >> z2 − z3 respectively. The
associativity constraints relating the copies of the n–fold tensor power V ⊗n of a
representation V corresponding to two bracketings b, b′ can be expressed in terms
of the associator ΦKZ, as in any monoidal category, or more directly obtained as
the ratio Ψ−1b′ ·Ψb of the solutions of the KZ equations on n points corresponding
to the asymptotic zones determined by b and b′.
1.11. Similarly, the monodromy of the Casimir connection of g gives rise to a
quasi–Coxeter structure on Ug[[~]]. This relies on the De Concini–Procesi construc-
tion of a compactification of hreg, where the root hyperplanes are replaced by a
normal crossings divisor [8, 9]. The irreducible components of the divisor which in-
tersect the closure of the Weyl chamber are labelled by the connected subdiagrams
of D. The maximal nested sets on the Dynkin diagram D of g label the points at
infinity, that is the non–empty intersection of a maximal collection of these compo-
nents. Near each of those, one can construct a canonical fundamental solution ΨF
having good asymptotics. The associators ΦGF then arise as the ratios Ψ
−1
G ·ΨF .
1.12. The previous paragraphs suggest that the relative twists of a quasi–Coxeter
quasitriangular quasibialgebra structure on Ug[[~]] which binds the structures com-
ing from the KZ and Casimir equations might also arise by comparing appropriate
solutions of a flat connection. This is indeed the case, as we explain below.
Since the associator ΦGF of the quasi–Coxeter structure underlying the Casimir
connection ∇C is equal to Ψ−1G · ΨF , where the latter are the De Concini–Procesi
fundamental solutions of ∇C , the compatibility relation (1.3) may be rewritten as
Ψ⊗2G · FG ·∆(ΨG)−1 = Ψ⊗2F · FF ·∆(ΨF)−1 (1.4)
Either side defines a holomorphic function F : hreg → Ug⊗2[[~]] which is independent
of the choice of a maximal nested set onD by (1.4), satisfies the differential equation
dF =
h
2
∑
α>0
dα
α
(
(Cα
(1) + Cα
(2))F − F∆(Cα)
)
(1.5)
and the twist relation (ΦKZ)F = 1
⊗3. We shall call such an F a differential twist.
Given F , the twists FF may be recovered as
FF = (Ψ
⊗2
F )
−1 · F ·∆(ΨF )
1.13. We show in Section 4 that the requirement that the twists FF possess the
factorised form (1.2), where the factors F(B;α) satisfy the twist relation (1.1), is
equivalent to the following centraliser property of the differential twist F . This
assumes that a differential twist FgB is given for any diagrammatic subalgebra
gB ⊆ g, and expresses a compatibility between FgB and FgB\α , for any vertex α ofB.
Specifically, consider the asymptotics rlimα→∞FgB (µ) of FgB (µ), as the coordinate
α of µ ∈ hB goes to ∞.6 These asymptotics are a function of the image µ of µ in
6the existence rlimα→∞FgB relies on the fact that the Casimir connection has regular
singularities.
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hB\α, thought of as a quotient of hB . They solve the Casimir equation (1.5) for the
Lie algebra gB\α, which are the limit of the Casimir equations of gB as α→∞. The
centraliser property is the requirement that the element F(B;α) ∈ Ug[[~]]⊗2 defined
by the equation
r lim
α→∞
FgB (µ) = F(B;α) · FgB\α(µ) (1.6)
be invariant under gB. This implies in particular that F(B;α) does not depend on
µ.
1.14. The construction of a differential twist satisfying the centraliser property
can, in turn, be obtained from that of an appropriate fusion operator.7 The latter
is a solution of a dynamical version of the KZ equations in n = 2 points, namely
dJ
dz
=
(
h
Ω
z
+ adµ(1)
)
J (1.7)
where z = z1 − z2, and µ ∈ hreg. The dynamical KZ equations arise naturally
in Conformal Field Theory (see, e.g., [15]). They were studied in more detail
by Felder–Markov–Tarasov–Varchenko in [20], where it was shown that they are
bispectral to, that is commute with, a dynamical version of the Casimir connection
with respect to the variable µ.
The presence of the dynamical term adµ(1) creates an irregular singularity at
z =∞ of Poincare´ rank 1. Assuming µ to be real, so that the Stokes rays of (1.7)
all lie on the real axis, we construct in Section 5 two canonical solutions J±(z, µ)
with values in Ug⊗2[[~]], which have the form
J±(z, µ) = H±(z, µ) · zhΩh
where H±(z, µ) is a holomorphic function on the upper (resp. lower) half–plane
which possesses an asymptotic expansion of the form 1⊗2+O(z−1) as z →∞ with
0 << | arg z| << π, and Ω = ta ⊗ ta, with {ta}, {ta} dual bases of h with respect
to (·, ·), is the projection of Ω on the kernel of ad(µ(1)). The construction of J±
and the study of its analytic properties require some care, since the equation (1.7)
takes values in the infinite–dimensional algebra Ug⊗2[[~]], and is the main technical
contribution of the paper.
Given the fusion operator J±(z, µ), a differential twist can be obtained as either
of the ratios
F±(µ) = J±(z, µ)
−1 · J0(z, µ)
where J0(z, µ) is the unique solution of (1.7) which is asymptotic to (1
⊗2+O(z))·z~Ω
near z = 0.8
1.15. The proof that F±(µ) kills the associator is fairly standard (see e.g., [16, 14]),
provided an analogue of the fusion operator can be constructed for the dynamical
KZ equation in n = 3 points. Even though the corresponding KZ equations have
irregular singularities at zi = ∞, a solution can still be constructed by simulta-
neously scaling all variables z1, z2, z3, and sending the scale to infinity. Here, we
crucially exploit a beautiful fact, which is that the dynamical KZ equations in n
variables abelianise at infinity. Roughly speaking, this means that the connection
7The terminology is borrowed from the work of Etingof (see e.g., [16], and references therein).
The relation of our construction to [17] is discussed in 1.18.
8The existence of J0 is straightforward since z = 0 is a regular singularity of (1.7).
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satisfied by the asymptotics of solutions on the divisor where all zi− zj are infinite
is the abelian KZ equations
d− h
∑
i<j
d log(zi − zj)Ωhij
Contrary to its non-abelian analogue, this equation possesses a canonical solution,
namely
∏
i<j(zi − zj)hΩ
h
ij , which leads to the construction of a multicomponent
fusion operator of the form
J± = H±(z1, . . . , zn) ·
∏
i<j
(zi − zj)hΩ
h
ij
1.16. The fact that the twists F±(µ) satisfy the Casimir equations 1.5 follows from
the fact that J±(z, µ) satisfies a dynamical version of the Casimir equations, namely
dhJ =
h
2
∑
α>0
dα
α
(
∆(Cα)J − J(Cα(1) + Cα(2))
)
+ z ad(dµ(1))J
which expresses the fact that, when z1−z2 =∞, the dynamical Casimir connection
on the tensor product V1 ⊗ V2 of two representations becomes the tensor product
of the (non–dynamical) Casimir connections on each factor. The above equation
is a consequence of the bispectrality of the dynamical KZ and Casimir equations,
together with the fact that J varies smoothly in µ ∈ hreg, which follows from our
analysis.
1.17. In Section 7, we show that the differential twists F±(µ) satisfy the centraliser
property. This follows by relating the (irregular) asymptotics of the fusion operator
of g when one of the simple roots coordinates αi tends to∞, to the fusion operator
of the corank 1 subalgebra gD\αi .
We revisit these calculations in Appendix B, and give a direct construction of the
relative twists arising from the fusion operator which is similar in spirit to Drinfeld’s
construction of the KZ associator. This gives, to the best of our knowledge, the
first canonical transcendental construction of a twist killing the KZ associator ΦKZ.
Specifically, we show that the twist F(D;αi) defined by the factorisation relation
(1.6) can be realised as the constant relating the canonical fundamental solutions at
0 and ∞ of an ODE with regular singularities at 0,−1 and an irregular singularity
at ∞. The ODE is defined with respect to the blowup coordinate v = zαi, and is
given by
dG
dv
=
(
hΩ
v
+
h
2
∆(KD −KD\αi)− 2Ω
v + 1
+ adλ∨i
(1)
)
G
where, for any subdiagram B ⊆ D, KB is the truncated (Cartan–less) Casimir
operator of gB, and λ
∨
i is the coroot corresponding to αi.
1.18. Our construction of the differential twist is very close, in spirit at least,
to Etingof and Varchenko’s study of the fusion operator Ĵ(w, λ) of the affine Lie
algebra ĝ [17]. The latter satisfies the trigonometric KZ equations with respect
to w, together with the dynamical difference equations with respect to λ, where
the latter are a system of difference equations which degenerates to the Casimir
connection. The regularised limit Ĵλ) of Ĵ(z, λ) as z → 1 kills the KZ associator
in the shifted sense, that is satisfies
Ĵ12,3(λ)Ĵ1,2(λ− h(3)) = Ĵ1,23(λ)Ĵ2,3(λ)ΦKZ
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(see, e.g., [14, 16]). A construction of a differential twist might therefore arise by
taking an appropriate scaling limit of Ĵ(λ) as λ goes to infinity (a process which
would kill the shift in the above equation). Controlling the asymptotics of Ĵ at
λ = ∞ seems difficult, however, since Ĵ(λ) only satisfies a system of difference
equations with respect to λ.
Rather than purse this path, we give in this paper a direct construction of a
solution of the rational dynamical KZ equations, which can be thought of as (and
probably is) a degeneration of the fusion operator of gˆ. Our J±(z, µ) should in fact
be a fusion operator for the current algebra g[t]. One further difference with [17] is
that, unlike Ĵ(w, λ), J±(z, µ) is not constructed via representation theory, specif-
ically the fusion construction for loop modules of ĝ, but purely using differential
equations. It seems an interesting question to construct our fusion operator from
representation theory. Such a construction should be obtained by replacing Verma
modules by the irregular Wakimoto modules for ĝ considered in [19, 18], since these
give rise to the Casimir connection [18].
1.19. The monodromy theorem proved in this paper is extended to the case of an
arbitrary symmetrisable Kac–Moody algebra in [1, 2, 3]. The approach is close in
spirit to that [25], but differs very significantly in the details of two out of the three
steps of the construction, namely the transfer of braided quasi–Coxeter structure
from the category Oint~ of integrable, highest weight U~g–modules to an isomorphic
structure on the corresponding category Oint[[~]] for Ug[[~]], and the proof that such
structures are rigid. The last step, namely the construction of a braided quasi–
Coxeter structure on Oint[[~]] which accounts for the monodromy of the Casimir
equations of g and that of the KZ equations of its Levi subalgebras is carried out
in [3] by using the construction of the fusion operator and differential twist given
in this paper.
1.20. Outline of the paper. Section 2 contains some preliminary material re-
quired to study differential equations with values in infinite–dimensional filtered
vector spaces.
In Section 3, we review the definition of quasitriangular quasibialgebras and of
quasi–Coxeter algebras together with the fact that the monodromy of the KZ and
Casimir connections respectively define such structures on the enveloping algebra
Ug of a complex, semisimple Lie algebra g.
In Section 4, we introduce the notion of differential twist for g, and show that it
gives rise to a quasi–Coxeter quasitriangular quasibialgebra structure on Ug, which
interpolates between the quasitriangular quasibialgebra structure underlying the
monodromy of the KZ connection and the quasi–Coxeter structure underlying that
of the Casimir one.
In Section 5, we construct a fusion operator for g as a joint solution of the coupled
KZ–Casimir equations on 2 points, with prescribed asymptotics when z1−z2 →∞.
In Section 6, we obtain a differential twist for g as the regularised limit of the
fusion operator when z → 0, and prove that it kills the KZ associator.
In Section 7, we relate the differential twists for g and for a corank 1 Levi subal-
gebra, and use this to prove that the differential twist of g satisfies the centraliser
property described in 1.13.
This property is used in Section 8, to show that the differential twist arising from
the fusion operator it gives rise to a quasi–Coxeter quasitriangular quasibialgebra
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structure on Ug interpolating between the quasitriangular quasibialgebra structure
underlying the KZ equations and the quasi–Coxeter algebra one underlying the
Casimir connection.
Section 9 collects some facts about the quantum group U~g, and in particular
the fact that it possesses a quasi–Coxeter quasitriangular quasibialgebra structure
which accounts for both its R–matrix and quantum Weyl group representations.
Section 10 contains the main result of this paper, namely the equivalence of U~g
and Ug[[~]] as quasi–Coxeter quasitriangular quasibialgebras and the immediate
corollary that the monodromy of the Casimir connection is described by quantum
Weyl group group operators.
Appendix A contains a detailed discussion of the solutions of a linear, scalar ODE
with an irregular singularity at ∞, which plays a similar role in this paper than
Drinfeld’s ODE dfdz = (
A
z +
B
z−1 )f does for the construction of the KZ associators.
Appendix B gives an alternative proof that the differential twist obtained in
Section 6 possesses the centraliser property. As a corollary, we obtain a canonical,
transcendental construction of a twist killing the KZ associator ΦKZ.
The final Appendix C gives an alternative proof that the coupled KZ–Casimir
equations are integrable.
1.21. Acknowledgments. This paper was a very long time in the making, as its
main result was first announced in 2005. I am very grateful to my late colleague
Andrei Zelevinsky, and to Edward Frenkel for amicably, but firmly, encouraging
me to complete it. I am also grateful to Claude Sabbah for correspondence and
discussions on irregular singularities in 2 dimensions.
2. Filtered algebras
2.1. Let A be an algebra over C endowed with an ascending filtration
C = A0 ⊂ A1 ⊂ · · ·
such that Am ·An ⊂ Am+n. Let o = {ok}k∈N be a sequence of non–negative integers,
~ a formal variable, and consider the subspace A[[~]]o ⊂ A[[~]] defined by
A[[~]]o = {
∑
k≥0
ak~
k| ak ∈ Aok}
Note that:
(1) A[[~]]o is a (closed) C[[~]]–submodule of A[[~]] if o is increasing.9
(2) A[[~]]o is a subalgebra of A[[~]] if o is subadditive, that is such that ok+ ol ≤
ok+l for any k, l ∈ N. This implies in particular that o is increasing, and
that o0 = 0.
If the subspaces Ak ⊂ A are finite–dimensional, so are the quotients
A[[~]]o/(~p+1A[[~]] ∩ A[[~]]o) ∼= Ao0 ⊕ ~Ao1 ⊕ · · · ⊕ ~pAop
Assuming this, we shall say that a map F : X → A[[~]]o, where X is a topologi-
cal space (resp. a smooth or complex manifold), is continuous (resp. smooth or
holomorphic) if each of its truncations Fp : X → A[[~]]o/(~p+1A[[~]] ∩A[[~]]o) are.
9A[[~]]o is then the ~–adic completion of the Rees algebra of A corresponding to the filtration
Ao0 ⊂ Ao1 ⊂ · · ·
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2.2. We shall mainly be interested in the following situation: A = Ug⊗n endowed
with the standard order filtration given by deg(x(i)) = 1 for x ∈ g, where
x(i) = 1⊗(i−1) ⊗ x⊗ 1⊗(n−i)
The sequence o will be chosen subadditive, and such that o1 ≥ 2 in order for
~Ωij , ~∆(n)(Kα) ∈ A[[~]]o. Note that g ∩ Ug[[~]]o = {0} since o0 = 0, but that the
adjoint action of g on Ug⊗n induces one on by derivations on Ug⊗n[[~]]o. Note also
that Ug[[~]]o is not a Hopf algebra, since ∆ : Ug[[~]]o → Ug⊗2[[~]]o ) (Ug[[~]]o)⊗2.
2.3. Let A be a C[[~]]–module and consider the natural map ı : A → lim
←−
A/~nA.
Recall that A is separated if ı is injective, and complete if it is surjective. By
definition, A is topologically free if it is separated, complete and torsion–free.
Consider now the map
ı : EndC[[~]](A)→ lim
←−
EndC[[~]](A/~nA)
Lemma. Assume that A is separated. Then,
(1) ı is injective.
(2) If A is complete, ı is surjective.
Proof. (1) If T ∈ EndC[[~]] is such that ıT = 0, then T (A) ⊂
⋂
n ~
nA = 0.
(2) Let {Tn} ∈ limn EndC[[~]](A/~nA). For any a ∈ A, the sequence {Tna} lies in
limnA/~nA and is therefore the image of a unique element a′ ∈ A. The assignment
a → Ta = a′ is easily seen to define an element of EndC[[~]](A) which projects to
each of the Tn. 
Corollary. If A is topologically free, the map ı : EndC[[~]](A)→ lim
←−
EndC[[~]](A/~nA)
is an isomorphism.
3. Quasi–Coxeter algebras
We review in this section the definition of quasitriangular quasibialgebras follow-
ing [12], and of quasi–Coxeter algebras following [25], to which we refer for more
details. We also explain how the monodromy of the Knizhnik–Zamolodchikov (KZ)
and Casimir connections of a complex, semisimple Lie algebra g respectively give
rise to a quasitriangular quasibialgebra and quasi–Coxeter algebra structure on the
enveloping algebra Ug[[~]] of g.
3.1. Quasitriangular quasibialgebras [12].
3.1.1. Recall that a quasibialgebra (A,∆, ε,Φ) is an algebra A endowed with alge-
bra homomorphisms ∆ : A→ A⊗2 and ε : A→ k called the coproduct and counit,
and an invertible element Φ ∈ A⊗3 called the associator which satisfy, for any a ∈ A
id⊗∆(∆(a)) = Φ ·∆⊗ id(∆(a)) · Φ−1
id⊗2⊗∆(Φ) ·∆⊗ id⊗2(Φ) = 1⊗ Φ · id⊗∆⊗ id(Φ) · Φ⊗ 1
ε⊗ id ◦∆ = id
id⊗ε ◦∆ = id
id⊗ε⊗ id(Φ) = 1
A twist of a quasibialgebra A is an invertible element F ∈ A⊗2 satisfying
ε⊗ id(F ) = 1 = id⊗ε(F )
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Given such an F , the twisting of A by F is the quasibialgebra (A,∆F , ε,ΦF ), where
the coproduct ∆F and associator ΦF are given by
∆F (a) = F ·∆(a) · F−1
ΦF = 1⊗ F · id⊗∆(F ) · Φ ·∆⊗ id(F−1) · F−1 ⊗ 1
A strict morphism Ψ : A → A′ of quasibialgebras is an algebra homomorphism
satisfying
ε = ε′ ◦Ψ, Ψ⊗2 ◦∆ = ∆′ ◦Ψ and Ψ⊗3(Φ) = Φ′
A morphism A → A′ of quasibialgebras is a pair (Ψ, F ′) where F ′ is a twist of A′
and Ψ is a strict morphism of A to the twisting of A′ by F ′.
3.1.2. A quasibialgebra (A,∆, ε,Φ) is quasitriangular if it is endowed with an
invertible element R ∈ A⊗2 called the R–matrix satisfying, for any a ∈ A,
∆op(a) = R ·∆(a) ·R−1 (3.1)
∆⊗ id(R) = Φ312 ·R13 · Φ−1132 ·R23 · Φ123 (3.2)
id⊗∆(R) = Φ−1231 ·R13 · Φ213 ·R12 · Φ−1123 (3.3)
A twist F of a quasitriangular quasibialgebra A is a twist of the underyling
quasibialgebra. The twisting of A by F is the quasitriangular quasibialgebra
(A,∆F , ε,ΦF , RF ) where
RF = F21 ·R · F−1
A morphism (Ψ, F ′) : A → A′ of quasitriangular quasibialgebras is a morphism of
the underlying quasibialgebras such that Ψ⊗2(R) = R′F ′ .
3.1.3. Let g be a complex, semisimple Lie algebra, with symmetric, invariant ten-
sor Ω ∈ (S2g)g. Then, Ug[[~]] is a quasitriangular quasibialgebra with the standard
(cocommutative) coproduct ∆0 and counit ε, R–matrix given by RKZ = exp(~Ω)
and associator ΦKZ constructed as follows.
Consider the differential equation with values in Ug⊗3[[~]]o given by
dG
dz
= h
(
Ω12
z
+
Ω23
z − 1
)
G
where Ω12 = Ω⊗1, Ω23 = 1⊗Ω, and h = ~/πι. This equation has a unique solution
G0 of the form H0(z) · zhΩ12 , where H0 is holomorphic on the disk {z ∈ C| |z| < 1}
and such that H0(0) = 1, and z
~Ω12 = exp(hΩ12 log z), where log is the standard
determination of the logarithm. Similarly, there is a unique solution G1 of the form
H1(z)(1 − z)hΩ23 , where H1 is holomorphic on {z ∈ C| |z − 1| < 1}, and such that
H1(1) = 1. The KZ associator ΦKZ is defined by
ΦKZ = G−11 (x) ·G0(x)
where x ∈ (0, 1).
3.2. Quasi–Coxeter algebras [25].
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3.2.1. Diagrams. A diagram is an undirected graph D with no multiple edges or
loops. We denote the set of vertices of D by V (D), and set |D| = |V (D)|. A
subdiagram B ⊂ D is a full subgraph of D, that is a graph consisting of a subset
V (B) of vertices of D, together with all edges of D joining two elements of V (B).
We shall often identify a subdiagram B and its set of vertices V (B).
Two subdiagrams B1, B2 ⊆ D are orthogonal if no two vertices α1 ∈ B1, α2 ∈ B2
are joined by an edge in D. B1 and B2 are compatible if either one contains the
other or they are orthogonal.
3.2.2. Nested sets. Assume henceforth that D is connected. A nested set on D is a
collection H of pairwise compatible, connected subdiagrams of D containing D.
We denote by ND the partially ordered set of nested sets on D, ordered by
reverse inclusion. ND has a unique maximal element {D}. Its minimal elements
are the maximal nested sets.
It is easy to see that a maximal nested set F has the following properties
(1) The cardinality of F is |D|.
(2) If B ∈ F , the maximal elements {Bi} in F properly contained in B contain
all the vertices of B with the exception of one, which will be denoted αBF .
The Bi are in fact the connected components of the diagram B \αBF , and F may
be obtained by taking the connected components Di of D \ αDF , then those of each
Di \ αDiF and so on.
3.2.3. Type A. If D is the Dynkin diagram of type An−1, with vertices labelled
1, . . . , n−1, nested sets on D are in bijection with bracketings of the non associative
monomial x1 · · ·xn. The bijection is obtained by mapping a connected subdiagram
with vertices i, . . . , j − 1 to the pair of parentheses x1 · · ·xi−1 (xi · · ·xj)xj+1 · · ·xn
and noting that B,B′ ⊆ D are compatible if, and only if the corresponding pairs
of parentheses are. It follows that, in this case, the poset ND is the face poset of
Stasheff’s associahedron.
3.2.4. D–algebras. Fix henceforth a commutative, unital ring k. A D–algebra is a
k–algebra A endowed with subalgebras AB labelled by the non–empty connected
subdiagrams B ⊆ D such that the following holds
• AB′ ⊆ AB′′ whenever B′ ⊆ B′′.
• AB′ and AB′′ commute whenever B′ and B′′ are orthogonal.
If B1, B2 ⊆ D are subdiagrams with B1 connected, we denote by AB2B1 the cen-
traliser in AB1 of the subalgebras AB′2 where B
′
2 runs over the connected compo-
nents of B2.
A morphism of D–algebras A,A′ is a collection of algebra homomorphisms ΨF :
A→ A′ labelled by the maximal nested sets on D such that for any F and B ∈ F ,
ΨF(AB) ⊆ A′B .
3.2.5. Pairs of maximal nested sets. An elementary pair (F ,G) of maximal nested
sets on D is one for which F and G differ by an element. In this case, there is a
unique minimal element B of F ∩ G, called the support of (F ,G), which contains
the single element in F \G (or G \F). The central support zsupp(F ,G) of (F ,G) is
the union of the elements of F ∩ G properly contained in supp(F ,G).
In type An−1, an elementary pair (F ,G) corresponds to two complete paren-
thetisations of x1 · · ·xn which are obtained by replacing a pair of parentheses
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· · · (xi · · ·xj) · · · with · · · (xk · · ·xℓ) · · · , where i < k < j < ℓ, and the support
of (F ,G) to the smallest pair of parentheses · · · (xi · · ·xℓ) · · · which is consistent
with both pairs.
3.2.6. Weak quasi–Coxeter algebras. A weak quasi–Coxeter algebra A of type D is
a D–algebra A endowed with invertible elements ΦGF called De Concini–Procesi
associators labelled by pairs of maximal nested sets satisfying the following axioms10
• Transitivity. For any maximal nested sets F ,G,H on D
ΦHF = ΦHG · ΦGF
• Support. For any elementary pair (G,F) of maximal nested sets on D,
ΦGF ∈ Azsupp(G,F)supp(G,F)
• Forgetfulness. For any elementary pairs (G,F), (G′,F ′) of maximal
nested sets on D such that F \ G = F ′ \ G′ and G \ F = G′ \ F ′,
ΦGF = ΦG′F ′
A morphism of quasi–Coxeter algebras A,A′ of type D is a morphism {ΨF} of
the underlying D–algebras such that for any elementary pair (G,F) of maximal
nested sets on D,
ΨG ◦Ad(ΦAGF ) = Ad(ΦA
′
GF ) ◦ΨF
3.2.7. Completion. Let Veck be the category of finitely–generated, free k–modules
and Modfd(A) that of A–modules whose underlying k–module lies in Veck. By
definition, the completion of A with respect to its finite–dimensional representations
is the algebra Â of endomorphisms of the forgetful functor
F :Modfd(A)→ Veck
An element of Â is a collection Θ = {ΘV }, with ΘV ∈ Endk(V ) for any V ∈
Modfd(A), such that for any U, V ∈Modfd(A) and f ∈ HomA(U, V )
ΘV ◦ f = f ◦ΘU
3.2.8. Labelled diagrams. A labelling of D is the assignement of an integer mij ∈
{2, 3, . . . ,∞} to any pair αi, αj of distinct vertices of D such that mij = mji for
any αi 6= αj and mij = 2 if, and only if αi and αj are orthogonal.
If D is labelled, the Artin or braid group BD is the group generated by elements
Si corresponding to the vertices αi of D with relations
SiSj · · ·︸ ︷︷ ︸
mij
= SjSi · · ·︸ ︷︷ ︸
mij
for any αi 6= αj such that mij <∞.
10The term weak quasi–Coxeter algebra is borrowed from [2].
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3.2.9. Quasi–Coxeter algebras. Let D be a labelled diagram. A quasi–Coxeter al-
gebra of type D is a weak quasi–Coxeter algebra A endowed with an invertible
element
SAi ∈ Âi
for any vertex αi ∈ D, where Âi is the completion of Aαi with respect to its
finite–dimensional representations. The associators ΦGF and local monodromies
are required to satisfy the following
• Braid relations. For any pair αi, αj of distinct vertices of D such that
mij < ∞, and pair (G,F) of maximal nested sets on D such that αi ∈ F
and αj ∈ G,
Ad(ΦGF )(S
A
i ) · SAj · · · = SAj ·Ad(ΦGF )(SAi ) · · ·
where the number of factors on each side is equal to mij .
A morphism {ΨF} of quasi–Coxeter algebras A,A′ is one of the underlying weak
quasi–Coxeter algebras such that ΨF(S
A
i ) = S
A′
i for any maximal nested set F on
D, and ertex αi ∈ D such that αi ∈ F .
3.2.10. Braid group representations. A quasi–Coxeter algebra A of type D defines
a family of homomorphisms
πF : BD → Â×
of the braid group BD to the set of invertible elements of the completion of A with
respect to finite–dimensional representations. The homomorphisms are labelled by
the maximal nested sets on D, and are defined as follows.
Let F be a maximal nested set on D. For any αi ∈ D, choose a maximal nested
set Gi such that αi ∈ Gi and set
πF (Si) = ΦFGi · SAi · ΦGiF
The assignment Si → πF (Si) is independent of the choice of Gi, and extends to a
homomorphism BD → Â× with the following properties
(1) If αi ∈ F , then πF (Si) = SAi .
(2) If G is another maximal nested set on D then, for any b ∈ BD,
πG(b) = ΦGF · πF (b) · ΦFG
so that πF and πG are canonically equivalent.
(3) If {ΨF} : A → A′ is a morphism of quasi–Coxeter algebras, then for any
maximal nested set F and b ∈ BD, ΨF(πAF (b)) = πA
′
F (b). In particular,
isomorphic quasi–Coxeter algebras yield equivalent representations of BD.
3.3. The Casimir connection.
3.3.1. Let g be a complex, simple Lie algebra, h ⊂ g a Cartan subalgebra, and
Φ = {α} ⊂ h∗ the corresponding root system. Set
hreg = h \
⋃
α∈Φ
Ker(α)
Choose root vectors xα ∈ gα, α ∈ Φ, such that (xα, x−α) = 1, where (·, ·) is a fixed
non–degenerate, invariant bilinear form on g, and let
Kα = xαx−α + x−αxα ∈ Ug
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be the (truncated) Casimir operator of the three–dimensional subalgebra slα2 ⊆ g
corresponding to α.
Let V be a finite–dimensional representation of g, and V the holomorphically
trivial vector bundle on hreg with fibre V . The Casimir connection of g is the
holomorphic connection on V given by
∇κ = d− h
2
∑
α∈Φ+
dα
α
· Kα (3.4)
where h ∈ C is a deformation parameter, and α ranges over a chosen system of
positive roots Φ+.
11 The connection ∇κ has logarithmic singularities on the root
hyperplanes and is flat for any h [22, 7, 20].
The flat vector bundle (V,∇κ) defines a one–parameter family of monodromy
representations of the pure braid group PW = π1(hreg) on V deforming the trivial
action. We explain in the next two paragraphs how to twist (V,∇κ) so that it
defines representations of the full braid group BW = π1(hreg/W ).
3.3.2. Tits extension [23]. LetW ⊂ GL(h) be the Weyl group of g. It is well–known
that W does not act on V in general, but that the triple exponentials
s˜i = exp(eαi) exp(−fαi) exp(eαi)
corresponding to the simple roots α1, . . . , αr in Φ+ and a choice of root vectors
eαi , fαi such that [eαi , fαi ] = hαi give rise to an action of an extension W˜ of W by
the sign group Zr2.
As an abstract group, W˜ is presented on generators s˜i subject to the relations
s˜is˜j · · ·︸ ︷︷ ︸
mij
= s˜j s˜i · · ·︸ ︷︷ ︸
mij
s˜4i = 1
s˜2i s˜
2
j = s˜
2
j s˜
2
i
s˜is˜
2
j s˜
−1
i = s˜
2
j(s˜i)
−2αi(α
∨
j )
for any i 6= j, where mij is the order of product of simple reflections sisj in W .
It is therefore independent of the choices made, and a quotient of the braid group
BW of W . Its action on V factors though that of NH ⊂ G, where G is the simply–
connected complex Lie group with Lie algebra g, H ⊂ G its maximal torus with Lie
algebra h, and NH the normaliser of H in G. The image of W˜ in NH , and therefore
in GL(V ), depends upon the choices of the root vectors, but different choices lead
to subgroups of which are canonically conjugate under an element in H .
3.3.3. Twisting of (V,∇κ) [22]. The flat vector bundle (V,∇κ) is equivariant under
the Tits extension W˜ , and may be twisted into aW–equivariant, flat vector bundle
(V˜, ∇˜κ) on hreg as follows. Let h˜reg p→ hreg be the universal cover of hreg and hreg/W .
Since W˜ is a quotient of the braid group BW , the latter acts on the flat vector
bundle p∗(V,∇κ) on h˜reg. By definition, (V˜, ∇˜κ) is the quotient p∗(V,∇κ)/PW ,
where PW = π1(hreg), and carries a residual action of W = BW /PW .
The flat vector bundle (V˜, ∇˜κ) may alternatively be described as follows. Let
Zr2
∼= Z ⊂ W˜ be the subgroup generated by the elements {s˜2i }ri=1. Since Z is
11the connection is independent of the choice of Φ+
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a quotient of the pure braid group PW , it is the deck group of a Galois cover
π : h˜Zreg → hreg which, via the projection hreg → hreg/W , is also Galois cover of
hreg/W with deck group W˜ . Let Z → hreg be the direct image of the trivial line
bundle over h˜Zreg. Then, Z is a flat, W˜–equivariant vector bundle of rank 2r over
hreg, and (V˜, ∇˜κ) is the bundle of Z–coinvariants
V˜ = [V⊗Z]Z
3.4. The monodromy of (V˜, ∇˜κ), which we shall abusively refer to as the mon-
odromy of the Casimir connection, yields a one–parameter family of representa-
tions µhV of BW on V which is obtained as follows. Fix a base point x˜0 ∈ h˜reg,
and let x0, [x0] be its images in hreg and hreg/W respectively. The braid group
π1(hreg/W ; [x0]) acts on fundamental solutions Ψ : h˜reg → GL(V ) of p∗∇κ by
b•Ψ(x˜) = b·Ψ(b−1 ·x˜). If Ψ is a given fundamental solution, then µhΨ(b) = Ψ−1 ·b•Ψ
is locally constant function with values in GL(V ) and the required monodromy.
It will be shown below that the formal Taylor series of µhV at h = 0 arises from
an appropriate quasi–Coxeter structure on Ug[[~]].
3.5. The Casimir connection and quasi–Coxeter structure on Ug[[~]].
3.5.1. Fundamental solutions of ∇κ [9, 5, 6]. Let D be the Dynkin diagram of g
relative to simple roots α1, . . . , αr. An adapted family of h
∗ is a collection β =
{xB} ⊂ h∗ labelled by the connected subdiagrams B ⊆ D such that, for any
maximal nested set F on D, and B ∈ F , the elements {xC}F∋C⊆B form a basis of
the subspace h∗B of h
∗ spanned by the simple roots labelled by the vertices of B.
An example of such a family may be obtained by taking xB to be the sum of the
positive roots in the root subsystem ΦB ⊂ Φ corresponding to B.
For any maximal nested set F , let U denote the affine space CF with coordinates
{uB}B∈F , and consider the map ρF : U → h given in the coordinates {xB}B∈F on
h by
xB =
∏
F∋C⊇B
uC
ρF is a birational map, with inverse
uB =
{
xD if B = D
xB/xC(B) otherwise
where C(B) ∈ F is the unique minimal element properly containing B. It restricts
to an isomorphism between the complement in U of the coordinate hyperplanes
{uB = 0}, and that in h of the hyperplanes {xB = 0}. Moreover, ρF maps {uB = 0}
into the subspace Φ⊥B.
The pull–back to U of a root α ∈ Φ has the following expression in terms of the
coordinates {uB}. Let B ∈ F be the unique minimal element such that α ∈ ΦB.
Then, there are complex numbers {aB′}F∋B′⊆B, with aB 6= 0, such that
α =
∑
aB′xB′ = aBxB
1 + ∑
F∋B′(B
aB′
aB
xB′
xB
 = aB · ∏
F∋C⊇B
uC · Pα
where Pα is a polynomial in the variables {uB′}F∋B′(B such that Pα(0) = 1.
QUASI–COXETER ALGEBRAS AND THE CASIMIR CONNECTION 17
Set UF = U \
⋃
α∈Φ+
{Pα = 0}. The pull–back of the connection ∇κ to UF
has logarithmic singularities on the divisor
∏
B∈F{uB = 0}, with residue on the
hyperplane uB = 0 given by
h
2KB , where
KB =
∑
α∈ΦB∩Φ+
Kα
Let pF ∈ UF be the point with coordinates uB = 0, B ∈ F . Then, for every
simply–connected open set V ⊂ UF containing pF , there is a unique holomorphic
function HF : V → Ug[[~]]o such that HF(pF ) = 1 and, for any determination of
the logarithm, the function
ΨF = HF ·
∏
B∈F
u
h
2KB
B
is a solution of ∇κΨF = 0. The fundamental solution ΨF has good asymptotics
near 0 ∈ h, when the latter is approached so that, for any B ⊂ C ∈ F , the roots in
ΦB go to zero faster than those in ΦC .
3.5.2. De Concini–Procesi associators [9]. Assume that the elements {xB}B⊆D are
real and positive on the fundamental chamber
C = {t ∈ h|α(t) > 0, α ∈ Φ+}
For any maximal nested set F , let VF ⊂ UF be the complement of the real, codi-
mension one semialgebraic subvarieties {xB ≤ 0}, B ∈ F . The preimage of the
chamber C lies in VF since xB > 0 on C. We shall henceforth only consider the
standard determination of the logarithm, so that log(xB), log(uB), B ∈ F are well–
defined and single–valued on VF . The fundamental solution ΨF is single–valued
on the intersection of a neighborhood of pF in UF with VF . Since pF lies in the
closure of C, ΨF may be continued to a single–valued solution on C.
Let now F ,G be two maximal nested sets. The De Concini–Procesi associator
ΦGF is the element of Ug[[~]] defined by
ΦGF = (ΨG(y))
−1 ·ΨF(y)
for any y ∈ C.
3.5.3. Quasi–Coxeter structure.
Proposition. Set ~ = πιh. Then,
(1) The associators ΦGF and local monodromies
S∇i,κ = s˜i · exp (~/2 · Kαi) (3.5)
endow Ug[[~]] with a quasi–Coxeter algebra structure Q∇κ of type D.
(2) For any finite–dimensional g–module V and maximal nested set F , the
representation
πF : BW → GL(V [[~]])
obtained from the quasi–Coxeter structure Q∇κ coincides with the mon-
odromy of (V˜, ∇˜κ) expressed in the fundamental solution ΨF .
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3.5.4. Modification of Q∇κ . It will be convenient to alter the local monodromies of
the quasi–Coxeter structure Q∇κ as follows.
For any root α ∈ Φ, let aα ∈ C[hα][[~]] be an invertible element such that, for any
w ∈ W , waα = awα. It is easy to see that the local monodromies (S∇i,κ)a = S∇i,κ ·aαi
satisfy the braid relations of 3.2.9 with respect to the associators ΦGF . Indeed, since
the ΦGF are of weight zero, these relations amount to checking that the following
holds for any i 6= j ∈ I
si(aαi) · sisj(aαj ) · sisjsi(aαi) · · · = sj(aαj ) · sjsi(aαi) · sjsisj(aαj ) · · ·
where each side has mij terms. This identity holds since both sides are equal to
the product
∏
α∈Φij∩Φ−
aα, where Φij ⊂ Φ is the rank two root system generated
by αi and αj .
Set now aα = exp(
~
2 · (α,α)2 h2α), so that (S∇i,κ)a is given by
S∇i,C = s˜i · exp (~/2 · Cαi) (3.6)
where Cα = Kα + (α,α)2 · h2α is the Casimir operator of slα2 . The following result is
a direct consequence of Proposition 3.5.3 and the previous discussion.
Corollary. The associators ΦGF and local monodromies S
∇
i,C endow Ug[[~]] with a
quasi–Coxeter algebra structure Q∇C of type D.
3.5.5. Modification of ∇κ. The quasi–Coxeter structureQ∇C encodes the monodromy
of the following connection
∇C = d− h
2
∑
α∈Φ+
dα
α
· Cα (3.7)
More precisely, the connection ∇C differs from the Casimir connection ∇κ by
the addition of the closed, S2h–valued, W˜–equivariant 1–form
a =
h
2
∑
α∈Φ+
dα
α
· (α, α)
2
· h2α
It follows that ∇C is flat and may be twisted to a W–equivariant flat connection
∇˜C on V˜. Since Ψ is a horizontal section of ∇κ if, and only if Ψ · Θ is one of ∇C ,
where
Θ =
∏
α∈Φ+
α
h
2 ·
(α,α)
2 h
2
α
the following is a direct consequence of Proposition 3.5.3.
Corollary. For any finite–dimensional g–module V and maximal nested set F , the
representation πF : BW → GL(V [[~]]) obtained from the quasi–Coxeter structure
Q∇C coincides with the monodromy of (V˜, ∇˜C) expressed in the fundamental solution
ΨF ·Θ.
Remark. One can construct fundamental solutions ΨF ,C of the connection ∇C
exactly as in 3.5.1 and describe the monodromy of ∇C directly in terms of the
associators ΦGF ,C = Ψ
−1
G,C ·ΨF ,C. These, however, do not satisfy the central support
axiom of 3.2.6 and therefore do not define a quasi–Coxeter structure on Ug[[~]]. The
quasi–Coxeter structure Q∇C is therefore best seen as arising from a modification of
Q∇κ rather than from the monodromy of ∇C .
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3.6. Quasi–Coxeter quasitriangular quasibialgebras.
3.6.1. D–quasibialgebras. If (A,∆, ε) is a bialgebra and n ∈ N, we denote by ∆(n) :
A→ A⊗n be the iterated coproduct defined by ∆(0) = ε, ∆(1) = id, and
∆(n+1) = ∆⊗ id⊗n−1 ◦∆(n)
if n ≥ 1.
Let D be a connected diagram. A D–bialgebra is a D–algebra A endowed with
a bialgebra structure such that, for any connected B ⊆ D, AB is a subbialgebra of
A. If B′ ⊆ B ⊆ D are subdiagrams, with B connected, and n is an integer, we set
(A⊗nB )
B′ = {a ∈ A⊗nB | [∆(n)(a′), a] = 0, a′ ∈ ABi}
where Bi ranges over the connected components of B
′.
A D–quasibialgebra (A, {AB},∆, ε, {ΦB}, {F(B;α)}) is a D–bialgebra endowed
with the following additional data
• Associators. For each connected subdiagram B ⊆ D, an invertible ele-
ment
ΦB ∈ (A⊗3B )B
• Structural twists. For each connected subdiagram B ⊆ D and vertex
α ∈ B, a twist
F(B;α) ∈ (A⊗2B )B\α
satisfying the following axioms
• For any connected B ⊆ D, (AB ,∆, ε,ΦB) is a quasibialgebra.
• For any connected B ⊆ D and α ∈ B,
(ΦB)F(B;α) = ΦB\α
where ΦB\α =
∏
B′ ΦB′ , with the product ranging over the connected com-
ponents of B \ α if B 6= α, and Φ∅ = 1⊗3 otherwise.
The gist of the above axioms is the following. For any subdiagram B ⊆ D,
let AB be the algebra generated by the ABi , where Bi runs over the connected
components of B and set ΦB =
∏
i ΦBi . A D–quasibialgebra gives rise to a family
of tensor categories
CB = Rep(AB ,∆, ε,ΦB)
labelled by the subdiagrams B ⊆ D. Moreover, the structural twists give rise to
restriction functors CB → CB′ , B′ ⊆ B in the following way. For any maximal
nested set F on D containing the connected components of B,B′, set
FB′B = {C ∈ F|B′j ⊆ C ⊆ Bi for some i, j}
where Bi, B
′
j are the connected components of B,B
′. Define the twist FFB′B ∈ A⊗2B
by
FFB′B =
−→∏
C∈FB′B
F(C;αCF )
where the product is taken with F
(C1;α
C1
F )
written to the left of F
(C2;α
C2
F )
whenever
C1 ⊂ C2. This does not specify the order of the factors uniquely, but two orders
satisfying this requirement are readily seen to yield the same product. Then,
(ΦB)FF
B′B
= ΦB′
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so that the restriction functor CB → CB′ is endowed with a collection of tensor
structures labelled by any such F .
3.6.2. A weak quasi–Coxeter quasibialgebra of type D is a set(
(A, {AB}, {ΦGF},∆, ε, {ΦB}, {F(B;α)}
)
where
• (A, {AB}, {ΦGF}) is a weak quasi–Coxeter algebra of type D
• (A, {AB},∆, ε, {ΦB}, {F(B;α)}) is a D–quasibialgebra
and, for any pair (G,F) of maximal nested sets on D, the following holds
FG ·∆(ΦGF ) = Φ⊗2GF · FF
where, in the notation of 3.6.1, FF = FF∅D .
Thus, in a weak quasi–Coxeter quasibialgebra the tensor structures on the re-
striction functors CB → CB′ are naturally isomorphic via the associators ΦGF .
3.6.3. A quasi–Coxeter quasitriangular quasibialgebra of type D is a weak quasi–
Coxeter quasibialgebra A of type D endowed with the following additional data
• R–matrices. For any connected B ⊆ D, an invertible element RB ∈ A⊗2B
such that (AB ,∆, ε,ΦB, RB) is a quasitriangular quasibialgebra.
• Local monodromies. For any vertex αi ∈ D, an invertible element Si ∈
Âi such that (A, {ΦGF}, {Si}) is a quasi–Coxeter algebra of type D.
The R–matrices and local monodromies are subject to the following compatibility
relation:
• Coproduct identity. For any vertex αi ∈ D, the following holds
∆F(αi;αi)(Si) = (Rαi)
21
F(αi;αi)
· Si ⊗ Si
4. Differential twists and quasi–Coxeter structures
We define in this section the notion of differential twist of a semisimple Lie alge-
bra g, and show that it gives rise to a quasi–Coxeter quasitriangular quasibialgebra
structure on Ug[[~]], which interpolates between the quasitriangular quasibialgebra
structure underlying the monodromy of the KZ connection and the quasi–Coxeter
structure underlying that of the Casimir one. The corresponding structural twists
arise by comparing the asymptotics of the differential twist for g when a given co-
ordinate αi tends to ∞, to the differential twist for the subalgebra of g generated
by the root vectors corresponding to the simple roots αj 6= αi.
4.1. Notation. For any subdiagram B ⊆ D, let gB ⊆ g be the subalgebra gener-
ated by the root subspaces g±αi , αi ∈ B, ΦB ⊂ Φ its root system, and lB = gB + h
the corresponding Levi subalgebra of g. Denote by
ΩB = xa ⊗ xa, CB = xa · xa and rB =
∑
α∈ΦB∩Φ+
xα ⊗ x−α
where {xa}a, {xa}a are dual basis of gD with respect to (·, ·), and xα ∈ gα are
root vectors such that (xα, x−α) = 1, the corresponding invariant tensor, Casimir
operator and standard solution of the modified classical Yang–Baxter equation for
gB respectively. Let also ΦKZB be the KZ associator for gB defined in 3.1.3.
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4.2. Differential twist. Let CR = {t ∈ h|αi(t) > 0, ∀i ∈ I} ⊂ hR be the funda-
mental chamber of h and C = CR + ihR its complexification.
Definition. A differential twist for g is a holomorphic map F : C → Ug⊗2[[~]]o such
that
(1) ε⊗ id(F ) = 1 = id⊗ε(F ).
(2) F ≡ 1⊗2 mod ~.
(3) (ΦKZ)F = 1
⊗3.
(4) Alt2 F = ~rD mod ~2.
(5) F satisfies
dF =
~
2
∑
α∈Φ+
dα
α
(
(Kα ⊗ 1 + 1⊗Kα)F − F∆(Kα)
)
(4.1)
Remark. Condition (5) is compatible with (1) in that it implies that both ε⊗id(F )
and id⊗ε(F ) satisfy
de =
~
2
∑
α∈Φ+
dα
α
[Kα, e]
which is consistent with e ≡ 1. It is also compatible with (3)–(4) in the following
sense. Define f : C → Ug⊗2 by F = 1⊗2 + ~f mod ~2. It follows from (3) and the
fact that ΦKZ = 1
⊗3 mod ~2, that dHf = 0, where dH : Ug⊗m → Ug⊗(m+1) is the
Hochschild differential
dHa = 1⊗ a+
m∑
i=1
(−1)i id⊗(i−1)⊗∆⊗ id⊗(m−i)(a) + (−1)m+1a⊗ 1
Moreover, (5) and (2) imply that
df =
1
2
∑
α∈Φ+
(
Kα ⊗ 1 + 1⊗Kα −∆(Kα)
)
=
1
2
∑
α∈Φ+
dα
α
dH(Kα)
It follows that the Hochschild cohomology class of f is constant on C and, by (4),
equal to rD.
4.3. Compatibility with DCP associators. Fix henceforth a positive, adapted
family β = {xB}B⊆D ⊂ h∗. For any maximal nested set F , let ΨF : C → Ug[[~]]o
be the fundamental solution of ∇κ corresponding to F and β, and ΦGF = Ψ−1G ·ΨF
the corresponding associators.
Let F : C → Ug⊗2[[~]]o be a differential twist for g, and set
FF = (Ψ
⊗2
F )
−1 · F ·∆(Ψ⊗2F )
Lemma. The following holds
(1) FF is constant on C.
(2) ε⊗ id(FF ) = 1 = id⊗ε(FF ).
(3) (ΦKZ)FF = 1
⊗3.
(4) FF = Φ
⊗2
F G · FG ·∆(ΦG F )−1.
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Proof. (1) Is clear.
(2) The differential equation ∇κΨF = 0 implies that dε(ΨF) = 0. Thus,
ε(ΨF) = ε(HF ·
∏
B∈F u
~/2KB
B ) = ε(HF ) is constant, and therefore equal to
ε(HF(pF )) = 1. The claim now follows from the fact that ε⊗ id(u⊗2 ·F ·∆(u)−1) =
ε(u)Ad(u) (ε⊗ id(F )) for any invertible elements u ∈ Ug[[~]] and F ∈ Ug[[~]]⊗2.
(3) Follows because Φu⊗2·F ·∆(u)−1 = Ad(u
⊗3)(ΦF ) for any invertible elements
u ∈ Ug[[~]] and F ∈ Ug[[~]]⊗2, and any associator Φ ∈ Ug[[~]]⊗3.
(4) follows from the definiton of FF , FG . 
4.4. Notation. Fix i ∈ I, let Φ ⊂ Φ be the root system generated by the simple
roots {αj}j 6=i, g ⊂ g the subalgebra spanned by the root vectors and coroots
{xα, α∨}α∈Φ, g ⊃ h ⊂ h its Cartan subalgebra, and l = g ⊕ h the corresponding
Levi subalgebra of g.
The inclusion of root systems Φ ⊂ Φ gives rise to a projection π : h → h
determined by the requirement that α(π(t)) = α(t) for any α ∈ Φ. The kernel of π
is the line Cλ∨i spanned by the ith fundamental coweight of g.
We shall coordinatise the fibres of π by restricting the simple root αi to them.
This amounts to trivialising the fibration π : h→ h as h ∼−→ C× h via (αi, π). The
inverse of this isomorphism is given by (w, µ)→ wλ∨i + ı(µ), where ı : h→ h is the
embedding with image Ker(αi) given by
ı(t) = t− αi(t)λ∨i (4.2)
Denote by
K =
∑
α∈Φ+
Kα and K =
∑
α∈Φ+
Kα (4.3)
the (truncated) Casimir operators of g and g.
4.5. Asymptotics of the Casimir connection for αi →∞. Retain the notation
of 4.4. Fix µ ∈ h, and consider the fiber of π : h → h at µ. Since the restriction
of α ∈ Φ to π−1(µ) is equal to α(λ∨i )αi + α(ı(µ)), the restriction of the Casimir
connection ∇C to π−1(µ) is equal to
∇i,µ = d− ~
2
∑
α∈Φ+\Φ
dαi
αi − wαKα
where wα = −α(ı(µ))/α(λ∨i ). Set
Rµ = max{|wα|}α∈Φ\Φ (4.4)
Proposition.
(1) For any µ ∈ h, there is a unique holomorphic function
H∞ : {w ∈ P1| |w| > Rµ} → Ug[[~]]o
such that H∞(∞) = 1 and, for any determination of log(αi), the function
Υ∞ = H∞(αi) · α
~
2 (K−K)
i satisfiesd− ~
2
∑
α∈Φ+\Φ
dαi
αi − wαKα
Υ∞ = Υ∞ d
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(2) The function H∞(αi, µ) is holomorphic on the simply–connected domain
D∞ ⊂ P1 × h given by
D∞ = {(w, µ)| |w| > Rµ} (4.5)
and, as a function on D∞, Υ∞ satisfiesd− ~
2
∑
α∈Φ+
dα
α
Kα
Υ∞ = Υ∞
d− ~
2
∑
α∈Φ+
dα
α
Kα

(3) H∞ satisfies H∞(tαi, tµ) = H∞(αi, µ) for any t ∈ C∗.
(4) If µ = 0, H∞(αi, 0) = 1, Υ∞(αi, 0) = α
~
2 (K−K)
i , and both commute with l.
Proof. (1) Denote the restriction of αi to π
−1(µ) by w. H = H∞ is required to
satisfy the ODE
dH
dw
=
~
2
 ∑
α∈Φ+\Φ
Kα
w − wαH −H
K −K
w
 (4.6)
all of whose singularities are contained in the disk {|w| ≤ Rµ}. Writing H =∑
n≥0 ~
nHn yields the recursive system of ODEs
dHn
dw
=
1
2
 ∑
α∈Φ+\Φ
Kα
w − wαHn−1 −Hn−1
K −K
w

where H−1 = 0, together with the boundary condition Hn(∞) = δn0, which clearly
possess at most one solution. For n = 0, this possesses the solution H0 ≡ 1. For
n ≥ 1, given that
1
w − wα =
1
w
(
1 +
wα
w − wα
)
(4.7)
the equation reads
dHn
dw
=
1
2w
[K −K, Hn−1] + ∑
α∈Φ+\Φ
wαKα
w − wαHn−1

This possesses the holomorphic solution
Hn(w) =
∫
Γw
1
2t
[K −K, Hn−1(t)] + ∑
α∈Φ+\Φ
wαKα
t− wαHn−1(t)
 dt
where Γw is the ray from ∞ to w, and w is assumed to be such that |w| > Rµ,
provided the integral converges at t =∞. For n = 1, this is the case since H0 = 1
commutes with K − K, so the integrand is an O(t−2) and, for n ≥ 2, this follows
since Hn−1(t) = O(t
−1).
(2) The recursive construction of H clearly shows that it is a holomorphic func-
tion of µ. The fact that Υ∞ satisfies the claimed PDE follows from the integrability
of ∇C (a similar argument is given in the proof of part (2) of Theorem 5.4).
(3) Follows by uniqueness.
(4) If µ = 0, wα = 0 for any α, so that (4.6) simply reads
dH
dw
=
~
2
[K −K, H ]
w
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and, by uniqueness, H(w, 0) ≡ 1. Υ∞(w, 0) = w ~2 (K−K) commutes with l because
K−K does. Indeed, since K = C − tata, where C is the Casimir operator of g and
{ta}, {ta} are dual bases of h,
K −K = C − C − (λ
∨
i )
2
‖λ∨i ‖2
(4.8)
which commutes with l. 
Remark. We later use, we shall need the (obvious) fact that the uniqueness of
Proposition 4.5 holds under the weaker assumption that the function H∞(αi, µ) is
holomorphic on one of the domains
D±∞ = {(w, µ) ∈ C× h| Imw ≷ 0, |w| > Rµ} (4.9)
and is such that H∞(w, µ)→ 1 as w →∞ with 0 < δ < | argw| < π − δ < π.
4.6. Asymptotics at αi =∞ and DCP solutions. Let F be a maximal nested
set on D, set F = F \ {D} and αi = αDF . Let
ΨF : C → Ug[[~]]o and ΨF : C → Ug[[~]]o
be the fundamental solutions of the Casimir connection for g and g = gD\αi corre-
sponding to F , F respectively, and a positive, adapted family {xB}B⊆D. Regard
ΨF as being defined on C via the projection π : h→ h. The result below expresses
ΨF in terms of ΨF and the solution Υ∞ given by Proposition 4.5.
Proposition. The following holds
ΨF = Υ∞ ·ΨF · xD(λ∨i )
~
2 (K−K)
Proof. Note first that αi can be expressed as a linear combination of the form∑
B∈F aBxB . Evaluating on λ
∨
i shows that aD = xD(λ
∨
i )
−1, so that
αi =
xD
xD(λ∨i )
1 + ∑
B∈F
xB
xD
 = xD
xD(λ∨i )
· pαi(u) (4.10)
where pαi is a polynomial in the variables {uB}B∈F , such that pαi(0) = 1. By
construction,
Υ∞ ·ΨF = H∞(αi, µ) · α
~
2 (K−K)
i ·HF (u) ·
∏
B∈F
x
~
2 (KB−KB\αB
F
)
B
= H∞(αi, µ) ·HF(u) · pi(u)
~
2 (K−K) ·
∏
B∈F
x
~
2 (KB−KB\αB
F
)
B · xD(λ∨i )−
~
2 (K−K)
where the second equality follows from (4.10) and the fact that K,K commute
with HF since the latter takes values in Ug[[~]] and is of weight 0. The claimed
result follows from the uniqueness of ΨF , provided the function H∞(αi, µ) ·HF (u) ·
pi(u)
~
2 (K−K) is holomorphic in the neighborhood of u = {uB}B∈F = 0, and equal
to 1 at u = 0.
This is clearly true for the factor pi(u)
~
2 (K−K). For HF note that, for B ∈ F , uB
is equal to uB, if B is not a maximal element of F , and to xB = uBuD otherwise.
Thus, HF is holomorphic in the neighborhood of u = 0, and equal to 1 at u = 0.
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Finally, note that the coordinates of µ are xB , B ∈ F , with xB = xD
∏
F∋C⊃B uC .
Thus, by the homogeneity of H∞,
H∞(αi, µ) = H∞
 xD
xD(λ∨i )
pαi(u), {xD
∏
F∋C⊃B
uC}B∈F

= H∞
 pαi(u)
xD(λ∨i )
, {
∏
F∋C⊃B
uC}B∈F

which tends to 1 as u→ 0 since H∞(αi, 0) = 1. 
Corollary. For any α ∈ B ⊆ D, let ΥB,α∞ be the solution of the Casimir connection
for gB corresponding to the simple root α given by Proposition 4.5. Then,
ΨF =
←−∏
B∈F
Υ
B,αBF
∞ ·
∏
B∈F
xB(λ
∨
αBF
)
~
2 (KB−KB\αB
F
)
where the first product is ordered with Υ
B,αBF
∞ to the left of Υ
C,αCF
∞ if B ⊃ C.
4.7. Relative twists. Let F be a differential twist for g, αi ∈ D a simple root,
and Υ∞ the solution of the Casimir equations given by Proposition 4.5, where we
are using the standard determination of log. Define F∞ : C → Ug⊗2[[~]]o by
F∞ = (Υ
⊗2
∞ )
−1 · F ·∆(Υ∞)
Then, F∞ satisfies
(1) ε⊗ id(F∞) = 1 = id⊗ε(F∞).
(2) F∞ ≡ 1⊗2 mod ~.
(3) (ΦKZ)F∞ = 1
⊗3.
(4) Alt2 F∞ = ~rD mod ~2.
(5)
dF∞ = ~
∑
α∈Φ+
dα
α
(
(Kα ⊗ 1 + 1⊗Kα) · F∞ − F∞ ·∆(Kα)
)
Let C be the complexified chamber of g, and F : C → Ug⊗2[[~]]o a differential
twist for g. Since the projection π : h → h maps C to C, we may regard F as a
function on C, and define F ′(D;αi) : C → Ug⊗2[[~]]o by
F ′(D;αi) = F
−1 · F∞
Proposition. F ′(D;αi) satisfies the following properties
(1) ε⊗ id(F ′(D;αi)) = 1 = id⊗ε(F ′(D;αi)).
(2) F ′(D;αi) ≡ 1⊗2 mod ~.
(3) (ΦKZ)F ′
(D;αi)
= ΦD\αi .
(4) Alt2 F
′
(D;αi)
= ~
(
rD − rD\αi
)
mod ~2.
(5)
dF ′(D;αi) = ~
∑
α∈Φ+
dα
α
[∆(Kα), F ′(D;αi)]
(6) If F ′(D;αi) is invariant under g, then it is constant on C.
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Proof. (1), (2), and (4) are obvious. For (3), note that since Φu⊗2·F ·∆(u)−1 =
Ad(u⊗3)(ΦF ) for any invertible elements u ∈ Ug[[~]] and F ∈ Ug[[~]]⊗2, and any
associator Φ ∈ Ug[[~]]⊗3, we get
(ΦD)F ·F ′
(D;αi)
= (ΦD)F ′∞ = 1
⊗3
whence
(ΦD)F ′
(D;αi)
= ((ΦD)F ·F ′
(D;αi)
)
F
−1 = (1⊗3)
F
−1 = ΦD\αi
(5) follows from the PDEs satisfied by F∞ and F .
(6) follows from (5). 
4.8. Centraliser property. Let {FB} be a collection of differential twists for the
subalgebras gB ⊂ g, where B is a subdiagram of D, such that if B has connected
components {Bi}, then FB =
∏
i FBi .
Definition. The collection {FB} has the centraliser property if, for any α ∈ B ⊆ D,
the relative twist F(B,α) defined in 4.7 is invariant under gB\α (and in particular
constant).
4.9. Factorisation. Let {FB}B⊆D be a collection of differential twists with the
centraliser property. For any αi ∈ B ⊆ D, set
F(B;αi) =
(
xB(λ
∨
i )
− ~2 (KB−KB\αi)
)⊗2
· F ′(B;αi) ·∆
(
xB(λ
∨
αi)
~
2 (KB−KB\αi)
)
where F ′(B;αi) ∈ Ug⊗2B [[~]]o is the relative twist defined in 4.7, and {xB}B⊆D is a
positive, adapted family. The (constant) twist F(B;αi) is invariant under gB\αi , and
has the properties (1)–(4) given in Proposition 4.7.
Lemma. Let F be a maximal nested set on D, and FF the twist defined in 4.3.
Then, the following holds
FF =
−→∏
B∈F
F(B;αBF )
where the product is taken with F(B;αBF ) to the right of F(C;αCF ) if B ⊃ C.
Proof. By definition of FF ,
FF = (Ψ
⊗2
F )
−1 · F ·∆(ΨF)
= (xD(λ
∨
i )
− ~2 (KD−KD\αD
F
)
)⊗2 · (Ψ⊗2
F
)−1 · (Υ⊗2∞ )−1 · F ·∆(Υ∞) ·∆(ΨF ) ·∆
(
xD(λ
∨
i )
~
2 (KD−KD\αD
F
)
)
= (xD(λ
∨
i )
− ~2 (KD−KD\αD
F
)
)⊗2 · (Ψ⊗2
F
)−1 · F · F ′(D;αDF ) ·∆(ΨF ) ·∆
(
xD(λ
∨
i )
~
2 (KD−KD\αD
F
)
)
= (Ψ⊗2
F
)−1 · F ·∆(ΨF) · (xD(λ∨i )
− ~2 (KD−KD\αD
F
)
)⊗2 · F ′(D;αDF ) ·∆
(
xD(λ
∨
i )
~
2 (KD−KD\αD
F
)
)
= FF · F(D;αDF )
where the second equality follows by Proposition 4.6, the third one by definition of
F(D;αDF ), and the fourth one from the fact that F
′
(D;αDF )
is invariant under gD\αDF by
the centraliser property, and therefore commutes with ∆(ΨF ), and the fact that, by
(4.8), KD−KD−αDF commutes with gD\αDF . The result now follows by induction. 
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4.10. Quasi–Coxter quasitriangular quasibialgebra structure. For any con-
nected subdiagram B ⊆ D, let (UgB[[~]],∆0,ΦKZB , RKZB ) be the quasitriangular qua-
sibialgebra structure underlying the monodromy of the KZ connection for gB (see
3.1.3). Let also (
Ug[[~]], {UgB[[~]]}, {S∇i,C}, {ΦGF}
)
be the quasi–Coxeter structure underlying the monodromy of the (untruncated)
Casimir connection ∇C (see 3.5.3–3.5.4), relative to a choice of positive, adapted
family {xB}B⊆D. The following is the main result of this section
Theorem. Let {FB}B⊆D be differential twists for {gB}B⊆D possessing the cen-
traliser property, and such that
• FB is of weight zero for any B ⊆ D.
• The following holds for any simple root αi,
Θ⊗2(Fαi) = F
21
αi
where Θ is an automorphism of g acting by −1 on h.
Define the relative twists {F(B;α)}α∈B⊆D as in 4.9. Then,(
Ug[[~]], {UgB[[~]]}, {Si,C}, {ΦGF},∆0, {ΦKZB }, {RKZB }, {F(B;αi)}
)
is a quasi–Coxeter quasitriangular quasibialgebra such that
S∇i,C = s˜i · exp(~/2 · Cαi)
ΦKZB = 1
⊗3 mod ~2
RKZB = exp(~ · ΩB)
Alt2 F(B;αi) = ~ · (rB − rB\αi) mod ~2
and ΦGF , F(B;αi) are of weight 0.
Proof. The identity (ΦKZB )F(B;α) = Φ
KZ
B\α was checked in Proposition 4.7. The
identity FG = Φ
⊗2
GF · FF · ∆0(ΦFG) follows from Lemma 4.3 and the factorisation
given by Lemma 4.9. Given that
∆0(Si,C) = e
~Ωαi · Si,C ⊗ Si,C = RKZαi · Si,C ⊗ Si,C
the coproduct identity
(∆0)F(αi;αi)(Si,C) = (R
KZ
αi )
21
F(αi;αi)
· Si,C ⊗ Si,C
is readily seen to be equivalent to Ad(S⊗2i,C)(F(αi ;αi)) = F
21
(αi;αi)
and therefore to
Ad(s˜i)(F(αi;αi)) = F
21
(αi;αi)
since Cαi is central in Usl
αi
2 . Since the restriction to
slαi2 of Θ and Ad(s˜i) differ by Ad(exp(t)) for some t ∈ h, and F(αi;αi) is of weight
0, the coproduct identity is therefore equivalent to Θ⊗2(F(αi;αi)) = F
21
(αi;αi)
. This
in turn follows from the assumption on Fαi and the fact that
F(αi;αi) = α
− ~2 (Kαi⊗1+1⊗Kαi )
i · Fαi · α
~
2∆0(Kαi )
i

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5. The fusion operator
In this section, we construct a fusion operator, that is a joint solution J(z, µ) of
the coupled KZ–Casimir equations on n = 2 points, with prescribed asymptotics
when z = z1 − z2 → ∞. The coupling gives rise to an irregular singularity in z,
and due care needs to be taken to deal with the corresponding Stokes phenomena.
We shall in fact construct a multicomponent version of the fusion operator, which
solves the coupled Casimir and KZ equations in an arbitrary number of points.
The differential twist for g, which gives rise to a quasi–Coxeter quasitriangular
quasibialgebra structure on Ug[[~]], as explained in Section 4, will be obtained by
taking the asymptotics of J(z, µ) when z → 0.12
5.1. The joint system. For any n ≥ 2, let
Xn = C
n \
⋃
1≤i<j≤n
{zi = zj}
be the configuration space of n ordered points in C. Consider the following connec-
tion on the trivial vector bundle over Xn × hreg with fibre Ug⊗n[[~]]
∇ = d− ~
∑
1≤i<j≤n
d(zi − zj)
zi − zj Ωij −
~
2
∑
α∈Φ+
dα
α
∆(n)(Kα)− d
n∑
i=1
zi ad(µ
(i)) (5.1)
where ~ is a formal parameter, Ωij =
∑
aX
(i)
a Xa
(j), where X(i) = 1⊗(i−1) ⊗X ⊗
1⊗(n−i), ∆(n) : Ug → Ug⊗n is the iterated coproduct and µ is the embedding
h → Ug. The above connection is flat [20]. We give an alternative proof of this in
Appendix C.
5.2. The change of variables. We wish to construct horizontal sections of ∇
having prescribed asymptotics as zi − zj →∞ for any i 6= j. Consider to this end
the change of variables given by the map
ρ : C× × Xn → Xn, ρ(ζ; ζ1, . . . , ζn) = (ζζ1, . . . , ζζn)
Since d log(zi− zj) = d log ζ + d log(ζi − ζj), the pull–back of ∇ under ρ is equal to
∇ζ +∇, where
∇ζ = dζ −
(
n∑
i=1
ζi ad(µ
(i)) +
~Ω
ζ
)
dζ (5.2)
where dζ is the de Rham differential with respect to ζ, Ω =
∑
i<j Ωij , and
∇ = d− ~
∑
1≤i<j≤n
d log(ζi − ζj)Ωij − ~
2
∑
α∈Φ+
dα
α
∆(n)(Kα)− ζd
n∑
i=1
ζi ad(µ
(i))
where d is the de Rham differential with respect to (ζ1, . . . , ζn) ∈ Xn, and µ ∈ hreg.
12The name fusion operator originates from the work of Etingof and Varchenko [17], where a
representation theoretic construction is given for the the fusion operator of the loop algebra ĝ. The
latter is a joint solution of the trigonometric KZ equations and dynamical difference equations (a
difference analogue of the Casimir equations), and should degenerate to our J(z, µ).
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5.3.
Lemma. If (ζ, µ) ∈ Xn × hreg, the projection [Ωij ] of Ωij onto the kernel of∑
i ζi ad(µ
(i)) is
Ωhij =
r∑
a=1
(ta)
(i)(ta)(j)
where {ta}, {ta} are dual bases of h.
Proof. By definition, Ωij = Ω
h
ij+
∑
α∈Φ x
(i)
α x
(j)
−α, where x±α ∈ g±α are root vectors
such that (xα, x−α) = 1. Since ad(µ
(k))x
(i)
α x
(j)
−α = α(µ)(δki − δkj)x(i)α x(j)−α, we have∑
k
ζk ad(µ
(k))x(i)α x
(j)
−α = α(µ)(ζi − ζj)x(i)α x(j)−α
from which the conclusion follows. 
5.4. Holomorphic fundamental solutions of ∇ζ. The connection (5.2) has an
irregular singularity of Poincare´ rank one at ζ =∞. Let H± = {ζ ∈ C| Im ζ ≷ 0}.
Let Ωh =
∑
1≤i<j≤n Ω
h
ij .
Let C = {t ∈ hR|α(t) > 0 for any α ∈ Φ+} be the fundamental Weyl chamber of
g, and set Cn = {ζ ∈ Xn ∩ Rn| ζ1 > ζ2 > · · · > ζn}. Set ı =
√−1. Let H0 = c1⊗n
be a multiple of the identity.
Theorem.
(1) For any (ζ, µ) ∈ ıCn × ıC, there is a unique holomorphic function
H± : H± → A
such that H±(ζ) tends to H
0 uniformly as ζ →∞ in any sector of the form
| arg(ζ)| ∈ (δ, π − δ), δ > 0, and the EndC[[~]](A)–valued function
Ψ±(ζ) = H±(ζ) e
ζ
∑
i ζi ad(µ
(i)) ζ~Ω
h
is a fundamental solution of ∇ζ .
Assume henceforth that H0 = 1.
(2) As a function on H± × ıCn × ıC, H± is real analytic, and satisfies
∇H± = H±
~∑
i<j
d log(ζi − ζj)Ωhij +
~
2
∑
α∈Φ+
dα
α
(
n∑
i=1
K(i)α ) + ζd
n∑
i=1
ζi ad(µ
(i))

(5.3)
(3) The following holds.
lim
ζ1→+ı∞
H
(n)
± = 1⊗H(n−1) and lim
ζn→−ı∞
H
(n)
± = H
(n−1) ⊗ 1
(4) H±(tζ; ζ, µ) = H±(ζ; tζ, µ) for any t ∈ R∗+.
(5) Let σ ∈ Aut(Ug⊗n) be the algebra automorphism given by x1 ⊗ · · · ⊗ xn →
xn⊗· · ·⊗x1. Then σ(H±) = Θ⊗n(H±), where Θ ∈ Aut(g) is any involution
acting as −1 on h.
The proof of Theorem 5.4 is given in §5.6 – §5.11, which occupy the rest of this
section.
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5.5. The multicomponent fusion operator. Let
J (n)± : ıCn × ıC → EndC[[~]](Ug⊗n[[~]]o)
be the real analytic function given by
J (n)± (z, µ) = H±(ζ; ζ, µ) e
∑
i ζζi ad(µ
(i))ζ~
∑
i<j
Ωh
ij
∏
i<j
(ζi − ζj)~Ω
h
ij
= H±(ζ; ζ, µ) e
∑
i
zi ad(µ
(i))
∏
i<j
(zi − zj)~Ω
h
ij
(5.4)
where H± is given by Theorem 5.4.
Definition. The multicomponent fusion operator is the real analytic map
J
(n)
± : ıCn × ıC → (Ug⊗n[[~]])o
given by
J
(n)
± (z, µ) = J (n)± (z, µ) 1⊗n = H±(ζ; ζ, µ) ·
∏
i<j
(zi − zj)~Ω
h
ij
It follows from Theorem 5.4 that the fusion operator satisfies
dzJ
(n)
± =
~
2
∑
1≤i<j≤n
d log(zi − zj)Ωij +
n∑
i=1
dzi ad(µ
(i))
 J (n)±
dhJ
(n)
± =
~
2
∑
α∈Φ+
dα
α
(
∆(n)(Kα) · J (n)± − J (n)± ·
(
n∑
i=1
K(i)α
))
+
n∑
i=1
zi ad(dh(µ)
(i))J
(n)
±
5.6. Proof of Theorem 5.4. (1) We carry out the proofs for H+ only, those for
H− being identical, and therefore drop the subscript +. H is required to satisfy
dH
dζ
= [
∑
i
ζiµ
(i), H ] + ~
ΩH −HΩh
ζ
(5.5)
Expanding H(ζ) =
∑
n≥0Hn(ζ)~
n, yields the recursive inhomogeneous ODEs
dHn
dζ
= [
∑
i
ζiµ
(i), Hn] +
ΩHn−1 −Hn−1Ωh
ζ
(5.6)
where H−1 = 0 by convention, together with the requirement that Hn(ζ)→ δn0H0
as ζ →∞ in H. We shall treat the cases n = 0, n = 1 and n ≥ 2 separately.
Let Q = ZΦ ⊂ (hR)∗ be the root lattice and, for any γ ∈ Q, let Ugγ ⊂ Ug
be the weight space corresponding to γ for the adjoint action of h on Ug. Thus,
Ug =
⊕
γ∈Q Ugγ and
Ug⊗n =
⊕
γ∈Qn
Ug⊗nγ (5.7)
where, for γ = (γ1, . . . , γn) ∈ Qn, Ug⊗nγ = Ugγ1 ⊗ · · · ⊗ Ugγn . Notation: γ(ζ, µ) =∑
k ζkγk(µ).
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5.7. n = 0. The equation (5.6) reduces to
dH0
dζ
=
∑
i
ζi ad(µ
(i))H0 (5.8)
and is therefore equivalent to H0(ζ) = exp(ζ
∑
ζi ad(µ
(i)))C, where C ∈ Ug⊗n is
some constant element. Write C =
∑
γ∈Qn Cγ so that H0 =
∑
γ e
ζγ(ζ,µ)Cγ . Since
γ(ζ, µ) =
∑
k ζkγk(µ) ∈ R, the function exp(ζγ(ζ, µ)) has a limit as ζ → ∞ in H
if, and only if γ(ζ, µ) = 0, so that H0(ζ) =
∑
γ:γ(ζ,µ)=0 Cγ . Thus, H0 is a constant
function of ζ, and is therefore equal to its limit as ζ → ∞ in H. This proves the
existence and uniqueness of H0, as well as the uniqueness of Hn for n ≥ 1 since the
homogeneous equation underlying (5.6) is (5.8).
5.8. n = 1. Equation (5.6) now yields
dH1
dζ
=
∑
i
ζi ad(µ
(i))H1 +
ΩH0
ζ
(5.9)
where Ω = Ω − Ωh. Decomposing this equation along (5.7), and noting that Ω =∑
i<j, α∈ΦΩ
α
ij , where Ω
α
ij = x
(i)
α x
(j)
−α, yields
dH
γ
1
dζ
= γ(ζ, µ)H
γ
1 +
∑
α∈Φ,
i<j
δγ,α(i)−α(j)
ΩαijH0
ζ
where H
γ
1 is the component of H1 along Ug
⊗n
γ , and α
(i) = (0, . . . , 0, α, 0, . . . , 0) ∈
Qn, with the α in the ith slot. This equation, together with the requirement that
H
γ
1 → 0 as ζ → ∞, is clearly solved by setting H
γ
1 = 0 if γ is not of the form
α(i) − α(j), and by resorting to (2) of Proposition A otherwise since in that case
γ(ζ, µ) = α(µ)(ζi − ζj) 6= 0.
This yields a solution H1 with values in (Ug
⊗n)o1 , which is a smooth function
of (ζ, µ) ∈ ıCn× ıC since, again, γ(ζ, µ) = α(µ)(ζi− ζj) 6= 0 and moreover possesses
an asymptotic expansion as ζ →∞ with trivial constant term. Explicitily
H1(ζ) =
∑
i<j, α∈Φ+
(∫ 0
−∞
e−tα(µ)(ζi−ζj)
ΩαijH0
ζ + t
dt−
∫ ∞
0
etα(µ)(ζi−ζj)
Ω−αij H0
ζ + t
dt
)
which has the asymptotic expansion
H1 ∼ −
∑
α∈Φ
i<j
Ωαij
α(µ)(ζi − ζj)ζ
−1 + O(ζ−2) (5.10)
5.9. n ≥ 2. We now assume inductively that we have constructedHn−1 with values
in (Ug⊗n)on−1 , which is a continuous function of (ζ, µ) ∈ ıCn×ıC, smooth away from
a finite collection {Qi}i∈In−1 of quadrics13, and possesses an asymptotic expansion
in ζ → ∞ with leading term of the form Cn−1ζ−(n−1) away from
⋃
i∈In−1
Qi and
ζ−1 otherwise, and set about constructing Hn with the same properties.
13such a collection is empty if n = 2, but will be seen to be a priori non–trivial thereafter
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Set Gn = ΩH
n−1 − Hn−1Ωh ∈ (Ug⊗n)on . Then decomposing equation (5.6)
along (5.7) yields, for any γ ∈ Qn,
H
γ
n
dζ
= γ(ζ, µ)H
γ
n +
G
γ
n
ζ
Since Gn ∼ ζ−(n−1), part (3) of Proposition A shows the existence of a unique
solution H
γ
n with values in V = (Ug⊗n)on . Explicitly
Hn(ζ) = −i
∑
γ∈Qn
∫ ∞
0
e−it
∑
k ζkγk(µ)
Gnγ (ζ + it)
ζ + it
dt
This solution is continuous on ıCn × ıC, and smooth on the complement of the
quadrics Qi, i ∈ In−1 and
Qγ = {(ζ, µ) ∈ ıCn × ıC| γ(ζ, µ) = 0}
where γ ranges over the (finitely many) elements of Qn such that Gγn 6= 0. Moreover,
it has an asymptotic expansion in ζ starting at ζ−n on the complement of these
quadrics, and at ζ−1 elsewhere.
5.10. Our next goal is to show that H =
∑
n≥0 ~
nHn is smooth on ıCn × ıC and
satisfies the PDE (5.3). We shall do so for the truncation H of H mod ~p and then
let p tend to ∞. By construction, H is continuous on ıCn × ıC, and smooth on the
complement U of finitely many (real) quadrics. Thus, if D is the flat connection
D = d− ζd
n∑
i=1
ζi ad(µ
(i))− ~
∑
1≤i<j≤n
d log(ζi − ζj)
(
ℓ(Ωij)− r(Ωhij)
)
− ~
2
∑
α∈Φ+
dα
α
(
ℓ(∆(n)(Kα))− r(
n∑
i=1
K(i)α )
)
where ℓ, r denote left and right multiplication respectively, then G = DH is well–
defined on H× U . To show that DζG = 0, notice first that
DζG = DζDH = DDζH = 0
By uniqueness, it therefore suffices to show that, as a function of ζ, G is holomorphic
onH and tends to 0 as ζ →∞ in H. WhereDζ = dζ−ad(
∑
i ζiµ
(i))−ℓ(~Ω)+r(~Ωh)
and, by integrability [Dζ , D] = 0.
Since H = 1 + H1ζ−1 + O(ζ−2), it is clear that G has a well–defined limit as
ζ →∞, given by
−[d
n∑
i=1
ζi ad(µ
(i)), H1]−~
∑
1≤i<j≤n
d log(ζi−ζj) (Ωij−Ωhij)−
~
2
∑
α∈Φ+
dα
α
(
∆(n)(Kα)−
n∑
i=1
K(i)α )
)
Since
(Ωij − Ωhij) =
∑
α
Ωαij and ∆
(n)(Kα)−
n∑
i=1
K(i)α = 2
∑
i<j
(Ωαij +Ω
−α
ij )
the last two summands add up to
−~
∑
i<j
α∈Φ
(
d log(ζi − ζj) + dα
α
)
Ωαij
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On the other hand, by (5.10),
[d
n∑
k=1
ζk ad(µ
(k)), H1] = −~
∑
α∈Φ
i<j
n∑
k=1
[d(ζk ad(µ
(k))),
Ωαij
α(µ)(ζi − ζj) ]
= −~
∑
α∈Φ
i<j
(
d(ζi − ζj)
ζi − ζj +
dα
α
)
Ωαij
and we are done.
Thus, H is a horizontal section of D on each of the connected components of
U , and therefore extends to a smooth horizontal section on the closure of each
connected component in ıCn × ıC. Since however H is continuous on ıCn × ıC, this
extension coincides with H thus showing that H is a smooth, horizontal section of
D on the whole of ıCn × ıC.
5.11. Let us prove that limζ1→+ı∞H
(n) = 1 ⊗H(n−1). By (4) of Proposition A,
H(n) possesses an asymptotic expansion H(n) = G0 +G1ζ
−1
1 + · · · . Plugging this
into (5.5), and taking the coefficients of ζ1 and ζ
0
1 respectively gives [µ
(1), G0] = 0
and
dG0
dζ
=
[M≥2, G0] + [µ
(1), G1]
ζ2
+
KG0 −G0[K]
ζ
Projecting onto Z(µ(1)) then yields
dG0
dζ
=
[M≥2, G0]
ζ2
+
K0G0 −G0[K]
ζ
(5.11)
where K0 = P1K. Write
K =
∑
j≥2
~Ω1j + ~Ω≥2 = id⊗∆(n−1)(~Ω) + ~Ω≥2
Then K0 = id⊗∆(n−1)(~Ωh) + ~Ω≥2. Note that since the coefficients of (5.11)
commute with the action of h⊗ h on Ug⊗Ug⊗(n−1), so does G0 by uniqueness. It
follows that G0 commutes with id⊗∆(n−1)(~Ωh) so the above may be rewritten as
dG0
dζ
=
[M≥2, G0]
ζ2
+
~Ω≥2G0 −G0[~Ω≥2]
ζ
which is the differential equation for the sought for gauge transformation.
The proof that limζn→−ı∞H
(n) = H(n−1) ⊗ 1 is identical.
6. The differential twist
In this section, we construct a differential twist J±(µ) for g as the regularised
limit of the fusion operator J±(z, µ) when z → 0, and prove that it kills the KZ
associator.
6.1. Fundamental solution of the KZ equations near z = 0.
Proposition.
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(1) For any µ ∈ h, there is a unique holomorphic function H0 : C→ A such that
H0(0, µ) ≡ 1 and, for any determination of log(z), the E–valued function
Υ0(z, µ) = e
z adµ(1) ·H0(z, µ) · z~Ω satisfies(
dz −
(
~
Ω
z
+ adµ(1)
)
dz
)
Υ0 = Υ0 dz
(2) H0 and Υ0 are holomorphic functions of µ, and Υ0 satisfiesdh − ~
2
∑
α∈Φ+
dα
α
∆(Kα)− z ad(dµ(1))
Υ0 = Υ0
dh − ~
2
∑
α∈Φ+
dα
α
∆(Kα)

(3) H0,Υ0 commute with the diagonal action of g if µ = 0.
Proof. (1) H = H0 is required to satisfy
dH
dz
=
~
z
(
e−z adµ
(1)
(Ω)H −HΩ
)
= ~
(
[Ω, H ]
z
+
e−z adµ
(1) − 1
z
(Ω)H
)
Writing H =
∑
n≥0 ~
nHn yields the recursive system of ODEs
dHn
dz
=
(
[Ω, Hn−1]
z
+
e−z adµ
(1) − 1
z
(Ω)Hn−1
)
whereH−1 = 0, together with the initial value condition Hn(0) = δn0, which clearly
possesses at most one solution. For n = 0, the solution is given by H0 ≡ 1 and, for
n ≥ 1, by
Hn(z) =
∫ z
0
[Ω, Hn−1(t)]
t
+
e−t adµ
(1) − 1
t
(Ω)Hn−1(t) dt
provided the integral converges at t = 0. For n = 1, this is the case since H0 = 1
commutes with Ω, so the integrand is an O(1) and, for n ≥ 2, this follows since
Hn−1(t) = O(t).
(2) The recursive construction of H shows that it, and therefore Υ0, are holo-
morphic functions of µ ∈ h. The fact that Υ0 satisfies the stated PDE follows by
integrability.
(3) For µ = 0, H0 = 1 and Υ0 = z
~Ω clearly commute with g. 
6.2. Differential twist. Let J±(z, µ) be the fusion operator defined in §5.5.
Definition. The differential twist of g is the smooth map J± : iC → Ug⊗2[[~]]o
given by
J±(µ) = Υ0(z, µ)
−1 · J (2)± (z, µ)
It follows from 5.5 that J±(µ) is independent of z, and satisfies
dhJ± =
~
2
∑
α∈Φ+
dα
α
(
∆(Kα) · J± − J± · (K(1)α +K(2)α )
)
The following is the main result of this section. Its proof will be given in 6.8 after
some preparatory work.
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Theorem. The following holds
ΦKZ ·∆⊗ id(J±) · J± ⊗ 1 = id⊗∆(J±) · 1⊗ J±
6.3. The goal of §6.3–§6.5 is to show that the constants relating the fundamental
solutions of the dynamical KZ equations corresponding to Drinfeld’s asymptotic
zones are the same as those relating their non–dynamical counterparts. We begin
by constructing the relevant fundamental solutions.
Fix n ≥ 2, and let Bn be the set of complete bracketings on the monomial
x1 · · ·xn. By convention, such bracketings always contain the parentheses (x1 · · ·xn),
and are easily seen to consist of n − 1 compatible pairs of parentheses. Let Cn0 =
{z ∈ Cn| ∑i zi = 0}. For any b ∈ Bn, the coordinates zP = zi − zj, where
P = · · · (xi · · ·xj) · · · ∈ b, are a basis of (Cn0 )∗. Let Ub ∼= Cn0 be the affine space
with coordinates {uP}P∈b. Consider the regular map ρb : Ub → Cn0 given by
zP =
∏
b∋P ′⊇P
uP ′
ρb is a birational map, with inverse given by uP = zP /zQ, where Q ∈ b is the
smallest pair of parentheses strictly containing P , and zQ = 1 if P = (x1 · · ·xn). It
induces an isomorphism
Ub \
⋃
P∈b
{uP = 0} ∼−→ Cn0 \
⋃
P∈b
{zP = 0}
The pull–back ρ∗b∇DKZ is of the form
ρ∗b∇DKZ = d− ~
∑
P∈b
duP
uP
ΩP −Rb
where, for P = · · · (xi · · ·xj) · · · , ΩP =
∑
i≤k<l≤j Ωkl, andRb is an EndC[[~]](Ug⊗n[[~]]o)–
valued one–form which is regular in the neighborhood of 0 ∈ Ub. It follows from
this, or by direct inspection, that [ΩP ,ΩQ] = 0 for any P,Q ∈ b.
Fix now b ∈ Bn and, for any P ∈ b, set ΩP =
∑
QΩQ, where Q ranges over the
maximal elements of b properly contained in P .
Proposition.
(1) For any simply–connected neighborhood Vb of 0 ∈ Ub, there exists a unique
holomorphic function Hb : Vb → EndC[[~]](Ug⊗n[[~]]o) such that Hb(0) = 1,
and the function
Ψb = Hb
∏
P∈b
uΩPP = Hb
∏
P∈b
z
ΩP−ΩP
P
is a fundamental solution of ρ∗b∇KZ.
(2) Hb is a holomorphic function of µ ∈ h, and satisfies(
dh − ~
2
∑
α
dα
α
∆(n)(Kα)−
∑
i
zi ad(dhµ
(i))
)
H = H
(
~
2
∑
α
dα
α
∆(n)(Kα)
)
Proof. (1) is standard, and proved as in Proposition 6.1.
(2) Write the equation as DH = 0, where D is the flat connection
D = dh − ~
2
∑
α
dα
α
[∆(n)(Kα)ℓ,−]−
∑
i
zi ad(dµ
(i))
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Let G = DH . Then ∇KZG = D∇KZH = 0. Moreover, G is holomorphic near u = 0
and G(0) = 0, whence by uniqueness G ≡ 0 as claimed. 
6.4. Let now b, b′ ∈ Bn be two bracketing on n letters.
Lemma. The following holds
Υb = Υb′ Φ
ℓ
KZ
where Xℓ is the operator of left multiplication by X.
Proof. Set Φ = (Υb′)
−1Υb. Φ is a holomorphic function of µ ∈ h since both Υb
and Υb′ are, and satisfies Φ(0) = Φ
ℓ
b′b and
dΦ =
~
2
∑
α
dα
α
[∆(Kα)ℓ,Φ]
Fix µ ∈ hreg, and identify the line Cµ ⊂ hreg with C via C ∋ t→ tµ. The restriction
of Φ to Cµ satisfies
dΦ
dt
=
~
2
[∆(K)ℓ,Φ]
where K = ∑αKα. Thus Φ(µ) = Ad(Exp(~2∆(n)(K)ℓ))Φ(0) = Φℓb′b since Φb′b is
invariant. as claimed. Since hreg ⊂ h is dense, and Φ continuous on h it follows
that Φ ≡ Φℓb′b as claimed. 
6.5. For any solution of DKZn Ψ, and bracketing b ∈ Bn, set rlimbΨ = Υ−1b ·Ψ.
Corollary. Let Ψ be an E–valued solution of DKZn, and b, b′ two bracketings on n
letters. Then
rlim
b′
Ψ = Φℓb′brlim
b
Ψ
Proof. Let Cb = rlimbΨ. Then, Ψ = ΥbCb = Υb′Φ
ℓ
b′bCb whence limb′ Ψ = Φ
ℓ
b′bCb
as claimed. 
6.6. The two normalised limits.
Proposition.
(1) The function Υ·∞(··) = J
(3) · 1⊗ (J (2))−1 is regular at z2 = z3, and
Υ·∞(··)(z1, z2, z2;µ) = id⊗∆
(
J (2)(z1, z2;µ)
)
(2) The function Υ(··)∞· = J
(3) · (J (2))−1 ⊗ 1 is regular at z1 = z2, and
Υ(··)∞·(z1, z1, z3;µ) = ∆⊗ id
(
J (2)(z1, z3;µ)
)
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Proof. (1) As a function of z1, Υ = Υ·∞(··) satisfies
dΥ
dz1
=
(
adµ(1) + ~
Ω12
z1 − z2 + ~
Ω23
z1 − z3
)
Υ
Moreover, by (5.4)
Υ = H(3)(−) · (z2 − z1)~Ω
h
12 (z3 − z1)~Ω
h
13 · 1⊗H(2)(−)−1
= H(3)(−) · (1− z2/z1)~Ω
h
12 (1− z3/z1)~Ω
h
13 · 1⊗H(2)(−)−1 · (−z1)~ id⊗∆(Ωh)
= Ξ(−) · (z2 − z1)~Ω
h
12(z3 − z1)~Ω
h
13
where the second equality follows from the fact that H(2) is of weight zero, and the
third defines the function Ξ. As a function of z1, Ξ is holomorphic and, by (5.4) of
Theorem 5.4, tends to 1 as z1 →∞.
Ξ satisfies
dΞ
dz1
=
(
adµ(1) + ~
ℓ(Ω12)− r(Ωh12)
z1 − z2 + ~
ℓ(Ω13)− r(Ωh13)
z1 − z3
)
Ξ
A proof similar to that of (1) of Theorem 5.4, and based on Proposition A shows
that there exists a unique holomorphic function Ξ satifsying the above equation and
tending to 1 as z1 →∞. That function is moreover holomorphic in z2, z3 ∈ C2 and
regular at z2 = z3, where it coincides, by uniqueness, with id⊗∆(H(2)(z1, z2)). 
6.7.
Corollary. The following holds
r lim
((··)·)
J (3) = ∆⊗ id(J) · J ⊗ 1 and r lim
(·(··))
J (3) = id⊗∆(J) · 1⊗ J
Proof. By definition,
r lim
((··)·)
J (3) = lim
z1−z3→0
z1−z2
z1−z3
→0
(z1 − z3)−~∆⊗id(Ω)(z1 − z2)−~Ω12J (3)
Write J (3) = Υ(··)∞· · J (2) ⊗ 1, where Υ(··)∞· is defined in Proposition 6.6. Since
Υ(··)∞·(z1, z2, z3) = ∆⊗ id
(
J (2)(z1, z2)
)
+ (z1 − z2)R
where R is regular at z1 = z2, and Ω commutes with ∆(Ug), we have
(z1−z2)−~Ω12Υ(··)∞·(z1, z2, z3) = ∆⊗id
(
J (2)(z1, z2)
)
(z1−z2)−~Ω12+(z1−z2)−~Ω12R
Since the second summand tends to zero as z1 − z2 → 0, it follows that
r lim
((··)·)
J (3) = lim
z1−z3→0
z1−z2
z1−z3
→0
∆⊗ id
(
(z1 − z3)−~ΩJ (2)(z1, z3)
)
· (z1 − z2)−~Ω12J (2)(z2, z3)⊗ 1
= ∆⊗ id(J (2)) · J (2) ⊗ 1
The second one follows in a similar way. 
6.8. Proof of Theorem 6.2. By Corollary 6.5, rlim(·(··))J
(3) = ΦKZ ·rlim((··)·)J (3).
The result now follows from Corollary 6.7.
38 V. TOLEDANO LAREDO
7. The centraliser property
In this section, we prove that the differential twist for g obtained from the fusion
operator possesses the centraliser property. This follows from a detailed analysis
of the asymptotics of solutions of the joint Casimir–KZ equations in n = 2 points,
the regime where z = z1 − z2 → 0, and a fixed root coordinate αi tends to infinity.
7.1. Consider the joint KZ–Casimir connection when n = 2. Since we will only
consider solutions with values in (Ug⊗2[[~]]o)h, the connection reads
∇ = d− ~Ωdz
z
− ~
2
∑
α∈Φ+
dα
α
∆(Kα)− d(z adµ(1)) (7.1)
where z = z1 − z2 ∈ C×. Fix i ∈ I. We construct below a horizontal section of ∇
with prescribed asymptotics as αi →∞, Imαi ≷ 0.
Retain the notation of 4.4 and 4.5, and trivialise the fibration Cλ∨i → h→ h by
C× h ∋ (w, µ)→ wλ∨i + ı(µ), where ı : h→ h is given by (4.2). For fixed µ ∈ h and
z ∈ C, the restriction of the connection ∇ to π−1(µ)× {z} is equal to
∇i = dw −
~
2
∑
α∈Φ+\Φ
∆(Kα)
w − wα + z adλ
∨
i
(1)
 dw (7.2)
where wα = −α(ı(µ))/α(λ∨i ). Let Rµ be given by (4.4), and set
Λ =
λ∨i ⊗ λ∨i
‖λ∨i ‖2
(7.3)
7.2. Fuchs–Stokes solution. Let D±∞ ⊂ C× h be the domain given by (4.9).
Proposition.
(1) For any µ ∈ h and z ∈ R×, there is a unique holomorphic function
H±∞ : {w ∈ C| Imw ≷ 0, |w| > Rµ} → A
such that H±∞(w, µ, z) → 1 as αi → ∞ with 0 << | argw| << π and, for
any determination of log(αi), the E–valued function
Ψ∞± = H
±
∞(αi, µ, z) · ezαi ad(λ
∨
i
(1)) · α ~2 ((K−K)
(1)
+(K−K)
(2)
)
i
satisfies ∇iΨ±∞ = Ψ±∞ dw.
(2) The function H±∞(αi, µ, z) is smooth on D±∞ × R×, and Ψ∞± satisfiesd− ~Ωdz
z
− ~
2
∑
α∈Φ+
dα
α
∆(Kα)− d(z adµ(1))
Ψ∞±
= Ψ∞±
d− ~(Ω + Λ)dz
z
− ~
2
∑
α∈Φ+
dα
α
∆(Kα)− d(z ad ı(µ)(1))

(3) Ψ∞± (αi, 0, z) is invariant under the diagonal action of l.
(4) The function
Ψ∞± (αi, µ, z) · e−zαi ad(λ
∨
i
(1)) = H∞± (αi, µ, z) · α
~
2 ((K−K)
(1)
+(K−K)
(2)
)
i
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admits a limit for z → ∞, which is equal to Υ⊗2∞ , where the latter is the
solution given by Proposition 4.5.
7.3.
Proof. (1) For fixed z ∈ R×, and µ ∈ h, H = H∞± is required to satisfy the ODE
dH
dw
= z[λ∨i
(1)
, H ] +
~
2
 ∑
α∈Φ+\Φ
∆(Kα)H
w − wα −
H((K −K)(1) + (K −K)(2))
w

= z[λ∨i
(1)
, H ] +
~
2w
∆(K −K)H −H((K −K)(1) + (K −K)(2)) + ∑
α∈Φ+\Φ
wα∆(Kα)
w − wα H

(7.4)
where we used (4.7). Writing H =
∑
n≥0 ~
nHn, this is equivalent to the recursive
system of ODEs
dHn
dw
= z[λ∨i
(1)
, Hn]
+
~
2w
∆(K −K)Hn−1 −Hn−1((K −K)(1) + (K −K)(2)) + ∑
α∈Φ+\Φ
wα∆(Kα)
w − wα Hn−1

where H−1 = 0, together with the condition that Hn → δn0 as w→∞ in H± with
0 << | arg(w)| << π.
Let Q ⊂ h∗ be the root lattice, and Ug⊗2 =⊕γ∈Q Ug⊗2γ the weight decomposi-
tion with respect to the adjoint action of h acting on the first tensor copy. In terms
of the components Hγn of Hn, γ ∈ Q, the above equation reads
dHγn
dw
= zγ(λ∨i )H
γ
n
+
~
2w
∆(K −K)Hn−1 −Hn−1((K −K)(1) + (K −K)(2)) + ∑
α∈Φ+\Φ
wα∆(Kα)
w − wα Hn−1
γ
(7.5)
We shall treat the cases n = 0, n = 1 and n ≥ 2 separately.
n = 0. In this case, H0 ≡ 1 is a solution of (7.5), which is unique by Proposition
A.
n = 1. Given that H0 = 1, the equation reads
dHγ1
dw
= zγ(λ∨i )H
γ
n+
~
2w
∆(K −K)− ((K −K)(1) + (K −K)(2)) + ∑
α∈Φ+\Φ
wα∆(Kα)
w − wα
γ
By Proposition A, this has a unique solution with the required limiting behaviour
unless
[
∆(K −K)− ((K −K)(1) + (K −K)(2))
]γ
6= 0 and zγ(λ∨i ) = 0. Since z 6= 0,
this is ruled out by the fact that
∆(K −K) = (K −K)(1) + (K −K)(2) +
∑
α∈Φ\Φ
xα ⊗ x−α
and that α(λ∨i ) 6= 0 for any α ∈ Φ \ Φ.
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n ≥ 2. The existence and uniqueness of Hγn follows from Proposition A since,
by induction, the inhomogeneous term of (7.5) is an O(w−2).
(2) It follows by Proposition A that H is a smooth function of z ∈ R× and µ ∈ h.
The fact that Ψ∞± satisfies the claimed PDE follows by integrability.
(3) When µ = 0, wα = −α(ı(µ))/α(λ∨i ) = 0 for any α ∈ Φ\Φ, and the connection
(7.2) is equal to
dw −
(
~
2
∆(K −K)
w
+ z adλ∨i
(1)
)
dw
and it follows from (4.8) that K −K is invariant under l.
(4) By Proposition A, H possesss an asymptotic expansion with respect to z =
∞, locally uniformly in w. PluggingH(w, µ, z) = H0(w, µ)+H1(w, µ)z−1+O(z−2)
into (7.4), and taking the coefficients of z and z0 yields [λ∨i
(1)
, H0] = 0 and
dH0
dw
= [λ∨i
(1)
, H1] +
~
2
 ∑
α∈Φ+\Φ
∆(Kα)H0
w − wα −
H0((K −K)(1) + (K −K)(2))
w

Projecting onto the 0 eigenspace of adλ∨i
(1)
, and noting that ∆(Kα) = Kα(1) +
Kα(2)+xα⊗x−α+x−α⊗xα, where K(1)α ,K(2)α commute with λ∨i (1), and [λ∨i (1), x±α⊗
x∓α] = ±α(λ∨i )x±α ⊗ x∓α which is non–zero if α ∈ Φ \Φ, therefore yields
dH0
dw
=
~
2
 ∑
α∈Φ+\Φ
(Kα(1) +Kα(2))H0
w − wα −
H0((K −K)(1) + (K −K)(2))
w

which is precisely the differential equation (4.6) satisfied by the holomorphic part
H∞(w, µ)
⊗2 of Υ∞(w, µ)
⊗2. The fact that H0 = H⊗2∞ now follows by Remark
4.5. 
Remark. Note that, by (4.2) the gauge transform of the connection ∇ by Υ∞± can
be written as the sum of commuting terms
d−
~Ωdz
z
− ~
2
∑
α∈Φ+
dα
α
∆(Kα)− d(z adµ(1))
− (~Λdz
z
− adλ∨i (1)d(z∗αi)
)
where the first two summands are the connection ∇ for g, and  : h → h is the
canonical embedding corresponding to the inclusion g ⊂ g.
7.4. Recurrence. Fix i ∈ I, and let Υ∞,Υ+∞ be the solutions of the Casimir
equations given by Propositions 4.5 and 7.2 respectively. The following result relates
the fusion operators of g and g.
Theorem. The following holds for any z ∈ R≷0 and µ ∈ ιC
J±g (z, µ) = Υ+∞(αi, µ, z) · J ±g (z, µ) · e−zαi(µ) adλ
∨
i
(1) · (±z)~Λ · (Υ∞(αi, µ)⊗2)−1
Proof. By construction, J ±g (z, µ) is the unique solution of(
dz −
(
~
Ω
z
+ adµ(1)
)
dz
)
J ±g (z, µ) = J ±g (z, µ) dz
which is of the form J ±g (z, µ) = H±g (z, µ) · ez adµ
(1) · (±z)~Ωh , where
H±g : {z| Re z ≷ 0} × ιC → A
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is holomorphic in z, and such that H±g (z, µ)→ 1 as R ∋ z → ±∞.
On the other hand, applying dz −
(
~Ω/z + adµ(1)
)
dz to the right–hand side of
the stated identity yields, by Proposition 7.2, and Remark 7.3
Υ+∞(αi, µ, z) ·
(
dz −
(
~
Ω
z
+ adµ(1)
)
dz −
(
~
Λ
z
− αi(µ) adλ∨i (1)
)
dz
)
· J ±g (z, µ)
· e−zαi(µ) ad λ∨i (1) · (±z)~Λ · (Υ∞(αi, µ)⊗2)−1
=Υ+∞(αi, µ, z) · J ±g (z, µ) ·
(
dz −
(
~
Λ
z
− αi(µ) adλ∨i (1)
)
dz
)
· e−zαi(µ) adλ∨i (1) · (±z)~Λ
· (Υ∞(αi, µ)⊗2)−1
=Υ+∞(αi, µ, z) · J ±g (z, µ) · e−zαi(µ) adλ
∨
i
(1) · (±z)~Λ · (Υ∞(αi, µ)⊗2)−1 dz
where the first equality follows from the fact that Λ and λ∨i commute with g, and
the second from the fact that Υ∞(αi, µ) is independent of z.
Moreover, if z ∈ R≷0, Proposition 7.2 (4) implies that
Υ+∞(αi, µ, z) · J ±g (z, µ) · e−zαi(µ) adλ
∨
i
(1) · (±z)~Λ · (Υ∞(αi, µ)⊗2)−1
=(Υ∞(αi, µ)
⊗2 +O(z−1)) · ezαiλ∨i (1) ·H±g (z, µ) · ez adµ
(1) · (±z)~Ωh
· e−zαi(µ) adλ∨i (1) · (±z)~Λ · (Υ∞(αi, µ)⊗2)−1
=(Υ∞(αi, µ)
⊗2 +O(z−1)) ·H±g (z, µ) · (Υ∞(αi, µ)⊗2)−1 · ez adµ
(1) · (±z)~Ωh
where we used the fact that λ∨i commutes with g, that µ = (αi − αi(µ))λ∨i (1) + µ
and that Ωh + Λ = Ωh commute with Υ∞(αi, µ)
⊗2 since Υ∞(αi, µ) is of weight 0.
The result now follows by uniqueness. 
Remark. The operator J±
g
(z, µ) · e−zαi(µ) adλ∨i (1) · (±z)~Λ may be thought of as
the fusion operator of the Levi subalgebra l = g+ h ⊂ g.
7.5. Centraliser property. Retain the notation of 7.4. The following relates the
differential twists of g and g.
Theorem. The following holds
∆(Υ∞(αi, µ))
−1 · J±g (µ) ·Υ∞(αi, µ)⊗2 = C± · J ±g (µ)
where C± ∈ E commutes with the diagonal action of l.
Proof. By definition, the left–hand side is equal to
∆(Υ∞(αi, µ))
−1 ·Υ0,g(z, µ)−1 · J ±g (z, µ) ·Υ∞(αi, µ)⊗2
where Υ0,g(z, µ) is given by Proposition 6.1. On the other hand, by Theorem 7.4,
J±
g
(µ) = Υ0,g(z, µ)
−1 · J ±
g
(z, µ)
= Υ0,g(z, µ)
−1 · ezαi(µ) adλ∨i (1) · (±z)−~Λ · J±
g
(z, µ) · e−zαi(µ) adλ∨i (1) · (±z)~Λ
= Υ0,g(z, µ)
−1 · ezαi(µ) adλ∨i (1) · (±z)−~Λ ·Υ+∞(αi, µ, z)−1 · J ±g (z, µ) ·Υ∞(αi, µ)⊗2
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where the second equality follows from the fact that Λ, λ∨i commute with g.
We wish to compare the functions
Υ0∞ = Υ0,g(z, µ) ·∆(Υ∞(αi, µ))
Υ±∞0 = Υ
+
∞(αi, µ, z) · e−zαi(µ) adλ
∨
i
(1) · (±z)~Λ ·Υ0,g(z, µ)
It follows from Propositions 6.1 and 4.5 for Υ0∞, and Propositions 7.2 and 6.1 for
Υ±∞0, that both are holomorphic functions of µ ∈ h, which satisfydh − ~
2
∑
α∈Φ+
dα
α
∆(Kα)− z ad(dµ(1))
Υ = Υ
d− ~
2
∑
α∈Φ+
dα
α
∆(Kα)

and are such that their value at µ = 0 commutes with l.
Set C± = Υ−10∞ ·Υ±∞0, so that
∆(Υ∞(αi, µ))
−1 · J±g (µ) ·Υ∞(αi, µ)⊗2 = C± · J ±g (µ)
Then, C± is independent of z and the coordinate αi, is a holomorphic function of
µ ∈ h which satisfies
dC± = −~
2
∑
α∈Φ
dα
α
[∆(Kα), C±]
and is such that C±(µ = 0) commutes with l. We claim that that C± is a constant
function of µ, and therefore that it commutes with l for any µ ∈ h. Fix µ ∈ hreg,
then c(t) = C±(tµ), t ∈ C, satisfies
dc
dt
= −~
2
[∆(K), c]
t
so that Ad(t~∆(K)/2)c is a constant c0. Since c(t) = c
0 + O(t), where c0 commutes
with l, c0 = c
0 + Ad(t~∆(K)/2)O(t) = c0 + O(t), whence c0 = c
0 and c(t) =
Ad(t−~∆(K)/2)c0 = C±(0) as claimed. 
8. Quasi–Coxeter quasitriangular quasibialgebra structure on Ug
The following is the main result of this paper. It shows the existence of a quasi–
Coxeter quasitriangular quasibialgebra structure on Ug[[~]] interpolating between
the quasitriangular quasibialgebra structure underlying the KZ equations and the
quasi–Coxeter algebra one underlying the Casimir connection.
Theorem. There exists a quasi–Coxeter quasitriangular quasibialgebra structure
on Ug[[~]] of the form(
Ug[[~]], {UgB[[~]]}, {S∇i,C}, {ΦGF},∆0, {RB}, {ΦB}, {F(B;αi)}
)
where ∆0 is the cocommutative coproduct on Ug,
S∇i,C = s˜i · exp(~/2 · Ci),
RB = exp(~ · ΩB),
Alt2 F(B;αi) = ~ · (rB − rgB\{αi}) mod ~2
and ΦGF , F(B;αi) are of weight 0. Moreover, ΦB ∈ 1⊗3 + ~2UgD[[~]]⊗3 is the asso-
ciator for the KZ equations corresponding to gB and the ΦGF are the De Concini–
Procesi associators of the (truncated) Casimir connection ∇κ.
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Proof. Let J±(µ) be the differential twist obtained from the fusion operator in 6.2.
J±(µ) kills the KZ associator by Theorem 6.2 and satisfies the centraliser property
by Theorem 7.5. The result now follows from Theorem 4.10. 
9. The quantum group U~g
9.1. Let U~g be the Drinfeld–Jimbo quantum group corresponding to g and the
bilinear form (·, ·). Thus, U~g is the algebra over C[[~]] topologically generated by
elements Ei, Fi, Hi, i ∈ I = {1, . . . , r}, subject to the relations14
[Hi, Hj ] = 0
[Hi, Ej ] = aijEj [Hi, Fj ] = −aijFj
[Ei, Fj ] = δij
qHii − q−Hii
qi − q−1i
where aij = αj(α
∨
i ), q = e
~, qi = q
(αi,αi)/2, and the q–Serre relations
1−aij∑
k=0
(−1)k
[
1− aij
k
]
i
Eki EjE
1−aij−k
i = 0
1−aij∑
k=0
(−1)k
[
1− aij
k
]
i
F ki FjF
1−aij−k
i = 0
where for any k ≤ n,
[n]i =
qni − q−ni
qi − q−1i
[n]i! = [n]i[n− 1]i · · · [1]i and
[
n
k
]
i
=
[n]i!
[k]i![n− k]i!
9.2. D–algebra structure on U~g. For any connected B ⊆ D with vertex set
J ⊆ I, let U~gB ⊆ U~g be the subalgebra topologically generated by the elements
{Ej, Fj , Hj}j∈J. Then, U~gB is the Drinfeld–Jimbo quantum group corresponding
to Levi subalgebra gB ⊂ g generated by the root subspaces g±αj , j ∈ J, and the
restriction of the bilinear form (·, ·) to it. If J = {j}, we denote U~gB by U~slj2.
It is clear that the assignment B → U~gB defines a D–algebra structure on U~g.
9.3. Quantum Weyl group operators. For any i ∈ I, let S~i,κ be the operator
acting on a finite–dimensional U~g–module V as15
S~i,κ v =
∑
a,b,c∈Z:
a−b+c=−λ(α∨i )
(−1)bqb−aci E(a)i F (b)i E(c)i v
where
E
(a)
i =
Eai
[a]i!
F
(a)
i =
F ai
[a]i!
14we follow here the conventions of [21].
15the element S~i,κ is, in the notation of [21, §5.2.1], the operator T
′′
i,+1.
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and v ∈ V if of weight λ ∈ h∗. By [21, §39.4], the operators S~i,κ satisfy the braid
relations
S~i,κS
~
j,κ · · ·︸ ︷︷ ︸
mij
= S~j,κS
~
i,κ · · ·︸ ︷︷ ︸
mij
(9.1)
for any i 6= j ∈ I such that the order mij of sisj is finite, and therefore define an
action of the braid group BW on V .
The following modification of the operators S~i,κ will also be needed. Set
S~i,C = S
~
i,κ · qH
2
i /4
i
It follows as in 3.5.4 that the operators S~i,C also satisfy the braid relations (9.1).
We refer to either {S~i,κ} or {S~i,C} as the quantum Weyl group operators of U~g.
The subscripts κ and C are justified by the following. Let exp(πιHi) and Ci be
the sign and Casimir operators of U~sl
i
2, that is the central elements of Û~sl
i
2 acting
on the indecomposable representation Vm of dimension m + 1 as multiplication
by (−1)m and (αi,αi)2 · m(m+2)2 respectively. Let κi = Ci − (αi, αi)/4H2i be the
truncated Casimir operator of U~sl
i
2.
Lemma. The following holds
(S~i,κ)
2 = exp(πιHi) · qκi and (S~i,C)2 = exp(πιHi) · qCi
Proof. The first identity is proved in [21, Prop. 5.2.2.(b)], the second is an imme-
diate consequence. 
9.4. Quasi–Coxeter structure on U~g. It follows from 9.2 and 9.3 that the
assignments
(U~g)B = U~gB S
U~g
i = S
~
i,κ or S
~
i,C and Φ
U~g
GF = 1
endow U~g with two quasi–Coxeter algebra structures Q~κ and Q~C of type D re-
spectively.
9.5. Quasitriangular quasibialgebra structure. U~g is a topological Hopf al-
gebra coproduct given by
∆(Ei) = Ei ⊗ 1 + qHii ⊗ Ei
∆(Fi) = Fi ⊗ q−Hii + 1⊗ Fi
∆(Hi) = Hi ⊗ 1 + 1⊗Hi
For any B ⊂ D, let
RB,~ ∈ 1⊗2 + ~U~g⊗2B
be the universal R–matrix of U~gB [10, 11]. For B = αi, we denote RB,~ by R
~
i .
Let αi ∈ D, and S~i ∈ Û~sli2 the quantum Weyl group element defined in 9.3. It
follows by [21, Prop. 5.3.4] that16
∆(S~i,κ) = (R
~
i )
21 · S~i,κ ⊗ S~i,κ
16Specifically, from the fact that ∆(S~i,κ) = (R
~
i )
21 · S~i,κ ⊗ S
~
i,κ, where R
~
i = q
−
Hi⊗Hi
2
i ·R
~
i
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9.6. Label the Dynkin diagram Dg by attaching to each pair of distinct vertices
αi 6= αj the ordermij of the product sisj ∈W . The ollowing is a direct consequence
of 9.4 and 9.5
Proposition. For any maximal nested sets F ,G on D and αi ∈ B ⊆ D, set
ΦGF = 1, F(B;αi) = 1
⊗2 and ΦB = 1
⊗3
Then, (
U~g, {U~gB}, {S~i,C}, {ΦGF},∆, {RB,~}, {F(B;αi)}, {ΦB}
)
is a quasi–Coxeter quasitriangular quasibialgebra structure QQ~C of type D on U~g.
10. The monodromy theorem
10.1. Let QQ~C be the quasi–Coxeter quasitriangular quasibialgebra structure on
the quantum group U~g obtained in Section 9, and underlying its R–matrix and
quantum Weyl group representations. Let QQ∇C be the quasi–Coxeter quasitrian-
gular quasibialgebra structure on Ug[[~]] obtained in Section 8 which underlies the
monodromy of the KZ and Casimir connections of g.
Theorem. (U~g,QQ~C) and (Ug[[~]],QQ∇C ) are isomorphic as quasi–Coxeter, qua-
sitriangular quasibialgebras.
Proof. By [25, Thm. 8.3], QQ~C is isomorphic to a quasi–Coxeter quasitriangular
quasibialgebra structure of type D on Ug[[~]] of the form(
Ug[[~]], {UgB[[~]]}, {Si,C}, {ΦGF},∆0, {ΦB}, {RKZB }, {F(B;αi)}
)
where ∆0 is the cocommutative coproduct on Ug,
Si,C = s˜i · exp(~/2 · Ci)
ΦB = 1
⊗3 mod ~2
RKZB = exp(~ · ΩB)
Alt2 F(B;αi) = ~ · (rB − rgB\{αi}) mod ~2
and ΦGF , F(B;αi) are of weight 0. Since QQ∇C is also of this form by Theorem 8,
the result follows from the rigidity of such structures [25, Thm. 9.1]. 
10.2. Monodromy.
Theorem.
(1) (Ug[[~]],Q∇C ) and (U~g,Q~C) are isomorphic as quasi–Coxeter algebras. In
particular, if V is a finite–dimensional g–module, the monodromy of the
Casimir connection ∇C on V [[~]] is equivalent to the action of the braid
group BW on any quantum deformation of V given by Lusztig’s quantum
Weyl group operators S~i,C .
(2) (Ug[[~]],Q∇κ ) and (U~g,Q~κ) are isomorphic as quasi–Coxeter algebras. In
particular, if V is a finite–dimensional g–module, the monodromy of the
(truncated) Casimir connection ∇κ on V [[~]] is equivalent to the action of
the braid group BW on any quantum deformation of V given by Lusztig’s
quantum Weyl group operators S~i,κ.
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Proof. The first statement is an immediate consequence of Theorem 10.1. The
isomorphism of quasi–Coxeter structures Q∇C ∼= Q~C gives rise to one between Q∇κ
and Q~κ since, by construction, the De Concini–Procesi associators of Q∇C are the
same as those of Q∇κ , and the isomorphism is equivariant for the h–action, and
therefore compatible with the modifications
S~i,C = S
~
i,κ · qH
2
i /4
i and S
∇
i,C = S
∇
i,κ · exp
(
~
2
(αi, αi)
2
h2i
)

Appendix A. The basic ODE
Fix R ≥ 0, and let
HR± = {z ∈ C| Im z ≷ 0 and |z| > R}
be the complements in the upper and lower half–planes H± of the closed disk of
radius R. Let V be a finite–dimensional complex vector space, and k : HR± →
V a holomorphic function possessing an asymptotic expansion of the form k ∼∑
n≥0 knz
−n on HR±. Thus, for any δ > 0 and n ∈ N, there is a constant C = C(δ, n)
such that, for any z ∈ HR± with δ ≤ | arg(z)| ≤ π − δ, the following holds
‖k(z)−
n∑
m=0
kmz
−m‖ ≤ C|z|−(n+1)
Let λ ∈ R and consider the inhomogeneous ODE
dh
dz
= λh+
k
z
(A.1)
We seek holomorphic solutions h : HR± → V satisfying the boundary condition
h(z)→ 0 as z →∞ on any sector δ < | arg(z)| < π − δ (A.2)
For any θ ∈ [−π, π], let Γθ± be the contour given by the ray ±ιR + eιθ · R≥0,
oriented from ∞ to ±ιR, followed by the interval from ±ιR to 0.
Proposition.
(1) The equation (A.1) has at most one solution such that (A.2) holds.
(2) If k0 6= 0 and λ = 0, no solution to (A.1)–(A.2) exists.
(3) If k0 = 0 or λ 6= 0, (A.1)–(A.2) have a unique solution given by the Laplace
integral
h(z) =
∫
Γ
e−λt
k(z + t)
z + t
dt (A.3)
where Γ is a path from ∞ to 0 such that Γ +HR± ⊂ HR±, and such that the
integral is convergent as t tends to infinity along Γ. Specifically,
(a) If k0 6= 0 and λ 6= 0, Γ can be chosen as Γ±θ± , with
π > θ > π/2 if λ < 0 and π/2 > θ > 0 if λ > 0
As a function of λ, h is smooth on R∗.
(b) If k0 = 0, Γ can be chosen as Γ
±θ
± , with
π > θ ≥ π/2 if λ ≤ 0 and π/2 ≥ θ > 0 if λ ≥ 0
As a function of λ, h is continuous on R, and smooth on R∗.
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(4) If λ 6= 0, h has an asymptotic expansion with respect to z which is given by
h(z) ∼
∑
n≥1
(n− 1)!
zn
(
n−1∑
p=0
kp
p!
1
(−λ)n−p
)
(A.4)
and is valid uniformly on compact subsets of R∗ ∋ λ.
(5) If λ = 0 and k0 = 0, h has an asymptotic expansion given by
h(z) ∼ −
∑
n≥1
kn
z−n
n
(6) As a function of λ, h has an asymptotic expansion as λ→∞ given by
h ∼ −
∑
n≥1
(
k(z)
z
)(n−1)
λ−n
which is valid uniformly on compact subsets of HR±.
Proof. (1) The solutions of the underlying homogeneous equation are given by
g = eλtg0, where g0 ∈ V is a constant. If λ = 0, then g ≡ g0 is equal to its limit as
z → ∞, and g = 0. If λ 6= 0, the function eλt does not have a limit as z → ∞ in
HR±, whence g0 = 0.
(2) Write k = k0 + k, where k = k − k0 = O(z−1). Any solution of (A.1) with
λ = 0 is of the form C+ k0 ln z−
∫
γ
k(t)
t dt where C is a constant, and γ is a path in
HR± with a fixed starting point and ending in z. Since
∫
γ
k(t)
t dt = O(z
−1), no such
solution admits a limit as z →∞ if k0 6= 0.
(3) Integration by parts readily shows that the integral (A.3) is a solution of
(A.1). If k0 6= 0 and λ 6= 0, Γ±θ± satisfies the required conditions since integrability
at ∞ is guaranteed by the exponential factor e−λRe t, so long as λ cos θ > 0. If, on
the other hand, k0 = 0, integrability is guaranteed by k(z)/z = O(z
−2), so long as
e−λRe t remains bounded, and the given Γ±θ± satisfy the required conditions.
It is clear that the function defined by (A.3) is a smooth function of λ ∈ R∗,
since the convergence of the derivatives of integral is guaranteed by the factor
exp(−λRe t). If k0 = 0, we may choose Γ = Γ±θ/2± for any λ ∈ R, and the
continuity of h(z) at λ = 0 follows from the Riemann–Lebesgue Lemma.
(4) Set g(ζ) = k(ζ)/ζ. If λ 6= 0, integration by parts shows that, for any m ≥ 0,
h(z) =
∫
Γ
e−λtg(z + t)dt = −
m−1∑
p=0
1
λp+1
g(p)(z) +
1
λm
∫
Γ
e−λtg(m)(z + t)dt (A.5)
Let k(z) ∼∑n≥0 knz−n be the asymptotic expansion of k. Then, for any p ≥ 0
g(p)(z) ∼ (−1)p
∑
n≥0
kn
(n+ p)!
n!
z−(n+p+1) = (−1)p
∑
n≥p+1
kn−p−1
(n− 1)!
(n− p− 1)!z
−n
It follows that
−
m−1∑
p=0
1
λp+1
g(p)(z) = −
m−1∑
p=0
(−1)p
λp+1
m∑
n=p+1
kn−p−1
(n− 1)!
(n− p− 1)!z
−n +O(z−m−1)
=
m∑
n=1
z−n(n− 1)!
n∑
p=1
(−1)p
λp
kn−p
(n− p)! +O(z
−m−1)
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locally uniformly in λ ∈ R∗.
To estimate the second summand in (A.5), note that∣∣∣∣∫
Γ
e−λtg(m)(z + t)dt
∣∣∣∣ ≤ ∫ ∞
0
e−λReϕ(s)
∣∣∣g(m)(z + ϕ(s))∣∣∣ |ϕ′(s)|ds
≤ C d(z,−Γ)m+1
∫ ∞
0
e−λReϕ(s)ds
= C d(z,−Γ)m+1
(
R+
1
λ cos θ
)
where t = ϕ(s) is the parametrisation of Γ = Γθ± with the opposite orientation
given by ϕ(s) = ±ıs for s ∈ [0, R] and ϕ(s) = ±ıR+ (s−R)eıθ for s ≥ R, and the
second inequality follows from the fact that g(m)(z) = O(z−m−1).
Let Γθ± ⊂ Kθ± ⊂ H± be the convex cone bounded by the rays eıθ and e±ı(π−θ),
and S
|z|
± ⊂ H± the half–circle with radius |z|. Then, d(z,−Γθ±) ≥ d(S|z|± ,−Kθ±) ≥
|z|| sin θ|, where the bound is attained when w ∈ S|z|± lies on the real axis. It follows
that ∣∣∣∣∫
Γ
e−λtg(m)(z + t)dt
∣∣∣∣ ≤ C |z|−m−1| sin θ|(R+ 1λ cos θ
)
(A.6)
where C is independent of λ.
(5) If k0 = 0 and λ = 0, then
h =
∫
Γ
k(z + t)
z + t
∼
∑
n≥1
∫
Γ
kn(z + t)
−n−1dt = −
∑
n≥1
kn
n
z−n
(6) The existence of the claimed asymptotic expansion of h with respect to λ
is guaranteed by (A.5), provided
∫
Γ
e−λtg(m)(z + t)dt = O(λ−1). Integrating by
parts, we have∫
Γ
e−λtg(m)(z + t)dt =
1
λ
(
−g(m)(z) +
∫
Γ
e−λtg(m+1)(z + t)dt
)
and the required estimate now follows from (A.6). 
Appendix B. The constant C± revisited
The goal of this section is to show that the constant C± relating the differential
twists of g and g given by Theorem 7.5 can be computed as the monodromy from 0
to∞ of an ODE on P1 with regular singularities at 0, 1 and an irregular singularity
at∞. This gives in particular a canonical, transcendental construction of a relative
twist for the pair of KZ associators (Φ,Φ), i.e., an element J ∈ 1 + ~(Ug[[~]]⊗2)g
such that (Φ)J = Φ, in the spirit of Drinfeld’s construction of the KZ associator.
B.1. Consider the connection ∇ on C × h given by (7.1). Fix µ ∈ h, and coor-
dinatise π−1(µ) by w = αi as in 7.2. The restriction of ∇ to C × π−1(µ) then
reads
∇ = d− ~Ωdz
z
− ~
2
∑
α∈Φ+\Φ+
∆(Kα)
w − wα dw − adλ
∨
i
(1)
d(zw)− ad ı(µ)(1)dz
Our first goal is to construct two canonical solutions of ∇ with prescribed asymp-
totic behaviour as z → 0, w →∞, and zw→ 0,∞ respectively.
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B.2. Blow–up coordinates. To this end, let ρ : (v1, v2) ∈ C × P1 → (z, w) ∈
C× P1 be the rational map given by 17
z =
v1v2
v2 + 1
and w =
v2 + 1
v1
(B.1)
ρ is a birational isomorphism, with inverse given by
v1 = z + 1/w and v2 = zw (B.2)
and restricts to an isomorphism of {(v1, v2) ∈ C × P1| v1 6= 0, v2 6= −1} onto
{(z, w) ∈ C× P1|w 6= 0, (z, w) 6= (0,∞), zw 6= −1}. Since v2 = zw, the asymptotic
zones z ∼ 0, w ∼ ∞ and zw ∼ 0,∞ correspond respectively to the neighborhoods
of the points (v1, v2) = (0, 0) and (0,∞).
Given that w − wα = (v2 + 1− wαv1)/v1, we get
d log(w − wα) = −dv1
v1
− wα dv1
v2 + 1− wαv1 +
dv2
v2 + 1− wαv1
It follows that the pulled–back connection ρ∗∇ is given by
ρ∗∇ = d−
~
2
2Ω−∆(K −K)
v1
− ~
2
∑
α∈Φ+\Φ+
wα∆(Kα)
v2 + 1− wαv1 +
v2
v2 + 1
ad ı(µ)(1)
 dv1
−
~Ω
v2
− ~Ω
v2 + 1
+
~
2
∑
α∈Φ+\Φ+
∆(Kα)
v2 + 1− wαv1 + adλ
∨
i
(1)
+
v1
(v2 + 1)2
ad ı(µ)(1)
 dv2
where K,K are given by (4.3).
B.3. The proof of the following result is similar to that of Proposition 6.1 and
therefore omitted.
Proposition.
(1) For any µ ∈ h and v2 ∈ P1 \ {−1}, there is a unique holomorphic function
I0 : {v1 ∈ C| |v1| < R−1µ · |v2 + 1|} → A
such that I0(0, v2, µ) = 1 and, for any determination of log(v1), the E–
valued function
Ξ0(v1, v2, µ) = e
v1v2
v2+1
ad ı(µ)(1) · I0(v1, v2, µ) · v−
~
2 (∆(K−K)−2Ω)
1
satisfies ρ∗∇∂v1Ξ0 = Ξ0 dv1 , where ρ∗∇∂v1 is given by
dv1 −
~
2
2Ω−∆(K −K)
v1
− ~
2
∑
α∈Φ+\Φ+
wα∆(Kα)
v2 + 1− wαv1 +
v2
v2 + 1
ad ı(µ)(1)
 dv1
(B.3)
(2) I0 and Ξ0 are holomorphic functions of v2 and µ, and Ξ0 satisfies
ρ∗∇Ξ0 = Ξ0
(
dv1 +∇0 +∇C
)
17note that, unlike previous changes of coordinates, ρ mixes the configuration coordinate z
with the Cartan coordinate w.
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where
∇0 = dv2 −
(
~Ω
v2
+
~
2
∆(K −K)− 2Ω
v2 + 1
+ adλ∨i
(1)
)
dv2 (B.4)
∇C = dh −
~
2
∑
α∈Φ+
dα
α
∆(Kα) (B.5)
B.4. Let ∇0 be the connection given by (B.4).
Proposition.
(1) The coefficients of the connection ∇0 commute with the diagonal adjoint
action of the Levi subalgebra l and with ∆(K −K)− 2Ω.
(2) There is a unique holomorphic function
G0 : {v2 ∈ C| |v2| < 1} → A
such that G0(0) = 1 and, for any determination of log v2, the E–valued
function
Ψ0 = e
v2 adλ
∨
i
(1) ·G0(v2) · v~Ω2
satisfies ∇0Ψ0 = Ψ0dv2 .
(3) There is a unique holomorphic function
G±∞ : {v2 ∈ C| Im v2 ≷ 0, |v2| > 1} → A
such that G±∞(v2)→ 1 as v2 →∞ with 0 << | arg(v2)| << π, and, for any
determination of log(v2), the function
Ψ±∞ = G
±
∞(v2) · ev2 adλ
∨
i
(1) · v
~
2 ((K−K)
(1)+(K−K)(2))
2
satisfies ∇0Ψ±∞ = Ψ±∞dv2 .
(4) The functions Ψ0,Ψ
±
∞ commute with the diagonal adjoint action of l and
with ∆(K −K)− 2Ω.
Proof. (1) Since Ω commutes with the diagonal action of g, and λ∨i commutes
with g, it suffices to show that ∆(K − K) − 2Ω commutes with l and with λ∨i (1).
The commutation with λ∨i
(1)
follows from the fact that
∆(K −K) = (K −K)(1) + (K −K)(2) + 2
∑
α∈Φ\Φ
xα ⊗ x−α
= (K −K)(1) + (K −K)(2) + 2 (Ω− Ω− Λ) (B.6)
The fact that K −K commutes with l follows from (4.8).
(2) is proved in a similar way to Proposition 6.1.
(3) is proved in a similar way to Proposition 7.2, and relies on the fact that the
connection ∇0 is of the form
dv2 −
(
adλ∨i
(1)
+
~
2
∆(K −K)
v2
+O(v−22 )
)
dv2
and that, by (1), the projection of ∆(K − K) onto the kernel of adλ∨i (1) is (K −
K)(1) + (K −K)(2).
(4) follows from (1). 
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B.5. Let C± ∈ E be the constant relating the differential twists of g and g given
by Theorem 7.5, ∇0 the connection (B.4), and Ψ0,Ψ±∞ its fundamental solutions
given by Proposition B.4.
Theorem. The following holds,
C± = Ψ−10 ·Ψ±∞
Proof. The proof of Theorem 7.5 shows that C± = Υ−10∞ ·Υ±∞0, where
Υ0∞ = Υ0,g(z, µ) ·∆(Υ∞(αi, µ))
Υ±∞0 = Υ
+
∞(αi, µ, z) · e−zαi(µ) adλ
∨
i
(1) · (±z)~Λ ·Υ0,g(z, µ)
and Υ0,g(z, µ), Υ∞(αi, µ), Υ
+
∞(αi, µ, z) are the functions given by Propositions 6.1,
4.5 and 7.2 respectively. Let Ξ0 and Ψ0,Ψ
±
∞ be the functions given by Propositions
B.3 and B.4 respectively. We claim that
Υ0∞ = Ξ0 ·Ψ0 and Υ±∞0 = Ξ0 ·Ψ±∞
so that C± = Ψ−10 ·Ψ±∞ holds.
To see that the first claimed identity holds, write
Υ0∞ = H˜0,g(z, w) · z~Ω ·∆(H∞(w)) · w ~2∆(K−K)
where H˜0,g = e
z adµ(1)H0,g, and we have suppressed the dependence in µ ∈ h which
will be held fixed throughout the argument. We have
Ξ0 ·Ψ0 = I˜0(v1, v2) · v−
~
2 (∆(K−K)−2Ω)
1 ·G0(v2) · v~Ω2
= J0(z, w) · I˜0(1/w, 0) · w ~2∆(K−K) · z~Ω
= J0(z, w) · z~Ω · I˜0(1/w, 0) · w ~2∆(K−K)
where I˜0 = e
v1v2
v2
ad ı(µ)(1) · I0, v1, v2 are expressed in terms of z, w through (B.2),
the function J0(z, w) = I˜0(v1, v2) · v−
~
2 (∆(K−K)−2Ω)
1 · G0(v2) · w−
~
2 (∆(K−K)−2Ω) ·
I˜0(1/w, 0)
−1 is holomorphic near z = 0 for fixed w and such that J0(0, w) = 1,
and the third equality follows from the fact I˜0(v1, 0) commutes with Ω since the
coefficients of the connection (B.3) of which I˜0(v1, v2) is a horizontal section do
for v1 = 0. Since Ξ0 · Ψ0 is a horizontal section of ∇∂z , so is J0(z, w) · z~Ω =
Ξ0 · Ψ0 ·
(
I˜0(1/w, 0) · w ~2∆(K−K)
)−1
and it follows by the uniqueness of Propo-
sition 6.1 that J0(z, w) = H˜0,g(z, w). We are therefore reduced to proving that
∆(H∞(w)) ·w ~2∆(K−K) = I˜0(1/w, 0) ·w ~2∆(K−K), which follows from the uniqueness
of Proposition 4.5.
The second identity is proved in a similar way. We may assume that z ≷ 0. We
have
Υ±∞0 = H
±
∞(w, z) · ezw adλ
∨
i
(1) · w ~2 ((K−K)(1)+(K−K)(2))
· e−zαi(µ) adλ∨i (1) · (±z)~Λ ·H0,g(z, µ) · z~Ω
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and
Ξ0 ·Ψ±∞ = I˜0(v1, v2) · v−
~
2 (∆(K−K)−2Ω)
1 ·G±∞(v2) · ev2 adλ
∨
i
(1) · v ~2 ((K−K)
(1)
+(K−K)
(2)
)
2
= I˜0(v1, v2) ·G±∞(v2) · v−
~
2 (∆(K−K)−2Ω)
1 · ezw adλ
∨
i
(1) · (zw)~2 ((K−K)(1)+(K−K)(2))
= J˜0(w, z) · I˜0(z,∞) · z−~2 (∆(K−K)−2Ω) · ezw adλ∨i
(1) · (zw)~2 ((K−K)(1)+(K−K)(2))
= J˜±0 (w, z) · ezw adλ
∨
i
(1) · w ~2 ((K−K)(1)+(K−K)(2)) · I˜0(z,∞) · z~(Ω+Λ)
where the second equality follows from the fact that G±∞ commutes with ∆(K −
K)− 2Ω by Proposition 7.2, the function J˜±0 (w, z) is defined by
J˜±0 (w, z) = I˜0(v1, v2) · G±∞(v2) · v−
~
2 (∆(K−K)−2Ω)
1 · z
~
2 (∆(K−K)−2Ω) · I˜0(z,∞)−1
and, for fixed z, tends to 1 as w →∞ with Imw ≷ 0 and 0 << | argw| << π, and
the last equality uses the fact that I˜0(z,∞) commutes with λ∨i (1) and (K −K)
(1)
+
(K −K)(2) since the coefficients of the connection (B.3) do for v2 =∞, and (B.6).
By the uniqueness of Proposition 7.2, J˜±0 (w, z) = H
±
∞(w, z), which reduces the
stated claim to proving that
e−zαi(µ) adλ
∨
i
(1) · (±z)~Λ ·H0,g(z, µ) · z~Ω = I˜0(z,∞) · z~(Ω+Λ)
In turn, this follows from the uniqueness of Proposition 6.1. 
Appendix C. The dynamical KZ and Casimir equations
For any n ≥ 2, let
Xn = C
n \
⋃
1≤i<j≤j
{zi = zj}
be the configuration space of n ordered points in C. Consider the following connec-
tion on the trivial vector bundle over Xn × hreg with fibre Ug⊗n
∇ = d− h
∑
1≤i<j≤n
d(zi − zj)
zi − zj Ωij −
h
2
∑
α∈Φ+
dα
α
∆(n)(Kα)− td(
n∑
i=1
ziµ
(i))
Above, h, t are complex parameters, Ωij =
∑
aX
(i)
a Xa
(j), where X(i) = 1⊗(i−1) ⊗
X ⊗ 1⊗(n−i), ∆(n) : Ug→ Ug⊗n is the iterated coproduct and µ is the embedding
h→ Ug.
The coupling term d(
∑n
i=1 ziµ
(i)) was shown to lead to a consistent system in
[20] when t = h. In the present paper, it is important to keep h and t as independent
parameters, since we consider h formal while t = 1 throughout.
Proposition. The connection is integrable for any h, t ∈ C.
Proof. Consider more generally a connection on the product X × Y of two mani-
folds with values in an algebra U , which is of the form ∇ = ∇X +∇Y + tλ where
∇X is an A–valued connection on X of the form d + hAX , with AX an A–valued
one–form on X , ∇Y is an A–valued connection on Y of the form d + hAY , with
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AY ∈ Ω1(X,A), and λ ∈ Ω1(X × Y,A). It is then easy to check that ∇ is flat for
any t, h ∈ C if, and only if
dXAX = 0 = AX ∧AX
dY AY = 0 = AY ∧ AY
[AX , AY ] = 0
dλ = 0 = λ ∧ λ
[AX +AY , λ] = 0
In the case at hand, X = Xn and AX =
∑
i<j d log(zi−zj)Ωij are well–known to
satisfy dXAX = 0 = AX ∧ AX . Similarly, Y = hreg and AY = 12
∑
α∈Φ+
d logαKα
satisfy dY AY = 0 = AY ∧AY [22, 25, 20]. Finally, λ = d(
∑
i ziµ
(i)) clearly satisfies
dλ = 0 = λ ∧ λ since it is exact and abelian. It therefore remains to check that
[AX + AY , λ] = 0. Write to this end λ = λX + λY , where
λX =
∑
i
dziµ
(i) and λY =
∑
i
zidµ
(i)
Then,
[AX , λX ] =
∑
i<j,k
d(zi − zj)
zi − zj ∧ dzk [Ωij , µ
(k)]
=
∑
i<j
d(zi − zj)
zi − zj ∧
(
dzi [Ωij , µ
(i)] + dzj [Ωij , µ
(j)]
)
=
∑
i<j
d(zi − zj)
zi − zj ∧ (dzi − dzj) [Ωij , µ
(i)]
= 0
where the second equality follows from the fact that µ(k) commutes with Ωij unless
k ∈ {i, j} and the third from the fact that Ωij commutes with µ(i) + µ(j). Next,
[AX , λY ] =
∑
i<j
d(zi − zj)
zi − zj ∧
(
zi[Ωij , dµ
(i)] + zj [Ωij , dµ
(j)]
)
=
∑
i<j
d(zi − zj)
zi − zj ∧ (zi − zj)[Ωij , dµ
(i)]
=
∑
i<j
d(zi − zj) ∧ [Ωij , dµ(i)]
which completes the computation of the commutator [AX , λ].
To compute [AY , λ], write
∆(n)(Kα) =
n∑
i=1
K(i)α + 2
∑
i<j
(K(ij)α,+ +K(ij)α,−)
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where K(ij)α,± = x(i)±αx(j)∓α. Then,
[AY , λX ] =
∑
α,i<j
dα
α
[K(ij)α,+ +K(ij)α,−, dziµ(i) + dzjµ(j)]
=
∑
α,i<j
dα
α
∧ d(zi − zj)[K(ij)α,+ +K(ij)α,−, µ(i)]
=
∑
α,i<j
dα ∧ d(zi − zj)
(
−K(ij)α,+ +K(ij)α,−
)
where the first equality follows from the fact that K(i)α commutes with any µ(k), the
second from the fact that K(ij)α,++K(ij)α,− is of weight zero and the third from the fact
that [µ(i),K(ij)α,±] = ±α(µ)K(ij)α,± Finally,
[AY , λY ] =
∑
α,i<j
dα
α
[K(ij)α,+ +K(ij)α,−, zidµ(i) + zjdµ(j)]
=
∑
α,i<j
dα
α
∧ (zi − zj)[K(ij)α,+ +K(ij)α,−, dµ(i)]
=
∑
α,i<j
dα
α
∧ (zi − zj)dα
(
−K(ij)α,+ +K(ij)α,−
)
= 0
To conclude, we need to show that [AX , λY ]+[AY , λX ] = 0. This follows by writing
Ωij =
∑
α∈Φ+
(
K(ij)α,+ +K(ij)α,−
)
+Ωhij , where Ωh = ta ⊗ ta, with {ta}, {ta} dual bases
of h, so that
[AX , λY ] =
∑
i<j
d(zi − zj) ∧ [Ωij , dµ(i)]
=
∑
i<j,α
d(zi − zj) ∧ [K(ij)α,+ +K(ij)α,−, dµ(i)]
=
∑
i<j,α
d(zi − zj) ∧ dα
(
−K(ij)α,+ +K(ij)α,−
)

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