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Quantum coherence of the molecular states and their corresponding currents in
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By considering a nanoscale Aharonov-Bohm (AB) interferometer containing a parrallel-coupled
double dot coupled to the source and drain electrodes, we investigate the AB phase oscillations of
transport current via the bonding and antibonding state channels. The results we obtained justify
the experimental analysis given in [Phys. Rev. Lett. 106, 076801 (2011)] that bonding state currents
in different energy configurations are almost the same. On the other hand, we extend the analysis to
the transient transport current components flowing through different channels, to explore the effect
of the parity of bonding and antibonding states on the AB phase dependence of the corresponding
current components in the transient regime. The relations of the AB phase dependence between the
quantum states and the associated current components are analyzed in details, which provides useful
information for the reconstruction of quantum states through the measurement of the transport
current in such systems. With the coherent properties in the quantum dot states as well as in the
transport currents, we also provide a way to manipulate the bonding and antibonding states by the
AB magnetic flux.
PACS numbers: 73.63.Kv, 03.65Wj, 73.23.-b
I. INTRODUCTION
Quantum coherence of electrons in nanostructures is
expected to manage quantum computation and quan-
tum information. It is essential to prepare and read out
the state of the qubit in quantum information process-
ing. There have been many experiments and theoretical
analyses on quantum coherence manipulation of electron
states in DQDs which are thought to be a promising
charge qubit.1–14 The techniques to reconstruct quan-
tum states from series of measurements about the sys-
tem are known as quantum state tomography.15–17 Quan-
tum state tomography is resource demanding and it aims
at very detailed description of coherence of quantum
states. On the other hand, transport measurement utiliz-
ing quantum interference has revealed the main coherent
properties of traveling electrons. How the latter can be
associated with the coherence of local quantum states of
the DQDs is worthy further investigation.
Quantum coherence can be detected through the
Aharonov-Bohm (AB) interference.18 Double quantum
dots (DQDs) embedded in AB geometry were achieved in
Ref. [19–21]. The results show that the phase coherence is
also maintained in these devices. The phase coherence of
electrons through each dot would induce oscillating cur-
rent as a function of the magnetic flux, which is simply
called the AB oscillation in the literature. In Coulomb
blockade and cotunneling regimes, it is predicted theo-
retically that currents through spin-singlet and triplet
states carry AB phases with half period difference.22 For
one-electron states, the AB phase difference by half a pe-
riod is also anticipated in currents through bonding state
(BS) and antibonding state (AS) channels,23,24 which has
been detected experimentally.25 This AB phase difference
is thought to be resulted from the parity of the AS and
BS wave functions, which is a property of the device ge-
ometry. In Ref. [25], the authors determine the parities
of AS and BS by measuring the electron currents flowing
through the corresponding channels. Inspired by the abil-
ity of detecting currents from different channels, we are
able to investigate the coherent properties of quantum
states in DQDs, for which the corresponding currents
should have a direct connection. In Ref. [25], two differ-
ent energy configurations are used, which are succeeded
by two different gate voltage settings. The transport cur-
rents under these two configurations are measured. The
measured currents are used to determine the AS and/or
BS channels in one of the configurations. We would verify
the validity of this analysis using our theoretical frame-
work of the quantum transport theory based on master
equation approach.26–28 On the other hand, nanoscale
AB interference has been discussed mostly in the steady-
state regime. Our previous works on transient quantum
transport27–29 can also be applied to discuss the forma-
tion of AS and BS in the transient regime. We show the
correspondence of AB phase dependences of the occupa-
tion probabilities of AS and BS and the transport cur-
rents of the corresponding channels, which should provide
useful information for the reconstruction of the quantum
states through the measurement of transport current. Fi-
nally, we discuss the way to manipulate the AS and BS
with the AB magnetic flux.
The rest of the paper is organized as follow: In Sec. II,
we begin with the system of a DQDs coupled to two
leads to study the time evolution of the reduced density
matrix of the DQDs system and the transport currents
flowing through AS and BS channels. In Sec. III, we
obtain the condition for the validity of the method used
in Ref. [25] in analysing the connection of AS and BS with
2the transient transport regime. In Sec. IV, we provide in
details the correspondence of the AB phase dependence
between the AS and BS density matrix elements with the
associated transport currents. A way to manipulate AS
and BS density matrix elements with the AB magnetic
flux is also given. Finally, a summary is given in Sec. V.
II. COUPLED DQDS MOLECULE
We consider a nanosystem of two coupled single-level
QDs coupled to two leads. The Hamiltonian of this sys-
tem is given by
H = HDQD +HB +HT , (1)
where HDQD is Hamiltonian of DQDs.
HDQD =
2∑
i=1
ǫijd
†
idj , (2)
and di (d
†
i ) is annihilation (creation) operator in ith QD,
ǫii is the energy level of ith QD and ǫij with i 6= j is
the tunneling matrix element between the DQDs. The
Hamiltonian of the two leads is given by HB:
HB =
∑
α=L,R
∑
k
εαkc
†
αkcαk, (3)
where the label α denotes the left or right lead, and
cαk (c
†
αk) is the annihilation (creation) operator of the
kth level in lead α. The Hamiltonian HT describes the
tunnelings between the QDs and the leads.
HT =
∑
α=L,R
2∑
i=1
∑
k
(Viαkd
†
i cαk + h.c). (4)
By threading a magnetic flux Φ to the above system,
the tunneling matrix elements would carry a AB phase,
Viαk = V¯iαke
iφiα , φiα is the AB phase that electrons
carry during the tunneling from α lead to ith dot, and
V¯iαk is the real tunneling amplitude. The AB phase will
also affect on HDQD, i.e. for i 6= j, ǫij = ǫ¯ije
iφij where
ǫ¯ij = −tc is a real amplitude and φij is AB phase from
jth dot to ith dot. The relation of the AB phases with
the magnetic flux Φ is given by φ1L−φ1R+φ2R−φ2L =
2πΦ/Φ0 = ϕ, where Φ0 is the flux quanta. We also set
φ12 = 0 according to Ref. [25].
A. Exact master equation
The system described above can be treated as an open
quantum device. The dynamics of the central system
is described by the reduced density matrix ρ(t), which
is obtained by tracing over all the degrees of freedom
of the reservoirs from the total density matrix ρtot(t) of
the total (the DQDs plus the leads), ρ(t) = TrR [ρtot(t)].
The exact master equation which governs the dynamics
of ρ(t) for QDs has been derived:26
dρ(t)
dt
=
1
i
[H ′S(t), ρ(t)] +
∑
i,j
{
γij(t)
[
2djρ(t)d
†
i
− d†idjρ(t)− ρ(t)d
†
idj
]
+ γ˜ij(t)
[
d†iρ(t)dj
− djρ(t)d
†
i + d
†
idjρ(t)− ρ(t)djd
†
i
]}
, (5)
where H ′S(t) =
∑
i,j ǫ
′
ij(t)d
†
idj is an effective Hamilto-
nian and ǫ′ij(t) is the renormalized time-dependent en-
ergy level (i = j) or the shifted interdot transition ampli-
tude (i 6= j) between the DQDs. All the time-dependent
coefficients in Eq.(5) are determined by the retarded
Green function u(t, t0) and the correlation Green func-
tion v(τ, t) in Keldysh’s nonequilibrium Green function
technique.27 Explicitly, the renormalized energy levels of
DQDs ǫ′(t), the dissipation coefficient γ(t) and the fluc-
tuation coefficient γ˜(t) are given by:
ǫ′(t) =
1
2
[
u˙(t)u−1(t)−H.c
]
, (6a)
γ(t) = −
1
2
[
u˙(t)u−1(t) + H.c
]
, (6b)
γ˜(t) = v˙(t)−
[
u˙(t)u−1(t)v(t) + H.c
]
, (6c)
where u(t) ≡ u(t, t0) and v(t) ≡ v(t, t). The Green
function u(t, t0) obeys the following intergro-differential
equation
∂
∂t
u(t, t0)+ iǫu(t, t0)+
∑
α
∫ t
t0
dτgα(t, τ)u(τ, t0) = 0, (7)
and v(τ, t) is given by27–29
v(τ, t) =
∫ τ
t0
dτ1
∫ t
t0
dτ2
∑
α
u(τ, τ1)g˜α(τ1, τ2)u
†(t, τ2). (8)
The integral kernel in the above equations are
gα(t, τ) =
∫ ∞
−∞
dε
2π
Γα(ε)e
−iε(t−τ), (9a)
g˜α(t, τ) =
∫ ∞
−∞
dε
2π
Γα(ε)fα(ε)e
−iε(t−τ), (9b)
with
Γαij(ε) = 2π
∑
k
ViαkV
∗
jαkδ(ε− εαk), (10)
where Γα(ε) is the spectral density (level broadening) of
lead α, and fα(ε) = 1/[e
β(ε−µα)+1] is the corresponding
Fermi-Dirac distribution function with the chemical po-
tential µα and the initial inverse temperature β = 1/kBT .
Because the couplings between dots and leads contain the
explicit dependence of the AB phase, we can analyse the
AB phase dependence of the reduced density matrix ρ(t)
through the master equation (5).
3In order to study the molecular states of the DQDs,
we change the basis and solve the master equation (5) by
diagonalizing HDQD. By labeling the antibonding state
(AS) and the bonding state (BS) with the signs + and −
respectively, the Hamiltonian of DQDs becomes:
HDQD =
∑
ν=±
ǫνd
†
νdν , (11)
where ǫ± is the corresponding energy level, and d± (d
†
±)
is the corresponding annihilation (creation) operator,
which are given by:
ǫ± =
1
2
[
(ǫ11 + ǫ22)±
√
(ǫ11 − ǫ22)
2
+ 4t2c
]
, (12a)(
d+
d−
)
=
(
cos θ2 − sin
θ
2
sin θ2 cos
θ
2
)(
d1
d2
)
, (12b)
and tan θ = 2tc/(ǫ11− ǫ22). By denoting the empty state
with |0〉, the states AS and BS with |ν〉: = |±〉, and the
doubly-occupied state by |d〉, the reduced density matrix
elements at the later time t for an arbitrary initial DQDs
state are30
ρ00(t) = A(t)
{
ρ00(t0) + ρdd(t0)det [J3(t)]
−
∑
ν,ν′=:±
ρνν′(t0)J3νν′(t)
}
, (13a)
ρ++(t) = 1−ρ00(t)−ρ
(1)
−−(t), ρ+−(t) = ρ
(1)
+−(t), (13b)
ρ−−(t) = 1−ρ00(t)−ρ
(1)
++(t), ρ−+(t) = ρ
∗
+−(t), (13c)
ρdd(t) = 1− ρ00(t)− ρ++(t)− ρ−−(t), (13d)
and the other off-diagonal density matrix elements be-
tween the different states are all zero, where A(t) =
det[I−v(t, t)], J3(t) = u
†(t, t0)(I−v(t, t))
−1u(t, t0)−I,
and I is the identity matrix, ρ(t0) is initial reduced den-
sity matrix, and the single-particle reduced density ma-
trix is given by27
ρ
(1)
νν′(t) = TrS
[
a†ν′aνρ(t)
]
=
[
u(t)ρ(1)(t0)u
†(t) + v(t)
]
νν′
.
(14)
B. Quantum transport current
The transient transport current of electrons flowing
from lead α into the DQDs is defined by
Iα(t) = −e
d
dt
TrS⊗R
[
ρtot(t)Nα
]
, (15)
where Nα ≡
∑
k c
†
αkcαk. Using the master equation (5),
the transient current can be expressed in terms of the
Green functions u(t, t0) and v(τ, t):
27,28
Iα(t) =− 2eReTr
∫ t
t0
dτ
{
gα(t, τ)u(τ, t0)ρ
(1)(t0)u
†(t, t0)
+ gα(t, τ)v(τ, t) − g˜α(t, τ)u
†(t, τ)
}
. (16)
This expression of the transient currents can also be de-
rived directly from Keldysh’s Green function technique,31
but the dependence of initial conditions, i.e. the first term
in Eq. (16), was omitted in Ref. [31].
According to the analysis used in Ref. [25], one should
divide the total transport current into components flow-
ing through AS and BS channels separately. We can sep-
arate the transient current into three parts: the current
component associated with AS or BS channel,
Iα±(t) ≡− 2eRe
∫ t
t0
dτ
{
gα±±(t, τ)v±±(τ, t)
+ gα±±(t, τ)
[
u(τ, t0)ρ
(1)(t0)u
†(t, t0)
]
±±
− g˜α±±(t, τ)u
†
±±(t, τ)
}
, (17)
and the current component associated with both AS and
BS channels,
Iα+−(t) ≡− 2eRe
∑
ν=±
∫ t
t0
dτ
{
gανν¯(t, τ)vν¯ν(τ, t)
+ gανν¯(t, τ)
[
u(τ, t0)ρ
(1)(t0)u
†(t, t0)
]
ν¯ν
− g˜ανν¯(t, τ)u
†
ν¯ν(t, τ)
}
, (18)
where ν¯ denotes the opposite sign to ν. With these defini-
tions, for arbitrary spectral density Γα(ε), the transient
current through lead α is
Iα(t) = Iα+(t) + Iα−(t) + Iα+−(t), (19)
and the transport currents passing from the left to the
right leads are
I(t) =
1
2
(IL(t)− IR(t)) , (20a)
I±(t) =
1
2
(IL±(t)− IR±(t)) , (20b)
I+−(t) =
1
2
(IL+−(t)− IR+−(t)) . (20c)
After giving the above general formalism, we now solve
the problem under the conditions given in Ref. [25],
namely, the energy of each dot ǫ11 = ǫ22 = ǫ0, the spec-
tral density of lead α Γα(ε) = Γα (wide band limit) with
the level broadenings of the left lead ΓL11 = ΓL22 = ΓL
and the right lead ΓR11 = ΓR22 = ΓR. The indirect in-
terdot coupling of the left lead ΓL12 = aLΓLe
iϕ
2 and the
right lead ΓR12 = aRΓRe
−i
ϕ
2 . In the molecular basis, the
level broadening matrix Γα is given by
ΓL,R = ΓL,R (I − ~αL,R · ~σ) , (21)
where ~αL,R=(α
x
L,R, α
y
L,R, α
z
L,R)= aL,R(0,∓ sin
ϕ
2 , cos
ϕ
2 )
and ~σ are the Pauli matrices. Then the retarded green
function has a simple solution,
u(t, t0) =
(
u++(t, t0) u+−(t, t0)
u−+(t, t0) u−−(t, t0)
)
= exp
[(
− iǫ−
1
2
ΓL −
1
2
ΓR
)
(t− t0)
]
(22)
4where ǫ =
(
ǫ+ 0
0 ǫ−
)
. For weak indirect interdot cou-
pling, the transport currents associated with the AS or
BS channels in the steady-state limit would be the same
as those given in Ref. [25],
I± =
e
2π
∫ +∞
−∞
dε
[
fL(ε)− fR(ε)
]
ΓL±±ΓR±±
∣∣Gr±±(ε)∣∣2
(23)
where Gr(ε) = −i
∫∞
0
eiεtu(t)dt, which is the
retarded Green function in energy domain, and
ΓL±±ΓR±±
∣∣Gr±±(ε)∣∣2 are the effective transmission co-
efficients of the AS (BS) channels.
III. THE TRANSPORT CURRENT THROUGH
THE AS AND BS CHANNELS
A. The transport current through the AS and BS
channels and the justification of the experimental
analysis
In the experiment [25], currents under two different
energy configurations for AS and BS channels are mea-
sured with the fixed bias and indirect interdot weak cou-
plings, as shown in Fig. 1(a). Other parameter set-
ting in Ref. [25] are as follow: the level broadenings of
the left lead ΓL = 0.3Γ and the right lead ΓR = 0.7Γ
(Γ = ΓL+ΓR), the indirect interdot coupling parameters
aL = −0.1 for the left lead and aR = 0.15 for the right
lead, the direct interdot coupling tc = −60Γ, the chem-
ical potentials of the left lead µL = 125Γ and the right
lead µR = −125Γ, and the temperature of the reservoirs
is set at kBT = 10Γ. The measured currents are the total
currents in each configuration. As shown by Fig. 1(a), in
configuration 1, only the BS energy state locates within
the bias window (µL − µR). In configuration 2, both AS
and BS energy states lie in the bias window. These two
energy configurations can be succeeded by tuning gate
voltages. In configuration 1, the current flowing through
the BS channel, denoted by I1−, is dominant such that
the total current is almost given by I ≃ I1−, where the
current I1+ flowing through the AS channel in configura-
tion 1 is negligible. In configuration 2, the total current
I2 = I2+ + I2− + I2+−, where I2+, I2− are the currents
flowing through the AS and BS channels in configuration
2, respectively, and I2+− is the amount of current flow-
ing through both the AS and BS channels. The latter
is negligible because there is no direct coupling between
the AS and BS channels. Therefore, the total current
in configuration 2 is mainly given by I2 ≃ I2+ + I2−.
With the assumption that currents flowing through the
BS channel in configuration 1 and 2 are almost the same
[25], I1− ≃ I2−, one can determine the currents flowing
through the AS and BS channels, respectively by the to-
tal currents measured separately in configuration 1 and
2. This is the method used in Ref. [25] for analysing the
currents flowing through the AS and BS channels.
In the above experimental analysis, we shall check first:
(1), whether the current I1+ flowing through the AS
channel in configuration 1 is really negligible; and (2),
what are the conditions that should be satisfied such
that the assumption I1− ≈ I2− is valid. According
to Eq. (23), I1+ depends on the overlap of the differ-
ence of particle number distributions in the two leads,
fL(ε)− fR(ε), with the effective transmission coefficient
of AS channel, ΓL++ΓR++
∣∣Gr++(ε)∣∣2. In Fig. 1(b), the
difference fL(ε) − fR(ε) is shown by the black dashed
line. We theoretically fix the BS energy, ǫ− = ǫ0 − |tc|,
and change the interdot coupling tc to compare the corre-
sponding AS channel contributions to the current. In ex-
periments, ǫ− can be manipulated through tuning the en-
ergy of DQDs and the interdot coupling simultaneously.
We fix ǫ− so that the effective transmission coefficient
ΓL−−ΓR−−
∣∣Gr−−(ε)∣∣2 of the BS channel is fixed, which
is shown by the blue peak in Fig. 1(b). Other peaks
are the corresponding effective transmission coefficient
ΓL++ΓR++
∣∣Gr++(ε)∣∣2 of the AS channel for different tc.
As shown by Fig. 1(b), the larger tc gives the smaller
overlap of fL(ε)− fR(ε) with ΓL++ΓR++
∣∣Gr++(ε)∣∣2 and
hence the smaller current I1+ flowing through the AS
channel in configuration 1. So we conclude that I1+
is negligible when tc is properly large enough to make
ΓL++ΓR++
∣∣Gr++(ε)∣∣2 lesser overlap with fL(ε)− fR(ε).
On the other hand, we plot the current I− flowing
through BS channel as a function of the BS energy ǫ−
in Fig. 1(c). In our numerical calculation, the parame-
ters are set up according to Ref. [25]. Figure 1(c) shows
that the current I− flowing through BS channel becomes
maximum when the BS energy ǫ− is in the middle of the
bias window. Then I− symmetrically and dramatically
decays when ǫ− approaches closely to µL or µR. Mean-
while, we fix |tc| = 60Γ here so that the energy difference
of AS and BS is fixed. Then we can use ǫ− to determine
which energy configuration is examined. In Fig. 1(c), the
blue solid line gives the current I− as function of ǫ− for
temperature kBT = 10Γ. It shows that I− is almost a
constant within |ǫ−| . 80Γ. This indicates that the con-
dition I1− ≃ I2− is well satisfied for |ǫ−| . 80Γ. We
also show I− at zero temperature in Fig. 1(c) (the purple
dashed line). In this case, the range for I− being almost
a constant is wider. Also, this flat pattern is maintained
for arbitrary magnetic flux Φ (see Fig.1(d)). This ensures
that the analysis used in Ref. [25] is valid for all the mag-
netic flux Φ, and therefore the AB phase dependence of
the AS or BS currents can be measured experimentally.
Now we should check if this analysis can be applied
to other settings. According to Eq. (23), the magnitude
of the BS current I− depends on the overlap between
the quantities fL(ε) − fR(ε) and ΓL−−ΓR−−
∣∣Gr−−(ε)∣∣2.
In Fig. 2, we choose ǫ− = −60, 0, 65, 120Γ as examples,
where ǫ− = 65, 120Γ is in configuration 1 and ǫ− =
−60, 0Γ is in configuration 2. Figure 2 gives the over-
laps between fL(ε) − fR(ε) with ΓL−−ΓR−−
∣∣Gr−−(ε)∣∣2
for these different ǫ− (see the left column). The BS cur-
5FIG. 1: (a) The schematic plot of the AS and BS energy lev-
els in configuration 1 and 2 with the chemical potential of the
left and right leads. (b) The difference of the left and right
lead particle distributions, fL(ε) − fR(ε), and the effective
transmission coefficients of the AS and BS channels in con-
figuration 1 for different interdot coupling tc are plotted. In
this case, the BS energy ǫ− is fixed at 115Γ. (c) I− as a func-
tion of ǫ− is plotted. The blue solid line is for temperature
kBT = 10Γ, and the purple dashed line is for zero tempera-
ture. The numbers 1, 2 in the plot denote the corresponding
energy configurations for |tc| = 60Γ. (d) I− is plotted as a
function of ǫ− and Φ.
rents in configuration 1 and 2 are also shown in Fig. 2 (the
central column), and the BS currents and measured cur-
rents in configuration 1 are given in the right column in
Fig. 2. Currents I− for ǫ− = −60, 0, 65, 120Γ are shown
by red small dashed line, green dotted line, blue solid line
and pink medium dashed line respectively, and currents I
for ǫ− = 65, 120Γ are shown by black dot-dashed line and
purple large dashed line respectively. Figure 2(a) shows
that the analysis works well in the original setting be-
cause fL(ε)−fR(ε) = 1.0 when |ǫ−| . 80Γ. The overlaps
between fL(ε)−fR(ε) with ΓL−−ΓR−−
∣∣Gr−−(ε)∣∣2 for dif-
ferent ǫ− hardly change in this region. In Fig. 2(a), I−
and I for ǫ− = 65Γ are covered by I− for ǫ− = −60, 0Γ.
However, when the temperature becomes higher or the
couplings of DQDs to leads become stronger, as shown
in Fig. 2(b) and (c) respectively, the overlaps between
fL(ε) − fR(ε) with ΓL−−ΓR−−
∣∣Gr−−(ε)∣∣2 for different
ǫ− are different. In Fig. 2(b), fL(ε) − fR(ε) becomes
broadened because of the higher temperature, and gives
different overlaps with ΓL−−ΓR−−
∣∣Gr−−(ε)∣∣2 and hence
the different contribution to I−. On the other hand,
the broadened fL(ε) − fR(ε) due to higher temperature
would also overlap with the effective transmission coeffi-
cient of AS channel in configuration 1, which makes the
measured current I different from I− (see I− and I for
ǫ− = 65, 120Γ in Fig. 2(b)). In Fig. 2(c), we consider
stronger couplings to the leads and still take Γ as unit.
The parameters are set as follow: tc = −6Γ, µL = 12.5Γ
and µR = −12.5Γ. In Fig. 2(c), the stronger couplings to
the leads make the level broadenings larger and the trans-
mission coefficients wider. Then the transmission coeffi-
cients of the BS channel result in different I− under dif-
ferent configurations. In addition, the wider transmission
coefficients of AS channel enhance the contribution of the
AS current in configuration 1 and thus make I different
from I− (see I− and I for ǫ− = 6.5, 12Γ in Fig. 2(c)).
As a result, for higher temperature or stronger coupling
to leads, the analysis given in Ref. [25] may become not
applicable.
B. Transient transport currents through the AS
and BS channels
We have justified the conditions that the currents flow-
ing through BS channel in configuration 1 and 2 are al-
most the same in the steady-state limit. It is also inter-
esting to see whether these conditions also exist in the
transient regime. Figures 3(a1)-(a3) show how currents
change with time under different magnetic fluxes. Ini-
tially (0 ≤ Γt ≤ 0.1), the transient transport current
I1−(t) flowing through the BS channel in configuration 1
is not equal to the current I2−(t) in configuration 2. But
they become equal to each other quickly after this short
initial time interval. The difference between I1−(t), I1(t)
and I2−(t) in the initial time interval are given as insets
in Figs. 3(a1)-(a3). Thus, we conclude that the condi-
tions that BS currents in both configurations are almost
the same25 can also be satisfied for the transient regime
after a very short time interval from the beginning.
On the other hand, AB phase difference by half a pe-
riod between the steady AS and BS currents is expected
in Ref. [23,24]. Our analysis about AS and BS currents in
the steady-state limit also shows this result (see Fig. 4).
This AB phase difference is thought to be resulted from
the parity of AS and BS channels, which is a property of
the device geometry. Because it only depends on the de-
vice geometry, the dynamics of the AS and BS channels
should not influence this phase difference. In Figs. 3(b1)-
(b4), I2−(t) (I2+(t)) for time interval 0 ≤ Γt ≤ 0.1 and
Γt ≥ 0.1 are given. It shows that the AB phase depen-
dence of the AS and BS currents are fixed for all time.
The dynamics of the AS and BS channels does not influ-
ence their AB phase difference, as we expected.
IV. REDUCED DENSITY MATRIX ELEMENTS
AND THE CORRESPONDING TRANSPORT
CURRENTS
In fact, the device geometry determines not only the
parity of AS and BS channels but also the corresponding
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FIG. 2: The effective transmission coefficient ΓL−−ΓR−− |G
r
−−
(ε)|2 of BS and the difference of the left and right leads particle
distribution, fL(ε) − fR(ε), for different BS energy are plotted in the left side. The fL(ε) − fR(ε) is marked by dashed line.
The corresponding BS currents are plotted in the middle. The BS currents and the measured currents in configuration 1
(ǫ− = 65, 120Γ as examples here) are plotted in the right side. (a) original settings in Ref. [25]. (b) high temperature case. (c)
the stronger coupling case.
wave functions. In this section, we discuss the AB phase
dependence between the probabilities of single-electron
occupying AS and BS states under different device ge-
ometries, which is useful for quantum state tomography.
The AS and BS reduced density matrix elements ρ++
and ρ−− in the steady-state limit are shown in Fig. 5.
The different device geometries are controlled by differ-
ent signs of the direct interdot coupling tc and indirect
coupling parameters aL, aR. As we see in Figs. 4 and 5,
the patterns of AB phase dependences of ρ++, ρ−− and
the corresponding currents for aLaR < 0 and aLaR > 0
are different. Note that when the signs of aL and aR
are the same, the level broadenings of the left or right
lead coupled to the AS or BS states, which are given by
Γα±±= Γα(1∓aα cos
ϕ
2 ), α=L or R, enhance or shrink si-
multaneously for different magnetic flux. Consequently,
the AB oscillation amplitude of the transport current,
which relies ΓL±±ΓR±± (see Eq. (23)), is sensitive to the
flux. However, when the signs of aL and aR are differ-
ent, the AS or BS level broadenings is enhanced only
for one of the two leads. Therefore, the AS or BS cur-
rent becomes less sensitive to the flux. The enhance-
ment of level broadening only for one of two leads forces
electrons to locaize at AS or BS state so that ρ++ and
ρ−− becomes more sensitive to the flux. This leads to
the smaller amplitude of the AB oscillation in the corre-
sponding currents and the larger amplitude in ρ++ and
ρ−− (see Fig. 5). On the other hand, the correspond-
ing changes of the AB phase dependences under different
geometries are the same. When the sign of tc or the pa-
rameters aL and aR change, the AB phase dependence of
ρ++ and ρ−− will also change accordingly. From the AB
phase dependences of ρ++, ρ−− and the corresponding
currents, we can know the signs of aL and aR.
On the other hand, the magnitudes of reduced den-
sity matrix elements and the AS and BS currents depend
sensitively on the AS and BS energy level space and the
bias. We compare such dependence in Fig. 6. The rela-
tive positions of the AS and BS energy levels and the bias
can be roughly separated into five regions: (a), only BS
is inside the bias window; (b), BS and AS lie between µL
and µ0, where µ0 is the middle point of the bias window;
(c), the BS and AS levels are between µL and µ0 and µR
and µ0, respectively; (d), BS and AS lie between µR and
µ0; and (e), only AS is inside the bias window, as shown
in the plots on the left-most column of Figs. 6(a)-(e) re-
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Γt ≥ 0.1.
spectively. In Fig. 6(a), when the AS level is outside the
bias window, the total current is just the BS current. The
dominant reduced density matrix element is the vacuum
state ρ00. The second dominant one is ρ−− because the
chemical potential of the left lead is larger than BS en-
ergy level, which makes electrons tend to hop from the
left lead into the BS state. In Fig. 6(b), the AS current
also contributes to the total current, but the BS current
contributes larger because it is closer to µ0. Therefore,
the total current and the BS current would be in phase
but their magnitudes are different. In this case, electrons
start to hop into the AS but the dominant elements are
0.36
0.38
0.40
0.42
0.44
0.46
Ha1L tc>0, aL>0, aR>0 Ha2L tc>0, aL<0, aR<0
-2 -1 0 1 2
0.36
0.38
0.40
0.42
0.44
0.46
Ha3L tc<0, aL>0, aR>0
-2 -1 0 1 2
Ha4L tc<0, aL<0, aR<0
I2- I2+ I1
FHF0L FHF0L
He
G
L
He
G
L
0.36
0.38
0.40
0.42
0.44
0.46
Hb1L tc>0, aL>0, aR<0 Hb2L tc>0, aL<0, aR>0
-2 -1 0 1 2
0.36
0.38
0.40
0.42
0.44
0.46
Hb3L tc<0, aL>0, aR<0
-2 -1 0 1 2
Hb4L tc<0, aL<0, aR>0
I2- I2+ I1
FHF0L FHF0L
He
G
L
He
G
L
 
 
FIG. 4: The AB phase dependences of I2−, I2+ and I1 are
plotted in unit eΓ for different sign configuration of tc, αL and
αR. The other parameters are taking according to Ref. [25].
still given by the ρ00 and ρ−−. In Fig. 6(c), AS and BS
currents give similar contributions to the total current
such that the period of the AB phase dependence of the
total current is approximately half of those of AS and BS
currents. Meanwhile, the largest reduced density matrix
element is still ρ00, but ρ−− is comparable to ρ++. Al-
though ρ00 is the mostly occupied state in these three
cases, its magnitude becomes lesser and lesser when the
energy levels of AS and BS are lowered more and more.
This is because the distance between BS level and µR be-
comes smaller such that electrons become stable in the
BS level. As a result, in the region (d) as shown by
Fig. 6(d), the dominant matrix element becomes ρ−−
and the AS current also becomes the largest one. When
the BS level is lower than µR, electrons tend to fill the
BS level, which makes ρ−− more dominate, see Fig. 6(e).
80.10
0.15
0.20
0.25
0.30
Ha1L tc>0, aL>0, aR>0 Ha2L tc>0, aL<0, aR<0
-2 -1 0 1 2
0.10
0.15
0.20
0.25
0.30
Ha3L tc<0, aL>0, aR>0
-2 -1 0 1 2
Ha4L tc<0, aL<0, aR<0
Ρ-- Ρ++
FF0 FF0
He
G
L
He
G
L
0.10
0.15
0.20
0.25
0.30
Hb1L tc>0, aL>0, aR<0 Hb2L tc>0, aL<0, aR>0
-2 -1 0 1 2
0.10
0.15
0.20
0.25
0.30
Hb3L tc<0, aL>0, aR<0
-2 -1 0 1 2
Hb4L tc<0, aL<0, aR>0
Ρ-- Ρ++
FF0 FF0
He
G
L
He
G
L
FIG. 5: The AB phase dependences of ρ++ and ρ−− for
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In this case, only the AS current contributes to the total
current. The traveling electrons through the AS channel
and the stable electrons located in BS level make ρdd be-
come the second dominant matrix element. In brief, the
magnitudes of AS or BS currents depend on how close the
corresponding energy level and µ0 are. The magnitudes
of reduced density matrix elements depend on how close
the energy level of BS and µR are. From these analysis,
we can determine from the AB phase dependence of the
transport current which state the DQDs system stays.
which should provide useful information for the recon-
struction of quantum states through the measurement of
the transport current.
If the AB phase dependence of the total current is half
period of that of the AS or BS current, the AS and BS
energy levels are equally close to µ0. Thus, the travel-
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(c)ǫ− = −60Γ. (d)ǫ− = −120Γ. (e)ǫ− = −185Γ.
ing electrons passing through these channels have similar
contribution to the corresponding reduced density ma-
trix elements. The magnitudes of ρ++ and ρ−− are close
to each other in this condition (see Fig. 6(c)). The larger
αL,R makes the electrons that flow from the left lead to
the right lead more sensitive on the magnetic flux, and
thus gives the larger amplitudes to the reduced density
matrix elements ρ++ and ρ−− and the corresponding cur-
rents, as shown in Fig. 7, where the strong interference
between the ρ++ and ρ−− is also shown. The DQDs
system would have large probability to be in bonding
state or antibonding state at certain Φ. For example, the
DQDs system mainly locate in antibonding state (bond-
ing state) at Φ = 0 (Φ/Φ0 = 1). Therefore, if the strong
indirect interdot coupling can be practically succeeded,
it could provide an efficient way to manipulate coherence
between the bonding and antibonding states through the
magnetic flux. A similar scheme for DQDs without di-
rect interdot coupling has been proposed in Ref. [32,33]
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FIG. 7: The AB phase dependences of the reduced density
matrix elements when ǫ− = −60Γ. The different magnitudes
of aL,R are taken here for the larger amplitudes of the AB
phase dependences. (a) aL = −0.4, aR = 0.6 (b) aL = −0.6,
aR = 0.9 (c) aL = −1.0, aR = 1.0. The other parameters are
taken according to Ref. [25].
for manipulating the relative phase between the two QDs.
However, the direct interdot coupling can totally manip-
ulate the energy levels of bonding and antibonding states
so that we can distinguish the contributions of the cor-
responding channels in the transport current.
V. SUMMARY
In conclusion, using the quantum transport theory
based on the master equation,26–28 we have justified the
method used in Ref. [25] for analysing the AS and BS
currents. We show that when the energy level of BS is
within a quite large range near the middle of the bias
window, the BS current in configuration 1 well approx-
imates the BS current in configuration 2. However, in
conditions that the temperature is high or the couplings
to the environments is strong, this analysis may not be
valid. This is because the bias window is broaden in
high temperature and the effective transmissions of the
channels become wider for the strong couplings to the
leads. We also extend this current analysis through AS
and/or BS channels to the transient regime. We find
that the analysis in Ref. [25] is still valid in the transient
regime except for a short time interval from the very be-
ginning. We also show that the AB phase dependence
of these current components is mainly determined by the
device geometry, and it is independent of the dynamics
of the AS and BS channels. Furthermore, we also ex-
amine the relation between the AB phase dependence
of single-electron probabilities of occupying AS and BS
and the corresponding currents. We find that the AB
phase dependence varies in the same way under different
device geometries. We also explore the AB phase depen-
dence of the AS and BS reduced density matrix elements
and the corresponding currents under different AS and
BS energies. This provides not only the useful informa-
tion for the reconstruction of quantum states through the
measurement of transport current, an approach known
as quantum state tomography, but also a practice way
to manipulate coherence between the AS and BS states
with the magnetic flux, as a key for quantum information
processing in quantum dot systems.
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