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a b s t r a c t
In this paper, we consider the regression function or its νth derivative in generalized
linear models which may have a change/discontinuity point at an unknown location. The
location and its jump size are estimated with the local polynomial fits based on one-
sided kernel weighted local-likelihood functions. Asymptotic distributions of the proposed
estimators of location and jump size are established. The finite-sample performances of
the proposed estimators with practical aspects are illustrated by simulated and beetle
mortality examples.
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1. Introduction
Suppose we observe random samples (Xi, Yi) of (X, Y ) where Yi’s are real valued responses associated with covariates
Xi’s having density f with support [0, 1], i = 1, 2, . . . , n. Assume that the conditional distribution of Y given X = x belongs
to the following one-parameter exponential family:
fY |X (y|x) = exp{yθ(x)− b(θ(x))+ c(y)} (1)
where b and c are some known functions. One may be interested in estimating the regression function m(x) ≡ E(Y |X =
x) = b′(θ(x)). In parametric generalized linear models, the functionm(x) is modeled linearly via a link function g by
η(x) ≡ g(m(x)) = β0 + β1x.
If g = (b′)−1, then g is called the canonical link. See [1] for details. The conditional density fY |X (y|x) in (1) can be written in
terms of η(x) as
fY |X (y|x) = exp{y(g ◦ b′)−1(η(x))− b((g ◦ b′)−1(η(x)))+ c(y)} (2)
where ◦ denotes the composition of functions.
A more flexible approach would be to let η(x) be a nonparametric function. Fan, Heckman andWand [2] investigated the
extension of the nonparametric regression technique of local polynomial fitting with a kernel weight to generalized linear
models and quasi-likelihood contexts. In the case of the multi-dimensional covariates, Carroll, Fan, Gijbels and Wand [3],
and Huh and Park [4] considered semiparametric and nonparametric versions respectively with kernel regression and a
I This research was supported by the Duksung Women’s University Research Grants 2009.
E-mail address: jhuh@duksung.ac.kr.
0047-259X/$ – see front matter© 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2010.02.007
1682 J. Huh / Journal of Multivariate Analysis 101 (2010) 1681–1700
single-index model. An extension of the smoothing spline methodology to generalized linear models was studied by Green
and Silverman [5].
However, a problem arises when a generally smooth function has a change point in the regression function or
its derivatives. The usual nonparametric approaches to regression modeling suffer from poor practical and theoretical
performances in such situations. Our interest is to estimate the νth (ν ≥ 0) derivative of η, denoted by η(ν), in which
there is a change point at an unknown location. In this paper, we give estimators of the location and jump size of the change
point. The proposed estimators are based on the difference of left and right one-sided local polynomial estimators using the
kernel weighted local-likelihood functions. As in [6], we use a one-sided kernel which is supported on the positive half-line
and has a non-zero value at the left end of the support. In fact, the estimator for the location of the change point achieves
the rate n−1/(2ν+1) when ν is even. The achieved rate is quite different when ν is odd, and is faster than the rate n−1/(2ν+1)
due to the property of the one-sided kernel. The following works, which studied nonparametric change point estimations
in the ordinary regression model case, gave us the motivation described above.
Müller [7] developed weakly consistent estimators for the location and the jump size of a change point in the νth
derivative of regression function in the linearmodel using theGasser–Müller type estimator, and also gave the rates of global
Lp convergence of kernel estimators of the regression function adjusted for the estimated location. The one-sided kernel of
Müller [7] has the zero-value at the left end of the support. A stronger assumption of smoothness in the regression function
led to a slower rate of convergence in comparison with n−1/(2ν+1). For the case ν = 0, Loader [6] proposed a change point
estimator, based on the local polynomial fits, that attains the n−1 rate. It is assumed in her paper that the errors are Gaussian.
Huh and Carrière [8] considered the case of having a change point in the νth derivative. Müller and Song [9], and Gijbels,
Hall and Kneip [10] also suggested two-step kernel type estimators achieving the rate n−1. All these works, however, were
done for regression models with fixed designs or in the case ν = 0. Gijbels and Goderniaux [11] generalized the procedure
of Gijbels, Hall and Kneip [10] for discontinuous νth derivatives and proposed a method of bandwidth selection. Horváth
and Kokoszka [12] gave a test statistics, based on local polynomial fits, for testing the existence of a change point in the
νth derivative in the fixed design case. Grégoire and Hamrouni [13] established n−1 rate of convergence for the change
point estimator of a regression function based on local linear fits in the random design case. They conjectured that the rate
n−1/(2ν+1) would be achieved for a change point in the νth derivative as well. All these works, except for that of Grégoire and
Hamrouni [13], were done for regressionmodels with fixed designs or in the case where ν = 0. Huh and Park [14] extended
Loader’s work to the case where a change point occurs in the νth (ν ≥ 0) derivative, the design points are random, and
errors have an arbitrary distribution. They showed that the achieved rate for the location of the change point is faster than
the rate n−1/(2ν+1) when ν is odd. In the case ν = 0, Huh [15] proposed the estimator of a change point of the regression
functionm, instead of η, in generalized linear models using local constant fits.
There are other related works that examine the nonparametric change point detection with kernel estimation. Yin [16],
Wu and Chu [17], and Braun and Müller [18] considered multiple change points detection problems. Braun and Müller [18]
proposed an algorithm using the local polynomial fitting based on the quasi-likelihood function to estimate a smooth
regression function within segments of which the endpoints are viewed as the change points. Detection of a change point
in the variance function has been studied by Kang and Huh [19]. McDonald and Owen [20], Hall and Titterington [21], and
Qiu and Yandell [22] introduced smoothing algorithms to detect change points and calculate the regression estimates.
The organization of this paper is as follows: Section 2 describes the generalized linear model with the change point and
proposes the estimators for the location of the change point and the corresponding jump size. In Section 3, we show the
asymptotic properties of the estimators. Our approaches are demonstrated using simulated and beetle mortality examples,
and a method for bandwidth choice is introduced in Section 4. All proofs are contained in Section 5.
2. Change point model and estimation
Write `(z, y) for the logarithmof the conditional density in (2)withη(x) replaced by z. Define `i(z, y) = ∂ i`(z, y)/∂z i, i =
1, 2. Note that `i is linear in y for fixed z and that
`1(η(x),m(x)) = 0, `2(η(x),m(x)) = −ρ(x)
where ρ(x) = v−1(x){g ′(m(x))}−2 with v(x) = Var(Y |X = x). When the canonical link g = (b′)−1 is used, ρ(x) = v(x).
Assume that a change point exists for the νth derivative of η at some point τ , 0 < τ < 1, as given in the following
assumption:
(A.1) There exists a constant Lη such that∣∣η(ν)(x)− η(ν)(y)∣∣ ≤ Lη|x− y| whenever (x− τ)(y− τ) > 0,
i.e. η(ν) satisfies the Lipschitz condition of order 1 over [0, τ ) and (τ , 1]. The jump size at the change point τ in the νth
derivative of η is given by∆ν = η(ν)+ (τ )− η(ν)− (τ )where η(ν)+ (τ ) = limx→τ+ η(ν)(x) and η(ν)− (τ ) = limx→τ− η(ν)(x). Without
loss of generality, let η(ν)(τ ) = η(ν)+ (τ ). We assume 0 < |∆ν | < ∞. Note that the functions m and ρ also have the change
point at τ in the case of ν = 0 since they depend on η. Assumption (A.6) then describes that the variance function v could
be discontinuous at τ .
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Define η̂(ν)+ (x) = ν !̂α+ν as the right side estimator for η(ν)(x), where the (ν + 1) × 1 vector α̂+ = (̂α+0 , α̂+1 , . . . , α̂+ν )T
maximizes the following right side kernel weighted local-likelihood function:
n∑
i=1
`
(
ν∑
j=0
αj(Xi − x)j, Yi
)
K
(
Xi − x
h
)
. (3)
Here K is a one-sided kernel functionwith support [0, 1] and h = hn is a sequence of bandwidths, which satisfy the following
assumptions:
(A.2) The function K satisfies
∫ 1
0 K(u)du = 1, and K(0) > 0, K(u) ≥ 0 for 0 < u ≤ 1. And its first derivative K ′ satisfies the
Lipschitz condition of order 1 over [0, 1].
(A.3) h→ 0, nh2ν+1/ log n→∞, nh2ν+3 → 0, as n→∞.
The left side estimator for η(ν)(x) can be defined similarly. Define η̂(ν)− (x) = ν !̂α−ν , where the (ν + 1) × 1 vector α̂− =
(̂α−0 , α̂
−
1 , . . . , α̂
−
ν )
T maximizes the left side kernel weighted local-likelihood function:
n∑
i=1
`
(
ν∑
j=0
αj(Xi − x)j, Yi
)
K
(
x− Xi
h
)
. (4)
The local-likelihood functions in (3) and (4) are based on the one-sided data at the right and left of x, respectively. We
estimate the jump size at a point x by taking the differences of these two estimators: ∆̂ν(x) = η̂(ν)+ (x)−η̂(ν)− (x). An reasonable
estimator τ̂ of τ is the value of x that maximizes |∆̂ν(x)|. Let Q ⊂ (0, 1) be a closed interval such that τ ∈ Q . Define by
τ̂ = inf
{
z ∈ Q : ∣∣∆̂ν(z)∣∣ = sup
x∈Q
∣∣∆̂ν(x)∣∣} (5)
for the location of the change point τ . An estimator of the jump size∆ν may be obtained by
∆̂ν (̂τ ) = η̂(ν)+ (̂τ )− η̂(ν)− (̂τ ). (6)
We do not have explicit solutions to themaximization (3) and (4) unless ν = 0. Note that in the case of ν = 0, the estimators
η̂±(x) are the Nadaraya–Watson estimators,
η̂±(x) = g

n∑
i=1
K(±(Xi − x)/h)Yi
n∑
i=1
K(±(Xi − x)/h)
 . (7)
We use approximation forms of α̂+ν and α̂−ν described in Lemma 1 to show theoretical results. In order to guarantee that the
kernel weighted log-likelihood functions in (3) and (4) are concave in α = (α0, α1, . . . , αν)T , which ensures the uniqueness
of the maximizer, we need `2(z, y) < 0 for all real z and y in the range of the response variable. If the canonical link is used,
it is automatically satisfied. The canonical link is then chosen in this paper. In this case, we obtain
`1(z, y) = y− g−1(z) and `2(z, y) = −(g−1)′(z). (8)
The assumptions below are required in order that the approximation of α̂+ν and α̂−ν given in Lemma 1 of Section 5 is valid
uniformly.
(A.4) The function f having support [0, 1] satisfies the Lipschitz condition of order 1 over [0, 1], and infx∈[0,1] f (x) > 0.
(A.5) The function (g−1)′ satisfies the Lipschitz condition of order 1 over (−∞,∞).
(A.6) The function v satisfies infx∈[0,1] v(x) > 0. If ν = 0, the function v satisfies the Lipschitz condition of order 1 over
[0, τ ) and (τ , 1]. Otherwise, it satisfies the Lipschitz condition of order 1 over [0, 1].
Assumption (A.6) describes that the variance function v is discontinuous at the change point τ when there exists the change
point in the regression function itself. In Lemma 1, the approximation forms of η̂+ and η̂− are then displayed somewhat
slightly differently in the case of ν = 0.
3. Asymptotic properties
Let U and V be (ν + 1) × (ν + 1) matrices having their (i, j)th entry equal to ∫ 10 K(u)ui+jdu and ∫ 10 K(u)(−u)i+jdu,
respectively. Let eν+1 be (ν + 1)× 1 vector with 1 appearing at the (ν + 1)th position and 0 otherwise. Also let
K+ν (u) = eTν+1U−1(1, u, . . . , uν)TK(u),
K−ν (u) = eTν+1V−1(1,−u, . . . , (−u)ν)TK(u). (9)
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The functions K±ν are the so-called equivalent kernels in [23]. They satisfy the following moment conditions [24, page 103]:∫
ulK+ν (u)du = δνl and
∫
(−u)lK−ν (u)du = δνl, 0 ≤ l ≤ ν, (10)
where δ is the Kronecker delta function. Note that K±ν (u) = K(u) for ν = 0. Assume that the equivalent kernel K−ν satisfies
the following condition:
(A.7) K−ν (0) > 0.
The set of positive even integers is denoted by Z+e . Likewise, let Z+o be the set of positive odd integers. First, we describe
in the following theorem the weak convergence of the sequence of the process {ϕnν(z) : −T ≤ z ≤ T }where
ϕnν(z) =

(nh2ν+1)
ν+1
2ν+1
{
∆̂ν
(
τ + h
(nh2ν+1)1/(2ν+1)
z
)
− ∆̂ν(τ )
}
, ν ∈ {0} ∪ Z+e ,
(nh2ν+1)
ν+1
2ν
{
∆̂ν
(
τ + h
(nh2ν+1)1/2ν
z
)
− ∆̂ν(τ )
}
, ν ∈ Z+o ,
(11)
and T < ∞. Existence of the unique maximizer (minimizer) of the limit of the process ϕnν when ∆ν > 0 (∆ν < 0) will
be discussed later on. The process ϕnν lies in the space, denoted by D([−T , T ]), of functions having at most finitely many
discontinuities defined on [−T , T ]. To obtain the theorem, consider the following additional assumption:
(A.8) E(|Y |2+ |X = x) <∞, for all x and some positive .
Let
W−→ denote weak convergence in the space D([−T , T ]), and denote the derivatives of K±ν by K ′±ν . Define v+(τ ) =
limy→τ+ v(y) and v−(τ ) = limy→τ− v(y).
Theorem 1. Suppose that assumptions (A.1)–(A.8) are satisfied.
(i) If ν = 0, then
ϕn0(z)
W−→ ϕ0(z) = − Λ0
v−(τ )1[z≥0] + v+(τ )1[z<0] K(0)|z| + σ0W (z) (12)
where W (z) is a two-sided Brownian motion defined in [25] and
σ0 = 2
√{(
1
v+(τ )
+ Λ0
v2+(τ )
)
1[z≥0] +
(
1
v−(τ )
+ Λ0
v2−(τ )
)
1[z<0]
}
1
f (τ )
K(0) (13)
withΛ0 = g−1(η+(τ ))− g−1(η−(τ )).
(ii) If ν ∈ Z+e , then
ϕnν(z)
W−→ ϕν(z) = − ∆ν
ν + 1K
−
ν (0)|z|ν+1 + σeW (z) (14)
where
σe = 2ν!
√
1
v(τ)f (τ )
K−ν (0). (15)
(iii) If ν ∈ Z+o , then
ϕnν(z)
W−→ ϕν(z) = − ∆ν
ν + 1K
−
ν (0)|z|ν+1 + zN (16)
whereN is a normal random variable with mean 0 and variance
σo = ν!
√
2
v(τ)f (τ )
∫ 1
0
{K ′−ν (u)}2du. (17)
The asymptotic variances of ϕnν given at (13), (15) and (17) depend on the design density f as well as the variance
function v. When ν = 0, it involves the termΛ0 instead of∆0. Since V = EUE where E = diag((−1)0, (−1)1, . . . , (−1)ν),
the equivalent kernel K−ν can be rewritten as K−ν (u) = (−1)νeTν+1U−1(1, u, . . . , uν)TK(u). Thus, it follows that
K+ν (u) = (−1)νK−ν (u) (18)
for 0 ≤ u ≤ 1. As mentioned in [14], this relation makes it possible to state the theorems in terms of K−ν and K ′−ν only, and
has an important consequence as we discuss it below.
Next, we describe the asymptotic distribution of τ̂ . Huh and Park [14] discussed the existence and uniqueness with
probability 1 of the maximizer (minimizer) of the limit process ϕν when∆ν > 0 (∆ν < 0). In the case where∆ν > 0 and ν
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is even, this follows directly from [25, Remark 5.3], where it is argued that themaximizer of the two-sided Brownianmotion
with an additional drift is unique with probability 1. Now, when∆ν > 0 and ν is odd, the Gaussian process ϕν in (16) has a
unique maximum at
Zν =
(
N
∆νK−ν (0)
)1/ν
. (19)
The other case∆ν < 0 is analogous.
The following corollary describes the asymptotic distribution of τ̂ .
Corollary 1. Suppose that assumptions in Theorem 1 are satisfied.
(i) If ν ∈ {0} ∪ Z+e , then
n1/(2ν+1)(̂τ − τ) D−→

argmax
z∈(−∞,∞)
ϕν(z), when∆ν > 0,
argmin
z∈(−∞,∞)
ϕν(z), when∆ν < 0.
(ii) If ν ∈ Z+o , then
√
nh(̂τ − τ)ν D−→ N
(
0, σ
2
o
∆2ν (K
−
ν (0))2
)
.
According to Corollary 1, the rate of convergence of τ̂ decays rapidly, as ν increases. Our proposed estimator achieves
the rate n−1/(2ν+1) when the degree of derivative ν is even. On the other hand, from (18), we have
K+ν (0) = (−1)νK−ν (0), (20)
which makes the rate of τ̂ faster than the rate n−1/(2ν+1) when ν is odd. The result (ii) in Corollary 1 shows that the rate
is (1/nh)1/2ν . If we choose h = O(n−1/(2ν+2)), which satisfies assumption (A.3), τ̂ achieves the rate n−(2ν+1)/{2(2ν+2)}. For
instance, a change point of the first derivative can be estimated at the rate OP(n−3/8) rather than OP(n−1/3). Since the
asymptotic variance of τ̂ depends on the reciprocals of v(τ) and f (τ ), the estimator gets more stable as the variance and the
density at the change point increases.
The following corollary describes the asymptotic distribution of the estimator for the jump size ∆̂ν (̂τ ), as a consequence
of Theorem 1.
Corollary 2. Suppose that assumptions in Theorem 1 are satisfied.
(i) If ν = 0, then√nh(∆̂0(̂τ )−∆0) D−→ N
(
0,
{
1
v+(τ ) + 1v−(τ )
}
1
f (τ )
∫ 1
0 {K(u)}2du
)
.
(ii) If ν > 0, then
√
nh2ν+1(∆̂ν (̂τ )−∆ν) D−→ N
(
0, 2(ν!)
2
v(τ)f (τ )
∫ 1
0 {K−ν (u)}2du
)
.
Our work also applies to quasi-likelihood models, where only the relationship between the mean and the variance is
specified. In this situation our estimators can be achieved by replacing the log-likelihood by a quasi-likelihood, and have the
same rates of convergences described in Corollaries 1 and 2.
Furthermore, we can consider the change point estimators form by applying the relationm(x) = g−1(η(x))when ν = 0.
Similarly, for ν > 0, the νth derivative of the regression functionm(ν) can be estimated successively by applying the relation
between η(ν) andm(ν):
η(ν)(x) = (g ◦m)(ν)(x)
=
ν−1∑
j=1
(
ν − 1
j
)
(g ′ ◦m)(j)(x)m(ν−j)(x)+ (g ′ ◦m)(x)m(ν)(x). (21)
Based on the asymptotic distributions in Corollary 2, one can consider a test whether there exists a change point or
not. The nuisance parameters v±(τ ) and f (τ ) in the corollary can be estimated at the point τ̂ by naive parametric or
nonparametric estimators. Under the null hypothesis ∆0 = 0 when ν = 0, the functions v+(τ ) and v−(τ ) should have
the same value. An algorithm for detecting the number of change points can be considered using the test.
4. Numerical examples
To demonstrate the empirical performances of the proposed estimators defined in Section 2, simulated and real data
examples are carried out. In estimations of nonparametric functions with kernel, the selection of bandwidth is an important
practical problem. With the one-sided kernel function, Hart and Yi [26] have proposed a cross-validation to select the
bandwidth for the regression function which has no change point. In all procedures to estimate the locations and jump
sizes of change points in this section, one-sided cross-validation is used. In practice, they suggested that one could average
the left and right one-sided cross-validation curves and use the minimizer of the average. Then, the following criterion is
chosen
CV (h) =
∑
{i:Xi∈[h,1−h]}
[{Yi − m̂+,h,−i(Xi)}2 + {Yi − m̂−,h,−i(Xi)}2]/nh (22)
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where m̂±,h,−i(Xi) is the right and left estimators ofm(Xi)without using the ith observation and where nh is the number of
data in the interval [h, 1 − h] for a given h. As Müller [7] mentioned, it is desirable to choose a relatively small bandwidth
for estimating location and jump sizes as compared to the bandwidth chosen for estimating a regression function. The
bandwidth of the smallest local minimizer of (22) is then taken.
The maximization of the log-likelihoods was carried out by the Newton–Raphson iteration when the order of the
polynomial ν was greater than 0. For example, let `(α) be the local kernel weighted log-likelihood function in (3). The
estimator α̂ satisfies the following equation ∇α`(̂α) = 0 where ∇α denotes the gradient with respect to α. Let ∇2α`(α) be
the (ν + 1)× (ν + 1) Hessian matrix of `. The Newton–Raphson method for computing α̂ starts with an initial guesstimate
α̂(0) and iteratively determine α̂(k) from the formula
α̂(k+1) = α̂(k) − [∇2α`(̂α(k))]−1 ∇α`(̂α(k)).
If the difference ‖̂α(k) − α̂(k+1)‖2 ≤ ω where ‖ · ‖2 denotes the L2 norm, we stop the procedure. For most implementations,
choosing ω = 10−7 is sufficient.
4.1. Simulated examples
First, we apply our strategy to a binary response variable with Bernoulli distribution and the regression function having
a change point at τ = 0.65. The regression functionm1 is given by
m1(x; δ1) = exp(η1(x; δ1))1+ exp(η1(x; δ1)) ,
where
η1(x; δ1) =
{−δ1x, 0 ≤ x ≤ 0.65,
−δ1(x− 1), 0.65 < x ≤ 1.
We consider δ1 = 1, 2, 3. Then, the jump size of η1 is ∆0 = δ1. The logit link g(u) = log(u/(1 − u)) is canonical. The
variance function v(x; δ1) = exp(η1(x; δ1))/{1+ exp(η1(x; δ1))}2 also has the change point at τ . In applying the proposed
estimators, the local constant fitting of ν = 0 is chosen.
Our second example concerns a regression functionwhich has a change point in the first derivative, and uses nonnegative
integer responses with Poisson distribution. The regression functionm2 is given by
m2(x; δ2) = exp(η2(x; δ2)),
where
η2(x; δ2) =
{
0.6eδ2x + 5, 0 ≤ x ≤ 0.5,
0.6e−δ2(x−1) + 5, 0.5 < x ≤ 1.
The regression function m2 has a change point at τ = 0.5. The jump size of the first derivative at the change point is
∆1 = −1.2δ2e0.5δ2 . In this case, the canonical link is g(u) = log(u). In applying our proposed estimators, we choose
the degree of the local polynomial fitting of ν = 1, and the maximization of the log-likelihood is carried out by the
Newton–Raphson iteration described above.
Since the asymptotic results given in Theorem 1 and Corollaries 1 and 2 depend on the design density f , we consider the
uniform random (UR) density, and the truncated normal density (TN)
f (x) = p1φ
(
x− 0.5
0.6
)
, 0 ≤ x ≤ 1,
for the design of covariate where φ denotes the standard normal density function and p1 = 1.677852 is the normalizing
constant to make a proper density. The sample size n for the simulated examples are chosen to be 1000. All the results of
the simulations are based on 1000 pseudo-samples for each case.
Figs. 1 and 2 display the first data sets of 1000 pseudo-samples for the cases (η1,UR, δ1 = 3) and (η2,UR, δ2 = 2) in
order to investigate the features of the binary and Poisson responses having change points. Fig. 1 shows that it is not easy to
knowwhether there is a change point or not since the responses are 0 or 1. The upper circle in Fig. 1 shows that the number
of responses 1 at the right-side of the change point 0.65 are abruptly larger than those at the left-side. On the other hand,
the lower circle in the figure displays that the number of responses 0 at the right-side of the change point are suddenly
smaller than those at the left-side. We can guess that there is a change point near there. Fig. 2 depicts a sharp point near the
change point 0.5 in the circle. We can then conjecture that there is a change point in the first derivative regression function.
However, it could be difficult to know intuitively if there is a change point in the higher order, greater than 1, derivative
function in generalized linear models as well as linear models.
Throughout these simulations, the one-sided kernel K(x) = 15(1 − x2)2/8, 0 ≤ x ≤ 1, is chosen for estimating the
locations and jump sizes. To estimate the location of the change point, the jump sizes at xk = k/100, k = 1, . . . , 100,
are computed first, and we then choose a point which maximizes the absolute value of the calculated jump sizes over the
interval Q . As suggested in [7], the interval Q = [h, 1− h] for the simulation settings is taken as in (22).
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Fig. 1. Scatter plot of the first simulated data in the case (η1 , UR) and δ = 3.
Table 1 shows the Monte Carlo estimates of the mean squared errors (MSE) and the averages of the estimated locations
and jump sizes with the selected bandwidths determined by the criterion in (22) for each case. The table also includes the
averages of τ̂ and ∆̂. Standard errors of these Monte Carlo estimates are given in the parentheses. In the cases of η1, the
MSEs of τ̂ and ∆̂ for UN are smaller than those for TN. On the other hand, the MSEs of ∆̂ for TN in the case of η2 are smaller
than those for UN. And, the MSEs of τ̂ for TN seem to be similar with those for TN. The MSEs of τ̂ and ∆̂ get smaller as
δ increases since identifications of the cases having small jump sizes are more difficult than those of the cases having big
ones. In fact, a comparison of our estimate with another estimate, which also reflects the existence of a change point in the
regression function of generalized linear models, is needed. But, to our knowledge, there are no published results in this
research area.
To show the empirical distribution of τ̂ in these simulation examples, Tables 2–5 show the frequencies with
discontinuities identified by the 1000 replications in the cases of δ1 = 3 and δ2 = 2. Here the integer k is denoted by
the index for the point xk, which maximizes the absolute value of the estimated jump sizes. According to Tables 4 and 5, the
performance of the estimator of the density TN seems to be superior to that of the density UN in these regression setting
since the change point estimator get more stable as the density at the change point increases.
4.2. Beetle mortality example
Table 6, from Agresti [27], reports the number of beetles killed as responses after 5 h exposure to gaseous carbon
disulphide at various concentrations. The log dosage is the covariate. The number of data are 481. Fig. 3 plots the proportion
of beetles killed as the binary responses verses the log dosage. As Agresti mentioned, the proportion killed seems to take a
change point between the log dosage 1.784 and 1.811 in the figure.
To detect the change point, the local constant fit and the one-sided kernel function used in the simulated examples are
chosen. By the criterion in (22), the selected bandwidth is 0.04. The estimated change point and its jump size of the logit
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Table 1
The Monte Carlo estimates of the MSEs and the averages with standard errors in parentheses for the change point estimators.
Case δ ĥ Average of τ̂ MSE of τ̂ Average of ∆̂ MSE of ∆̂
1 0.135030 0.612750 18.747100× 10−3 0.834027 0.598444
(0.001317) (0.004166) (1.656362× 10−3) (0.023893) (0.043098)
(η1 , UR) 2 0.124140 0.647810 0.681500× 10−3 1.909594 0.245185
(0.001194) (0.000823) (0.281964× 10−3) (0.015395) (0.034335)
3 0.114820 0.649090 0.070900× 10−3 2.886610 0.320378
(0.001126) (0.000265) (0.049139× 10−3) (0.017536) (0.039270)
1 0.137370 0.614520 19.106600× 10−3 0.810388 0.611443
(0.001356) (0.004225) (1.743083× 10−3) (0.023989) (0.044778)
(η1 , TN) 2 0.119420 0.648760 1.297200× 10−3 1.898341 0.261662
(0.001196) (0.001138) (0.457800× 10−3) (0.015853) (0.040087)
3 0.107160 0.649050 0.086900× 10−3 2.886620 0.383750
(0.001082) (0.000293) (0.063307× 10−3) (0.019259) (0.060315)
0.5 0.095400 0.496170 37.898900× 10−3 −0.522250 1.887220
(0.000691) (0.006155) (1.630371× 10−3) (0.042727) (0.095173)
(η2 , UR) 1 0.083470 0.496470 8.110300× 10−3 −1.939590 1.170236
(0.000475) (0.002846) (0.962312× 10−3) (0.034187) (0.132235)
2 0.050860 0.500400 0.098000× 10−3 −6.330942 0.929649
(0.000169) (0.000313) (0.063997× 10−3) (0.029873) (0.197421)
0.5 0.097840 0.496690 41.717600× 10−3 −0.544891 1.601146
(0.000634) (0.006458) (1.775319× 10−3) (0.039374) (0.076100)
(η2 , TN) 1 0.085690 0.497050 8.831500× 10−3 −1.895763 1.044035
(0.000467) (0.002970) (1.021787× 10−3) (0.032206) (0.119602)
2 0.050550 0.500150 0.007700× 10−3 −6.357413 0.656962
(0.000167) (0.000088) (0.000911× 10−3) (0.025085) (0.031557)
Table 2
Change point identification frequency in the case of (η1 , UR) and δ1 = 3.
Location (k) 43 56 60 61 62 63 64 65 66
Frequency 1 1 1 1 1 8 47 925 15
Table 3
Change point identification frequency in the case of (η1 , TN) and δ1 = 3.
Location (k) 40 56 57 62 63 64 65 66 67
Frequency 1 1 1 1 6 51 927 11 1
Table 4
Change point identification frequency in the case of (η2 , UR) and δ2 = 2.
Location (k) 48 49 50 51 69 73
Frequency 1 43 911 43 1 1
Table 5
Change point identification frequency in the case of (η2 , TN) and δ2 = 2.
Location (k) 49 50 51 52
Frequency 30 926 43 1
Table 6
Beetles killed after exposure to carbon disulphide.
Log dosage No. beetles No. killed Fitted values (no change point) Fitted values (change point)
1.691 59 6 3.5 6.1
1.724 60 13 9.8 11.7
1.755 62 18 22.4 20.2
1.784 56 28 33.9 26.9
1.811 63 52 50.0 50.8
1.837 59 53 53.3 55.1
1.861 62 61 59.2 60.6
1.884 60 60 58.8 59.5
J. Huh / Journal of Multivariate Analysis 101 (2010) 1681–1700 1689
Fig. 2. Scatter plot of the first simulated data in the case (η2 , UR) and δ = 2.
Table 7
The estimates of the logistic model for beetles killed data.
Parameter Full data (no change point) Left-side data (change point) Right-side data (change point)
Intercept −60.7339 −39.9076 −83.4346
Slope 34.2824 22.3265 46.8578
regression functionη are τ̂ = 1.7975 and∆0 = 1.553721, respectively. The jump size of the inverse logit regression function
m is thenΛ0 = 0.325450. Using the data sets split by the estimated location of the change point, the parametric linear logit
regression functions are fitted. The estimates of themodels for the full data and the split data sets are summarized in Table 7.
Fig. 3 depicts the estimated inverse linear logit regression functions. The solid and the dotted curves display the estimated
functions fitted by the split data and the full data set, respectively. The solid curves are shown to provide an more excellent
approximation to the data than the dotted one. At each log dosage value, by multiplying the estimated kill probability by
the number of beetles at the level, the fitted/expected values based on the split data sets in Table 6 are also closer to the
number of killed beetles than those based on the full data set.
5. Proofs
Define znν = (h/anν)z and τnνz = τ + znν where
anν =
{
(nh2ν+1)1/(2ν+1), ν ∈ {0} ∪ Z+e ,
(nh2ν+1)1/2ν, ν ∈ Z+o ,
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Fig. 3. Scatter plot of the proportion of beetles killed verses log dosage and the fitted inverse linear logit regression functions. The dotted curve is the fitted
regression function with the full data set. The solid curves are the fitted regression functions with the split data sets.
and
η¯+(τnνz, w) =
ν∑
j=0
η
(j)
+ (τnνz)+∆ν1[j=ν,z<0]
j! (w − τnνz)
j,
η¯−(τnνz, w) =
ν∑
j=0
η
(j)
− (τnνz)−∆ν1[j=ν,z>0]
j! (w − τnνz)
j (23)
where z ∈ [−T , T ]. Lemma 1 gives uniform approximations of η̂(ν)+ (τnνz) and η̂(ν)− (τnνz).
Lemma 1. Suppose that assumptions (A.1)–(A.6) are satisfied. We have
sup
z∈[−T ,T ]
∣∣∣∣∣̂η(ν)+ (τnνz)− η(ν)+ (τnνz)−∆ν1[z<0] − ν!nhν+1 1ζ+(τnνz)
n∑
i=1
K+ν
(
Xi − τnνz
h
)
`1(η¯+(τnνz, Xi), Yi)
∣∣∣∣∣ = oP(1),
sup
z∈[−T ,T ]
∣∣∣∣∣̂η(ν)− (τnνz)− η(ν)− (τnνz)+∆ν1[z>0] − ν!nhν+1 1ζ−(τnνz)
n∑
i=1
K−ν
(
τnνz − Xi
h
)
`1(η¯−(τnνz, Xi), Yi)
∣∣∣∣∣ = oP(1),
where
ζ+(τnνz) =
{
v+(τ )f (τnνz), ν = 0,
v(τnνz)f (τnνz), ν > 0,
ζ−(τnνz) =
{
v−(τ )f (τnνz), ν = 0,
v(τnνz)f (τnνz), ν > 0,
(24)
and T is positive and sufficiently large.
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Proof. Consider the case of the right side estimator η̂(ν)+ (τnνz). The other case η̂
(ν)
− (τnνz) is analogous. Recall that α̂+
maximizes
n∑
i=1
`
(
ν∑
j=0
αj(Xi − τnνz)j, Yi
)
K
(
Xi − τnνz
h
)
with respect to αj’s. Let α¯ and Zi be (ν + 1)× 1 vectors as follows:
α¯ = √nh

α̂+0 − η+(τnνz)
h(̂α+1 − η′+(τnνz))
...
hν−1((ν − 1)!̂α+ν−1 − η(ν−1)+ (τnνz))
hν(ν !̂α+ν − η(ν)+ (τnνz)−∆ν1[z<0])
 , Zi =

1
(Xi − τnνz)/h
...
(Xi − τnνz)ν/(hνν!)

i = 1, . . . , n. Note that∑νj=0 α̂+j (Xi − τnνz)j = η¯+(τnνz, Xi)+ α¯TZi/√nh. Thus, α¯maximizes
n∑
i=1
`
(
η¯+(τnνz, Xi)+ α∗TZi/
√
nh, Yi
)
K
(
Xi − τnνz
h
)
as a function of α∗. Consider the normalized function
Ln(α∗) =
n∑
i=1
{
`
(
η¯+(τnνz, Xi)+ α∗TZi/
√
nh, Yi
)
− ` (η¯+(τnνz, Xi), Yi)
}
K
(
Xi − τnνz
h
)
which is maximized by α∗ too. Note that Ln is concave in α∗ since the canonical function is used. Define
An = 1nh
n∑
i=1
(g−1)′(η¯+(τnνz, Xi))K
(
Xi − τnνz
h
)
ZiZTi .
Using a Taylor series expansion of the function `(·, Yj)with (8), we obtain
Ln(α∗) = W Tn α∗ −
1
2
α∗TAnα∗(1+ oP(1)) (25)
where Wn = (1/
√
nh)
∑n
i=1 `1(η¯+(τnνz, Xi), Yi)K((Xi − τnνz)/h)Zi. Assumption (A.5) implies that the oP(1) term holds
uniformly. Let
ξ(τnνz) = 1nh
n∑
i=1
(g−1)′(η¯+(τnνz, Xi))K
(
Xi − τnνz
h
)(
Xi − τnνz
h
)j+k−2
be the (j, k)th element of An where j, k ≤ ν. Let Dn be a discretized grid of [−T , T ], which is given by Dn = {−T + jδn : j =
0, . . . , 2T/δn}where δn = O(n−γ ) for some positive γ . Then, we obtain
sup
z∈[−T ,T ]
|ξ(τnνz)− E(ξ(τnνz))| ≤ sup
y∈Dn
|ξ(y)− E(ξ(y))| + sup
x,y:|x−y|≤δn
|{ξ(x)− E(ξ(x))} − {ξ(y)− E(ξ(y))}|. (26)
We take γ to be large enough to ensure that the second term of right-hand side in (26) is negligible compared to the first
one. If we define Y¯i = Yi1[|Yi|≤√nh/ log n], i = 1, . . . , n, it follows that
sup
y∈Dn
|ξ(y)− E(ξ(y))| ≤ sup
y∈Dn
|ξ(y)− ξ¯ (y)− {E(ξ(y))− E(ξ¯ (y))}| + sup
y∈Dn
|ξ¯ (y)− E(ξ¯ (y))| (27)
where ξ¯ is ξ with Yi being replaced by Y¯i. By the assumptions in the lemmawith Proposition 1 inMack and Silverman [28], the
first term of right-hand side in (27) is Op((log n/(nh))(1+)/2)where  is some positive constant in (A.8). Let us consider the
second term of right-hand side in (27). Define ξ¯ (y)− E(ξ¯ (y)) =∑ni=1{Wni(y)− E(Wni(y))}where
Wni(y) = 1nh (g
−1)′(η¯+(y, Xi))K
(
Xi − y
h
)(
Xi − y
h
)j+k−2
,
i = 1, . . . , n. Note that, for some positive constants c0 and c1,
P
(
sup
y∈Dn
|ξ¯ (y)− E(ξ¯ (y))| > c0(nh)−1/2(log n)1/2
)
≤ c1nγ max
y∈Dn
P
(|ξ¯ (y)− E(ξ¯ (y))| > c0(nh)−1/2(log n)1/2) (28)
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and that
E(Wni(y)− E(Wni(y))) = 0 and Var(Wni(y)) = O((n2h)−1)
for all y ∈ Dn and i = 1, . . . , n. Since |Wni(y)| ≤ c3(nh log n)−1/2 according to (A.5), the probability in (28) is then bounded
by Bernstein’s inequality
P
(|ξ¯ (y)− E(ξ¯ (y))| > c0(nh)−1/2(log n)1/2) ≤ 2 exp(− c20 (nh)−1 log n
2nVar(Wn1(y))+ 23 c4(nh log n)−1/2(nh)−1/2(log n)1/2
)
(29)
with suitable constants c3 and c4. By (29) with sufficiently large c0, the term (28) goes to 0. Therefore, we immediately obtain
sup
y∈Dn
|ξ¯ (y)− E(ξ¯ (y))| = OP
(√
log n
nh
)
. (30)
On the other hand, the expected value of the (j, k)th element of An is
E[ξ(τnνz)] = 1hE
[
(g−1)′(η¯+(τnνz, X1))K
(
X1 − τnνz
h
)(
X1 − τnνz
h
)j+k−2]
=
∫ 1
0
(g−1)′(η¯+(τnνz, τnνz + hu))K(u)uj+k−2f (τnνz + hu)du. (31)
Since we use the canonical link function, we have the following relation
v(x) = (g−1)′(η(x)) (32)
by (3) and (8). In the case of ν > 0, by Taylor expansions f , (g−1)′ with assumptions (A.4) and (A.5)
E[ξ(τnνz)] = vf (τnνz)(U)j,k + O(h) (33)
where vf (u) = v(u)f (u). Here the O(h) is uniform in z ∈ [−T , T ]. Now, consider the case ν = 0. For z ≥ 0, it is obvious
that the leading term of (31) is v+(τ )f (τnνz) uniform in z ∈ [−T , T ]. The other case z < 0,
E[ξ(τnνz)] =
∫ 1
0
(g−1)′(η−(τ )+∆0)(1+ o(1))K(u)f (τnνz + hu)du.
The leading term is then v+(τ )f (τnνz) uniform in z ∈ [−T , T ].
Define
L(α∗) =

Wnα0 − 12v+(τ )f (τnνz)α
2
0, when ν = 0,
W Tn α
∗ − 1
2
vf (τnνz)α∗TUα∗, when ν > 0.
(34)
By Convexity Lemma in [29], supα∗∈C |Ln(α∗)− L(α∗)| = oP(1) for any compact set C. The maximizer of L(α∗) is
α̂∗ =

1
v+(τ )f (τnνz)
Wn, when ν = 0,
1
vf (τnνz)
U−1W Tn , when ν > 0.
Then α¯− α̂∗ = oP(1) by Lemma A.1 in [3]. Therefore, we obtain the result. 
The sequence of the process ϕnν(z) can be written as follows:
ϕnν(z) = aν+1nν
[{̂
η
(ν)
+ (τnνz)− η(ν)+ (τnνz)
}
−
{̂
η
(ν)
+ (τ )− η(ν)+ (τ )
}
−
{̂
η
(ν)
− (τnνz)− η(ν)− (τnνz)
}
+
{̂
η
(ν)
− (τ )− η(ν)− (τ )
}
−∆ν
]
(35)
for all z 6= 0. Let
C+nν(w, u, z) =
1
ζ+(τnνz)
K+ν
(
w − τnνz
h
)
`1(η¯+(τnνz, w), u)− 1
ζ+(τ )
K+ν
(
w − τ
h
)
`1(η¯+(τ , w), u),
C−nν(w, u, z) =
1
ζ−(τnνz)
K−ν
(
τnνz − w
h
)
`1(η¯−(τnνz, w), u)− 1
ζ−(τ )
K−ν
(
τ − w
h
)
`1(η¯−(τ , w), u),
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φnν(z) = aν+1nν
ν!
nhν+1
n∑
i=1
{
C+nν(Xi, Yi, z)− C−nν(Xi, Yi, z)
}
for z 6= 0 and φnν(0) = 0. It follows from Lemma 1 that ϕnν(z) = φnν(z)(1 + oP(1)) uniformly in z ∈ [−T , T ]. To prove
Theorem 1, Lemmas 2 and 3 describe the asymptotic mean and covariance of the process φnν(z). In the proof of Theorem 1,
we sketch that the process satisfies Lyapunov’s condition and tightness. The steps of the following proofs for Theorem 1 are
quite similar to those of Lemmas 1–4 in [14].
Lemma 2. Suppose that assumptions (A.1)–(A.7) are satisfied.
(i) If ν = 0, then
E(φn0(z)) = − Λ0
v−(τ )1[z≥0] + v+(τ )1[z<0] K(0)|z| + o(1)
uniformly in z ∈ [−T , T ].
(ii) If ν > 0, then
E(φnν(z)) = − ∆ν
ν + 1K
−
ν (0)|z|ν+1 + o(1)
uniformly in z ∈ [−T , T ].
Proof. We prove the lemma for z > 0, as the other case can be dealt similarly. By the assumptions (A.4) and (A.6),
E{C±nν(X1, Y1, z)} =
h
ζ±(τnνz)
∫
K±ν (u)`1(η¯±(τnνz, τnνz ± hu), g−1(η(τnνz ± hu)))f (τnνz ± hu)du
− h
ζ±(τnνz)
∫
K±ν (u)`1(η¯±(τ , τ ± hu), g−1(η(τ ± hu)))f (τ ± hu)du
= h
v±(τ )
∫
K±ν (u){`1(η¯±(τnνz, τnνz ± hu), g−1(η(τnνz ± hu)))
− `1(η¯±(τ , τ ± hu), g−1(η(τ ± hu)))}du(1+ O(h))
+ h
v±(τ )
∫
K±ν (u)`1(η¯±(τ , τ ± hu), g−1(η(τ ± hu)))
{
f (τnνz ± hu)
f (τnνz)
− f (τ ± hu)
f (τ )
}
du (36)
where the O(h) term is uniform in z ∈ [−T , T ]. Note that, by (A.1) and (A.5) with (22), for ν > 0,
`1(η¯±(τ , τ ± hu), g−1(η(τ ± hu))) = g−1(η(τ ± hu))− g−1(η¯±(τ , τ ± hu))
= g−1(η(τ ± hu))− [g−1(η(τ ± hu))
+ (g−1)′(η(τ ± hu))(η¯±(τ , τ ± hu)− η(τ ± hu))
+{(g−1)′(η∗±)− (g−1)′(η(τ ± hu))}(η¯±(τ , τ ± hu)− η(τ ± hu))]
= (g−1)′(η±(τ ))η
(ν)
± (τ ∗±)− η(ν)± (τ )
ν! (±hu)
ν + O((hu)ν+2)+ O((hu)2ν+2) (37)
where η∗+, η∗−, τ ∗+ and τ ∗− lie between (η+(τ ), η(τ + hu)), (η(τ − hu), η−(τ )), (τ , τ + hu) and (τ , τ − hu) respectively.
Analogously, for ν > 0,
`1(η¯+(τnνz, τnνz + hu), g−1(η(τnνz + hu))) = (g−1)′(η+(τ ))η
(ν)
+ (τ ∗+nν)− η(ν)+ (τnνz)
ν! (hu)
ν
+O((h/anν)(hu)ν+1)+ O((hu)ν+2)+ O((hu)2ν+2) (38)
where τ ∗+nν lies between (τnνz, τnνz + hu). The second term of (36) for ν > 0 is O(hν+3/anν) uniformly in z by (37) and (A.4).
Furthermore, the first term of E{C+nν(X1, Y1, z)} for ν > 0 in (36) is O(hν+2/anν) uniformly in z by the difference between
(37) and (38). Hence, E{C+nν(X1, Y1, z)} = O(hν+2/anν) uniformly in z for ν > 0. For ν = 0, we have
`1(η¯±(τ , τ ± hu), g−1(η(τ ± hu))) = g−1(η(τ ± hu))− g−1(η±(τ )), (39)
`1(η¯+(τnνz, τnνz + hu), g−1(η(τnνz + hu))) = g−1
(
η
(
τ + z
n
− hu
))
− g−1
(
η+
(
τ + z
n
))
. (40)
By the difference between (39) and (40), the first term of E{C+n0(X1, Y1, z)} is O(h2/nh) uniformly in z.
Approximation of the first term in (36) is slightly different in the case of E{C−nν(X1, Y1, z)} since the change point τ lies
between τnνz − hu and τnνz . In the case we divide the interval of integration into two parts. Note that, for 0 < u ≤ z/anν
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and ν = 0,
`1(η¯−(τnνz, τnνz − hu), g−1(η(τnνz − hu))) = g−1
(
η
(
τ + z
n
− hu
))
− g−1
(
η
(
τ + z
n
)
−∆0
)
= g−1(η+(τ ))+
{
g−1
(
η
(
τ + z
n
− hu
))
− g−1(η+(τ ))
}
−
{
g−1(η−(τ ))+ (g−1)′(η∗−no)
(
η
(
τ + z
n
)
−∆0 − η−(τ )
)}
= Λ0 +
{
g−1
(
η
(
τ + z
n
− hu
))
− g−1(η+(τ ))
}
− (g−1)′(η∗−no)
(
η
(
τ + z
n
)
−∆0 − η−(τ )
)
(41)
where η∗−n0 lies between (η(τ + (z/n))−∆0, η−(τ )). However, for 0 < u ≤ z/an,ν and ν > 0,
`1(η¯−(τnνz, τnνz − hu), g−1(η(τnνz − hu))) = g−1(η(τnνz − hu))− {g−1(η(τnνz − hu))
+ (g−1)′(η(τnνz − hu))(η¯−(τnνz, τnνz − hu)− η(τnνz − hu))+ O((hu)2ν+2)}
= (g−1)′(η(τnνz − hu))
{
∆ν
ν! +
η
(ν)
− (τ ∗+nν)− η(ν)− (τnνz)
ν!
}
(−hu)ν + O((hu)2ν+2)
= [(g−1)′(η+(τ ))+ {(g−1)′(η∗+)− (g−1)′(η+(τ ))}]
{
∆ν
ν! +
η
(ν)
− (τ ∗+nν)− η(ν)− (τnνz)
ν!
}
(−hu)ν + O((hu)2ν+2) (42)
where η∗+ and τ ∗+nν lie between (η+(τ ), η(τnνz − hu)) and (τnνz − hu, τnνz), respectively.
On the other hand, for z/anν < u < 1 and ν = 0,
`1(η¯−(τnνz, τnνz − hu), g−1(η(τnνz − hu))) = g−1(η−(τ ))+
{
g−1
(
η
(
τ + z
n
− hu
))
− g−1(η−(τ ))
}
−
{
g−1(η−(τ ))+ (g−1)′(η∗−no)
(
η
(
τ + z
n
)
−∆0 − η−(τ )
)}
=
{
g−1
(
η
(
τ + z
n
− hu
))
− g−1(η−(τ ))
}
− (g−1)′(η∗−no)
(
η
(
τ + z
n
)
−∆0 − η−(τ )
)
. (43)
And, for z/anν < u < 1, and ν > 0,
`1(η¯−(τnνz, τnνz − hu), g−1(η(τnνz − hu))) = g−1(η−(τ ))+ (g−1)′(η−(τ ))(η(τnνz − hu)− η−(τ ))
−
{
g−1(η+(τ ))+ (g−1)′(η+(τ ))(η¯−(τnνz, τnνz − hu)− η+(τ ))
}
+ O
((
h
anν
z − hu
)2ν+2)
= (g−1)′(η−(τ ))
[
∆ν
ν!
{(
h
anν
z − hu
)ν
− (−hu)ν
}
+
{
η
(ν)
− (τ ∗−nν)− η(ν)− (τ )
ν! −
η
(ν)
+ (τ ∗∗+nν)− η(ν)+ (τ )
ν!
}(
h
anν
z − hu
)ν]
+ O
((
h
anν
z − hu
)2ν+2)
(44)
where τ ∗−nν and τ ∗∗+nν lie between (τ , τnνz − hu) and (τ , τnνz), respectively. The last equality and the big O term in (44) are
implied by
η¯−(τnνz, τnνz − hu) =
ν∑
j=0
η
(j)
− (τ )
j!
(
h
anν
z − hu
)j
+ ∆ν
ν!
{(
h
anν
z − hu
)ν
− (−hu)ν
}
+ O
((
h
anν
z − hu
)ν+1)
.
Let us consider the case E{C−n0(X1, Y1, z)} first. By (39), (41) and (43), the integral of the first term in (36) equals
h
v−(τ )
[∫ z/nh
0
Λ0K(u)du+
∫ 1
z/nh
{
g−1
(
η
(
τ + z
n
− hu
))
− g−1(η−(τ ))
}
K(u)du
−
∫ 1
0
{
g−1(η(τ − hu))− g−1(η−(τ ))
}
K(u)du+ O
(
1
n2h
+ 1
n
)]
= Λ0
v−(τ )
K(0)
z
n
+ O
(
1
n2
+ h
n
)
(45)
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uniformly in z since g−1(η(τ + (z/n)− hu))− g−1(η(τ − hu)) = O(z/n) uniformly in u ∈ (z/nh, 1). In the case of ν > 0,
the integral of the first term in (36) equals
h
v−(τ )
[∫ z/anν
0
v−(τ )
∆ν
ν!
(
h
anν
z − hu
)ν
K−ν (u)du−
∫ 1
0
v−(τ )
∆ν
ν!
{(
h
anν
z − hu
)ν
− (−hu)ν
}
K−ν (u)du
+
∫ 1
z/anν
v−(τ )
{
η
(ν)
− (τ ∗−nν)− η(ν)− (τ )
ν! −
η
(ν)
+ (τ ∗∗+nν)− η(ν)+ (τ )
ν!
}(
h
anν
z − hu
)ν
K−ν (u)du
−
∫ 1
0
v−(τ )
η
(ν)
− (τ ∗−)− η(ν)− (τ )
ν! (−hu)
νK−ν (u)du+ O
(
hν+1
anν
+ hν+2
)]
= ∆ν
(ν + 1)!K
−
ν (0)
(
h
anν
z
)ν+1
+ h
∫ 1
0
η
(ν)
− (τ ∗−nν)− η(ν)− (τ ∗−)
ν! (−hu)
νK−ν (u)du+ O
(
hν+2
anν
+ hν+3
)
= ∆ν
(ν + 1)!K
−
ν (0)
(
h
anν
z
)ν+1
+ O
(
hν+2
anν
+ hν+3
)
(46)
by (37), (42), (44) and (32) uniformly in z. Since K−ν (u) = K−ν (0)(1+ o(1)) uniformly for u ∈ [0, T/anν] and (A.3) with (45)
and (46), the result follows. 
Lemma 3. Suppose that assumptions (A.1)–(A.7) are satisfied.
(i) If ν = 0 then
Cov(φn0(z1), φn0(z2)) =

4
f (τ )
{
1
v+(τ )
+ Λ
2
0
v2+(τ )
}
min(z1, z2){K(0)}2 + o(1), z1, z2 ≥ 0,
4
f (τ )
{
1
v−(τ )
+ Λ
2
0
v2−(τ )
}
min(|z1|, |z2|){K(0)}2 + o(1), z1, z2 < 0,
o(1), elsewhere
where the o(1) terms hold uniformly in z1, z2 ∈ [−T , T ].
(ii) If ν ∈ Z+e , then
Cov(φnν(z1), φnν(z2)) =
4(ν!)2
1
v(τ)f (τ )
min(|z1|, |z2|){K−ν (0)}2 + o(1), z1z2 ≥ 0,
o(1), elsewhere
where the o(1) terms hold uniformly in z1, z2 ∈ [−T , T ].
(iii) If ν ∈ Z+o , then
Cov(φnν(z1), φnν(z2)) = 2(ν!)2 1
v(τ)f (τ )
z1z2
∫ 1
0
{K ′−ν (u)}2du+ o(1)
where the o(1) term holds uniformly in z1, z2 ∈ [−T , T ].
Proof. The steps of the proof are quite similar to those of Lemma 2 in [14]. Consider the case for z1, z2 ≥ 0 first. By Lemma 2,
Cov(φnν(z1), φnν(z2)) = n(ν!)2 a
2(ν+1)
nν
(nhν+1)2
[
E
{
C+nν(X1, Y1, z1)C
+
nν(X1, Y1, z2)− C+nν(X1, Y1, z1)C−nν(X1, Y1, z2)
− C−nν(X1, Y1, z1)C+nν(X1, Y1, z2)+ C−nν(X1, Y1, z1)C−nν(X1, Y1, z2)
}]
+ O
(
1
n
)
. (47)
Define zmin = min(z1, z2), zmax = max(z1, z2), τminnνz = τ + (h/anν)zmin and τmaxnνz = τ + (h/anν)zmax. Let
D+nν(u, z) =
1
ζ+(τnνz)
K+ν
(
u− τnνz
h
)
− 1
ζ+(τ )
K+ν
(
u− τ
h
)
,
D−nν(u, z) =
1
ζ−(τnνz)
K−ν
(
τnνz − u
h
)
− 1
ζ−(τ )
K−ν
(
τ − u
h
)
.
Consider the first term in the bracket at (47) first. By the definition of η¯+, we have
sup
u∈[x,x+h]
|η(u)− η¯+(x, u)| ≤ (const)hν+1 (48)
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for x = τ or τ + znν . By the assumptions (A.2)–(A.7) and (48), the expected value of the first term in the bracket at (47)
equals
E
[
D+nν(X1, zmin)D
+
nν(X1, zmax){Y1 − g−1(η(X1))}2
]+ O(h2ν+3) = hv+(τ )f (τ )
ζ 2+(τ )
[
{K+ν (0)}2
zmin
anν
+ K+ν (0)K ′+ν (0)
× zminzmax
a2nν
(1+ o(1))
]
(1+ O(h))+
∫ τmaxnνz +h
τmaxnνz
D+nν(u, zmin)D
+
nν(u, zmax)v(u)f (u)du+ O(h2ν+3) (49)
uniformly in z1 and z2.
Next, consider the second term in the bracket at (47) for the case zmin = z1. The other cases can be dealt in a similar way.
We note that C+nν(w, u, z) = 0 forw < τ , and that
sup
u∈[τ ,τnνz ]
|η(u)− η¯+(x, u)| ≤ (const)(h/anν)ν+1;
sup
u∈[τ ,τnνz ]
∣∣∣∣η(u)− η¯−(x, u)− ∆νν! (u− x)ν
∣∣∣∣ ≤ (const)(h/anν)ν+1 (50)
for x = τ or τnνz . By (50), the expected value of the second term in the bracket at (47) equals
E
[
D+nν(X1, zmin)D
−
nν(X1, zmax){Y1 − g−1(η(X1))}
{
Y1 − g−1
(
η(X1)− ∆ν
ν! (X1 − τ)
ν
)}]
+O
((
h
anν
)2ν+2
+ h2ν+3
)
= −h v+(τ )f (τ )
ζ+(τ )ζ−(τmaxnνz )
[
K+ν (0)K
−
ν (0)
zmin
anν
+ 1
2
{
K+ν (0)K
′−
ν (0)+ K ′+ν (0)K−ν (0)
}
×
{
2
zminzmax
a2nν
−
(
zmin
anν
)2}
(1+ o(1))
]
(1+ O(h))+ O
((
h
anν
)2ν+2
+ h2ν+3
)
(51)
uniformly in z1 and z2. The second equality in (51) is implied by
E
[{
Y1 − g−1(η(X1))
} {
Y1 − g−1
(
η(X1)− ∆ν
ν! (X1 − τ)
ν
)} ∣∣∣∣X1 = u] = v(u)
for all ν. Analogously, the expected value of the third term in the bracket at (47) equals
− h v+(τ )f (τ )
ζ−(τnνz)ζ+(τ )
[
K−ν (0)K
+
ν (0)
zmin
anν
+ 1
2
{
K−ν (0)K
′+
ν (0)+ K ′−ν (0)K+ν (0)
}
×
(
zmin
anν
)2
(1+ o(1))
]
(1+ O(h))+ O
((
h
anν
)2ν+2
+ h2ν+3
)
(52)
uniformly in z1 and z2.
Now we consider the last term in the bracket at (47). We note that
sup
u∈[τ−h,τ )
|η(u)− η¯−(τ , u)| ≤ (const)hν+1;
sup
u∈[τnνz−h,τ )
|η(u)− η¯−(τnνz, u)| ≤ (const)hν+1. (53)
By (50) and (53), the expected value of the last term at (47) equals
E
[
D−nν(X1, zmin)D
−
nν(X1, zmax){Y1 − g−1(η(X1))}2 +
1
ζ−(τminnνz )
K−ν
(
τminnνz − X1
h
)
1
ζ−(τmaxnνz )
K−ν
(
τmaxnνz − X1
h
)
×
{
Y1 − g−1
(
η(X1)− ∆ν
ν! (X1 − τ)
ν
)}2
1[τ≤X1≤τminnνz ]
]
+ O(h2ν+3)
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= h {v+(τ )+Λ
2
01[ν=0]}f (τ )
ζ−(τminnνz )ζ−(τmaxnνz )
[
{K−ν (0)}2
zmin
anν
+ K−ν (0)K ′−ν (0)
zminzmax
a2nν
(1+ o(1))
]
(1+ O(h))
+
∫ τ
τ−h
D−nν(u, zmin)D
−
nν(u, zmax)v(u)f (u)du+ O
((
h
anν
)2ν+1
1[ν 6=0] + h2ν+3
)
(54)
uniformly in z1 and z2. Combining the first leading terms in (49), (51), (52) and (54) concludes the proof of Lemma 3-(i) and
(ii) for the case z1, z2 > 0.
Next, we prove Lemma 3-(iii) for the case z1, z2 > 0. If ν ∈ Z+o , all terms in the square brackets at (49), (51), (52) and (54)
are canceled due to the relation (20). Note that D±nν(w, z) = O(a−1nν ) uniformly in w and z by (A.2), (A.4) and (A.6). Hence,
the integral terms in (49) and (54) are O(h/a2nν). Since h
2/anν = o(h/a2nν) for odd ν by the assumption nh2ν+3 → 0 in (A.3),
the O(h2/anν) terms in (49), (51), (52) and (54) are negligible. Similarly, the O((h/anν)2ν+1) in (54) is also negligible when ν
is odd. Thus, it is enough to consider the integral terms in (49) and (54). By (A.2), (A.4) and (A.6), the integral term in (49)
can be written as
h
zminzmax
a2nν
1
ζ+(τ )
∫ 1
0
{K ′+ν (u)}2du(1+ o(1)) (55)
uniformly in z1 and z2. Similarly, we can easily show that the integral term in (54) equals
h
zminzmax
a2nν
1
ζ−(τ )
∫ 1
0
{K ′−ν (u)}2du(1+ o(1)) (56)
uniformly in z1 and z2. From (18), (55) and (56), Lemma 3-(iii) follows for the case z1, z2 > 0. It can be shown in a similar
way that the lemma follows for the case z1, z2 < 0 too.
Now, consider the case of z1 > 0, z2 < 0. Following the lines in the proof for the case z1, z2 > 0, we obtain
E{C+nν(X1, Y1, z1)C+nν(X1, Y1, z2)} = h
1
ζ+(τ )
zminzmax
a2nν
[
K+ν (0)K
′+
ν (0)+
∫ 1
0
{K ′+ν (u)}2du
]
(1+ o(1))+ O(h2ν+3),
E{C+nν(X1, Y1, z1)C−nν(X1, Y1, z2)} = 0,
E{C−nν(X1, Y1, z1)C+nν(X1, Y1, z2)} = h
zminzmax
a2nν
{
1
ζ−(τ )
K ′−ν (0)K
+
ν (0)+
1
ζ+(τ )
K−ν (0)K
′+
ν (0)
}
× (1+ o(1))+ O
((
h
anν
)2ν+2
h2ν+3
)
,
E{C−nν(X1, Y1, z1)C−nν(X1, Y1, z2)} = h
1
ζ−(τ )
zminzmax
a2nν
[
K−ν (0)K
′−
ν (0)+
∫ 1
0
{K ′−ν (u)}2du
]
(1+ o(1))+ O(h2ν+3) (57)
uniformly in z1 and z2. Here, the second identity follows from the fact that
C+nν(w, u, z1)C
−
nν(w, u, z2) = 0
for allw. The leading terms in (56) are O(h/a2n,ν)when ν is even. For odd ν, the facts (18), (20) and (56) imply the result (iii)
immediately. 
Proof of Theorem 1. To prove the theorem, it will be shown that φnν(z) satisfies Lyapunov’s condition and φnν(z) −
E(φnν(z)) is tight. Let us consider the case for z > 0. The other case can be dealt similarly. By Lemma 3, Var(φnν(z)) = O(1).
We will show that, for some positive constant ,
Lnν(z) =
(
aν+1nν
nhν+1
)2+ n∑
i=1
E
{|C+nν(Xi, Yi, z)− C−nν(Xi, Yi, z)|2+} −→ 0, (58)
as n→∞. Note that
sup
u∈[τ ,τnνz+h]
|η¯+(τnνz, u)− η¯+(τ , u)| = O
(
h
anν
hν
)
;
sup
u∈[τ−h,τnνz ]
|η¯−(τnνz, u)− η¯−(τ , u)| = O
(
h
anν
hν
)
. (59)
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By (A.8) and (59),
Lnν(z) = n
(
aν+1nν
nhν+1
)2+ [∣∣∣∣D+nν(X1, z){Y1 − g−1(η¯+(τ , X1))} + 1ζ+(τnνz)K+ν
(
X1 − τnνz
h
)
O
(
h
anν
hν
)
−D−nν(X1, z){Y1 − g−1(η¯−(τ , X1))} +
1
ζ−(τnνz)
K−ν
(
τnνz − X1
h
)
O
(
h
anν
hν
)∣∣∣∣2+
]
≤ n
(
aν+1nν
nhν+1
)2+
52+E
[
|D+nν(X1, z)− D−nν(X1, z)|2+ |Y1|2+ + |D+nν(X1, z)|2+ |g−1(η¯+(τ , X1))|2+
+ |D−nν(X1, z)|2+ |g−1(η¯−(τ , X1))|2+ +
∣∣∣∣ 1ζ+(τnνz)K+ν
(
X1 − τnνz
h
)
O
(
h
an,ν
hν
)∣∣∣∣2+
+
∣∣∣∣ 1ζ−(τnνz)K−ν
(
τnνz − X1
h
)
O
(
h
anν
hν
)∣∣∣∣2+
]
= O
(
nh
(
aν+1nν
nhν+1
)2+ ( 1
anν
)2+)
.
By the assumption (A.3), we have (58) immediately.
Next, the tightness of the sequence of the process φnν(z)−E(φnν(z))will be proved. Defineψnν(z) = φnν(z)−E(φnν(z)).
By Theorem 12.3 in [30], it is enough to show that there exist a positive constant C and a nondecreasing and continuous
function F such as
E(ψnν(z1)− ψnν(z2))2 ≤ C |F(z2)− F(z1)|2, (60)
for sufficiently large n. Then, by Lemma 3, there exists a positive constant C such that
E(ψnν(z1)− ψnν(z2))2 = Var(φnν(z1))+ Var(φnν(z2))− 2Cov(φnν(z1), φnν(z2))
≤
{
C |z2 − z1|, ν ∈ {0} ∪ Z+e ,
C(z2 − z1)2, ν ∈ Z+o ,
for sufficiently large n. This concludes the tightness of ψnν .
Lyapunov’s condition implies ψnν(z), for fixed z ∈ [−T , T ], converges weakly to a normal distribution. Furthermore, by
the Cramer–Wold device we may show that for fixed z1, . . . , zl, zi ∈ [−T , T ],
(ψnν(z1), . . . , ψnν(zl))
D−→ N (0,Σ)
where Σ is the asymptotic covariance described in Lemma 3. This concludes the proof. See Theorems 8.1 and 12.3
of [30]. 
Proof of Corollary 1. Consider the case ∆ν > 0. The other case ∆ν < 0 can be treated in the same way. According to
Billingsley [30, Theorem 5.1], we have
argmax
z∈[−T ,T ]
ϕnν(z)
D−→ argmax
z∈[−T ,T ]
ϕν(z) (61)
for any T > 0. If we prove
sup
x∈Q :|x−τ |>(h/anν )T
∆̂ν(x) = op(1) (62)
for any T > 0, the result (61) can be extended to whole real line (−∞,∞).
Since the estimator of jump size ∆̂ν(x) at x on the interval Q − [τ − h, τ + h] does not affected by the change point
τ , the uniform convergence supx∈Q :|x−τ |>h ∆̂ν(x) = op(1) can be easily proved by a standard technique; see e.g. Mack and
Silverman (1982). Next, let us consider the case (h/anν)T < x − τ < h. The other case −h < x − τ < −(h/anν)T can be
treated analogously. By the step (26)–(30), it can be shown that
sup
z∈[T ,anν ]
∣∣∆̂ν(τnνz)− E(∆̂ν(τnνz))∣∣ = OP (√ log nnh2ν+1
)
. (63)
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By the expansions (38), (42) and (44),
E(∆ν(τnνz)) = ν!hν
{
1
ζ+(τnνz)
∫
K+ν (u)`1(η¯+(τnνz, τnνz + hu), g−1(η(τnνz + hu)))f (τnνz + hu)du
− 1
ζ−(τnνz)
∫
K−ν (u)`1(η¯−(τnνz, τnνz − hu), g−1(η(τnνz − hu)))f (τnνz − hu)du
}
+∆ν
= O(h)− ν!
hν
{∫ z/anν
0
K−ν (u)
(
−∆ν
ν! (−hu)
ν + O(hν+1)
)
du
+
∫ 1
z/anν
K−ν (u)
(
∆ν
ν! (τnνz − hu)
ν − ∆ν
ν! (−hu)
ν + O(hν+1)
)
du
}
+∆ν
= O(h)−
∫ 1
z/anν
K−ν (u)
∆ν
ν! (τnνz − hu)
νdu (64)
uniformly in z ∈ [T , anν] for ν > 0. When T →∞ as n→∞, the second term in (64) goes to 0. According to (40), (41) and
(43), it can be also easily shown the above result for ν = 0. By this result with (63), we get supz∈[T ,anν ] ∆̂ν(τnνz) = oP(1).
This concludes the proof. 
Proof of Corollary 2. Theorem 1 shows that
√
nh2ν+1(∆̂ν (̂τ )− ∆̂ν(τ )) p→ 0. Note that
√
nh2ν+1(∆̂ν (̂τ )−∆ν) =
√
nh2ν+1(∆̂ν (̂τ )− ∆̂ν(τ ))+
√
nh2ν+1(∆̂ν(τ )−∆ν). (65)
By Lemma 1,
√
nh2ν+1(∆̂ν(τ )−∆ν) = ν!√
nh
n∑
i=1
[
K+ν
(
Xi − τ
h
)
`1(η¯+(τ , Xi), Yi)
ζ+(τ )
− K−ν
(
τ − Xi
h
)
`1(η¯−(τ , Xi), Yi)
ζ−(τ )
]
+ oP(1). (66)
By (37) and (39), the expected value of the first term of right-hand side in (66) is equal to
ν!√
nh
nh
[∫
K+ν (u)
`1(η¯+(τ , τ + hu), g−1(η(τ + hu)))
ζ+(τ )
f (τ + hu)du
−
∫
K−ν (u)
`1(η¯−(τ , τ − hu), g−1(η(τ − hu)))
ζ−(τ )
f (τ − hu)du
]
= O
(√
nh2ν+3
)
which is o(1) by the assumption nh2ν+3 → 0 in (A.3). Now, since the support of K is [0, 1], the asymptotic variance of√
nh2ν+1(∆̂ν(τ )−∆ν) can be
(ν!)2
nh
n
[
Var
{
K+ν
(
X1 − τ
h
)
`1(η¯+(τ , X1), Y1)
ζ+(τ )
}
+ Var
{
K−ν
(
τ − X1
h
)
`1(η¯−(τ , X1), Y1)
ζ−(τ )
}]
= (ν!)2
[∫
{K+ν (u)}2du
v+(τ )
ζ 2+(τ )
f (τ )+
∫
{K−ν (u)}2du
v−(τ )
ζ 2−(τ )
f (τ )
]
(1+ O(h))+ O(h2ν+1)
by (48) and (53). Lyapunov’s condition of
√
nh2ν+1(∆̂ν(τ ) − ∆ν) can be easily verified. These together with (65) and (24)
imply Corollary 2. 
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