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G´ erard Biau and David M. Mason
Abstract Let X = (X1;:::;Xd) be a Rd-valued random vector with i.i.d. compo-
nents, and let kXkp =(å
d
j=1jXjjp)1=p be its p-norm, for p>0. The impact of letting
d gotoinﬁnityonkXkp hassurprisingconsequences,whichmaydramaticallyaffect
high-dimensional data processing. This effect is usually referred to as the distance
concentration phenomenon in the computational learning literature. Despite a grow-
ing interest in this important question, previous work has essentially characterized
the problem in terms of numerical experiments and incomplete mathematical state-
ments. In the present paper, we solidify some of the arguments which previously
appeared in the literature and offer new insights into the phenomenon.
1 Introduction
In what follows, for x = (x1;:::;xd) a vector of Rd and 0 < p < ¥, we set
kxkp =
 
d
å
j=1
jxjjp
!1=p
: (1)
It is recalled that for p  1, k:kp is a norm on Rd (the Lp-norm) but for 0 < p < 1,
the triangle inequality does not hold and k:kp is sometimes called a prenorm. In the
sequel, we take the liberty to call p-norm a norm or prenorm of the form (1), with
p > 0.
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Now, let X = (X1;:::;Xd) be a Rd-valued random vector with i.i.d. components.
The study of the probabilistic properties of kXkp as the dimension d tends to inﬁn-
ity has recently witnessed an important research effort in the computational learning
community (see, e.g., Franc ¸ois et al., 2007, for a review). This activity is easily ex-
plained by the central role played by the quantity kXkp in the analysis of nearest
neighbor search algorithms, which are currently widely used in data management
and database mining. Indeed, ﬁnding the closest matching object in an Lp-sense is
of signiﬁcant importance for numerous applications, including pattern recognition,
multimedia content retrieving (images, videos, etc.), data mining, fraud detection
and DNA sequence analysis, just to name a few. Most of these real applications in-
volve very high-dimensional data (for example, pictures taken by a standard camera
consist of several million pixels) and the curse of dimensionality (when d ! ¥)
tends to be a major obstacle in the development of nearest neighbor-based tech-
niques.
The effect on kXkp of letting d go large is usually referred to as the distance con-
centration phenomenon in the computational learning literature. It is in fact a quite
vague term that encompasses several interpretations. For example, it has been ob-
servedbyseveralauthors(e.g.,Franc ¸oisetal.,2007)that,underappropriatemoment
assumptions, the so-called relative standard deviation
p
VarkXkp=EkXkp tends to
zero as d tends to inﬁnity. Consequently, by Chebyshev’s inequality (this will be
rigorously established in Section 2), for all e > 0,
P

 

kXkp
EkXkp
 1

 
  e

! 0; as d ! ¥:
This simple result reveals that the relative error made as considering EkXkp in-
stead of the random value kXkp becomes asymptotically negligible. Therefore,
high-dimensional vectors X appear to be distributed on a sphere of radius EkXkp.
The distance concentration phenomenon is also often expressed by considering
an i.i.d. X sample X1;:::;Xn and observing that, under certain conditions, the rela-
tive contrast
max1inkXikp min1inkXikp
min1inkXikp
vanishes in probability as d tends to inﬁnity, whereas the contrast
max
1in
kXikp  min
1in
kXikp
behaves in expectation as d1=p 1=2 (Beyer et al., 1999; Hinneburg et al., 2000; Ag-
garwal et al., 2001; Kab´ an, 2012). Thus the ratio between the largest and smallest
p-distances from the sample to the origin becomes negligible as the dimension in-
creases, and all points seem to be located at approximately the same distance. This
phenomenon may dramatically affect high-dimensional data processing, analysis,
retrieval and indexing, insofar these procedures rely on some notion of p-norm. Ac-
cordingly, serious questions are raised as to the validity of many nearest neighbor
search heuristics in high dimension, a problem that can be further exacerbated byHigh-Dimensional p-Norms 3
techniques that ﬁnd approximate neighbors in order to improve algorithmic perfor-
mance (Beyer et al., 1999).
Even if people have now a better understanding of the distance concentration
phenomenon and its practical implications, it is however our belief that there is still
a serious need to solidify its mathematical background. Indeed, previous work has
essentially characterized the problem in terms of numerical experiments and (often)
incomplete probabilistic statements, with missing assumptions and (sometimes) de-
fective proofs. Thus, our objective in the present paper is to solidify some of the
statements which previously appeared in the computational learning literature. We
start in Section 2 by offering a thorough analysis of the behavior of the p-norm kXkp
(as a function of p and the properties of the distribution of X) as d ! ¥. Section
3 is devoted to the investigation of some new asymptotic properties of the contrast
max1inkXikp min1inkXikp, both as d ! ¥ and n ! ¥. For the sake of clar-
ity, most technical proofs are gathered in Section 4. The basic tools that we shall use
are the law of large numbers, the central limit theorem, moment bounds for sums of
i.i.d. random variables, and a coupling inequality of Yurinski˘ ı (1977).
2 Asymptotic behavior of p-norms
2.1 Consistency
Throughout the document, the notation
P ! and
D ! stand for convergence in probabil-
ity and in distribution, respectively. The notation un = o(vn) and un = O(vn) mean,
respectively, that un=vn ! 0 and un  Cvn for some constant C, as n ! ¥. The
symbols oP(vn) and OP(vn) denote, respectively, a sequence of random variables
fYngn1 such thatYn=vn
P ! 0 andYn=vn is bounded in probability, as n ! ¥.
We start this section with a general proposition that plays a key role in the anal-
ysis.
Proposition 1. Let fUdgd1 be a sequence of random variables such that Ud
P ! a,
and let j be a real-valued measurable function which is continuous at a. Assume
that:
(i) j is bounded on [ M;M] for some M > jaj;
(ii) Ejj(Ud)j < ¥ for all d  1.
Then, as d ! ¥,
Ej(Ud) ! j(a)
if and only if
E(j(Ud)1fjUdj > Mg) ! 0: (2)
Proof. The proof is easy. Condition (i) and continuity of j at a allow us to apply
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E(j(Ud)1fjUdj  Mg) ! j(a):
Since
Ej(Ud) = E(j(Ud)1fjUdj  Mg)+E(j(Ud)1fjUdj > Mg);
the rest of the proof is obvious. u t
We shall now specialize the result of Proposition 1 to the case when
Ud = d 1
d
å
j=1
Yj :=Yd;
where fYjgj1 is a sequence of i.i.d. Y random variables with ﬁnite mean m. In
this case, by the strong law of large numbers, Ud ! m almost surely. The following
lemma gives two sufﬁcient conditions for (2) to hold whenUd =Yd.
Lemma 1. let j be a real-valued measurable function. Assume that one of the fol-
lowing two conditions is satisﬁed:
Condition 1 The function jjj is convex on R and Ejj(Y)j < ¥.
Condition 2 For some s > 1,
limsup
d!¥
E
 j(Yd)
 s < ¥:
Then (2) is satisﬁed for the sequence fYdgd1 with a = m and M > jmj.
Proof. Suppose that Condition 1 is satisﬁed. Then note that by the convexity as-
sumption
E
  j(Yd)
 1

jYdj > M
	
 d 1
d
å
j=1
E
  j(Yj)
 1

jYdj > M
	
= E
 
jj(Y)j1

jYdj > M
	
:
Since M > jmj, we conclude that with probability one, jj(Y)j1fjYdj > Mg ! 0.
Also jj(Y)j1fjYdj > Mg  jj(Y)j. Therefore, by the dominated convergence theo-
rem, (2) holds.
Next, notice by H¨ older’s inequality with 1=r = 1 1=s that
E
 
j(Yd)

1

jYdj > M
	

 
E

j(Yd)

s1=s 
P

jYdj > M
	1=r:
Since PfjYdj > Mg ! 0, (2) immediately follows from Condition 2. u t
Let us now return to the distance concentration problem, which has been dis-
cussed in the introduction. Recall that we denote by X = (X1;:::;Xd) a Rd-valued
random vector with i.i.d. X components. Whenever for p > 0 EjXjp < ¥, we set
mp = EjXjp. Also when VarjXjp < ¥, we shall write s2
p = VarjXjp. Proposition 1
and Lemma 1 yield the following corollary:High-Dimensional p-Norms 5
Corollary 1. Fix p > 0 and r > 0.
(i) Whenever r=p < 1 and EjXjp < ¥,
EkXkr
p
dr=p ! m
r=p
p ; as d ! ¥;
whereas if EjXjp = ¥, then
lim
d!¥
EkXkr
p
dr=p = ¥:
(ii) Whenever r=p  1 and EjXjr < ¥,
EkXkr
p
dr=p ! m
r=p
p ; as d ! ¥;
whereas if EjXjr = ¥, then, for all d  1,
EkXkr
p
dr=p = ¥:
Proof. We shall apply Proposition 1 and Lemma 1 to Y = jXjp, Yj = jXjjp, j  1,
and j(u) = jujr=p.
Proof of (i)
For the ﬁrst part of (i), notice that with s = p=r > 1
E
 
 

j
 
å
d
j=1jXjjp
d
! 
 

s
=
å
d
j=1EjXjjp
d
= EjXjp < ¥:
This shows that sufﬁcient Condition 2 of Lemma 1 holds, which by Proposition 1
gives the result.
For the second part of (i) observe that for any K > 0
E
 
å
d
j=1jXjjp
d
!r=p
 E
 
å
d
j=1jXjjp1

jXjj  K
	
d
!r=p
:
Observing that the right-hand side of the inequality converges to (EjXjp1fjXj 
Kg)r=p as d ! ¥, we get for any K > 0
liminf
d!¥
E
 
å
d
j=1jXjjp
d
!r=p
 E(jXjp1fjXj  Kg)
r=p:6 G´ erard Biau and David M. Mason
Since K can be chosen arbitrarily large and we assume that EjXjp = ¥, we see that
the conclusion holds.
Proof of (ii)
For the ﬁrst part of (ii), note that in this case r=p  1, so j is convex. Moreover,
note that
E


 

j
 
å
d
j=1jXjjp
d
!

 

= E
 
å
d
j=1jXjjp
d
!r=p
 d 1EjXjr
(by Jensen’s inequality)
< ¥:
Thus sufﬁcient Condition 1 of Lemma 1 holds, which by Proposition 1 leads to the
result.
For the second part of (ii), observe that if EjXjr = ¥, then, for all d  1,
E
 
å
d
j=1jXjjp
d
!r=p
 d r=pEjXjr = ¥:
u t
Applying Corollary 1 with p > 0 and r = 2 yields the following important result:
Proposition 2. Fix p > 0 and assume that 0 < EjXjm < ¥ for m = max(2;p). Then,
as d ! ¥,
EkXkp
d1=p ! m
1=p
p
and
EkXk2
p
d2=p ! m
2=p
p ;
which implies p
VarkXkp
EkXkp
! 0; as d ! ¥:
This result, when correctly stated, corresponds to Theorem 5 of Franc ¸ois et al.
(2007). It expresses the fact that the relative standard deviation converges towards
zero when the dimension grows. It is known in the computational learning literature
as the p-norm concentration in high-dimensional spaces. It is noteworthy that, by
Chebyshev’s inequality, for all e > 0,High-Dimensional p-Norms 7
P


 
kXkp
EkXkp
 1


   e

= P
n
kXkp EkXkp

  eEkXkp
o

VarkXkp
e2E2kXkp
! 0, as d ! ¥: (3)
That is, kXkp=EkXkp
P ! 1 or, in other words, the sequence fkXkpgd1 is relatively
stable (Boucheron et al., 2013). This property guarantees that the random ﬂuctua-
tions of kXkp around its expectation are of negligible size when compared to the ex-
pectation, and therefore most information about the size of kXkp is given by EkXkp
as d becomes large.
2.2 Rates of convergence
The asymptotic concentration statement of Corollary 1 can be made more precise
by means of rates of convergence, at the price of stronger moment assumptions.
To reach this objective, we ﬁrst need a general result to control the behavior of a
function of an i.i.d. empirical mean around its true value. Thus, assume that fYjgj1
are i.i.d.Y with mean m and variance s2. As before, we deﬁne
Yd = d 1
d
å
j=1
Yj:
Let j be a real-valued function with derivatives j0 and j00. Khan (2004) provides
sufﬁcient conditions for
Ej(Yd) = j(m)+
j00(m)s2
2d
+o(d 2)
to hold. The following lemma, whose assumptions are less restrictive, can be used
in place of Khan’s result (2004). For the sake of clarity, its proof is postponed to
Section 4.
Lemma 2. Let fYjgj1 be a sequence of i.i.d.Y random variables with mean m and
variance s2, and j be a real-valued function with continuous derivatives j0 and j00
in a neighborhood of m. Assume that for some r > 1,
EjYjr+1 < ¥ (4)
and, with 1=s = 1 1=r,
limsup
d!¥
E

j(Yd)

s < ¥: (5)
Then, as d ! ¥,
Ej(Yd) = j(m)+
j00(m)s2
2d
+o(d 1):8 G´ erard Biau and David M. Mason
The consequences of Lemma 2 in terms of p-norm concentration are summarized
in the following proposition:
Proposition 3. Fix p>0 and assume that 0<EjXjm <¥ for m=max(4;3p). Then,
as d ! ¥,
EkXkp = d1=pm
1=p
p +O(d1=p 1)
and
VarkXkp =
m
2=p 2
p s2
p
d1 2=pp2 +o(d 1+2=p);
which implies p
dVarkXkp
EkXkp
!
sp
pmp
; as d ! ¥:
Proposition 3 is stated without assumptions as Theorem 6 in Franc ¸ois et al.
(2007), where it is provided with an ambiguous proof. This result shows that for
a ﬁxed large d, the relative standard deviation evolves with p as the ratio sp=(pmp).
For instance, when the distribution of X is uniform,
mp =
1
p+1
and sp =
p
p+1
s
1
2p+1
:
In that case, we conclude that
p
dVarkXkp
EkXkp
!
s
1
2p+1
:
Thus, in the uniform setting, the limiting relative standard deviation is a strictly
decreasing function of p. This observation is often interpreted by saying that p-
norms are more concentrated for larger values of p. There are however distributions
for which this is not the case. A counterexample is given by a balanced mixture
of two standard Gaussian random variables with mean 1 and  1, respectively (see
Franc ¸ois et al., 2007, page 881). In that case, it can be seen that the asymptotic
relative standard deviation with p  1 is smaller than for values of p 2 [8;30],
making fractional norms more concentrated.
Proof (Proposition 3). Fix p > 0 and introduce the functions on R
j1(u) = juj1=p and j2(u) = juj2=p:
Assume that EjXjmax(4;p) < ¥. Applying Corollary 1 we get that, as d ! ¥,
E
 
å
d
j=1jXjjp
d
!2=p
! m
2=p
p
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E
 
å
d
j=1jXjjp
d
!4=p
! m
4=p
p :
This says that with s = 2, for i = 1;2,
limsup
d!¥
E

 
 
ji
 
å
d
j=1jXjjp
d
! 

 
s
< ¥:
Now, letY =jXjp and set r =2. If we also assume that EjYjr+1 =EjYj3 =EjXj3p <
¥, we get by applying Lemma 2 to j1 and j2 that for i = 1;2
Eji(Yd) = ji(mp)+
j00
i (mp)s2
p
2d
+o(d 1):
Thus, whenever EjXjm < ¥, where m = max(4;3p),
EjYdj1=p = m
1=p
p +
1
p

1  p
p

m
1=p 2
p s2
p
2d
+o(d 1)
and
EjYdj2=p = m
2=p
p +
1
p

2  p
p

m
2=p 2
p s2
p
d
+o
 
d 1
:
Therefore, we see that
VarjYdj1=p = EjYdj2=p E2jYdj1=p
=
m
2=p 2
p s2
p
dp2 +o
 
d 1
:
The identityYd = d 1å
d
j=1jXjjp yields the desired results. u t
We conclude the section with a corollary, which speciﬁes inequality (3).
Corollary 2. Fix p > 0.
(i) If 0 < EjXjm < ¥ for m = max(4;3p), then, for all e > 0,
P
 


kXkp
EkXkp
 1
 

  e


s2
p
e2dp2m2
p
+o(d 1):
(ii) If for some positive constantC, 0 < jXj C almost surely, then, for p  1 and
all e > 0,
P


 
kXkp
EkXkp
 1


   e

 2exp
 
 e2
 
d2=p 1m
2=p
p
2C2 +o(d2=p 1)
!!
:10 G´ erard Biau and David M. Mason
Proof. Statement (i) is an immediate consequence of Proposition 3 and Cheby-
shev’sinequality.Now,assumethat p1,andletA=[ C;C].Forx=(x1;:::;xd)2
Rd, let g : Ad ! R be deﬁned by
g(x) = kxkp =
 
d
å
j=1
jxjjp
!1=p
:
Clearly, for each 1  j  d,
sup
(x1;:::;xd)2Ad
x0
j2A

g(x1;:::;xd) g(x1;:::;xj 1;x0
j;xj+1;:::;xd)


= sup
x2Ad;x0
j2A

kxkp kx0kp

;
where x0 is identical to x, except on the j-th coordinate where it takes the value x0
j.
It follows, by Minkowski inequality (which is valid here since p  1), that
sup
(x1;:::;xd)2Ad
x0
j2A
 g(x1;:::;xd) g(x1;:::;xj 1;x0
j;xj+1;:::;xd)
 
 sup
x2Ad
x0
j2A
kx x0kp
= sup
(x;x0)2A2
jx x0j  2C:
Consequently, using the bounded difference inequality (McDiarmid, 1989), we ob-
tain
P


 
kXkp
EkXkp
 1
 
   e

= P

kXkp EkXkp

  eEkXkp

 2exp

 
2(eEkXkp)2
4dC2

= 2exp
 
 e2
 
d2=p 1m
2=p
p
2C2 +o(d2=p 1)
!!
;
where, in the last inequality, we used Proposition 3. This concludes the proof. u t
3 Minima and maxima
Another important question arising in high-dimensional nearest neighbor search
analysis concerns the relative asymptotic behavior of the minimum and maximumHigh-Dimensional p-Norms 11
p-distances to the origin within a random sample. To be precise, let X1;:::;Xn be an
i.i.d. X sample, where X = (X1;:::;Xd) is as usual a Rd-valued random vector with
i.i.d. X components. We will be primarily interested in this section in the asymptotic
properties of the difference (the contrast) max1inkXikp min1idkXikp.
Assume,tostartwith,thatnisﬁxedandonlyd isallowedtogrow.Thenanimme-
diate application of the law of large numbers shows that, whenever mp =EjXjp <¥,
almost surely as d ! ¥,
d 1=p

max
1in
kXikp  min
1in
kXikp

P ! 0:
Moreover, if 0 < mp < ¥, then
max1inkXikp
min1inkXikp
P ! 1:
The above ratio is sometimes called the relative contrast in the computational learn-
ing literature. Thus, as d becomes large, all observations seem to be distributed at
approximately the same p-distance from the origin. The concept of nearest neigh-
bor (measured by p-norms) in high dimension is therefore less clear than in small
dimension, with resulting computational difﬁculties and algorithmic inefﬁciencies.
These consistency results can be speciﬁed by means of asymptotic distributions.
Recall that if Z1;:::;Zn are i.i.d standard normal random variables, the sample range
is deﬁned to be
Mn = max
1in
Zi  min
1in
Zi:
The asymptotic distribution of Mn is well known (see, e.g., David, 1981). Namely,
for any x one has
lim
n!¥P
p
2logn

Mn 2
p
2logn+
loglogn+log4p
2
p
2logn

 x

=
Z ¥
 ¥
exp

 t  e t  e (x t)

dt:
For future reference, we shall sketch the proof of this fact here. It is well known that
with
an =
p
2logn and bn =
p
2logn 
1
2
(loglogn+log4p)
p
2logn
(6)
we have 
an(max
1in
Zi bn);an( min
1in
Zi+bn)

! (E; E0); (7)
where E and E0 are independent, E = E0 and PfE  xg = exp( exp( x)),  ¥ <
x < ¥. (The asymptotic independence of the maximum and minimum part can be
inferred from Theorem 4.2.8 of Reiss, 1989, and the asymptotic distribution part
from Example 2 on page 71 of Resnick, 1987.) From (7) we get12 G´ erard Biau and David M. Mason
an(max
1in
Zi  min
1in
Zi) 2anbn
D ! E +E0:
Clearly,
PfE +E0  xg =
Z ¥
 ¥
exp

 e (x t)

exp( e t)e tdt
=
Z ¥
 ¥
exp

 t  e t  e (x t)

dt:
Our ﬁrst result treats the case when n is ﬁxed and d ! ¥.
Proposition 4. Fix p > 0, and assume that 0 < EjXjp < ¥ and 0 < sp < ¥. Then,
for ﬁxed n, as d ! ¥,
d1=2 1=p

max
1in
kXikp  min
1in
kXikp

D !
spm
1=p 1
p
p
Mn:
To our knowledge, this is the ﬁrst statement of this type in the analysis of high-
dimensional nearest neighbor problems. In fact, most of the existing results merely
bound the asymptotic expectation of the (normalized) difference and ratio between
the max and the min, but with bounds which are unfortunately not of the same order
in n as soon as n  3 (see, e.g., Theorem 3 in Hinneburg et al., 2000).
One of the consequences of Proposition 4 is that, for ﬁxed n, the difference be-
tween the farthest and nearest neighbors does not necessarily go to zero in probabil-
ity as d tends to inﬁnity. Indeed, we see that the size of
max
1in
kXikp  min
1in
kXikp
grows as d1=p 1=2. For example, this difference increases with dimensionality as p
d for the L1 (Manhattan) metric and remains stable in distribution for the L2 (Eu-
clidean) metric. It tends to inﬁnity in probability for p < 2 and to zero for p > 2.
This observation is in line with the conclusions of Hinneburg et al. (2000), who ar-
gue that nearest neighbor search in a high-dimensional space tends to be meaning-
less for norms with larger exponents, since the maximum observed distance tends
towards the minimum one. It should be noted, however, that the variance of the
limiting distribution depends on the value of p.
Remark 1. Let Z1;:::;Zn be i.i.d standard normal random variables, and let
Rn =
max1inZi
min1inZi
:
Assuming mp > 0 and 0 < sp < ¥, one can prove, using the same technique, that
max1inkXikp d1=pmp
min1inkXikp d1=pmp
D ! Rn:High-Dimensional p-Norms 13
Proof (Proposition 4). Denote by Zn a centered Gaussian random vector in Rn, with
identity covariance matrix. By the central limit theorem, as d ! ¥,
p
d

kX1k
p
p
d
;:::;
kXnk
p
p
d

 (mp;:::;mp)

D ! spZn:
Applying the delta method with the mapping f(x1;:::;xn) = (x
1=p
1 ;:::;x
1=p
n ) (which
is differentiable at (mp;:::;mp) since mp > 0), we obtain
p
d

kX1kp
d1=p ;:::;
kXnkp
d1=p

 (m
1=p
p ;:::;m
1=p
p )

D !
spm
1=p 1
p
p
Zn:
Thus, by continuity of the maximum and minimum functions,
d1=2 1=p

max
1in
kXikp  min
1in
kXikp

D !
spm
1=p 1
p
p
Mn:
u t
In the previous analysis, n (the sample size) was ﬁxed whereas d (the dimension)
was allowed to grow to inﬁnity. A natural question that arises concerns the impact of
letting n be a function of d such that n tends to inﬁnity as d ! ¥ (Mallows, 1972).
Proposition 5 below offers a ﬁrst answer.
Proposition 5. Fix p  1, and assume that 0 < EjXj3p < ¥ and sp > 0. For any
sequence of positive integers fn(d)gd1 converging to inﬁnity and satisfying
n(d) = o
 
d1=5
log6=5d
!
; as d ! ¥, (8)
we have
pan(d)d1=2 1=p
m
1=p 1
p sp

max
1in(d)
kXikp  min
1in(d)
kXikp

 2an(d)bn(d)
D !E +E0,
where an and bn are as in (6), and E and E0 are as in (7).
Proof. In the following, we let d(d) = 1=logd. For future use note that
d2(d)logn(d) ! 0 and
n5(d)
dd6(d)
! 0; as d ! ¥. (9)
In the proof we shall often suppress the dependence of n and d on d. For 1  i  n,
we set
Xi = (X1;i;:::;Xd;i) and kXikp
p =
d
å
j=1
jXj;ijp:14 G´ erard Biau and David M. Mason
We see that for n  1;
 
kX1k
p
p dmp p
dsp
;:::;
kXnk
p
p dmp p
dsp
!
=
 
å
d
j=1jXj;1jp dmp
p
dsp
;:::;
å
d
j=1jXj;njp dmp
p
dsp
!
:= (Y1;:::;Yn) = Yn 2 Rn:
As above, let Zn = (Z1;:::;Zn) be a centered Gaussian random vector in Rn, with
identity covariance matrix. Write, for 1  j  d,
x x x j =
 
jXj;1jp mp p
dsp
;:::;
jXj;njp mp p
dsp
!
and note that å
d
j=1x x x j = Yn. Set b = å
d
j=1Ekx x x jk3
2. Then, by Jensen’s inequality,
Ekx x x jk3
2 = E
 
å
n
i=1(jXj;ijp mp)
2
ds2
p
!3=2

 
n
ds2
p
!3=2
E
 jXjp mp
 3:
This gives that for any d > 0, possibly depending upon n,
B := bnd 3 
n5=2
p
ds3
p
E

jXjp mp

3d 3:
Applying a result of Yurinski˘ ı (1977) as formulated in Section 4 of Chapter 10 of
Pollard (2001) we get, on a suitable probability space depending on d >0 and n1,
there exist random vectors Y0
n and Z0
n satisfying Y0
n
D = Yn and Z0
n
D = Zn such that
P

kY0
n Z0
nk2 > 3d
o
CB

1+
jlog(B)j
n

; (10)
where C is a universal constant. To avoid the use of primes we shall from now on
drop them from the notation and write Yn
D =Y0
n and Zn
D =Z0
n, where it is understood
that the pair (Yn;Zn) satisﬁes inequality (10) for the given d > 0.
Using the fact that


 max
1in
xi  max
1in
yi


  
s
n
å
i=1
(xi yi)
2;
we get, for all e > 0,
P

anj max
1in
Yi  max
1in
Zij > e

 P
np
2lognkYn Znk2 > e
o
:High-Dimensional p-Norms 15
Thus, for all d large enough,
P

anj max
1in
Yi  max
1in
Zij > e

 P
np
2lognkYn Znk2 > 3d
p
2logn
o
(since d
p
logn ! 0 as d ! ¥)
= P
n
kYn Znk2 > 3d
o
:
From (10), we deduce that for all e > 0 and all d large enough,
P

anj max
1in
Yi  max
1in
Zij > e

CB

1+
jlog(B)j
n

:
But, by our choice of d(d) and (9),
B

1+
jlog(B)j
n

! 0;
so that
anj max
1in
Yi  max
1in
Zij = oP(1):
Similarly, one proves that
anj min
1in
Yi  min
1in
Zij = oP(1):
Thus, by (7), we conclude that

an(max
1in
Yi bn);an( min
1in
Yi+bn)

D ! (E; E0): (11)
Next, we have

an(max
1in
Yi bn);an( min
1in
Yi+bn)

=
 
an
 
max1inkXik
p
p p
dsp
 
p
dmp
sp
 bn
!
; an
 
min1inkXik
p
p p
dsp
 
p
dmp
sp
+bn
!!
=
 
an
 
max1inkXik
p
p p
dsp
 bn
!
; an
 
min1inkXik
p
p p
dsp
 b0
n
!!
;
where bn =
p
dmp
sp +bn and b0
n =
p
dmp
sp  bn. Note that an ! ¥ and (11) imply that
both
max1inkXik
p
p p
dsp
 bn
P ! 0 and
min1inkXik
p
p p
dsp
 b0
n
P ! 0: (12)16 G´ erard Biau and David M. Mason
Observe also that by a two term Taylor expansion, for a suitable e bn between bn and
(max1inkXik
p
p)=(
p
dsp),
pan
b
1=p 1
n
0
@
 
max1inkXik
p
p p
dsp
!1=p
 b
1=p
n
1
A
= an
 
max1inkXik
p
p p
dsp
 bn
!
+
an
b
1=p 1
n
1  p
2p
e b
1=p 2
n
 
max1inkXik
p
p p
dsp
 bn
!2
:
We obtain by (11) and (12) that
a2
n
 
max1inkXik
p
p p
dsp
 bn
!2 e b
1=p 2
n
anb
1=p 1
n
= OP

1
anbn

= oP(1):
Similarly,
pan
(b0
n)
1=p 1
0
@
 
min1inkXik
p
p p
dsp
!1=p
 
 
b0
n
1=p
1
A
= an
 
min1inkXik
p
p p
dsp
 b0
n
!
+oP(1):
Keeping in mind that bn =b0
n ! 1, we get
pan
b
1=p 1
n
0
@
 
max1inkXik
p
p p
dsp
!1=p
 b
1=p
n ;
 
min1inkXik
p
p p
dsp
!1=p
 
 
b0
n
1=p
1
A
D ! (E; E0)
and hence
pan
b
1=p 1
n
 
max1inkXikp
(
p
dsp)1=p  
min1inkXikp
(
p
dsp)1=p  b
1=p
n +(b0
n)1=p
!
D ! E +E0:
Next notice that (8) implies that bn=
p
d ! 0, as d ! ¥. Thus, recalling
bn p
dup=sp
= 1+
bn p
dmp=sp
and
b0
n p
dup=sp
= 1 
bn p
dmp=sp
;
we are led toHigh-Dimensional p-Norms 17
pan
b
1=p 1
n

b
1=p
n  
 
b0
n
1=p
= 2anbn+O(anb2
nb 1
n ) = 2anbn+o(1):
Therefore we get
pan(d)d1=2 1=p
m
1=p 1
p sp

max
1in(d)
kXikp  min
1in(d)
kXikp

 2an(d)bn(d)
D !E +E0:
u t
4 Proof of Lemma 2
In the sequel, to lighten notation a bit, we set Y = Yd. Choose any e > 0 and d >
0 such that j has continuous derivatives j0 and j00 on Id = [m  d;m +d] and
jj00(m) j00(x)j  e for all x 2 Id: We see that by Taylor’s theorem that forY 2 Id
j(Y) = j(m)+j0(m)(Y  m)+2 1j00(e m)(Y  m)2; (13)
where e m lies betweenY and m. Clearly,
 
 Ej(Y) j(m) 
s2j00(m)
2d
 
 
=

E
 
j(Y) 
 
j(m)+j0(m)(Y  m)+2 1j00(m)(Y  m)2



E
 
j(Y) 
 
j(m)+j0(m)(Y  m)+2 1j00(m)(Y  m)2	
1fY 2 Idg


+E
 
j(Y)

1fY = 2 Idg

+E
 
P(Y)

1fY = 2 Idg

;
where
P(y) = j(m)+j0(m)(y m)+2 1j00(m)(y m)2:
Now using (13) and jj00(m) j00(x)j  e for all x 2 Id, we may write
 E
 
j(Y) 
 
j(m)+j0(m)(Y  m)+2 1j00(m)(Y  m)2	
1fY 2 Idg
 

e
2
E(Y  m)2 =
es2
2d
:
Next, we shall bound
E
  j(Y)
 1fY = 2 Idg

+E
  P(Y)
 1fY = 2 Idg

:= D
(1)
d +D
(2)
d :
Recall that we assume that for some r > 1, condition (4) holds. In this case, by
Theorem 28 on page 286 of Petrov (1975) applied with “r” replaced by “r+1”, for
all d > 0,
P

jY  mj  d
	
= o(d r): (14)18 G´ erard Biau and David M. Mason
Then, by using H¨ older’s inequality, (5) and (14), we get
D
(1)
d 
 
E

j(Y)

s1=s 
PfY = 2 Idg
1=r = o(d 1):
We shall next bound D
(2)
d . Obviously from (14)
jj(m)jPfY = 2 Idg = o(d 1):
Furthermore, by the Cauchy-Schwarz inequality and (14),
E

j0(m)(Y  m)1fY = 2 Idg

 

j0(m)

sd 1=2o(d r=2) = o(d 1);
and by H¨ older’s inequality with p = (r+1)=2 and
q 1 = 1  p 1 = 1 2=(r+1) = (r 1)=(r+1);
we have
2 1
j00(m)

E
 
(Y  m)21fY = 2 Idg

 2 1
j00(m)

 
EjY  mjr+12=(r+1) 
PfY = 2 Idg
1=q:
Applying Rosenthal’s inequality (see equation (2.3) in Gin´ e et al., 2003) we obtain
EjY  mjr+1 = E

 
 
d 1
d
å
i=1
(Yi m)

 
 
r+1


15(r+1)
log(r+1)
r+1
max

d (r+1)=2 
EY2(r+1)=2
;d rEjYjr+1

:
Thus  
EjY  mjr+12=(r+1)
= O(d 1);
which when combined with (14) gives
2 1
j00(m)

 
EjY  mjr+12=(r+1) 
PfY = 2 Idg
(r 1)=(r+1) = o(d 1):
Thus
D
(2)
d = o(d 1):
Putting everything together, we conclude that for any e > 0
limsup
d!¥
d

 
Ej(Yd) j(m) 
s2j00(m)
2d

 
 
es2
2
:
Since e > 0 can be chosen arbitrarily small, this completes the proof.High-Dimensional p-Norms 19
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