ABSTRACT In practical device-free localization (DFL) applications, for enlarging the monitoring area and improving localization accuracy, too many nodes need to be deployed, which results in a large volume of DFL data with high dimensions. This arises a key problem of seeking an accurate and efficient approach for DFL. In order to address this problem, this paper regards DFL as a problem of sparse-representationbased classification; builds a sparse model; and then proposes two sparse-coding-based algorithms. The first algorithm, sparse coding via the iterative shrinkage-thresholding algorithm (SC-ISTA), is efficient for handling high-dimensional data. And then, subspace techniques are further utilized, followed by performing sparse coding in the low-dimensional signal subspace, which leads to the second algorithm termed subspace-based SC-ISTA (SSC-ISTA). Experiments with the real-world data set are conducted for single-target and multi-target localization, and three typical machine learning algorithms, deep learning based on autoencoder, K-nearest neighbor, and orthogonal matching pursuit, are compared. Experimental results show that both SC-ISTA and SSC-ISTA can achieve high localization accuracies of 100% and are robust to noisy data when SNR is greater than 10 dB, and the time costs for sparse coding of SC-ISTA and SSC-ISTA are 2.1 × 10 −3 s and 2.1 × 10 −4 s respectively, which indicates that the proposed algorithms outperform the other three ones.
I. INTRODUCTION
Wireless localization market has spawned extensive applications in Smart Cities, such as healthcare at home or in the hospitals [1] , [2] (e.g., for detecting locations and activities of old people and patients), location-based services in smart spaces [3] (airports, shopping centers, touristic sites etc.), emergency rescue [4] (e.g., location detection of firefighters and survivors in the fire), indoor environment monitoring and control for energy saving in building [5] , as well as for detecting and tracking intruder's location in security safeguard.
To support these scenarios mentioned above, various wireless localization techniques have been developed, e.g., GPS [6] , infrared [7] , ultrasound [8] , and radio-frequency identification [9] . While applying the current techniques, the target must be equipped with a wireless device, such as smartphone, badge with a unique identifier code, ultrasonic receiver node, tags [10] , [11] . However, these mentioned techniques may not be applicable to some scenarios. For example, for detecting intruders, or tracking people inside a building during a fire emergency, one cannot usually assume any pre-installed trackable devices on the targets.
Therefore, as an emerging technology, a device-free localization (DFL), using radio frequency (RF) sensor networks to detect, track and locate targets who do not carry any attached devices, has attracted tremendous interest recently [12] - [14] . As shown in Fig. 1 , in a DFL system, wireless sensor nodes, which are normally termed as anchor points (AP), are used to sense targets by transmitting in some APs and receiving wireless signals in other APs collaboratively. These transmitting-receiving correspondences are different for the case without any targets and the case with some targets, as well as the case that targets appear at different locations. Therefore, the targets can be detected and the locations can be estimated by the tiny RF signal variations induced by the targets. Based on this principle, many methods are proposed for target localization.
However, since the limitation of their algorithms, many methods are just applicable for locating the single target and not applicable for locating multi-targets, which will be limited in the practical DFL applications. In addition, it is easy of imaging that the accuracies of detection and localization are closely dependent on the number of APs. To achieve a fine localization accuracy and to enlarge the monitoring area, most of DFL approaches need to deploy a sufficient number of nodes and collect large amounts of received signal strength (RSS) measurements. However, especially in the emergency scenarios, the accurate information of the targets' locations needs to be acquired as soon as possible; it is crucial to reduce the total localization time of DFL without much sacrificing the accuracy. Whereas, according to Wilson' s RF-based model [15] , the total number of links increases quadratically as the number of nodes in the network increases, which will result in a problem in practical DFL application due to the high dimensional data. This heavily burdens the processing of DFL.
Basically, according to the framework of Fig. 2 (a), many conventional data analyzing algorithms of DFL are essentially based on the methods of deep learning based on autoencoder (DL-AE) [16] , K-nearest-neighbor (KNN) [17] , orthogonal matching pursuit (OMP) [18] , basis pursuit (BP) via linear programming (BP-LP) [19] , genetic algorithm (GA) [20] , and so on. However, when faced the problem of high-dimensional data, OMP as a greedy algorithm may not provide the accurate enough estimations of locations [21] . And the linear programming based BP and genetic manipulation are highly inefficient [22] , [23] .
For solving the above problems, in this paper, we propose an accurate and efficient DFL approach which is not only applicable for locating single target, but also multi-targets. The basic structure of the proposed approach has been shown in Fig. 2(b) , in which we have also paralleled the conventional one, for a comparison. Before the comparison, for an accessibility of the DFL problem, we need to explain why DFL can be formulated as a sparse-representation-based classification (SRC) problem.
Back to Fig. 1 , the monitoring area is discretized into grids, only the target locations are regarded with a non-zero presentation as an obstacle and can attenuate the energy of signal broadcasting. In the testing stage, DFL is based on the configurations of RSS measurements when the target locates at different positions. That is the measurement configurations from some different classes if targets are at variate positions, so that DFL can be regarded as a problem of classification. Due to the sparse nature of target localization that the number of targets' locations is far less than the number of all grids in the monitoring area, the classification can be performed by sparse representation and leading SRC algorithm, which leads it to be a SRC problem.
Hence, inspired by the sparse nature of target localization and the high efficiencies of some sparse-coding algorithms, we formulate DFL with a sparse model expected to achieve a fine accuracy and a high efficiency. Then, we can observe Fig. 2 that the conventional DFL problems mainly incorporate two portions: a) the acquisition of data from sensors, and b) the DFL execution. Thus, we may accelerate the localization in two considerations: a) reduce dimensions of the original dataset; and/or b) lower the computational complexity of DFL algorithm. Via an extensive review of the existing studies, we find that the first consideration is mainly focused on achieving dimensionality reduction only in the row-dimensions (Rdims). Moreover, the second consideration has been being widely concerned [11] , [24] , [25] .
Discriminating with the conventional works, in order to achieve a more efficient DFL with higher localization accuracy, we proposed a scheme that can incorporate the two considerations, which will be processed in three corresponding steps. Firstly, it extracts features for each sub-dataset and comprises them into one column, which is achieved dimensionality reduction on the column-dimensions (Cdims). And then, further perform dimensionality reduction on the Rdims. This proposed scheme can reduce the dimensions of DFL data greatly but can keep the main chunk of information in the original data. Finally, we shall find or propose an optimal DFL algorithm to estimate the target location via sparse coding, mainly in the sense of localization accuracy, processing speed, and the data-quantity dependence, based on the sparse model.
It is worth noting that, contrasting to the previous works e.g. [13] , [15] , [26] , in our sparse model, the sensing matrix (e.g. dictionary) W is constructed by the raw RSS measurements, while its processing is very simple, i.e., just arranging the RSS measurements as the columns of sensing matrix and the column numbers corresponding to the known locations of targets. We do not use the change of RSS measurements to detect the targets and to estimate their locations, rather we use the raw RSS measurements, although finally the classification problem can still be solved by the proposed algorithms.
On the other hand, as in most practical applications, the sensor signal variation induced by a target is tremendous weak; how to obtain DFL estimation with high accuracy remains a challenging problem. Furthermore, the complex noises in the radio band make the weak signal with a very poor signal-to-noise ratio (SNR); and in a dynamic propagating environment, the multi-path effects may induce signal fading so that the signal quality becomes worse. Thus developing an accurate and efficient DFL algorithm that can work under such situations becomes important.
In this paper, in order to address the problems incurred by the requirement of high localization accuracy and high-dimensional data, we regard DFL as a SRC problem, present an accurate and efficient DFL approach which is not only applicable for locating a single target, but also multi-targets. It is essentially different from the conventional compressive-sensing-based localization models, in the sense different designs of observation signal and dictionary, and then proposes two sparse-coding-based approaches to achieve DFL. Particularly, on the one hand, we incorporate a novel convex-optimization-based approach of sparse coding via the iterative shrinkage-thresholding algorithm (SC-ISTA) for target localization. On the other hand, we further propose a subspace-based sparse coding (SSC)-scheme that can achieve dimensionality reduction both in the directions of Rdims and Cdims. Specifically, it firstly conducts the procedure of feature extraction and dimensionality reduction, followed by performing sparse coding in the low-dimensional signal subspace, which leads to the second algorithm termed as subspace-based SC-ISTA (SSC-ISTA). Finally, experiments on real-world dataset are conducted in locating sparsely distributed targets, for evaluating the performances of the proposed algorithms and comparing with three machinelearning algorithms, including DL-AE, KNN, and OMP. To the best of our knowledge, such an SC-ISTA approach and the SSC-scheme for target localization, which aims at achieving a highly accurate and efficient procedure of DFL, have not been well investigated in the literature.
The major contributions of our study can be summarized as follows:
• We present a sparse-representation-based DFL model and propose a sparse coding-based approach for singletarget or multi-target localization.
• We propose an SSC-scheme that reduces the dimensions of DFL data greatly but can keep the main chunk of information in the original data, performing sparse coding in the low-dimensional signal subspace.
• The accuracy and efficiency of the proposed approaches and three compared algorithms are validated on the real-world dataset under different levels of noise. The remainder of this paper is organized as follows. Section II gives an overview of the related works. Section III introduces the system model and problem formulation. The proposed SC-ISTA algorithm and SSC-ISTA algorithm is presented in Section IV. Section V demonstrates the performance evaluation results. Finally, section VI concludes this work.
II. RELATED WORK
DFL is a promising technology that attracts extensive attention; many existing studies have been conducted in the past few years. In this section, a brief literature review of several typically related studies is given below.
A. DEVICE-FREE LOCALIZATION (DFL)
Many DFL approaches have been proposed, including fingerprinting approaches, geometric approach, radio tomographic imaging (RTI) approach, and compressive sensing (CS) approach, etc.
Youssef et al. [27] firstly introduced the concept of Device-free Passive localization; and then in their later studies [28] , [29] , the localization as a fingerprint-matching problem has been formulated for WiFi-based DFL. Zhang et al. [30] proposed a typical geometric approach and obtained the dynamic property of a signal that codes the time-dependent RSS behaviors of DFL system. Experiments were conducted with a 4 × 4 sensor grid covering an area of 12m × 9m. Then, in their subsequent work [31] , the localization model was improved by introducing more sensor nodes to eliminate the noise effects and increase the locating area to 20m × 20m. Wilson and Patwari [15] formulated the DFL problem as an inverse problem of linear equation system. The linear equation system is usually undetermined so that its inverse problem is ill-posed. They solved it using a regularization method, and originally achieved the DFL by the RTI technique. According to their formulation, the total number of links might be increased quadratically with the number of nodes. Some works [26] , [32] , [33] formulated DFL as a problem of sparse signal reconstruction and employed the CS algorithms for reconstruction, i.e., target positions [22] , [23] . The fingerprint-based method was also adopted in many other DFL works [34] - [36] ; in their views, the localization problem could be formulated as a fingerprint-matching problem. A training database was built by using signal measurements of each link, being gathered as a person moved to predetermined locations in the monitoring area.
The above researches provided a foundation for further DFL studies. However, in order to achieve a fine localization accuracy or expand the localization area, these approaches need to deploy too many nodes, which will result in a large volume of DFL data with high-dimensions. This heavily burdens the processing of DFL and limits the application scope. For solving the problems, in this paper, we formulate the DFL as an SRC problem and utilize the convex-optimization-based sparse coding method and the subspace technique to achieve an accurate and efficient DFL.
B. DFL MODEL AND ALGORITHM
Based on the feature of the target localization and the relationship between the configurations of RSS measurements and the target states, many models were proposed in the past studies.
Wilson and Patwari [15] proposed a linear model for using RSS measurements to image the attenuation caused by objects, and then Xiao et al. [37] proposed a nonlinear optimization model for DFL with RTI reconstruction. Guo et al. [13] proposed an exponential-Rayleigh model for RSS-based DFL and tracking. Wang et al. [26] , [32] proposed a CS theory based dynamic statistical model and applied a Bayesian greedy matching pursuit (BGMP) algorithm to locate the target. In this work, the DFL problem was viewed as how to estimate the target location information vector p based on the change of the RSS link measurements R and the weighting matrix W; in the CS based model R was determined by the shadowing loss difference of the two time instants and W was defined by an ellipse model. Wang et al. [19] presented the sparse representation model for DFL and applied a CVX tool that is essentially based on BP-LP algorithm to solve the 1 -norm constrained minimization problem [38] . Whereas, according to [22] and our numerical experiments, BP-LP algorithm was inefficient when faced with the high dimensional data, which cannot meet the requirement of real-time tracking targets. Moreover, [19] only focused on locating the single target, did not investigate the problem of multi-targets localization, which is very important in the practical DFL application. Wang et al. [39] achieved frequency-modulation-based DFL and activity recognition via sparse representation. Liu et al. [40] also employed the sparse representation model for indoor localization and applied the conventional sparse coding algorithms, LP and OMP, to solve an 1 -norm constrained minimization problem. Different from the other models, such as RTI-based model, etc., we present a sparse-representation-based model of multi-target localization. On the algorithm, distinguishing with the conventional sparse coding algorithms, e.g., BP-LP and OMP etc., we invoke a state-of-the-art algorithm, ISTA, to conduct sparse coding for the efficiency in handling the higher-dimensional data in DFL.
C. SUBSPACE TECHNIQUE IN DFL
The existing studies mentioned above mainly focus on accuracy, none of them mention the problem of efficient computation with dimension-reduction. In a recent research works, Liu et al. [24] proposed an approach of redundancy reduction for indoor device-free localization, using principal component analysis (PCA) technique for node reduction. They formulated the node reduction problem as a redundancy control problem and controlled node redundancy using a genetic algorithm. Wang et al. [19] utilized the Eigen-ValueDecomposition (EVD) to deal with the problems of outliers and noise. However, since their purpose was for improving the accuracy by feature extraction, not for improving the efficiency via the subspace technique, they did not consider the efficiency of their proposed approach. Therefore, their work led to dimensionality reduction only on the Cdims. Whereas, according to [15] , the row-dimensions increases quadratically as the number of nodes in the network increases. This will result in a large volume of DFL data with high Rdims and heavily burden the processing of DFL in the practical application. Zhao and Patwari [41] applied a subspace decomposition method based on PCA technique to noise reduction for variance-based device-free localization and tracking. Experimental results show that their proposed algorithm reduces localization root mean squared error (RMSE) by 41%. Such results are far from the requirement of the most realistic applications; it also means that the subspace could not catch the main chunk of information in the original data.
In the above works, most of them applied the subspace technique for the purposed of denoising or energy-harvesting. All of them considered the dimensionality reduction only on the single direction of the dataset. However, for most of the real-world DFL datasets, both the Rdims and the Cdims are with the high dimensions, and either direction may burden the DFL algorithms. Thus, it will be necessary to investigate the dimensionality reduction both on the row-dimensions for improving the efficiency.
III. PROBLEM STATEMENT A. PRELIMINARY AND SYSTEM MODEL
As shown in Fig. 3 , for a more accessibility of the problem, we discretize the monitoring area of DFL system into grids, only the target locations are regarded with a non-zero VOLUME 6, 2018 presentation as an obstacle and can attenuate the energy of signal broadcasting. That is, a target in the detection area of DFL system will disturb the values of the RSS measurements at APs; and then, different joint signal configurations comprised of RSS measurements will be obtained when the target is at different positions.
In the testing stage, DFL is based on the configurations of RSS measurements when the target locates at different positions. That is the measurement configurations from some different classes if a target is at variate positions, so that DFL can be regarded as a problem of classification. There exists many methods being proposed for solving the problems of classification or cluster [42] - [44] , e.g. [44] utilized the deep learning models to address the problem of image classification. Whereas, due to the sparse nature of target localization, that the number of target locations is far less than the number of all grids in the monitoring area, the classification problem can be well performed by sparse representation and leading SRC algorithm.
In the DFL system, a wireless sensor node is normally termed as the anchor point (AP) [45] . As shown in Fig. 3 , all the APs are transmitter-receivers that are fixed to surround the monitoring area and communicate with each other. These APs work as a transmitter in turn, according to a schedule; in other words, only one AP transmits signal at each time and other APs receive signals. For an easy explaining, we take the first AP transmitting signals as an example in Fig. 3 . When a target moves into the monitoring area, it may absorb and scatter some of the transmitted signals. And then RSS measurements of the affected links will be changed, which makes it possible to realize DFL based on the configurations of RSS measurements.
In DFL applications, in order to improve the locating accuracy and broaden the monitoring area, the number of APs and RPs will accordingly increase, which will result in the scales of the dataset being increased drastically, and then burden the computation of DFL algorithm. Therefore, the DFL will be very slow when faced with the larger scale of the dataset. In order to accelerate the localization without much sacrificing the accuracy, in this paper, a subspace-based scheme that can reduce the dimensions of the original dataset is proposed to lower the computing burden, and then an optimally sparse-coding-based DFL algorithm is utilized to maintain the accuracy.
Subspace technique based on eigenvalue decomposition is a classical feature extraction and data representation technique which is widely used in the areas of image compression, pattern recognition, and computer vision. One of the main advantages of subspace technique is that, through subspace transform, the signal components are completely uncorrelated, and the energy contained in the signal is maximally concentrated in a small number of components. Then, the data can be compressed by reducing the number of dimensions, without much loss of information. Hence, in this paper, the subspace technique is used to reduce dimensions of original DFL data, and the procedure of implementing the subspace technique is given in detail in later subsection IV-B. The detailed steps of implementing the sparse-coding-based algorithm are given in items 4) and 5) of subsection III-B. The major notations used in this paper are summarized in Table 1 .
B. PROBLEM FORMULATION
Suppose that the node number of monitoring area is L. As shown in Fig. 3 , each of APs works as a transmitter in turn from the 1-st AP to the 8-th AP. Let φ i,j denotes the RSS measurement received at the i-th node which is transmitted by the j-th node while an object is at a known position, for example, φ 4,1 in Fig. 3 . And then the vector φ i consists of RSS measurements at the i-th node from all L nodes, which is defined as
where • T is the transpose.
As it is impossible for each node to receive RSS transmitted by itself, we fix φ i,i a constant value to each node, being equivalent to the received RSS measurement from itself. Then, when DFL system is working, an RSS matrix contained all the links can be obtained
Therefore, there will be m = L × L elements in an RSS matrix . In our DFL system, two stages or modes, i.e., the constructing dictionary stage and the unknown target detection-localizing stage, are involved. The details are given in the following subsections.
1) THE CONSTRUCTING DICTIONARY STAGE
As shown in Fig. 4 , the monitoring area is discretized into K grids. If we predefine a reference point (RP) at each grid, the K RPs can be regarded as K classes based on their positions, that is, positions within a grid is in one class. For the first step, an object that is viewed as an assumedtarget, e.g. a person, is put at one of the RPs. Meanwhile, each of APs transmits signal by turns according to a schedule and the other RPs receive the RSSs which are organized as RSS matrix as (2) . And then, we conduct the first step for several times, i.e., trials, at each RP. Since the object can be put inside the different grids, we repeat the above steps for all K RPs, and the wireless propagation can vary from time to time. Without loss of generality, we take the q-th RP as an example. Specifically, we put an object at the q-th RP and conduct τ trials, and then we can get τ RSS matrices 
is the b-th RSS matrix measured at the q-th RP, as defined in (2) . By doing vectorization on each RSS matrix as
where w qb ∈ R m is the b-th sample vector of the q-th RP. Then we arrange the τ sample vectors of the q-th RP as columns of a matrix W q , which is constructed as follows
where m = L × L, W q is the sample matrix of the q-th RP, and w qb is the b-th column of W q . If we respectively conduct τ trials at each of the total K RPs, there will be K sample matrices that each of them is similar to W q . And then, by arranging the n = K × τ sample vectors together, we form a new matrix W which contains n sample vectors. Thus, W consisting of all samples is organized as a dictionary, or say, the sensing matrix, which is with position labels that are corresponding to the subscript of W q . Then W is constructed as follows:
where W is termed as the dictionary.
2) THE TESTING STAGE AND THE LINEAR COMBINATION OF A TESTING SIGNAL
In this stage, as shown in Fig. 4 , when a testing target is put into the DFL area, a (testing) observation signal y will be obtained as
where y ∈ R m is termed as observation vector. VOLUME 6, 2018 Here, we assume the target is, approximately, at the p-th RP, meaning that target belongs to the p-th class. If sufficient samples of the p-th RP are given, i.e. conducting enough trials at the p-th RP in the stage of constructing dictionary, the new testing sample y of the target near to the p-th RP can be approximately represented with the p-th sample matrix W p , given as follows:
where
∈ R τ is a vector comprised of coefficients, α pj ∈ R is the coefficient of each term.
3) SPARSE MODEL AND THE SPARSE REPRESENTATION OF A TESTING SIGNAL
Consider the samples in Fig. 5 as an example, where the dataset consists of 90 points from nine classes. The red square shows the test signal and the others are training samples of the dictionary. It can be seen that, if test signal belongs to the 1-st class, the selected samples that are marked in blue triangles with nonzero coefficients of SRC for representing the red square mainly involves the ones from the 1-st class. Based on the above view and the result of item 2) of subsection III-B, the linear representation of observation vector y can be sparsely represented in terms of n sample vectors of the dictionary as
(8) becomes a sparse representation problem, since α is corresponding a sparse coefficient vector of which nonzero elements are associated to the location of the target.
Based on the above description, when the target is close to a certain RP, the observation signal in the testing stage can be sparsely represented by a few basis signals of that RP. Therefore, DFL is essentially an SRC problem, that is, SRC [46] aims to reconstruct an input (testing) signal using a small set of elements parsimoniously chosen from the over-complete dictionary, and classifies the testing signal into the class which results in the minimal reconstruction error. Hence, the DFL problem can be effectively solved by the sparse coding method in the field of sparse representation. For an easy understanding, we present the entire model in Fig. 6 . It is worthy of note that one target may have several corresponding components in α. 
4) SPARSE CODING
Sparse coding is the process of computing the coefficient vector based on the set of observation signals y and a known dictionary W, as shown in Fig. 6 . Based on the formulation described in the item 3) of subsection III-B, if we can obtain the sparse solutions by solving (8) via sparse coding, then the target location can be known.
For W ∈ R m×n , it is obvious that, if m > n, (8) is an overdetermined system, and the unique solution can usually found. However, in most cases of DFL application, we face the case that m < n, because, in the constructing dictionary stage of constructing dictionary, the larger the number of trials τ conducted on each RP is, the better locating accuracy will be, which will make it possible that the total number of columns n = K × τ is larger than m.
However, if m < n which means that (8) is an undetermined system, its solution is not unique, i.e., the problem is ill-posed. By selecting the sparsest solution, we can make the problem well-posed. Since the direct sparsity measure is through 0 -norm which is a measure of the number of nonzero elements in a vector, this motivates us to solve the following optimization problem of 0 -norm to find the sparsest solution of (8):
where 0 -norm α 0 counts the number of nonzero elements in α. Unfortunately, the problem (9) of finding the sparsest solution of linear equation in an undetermined system has been proven to be NP-hard, because it is required to enumerate subsets of the dictionary looking for the smallest subset able to represent the signal, which results in the complexity grows exponentially with the number of columns of dictionary. Moreover, the 0 -norm is non-differentiable and non-convex, therefore some greedy algorithms, including matching pursuit and OMP, are proposed to solve the problem (9), suboptimally. However, greedy algorithms are not efficient when facing high-dimensional DFL data.
According to [47] and [48] , highly sparse solutions can be obtained by convex optimization with 1 -norm. Hence, we consider replacing the 0 -norm in (9) by the following
Since real data are noisy, the model (8) can be modified to account for possibly dense noise as
where ν ∈ R m is a noise term with a boundary of ν 2 2 < , and when ν = 0, it is the noiseless case. Then, considering the noise, (10) is modified as
For sparse coding, a more popular modified form of (12) is using 1 regularization method, in which one seeks to find a solution of
where the first term with the square of 2 -norm is a measure of distance between observation signal and estimated signal, and the second term with 1 -norm is a measure of sparsity which associated with the range of possible locations of the target. µ is a small empirical constant, termed as scaling constant, which trades off the first term of error and the second term of sparsity.
5) ITERATIVE SHRINKAGE-THRESHOLDING ALGORITHM (ISTA)
In this paper, we use the iterative shrinkage-thresholding algorithm [49] to optimize the object function (13) . For a clear summarization, we present the method in the block diagram of Fig. 7 . Specifically, we perform sparse coding by the following main steps where C is a constant that must be greater than the largest eigenvalue of W T W, µ is the scaling constant of (13), I is an identity matrix, and θ is a threshold which can be calculated according to C and µ. In addition, h θ is the shrinkage operator defined by
where (·) + means the operation that returns the positive part.
IV. PROPOSED ALGORITHMS A. CLASSIFICATION FOR DFL BASED ON THE SPARSE SOLUTION OF SC-ISTA
Through (14) and (15), the solution α of the problem (13) can be obtained,
Based on (16), let α * p = τ j=1 α pj , and then α is transformed to α * , which is given by
If the solution includes only one non-zero component, the corresponding RP position can be taken as the location of the target. If the solution includes several non-zero components:
• For locating a single target, based on (16), the target's location is estimated at the ϕ-th RP, where ϕ is given by
• For locating sparsely distributed N targets, if the N targets' locations are estimated at the ϕ 1 -th RP, . . ., ϕ N -th RP, where ϕ 1 , . . ., ϕ N are the subscripts of the elements with decreasing order in vector α * . Based on (17), they are given by
As the sparse coding algorithm is based on ISTA, the proposed localization algorithm is named as sparse coding via the iterative shrinkage-thresholding algorithm (SC-ISTA), whose pseudo-code is described in Algorithm 1. 
Algorithm 1 SC-ISTA
Until α i+1 − α i 2 2 below a threshold 4: end for 5: α ← α i+1 6: α is transformed to α * by (17) 7: if locate single target then 8: Determine ϕ as the ID of target's location by (18) 9:
Return ϕ 10: end if 11: if locate sparse N multi-targets then 12: Determine ϕ 1 , . . ., ϕ N by (17) and (19) 13:
Return {ϕ 1 , . . ., ϕ N } 14: end if
B. SSC-SCHEME AND SSC-ISTA FOR DFL
Our preliminary experimental results showed that the current DFL algorithms, including OMP, BP-LP and our proposed SC-ISTA algorithm, will become computation-consuming when the scale of the dataset is larger and larger, and become so large that they are not applicable in most of the practical scenarios. To tackle this problem, in this section, we propose an SSC-scheme which is based on the subspace techniques to do dimensionality reduction both in the directions of Rdims and Cdims for the DFL dataset, and then conduct the SC-ISTA in a low-dimensional subspace to improve the efficiency without sacrificing the localization accuracy. This is inspired by the subspace techniques used in dimensionality reduction [50] and denoising [51] . We are going to construct a new dictionary in the principal component subspace of signal. Specifically, the whole procedure of SSC-scheme is divided into two main steps which are shown as follows:
1) TRANSFORMATION IN THE DIRECTION OF COLUMN-DIMENSION

From (5), it can be known that the original dictionary
By conducting the process of zeromean-normalization on W, subtracting the sample mean and dividing the standard deviation, a corresponding matrix 
where [·] H is conjugate transpose and M q ∈ R m×m . Then, by Singular-Value-Decomposition (SVD),
where U q = {u q1 , u q2 , . . . , u qm } is the normalized eigenvector matrix with the size of m × m, where these eigenvectors represent the characteristics of the original dataset, and = diag{σ 1 , σ 2 , . . . , σ m } is the diagonal singularvalue matrix with all singularvalues sorted in descending order. u q1 is associated with the largest singularvalue σ 1 , which represents the most main characteristic of W q . Thus, after conducting the SVD on all of the total K sample matrices, a semi-transformation matrix U is obtained as
where U consists of the eigenvectors associated with the largest eigenvalues of all RPs.
2) DIMENSIONALITY REDUCTION IN THE DIRECTION OF ROW-DIMENSION
Before dimensionality reduction in the direction of rowdimension, it also conducts the process of zero-meannormalization on U like the first step, and a corresponding matrix U norm is obtained. Then, the covariance matrix of U norm is calculated as
Then we can find the eigenvalues and eigenvectors of via eigenvalue decomposition (EVD), which is given by
where S = {s 1 , s 2 , . . . , s k , . . . , s m } is the normalized eigenvector matrix with the size of m × m, where these eigenvectors, s 1 , . . . , s m , represent the characteristics of the original dataset, and = diag{λ 1 , λ 2 , . . . , λ m } is the diagonal eigenvalue matrix with λ 1 ≥ λ 2 ≥ . . . ≥ λ m sorted in descending order. The terms {s 1 , . . . , s k , . . . , s m } and {λ 1 , . . . , λ k , . . . , λ m } are the eigenvectors and eigenvalues of , and s k is associated with λ k . The following step is to find the principal component subspace by using a transforming matrix S k .
where S k is the submatrix of S, and then, we are going to choose k to find S k . Since the eigenvalues represent the distribution of the source data's energy [52] , the cumulative energy content (CEC) for the k-th eigenvector is the sum of the energy content across all of the eigenvalues from 1 to k.
Then k can be determined by
RoC = CEC of the important components CEC of all components
where RoC is short for the ratio of cumulative distribution which is used as a criterion to choose k. Hence, the goal is to choose a value of k as small as possible while achieving a reasonably high value of RoC on a percentage basis. In order to make the procedure easy to understand, we make the sample Table 2 to help illustrate the following steps. For example, one may want to choose k so that the RoC is above a certain threshold γ , like 97%. In this case, γ is set to be 97% and choose the smallest value of k, and then the transforming matrix S k ∈ R m×k can be found based on (25) and (26) . As a result, S k is consist of the eigenvectors associated with principal components, which spans the signal principal component subspace.
Therefore, in the constructing dictionary stage, a new approximate sample dictionary W appr , which is transformed to the signal principal component subspace via S k , can be obtained by
where S T k ∈ R k×m is the transpose of S k and W appr ∈ R k×K is the new dictionary after reducing dimension on the original dictionary W.
In the testing stage, when a testing target is put into the DFL area, the new approximate observation vector y appr can be obtained from (28) 
where y appr ∈ R k×1 is the new observation after reducing dimension for original observation signal y.
Hence, similar to the procedure of SC-ISTA, the target can be located by solving the following problem:
where β is the coefficient vector, β is the sparse solution. Then, through (14) and (15), β can be obtained as,
If the β includes only one non-zero component, the corresponding RP position can be taken as the location of the target. If the solution includes several non-zero components:
• For locating a single target, based on (30), the target's location is estimated at the ϕ-th RP, where ϕ is given by
• For locating sparsely distributed N targets, the N targets' locations are estimated at the ϕ 1 -th RP, . . ., ϕ N -th RP, where ϕ 1 , . . ., ϕ N are the subscripts of the elements with decreasing order in vector β . Based on (30), they are given by
As W appr and y appr are constructed in principal component subspace, and then solve the problem with SC-ISTA. Thus, the proposed algorithm is termed as SSC-ISTA, which is summarized in Algorithm 2.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our proposed algorithms by using the real experimental dataset [15] from the SPAN Lab of the University of Utah. All algorithms are realized in MATLAB 2016a and executed on a Windows 64-bit computer with 8GB RAM and Intel(R) Core(TM) i7 CPU.
A. PHYSICAL DESCRIPTION OF EXPERIMENT
As illustrated in Fig. 8 , we can see that the experiments were carried out with the following settings: 28 wireless sensor nodes were deployed in a square perimeter of a 21x21 foot square, each node was spaced 3 feet from the neighboring nodes and was placed on a stand at 3 feet off the ground. The black stars represent the RPs (i.e. reference points) of which total number is 35. In addition, the monitoring area contains two trees with a circumference of approximately three feet. In the experiment, we consider the dataset [15] with the target that is a person with the height 1.85 m and the weight 88 kg. TelosB wireless sensor nodes are made by Crossbow. Each node works in the 2.4GHz frequency band and uses the IEEE 
Until β i+1 − β i 2 2 below a threshold 7: end for 8: β ← β i+1 9: if locate single target then 10: Determine ϕ by (31) 11:
Return ϕ 12: end if 13: if locate sparse N multi-targets then 14: Determine ϕ 1 , . . ., ϕ N by (32) 15:
Return {ϕ 1 , . . ., ϕ N } 16: end if FIGURE 8. Illustration of DFL experiment setup according to the SPAN Lab of the University of Utah [15] . Here, RP is the reference point.
standard for communication.
A base station node listens to the whole network traffic, and then delivers the collected data to a computer via a USB port.
At each RP, 30 trials had been conducted with a short time interval. Since one grid of coordinate (9, 6) has no corresponding data, in our performance evaluation, 35 RPs are selected as testing positions. Meanwhile, total RSS sample matrices of each RP are divided into two portions, which 25 trials are used to construct dictionary, and then the mean of the remaining 5 ones is used as testing signals for locating single target; for locating multi-targets, the case of locating two targets is taken as the example, where the dictionary is same with that of locating single target, while testing signals are from other 30 new RSS samples.
B. EXPERIMENTAL RESULTS
In this section, we present numerical experiment results to evaluate the performance of SC-ISTA and SSC-ISTA. The outline is as follows: items 1), 2) and 3) of section V-B, show the performance for locating single target; item 4) of section V-B shows the performance for locating two targets; item 5) of section V-B shows the time cost for sparse coding; item 6) of section V-B compares the localization performance with [19] . Description of experiment setting is as follows, Compared Approaches: In order to conveniently describe the advantage of the proposed SC-ISTA and SSC-ISTA, three efficient algorithms are used to compare the localization performance with the proposed approaches. Among the compared algorithms, deep learning with autoencoder (DL-AE) and K-nearest-neighbor (KNN), the state-of-the-art methods for DFL [16] , [53] , [54] , are used as the classifiers for comparison. The third one is the OMP, an effective sparse-coding-based algorithm for DFL [40] . All of the compared algorithms are commonly used in DFL. For simplicity, we abbreviate the OMP of applying SSC-scheme to the SSC-OMP in the following description.
Other Settings and Metrics: In order to make the presentation clarity, some performance metrics are given as:
• Suppose that C total is the total number of testing samples, and C correct is the number of samples that can be correctly located. Then the localization accuracy is calculated by Accuracy = C correct C total (33) • Suppose that the N targets are with true locations (x 1 , y 1 ), . . . , (x N , y N ), and the corresponding estimated locations are (x 1 , y 1 ), . . . , (x N , y N ). The performance metric is the mean localization error (MLE), the mean distance between the true location and the estimated location of N targets, which is expressed as
Specifically, when N = 1, i.e., for locating a single target, the MLE in this paper is called localization error (LE) e i (1 ≤ i ≤ 35) which is the Euclidean distance between the estimated position and the true position of a target at the i-th RP; and then, average localization error (ALE) is defined as
, which is calculated after target passes through all RPs. The Accuracy, MLE, LE, and ALE are used to evaluate the localization accuracy of algorithms.
In practical application, the DFL system will be affected unavoidably. In order to evaluate the performance of our algorithms under different additive noises, we simulated the additive noise with the Gaussian distribution. Taking the i-th Here N is a Gaussian noise matrix that obeys the Gaussian distribution. A common measure for signal quality under noisy environment is the SNR, in our experiments, the SNR of testing signal is set to vary from −10 dB to 40 dB, and then the SNR of the dictionary is set to vary from 0 dB to 40 dB.
1) LOCALIZATION PERFORMANCE OF SC-ISTA
The localization performances of the proposed SC-ISTA and the compared DFL methods, including DL-AE, KNN and OMP, are shown in Fig. 9 . From Fig. 9(a) , when SNR is greater than 10 dB, the accuracy can be basically achieved by 100% which is very high. It is clear to see that the accuracy of our proposed SC-ISTA algorithms is higher than the other three algorithms when the testing signal is noisy with SNR greater than 5 dB. When SNR is smaller than 5 dB, the accuracies of all algorithms are decreased sharply, which indicates the performance degradation of the localization.
In addition, Fig. 9(a) shows that the proposed SC-ISTA outperforms another sparse-coding-based algorithm, OMP. Fig. 9(b) shows the LE of SC-ISTA under noise from −10 dB to 40 dB. It can be seen that the LEs of all testing locations approach 0 feet under the SNR conditions 10 dB and the noiseless case. It indicates that the proposed SC-ISTA algorithm is highly accurate and robust to noise when SNR is greater than 10 dB.
2) LOCALIZATION PERFORMANCE OF SSC-ISTA WITH DATA REDUCED DIMENSIONS FROM HIGH 784-RDIMS-875-CDIMS TO LOW DIMS
In this part of experiments, the column dimensions are reduced to the same dimensions of 35-Cdims for SSC-ISTA, the row dimensions are reduced to different Rdims, as shown in Fig. 10 . The localization performances of the proposed SSC-ISTA and the compared algorithms are evaluated in the same dimension-number of subspace. From Fig. 10(a) , it can be seen that the proposed SSC-ISTA outperforms the other three algorithms. When the row dimensions are reduced to VOLUME 6, 2018 10-Rdims, the accuracy of SSC-ISTA can be achieved to 97.1% which is higher than the other three methods; When the row dimensions are 12-Rdims, the accuracy is 100% but the convergence speed is faster than other three methods. When the row dimensions are er than 10-Rdims, the accuracies of these four algorithms are lower than 95% which is not good for localization. Fig. 10(b) shows the comparison of SC-ISTA and SSC-ISTA for ALE and robustness under SNR from −10 dB to 40 dB when the data are of different dimensions. It can be seen that, when SNR is greater than 10 dB, ALE of SC-ISTA approaches 0 feet and the same case is with SSC-ISTA of 30-Rdims. It is worth noting that, when SNR is greater than 15 dB, the SSC-ISTA of 20-Rdims also performs well. It indicates that the localization accuracy and robustness are not decreased by reducing the dimensions to 30-Rdims-35-Cdims, the SSC-ISTA works well with the dimension-reduced data and is robust to the noisy environment when SNR is greater than 10 dB.
This means that even the dimension of DFL data is reduced from a high 784-Rdims-875-Cdims to the low 20-Rdims-35-Cdims of noiseless, or 30-Rdims with SNR greater than 10 dB, SSC-ISTA still works effectively and keeps a high accuracy, which will drastically lighten the computing burden.
The reason why low-dimension data can be used in DFL is that, through the EVD procedure, almost all of the important features of each class are extracted into an eigenvector. Thus, the main features are not lost after reducing the column dimensions. And then, through the SVD decomposition, as shown in Fig. 11(a) , eigenvalues associated with original data are classified and sorted descending. In such a case, the eigenvalues are in descending order, the first principal component u 1 represents the characteristic of the maximum variance in the DFL data, and the second principal component u 2 represents the characteristic of the sub-maximum variance in the DFL data, and so on. After the SVD procedure, according to the calculated result, as shown in Fig. 11(b) , the approximate 97 percent of main characteristics are moved to the former 12-Rdims and the other 3 percent of unimportant characteristics are moved to the latter Rdims, and the noise is included in the latter unimportant characteristics and rejected from the dataset. Thus, we can see that, in Fig. 10(a) , when the characteristic number is higher than 12, the accuracy can be achieved to 100%, showing a good localization performance. Mainly because the top 12 characteristics of dimension-reduced data can be able to represent 97 percent of characteristics of the original dataset, which are enough to guarantee the precision for DFL application.
From Fig. 10 , it can be seen that, during SNR greater than 10 dB, the accuracy and ALE of 30-Rdims-35-Cdims show the same good localization performance compared with 784-Rdims-875-Cdims. Hence, we chose the 30-Rdims-35-Cdims of dimension-reduced data to do the following experiments.
3) LOCALIZATION PERFORMANCE OF SC-ISTA AND SSC-ISTA WITH THE NOISE DICTIONARY AND THE NOISY TESTING SIGNAL
In the above mentioned item 1) and 2) of section V-B, the performances of all algorithms are evaluated under the case that noise appears in the testing stage. In this subsection, the performance of SC-ISTA and SSC-ISTA are evaluated under the condition that noise appears both of the testing stage as well as the stage of constructing the dictionary.
As shown in Fig. 12 , regarding the datasets of the original 784-Rdims-875-Cdims and the 30-Rdims-35-Cdims, the noise from 0 dB to 40 dB with an interval of 5 dB are respectively added into dictionaries. At the same time, the testing datasets with SNR = 10 dB and SNR = 20 dB as well as noiseless dataset are used. From Fig. 12(a) , it can be seen that, when input the noiseless testing signals or the noisy ones of SNR = 20 dB, the SC-ISTA can be achieved with a high accuracy that ALE is 0 feet and be robust to SNR of 15 dB; when the noisy testing signals of SNR = 10 dB are input, SC-ISTA can be achieved a high accuracy until the SNR of dictionary is greater than 25 dB. From Fig. 12(b) , it can be seen that, when input the noiseless testing signals or the noisy ones of SNR = 20 dB, the SSC-ISTA can be maintained a high accuracy that ALE is 0 feet and is robust until the SNR of dictionary reaches 10 dB. Whereas, when the noise level of the testing signal reaches SNR = 10 dB, SSC-ISTA cannot maintain the high accuracy and is not robust. It is worthy of note that, when the SNR of the dictionary is 10 dB, the accuracy of SSC-ISTA is higher than SC-ISTA, mainly because the EVD is actually a procedure of feature extraction and denoising, the reason has been detailedly discussed in item 2) of section V-B.
From Fig. 13 , the proposed SSC-ISTA and SC-ISTA outperform the other three DFL algorithms, and the SSC-ISTA outperforms SC-ISTA with the noisy dictionary.
Hence, even the dataset are destroyed by noise with a certain level in the stage of constructing dictionary and testing stage, both of SC-ISTA and SSC-ISTA can maintain good performance in terms of accuracy and robustness.
4) LOCALIZATION PERFORMANCE OF SC-ISTA AND SSC-ISTA FOR LOCATING MULTI-TARGETS
In this subsection, the localization performances of SC-ISTA and SSC-ISTA are evaluated for locating multi-targets, where the case of locating two targets is taken as the example. Six cases of two targets' locations are listed in Table 3 . The performance metrics are MLE and ALE, which are given in beginner of the Section V-B. The localization result is shown in Fig. 14 . From Fig. 14(b) , when the SC-ISTA is with the dictionary of 784-Rdims-875-Cdims, the mean localization errors of former 5 cases are all zero, which means that locations of two targets can be estimated exactly. For the 6-th case, the target 1 is located exactly, but, the target 2 is located at its adjacent position of (12, 15) , which results in a localization error of 2.1 feet. For the SSC-ISTA, When it is with the low dimensional dictionary of 15-Rdims-35-Cdims, a big error of the 6-th case and a error are existed in the 3-rd case; when it is with the dictionary of 20-Rdims-35-Cdims, localization error of the 6-th case is obviously reduced. Moreover, when the dictionary of 25-Rdims-35-Cdims is used, all of the errors disappear except for a error of the 6-th case, which achieves the same accuracy with SC-ISTA. From Fig. 14(b) , it is shown that the proposed SSC-ISTA outperforms the other three DFL Therefore, Fig. 14 indicates that, when used to locate two targets, the SC-ISTA can achieve a high localization accuracy as well as the SSC-ISTA with the data of 25-Rdims-35-Cdims. The experiment results are shown in Table 4 , which shows the time cost for sparse coding when faced high-dimension data, and their accelerating effect when input data is reduced from the high 784-Rdims-875-Cdims to the low dimensions. From Table 4 , when input data is 784-Rdims-875-Cdims without dimension reduction, the time costs of OMP and the proposed SC-ISTA for sparse coding are 0.4 s and 2.1 × 10 −3 s, respectively, which indicates that the proposed SC-ISTA is much more efficient than OMP with the high-dimensional DFL data. Then, after reducing dimensions to 30-Rdims-35-Cdims, the time costs are drastically reduced to 3.7 × 10 −4 s, 2.1 × 10 −4 s, which means that the two algorithms are all significant accelerated and their time costs are highly reduced, and the proposed SSC-ISTA is much more efficient than SSC-OMP.
It is worth noting that, since the proposed algorithms are very fast, it is possible to be directly applied in tracking the moving target, i.e. a real-time online processing.
6) ADDITIONAL DISCUSSION ON THE EFFECTIVENESS OF THE PROPOSED APPROACH AND THE BP-LP
Reference [19] share some similarities in a certain sense. In order to present the advantages of the proposed approach, some contrastive experiments were conducted. Our experiment results are shown in the following Fig. 15 and Table 5 . From Fig. 15 , it can be seen that the accuracies of the proposed SC-ISTA and SSC-ISTA are slightly higher than the BP-LP algorithm. Moreover, in Table 5 , the efficiencies of the proposed SC-ISTA and SSC-ISTA are much higher than the BP-LP. In particular, when input the high-dimensional data with 784-Rdims-875-Cdims, SC-ISTA is far faster than BP-LP. Even though the dimensions of the dictionary are reduced from 784-Rdims-875-Cdims to 30-Rdims-35-Cdims, SSC-ISTA is still one hundred times faster than BP-LP. It is worthy of note that, the SSC-BP-LP algorithm is based on our SSC-scheme, which leads to a significant acceleration for the BP-LP. However, [19] applies the BP-LP that does not utilize the proposed SSC-scheme, therefore the localization process would be very slow, which results in not applicable for real-time detecting or tracking target.
It should be noticed that our work and [19] share some similarities in a certain sense as the reviewer mentioned, but there are several important distinct features that are different in our work. For example, [19] just focuses on the application for locating a single target. Whereas, in our manuscript, we systematically formulate and proof that the proposed approach is applicable for locating multi-targets by a single test signal, and this is quite important in the DFL field.
VI. CONCLUSION
In order to achieve an accurate and efficient process for DFL, we formulated DFL as an SRC problem, presented a sparse model, and conducted sparse coding in signal subspace for target Localization, which led to the algorithms of SC-ISTA and SSC-ISTA in the signal subspace.
Experimental results showed that: in the task for locating a single target, the proposed SC-ISTA was able to achieve a high localization accuracy of 100% and was robust up to SNR = 10 dB for the noisy testing data. And then, the proposed SSC-ISTA could maintain the same high accuracy of 100% when the noiseless data were reduced from 784-Rdims-875-Cdims to 12-Rdims-35-Cdims, and was also robust to the noisy case of SNR = 10 dB when it was with the data of 30-Rdims-35-Cdims. When noise appeared in the stage of constructing dictionary, both the SC-ISTA and the SSC-ISTA could keep the good performance. For the noisy testing signal with SNR = 10 dB, the SC-ISTA was robust to the noisy dictionary with SNR = 25 dB; for the noisy testing signal with SNR higher than 20 dB, the SC-ISTA was robust to the noisy dictionary with SNR = 15 dB and the SSC-ISTA can be robust to SNR = 10 dB. In the task of locating multi-targets, the SC-ISTA could achieve a high localization accuracy as well as the SSC-ISTA with the data of 25-Rdims-35-Cdims.
Finally, we compared the localization performance of the proposed approaches with three other algorithms, including DL-AE, KNN and OMP which are commonly used in localization. Experimental results showed that the proposed SC-ISTA and SSC-ISTA outperformed these three algorithms in this DFL application. Moreover, the sparse coding time of the proposed algorithms was 2.1×10 −3 and 2.1×10 −4 which was much lower than another sparse-coding-based algorithm, OMP, no matter before and after utilizing the SSC-scheme. It indicated that the proposed approaches are promising to be used in tracking motionless or moving targets, for example, for detecting locations and activities of old people and patients at home or in the hospitals, location-based services in shopping centers etc., as well as for detecting intruders' locations and tracking in security safeguard. Dr. Ding has involved himself in research in a wide range of areas of mathematical and physical engineering, such as statistical signal processing, optimization, neural computation, bioelectromagnetism, and information sciences. In particular, he has devoted himself to compressive sensing and sparse representation, machine learning, brain-style information processing, blind source separation, and independent component analysis. He is also interested in speech and image processing, quantum computation and optimization, quantum information, and other physical theories of information.
