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The force exerted by the electrons on the nuclei of a current-carrying molecular junction can be
manipulated to engineer nanoscale mechanical systems. In the adiabatic regime a peculiarity of
these forces is negative friction, responsible for Van der Pol oscillations of the nuclear coordinates.
In this work we study the robustness of the Van der Pol oscillations against high-frequency bias and
gate voltage. For this purpose we go beyond the adiabatic approximation and perform full Ehrenfest
dynamics simulations. The numerical scheme implements a mixed quantum-classical algorithm for
open systems and is capable to deal with arbitrary time-dependent driving fields. We find that
the Van der Pol oscillations are extremely stable. The nonadiabatic electron dynamics distorts the
trajectory in the momentum-coordinate phase space but preserves the limit cycles in an average
sense. We further show that high-frequency fields change both the oscillation amplitudes and the
average nuclear positions. By switching the fields off at different times one obtains cycles of different
amplitudes which attain the limit cycle only after considerably long times.
PACS numbers: 72.10.Bg, 73.63.-b, 63.20.Ry, 63.20.Kr
I. INTRODUCTION
Research activity on the interaction between electrons
and nuclei began more than a century ago, and still today
continues to stimulate new ideas and to pose challenging
problems. Some of the open issues in this field go back
to the early studies by Peierls on one-dimensional lat-
tice instabilities,1 to continue with the works of Feyn-
man, Fro¨lich and Holstein on polarons,2 the study of
charge and heat conduction,3 to arrive to present day
open questions about the role of phonons in supercon-
ductivity/magnetism for layered structures,4 to mention
a few significative examples. Modern research covers also
more fundamental aspects. The electron-nuclei interac-
tion (ENI) coupling is typically derived from the poten-
tial energy surfaces of the Born-Oppenheimer approxima-
tion. As the coupling relies on an approximation, there
has been a significant effort in constructing a formally
exact theory. Progress has been made in this context
too. The Born-Oppenheimer ansatz for the electron-
nuclear wave-function is exact in both the static5 and
time-dependent6 case and hence the potential energy sur-
faces constitute a very useful concept even in an exact
treatment.
In the last few decades, a more quantitative approach
to the understanding of the ENI became possible via
computer simulations. For example ab-initio molecular
dynamics,7 with a mixed quantum-classical time evolu-
tion for electrons and nuclei, was used to study phenom-
ena as different as lattice vibrations and melting, vacancy
diffusion, gas-surface dynamics, etc.. Since the advent of
nanotechnology, the ENI problem has attracted consid-
erable attention in open nanoscale systems out of equilib-
rium as well.8,9 Assessing the nature of ENI and its de-
pendence on the device support in these low-dimensional
geometries is a key ingredient to control the decoher-
ence of carriers, the effect of thermal dissipation, in other
words to engineer the ENI to increase device efficiency.10
While the theoretical study of ENI for steady-
state quantum transport has been the subject of large
interest,11–24 a real-time description of phenomena like,
e.g., nuclear rearrangement, multi-stability, electro-
migration etc., have received less attention (examples of
work done in this less developed area are Refs. [25–29]).
Recently, the discovery of the nonconservative nature of
steady-state forces30,31 has re-awakened the interest in
time-dependent phenomena. Two additional types of
forces, both linear in the velocity of the nuclear coor-
dinates, have been proposed. One force stems from the
friction induced by particle-hole excitations32,33 and the
other force is a Lorentz-like force in which the magnetic
field is the curl of the Berry’s vector potential of the
Born-Oppenheimer approximation.34 All these forces are
contained in the Ehrenfest dynamics which evolves the
electrons quantum-mechanically in the classical field gen-
erated by the nuclei and, at the same time, the nuclear
coordinates according to the classical Newton equation in
which the forces are generated by the nuclei and the elec-
trons. Assuming that the nuclear motion is slow on the
electronic time-scale and that the electrons are fully re-
laxed in the instantaneous nuclear configuration, one can
expand the electronic force in powers of the nuclear veloc-
ities (and their derivatives). The zeroth order term corre-
sponds to the nonconservative steady-state force whereas
the first-order term corresponds to the sum of the fric-
tion force and the Lorentz-like force.35,36 We refer to this
approximate nuclear dynamics as the Adiabatic Ehren-
fest Dynamics (AED). From the explicit expression of the
AED forces, either in terms of scattering matrices35 or
nonequilibrium Green’s functions,36 one can show that (i)
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2the steady-state force is nonconservative only provided
that we are at finite bias and that the number of nu-
clear degrees of freedom is larger than one, (ii) at zero
bias the friction force is always opposite to the nuclear
velocity but it can change sign at finite bias (negative
friction32,37) and (iii) the Lorentz force vanishes if the
number of nuclear degrees of freedom is one.
In this work we go beyond the AED by evolving both
electrons and nuclei according to the full Ehrenfest dy-
namics (ED). The ED has so far being employed to study
fast vibrational modes in DC regimes.38,39 Here, instead,
we break the adiabatic condition in a different way. We
consider the physical situation of heavy nuclei (and hence
slow vibrational modes) and drive the system out of equi-
librium by high frequency AC biases or gate voltages. In
fact, our scheme can deal with arbitrary driving fields
at the same computational cost and is not limited to
the wide band limit approximation for the leads. Fur-
thermore, although our scheme can also include several
vibrational modes, in this first study we consider only
one vibrational mode and focus on one specific issue,
namely the negative friction force. The AED predicts
the occurrence of limit cycles in the nuclear momentum-
coordinate phase space. These cycles are similar to those
of a van der Pol oscillator36 and imply that a steady-
state is not reached. Is this prediction confirmed by the
full ED? What are the qualitative and quantitative dif-
ferences? How robust are the van der Pol oscillations
against ultrafast driving fields? To anticipate our con-
clusions, we confirm the existence of limit cycles, even
though the shape and, more importantly, the period of
the oscillations are different from those of the AED. Our
main finding, however, is that these cycles are remark-
ably stable against ultrafast driving fields for which the
electrons are far from being relaxed, and hence the AED
is not justified. In the next Section we discuss the ED
and its adiabatic version. In Section III we introduce the
model Hamiltonian with a single vibrational mode and
present results on the time-dependent electron current,
density and nuclear coordinate. Details on the numeri-
cal implementation can be found in Appendix A. Our
conclusions and outlook are drawn in Section IV.
II. THEORETICAL FRAMEWORK
We consider a system consisting of a left (L) and right
(R) metallic electrode coupled to a central (C) molecu-
lar junction. The whole system is initially in the ground
state and then driven out of equilibrium by exposing the
electrons to an external time-dependent bias Vα(t) in lead
α =L, R and possibly to some time-dependent gate volt-
age vC(t) in C. We describe the metallic regions L and R
by free-electron Hamiltonians
Hˆα(t) =
∑
k
(kα + Vα(t))c
†
kαckα, (1)
with α = L,R. In region C the electrons interact with the
classical field generated by the nuclear degrees of freedom
x = (x1, . . . , xN )
HˆC(x, t) =
M∑
ij=1
hij(x, t)c
†
i cj , (2)
where the sum runs over the M one-electron states of C.
The nuclear Hamiltonian has the general form
Hcl(p,x) =
N∑
ν=1
p2ν
2Mν
+ Ucl(x), (3)
where p = (p1, . . . , pN ) is canonically conjugated to x
and Ucl(x) is the classical potential. Finally the metal-
lic electrodes are connected to C through the non-local
tunneling operator
HˆT =
∑
α=L,R
∑
ki
(
Tkα,ic
†
kαci + T
∗
kα,ic
†
i ckα
)
. (4)
Thus, the full electron Hamiltonian reads
Hˆel(x, t) = HˆC(x, t) +
∑
α=L,R
Hˆα(t) + HˆT. (5)
A. Ehrenfest dynamics
We are interested in calculating time-dependent den-
sity, current and nuclear coordinates. In the limit of
heavy nuclear masses the nuclear wavefunction is sharply
peaked around the classical nuclear coordinates. Then,
an expansion around the classical nuclear trajectory leads
to a Langevin-type (or stochastic) equation.38 Ignoring
the stochastic forces in this equation corresponds to im-
plement the ED. Denoting by |Ψ(t)〉 the many-electron
state at time t, the ED for electrons and nuclei is gov-
erned by the equations
i
d
dt
|Ψ(t)〉 = Hˆel(x(t), t)|Ψ(t)〉, (6)
dxν(t)
dt
=
[
∂Hcl(p,x)
∂pν
+ 〈Ψ(t)|∂Hˆel(x, t)
∂pν
|Ψ(t)〉
]
p=p(t)
x=x(t)
=
pν(t)
Mν
, (7)
dpν(t)
dt
= −
[
∂Hcl(p,x)
∂xν
+ 〈Ψ(t)|∂Hˆel(x, t)
∂xν
|Ψ(t)〉
]
p=p(t)
x=x(t)
= −∂Ucl(x(t))
∂xν
−
∑
ij
∂hij(x(t), t)
∂xν
ρji(t), (8)
where in the last equation
ρji(t) ≡ 〈Ψ(t)|c†i cj |Ψ(t)〉 (9)
3is the time-dependent one-particle density matrix. Equa-
tions (6-8) are first-order differential equations in time.
To solve them we need to specify the boundary condi-
tions. As the system is initially in equilibrium, |Ψ(0)〉 =
|Ψg〉 is the electronic ground state, x(0) = xg are the
ground-state coordinates and p(0) = 0 (we set t = 0 as
the time at which the external bias or gate voltage are
switched on). The coordinates xg can be calculated from
the zero-force equation (see right hand side of Eq. (8))
∂Ucl(x)
∂xν
= −
∑
ij
∂hij(x)
∂xν
〈Ψg|c†i cj |Ψg〉. (10)
For t < 0 the Hamiltonian Hˆel(x, t) is a time-independent
free-electron Hamiltonian for any x and hence its ground
state Ψg = Ψg[x] is the Slater determinant formed by
the occupied one-electron wavefunctions ψs = ψs[x] of
energy s = s[x]. Consequently the ground-state density
matrix reads
ρg,ji ≡ 〈Ψg|c†i cj |Ψg〉 =
occ∑
s
ψ∗s (i)ψs(j) (11)
where ψs(i) = ψs[x](i) is the amplitude of ψs on the i-th
one-electron state of C. Equations (10,11) constitute a
set of coupled equation for the unknown xg and Ψg. In
Appendix A we describe a numerical procedure to solve
these equations for one-dimensional electrodes.
In order to solve the time-dependent and coupled equa-
tions (6-8) in practice we extract from Eq. (6) an equa-
tion for ρji(t). Since Hˆel is a free-electron Hamiltonian
at all times we have
ρji(t) =
occ∑
s
ψ∗s (i, t)ψs(j, t) (12)
where ψs(i, t) is the time-evolved one-electron wavefunc-
tion which, by definition, fulfills
i
d
dt
ψs(i, t) =
∑
j
hij(x(t), t)ψs(j, t) +
∑
kα
T ∗kα,iψs(kα, t)
(13)
with boundary condition ψs(i, 0) = ψs(i). This equation
can be further manipulated to express the amplitudes
ψs(kα, t) in the electrodes in terms of the amplitudes
ψs(i, t
′ < t) in C with times earlier than t.40 We then
obtain a close set of equations for x(t) and ρji(t). This
wavefunction approach has been proposed in Ref. 27 and
has the advantage of not being limited to wide-band leads
and/or to DC biases. In Appendix A we provide some
numerical details on the time-propagation algorithm.
An alternative, but equivalent, method to calculate
ρji is the NonEquilibrium Green’s Functions (NEGF)
technique.41 The Green’s function is defined as
Gij(z, z
′) =
1
i
〈Ψg|T
{
e−i
∫
γ
dz¯Hˆel[x(z¯),z¯]ci(z)c
†
j(z
′)
}
|Ψg〉
(14)
where γ is the Keldysh contour going from −∞ to∞ and
back to −∞, and z, z′ are contour variables. A contour
variable can either be on the forward branch (−∞,∞) or
on the backward branch (∞,−∞) of γ. For any real time
t we denote by z = t− the contour time on the forward
branch and by z = t+ the contour time on the backward
branch. The lesser Green’s function is defined according
to
G<ij(t, t
′) = Gij(t−, t′+) = i
occ∑
s
ψ∗s (i, t)ψs(j, t
′) (15)
and hence
ρji(t) = −iG<ij(t, t). (16)
For any finite t, t′ the lesser Green’s function can be writ-
ten in matrix form as
G<(t, t′) =
∫ ∞
−∞
dt¯dt¯′GR(t, t¯)Σ<(t¯, t¯′)GA(t¯′, t′) (17)
provided that no bound states are present in the spec-
trum of Hˆel when t → ∞.42 The retarded/advanced
Green’s functions can be calculated from(
i
d
dt
− h(x(t), t)
)
GR(t, t′) = δ(t− t′)
+
∫ ∞
−∞
dt¯ΣR(t, t¯)GR(t¯, t′) (18)
with boundary condition GR(t + η, t) = −i, and
GA(t, t′) = [GR(t′, t)]†. The lesser and retarded com-
ponents of the embedding self-energy appear in Eqs.
(17,18). These quantities are completely determined by
the parameters in Hˆα and HˆT and read
ΣRij(t, t
′) = −iθ(t− t′)
∑
α
e−iφα(t,t
′)
×
∑
k
T ∗kα,iTkα,je
−ikα(t−t′) (19)
Σ<ij(t, t
′) = i
∑
α
e−iφα(t,t
′)
×
∑
k
f(kα − µ)T ∗kα,iTkα,je−ikα(t−t
′) (20)
where φα(t, t
′) =
∫ t
t′ dt¯ Vα(t¯), f(ω) = θ(−ω) is the zero
temperature Fermi function and µ is the chemical poten-
tial of the system in equilibrium. This set of equations
provide an alternative way to implement the ED.
B. Adiabatic Ehrenfest dynamics
Let us now consider the case of slowly varying driving
fields. As the nuclei are much heavier than the electrons
the electronic Green’s functions GR/A(t, t′) and G<(t, t′)
4depend slowly on the center-of-mass time T = (t+ t′)/2.
In the adiabatic limit G = Gss depends only on the time-
difference and equals the steady-state Green’s function of
a system with constant bias Vα, constant gate voltage vC
and steady-state coordinates xss. The steady-state co-
ordinates can be determined similarly to the equilibrium
case. In Eqs. (10,11) we have to replace Ψg by Ψss where
Ψss is the steady-state Slater determinant formed by all
right-going scattering states with energy below µ+VL and
all left-going scattering states with energy below µ+VR.
Alternatively we can calculate xss using NEGF. From
Eq. (16) the steady-state one-particle density matrix is
ρss,ji = −i
∫
dω
2pi
G<ss,ij(ω), (21)
and from Eq. (17)
G<ss(ω) = G
R
ss(ω)Σ
<(ω)GAss(ω). (22)
At the steady state the solution of Eq. (18) is simply
GRss(ω) =
1
ω − h(xss)− ΣR(ω) (23)
with, see Eq. (19),
ΣRij(ω) =
∑
kα
T ∗kα,iTkα,j
ω − kα − Vα + iη . (24)
Taking into account that the Fourier transform of the
lesser self-energy is
Σ<(ω) = 2pii
∑
kα
f(kα − µ)T ∗kα,iTkα,jδ(ω − kα − Vα)
(25)
we can write ρss = ρss(xss) in terms of xss and then
determine xss from the solution of the zero-force equation
∂Ucl(x)
∂xν
= −
∑
ij
∂hij(x)
∂xν
ρss,ji(x). (26)
For slowly varying fields is therefore convenient to
change variables and express the Green’s functions in
terms of T = (t + t′)/2 and τ = t − t′. If we Fourier
transform the lesser Green’s function with respect to the
relative time
G<(T, τ) =
∫
dω
2pi
e−iωτG<(T, ω) (27)
then we can rewrite Eq. (16) as
ρji(t) = −i
∫
dω
2pi
G<(t, ω). (28)
To first order in the nuclear velocities Bode et al.36 have
shown that
G<(t, ω) = G<ss +
i
2
∑
ν
dxν(t)
dt
[
∂G<ss
∂ω
ΛνG
A
ss
− GRssΛν
∂G<ss
∂ω
+
∂GRss
∂ω
ΛνG
<
ss −G<ssΛν
∂GAss
∂ω
]
(29)
where the matrix Λν = Λν(x(t)) ≡ ∂h(x(t))/∂xν and all
steady-state Green’s functions, see Eqs. (22, 23), are cal-
culated in xss = x(t). Substitution of Eq. (29) into Eq.
(28) and the subsequent substitution of ρ into Eq. (8)
allows us to decouple the electron and nuclear dynamics,
since
dpν(t)
dt
= Fcl,ν(t) + Fss,ν(t) + Ffric,ν(t) + FL,ν(t) (30)
where
Fcl,ν(t) = −∂Ucl(x(t))
∂xν
(31)
is the classical force,
Fss,ν(t) = −Tr [Λν(x(t))ρss(x(t))] (32)
is the nonconservative steady-state force,
Ffric,ν(t) = −
∑
µ
γ(+)νµ (x(t))
dxµ(t)
dt
(33)
is the friction force and
FL,ν(t) = −
∑
µ
γ(−)νµ (x(t))
dxµ(t)
dt
(34)
is the Lorentz-like force. In the last two equations γ
(±)
νµ =
γνµ ± γµν , with
γνµ =
∫
dω
2pi
Tr
[
G<ss
(
Λν
∂GRss
∂ω
Λµ − Λµ ∂G
A
ss
∂ω
Λν
)]
.
(35)
All these forces are well defined functions of x and there-
fore we can evolve the nuclear coordinates in time with-
out evolving the electronic wavefunctions. This is the
adiabatic version of the ED and relies on the fact that
for any t the electronic wavefunctions are steady-state
wavefunctions (right- and left-going scattering states) of
the Hamiltonian Hˆel(x(t), t). The AED is no longer jus-
tified if the system is perturbed by driving fields varying
on a time scale much smaller than the nuclear time-scale.
For VL = VR one can show that the curl ∂Fss,ν/∂xµ −
∂Fss,µ/∂xν = 0 and hence that the steady-state force
is conservative. Instead for VL 6= VR, i.e., when current
flows through the molecular junction, this property is
not guaranteed.30,36 Of course in the presence of only
one degree of freedom, x = x, the steady-state force is,
by definition, conservative and we can define the total
potential
Utot(x) = Ucl(x)−
∫ x
dx′Fss(x′). (36)
The minima of this potential corresponds to stable nu-
clear coordinates in the current carrying system.
We now consider the friction matrix γ
(+)
νµ . If we define
the spectral function A(ω) = i(GRss(ω)−GAss(ω)) we have
γ(+)νµ = −i
∫
dω
2pi
Tr
[
G<ss
(
Λν
∂A
∂ω
Λµ + Λµ
∂A
∂ω
Λν
)]
(37)
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Tlead TT TC
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x
FIG. 1. Schematic illustration of the two-level molecular junc-
tion described in the main text.
When VL = VR = V the system is in equilibrium at
chemical potential µ + V . Then, from the fluctuation-
dissipation theorem −iG<ss(ω) = f(ω − µ − V )A(ω) and
hence
γ(+)νµ =
∫
dω
2pi
f(ω − µ− V ) ∂
∂ω
Tr [AΛνAΛµ]
=
1
2pi
Tr [AΛνAΛµ]ω=µ+V . (38)
The friction matrix is therefore positive definite. This
implies that with no current the friction force is oppo-
site to the nuclear velocities and its effect is to damp the
nuclear oscillations around a stable position. Again this
property can be violated in the current carrying system,
see Refs. 33, 36, and 38 as well as the next Section. Fi-
nally we observe that the Lorentz-like force vanishes for
only one nuclear degree of freedom. In the next Section
we analyze this case and study the interplay between Fss
and Ffric in a current carrying system. This will be done
both in terms of AED and full ED simulations, to illus-
trate how the adiabatic picture changes under ultrafast
driving fields.
III. NUMERICAL RESULTS
We consider the same model molecular junction as
in Ref. 36 and 38 describing, e.g., a polar diatomic
molecule and a stretching vibrational mode. We assign
one single-particle basis function to each atom and model
the molecule with the 2× 2 Hamiltonian
h(x, t) =
(
λx+ vC(t) TC
TC −λx+ vC(t)
)
. (39)
The coordinate x moves in the classic harmonic potential
Ucl(x) =
1
2
MΩ2x2. (40)
The junction is coupled through molecule 1 to the left
lead and through molecule 2 to the right lead, see Fig.
1. We choose the leads as one-dimensional tight-binding
metals with nearest neighbor hopping Tlead  TC and
zero onsite energy. Thus kα = k = 2Tlead cos(k) with
k ∈ (0, pi). The tunneling amplitude from molecule 1 (2)
to the left (right) lead is denoted by TT. If we measure
all energies in units of λ2/(MΩ2) then the Hamiltonian
FIG. 2. (Color online) Total potential as defined in Eq. (36)
for the equilibrium and nonequilibrium system.
of region C for electrons and nuclei reads
Hˆcl+HˆC =
Ω2p2
2λ2
+
x¯2
2
+TC(c
†
1c2+c
†
2c1)+x¯(n1−n2) (41)
where x¯ = (MΩ2/λ)x is a dimensionless coordinate and
ni ≡ c†i ci is the electron occupation operator on molecule
i = 1, 2. We consider the following equilibrium parame-
ters: Tlead = −10, TT = −
√
3, TC = −0.7 and Ω = 0.1.
A. AED analysis
We calculate the total potential Utot and the friction
coefficient γ(+) (in this model the friction matrix is a
scalar) in and out of equilibrium. For the steady-state
values of bias and gate voltage we take vC = 0.2 and
VL = −VR = 1. Since Tlead  TC we evaluate the em-
bedding self-energy in the Wide Band Limit Approxi-
mation (WBLA). The WBLA corresponds to taking the
limit Tlead, TT → ∞ in such a way that 2T 2T/Tlead = Γ
is a finite constant (with our parameter Γ = 0.6). Then
ΣR(ω) = −iΓ/2
(
1 0
0 1
)
is independent of frequency and
Σ<(ω) = iΓ
(
f(ω − µ− VL) 0
0 f(ω − µ− VR)
)
. (42)
In Fig. 2 we display the total potential as defined in
Eq. (36). In equilibrium Utot(x¯) exhibits a shallow dou-
ble minimum. The position of the minima corresponds
to a stable nuclear coordinate. The minima are symmet-
ric around x¯ = 0 consistently with the symmetry under
reflection of the Hamiltonian. In the presence of a bias
6FIG. 3. (Color online) Friction coefficient as defined in Eq.
(37) for the equilibrium and nonequilibrium system. γ(+) is
in units of MΩ.
this reflection symmetry breaks and the current carry-
ing system has only one stable coordinate x¯ss ' 0.088.
The nonequilibrium minimum is much deeper than the
equilibrium ones and occurs at a positive x¯ss. From the
zero-force equation x¯ss = −(ρss,11 − ρss,22), and we in-
fer that the occupation on molecule 2 is larger than on
molecule 1.
Next we calculate the friction coefficient γ(+). The re-
sults are displayed in Fig. 3. As expected, in equilibrium
the friction is positive for all values of x¯. Instead the
nonequilibrium friction turns negative in a narrow win-
dow of positive x¯ values. Interestingly, the steady-state
coordinate x¯ss belongs to this window. This means that
if we perform AED simulations there is no guarantee that
a steady-state is reached. For the model that we are con-
sidering the AED equations reduce to
d2x¯
dt¯2
= −∂Utot(x¯)
∂x¯
− γ(+)(x¯)dx¯
dt¯
(43)
where t¯ = Ωt. This equation has the same structure as
that of a van der Pol oscillator y¨ = −y − γ(y2 − 1)y˙ for
which the function multiplying y˙ is negative (negative
friction) when y is in the range (−1, 1) where the stable
solution y = 0 lies. As a consequence of this fact one
finds a limit cycle in the momentum-coordinate phase
space. In Fig. 4 we show the solution of Eq. (43) in the
p¯− x¯ plane (with p¯ = dx¯/dt¯) for a situation in which the
system has initially a nuclear coordinate x¯(0) = 0.5 and
evolves without any bias or gate voltage (top panel), and
for a situation in which the system has initially a nuclear
coordinate x¯(0) = 0.04 and evolves in the presence of a
bias VL = −VR = 1 and gate voltage vC = 0.2 (bottom
panel). For comparison we also illustrate the periodic
trajectories corresponding to the solution of Eq. (43)
with γ(+) = 0. The main difference between the two
panels is that in the current carrying system the nuclear
oscillations are not damped. Due to negative friction the
trajectory expands outward until reaching a limit cycle.
We have checked numerically (not shown) that starting
from different x¯ the trajectory always tend to the same
limit cycle.
FIG. 4. (Color online) Solution of Eq. (43) in the p¯ − x¯
plane. Top panel. The system evolves without bias start-
ing from an initial nuclear coordinate x¯(0) = 0.5. Without
friction we observe a periodic trajectory which explores both
minima of the potential Utot, see Fig. 2. In the presence of
friction (always positive in this case) the nuclear oscillations
are damped and x¯ approaches the positive minimum of Utot.
Bottom panel. The system evolves with a bias VL = −VR = 1
and gate voltage vC = 0.2 starting from an initial nuclear co-
ordinate x¯(0) = 0.04. Without friction we observe a periodic
trajectory. Instead with friction the trajectory expand out-
ward until reaching a limit cycle. This is a consequence of the
negative friction, see Fig. 3.
B. Ehrenfest dynamics simulations
We now perform full ED simulations and, instead of
studying the evolution of the system when the initial
coordinate is arbitrarily chosen by us, we take the sys-
tem initially in equilibrium and then drive it away from
equilibrium using external time-dependent biases and/or
gate voltages. In Fig. 5 we suddenly switch on a bias
VL = VR = 1 and a gate voltage vC = 0.2. These are
the same parameters as in the previous Section. Pan-
els a) and b) show the time-dependent current between
atoms 1 and 2 and the atomic occupations respectively.
After a fast transient (see insets) during which the elec-
trons are not relaxed, these quantities start to oscillate
on a nuclear time scale. Despite the DC bias, no steady-
state is reached. In panel c) we compare the ED with
the AED for the x coordinate. In both cases we observe
persistent oscillations of similar amplitude. However the
period of these oscillations is different and the curves go
out of phase after a few periods. Also the shape of the
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FIG. 5. (Color online) Results for a sudden switch-on of the
external bias and gate voltage. Time-dependent current flow-
ing between atoms 1 and 2 (panel a) and occupations of atoms
1 and 2 (panel b). A magnification of the initial transient is
shown in the insets. Comparison between the ED and AED
simulations for the nuclear coordinate (panel c). Trajecto-
ries in phase space for the ED (panel d) and AED (panel e)
simulations.
oscillations is slightly different. In panels d) and e) we
put side by side the ED and AED trajectories in phase
space. AED reaches the limit cycle much faster than the
ED. Apart from these quantitative differences the AED
remains a good approximation since during the electronic
transient the x coordinate moves very little. Thus at
times t ∼ 20/Ω the electrons are essentially relaxed in
the initial x-coordinate.
New physical scenarios may emerge if the electrons are
kept away from their relaxed state. In this context, a cen-
tral question is: Do the van der Pol oscillations disappear
or get distorted? To address the issue, we consider two
different time-dependent protocols. As first protocol, we
superimpose to the original DC bias a high frequency AC
component. In order to isolate the effects of the ultra-
fast AC component, we switch on the DC bias smoothly.
The explicit form of VL(t) = −VR(t) = V (t) is (time is
in units of Ω−1)
V (t) =
 V sin
2( pit2×250 ) t < 250
V 250 < t < 700
V + VAC sin(ωt) t > 700
(44)
whereas for the gate voltage vC(t) = vC sin
2( pit2×250 ) for
t < 250 and vC(t) = vC = 0.2 for t > 250. We maintain
the DC component V = 1 and consider the amplitude
VAC = 0.5 and the frequency ω = 1. The time-dependent
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FIG. 6. (Color online) Results for a smooth switch-on of
the DC bias and gate voltage followed by the switch-on of
a superimposed AC bias. Time-dependent current flowing
between atoms 1 and 2 (panel a), occupations of atoms 1 and
2 (panel b) and nuclear coordinate (panel c). The curves “AC
pulse” refer to simulations in which the AC bias is switched off
after t = 700 + 2pi× 10 (time is in units of Ω−1). Trajectories
in phase space (panel d).
current (panel a), occupations (panel b) and nuclear co-
ordinate (panel c) are shown in Fig. 6. In this figure
we also show results (curve “AC pulse”) of simulations
in which the superimposed AC bias is switched off after
a time t = 700 + 2pi × 10. Remarkably the van der Pol
oscillations persist in this highly nonadiabatic regime. A
glance to the nuclear coordinate (panel c) would suggest
that the AC bias is only responsible for increasing the
amplitude of the oscillations. This is, however, not the
case. The trajectory in phase space (panel d) reveals that
the nuclear coordinate feels the nonadiabatic electron dy-
namics. In fact, we observe cycles with superimposed
oscillations of the same frequency ω as the AC bias. In-
terestingly an AC pulse can be used to manipulate the
radius of the cycles. In the “AC pulse” curve of panel d)
the inner cycle sets in before the pulse while the outer
cycle sets in after the pulse. The ED is nonperturbative
in the velocities and their derivatives, and we are not
aware of any mathematical results on the uniqueness of
the limit cycle. We therefore addressed this issue numer-
ically. A close inspection to panel d) shows that the inner
cycle is moving outward whereas the outer cycle is mov-
ing inward, thus suggesting the uniqueness of the limit
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FIG. 7. (Color online) Results for a smooth switch-on of
the DC bias and gate voltage followed by the switch-on of a
superimposed time-dependent gate. Time-dependent current
flowing between atoms 1 and 2 (panel a), occupations of atoms
1 and 2 (panel b) and nuclear coordinate (panel c). The
curves “wave” and “pulse” refer to simulations in which the
time-dependent gate is never switched off and is switched off
after t = 695 (time is in units of Ω−1). Trajectories in phase
space for the “wave” (panel d) and “pulse” (panel e) gate.
cycle even within the ED. We performed several simu-
lations with different switching-on protocols of the DC
bias and found that cycles with radius larger (smaller)
than a critical radius move inward (outward). On the
basis of this numerical evidence we conclude that there
exists only one limit cycle within the ED. In contrast
with the ADE, however, the time to attain the limit cy-
cle is considerably longer; hence cycles of different radius
can, de facto, be considered as quasi-stable limit cycles
for practical purposes.
Similar conclusions are reached when the system is per-
turbed with a second protocol for a time-dependent per-
turbation, namely a ultrafast gate voltage. In Fig. 7
we study the response of the system to a train of square
pulses in the molecular junction. After the same smooth
switching-on of the DC bias and gate as in Fig. 6, we su-
perimpose to vC = 0.2 the time-dependent gate voltage
δvC(t) = v0
∞∑
n=1
S(t− tn) (45)
where tn = 600 + n∆ and S(t) = 1 if |t| < ∆/4 and
zero otherwise (time is in units of Ω−1). The calcula-
tions are performed with ∆ = 10 and v0 = 0.1. In the
figure the “wave” curves refer to simulations in which
δvC(t) is never switched off while the “pulse” curves re-
fer to simulations in which δvC(t) is switched off after a
time t = 695. The van der Pol oscillations are stable in
both cases. An interesting common feature of Figs. 6
and 7 is that the radius of the quasi-stable limit cycle
can be tuned by switching off the time-dependent fields
at different times. However, if we also want to tune the
center of the cycle then the time-dependent fields have
to remain on. Both the “AC pulse” curve of Fig. 6
(panel d) and the “pulse” curve of Fig. 7 (panel e) ex-
hibit two concentric cycles. Overall, these features sug-
gest that much more complex nuclear trajectories are to
be expected when the electron dynamics in a junction is
nonadiabatic.
IV. CONCLUSIONS AND OUTLOOK
We have studied the robustness of nuclear van der Pol
oscillations in molecular transport when the junction is
subject to ultrafast driving fields. In this ultrafast regime
the electrons have no time to relax and the adiabatic
Ehrenfest dynamics (AED) is no longer justified. We
therefore implemented the full Ehrenfest dynamics (ED)
using a wavefunction approach. The numerical scheme
can deal with arbitrary time-dependent perturbations at
the same computational cost and is not limited to wide
band leads. We found that the van der Pol oscillations are
extremely stable. In the DC case the AED results are in
good qualitative agreement with the full ED simulations,
as expected. However the ED period of the oscillations
as well as the damping time to attain the limit cycle are
both longer than those obtained within the AED. In the
presence of ultrafast fields the van der Pol oscillations are
distorted by the nonadiabatic electron dynamics. In all
cases we observed superimposed oscillations of the same
frequency as the driving field. We showed that high-
frequency biases or gate voltages can be used to tune
the amplitude of the oscillations and to shift the average
value of the nuclear coordinate. By switching the field
off the amplitude remains large for very long times while
the average nuclear coordinate goes back to its original
value rather fast. Thus, ultra-fast fields can be used to
set in quasi-stable limit cycles of desired amplitude. Our
numerical evidence suggests that every quasi-stable limit
cycle eventually attain a unique limit cycle. We are not
aware of any rigorous mathematical proof of this fact.
In this first work we focused on one aspect of current-
induced forces, namely the negative friction. In order to
observe the nonconservative nature of the steady-state
force or the Lorentz-like force one has to consider at
least two vibrational modes. The research on current-
induced forces is still in its infancy and interesting appli-
cations like nanomotors have started to appear in the
literature.30,43–45 Our results here show that ultrafast
fields constitute another knob to tweak nanomechanical
9engines and that the theoretical scheme we proposed of-
fers a tool to carry on investigations along these lines.
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Appendix A: Details on the numerical
implementation
We consider an arbitrary central region of dimension
M described by the one-particle matrix h. We choose a
basis set {|φi〉, i = 1, . . . ,M} such that an electron can
hop to the left only through the state |φ1〉 and to the right
only through the state |φM 〉. (Here and in the following
we use the Greek letter φ for states strictly localized in
region L/R or C and ψ for states of the entire system
S=L+C+R.) Let TL, TR be the corresponding hopping
parameters (in our model system TL = TR = TT). The
electrodes are described by semi-infinite one-dimensional
tight-binding models with nearest neighbor hopping pa-
rameter Tlead = T (the same for left and right). The
one-particle eigenstates of system S can be classified ac-
cording to their energies. The isolated left and right elec-
trodes have a continuous energy spectrum between −2|T |
and 2|T |. Therefore, one-particle eigenstates with energy
 < −2|T | are bound states with exponential tails in L
and R. On the other hand, one-particle eigenstates with
energy  in the band (−2|T |, 2|T |) are extended states
delocalized all over the system.
Below we compute the degenerate extended states
ψ
(a)
q , a = 1, 2, and bound states ψb in C. We also describe
a damped ground state dynamic for the self-consistent
solution of Eqs. (10,11). Finally we present an efficient
algorithm for the time-propagation.
1. Extended states
Delocalized states are twice degenerate and we denote
by ψ
(1)
q and ψ
(2)
q the two eigenfunctions with eigenenergy
q = 2T cos (q), q ∈ (0, pi). The eigenvalue equation in
region C reads
M∑
j=1
(qδij − hij)ψ(a)q (j) = δi,1TLψ(a)q (L)
+δi,MTRψ
(a)
q (R), (A1)
where ψ
(a)
q (α), α = L,R, is the amplitude of the wave
function on the first site of electrode α and ψ
(a)
q (j) ≡
〈φj |ψ(a)q 〉. We diagonalize h and find eigenstates |λµ〉
with eigenenergies µ (the index µ runs between 1 and
M). In terms of |λµ〉 and µ Eq. (A1) can be rewritten
as
ψ(a)q (i) = TLψ
(a)
q (L)
M∑
µ=1
〈φi|λµ〉〈λµ|φ1〉
q − µ
+ TRψ
(a)
q (R)
M∑
µ=1
〈φi|λµ〉〈λµ|φM 〉
q − µ , (A2)
with i = 1, . . . ,M . This equation allows us to ob-
tain the amplitude of extended states in C provided
that q 6= µ, ∀µ. Indeed, we can exploit the degen-
eracy of q and choose the vectors
(
ψ
(1)
q (L), ψ
(1)
q (R)
)
,(
ψ
(2)
q (L), ψ
(2)
q (R)
)
as we please. Of course, in order to
obtain two independent eigenvectors ψ
(1)
q (α) 6= Cψ(2)q (α),
α = L,R, with C complex number.
Having the projection of |ψ(a)q 〉 onto region C we can
match it to the analytic form in the leads. We first use
the Schro¨dinger equation to calculate ψ
(a)
q (k) on sites k =
L + 1,L + 2 (second and third sites of electrode L) and
k = R + 1,R + 2 (second and third sites of electrode R).
Then we use ψ
(a)
q (k) to compute the phase shift and the
amplitudes of the oscillation in α = L,R
ψ(a)q (α+m) = A
(a)
q,α sin
(
qm+ δ(a)q,α
)
, m = 1, 2. (A3)
The two degenerate eigenfunctions ψ
(1)
q and ψ
(2)
q are in-
dependent by construction but not orthonormal. In or-
der to orthonormalize them we need the overlap Naa′ =
2〈ψ(a)q |ψ(a
′)
q 〉/(piδ(0)). It is straightforward to show that
Naa′ = A
(a)
q,LA
(a′)
q,L cos
(
δ
(a)
q,L − δ(a
′)
q,L
)
+ A
(a)
q,RA
(a′)
q,R cos
(
δ
(a)
q,R − δ(a
′)
q,R
)
. (A4)
The wave functions ψ
(a)
q are eventually normalized ac-
cording to 〈ψ(a)q |ψ(a
′)
q′ 〉 = 2piδaa′δ(q − q′).
2. Bound states
Without loss of generality we choose the hopping pa-
rameter T < 0 in the left and right electrodes. Let |ψb〉
be a possible bound state of energy b < −2|T |. As for
the extended states, the wavefunction in region C is com-
pletely determined by the amplitudes ψb(α), α = L,R on
the first site of electrode α, see Eq. (A1). The am-
plitudes ψb(L) and ψb(R) can be expressed in terms of
ψb(1) = 〈φ1|ψb〉 and ψb(M) = 〈φM |ψb〉 respectively. We
have
ψb(L) = TL g(b)ψb(1), ψb(R) = TR g(b)ψb(M),
(A5)
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where g(ω) is the retarded Green’s function of a semi-
infinite chain. For ω < −2|T |
g(ω) =
ω +
√
ω2 − 4T 2
2T 2
. (A6)
Using Eqs. (A5), the Schro¨dinger equation in region C
reads
M∑
j=1
(
bδij − hij − ΣRij(b)
)
ψb(j) = 0, (A7)
where the embedding self-energy ΣR(ω) is a M ×M ma-
trix having only two non-vanishing matrix elements: the
(1,1) element which is equal to T 2Lg(ω) and the (M,M)
element which is equal to T 2Rg(ω). Bound-state energies
b are given by the solutions of
D(ω) ≡ Det [ω − h− ΣR(ω)] = 0, (A8)
with ω < −2|V |. The corresponding bound state in C
can be calculated from Eq. (A7).
In analogy with the procedure described in Section A 1
we extended the bound-state wave function up to the
second and third sites of electrode α = L,R, matched it
to the analytic form in the leads
ψb(α+m) = Ab,αe
−λb,αm, m = 1, 2, (A9)
and calculated the amplitudes Ab,α and penetration
lengths λb,α. Knowing |ψb〉 in region C and in the leads
we can calculate
〈ψb|ψb〉 =
M∑
j=1
|ψb(j)|2 +
∑
α=L,R
A2b,α
1− e−2λb,α (A10)
and normalize the bound-state wavefunction.
3. Ground state
The parametric dependence of Hˆel on the coordinates
x renders every eigenstate a function of x. We use the no-
tation |ψ(a)q [x]〉 and |ψb[x]〉 for extended and bound states
of Hˆel[x]. Let us consider the ground state |Ψg〉 = |Ψg[x]〉
of Hˆel[x]. |Ψg[x]〉 is a Slater determinant formed by all
bound states |ψb[x]〉 and extended states |ψ(a)q [x]〉 with
energy below the chemical potential µ = 2|T | cos(qF).
The ground state value xg of the nuclear coordinates can
be computed from the zero-force equation (10). In our
practical implementation we constructed the one-particle
density matrix of Eq. (11)
ρg,ji[x] =
∑
b
ψb[x]
∗(i)ψb[x](j)
+
2∑
a=1
∫ qF
0
dq
2pi
ψ(a)q [x]
∗(i)ψ(a)q [x](j) (A11)
and then evolved the coordinates according to the ficti-
tious damped dynamics
Mnx¨n = −γx˙n − ∂Ucl(x)
∂xn
−
∑
ij
∂hij(x)
∂xn
ρg,ji(x) (A12)
with γ > 0 some friction coefficient. Due to the multival-
ley nature of the potential, the damped dynamics might
not converge to the lowest-energy solution. We there-
fore embedded C in in finite rings of increasing length
L, found the energy minimum xg(L) and used its ex-
trapolated value xg(L → ∞) as initial condition for the
fictitious dynamics.
This concludes the description of the numerical al-
gorithm used to find the ground state configuration of
Hˆel[x] + Hcl[p,x]. In the next Section we present how
to propagate the electronic wavefunctions and the nu-
clear coordinates when the system is disturbed by exter-
nal driving fields.
4. Time evolution
The evolution is governed by Eqs. (6,7,8). It is conve-
nient to rearrange the electronic Hamiltonian matrix hel
of the entire system S=L+C+R as
hel(x(t), t) = h0(x(t), t) + v(t) (A13)
where h0 depends on time only through the central region
h0(x(t), t) =
 hL hLC 0hCL h(x(t), t) hCR
0 hRC h
0
R
 , (A14)
whereas
v(t) =
 VL(t) 0 00 0 0
0 0 VR(t)
 (A15)
describes the perturbation due to the bias.
For the time-propagation we discretize the time tm =
2mδ (where δ is an infinitesimal quantity and m is an
integer). We first propagate all occupied wavefunctions
from tm to tm+1 using the algorithm of Ref. 40. Then
we propagate coordinates and momenta from tm to tm+2
using a Verlet-like algorithm. Finally, we complete the
propagation of a full time step ∆ = 4δ by evolving the
wavefunctions from tm+1 to tm+2. The overall scheme
for the time-propagation reads
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(1 + iδh
(m)
0 )
1 + i δ2v
(m)
1− i δ2v(m)
|ψ(m+1)s 〉 = (1− iδh(m)0 )
1− i δ2v(m)
1 + i δ2v
(m)
|ψ(m)s 〉, ∀ψs ∈ occ (A16)

p
(m+1)
n = p
(m)
n + 2δFn[x
(m), {ψ(m+1)s }]
x
(m+2)
n = x
(m)
n + 4δp
(m+1)
n /Mn
p
(m+2)
n = p
(m+1)
n + 2δFn[x
(m+2), {ψ(m+1)s }]
(A17)
(1 + iδh
(m+2)
0 )
1 + i δ2v
(m+1)
1− i δ2v(m+1)
|ψ(m+2)s 〉 = (1− iδh(m+2)0 )
1− i δ2v(m+1)
1 + i δ2v
(m+1)
|ψ(m+1)s 〉, ∀ψs ∈ occ (A18)
with m = 0, 2, 4, 6, . . .. In these equations h
(m)
0 =
h0(x(tm), tm) and v
(m) = 12 [v(tm+1) + v(tm)]. We also
used the short-hand notation ψ
(m)
s = ψs(tm), x
(m) =
x(tm) and p
(m) = p(tm). The initial values are x
(0) =
xg, p
(0) = 0 and {ψ(0)s } = {ψs} ({ψs} being the set of
occupied one-particle eigenstates). In Eq. (A17), the
force Fn[x, {ψs}] depends on the coordinates and on the
one-particle eigenstates and is given by the right hand
side of Eq. (8).
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