The accurate specification of the number of factors is critical to the validity of factor models and the topic almost occupies the central position in factor analysis. Plenty of estimators are available under the restrictive condition that the fourth moments of the factors and idiosyncratic errors are bounded. In this paper we propose efficient and robust estimators for the factor number via considering a more general static Elliptical Factor Model (EFM) framework. We innovatively propose to exploit the multivariate Kendall's tau matrix, which captures the correlation structure of elliptical random vectors. Theoretically we show that the proposed estimators are consistent without exerting any moment condition when both cross-sections (N ) and time dimensions (T ) go to infinity. Simulation study shows that the new estimators perform much better in heavy-tailed data setting while performing comparably with the state-of-the-art methods in the light-tailed Gaussian setting. At last, a real macroeconomic data example is given to illustrate its empirical advantages and usefulness.
Introduction
Factor models provide flexible way to extract main features and summarize information from large data sets with relatively smaller number of common factors, and are wildly applied in research areas such as finance and biology. A fundamental topic is to consistently determine the number of latent factors in largedimensional settings, where cross-sections (N ) and time dimensions (T ) go to infinity simultaneously. Plenty of literatures have focused on this topic for static, dynamic and continuous-time factor models, including (but not limited to) [5] , [4] , [11] , [6] , [18] , [19] , [3] , [15] , [1] , [8] , [22] , [20] , [21] , [16] , [2] and [14] .
[9] proposed the static approximate factor models, from which the factor number is often assumed rather than determined by the data until [5] first presented consistent estimators for the number of common factors in the large-dimensional setting. The proposed information criteria borrows idea from Akaike information criterion (AIC) while with the penalty term specified as a function of both time dimensions T and crosssections N .
[3] added a tuning parameter on the penalty of the criteria in [5] and improved stability in the finite samples case as well as the case with large idiosyncratic disturbances. Another line of research on determining factor number mainly relies on the random matrix's eigenvalue theory. [19] provided simple algorithms based on the empirical distribution of the sample covariance matrix's eigenvalues. [1] proposed two eigenvalue-based ratio-type estimators, which remain reliable even when the idiosyncratic errors are cross-sectionally dependent and serially correlated. [21] further improved [1]'s estimator by transformation and shrinkage, resulting in better performance in scenarios when weak, strong or dominated factors exist.
Both the information-criterion methods and the eigenvalue-based methods perform well only when some moment constraints are satisfied. The literatures mentioned above all assume that the fourth moments of common factors and idiosyncratic errors are bounded. However, in real data application, it is often the case that we are encountered with heavy-tailed data and the bounded fourth moment constraints are not satisfied, especially in the areas of finance and economy. Figure 1 shows the frequency histogram of the sample kurtosis for 128 macroeconomic variables. The data set was originally provided in [17] , named as FRED-MD, and is updated to more recent date (from 1959/01 to 2018/02). After removing the time trend, over 1/3 of the 128 variables show larger sample kurtosis than 9, which is the theoretical kurtosis of t 5 distribution. Thus it is more reasonable to model the macroeconomic variables with heavier-tailed distributions such as t distribution. Figure 2 further demonstrates the vital importance of taking heavy-tailed feature into consideration when determining the factor number. The empirical performances of two methods are compared, one is the "ER" method proposed by [1] , and the other is a modified version named "MKER" proposed by us. In this example, the true number of factors is 3 and the detailed data-generating procedure is presented in Section 4. Figure 2 shows the barplots for the frequency of the estimated factor number based on 1000 replications. For simulated Gaussian data, "ER" and "MKER" both perform well. However, for simulated heavy-tailed data from t distribution and cauchy distribution, "MKER" still performs well and shows robustness while "ER" method gradually loses power as the tail becomes heavier.
Recently, some researchers focus on heavy-tailed factor models [see, for example 10, 7].
[10] considered Elliptical Factor Models (EFM) for large-scale covariance estimation. [7] proposed a factor model structure with α-stable distributions, and recommended the indirect inference method for parameter estimation. However, both of the above two papers treated the factor number as given. To the best of our knowledge, our work provides the first method to specify the factor number for heavy-tailed data.
In this paper, we propose two consistent estimators for the number of common factors in the EFM framework. The advantages of the proposed methods lie in the following aspects. Firstly, we don't assume any moment constraints, thus the proposed estimators are consistent even when the observations are from heavy tailed distributions such as t 2 or Cauchy. Secondly, the theoretical properties are guaranteed in the large-dimensional setting where the dimension N can be much larger than sample size T . Actually, min{ √ T , √ N } → ∞ is sufficient for guaranteeing the consistency of the proposed estimators, which is similar to the condition min{T, N } → ∞ in the light-tailed cases, though with a lower rate. Thirdly, the proposed estimators are eigenvalue-based, thus it's convenient to do similar transformations or shrinkage as in [1] and [21] to improve their performances when weak, strong or dominated factors exist.
We introduce the notations adopted throughout the paper. For a real number a, denote [a] as the largest integer smaller than or equal to a. Let I(·) be the indicator function. Let diag(a 1 , a 2 , · · · , a p ) be a p × p diagonal matrix, whose diagonal entries are a 1 , a 2 , · · · , a p . It also holds when a i , i = 1, . . . , p are square matrices. For a matrix A, let A ij be the i-th row, j-th column entry of A, and let A be the transpose of A and Tr(A) be the trace of A. Denote λ j (A) as the j-th largest eigenvalue of a nonnegative definitive matrix A and let ||A|| 2 be the spectral norm of matrix A, ||A|| F be the Frobenius norm of A. For a nonnegative definite matrix A, ||A|| 2 = λ 1 (A). For two random variable series X n and Y n , X n Y n means X n = O p (Y n ) and Y n = O p (X n ). For two random variables (vectors) X and Y , X d = Y means the distributions of X and Y are the same. The constants c, C 1 , C 2 in different lines can be nonidentical.
The rest of this paper is organized as follows. In section 2, we introduce the static Elliptical Factor Model (EFM) framework and multivariate Kendall's tau matrix. The construction of the estimators and main theoretical results are shown in section 3. Section 4 displays simulation results and section 5 contains a real data example, to empirically illustrate the superiority of the proposed estimators. Conclusions and discussions are provided in section 6. Technical proofs and more simulation results are delegated to the appendix.
Preliminaries

Elliptical Distribution
The elliptical family contains many frequently-used multivariate distributions such as multivariate Gaussian, multivariate t distribution and multivariate Cauchy distribution. We first give the definition of elliptical distribution.
Definition 2.1 (Elliptical Distribution). We call a random vector X ∈ R d has an elliptical distribution, denoted by X ∼ EC d (µ, Σ, ξ), if it has the stochastic representation
is an uniform random vector on the unit sphere in R q , ξ is a scalar random variable independent of U and Σ = (Σ ij ) is the scatter matrix. The covariance matrix is defined when Eξ 2 < ∞, with Cov(X) = (Eξ 2 /q)Σ.
Definition (2.1) is unidentifiable from the following two perspectives. First, given a d×d orthogonal matrix Γ, define A = AΓ, then X d = µ+ξ AU . This is not a vital problem because in most applications Σ is required to be unique rather than the matrix A. In this paper, it's sufficient to assume that representation (2.1) holds for some A. Second, if we let ξ = cξ and A = (1/c)A for some constant c, obviously X d = µ + ξ AU .
[10] and [13] assume that Eξ 2 = q to ensure the identifiability. In this paper, the covariance matrix may be undefined, and we adopt the identifiability condition in [12] that max i Σ ii = 1. The elliptical distribution can also be defined by characteristic function. We only consider continuous elliptical distributions with P(ξ = 0) = 0.
Some nice properties of Gaussian family still hold for elliptical family. For example, the marginal distributions, conditional distributions and linear combinations of elliptical vectors are all elliptically distributed. The scatter matrix plays a crucial role in determining the correlation between coordinates of an elliptical vector. In a traditional factor model (light-tailed), the covariance matrix of the large-dimensional vector contains a low-rank common part and the rank is highly related to the number of common factors. Similarly, for elliptical factor model, the scatter matrix contains a low-rank part, which inspires us to focus on the scatter matrix to determine the number of common factors and remove the moment constraints in the conventional methods. The multivariate Kendall's tau matrix is a suitable tool to study the scatter matrices of elliptical vectors, whose definition is given as follows.
Definition 2.2 (Multivariate Kendall's tau Matrix). For a d-dimensional random vector X and its independent copy X, the population multivariate Kendall's tau is defined as
Given n independent observations X 1 , X 2 , · · · , X n of X, the sample multivariate Kendall's tau matrix is
Obviously K is an unbiased estimator of K and K is a matrix-form U-Statistic, with || K|| 2 ≤ 1, ||K|| 2 ≤ 1.
When X is from elliptical distribution defined by Definition 2.1, it's easy to show X − X d = EC d (0, Σ, ξ 1 ) d = ξ 1 AU , for some random scalar ξ 1 determined by ξ, where U is an uniform random vector on the unit sphere independent with ξ 1 . By simple calculation, we have 4) which implies that ξ has no effects on K. Note that ξ determines whether the moments of an elliptical vector are well defined. Thus it's possible to relax the moment constraints for estimating the factor number by manipulating with K.
[13] proved that K shares the same eigenvectors as Σ, while the relationship between eigenvalues of K and Σ are more complicated, see equation (3.1) for further details.
Elliptical Factor Model
In this paper we focus on the static approximate factor model structure as in [5] , which has the following expression y t = ΛF t + u t , t = 1, 2, · · · , T, (2.5)
where y t = (y 1t , y 2t , · · · , y N t ) are the N -dimensional observations, Λ N ×r is the unknown factor loading matrix, F t are the r-dimensional latent common factors, u t are N -dimensional unobservable idiosyncratic random errors. Equation (2.5) can also be written in matrix form as
where Y = (y 1 , y 2 , · · · , y T ) , F = (F 1 , F 2 , · · · , F T ) , and U N T = (u 1 , u 2 , · · · , u T ) . The research interest is to consistently estimate the latent factor number r, which is assumed to be fixed. The specification of r plays an important role in identifying major factors in financial markets. In addition, a suitable choice of r is also fundamental for further factor analysis such as the estimation of common component. It's impossible to identify Λ and F from equation (2.6) without additional normalization conditions. Either Λ Λ/N = I r or F F/T = I r is frequently used for identification, see, for example, [5] . Actually, the identification problem of Λ and F has little impact on the specification of r. The rank of Λ do not change by multiplying an orthogonal matrix or constant. Many researchers have focused on this topic since [5] gave consistent criteria. But almost all of them exert some moment constraints on F t and u t . For example, [5] assumed that E||F t || 4 < ∞ and E|u t u t /N | ≤ M for all t = 1, . . . , T and some M > 0, while similar constraints were also found in [1] . In this paper, we aim to extend the results to the more general EFM framework, which relax constraints on the moments. We propose to estimate the number of factors based on U-Statistic (the multivariate Kendall's tau) instead of the sample or population moments in existing literature. To this end, additional assumptions are needed and provided as follows.
Further assume y t are independent observations and r is finite.
For Assumption 1, the jointly elliptical distribution of F t and u t entails that y t are also elliptically distributed. Similar assumption can be found in [10] . We assume that y t are independent, to simplify the technical proof for the convergence of sample multivariate Kendall's tau matrix. Fixed r is a common assumption in many related literature. The scatter matrix corresponding to F t is assumed to be identity matrix in Assumption 1, but this can be easily extended to any symmetric positive definite matrix Σ F . To this end, take
Bounded eigenvalues of Σ u in essence makes the idiosyncratic errors negligible compared to the common component. The positive lower bound of λ m (Σ u ) can be relaxed similarly to Assumption D in [1] and Assumption C in [21] . In other word, it is sufficient to assume λ [d c m] (Σ u ) ≥ c + o p (1) for a positive real number c as well as a real number d c ∈ (0, 1], which indicates that asymptotically the non-negligible eigenvalues of Σ u are lower bounded by a positive real number.
Assumption 3 assumes Λ Λ/N converges to a full rank positive definite matrix with bounded maximum and minimum eigenvalues, which is important to the identification of r. Otherwise, it's easy to construct new "mock factors" using linear combinations of the columns of F, making r unidentifiable. Besides, by Assumption 3 and the eigenvalue-assumption of Σ u in Assumption 2, further by Weyl's theorem, the eigenvalues of Σ y show the spiked structure in Assumption 2.1 of [10], where Σ y = ΛΛ + Σ u . That is, the spiked eigenvalues λ 1 (Σ y ), · · · , λ r (Σ y ) are asymptotically proportional to N while the non-spiked eigenvalues λ j (Σ y ), j > r are bounded, i.e., N (C 1 + o(1)) ≤ λ j (Σ y ) ≤ N (C 2 + o(1)) for j ≤ r and λ j (Σ y ) ≤ C 1 for j > r.
Methodology and Theoretical Properties
In this section we present the procedure to estimate the factor number r with the eigenvalues of sample multivariate Kendall's tau matrix defined in (2.2). The multivariate Kendal's tau shares the same eigenvectors of Σ, and the eigenvalues show some nonlinear relations with those of Σ, as stated in [13] ,
3.1) can also be replaced by U j . Recall that by Assumption 1 and Assumption 2, the eigenvalues of Σ y shows the spiked structure, indicating that we can estimate r with λ j (Σ y ), parallelly similar as the sample covariance matrix eigenvalue-based methods in [1] . Furthermore, by Equation (3.1), it's possible to estimate r with eigenvalues of K y or K y defined as follows:
as long as K y or K y also shows a spiked structure. To check this, we need to identify the magnitude of λ j (K y ), j = 1, · · · , N . The upper bounds can be easily obtained, i.e.,
which is insufficient to effectively differentiate λ r (K y ) from λ r+1 (K y ). For illustration, consider a simple case where λ j (Σ y ) = N, j ≤ r and λ j (Σ y ) = c, j > r for a positive constant c. Then by inequality (3.3) we only get λ r (K y ) ≥ (c + o(1))/log(N ), the right hand side of which tends to 0 as N → ∞. The next lemma shows that with Assumption 1-3, the asymptotic lower bound shall be a positive constant, i.e., λ j (K y ) 1, j ≤ r.
Lemma 3.1. Assume Assumption 1, 2 and 3 hold, the eigenvalues of the population multivariate Kendall's tau K y satisfy λ j (K y ) 1, j ≤ r and λ j (K y ) = O p (1/m), j > r, where m = min{N, T }.
By Lemma 3.1, we are ready for constructing the estimators for factor number r. Given observations y 1 , y 2 , · · · , y T , first get the sample multivariate Kendall's tau matrix by Equation (3.2), and calculate its eigenvalues λ j ( K y ), j = 1, 2, · · · , N . We give two estimators motivated separately by the "ER" method in [1] and the "TCR" method in [21] , which are both eigenvalue-based criteria.
[1] also proposed another estimator called "GR". Actually "TCR" is a transformed version of "GR" with slightly better performance illustrated in [21] .
Estimator 1: Multivariate Kendall's tau Eigenvalue Ratio (MKER)
Given λ j ( K y ) and the possible maximum number of factors k max , we construct the Multivariate Kendall's tau Eigenvalue Ratio ("MKER") estimator by
.
(3.4)
To ensure the denominators are not zero, we can add a positive but asymptotically negligible term to each λ j ( K y ). Specifically, take δ N T = 1/ √ m, where m = min{N, T }, λ j ( K y ) = λ j ( K y ) + cδ N T with a small positive constant c and replace λ j ( K y ) with λ j ( K y ) in Equation (3.4). The parameter k max is a predetermined upper bound of the true factor number r. Almost all the existing literatures assume the existence of k max to simplify the theoretical proof.
[1] recommended two methods to choose a suitable value for k max , which are also available for our estimators. In the simulation study, k max is set as 8 but this can be replaced with any other reasonable values.
( 3.5) Similarly, λ j ( K y ) = λ j ( K y ) + cδ N T to ensure the denominators are not zero, which is also important to avoid the case that the ratio goes to infinity for some j = r.
The reason "ER" and "MKER" work lie in that the ratio of eigenvalues tends to infinity only when j = r. The methods "TCR" and "MKTCR" can be regarded as shrinking versions of "ER" and "MKER", which eliminate the impact of large or small λ j ( K). When dominant factors or weak factors exist (corresponding to extremely large or small eigenvalues), "TCR" and "MKTCR" may show better finite sample performances by avoiding underestimation of r, as stated in [21] . When the factors are equally strong or N, T are small, "ER" and "MKER" shall be more accurate and reliable. When N, T go to infinity simultaneously, all of them converge to the true number of factors r in probability under some assumptions. The following theorem is the main theoretical result of this paper.
Theorem 3.2. Assume Assumption 1-3 hold and r ≥ 1, then we have
For the case r = 0, we can slightly modify the proposed estimators by defining a mock eigenvalue λ 0 ( K y ) = −1/ log(δ N T ) such that λ 0 ( K y ) → 0 and λ 0 ( K y )/δ N T → ∞. In detail, define two new estimators in advantage of the mock eigenvalue, as follows
We have the following corollary which guarantees the consistency of r M KER and r M KT CR .
Corollary 3.1. With Assumption 1-3, r ≥ 0 and λ 0 ( K y ), we have
Simulation Study
In this section, we divide the simulation study into three parts to thoroughly compare the proposed estimators with other competitors. Main competitors we consider are the "ER" and "GR" in [1] and "TCR" in [21] . We exclude criteria in [5] , [19] , [3] because [21] concluded that these methods always perform no better than "TCR". We use similar data-generating models as in [1] and [21] . That is,
where F jt and v it are generated from heavy-tailed distributions in the simulation study. In most of our settings, we set r = 3 and let λ ij be independently drawn from standard normal distribution N (0, 1). The parameter θ controls the SNR (signal to noise ratio), ρ controls the serial correlations of idiosyncratic errors, while β and J control the cross-sectional correlations. We point out that although we assume y t to be independent in Assumption 1, we consider the serially correlated structure of u t to compare these methods more comprehensively. In the simulation study, y it are doubly demeaned according to [1] . That is, we apply all the methods to the demeaned data y it where
Simulation Part I
In this part, we use the following data-generating procedure to compare these estimators when data are from diversified population distributions.
jointly elliptical random vectors.
We consider multivariate Gaussian N (0, I N+r ) and multivariate centralized t distribution t ν (0, I N+r ) with ν = 3, 2, 1. The
where Γ(·) is the gamma function. Note that when ν = 1, it's the multivariate Cauchy distribution. We use the "rmvt" function in the R package "mvtnorm" to generate the multivariate t data. The results are reported in the form x(y|z) and shown in Table 1 , from small N, T = 25 to large N, T = 200, in which x is the sample mean of the estimated factor number based on 1000 replications, y and z are the numbers of underestimation and overestimation. Figure 2 in the introduction section also illustrate a part of the results with N = T = 125.
From Table 1 , we can see that all the five estimators perform quite well under multivariate Gaussian distribution, even with relatively small N, T = 50. For the heavy-tailed cases, "MKER" and "MKTCR" still work well while "ER" tends to underestimate and "TCR" tends to overestimate. The estimated factor number from "GR" tends to be larger than "ER" and smaller than "TCR". Besides, "GR" is also not effective in heavy-tailed settings. For Cauchy distribution setting, the conventional estimators perform even worse as what's expected.
Simulation Part II
In this part, we consider most of the simulation settings in [21] to further compare these estimators for Gaussian data. In specific, the following scenarios are considered: 3.000(0|0) † Scenario A: r = 3, kmax = 8, θ = 1, ρ = β = J = 0, (F t , v t ) from multivariate elliptical family."Gaussian" for multivariate Gaussian distribution. "t3", "t2" and "Cauchy" for multivariate t with degree of freedom 3,2,1.
Scenario B1 Serially and cross-sectionally correlated errors: r = 3, θ = 1, ρ = 0.5, β = 0.2, k max = 8, J = max{10, N/20}, (F t , v t ) ∼ N (0, I N+r ), N = T = 25, 50, · · · , 200.
Scenario B2 Weak factors: r = 3, θ = 6, ρ = 0.5, β = 0.2, k max = 8, J = max{10, N/20}, (F t , v t ) ∼ N (0, I N+r ), N = T = 25, 50, · · · , 200.
Scenario B3 Scenario B5 Dominant factor: r = 2, θ = 1, ρ = 0.5, β = 0.2, k max = 8, J = max{10, N/20}, N = T = 100,
Scenario B1 is a simple case containing serially and cross-sectionally correlated errors with Gaussian distributions. Scenario B2, Scenario B3 and Scenario B5 corresponds to existence of strong factors, weak factors, and dominant factors respectively, which are in favor of the shrinking estimators "TCR" and "MKTCR". In Scenario B4, we consider the impacts of the choice of k max for different methods. The simulation results totally meet our expectations that "MKER" and "MKTCR" perform comparably to "ER" and "TCR" in Gaussian cases, though with slightly lower convergence rates. We show the simulation results of Scenario B1 in Table 2 , and designate the remaining to the Appendix II. 3.000(0|0) 3.000(0|0) 3.000(0|0) 3.000(0|0) 3.000(0|0) † Scenario B1: r = 3, θ = 1, ρ = 0.5, β = 0.2, kmax = 8, J = max{10, N/20}, (F t , v t ) ∼ N (0, I N+r ).
From Table 2 , we can see that when N, T ≥ 100, the proposed methods r M KER and r M KT CR perform as well as r ER and r T CR even with serially correlated errors, which implies a quite fast convergence rate. Together with the simulation results shown in the Appendix, we claim that "MKER" and "MKTCR" are effective and show comparable performances with "ER" and "TCR" in Gaussian cases, even with serially and cross-sectionally correlated errors. When strong factors, weak factors, or dominant factors exists, "MKTCR" tends to perform better than "MKER". The choice of k max shows limited effects on "MKER" and "MKTCR" as well as on "ER" and "TCR".
Simulation Part III
In this section we extend the scenarios in Simulation Part II to the heavy-tailed cases. We only replace F t and v t with some jointly elliptical random vectors. Multivariate t 3 distributions are used in the following simulations, and similar results are obtained for t 2 and Cauchy distribution. We denote the corresponding scenarios as Scenarios C1-C5. For each Scenario Ci, the parameter settings are set the same as Scenario Bi, except that (F t , v t ) ∼ t 3 (0, Σ) with the scatter matrices Σ equal to the covariance matrices in Scenario Bi. Besides, for Scenarios C2, we set N = T = 100, 125, · · · , 300 while for Scenarios C3-C5, we set N = T = 150. Unsurprisingly, "MKER" and "MKTCR" performs more robustly. We only display the results of Scenario C1, C4, and C5 in Table 3 , Table 4 and Table 5 while the remaining results can be found in the Appendix II. (28|45) 3.000(0|0) 3.092(3|88) 3.000(0|0) † Scenario C1: r = 3, θ = 1, ρ = 0.5, β = 0.2, kmax = 8, J = max{10, N/20}, (F t , v t ) ∼ t3(0, I N+r ). (7|132) 3.001(0|1) † Scenario C4: r = 3, θ = 1, ρ = 0.5, β = 0.2, J = max{10, N/20}, N = T = 150, (F t , v t ) ∼ t3(0, I N+r ).
From Table 3 , we can see the proposed r M KER and r M KT CR still converge very quickly and show nearly exact estimation when N, T ≥ 100, while there are almost over 10% mis-estimation for the conventional methods even if N, T = 200. Table 3 also illustrates when N, T are small, r M KER performs better than r M KT CR . From Table 4 , we can conclude that k max still has negligible effects on the estimators even with t 3 samples. From Table 5 and the additional simulation results in the Appendix, we conclude that "MKTCR" tends to perform best when strong factors, weak factors or dominant factors exist. We claim that "MKER" and "MKTCR" always show better performances with t 3 samples than their corresponding competitors "ER" and "TCR".
We conclude from the simulation results that the proposed two estimators perform similarly to r ER and r T CR when data are generated from normal distribution, and show much more stable and reliable performance when we generate data from some heavy-tailed families. The choice of k max has almost no effects on the estimators. The method r M KT CR works well even with the existence of strong or weak factors, similar as r T CR , but more precise under the heavy-tailed cases. The different performances of these methods can also help us better understand and model real data. For example, if r ER < r GR < r T CR , there may be some strong or weak factors. Meanwhile, if r M KER and r M KT CR give quite different estimations compared with r ER and r T CR , we tend to believe that the data are from heavy-tailed distributions rather than Gaussian distribution. It' s further shown in the following real data analysis section.
Real-data Example
In this section we apply our method to a real data set FRED-MD, which was ever studied in [21] . It was collected and introduced in [17], and can be freely downloaded from the website http://research. stlouisfed.org/econ/mccracken/fred-md/. The dataset we use contains 128 monthly series of macroeconomic variables with 710 observations from 1959-01 to 2018-02. The raw dataset are non-stationary with missing entries. In the first step, we transform the series to stationary form with the MATLAB codes provided by the website. After this preprocessing procedure, the first two observations vanish with the difference operators and a 708 × 128 panel remains. The website also provide codes for replacing outliers with some "reasonable" values, but we did not do that because extreme observations are inevitable if data are from some quite heavy-tailed distributions. Then for the missing entries in column i, we simply replace them with sample mean of non-missing observations in this column.
We first set k max = 8, use the whole panel and try different criteria to determine the number of common factors. To our surprise, the methods give different estimations that r GR = 2, r ER = 2, r M KER = 1, r T CR = 5, r M KT CR = 4. We also tried k max = 10, 15, 20, 30 and obtain completely the same results. Because r ER gives smaller estimate than r T CR , we guess there may be some strong or weak factors. Besides, the different estimates r T CR and r M KT CR imply the distribution macroeconomic variables may be heavy-tailed, thus manipulation on outliers may be inappropriate since it brings distortion to the underlying distributions. Overall, taking r = 4 shall be a proper choice for the number of common factors.
We are also interested in how the factor number changed with time. To this end, at each time point t, we repeatedly estimate the number of factors using 150 observations before (including) t. This is reasonable because only the past information are available in the real case. The sample size 150 is selected based on the convergence rate in simulations, then the estimated factor number series starts in 1971-08 and end in 2018-02. Figure 3 shows the factor number series estimated by "ER", "TCR" and "MKTCR", together with the gray parts which are the recession dates in business cycles recorded by the National Bureau of Economic Research (NBER). The NBER recession dates are open resources and available in the official website http://www.nber.org/cycles.html. We find that r ER performs stably, always giving an estimate of 2 factors. In most period r M KT CR are larger than r EG and smaller than r T CR , which matches the simulation results when the data are generated from some heavy-tailed distributions. The kurtosis in Figure 1 can also support the conjecture that the real data are heavy-tailed. Another interesting finding is that both r T CR and r M KT CR experience several variations during or near the economic recession dates. It's possibly the recessions that cause the alternations of the number of factors. Maybe this can be applied to predict the beginning of recessions. We see that both r T CR and r M KT CR show a vibration from 2015 to 2016. Though it has not been recorded as recession by NEBR, it's widely known that the global economy faced with serious crisis during this period.
The results of the estimated number of factors are quite different from the findings in [17] in the following two aspects. Firstly [17] always give larger estimates with 6 or even 8 factors. Secondly they found that the recessions tended to increase the number of factors while in Figure 3 we can see that the recessions may also decrease it.
[17] determined the number of factors with the criterion proposed by [5] , and the simulations in [21] give clues that [5]'s criteria might perform badly with serially and cross-sectionally correlated errors. From this perspective, we believe r M KT CR and r T CR give more reliable estimates and thus are more suitable for financial data analysis. Besides, based on our simulation results, r T CR tends to overestimate for heavytailed distributed data, so we believe r M KT CR shall be the best estimate in this real data example.
Conclusions
We propose two estimators, named r M KER and r M KT CR , to determine the number of common factors for heavy-tailed data. By replacing sample covariance matrix with sample multivariate Kendall's tau matrix, the new criteria remain efficient even with t 3 , t 2 or Cauchy samples, compared with r ER , r GR in [1] or r T CR in [21] . When both N, T go to infinity, the consistency of the proposed methods are proved under some mild conditions. Simulation results show that the new methods perform comparably to those conventional estimators under Gaussian cases and obviously better when data are generated from heavy-tailed t distributions. The FRED-MD data set introduced in [17] is analyzed with both new estimators and conventional ones, which provides some new perspectives and illustrate the advantage of r M KT CR .
The simulation study shows that when the errors are serially correlated, the new estimators still perform quite well. Thus we aim to relax the conditions in Assumption 1 to a stationary time series structure or maybe even to the dynamic structure in our future research. We claim that the independent assumption are only for obtaining the convergence of sample multivariate Kendall's tau matrix, with a matrix form Bernstein inequality of U-Statistics. The main difficulty for this extension is that it's difficult to define the stationarity for elliptical time series. The traditional weak stationarity doesn't hold because we do not assume finite moments, while the strict stationarity doesn't hold because the elliptical distributions are not closed under independent sums. We leave this problem for future research.
By Assumption 3 and Weyl's theorem, λ j (Λ Λ/N ) = λ j (Σ Λ ) + o(1) for j = 1, 2, · · · , r. Thus the eigenvalues of ΛΛ are N [λ 1 (Σ Λ ) + o(1)], · · · , N [λ r (Σ Λ ) + o(1)], 0, 0, · · · , 0.
By Assumption 2 and Weyl's theorem again, we have N (C 2 + o(1)) ≤ H jj ≤ N (C 1 + o(1)) for j ≤ r, C 2 ≤ H jj ≤ C 1 for r < j ≤ m and H jj ≤ C 1 for m < j ≤ N , with m = min{N, T }. Thus we have q ≥ m.
It's easy to check for j ≤ r and N → ∞,
For the lower bound, note that
For j ≤ r, define
Let T = I{a N U 2 1 > 1}, then with N sufficiently large we have a N > 0 and a N U 2 1 > T . Thus
Note that U 1 d = g 1 /||g||, where g = (g 1 , · · · , g q ) ∼ N (0, I q ). Then, with m → ∞,
Then, we have
For r < j ≤ m, with m = min{N, T }, we have
. For j > m, M jj ≤ M mm = O(1/m). We don't need the lower bound of M jj for j > r.
To prove Theorem 3.2, we need the next Lemma .1 to bound the asymptotic difference between K y and K y . The lemma was adapted from [10], with slightly different assumptions. We prove this lemma under our assumptions for self-completeness.
Lemma .1. Assume Assumption 1-3 hold, we have || K y − K y || 2 = O p (m −1/2 ), with m = min{N, T }.
Proof. Note that by Assumption 1, y t ∼ EC(µ y , Σ y , ξ), where µ y = (Λ, I N )µ 0 and Σ y = ΛΛ + Σ u = ΩHΩ . Define z t = Ω y t , t = 1, 2, · · · , T , then z t ∼ EC(µ z , H, ξ), where µ z = Ω µ y . Construct the sample and population multivariate Kendall's matrices with z t by
then K z = Ω K y Ω, K z = Ω K y Ω and + BH B B ) , then K g shares the same nonzero eigenvalues as K g .
Follow the proof of Lemma F.1 in [10], we can parallelly get λ j (t −1 AH A A ) = λ j (K g ) + O p (1/ √ T ) for j ≤ r and λ j (t −1 BH B B ) = O p (1/ √ N T ) for j ≤t. Thus by Weyl's theorem again, λ j ( K g ) = λ j (K g ) + O p (1/ √ T ) for j ≤ r and λ j ( K g ) = O p (1/ √ N T ) for j > r.
Note that K g = M is diagonal. Define Θ A = diag(M 11 , · · · , M rr ), Θ B = diag(M r+1,r+1 , · · · , M N N ), Θ A = diag(λ 1 ( K g ), · · · , λ r ( K g )), Θ B = diag(λ r+1 ( K g ), · · · , λ N ( K g )), and ( Γ 1 , Γ 2 )diag(Θ A , Θ B )( Γ 1 , Γ 2 ) is the eigenvalue-decomposition form of K g . Then by the above deduction, 
which concludes the results of Lemma .1.
Proof of Theorem 3.2.
Denote δ N T = 1 √ m , then by Lemma 3.1, Lemma .1 as well as Weyl's theorem,
(.8)
For the modified empirical eigenvalues λ j ( K y ) = λ j ( K y ) + cδ N T , we have λ j ( K y ) 1, j ≤ r and λ j ( K y ) δ N T , j > r. Now we can show the consistency of r M KER and r M KT CR with λ j ( K y ).
It's easy to check for j < r and j > r, λj ( Ky) λj+1( Ky) 1, while for j = r we have λr( Ky) λr+1( Ky) 1 δ N T → ∞, then r M KER is consistent. And for r M KT CR , apply the inequality c 1+c < ln(1 + c) < c with c > 0, then for j < r or r < j ≤ m − 1,
where V j = m i=j+1 λ i ( K y ), j = 0, 1, · · · , m − 1. On the other hand, for j = r,
where m = min{N, T }, as defined in Section 3. Thus r M KT CR is consistent. (44|28) 3.016(33|36) † Scenario B2: r = 3, θ = 6, ρ = 0.5, β = 0.2, kmax = 8, J = max{10, N/20}, (F t , v t ) ∼ N (0, I N+r ) . (102|55) 3.340(83|105) † Scenario B3: r = 3, θ = 1, ρ = 0.5, β = 0.2, kmax = 8, J = max{10, N/20}, N = T = 100, (F t , v t ) ∼ N (0, D), D is (N + r) × (N + r) diagonal with Dii = 1, i = 3; D33 = SN R, SN R from 0.7 to 0.4. (0|1) 3.001(0|1) 3.017(0|5) 3.043(0|10) † Scenario B4: r = 3, θ = 1, ρ = 0.5, β = 0.2, J = max{10, N/20}, N = T = 100, (F t , v t ) ∼ N (0, I N+r ) . (6|0) 1.987(14|1) † Scenario B5: r = 2, θ = 1, ρ = 0.5, β = 0.2, kmax = 8, J = max{10, N/20}, N = T = 100, (F t , v t ) ∼ N (0, D), D is (N + r) × (N + r) diagonal with Dii = 1, i = 1; D11 = SN R, SN R from 1 to 20. . (455|233) 3.174(79|136) † Scenario C2: r = 3, θ = 6, ρ = 0.5, β = 0.2, kmax = 8, J = max{10, N/20}, (F t , v t ) ∼ t3(0, I N+r ) . 2.947(70|12) † Scenario C3: r = 3, θ = 1, ρ = 0.5, β = 0.2, kmax = 8, J = max{10, N/20}, N = T = 150, (F t , v t ) ∼ t3(0, D), D is (N + r) × (N + r) diagonal with Dii = 1, i = 3; D33 = SN R, SN R from 0.7 to 0.4.
Appendix II: Additional Simulation Results
