Exploiting the mass transportation method, we prove a dual principle which implies directly the sharp Gagliardo-Nirenberg trace inequalities which was recently proved by Bolley et al. [5] . Moreover, we determine all optimal functions for these obtained sharp Gagliardo-Nirenberg trace inequalities. This settles a question left open in [5] . Finally, we use the sharp Gagliardo-Nirenberg trace inequality to establish their affine versions (i.e., the sharp affine Gagliardo-Nirenberg trace inequalities) which generalize a recent result of De Nápoli et al. [12] . It was shown that the affine versions are stronger and imply the sharp Gagliardo-Nirenberg trace inequalities. We also determine all extremal functions for the sharp affine Gagliardo-Nirenberg trace inequalities.
Introduction
Let · be any norm on R n with n ≥ 2 and · * be its dual norm, i.e., x * = sup y ≤1 x·y. Throughout this paper, we shall denote by R n + = {z = (t, x) ∈ R × R n−1 : t ≥ 0}, for the upper half space of R n and by e the vector (1, 0, · · · , 0) ∈ R n . Then ∂R n + = {(0, x) : x ∈ R n−1 }. For p ∈ (1, n) and q > 1, we denote D p,q (R a−p (R n + ), where θ is determined by the scaling invariant of (1.1) and given by θ = a − p p(a − n) + n − p .
( 1.2)
The inequality (1.1) is sharp, and the optimal constant D n,p,a is reached by function
It is an analogue of the sharp Gagliardo-Nirenberg inequalities due to Del Pino and Dolbeault [13, 14] (see [11] for another proof by using mass transportation method) in the trace case. It contains the sharp Sobolev trace inequality as a special case with a = n which was proved by Nazaret [29] . In [5] , the inequality (1.1) was derived from a new kind of Borell-Brascamp-Lieb inequality (see Theorem 6 in [5] ). The latter inequality also leads to the sharp Sobolev inequalities [1, 33] , the sharp Gagliardo-Nirenberg inequalities [11, 13, 14] and the sharp Sobolev trace inequalities [29] . This method gives a new bridge between the geometric point of view of the Brunn-Minkowski inequality and the functional point of view of the Sobolev type inequalities. Notice that the relation between Brunn-Minkowski inequality and the Sobolev type inequalities was observed by Bobkov and Ledoux. It has shown by Bobkov and Ledoux [3, 4] that the Sobolev type inequalities (such as logarithmic Sobolev inequality and Sobolev inequalities) can be reached by a functional version of Brunn-Minkowski inequality known as Borell-Brascamp-Lieb inequality due to Borell [6] and Brascamp and Lieb [7] . However, we can not use the standard functional version of the Borell-Brascamp-Lieb inequality (see [4] ). It was asked by Bobkov and Ledoux whether the Sobolev inequalities can be proved directly from a new kind of Borell-Brascamp-Lieb inequality. The paper [5] answers affirmatively this question. However, it left open the question on the extremal functions for the inequality (1.1). It was conjectured in [5] that the equality holds in (1.1) if and only if f = h p up to translations, dilations and multiplicative constants. The aim of this paper is to give a new and direct proof of the inequality(1.1) based on the mass transportation method. It is well known that the mass transportation method is an useful tool to prove some inequalities (in sharp form) both in analysis and geometry (such as Brunn-Minkowski inequality and its functional versional, the isoperimetric inequality, the sharp Sobolev and sharp Gagliardo-Nirenberg inequalities [11, 30] , the sharp Sobolev trace inequality [29] , and some Gaussian type inequalities [10] ). In fact, we shall use the mass transportation method to prove a dual principle (see Theorem 1.1 below) which immediately implies the inequality (1.1). Furthermore, tracing back to estimates in this method, we cans show that the optimal constant D n,p,a is reached only by h p up to translations, dilations and multiplicative constants (see Theorem 1.2 below). This settles a question left open in [5] . Note that the case a = n (corresponding to the Sobolev trace inequality) was recently treated by Maggi and Neumayer [25] by using again the mass transportation method. For a function f on R n + , we denote f p the L p −norm of f with respect to Lebesgue measure on R n + , i.e.,
Our main results read as follows.
Theorem 1.1. Let a ≥ n > p > 1, and let f and g be functions in D p,
with equality if f = g = h p . As a consequence, we have the following dual principle
4)
with h p is extremal in both variational problems. Furthermore, the Gagliardo-Nirenberg trace inequality (1.1) holds.
Concerning to the optimal functions for the inequality (1.1), we have
is optimal in the Gagliardo-Nirenberg trace inequality (1.1) if and only if
for some c ∈ R, λ > 0 and x 0 ∈ R n−1 .
As mentioned above, the proofs of Theorems 1.1 and 1.2 are based on the mass transportation method. We shall briefly recall some facts from this method. Let µ and ν be two Borel measures on R n of the same total measure such that µ is absolutely continuous with respect to Lebesgue measure. Then there exists a convex function ϕ on R n such that
for every bounded or positive, Borel measurable function b : R n → R (see [8, 27] ). Furthermore, ∇ϕ(supp µ) = supp ν and ∇ϕ is uniquely determined dµ−almost everywhere. We call ∇ϕ the Brenier map which transports µ to ν. See [35] for a review and dicussion of existing proofs of this map. Since ϕ is convex, it is differentiable almost everywhere on its domain {ϕ < ∞}; in particular, it is differentiable dµ−almost everywhere. In additionally, if µ and ν are absolutely continuous with respect to the Lebesgue measure on R n , with densities F and G respectively. Then ∇ϕ satisfies
for every bounded or positive, Borel measurable function b : R n → R. It is well-known that ∇ϕ solves the following Monge-Ampère equation in the F (x)dx−almost everywhere sense (see [28] )
where D
2
A ϕ is Hessian of ϕ in Aleksandrov sense, i.e, as the absolutely continuous part of the distributional Hessian of the convex function ϕ.
In the proofs below, it is required to use Hölder's and Young's inequality. We recall them below. Let · be a norm on R n , B its unit ball and · * its dual norm. Then for any λ > 0, Young's inequality holds
, integration of (1.8) and optimization in λ gives Hölder's inequality in the form
Since · is a Lipschitz function on R n , it is differentiable almost everywhere. When 0 = z ∈ R n is such a point of differentiability, the gradient of the norm at z is the unique vector z * = ∇( · )(z) such that
These equalities will be used to verify the extremality of h p .
As an application of the sharp Gagliardo-Nirenberg trace inequalities (1.1), we shall establish the sharp affine Gagliardo-Nirenberg trace inequalities in the half space R n + . We mention here that the sharp affine Sobolev trace inequality was recently established by De Nápoli et al., [12] . Let p ∈ (1, n), let us denote by D p (R n + ) the set of all functions f in R n + such that its distribution gradient belongs to L p (R n + ) and the set {|f | > s} has finite measure for any s > 0. It is known that
, where S n−2 denotes the unit sphere in {0} × R n−1 and
It was proved in [12] that if p ∈ (1, n), n ≥ 3 and f ∈ D p (R n + ), we have
where
The inequality (1.11) is sharp and there is equality in (1.11) if 12) for some constant λ, δ > 0, x 0 ∈ R n−1 and A ∈ GL n−1 . The proof of (1.11) given in [12] is based on the sharp Sobolev trace inequality due to Nazaret [29] and the sharp affine L p isoperimetric inequalities due to Lutwak, Yang and Zhang [20] (more precisely, the L p Busemann-Petty centroid inequality). This approach was already used in [19] to give a new proof a the sharp affine L p Sobolev inequalities due to Lutwak, Yang and Zhang [21, 23] . The advantage of this new method is that it is more simple than the ones of Lutwak, Yang and Zhang, and avoids the use of the solution of the L p Minkowski problem [22] which is still open in general. It was further developed by the author in [31] to prove a general affine Pólya-Szegö principle and its equality characterization (i.e., a Brothers-Ziemer type result). Applying these results, the author gave a new proof of general affine Sobolev inequalities and classified the extremal functions for these inequalities which remains open from the previous works (e.g., see [16, 18, 36] ). It is remakable by Jensen's inequality and Young's inequality that
where ∇ x f is the gradient of f in variables x ∈ R n−1 . Hence, we have from (1.11) 13) which is exactly the Sobolev trace inequality of Nazaret with the norm defined by (t, x) = (|t|
p . In the special case p = 2, the inequality (1.13) reduces to the famous sharp Sobolev trace inequality due to Beckner [2] and Escobar [15] . In particular, the inequality (1.11) is stronger than and implies the sharp Sobolev trace inequality of Beckner and Escobar.
Concerning to the extremal functions for the inequality (1.11), it was proved in [12] (see Theorem 1.1) that the extremal functions for (1.11) in the case p = 2 are only functions of the form (1.12) with p = 2. This follows from the characterization of extremal functions for the Sobolev trace inequality due to Beckner and Escobar, and the equality case in the L p Busemann-Petty centroid inequality (see [20] ). The case p = 2 was left open since the lack of characterization of extremal functions for the Sobolev trace inequality due to Nazaret [29] . However, as mentioned above, the extremal functions for the Sobolev trace inequality already was treated by Maggi and Neumayer (see [25] ). Hence, as for the case p = 2, we can conclude that all extremal functions for the inequality (1.11) are of the form (1.12). Another important consequence of Theorem 1.2 is that the inequality (1.11) does not imply the classical sharp Sobolev trace inequality
with K n,p is the sharp constant. We refer the reader to the end of the paper [12] for more detail discussions about this fact.
Notice that the inequality (1.11) possesses an important affine invariant property as described below. Denote by GL n,+ the set of matrices having the form
where λ > 0 and B ∈ GL n−1 . For any A ∈ GL n,+ and f ∈ D
, and
Hence, the inequality (1.11) is GL n,+ invariant. It is easy to see that GL n,+ is a subgroup of SGL n,+ consisting of matrices of the form
where λ > 0, a 1 , . . . , a n−1 ∈ R, and B ∈ GL n−1 . Obviously, R n + is invariant under the action of elements in SGL n,+ . This suggests that the inequality (1.11) can be strengthened to a SGL n,+ invariant form. We will show that this is the case. Indeed, using Theorems 1.1 and 1.2 and the sharp L p Busemann-Petty centroid inequality, we shall prove a family of the affine sharp Gagliardo-Nirenberg trace inequalities in R n + which contains the inequality (1.11) as a special case. To state our next result, let us introduce a new quantity on
.
and D (1, a) f denotes the derivative of f in the direction (1, a), i.e.,
Given a matrix A ∈ SGL n,+ which is determined by a λ > 0, a = (a 1 , . . . , a n−1 ) ∈ R n−1
and B ∈ GL n−1 , define g(t, x) = f (A(t, x)) = f (λt, at + Bx). It is not hard to see that
The affine version of the Gagliardo-Nirenberg trace inequality (1.1) is stated as follows.
, where θ is given by (1.2) and D n,a,p is the sharp constant whose value is given by
. (1.16) Moreover, the equality in (1.15) holds if and only if
for some c ∈ R, x 0 ∈ R n−1 and A ∈ SGL n,+ , where
In the case a = n, we then have θ = 1 and
Hence, the inequality (1.15) is stronger than the inequality (1.11) when a = n. Moreover, by Young inequality and
Hence the inequality (1.15) is stronger than the inequality (1.1) with the norm (t, x) = (|t| q + |x| q ) 1 q . In particular, for p = q = 2, the inequality (1.15) is stronger than the inequality (1.1) with the euclidean norm. Furthermore, for the case p = 2, the inequality (1.15) does not imply the sharp Gagliardo-Nirenberg trace inequality (1.1) with the euclidean norm because the set of extremal functions of two these inequalities are different.
The rest of this paper is organized as follows. In the next section, we use the mass transportation method to prove Theorem 1.1. Theorem 1.2 will be proved in section 3 by refining the step in proof of Theorem 1.1. In section 4, we prove the sharp affine Gagliardo-Nirenberg trace inequality and determine the extremal functions (i.e., proving Theorem 1.3).
Proof of Theorem 1.1
In this section, we give the proof of Theorem 1.1 via the mass transportation method.
, then it suffices to prove Theorem 1.1 for nonnegative functions. We start by proving the inequality (1. 
by the Gagaliardo-Nirenberg inequality on half space). The extra assumptions imposed on f and g ensure some regularity properties of the Brenier map pushing f ap a−p dz forward to g ap a−p dz. Indeed, let ϕ be such a Brenier map. As was shown in [24] , the convex function ϕ can be assumed to have as its domain the whole space R n since g is compactly supported in R n + . Thus ∇ϕ has locally bounded variation in R n + up to the boundary ∂R n + . By (1.7), ∇ϕ satisfies the quation
for f ap a−p dz-a.e. z. The preceding equation together with the definition of mass transportation gives
By the arithmetic-geometric inequality, we have
Plugging (2.2) into (2.1) and using the inequality
where ψ(z) = ϕ(z) + e · z which has the same distributional Laplacian as ϕ. Note that f is smooth and has compact support, then we can use the integration by parts formula for functions of bounded variation. This leads to
since −e is the exterior normal vector to ∂R n + . By definition of the mass transportation, ∇ϕ ∈ R n + which means that ∇ϕ · e ≥ 0 on ∂R n + . Since e · e = 1, we get
Combining (2.3) and (2.5), we arrive
Applying Hölder inequality and the definition of mass transportation, we obtain
Inserting (2.7) into (2.6), we get
Since the Brenier map ∇ϕ does not appear in (2.8), we can remove the compactness and smoothness assumptions imposed on f and g at this stage by density argument. The estimate (2.8) hence remains hold for any nonnegative functions f ∈ D p,
. Let us remark that when f = g = h p then ∇ϕ(z) = z which implies the equality in (2.8).
By Young inequality, we have
with equality if f = g = h p . Therefore, the inequality (1.3) follows from the estimates (2.8) and (2.9), with equality if f = g = h p . This leads to the dual principle (1.4). It remains to prove the Gagliardo-Nirenberg trace inequality (1.1). Since
Then we have
with equality if f = h p . Using again Young inequality, we get
with equality if f = h p . Combining (2.11) with (2.10) yields
with equality if f = h p . If a = n, the inequality (2.12) gives the sharp Sobolev trace inequalities due to Nazaret [29] . If a > n, denote B =
for λ > 0. It is obvious that
a−p dz,
Replacing f by f λ in (2.12), we get
for any λ > 0. The estimate (2.13) is exactly formula (46) in [5] with a different normalization condition on f . Optimizing the right hand side of (2.13) over λ > 0, we obtain the inequality (1.1) for any function f with f ap
. By homogeneity, the inequality (1.1) holds for any function f .
The optimality of (1.1) is checked directly by using function h p . Indeed, the equality holds true in (2.12) if f = h p and λ = 1. Note that
hence the right hand side of (2.12) is minimized at λ = 1 when f = h p . This proves the optimality of (1.1). The proof of Theorem 1.1 was completely finished.
Proof of Theorem 1.2
This section is devoted to prove Theorem 1.2 concerning to the extremal functions for the sharp Gagliardo-Nirenberg trace inequality (1.1). We follow the arguments in [11] dealing with the identification of the extremal functions for the sharp Sobolev inequality. To do this, we trace back to the equality cases in the estimates used in the previous section on the Monge-Ampère equation (1.7), the definition of mass transportation, the arithmeticgeometric inequality (2.2), Hölder inequality (2.7), the Young inequalities (2.9) and (2.11), and the integration by parts formula (2.4). We remark that the integration by parts formula (2.4) is valid under the extra assumptions on f and g which ensure the regularity of the mass transport. If g is only in L ap a−p (R n + ) and is not compactly supported, then the normal derivative of ϕ has no reason even to exist on the boundary. So the integration by parts formula (2.4) does not exists in this case. The first step in determining the optimal functions for the Gagliardo-Nirenberg trace inequality (1.1) is to establish an integration by parts inequality which holds for more general f and g without extra assumptions on the smoothness or the compactly supported property. This is the content of the following lemma. 
Proof. Since R n + g ap a−p z + e p p−1 dz < ∞, by definition of the mass transport, we have
Let Ω be the interior of {z ∈ R n : ϕ(z) < ∞}, then the support of f is contained in Ω, and ∂Ω is of zero measure. The function ϕ is convex, hence it is differentiable a.e. in Ω. By Fubini theorem, for a.e. t > 0, ∇ϕ exists a.e. in Ω(t) = Ω ∩ ({t} × R n−1 ) with respect to (n − 1)-dimensional Lebesgue measure. Let t 0 > 0 be such a number, and fix z 0 = (t 0 , x 0 ) ∈ Ω ∩ R n + . Taking k 0 such that 1/k 0 < t 0 , and for k ≥ k 0 we define f k (z) = f (z)θ(kt), z = (t, x), where θ is a smooth, increasing function on [0, ∞) such that 0 ≤ θ ≤ 1, θ = 0 on [0, 1] and θ = 1 on [2, ∞). Thus, the support of f k is contained in {z = (t, x) : t ≥ 1/k}. For ǫ > 0 small enough (ǫ ≪ t 0 − 1/k 0 ), we define
where χ is a C ∞ cut-off function, χ(z) = 1 if |z| ≤ 1/2 and χ(z) = 0 if |z| ≥ 1 and
, η ≥ 0 and R n η(z)dz = 1. For δ small enough (δ is smaller than the distance from the support of f k,ǫ to ∂Ω), f k,ǫ,δ is compactly supported in Ω and smooth, i.e., f k,ǫ,δ ∈ C ∞ 0 (Ω). Since ∆ A ψ ≤ ∆ D ′ ψ, and ∇ϕ has locally bounded variation in Ω, applying integration by parts for functions of bounded variation, we have
Since ∇ϕ ∈ R n + a.e., then ∇ϕ · e ≥ 0 which together with the previous estimate implies
or equivalently
For δ is sufficient small, the support of f k,ǫ,δ is contained in Ω ′ ⊂⊂ Ω, hence ∇ψ is bounded uniformly on the support of f k,ǫ,δ . Moreover,
3) and using Fatou's lemma and ∆ A ψ = ∆ A ϕ ≥ 0, we get
It remains to pass ǫ → 0 in (3.4). Repeating the argument in the proof of Lemma 7 in [11] and using Gagliardo-Nirenberg trace inequalities together with (3.2), we obtain
Since ∇f k (t, x) = θ(kt)∇f (t, x) + f (t, x)kθ ′ (kt) and θ is increasing, then
Letting k → ∞ in (3.5), we get
It remains to pass t 0 → 0 in (3.6). By Fatou's lemma and the fact ∇f · ∇ψf
, it is enough to show that
For t > 0, define the function h t on R n + by h t (z) = f (z + te) − f (z). It is not hard to see that
+ by the continuity of L p −norm under the translation. Applying GagliardoNirenberg trace inequality, we get
This implies (3.7).
Suppose that equality holds true in (1.1) for a function f = 0. It is a standard argument (by writing f as f = f + − f − and using convexity) that f does not change sign, hence without loss of generality, we can assume that f is nonnegative. Note that D p,
, by the homegeneity, we can assume that
Let λ 0 be the number minimizing the right hand side of (2. dz, and Ω = {z ∈ R n : ϕ(z) < ∞}. Recall that (2.3) holds in general without any extra assumptions on the regularity of f and g. Applying (2.3) and (3.1) for f λ 0 and h p , we see that (2.6) still holds for f λ 0 and h p which is equivalent to
By Hölder inequality and Young inequality, (3.8) leads to the inequalities (2.8) and (2.12) for f λ 0 and h p , i.e.,
and
As discussed above, we have equality in (3.10). Hence equality holds in (3.9). In particular, we must have equalities in Hölder inequality (2.7) applied to f λ 0 and in the arithmeticgeometric inequality (2.2). Equality in Hölder inequality implies
for almost every z ∈ Ω ∩ R n + . This equality and the argument in [11] shows that f λ 0 is positive on Ω ∩ R n + and the support of f λ 0 is Ω ∩ R n + . Using again the argument in [11] we conclude that D If a > n, the equality in the arithmetic-geometric inequality implies that D 2 D ′ ϕ is identity matrix almost everywhere in Ω ∩ R n + , hence ∇ϕ(t, x) = (t − t 0 , x − x 0 ) for some (t 0 , x 0 ) ∈ R n . Since ∇ϕ sends the interior of support of f λ 0 to the interior of support of h p (which is R n + ), then the interior of support of f λ 0 is R n + + t 0 e which implies t 0 ≥ 0. Therefore, we have f λ 0 (z) = 1 R n + +t 0 e (z)h p (z − (t 0 , x 0 )) which forces t 0 = 0. This means that f (z) = λ Before proving Theorem 1.3, let us recall some useful facts from theory of convex bodies. The book of Schneider [32] is a good reference for this purpose. A subset K of R n is called a convex body if it is a compact convex subset of R n with non-empty interior. A convex body K is symmetric if K = −K. For a convex body K ⊂ R n , its support function h K is defined by h K (x) = max{ x, y : y ∈ K}.
It is well-known that a convex body is completely determined by its support function. If K is a symmetric convex body, then its Minkowski functional (or the gauge) · K is defined by
· K is a norm in R n . The polar body K • of K is defined by
It is easy to see that
Moreover, the following formula holds
here vol k denotes the volume in R k . For a convex body K in R n containing the origin in its interior, its L p centroid body Γ p K, p ≥ 1 is defined by
for x ∈ R n , where a n,p = ω n+p ω 2 ωnω p−1 is a normalized constant such that Γ p B n 2 = B n 2 with B n 2 denoting the unit ball of R n . The L p Busemann-Petty centroid inequality proved by Lutwak, Yang and Zhang (see [20] ) states that for any convex body K in R n containing the origin in its interior we have
with equality if and only if K is an origin-symmetric ellipsoid. We refer the interest reader to [17] for a generalization of the inequality (4.2). Let f ∈ D p (R n + ) which is not identical 0. We denote by B p (f ) the unit ball in R n−1 with respect to the norm
From the definition of E p (f ) and the formula (4.1), we get
Let K p (f ) be a convex body in R n−1 whose support function is
Following the proof of Lemmas 3.2 and 3.3 in [31] , we have the following identities.
Lemma 4.1. It holds
It follows from the L p Busemann-Petty centroid inequality (4.2) that
with equality if and only if B p (f ) is an origin-symmetric ellipsoid in R n−1 . Combining the preceding inequality together with Lemma 4.1, we get
with equality if and only if B p (f ) is an origin-symmetric ellipsoid in R n−1 . Denote
Then vol n−1 (K p (f )) = ω n−1 and the inequality (4.4) is equivalent to
with equality if and only if B p (f ) is an origin-symmetric ellipsoid in R n−1 . Given a vector a ∈ R n−1 , let B p, a (f ) denote the unit ball of the norm
We can readily check that
Hence, it follows from (4.5) and (4.7) that
Now, applying the sharp Gagliardo-Nirenberg trace inequality (1.1) with the norm · p, a,f , we obtain
where θ is given by (1.2) and D n,a,p is given by (1.16). By Theorem 1.2, there is equality in (4.9) if and only if 10) up to a translation on {0} × R n−1 , a dilation and a multiplicative constant. Combining (4.8) and (4.9) together, we get
is strictly convex on R n−1 , then there exists uniquely a 0 such that
Consequently, we get from (4.11) that
. (4.13)
For any λ > 0, applying (4.13) to function f λ (t,
. (4.14)
> 0 by the assumption (1.2), hence the right hand side of (4.14) is minimized by
Taking λ = λ 0 in (4.14), we obtain the inequality (1.15) as desired. It remains to check the condition of equalities in (1.15
is an Euclidean unit ball in R n−1 . By the convexity and the evenness of h p in x variables, the minimum in (4.12) is attained by a 0 = 0, hence (t, x) p,0,hp = (|t|
. Thus, we have equality in (4.5), (4.8) and (4.11) with f = h p and a = 0 which imply the equality in (4.13) for f = h p . It is easy to check that λ 0 defined by (4.15) is equal to 1 if f = h p . Hence, the equality in (4.14) for f = h p and λ = 1 proves the equality in (1.15) for f = h p . The SGL n,+ invariant property of the inequality (1.15) implies that equality holds in (1.15) for functions of the form (1.17).
Conversely, suppose that equality holds in (1.15) for a non-zero function f . Let a 0 denote the unique minimizer in (4.12) and let λ 0 be defined by (4.15) . Consider the function f λ 0 defined by f λ 0 (t, x) = f (λ 0 t, x). Note that f λ 0 = f on ∂R = D n,a,p
a−p (∂R n + )
As a consequence, all estimates for f λ 0 above must be equalities. Firstly, we must have equality in the Gagliardo-Nirenberg trace inequality Secondly, we have the equality holds in (4.5) for f λ 0 which implies that B p (f λ 0 ) is an origin-symmetric ellipsoid. Then so is K p (f λ 0 ). Since vol n−1 (K p (f λ 0 )) = ω n−1 , there is B ∈ GL n−1 such that det B = ±1 and K p (f λ 0 ) = BB Obviously, we have f (t, x) = c h p (A(t, x − x 0 )) as wanted. The proof of Theorem 1.3 is completed.
We finish this paper by remark that the arguments in this paper can be applied to obtain a more general sharp Gagliardo-Nirenberg trace inequality as follows. Let p ∈ (1, n), λ ∈ (0, 1) and f ∈ D p (R .
From the definition, we have E 1
2
,p (f ) = E p (f ) and A 1 2 ,p = A p (f ). Applying the general L p Busemann-Petty centroid inequality [17] and the argument in this section, we can prove the following inequality whose detail proof is left for interest reader, for some c ∈ R, x 0 ∈ R n−1 and A ∈ SGL n,+ , where h p (t, x) = ((1 + t) q + |x| q ) − a−p p−1 .
