In this paper, a hybrid splitting method is proposed for solving a smoothing Tikhonov regularization problem. At each iteration, the proposed method solves three subproblems. First of all, two subproblems are solved in a parallel fashion, and the multiplier associated to these two block variables is updated in a rapid sequence. Then the third subproblem is solved in the sense of an alternative fashion with the former two subproblems. Finally, the multiplier associated to the last two block variables is updated. Global convergence of the proposed method is proven under some suitable conditions. Some numerical experiments on the discrete ill-posed problems (DIPPs) show the validity and efficiency of the proposed hybrid splitting method.
Introduction
In this paper, we consider a smoothing Tikhonov regularization problem, which is an unconstrained minimization of the form [] min Ax -b
where A ∈ R m×n , b ∈ R m , and x ∈ X ⊂ R n , and · denotes the Euclid norm. The parameters δ ≥  and η ≥  are used to control the smoothness and size of the approximate solution. Matrix is a (tridiagonal, Toeplitz) matrix, x represents a measure of the variation or smoothness of x, where 
The smoothing regularization problem (.) has numerous applications in many fields, including mathematical programs with vanishing constraints [] , maximum-likelihood estimation problem [] , language modeling [] , and so on.
The last term of the problem (.), η x p p , is a regularization term. As a common regularization method,  regularization (p = ) problem has many good properties since it is a convex programming problem. In recent years, there has been an increasing interest in the  regularizer. The  regularization model can reconstruct the original signal with less observed signals, when the original signal is spare or the observed signal contains noise. Especially, the  formulation suits significantly better for denoising data containing so-called outliers, i.e., observations containing large measurement errors [] . Therefore, mathematical models and large-scale fast algorithms associated with  regularization can be seen everywhere in compressed sensing, signal/image processing, machine learning, statistics, and many other fields [-].
By  regularization, the problem (.) reduces to
It is identical to a separable convex minimization of the form
The augmented Lagrangian function associated to the problem (.) is
Indeed, there are many methods for solving the problem (.) in the literature. Among these methods, the parallel splitting augmented Lagrangian method and the alternating direction method of multipliers are two power tools. The recent research indicates that, due to the separable convex optimization with three block variables, the direct extension of the alternating direction method of multipliers is not necessarily convergent [] . Thus, some hybrid splitting methods can be found in the literature. For example, see He 
where
In this paper, we will propose a new splitting method to solve the separable convex programming problem (.) as well as the structured variational inequalities (.). The pro-posed method, referred to as the hybrid splitting method (HSM), will combine a parallel splitting (augmented Lagrangian) method and an alternating directions method of multipliers. In the HSM, the predictor of the new iterate, operator. The global convergence of the HSM is proven under some wild assumptions. The rest of this paper is organized as follows. In Section , we describe the proposed hybrid splitting method. Section  is devoted to showing that the sequence {w k } generated by the HSM is Fejér monotone with respect to the solution set. Then, the convergence of the HSM is proved. In Section , some preliminary numerical results are presented which indicate the feasibility and efficiency of the proposed method. Finally, some concluding remarks are made in Section .
The hybrid splitting method
In this section, we first propose a hybrid splitting method for the problem (.), and then we give some remarks on the described method.
Algorithm . (The hybrid splitting method (HSM)) For a given
W by the following scheme:
S. Convergence verification: for a given small ε > , if w k -w k ∞ < ε then stop, and accept w k to be the approximate solution. Else, go to S.
S. Produce the new iterate by
Remark . The parameters β k and ρ k are updated in the same style as proposed in He et al. [] . By Remark . in [], the sequences {β k } and {ρ k } are bounded and finally constants. Thus, there is a κ >  such that M
For convenience in the analysis, the following notations are useful:
By these notations, the variational inequalities (.) can be rewritten in a compact form: find w * ∈ W such that
In the HSM, (.)-(.) can be written in the compact form:
The convergence
To prove the convergence of the HSM, we will show first in this section that the sequence {w k } generated by the HSM is Fejér monotone with respect to the solution set W * of the problem (.). Due to (.), multiplying both sides of the third inequality by , and multiplying both sides of the last inequality by , respectively, we get
and (.) can be written as
where w
Proof It is easy to show that F(w) is linear and consequently monotone. Indeed, let
By the monotonicity of F and HF we have
respectively, which results in (by (.))
and by (.)
Proof By a direct computation, we get
Substituting x * -y * = , y * -z * =  into the last equation, we get
By (.) and (.), we get
Substituting (.) and (.) into the right-hand side of (.), we obtain
By a manipulation, we get
The assertion (.) is just a compact form of (.).
Theorem . For a given w
where Example . The kernel K is given by
and the integration interval is [, ∞). The true solution f and the right-hand side g are given by
s .
The numerical results are displayed in Figure  . and
where u = π × (sin(s) + sin(t)). Both K and f are discretized by simple quadrature to produce A and x. Then the discrete right-hand side is produced as b = Ax. In our test, the constants are assigned as follows: Figure (a) .
Example . Baart test problem: the kernel K and right-hand side g of the discretization of a first-kind Fredholm integral equation are given by
The solution is given by f (t) = sin(t). The numerical result is displayed in Figure  (b).
We can draw the conclusion from the above computational results: the proposed hybrid splitting method is valid and efficient for the smoothing Tikhonov regularization problem.
Conclusions
We have proposed a hybrid splitting method for solving the smoothing Tikhonov regularization problem, which is to minimize the sum of three convex functions over a simple closed convex set. The problem can be reformulated as a convex minimization problem with three separable block variables, and we get the variational inequalities formulation by the KKT conditions of the separable convex minimization problem. By the convexity of the problem, the solution of the resulting variational inequalities is the same as the solution of the convex minimization problem. At each iteration of the proposed method, three subproblems are solved and two multipliers are updated. The former two subproblems are first solved in a parallel fashion, and immediately, the multipliers associated to these are updated; then the third subproblem is solved in the sense of an alternative fashion with the former two subproblems, and the multipliers associated to the last two block variables are updated. The proposed method is essentially to a hybrid splitting method since it combines the parallel splitting method and the alternating direction method, which are two power tools for the convex optimization problem with a separable structure. Under suitable assumptions, the global convergence of the hybrid splitting method is proved. The numerical results on the discrete ill-posed problems show that the proposed method has validity and efficiency.
