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The temporal segmentation of a time-series sequence of facial expressions into utterance units and spotting 
frames containing expressions in time series sequence are remain a critically unsolved problem in facial expression 
analysis. Facial expressions must be analyzed based on 3D motion data because utterance generation is made by 
complex deformation of the face’s 3D shape. To solve these problems, we propose a novel segmenting and 
spotting method using the 3D position data of facial feature points recorded by motion capture system and TICC 
(Toeplitz Inverse Covariance-based Clustering) algorithm. In this paper, we verify the accuracy of the proposed 
method through segmenting experiments and spotting experiments. Furthermore, we recorded motion data using 
not only Optical motion capture system (OptiTrack) but also contactless motion capture system (Kinect V2) to 
provide more practical system and verify the difference in accuracy due to difference of devices. 
































(2017)は, カーネル k-means 法とスペクトラルクラスタ
リング 法を組み合わせた rough セグメンテーションと
Dynamic Time Alignmentカーネルを用いてセグメント間
の類似度を計算する fine セグメンテーションの 2 段階に
よる表情セグメンテーションを試みている[3]. また, 
Shreve ら(2014)は, Optical Flowを用いて顔面皮膚の男
性的な変形に対応した光学的な歪みを観測することで表





















して, 光学式モーションキャプチャ OptiTrack に加え, よ
り実用的なシステムの実現を目指して非接触型モーショ










図 1 赤外線反射マーカの貼付位置 
 
（２）Kinect 
Kinect V2 は IR カメラと IRプロジェクターからなるデ
プスセンサーを用いた ToF(Time of Flight)方式のモーショ
ンキャプチャであり, マーカレスで計測を行えるため被験
者の負担が比較的少なく, データ計測に関する作業コスト
が小さい. 本研究では Kinect for Windows SDK2.0 の HD 
Face API の機能を利用することで顔面特徴点の三次元位
置情報の計測を行った. HD Face API では 1347個の顔面特
徴点を取得可能だが, OptiTrack と同等の条件でデータ計測













れるモーションデータについて, 𝑡	(𝑡 = 1,2,… , 𝑇)フレーム
目の位置座標ベクトルを𝑋!と表す. 𝑋!は𝑡フレーム目にお
ける顔特徴点 37 個のマーカの三次元座標値から構成され





















事前に識別辞書用に抽出した日本語母音 5 種([あ], [い], 
[う], [え], [お])の発話表情及び真顔表情のピーク表情フレ
ームについて, 表情毎にピーク表情フレームベクトルの平
均𝑆#(𝑒 = 1,2,… ,6)を求める. ここで e は発話 5 表情及び真
顔表情に対応する番号である. 𝑆#の平均を𝑆̅と表し, 共分
散行列を求め固有値の大きい順に固有ベクトルを並べた
ものを正規直行規定𝑈$(𝑘 = 1,2,… ,6)と表し, 式(2)により
𝑆#を低次元パラメータ𝑓#,$で表す. 
 








徴量とした表情スポッティングを試みた. ただし, 𝐹# =











図 3 低次元パラメータ𝐹#と𝐹!の分布 
 
 




６． 表情セグメンテーション  
 本研究では表情セグメンテーションを実現するにあた
り , 時系列クラスタリング手法である TICC(Toeplitz 
Inverse Covariance-based Clustering)[9]を利用した. TICC で
は各クラスタがマルコフ確立場(MRF : Markov Random 
Field)を保有すると仮定し, ガウス型共分散行列を推定す
ることで MRF 間のネットワーク構造を求め, ネットワー
ク構造の違いを用いて, E step と M step でそれぞれ動的計
画法と ADMM(Alternating Direction Method of Multipliers)を
使用するEMアルゴリズムによって最適化問題を解くこと








[真顔], 水色が[あ], 黄色が[い], 黄緑色が[う], 薄赤色が











































また, 実験に使用したデータセットを表 1 に示す. 
 







表 2 に示す. 表 2 によると OptiTrack を用いて計測した
データを使用した場合の全体のセグメンテーション精
度は 80%を超え, 表情毎の精度でも[あ], [い], [お]の精度
が 80%を超えた. 一方で[え]の精度は 54.4%であり比較
的低い精度となった. 
 




に示す. 表 3 によると Kinect を用いて計測したデータを使
用した場合の全体のセグメンテーション精度は 70%を超










示す. 表 4 によると OptiTrack を用いて計測したデータ
を使用した場合の全体のスポッティング精度は 70%を
超え, 表情毎の精度でも[あ], [い], [お]の精度が 70%を超
えた. 一方で[う], [え]の精度は 70%を下周り比較的低い
精度となった. 
 





す. 表 5 によると Kinect を用いて計測したデータを使用し
た場合の全体のスポッティング精度は 70%を超え, 表情毎














一方で Kinect ではデプスセンサーを用いた ToF 形式の
モーションキャプチャシステムであり, 一般的に精度が




















用した場合は[う], [え]の精度, Kinect を用いて計測した
データを使用した場合は[え], [お]の精度が比較的低い



















































に示す. 表 7 によると Kinect を用いて計測したデータを使
用した場合の全体のセグメンテーション精度は 90%を超
えた. 一方で表情毎の精度で[お]の精度が 40.0%,で [う], 
[え]についてはセグメンテーション処理に失敗している. 
 














す. 表 8 によると Kinect を用いて計測したデータを使用し

























3)Yu Xue，Xue Mei，Jiali Bian，Liang Wu，and Yao Ding：
Temporal Segmentation of Facial Expression in Video 
Sequences，Chinese Control Conference，pp.10789-10794，
2017 
4)Matthew Shreve，Jesse Brizzi，Sergiy Fefilatyev，Timur 
Luguev， Dmitry Goldgof， Sudeep Sarkar： Automatic 
expression spotting in videos，Image and Vision Computing，
Vol.32，Issue8，pp.476-486，2014 
5)Fernando De la Torre，Joan Campoy，Zara Ambadar，Jeffrey 
F. Cohn：Temporal Segmentation of Facial Behavior，IEEE 









































情の識別，Proc. of Media Computing Conference，2011 
9)David Hallac，Sagar Vare，Stephen Boyd，and Jure Leskovec：
Toeplitz Inverse Covariance-Based Clustering of Multivariate 
Time Series Data，Proc. 23rd ACM SIGKDD International 





子情報通信学会 HCG シンポジウム 2016論文集，pp.290-
292，2016 
