This paper deals with the problem of estimating the affinity level between different types of human actions observed from different viewpoints. We analyse simple repetitive upper body human actions with the goal of producing a view-invariant model from simple motion cues, that have been inspired by studies on the human perception. We adopt a simple descriptor that summarizes the evolution of spatio-temporal curvature of the trajectories, which we use for evaluating the similarity between actions pair on a multi-level matching.
INTRODUCTION
Since birth human neonates present a preference for biological motion (Simion et al., 2008) and this is an important trigger for social interaction. This inclination -a key element in human development research -is also inspiring computer vision researchers to finding computational models able to replicate it on artificial systems. The contamination between the two research communities may also guide the choice of the most appropriate tools for a given computer vision task: if neonates have this capability of "understanding" motion while their visual perception is still rudimental, it is likely that the analysis is based on very simple motion cuessuch as sensitivity to local apparent motion, and simple features as velocity, acceleration or curvature (see e.g. (Kuhlmeier et al., 2010; Simion et al., 2008) ). The goal of our research is to build computational models for the iCub humanoid robot (Metta et al., 2008) to simulate this phase of human development. Our long term objective is to understand how much we can infer on the nature of motion from such simple observations, as this skill seems to be at the basis of human ability in interacting with others. Also we would like to preserve some abilities typical of a developing human being, such as a degree of tolerance to view-point changes (Troje and Westhoff, 2006; Goren et al., 1975; Farah et al., 1995) On a shorter term, our research is focusing on the identification of biological motion (some preliminary results can be found in (Sciutti et al., 2014) ) and on the analysis of different types of biological motion. The latter is the goal of this paper, in which we analyze simple repetitive upper body human actions with the goal of producing a view-invariant model from simple motion cues. We apply this model to the estimate of the affinity level between different types of actions, focusing in particular on two main categories: transitive -which involve object manipulation -and intransitive actions. Since we are primarily interested in capturing abilities typical of the early months of human development we do not address classical action recognition tasks, abilities which are likely to be gained in later stages of development (Camaioni, 2004; Kanakogi and Itakura, 2011) , also thanks to the infants prior motor experience .
Our model takes inspiration from the seminal work (Rao et al., 2002) , where the authors discuss on the use of dynamic instants, i.e. meaningful action units whose properties are highly characterizing the evolution of structured activities (e.g. Pick up an object from the floor and put it on the desk) and that have been proved to be of substantial relevance for the human motion perception. Such points -consequence of a variation in the force applied during an activitycorrespond to the local maxima of the curvature of the trajectory describing the activity evolution on the image plane. The authors formally prove that they also have view-invariant properties.
In this paper we focus instead on intervals, mean-ing portions of trajectories between two dynamic instants, and investigate on their potentially informative content to be exploited for cross-view recognition. For our investigation, we collected a data set of videos, each one including repetitions of a given atomic action. Indeed, in our case dynamic instants mainly refer to points partitioning one action instance from the next one. After an initial low-level analysis, that aims at segmenting the moving arm of the user, we extract corner points from the arm region and track them over time to collect a set of trajectories. Then, we measure the curvature and find its local maxima. Finally, we describe the intervals with histograms of curvature, that we adopt in a multi-level matching to evaluate the level of affinity between two observed events. We experimentally provide the evidence of the presence of actions classes inferred by estimating the pairwise similarities of action sequences from the same view and across different views. Works related to the computational model we consider can be found in fields as video surveillance, video retrieval and robotics, where tasks as gesture and action recognition or behavior modeling have been for many years very fertile disciplines, and still are (Fanello et al., 2013; Malgireddy et al., 2012; Mahbub et al., 2011; Noceti and Odone, 2012; Wang et al., 2009) We refer the interested reader to a recent survey (Aggarwal and Ryoo, 2011 ) for a complete account on the topic. From the view-invariance standpoint, the problem has been addressed considering two different settings, i.e. observing the same dynamic event simultaneously from two (or more) cameras (Zheng et al., 2012; Wu and Jia, 2012; Li and Zickler, 2012; Huang et al., 2012a; Zheng and Jiang, 2013) or considering different instances of a same concept of dynamic event (Lewandowski et al., 2010; Gong and Medioni, 2011; Junejo et al., 2011; Huang et al., 2012b) . The latter are more related to our setting. In general, view-invariance may be addressed at a descriptor level (Junejo et al., 2011; Huang et al., 2012b) or at the similarity estimate level. In this case machine learning (Wu and Jia, 2012; Huang et al., 2012a; Zheng and Jiang, 2013) and, more recently, transfer learning (Zheng et al., 2012; Li and Zickler, 2012 ) may be beneficial.
The approach we follow shares computational tools and models with many of the above mentioned works, but significantly differs in the intentions, in that we are not interested in recognizing specific gestures, actions or activities, but instead we consider a more abstract task: to what extent are we able to infer properties (if any) on the observed motion that persist across views, even from a very coarse representation?.
The rest of the paper is organized as follows. Sec. 2 is devoted to the description of the approach we follow, from the low-level analysis to the matching, while Sec. 3 describes our experimental analysis. The final section is left to conclusions.
CURVATURE-BASED MOTION REPRESENTATION
In this section we discuss our approach to motion modeling, that builds on top of a sparse representation and then relies on the computation of histograms of the spatio-temporal curvature. Then, we describe the strategy we adopt to match image sequences.
Low-level Video Analysis
The very first step of our method relies on a widely accepted video analysis pipeline, that aims at segmenting each image of a sequence with respect to both motion and appearance information. Instantiated to our case study, this corresponds to detecting the image region with the moving arm of a subject while performing a given action. The intermediate steps of the pipeline are reported in Fig. 1 . We first perform background subtraction (Zivkovic, 2004) , then refine the obtained binary map by applying skin detection in the HSV color space to only the foreground. Finally, assuming only the subject of interest is moving in the observed scene, we keep the largest connected component of the final binary map as region of interest (ROI). The second stage of our method relies on describing the visual dynamic of the moving region by means of points trajectories (Fig. 2 ). To this purpose, we extract from the ROI the Harris corners (Shi and Tomasi, 1994 ), which we describe using SIFT descriptors (Lowe, 2004) . Then, we track SIFTs with a Kalman filter (Welch and Bishop, 1995) and using histogram intersection as a similarity measure between observations. To improve the quality of the obtained spatio-temporal trajectories, we finally filter them with anisotropic diffusion (Perona and Malik, 1990) .
We collect spatio-temporal trajectories for each video, and thus set the basis for the next step of motion representation, based on the concept of curvature.
Spatio-temporal Curvature
The projection of the dynamic evolution of a 3D point in the image plane is composed as a spatio- Figure 1 : A visual sketch of the initial video analysis: starting from an image of the sequence (Fig. 1(a) ), we first apply background subtraction (Fig.1(b) ), then detect skin on the foreground (Fig. 1(c) ), and finally keep only the largest connected component ( Fig. 1(d) ) as the region of interest. temporal trajectory of observations
is an image point observed at time t i with coordinates (x(t i ), y(t i )), which are functions of time. The velocity of the points can be expressed as the derivative of the positions,
where ∆ t is the temporal gap between adjacent images. Similarly, the acceleration is the derivative of the velocity, A(t i ) = (x ′′ (t i ), y ′′ (t i ), 0). At this point, we can compute the trajectory curvature as
Consider the corner trajectories of Fig. 2 , one of which is reported in the 3D space-time reference system of Fig. 3 , left. On the right, we show the trend of velocity magnitude (above) and of the curvature (below) over time, enhancing their local maxima in red and green, respectively. The corresponding spacetime points are coherently marked on the 3D visualization on the left. As it can be easily observed, while the first type of points indicates time instants in the middle of a segment of the space-time trajectories (points in which the user starts to decelerate to finally stop the movement), the latter refers to instantaneous changes in motion direction and/or dynamic. The dynamic instants are the units on top of which we build the representation of a trajectory. Following the notation of the previous section, an observed spatio-temporal sequence T = {(x(t i ), y(t i ),t i )} n i=1 is now associated with a sequence DI = [t 1 . . .t m ] of dynamic instants, wheret i ∈ {t 1 , . . . ,t n } and m < n.
According to (Rao et al., 2002) , we define an interval as a trajectory segment laying in the middle of two dynamic instants. We chose to represent the distribution of the curvature in it by means of histograms. Therefore, at the end of the representation, each observed trajectory is associated with a sequence of curvature histograms, i.e.
, where H(t i ,t i+1 ) refers to the fact that the histograms are computed between each pair of adjacent dynamic instants.
Multi-level Matching between Image Sequences
Once we have detected the dynamic instants as the local extrema of the curvature and represented the intervals curvature as histograms, we may set up a multilevel procedure to match image sequences. Hence, let us consider two videos and the two corresponding sets of observed trajectories, T 1 = {T 1 1 , . . . , T 1 N } and formalized as
S(T
where HI denotes the intersection between histograms. Given a video, the observed trajectories describe the evolution of 3D points all related to the same physical event, i.e. the motion of the user arm. Thus, it is convenient to summarize the contribution of all the trajectories to end up with a single value quantifying the global similarity between two videos, i.e. two physical events. To this purpose, we select the maximum similarities between all pairs of trajectories. More formally
EXPERIMENTAL ANALYSIS
In the following we report on the experiments we performed in order to evaluate the level of view-invariant information included in the intervals between dynamic instants, which we describe and compare according to the previous section. Our main objective is to extract knowledge about properties of (classes of) actions that might be captured across views with this somehow primitive representation. To this end we performed a qualitative evaluation on a dataset we collected in-house.
Experimental Setup
We acquired a set of image sequences of two subjects observed from two different viewpoints. The acquisitions have been made on an indoor environment to favor the low-level analysis and thus allow a higher focus on the second step of motion representation and matching. The variation of the viewpoint reflects the application we have in mind, i.e. human robot interaction, where we can assume the interacting subject to be located in a limited radial spatial range in front of the camera (i.e. the robot). Similarly, the actions included in the data set (shown in Fig. 4 ) are suggested by the application. We considered 6 actions: Pointing a finger towards a certain 3D location; Waving the hand from left to right and vice-versa; Lifting and object from the table to a box placed on it; Throwing an object away (action that we only simulated for practical reasons); Transporting an object from and to different positions on the table. The latter is instantiated in two versions, with left-right and random object repositioning. Each video consists of 20 repetitions of the same atomic action (e.g. move the object from left to right); for each subject we acquired two videos in each view for each action.
Proof of Concepts
Spatio-temporal Curvature. After having extracted corners trajectories from each video, we first detect the dynamic instants. Let us start our analysis by providing an experimental evidence of the information carried by the dynamic instants in the setting we consider. In Fig. 5 we show examples of trajectories related to different actions observed from the two viewpoints. On the same plot, we also report the local maxima of velocity magnitude and curvature. As a first thing, we may observe that the dynamic instants are tolerant to view-point changes.
Furthermore, trajectories with diverse appearances in the image plane (e.g. with different lengths or spatial extents) present similar representations, showing that the dynamic instants are also tolerant to variations among the input data.
Action Recognition. We consider different experimental configurations of increasing complexity:
• Same subject same view
• Different subject same view
• Matching across different views.
For each configuration, we consider each time a video of test and match it with videos of all the available actions, then rank the similarities we obtained. Such rankings are reported in Tab. 1, 2 and 3, where actions are referred to as Li (Lifting), Po (Pointing), Th (Throwing), T.LR (Transporting left-right), T.Rnd (Transporting random), and Wa (Waving). It is apparent how the increasing complexity of the configurations are reflected on the ranking results. If the matching performs accurately when considering videos of the same subject and from the same viewpoint, the results degrade already when the comparisons involve different subjects, even if observed from the same viewpoints. This is consequence of the movements subjectivity, that cause the presence of maybe subtle properties in the motion that fail to be captured from the basic representation we adopted.
Actions Type Affinity. What is interesting to be observed is that the comparison of the rankings of Tab. 2 and 3 suggests the presence of some equivalence classes between actions. To clarify this point, we perform an analysis of the overall similarities between actions and visualize the results in the similarity matrix of Fig. 6 . Some remarks are in order. The first is that the computed similarities are high on average (all above 0.9) speaking in favor of the complexity of the problem. Second, some affinities between actions can be inferred. Waving appears as the most distinc-tive action among the considered set. The Transporting actions (both versions) are highly similar to each other. Moreover, they show affinities with Lifting. Pointing seems to share properties with Transport random (probably because of the variability in the movements direction), but also with Throwing. The latter, not influenced by the forces caused by the manipulation of objects, is thus more related to an intransitive action type. We further go on with the analysis by thresholding the similarity matrix with respect to the lowest value on the diagonal (i.e. the lowest similarity between two actions that must be similar). After that, we inferred the graph-like structure in Fig.  7 , where the survived elements -that can be interpreted as affinities between the involved actions -are represented as arrows. It is easy to observe how the transitive actions (in green) formed a cluster, which is connected to an intransitive action (red) probably due to the affinities between the two dynamics. Pointing is also related to Throwing, that as above mentioned can be considered (in our instance) as an intransitive action. 
CONCLUSIONS
This work considered the problem of extracting knowledge about affinities between (classes of) actions across different views, with specific reference to the context of human-robot interaction. Starting from investigations about human motion perception and inspired from the seminal work (Rao et al., 2002) , we considered a coarse motion description based on the use of histograms of curvature, which we used to match pairs of videos with a multi-level approach. We experimentally inferred a set of semantic connections that characterize actions groups across views.
Our observations, made with computational tools, confirm what observed directly in infants: they develop rather early the ability of grasping some aspects of the actions meaning, while it is likely that the capability of interpreting more specific actions properties is developed later. This sets the scene for the replicability on an artificial system -a robot in our caseof the early stages of the human developmental evolution, in which the interpretation of the observed motion refines more and more while strengthening the perceptual capabilities. In general an interactive robot needs to be able to autonomously understand where to focus its attention, for instance by perceiving the presence of motion, and biological motion in particular as an effect of a potential interacting agent. Starting from that, already by recognizing the class of actions of the partner (e.g. some kind of object manipulation) the robot could focus on the most relevant properties of the event (e.g. the manipulated object or the effects on the context). Finally, the understanding of the specific action and of its goal may guide the robot to the selection of an appropriate reaction (e.g. being prepared to receive an object from the user). Following this mainstream, our future investigations will be devoted to the development of a multi-level system for action recognition, in which the complexity of the computational model reflects the complexity of the task.
From the point of view of the vision task, future investigations will be also devoted to the design of models able to cope with different complexity of the scene (e.g. the presence of more than one moving agents).
