Abstract. Symmetric tensors are multi-indexed arrays whose entries are invariant with respect to permutations of multi-indices. Generating polynomials are linear relations of recursive patterns about tensor entries. A set of all generating polynomials can be represented by a matrix, which is called a generating matrix. Generally, a symmetric tensor decomposition can be uniquely determined by a generating matrix. We characterize the sets of such generating matrices and investigate their properties (e.g., the existence, dimensions, nondefectiveness). Using these properties, we propose computational methods for symmetric tensor decompositions. Extensive examples are shown to demonstrate their efficiency.
Introduction
Let m and n be positive integers. A (n + 1)-dimensional tensor F of order m is an array indexed by integer tuples (i 1 , . . . , i m ) with 0 ≤ i 1 , . . . , i m ≤ n, i.e., F = (F i1...im ) 0≤i1,...,im≤n .
Let T m (C n+1 ) be the space of all such complex tensors. A tensor F ∈ T m (C n+1 ) is symmetric if F i1...im is invariant with respect to all permutations of (i 1 , . . . , i m ). Denote by S m (C n+1 ) the space of all symmetric tensors in T m (C n+1 ). This paper focuses on symmetric tensors.
Symmetric tensor decompositions.
Every tensor is a linear combination of outer products of vectors. For u 1 , . . . , u m ∈ C n+1 , their outer product u 1 ⊗ · · · ⊗ u m is the tensor in T m (C n+1 ) such that for all 0 ≤ i 1 , . . . , i m ≤ n (u 1 ⊗ · · · ⊗ u m ) i1,...,im = (u 1 ) i1 · · · (u m ) im .
(A vector in C n+1 is indexed by i = 0, 1, . . . , n.) An outer product like u 1 ⊗ · · ·⊗ u m is called a rank-1 tensor. For every F ∈ T m (C n+1 ), there exist rank-1 tensors F 1 , . . . , F r ∈ T m (C n+1 ) such that (1.1)
The smallest such r is called the rank of F , and is denoted as rank(F ). For a vector u ∈ C n+1 , denote
(u is repeated m times.)
Tensors like u ⊗m are called rank-1 symmetric tensors. Every symmetric tensor is a linear combination of rank-1 symmetric tensors. The symmetric rank of F , denoted by rank S (F ), is defined as (1.2) rank S (F ) := min r F = (u 1 ) ⊗m + · · · + (u r ) ⊗m .
Clearly, rank(F ) ≤ rank S (F ). This paper focuses on symmetric tensors and their symmetric ranks. Throughout the paper, for symmetric tensors, their symmetric ranks are just called ranks, for convenience. If r = rank S (F ), the equation in (1.2) is called a rank decomposition and F is called a rank-r tensor.
Determining the rank of a symmetric tensor is a fundamental problem in multilinear algebra. It is typically hard to compute rank S (F ) (cf. [20] ). However, for a general F ∈ S m (C n+1 ) with order m > 2, rank S (F ) is given by the formula where Ω = {(3, 4), (4, 2) , (4, 3) , (4, 4) }. This is a result of Alexander-Hirschowitz [1] (also see [7, 23] ).
Computing rank decompositions for symmetric tensors is also hard, even if their ranks are known. For binary tensors (i.e., n = 1), Sylvester's algorithm can be applied to get rank decompositions (cf. [4, 6] ). Brachat et al. [4] generalized Sylvester's algorithm to higher dimensional tensors. It uses properties of quasi-Hankel matrices and is based on finding extensions of tensor sequences. Theoretically, this method can find rank decompositions for all tensors. In practice, however, it is very expensive to do that, because of typically high dimensions of extended tensor sequences. Oeding and Ottaviani [27] proposed a method by using eigenvectors of tensors. The method can find rank decompositions when the rank is smaller than some number determined by the tensor dimension and order. The symmetric tensor decomposition is equivalent to the Waring decomposition of polynomials (cf. [23, 27] ). There exists various work on tensor decompositions. We refer to Ballico and Bernardi [2] , Bernardi, Gimigliano and Idà [3] , Buczyńska and Buczyński [5] , Comon and Mourrain [9] and the references therein. For symmetric tensors with generic ranks, the problem of computing their rank decompositions is mostly open (even for small tensors), to the best of the author's knowledge.
Tensor decompositions have wide applications in chemometrics, signal processing and high order statistics (cf. [6] ). We refer to Comon et al. [7] , Kolda and Bader [22] , Lim [25] , and Landsberg [23] for tensors and their applications. If F = λu ⊗m is a rank-1 tensor, with λ ∈ C and u = (1, a 1 , . . . , a n ) ∈ C n+1 , then each x i − a i is a generating polynomial for F , because
n (a i − a i ) = 0 ∀ β = (β 1 , . . . , β n ) ∈ N n m−1 . Note that (a 1 , . . . , a n ) is the common zero of the generating polynomials x 1 − a 1 = · · · = x n − a n = 0.
If F = λu ⊗m + µv ⊗m is a rank-2 tensor, with u = (1, a 1 , . . . , a n ) and v = (1, b 1 , . . . , b n ), then each g ij := (x i − a i )(x j − b j ) is a generating polynomial for F . This is because (let a = (a 1 , . . . , a n ), b = (b 1 , . . . , b n )) We can check that the following polynomials g 1 = 14 − x 1 − 4x 2 − 5x 2 1 g 2 = 4 − 6x 1 + 6x 2 − 5x 1 x 2 g 3 = 14 + 4x 1 + x 2 − 5x Using the common zeros, we can get a decomposition for F as F = 3(1, −2, −1) ⊗3 + 5(1, 1, 2) ⊗3 − (1, 2, −2) ⊗3 .
The above is a rank decomposition for F , and rank S (F ) = 3. (This can be implied by Lemma 2.1, because its Catalecticant matrix has rank 3.)
The above example shows that we can get tensor decompositions by finding hidden generating polynomials.
1.3.
Contributions. This paper proposes new methods, by using generating polynomials, for computing symmetric tensor decompositions.
Generating polynomials are linear relations of recursive patterns about symmetric tensor entries, as in Definition 1.1. A set of generating polynomials for a tensor can be represented by a matrix, which is called a generating matrix. We show that generally a tensor decomposition can be uniquely determined by a generating matrix. We characterize the sets of such generating matrices, which are described by quadratic equations. Their properties, e.g., existence, dimensions and nondefectiveness, are investigated. The results are given in §3.
We propose computational methods for symmetric tensor decompositions, by using generating polynomials. Generally, a tensor decomposition can be found from a set of generating polynomials. This is demonstrated by Example 1.2. To get u 1 , . . . , u r in (1.2), we first compute a set of generating polynomials for F , say, ϕ 1 , . . . , ϕ K , which has r common zeros (counting multiplicities). We propose two types of methods for computing them. The first one is algebraic, while the second one is numerical. After ϕ 1 , . . . , ϕ K are found, we compute their common zeros. If they are all distinct (this is often the case in practice), we show that u 1 , . . . , u r in (1.2) can be constructed from the common zeros. By algebraic methods, we can generally find all rank decompositions if there are finitely many ones, or a finite slice of rank decompositions if there are infinitely many ones. By numeric methods, we can typically get only one rank decomposition, but for bigger tensors. The results are given in §4.
In §2, we present some preliminary results that will be used for tensor decompositions and generating polynomials. In §5, we give extensive examples for computing symmetric tensor decompositions.
Preliminaries
Notation The symbol N (resp., R, C) denotes the set of nonnegative integers (resp., real, complex numbers). The cardinality of a finite set S is denoted as |S|. For a finite set B ⊆ C[x] and a vector v ∈ C n , denote
the vector of monomials in B evaluated at the point v. For a complex matrix A, A T denotes its transpose and A * denotes its conjugate transpose. For a complex vector u, u 2 = √ u * u denotes the standard Euclidean norm. The e i denotes the standard i-th unit vector in N n . For a tensor F ∈ T m (C n+1 ), its standard norm F is defined as
Denote [X, Y ] := XY − Y X for two square matrices X, Y of the same dimension.
2.1. Basic algebraic geometry. We refer to Harris' book [18] and Shafarevich's book [28] for basic algebraic geometry. In the space C N , we define the equivalence relation ∼ as: for a, b ∈ C N , a ∼ b if and only if a = τ b for a complex scalar τ = 0. A set of all vectors that are equivalent to each other is called an equivalence class. The set of all nonzero equivalent classes in C N is the projective space P N −1 . A subset V of P N −1 is called a projective variety if there are homogeneous polynomials f 1 , . . . , f k in N variables such that
In the Zariski topology on P N −1 , closed sets are projective varieties and open sets are complements of projective varieties. An open subset of a projective variety is called a quasi-projective variety. For a set T ⊆ P N −1 , its closure in the Zariski topology, which is denoted as T , is the smallest projective variety that contains T . A projective variety
Counterparts of projective varieties are affine varieties. An affine variety is the zero set of some (usually nonhomogeneous) polynomials. Affine varieties are special quasi-projective varieties. The irreducibility, closedness and openness are similarly defined for affine varieties. Throughout the paper, the standard definition for dimensions of projective and affine varieties is used, which can be found in [18, Lecture 11] or [28, Chapter I] .
On a variety V , a general point for a property means that the point belongs to a dense subset of V on which the property holds. A property is said to be generically true on V if it holds on general points of V . So, for an irreducible variety V , a property is generically true on V if it is true in a Zariski open subset of V . We refer to Remark 2.1 of [27] for this.
A
For an ideal I ⊆ C[x], its affine variety V(I) is defined as
For convenience, we call V(I) the variety of I. Clearly, if I = f , then V(I) is precisely the set of common complex zeros of f 1 , . . . , f k . An ideal I is called radical if p ∈ I for all p that identically vanishes on V(I) (cf. [10] 
except the following cases:
• if m = 2 and 2 ≤ r ≤ n, then dim σ r = • if m = 3, n = 4, r = 7, then dim σ r = n+m m − 2. For F ∈ σ r , it is possible that rank S (F ) > r, because the set of rank-r tensors might not be closed. The smallest r such that F ∈ σ r is called the symmetric border rank of F , denoted as rank SB (F ), i.e., (2.5) rank SB (F ) = min {r : F ∈ σ r } .
For all F , the formula (1.3) gives an upper bound for rank SB (F ).
The Catalecticant matrix (here we only consider the most square one) of F is (cf. [27] )
The following lemma is very basic for the relationship between tensor ranks and Catalecticant matrix ranks.
The second inequality in (2.7) follows from the definition (2.5), while the first one can be seen as follows. For all r with F ∈ σ r , there exists a sequence of tuples
Each rank Cat (u
The above is true for all r with F ∈ σ r , so (2.7) is true. Lemma 2.1 can be used to determine the rank of a tensor. If rank Cat(F ) = r and there exists a decomposition of length-r for F , then we can claim rank S (F ) = r by Lemma 2.1.
2.3.
The fiber of decompositions. Let σ r be as in §2.2. Denote by P(C n+1 ) r the projectivization of the vector space (C n+1 ) r . We define the fiber of length-r decompositions of F ∈ σ r as (2.8)
(If rank S (F ) > r, then fiber r (F ) is empty.) Each (u 1 , . . . , u r ) ∈ fiber r (F ) is called a decomposing tuple of F . Clearly, if (u 1 , . . . , u r ) ∈ fiber r (F ), then every permutation of (u 1 , . . . , u r ) belongs to fiber r (F ), and (τ 1 u 1 , . . . , τ r u r ) ∈ fiber r (F ) for all τ . . . ,ũ r ) = (τ 1 u ν1 , . . . , τ r u νr ) in the projective space P(C n+1 ) r . The set of all decomposing tuples that are equivalent to (u 1 , . . . , u r ) is called the decomposing class of (u 1 , . . . , u r ). The set of all decomposing classes in fiber r (F ) is denoted as fiber r (F ). So, fiber r (F ) represents the set of all length-r decompositions of F . If L := | fiber r (F )| is finite, then we say that F has L distinct decompositions of length r. If L = 1, we say that F has a unique decomposition of length r.
In computation, we often need to scale u i as u i = τ (1, θ 1 , . . . , θ n ). This usually requires (u i ) 0 = 0. Denote the quasi-projective variety (2.9)
r . Consider the mapping:
We always have dim
is a subvariety of σ r , with codimension ≥ 1. The complement X := σ r \ρ(V ) is a nonempty Zariski open subset of the irreducible variety σ r . For all F ∈ X and all (u 1 , . . . , u r ) ∈ fiber r (F ), we must have (u 1 , . . . , u r ) ∈ U 0 . This proves that fiber r (F ) ⊆ U 0 for general F ∈ σ r .
(
. So, for a general subspace S of P(C n+1 ) r , with codimnension d, the intersection ρ −1 (F ) ∩ S is empty, which means that fiber r (F ) ∩ S ⊆ U 0 .
2.4. Solving polynomial systems. Let f 1 , . . . , f k ∈ C[x] and I = f 1 , . . . , f k be the generated ideal. Consider the polynomial system (2.10)
Assume that I is zero-dimensional, i.e., the quotient space C[x]/I is finitely dimensional. The set of all complex solutions to (2.10) is the variety V(I). The number of its complex solutions (counting their multiplicities) is equal to the dimension of
For each x i , define the multiplication mapping: 
Moreover, I is radical if and only if |V(I)| equals dim C[x]/I. Computing common eigenvectors is usually not convenient. A practical method for computing V(I) is applying a generic linear combination of N x1 , . . . , N xn , proposed by Corless, Gianni and Trager [11] . Choose generic numbers ξ 1 > 0, . . . , ξ n > 0 and scale them as ξ 1 + · · · + ξ n = 1. Let
Then, compute its Schur decomposition as
where Q ∈ C r×r is unitary, T ∈ C r×r is upper triangular, the diagonal of each block T jj is a constant (i.e., T jj has only one eigenvalue), and different T jj has distinct diagonal entries. Let N xi = Q * N xi Q for each i = 1, . . . , n. Then, we can partition N xi into a block matrix in the same pattern as T :
. . . . . .
(As shown in [11] , N xi is also a block upper triangular block with same block pattern as for T .) For j = 1, . . . , s, let
Then, the above u 1 , . . . , u s are the solutions to (2.10), and the size of T jj is the multiplicity of u j . We refer to [11] for more details.
To get the companion matrices N x1 , . . . , N xn , we need a basis for C[x]/I. In this paper, we mostly use the following base (2.13)
. . first r monomials , the set of first r monomials listed in the graded lexicographic order.
2.5. Consistency of polynomial systems. For B 0 as in (2.13), let (2.14)
For convenience, by β ∈ B 0 (resp., α ∈ B 1 ) we mean that x β ∈ B 0 (resp., x α ∈ B 1 ). Let C B0×B1 be the space of all complex matrices indexed by (β, α) ∈ B 0 × B 1 . For α ∈ B 1 and G ∈ C B0×B1 , denote the polynomials
The coefficients of ϕ[G, α] only depend on G(:, α), the α-th column of G. Consider the polynomial system:
We present sufficient and necessary conditions on G such that (2.16) has r complex solutions, counting multiplicities.
For each x i , define the linear mapping M xi :
Let e i denote the i-th standard unit vector of N n . Define the matrix M xi (G) ∈ C B0×B0 as follows (µ, ν ∈ B 0 ):
The matrix M xi (G) is defined for all G. It is affine linear in G. The above result might already exist in the literature. However, the author is not able to find a suitable reference for it. For completeness of the paper, we give a proof directly. There is an equivalent characterization for (2.19).
Condition 2.4. For all x
γ ∈ B 0 and all 1 ≤ i < j ≤ n, W satisfies:
Lemma 2.5. Condition 2.4 is equivalent to the equation (2.19).
Proof. For each i, define the linear mapping ψ i : span{B 0 } → span{B 0 } whose representing matrix is M xi (G). One can check that ψ i maps each x γ ∈ B 0 to the polynomial x γ+ei − ϕ[G, γ + e i ] in span{B 0 }. Condition 2.4 precisely requires that the mappings ψ i commute, which is equivalent to that the matrices M xi (G) commute, i.e., (2.19) holds.
Let ≺ glx be the graded lexicographic ordering on monomials:
we have
. We prove the lemma by induction on deg(x τ ).
Base
Step: deg(
a contradiction. So, there exists i such that θ = e i , ν = µ + e i . Note that
We also have l = i, because otherwise it results in the contradiction µ ∈ B 1 . Since (µ − e l ) + e i ≥ 0, the l-th entry of (µ − e l ) must be nonnegative. So, µ − e l ∈ B 0 . By item (ii) of Condition 2.4, we can get
. By the induction, we have
• Suppose µ − e ℓ ∈ B 1 . By the induction, we can get
In the last equality above, the item (ii) of Condition 2.4 is applied.
By item (i) of Condition 2.4, we have
Since x θ2 x µ−e ℓ +θ1 = x τ −e ℓ x ν , by the induction, we get
Lemma 2.7. Let B 0 , B 1 be as in (2.13)-(2.14) and Proof. The "only if" direction was observed earlier, because the companion matrices M x1 (G),. . ., M xn (G) commute. We now prove the "if" direction. Suppose (2.19) is true. By Lemma 2.5, Condition 2.4 holds. Then, by Lemma 2.6, for all x µ , x ν ∈ B 1 with x µ ≺ glx x ν , we have
The leading term of ϕ[G, α] is the monomial x α . By Buchberger's algorithm (cf. [10] ), this shows that the set 
Properties of generating polynomials
Let F ∈ S m (C n+1 ) be a tensor with the decomposition
Then, (3.1) can be reduced to the decomposition
Clearly, we can get (3.1) from (3.3) by letting
They are equivalent if all (u i ) 0 = 0, which is generically true by Proposition 2.2.
Generating polynomials are linear relations of recursive patterns about tensor entries. A generating polynomial for F satisfies the equation (1.6), as in Definition 1.1. For v 1 , . . . , v r in (3.3), one can show that all polynomials vanishing on them are generating polynomials for F . Interestingly, the reverse is also generally true. We show that if there exists a set of generating polynomials for F , which have a finite zero set and have no repeated zeros, then (3.3) can be constructed from their zeros. Using this result, we can compute symmetric tensor decompositions, as demonstrated by Example 1.2.
Let B 0 , B 1 be the set of monomials, as in (2.13)-(2.14). For convenience, by writing α ∈ B 1 (resp., β ∈ B 0 ) we mean that x α ∈ B 1 (resp., x β ∈ B 0 ). A symmetric tensor can be equivalently indexed by monomials (or equivalently, by monomial powers, cf. §1.2). By Definition 1.1, for G ∈ C B0×B1 , the polynomials (2.15) , are generating polynomials for F if and only if (see (1.5) for the notation ·, · )
It is a set of linear equations in G, for given F . For G ∈ C B0×B1 , recall that
The notation σ r denotes the set of tensors in S m (C n+1 ) whose symmetric border ranks ≤ r (cf. §2.2). Definition 3.1. We call G ∈ C B0×B1 a generating matrix for F ∈ σ r if (3.4) is satisfied. For such G, the tuple ϕ[G] is called a generating polynomial tuple. The set of all generating matrices for F is denoted as
For a general tensor F ∈ σ r , the set G (F ) is nonempty. For a special F ∈ σ r , G (F ) might be empty. If rank S (F ) > r, then G (F ) is generally empty.
3.1. Correspondence to tensor decompositions. We show that generally the decomposition (3.3) is equivalent to a generating matrix G. Note that (3.1) is unchanged if we permute (u 1 , . . . , u r ), or multiply u i by τ i with τ m i = 1. The set of all decomposing tuples (u 1 , . . . , u r ) of F is the set fiber r (F ), defined as in (2.8). Different decomposing tuples that give the same decomposition are called equivalent. All decomposing tuples that are equivalent to each other are called a decomposing class. The set of all decomposing classes of F is fiber r (F ), which represents all distinct decompositions of F . We refer to §2.3.
To compute the decomposition (3.1), it is enough to compute (3.3) for the vectors v 1 , . . . , v r . Define the affine fiber of length-r decompositions of F as
where perm(v 1 , . . . , v r ) is the set of all permutations of (v 1 , . . . , v r ). If afiber r (F ) is empty, it is most likely that rank S (F ) > r. The cardinality of afiber r (F ) is the number of distinct decompositions (3.3) for F . If all (u i ) 0 = 0 (this is generally true by proposition 2.2), then the decomposing class of (u 1 , . . . , u r ) ∈ fiber r (F ) can be uniquely determined by perm(v 1 , . . . , v r ), as in (3.2). So, generally there exists a one-to-one correspondence between the sets fiber r (F ) and afiber r (F ). If fiber r (F ) is a finite set, the number of decomposing classes of F is generally equal to the cardinality of afiber r (F ). Therefore, finding one (resp., all) decomposing class of F is generally equivalent to finding one (resp., all) element in afiber r (F ). First, we show that generally each perm(v 1 , . . . , v r ) ∈ afiber r (F ) can be uniquely determined by a generating matrix G.
is spanned by the finite set B 0 . When B 0 is a basis for it, the polynomial system 
, we have the properties:
Proof. (i) This can be proved by a general technique for truncated moment problems (cf. [12, 13, 19, 24] ). Let f 1 , . . . , f r ∈ C[x] be the polynomials such that f i (v j ) = 1 if i = j and zero otherwise. The equation (3.4) implies that
The tensor F is indexed by α ∈ N n m . For each i, we assign a value to F α+ei as
Repeating the above, we can assign values to F α+γ for all γ ∈ N n , i.e., F is extended to a multisequence in C N n . For each i, let λ i = f i , F . We show that (3.3) must be satisfied by such λ i . For each µ ∈ N n , let
The above is true for all µ ∈ N n m . So, (3.3) is satisfied and perm(v 1 , . . . , v r ) ∈ afiber r (F ).
(ii) Consider the equations
r).
They are equivalent to the matrix equation
When (v 1 , . . . , v r ) ∈ D, it uniquely determines the matrix G. For such G, v 1 , . . . , v r are clearly the zeros of ϕ [G] . For all α ∈ B 1 and all γ ∈ N n m−|α| , we have
That is, G is a generating matrix for F and G ∈ G (F ).
are linearly independent, with k < r, and
has r distinct zeros. This can also be implied by Theorem 3.2(ii), because for generically chosen v k+1 , . . . , v r we have (v 1 , . . . , v r ) ∈ D and perm(v 1 , . . . , v r ) ∈ afiber r (F ). However, there are infinitely many such G for this case.
In Theorem 3.2(ii), if (v 1 , . . . , v r ) ∈ D, then the desired G may not exist. For instance, consider B 0 = {1, x 1 , x 2 }, n = 2, r = 3 and
One can check that (v 1 , v 2 , v 3 ) ∈ D and there is no G such that the above v 1 , v 2 , v 3 are the common zeros of ϕ [G] .
Second, we show that generally for each perm(v 1 , . . . , v r ) ∈ afiber r (F ) it holds that (v 1 , . . . , v r ) ∈ D. Recall the set σ r defined as in §2.2. Theorem 3.4. Let D be as in (3.9) and d = r(n + 1) − 1 − dim σ r . Then, for general F ∈ σ r , we have dim afiber r (F ) = d and the properties:
Proof. First, consider the mapping
Next, let D c := (C n ) r \D and consider the mapping
is a proper subvariety of σ r , then, for general F ∈ σ r , F ∈ φ(D c × P r−1 ) and the conclusion is clearly true. If Definition 3.5. We call G ∈ C B0×B1 a consistent generating matrix for F ∈ σ r if G ∈ G (F ) 
Lemma 3.6. For B 0 , B 1 as in (2.13)-(2.14), we have dim C = rn.
Proof. Since 1 ∈ B 0 , {x 1 , . . . , x n } ⊆ B 0 ∪ B 1 . By (2.14), for each i, there exists an integer p i > 0 such that
Each equation has a leading term like x pi i . For all values of the columns G(:, α) (α ∈ B c ), the above polynomial system is always solvable and zero-dimensional. It has P := p 1 p 2 · · · p n complex solutions, counting multiplicities, say, z 1 , . . . , z P . Each z i is an algebraic function in the variables
We can write z i = z i (G c ) for each i = 1, . . . , P . For each G ∈ C , there exists a subset I ⊂ {1, . . . , P }, with cardinality r, such that for all α ∈ B 1 \B c ,
This is because ϕ[G] has r common zeros, which are among z 1 , . . . , z P . As algebraic functions in G c , the matrix
\B c , the vector G(:, α) is an algebraic function in the entries of G c , which are free variables. This means that the entries of G c form a maximum algebraically independent set of C(C ), the field of rational functions on C . The transcendence degree of C(C ) is rn, so dim C = rn (cf. [28, §6, Chap.I]).
The dimension of the intersection C ∩ G (F ) is generally given as follows.
Proof. Let D be the set as in (3.9) . Consider the regular mapping
Clearly 
This implies that for all F ∈ Y ,
Next, consider the mapping (PC B0 denotes the projectivization of
which is defined such that the image F = f (G, F ) is the tensor determined by F ∈ PC B0 and the generating polynomials ϕ [G, α] , that is,
This mapping f is regular on C × PC B0 . The variety σ r is irreducible, while C is not necessarily. We decompose C as
with C 1 , . . . , C ℓ all irreducible and all distinct. Then, by Lemma 3.6,
Since σ r is irreducible, some of f (C 1 × PC B0 ), . . . , f (C ℓ × PC B0 ) are equal to σ r , and the others are properly contained in σ r . So, we can assume
By the irreducibility of σ r , we know
So, the set
is an open subset of σ r , in the Zariski topology.
For each i = 1, . . . , s, let 
Let U := Y ∩Z , which is again a Zariski open subset of σ r . Then, for each F ∈ U , dim G (F ) ∩ C = d follows from (3.11) and (3.12). By Theorem 3.7, when d = 0, the intersection G (F ) ∩ C is a finite set; when d > 0, the intersection G (F ) ∩ C has dimension d. This will be used in §4. Theorem 3.9. Let F ∈ σ r and d = r(n + 1)
is nondefective, by Definition 3.8.
By Theorem 3.7, for a general F ∈ σ r , we know that: when d = 0, the intersection G (F ) ∩ C is a finite set; when d > 0, the intersection G (F ) ∩ C ∩ H is a finite set, if H is a general subspace of codimension d. Note that E is a variety of positive codimension. Therefore, the assumptions in Theorem 3.9 are usually satisfied. This implies that ϕ[G] is usually nondefective.
Symmetric tensor decompositions
Given a tensor F ∈ S m (C n+1 ), we want to find a decomposition
for some vectors u 1 , . . . , u r ∈ C n+1 . The smallest such r is the symmetric rank of F . If F is a general tensor in S m (C n+1 ), then the formula (1.3) gives the correct rank. Otherwise, (1.3) only gives an upper bound for the symmetric border rank. Throughout this section, we assume the integer r ≥ rank S (F ) is given. Generally, a default value for r can be chosen as in (1.3).
When all (u i ) 0 = 0, (4.1) is equivalent to
By Proposition 2.2, (u i ) 0 = 0 is generally satisfied. Recall that G is a generating matrix for F if and only if (3.4) is satisfied. The polynomial tuple ϕ[G] is defined as in (3.5). To get (4.2), by Theorem 3.2, it is enough to find G ∈ G (F ) (see (3.6)) such that ϕ[G] has r distinct zeros. Then, v 1 , . . . , v r can be chosen to be the distinct zeros of ϕ [G] , and the coefficients λ 1 , . . . , λ r can be determined from (4.2). We compute (4.2) in two major steps:
• Find a generating matrix G ∈ G (F ) such that the polynomial tuple ϕ[G] has r distinct zeros (i.e., ϕ[G] is nondefective).
• Compute the zeros v 1 , . . . , v r of ϕ[G], and then determine the coefficients λ 1 , . . . , λ r satisfying the equation (4.2).
Let B 0 , B 1 be the set of monomials, as in (2.13)-(2.14). For convenience, by writing α ∈ B 1 (resp., β ∈ B 0 ) we mean that x α ∈ B 1 (resp., Recall that G = G(ω) is a consistent generating matrix for F if and only if ϕ[G] has r zeros, counting multiplicities. By Proposition 2.3, this is equivalent to
Each M xi G(ω) is linear in ω, so (4.7) is a set of quadratic equations. By Theorem 3.2, the decomposition (4.2) can be found by computing ω such that ϕ[G(ω)] has r distinct zeros. By Proposition 2.3, this is equivalent to that M x1 G(ω) , . . ., M xn G(ω) are simultaneously diagonalizable, i.e., there exist a nonsingular matrix V and diagonal matrices D 1 , . . . , D n such that
Compared with (4.7), the nonlinear system (4.8) has new matrix variables V , D 1 , . . ., D n . Solving (4.8) in (ω, V, D 1 , . . . , D n ) is often much harder, because of the big number of new extra variables. We propose to compute symmetric tensor decompositions by solving (4.7), instead of (4.8). There are two approaches for doing this. The first one uses algebraic methods, and the second one uses numerical methods.
An algebraic algorithm.
Recall that σ r is the set of symmetric tensors whose symmetric border ranks ≤ r, defined as in §2.2. Its dimension is given by (2.4). Let d = r(n + 1) − 1 − dim σ r be the dimension gap. By Theorem 3.7, if d = 0, (4.7) has finitely many solutions for general F ∈ σ r . When d > 0, this is true if we add d generic linear equations to (4.7). When a polynomial system has finitely many solutions, we can find all the solutions by classical algebraic methods (cf. [10, 29] ). This leads to the following algorithm.
Algorithm 4.1. An algebraic method for symmetric tensor decompositions.
Input: A general tensor F ∈ σ r . Output: One or several tuples (u 1 , . . . , u r ) satisfying (4.1).
Step 0: Parameterize G as in (4.6). Let d = r(n + 1) − 1 − dim σ r .
Step 1 
In
Step 0, if G cannot be parameterized in the form (4.6) (i.e., the set G (F ) is empty), then it is most likely that rank S (F ) > r. For such case, we need to increase the value of r.
The main task of Algorithm 4.1 is in Step 1, for solving the polynomial system (4.7), together with (4.9) if d > 0. When algebraic methods are applied to solve it, we can get all the complex solutions. On the other hand, such methods usually need to compute Gröbner bases, so they are usually efficient for small tensors. We refer to [10, 29] for solving polynomial systems. Proof. By Theorem 3.7, the polynomial system (4.7), together with (4.9) if d > 0, has finitely many solutions for general F ∈ σ r . When we apply algebraic methods to solve it, all the complex solutions can be found. (i) If d = 0, then fiber r (F ) ⊆ U 0 (see (2.9)) for general F ∈ σ r , by Proposition 2.2. So, (4.1) is equivalent to (4.2). By Theorem 3.4, we have (v 1 , . . . , v r ) ∈ D (defined as in (3.9)), for all perm(v 1 , . . . , v r ) ∈ afiber r (F ). Hence, by Theorem 3.2, every decomposing class of F uniquely determines a generating matrix G, which is a solution of (4.7). Therefore, when d = 0, Algorithm 4.1 is able to find all the decomposing classes of F .
( To illustrate what the polynomial system (4.7) looks like, we consider general tensors in S 3 (C 3 ), i.e., n = 2, m = 3 and r = 4. So,
For G ∈ C B0×B1 , the generating polynomials are given as:
The matrices/vectors A[F , α] and b[F , α] (α ∈ B 1 ) are as follows:
In the above, F is indexed by monomials, as in §1.2. The companion matrices are
In the parametrization (4.6), the length of the unknown vector ω is 8. The dimension gap d = 2. After adding two general linear equations as in (4.9), we can reduce ω to a vector of 6 unknowns. Finally, we get a polynomial system of 12 quadratic equations and in 6 unknowns. It can be solved efficiently by polynomial system solvers. For general F ∈ S 3 (C 3 ), the resulting polynomial system has 7 distinct solutions, so we can get 7 rank decompositions. This is demonstrated by Example 5.1.
4.2.
A numerical algorithm. In this subsection, we propose numerical methods for solving (4.7), together with (4.9) if d > 0. There exists classical work on numerical methods for solving nonlinear systems and nonlinear least-squares problems, e.g., Gauss-Newton, trust region, and Levenberg-Marquardt methods. We refer to [14, 21, 26, 30] for the work in this area. In practice, numerical methods are often more practical for solving large polynomial systems.
Most numerical methods need a good starting point ω 0 . For tensor decompositions, this can be done heuristically as follows. First, solve the problem (û 1 , . . . ,û r ) as a starting point. Sometimes, this helps get a tensor decomposition.
Combining the above, we get the following algorithm.
Algorithm 4.3. A numerical method for symmetric tensor decompositions.
Input: A tensor F ∈ S m (C n+1 ), an integer r ≥ rank S (F ) (the default value of r is given by (1.3) ). Output: A tuple (u 1 , . . . , u r ) satisfying (4.1).
Step 1: Solve (4.10) with a random starting point. Let (u (u 1 , . . . , u r ).
In
In Algorithm 4.3, the major computation is in Step 3. Most numerical methods cannot theoretically guarantee to find a solution of (4.7), together with (4.9) if d > 0. However, in practice, we are often able to get one. As a summary, Algorithm 4.1 has more attractive theoretical properties, but it usually works for small tensors; Algorithm 4.3 has less theoretical properties, but it works more efficiently for bigger tensors.
Computational experiments
This section reports numerical results for computing symmetric tensor decompositions. The computation is implemented in 64-bit MATLAB R2012a, on a Lenovo Laptop with Intel(R) Core(TM)i7-3520M CPU@2.90GHz and RAM 16.0G. For Algorithm 4.1, the MATLAB symbolic function solve is used in Step 1. For Algorithm 4.3, the MATLAB numerical function lsqnonlin is used to solve (4.10) in
Step 1 and Step 6, and fsolve is used in Step 3.
The output tuple (u 1 , . . . , u r ) may not give an exact decomposition for F , because of round-off errors. We use the decomposition error, which is defined as
to measure the computational accuracy. When the decomposition error is tiny (e.g., 10 −10 ), we cannot mathematically conclude that rank S (F ) ≤ r. Indeed, we cannot even mathematically conclude that the symmetric border rank rank SB (F ) ≤ r. Generally, we are not able to get mathematically exact decompositions, because round-off errors almost always exist. For such reasons, all the claims about ranks of tensors in the examples are modulo round-off errors. The given tensors are all symmetric, so their symmetric ranks are called ranks, for convenience.
To present tensor decompositions, we display the vectors u 1 , . . . , u r column by column, from left to right, and from top to bottom (if one row block is not enough). For neatness, we only display four decimal digits for the real and imaginary parts.
Displaying all entries of a tensor usually occupies a lot of space. To save space, we display a tensor F in three ways. The first one is to display the upper triangular entries F i1...im , where i 1 ≤ · · · ≤ i m , in the lexicographical ordering of (i 1 , . . . , i m ). The second way is to display F as the polynomial in (x 0 , x 1 , . . . , x n )
The third way is to give explicit formula for F i1...im if it exists. The first way is convenient for small tensors, the second one is good for tensors having a lot of zeros, and the third one is good for tensors that are given by explicit formulae.
5.1. Some technical tricks. The following tricks are used for pre-processing of input tensors and post-processing of output decompositions. Generic linear transformations The proposed methods assume the tensors are general. In practice, it is hard to check such assumptions. However, linear transformation is very useful for this purpose. For a nonsingular matrix
then we can get a decomposition for F as
For a general Q, L Q (F ) is more likely to be general than F is. In computation, we often choose Q as a unitary matrix, from the QR factorization of a randomly generated complex matrix.
A length reduction process Algorithm 4.3 only requires an upper bound r for the rank. For general tensors in S m (C n+1 ), their ranks are given by (1.3), so Algorithm 4.3 can produce rank decompositions. For nongeneral tensors, however, Algorithm 4.3 may not produce rank decompositions. Here, we propose a heuristic trick for reducing decomposition lengths. Suppose we have computed that
Then, rank S (F ) ≤ r. We can attempt to get a shorter decomposition than (5.2). Consider the optimization problem (with ℓ := r)
Reorder u 
then we get a shorter decomposition and rank S (F ) ≤ ℓ − 1. Such attempting can be repeated, until no further shorter decompositions can be found. This process often produces rank decompositions.
5.2.
Examples for Algorithm 4.1. We apply Algorithm 4.1 to randomly generated tensors. For cleanness of the presentation, we round tensor entries to integers and display their upper triangular entries. In Step 1 of Algorithm 4.1, the MAT-LAB function solve returns a set of symbolic objects for the solutions to (4.7), together with (4.9) if d > 0. We first convert them to floating point numbers in double precision, and then construct tensor decompositions numerically. It took a few seconds. The decomposition error is around 10 −13 . This tensor is randomly generated (rounded to integers), so its rank is expected to be 4. For other tensors in S 3 (C 3 ) generated in the same way, we also get 7 rank decompositions. It took a few seconds. The decomposition error is around 10 −14 . The Catalecticant matrix has rank 6, so the tensor rank is 6 by Lemma 2.1. This tensor is randomly generated (rounded to integers). For other tensors in S 4 (C 3 ) generated in the same way, we also get 8 rank decompositions. It took a few seconds. The decomposition error is around 10 −13 . This tensor is randomly generated (rounded to integers), so its rank is expected to be 5. A general tensor in S 3 (C 4 ) has a unique rank decomposition, by the Sylvester Pentahedral Theorem (cf. [27] ). For other tensors in S 3 (C 4 ) generated in the same way, Algorithm 4.1 produces a unique decomposition. It took a few seconds. The decomposition error is around 10 −12 . This tensor is randomly generated (rounded to integers), so its rank is expected to be 7. A general tensor in S 5 (C 3 ) has a unique rank decomposition (cf. [27] ). For other tensors in S 5 (C 3 ) generated in the same way, Algorithm 4.1 produces a unique decomposition.
Examples for Algorithm 4.3.
For the tensors in this subsection, the decompositions are computed by Algorithm 4.3. We first present examples from the existing literature, and then give examples in which the tensor entries are given by explicit patterns or randomly generated. Its rank is 2. When the default value r = 6 is used, Algorithm 4.3 produced a decomposition of length 6. After the length reduction process, we got the rank decomposition F = (u 1 ) ⊗4 + (u 2 ) ⊗4 with
(ii) Consider the determinantal tensor F ∈ S 3 (C 6 ), i.e.,
It is known that rank S (F ) ≥ 14 (cf. It took a few seconds. The decomposition error is around 10 −13 . (iii) Consider the permanent tensor F ∈ S 3 (C 6 ), i.e.,
It is known that rank S (F ) ≥ 12 (cf. It took a few seconds. The decomposition error is around 10 −11 .
Example 5.6. ( [4] ) (i) Consider the tensor F ∈ S 5 (C 3 ) such that
Its rank is 4. When the default value r = 7 is used, Algorithm 4.3 produced a decomposition of length 7. After the length reduction process, we got a rank decomposition, which is It took a few seconds. The decomposition error is around 10 −10 . (ii) Consider the tensor F ∈ S 4 (C 3 ) such that
Its rank is 6. When the default value r = 6 is applied, Algorithm 4.3 produced the rank decomposition: It took a few seconds. The decomposition error is around 10 −12 .
Example 5.7. Consider the tensor F ∈ S 3 (C 4 ) given as
Applying Algorithm 4.3 with the default value r = 5, we got the decomposition: It took a few seconds. The decomposition error is around 10 −14 . The Catalecticant matrix has rank 4. We are not sure whether the above gives a rank decomposition or not.
Example 5.8. Consider the tensor F ∈ S 3 (C 5 ) given as
The Catalecticant matrix has rank 2. Applying Algorithm 4.3 with r = 2, we got the decomposition: It took a few seconds. The decomposition error is around 10 −14 . The above gives a rank decomposition by Lemma 2.1.
Example 5.9. Consider the tensor F ∈ S 4 (C 4 ) given as
With the default value r = 10, Algorithm 4.3 produced a decomposition of length 10. After the length reduction, we got the decomposition of length 6:
0.0000 -0.0000i 0.0000 -0.0000i 0.0000 -0.0000i -0.0000 -0.0000i -0.0000 -0.0000i -0.0000 - It took a few seconds. The decomposition error is around 10 −12 . The Catalecticant matrix has rank 6, so the above gives a rank decomposition by Lemma 2.1. It took a couple of seconds. The decomposition error is around 10 −14 . The above gives a rank decomposition by Lemma 2.1. For the default value r = 12, Algorithm 4.3 produced the decomposition: It took a few minutes. The decomposition error is around 10 −12 . The tensor was generated randomly (rounded to integers), so its rank is expected to be 12. For other randomly generated tensors in S 3 (C 7 ), we have similar computational results. The tensor was randomly generated (rounded to integers). For the default value r = 15, Algorithm 4.3 produced the decomposition: It took a couple of seconds. The decomposition error is around 10 −11 . The Catalecticant matrix has rank 15, so the above gives a rank decomposition by Lemma 2.1. For other randomly generated tensors in S 4 (C 5 ), we have similar computational results. It took a couple of seconds. The decomposition error is around 10 −12 . The tensor was randomly generated (rounded to integers), so the above is expected to be a rank decomposition. For other randomly generated tensors in S 5 (C 4 ), we have similar computational results. It took a few minutes. The decomposition error is around 10 −12 . The tensor was generated randomly (rounded to integers), so its rank is expected to be 21. The Catalecticant matrix has rank 20. The above is likely a rank decomposition. For other randomly generated tensors in S 6 (C 4 ), we have similar computational results.
Example 5.15. (random tensors) This example explores the performance of Algorithm 4.3 for random symmetric tensors. We generate F such that each entry F i1...im is a random complex number (up to symmetry), whose real and imaginary parts obey Gaussian distributions. In MATLAB, this can be done by the command randn + sqrt(-1)*randn. Such tensors are expected to have generic ranks given by (1.3). We apply Algorithm 4.3 with the default values for r. For the pairs of (n + 1, m) in Table 1 , we generate 50 instances of random tensors in S m (C n+1 ). (If it appears, the symbol ⋆ means that only 20 instances were generated, because the computation takes longer time.) For all the instances, Algorithm 4.3 successfully computed decompositions of desired lengths. The decomposition errors are in the order of 10 −10 . For each pair (n + 1, m), we report the average time (in seconds) consumed by the computation. The computational results are summarized in Table 1 . For such tensors, we can get their rank decompositions efficiently. 
