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Abstract
The primary objective of this paper is to develop a design methodology which addresses combinational complexity of CM design 
problem with non linear objectives of the mathematical model. In this paper, a mathematical model is first developed. It 
considers the part flow time between machines, processing time of the part, throughput of the plant. With these variables 
objective function were developed with constraints. Genetic Algorithm was employed as a part of heuristic which handles large 
CM design problem in a reasonable amount of time. Results from the genetic algorithm techniques were also compared with 
respect to the three objective function, mean flow time and throughput to the conventional technique. It has been found that the 
performance of GA offers comparatively better results in terms of minimum mean-flow time and maximum throughput. 
Furthermore, the problem discussed in this paper involves several variables and a multi-objective function, therefore the ability of 
GA to handle this type of objective functions and constraints make it a good approach to solve the problem. Finally, a graphical 
scheme has been used for a comparative study of all the techniques under each performance criterion.
2212-0173 © 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
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1. Introduction
Production is the transformation process of materials of nature into articles of use to mankind using machine, tool 
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and labor on a large scale. If other supporting activities such as quality control, scheduling production planning, etc. 
are considered along with production process, it’s known as Manufacturing. In a manufacturing system, sequence of 
operations and a series of control measures are planned. The main objective of the manufacturing is to find a 
compromise at high efficiency between productivity and flexibility for different manufacturing system. To achieve 
the desired goal, manufacturers have to solve number of problems at the manufacturing floor. These problems may 
be high setup time due to variety of product, fluctuation in plant capacity due to low system utilization, need of high 
throughput and problem of handling the material at long transportation distances.
Traditional manufacturing systems, such as job shops and flow lines, are not capable of satisfying today’s 
requirements where manufacturing systems are often required to be reconfigured to respond to changes in product 
design and demand. As a result, Cellular Manufacturing (CM), an application of group technology (GT), has 
emerged as a strong alternative manufacturing system. GT is defined as a manufacturing philosophy identifying 
similar parts and grouping them together into families to take advantage of their similarities in design and 
manufacturing. CM involves the formation of part families based upon their similar processing requirements and the 
grouping of machines into manufacturing cells to produce the formed part families. This system has adopted the 
merits of both batch and job shop. In this paper attempt has been made to develop and validate a heuristic model for 
large CM design problem.
2. Optimization Techniques 
The existence of optimization methods can be traced to the days of Newton, Lagrange, and Cauchy. The 
development of differential calculus methods of optimization was possible because of the contributions of Newton 
and Leibnitz to calculus. The foundations of calculus of variations, which deals with the minimization of functional, 
were laid by Bernoulli, Euler, Lagrange and Weirstrass. The method of optimization for constrained problems, 
which involves the addition of unknown multipliers, became known by the name of its inventor, Lagrange. Cauchy 
made the first application of the steepest descent method to solve unconstrained minimization problems.
The ever-increasing demand on engineers to lower production costs to withstand competition has prompted 
engineers to look for rigorous methods of decision making, such as optimization methods, to design and produce 
products both economically and efficiently. Optimization techniques, having reached a degree of maturity over the 
past several years, are being used in a wide spectrum of industries, including aerospace, automotive, chemical, 
electrical, and manufacturing industries. With rapidly advancing computer technology, computers are becoming 
more powerful, and correspondingly, the size and the complexity of the problems being solved using optimization 
techniques are also increasing. Optimization methods, coupled with modern tools of computer- aided design, are 
also being used to enhance the creative process of conceptual and detailed design of engineering systems. In the 
present work, 
3. MODEL FORMULATION
Flexibility measures the ability to adapt “to a wide range of possible environments”. Today the dynamic, 
probabilistic and individualistic world the competition makes flexibility an important ingredient for long-term 
survival. The term Cellular manufacturing system or CMS refers to a set of machine tools and supporting 
workstations.
3.1 Minimize the mean flow time
For evaluating the sequence cell the objective function is to minimize the mean flow time by satisfying the 
technological constraints such as completion time and arrival time of parts. Thus, the expression for this objective 
function can be written as (Arora et al, 2013):
  or  Minimize F1 = or 
Maximize F1 =                                       
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MFmax = maximum value of mean flow time
f1= flow time of part i,  ARi =Arrival time of part i,
fi = Ci  - ARi , SF=Set of finished Parts    
3.2 Maximize Throughput
The number of parts, which have been completed during the scheduling period, measures the throughput. 
Therefore, if SF is the set of finished parts then the throughput will be:
TH = or
Maximize F2 = or 
Maximize F2 = 
      …      (4.2)
W here ᖡi = Contribution of part i in overall production, 
TH seq=Throughput value obtained corresponding to some part sequence. 
THmax= Maximum value of Throughput.
3.3 Combination of Minimization of Mean Flow Time & Maximization of Throughput
This combined objective function yields a cell formation sequence in a schedule and such that decrease in mean 
flow time is accompanied by a substantial increase in throughput. To take care of these facts, the following fitness 
function is maximized, which is a combination of the fitness functions, F1 and F2.
Maximize F3 =  = 
  …      (4.3)
Constraints: The aforementioned objective function is subjected to following set of constraints, given as; 
x Completion time of the part must be a positive quantity, i.e.
x Processing time of each operation of the part must be a positive quantity. 
x No machine can perform more than operation of the part at certain time span
x No machine can perform the next scheduled operation unless the current operation of the part gets 
completed. 
The aforementioned model has been solved by various simplistic and advanced approaches. Some of them are 
situation specific whereas others are based on random search techniques like Genetic Algorithm (GA) and 
Simulated Annealing. In such cases, the objective functions were implemented. It has been established from the 
literature that no single cell formation has been proven to be optimal for a particular cell manufacturing system. 
Also, in this work, a GA model has been constructed to demonstrate effectively the formulation difficulties related 
to Cell routing options, tool slot constraints, and concurrency and lot sizes.
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4. Solution Methodology in Genetic Algorithm 
4.1 Solution Representation and Initialization 
The representation (encoding) of a solution plays a major role in the search process. A good representation 
scheme is required to describe the problem-specific characteristic because it significantly influences all the 
subsequent steps of GA. The bits (genes) could be binary, real integer numbers or combination of characters. 
Grefenstette (2011) discussed a representation scheme known as adjacency representation scheme. 
In this paper, solution is represented as a vector, which constitutes of a set of cell sequencing. This representation is 
common for all the random search based techniques. In the vector, each number represents a part type in the cell for 
an operation starting from the first operation. In the present algorithm, different sequences are used which is a subset 
of the part type in the cells used in this work. The list of these part types in the cells is given in Tables 5.1. As an 
example, consider a problem with 11 parts and these parts having in total 45 operations to be processed. In this case 
a string with 45 numbers of entry (p1, p2, p3,…, p45) is used i.e. no. of entries in solution string = 
1
#
part
i
operations
 
¦
.The mapping for a candidate solution in the neighbourhood is as follows:
Table: 1 Mapping for a Candidate Solution in the Neighbourhood
An entry pi shows one part type in the cell of the set of previously specified part type in the cells. The serial 
number of the respective part type in the cell represents the part type in the cell in the string and is shown in above 
Table. Under the circumstances of a conflict, selection is made by part type in the cell pi; ties are broken by a 
random choice. 
4.2 Selection
During each successive generation, a population of the existing population is selected to reproduce a new 
generation. Each individual is given a fitness value, and those which have higher fitness value are selected while 
those which have lower fitness value are discarded. Selection is an important step because the following results 
depend on the generation being selected the very first step.
4.3 Crossover 
Crossover is a process by which two parent strings recombine to produce two new offspring strings. The standard 
crossover operators that are most commonly used in solving sequencing and CMS problems include partially 
mapped crossover (PMX) 
For example, consider the parent string PP1 = [3 4 6 5...11] and PP2 = [3 4 2 9…5] chosen for crossover. In 
applying the PMX operator to PP1 to PP2, firstly randomly choose a common interval from PP1 to PP2. Then, swap 
the two intervals in PP1 and PP2. Now, to ensure that it is feasible sequence (i.e. repetition of part type is avoided), 
copy from left the chromosomes of PP1 to yield offspring OO2 by excluding the elements in the intervals. 
        PP1 = [3 4 6| 5 1 2|...11]
PP2 = [3 4 2|6 1 10|...9]
          p pp                    
OO1 = [3 4 6 _ 6 1 10 _ ...11]
OO2 = [3 4 2 |5 1 2 _ ...9]
4.4 Mutation
After crossover, normally strings are subjected to mutation operator. It randomly alters some composition of a 
string to produce a new offspring instead of recombining two strings. In traditional genetic algorithm, mutation of a 
bit involves flipping it: changing “0” to “1” or vice versa. In the case of mutation, a parameter known as mutation 
rate gives the probability that a bit will be flipped. The bits of the string are independently mutated i.e. the mutation 
of the bit does not influence the probability of mutation of another bit. 
1 2 3 4 5 6 7 . . . 45
13 11 4 6 4 13 7 9 12 2 10
394   P.K. Arora et al. /  Procedia Technology  14 ( 2014 )  390 – 396 
4.5 Reproduction
After the crossover and mutation operations have been performed, the generation consisting of initial population, 
crossover offspring and mutation offspring are only left. Out of this extended population, POP_SIZ number of 
chromosomes (equal to the size of initial population) has to be entered in the next generation. Several researchers 
have used roulette wheel selection as the basic principle of reproduction in GAs, where the chromosomes are 
selected with probability biased towards string with better evaluation. 
4.6 Selection of GA Parameters
The most difficult and time consuming issue in the successful operation of GA’s is to fine tune the algorithmic 
parameters in order to improve the solution quality. The tuning parameters involved in genetic algorithm are 
crossover probability (PC), mutation probability (PM), population size (POP_SIZ), number of generations (MAX-
GEN) etc. 
5. Result and Discussion
Various data obtained from conventional technique and GA has been observed and compared in Figure 1 and 2 It 
is found that the GA technique is giving better result than Conventional Techniques. The data obtained from 
conventional and GA techniques have been compared. It is found that GA provides the better output than 
conventional technique in respect to the Mean flow time and throughput.
Figure – 1: Comparison of throughput 
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Figure – 2: Comparison of mean flow time
It is clear from the Figure 1 and 2 that the GA based technique yielded the good performance. However, the GA 
based technique yielded optimal results for both the performance measures. The enumeration of the parameters for 
the ten problems such as GA control parameter settings, choice of objective function, fitness function value, 
corresponding mean-flow time and throughput are compared. Apart from showing substantial improvement in the 
solution quality, the proposed technique takes care of the weakness of other fixed predetermined part type in the cell 
based techniques.
There are several possible elaborations of genetic algorithms involving variations in parameters such as size of 
the population, crossover rate, mutation rate, selection strategies etc. One cannot choose control parameters until the 
interactions among the genetic operators are considered in detail. It is because of the fact that these parameters 
cannot be determined independently; the choice of control parameter is a complex non-linear optimization issue. 
Moreover, it is increasingly clear that the optimal control parameters critically depend on the nature of objective 
function. Therefore, the trade-offs that arise are to be pointed out in order to select the optimal value of control 
parameters. These points are:
•    Whenever the crossover probability increases, it leads to increase in the recombination of the building blocks. 
However, it is accompanied by disruption of better chromosomes. 
• When mutation probability increases, it leads to transforms the genetic search into random search but it is also 
accompanied by reproduction of large genetic search material. 
Increasing the population size leads to increase in its diversity and reduces the probability that GA will 
prematurely converge to local optimal requirement to converge to the optimal region in the search space.
Therefore, it should be noted that the tuning the parameter values of GA are a complex process and affects the 
efficiency of the algorithm. In most of the applications of GA, these parameters are tuned on the basis of 
experiments. The performance of proposed algorithm has been tested over ten problems of varying complexity. 
Problems (1) consist of 11 part-type with 45 operations. The maximum number of genes in the chromosomes 
representing the sequence is 45 trials were conducted from population size of 10 in steps of 2 and from 20 to 50 in 
steps of 5. Similarly, crossover probability was varied from 0 to 0.5 in steps of 0.1 and mutation probability from 0 
to 1 in steps of 0.1. The problems were also attempted by setting crossover probability to 0 and by varying mutation 
probability and vice versa to portray the diversity of the objective function values. The maximum generation for 
these problems was varied from 50 in steps of 5. It has been observed that for the test problems, a MAX_GEN of 50 
ensures the global optimal or near optimal part sequences to be trapped. The problems were tested using various 
crossover operators alone (i.e. by setting the mutation probability to 0. The crossover probability was varied from 0 
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to 0.5 and it was found that higher crossover probability yields better results. However, premature convergence was 
observed in few situations. 
Several mutation operators were tested on the given set of problems. The mutation probability was varied and it 
was observed that unlike crossover, mutation did not result in premature convergence. However, the search space 
(POP-SIZ and MAX_GEN) is quite high. 
The combinations of crossover and mutation operators outperform the separate use of each one of them. Finally, 
optimal/near optimal part sequences are obtained in a very small space (lower POP_SIZ and lesser MAX_GEN). 
Therefore, the combined use of crossover and mutation is desirable and recommended.
6. Conclusion 
Genetic Algorithm technique seemed to perform better than the primitive part type in the cell based measures. As 
the optimal sequence was generated by the GA for each problem, the problem was repeatedly run for many times to 
ensure the integrity and consistency of the solution and the mean of the performance measures, throughput and 
mean-flow time for the system is evaluated and it is used to compare the overall performance of conventional 
technique
The primary objective of this research work was to develop a design methodology which addresses 
combinational complexity of CM design problem with non linear objectives of the mathematical model. In this 
research, a mathematical model was first developed. It considers the part flow time between machines, processing 
time of the part, throughput of the plant. With these variables objective function were developed with constraints. 
Genetic Algorithm was employed as a part of heuristic which handles large CM design problem in a reasonable 
amount of time. A new heuristic for solving cellular manufacturing problem in a reasonable amount of time has 
been developed .Computational time is major problem in optimization problem. Software is developed to solve the 
GA problem operating in comparative less time. The computational time required depends upon the number of 
operations per part type, operation sequence of each part type.
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