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Abst rac t - -We give a detailed analysis of the rate of convergence of the pth power minimum of 
an affine subspace of ~n as p --~ ~.  
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In this paper, we shall deal with the linear space Rn. Its elements will be considered as real 
functions x defined on a set J of n elements. For x E ]R n, consider the expressions 
y~ [x(j)I p, p > 1, (1) 
jEJ 
I[z[] = Max Iz(j)l, j E J. (2) 
We henceforth assume n > 2. Let Y be a proper affine subspace of R n, 0 ¢ Y. Then Y = y+8,  
where y E Y and 8 is a proper linear subspace of R n. We say that  Xp is a p-minimum of Y if 
Xp minimizes (1) among the elements of Y. It  is well known that  such a minimum always exists. 
Let Fx : [ -1,  1] ~ [0, co), Fx(A) = ~-~jEJ Ixp(J) + )~z(J)I p, where x is an arbitrary x E 8 \ {0}. 
As F~ is smooth, and F"  > 0 on [-1,  1], except possibly at one point, we get on the one hand 
that  F~ is a strictly convex function, whence the p-minimum is unique. On the other hand, Xp is 
a p-min imum of Y if and only if F ' (0 )  = 0 for all x E S \ {0}; that  is, 
x(j) sgn (zp(j))]Xp(j)] p-1 -~ O, for all x E 8. (3) 
jEJ  
The uniqueness of the p-minimum implies that  the map p H Xp is continuous on (1, co). 
The expression (2) is minimized by at least one element of Y, not necessarily unique. It is 
known [1,2] that  there is a special min imum x0, the so-called strict minimum, that  satisfies the 
following condition. Let 7(x) be the vector whose components are given by Ix(j)[, arranged in 
decreasing order. Then x0 is the only element which gives a minimal lexicographic ordering of 
T(X) among all x E 1). I fp l  > .." > Ps denote all the s different values of Ix0(j)l, 1 < s < n, then 
let Jh = {J E J : ]x0(j)] = Ph}, 1 <_ h < s. The strict min imum has also a relevant property, 
namely that  it is the limit of Xp as p ---+ ~ (the Polya algorithm) [1,3,4]. In [5] it is also proven 
that  Xp approaches x0 at a rate no worse than 1/p. We present here a unified proof of both facts; 
that  is, we shall prove the rate of convergence without using the convergence of xp to x0. We 
also give a necessary and sufficient condition on )2 under which pi[xp - x011 --~ 0 as p --+ co, and 
the part icular case Xp = xo for p large is also characterized. 
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THEOREM 1 (DESCLOUX, EGGER, HUOTARI). p[[Zp -- x0ll is a bounded function of p, p > 1, 
and therefore Xp --* xo as p ~ oo. 
PROOF. As the map p H Xp is continuous for p > 1, the negation of the theorem implies the 
existence of a sequence Pi --* oo such that 
p ll ,, - x011-  . (4) 
For i large let ui = (Xp~ - x0) / ( l lxp~ - xol l) ,  Then ui E S, Ilu~ll = 1, whence, after passage 
to a subsequence, ui ~ u E S as i ~ ~,  Ilull = 1. Let ho = min{h : u(j)  ~ 0 for some j E 
Jh}. Observe that if Ps = 0, then h0 cannot equal s, because in this case the left-hand side of 
equation (3), with x = u, would be strictly positive, a contradiction. Therefore Pho ~" 0, and (3) 
becomes 
~ u( j )sgn(xp, ( j ) )  Xp,(j) p,-1 = 0, for i large. (5) 
h>_ho jE Jh Pho 
Whenever u(j)  ~ O, sgn(u( j ) )  = sgn(zp,( j )  - zo ( j ) )  for / large.  Hence, u( j ) sgn(xp , ( j ) )  < 0 
implies sgn (Xp~ (j)) = sgn (xo(j)) ¢ sgn (Xp, (j) - xo(j)). Hence IZp,(j)] < Ix0(j)l, and therefore 
Izp~(j)/Phol < 1. So the negative terms in the sum of (5) are bounded as p~ --* oo. On the 
other hand, there exists j0 E Jho such that  sgn (u(jo)) = sgn (x0(J0)). Indeed, if this is not true, 
then the element x0 + Au, A > 0 and small enough, would contradict he definition of the strict 
minimum. Thus, for i large, sgn (u(jo)) = sgn (Zp~ (j0)), and 
u( jo)sgn(xp~(Jo))  Zp~(jo) p~-I ~_ lu(j0)l [1 + IXP~(J°)-  x°(J°)l] pi-1 
P h o -P-ho " 
So, using (5), we obtain that  pilXp,(jo) - xo(jo)l has to be bounded for pi --* c~. It  follows that  
u (j) 
pi[Xp~ (j) -- XO (j)[ = pilxp~ (jo) -- XO (Jo)l US (j0) 
has to be also bounded as Pi ~ oo for all j E J .  But this contradicts (4). I 
Now we give a necessary and sufficient condition on ~ for Xp to coincide with x0 for p large. 
Let {v l , . . .  ,Vm} be a basis of S, 1 _< m < n. Then (3) is equivalent to 
vi( j)  sgn (Xp(j)) Ixp(j) l  p-1 = 0, for all vi in the basis. (6) 
jEJ  
Put  r = s if P8 > 0, r = s - 1 if p8 = 0. If xp = Xo for infinitely many values of p (actually for 
r values of p), then (6) implies 
v~(j) = O, 1 < i < m, 1 < h < r. (7) 
jEJh 
On the other hand, if (7) holds, then we see from (6) that  Xp = xo for p > 1. So we have the 
following assertion. 
ASSERTION. Xp = Xo for all p large if and only if (7) holds. 
Write I = {1 . . . .  , m}, and let kh be the number of elements in Jh. Denote by vi[Jh] (E ~)  
the restriction of vi to Jh. Now we inductively define a partition of I. We call it a T-partition. 
Consider a maximal subset of linearly independent elements in the set {vi[J1]}, i E I ,  and 
let I1 be the corresponding subset of indexes. Assuming that  we have defined I1 , . . . ,  Ih-1, and 
I \  ( I1U. . .U Ih-1) 7 £ ~), 2 < h < s, then define Ih as the subset o f I \ ( I lU . .  "UIh-1) that  corresponds 
to a maximal subset of linearly independent elements in the set {v~[Jh]}, i E I \ ( I1U . . .U Ih -1 ) .  As 
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vl, .  •., Vm are linearly independent, when this procedure nds we have I -- 11 U-. • U It, Ii M Iz = 0 
if i ~ l, t < s. (Observe that  the number of elements in Ih has to be less than kh for all 
h _< rain{t, r}. Indeed, the equality of both numbers would contradict he definition of the strict 
minimum.) The T-part i t ion shows that, after a suitable change of basis, we can assume 
v i ( j )=O,  fo r iE l \ ( I iU . . .U Ih ) ,  jE Jh ,  l<h<min{t , r} .  (8) 
Write Xp = xo + ~-~lez Ap,lVl. Theorem 1 implies that  pAp,l is bounded as p --. oo for any l E I .  
Then, after passage to a sequence Pl,P2,. •., pi -~ oo, we can assume that  pAp,l --* al as P --* oo 
for all 1 E I .  Therefore, passing to the limit as p -* c~ in (6), we conclude from Theorem 1 
and (8) that  
~--~ v i ( j )exp  [ Z vl(j)/3h,l]=O, 
jEJh IEI1U".UIh 
i E Ih ,  l<h<min{t , r} ,  (9) 
where/~h,l = aZ/ph. For 1 < h < min{t, r}, Ih 7£ 0, consider the expressions 
exp Vl(j)/31 
jEJ1 
exp [le~/h vl(j)t31 
jEJh 
, i fh  = 1, 
1 
+ ~ vt(j)13h,l| , if h > 1. 
J IEllu'..UIh_l 
Clearly, they are smooth convex functions of the real variables/~l, l E Ih. Moreover, using the 
fact that  {vl [Jh] }, l E Ih, are linearly independent, it is easy to see that  they are actual ly strictly 
convex. Therefore, each of them has at most one minimum (/~hJ), l E Ih, which satisfies (9). 
Thus, a consecutive application of (9) for h = 1 , . . . ,m in{t , r}  allows for the computat ion of 
the parameters  /3h,l, 1 E Ih, 1 < h < min{t, r}. Note the following consequence. In the case 
min{t, r} = t, P)~p,l has the unique limit point az as P --* c~ for any I E I .  Hence the same fact is 
true for piixp-xoiI. In any case, pixp(j) -x0( j ) ]  has an only limit point whenever j E J1U- . .U  Jr.  
THEOREM 2. p[[Xp -- X0[[ --~ 0 as p -* oo if and only if there exists a T-partition {Ih} of I, such 
that 
y~. vi( j) = O, i E In, 1 < h < min{t, r}. (10) 
jEJh 
PROOF. As (10) is invariant with respect to a change of basis, we can suppose that  both (8) 
and (9) hold. I fPi lx p - x0tl --* 0 as p --. c~, then it is an immediate consequence of (9) that  (10) 
is true for any T-part it ion. 
Conversely, suppose that  (10) is valid for some T-part it ion. To skip the trivial implication, 
assume also Xp 7£ xo for p large. If  Ps = O, and Ih = 0 for h < r = s - 1, then (7) holds, and so 
xp -- x0 for p > 1. Then, in the case that  P8 = 0, we suppose Ih 7 £ 0 for some h, 1 < h < s - 1. 
A consecutive application of (9) for h = 1 , . . . ,  min{t, r} gives/~h,l = 0 for any l E Ih, 1 < h < 
min{t, r}. I f  min{t, r} = t, then al = Ph~h, l  = 0 for each I E I .  Hence Pi ixp-  x0]] --* 0 as p --, oo. 
If  p8 = 0 and rain{t, r} = r = s -1 ,  then we apply the following argument, used also in the proof of 
Theorem 1. Let again u -- limp--.oo [xp - x0]/iixp - x0 II. Suppose that  limp_.c¢ pixp(j) - x0(J)I -- 0 
for j E Jh and any h < s - 1, but limp-,ooPixp(j) - x0(J)I ¢ 0 for some j e Js- Therefore, 
u(j)  = 0 for j E J1 U- . .  U J~- l .  Hence, the sum in (3), with u in the place of x, would be strictly 
positive for p large, a contradiction. So limp_.ooPilxp - xolI = 0 in any case. I 
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FINAL REMARKS 
(i) The strict minimum x0 is the only element in ~) that minimizes (2) if and only if I1 = I. 
Indeed, assume I1 = I. Hence (vi[J1]}, i e I ,  are linearly independent. So ~eI  )~ivi[J1] 
0 if some A i¢  0. Hence Ixo(j) + ~ie IA iv~( J ) l  > Ixo(j)l = Pl for some j e J1, since 
the negation of this fact contradicts the definition of the strict minimum (consider x0 + 
~ie I  capri, e > 0 and small enough). Thus x0 + ~-~iex Aiv~, with some Ai ?~ 0, cannot 
minimize (2). Conversely, if I1 ¢ I ,  then, after a suitable change of basis, we can suppose 
vi( j )  = 0 for j E J1, i E I \ I1 .  Hence x0 + ~-~ie~\x, £ivi also minimizes (2) among V if we 
choose a small )~i for each i, and hi ¢ 0 for some i. 
(ii) If s = 1, then it is an easy consequence of Theorem 2 that  only two alternatives are 
possible: either Xp = xo for all p large, or the rate of convergence of Xp to x0 as p --. oo 
is exactly of order 1/p. 
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