do not change 4. In the Appendix, page 1248, all content after "Using (ii) in Theorem 2.1 in Wang and Zhao (2008), we derive" should be replaced by the following paragraphs:
where
. We calculate the monodromy matrix of the system
By observing the matrix G(t), we can see that x 1 (t) and x 3 (t) are independent of x 2 (t) and x 4 (t) and can be solved directly. To solve x 2 (t) and x 4 (t), consider the system
From Eq. (18), we have
where c 2 is an arbitrary constant. Combining Eqs. (19) and (20), we have
where c 4 is an arbitrary constant. We can verify that (0, c 2 e −(m 1 +σ 1 +k 1 )t , 0,
and (0, 0, 0, c 4 e −(m 1 +μ 1 )t ) are two linearly independent solutions of system (17). Thus, by the necessary condition that the monodromy matrix evaluated at T = 0 must be the identity matrix, we firstly give the form of the monodromy matrix of system (17): 
Note that a 22 and a 44 are two eigenvalues of the monodromy matrix and are irrelevant to z. Hence, it suffices to estimate the monodromy matrix Φ 1 (T , z) of the following system
and find z 0 such that ρ(Φ 1 (T , z 0 )) = 1, whereŜ is defined in Sect. 4. Since the above system is linear and periodic, we can apply the shifted Chebyshev polynomials method presented in Sinha and Wu (1991) . Following Fox and Parker (1968) and Luke (1969) , the shifted Chebyshev polynomials of the first kind are defined on the interval [0, 1] by T * 0 (t) = 1, T * 1 (t) = 2t − 1 and the recursion formula
By the definition, we can see that the shifted Chebyshev polynomials are orthogonal:
where ω(t) = (t − t 2 ) −1/2 is the weight function given by Sinha and Butcher (1995) . Assume that f (t) is a continuous scalar function and can be expanded in shifted Chebyshev polynomials:
The coefficients p i are given by
Noticing the fact that the shifted Chebyshev polynomials are defined on the interval [0, 1], we can use a linear transformation t = 12t * and rewrite the above system as follows:
which is a 2 × 2 matrix of principal period 1. Denote A(t * ) = A 0 + A 1 (t * ), where
which is the coefficient matrix of A 1 (t * ). The solution vector y(t * ) and the function sin(2πt * + 5.5) of system (25) can be expanded in terms of the shifted Chebyshev polynomials on the interval [0, 1] as follows. Here, we take 15 terms of the shifted Chebyshev polynomials.
where For convenience, we introduce some notation. Let
where ⊗ represents the Kronecker product, I is a 2 × 2 identity matrix, and y(0) is the initial condition. According to the method proposed by Sinha and Wu (1991) , the monodromy matrix is given by
where 
