We consider scattering matrix for Schrödinger-type operators on
Introduction
In this note, we consider the scattering matrices for Schrödinger-type operators
where H 0 = p 0 (D x ) is a Fourier multiplier, and V = V W (x, D x ) is a longrange perturbation of H 0 . We will explain the general setup in the next section, and here we present our main results for the standard Schrödinger operators with potential perturbations, i.e., H 0 = − 1 2 △, and V = V (x). We say the potential V (x) is a long-range perturbation, if V (x) is real-valued smooth function, and there is µ ∈ (0, 1] such that for any multi-index a ∈ Z d
with some C α > 0. We consider the case µ ∈ (0, 1) in another paper [10] , and we concentrate on the case µ = 1 in this note. Namely, we suppose Assumption A. V (x) ∈ C ∞ (R d ; R), and for any a ∈ Z d , there is C α > 0 such that
This special case is especially important since it include the Coulombic potentials, and it has better properties than general long-range cases. At first, we show the scattering matrix is a pseudodifferential operator, and compute the principal symbol. Theorem 1.1. Under Assumption, for any λ > 0, the scattering matrix S(λ) ∈ B(L 2 (S d−1 )) is a pseudodifferential operator on S d−1 , and the principal symbol is given by
More precisely, if we write the symbol of S(λ) by s(λ, x, ξ), then s(λ, ·, ·) ∈ S δ 1,0 (T * S d−1 ), and s(λ, ·, ·) − s 0 (λ, ·, ·) ∈ S −1+δ 1,0 (T * S d−1 ) with any δ > 0. Remark 1.1. This is essentially the same result as in Yafaev [13] for the case µ = 1, and our proof for generalized model follows the argument of Nakamura [8] for short range perturbations. This argument works for µ > 1/2, as in the paper [13] , though we have more precise results if we employ Fourier integral operator formulation as in [10] , unless µ = 1. Thus one of the purpose of this note is to fill a gap left in [10] . in a local coordinate. Thus we learn s 0 (λ, x, ξ) = exp(−iλ −1/2 ψ(x, ξ)) ∈ S δ 1,0 (T * S d−1 ) with any δ > 0. Next, we consider the spectral properties of S(λ) using the above representation. Theorem 1.2. Suppose Assumption A, and suppose V is rotation symmetric and |x · ∂ x V (x)| ≥ c|x| −1 for |x| ≥ R, with some c, R > 0. Then for any λ > 0 the scattering matrix has dense pure point spectrum on the whole unit circle.
For the moment, we need the rotation symmetry to show the pure pint spectrum, but we can show the absence of absolutely continuous spectrum under weaker assumptions. We discuss these in Section 3. Theorem 1.3. Suppose d = 2, and let
with a = 0. Then, σ ess (S(λ)) = {e iθ | |θ| ≤ |a|πλ −1/2 }, and S(λ) has absolutely continuous spectrum on S 1 \ {e ±iaπλ −1/2 }, except for possibly discrete eigenvalues. The eigenvalues may accumulate only at e ±iπaλ −1/2 .
The absolutely continuous spectrum is relatively stable under small perturbations, and we have the same properties if we add lower order perturbations.
There is extensive literature concerning the two-body long-range scattering. We refer textbooks, Reed-Simon Volume 3 [11] §X1-9, Yafaev [14] Part 2, [15] Chapter 10, Dereziński-Gérard [1] , and references therein. About the scattering matrix for long-range scattering, there are detailed analysis by Yafaev, especially [13] . Our approach is closely related to his result, though our formulation is more general and the proof is substantially different. Actually it is a direct extension of a previous paper by the author [8] . In particular, this argument is easily generalized to discrete Schrödinger operators with long-range perturbations ( [7] , [12] ). Our example of scattering matrix with pure point spectrum is discussed in §9.7 in Yafaev [14] , though in a different manner. Thus we feel is may be useful to include an independent proof. Theorems 1.2 and 1.3 are proved in Section 3, and Section 4, respectively. In Sections 4 we use functional calculus of unitary pseudodifferential operators, and for the completeness we give a proof the functional calculus in Appendix A. A construction of approximate logarithm of unitary pseudodifferential operators is discussed in Appendix B, and a simple result of trace-class scattering theory for unitary operators is discussed in Appendix C.
In the following, we use the Weyl quantization of a symbol a ∈ C ∞ (R 2d ):
We denote the Kohn-Nirenberg symbol class in ξ-space by S m ρ,δ , i.e., a ∈ S m ρ,δ if a ∈ C ∞ (R 2d ) and for any α, β ∈ Z d + there is C αβ such that
We also use the Hörmander S(m, g) symbol class notation [4] , but we will use it for specific metric g, and we explain later. For a symbol class Σ, we denote the corresponding operator set by OpΣ = Op(a) a ∈ Σ . We refer Hörmander [4] , Dimassi-Sjöstrand [2] and Zworski [16] 
Representation formula of the scattering matrix
Here we define long-range wave operators and scattering operators using time-independent modifiers originally dues to Isozaki and Kitada [5, 6] . We follow the formulation of Nakamura [8] , and sketch the proof of Theorem 1.1 in a generalized setting.
and elliptic in the following sense:
with some c 0 , c 1 > 0. Let I ⋐ R be a compact interval. We suppose there is c 0 > 0 such that
We set
where F is the Fourier transform, and we also write the free velocity by
We suppose the perturbation V is a symmetric pseudodifferential operator with the real-valued Weyl-symbol V (x, ξ), i.e.,
Assumption C. V ∈ S( x −1 ξ ν , g) in the following sense: for any α, β ∈ Z d + , there is C αβ > 0 such that
Here we denote the metric g = dx 2 / x 2 + dξ 2 . We write
be our Hamiltonian, and we suppose H is essentially self-adjoint on H ν (R d ). We write the symbol of H by
Remark 2.1. It might be natural to assume the ellipticity:
It implies the self-adjointness on H ν (R d ), but it is not essential in the following argument.
For ε > 0, we denote
As well as in [8] Section 3, we can construct symbols a ± ∈ S(1, g) such that
in the formal symbol sense as |x| → ∞ in Ω ε ± . a ± have the form:
We note
on Ω ε ± . We introduce a new metricg bỹ
Then the corresponding symbol class S(m,g) is defined as follows: a ∈ S(m,g) if and only if, for any α, β ∈ Z d + ,
with some C αβ > 0. We note, hence, for any δ > 0, S(m,g) ⊂ S(m x δ , g).
By the construction of a ± j in [8] and direct computations, we can easily show
Hence, a ± , which is an asymptotic sum of {a ± j }, is an element of S(1,g) ⊂ S( x δ , g), with any δ > 0 on Ω ε ± . We also note a ± − 1 ∈ S( x −1 log x ,g) ⊂ S( x −1+δ , g) on Ω ε ± . We choose smooth cut-off functions χ , ζ and η such that: χ ∈ C ∞ 0 (I) with χ (λ) = 1 on I ′ ⋐ I; ζ(x) = 0 in a neighborhood of 0 and supp(1 − ζ) ⊂ {|x| ≤ 2}; and η(σ) = 1 if σ > −1 + 2ε and η(σ) = 0 if σ ≤ −1 + ε with sufficiently small ε > 0. With these cut-off functions, we set
Then we have symbolsã ± ∈ S(1,g). We set
We note the principal symbols of
and the remainder terms are in S( x −1+δ , g). Hence J ± are bounded in L 2 , and we can utilize standard pseudodifferential operator calculus as if they are in S(1, g). We call J ± the time-independent modifiers, or the Isozaki-Kitada modifiers [5, 6] . By the construction,
where EssSupp[·] denotes the essential support of the symbol. Using this fact, we can show the existence of modified wave operators:
where E I (A) denotes the spectral projection. We recall W ± has the intertwining property:
We set the (modified) scattering operator S by
and then SE I ′ (H 0 ) is a unitary operator on E I ′ (H 0 )H. By the above intertwining property, S commutes with H 0 . We now define the scattering matrix S(λ) for λ ∈ I ′ . We denote the energy surface with the energy λ ∈ I by
We note Σ λ is a smooth hypersurface by the above assumption. Let
be a measure on Σ λ , where dS(ξ) is the surface measure on Σ λ , so that
(I)). Hence we have the integral decomposition
Since S commutes with H 0 , the operator FSE I ′ (H 0 )F * commutes with p 0 (ξ)·, and hence it is decomposed to operators on L 2 (Σ λ , m λ ):
The family of operators {S(λ)} λ∈I ′ is called the scattering matrix.
Given the above construction, we can prove the following theorem in exactly the same argument as in [8] . We note the microlocal resolvent estimate, which is crucial in the proof, is proved in [9] under our setting.
Moreover, the principal symbol is given by
) with any δ > 0.
3 Scattering matrix with pure point spectrum
We first note that, if H 0 = − 1 2 △, and if the perturbation is rotation symmetric, then the scattering matrix is also rotation symmetric. Then we can easily show that such operator has pure point spectrum. This model is also discussed in [14] §9.7.
Lemma 3.1. Suppose U is a rotation symmetric bounded pseudodifferential operator on S d−1 , then the spectrum is pure point.
Proof. In the geodesic local coordinate with the center at ξ 0 , the symbol of the operator U has the form u(ξ 0 , |x| 2 ) by virtue of the symmetry (with respect the rotation around ξ 0 ). Then, again by the symmetry, the symbol is independent of ξ 0 , i.e., the symbol has the form u(ξ, |x| 2 ) = g(|x| 2 ) in the geodesic local coordinate. This implies U = g(−△), where △ is the LaplaceBeltrami operator on S d−1 . Since the spectrum of −△ is pure point, the spectrum of U = g(−△) is also pure point.
We now observe the spectrum of the scattering matrix tends to cover the whole unit circle.
Lemma 3.2. Suppose V = V (x) is a rotationally symmetric potential and satisfies Assumption A. Suppose, moreover, V satisfies
with some c > 0 and R > 0. Then for any λ > 0, σ(S(λ)) = S 1 = {z ∈ C | |z| = 1}.
Proof. We suppose x·∂ x V (x) ≥ c 0 |x| −1 for large x. Let θ 0 ∈ [0, 2π] be fixed, and we show e −iθ 0 ∈ σ(S(λ)). We write V (x) = g(|x|).
We write, for ξ ∈ S d−1 , x ⊥ ξ and |x| ≥ R,
We note, since V (x) is rotationally symmetric, we have
and hence
Thus we have
In particular ψ(x, ξ) → ∞ as |x| → ∞, and hence, for any N > 0 we can find (x N , ξ N ) such that |x N | ≥ N and ψ(x N , ξ N ) ≡ λθ 0 mod (2πZ). We set
in a neighborhood inside a local coordinate of ξ N , where c N is chosen so that ϕ N = 1. Then ϕ N is supported essentially in
We also recall e −iλ −1/2 ψ(x,ξ) is the principal symbol of S(λ), and
and we may assume {ϕ N } are asymptotically orthogonal (since they have essentially disjoint supports in the phase space). Then by the Weyl's criterion ( [11] Theorem VII.12), we conclude e iθ ∈ σ ess (S(λ)). The proof for the case
is essentially the same. Theorem 1.2 follows immediately from the above two lemmas. We now consider slightly more general potentials. We write
and 
Then σ(S(λ)) = S 1 , and S(λ) has no absolutely continuous spectrum for λ > 0.
Lemma 3.4. Suppose V satisfies (3.1), then there is c 3 > 0 such that
Proof. Here we suppose ∂ r V (x) ≥ c 1 /|x| 2 . The other case is considered similarly. We may suppose |x| ≥ R without loss of generality. We recall
We write y = sx + tξ, and compute
At first, we have
We also have
Hence we learn
provided s|x| ≥ R. Here we have used the formula:
Here we have used the formula:
On the other hand, by Assumption A, we have
with some C > 0. Hence, we learn
Combining these, we obtain
where c 3 = 2(c 1 − c 2 ) log R + CπR.
Proof of Theorem 3.3. The claim σ(S(λ)) = S 1 is proved exactly as in the proof of Lemma 3.2 using Lemma 3.4. By Theorem B.1 in Appendix B, we learn there is a real-valued symbol Ψ ∈ S( log x , g) such that S(λ) ≡ exp(−iλ −1/2 Op(Ψ)) modulo S( x −∞ , g), where g = dx 2 / x 2 + dξ 2 . Moreover, the principal symbol of Ψ is ψ computed above, i.e., Ψ − ψ ∈ S( x −1+δ , g) with any δ > 0. Then, by Lemma 3.4, Op(Ψ) has discrete spectrum, and hence exp(−iλ −1/2 Op(Ψ)) has pure point spectrum. Now we note K = S(λ) − exp(−iλ −1/2 Op(Ψ)) ∈ OpS( x −∞ , g) is a trace class operator, and we can apply the scattering theory for trace class perturbation (see Appendix C) to conclude σ ac (S(λ)) = σ ac (exp(−iλ −1/2 Op(Ψ))) = ∅.
Scattering matrix with absolutely continuous spectrum
Here we suppose d = 2, and consider the potential
At first we compute the principal part of ψ(x, ξ) = ∞ −∞ (V (x + tξ) − V (tξ))dt for |ξ| = 1, x ⊥ ξ. We use the natural coordinate for S 1 : We denote a point ξ ∈ S 1 by θ ∈ T = R/2πZ such that
The cotangent space at θ is identified with the orthogonal space at θ, i.e.,
We use (θ, ω) ∈ T × R as the coordinate system of T * S 1 . As in the last section, we write
so that exp(−iλ −1/2 ψ(x, ξ)) is the principal symbol of S(λ).
Lemma 4.1. Let V , and the coordinate of T * S 1 as above. Then
Proof. We first recall
where x ⊥ ξ and |ξ| = 1. We compute
Then we have
Now we note
since the integrand is odd. We also note, since
Using this, we learn
Here we have used the well-known formula:
. Combining these, we learn
We then substitute x 1 = −ω sin θ and |x| = |ω| to conclude the assertion.
Then the essential spectrum of S(λ) is easy to locate using the Weyl theorem: In particular, if |a| ≥ √ λ then the essential spectrum is the whole circle.
Now we construct a simple scattering theory to show that the essential spectrum is absolutely continuous. We set
and we define an operator Q on L 2 (S 1 ) by
We note, since we are working in θ-space, it is convenient to quantize function a(x, ξ) as a(−D θ , θ). We may assume Q is formally self-adjoint, since we may quantize it, for example, by
where η ∈ C ∞ (T) such that η(τ ) = 1 if |τ | ≤ 1/8; = 0 if |τ | ≥ 1/4, and f ∈ C ∞ (T), and this Q is formally self-adjoint. 
where E I (S) denotes the spectral projection for a unitary operator S.
Proof. For simplicity, we suppose a > 0 The other case is similar. Let f ∈ C ∞ 0 (S 1 ). Then using the functional calculus of unitary pseudodifferential operators, Theorem A.4 in Appendix, we learn the principal symbol of f (S(λ))S(λ) * [Q, S(λ)]f (S(λ)) is given by
where {·, ·} denotes the Poisson bracket. By direct computations, we have −{cos θ ω , sin θ(ω/ ω )} = sin θ ω · sin θ ω −3 + cos θω ω −1 · cos θω ω
Now we choose I ′ ⋐ S 1 so that I ⋐ I ′ and I ′ ∩ {e ±iaπλ −1/2 } = ∅, and then choose f ∈ C ∞ (T; R) such that f = 1 on I and supp[f ] ⊂ I ′ . Then, by this condition, aπλ −1/2 sin θ = ±aπλ −1/2 on the support of f • s 0 , and hence | sin θ| ≤ (1 − ε 2 ) 1/2 with some ε > 0, i.e., cos 2 θ ≥ ε 2 . Thus we learn
and this implies
with some compact operator K 1 (λ) on L 2 (S 1 ). Then, multiplying E I (S(λ)) from the both sides, we arrive at the assertion.
Then, by the Mourre theory for unitary operators (see, e.g., Fernández-Richard-Tiedra [3] ), we have the following result: Theorem 4.5. Let H and S(λ) be as above, and let λ > 0. Let Γ be the set of eigenvalues of S(λ). Then Γ can accumulate only at {e ±iaπλ }. For ξ ∈ S 1 \ {Γ ∪ {e ±iaπλ }}, the limits
exist. Hence, in particular, σ sc (S(λ)) = ∅ and the spectrum of S(λ) is absolutely continuous on S 1 \ Γ. Theorem 1.3 follows immediately from the above theorem.
A Functional calculus of unitary pseudodifferential operators
Let δ ∈ [0, 1), and we consider a unitary operator U on L 2 with the symbol u ∈ δ>0 S δ 1,0 . We consider operators on R d , or in a local coordinate in a d-dimensional manifold. We show that f (U ), the function of U , is a pseudodifferential operator, and compute the principal symbol. At first we note Lemma A.1. Suppose a ∈ S 1 1,0 , and the symbol is bounded. Then Op(a) is bounded in L 2 .
Proof. The proof is essentially the same as the Gårding inequality. Without loss of generality, we may suppose a is real valued, and we write A = Op(a). Let M > sup |a|. We set b(x, ξ) = (M 2 − a(x, ξ) 2 ) 1/2 ∈ S 1 1,0 , and B = Op(b). Then by the functional calculus, we learn
Proof. We let ν = 1 − δ ∈ (0, 1], s = N ν, and show
We first suppose k > 0. We consider the commutator:
Since the symbol of the operator [
Now we use the induction in N . Suppose the claim holds for N ≤ N 0 . Then we compute
By the induction hypothesis and the fact [ D x ν , U ] is bounded in H ℓν , each term in the sum is bounded in L 2 , and the norm is O( k (N 0 −1)ν ). By summing up these norms, we arrive at the claim with N = N 0 . For k < 0, we use the same argument for U −1 = U * . Then the assertion for general s ∈ R follows by the interpolation and the duality argument. Now we consider functional calculus of a unitary operator U . For f ∈ C ∞ (S 1 ), we write the Fourier series expansion byf [k], i.e.,
We recallf [n] is rapidly decreasing in n. Then we write
It is well-known that f (U ) is the same function of U defined in terms of the spectral decomposition. We show f (U ) is a pseudodifferential operator using the Beals characterization of pseudodifferential operators.
For an operator A, we write
and multiple commutators by L α A, K β A, etc., for α, β ∈ Z d + . We recall A = Op(a) with a ∈ S δ 1,0 if and only if K α L β A is bounded from L 2 to H −δ+|β| for any α, β ∈ Z d + (cf. Dimassi-Sjöstrand [2] , Zworski [16] ). We compute
Since K α j L β j U is bounded from H s to H −δ+|β j | , we have, using Lemma A.2,
where
and we have the following lemma: We write 
where a#b denotes the operator composition: Op(a#b) = Op(a)Op(b). By the symbol calculus, we learn u
1,δ , and each seminorm of it is bounded by C k M with some M > 0. Thus, after direct computations, we learn that
1,δ and its seminorm is bounded by C k M with some M . Hence we have the following claim: We note
Theorem A.4. Suppose U = Op(u) is unitary with u ∈ S +0 1,0 , and let u 0 be a principal symbol such that |u 0 (x, ξ)| = 1. Let f ∈ C ∞ (S 1 ). Then f (U ) is a pseudodifferential operator with its symbol in S Remark A.2. In our application, we consider the cace u ∈ S(1,g), i.e., for any α, β ∈ Z + d,
Then we can apply Theorem A.4 to learn f (U ) is a pseudodifferential operator with the symbol in S +0 1,0 . Moreover, since the principal symbol is f • u ∈ S(1,g), and the remainder is in S −1+δ 1,0 for any δ > 0, we actually learn the symbol is in S (1,g) .
B Logarithm of unitary pseudodifferential operators
Here we consider pseudodifferential operators on R d , but it can be generalized easily to pseudodifferential operators on manifolds. We restrict ourselves to R d case mostly to simplify notations related to Beal's characterization of pseudodifferential operators. For notational convenience, we write ℓ(ξ) = log ξ for ξ ∈ R d . We use the following metrics on T * R d :
We recall, a ∈ S(m, g) if and only if, for any a β ∈ Z d , ∃C αβ > 0 such that
and a ∈ S(m,g) if and only if, for any a β ∈ Z d , ∃C αβ > 0 such that
Assumption D. Let ψ 0 ∈ S(ℓ(ξ), g), real-valued, and ∂ ξ ψ 0 ∈ S( ξ −1 , g). Let U be a unitary pseudodifferential operator on L 2 (R d ) such that the principal symbol is given by e iψ 0 , i.e., U ∈ OpS(1,g) and U − Op(e iψ 0 ) ∈ OpS(ℓ(ξ)/ ξ ,g).
We note e iψ 0 ∈ S(1,g), and natural remainder terms are in the symbol class S(ℓ(ξ)/ ξ ,g).
Theorem B.1. Suppose ψ 0 and U as in Assumption D. Then there is ψ ∈ S(ℓ(ξ), g) such that U − exp(iOp(ψ)) ∈ OpS( ξ −∞ , g), and ψ − ψ 0 ∈ S(ℓ(ξ)/ ξ ,g).
Lemma B.2. Let ϕ ∈ S(ℓ(ξ), g), real-valued, and ∂ ξ ϕ ∈ S( ξ −1 , g). Then Op(ϕ) is essentially self-adjoint and exp(itOp(ϕ)) ∈ OpS(1,g), t ∈ R. Moreover,
and is uniformly bounded for t ∈ [0, 1].
Proof. The essential self-adjointness of Op(ϕ) follows by the commutator theorem with an auxiliary operator N = D x . In order to show e itOp(ϕ) ∈ OpS(1,g), we use Beal's characterization. Let K j and L j (j = 1, . . . , d) as in Appendix A. We note, by a simple commutator argument as in Appendix A, we can show, for any k, ℓ ∈ Z,
We compute, for example,
Iterating this procedure, we learn, for any α,
with any s ∈ R. By Beal's characterization, this implies e itOp(ϕ) ∈ OpS(1,g), and bounded locally uniformly in t.
Then we show the principal symbol of e itOp(ϕ) is e itϕ . We have
by the asymptotic expansion.
In particular, we have U e −iOp(ψ 0 ) − 1 ∈ OpS(ℓ(ξ)/ ξ ,g), and hence there is a real-valued symbol ψ 1 ∈ S(ℓ(ξ)/ ξ ,g) such that U e −iOp(ψ 0 ) − Op(e iψ 1 ) ∈ OpS(ℓ(ξ) 2 / ξ 2 ,g).
This implies,
U e −iOp(ψ 0 ) e −iOp(ψ 1 ) − 1 ∈ OpS(ℓ(ξ) 2 / ξ 2 ,g).
We use the next lemma to rewrite e −iOp(ψ 0 ) e −iOp(ψ 1 ) .
Lemma B.3. Let ϕ ∈ S(ℓ(ξ), g), real-valued, and ∂ ξ ϕ ∈ S( ξ −1 , g). Let η ∈ S(ℓ(ξ) k / ξ k ,g), real-valued, with k ≥ 1. Then e iOp(η) e iOp(ϕ) − e iOp(ϕ+η) ∈ OpS(ℓ(ξ) k+1 / ξ k+1 ,g).
Proof. We have, for any self-adjoint operators A and B, at least formally, e i(A+B) e −iA e −iB − 1 = This computation is easily justified when A = Op(ϕ) and B = Op(η), and since [Op(ϕ), Op(η)] ∈ OpS(ℓ(ξ) k+1 / ξ k+1 ,g), e itOp(ϕ) ∈ OpS(1,g), etc., we have e iOp(ϕ+η) e −iOp(ϕ) e −iOp(η) − 1 ∈ OpS(ℓ(ξ) k+1 / ξ k+1 ,g), and this implies the assertion.
Proof of Theorem B.1. Combining (B.1) with lemma B.3, we have U e −iOp(ψ 0 +ψ 1 ) − 1 ∈ OpS(ℓ(ξ) 2 / ξ 2 ,g).
We note ψ 0 + ψ 1 ∈ S(ℓ(ξ), g) + S(ℓ(ξ) 2 / ξ ,g) ⊂ S(1, g). Iterating this procedure, we construct ψ k ∈ S(ℓ(ξ) k / ξ k ,g), real-valued, such that U e −iOp(ψ 0 +···+ψ k ) − 1 ∈ OpS(ℓ(ξ) k+1 / ξ k+1 ,g). 
C Trace class scattering for unitary operators
The next theorem seems to be well-known, but the author could not find an appropriate reference. Here we give a proof for the completeness.
Theorem C.1. Let U 1 and U 2 be unitary operators on a separable Hilbert space, and suppose U 1 −U 2 is a trace class operator. Then σ ac (U 1 ) = σ ac (U 2 ).
Proof. Since the eigenvalues of U 1 and U 2 are at most countable, we can find θ ∈ R such that e −iθ is not an eigenvalue of both U 1 and U 2 . Then, by replacing U 1 and U 2 by e iθ U 1 and e iθ U 2 , respectively, we may suppose 1 is not an eigenvalue of both U 1 and U 2 . Then we can define the Cayley transform of U 1 and U 2 by
By the definition, we have
and hence (H 1 + i)
is in the trace class. Thus we can apply the Kuroda-Birman theorem ( [11] , Theorem XI.9) to learn σ ac (H 1 ) = σ ac (H 2 ). This implies the assertion since σ ac (U j ) = (s − i)(s + i) −1 s ∈ σ ac (H j ) , j = 1, 2, by the spectral decomposition theorem.
