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Abstract
In the present paper an extended fractional differintegral operator Ω(λ,p)z (−∞ < λ < p + 1; p ∈ N),
suitable for the study of multivalent functions is introduced. Various mapping properties and inclusion
relationships between certain subclasses of multivalent functions are investigated by applying the techniques
of differential subordination. Relevant connections of the definitions and results presented in this paper with
those obtained in several earlier works on the subject are also pointed out.
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1. Introduction and main results
Let Ap denote the class of functions normalized by
f (z) = zp +
∞∑
n=1
ap+nzp+n
(
p ∈ N = {1,2,3, . . .}), (1.1)
which are analytic and p-valent in the open unit disk U = {z: z ∈ C and |z| < 1}.
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order α in U, if

(
zf ′(z)
f (z)
)
> α (0 α < p; z ∈ U). (1.2)
Furthermore, a function f (z) ∈Ap is said to be in the classKp(α) of p-valently convex functions
of order α in U, if

(
1 + zf
′′(z)
f ′(z)
)
> α (0 α < p; z ∈ U). (1.3)
Indeed, it follows from (1.2) and (1.3) that
f (z) ∈Kp(α) ⇐⇒ zf
′(z)
p
∈ S∗p(α) (0 α < p; z ∈ U). (1.4)
We note that
S∗p(α) ⊆ S∗p(0) ≡ S∗p and Kp(α) ⊆Kp(0) ≡Kp (0 α < p),
where S∗p and Kp denote the subclasses of Ap consisting of functions which are p-valently
starlike in U and p-valently convex in U, respectively (see, for details, [5]; see also [20] and [1]).
If f (z) and g(z) are analytic in U, we say that f (z) is subordinate to g(z), written symboli-
cally as
f ≺ g in U or f (z) ≺ g(z) (z ∈ U),
if there exists a Schwarz function w(z), which (by definition) is analytic in U with w(0) = 0 and
|w(z)| < 1 in U such that f (z) = g(w(z)), z ∈ U. It is known that
f (z) ≺ g(z) (z ∈ U) ⇒ f (0) = g(0) and f (U) ⊂ g(U).
In particular, if the function g(z) is univalent in U, then we have the following equivalence (cf.,
e.g., [10], see also [12]):
f (z) ≺ g(z) (z ∈ U) ⇐⇒ f (0) = g(0) and f (U) ⊂ g(U).
Furthermore, f (z) is said to be subordinate to g(z) in the disk Ur = {z ∈ C: |z| < r} if the
function fr(z) = f (rz) is subordinate to the function gr(z) = g(rz) in U. It follows from the
Schwarz lemma that if f ≺ g in U, then f ≺ g in Ur for every r (0 < r < 1).
The general theory of differential subordination introduced by Miller and Mocanu is given
in [10]. Namely, if Ψ :Ω → C (where Ω ⊆ C2) is an analytic function, h is analytic and univalent
in U, and if φ is analytic in U with (φ(z), zφ′(z)) ∈ Ω when z ∈ U, then we say that φ satisfies a
first-order differential subordination provided that
Ψ
(
φ(z), zφ′(z)
)≺ h(z) (z ∈ U) and Ψ (φ(0),0)= h(0). (1.5)
We say that a univalent function q(z) is a dominant of the differential subordination (1.5), if
φ(0) = q(0) and φ(z) ≺ q(z) for all analytic functions φ(z) that satisfy the differential subor-
dination (1.5). A dominant q˜(z) is called as the best dominant of (1.5), if q˜(z) ≺ q(z) for all
dominants q(z) of (1.5) (cf., [10,11]).
For functions fj (z) ∈Ap , given by
fj (z) = zp +
∞∑
ap+n,j zp+n (j = 1,2; p ∈ N),
n=1
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(f1  f2)(z) = zp +
∞∑
n=1
ap+n,1ap+n,2zp+n = (f2  f1)(z) (p ∈ N; z ∈ U).
In our present investigation, we shall also make use of the Gauss hypergeometric function 2F1
defined by
2F1(a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
(
a, b, c ∈ C; c /∈ Z−0 = {0,−1,−2, . . .}
)
, (1.6)
where (κ)n denotes the Pochhammer symbol (or the shifted factorial) given, in terms of the
Gamma function 	, by
(κ)n = 	(κ + n)
	(κ)
=
{
1 (n = 0),
κ(κ + 1) · · · (κ + n − 1) (n ∈ N).
We note that the series defined by (1.6) converges absolutely for z ∈ U and hence 2F1 repre-
sents an analytic function in the open unit disk U (see, for details, [23, Chapter 14]).
With a view to introducing an extended fractional differintegral operator, we begin by recall-
ing here the following definitions of fractional calculus (that is, fractional integral and fractional
derivative of an arbitrary order) considered by Owa [13] (see also [14] and [19]).
Definition 1.1. The fractional integral of order λ (λ > 0) is defined, for a function f (z), analytic
in a simply-connected region of the complex plane containing the origin by
D−λz f (z) =
1
	(λ)
z∫
0
f (ζ )
(z − ζ )1−λ dζ, (1.7)
where the multiplicity of (z−ζ )λ−1 is removed by requiring log(z−ζ ) to be real when z−ζ > 0.
Definition 1.2. Under the hypothesis of Definition 1.1, the fractional derivative of f (z) of order λ
(λ 0) is defined by
Dλz f (z) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1
	(1 − λ)
d
dz
z∫
0
f (ζ )
(z − ζ )λ dζ (0 λ < 1),
dn
dzn
Dλ−nz f (z)
(
n λ < n + 1; n ∈ N0 = N ∪ {0}
)
,
(1.8)
where the multiplicity of (z − ζ )−λ is removed as in Definition 1.1.
We now define the extended fractional differintegral operator Ω(λ,p)z :Ap →Ap for a func-
tion f (z) of the form (1.1) and for a real number λ (−∞ < λ < p + 1) by
Ω
(λ,p)
z f (z) = zp +
∞∑
n=1
	(n + p + 1)	(p + 1 − λ)
	(p + 1)	(n + p + 1 − λ)ap+nz
p+n
= zp 2F1(1,p + 1;p + 1 − λ; z)  f (z) (−∞ < λ < p + 1; z ∈ U). (1.9)
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z
(
Ω
(λ,p)
z f (z)
)′ = (p − λ)Ω(1+λ,p)z f (z) + λΩ(λ,p)z f (z) (−∞ < λ < p; z ∈ U). (1.10)
We also note that
Ω
(0,p)
z f (z) = f (z), Ω(1,p)z f (z) = zf
′(z)
p
,
and, in general
Ω
(λ,p)
z f (z) = 	(p + 1 − λ)
	(p + 1) z
λDλz f (z) (−∞ < λ < p + 1; z ∈ U), (1.11)
where Dλz f (z) is, respectively, the fractional integral of f (z) of order −λ when −∞ < λ < 0
and the fractional derivative of f (z) of order λ when 0  λ < p + 1. For integral values of λ,
(1.11) further simplifies to
Ω
(k,p)
z f (z) = (p − k)!z
kf (k)(z)
p! (k ∈ N; k < p + 1)
and
Ω
(−m,p)
z f (z) = p + m
zm
z∫
0
tm−1Ω(−m+1,p)z f (t) dt (m ∈ N)
=F1,p ◦F2,p ◦ · · · ◦Fm,p(f )(z)
=F1,p
(
zp
1 − z
)
F2,p
(
zp
1 − z
)
 · · · Fm,p
(
zp
1 − z
)
 f (z),
where Fμ,p is the familiar integral operator defined by (1.17) and ◦ stands for the usual compo-
sition of functions.
The fractional differential operator Ω(λ,p)z with 0 λ < 1 was investigated by Srivastava and
Aouf [16]. More recently, Srivastava and Mishra [18] obtained several interesting properties and
characteristics for certain subclasses of p-valent analytic functions involving the differintegral
operator Ω(λ,p)z when −∞ < λ < 1. We, further observe that Ω(λ,1)z = Ωλz is the operator intro-
duced by Owa and Srivastava [14].
Now, by using the extended fractional differintegral operator Ω(λ,p)z (−∞ < λ < p + 1), we
introduce the following subclass of functions in Ap .
Definition 1.3. For fixed parameters A, B (−1 B < A 1) and 0 α < p, we say that a func-
tion f (z) ∈Ap is in the class Vλp(α;A,B) if it satisfies the following subordination condition:
1
p − α
(
z(Ω
(λ,p)
z f (z))
′
Ω
(λ,p)
z f (z)
− α
)
≺ 1 + Az
1 + Bz (−∞ < λ < p; z ∈ U). (1.12)
For convenience, we write
Vλp(α;1,−1) = Vλp(α) =
{
f (z) ∈Ap: 
(
z(Ω
(λ,p)
z f (z))
′
Ω
(λ,p)
z f (z)
)
> α, 0 α < p, z ∈ U
}
.
We, further observe that
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(
0;A+ α
p
(B − A),B
)
,
V0p(α;1,−1) = S∗p(α) and V1p(α;1,−1) =Kp(α).
Srivastava et al. [17] have studied some interesting properties of the class Vλ1 (α;1,−1) := Sλ(α)
(0 λ < 1; 0 α < 1) by using the techniques of Hadamard product.
In the present paper several sharp inclusion relationships and other interesting properties of
the class Vλp(α;A,B) are found for all admissible nonnegative values of λ and also for negative
values of λ by using the techniques of differential subordination. Mapping properties of a variety
of operators involving the operator Ω(λ,p)z are also investigated. Consequences of the main results
and their relevance to known results are pointed out.
We now state our main results.
Unless otherwise mentioned, we assume throughout the sequel that
−1 B < A 1, 0 α < p, −∞ < λ < p, and p ∈ N.
Theorem 1.4. Let f (z) ∈ Vλ+1p (α;A,B),
(p − α)(1 − A) + (α − λ)(1 − B) 0, (1.13)
and the function Q(z) be defined on U by
Q(z) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
1∫
0
tp−λ−1
(
1 + Btz
1 + Bz
)(p−α)(A−B)/B
dt (B = 0),
1∫
0
tp−λ−1 exp
(
(p − α)A(t − 1)z)dt (B = 0).
(1.14)
Then
1
p − α
(
z(Ω
(λ,p)
z f (z))
′
Ω
(λ,p)
z f (z)
− α
)
≺ 1
p − α
(
1
Q(z)
− α + λ
)
= q(z)
≺ 1 + Az
1 + Bz (z ∈ U), (1.15)
Vλ+1p (α;A,B) ⊂ Vλp(α;A,B),
and q(z) is the best dominant of (1.15). If, in addition to (1.13) one has
A− (α − λ + 1)B
p − α with −1 B < 0,
then
Vλ+1p (α;A,B) ⊂ Vλp(α;1 − 2ρ,−1), (1.16)
where
ρ = 1
p − α
[
(p − λ)
{
2F1
(
1,
(p − α)(B − A)
B
;p − λ + 1; B
B − 1
)}−1
− α + λ
]
.
The bound ρ in (1.16) is the best possible.
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extends and sharpens the work of Srivastava et al. [17, Theorem 1].
Corollary 1.5. If −∞ < max{λ,λ/2} α < 1, then
Sλ+1(α) ⊆ Sλ(γ ) ⊆ Sλ(α),
where
γ = (1 − λ)
{
2F1
(
1,2(1 − α);2 − λ; 1
2
)}−1
+ λ.
The value of γ is the best possible.
For a function f (z) ∈ Ap , the generalized Bernardi–Libera–Livingston integral operator
Fμ,p :Ap →Ap is defined by (cf., e.g., [2])
Fμ,p(f )(z) = μ + p
zμ
z∫
0
tμ−1f (t) dt
=
(
zp +
∞∑
k=1
μ + p
μ + p + k z
p+k
)
 f (z) (μ > −p; z ∈ U). (1.17)
It follows from (1.9) and (1.17) that
z
(
Ω
(λ,p)
z Fμ,p(f )(z)
)′ = (μ + p)Ω(λ,p)z f (z) − μΩ(λ,p)z Fμ,p(f )(z) (z ∈ U). (1.18)
Theorem 1.6. Let μ be a real number satisfying
(p − α)(1 − A) + (μ + α)(1 − B) 0.
(i) If f (z) ∈ Vλp(α;A,B), then
1
p − α
(
z(Ω
(λ,p)
z Fμ,p(f )(z))′
Ω
(λ,p)
z Fμ,p(f )(z)
− α
)
≺ 1
p − α
(
1
Q(z)
− μ − α
)
= q˜(z)
≺ 1 + Az
1 + Bz (z ∈ U), (1.19)
where
Q(z) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
1∫
0
tμ+p−1
(
1 + Btz
1 + Bz
)(p−α)(A−B)/B
dt (B = 0),
1∫
0
tμ+p−1 exp
(
(p − α)A(t − 1)z)dt (B = 0),
and q˜(z) is the best dominant of (1.19). Consequently, the operator Fμ,p maps the class
Vλp(α;A,B) into itself.
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−1 B < 0 and
μmax
{
(p − α)(B − A)
B
− p − 1,− (p − α)(1 − A)
1 − B − α
}
, (1.20)
then the operator Fμ,p maps the class Vλp(α;A,B) into the class Vλp(α;1 − 2,−1), where
 = 1
p − α
[
(μ + p)
{
2F1
(
1,
(p − α)(B − A)
B
;μ + p + 1; B
B − 1
)}−1
− μ − α
]
.
The bound  is the best possible.
Putting A = 1 and B = −1 in Theorem 1.6, we get the following result which is an improve-
ment of a result due to Srivastava et al. [17, Theorem 5] for p = 1.
Corollary 1.7. If μ is a real number satisfying μmax{p − 2α − 1,−α}, then
Fμ,p
(Vλp(α))⊂ Vλp(σ ),
where
σ = (μ + p)
[
2F1
(
1,2(p − α);μ + p + 1; 1
2
)]−1
− μ.
The result is the best possible.
We now obtain some properties of the operator Ω(λ,p)z .
By employing the same method as in the proof of Theorem 4 and Theorem 5 in [15], we may
obtain the following theorems (Theorem 1.8 and Theorem 1.9) stated below.
Theorem 1.8. Let δ > 0 and the function f (z) ∈Ap satisfy
(1 − δ)Ω
(λ,p)
z f (z)
zp
+ δΩ
(1+λ,p)
z f (z)
zp
≺ 1 + Az
1 + Bz (z ∈ U).
Then

((
Ω
(λ,p)
z f (z)
zp
)1/m)
> χ1/m (m ∈ N; z ∈ U),
where
χ =
⎧⎪⎪⎨
⎪⎪⎩
A
B
+
(
1 − A
B
)
(1 − B)−1 2F1
(
1,1; p − λ
δ
+ 1; B
B − 1
)
(B = 0),
1 − (p − λ)A
p − λ + δ (B = 0).
The result is the best possible.
Theorem 1.9. Let δ > 0, −∞ < λ < p + 1 and f (z) ∈Ap . If the function Fμ,p(f )(z) defined
by (1.17) satisfies
(1 − δ)Ω
(λ,p)
z Fμ,p(f )(z)
p
+ δΩ
(λ,p)
z f (z)
p
≺ 1 + Az (z ∈ U),z z 1 + Bz
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
((
Ω
(λ,p)
z Fμ,p(f )(z)
zp
)1/m)
> ξ1/m (m ∈ N; z ∈ U),
where
ξ =
⎧⎪⎪⎨
⎪⎪⎩
A
B
+
(
1 − A
B
)
(1 − B)−1 2F1
(
1;1; p + μ
δ
+ 1; B
B − 1
)
(B = 0),
1 − (p + μ)A
p + μ + δ (B = 0).
The result is the best possible.
Theorem 1.10. Let μ be a real number satisfying (1.20). If f (z) ∈ Vλp(α;A,B), then the func-
tion Fμ,p(f )(z) defined by (1.17) satisfies

(
Ω
(λ,p)
z f (z)
Ω
(λ,p)
z Fμ,p(f )(z)
)
>
[
2F1
(
1,
(p − α)(B − A)
B
;μ+ p + 1; B
B − 1
)]−1
(z ∈ U).
The result is the best possible.
The proof of the following theorem is much akin to that of [15, Theorem 3] (see also [8]) and
we omit its proof.
Theorem 1.11. Let δ > 0 and −1 Bj < Aj  1 (j = 1,2). If each of the function fj (z) ∈Ap
(j = 1,2) satisfies
(1 − δ)Ω
(λ,p)
z fj (z)
zp
+ δΩ
(1+λ,p)
z fj (z)
zp
≺ 1 + Ajz
1 + Bjz (j = 1,2; z ∈ U),
then
(1 − δ)Ω
(λ,p)
z H(z)
zp
+ δΩ
(1+λ,p)
z H(z)
zp
≺ 1 + (1 − 2η0)z
1 − z (z ∈ U),
where
H(z) = Ω(λ,p)z (f1  f2)(z) (z ∈ U) (1.21)
and
η0 = 1 − 4(A1 − B1)(A2 − B2)
(1 − B1)(1 − B2)
[
1 − 1
2 2
F1
(
1,1; p − λ
δ
+ 1; 1
2
)]
.
The result is the best possible when B1 = B2 = −1.
With a view to stating a well-known result, we denote by P(γ ) the class of functions ϕ(z) of
the form
ϕ(z) = 1 + c1z + c2z2 + · · · (1.22)
which are analytic in U and satisfy the following inequality:
{ϕ(z)}> γ (0 γ < 1; z ∈ U).
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(ϕ1  ϕ2)(z) ∈P(γ3)
(
γ3 = 1 − 2(1 − γ1)(1 − γ2)
)
, (1.23)
and the bound γ3 is the best possible.
We now state
Theorem 1.12. Let fj (z) ∈ Ap (j = 1,2). If the functions Ω(1+λ,p)z fj (z)/zp ∈ P(ηj ) (0 
ηj < 1; j = 1,2), then the function H(z), given by (1.21) satisfies

(
Ω
(1+λ,p)
z H(z)
Ω
(λ,p)
z H(z)
)
> 0 (z ∈ U),
provided
(1 − η1)(1 − η2) < 2(p − λ) + 1
2[{2F1(1,1;p − λ + 1; 12 ) − 2}2 + 2(p − λ)]
. (1.24)
Setting λ = 0 in Theorem 1.12, we get the following corollary which, in turn, yields the
corresponding work of Lashin [7, Theorem 1] for p = 1.
Corollary 1.13. Let fj (z) ∈Ap (j = 1,2). If the functions f ′j (z)/pzp−1 ∈ P(ηj ) (0 ηj < 1;
j = 1,2), then the function (f1  f2)(z) ∈ Sp , provided
(1 − η1)(1 − η2) < 2p + 1
2[{2F1(1,1;p + 1; 12 ) − 2}2 + 2p]
. (1.25)
Theorem 1.14. Let fj (z) ∈Ap (j = 1,2). If the function H(z), given by (1.21) satisfies

(
Ω
(1+λ,p)
z H(z)
zp
)
> 1 − 2(p − λ)+ 1[{2F1(1,1;p − λ + 1; 12 ) − 2}2 + 2(p − λ)]
(z ∈ U),
then

(
Ω
(1+λ,p)
z Gλ(z)
Ω
(λ,p)
z Gλ(z)
)
> 0 (z ∈ U),
where
Gλ(z) = (p − λ)zλ
z∫
0
H(t)
t1+λ
dt (z ∈ U).
For λ = 0 in Theorem 1.14, we obtain the following result which yields the corresponding
work of Lashin [7, Theorem 3] for p = 1.
Corollary 1.15. Let fj (z) ∈Ap (j = 1,2). If

(
(f1  f2)′(z)
pzp−1
)
> 1 − 2p + 1[{ F (1,1;p + 1; 1 ) − 2}2 + 2p] (z ∈ U),2 1 2
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G0(z) = p
z∫
0
(f1  f2)(t)
t
dt ∈ Sp.
For the proof of our Theorem 1.12, we need the following lemmas.
Lemma 1.16. (Hallenbeck and Ruscheweyh [6], also see [12, p. 71].) Let the function h(z) be
analytic and convex (univalent) in U with h(0) = 1. Suppose also that the function φ(z) of the
form (1.22) is analytic in U. If
φ(z) + zφ
′(z)
γ
≺ h(z) (γ = 0, (γ ) 0; z ∈ U),
then
φ(z) ≺ ψ(z) = γ
zγ
z∫
0
tγ−1h(t) dt ≺ h(z) (z ∈ U), (1.26)
and ψ(z) is the best dominant of (1.26).
Lemma 1.17. (Miller and Mocanu [12, p. 35]) Suppose that the function Ψ :C2×U → C satisfies
the condition
(Ψ (ix, y; z)) ε
for ε > 0, real x, y −(1 + x2)/2 and for all z ∈ U. If φ(z), given by (1.22) is analytic in U and
(Ψ (φ(z), zφ′(z); z))> ε,
then (φ(z)) > 0 in U.
2. Proofs of Theorems 1.4, 1.6, 1.10, 1.12 and 1.14
Proof of Theorem 1.4. Let f (z) ∈ Vλ+1p (α;A,B), and suppose that the function g(z) is defined
by
g(z) = z
(
Ω
(λ,p)
z f (z)
zp
) 1
p−α
(z ∈ U). (2.1)
Write
r1 = sup
{
r: g(z) = 0, 0 < |z| < r < 1}.
Then g(z) is single-valued and analytic in Ur1 . Taking logarithmic differentiation in (2.1), it
follows that the function
φ(z) = zg
′(z)
g(z)
= 1
p − α
(
z(Ω
(λ,p)
z f (z))
′
Ω
(λ,p)
f (z)
− α
)
(2.2)z
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out logarithmic differentiation in the resulting equation, we get
1
p − α
(
z(Ω
(λ+1,p)
z f (z))
′
Ω
(λ+1,p)
z f (z)
− α
)
= φ(z) + zφ
′(z)
(p − α)φ(z) + α − λ ≺
1 + Az
1 + Bz (z ∈ Ur1).
Hence by applying a result [11, Corollary 3.2], we deduce that
φ(z) ≺ 1
p − α
(
1
Q(z)
− α + λ
)
= q(z) ≺ 1 + Az
1 + Bz (z ∈ Ur1),
where q(z) is the best dominant of (1.15) and Q(z) is given by (1.14). The remaining part of the
proof can now be deduced on the same lines as in [15, Theorem 1]. This evidently completes the
proof of Theorem 1.4. 
Proof of Theorem 1.6. Upon replacing
g(z) by z
(
Ω
(λ,p)
z Fμ,p(f )(z)
zp
) 1
p−α
(z ∈ U)
in (2.1) and carrying out logarithmic differentiation, it follows that the function φ(z) given by
φ(z) = zg
′(z)
g(z)
= 1
p − α
(
z(Ω
(λ,p)
z Fμ,p(f )(z))′
Ω
(λ,p)
z Fμ,p(f )(z)
− α
)
(2.3)
is of the form (1.22) and is analytic in Ur1 . Using the identity (1.18) in (2.3) and the fact that
Ω
(λ,p)
z f (z) = 0 in 0 < |z| < 1, we get
Ω
(λ,p)
z Fμ,p(f )(z)
Ω
(λ,p)
z f (z)
= μ + p
(p − α)φ(z) + μ + α (z ∈ Ur1). (2.4)
Again, by taking logarithmic differentiation in (2.4) and using (2.3) in the resulting equation, we
deduce that
1
p − α
(
z(Ω
(λ,p)
z f (z))
′
Ω
(λ,p)
z f (z)
− α
)
= φ(z) + zφ
′(z)
(p − α)φ(z) + μ + α ≺
1 + Az
1 + Bz (z ∈ Ur1).
The remaining part of the proof of Theorem 1.6 is similar to that of [15, Theorem 1] and we
choose to omit the details. 
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Ω
(λ,p)
z Fμ,p(f )(z) = 0 for 0 < |z| < 1. Thus, by letting
φ(z) = Ω
(λ,p)
z f (z)
Ω
(λ,p)
z Fμ,p(f )(z)
(z ∈ U),
and following the arguments used in the proof of Theorem 1.6, we can complete the proof of
Theorem 1.10. 
Proof of Theorem 1.12. By the hypothesis on fj (z), it follows from (1.23) that

(
Ω
(1+λ,p)
z H(z)
zp
+ z
p − λ
(
Ω
(1+λ,p)
z H(z)
zp
)′)
= 
(
Ω
(1+λ,p)
z f1(z)
zp

Ω
(1+λ,p)
z f2(z)
zp
)
> 1 − 2(1 − η1)(1 − η2) (z ∈ U), (2.5)
which in view of Lemma 1.16 for
γ = p − λ, A = −1 + 4(1 − η1)(1 − η2), and B = −1
yields

(
Ω
(1+λ,p)
z H(z)
zp
)
> 1 + 2(1 − η1)(1 − η2)
[
2F1
(
1,1;p − λ + 1; 1
2
)
− 2
]
(z ∈ U).
(2.6)
Again, from (2.6) and Theorem 1.8 for
δ = 1, A = −1 − 4(1 − η1)(1 − η2)
[
2F1
(
1,1;p − λ + 1; 1
2
)
− 2
]
,
B = −1 and m = 1,
we deduce that
(ϑ(z))> 1 − 2(1 − η1)(1 − η2)
[
2F1
(
1,1;p − λ + 1; 1
2
)
− 2
]2
(z ∈ U), (2.7)
where ϑ(z) = Ω(λ,p)z H(z)/zp . Now, if we let
φ(z) = Ω
(1+λ,p)
z H(z)
Ω
(λ,p)
z H(z)
(z ∈ U),
then φ(z) is of the form (1.22), is analytic in U and a simple computation shows that
Ω
(1+λ,p)
z H(z)
zp
+ z
p − λ
(
Ω
(1+λ,p)
z H(z)
zp
)′
= ϑ(z)
[
φ2(z) + zφ
′(z)
p − λ
]
= Ψ (φ(z), zφ′(z); z), (2.8)
where Ψ (u, v; z) = ϑ(z)(u2 + (v/(p − λ))). Thus by using (2.5) in (2.8), we get
(Ψ (φ(z), zφ′(z); z))> 1 − 2(1 − η1)(1 − η2) (z ∈ U).
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(Ψ (ix, y; z))= ( y
p − λ − x
2
)
(ϑ(z))− 1
2(p − λ)
(
1 + (2(p − λ) + 1)x2)(ϑ(z))
− 1
2(p − λ)
(
ϑ(z)
)
 1 − 2(1 − η1)(1 − η2) (z ∈ U),
by (1.24) and (2.7). Hence by making use of Lemma 1.17, we get (φ(z)) > 0 in U; that is,

(
Ω
(1+λ,p)
z H(z)
Ω
(λ,p)
z H(z)
)
> 0 (z ∈ U).
This completes the proof of Theorem 1.12. 
Proof of Theorem 1.14. From the definition of the function Gλ(z), we see that

(
Ω
(1+λ,p)
z H(z)
zp
)
= 
(
Ω
(1+λ,p)
z Gλ(z)
zp
+ z
p − λ
(
Ω
(1+λ,p)
z Gλ(z)
zp
)′)
> 1 − 2(p − λ)+ 1[{2F1(1,1;p − λ + 1; 12 ) − 2}2 + 2(p − λ)]
(z ∈ U),
and the proof of Theorem 1.14 is completed similar to Theorem 1.12. 
3. Consequences and observations
(i) For A = 1, B = −1 and λ = 0 in Theorem 1.4, we get the result contained in [21, Corol-
lary 7] which, in turn, yields the corresponding work of MacGregor [9] (see also [24]) for p = 1.
(ii) Substituting λ = 0 (or λ = 1, respectively) in Corollary 1.7, we obtain Remark 2 [15,
p. 330], which also improves the work of Fukui et al. [4, Remark 2.2] for p = 1.
(iii) Setting A = 1 − 2η, B = −1, m = 1 and λ = 0 in Theorem 1.8, we get [15, Corollary 6].
(iv) We note that the results obtained by letting A = 1 − 2η, B = −1, δ = m = 1 and λ = 0
(or A = 1 − 2η, B = −1 and δ = m = λ = 1, respectively) in Theorem 1.9 are also contained in
[21, Corollary 1].
(v) Taking A = 1, B = −1 and λ = 0 (or A = 1, B = −1 and λ = 1, respectively) in Theo-
rem 1.10, we obtain [21, Corollaries 5 and 6].
(vi) In the special case when Aj = 1 − 2ηj , Bj = −1 (j = 1,2) and λ = 0, Theorem 1.11
yields [15, Corollary 4] which gives the corresponding work of Ding et al. [3, Theorem 5] for δ =
p = 1. Similarly, letting Aj = 1 − 2ηj , Bj = −1 (j = 1,2), δ = 1 and λ = −1 in Theorem 1.11,
we get [15, Corollary 5].
(vii) If the functions f ′j (z)/pzp−1 ∈ P(ηj ) (fj ∈Ap; 0 ηj < 1; j = 1,2), then it follows
from (1.4) and Corollary 1.13 that the function
G0(z) = p
z∫
0
(f1  f2)(t)
t
dt
belongs to the class Kp , provided (1.25) is satisfied.
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