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Abstract. Let E be a W ∗-correspondence and let H∞(E) be the associated
Hardy algebra. The unit disc of intertwiners D((Eσ)∗) plays a central role in
the study of H∞(E). We show a number of results related to the automor-
phism groups of both H∞(E) and D((Eσ)∗). We find a matrix representation
for these groups and describe several features of their algebraic structure. Fur-
thermore, we show an application of Aut(D((Eσ)∗)) to the study of Morita
equivalence of W ∗-correspondences.
1. Introduction
This note contributes to a circle of ideas developed by Muhly and Solel related
to automorphisms of the Hardy algebra H∞(E). In [MS08], they showed that the
automorphisms of H∞(E) are obtained by composition with certain biholomorphic
automorphisms of D((Eσ)∗), the open unit disc of the intertwining space. As a
result, we can view the automorphism group of H∞(E) as a subgroup of the auto-
morphism group of D((Eσ)∗). That is, Aut(H∞(E)) ≤ Aut(D((Eσ)∗)). We answer
a number of questions related to the algebraic structure of both groups as well as
the relationship between them. We find a matrix representation for both groups
and we find a third group containing both automorphism groups. In the last sec-
tion, we show how Aut(D((Eσ)∗)) can be used to develop a categorical approach
to Morita equivalence of W ∗-correspondences.
2. Preliminaries
For any Hilbert spaces H and K, let B(H,K) denote the Banach space of all
bounded linear operators from H to K with the operator norm. A J∗-algebra is
a closed complex-linear subspace U of B(H,K) such that AA∗A ∈ U whenever
A ∈ U . A right C∗-module E over a C∗-algebra A is said to be selfdual if every
continuous A-module map f : E → A is of the form f(·) = 〈y, ·〉, for some y ∈ E.
We say that E is a right W ∗-module if E is a selfdual right C∗-module over a W ∗-
algebra. We write LA(E) (or simply L(E)) for the space of adjointable A-module
maps on E. (Recall that Paschke showed that if E is a W ∗-module, the set of
adjointable A-module maps on E is the W ∗-algebra of bounded A-module maps
on E [Pas73, Corollary 3.5 and Proposition 3.10]). A W ∗-correspondence (E,A) is
a right W ∗-module E over a W ∗-algebra A for which there exists a unital normal
∗-homomorphism ϕ: A→ L(E). The center of a W ∗-correspondence (E,A) is the
set Z(E) = {x ∈ E : a · x = x · a for all a ∈ A}.
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The W ∗-module tensor product ⊗A is defined to be the selfdual completion (the
weak∗-completion) of the balanced C∗-module interior tensor product. The Fock
space F(E) of E is defined as the ultraweak direct sum of all the tensor powers
of E. That is, F(E) :=
⊕wc
n∈N0
E⊗n. This space is itself a a W ∗-correspondence
over A. The left action of A on F(E) is given by the map ϕ∞ defined by ϕ∞(a) =
diag(a, ϕ(a), ϕ(2)(a), ϕ(3)(a), · · · ) where ϕ(n)(a)(x1 ⊗ x2 ⊗ · · · ⊗ xn) = (ϕ(a)x1) ⊗
x2 ⊗ · · · ⊗ xn ∈ E⊗n. Given x ∈ E, the creation operator Tx ∈ L(F(E)) is defined
by Tx(η) = x ⊗ η, η ∈ F(E)). The tensor algebra over E, denoted T+(E) is
defined to be the norm closed subalgebra of L(F(E)) generated by ϕ∞(A) and
{Tx : x ∈ E}. The ultraweak closure of T+(E) in L(F(E)) is called the Hardy
Algebra of E, and is denoted by H∞(E). When E = A = C, H∞(E) is the
classical Hardy space H∞(T). That is, H∞(E) is a noncommutative generalization
of the classic Hardy algebra H∞(T) of bounded analytic functions on the open unit
disc. When A = C and E = Cn, H∞(E) is Popescu’s noncommutative Hardy
space F∞ [Pop91] and the noncommutative analytic Toeplitz algebra studied by
Davidson and Pitts [DP98b, DP98a]. More information about H∞(E) can be
found in [MS04, MS08, MS11b, MS09].
A completely contractive covariant representation of (E,A) is a pair (T, σ) where
σ : A → B(H) is a normal ∗-representation of A and T : E → B(H) is a lin-
ear, completely contractive w∗-continuous representation of E satisfying T (axb) =
σ(a)T (x)σ(b) for all x ∈ E and a, b ∈ A. As shown in [MS04], the linear map T˜
defined on the algebraic tensor product E ⊗ H by T˜ (x ⊗ h) = T (x)h extends to
an operator of norm at most 1 on the completion E⊗σH . The bimodule property
of T is equivalent to the equation T˜ (σE ◦ ϕ(a)) = T˜ (ϕ(a) ⊗ I) = σ(a)T˜ for all
a ∈ A, which means that T˜ intertwines the representations σ and σE ◦ ϕ of A on
H and E ⊗H respectively. The space composed of all these intertwiners is called
the intertwining space, and it is usually denoted as I(σE ◦ϕ, σ) or (Eσ)∗. The unit
ball of the intertwining space is then denoted by D((Eσ)∗) or just D(Eσ∗). The
elements of D((Eσ)∗) determine ultraweakly continuous representations of H∞(E)
[MS04, Corollary 2.14].
As shown throughout the work of Muhly and Solel on Hardy algebras (for exam-
ple in [MS08, Remark 2.14]), we can view the elements of H∞(E) as B(H)-valued
functions defined on D((Eσ)∗). That is, we view H∞(E) as an algebra of functions
on its representation space. If η∗ ∈ D((Eσ)∗) and X is an element of H∞(E),
the function X̂ is defined by X̂(η∗) = σ × η∗(X), where σ × η∗ is the ultraweakly
continuous completely contractive representation of H∞(E) determined by σ and
η∗.
The study of Hardy algebras and unit balls of intertwiners also offers a unique
perspective of noncommutative function theory. As shown in [MS13], the fam-
ily {D(Eσ∗)}σ∈NRep(A) satisfies several properties which are similar to the prop-
erties of the domains considered by J.L. Taylor in [Tay72, section 6], the fully
matricial sets of Voiculescu [Voi05, Voi10] and the noncommutative sets studied by
Helton-Klep-McCullough [HKM11a, HKM11b, HKMS09], Kaliuzhnyi-Verbovetskyi
and Vinnikov [KVV12, KVV14, KVV09].
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3. Aut(D((Eσ)∗)) and Aut(H∞(E))
In this section, building on the work of Muhly and Solel in [MS08], we give new
results about Aut(D(Eσ∗)) and its relationship to Aut(H∞(E)), the automorphism
group of the Hardy algebra of E.
Let (E,A) be a W ∗-correspondence. Let Aut(H∞(E)) denote the completely
isometric, w∗-homeomorphic automorphisms of H∞(E) fixing ϕ(A) elementwise.
In [MS08, Lemma 4.20 and Theorem 4.21], Muhly and Solel showed that each
automorphism α in Aut(H∞(E)) is obtained by composition with some element
in Aut(D(Eσ)∗) = {g : D(Eσ)∗ → D(Eσ)∗ biholomorphic} in the following way:
α̂(X)(η∗) = X̂(g(η∗)). Furthermore, if an element g in Aut(D(Eσ)∗) implements
an automorphism α in Aut(H∞(E)) then g preserves DZ((Eσ)∗) [MS08, Theorems
4.9 and 4.21]. With this in mind, we can think of Aut(H∞(E)) as a subgroup of
Aut(D(Eσ)∗). That is, Aut(H∞(E)) ≤ Aut(D(Eσ)∗).
Since (Eσ)∗ is a J∗ algebra , the biholomorphic automorphisms g in Aut(D(Eσ∗))
are of the form g = ω ◦ gγ [Har74, Definition 1 and Theorem 3], where ω is a
surjective linear isometry on (Eσ)∗, γ ∈ D(Eσ) and gγ is a Mo¨bius transformation of
D(Eσ)∗ given by gγ(η∗) = ∆γ(IH−η∗γ)−1(γ∗−η∗)∆
−1
γ∗ , where ∆γ = (IH−γ
∗γ)1/2
and ∆γ∗ = (IE⊗H − γγ∗)1/2 [MS08, equation (25)]. Each Mo¨bius map gγ is a
biholomorphic automorphism of Aut(D(Eσ∗)) mapping γ∗ to 0 and 0 to γ∗, thus
satisfying g2γ = id. Therefore, for every pair of intertwiners η
∗
1 , η
∗
2 ∈ D(E
σ∗), the
map gη2 ◦ gη1 takes η
∗
1 to η
∗
2 . That is, D(E
σ∗) is a homogeneous domain.
Lemma 3.1. Let g ∈ Aut(D(Eσ∗)). Then g = ω ◦ gg−1(0)∗ . Furthermore, this
decomposition is unique. That is, if g = ω ◦ gg−1(0)∗ = ω
′ ◦ gγ, then ω = ω′ and
γ = g−1(0)∗.
Proof. g = ω ◦ gγ . So g(γ) = ω ◦ gγ(γ) = ω(0) = 0. So γ = g−1(0). Now suppose
there are ω′ and gγ such that ω ◦ gg−1(0)∗ = g = ω
′ ◦ gγ . Then ω
′ = ω ◦ gg−1(0)∗ ◦ gγ .
Since gg−1(0)∗ ◦ gγ = ω
′′ ◦ g(g
g−1(0)∗◦gγ)
−1(0) for some linear isometry ω
′′, we have
ω′ = ω ◦ ω′′ ◦ g(g
g−1(0)∗◦gγ )
−1(0) = W ◦ ggγ(g−1(0))∗ , since ω ◦ ω
′′ is an isometry W
and (gg−1(0)∗ ◦ gγ)
−1 = gγ(gg−1(0)∗(0)) = gγ(g
−1(0)). Thus ggγ(g−1(0))∗ =W
−1 ◦ ω′
is a linear isometry. So 0 = ggγ(g−1(0))∗(0) = gγ(g
−1(0)). So γ = g−1(0)∗ and
ω′ = ω ◦ g2γ = ω. 
As usual, we denote the center of a group N by Z(N).
Theorem 3.2. Z(Aut(D(Eσ∗)) = {idAut(D(Eσ∗))} and Z(Aut(H∞(E)) = {idAut(H∞(E))}.
Proof. First, note that g0 = −id. Clearly, id ∈ Z(Aut(D(Eσ
∗)). Let g = ω ◦
gg−1(0)∗ ∈ Aut(D(Eσ
∗)). If g−1(0) 6= 0 then g0 ◦ g(g−1(0)) = g0(0) = 0 = ω(0) 6=
ω ◦ gg−1(0)∗(−g
−1(0)) = ω ◦ gg−1(0)∗ ◦ g0(g
−1(0)) = g ◦ g0(g−1(0)). Thus, if g ∈
Z(Aut(D(Eσ∗)), we must have g−1(0) = 0. So g(0) = 0. Assume g 6= id. Then
there is γ∗ ∈ D(Eσ∗) such that g(γ∗) 6= γ∗. Then gγ ◦ g(γ∗) 6= gγ(γ∗) = 0 = g(0) =
g ◦ gγ(γ∗). So g /∈ Z(Aut(D(Eσ
∗)) and Z(Aut(D(Eσ∗)) = {id}.
Now let α′ ∈ Aut(H∞(E)) and suppose α′ commutes with every α ∈ Aut(H∞(E)).
Let X ∈ H∞(E). α̂(X)(η∗) = X̂(g(η∗)) and α̂′(X)(η∗) = X̂(g′(η∗)). Then
α ◦ α′(X)
∧
(η∗) = α(α′(X))
∧
(η∗) = α̂′(X)(g(η∗)) = X̂(g′◦g(η∗)) and α′ ◦ α(X)
∧
(η∗) =
α′(α(X))(η∗) = α̂(X)(g′(η∗)) = X̂(g ◦ g′(η∗)). Thus g′ ∈ Z(Aut(D(Eσ∗)). So
g′ = idAut(D(Eσ∗)) and Z(Aut(H
∞(E)) = {idAut(H∞(E))}. 
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Note that if (E,A) is a W ∗-graph correspondence and g ∈ Aut(D(Eσ∗)), then
g ∈ Aut(H∞(E)) if and only if for each intertwiner η∗ = (Tij) ∈ Z((Eσ)∗), the zero
blocks of g(η∗) are the same zero blocks of η∗ and the non-zero blocks of g(η∗) are
multiples of identities. This follows from [Ard19, Corollary 4.2] and the fact that
the elements in Aut(H∞(E)) preserve Z((Eσ)∗).
Our next goal is to give a matrix representation of Aut(D(Eσ∗)). With this
in mind, we construct a set P, which will allow us to express the elements of
Aut(D(Eσ∗)) as matrices acting on P by right matrix multiplication. Let P =
{(U, η∗)}/ ∼ where U is an invertible operator in σ(A)′, η∗ ∈ (Eσ)∗ and (U1, η∗1) ∼
(U2, η
∗
2) if there is an invertible operatorC ∈ σ(A)
′ such that (CU1, Cη
∗
1) = (U2, η
∗
2).
The role of P in our analysis will be similar to the role played by the complex
projective line in the study of Mobius transformations of the complex plane. So we
can think of the elements in the set
{(U,Uη∗) | U invertible in σ(A)′}
as “homogeneous coordinates” of η∗.
In particular, each η∗ ∈ (Eσ)∗ has “homogeneous coordinates” (IH , η∗). So each
η∗ ∈ (Eσ)∗ can be identified with the equivalence class [(IH , η∗)], which we will
also denote by [IH η
∗], so that we can view it as both an equivalence class and a
1 by 2 block matrix.
By [MS08, Theorem 4.21(ii)], if g ∈ Aut(D(Eσ∗)) implements α ∈ Aut(H∞(E)),
then there is a γ∗ ∈ DZ((Eσ∗) and a unitary operator u in L(E) such that
u(Z(E)) = Z(E) and such that g(η∗) = gγ(η
∗)(u ⊗ IH). The following theorem
shows that we can represent g by the matrix T =
(
∆−1γ γ
∗∆−1γ∗ (u ⊗ IH)
−γ∆−1γ −∆
−1
γ∗ (u⊗ IH)
)
acting on [IH η
∗] ∈ P by right matrix multiplication.
Theorem 3.3. If g ∈ Aut(D(Eσ∗)) implements α ∈ Aut(H∞(E)), so that g(η∗) =
gγ(η
∗)(u ⊗ IH), then
[IH η
∗]
(
∆−1γ γ
∗∆−1γ∗ (u ⊗ IH)
−γ∆−1γ −∆
−1
γ∗ (u⊗ IH)
)
= [IH g(η
∗)]
Proof.
[IH η
∗]
(
∆−1γ γ
∗∆−1γ∗ (u⊗ IH)
−γ∆−1γ −∆
−1
γ∗ (u ⊗ IH)
)
= [∆−1γ − η
∗γ∆−1γ (γ
∗∆−1γ∗ − η
∗∆−1γ∗ )(u⊗ IH)]
= [IH (∆
−1
γ − η
∗γ∆−1γ )
−1(γ∗∆−1γ∗ − η
∗∆−1γ∗ )(u ⊗ IH)]
= [IH ((IH − η
∗γ)∆−1γ )
−1(γ∗ − η∗)∆−1γ∗ (u⊗ IH)]
= [IH ∆γ(IH − η
∗γ)−1(γ∗ − η∗)∆−1γ∗ (u⊗ IH)]
= [IH gγ(η
∗)(u⊗ IH)]
= [IH g(η
∗)]
We check that the right side of the first equality is an element of P. Let a ∈
A and η∗1 , η
∗
2 , η
∗
3 ∈ (E
σ)∗. Then η∗1η2σ(a) = η
∗
1(ϕ(a) ⊗ IH)η2 = σ(a)η
∗
1η2. So
η∗1η2 ∈ σ(A)
′. Then, since we are assuming γ ∈ D(Eσ∗)), ∆−1γ = (IH − γ
∗γ)−1/2 =
IH +
1
2γ
∗γ+ 38γ
∗γγ∗γ+ · · · is in σ(A)′. So ∆−1γ −η
∗γ∆−1γ ∈ σ(A)
′. Next, note that
η∗1η2η
∗
3(ϕ(a) ⊗ IH) = η
∗
1η2σ(a)η
∗
3 = η
∗
1(ϕ(a) ⊗ IH)η2η
∗
3 = σ(a)η
∗
1η2η
∗
3 . So η
∗
1η2η
∗
3 ∈
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(Eσ)∗. Then (γ∗∆−1γ∗ − η
∗∆−1γ∗ )(u⊗ IH) = (γ
∗ − η∗)(IE⊗AH − γγ
∗)−1/2(u⊗ IH) =
(γ∗− η∗)(IE⊗AH +
1
2γγ
∗+ 38γγ
∗γγ∗+ · · · )(u⊗ IH) = ((γ∗− η∗)+
1
2 (γ
∗− η∗)γγ∗+
3
8 (γ
∗ − η∗)γγ∗γγ∗ + · · · )(u⊗ IH) is also in (Eσ)∗. 
Note that T =
(
∆−1γ γ
∗∆−1γ∗ (u⊗ IH)
−γ∆−1γ −∆
−1
γ∗ (u⊗ IH)
)
not only acts on the matrix (IH η
∗).
It acts on the equivalence class [IH η
∗]. That is, no matter what representative
of [IH η
∗] is multiplied by T , the matrix product always equals [IH g(η
∗)]:
[C Cη∗]
(
∆−1γ γ
∗∆−1γ∗ (u⊗ IH)
−γ∆−1γ −∆
−1
γ∗ (u⊗ IH)
)
= [C(∆−1γ − η
∗γ∆−1γ ) C(γ
∗∆−1γ∗ − η
∗∆−1γ∗ (u⊗ IH))]
= [∆−1γ − η
∗γ∆−1γ γ
∗∆−1γ∗ − η
∗∆−1γ∗ (u⊗ IH)]
= [IH g(η
∗)]
As we stated above, in general, any g ∈ Aut(D(Eσ∗)) (not just one implementing an
automorphism α ∈ Aut(H∞(E)) ) is of the form g = ω◦gγ. The linear isometries ω
on Aut(D(Eσ∗)) are given by ω(η∗) = uη∗v∗, where u and v are unitaries in B(H)
and B(E⊗AH) respectively, satisfying additional conditions ensuring that uη∗v∗ ∈
(Eσ)∗. For example, in the case when (E,A) be a W ∗ graph correspondence, we
have the following result:
Theorem 3.4. Let (E,A) be a W ∗ correspondence derived from a directed graph
G = (G0, G1, r, s) (without sources). Let ω be a linear isometry of (Eσ)∗ given by
ω(η∗) = uη∗v∗, where u and v are unitaries on H and E⊗H respectively. Then
u is a diagonal block matrix u =
|G0|⊕
i=1
ui, where ui is a unitary on Hi, and v
∗ is a
block matrix v∗ = (v∗ij) satisfying the following:
(1) v∗ij = 0 if r(ei) 6= r(ej)
(2) For each i ∈ {1, 2, · · · |G1|},
|G1|∑
j=1
v∗ijvij = IHs(ei)
(3) For each i, k(i 6= k) ∈ {1, 2, · · · |G1|},
|G1|∑
j=1
v∗ijvkj = 0
Proof. Suppose u has a nonzero off diagonal block uij . So i 6= j. Since we are
assuming G does not have any sources, the vertex vj is the range of some edge ek.
That is, η∗ has a nonzero block η(e−1k )
∗ on row j and column k. Then uη∗ has the
nonzero block uijη(e
−1
k )
∗ on row i and column k, which is a contradiction, since by
[Ard19, Theorem 4.1], the only nonzero block on column k of η∗ is on row j 6= i.
Thus uij = 0 for i 6= j. Now denote each diagonal block uii by ui. So u =
|G0|⊕
i=1
ui.
In the product uη∗, ui multiplies all blocks on row i of η
∗. Since all blocks on row
i of η∗ have range in Hi and uη
∗ ∈ (Eσ)∗, we must have ui : Hi → Hi. Since
u =
|G0|⊕
i=1
ui is unitary, each ui is unitary.
Now let v∗ = (v∗ij). Note that (v
∗
ij) is a |G
1| by |G1| block matrix where v∗ij ∈
B(Hs(ej), Hs(ej)). Let r(em) = vn. Then for p 6= n, the product of row p of η
∗
and column m of (v∗ij) equals 0, by [Ard19, Theorem 4.1]. Since η
∗ is arbitrary
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in (Eσ)∗ and the entries in column m of (v∗ij) which multiply a nonzero entry in
row p of η∗, are the entries v∗ij such that r(ei) = r(ep) 6= r(ej), we have that
v∗ij = 0 if r(ei) 6= r(ej). Furthermore, since (v
∗
ij)(vji) = IE⊗AH , we have that for
each i ∈ {1, 2, · · · |G1|},
|G1|∑
j=1
v∗ijvij = IHs(ei) , and since the non-diagonal entries of
(v∗ij)(vji) = IE⊗AH are 0, we have that if i 6= k then
|G1|∑
j=1
v∗ijvkj = 0. 
Let J = {u ∈ B(H), v ∈ B(E⊗AH) | uη∗v∗ ∈ (Eσ)∗}.
Let M = {
(
∆−1γ u
∗ γ∗∆−1γ∗ v
∗
−γ∆−1γ u
∗ −∆−1γ∗ v
∗
)
| γ∗ ∈ D((Eσ)∗), u, v ∈ J}.
Let
(
∆−1γ u
∗
1 γ
∗∆−1γ∗ v
∗
1
−γ∆−1γ u
∗
1 −∆
−1
γ∗ v
∗
1
)
∼
(
∆−1γ u
∗
2 γ
∗∆−1γ∗ v
∗
2
−γ∆−1γ u
∗
2 −∆
−1
γ∗ v
∗
2
)
if u1η
∗v∗1 = u2η
∗v∗2 for
all η∗ ∈ D(Eσ∗). That is, two matrices in M are equivalent if the unitaries in each
matrix determine the same isometry ω of D(Eσ∗). Let Mop denote the opposite
group of M. That is, Mop has the same elements as M and the group operation ∗
is defined by reversing the matrix multiplication order. So for any T, S ∈ Mop, we
have T ∗ S = ST . As groups, Mop ∼= M, with isomorphism given by π(T ) = T ∗.
Furthermore, Mop/ ∼ is a group with the operation [T ] ∗ [S] = [ST ] and identity
element [
(
IH
0 IE⊗AH
)
].
Theorem 3.5. Let g = ω ◦ gγ ∈ Aut(D(Eσ
∗)) where ω is determined by uni-
taries u and v. The map Ψ : Aut(D(Eσ∗)) → Mop/ ∼ defined by Ψ(g) =
[
(
∆−1γ u
∗ γ∗∆−1γ∗ v
∗
−γ∆−1γ u
∗ −∆−1γ∗ v
∗
)
] is a group isomorphism.
Proof. First we show that the matrices representating gγ and ω are
(
∆−1γ γ
∗∆−1γ∗
−γ∆−1γ −∆
−1
γ∗
)
and
(
u∗ 0
0 v∗
)
respectively:
[IH η
∗]
(
∆−1γ γ
∗∆−1γ∗
−γ∆−1γ −∆
−1
γ∗
)
= [∆−1γ − η
∗γ∆−1γ γ
∗∆−1γ∗ − η
∗∆−1γ∗ ]
= [IH (∆
−1
γ − η
∗γ∆−1γ )
−1(γ∗∆−1γ∗ − η
∗∆−1γ∗ )]
= [IH ((IH − η
∗γ)∆−1γ )
−1(γ∗ − η∗)∆−1γ∗ ]
= [IH ∆γ(IH − η
∗γ)−1(γ∗ − η∗)∆−1γ∗ ]
= [IH gγ(η
∗)]
and [IH η
∗]
(
u∗ 0
0 v∗
)
= [u∗ η∗v∗] = [IH uη
∗v∗] = [IH ω(η
∗)].
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Then g = ω◦gγ is represented by
(
∆−1γ γ
∗∆−1γ∗
−γ∆−1γ −∆
−1
γ∗
)(
u∗ 0
0 v∗
)
=
(
∆−1γ u
∗ γ∗∆−1γ∗ v
∗
−γ∆−1γ u
∗ −∆−1γ∗ v
∗
)
:
[IH η
∗]
(
∆−1γ u
∗ γ∗∆−1γ∗ v
∗
−γ∆−1γ u
∗ −∆−1γ∗ v
∗
)
= [(∆−1γ − η
∗γ∆−1γ )u
∗ (γ∗∆−1γ∗ − η
∗∆−1γ∗ )v
∗]
= [IH ((∆
−1
γ − η
∗γ∆−1γ )u
∗)−1(γ∗∆−1γ∗ − η
∗∆−1γ∗ )v
∗]
= [IH u((IH − η
∗γ)∆−1γ )
−1(γ∗ − η∗)∆−1γ∗ v
∗]
= [IH u∆γ(IH − η
∗γ)−1(γ∗ − η∗)∆−1γ∗ v
∗]
= [IH ugγ(η
∗)v∗] = [IH ω(gγ(η
∗))]
= [IH g(η
∗)]
Ψ is clearly onto. If g and f in Aut(D(Eσ∗)) are represented by matrices Tg and
Tf respectively, then we have [IH η
∗]TfTg = [IH f(η
∗)]Tg = [IH g(f(η
∗))]. So
Ψ(g ◦ f) = [Tg◦f ] = [TfTg] = [Tg] ∗ [Tf ] = Ψ(g) ∗ Ψ(f). Since by lemma 3.1, each
g ∈ Aut(D(Eσ∗)) has a unique decomposition g = ω ◦ gg−1(o)∗ , we have that Ψ :
Aut(D(Eσ∗)) → Mop/ ∼ is injective, thus a group isomorphism. Note that since
Ψ(g−1) = Ψ(g−1γ )∗Ψ(ω
−1) = [T−1ω Tgγ ], the inverse of each [
(
∆−1γ u
∗ γ∗∆−1γ∗ v
∗
−γ∆−1γ u
∗ −∆−1γ∗ v
∗
)
]
in Mop/ ∼ is [
(
u∆−1γ uγ
∗∆−1γ∗
−vγ∆−1γ −v∆
−1
γ∗
)
]. 
Let K be a Hilbert space. A linear invertible operator S is said to be κ-pseudo-
unitary if there exists a linear invertible, Hermitian operator κ : K → K such that
S satisfies S∗ = κS−1κ−1. As in [Mos04, 2], we denote the group of all κ-pseudo-
unitary operators by Uκ(K).
Theorem 3.6. Aut(D(Eσ∗)) and Aut(H∞(E)) are subgroups of the pseudo-unitary
group Uκ(H
⊕
E⊗H) for κ =
(
IH 0
0 −IE⊗AH
)
.
Proof. If κ =
(
IH 0
0 −IE⊗AH
)
, then the condition S∗ = κS−1κ−1 in the definition
of κ-pseudo-unitary operator is equivalent to SκS∗ = κ. We show that the matrices
representing elements of Aut(D(Eσ∗)) and Aut(H∞(E)) satisfy this condition.
If γ∗ ∈ D(Eσ∗)), then the series Σ∞n=0(γ
∗γ)n converges in norm to the operator
(IH − γ∗γ)−1. So ∆−2γ = (IH − γ
∗γ)−1 = Σ∞n=0(γ
∗γ)n. Likewise, ∆−2γ∗ = (IE⊗AH −
γγ∗)−1 = Σ∞n=0(γγ
∗)n. Note that γ∗∆−2γ∗ γ = γ
∗Σ∞n=0(γγ
∗)nγ = Σ∞n=1(γ
∗γ)n. Thus
(3.1) ∆−2γ − γ
∗∆−2γ∗ γ = Σ
∞
n=0(γ
∗γ)n − Σ∞n=1(γ
∗γ)n = IH
Note that γ∆−2γ γ
∗ = γΣ∞n=0(γ
∗γ)nγ∗ = Σ∞n=1(γγ
∗)n. Thus
(3.2) γ∆−2γ γ
∗ −∆−2γ∗ = Σ
∞
n=1(γγ
∗)n − Σ∞n=0(γγ
∗)n = −IE⊗AH
Note that ∆−2γ γ
∗ = Σ∞n=0(γ
∗γ)nγ∗ = γ∗Σ∞n=0(γγ
∗)n.Thus
(3.3) −∆−2γ γ
∗ + γ∗∆−2γ∗ = −γ
∗Σ∞n=0(γγ
∗)n + γ∗Σ∞n=0(γγ
∗)n = 0
Note that γ∆−2γ = γΣ
∞
n=0(γ
∗γ)n = Σ∞n=0(γγ
∗)nγ. Thus
(3.4) − γ∆−2γ +∆
−2
γ∗ γ = −Σ
∞
n=0(γγ
∗)nγ +Σ∞n=0(γγ
∗)nγ = 0
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Then we have(
∆−1γ u
∗ γ∗∆−1γ∗ v
∗
−γ∆−1γ u
∗ −∆−1γ∗ v
∗
)(
IH 0
0 −IE⊗AH
)(
(∆−1γ u
∗)∗ (−γ∆−1γ u
∗)∗
(γ∗∆−1γ∗ v
∗)∗ (−∆−1γ∗ v
∗)∗
)
=
(
∆−1γ u
∗ −γ∗∆−1γ∗ v
∗
−γ∆−1γ u
∗ ∆−1γ∗ v
∗
)(
u∆−1γ −u∆
−1
γ γ
∗
v∆−1γ∗ γ −v∆
−1
γ∗
)
=
(
∆−2γ − γ
∗∆−2γ∗ γ −∆
−2
γ γ
∗ + γ∗∆−2γ∗
−γ∆−2γ +∆
−2
γ∗ γ γ∆
−2
γ γ
∗ −∆−2γ∗
)
=
(
IH 0
0 −IE⊗AH
)
The last equality follows from equations (3.1), (3.2), (3.3) and (3.4). 
Since the elements of Aut(H∞(E)) are determined by the elements in Aut
(D(Eσ)∗) preserving Z(D(Eσ)∗), we can think of Aut(H∞(E)) as a subgroup of
Aut(D(Eσ)∗). Is Aut(H∞(E)) a normal subgroup of Aut(D(Eσ)∗)? We answer
this question for the case when (E,A) is a W ∗-graph correspondence.
Lemma 3.7. Let N = {ω ∈ Aut(D(Eσ∗)) | ω is an isometry } Then N 5
Aut(D(Eσ)∗)
Proof. Let γ∗ ∈ D(Eσ)∗ with γ∗ 6= 0.Then gγ ◦ −id ◦ gγ(0) = gγ(−γ∗) 6= 0. So gγ
does not normalize N . 
Theorem 3.8. Let (E,A) be a W ∗-graph correspondence derived from a graph G
(and assume that the multiplicity of the representation of δv is greater than 1 for
at least one vertex). Then Aut(H∞(E)) 5 Aut(D(Eσ)∗).
Proof. If Z((Eσ)∗) = {0} then G does not have any loops and Aut(H∞(E)) = N =
{ω ∈ Aut(D(Eσ∗)) | ω is an isometry } 5 Aut(D(Eσ)∗) by lemma 3.7. So we may
assume that DZ((Eσ)∗) 6= ∅. By [Ard19, Corollary 4.2] and theorem 3.4, since the
multiplicity of the representation of δv is greater than 1 for at least one vertex in
G, we have that Z((Eσ)∗) 6= (Eσ)∗ and there is a linear isometry ω ∈ Aut((Eσ)∗)
not preserving Z((Eσ)∗) Let γ∗ ∈ DZ((Eσ)∗) such that ω(γ∗) /∈ DZ((Eσ)∗). Then
ω ◦ gγ ◦ω−1(0) = ω(γ∗) /∈ DZ((Eσ)∗). So ω ◦ gγ ◦ω−1 does not preserve DZ((Eσ)∗).
Thus ω does not normalize Aut(H∞(E)). So Aut(H∞(E)) 5 Aut(D(Eσ)∗). 
4. A Morita Equivalence Application
In this section, we present an application of the automorphism groupAut(D(F σ∗))
in the study of Morita equivalence of W ∗-correspondences. One of the important
features of Morita equivalence of rings, C∗-algebras, W ∗-algebras, operator alge-
bras, etc, is that Morita equivalent objects have the same representation theory.
More precisely, having Morita equivalent objects implies there is an equivalence
between the categories of the relevant representation of those objects. Our goal in
this section is to show that if twoW ∗-correspondences are weakly Morita equivalent
then there is an equivalence between certain categories of completely contractive
covariant representations of both correspondences.
Let (E,A) and (F,B) be two (weakly) Morita equivalent W ∗-correspondences.
So there is aW ∗-equivalence bimoduleX for which there is anA-B W ∗-correspondence
isomorphismW fromE⊗AX ontoX⊗BF [MS11a, Definition 7]. Let σ : B → B(H)
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be a normal representation of B, and let σX : A→ B(X⊗σH) be the normal rep-
resentation of A induced by X (Rieffel’s induced representation). Let η∗ ∈ D(F σ∗).
In [MS11a, 3], Muhly and Solel showed that the map η∗ → η∗X , where η∗X =
(IX ⊗ η∗)(W ⊗ IH), is an isometric surjection from D(F σ
∗) onto D(EσX∗). Thus,
this map is also an isometric surjection from D(F σ∗) onto D(Eσ
X∗).
Let σ-CovrepF denote the category whose objects are the intertwiners in D(F σ∗).
By [MS04, Theorem 2.9 and Corollary 2.14], we can think of these objects as com-
pletely contractive covariant representations of F (associated to σ) implementing
normal completely contractive representations of H∞(F ). We point out that this
set is a subset of the set of absolutely continuous completely contractive representa-
tions of F ([MS11b, Definition 3.1]), which are the representations implementing all
extensions of completely contractive representations of T+(E) to normal completely
contractive representations of H∞(F ) ([MS11b, Theorem 4.11]).
Let the morphisms of σ-CovrepF be given by:
Hom(η∗1 , η
∗
2) = {g ∈ Aut(D(F
σ∗)) | g(η∗1) = η
∗
2}
First we check that σ-CovrepF is indeed a category. The composition of mor-
phisms is given by the usual composition of maps in Aut(D(F σ∗)). If η∗1 , η
∗
2 , η
∗
3 ∈
D(F σ∗), f ∈ Hom(η∗1 , η
∗
2) and g ∈ Hom(η
∗
2 , η
∗
3), then g ◦ f ∈ Hom(η
∗
1 , η
∗
3), since
g ◦ f(η∗1) = η3. Since Aut(D(F
σ∗)) is a group, this composition of morphisms
is associative. Clearly, the identity map in Aut(D(F σ∗)) serves as an identity
morphism Idη∗ ∈ Hom(η∗, η∗) for each η∗ ∈ D(F σ
∗). Likewise, the category σX -
CovrepE has the intertwiners in D(Eσ
X∗) as objects, and the morphisms are given
by Hom(η∗1
X , η∗2
X) = {g ∈ Aut(D(Eσ
X∗)) | g(η∗1
X) = η∗2
X}.
Theorem 4.1. If (E,A) and (F,B) are two (weakly) Morita equivalent W ∗- cor-
respondences and σ : B → B(H) is a normal representation of B, then σ-CovrepF
and σX-CovrepE are equivalent categories.
Proof. Let F denote the functor from σ-CovrepF to σX -CovrepE, given by F(η∗) =
η∗X . For each g ∈ Aut(D(F σ∗)), F(g) is defined by F(g)(η∗X) = (g(η∗))X . That
is , F(g)((IX ⊗ η∗)(W ⊗ IH)) = (IX ⊗ g(η∗))(W ⊗ IH)). So if g ∈ Hom(η∗1 , η
∗
2),
then F(g) ∈ Hom(η∗1
X , η∗2
X) = Hom(F(η∗1),F(η
∗
2)). Clearly, F(Idη∗) =IdF(η∗). If
g, h ∈ Aut(D(F σ∗)) then
F(g ◦ h)((IX ⊗ η
∗)(W ⊗ IH)) = (IX ⊗ (g ◦ h)(η
∗))(W ⊗ IH)
= (IX ⊗ (g(h(η
∗)))(W ⊗ IH)
= F(g)((IX ⊗ (h(η
∗))(W ⊗ IH))
= F(g)(F(h)((IX ⊗ η
∗)(W ⊗ IH)))
= (F(g) ◦ F(h))((IX ⊗ η
∗)(W ⊗ IH))
So F(g◦h) = F(g)◦F(h). Thus F is an isometric covariant functor from σ-CovrepF
to σX -CovrepE.
Since W : E ⊗A X → X ⊗B F ,is a W
∗-correspondence isomorphism, there
is an isomorphism W ′ : BFB → BX˜ ⊗A E ⊗A XB. Let G be the functor from
σX -CovrepE to σ-CovrepF given by G(η∗X) = (IX˜ ⊗ η
∗X)(W ′ ⊗ IH). That is,
G((IX ⊗ η∗)(W ⊗ IH)) = (IX˜ ⊗ (IX ⊗ η
∗)(W ⊗ IH))(W ′ ⊗ IH).
Since ||(IX˜ ⊗ η
∗X)(W ′ ⊗ IH)|| = ||η
∗X ||, (IX˜ ⊗ η
∗X)(W ′ ⊗ IH) lies in D(Eσ∗).
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For any g ∈ Aut(D(Eσ
X∗)), G(g) ∈ Aut(D(F σ∗)) is defined by:
G(g)((IX˜ ⊗ η
∗X)(W ′ ⊗ IH)) = (IX˜ ⊗ g(η
∗X))(W ′ ⊗ IH)
Then G(Idη∗X ) =IdG(η∗X) and
G(g ◦ h)((IX˜ ⊗ η
∗X)(W ′ ⊗ IH)) = ((IX˜ ⊗ (g ◦ h)(η
∗X))(W ′ ⊗ IH))
= ((IX˜ ⊗ g(h(η
∗X)))(W ′ ⊗ IH))
= G(g)((IX˜ ⊗ h(η
∗X))(W ′ ⊗ IH))
= G(g)(G(h)((IX˜ ⊗ η
∗X)(W ′ ⊗ IH)))
= (G(g) ◦ G(h))((IX˜ ⊗ η
∗X)(W ′ ⊗ IH))
Thus G(g◦h) = G(g)◦G(h). Also, if η∗1
X , η∗2
X ∈ σX -CovrepE and g ∈HomσX−CovrepE
(η∗1
X , η∗2
X), then
G(g)(G(η∗1
X)) = G(g)((IX˜ ⊗ η
∗
1
X)(W ′ ⊗ IH)) = (IX˜⊗g(η
∗
1
X))(W ′ ⊗ IH))
= (IX˜ ⊗ η
∗
2
X)(W ′ ⊗ IH) = G(η
∗
2
X)
So G(g) ∈ Homσ−CovrepF (G(η
∗
1
X),G(η∗2
X)). Thus G is an isometric covariant func-
tor from σX -CovrepE to σ-CovrepF .
Now we show that F and G are inverses of each other. That is, F and G implement
and equivalence between the categories σ-CovrepF and σX -CovrepE. The natural
transformation ǫ : Iσ−CovrepF → G ◦ F, where Iσ−CovrepF denotes the identity
functor on σ-CovrepF , is given by ǫη∗(Iσ−CovrepF (η
∗)) = (G◦F)(η∗) = (IX˜ ⊗(IX⊗
η∗)(W ⊗ IH))(W
′ ⊗ IH).
Let η∗1 , η
∗
2 ∈ D(F
σ∗) and g ∈Hom(η∗1 , η
∗
2). Then we have
ǫη∗2 ◦ Iσ−CovrepF (g)(Iσ−CovrepF (η
∗
1)) = ǫη∗2 (g(η
∗
1)) = ǫη∗2 (η
∗
2)
= (IX˜ ⊗ (IX ⊗ η
∗
2)(W ⊗ IH))(W
′ ⊗ IH)
= G((IX ⊗ η
∗
2)(W ⊗ IH))
= G((IX ⊗ g(η
∗
1))(W ⊗ IH))
= G(F(g)((IX ⊗ η
∗
1)(W ⊗ IH)))
= G(F(g))(G((IX ⊗ η
∗
1)(W ⊗ IH))
= (G ◦ F)(g)((IX˜ ⊗ (IX ⊗ η
∗
1)(W ⊗ IH))(W
′ ⊗ IH))
= (G ◦ F)(g) ◦ ǫη∗1 (Iσ−CovrepF (η
∗
1))
Thus ǫη∗2 ◦Iσ−CovrepF (g) = (G◦F)(g)◦ǫη∗1 . That is, the following diagram commutes.
Iσ−CovrepF (η
∗
1) Iσ−CovrepF (η
∗
2)
(G ◦ F)(η∗1) (G ◦ F)(η
∗
2)
g
ǫη∗1
ǫη∗2
(G◦F)(g)
So indeed, ǫ is a natural transformation from Iσ−CovrepF to G ◦ F.
The natural transformation λ : F◦G→ IσX−CovrepE , where IσX−CovrepE denotes
the identity functor on σX−CovrepE, is given by λη∗X ((F◦G)(η
∗X)) = η∗X . That
is,
λη∗X ((IX ⊗ (IX˜ ⊗ η
∗X)(W ′ ⊗ IH))(W ⊗ IH)) = η
∗X
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Let η∗1
X , η∗2
X ∈ D(Eσ
X∗) and g ∈Hom(η∗1
X , η∗2
X). Then we have
λη∗2X◦(F ◦ G)(g)((F ◦ G)(η
∗
1
X)
= λη∗2X ◦ (F ◦ G)(g)((IX ⊗ (IX˜ ⊗ η
∗
1
X)(W ′ ⊗ IH))(W ⊗ IH))
= λη∗2X (F(G(g))(F((IX˜ ⊗ η
∗
1
X)(W ′ ⊗ IH))))
= λη∗2X (F(G(g)((IX˜ ⊗ η
∗
1
X)(W ′ ⊗ IH))))
= λη∗2X (F((IX˜ ⊗ η
∗
2
X)(W ′ ⊗ IH)))
= λη∗2X ((IX ⊗ (IX˜ ⊗ η
∗
2
X)(W ′ ⊗ IH))(W ⊗ IH))
= η∗2
X
= g(η∗1
X)
= IσX−CovrepE(g) ◦ λη∗1X ((IX ⊗ (IX˜ ⊗ η
∗
1
X)(W ′ ⊗ IH))(W ⊗ IH))
= IσX−CovrepE(g) ◦ λη∗1X (F((IX˜ ⊗ η
∗
1
X)(W ′ ⊗ IH)))
= IσX−CovrepE(g) ◦ λη∗1X ((F ◦ G)((IX˜ ⊗ η
∗
1
X)(W ′ ⊗ IH)))
= IσX−CovrepE(g) ◦ λη∗1X ((F ◦ G)(η
∗
1
X))
Thus λη∗2X ◦ (F ◦ G)(g) = IσX−CovrepE(g) ◦ λη∗1X . That is, the following diagram
commutes.
(F ◦ G)(η∗1
X) (F ◦ G)(η∗2
X)
IσX−CovrepE(η
∗
1) IσX−CovrepE(η
∗
2)
g
λ
η∗1
X λη∗2
X
(G◦F)(g)
So indeed, λ is a natural transformation from F ◦ G to IσX−CovrepE .
The categories σ-CovrepF and σX -CovrepE are equivalent. 
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