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ANALYSIS OF ZERO MODES FOR DIRAC OPERATORS
WITH MAGNETIC LINKS
FABIAN PORTMANN, JE´RE´MY SOK, AND JAN PHILIP SOLOVEJ
Abstract. In this paper we provide a means to approximate Dirac
operators with magnetic fields supported on links in S3 (and R3) by
Dirac operators with smooth magnetic fields. Then we proceed to prove
that under certain assumptions, the spectral flow of paths along these
operators is the same in both the smooth and the singular case. We
recently characterized the spectral flow of such paths in the singular
case. This allows us to show the existence of new smooth, compactly
supported magnetic fields in R3 for which the associated Dirac operator
has a non-trivial kernel. Using Clifford analysis, we also obtain criteria
on the magnetic link for the non-existence of zero modes.
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1. Introduction
In two previous papers [41, 42] we have introduced Dirac operators on
S
3 and R3 with magnetic fields supported on links, and we investigated the
spectral properties of these operators. These rather singular magnetic fields,
which we call magnetic links, are described by an oriented link γ = ∪Kk=1γk
together with a collection of fluxes (2παk)
K
k=1 carried by its connected com-
ponents. Each knot γk can be thought of as a field line carrying flux 2παk.
When fixing the oriented link γ, the associated Dirac operators exhibit
a 2π-periodicity for each flux 2παk, and [42] was devoted to the study of
the spectral flow of loops of Dirac operators (on S3) when tuning the fluxes
2παk’s in the corresponding parameter space. We recall that the spectral
flow is the net number of eigenvalues (counting multiplicity) crossing the
spectral point 0 from negative to positive along the path. For many types of
links we were able to show that the spectral flow is non-zero, which implies
that the kernel of the corresponding Dirac operator is non-trivial, or in other
words that the operator has zero modes.
In this paper we show that these singular Dirac operators are limits (in
an appropriate sense) of Dirac operators with smooth magnetic fields. The
approximation consists in smearing out the field lines γk’s while keeping the
fluxes 0 ≤ 2παk < 1 fixed. In many cases, the spectral flow of paths in the
singular case equals the spectral flow of the corresponding smooth versions.
Thus we obtain new examples of zero modes in S3 for Dirac operators with
smooth fields and finite field energy. In particular, these smooth magnetic
fields have compact support in the vicinity of the oriented link. Note that
by conformal invariance of the kernel, the same result holds in R3 as well.
1.1. Overview. The importance of zero modes for Dirac operators (or Pauli
operators) became apparent in the study of stability of (non-relativistic)
matter in the presence of magnetic fields [25, 33]. In [25], the authors con-
sidered the Hamiltonians
HA,Z :=
(
σ · (−i∇+A))2 − Z|x| + ε
∫
|B|2
on L2(R3)2. They showed that infA∈H˙1 inf spec(HA,Z) = −∞ if the value
of the nuclear charge Z is above a critical Zc. The value of Zc is given by
Zc := inf
{(〈ψ, 1| · |ψ〉L2)−1ε∫ |B|2},
where the infimum runs over solutions to the zero-mode problem (A, ψ) ∈ H˙
1(R3,R3)×H1(R3,C2),
σ · (−i∇ +A)ψ = 0,∫ |ψ|2 = 1. (1.1)
3Explicit smooth solutions to (1.1) were then discovered in [34], giving a finite
value for Zc. The problem of stability of matter however remained open and
was only solved much later in [22,23,32].
Finding a solution to (1.1) on R3, or more generally on a 3-manifold, is
a rather difficult problem. As mentioned before, the first solutions were
exhibited in [34]. These were extended in [1–3], and further examples were
exhibited in [18]. The geometry behind the construction in [34] was exploited
in [20] and in [4]; through Hopf maps one can pull back smooth magnetic
fields from S2 to S3. Then it was shown that the kernel of the Dirac oper-
ator can have an arbitrary dimension. In [20] the authors obtained a full
characterization of the spectrum of Dirac operators on S3 constructed from
the usual Hopf map. Combining this result with the invariance of the kernel
of the Dirac operator under the stereographic projection (or in fact general
conformal maps) gives an explicit description of the kernel of the Dirac op-
erator on R3. Some of the zero modes obtained though Hopf maps were
related to projections of non-Abelian fields [30] and to projections to S3 of
4D-Dirac operators [17,36], with a straightforward extension to higher odd
dimensions. The degeneracy of these zero modes were related to Hopf in-
dices and magnetic helicity: we refer the interested reader to [4, 17, 30, 36]
and the references therein. Using other fibrations of S3, new zero modes
were obtained in [5]. As we can see in explicit formulas [34, Section 3]
and [8, 30], zero modes are intimately related to such fibrations: a real and
divergence-free vector field U with unit L1(R3)3-norm gives rise, at least on
a formal level, to a solution (ψ,A) to the zero mode equation, U coinciding
with (〈ψ, σjψ〉C2)1≤j≤3. Note however that the corresponding magnetic field
has a complicated formula, and it is hard to read from it the key features
which produce the zero mode.
In [11], the authors adopt another strategy and describe the complement
of the set of magnetic potentials giving rise to zero modes. In particular,
they show that the set of B ∈ L3/2(R3)2 such that the kernel of the Dirac
operator is trivial contains an open dense subset of L3/2(R3)3 – this indicates
that zero modes are “sparse”. In [19], the set of magnetic potentials (in the
appropriate space) whose Dirac operator has a kernel of dimension m is
studied, and for m ∈ {1, 2} it is shown to be a manifold of co-dimension
m2. In [13], the authors give a criterion for the existence of zero modes for
Pauli operators with fastly decaying fields, and in [12] it is shown that the
dimension of the kernel of the Dirac operator is bounded by the L3/2(R3)3-
norm of the magnetic field.
In two dimensions, the situation is somewhat different due to the theorem
of Aharonov and Casher [7], which gives an explicit description of the kernel
of the Dirac operator in R2 in the smooth case. Then this result has been
extended to the sphere S2 (see [15, Section 6.4] and references therein). The
main tool in dimension two is complex analysis; the kernel is described in
terms of holomorphic or anti-holomorphic functions and its dimension is
related to the integral part of the total flux.
After the discovery of the Aharonov-Bohm effect [6], point-like magnetic
fields (or more generally magnetic fields which are Borel measures) have
become widely studied from an operator point of view. In this singular
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case, there are many extensions for both the Dirac operator and the Pauli
operator, and the question arises to decide which one is the physical correct
one. Among other features, the system exhibits a 2π-periodicity for the
flux carried by a Dirac point-magnetic field (also called an Aharonov-Bohm
(A-B) solenoid). For the Pauli operator in R2, two choices are proposed in
[21,26], exploiting the idea from [7] of factorizing the terms in the expression
of the energy. These two are compared in [37]. The extensions of the Pauli
operator for two A-B solenoids in R2 are explicitly computed in [27]. In
[38], the author studies the extension of the Dirac operator in the case of a
smooth magnetic field together with a finite sum of A-B solenoids, and for
each extension investigates the dimension of the kernel.
From a physical point of view, it is reasonable to think of an A-B solenoid
as the limit of spread-out magnetic fields, whose supports collapse to a point.
This leads us to study the operators which are limits of the corresponding
family of elliptic operators. For a single A-B solenoid, the Pauli operator
is studied in [14]. The Dirac operator is studied in [51], and it turns out
that only one extension arises as a limit in the norm-resolvent sense of Dirac
operators with (smooth) spread out magnetic field. This last result will be
crucial for the present paper.
We end this overview by recalling some results on the zero mode space
in even dimension. In [45] the authors show that in dimension two, under
some assumptions (including the flux being infinite), the kernel of the Pauli
operator is infinite dimensional. In higher even dimensions, some results
have been obtained, we refer the reader to [39,48].
1.2. Main results. In this paper we study the Dirac operator with a mag-
netic field supported on links introduced in [41]. More precisely, given a
smooth, oriented link γ = ∪Kk=1γk ⊂ S3 and a set of fluxes (2παk)Kk=1 ∈
(0, 1)K , the one-current B :=
∑K
k=1 2παk[γk] can be seen as a magnetic
field on S3. We choose as magnetic potential the two-current
A :=
K∑
k=1
2παk[Sk],
where Sk is a Seifert surface for γk such that Sk and γk′ are transverse in
S
3 for k 6= k′ (a Seifert surface for a link is a compact oriented surface
whose boundary is the given link). The transversality property is generic
and as shown in [41] can always be assumed. We recall that a n-current is a
continuous linear form on the set of smooth n-forms with compact support
[43, Chapter 3]. Taking such a one-form ω1 and two-form ω2, [γk] and [Sk],
seen as singular vector and 2-vector fields respectively, act as follows:
([γ];ω1) :=
∫
γk
ω1 & ([S];ω2) :=
∫
Sk
ω2.
Here A is a magnetic potential of B in the sense that ∂A = B, which is the
corresponding condition to dα = β for a couple (α, β) of smooth one- and
two-forms. This follows from Stokes’ formula:
(∂[Sk];ω
1) := ([Sk]; dω
1) = ([γk];ω
1).
5Now we quickly sketch the construction of the main operator, we refer
the reader to [41] for the details. Recall that the spin structures on S3 are
trivial and that the Dirac operator acts on L2-sections of the trivial bundle
Ψ0 := S
3 × C2. The spin structure endows it with an isometry σ, the
Clifford map, from the cotangent bundle T∗S3 to the bundle of the traceless
Hermitian elements of End(Ψ0). The effect of the formal term σ(A) in the
Dirac operator is only seen in the domain of the operator and imposes a
phase jump e−2iπαk across Sk, which leads to the 2π-periodicity mentioned
before. We start with the minimal operator D(min)A , which acts like the free
Dirac operator on ΩS := S
3 \ (∪kSk) and has domain
H1A(S
3)2 :=
{
ψ ∈ H1(ΩS)2,
ψ|(Sk)+ = e
−2iπαkψ|(Sk)− ∈ H
1/2
loc (Sk \ (∪k′ 6=kSk′ ∪ γk))2
}
.
Its self-adjoint extensions are investigated in [41]; the domain of each is
characterized by the behavior of the wave functions of its domain in the
vicinity of the knots γk. We are interested in one particular extension,
denoted by D(−)A , characterized by the property that the singular part of
the wave function “aligns against the magnetic field” in the following sense.
Given the Seifert frame (T ,S,N ) of a link (that is the Darboux frame
defined on the Seifert surface [50, Part 7.E]), there exist two smooth sections
ξ±, defined (up to a common phase) in the neighborhood of each knot γk,
characterized by{
σ(T ♭)ξ± = ±ξ±,
ω(S) + iω(N ) = 〈ξ−,σ(ω)ξ+〉, ∀ω ∈ Ω1(Bε[γk]).
We recall that ♭ and ♯ denote the musical isomorphisms transforming vectors
into 1-forms and 1-forms into vectors respectively. Here, the Seifert frame
has been extended by parallel transportation along the geodesics defined by
the distance ργk to γk in Bε[γk]. The real ε > 0 is chosen small enough such
that we have: Bε[γ] = ∪1≤k≤KBε[γk].
The operator D(−)A acts like the free Dirac operator on ΩS and has domain
dom
(D(−)A ) := {ψ ∈ dom ((D(min)A )∗) :
〈ξ+, χδ,γkψ〉ξ+ ∈ dom
(D(min)A ), 1 ≤ k ≤ K}, (1.2)
where χδ,γk ∈ D(S3, [0, 1]) is a smooth function with support in Bδ[γk] which
equals 1 on Bδ/2[γk], where δ > 0 is a small parameter. We emphasize that
the definition does not depend on the choice of χδ,γk .
The first important result of this paper is Theorem 3, where we prove that
the operator D(−)A is the limit in the norm-resolvent sense of a one-parameter
family of Dirac operators with smooth magnetic fields. This establishes the
appropriateness of our definition of the singular Dirac operators D(−)A . This
smooth approximation is the adaptation to the three-dimensional situation
of the smearing of Dirac points considered in [14, 51]. By introducing ap-
propriate coordinates in the tubular neighborhood of each knot, we obtain
a trivial Seifert fibration (see Figure 2). These fibers are chosen to be the
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field lines of the smooth approximations, and the smooth gauge is defined
through their Seifert surfaces.
Then we use results on the spectral flow from [42] to compute the spectral
flow of continuous paths with values in the set of the smooth approxima-
tions. The continuity refers to the gap topology or topologies introduced in
[52] strong enough to ensure the homotopy invariance of the spectral flow.
Consider the singular gauges A(α) where we emphasize the dependence in
the flux α ∈ (0, 1)K and let us write (Aδ(α))δ>0 the corresponding one-
parameter family of smooth magnetic potential converging to A (say as cur-
rents). Theorem 8 states that for a path of fluxes α(t) : [0, 1]→ [0, 1)K , and
provided that the endpoints D(−)
A(α(0)),D
(−)
A(α(1)) are invertible, the following
equality of spectral flows holds for δ > 0 small enough:
sf
[
(DAδ(α(t)))0≤t≤1
]
= sf
[
(D(−)
A(α(t)))0≤t≤1
]
.
Then in Section 2.4 we give examples when the above spectral flow is non-
zero. This implies that for δ > 0 small enough there exists t1(δ) ∈ (0, 1)
such that DAδ(t1) has a non-trivial kernel. By conformal invariance of the
kernel and elliptic regularity (up to a stereographic projection) this gives new
examples of zero modes in R3 for certain smooth and compactly supported
magnetic fields (see Corollary 9).
We conclude our results on zero modes with Section 3, where we use Clif-
ford analysis to obtain some criteria for the non-existence of zero modes for
the singular Dirac operator D(−)A , in the case of small fluxes: 0 ≤ αk < 2−1.
Theorem 14 gives a condition on the fluxes 2παk and on the (assumed dis-
joint) Seifert surfaces in terms of the Cauchy operator of a bigger (oriented)
surface Σ containing all of them. Some more quantitative statements are
given in Corollaries 15 & 16.
More precisely: the Cauchy operator associated with Σ is the bounded
operator C ∈ B(L2(Σ)2), involved in the Plemelj-Sokhotski jump formula
for harmonic spinors on each component of R3 \ Σ. It is self-adjoint if and
only if Σ is a plane or a sphere. The condition of Theorem 14 is that
‖C −C ∗‖B(L2(Σ)2) is bounded from above by a certain function of the fluxes,
which depends on the relative orientation of the Sk’s in Σ. Then Corollary 15
deals with the case where Σ is a plane or a sphere. Corollary 16 studies the
case of a magnetic knot and gives a bound on the flux below which the
kernel of the Dirac operator is trivial. In particular the kernel of the Dirac
operator is trivial with a magnetic knot embedded in Σ
• if Σ a sphere or a plane and the flux 2πα is in (0, π),
• or in general if the flux 2πα is in (0, π) and satisfies:
‖C − C ∗‖B(L2(Σ)2) < cot(πα).
Convention: For the remainder of this paper, a link γ ⊂ S3 will always
mean a smooth, oriented submanifold of S3 which is diffeomorphic to the
disjoint union of finitely many copies of S1. We will often write γ =
⋃
k γk,
where the γk are oriented knots (the connected components of γ).
The stereographic projections (say with respect to two antipodal points)
define an atlas of S3. The canonical volume forms of the two charts R3 give
the orientation on S3 (by pullback through the stereographic projection).
7Furthermore, when the symbol ∇ is used, we mean the Levi-Civita con-
nection if it acts on a vector field, and we mean the trivial (induced) connec-
tion on the (trivial) Spinc bundle on S3 if it acts on a spinor. Superscripts
R
2,R3 are added to denote the flat connections in the corresponding Eu-
clidean spaces.
2. Approximation by smooth magnetic fields
2.1. Approximate Cartesian coordinates. Let γ ⊂ S3 be a knot with
Seifert surface S. We assume that S ⊂ Σ, where Σ ⊂ S3 is a closed,
oriented surface. On γ, the triplet (T (s),S(s),N (s)) denotes the (positively
oriented) Darboux frame of γ relative to S, where γ is identified with its
arclength-parametrization s ∈ R/ℓZ 7→ γ(s) ∈ S3. This frame is henceforth
referred to as the Seifert frame. Our convention is that S(s) points toward
the interior of S.
2.1.1. Differential structures related to Σ. In general, when an object is car-
rying a sub- or superscript Σ, we mean that the corresponding object is
defined through the differential structure of Σ. Namely, expΣ denotes the
exponential map relative to Σ and ∇Σ stands for the Levi-Civita connec-
tion on TΣ. Furthermore, NΣ denotes the oriented unit normal to Σ in S
3,
which is extended to a tubular neighborhood of Σ through parallel transport
along the S3-geodesics expp(xNΣ(p)) for p ∈ Σ. In a Σ-tubular neighbor-
hood of γ, TΣ and SΣ denote the ∇Σ-parallel transport of T (s) and S(s)
respectively along the Σ-geodesics
x 7→ c(s, x) := expΣγ(s)(xS(s)). (2.1)
Remark 1. The knot γ := ∂S is identified with its arc length parametriza-
tion. For u1 ∈ (−ε, ε) (with ε > 0 small enough), the vectors TΣ(c(s, u1))
and SΣ(c(s, u1)) are the parallel transports of themselves along the S
3-
geodesics
(
expc(s,u1)(u2NΣ(c(s, u1)))
)
u2
. Then (TΣ,SΣ,NΣ) smoothly ex-
tends the Seifert frame (T (s),S(s),N (s)) to a tubular neighborhood of γ.
This extension is different from the one considered in [41, 42] (explained in
the introduction), but they agree up to a O
ργ→0
(ργ) where ργ is the geodesic
distance to γ. The latter frame was extented along S3-geodesics.
Throughout the paper (η+, η−) denotes two smooth sections on Bε[γ]×C2
of unit length associated with the frame (TΣ,SΣ,NΣ) and defined up to an
overall phase by{
η± ∈ ker(σ(T ♭Σ)∓ 1),
ω(S♭Σ) + iω(N
♭
Σ) = 〈η−, σ(ω)η+〉, ∀ω ∈ Ω1(Bε[γ]).
(2.2)
We emphasize that these sections are different from the sections (ξ+, ξ−)
considered in [41,42], but on γ, the sections ξ±(γ(s)) and η±(γ(s)) coincide
(up to a common phase eiϕ(s)).
The estimate on the discrepancy between (TΣ,SΣ,NΣ) and the frame
(T ,S,N ) defining ξ± implies that the operator D˜(−)A , defined like D(−)A with
(η+, η−) replacing (ξ+, ξ−) in the definition (1.2), coincides with D(−)A .
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2.1.2. Coordinates. In a tubular neighborhood Bε[Σ] of the surface Σ, there
are two intrinsic functions: the projection πΣ(p) onto Σ and the distance
from Σ. Through the exponential map we define a function u2 : Bε[Σ] →
(−ε, ε) by
p = expπΣ(p)
(
u2(p)NΣ(πΣ(p))
)
, ∀p ∈ Bε[Σ].
Of course |u2(p)| is nothing else than the distance from Σ, but we can specify
from which side of the surface the point p lies. Thus, in any open set U ⊂ Σ,
giving coordinates in U (for instance the projection in C2 onto TpΣ for some
p ∈ Σ), we obtain a set of coordinates on the foliation (exp(u2NΣ) ·U
)
u2
. In
a tubular neighborhood of the knot Bε[γ] we choose the coordinates (s, u1)
defined through the chart of Σ:
(s, u1) 7→ expΣγ(s)
(
u1S(s)
)
.
The coordinate s corresponds to the parameter of the Σ-projection onto γ
and |u1| is the Σ-distance to γ.
For ε small enough, we obtain a chart Fγ defined by
(R/ℓZ)× Dε Fγ−→ S3 = {z ∈ C2, |z| = 1},
(s,u) 7→ cos(u2) expΣγ(s)
(
u1S(s)
)
+sin(u2)NΣ
(
expΣγ(s)
(
u1S(s)
))
,
(2.3)
where Dε denotes the disk in R
2 of center 0 and radius ε. The calculation is
for vectors in C2 and we see u2 as an angle for vectors in C
2. For w2 with
|w2| small enough, we write Σw2 for the “suspended” surface exp
(
w2NΣ
)·Σ,
that is the surface {p, u2(p) = w2}. Remark that the family (Σw2)w2∈(−ε,ε)
defines a foliation of Bε[Σ]. The expression of the free Dirac operator in
terms of the (s,u)-coordinates is given in Proposition 21 below.
2.2. Smoothened magnetic fields & potentials. Let α be in (0, 1) and
γ ⊂ S3 be a knot with Seifert surface S. We assume that S is embedded in
a closed oriented surface Σ ⊂ S3; this is possible since we can assume that
the Seifert surface S is bicollared [44, Chapter 5].
Now we define smooth approximations for a magnetic knot B = 2πα[γ]
with singular magnetic potential A = 2πα[S]. To do so, we introduce knots
which are in some sense parallel to γ, together with associated Seifert sur-
faces close to S. The knots will be the field lines for the approximating field,
and will be weighted by a smooth density to obtain a smooth magnetic field.
The convergence to the singular magnetic knot is obtained by concentrat-
ing the density around the knot γ. From a geometric point of view, these
approximations corresponds to setting a probability density on a (trivial)
Seifert fibration of a tubular neighborhood of γ.
We recall some notations introduced [41, 42]; the set of knots and set of
Seifert surfaces of knots are denoted by K and SK respectively. Further-
more, for K ∈ N, S (K)
K
denotes the set
S
(K)
K
:=
{
S ∈
K∏
k=1
SK , Sk and ∂Sk′ are transverse in S
3, k 6= k′}.
9Let 0 < δ < ε/2. For and u1 ∈ (−δ, δ), we define S(u1,0) ⊂ Σ as S(u1,0) := S \
{
expΣγ(s)
(
rS(s)
)
, s ∈ Tℓ, 0 ≤ r < u1
}
, if u1 > 0,
S(u1,0) := S ∪
{
expΣγ(s)
(− rS(s)), s ∈ Tℓ, 0 ≤ r < |u1|}, if u1 ≤ 0.
Furthermore, for u2 ∈ (−δ, δ) we define S(u1,u2) ⊂ Σu2 as the “suspension”
of S(u1,0) at height u2:
S(u1,u2) :=
{
expp(u2NΣ(p)), p ∈ S(u1,0)
}
. (2.4)
The surfaces Su are oriented like S and we define
γu := ∂Su. (2.5)
S S(u1,0)
S(u1,u2)
Figure 1. The suspended surfaces Su.
Next, given any smooth probability density f ∈ D((−δ, δ)2; [0,+∞)), If
denotes its partial integral
If (u1, u2) :=
∫ u1
−∞
∫ u2
−∞
f(u′1, u
′
2)du
′
1du
′
2,
and mf denotes its marginal
mf (u2) :=
∫
R
f(u1, u2)du1.
Then we approximate B and A by
Bf := 2πα
∫
u′
f(u′)[γu′ ]du′,
Af := 2πα
∫
u′
f(u′)[Su′ ]du′.
(2.6)
Note that supp Bf ⊂ Bε[γ] and that suppAf ⊂ Bδ[S(−δ,0)].
The idea easily carries over to a link. Let K be a positive integer and
S ∈ S (K)
K
. We can assume that for all 1 ≤ k ≤ K, the Seifert surface Sk is
embedded in a closed oriented surface Σk. Then the currents
B =
∑
k
2παk[γk], A =
∑
k
2παk[Sk]
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γ
Figure 2. Fibration of the tubular neighborhood by the γu’s
are approximated by
Bf :=
∑K
k=1 2παk
∫
u′
[(γk)u′ ]f(u
′)du′,
Af :=
∑K
k=1 2παk
∫
u′
[(Sk)u′ ]f(u
′)du′.
(2.7)
By picking δ small enough, we can assume that we have B2δ[γ] = ∪kB2δ[γk].
In that case the support supp Bf has K connected components, each local-
ized around one knot γk.
Proposition 2. Let f ∈ D((−δ, δ)2;R+) be a smooth probability density.
For A = 2πα[S], Af is a smooth 2-current. Writing αf for the associated
one-form, we have
αf (p) = 2πα If (u1(p), u2(p))(NΣ)
♭(p),
= 2πα If (u1(p), u2(p))du2(p) ∈ T∗pS3.
Furthermore, dαf = βf with
βf (p) = 2πα f(u1(p),u2(p))du1(p) ∧ du2(p),
and βf is the 2-form associated with the one-current Bf .
Note that the function If (u1(p), u2(p)) has been canonically extended from
Bδ[γ] to the bulk ∪u2∈[−δ,δ]S(δ,u2) of Bδ[S], since
If (u1, u2) =
∫ ∞
u′1=−∞
f(u′1, u2) du
′
1 = mf (u2), ∀u1 > δ, ∀u2 ∈ R.
Before proving this result, let us study this gauge in more details. We
introduce the phase:
Φf (u) := 2πα
∫ u1
u=−∞
∫ u2
v=−∞
f(u, v)dudv. (2.8)
We immediately see that αf coincides with
αf = (∂u2Φf )du2. (2.9)
In the region u1 > δ of the neighborhood of the Seifert surface, the function
Φf does no longer depend on u1, and so αf coincides with the gradient of
Φf . Indeed, in this region the phase function coincides with the integrated
marginal:
Mf (u2) :=
∫
R
du
∫ u2
v=−∞
f(u, v)dudv. (2.10)
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Proof of Proposition 2. By the definition of the currents Af and Bf , it is
clear that ∂Af = Bf , so it suffices to prove that Af is smooth (as a 2-vector
field). By the musical isomorphisms and the hodge dual we can transform
it back to a one-form αf , and we will get dαf = βf automatically, where
βf is the 2-form associated with Bf . If we accept the formula for αf , then
the formula for βf follows immediately.
Let ω ∈ Ω2(S3). We have
(2πα)−1
(
Af , ωi
)
:=
∫
u′∈R2
du′f(u′)
∫
S
u′
ωi,
=
∫
u′∈R2
du′f(u′)
∫
S
u′
g∗3(ωi, volΣu′
2
) volΣu′
2
.
Here g∗3 denotes the metric on 2-forms induced by g3. This quantity equals:∫
u2
du2
∫
p∈S(−δ,u2)
g∗3(ωi, volΣu2 ) volΣu2
(∫ u1(p)
−δ
f(v1, u2(p))dv1
)
=
∫
p∈Bδ [S(−δ,0)]
( ∫ u1(p)
−δ
f(v1, u2(p))dv1
)
g∗3(ωi, volΣu2 ) volg3 .
Remark that the Hodge dual of volΣu2 is (NΣ)
♭ = du2 and that for p ∈ Σu2 ,
there holds volg3(p) = volΣu2 (p) ∧ du2(p). This last equality follows from
Corollary 22. 
We remark that both αf and βf depend on p only through u(p), which
allows us to use the results of the Dirac operator in two dimensions. Observe
however that we cannot use the results of [20], because the function
p 7→ u(p)
is not a Riemannian submersion.
2.3. Approximation results. With the previous preparations, we are in a
position to state the main theorems of this section. The proofs of the follow-
ing theorems are rather involved and require some technical preparations;
they are given in Section 5. In the following two theorems, by a smooth,
compactly supported mollifier
(
ϕδ
)
δ>0
we mean a family
ϕδ(u
′) :=
1
δ2
ϕ1
(u′
δ
)
, u′ ∈ R2,
where ϕ1 ∈ D((−1, 1)2; [0,+∞)) is a probability density with support in
[−1, 1]2.
Theorem 3. Fix K ∈ N, (S, α) ∈ S (K)
K
×(0, 1)K and let A =∑k 2παk[Sk].
Let
(
ϕδ
)
0<δ≤1 ⊂ D((−1, 1)2; [0,+∞)) be a smooth mollifier. There exists
δ0 > 0 depending on S such that for all 0 < δ ≤ δ0, the one-form αϕδ
associated with
Aϕδ =
K∑
k=1
2παk
∫
u′
ϕδ(u
′)[(Sk)u′ ]du′,
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is well-defined and smooth. Furthermore the associated family of elliptic
operators (DAϕδ )δ>0 := (σ(−i∇+αϕδ))δ>0
converges to D(−)A in the norm-resolvent sense as δ tends to 0+.
Adapting the tools used to prove the above theorem, we will also show
continuity for a homotopy of paths.
Theorem 4. Fix K ∈ N and S ∈ S (K)
K
, and let (ϕδ)0<δ≤1 be a smooth
mollifier in D((−1, 1)2; [0,+∞)). Let (α(t))t∈[0,1] be a continuous family of
fluxes in [0, 1)K (1 is excluded). For 0 < δ ≤ δ0(S), let A(t) and Aϕδ(t) be
defined as
A(t) :=
K∑
k=1
2παk(t)[Sk], Aϕδ(t) :=
K∑
k=1
2παk(t)
∫
u′
ϕδ(u
′)[(Sk)u′ ]du′.
Writing αϕδ(t) for the associated one-form, we introduce the map:
[0, 1] × [0, δ0] −→ Sdisc,
(t, δ) 7→ Dδ(t) := σ(−i∇+αϕδ(t)),
with the convention D0(t) := DA(t). This map is continuous in the norm-
resolvent sense.
Remark 5 (On the extensions D(±···±)A ). In [41] we also introduced the self-
adjoint extension D(e)A , with e ∈ {+,−}K . The wave functions of its domain
are aligned with the magnetic field close to the knots γk with ek = 1 and
are aligned against it close to the γk with ek = −1. It was shown that it
coincides with the operator D(−)
A′
where A′ is the singular gauge
A′ :=
∑
k: ek=1
2π(1 − αk)[−Sk] +
∑
k: ek=−1
2παk[Sk]
and −Sk denotes the Seifert surface Sk with opposite orientation. Let us
consider the case of a single Seifert surface S; if the operator D(−)2πα[S] is
approximated by the family of elliptic operators (DAϕδ )δ>0, then
D(+)
2π(1−α)[S] = D
(−)
2πα[−S]
is approximated by the family (D−Aϕδ )δ>0. So from the point of view of the
smooth approximation procedure, the natural family of fluxes is not [0, 1)K
but rather the whole set (−1, 1)K , for a given orientation of the knots.
Remark 6 (Choice of approximations). We have chosen here to approx-
imate the singular magnetic fields, by convoluting in a cross-section. By
doing so, we can spot the field lines for the simple reason that we are pre-
scribing them. This makes the analysis easier. We could have instead chosen
to convolute directly on R3. The same kind of results should hold, at the
price of more technicalities.
Let us note the formula in that case. Consider a knot γ with Seifert surface
S and a smooth, compactly supported mollifier (ϕδ(x) := δ
−3ϕ(xδ−1))δ>0.
The families (ϕδ ∗ [γ])δ>0 and (ϕδ ∗ [S])δ>0 define smooth approximations
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of the currents [γ], [S] respectively. A simple calculation gives the formulas
which replace (2.7):
ϕδ ∗ [γ] =
∫
ϕδ(y)[γ + y]dy & ϕδ ∗ [S] =
∫
ϕδ(y)[S + y]dy,
where γ + y and S + y denote the shifted knot and surface.
2.4. New results on zero modes on S3 and R3. Theorem 4 raises a
natural question, namely whether a non-trivial spectral flow for the singular
Dirac operators D(−)
A(t) implies a non-trivial spectral flow for their smooth
version DAϕδ (t) (for δ > 0 small enough). This is confirmed in Theorem 8
below, whose proof is given at the end of this section.
We first recall topologies introduced in [52], which were used in [42] to
study the spectral flow.
Remark 7 (Topology on Sdisc). Let Λ ∈ D(R;R+) be a bump function
(centered at 0), in the sense that Λ is even and on its support [−a, a] ⊂ R,
Λ′(x) > 0 for x ∈ (−a, 0) and Λ′(x) < 0 for x ∈ (0, a).
The topology TΛ ⊂ 2Sdisc is defined as the smallest topology such that for
any ψ ∈ L2(S3)2, the following maps are continuous:{
D ∈ Sdisc 7→ (D ± i)−1ψ ∈ L2(S3)2,
D ∈ Sdisc 7→ Λ(D) ∈ B
(
L2(S3)2
)
.
For two bump functions Λ, Λ˜ with supp Λ˜ ⊂ (supp Λ)◦, we can factorize
Λ˜ = f ◦ Λ with f continuous, hence functional calculus gives the inclusion
TΛ˜ ⊂ TΛ.
In [42], we introduced the notion of bump-continuity: a map c : L → Sdisc
from a topological space L to Sdisc is said to be bump-continuous at x ∈ L,
if there exists a bump function Λ centered at 0 and an open neighborhhood
U of x such that c|U is TΛ-continuous. It is said to be bump-continuous if
it is bump-continuous at all points x ∈ L.
Let us also recall the topology of the norm-resolvent convergence (which
coincides with the gap topology: see Theorem 27).
Theorem 8. Let K ∈ N and S ∈ S (K)
K
. For a continuous path α(t) :
[0, 1]→ [0, 1)K , let A(t) be given by
A(t) :=
K∑
k=1
2παk(t)[Sk].
Furthermore, let Aϕδ (t) be the smooth approximation (2.7) of A(t) for a
mollifier (ϕδ)δ>0. If the path
(D(−)
A(t)
)
t∈[0,1] satisfies
ker
(D(−)
A(0)
)
= ker
(D(−)
A(1)
)
= {0}, (2.11)
there exists δ0 > 0 such that for any 0 < δ ≤ δ0,
sf
[
(D(−)
A(t))t∈[0,1]
]
= sf
[
(DAϕδ (t))t∈[0,1]
]
.
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Then the above theorem can be used to show the existence of new zero
modes on S3, and in particular also R3. Recall that given a Dirac operator
DAϕδ with a smooth magnetic field on S3, one can define a corresponding
operator on R3 with the help of the stereographic projection, see [20, The-
orem 8.6].
Corollary 9 (Zero modes on R3). Take
(D(−)
A(t)
)
t∈[0,1] as in Theorem 8 with
sf
[
(D(−)
A(t))t∈[0,1]
] ≥ 1,
and let (DAϕδ (t))t∈[0,1] be its smooth approximation. Then there exists a
t0 ∈ [0, 1] such that the Dirac operator DR3Aϕδ (t0) on R
3 satisfies
dimker
(DR3Aϕδ (t0)) ≥ 1.
Remark 10 (Invertibility of the endpoints). The free Dirac operator σ(−i∇)
on S3 has no zero modes (say, by Lichnerowicz’ formula). So by bump-
continuity [42, Theorems 11-13-14] (the definition of bump-continuity is
given in Remark 7), any path in the bulk of the torus of fluxes (0, 1)K
which starts and ends very close to the point 0 in the torus [0, 1]Kper has
invertible endpoints D(−)
A(0) and D
(−)
A(1), and Theorem 8 is applicable.
Now we give a generic example for which the above holds.
Example 1. Let K ∈ N and S ∈ S (K)
K
. From [42, Theorems 11-14], we know
that up to changing the knots γk into other γk′ within their corresponding
isotopy class and without changing the family (Link(γk1 , γk2))1≤k1<k2≤K of
linking numbers, we can assume that the map
α ∈ [0, 1]Kper 7→ DA(α), A(α) =
K∑
k=1
2παk[Sk]
is TΛ-continuous at the point (0, · · · , 0) for some bump function Λ. It re-
duces to changing the Writhe of each knot, see Remark 11 below. We can
also assume [42, Theorems 13-14-19] that there exists a loop t ∈ (R/Z) 7→
α(t) such that α(0) = 0, with α(t) in the bulk (0, 1)K for t 6= 0 such that the
spectral flow of the TΛ-continuous family (DA(α(t)))t∈(R/Z) is non-trivial.
Such an assumption can be made for instance for a loop where all the
fluxes αk’s equal 0 but αk0 tuned from 0 to 1 [42, Theorem 19 and Corol-
lary 23]. By TΛ-continuity, there exists ε > 0 such that for t ∈ S1 with
distR/Z(t, 0) ≤ ε, the operator DA(α(t)) is invertible. In particular the open
path
(DA(α(t)))t∈[ε,1−ε]
has invertible endpoints and has the same spectral flow as the above loop.
Then we can apply Theorem 8 to this open path.
Remark 11. [Writhe of a knot] Let γ be a knot embedded in R3 (seen as
the stereographic projection of S3 \ {p}). Then the writhe Wr(γ) of γ is the
real number obtained by taking γ1 = γ2 = γ in the Gauss’ formula for the
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linking number of γ1 and γ2:
Wr(γ) :=
1
4π
∫
γ
∫
γ
〈
dr1 ∧ dr2, r1 − r2|r1 − r2|3
〉
R3
.
By the Ca˘luga˘reanu-White-Fuller Theorem (see [53]), it coincides with − 12π
times the total relative torsion
∫
γ τS associated with a Seifert surface S of γ.
Using the latter formula as a definition, the writhe is a conformal invariant:
if we conformally change the metric in the vicinity of γ (a fortiori if we
take the S3-metric), the writhe remains unchanged. We refer the reader to
[42, Appendix] and [16] for more details.
Proof of Theorem 8. We consider the homotopy of Theorem 4; for any t
and any k we have 0 ≤ αk(t) < 1, since 1 is excluded from the set of
admissible fluxes (we cannot increases a flux 2πα up to 2π), and the path
(α(t))t has to be open in the sense that α(0) 6= α(1) in [0, 1]Kper, otherwise the
spectral flow is trivial (because any closed path in [0, 1)K has zero spectral
flow). Therefore we are led to use the homotopy property for open paths
[52, Section 2]: Let Λ be some bump function. If the family
(D(δ,t))(δ,t)∈[0,δ0]×[0,1]
is TΛ-continuous in Sdisc such that for all δ ∈ [0, δ0], the operators D(δ,0)
and D(δ,1) are invertible, then
sf
[
(D(0,t))t∈[0,1]
]
= sf
[
(D(δ0,t))t∈[0,1]
]
.
In our case, D(−)
A(0) and D
(−)
A(1) are invertible, so by TΛ-continuity there exists
δ0 = δ0(S) > 0 such that DAϕδ (0) and DAϕδ (1) are invertible for any 0 < δ <
δ0, and the claim follows. 
2.5. The Pauli operator. For K ∈ N and (S, α) ∈ S (K)
K
, let A :=∑K
k=1 2παk[Sk] be the associated singular magnetic potential. Theorem 3
suggests that D(−)A is the correct Dirac operator, hence the Pauli operator
TA, as the square of the Dirac operator, is naturally defined as
TA :=
(D(−)A )2.
We can also consider TA from the point of view of its associated quadratic
form qA with form domain dom(D(−)A ). We get the inclusions:
qmin ⊂ qA ⊂ qmax,
where qmin and qmax are the quadratic forms associated with (D(min)A )∗D(min)A
and D(min)A (D(min)A )∗ with form domains dom(D(min)A ) and dom(D(min)A )∗ re-
spectively. We emphasize that dom(D(min)A ) coincide with H1A(S3)2 (see the
introduction), where H1A(S
3) can be seen as the form domain of the spin-
less magnetic Schro¨dinger operator. In order to define the Pauli opera-
tor, a careless application of the quadratic form method would have led to
D(min)A (D(min)A )∗. By our discussion above, this is the wrong definition. In
particular, this operator has the following characteristic, proved in Appen-
dix B.
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Proposition 12. The kernel ker D(min)A (D(min)A )∗ = ker (D(min)A )∗ is infinite
dimensional.
The reader can find in the proof of [41, Theorem 29] an element of this
kernel which is not a zero mode for A = 2πα[D0], where ∂D0 = γ0 is a circle
and α ∈ (12 , 1). In fact in this simple case, the whole kernel of the maximal
operator can be computed explicitly. It is indeed infinite dimensional while
the kernel of D(−)2πα[D0] is trivial for all α ∈ [0, 1]per (this is the statement of
[41, Theorem 29]).
3. Some criteria for the non-existence of zero modes
From [41], we know that given a link γ ⊂ S3, if the fluxes carried by the
knots are too small, then the kernel of the corresponding Dirac operators is
trivial. In this section, we give a more quantitative statement of this fact by
using Clifford analysis in the spirit of [9, 10], and using results of [29]. The
results presented in this section are derived directly on R3, yet it is clear
that one could derive similar results1 on S3. Furthermore, in [41] we gave the
construction for Dirac operators with magnetic links on S3, but one could
proceed in a very similar way to define them on R3; many of the proofs
actually become a lot simpler due to the flat geometry of R3; therefore we
leave this task to the reader.
We begin by introducing some technical tools which will be the basis for
deriving the main results in the following sections.
3.1. Some results in Clifford analysis. Let us recall some results in
Clifford analysis, in particular the Plemelj–Sokhotski jump formulas. The
following discussion is based on results presented in [10, Theorem. 4.4].
We consider a closed set in R3 and assume that it is a smooth, connected
surface Σ which is either the boundary of a connected bounded open set
Ωint and an unbounded open set Ωext, or a smooth graph. We write nΣ
for the normal to Σ pointing towards Ωext, and call Σext the boundary of
Ωext (“different” from the other side Σint which is the boundary of Ωint).
We denote by R0 the pseudo-differential operator
1
σ·(−i∇R3) which acts on
(a subset of) tempered distributions S ′(R3)2. For any element u ∈ C1(Σ)2,
the limits P+u(x) := limε→0+
(
R0
(
i(σ · nΣ)u
))
(x+ εnΣ)
P−u(x) := − limε→0+
(
R0
(
i(σ · nΣ)u
))
(x− εnΣ)
exist in L2(Σ, dµΣ)
2. Moreover P± continuously extend to L2(Σ, dµΣ)2 and
define spectral projections onto the positive (resp. negative) spectrum of a
bounded operator
2C : L2(Σ, dµΣ)
2 → L2(Σ, dµΣ)2,
satisfying 4C 2 = 1. In the literature, C is often called the Cauchy operator
and the operators P± are called the Hardy projections. Then the well known
1Elliptic regularity and conformal invariance of the kernel imply a one-to-one corre-
spondence between the kernels of the Dirac operators for the two metrics.
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Plemelj–Sokhotski formulas can be summarized as
P± =
1
2
± C . (3.1)
The respective ranges of P± are called the Hardy spaces,
H
2
± (Σ) := ranP±,
and we denote the angle between the two closed subspaces H 2± (Σ) by
θΣ := arccos
{
sup
f±∈H 2±(Σ)\{0}
ℜ〈f+, f−〉L2(Σ)2
‖f+‖L2(Σ)2‖f−‖L2(Σ)2
}
∈ (0, π/2].
We emphasize that C is generally not self-adjoint with respect to 〈· , ·〉L2(Σ)2 ,
but one has the bound [29, Theorem 2.8]
‖C − C ∗‖B(L2(Σ)2) ≤ 2 cot(θΣ). (3.2)
Furthermore, according to [29, Theorem 4.17], for a uniformly rectifiable
open set Ω with ∂Ω = ∂Ω (see [29, Appendix] for the definition), the operator
C is self-adjoint if and only if ∂Ω is a plane or a sphere2.
3.2. Dirac operators with magnetic knots carrying small fluxes. Let
γ = ∪Kk=1γk ⊂ R3 be a link (where each connected component is identified
with its gR3 -arclength parametrization, after having chosen a base point).
Let α ∈ [0, 1]Kper; if two or more fluxes are the same, using Seifert algorithm,
we can pick a common Seifert surface for the corresponding sub-links. Doing
so, we obtain a singular gauge
A :=
M∑
m=1
2πα˜m[Sm] (3.3)
for B :=
∑K
k=1 2παk[γk], where {α˜m, 1 ≤ m ≤M} = {αk, 1 ≤ k ≤ K}.
Assumption (A). For all 1 ≤ m ≤ M and all 1 ≤ k ≤ K, the surface Sm
is embedded in a closed compact oriented surface or a smooth graph Σ and
Σ either contains the corresponding surface Sm′ to γk or is transverse to γk.
We label the different closed surfaces Σ and write ∪jΣj their union. Then
we have the following proposition, which is proved in Appendix A.
Proposition 13. Let K ∈ N, and γ = ∪Kk=1γk ⊂ R3 be a link. Let α ∈
[0, 12)
K and A be a singular gauge of type (3.3) satisfying Assumption (A)
above. Then, for any ψ ∈ dom (D(−)A ) and any surface Σj, the traces of ψ
on both sides of Σj exist and are elements of L
2(Σj)
2.
To prove the main theorem of this section, we need to make slightly
stronger assumptions:
(1) All the γk’s are contained in a smooth surface Σ = ∂Ωint where
Ωint ⊂ R3 is a bounded open set (or the bottom of a smooth graph).
(2) There exists a family of disjoint surfaces (Sm)m embedded in Σ such
that ∂Sm =
∑
k∈Ij γk with αk1 = αk2 =: α˜m for all k1, k2 ∈ Ij.
2Note that through the stereographic projection on R3, planes and spheres on R3
correspond to spheres on S3.
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(3) The fluxes αk are in (0,
1
2).
The surfaces Sm have a relative orientation with respect to Σ, which we
denote by εm ∈ {±1}. Then the γk’s are split into two subsets G± with
γk ∈ Gεm , k ∈ Ij , and we define
δα := sup
γk±∈G±
(αk+ + αk−) ∈ (0, 1).
Theorem 14. Let B =
∑K
k=1 2παk[γk] be a magnetic link satisfying points
(1)-(2)-(3) above with gauge (3.3). Then the associated Dirac operator D(−)A
has no zero modes in the following two cases:
(1) All the Sm’s share the same orientation in Σ and
‖C − C ∗‖B(L2(Σ)2) < cot(π sup
k
αk). (3.4)
(2) If the orientations of the Sm’s are different, then we require δα < 2
−1
and that
‖C − C ∗‖B(L2(Σ)2) < cos(πδα). (3.5)
Proof. Let us assume that there exists a zero mode ψ ∈ dom(D(−)A ). A
computation shows that u0 = σ · (−i∇R3)ψ ∈ L2(Σ)2 and writing u :=
−i(σ · nΣ)u0 we have ψ|Σext = P+u ∈ L2(Σ)2 and ψ|Σint = −P−u ∈ L
2(Σ)2.
We see u0 as a distribution in H
−1(R3)2. Then a computation (Stokes
formula) shows that u0 is in L
2(Σ)2 and coincides with:
−iσ · nΣ(ψ|Σext − ψ|Σint ).
The distribution u0 is supported on ∪mSm, since the spinor ψ satisfies
χSmψ|Σint = e
2iεmα˜mπχSmψ|Σext ,
χΣ\(∪Sm)ψ|Σext = χΣ\(∪Sm)ψ|Σint . (3.6)
We recall that Σint,Σext denote the two sides of Σ. We may assume that
‖P+u‖L2(Σ)2 = ‖P−u‖L2(Σ)2 = 1, since the two boundary values only differ
by a phase.
Assumption (1): Now all the Sm’s have the same orientation in Σ, εm = ε
for all m, where ε is either 1 or −1. The jump conditions (3.6) can be
rewritten as a condition over u; using (3.1) we obtain
χΣ\∪mSm
(
1
2 + C
)
u = −χΣ\∪mSm
(
1
2 − C
)
u
χSm
(
1
2 + C
)
u = −e−2πiεα˜mχSm
(
1
2 − C
)
u,
which yields
χΣ\∪mSmu = 0,
χSm(2C )u = i cot(επα˜m)χSmu.
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(We recover suppu0 ⊂ ∪mSm since u = −i(σ · nS)u0). Let us assume that
ε = 1 (the case ε = −1 can be dealt with in a similar way). We have
−〈2i(C − C ∗)u, u〉L2(Σ)2 = 〈−2iC u, u〉L2(Σ)2 + 〈u, −2iC u〉L2(Σ)2
= 2
∑
m
cot(πα˜m)
∫
Sm
|u|2
≥ 2 cot(π sup
k
α˜m)‖u‖2L2(Σ)2 .
Furthermore,∣∣〈2i(C − C ∗)u, u〉L2(Σ)2∣∣ ≤ 2‖C − C ∗‖B(L2(Σ)2)‖u‖2L2(Σ)2 ,
so that cot(π supm α˜m) ≤ ‖C − C ∗‖B(L2(Σ)2), contradicting (3.4).
Assumption (2): From (3.6) it follows that
〈ψ|Σint , ψ|Σext 〉L2(Σ)2 =
∑
m
[
e2iπεmα˜m
∫
Sm
|ψ|Σext |
2
]
+
∫
Σ\(∪mSm)
|ψ|Σext |
2.
Since
∫
Σ |ψ|Σext |2 = 1, one can conclude that
〈ψ|Σint , ψ|Σext 〉L2(Σ)2 ∈ Conv
(
{1, e2iπεmα˜m}1≤m≤M
)
.
Furthermore, with (3.1) one can easily show
〈(C − C ∗)f+, f−〉L2(Σ)2 = 〈f+, f−〉L2(Σ)2 , ∀f± ∈ H 2± (Σ),
so that ∣∣∣〈ψ|Σext , ψ|Σint 〉L2(Σ)2 ∣∣∣ ≤ ∣∣∣〈(C − C ∗)ψ|Σext , ψ|Σint 〉L2(Σ)2∣∣∣
≤ ‖C − C ∗‖B(L2(Σ)2).
(Just observe that f± = (12±C )f± which gives C f± = ±12f± since 4C 2 = 1).
Since we have assumed that δα < 2−1, we obtain
distC
(
0;Conv
(
{1, e2iπεmα˜m}1≤m≤M
))
= cos(πδα) < ‖C − C ∗‖B(L2(Σ)2),
which contradicts (3.5). 
Now we state two rather straightforward consequences from the above
theorem, which uses the estimate (3.2). For the first theorem, we recall that
the Cauchy operator the surface Σ is self-adjoint in L2(Σ)2 if and only if Σ
is a plane or a sphere. We emphasize that any knot embedded in a plane or
a sphere is a Jordan curve, hence is isotopic to the circle in S3 and R3.
Corollary 15. Let (γk)k be any collection of (non-intersecting) knots in a
plane or in a sphere Σ in R3 such that their interiors Sk in Σ all share
the same orientation with respect to Σ. For any A =
∑
k 2παk[Sk], with
αk ∈ (0, 1/2), the corresponding Dirac operator D(−)A has no zero modes.
If we choose to remove the restrictions on the geometry of the link, we
obtain the following corollary. Below EΣ(γ) denotes the set of oriented
smooth surfaces containing a Seifert surface for γ and which are either closed
and compact or a graph of a smooth function. (As a Seifert surface is
bicollared, the set EΣ(γ) is never empty).
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Corollary 16. Let γ be an arbitrary link in R3. We introduce ε(γ,C ) ≥ 0
as
ε(γ,C ) := inf
Σ∈EΣ(γ)
‖CΣ − C ∗Σ‖B(L2(Σ)2)
where CΣ is the Cauchy operator associated with Σ. Let 0 < α(γ) ≤ 12 be:
α(γ) := min
( 1
π
arccot(ε(γ,C )),
1
2
)
.
Then for all 0 < α′ < α(γ) and any Seifert surface S for γ the kernel of
D(−)2πα′[S] is trivial.
Remark 17. We can use the estimate 3.2 to give a (larger, hence weaker)
bound depending on the angle between Hardy spaces. Let θ(γ) ∈ (0, π2 ] be
the supremum of θΣ over the set EΣ(γ). Then if
0 < α < α˜(γ) :=
1
π
arccot
(1
2
cot(θ(γ))
)
,
then the kernel of D(−)2πα′[S] is trivial, where S is any Seifert surface for γ.
4. Technical results & preparations for the proofs of
Theorems 3 & 4
The first part of this section recalls the definition of different curvatures,
needed later. The second part of this section is devoted to the proof of some
technical results on the approximate Cartesian coordinates (s,u) which will
be used in the proof of Theorem 3, especially the expression of the free
Dirac operator in these coordinates (Proposition 21). The last part contains
convergence results for two-dimensional Dirac operators with singular mag-
netic fields, and the extension to a model case for singular three-dimensional
Dirac operators. The latter will be of great importance for the proof of the
main theorems.
4.1. Curvatures on Σ. Recall Σ ⊂ S3 is a smooth closed oriented sur-
face on S3. The curvature tensor [49, Chapter 6], the mean curvature, the
extrinsic curvature (in S3) and the intrinsic curvature of Σ are denoted by
RΣ,HΣ,K
ext
Σ ,K
int
Σ .
We recall that the shape operator of Σ (in S3) is the tensor defined by:
TΣ −→ TΣ
(p,X(p)) 7→ (p,−∇X(p)NΣ(p)).
The extrinsic curvature KextΣ and the mean curvature HΣ correspond to
the determinant and to half the trace of the shape operator. The intrinsic
curvature K intΣ equals the number:
K intΣ (p) = g3
(
RΣ(e1,e2)e2,e1
)
(p)
where (e1(p),e2(p)) is an orthonormal basis of TpΣ. The two curvatures
are related by [50, Chapter 7]
K intΣ = K
ext
Σ +K
0
S3
,
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where K0
S3
is the (constant) scalar curvature of S3. We write:{ ∇TΣNΣ =: a0TΣ + b0SΣ,
∇SΣNΣ =: a1TΣ + b1SΣ.
(4.1)
4.2. The Coordinates (s,u) and the frame (TΣ,SΣ,NΣ). The main
goal of this section is to write down the free Dirac operator in the local
coordinates (s,u) (Proposition 21).
Lemma 18. Let (v,w) ∈ U ⊂ R2 7→ ϕ(v,w) ∈ Σ be a local chart, then we
have 
(∂vNΣ)(ϕ(v,w)) =
(∇∂vϕNΣ)(ϕ(v,w)),
(∂wNΣ)(ϕ(v,w)) =
(∇∂wϕNΣ)(ϕ(v,w)).
Proof. We prove the result only for v, the one for w follows by symmetry.
It suffices to check that in C2 we have
〈∂vNΣ(ϕ(v,w)), ϕ(v,w)〉C2 = 0,
where ϕ(v,w) ∈ S3 ⊂ C2. To do so, we freeze w and differentiate the map
v 7→ 〈NΣ(ϕ(v,w)), ϕ(v,w)〉C2 ≡ 0,
which gives
0 = 〈∂vNΣ(ϕ(v,w)), ϕ(v,w)〉C2 + 〈NΣ(ϕ(v,w)), ∂vϕ(v,w)〉C2
= 〈∂vNΣ(ϕ(v,w)), ϕ(v,w)〉C2 + g3(NΣ, ∂vp)(v,w),
= 〈∂vNΣ(ϕ(v,w)), ϕ(v,w)〉C2 .

Now we give the formula for the pushforward of vector fields through Fγ
defined in (2.3).
Proposition 19. Fix (s,u) ∈ dom(Fγ), and let yT (s, ·) be the solution to{
(∂2u1yT )(s, u1) +K
int
Σ (c(s, u1))yT (s, u1) = 0,
yT (s, 0) = 1 & (∂u1yT )(s, 0) = −κg(s). (4.2)
Then one has (Fγ)∗(∂s)(Fγ(s,u)) = yT
[
cos(u2)TΣ + sin(u2)∇TΣNΣ
]
(c(s, u1)),
(Fγ)∗(∂u1)(Fγ(s,u)) = (cos(u2)SΣ + sin(u2)∇SΣNΣ)(c(s, u1)),
(Fγ)∗(∂u2)(Fγ(s,u)) = − sin(u2)c(s, u1) + cos(u2)NΣ(c(s, u1)).
More generally, let ϕ : (v,w) 7→ ϕ(v,w) be a local chart of Σ. Writing Fϕ
for the corresponding local chart on S3,
Fϕ : (v,w, u2) 7→ cos(u2)ϕ(v,w) + sin(u2)NΣ(ϕ(v,w)),
we have 
(
Fϕ
)
∗(∂v) = cos(u2)∂vϕ+ sin(u2)∇∂vϕNΣ(ϕ),(
Fϕ
)
∗(∂w) = cos(u2)∂wϕ+ sin(u2)∇∂wϕNΣ(ϕ),(
Fϕ
)
∗(∂u2) = − sin(u2)ϕ+ cos(u2)NΣ(ϕ).
Remark 20. Remark that by definition,
(Fγ)∗(∂u2)(Fγ(s,u)) =NΣ(Fγ(s,u)).
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Proof of Proposition 19. We only deal with Fγ , the case of Fϕ is left to the
reader. The computation of (Fγ)∗(∂u2)(Fγ(s,u)) is obvious.
By definition we have
(∂u1c)(s, u) = SΣ(c(s, u)),
and the computation of (Fγ)∗(∂u1)(Fγ(s,u)) follows easily.
Observe that c(s, u) defines a one-parameter family (c(s, ·))s∈Tℓ of Σ-
geodesics. The vector field Js0(u1) := ∂sc(s0, u1) constitutes a Jacobi field
(along c(s0, ·)), and it satisfies the Jacobi equation [50, Chapter 8]
D2Σ
(du1)2
J +RΣ(J,SΣ)SΣ = 0.
Note that Js0(0) is equal to T (s) and since the Levi-Civita connection is
torsion-free, we obtain
DΣ
du1
Js0(0) =
(DΣ
du1
∂
∂s
c
)∣∣∣∣
(s,u1)=(s0,0)
=
(DΣ
ds
∂
∂u1
c
)∣∣∣∣
(s,u1)=(s0,0)
=
(DΣ
ds
)∣∣∣∣
s=s0
S(γ(s)) = −κg(s0)T (s0).
Thus we obtain g3(Js(u1),SΣ(c(s, u1))) = 0, and the other scalar product
yT (s, u1) := g3(Js(u1),TΣ(c(s, u1))) satisfies (4.2). This implies the formu-
las for (Fγ)∗(∂s)(Fγ(s,u)). 
By writing (TΣ,SΣ) in terms of (Fγ)∗(∂s), (Fγ)∗(∂u1), we obtain the fol-
lowing proposition.
Proposition 21 (Free Dirac operator). If we write Xs, Xu1 , Xu2 for the
push forward (Fγ)∗(∂s), (Fγ)∗(∂u1) and (Fγ)∗(∂u2) respectively, we have the
representation
σ(−i∇) = −iσ(T ♭Σ)Xs − iσ(S♭Σ)Xu1 − iσ(N ♭Σ)Xu2
+ L(s)errXs + L
(u1)
err Xu1 , (4.3)
where
L
(s)
err =
−i
yTCγ
[(
cos(u2)− yTCγ + b1 sin(u2)
)
σ(T ♭Σ)− a1 sin(u2)σ(S♭Σ)
]
,
L
(u1)
err =
−i
Cγ
[
− b0 sin(u2)σ(T ♭Σ) +
(
cos(u2)− Cγ + a0 sin(u2)
)
σ(S♭Σ)
]
.
(4.4)
The functions a0, a1, b0, b1 are defined in (4.1), and Cγ in (4.5).
For each fixed u2 (with |u2| small enough), the function ϕ(u2) := Fϕ(·, u2)
defines a local chart of the sheaf Σu2 . Thanks to Proposition 19, we obtain
the following corollary.
Corollary 22 (Computation of the volume form). Let ϕ be a local chart of
Σ, Fϕ and ϕ(u2) the associated local charts of Bε[Σ] and Σu2. Then we have
F ∗ϕ volg3 =
(
F ∗ϕ(u2) volΣu2
) ∧ du2
= Cϕ(v,w, u2)
(
F ∗ϕ volΣ
) ∧ du2,
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with
Cϕ(v,w, u2) = cos(u2)
2 − sin(2u2)HΣ(ϕ(v,w)) + sin(u2)2KextΣ (ϕ(v,w)).
Now we apply this result to Fγ . As above, we define Cγ(s, u1, u2) by the
following formula:
Cγ(s, u1, u2) := cos(u2)
2 − sin(2u2)HΣ(c(s, u1)) + sin(u2)2KextΣ (c(s, u1)).
(4.5)
From Proposition 19, it is clear that we have
yT (s, u1)Cγ(s, u1, u2)ds ∧ du1 = T ♭Σ ∧ S♭Σ,
where s, u1 and u2 are seen as coordinates, and that
volg3 = T
♭
Σ ∧ S♭Σ ∧N ♭Σ = yT (s, u1)Cγ(s, u1, u2)ds ∧ du1 ∧ du2.
4.3. Singular two-dimensional Dirac operators and model case.
Proposition 2 leads us to study the elliptic operators
D
AR
2
f
:= σ · (−i∇R2 +AR2f )
on L2(R2)2, where f ∈ D([−δ, δ]2, [0,+∞)) is a probability density and
AR
2
f (u) = 2παIf (u)
(
0
1
)
∈ R2
with associated magnetic field BR
2
f (u) = 2παf(u).
Because it will be important for our convergence results, we quickly ad-
dress the different choices for the magnetic gauge potential.
We will use the identification R2 ≃ C, and u1 + iu2 = z = reiθ, and
will write indifferently C or R2. We also emphasize that in this paper R+
denotes [0,+∞).
4.3.1. Gauge choice. Particular to two dimensions, we can also choose a
scalar gauge, which is defined as follows. The scalar hf is the function
hf :=
log | · |
2π
∗BR2f ,
and αf,h := αfdz + αfdz is the magnetic gauge potential
αf := i∂zhf =
i
2
(
∂u1 + i∂u2
)
hf .
(To keep things simple, we identify vectors and one-forms in R2.)
On the other hand, as on S3, we may use singular magnetic gauge poten-
tials to study our operators. Let log be the extension of the logarithm on
C \R+, cut along θ = 0 mod 2π. For θ0 ∈ R/(2πZ), let Lθ0 be the ray
Lθ0 := R+
(
cos(θ0)
sin(θ0)
)
(4.6)
(with positive orientation). We can write
AR
2
f = 2πα
∫
u∈R2
f(u)[u+ L0]du,
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where [u + L0] denotes the one-current defined by the oriented half-line
u+ L0. By applying it to smooth vector fields, we immediately see that it
coincides with the smooth vector (as a vector-valued distribution):
AR
2
f (u) = 2πα
∫ u1
−∞
f(u, u2)du
(
0
1
)
. (4.7)
The two gauges are related as follows. By direct computation the scalar
gauge for the point-like magnetic field 2παδ0 is α∇R2θ. By decomposing
BR
2
f as an integral over Dirac points:
BR
2
f =
∫
u
2παf(u)[δu]du,
we get by linearity
Af,h(v0) = α
∫
u
f(u)∇R2v θu(v0)du, (4.8)
where θu ∈ [0, 2π) is the angle defined by θu(v) := θ(v − u):
eiθu(v) :=
v − u
|v − u| .
The gradient of θu is:
∇R2θu(v) = ∇R2v θ(v − u) =
1
(v1 − u1)2 + (v2 − u2)2
(−(v2 − u2)
v1 − u1
)
.
A change of variables in the integral in (4.8) yields
Af,h(v) = α
∫
u
f(v − u)∇R2θ(u)du, (4.9)
and the function Af,h(v) is smooth by the theorem of differentiation under
the integral sign. Hence we obtain the following proposition.
Proposition 23. The two magnetic gauge potentials AR
2
f , Af,h in (4.7)
and (4.9) are related via
Af,h(v)−AR2f (v) = α∇R
2
(∫
u
duf(u)θu(v)
)
=: α∇R2ζf (v),
where ζf (v) is the smooth function
ζf (v) =
∫
u
f(v − u)θ(u)du. (4.10)
Furthermore, for a smooth and compactly supported mollifier:
ϕδ(u) = δ
−2ϕ1(u/δ), ϕ1 ∈ D(R2, [0,+∞)) & δ > 0,
the gauge transformation exp(iαζϕδ ) converges to exp(iαθ) (cut along R+),
pointwise on C \ R+ and uniformly in C \Bε[R+] for any ε > 0. But
lim inf
δ→0+
‖exp(iαθ)− exp(iζϕδ)‖L∞ > 0. (4.11)
The discrepancy (4.11) is easy to see, since exp(iζϕδ ) is continuous while
exp(iαθ) is not. We recall that the angle function θ in the proposition is cut
along θ = 0.
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4.3.2. Behavior under scaling of the density. Pick a fixed probability den-
sity ϕ in D(R2), and consider the associated mollifier (ϕδ)δ>0 given by the
formula: ϕδ(u) := δ
−2ϕ
(
u
δ
)
. Using the integral representation (4.7), we get:
AR
2
ϕδ
(u) =
1
δ
AR
2
ϕ
(u
δ
)
. (4.12)
The scalar gauge shares the same scaling property: by (4.9), we have
Aϕδ,h(u) =
1
δ
Aϕ,h
(u
δ
)
.
It follows from the equality ∇R2θ(uδ ) = δ∇R2θ(u).
4.3.3. Local gauge transformation. Consider the representation (4.7) ofAR
2
f .
It has the same form as in Eq (2.9). Thus for u1 > δ, that is on the right-
hand side of supp f , we have:
Af (u) = 2πα∇R2Mf (u2), u1 > δ, (4.13)
where Mf is the (partially) integrated marginal (2.10). We can gauge away
the magnetic potential on this region with the function ei2παMf (u2):
σ · (−i∇R2)eiMf (u2)ψ = eiMf (u2)σ · (−i∇R2 + 2πα∇R2Mf )ψ.
4.3.4. Convergence for a point-like field & Tamura’s result. The point-like
magnetic field 2παδ0 will play a particular role in our analysis, and we
quickly recapitulate some results.
Recall z = reiθ ∈ C; by a straight-forward computation one can verify
that
α∇R2θ = 2πα
∫ 2π
0
[Lθ0 ]
dθ0
2π
,
where Lθ0 is the ray in the θ0-direction (4.6). We recall that it is the scalar
gauge for the point-like magnetic field in the origin 2παδ0. Let σ · (−i∇R2 +
α∇θ) be a differential operator defined on D(C \ {0})2. We are interested
in the self-adjoint extension3 D(−)0,α,h defined through dom
(D(−)0,α,h) := closG(D(C \ {0})2) ⊥G⊕ C( 0Kα(r)
)
D(−)0,α,hψ :=
[
σ · (−i∇R2 + α∇θ)ψ]|C\{0} , ψ ∈ dom (D(−)0,α,h).
It is a natural question whether the operator in the radial gauge is the limit
of a smooth elliptic operator. Let (ϕδ)δ>0 be a mollifier, and denote by
DAϕδ,h := σ · (−i∇
R2 +Aϕδ,h).
The following theorem is the main result of [51].
Theorem 24 (Norm resolvent convergence). Let (ϕδ)δ>0 be a mollifier, then
lim
δ→0+
(DAϕδ,h + i)−1 = (D(−)0,α,h + i)−1 in B(L2(R2)2), 0 < α < 1.
3We refer to [38] for the complete discussion on all self-adjoint extensions of this
operator.
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Remark 25. Observe that there is no norm resolvent convergence for the
case α = 1. The reason is that an “approximated singular line” disappears
at finite energy as δ → 0+. Indeed: let χ1 ∈ D(R2, [0, 1]) be any cut-off
function with χ1(u) = 1 for |u| ≤ 2−1. Then consider the wave function
ψδ(u) := χ1(u)
(
0
exp(−hϕδ(u))
)
∈ H1(R2)2. (4.14)
Firstly, ψδ(u) converges to |u|−1χ1, so the normalized function ‖ψδ‖−1L2ψδ
concentrates around 0 and tends weakly to 0 in L2 (with ‖ψδ‖L2 of order√− log(δ)). Then we have
1
‖ψδ‖2L2
∫
|DAϕδ,hψδ |
2 =
1
‖ψδ‖2L2
∫
e−2hϕδ |σ · ∇R2χ1|2 −→
δ→0
0.
If we had norm-resolvent convergence, the limit would be the operator D :=
e−iθσ · (−i∇R2)eiθ, which is unitarily equivalent to the free Dirac operator.
Let us show that this convergence cannot hold.
If we pick any non-negative cut-off function χ2 (with χ1χ2 = χ1 to sim-
plify), then the following operator is compact:
B := (D + i)−1χ2 = e−iθ
(
σ · (−i∇R2) + i)−1χ2eiθ.
Along a sequence δn → 0, Formula (4.14) provides us – up to normalization
– with an element ψn in the domain of Dn = DAϕδn ,h such that ψn = χ2ψn
concentrates around 0 with∫
|ψn|2 = 1,
∫
|Dnψn|2 → 0 & ψn ⇀ 0.
Since χ2ψn = ψn, we have ‖
(
(Dn + i)
−1χ2 + i
)
ψn‖L2 → 0. The norm-
resolvent convergence would give ‖((D+i)−1χ2+i)ψn‖L2 → 0, which would
contradict the inequality
‖B‖B(L2(C)2) < 1.
This inequality can be proved in the following way. Remark that we have the
equalities ‖B‖2B(L2(C)2) = ‖B∗B‖B(L2(C)2) and B∗B = χ2(D2 + 1)−1χ2. The
operator χ2(D
2 + 1)−1χ2 is non-negative and compact, hence its highest
eigenvalue is its norm. Let ψ ∈ L2(C)2 be the corresponding normalized
eigenfunction, the following holds:
〈ψ,χ2(D2 + 1)−1χ2ψ〉L2 < ‖χ2ψ‖2L2 ≤ 1.
Remark 26 (norm-resolvent convergence and gap topology). Tamura’s
main theorem states a convergence in the norm-resolvent sense. By parts
b. and c. of [31, Theorem IV.2.23], it coincides with the convergence in the
gap topology. Indeed, this theorem implies the following result.
Theorem 27. Let H be a Hilbert space, let (Dn) be a sequence of self-
adjoint operators on H and let D be a self-adjoint operator. The following
two propositions are equivalent.
(1) The sequence (Dn) converges to D in the norm-resolvent sense.
(2) The projections Pn ∈ B(H×H) onto the graphs of the Dn’s converge
to the projection P onto the graph of D in B(H×H).
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The equivalent result for the strong-resolvent convergence is [41, Lemma 28].
Lemma 28. Under the same assumption of Theorem 27, we have the equiv-
alence of the three propositions.
(1) The sequence (Dn) converges to D in the strong-resolvent sense
(2) The projections Pn ∈ B(H × H) onto the graphs of the Dn’s con-
verge to the projection P onto the graph of D in the strong operator
topology.
(3) For all Ψ = (ψ,Dψ) ∈ G(D), there exists a sequence (Ψn) with
Ψn = (ψn,Dnψn) ∈ G(Dn) such that Ψn → Ψ in H2.
That the strong convergence of the projections imply the third charac-
terization is trivial, the converse is easy to show once one notices that for
a self-adjoint operator D with graph-projection P0, the orthogonal comple-
ment of its graph is:
G(D)⊥ = kerP0 =
{
(−Dψ,ψ), ψ ∈ dom(D)}.
The third proposition of Lemma (28) implies s–lim PnP0 = P0 and s–lim(1−
Pn)(1 − P0) = 1 − P0, where Pn is the orthogonal projection onto G(Dn).
We deduce that
s–lim Pn = s–lim
(
PnP0 − (1− Pn)(1 − P0) + (1− P0)
)
= P0.
4.3.5. Convergence in the singular gauge. Now we consider the operator in
the singular gauge; we set
D(−)0,α := eiαθD(−)0,α,he−iαθ
with domain
dom
(D(−)0,α ) = dom (D(min)0,α ) ⊥G⊕ C( 0Kα(r)eiαθ
)
, (4.15)
where
dom
(D(min)0,α ) = {ψ ∈ H1(R2 \ L0)2 : ψ|(L0)+ = e−2iπα ψ|(L0)− }.
One may again ask in which sense
D
AR
2
ϕδ
→ D(−)0,α , (δ → 0+).
To answer this question, we can use Theorem 24 and study the gauge trans-
formation between D(−)0,α and D(−)0,α,h. Indeed, one readily shows that
σ · (−i∇R2 +A)eiϕψ = eiϕσ · (−i∇R2 +A+∇R2ϕ)ψ.
So if we write Pα, Pα,h, Pδ and Pδ,h the projections onto the graph norm of
D(−)0,α ,D(−)0,α,h, DAR2ϕδ and DAR2ϕδ,h
respectively, we have:
Pα = e
iαθPhe
−iαθ & Pδ = eiζϕδPδ,he−iζϕδ . (4.16)
Since limδ→0‖Ph − Pδ,h‖ = 0 by Theorem 24, we have the equivalence
lim
δ→0
‖Pα − Pδ‖ = 0 ⇐⇒ lim
δ→0
‖[ei(αθ−ζϕδ ), Ph]‖ = 0.
Observe the following equalities:
[ei(αθ−ζϕδ ), Ph] = [(ei(αθ−ζϕδ ) − 1), Ph],
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and:
‖[ei(αθ−ζϕδ ), Ph]‖ = ‖e−iζϕδPαeiζϕδ − Ph‖.
Remark 29. Because of (4.11) we have lim infδ→0‖(ei(αθ−ζϕδ )− 1)Ph‖ > 0,
but this does not disprove norm-resolvent convergence of D
AR
2
ϕδ
to D(−)0,α as
δ → 0. In fact we also expect the norm-resolvent convergence in that case,
but we do not study this question in this paper.
Now we can state two theorems, whose proofs are given at the end of this
section, concerning the (norm) resolvent convergence of the operator D
AR
2
ϕδ
.
Theorem 30. For a mollifier (ϕδ)δ>0, we have
s–limδ→0+
(D
AR
2
ϕδ
+ i
)−1
=
(D(−)0,α + i)−1.
Thus we have strong resolvent convergence.
Theorem 31 (Analysis of a graph-norm bounded sequence). Let δ0 > 0,
and for 0 < δ ≤ δ0, let DR2δ := DAR2ϕδ . Let[
Ψδ = (ψδ,DR2δ ψδ)
]
0<δ<δ0
be a normalized family of elements in the graphs G(DR2δ ).
Then, along any decreasing sequence (δn)n∈N, δn → 0, and up to an
extraction of a subsequence the following holds.
(1) The sequence (ψδn)n∈N converges in L2loc(R
2)2 to an element ψ0 ∈
dom(D(−)0,α ).
(2) The sequence (Ψδn)n∈N L2-weakly converges to
(ψ0,D(−)0,αψ0).
4.3.6. Description of the domain dom(D(−)0,α ). We recall that we have the
decomposition (4.15). Moreover, by the Green Theorem we easily deduce
that
‖D(min)0,α ψ0‖2L2(C)2 = ‖∇R
2
ψ0‖2L2(C\R+)2 , ∀ψ0 ∈ dom(D
(min)
0,α ).
Then, we decompose e−iαθ dom(D(−)0,α ) with respect to the polar decomposi-
tion
L2(R2)2 = L2(R+, rdr)
2 ⊗ L2(S1,dθ).
We get
dom(D(min)0,α ) ⊂
⊕
m∈Z
ei(m+α)θH10 ((0,∞), rdr)2.
That is, we decompose ψ0 ∈ dom
(D(min)0,α ) in modes ψ0 =∑m∈Z ei(m+αθ)ϕm(r),
so that
‖ψ0‖2L2(C)2 + ‖D(min)0,α ψ0‖2L2(C)2
=
∑
m∈Z
∫ ∞
0
(
|ϕm(r)|2 + |(∂rϕm)(r)|2 + (m+ α)
2
r2
|ϕm(r)|2
)
rdr. (4.17)
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4.3.7. Proof of Theorems 30 & 31.
Proof of Theorem 30. We recall that the strong resolvent convergence of
a family of self-adjoint operator is equivalent to the convergence in the
strong operator topology of the orthogonal projections onto the correspond-
ing graphs.
Recall: Pα, Pα,h, Pδ and Pδ,h denote the projections onto the graphs of
D(−)0,α ,D(−)0,α,h, DAR2ϕδ and DAR2ϕδ,h
respectively (and these projections are linked
by (4.16)). We have to show that for all Ψ ∈ L2(S3)2 × L2(S3)2 we have:
PδΨ −→
δ→0
PαΨ.
By Theorem 24, we have ‖Ph − Pδ,h‖B → 0. By uniform convergence of
ζϕδ on the complement set ∁CBε(R+) (ε > 0) of any strip along R+ and
dominated convergence, we obtain:
‖[e−iζϕδ − e−iαθ]Ψ‖L2 →
δ→
0.
Hence the following convergence holds in L2:
Pδ,he
−iζϕδΨ− Phe−iαθΨ =
[
Pδ,h − Ph
]
e−iζϕδΨ+ Ph
[
e−iζϕδ − e−iαθ]Ψ→ 0.
By dominated convergence, we get:
PδΨ = e
iζϕδPδ,he
−iζϕδΨ = eiζϕδ
[
Pδ,he
−iζϕδ − Phe−iαθ
]
Ψ+ eiζϕδPhe
−iαθΨ
→ eiαθPhe−iαθΨ = PαΨ.
Proof of Theorem 31.
A priori results. For 0 < δ < δ0, let Ψsing,δ ∈ G(DR2δ ) be the “singular”
element:
Ψsing,δ := (ψsing,δ,DR2δ ψsing,δ) ∈ H1(R2)2,
that is the closest normalized vector of G(D
AR
2
ϕδ
) to the (normalized) element
Ψsing of the graph G(D(−)0,α ):
Ψsing :=
(‖Kα(|u|)‖2L2 + ‖K1−α(|u|)‖2L2)−1/2(( 0Kα(r)
)
, i
(
K1−αe−iθ
0
))
.
By Theorem 24, we know that e−iζϕδΨsing,δ ∈ G(DAϕδ ,h) converges to the
singular element e−iαθΨsing of G(D0,α,h). By pointwise convergence of eiζϕδ
(to eiαθ) and dominated convergence, we get that Ψsing,δ converges to Ψsing,
hence
‖(1− Pα)Ψsing,δ‖ →
δ→
0.
We recall that Pα denotes the orthogonal projection onto the graph of D(−)0,α .
Up to extraction, the orthogonal projection of Ψδn onto CΨsing,δn will con-
verge strongly. So, up to removing this projection, we can assume that Ψδn
is orthogonal to that line.
Up to extracting a subsequence, we can assume that (Ψδn)n∈N converges
weakly in L2 to some Ψ0 = (ψ0, ψ˜0). Our aim is to show that Ψ0 is in the
graph of D(−)0,α , and that the convergence of (ψδn)n∈N holds in L2loc(C)2 up
to extracting a subsequence.
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We will have to use the singular line for D(+)0,α :
Ψ˜sing :=
(
ψsing,+, iψsing,−
)
=
(‖Kα(r)‖2L2 + ‖K1−α‖2L2)−1/2((K1−α(r)e−iθ0
)
, i
(
0
Kα(r)
))
, (4.18)
We first show that the convergence holds in L2loc(C \ {0})2. The idea is
to use the form of the magnetic potential (see Section 4.3.3).
Localization. We localize the function ψδ in three different region:
(1) close to {0},
(2) away from {0} but close to R+,
(3) away from R+.
To do so, we pick a radial function χ ∈ D(R2, [0, 1]) for which χ(u) = 0
for |u| ≤ 1 and χ(u) = 0 for |u| ≥ 2. And we introduce a smooth function
g ∈ C∞(R2, [0, 1]) which localizes around R+{
g(u) = 1, dist(u,R+) ≤ 12 ,
g(u) = 0, dist(u,R+) > 1.
Let r0 > 0, we consider χr0(u) = χ(u/r0) and gr0(u) := g(
u
r0
). The
localization at level r0 is:
ψδ =
(
χr0gr0 + (1− χr0)gr0 + (1− gr0)
)
ψδ,
= ψ
(0)
δ + ψ
(R+)
δ + ψ
(Rem)
δ .
Convergence in L2loc(C \ {0})2. Along a sequence δn → 0, the countable
family (ψ
(Rem)
δn
)n is H
1-bounded, and by Section 4.3.3, so is the family
exp(−iMϕδn (u2))ψ
(R+)
δn
, Mϕδn (u2) = 2πα
∫ +∞
−∞
dv1
∫ u2
−∞
dv2ϕδn(v1, v2).
Thus up to extracting a subsequence, they both converge in L2loc(C)
2, and by
dominated convergence, so does the family (ψ
(R+)
δn
)n. By a standard diagonal
argument, this shows that the family (ψδn)n∈N converges in L2loc(C \ {0})2
up to the extraction of a subsequence. The limit is necessarily ψ0.
Proof of Ψ0 ∈ G(D(−)0,α ). Due to the convergence of the smooth phase, ψ0 has
the phase jump e−2iπα across R+ and in D ′(C \ [0,+∞))2 we get
DR2δn ψδn ⇀ σ · (−i∇)ψ0|C\L0 .
Thus we obtain ψ0 ∈ dom(D(max)0,α ). Let us prove that it is in G(D(−)0,α ).
By strong resolvent continuity (third characterization of Lemma 28), any
element Ψ− = (ψ−,∞,D(−)0,αψ−,∞) ∈ G(D(−)0,α ) is the norm limit of a sequence
(Ψ−,n)n∈N with Ψ−,n = (ψ−,n,DR2δn ψ−,n) ∈ G(DR
2
δn
). Since the approximating
operators are elliptic, their common domain is H1(C)2. It follows that we
have:
〈ψδn ,DR
2
δn ψ−,n〉L2 = 〈DR
2
δn ψδn , ψ−,n〉L2 .
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By weak convergence of ψδn and DR
2
δn
ψδn and strong convergence of DR
2
δn
ψ−,n
and ψ−,n, we obtain as n→ +∞:
〈ψ0,D(−)0,αψ−,∞〉L2 = 〈σ · (−i∇)ψ0|C\L0 , ψ−,∞〉L2 .
In other words, ψ0 ∈ dom((D(−)0,α )∗) = dom(D(−)0,α ). Let us show that we have
Ψ0 ∈ dom(D(min)0,α ). By assumption, Ψδn is orthogonal to the singular line,
thus Ψ0 is orthogonal to Ψsing by weak convergence. Let us show that we
have Ψ0 ∈ dom(D(min)0,α ). In the scalar gauge the function
Ψδn,h := exp
[− iζϕδ]Ψδn
satisfies the following. Let P˜sing,h be the projection onto Ce
iαθΨ˜sing, where
Ψ˜sing ∈ G(D(+)0,α ) is defined in (4.18), then we have by Theorem 24:
lim sup
n→+∞
‖P˜sing,hΨδn,h‖ ≤ ‖P˜sing,hPα‖ = 0.
By pointwise convergence of exp
[
iζϕδ
]
, the function
exp
[− iζϕδ]eiαθΨ˜sing
converges strongly in L2 which implies that Ψ0 is orthogonal to e
iαθΨ˜sing,
hence Ψ0 ∈ dom(D(min)0,α ). By assumption Ψδ does not converge in norm, so
there has to be some loss of mass: ‖|Ψ0‖L2 < lim supn→∞‖|Ψδn‖L2 . Besides
the possible loss of mass at infinity, the mass of ψδn can only concentrate
around 0, that is limε→0 lim supn→+∞
∫
DC(0,ε)
|ψδn |2 > 0 can occur.
Convergence in L2loc(C)
2. We have to show that there is no mass of (ψδn)n∈N
concentrating around 0. The L2-norm is insensitive to gauge transformation.
So if there is concentration of mass around 0, then the same holds for the
sequence (e−iζϕδnψδn). This cannot happen due to the norm-resolvent con-
vergence of DAϕδn ,h to D
(−)
0,α,h (by Theorem 24). We can proceed as follows.
Let χ1 ∈ D(C, [0, 1]) with χ(x) = 1 for |x| ≤ 1 and let wn := χ1e−iζϕδnψδn ,
we show that wn converges in norm. Introducing χ2(x) := χ1(
x
2 ), we have
χ2wn = wn and for all n, the following operator is compact:
Kn := χ2(DAϕδn ,h+i)
−1 = χ2(σ·(−i∇R2)+i)−1
[
1+σ·Aϕδn ,h(DAϕδn ,h+i)
−1].
Norm-resolvent convergence implies: Kn −→
n→+∞ K0 := χ2(D
(−)
0,α,h + i)
−1 in
operator norm. In particular K0 is compact. We have weak-L
2 conver-
gence of wn and DAϕδn ,hwn to e
−iαθχ1ψ0 and e−iαθD(−)0,α (χ1ψ0) respectively.
Putting everything together, it follows that
wn = χ2wn = Kn(DAϕδn ,hwn) + iKnwn
converges strongly in L2(C)2.
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4.3.8. Extension to D(−)
Tℓk
,αk
on L2(Tℓk × R2)2. Let us consider one knot γk
with length ℓk > 0 and a flux 0 < α < 1. In [41], we introduced the operator
D(−)
Tℓk
,αk
as a model operator, which can be seen as acting on L2-spinors over
the normal bundle of γk in S
3 (with a flat metric). Formally it corresponds
to the operator −i dds ⊗σ3+id⊗D
(−)
0,α acting on L
2(Tℓk)⊗L2(R2)2 identified
with L2(Tℓk ×R2)2.
Here and below, ‖·‖Tℓk denotes the graph norm of D
(−)
Tℓk
,α. We refer the
reader to [41, Section 3.2.2] for more details, including the proof of the
following Lemma.
Lemma 32. the operator −i dds ⊗ σ3 + id⊗D
(−)
0,α = D(−)Tℓk ,α is self-adjoint on
its natural domain in L2(Tℓk) ⊗ L2(R2)2, and for all ψ ∈ dom
(D(−)
Tℓk
,α
)
we
have ∫ ∣∣∣D(−)
Tℓk
,αψ
∣∣∣2 = ∫ |∂sψ|2 + ∫ |D(−)0,αψ|2. (4.19)
By using a Hilbert basis corresponding to the decomposition of the domain
dom(D(−)
Tℓk
,α) into L
2(Tℓk)-Fourier modes with values dom(D(−)0,α ), and using
the convergence of (D
AR
2
ϕδ
)δ to D(−)0,α , we obtain the following result, which
extends Theorems 30 and 31.
Proposition 33. The family of elliptic operators of(
− iσ3∂s +DAR2ϕδ
)
δ>0
on L2(Tℓk × R2)2 converges to D(−)Tℓk ,α as δ → 0
+ in the strong resolvent
sense. Furthermore the statement of Theorem 31 also applies to D(−)
Tℓk
and
its approximations
(− iσ3∂s +DAR2ϕδ )δ>0.
5. Proof of Theorems 3 & 4
5.1. Strategy to prove the continuity in the gap topology. We will
prove the convergence stepwise and show successively.
(1) Convergence in the strong resolvent sense,
s–limδ→0+(DAϕδ + i)−1 = (D
(−)
A + i)
−1.
(2) For any smooth function Λ ∈ D(R),
lim
δ→0+
Λ(DAϕδ ) = Λ(D
(−)
A ) in B
(
L2(S3)2
)
.
As the bounded functions x ∈ R 7→ (x±i)−1 tend to 0 at infinity, this will
give the norm-resolvent convergence by functional calculus. We recall The-
orem 27: norm-resolvent convergence and convergence in the gap topology
(that is convergence in operator norm of the orthogonal projections onto the
graphs) coincide.
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Remark 34 (Quick recall of the geometrical objects). We recall that for
a knot with Seifert surface S embedded in a closed and oriented surface
Σ, the coordinates (s,u) relative to S are defined in (2.3) The number |u2|
corresponds to the distance to Σ, |u1| corresponds to the Σ-distance to γ
of the projection onto Σ, which Σ-projects itself to γ(s). The sign of u2, u1
corresponds to the side of the points p,projΣp with respect to Σ and γ
respectively.
We extend the Seifert frame (T ,S,N ) on Bδ[γ] stepwise. First TΣ,SΣ
are the Σ-parallel transportations of T ,S along Σ-geodesics orthogonal to
γ, and N is the normal to Σ. Off Σ, the vectors T ,S,N are the parallel
transportations of TΣ,SΣ,N along S
3-geodesics orthogonal to Σ.
The Seifert frame defines the normalized sections (η+, η−) of the spinor
bundle on Bδ[γ] by (2.2) (defined up to a common phase e
iϕ(s)). Pointwise,
η± are eigenfunctions of the matrix σ · T (with eigenvalue ±1).
The expression of the free Dirac operator in the coordinates (s,u) is
written in Proposition (21). It involves a model operator and the “error
terms” L
(s)
errXs+L
(u1)
err Xu1 (4.4), where Xs,Xu1 represent the (pushforwards
of) the vector fields ∂∂s and
∂
∂u1
. The model operator corresponds to the free
Dirac operator for the flat metric on Tℓγ × R2, and the matrices L(s)err, L(u1)err
show the discrepancy between the flat metric and the (pullback of the) metric
on S3.
5.2. Localization and jump phase functions. We begin by introducing
some technical tools to help in the analysis of dom(D(−)A ). These utilities are
in some sense similar to the ones used in [41], yet they appear in a different
guise since we work in the coordinates (s,u), whereas in [41] we use the
chart:
(s, ρ, θ) ∈ Tℓ× [0, ε)×R/2πZ 7→ expS3γ(s)[ρ(cos(θ)S(s)+ sin(θ)N(s))]. (5.1)
5.2.1. Localization functions. We pick δ0 > 0 small enough such that the
tubular neighborhood B2δ0 [γ] has K connected components, and such that
on each Bδ0 [γk], the coordinates (s,u) relative to S are well defined (see
Section 2.1.2). We recall that we have:
u1,k(p) + iu2,k(p) =: rk(p) exp(iθk(p)), p ∈ Bδ0 [γk].
For simplicity, we will drop the dependence in k of the coordinates.
Next, we chose a cut-off function χ1 ∈ D(R, [0, 1]) with χ(x) = 1 for
|x| ≤ 2−1 and χ(x) = 0 for |x| ≥ 1. We define the localization function at
level 0 < δ ≤ δ0 by
χδ,γk :
Bδ[γk] −→ [0,+∞)
p 7→ χ1
(
r(p)δ−1
)
.
(5.2)
Then we pick 0 < δ < δ0 such that
yT (s, u1)Cγk(s, u1, u2)(p) ≥ 3/4, ∀p ∈ Bδ[γk],
and the pullback of the volume form volg3 becomes comparable to the canon-
ical volume form ds∧du1∧du2 on Tk×Dδ. The function yT (s, u1) is defined
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in Proposition 19, the function Cγk(s, u1, u2) in Corollary 22, and the volume
form of S3 in the coordinates (s,u) is
yT (s, u1)Cγk(s, u1, u2)ds ∧ du1 ∧ du2.
Furthermore, set
χδ,Sk(p) := χ
(
4u2(p)δ
)
(1− χδ,γk(p)) ,
which has support close to the Seifert surface Sk, but away from the knot
γk. Then the remainder is defined as
χδ,Rk(p) := 1− χδ,Sk(p)− χδ,γk(p),
which constitutes a partition of unity subordinate to Sk. The partition of
unity for the entire link is given by
1 =
K∏
k=1
(χδ,γk(p) + χδ,Sk(p) + χδ,Rk(p))
=
∑
j∈{1,2,3}K
χδ,j(p) =
K∑
k=1
χδ,γk(p) +
∑
j∈{2,3}K
χδ,j(p), (5.3)
where χδ,j is the product
∏K
k=1 χδ,Xk , with
Xk =

γk, jk = 1,
Sk, jk = 2,
Rk, jk = 3.
5.2.2. Jump phase functions. Let ψ ∈ dom(D(−)A ). We study the phase
jumps of χδ,jψ for any tuple j.
Away from the knots: This corresponds to the functions coming from the
last term in (5.3). Fix j ∈ {2, 3}K , and write {1, . . . ,K} = J2 ∪ J3 where
jk = 2, k ∈ J2 and jk = 3, k ∈ J3. If J2 is empty, then the function (χδ,jψ)n
has no phase jump and is in H1(S3)2.
Assume now that J2 contains at least one element. For each 1 ≤ k ≤ K,
the Seifert surface Sk splits suppχδ,Sk into two disconnected regions O
(n)
k,±,
which correspond to the regions above and below the Seifert surface. We
remove all the phase-jumps with the help of the function
Eδ,j :=
∏
k∈J2
exp
[−2πiαk1Ok,+] . (5.4)
The function Eδ,jχδ,jψ does not contain any phase jump and is again in
H1(S3)2.
Close to the knots: Let us say that γk intersects the Sk′ at different points.
We study the corresponding phase jumps one Seifert surface at a time. Con-
sider an intersecting Seifert surface Sk′ which intersects γk at 0 ≤ s0,k′ <
35
s1,k′ < . . . < sMk,k′−1,k′ < ℓk, inducing a phase jump e
ibm,k′ across sm,k′
(with bm,k′ = ±2παk′). We have:
Mk,k′−1∑
m=0
bm,k′ = −2παk′ Link(γk′ , γk).
Now we define for all k′ a phase function Ek,k′(p) that contains the phase
jump due to the intersecting Sk′ in Bε[γk]. Below the coordinate s(p) cor-
responds to the chart Fγk . Two cases can occur:
Case 1: γk′ ∩ γk = {s0,k′}. Then we define
Ek,k′(p) := exp
(
− ib0,k′
ℓk
(s(p)− s0,k′)
)
, s0,k′ ≤ s ≤ s0,k′ + ℓk, (5.5)
the function Ek,k′ has the correct phase jump across s(p) = s0,k′ mod ℓk.
Case 2:
∣∣Sk′ ∩ γk∣∣ =Mk,k′ ≥ 2. Then we have
Bε[γk] ∩ ∁Sk′ =: R(k
′)
01 ∪R(k
′)
12 ∪ · · · ∪R(k
′)
(Mk,k′−1)Mk,k′ ,
which represents the decomposition of the tubular neighborhood around γk
cut into Mk,k′ sections. When passing from R
(k′)
(m−1)m to R
(k′)
m(m+1), we are
going through Sk′ which induces the phase jump e
ibm,k′ . Writing
R
(k′)
0m := R
(k′)
01 ∪R(k
′)
12 ∪ · · · ∪R(k
′)
(m−1)m,
we set
Ek,k′(p) := exp
(
− i
Mk,k′∑
m=1
bm,k′
ℓk
s(p) + i
Mk,k′−1∑
m=1
bm,k′1R(k
′)
0m
(p)
)
, 0 ≤ s ≤ ℓk.
(5.6)
Accompanying these decompositions, for p ∈ Bε[γ] ∩ ΩS we define the
function
Ek(p) :=
∏
k′ 6=k
Ek,k′(p), (5.7)
with the convention that Ek,k′ ≡ 1 when γk ∩ Sk′ = ∅ We recall that ΩS
denotes:
ΩS := S
3 \ (∪1≤k≤KSk).
Proposition 35. Let A(k) = 2παk[Sk], and let χδ,γk, Ek be defined as in
(5.2) and (5.7). If ψ is in dom(D(−)A ) resp. in dom(D(min)A ), then Ekχδ,γkψ
is in dom(D(−)A(k)) resp. in dom(D
(min)
A(k)
).
Furthermore we have these important results, where ‖·‖Tℓk and ‖·‖A(k)
denote the graph norms of D(−)
Tℓk
,α and D(−)A(k) respectively.
Proposition 36. With the same notation as in Proposition 35, for ψ ∈
dom(D(−)A(k)) let f = (f+, f−)T be the spinor in L2(Tℓk × R2)2 given by
Ekχδ,γkψ(p) = f+((s,u)(p))η+(p) + f−((s,u)(p))η−(p).
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We have f ∈ dom(D(−)
Tℓk
,α) and there exists a constant C0 = C0(δ, γk) > 0
such that
‖f‖Tℓk ≤ C0(δ, γk)‖ψ‖A(k) .
Furthermore, for 0 < δ ≤ δ0(γk) small enough there exists 0 < ε0(δ, γk) < 1
and C1(δ, γk) > 0 such that
‖f‖Tℓk ≥ (1− ε0(δ, γk))‖χδ,γkψ‖A(k) −C1(δ, γk)‖χδ,γkψ‖L2 .
Sketch of the proof. We do not prove it in full details: the method is the
same as [41, Lemma 27], which was written for the coordinates (5.1). It is
relatively easy to deduce the above results taking the following things into
account:
(1) The connection form of ∇ with respect to (η+, η−) is uniformly
bounded in the tubular neighborhood B2δ[γk], and so is the deriva-
tives of Ek (away from the jumps set).
(2) The level δ > 0 has been chosen small enough such that on Tℓk ×Dδ
the volume forms F ∗γk volg3 and ds ∧ du1 ∧ du2 are comparable.
(3) On Bδ[γk], the error matrices L
(s)
err and L
(u1)
err (4.4) can be written as
u2L˜
(⋆)
err, ⋆ ∈ {s, u1}, where both the matrices L˜(⋆)err are bounded by a
constant C = C(δ, γk).
(4) For ψ in dom(D(max)A ), we have u2χδ,γkψ ∈ dom(D(min)A ), and the
energy estimate
‖D(−)A (u2χδ,γkψ)‖L2 ≤ ‖χδ,γkψ‖L2 + δ‖D(−)A (χδ,γkψ)‖L2 .
We use the fact that for elements in dom(D(min)A ), Lichnerowicz’
formula (for quadratic forms) holds (see [41, Proposition 5]):
∀ψ ∈ dom(D(min)A ),
∫
|D(min)A ψ|2 =
∫
|(∇ψ)||ΩS |
2 +
3
2
∫
|ψ|2, (5.8)
to control the L2-norm of the term
(
L
(s)
errXs + L
(u1)
err Xu1
)
χδ,γkψ.

5.3. Proof of Theorem 3, Part 1: Convergence in the strong resol-
vent sense. To keep the notational burden at a minimum, we abbreviate
Dδ := DAϕδ .
5.3.1. Reduction to the approximation of G(D(−)A ). First observe that by
Lemma 28, the strong resolvent convergence is equivalent to the following
condition:
∀ (ψ,D(−)A ψ) ∈ G(D(−)A )∃ (ψδ,Dδψδ) ∈ G(Dδ) :
lim
δ→0+
(ψδ ,Dδψδ) = (ψ,D(−)A ψ) in L2 × L2. (5.9)
Level of the localization. Now fix ψ ∈ dom(D(−)A ). We use the partition of
unity described in Section 5.2.1. We fix an appropriate level 0 < δ1 < δ0
and localize at level δ1. Then we run a parameter 0 < δ < δ1 for αϕδ and
study the limit δ → 0+.
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5.3.2. Smooth phase jump functions.
Local gauge transformations. Here, we emphasize that the coordinate u2 =
u2,k is defined relatively to Σk, and is, up to the sign, the S
3-distance to Σk,
the sign corresponding to the side of the point with respect to the oriented
surface. Recall the form of the approximations of 2παk[Sk] (Proposition 2):
αϕδ,k(p) =
[ ∫ u1(p)
−∞
∫ u2(p)
−∞
ϕδ(u
′)du′
]
du2(p),
=
[ ∫ u1(p)/δ
−∞
∫ u2(p)/δ
−∞
ϕ1(u
′)du′
]
du2(p),
with the convention that αϕδ ,k(p) = 0 on S
3\B√2δ[Sk] (supp ϕ1 ⊂ [−1, 1]2).
For p in the bulk of Bδ[Sk] (away from the knot γk), the one-form αϕδ,k(p)
takes the form
αϕδ,k(p) = 2παkmϕδ(u2(p))du2(p).
We can (only locally) gauge it away with the help of the integrated marginal
Jϕδ(u2) :=
∫ u2
−∞
mϕδ(u)du,
since dJϕδ(u2) = mϕδ(u2)du2.
Observe that if u2 < −δ, then we have Jϕδ (u2) = 0, whereas if u2 > δ,
then Jϕδ (u2) = 1. Thus the function exp(−2iπαjJϕδ (u2(p))) spreads the
phase jump across Sk (away from its boundary) in the layer −δ < u2(p) < δ.
Away from the knots. This corresponds to the functions coming from the
last term in (5.3). Fix j ∈ {2, 3}K , and write {1, . . . ,K} = J2 ∪ J3 where
jk = 2, k ∈ J2 and jk = 3, k ∈ J3. For J2 non-empty, we define the smooth
function
Eδ1,δ,j(p) :=
∏
k∈J2
exp [−2πiαkJϕδ(u2,k(p))] , (5.10)
which approximates the function Eδ,j (5.4). It is clear that away from the
Seifert surfaces it converges pointwise (in the limit δ → 0+), and that the
convergence is uniform in any set of the form{
p ∈ supp χδ1,j : |u(p)| ≥ δ2
}
,
where 0 < δ2 < δ1 is given. Furthermore, writing
ψ˜δ1,δ,j := Eδ1,δ,j Eδ,j χδ1,jψ,
we have ψ˜δ1,δ,j ∈ H1(S3)2,
Dδψ˜δ1,δ,j = Eδ1,δ,j Eδ,j D(−)A χδ1,jψ.
By dominated convergence we obtain
lim
δ→0+
(
ψ˜δ1,δ,j,Dδψ˜δ1,δ,j
)
=
(
χδ1,jψ,D(−)A χδ1,jψ
)
in L2(S3)2 × L2(S3)2.
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Close to the knots: removal of the phase jumps. We have to approximate the
phase jump functions Ek by smooth functions Ek,δ. Due to transversality,
by picking δ1 > 0 small enough we can assume that on Bδ1 [γk], the Seifert
surfaces Sk′ are transverse to all the (γk)u for |u| ≤ δ1. As δ → 0+, the
intersection of Bδ1 [γk] with Bδ[Σk′ ] has Mk,k′ connected components, each
localized around one γk(sm,k′).
On the component of the intersection close to sm,k′ , the surface Sk′ cuts
the component into two parts T±m,k′ , inducing a phase jump e
ibm,k′ across
Sk′ . We write E˜k,k′ for the restriction of Ek,k′ to Bδ1 [γk] ∩ Bδ[Σk′ ] (defined
in (5.6), and corresponds to the phase jumps due to Sk′ on Bδ1 [γk]). For
p ∈ T+m,k′ ∪ T−m,k′ we define
E˜k,k′(p) :=
{
Ek,k′(p) exp(−ibm,k′1T+
m,k′
(p)), if bm,k′ = −2παk′ ,
Ek,k′(p) exp(ibm,k′1T−
m,k′
(p)), if bm,k′ = 2παk′ .
Here we used the convention that the tangent vector T k of γk on the inter-
section γk ∩ Sk′ points toward T+m,k′ . We define Ek,k′,δ as follows.
Ek,k′,δ(p) :=
{
E˜k,k′(p) exp(−2iπαk′Jϕδ (u2,k′(p))), on Bδ1 [γk] ∩Bδ[Σk′ ]
Ek,k′(p), on Bδ1 [γk] ∩
(
Bδ[Σk′ ])
c
and
Ek,δ(p) :=
∏
k′ 6=k
Ek,k′,δ(p).
This last function Ek,δ satisfies on Bδ1 [γk]:
∀p ∈ Bδ1 [γk], Ek,δdEk,δ(p) =
∑
k′ 6=k
αϕδ,k′(p), (5.11)
where αϕδ,k′ is the approximation of 2παk′ [Sk′ ] (Proposition 2) (with the
convention that αϕδ,k′(p) = 0 on S
3 \Bδ[Sk′ ]).
5.3.3. Close to the knots: choice of the approximations. Recall Proposi-
tion 36. Let f ∈ dom(D(−)
Tℓk
,α) be the spinor associated with Ekχδ1,γkψ ∈
dom(D(−)2π[Sk]). We use Proposition 33: let (fδ) be the family inH1(Tℓk×R2)2
such that (
fδ,
(− iσ3∂s +DAR2ϕδ )fδ)→ (f,D(−)Tℓk ,αf). (5.12)
Up to localizing, we can assume that supp fδ ⊂ {|u| ≤ 2δ1}. The approxi-
mation of χδ1,γkψ is given by:
ψ˜δ1,δ,k := Ek,δ((fδ)+η+ + (fδ)−η−) ∈ H1(S3)2.
Using the expression of the free Dirac operators in the (s,u)-coordinates
(Proposition 21), let us show that(
ψ˜δ1,δ,k,Dδψ˜δ1,δ,k
)→ (χδ1,γkψ,D(−)A χδ1,γkψ).
By (5.11), we have the exact cancellation on Bδ1 [γk]:
−iEk,δσ(dEk,δ) + σ(αϕδ −αϕδ,k) = 0,
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hence we can assume without loss of generality that αϕδ = αϕδ,k (and
Ek,δ = 1). Locally around γk we have(〈η+, σ(−i∇)ψ〉
〈η−, σ(−i∇)ψ〉
)
=
(
−iσ1∂u1 − iσ2∂u2 − iσ3∂s︸ ︷︷ ︸
T
+E0 + E1
)(
f+
f−
) ∣∣
ΩS
,
where E0 is the matrix due to the connection form and
E1 = L(s)err∂s + L(u1)err ∂u1 .
The matrices L
(s)
err, L
(u1)
err are defined in (4.4), where here σ(T
♭) and σ(S♭)
denote σ3 and σ1 respectively. Let us write T [ψ], E0[ψ] and E1[ψ] for the
corresponding elements in L2(Bδ1 [γk])
2 (we have made the abuse of notations
T [ψ] = T [ψ]|ΩS and E1[ψ] = E1[ψ]|ΩS ). From Proposition 33 we get that
T [Ek,δψ˜δ1,δ,k] + σ(αϕδ)Ek,δψ˜δ1,δ,k −→
δ→0
T [Ekχδ1,γkψ] in L2(S3)2, (5.13)
and
lim
δ→0+
‖E0[Ek,δψ˜δ1,δ,k]− E0[Ekχδ1,γkψ]‖L2 = 0.
We are left with the error term coming from E1. Observe that the graph
element corresponding to
u2,kχδ1,γkψ ∈ dom(D(min)A ) ∩H1(ΩS)2
is the limit of the one corresponding to (u2,kEk,δψ˜δ1,δ,k)0<δ≤δ1 . The presence
of u2 enables us to use an ε-argument with cut-off function localizing outside
Sk. For 0 < δ2 ≤ δ1, we introduce ξk,δ2 to be:
ξk,δ2(p) := χ1
( |u2,k(p)|
δ2
)
.
We split ψδ,k := Ek,δψ˜δ1,δ,k into two with respect to 1 = ξk,δ2 + (1 − ξk,δ2).
From the formula for αϕδ,k, we have |αϕδ,k(p)| ≤ 2παk. For ⋆ ∈ {s, u1}, we
obtain:
‖L(⋆)errX⋆(ξk,δ2ψδ,k)‖L2 ≤ C(δ1, γk)‖X⋆(u2ξk,δ2ψδ,k)‖L2 ,
≤ C(δ1, γk)‖∇(u2ξk,δ2ψδ,k)‖L2 ,
≤ C(δ1, γk)‖σ(−i∇)(u2ξk,δ2ψδ,k)‖L2 ,
≤ C(δ1, γk)
[
δ2‖ξk,δ2ψδ,k‖L2
+ ‖σ(−i∇ +αϕδ,k)(u2ξk,δ2ψδ,k)‖L2
]
.
The last upper bound is a oδ2→0(1). Similarly, using Lichnerowicz’ formula
for D(min)A ([41, Proposition 5]), we obtain:
‖E1[ξk,δ2χδ1,γkψ]|ΩS ‖L2 ≤ C(δ1, γk)‖u2ξk,δ2χδ1,γkψ‖D−A = oδ2→0(1).
Hence it suffices to prove that ψδ,k converges to χδ1,γkψ in H
1
loc(ΩS)
2 to end
the proof of the convergence in the strong resolvent sense. We work with
the corresponding spinors
gk,δ := (1− ξk,δ2)fk,δ and gk := (1− ξk,δ2)f,
where we have dropped the dependence in δ2 to shorten notations. Since the
one-form αϕδ,k is supported on B
√
2δ[Sk], for δ ≪ δ2, −iσ3∂s + DAR2ϕδ and
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D(−)
Tℓk
,αk
act like the free Dirac operator on gk,δ and gk respectively (outside
the phase jump surface for gk), and gk,δ, gk ∈ H1(∁Tℓk×R2{θ = 0})
2. Since
we have
|∂u2ξk,δ2 | ≤ δ−12 ‖χ′1‖L∞ < +∞,
the same convergence as in (5.12) holds for gk,δ and gk. By Stokes formula
on ∁(Bδ2/2[Tℓk ] ∪ {θ = 0}) we get:∫
∁
Tℓk
×R2{θ=0}
|σ · (−i∇)(gk,δ − gk)|2 =
∫
∁
Tℓk
×R2{θ=0}
|∇(gk,δ − gk)|2 →
δ→0
0,
where ∇ denotes the flat connection on Tℓk ×R2, hence gk,δ converges to gk
in H1({θ 6= 0})2. By Proposition 19 and Corollary 22, we can transpose this
result to S3 and (1− ξk,δ2)ψδ,k converges to (1− ξk,δ2)ψ˜δ1,δ,k in H1(ΩS)2.
5.4. Proof of Theorem 3, Part 2: Convergence in the gap topology.
We prove that for any function Λ ∈ D(R), the family (Λ(Dδ))δ converges
to Λ(D(−)A ). As said in Section 5.1, this implies the convergence in the gap
topology by functional calculus. We proceed by contradiction.
Recall that we have already proved strong resolvent convergence and that
the operators under investigation have discrete spectrum. Thanks to that
and using Lemma 28, we easily show the following equivalence:
(1) lim supδ→0‖Λ(Dδ)− Λ(D(−)A )‖B > 0,
(2) There exists a sequence of eigenvalues (λδn) in (suppΛ)
◦ associated
with a sequence (δn) decreasing to 0 together with a family (ψn) of
wave functions of unit norm such that:
λn → λ ∈ (suppΛ)◦,
ψn ∈ ker(Dδn − λn),
ψn ⇀ 0 in L
2(S3)2.
(5.14)
Indeed, by strong resolvent convergence (criterion 5.9) and the discreteness
of the spectrum of the operators, for every eigenfunction ψ of D(−)A , there
exists an eigenfunction ψn ∈ dom(Dδn) such that (ψn,Dδnψn)→ (ψ,D(−)A ψ)
in L2(S3)2 × L2(S3)2. If
lim
n
‖Λ(Dδn)− Λ(D(−)A )‖B > 0,
then there exists an eigenplane Cψn ⊂ ker(Dδn − λn), ‖ψn‖L2 = 1, which
stays away from G(D(−)A ) such that λ := limn λn ∈ (suppΛ)◦ and for every
eigenfunction ψ ∈ dom(D(−)A ) with eigenvalue λ ∈ supp Λ:
lim
n→+∞〈ψn, ψ〉L2(S3)2 = 0. (5.15)
By H1-boundedness away from the Seifert surfaces, the family (ψn) con-
verges (up to an extraction) in L2loc(ΩS)
2.
The next step is to deal with the part which is away from the knots
but close to the Seifert surfaces. Fix δ > 0. For j ∈ {2, 3}K , consider
the localization χδ,jψn, which is still graph-norm bounded. We can gauge
away the magnetic potential in that region of the sphere with the help of
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the smooth phase function Eδ,δn,j (see (5.10)): the sequence with running
element
Eδ,δn,jχδ,jψn =: χδ,jψ˜n
is H1(S3)2-bounded. Thus it converges in L2(S3)2 up to the extraction of a
subsequence. By dominated convergence, this implies that χδ,jψn converges
in L2(S3)2 to an element in H1(ΩS)
2 with the correct phase jumps across
the Seifert surfaces (we recall that the smeared out phase jump function
Eδ,δn,j takes values in S
1 and converges almost everywhere on supp χδ,j).
By a standard diagonal argument with δ we obtain that the family (ψn)
converges (up to the extraction of a subsequence) in L2loc(S
3 \ γ)2 to an
element in
ψ∞ ∈ ker
(D(max)A − λ).
Furthermore, the sequence (ψn,Dδnψn) converges weakly in L2(S3)2×L2(S3)2.
By using strong resolvent convergence (criterion 5.9) and the equality
〈Dδnψn, ϕ〉L2 = 〈ψn,Dδnϕ〉L2 , ∀ϕ ∈ H1(S3)2,
we get that the limit ψ∞ is necessarily in dom(D(−)A ) and in ker(D(−)A − λ).
By (5.15), we get ψ∞ ≡ 0. In other words, all the L2(S3)2-mass of ψn
concentrates around the link γ: we have ‖ψn‖L2 ≡ 1 and
lim
ε→0
lim inf
n→+∞
∫
Bε[γ]
|ψn|2 = 1.
Let us show that this leads to a contradiction. Up to localizing, we
study χδ,γkψn, where k is chosen such that part of the L
2(S3)2-mass of
ψn disappears in γk, that is such that
lim
ε→0
lim inf
n→+∞
∫
Bε[γk]
|ψn|2 > 0.
Up to considering a subsequence, we assume that the liminf is a limit. Fur-
thermore, up to multiplying by the appropriate phase functions, we study
Ek,δχδ1,γkψn ∈ dom(D(−)2παk [Sk]). Now we use Proposition 36 and study the
associated fn ∈ L2(Tℓk × R2)2. Recall Lemma 32, and decompose fn into
s-Fourier modes with values in dom
(D
AR
2
ϕδ
)
.
We can assume that the decomposition is orthogonal with respect to
‖f‖2δn :=
∫
|f |2 +
∫ ∣∣σ · (−i∇u +Aϕδn (u))f ∣∣2.
By a straightforward computation one can show that the (squared) graph
norm of fn equals∫ (
|fn|2 + |∂sfn|2
)
+
∫ ∣∣σ · (−i∇u +Aϕδn (u))fn∣∣2.
More precisely, we decompose fn into modes of Tℓk :
fn(s,u) =
1√
ℓk
∑
j∈T∗ℓk
eijswn,j(u),
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where we have wn,j ∈ dom
(D
AR
2
ϕδn
)
. Writing ‖·‖δn,R2 for the graph norm of
the 2d-operator DR2Aϕδn , we have:
‖fn‖2δn =
∑
j∈T∗ℓk
‖wn,j‖2δn,R2 .
Let us consider one wn,j(u) of the decomposition: the corresponding se-
quence of the graph norms is bounded. Furthermore, since (fn) converges
weakly to 0, so does (wn,j), and either (wn,j) converges strongly to 0 or there
is a loss of mass by concentration on 0 since ψ∞ = 0.
By assumption, there is at least one wn,j that loses mass at 0 and we
consider this sequence. Now we use Theorem 31, and obtain a contradiction:
the theorem states that a sequence (gn)n≥1 with gn ∈ dom
(D
AR
2
ϕδn
)
such
that (‖gn‖δn,R2)n is bounded converges in L2loc(R2)2, up to the extraction of
a subsequence. In particular there cannot be any loss of mass at 0.
5.5. Proof of Theorem 4. We consider the homotopy (t, δ) ∈ [0, 1] ×
[0, δ0] 7→ Dδ(t). The restriction to δ > 0 is obviously a homotopy of elliptic
operators, and more precisely of Dirac operators with smooth magnetic po-
tential Aδ(t), varying continuously with (t, δ) ∈ [0, 1] × (0, δ0]. Hence this
part of the homotopy is obviously continuous in the norm-resolvent sense.
Now we deal with the singular part of the family (δ = 0), and then treat
the whole homotopy. The arguments for both cases are similar to the one
used in the proof of Theorem 3, and we leave some details to the reader.
Since the parameter space [0, δ0] × [0, 1)K is metric, it suffices to check
sequential continuity in the gap topology.
In [42] we proved that the family of singular Dirac operators for fluxes
α ∈ (0, 1)K is TΛ-continuous for any bump function Λ (see Remark 7). For
these range of fluxes, it can be easily checked that the function Λ can be
smooth and compacly supported and not only a bump function, and that
the TΛ-continuity extends to α ∈ [0, 1)K . Indeed, by [41, Theorem 22],
there does not exist any collapsing sequence of eigenfunctions in the sense
of (5.14) along a given sequence (S(n), α(n)) → (S, α) when α ∈ (0, 1)K or
α ∈ [0, 1)K and α(n)k → 0+ for the corresponding k. The cited theorem states
that for such a converging sequence (S(n), α(n))→ (S, α), any sequence (ψn)
of wave functions such that
(1) ψn ∈ dom(D(−)An ), An =
∑
k α
(n)
k [S
(n)
k ],
(2) the sequence of graph norms (‖ψn‖An)n≥0 is bounded,
converges – up to the extraction of a subsequence – strongly in L2(S3)2 to
an element ψ ∈ dom(D(−)A ), A =
∑
k αk[Sk] and DAnψn converges weakly
to DAψ. This shows that the path t ∈ [0, 1] 7→ D0(t) is norm resolvent
continuous, the argument is as in the proof of Theorem 3.
Now we consider the full homotopy. Let us first establish the strong re-
solvent continuity. We use Lemma 28 (third characterization). The (strong-
resolvent) continuity for the singular Dirac operators and Theorem 3 implies
the continuity in the strong resolvent sense.
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Now we establish the norm resolvent continuity of the homotopy. Let us
fix Λ ∈ D(R). Just as for Theorem 3, we prove the continuity of Λ(D(δ, α))
by contradiction. The failure of continuity is equivalent to the existence of
a sequence in the parameter space (δn, αn) converging to (0, α) with α ∈
[0, 1)K such that
lim sup
n→∞
‖Λ(D(δn, αn))− Λ(D(0, α))‖B > 0.
By strong resolvent convergence, this implies the existence of a sequence of
normalized eigenfunctions (ψn) associated with λn such that λn converges to
λ ∈ (supp Λ)◦ and ψn ⇀ 0 (it is a collasping sequence in the sense of (5.14)).
Then (ψn) collapses onto the knots γk and as in the proof of Theorem 3, we
obtain the necessary contradiction. We leave the details to the reader.
Appendix A. Proof of Proposition 13
The proof uses the localization and phase jump functions introduced in
Section 5.2. Those where developed for the problem on S3, but one can
define them for the flat metric on R3 using the approximate Cartesian co-
ordinates (2.3) associated with the flat metric.
They are defined by
FR
3
γ (s
′,u) = expΣγ(s)(u1sΣ(γ(s
′))) + u2nΣ(expΣγ(s)(u1sΣ(γ(s
′)))), (A.1)
where s′ is the arclength parameter of γ in the flat metric gR3 , the triplet
(tγ , sΣ,nΣ) is the Darboux frame gR3-normalized, and exp
Σ denotes the
exponential map in the metric induced by gR3 . We also denote by ℓ
′
k the
length of γk in the flat metric.
We leave it to the reader to show that a formula similar to that of Proposi-
tion 21 holds for the free Dirac operator, written in the coordinates (s′k,uk)
around the knot γk. We still write (η+, η−) for the sections aligned with or
against the γk’s, defined in a gR3-tubular neighborhood of the link γ. Their
relative phase is fixed with respect to the Seifert frame (tγk , sΣm ,nΣm) for
γk ⊂ ∂Sm.
For δ > 0 small enough and ψ ∈ dom(D(−)A ) (just as in the case of S3) we
get the following:
(1) The phase jump functions Eδ,j and Ek are Borel and have values in
S
1 ⊂ C.
(2) For any 1 ≤ m ≤ M , and j ∈ {2, 3}M , the wave function Eδ,jχδ,jψ
is in H1(R3)2.
(3) For any 1 ≤ k ≤ K, the wave function Eδ,γkχδ,γkψ satisfies f =
(f+, f−)T ∈ dom
(D(−)
Tℓ′
k
,αk
)
where f is defined by:
(Eδ,γkχδ,γkψ)(x) =: f+(s
′
k(x),uk(x))η+(x) + f−(s
′
k(x),uk(x))η−(x),
where distR3(x, γk) ≤ δ.
We check the continuity on the dense set (in the graph norm):
H1(Tℓ′k)⊗
(
eiαθC∞0 (R
2 \ {0})2)⊕Asing,ℓ′k,αk ,
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where Asing,ℓ′k,αk denotes the orthogonal complement of dom(D
(min)
Tℓ′
k
) with
respect to the graph-norm. We have [41, Lemma 10 and below]:
Asing,ℓ′k,αk =
{
fsing(λ) :=
1√
2πℓ
∑
j∈T∗
ℓ′
k
λje
ijs
(
0
eiαkθKαk(r〈j〉)
)
, λ ∈ ℓ2(T∗ℓ)
}
,
where Kαk denotes the modified Bessel function of the second kind, T
∗
ℓ′k
=
R/(2πℓ′k
Z) is the dual of Tℓ′k and 〈j〉 :=
√
1 + j2. Let us show that the trace
operator (with values in L2(Σ˜)2) is well-defined for elements of the form
f :=
N∑
n=1
eiαkθan(s)wn(u) + fsing(λ), (A.2)
where N ∈ N, wn ∈ C∞0 (R2 \ {0})2, an ∈ H1(Tℓ′k) and fsing(λ) ∈ Asing,ℓ′k,αk .
A computation gives the following identity:
‖fsing(λ)‖2Tℓ =
(∫ +∞
0
(Kαk (r)
2 +K1−αk(r)
2)rdr
) ∑
j∈T∗
ℓ′
k
|λj |2.
For short we write S(a,w) =
∑N
n=1 an(s)wn(u) and f= := e
iαkθS(a,w) ∈
dom(D(min)
Tℓ′
k
). We also drop the dependence in k and write ℓ instead of ℓk.
If 0 < αk <
1
2 , then the trace of f on Tℓ×(R×{0}) from above (or below)
is square integrable in
L2(Tℓ × (R× {0}); ds′du1)2.
Indeed the trace of f0 is in H
1/2(Tℓ × (R × {0}))2 by H1-regularity on
Tℓ × (R× R+). Then the trace of fsing(λ) is also L2 with:∫
(s,u): u2=0
|fsing(λ)|2 ≤ 1
2π
∑
j∈T∗ℓ
|λj |2
∫
R
|Kα(u1〈j〉)|2du1,
≤ 1
2π
∑
j∈T∗ℓ
|λj |2
〈j〉
∫
R
|Kα(u1)|2du1,
≤ C(α)‖fsing(λ)‖2Tℓ ,
where C(α) is of order O
α→12
( 11−2α ). By ‖·‖Tℓ -orthogonality of f0 and
fsing(λ), we get that the trace of f is in well-defined as a continuous lin-
ear map from dom(D(−)
Tℓ
) to L2(Tℓ × R× {0})2.
Going back to R3 (we were localizing around a knot γk), this shows that
the trace of Eδ,γkχδ,γkψ on Σm (with γk ⊂ ∂Sm) from above (or below) is
also square integrable, and the same applies for χδ,γkψ.
Away from ∂Sm let us show that the trace of ψ on Σm is square integrable.
Away from the other knots this is due to the fact that Eδ,jψ is H
1 on
BδΣm \Bδ/2[γ] (away from the knots but close to Σm).
Close to a knot γk (transverse to Σm) this is due to the fact that on
L2(Tℓ′k × R2)2 the trace on an oriented surface Σ˜ transverse to the null
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section σ0 := Tℓ′k×{0}, with |Σ˜∩σ0| = 1 is continuous in the graph norm of
D(−)
Tℓ′
k
,αk
, and it takes values in L2(Σ˜)2. Indeed: we need to compare square
integrability close to the support of the magnetic knots. By Proposition 36,
we can work with the model case D(−)
T
for functions which are localized
around a knot γk′ . We use Proposition 19, adapted to R
3 to write down the
Dirac operator in Cartesian coordinates (2.3).
We recall that Lichnerowicz’ formula applies for functions in dom(D(min)
Tℓ
k′
):
for f ∈ eiαθC∞0 (Tℓk′ × (R2 \ {0}))2, Stokes formula gives:
∫ |D(min)
Tℓk′
f |2 =∫ |(∇f)|θ 6=0 |2. The extension to dom(D(min)Tℓ′
k
) follows by density.
Using (4.19), it suffices to study the trace operator for functions localized
around the intersection, or equivalently we can assume that Σ˜ is localized
around the null-section (like a small disk) and check the continuity on the
dense set (A.2).
So let f = f0 + fsing(λ) with f0 = e
iαkθS(a,w). Again, we drop the
dependence in k and write ℓ instead of ℓ′k.
Since S(a,w) :=
∑N
n=1 an(s)wn(u) ∈ H1, its L2(Σ˜)2-trace is well-defined
with norm smaller than C(Σ˜)‖S(a,w)‖H1 . The trace of eiαθS(a,w) is well-
defined as an element of L2(Σ)2 with norm smaller than
C(Σ˜)‖S(a,w)‖H1(Tℓ×R2)2 = C(Σ˜)‖eiαθS(a,w)‖Tℓ .
We have used Stokes formula on {(s,u) ∈ Tℓ × R2, |u| ≥ r} with r small
enough. Furthermore, by the assumption of transversality Σ˜ ⋔ Tℓ×{0} the
trace of fsing(λ) is well-defined in L
2(Σ˜)2 with squared norm smaller than:∫
Σ˜
|fsing(λ)|2 ≤ C(Σ˜)
2πℓ
∫
R2
∣∣∣ ∑
j∈T∗ℓ
|λj |Kα(r〈j〉)
∣∣∣2,
≤ C(Σ˜)
ℓ
∑
j1,j2∈T∗ℓ
|λj1 ||λj2 |
∫ +∞
0
Kα(r〈j1〉)Kα(r〈j2〉)rdr.
By using Cauchy-Schwarz inequality, then changing variables r′k = r〈jk〉,
k ∈ {1, 2} and re-using Cauchy-Schwarz inequality, we obtain∫
Σ˜
|fsing(λ)|2 ≤ C(Σ˜)
ℓ
∑
j1,j2∈T∗ℓ
|λj1 ||λj2 |
〈j1〉〈j2〉
∫ +∞
0
Kα(r)
2rdr,
≤ C(Σ˜)
ℓ
∫ +∞
0
Kα(r)
2rdr
∑
j∈T∗ℓ
|λj|2
∑
j∈T∗ℓ
〈j〉−2,
≤ C(Σ˜, ℓ)‖fsing‖2Tℓ .
All in all the L2(Σ˜)2-trace of the sum is well defined with squared norm
smaller than
C(Σ˜, ℓ)[‖eiαθS(a,w)‖2Tℓ + ‖fsing(λ)‖2Tℓ ] ≤ C(Σ˜, ℓ)‖eiαθS(a,w) + fsing(λ)‖2Tℓ ,
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where we have used the ‖·‖Tℓ -orthogonality of eiαθS(a,w) and fsing(λ). By
‖·‖Tℓ -density, the L2(Σ˜)2-trace is well-defined as a continuous linear map on
(dom(DTℓ), ‖·‖Tℓ).
Appendix B. Proof of Proposition 12
We prove that ker (D(min)A )∗ is infinite dimensional, or equivalently, that(
ran D(min)A
)⊥
is infinite-dimensional. In [41], we showed that the minimal
domain dom(D(min)A ) corresponds to the elements in H1(ΩS)2 with the cor-
rect phase jumps across the surfaces. Furthermore, for ψ ∈ dom(D(min)A ) we
have by Lichnerowicz’ formula∫
|D(min)A ψ|2 ≥
∫
|(∇ψ)|ΩS |
2. (B.1)
Let us show that the boundary values of ψ on each S˜k (on both sides) are
continuous in H
1/2
loc (S˜k). (We recall that S˜k = Sk \ γ is an open surface).
Let χ ∈ D(S3, [0, 1]) with support in S3 \ γ and which equals one in {p ∈
∪kSk, dist(p, ∂Sk) > ε} for a given small enough ε > 0. Then χψ is in
dom(D(min)A ) and its traces on both sides of Sk are controlled by its H1(ΩS)2-
norm. More generally, we denote by D the operator with domain H1(ΩS)
2
that acts as follows:
Dψ :=
(− iσ(∇)ψ)∣∣
ΩS
∈ L2(ΩS)2 →֒ L2(S3)2.
Using (B.1) and the Sobolev inequality (in three dimensions) we see that
for any smooth function χ ∈ D(S˜k), there exists C = C(S, χ) > 0 such that
for any ψ ∈ dom(D) the following estimate holds:
‖χψ|
(S˜k)±
‖H1/2(S˜k)2 ≤ C(S)‖χψ‖H1(ΩS)2 ≤ C(S, χ)‖Dψ‖L2 . (B.2)
So the trace functionals ψ 7→ ψ|(Sk)± are continuous from
(
dom(D), ‖D(·)‖L2
)
to H
1/2
loc (S˜k)
2. The elements of dom
(D(max)A ) satisfy the jump condition
across Sk, which is a H
1/2
loc (S˜k)
2-continuous condition. And from the defini-
tion of D(min)A , the traces of elements in dom(D(min)A ) are in H1/2(Sk).
The estimate (B.2) implies that for any ψ ∈ H1(S3)2 the distance
distL2
(
Dψ, ran
(D(min)A ))
is positive whenever ψ|Sk 6= 0, since the traces of ψ on (Sk)± coincide. Thus
the L2-orthogonal complement of ran
(D(min)A ) in closL2(ranD) ⊂ L2(S3)2 is
non-trivial. Let us show that it is infinite dimensional to end the proof. We
can pick a sequence (un)n≥0 of non-zero elements in D(S˜k)2 with disjoint
support. We can extend them on S3 to form a sequence (ψn)n≥0 of elements
in H1(S3)2 and we consider E = spann≥0(Dψn). By (B.2), this vector
subspace is infinite dimensional and we have
E ⊕ closL2 ran
(D(min)A ) ⊂ closL2(ranD) ⊂ L2(S3)2.
To establish the supplementarity of the two vector subspaces, we can argue
by contradiction and use the estimate (B.2).
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