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Abstract
This work proposes a deterministic methodology to generate synthetic wind-speed time series consistent
with both a probability density function and a spectral density function. The method relies on the random-
phase multisine signal to generate an initial sequence conforming to the target spectral density. A following
iterative rank-reordering procedure rearranges the samples drawn from the target probability distribution so
as to match the desired spectral density function. Such a rank-reordering procedure generates a final signal
that conforms to a stationary, pseudo-random process. An application of the method is presented along with
a comparison with two different state-of-the-art algorithms from the literature.
Keywords— Synthetic wind speeds, random-phase multisine, pseudo-random process
1 Introduction
The availability of synthetic or computer-generated
wind data that are consistent with both a probability
density function (PDF) and a spectral density function
(PSD) can save valuable time in a number of applica-
tions related to wind energy. For instance, synthetic
wind-speed time series are particularly useful in de-
riving power time series from power curves to provide
a time-varying estimate of wind turbines yield. Such
time series can also be used to mimic realistic input
conditions for testing and training wind resource as-
sessment applications.
Wind-speed fluctuations are often described statisti-
cally, in terms of a random process constrained by sta-
tistical descriptors such as the PDF and the autocor-
relation function or, equivalently, the PSD. A further
simplification is to regard this random process as sta-
tionary, where one assumes that the statistical descrip-
tors do not change over time. Despite the stationarity
assumption, no exact mathematical solution exists for
the problem of fitting an arbitrary sequence to both
a non-Gaussian PDF and a given PSD, mainly due to
the limitation of linear filtering operations to impose
a desired spectral content which inevitably leads to
a Gaussian sequence. Wind-speed records do exhibit
non-Gaussian marginal distributions with increasing
length of the time series, therefore an iterative ap-
proach is required to address this problem.
In this work we present a novel method for gener-
ating synthetic wind-speed time series by means of a
stationary, pseudo-random process for which the user
can impose both the power spectral density function
and the probability density function. The methodol-
ogy proposed here relies on the technique for design-
ing broadband excitation signals with a user-imposed
power spectrum and probability distribution devel-
oped by Schoukens and Dobrowiecki [1]. Such a
technique makes use of the random-phase multisine
signal, a well-known class of signals in the system-
identification community, to generate a signal consis-
tent with the imposed target spectral density. Subse-
quently, an iterative rank-reordering process attempts
to give the samples of a previously generated sequence
with the imposed PDF the same autocorrelation struc-
ture that the samples of the sequence consistent with
the target PSD possess.
Similar methods have been already proposed for
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2 REVIEW OF PREVIOUS WORK
generating surrogate data [2], and coloured, non-
Gaussian signals [3]. In contrast to those methods,
our approach generates the initial sequence conform-
ing with the target PDF in a deterministic way, and
introduces a stochastic component by means of the
random phases of the multisine signal. Our main goal
is to show that this algorithm is suitable for generating
synthetic wind-speed time series which are consistent
with a target PDF and a prescribed PSD.
The method is first tested for the generation of
mean, horizontal wind-speed time series which are
Weibull distributed and possess the low-frequency
component of the experimental spectral content de-
duced by Van der Hoven [4]. With this test, we show
that the present model can simulate the fluctuation
of the mean wind speed, which is associated with the
low-frequency region of the power spectrum and can be
well approximated by a Weibull-distributed process.
It is shown that for sufficiently long time series both
the target probability distribution function and the
target spectral content can be reproduced with arbi-
trarily high accuracy. In addition, to show its capabil-
ities we provide a comparison of the proposed method
with two of the most effective algorithms available in
the literature for synthetic generation of signals con-
forming to both a target PDF and PSD, namely the
Yura and Hanson method [5] and the Nichols et al.
method [3].
2 Review of previous work
The issue tackled by this paper stems from the more
general problem of generating coloured non-Gaussian
random sequences which conform to a given PDF and
PSD or, equivalently, autocorrelation function. No ex-
act mathematical solution exists for such a problem
due to the impossibility of imposing an arbitrary spec-
tral content to a non-Gaussian sequence without alter-
ing its marginal distribution towards a normal distri-
bution. Therefore, a number of different approaches
have been proposed in the literature to address this
problem. In particular, the work of Gujar and Ka-
vanagh [6] seems to be the first to have suggested a
scheme based on a linear filtering operation to im-
pose the prescribed power spectral density to an ini-
tial white noise Gaussian sequence, followed by a zero-
memory nonlinear transformation (ZMNL) to impose
the desired PDF to the generated signal without alter-
ing considerably its power spectrum. Such a two-step
approach has lately become the most commonly em-
ployed procedure for the generation of coloured non-
Gaussian random signals. Liu and Munson [7] pro-
posed the same procedure where the ZMNL transfor-
mation was modelled through an expansion of Hermite
polynomials, but providing a more thorough study of
the method. Likewise, Grigoriu [8] devised a similar
algorithm for simulating stationary non-Gaussian pro-
cesses in which the ZMNL transformation was defined
by means of a translation process [9].
In the method proposed by Filho and Yacoub [10]
the imposition of the target non-Gaussian PDF is in-
stead achieved by implementing a rank-matching pro-
cess, which concurrently attempts to reproduce the
autocorrelation of the sequence possessing the desired
PSD. Contrary to the previous methods, this advanta-
geous approach removes the requirement of an analyti-
cal expression for the ZMNL transformation to impose
the target PDF.
A different class of simulation algorithms for sta-
tionary non-Gaussian processes has been introduced
by Yamazaki and Shinozuka [11] who proposed an it-
erative algorithm to match both the target probability
distribution and the desired spectral content. In this
method, the initial Gaussian sequence with the pre-
scribed PSD is generated by the spectral representa-
tion method (SRM), which was first introduced by Shi-
nozuka and Jan [12] for simulating Gaussian stochastic
processes with a target spectral content, and further
developed by Shinozuka and Deodatis [13]. The de-
sired PDF is then imposed on the generated signal and
the distortion of the PSD is corrected iteratively. The
same algorithm was later improved by Deodatis and
Micaletti [14] to match highly skewed non-Gaussian
probability distributions, and by Shi and Deodatis [15]
to preserve the Gaussian characteristics of the under-
lying initial sequence throughout the iterative process.
The latest development in this class of simulation al-
gorithms can be found in the work of Bocchini and
Deodatis [16] along with a critical review of all the
previous works.
To date, the algorithm presented by Nichols et al.
[3] for generating non-Gaussian coloured stochastic se-
quences appears to be the one that yields the most ac-
curate numerical results in matching both the target
PDF and PSD. Following the approach of [10], they
introduced an iterative scheme for the rank-reordering
step to simulate the influence of the ZMNL transfor-
mation which is equivalent to that put forward by
Schreiber [2]. By combining the initial linear filter for
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imposing the target spectral content with this itera-
tive scheme, they showed that a wide number of com-
binations of non-Gaussian PDF and PSD can be easily
reproduced. Also Yura and Hanson [5] obtained good
results in terms of reproducibility of probability distri-
bution and autocorrelation function, but with a sim-
pler and non-iterative method. Their algorithm makes
use of the spectral representation method to generate
the signal with the target spectral content which is fol-
lowed by a single application of the cumulative distri-
bution function (CDF) mapping employed in [11]. In
contrast with Yamazaki and Shinozuka, they showed
that an iterative scheme is not necessary to reproduce
fairly accurately the target functions for a number of
combinations of probability distribution and autocor-
relation functions.
It is worth mentioning that an application for the
generation of wind-speed time series conforming to a
prescribed PSD and a target non-Gaussian PDF by
means of a stationary, stochastic process has been re-
cently attempted by Torrielli et al. [17] with the aim of
reproducing the macro-meteorological region of a mea-
sured horizontal wind speed spectrum. Their method
consisted in a revised version of the algorithm devel-
oped by Masters and Gurley [18], and they also later
proposed a modified version of the Nichols’ algorithm
to allow to recover the underlying deterministic com-
ponent of the wind from the simulated time series [19].
The method of the present paper makes use of
the random-phase multisine for designing an initial
stochastic sequence possessing the target spectral con-
tent:
z(t) =
N∑
k=1
Ak sin(2pif0kt+ φk). (1)
The periodic and broadband nature of this type of
signal enables to impose a desired spectral content by
setting its harmonic amplitudes Ak, and guarantees
the generation of a stochastic sequence through the
introduction of the random phases φk. Realizations of
Eq. (1) therefore result in Gaussian-distributed signals
whose mean and variance are imposed by the Ak’s.
This sequence is then used to iteratively rearrange
the samples conforming to the target PDF so that
they match the autocorrelation of the multisine sig-
nal. This rank-reordering procedure is similar to the
one proposed by [10] and [3], and effectively simulates
the action of a zero-memory nonlinear transformation.
3 Random-phase multisine itera-
tive method
Suppose that we wish to generate a time series of N
horizontal wind speeds consistent with a desired prob-
ability distribution function and which conforms to a
prescribed power spectral density function. The initial
step to carry out is to generate a sequence ofN samples
conforming to the target PSD denoted by Szz(f). In
order to do that, the target one-sided power spectrum
Szz(f) is to be sampled at N/2 discrete frequencies
fk, k = 0, ..., N/2−1. The sampling frequency fs, and
consequently the frequency resolution ∆f = 2fs/N ,
are dictated by the Nyquist frequency criterion for
the maximum resolvable frequency according to the
relation fNy = fs/2. Therefore, assuming the high-
est frequency at which the PSD is estimated as the
Nyquist frequency, we can sample the target PSD
function at the discrete frequencies fk = 2kfNy/N ,
k = 0, ..., N/2 − 1, which yield the corresponding dis-
crete values of the one-sided target power spectrum
Szz(fk). These discrete samples are then translated
into Fourier amplitudes by taking
Zk =
√
Nfs
2
Szz(fk), k = 0, ..., N/2− 1. (2)
The initial sequence possessing the target PSD will
only serve to shape the final sequence of wind speed
samples towards the desired autocorrelation, and it is
generated as a random-phase multisine signal directly
in the frequency domain. To do that, the sequence of
the extracted Fourier amplitudes Zk is first extended
with N/2 zeros, Zk = 0, k = N/2, ..., N − 1, and the
mean of the signal in time domain is removed by set-
ting Z0 = 0. Each Fourier amplitude is then multi-
plied by a random phase θk drawn from the uniform
distribution U [0, 2pi); the resulting sequence is inverse
Fourier transformed and only the real part is retained
so as to generate the real signal zn with
zn = 2<{FT−1(Zkejθk)}, n = 0, ..., N − 1. (3)
At this stage, the randomness introduced in the
process by the random phases ensures that an initial
stochastic multisine sequence is generated.
The next step is to generate a new sequence xn,
n = 0, ..., N−1 that is consistent with the target prob-
ability density function. This is achieved by applying
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a CDF mapping technique on a linear sequence of N
samples on the interval (0, 1) denoted by un which rep-
resents the cumulative distribution function of a uni-
formly distributed variable, and is defined as
un =
1 + 2n
2N
, n = 0, ..., N − 1. (4)
With this technique, one can easily obtain a se-
quence of N samples, indicated by xn, which is dis-
tributed with the desired probability density function.
That can be achieved by a single application of the
inverse cumulative distribution function of the target
PDF to the previously generated sequence un,
xn = F
−1(un), (5)
where F−1 is the inverse target CDF. Such a tech-
nique is not restricted to cumulative distribution func-
tions that possess analytical inverse. In cases where
F−1 can not be analytically determined a nonlinear
curve fitting can be performed to obtain a numerical
inverse of the target CDF to apply in Eq. (5). Note
that the CDF mapping is applied to a deterministic
sequence, i.e. un, which always generates the same se-
quence xn from a given target PDF defined by a given
set of parameters. This deterministic generation of the
samples does not affect, however, the ability of such a
technique to reproduce accurately the extreme values
of the target distribution, which increase in magnitude
with the number of samples N and hence with the
length of the generated sequence. Thus, the inverse
CDF operation results in a sequence of N samples xn
already sorted in ascending order, which is desired for
the reordering procedure of the signal that follows.
In generating xn, we must ensure that the variance
of the target PDF equals the variance obtained by in-
tegrating the two-sided target power spectral density
over its frequency domain with its zero-frequency com-
ponent removed. This constraint originates as a direct
consequence of the Wiener-Khintchine theorem which
relates the PDF and the autocorrelation (hence the
PSD) of a stationary process through the variance of
the signal generated by the process ([20, 21]).
To complete the initialization procedure, the vari-
ance and the mean of the previously generated se-
quence consistent with the target PDF, xn, are im-
posed to the initial multisine signal zn. This results in
the new sequence z˜n
z˜n = z
0
n + x¯, (6)
where z0n = (σx/σz)zn , and x¯ =
1
N
∑
n xn is the
desired mean from the target PDF. Before starting
the iterative rank-reordering procedure, the Fourier
amplitudes of z˜n are first calculated and then stored,
Z˜k = |FT (z˜n)|.
At this stage, the goal is to reorder the samples of
the sequence xn, which conform to the target PDF,
so as to generate a new sequence which has a power
spectral density function matching the target PSD
possessed by z˜n. This is achieved by implementing
a rank-reordering iterative procedure which simulates
the effect of a zero-memory nonlinear transformation
and consists of three steps. Firstly, the already or-
dered values of the sequence xn are given the same
positions in the new signal as the sorted values of z˜n
possess within their sequence. That is, the samples of
xn are reordered so that its smallest value, x0, is given
the same position in the new sequence as the smallest
value of z˜n has in its own sequence, and so forth for
all the N values. Such reordering will produce a new
sequence x˜n. Secondly, the phases of the Fourier spec-
trum of this new, reordered sequence x˜n are computed
by means of the Fourier transform of the signal, which
yields
φk = tan
−1
(={FT (x˜n)}
<{FT (x˜n)}
)
, (7)
where ={·} and <{·} indicate respectively the imag-
inary part and the real part of the transform. Lastly,
the sequence x˜n is replaced by a new multisine signal
generated by taking the real component of the inverse
Fourier transform of the stored Fourier amplitudes Z˜k
multiplied by the last computed phases φk
z˜n = <{FT−1(Z˜kejφk)}. (8)
In the next iteration this sequence will be employed
to perform the successive rank-reordering step of the
samples of xn.
This iterative procedure attempts to reproduce the
target autocorrelation function by giving the values of
xn the same ranking in the sequence as the ranking
that similar values of the sequence consistent with the
target PSD, z˜n, have among each other. At each iter-
ation, the first step will produce a new signal x˜n con-
forming with the target probability distribution and,
at the same time, attempts to reorder its samples ac-
cording to the ranking of the last generated sequence
z˜n, shaping its autocorrelation function towards the
target autocorrelation function (i.e. the target PSD).
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Figure 1: High-level flowchart of the proposed methodology.
In performing this rank-reordering step, values from
the target PDF are replacing the samples of z˜n to gen-
erate x˜n. Therefore this new sequence will possess
exactly the target PDF but only an approximation of
the target Fourier amplitudes Z˜k. Before restoring the
target Fourier amplitudes, a further step is needed to
retain the positional relationship that the samples of
x˜n have among each other within their sequence; that
is achieved by storing the phases φk in the second step
(Eq.(7)). Finally, the third step will generate the new
signal z˜n by performing an inverse Fourier transform
on the stored initial target Fourier amplitudes Z˜k and
the last computed phases φk. Despite producing a new
sequence with the desired Fourier amplitudes (target
PSD), Eq.(8) will alter the probability distribution of
the resulting sequence towards a Gaussian distribu-
tion due to the central limit theorem as a direct con-
sequence of the inverse Fourier transform operation.
Therefore, the three-step scheme has to be iterated
up to the point where the variations of the phases of
the reordered signal with the target PDF, φk, become
negligible, i.e. when the reordering step does not alter
significantly the Fourier amplitudes of the last gener-
ated signal z˜n.
The resulting sequence will possess exactly the tar-
get PDF since it consists of samples drawn from the
sequence with the target probability distribution. As
for the deviations from the target PSD, Filho and Ya-
coub [10] implemented in their work the same rank-
reordering iterative process and proved that this al-
gorithm converges to the target PSD as the number
of samples N increases. In the next section, we pro-
vide an example with a multimodal power spectrum to
show that the algorithm is also capable of reproducing
such a class of power spectral density functions.
It is important to point out that, in contrast to [3]
and [5], the present methodology simulates a station-
ary pseudo-random process and can be therefore re-
garded as deterministic. Here the initial sequence con-
sistent with the target PDF, xn, is not obtained as a
finite number of realizations of a stochastic variable,
but rather it is generated in a deterministic fashion
by applying the inverse CDF transform to the CDF
of a uniform distribution. The only stochastic com-
ponent is introduced in the method by the use of the
random phases θk which, however, only affect the rear-
rangement of the samples of the final sequence without
altering stochastically the values of the sequence. This
has two important implications. First, by simulating
the process with the same set of initial phases θk one
always gets exactly the same output signal. Second,
by introducing random sets of initial phases θk, a num-
ber of different signals consistent with the same target
statistical descriptors (i.e. PDF and PSD) can be gen-
erated.
4 Test case
In this section, we test the proposed method for the
generation of horizontal wind speed time series. In par-
ticular, we choose to simulate synthetic wind speeds
with a sampling period of 10 minutes that possess a
spectral content representative of the distribution of
kinetic energy associated with the macrometeorologi-
cal range of frequencies produced by the wind speed
fluctuations. To this end, we consider as target PSD
the low-frequency component of the spectrum of hori-
zontal wind speeds derived by Van der Hoven [4] from
different sets of measurements. Such a broadband con-
tent in the low-frequency region of this power spec-
trum is delimited by the so-called spectral gap and it
is therefore associated with the fluctuation of the mean
wind speed whose averaging period lies in the spectral
gap.
The solid line of Fig. 2 shows the target spectral
content selected for this test. We decide to repro-
duce a spectral window comprised of frequencies rang-
ing from f ∼ 3 × 10−7 Hz, corresponding to a time
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Figure 2: Horizontal wind-speed spectrum at Brookhaven National Laboratory at about 100-m height proposed
by Van der Hoven [4].
scale of approximatively one month, to f ∼ 8 × 10−4
Hz which corresponds to a sampling period of 10 min-
utes according to the maximum resolvable frequency
(fs = 2fmax). This spectral window includes the fluc-
tuations of kinetic energy in the wind associated with
the passage of large-scale weather systems (synoptic
peak at f ∼ 3×10−6 Hz), and the variations related to
the day and night cycle (diurnal peak at f ∼ 2.5×10−5
Hz). The fast fluctuations occurring due to turbulence
(high-frequency component peak at f ∼ 1.5×10−2 Hz)
are not included in the target spectral content. There-
fore, such a choice for the upper cutoff frequency en-
sures that no additional energy due to faster fluctua-
tions of the wind is injected in the simulated time series
by disregarding the micrometeorological peak and, at
the same time, guarantees that the target spectrum
is physically consistent with the choice of generating
wind speed time series with a sampling period of 10
minutes. The lower end of the spectral window co-
incides with the lowest available frequency of the se-
lected target spectral content where no annual cycle is
present.
As for the target probability distribution, for this
test we employ a Weibull PDF since observed horizon-
tal wind speeds averaged over 10 minutes exhibit at
many locations frequency distributions that are often
well described by this marginal distribution [22]. In
addition, such a probability distribution has an ana-
lytically invertible CDF given by
F−1(x) = A(− log(1− x))1/k, (9)
where A and k are respectively the scale and the
shape parameter of the Weibull PDF, and x is the
cumulative distribution value which ranges in the in-
terval (0, 1). Hence, such a PDF is suitable for the ap-
plication of the present method. The initial sequence
xn is generated by applying Eq. (9) to the sequence
un of N uniformly distributed samples in the inter-
val (0, 1) (inverse CDF transform method of Eq. (5)).
The simple transformation of Eq. (9) does not include
any tailored technique for the prediction of long-term
extreme winds, and the extreme values of the gener-
ated Weibull sequence remain completely determined
by the parameters of the distribution and the number
of generated samples N .
For this test, N = 105120 wind speed samples were
generated corresponding to 2 years of data with a sam-
pling period of ∆t = 10 min. The total length of the
sequence so generated is not intended to be representa-
tive of the fluctuation of the mean wind speed through-
out two full calendar years; rather, it is regarded as a
series of 24 months each of them expressing the varia-
tion of the mean wind speed consistent with the distri-
bution of the variance imposed by the target spectral
content.
The mean wind speed was set to u¯ = 8 m/s. The
scale parameter A and the shape parameter k were
derived by imposing the selected mean wind speed and
the variance obtained by integrating the target PSD
over the frequency range of interest. This resulted in
A = 8.95 m/s and k = 1.67, respectively.
Fig. 3 shows a segment of the time series generated
in this test along with the agreement in terms of PDF
and PSD with the respective target functions. Since
the generated sequence consists of samples produced
by means of Eq. (9), there is an exact match between
the target PDF and the probability distribution of the
generated time series. Therefore, one may expect that
the deviation in terms of the spectral content must ac-
count for the total error introduced by the simulation.
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Nevertheless, the number of simulated samples N en-
sures that the algorithm generates a time series with a
PSD that converges to the target spectral content giv-
ing a highly accurate match despite the multimodal
nature of the target PSD (Fig. 3c).
5 Comparison with selected
methods
This section provides a comparison of the proposed
algorithm with two different methods for generating
coloured, non-Gaussian signals consistent with both a
target PDF and a target PSD, which we believe are
the ones giving the most accurate results available in
the literature. They are respectively the non-iterative
algorithm of Yura and Hanson [5] and the iterative
method proposed by Nichols et al. [3], and they will
be both implemented for the generation of horizontal
wind speed time series consistent with the same PDF
and PSD target functions employed in the test case.
Before presenting the results of the comparison, we
provide a brief description of the two methods to point
out their most relevant features and differences with
our algorithm which are also summarized in Table 1.
5.1 Yura and Hanson method
Yura and Hanson [5] proposed a non-iterative method
which simulates a stationary, stochastic process to gen-
erate a signal consistent with both a specified probabil-
ity density function and a power spectral density func-
tion. Their method relies on the spectral representa-
tion method to generate a signal with the desired spec-
tral content and makes use of a technique based on the
inverse CDF transform method to impose the target
probability distribution to the generated signal. Their
algorithm can be summarized as follows. First, an
initial zero-mean, unit-variance Gaussian seed is gen-
erated via a random generator. This initial sequence
is then coloured in the Fourier domain with the target
Fourier amplitudes extracted from the target PSD, and
a new sequence is generated by inverse Fourier trans-
forming into the time domain this coloured sequence.
As a final step, an inverse CDF transform technique
is applied to the CDF of the generated time signal so
as to impose the target probability distribution to the
final sequence. It is important to note two major dif-
ferences with the methodology proposed in the present
paper. The initial seed here produced is a result of a
random process and therefore this method, contrary
to ours, possesses an intrinsic stochastic nature. Sec-
ondly, no iterative procedure is considered to correct
the distortion in the PSD introduced by imposing the
desired PDF to the coloured time sequence.
5.2 Nichols et al. method
Although the algorithm put forward by Nichols et al.
[3] bears a close resemblance with the present method,
there are a few substantial differences that are worth
pointing out. To begin with, their initial sequence pos-
sessing the desired PDF is generated by means of a
random generator, whereas in the proposed method
the process to get the initial sequence carrying the
target probability distribution is deterministic. There-
fore, Nichols’ method relies on multiple realizations of
a stochastic process as the main source of variability
for the generated signal. On the other hand, in the
method of the present paper the variability of the fi-
nal signal is guaranteed by the random phases of the
initial multisine signal which provide a stochastic re-
arrangement of the deterministic samples. Secondly,
in Nichols et al. method the imposition of the variance
from the target PSD is carried out on the initial signal
with the desired PDF. This introduces a deviation in
the target probability density function and requires a
further calculation step to estimate the effective pa-
rameters of the target PDF which are consistent with
the constraint imposed on the variance by the target
PSD. In the random-phase multisine method the se-
quence with the desired PDF is instead designed such
that it meets such a constraint allowing to have better
control on the target probability density that we want
to reproduce (e.g. by setting one parameter of the tar-
get distribution and determine the other one accord-
ingly). In contrast with our method, Nichols et al.
algorithm does not generate any initial sequence pos-
sessing the target spectral content and the extracted
target Fourier amplitudes are employed directly in the
iterative process to impose the desired PSD on the sig-
nal. As for the iterative part, the two methods do share
effectively the same rank-reordering iterative process
which performs the calculation of the phases of the
current signal and generates a new signal by means
of the target Fourier amplitudes so as to restore the
target power spectrum.
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(a) (b) (c)
Figure 3: Simulation of a pseudo-random, Weibull distributed process with Random-phase multisine method.
(a) Segment of generated time series. (b) PDF agreement. (c) PSD agreement.
(a) (b) (c)
Figure 4: Simulation of a stochastic, Weibull distributed process with Yura and Hanson method. (a) Segment
of generated time series. (b) PDF agreement. (c) PSD agreement.
(a) (b) (c)
Figure 5: Simulation of a stochastic, Weibull distributed process with Nichols et al. method. (a) Segment of
generated time series. (b) PDF agreement. (c) PSD agreement.
5.3 Comparison results
The two methods selected for comparison were imple-
mented for generating horizontal wind-speed time se-
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Preprocessing Algorithm Postprocessing
Yura and Hanson - random seed ∼ N (0, 1) - non-iterative - averaging PSD- target Fourier amplitudes - SRM + CDF mapping - autocorrelation function
Nichols et al.
- target Fourier amplitudes
- random sequence ∼ target PDF
- imposition of σ2 from target PSD - iterative rank-reorder - restoration of x¯
- target PDF parameters
- removal of x¯
Random-phase
multisine
- target Fourier amplitudes
- random-phase multisine with target PSD - iterative rank-reorder
- deterministic sequence ∼ target PDF
- imposition of x¯ and σ2 from target PDF
Table 1: Summary of the most important features of the compared methods.
ries which are consistent with the same target PDF
and PSD described in the test case. A number of
N = 105120 wind-speed samples were generated for
each simulation.
Fig. 4 shows the results produced by the implemen-
tation of the non-iterative Yura and Hanson method.
The horizontal wind-speed time series generated by
their algorithm yields an excellent match in terms of
PDF with the target function, showing slight fluctu-
ations around the target PDF as a consequence of
the stochastic generation of the initial seed (Fig. 4b).
Thus, one can expect the agreement with the target
PDF to improve with the number of simulated sam-
ples N in the signal. However, this feature of their
method also yields a considerably noisy power spec-
trum of the generated time series as shown in Fig. 4c.
This is an additional shortcoming introduced by the
random generation of the time series which guarantees
only an asymptotic convergence to the imposed PSD
due to the finite length of the generated sample. This
means that the PSD derived from the generated time
series can only approximate the desired PSD. There-
fore, a smoothing technique needs to be applied on the
generated PSD in order to assess the agreement with
the target spectral content. To accomplish that, we
performed Welch’s averaging technique on the gener-
ated noisy spectrum which produced the agreement of
Fig. 4c. While the shape of the target PSD appears
to be correctly reproduced by the generated sequence,
Yura and Hanson algorithm seems to fail in imposing
the proper scale of power density over all frequencies.
The work of [5] only shows agreements in terms of
autocorrelation coefficients (or equivalently autocorre-
lation functions) without discussing the issue of the
noisiness of the generated spectrum. Therefore, we
believe that a further investigation of the interplaying
relation between the noisy power spectrum and the
autocorrelation function related through the Wiener-
Khintchine theorem must be undertaken in order to
provide a proper assessment on the deviations from
the target PSD. In Fig. 4a a segment of the generated
time series is shown.
The application of the Nichols et al. method pro-
duced the results shown in Fig. 5. The agreement with
the target PDF is excellent and only a slight fluctua-
tion around the target probability function can be no-
ticed (Fig. 5b). As in Yura, this is due to the stochastic
generation of the initial sequence and it is reduced with
the sample size. Note that the random-phase multisine
method is not affected by this shortcoming as the gen-
eration of the initial signal is deterministic. Finally,
the rank-reordering procedure implemented in Nichols’
method seems to prevent altogether the generation of
a noisy spectrum and yields an excellent agreement
with the target PSD which is as good as the one pro-
duced by the random-phase multisine (Fig. 5c). When
assessed in terms of computational efficiency, the pro-
posed method and the Nichols et al. method show
comparable performances provided that they are both
run with a fixed number of iterations. For this test,
the wall clock time was estimated to be approximately
0.65 s on a 2.3 GHz dual-core Intel Core i5 proces-
sor. A segment of the generated time series is shown
in Fig. 5a.
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6 Discussion and conclusions
A novel method for the generation of synthetic wind-
speed time series that are consistent with both a given
probability distribution and a desired spectral content
has been presented in this paper. Such a methodol-
ogy provides a computationally fast algorithm based
on the random-phase multisine signal to generate a
large number of samples that fit with arbitrarily high
accuracy the target statistical descriptors.
To show its potential, it has been first tested for
the simulation of the macrometeorological frequency
content that 10-minute averaged wind-speed measure-
ments typically exhibit over a time scale of approxi-
mately one month. The low-frequency component of
the Van der Hoven spectrum and the Weibull proba-
bility distribution have been chosen respectively as the
target PSD and the target PDF to reproduce for this
test. The generated time series has shown an exact
match with the target marginal distribution and an
excellent agreement with the target spectral content,
demonstrating that the proposed algorithm is capable
of simulating signals characterized by a multimodal
PSD with multiple peaks as the ones typically mea-
sured for 10-minute averaged wind speeds.
In addition, the model of the present paper has been
compared with two state-of-the-art algorithms for the
generation of spectrally coloured, non-Gaussian signals
available in the literature. The comparison has shown
that it can outperform those methods in terms of the
agreement with at least one of the target statistical
descriptors when implemented to simulate wind-speed
time series consistent with the same PDF and PSD
employed in the test case.
As in the methods [5] and [3] employed in the com-
parison, the simulation is restricted only to station-
ary time series. This represents an important limita-
tion when it comes to simulating different time scales
as the presence of diurnal, seasonal and annual fre-
quency components make the fluctuation of the mean
wind speed a highly nonstationary phenomenon whose
marginal distribution varies continuously across time
scales. With regard to the ability of the present
method to simulate realistic wind speeds, it is also
important to note that higher-order moments are not
taken into consideration in this process. Higher-order
statistical descriptors might also be necessary to match
in order to generate synthetic time series consistent
with measured time series.
In contrast with existing methods, the algorithm
here presented simulates a pseudo-random process
in which deterministic samples are subjected to a
stochastic, iterative rearrangement to match the tar-
get autocorrelation function. Thus, for target CDF
that possess an analytical inverse, this convenient fea-
ture allows to always retrieve an exact match with the
target probability distribution for any number N of
simulated samples.
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