Iterated integrals, multiple zeta values and multiple Beta functions by Li, Jiangtao
ar
X
iv
:2
00
7.
00
17
2v
1 
 [m
ath
.N
T]
  1
 Ju
l 2
02
0
ITERATED INTEGRALS, MULTIPLE ZETA VALUES AND
MULTIPLE BETA FUNCTIONS
JIANGTAO LI
Abstract. Classical multiple zeta values can be viewed as iterated integrals of
the differentials dt
t
, dt
1−t
from 0 to 1. In this paper, we show that iterated integrals
of the differentials {
tm
dt
t
, tn
dt
(1 − t)l
| m,n, l ∈ Z
}
from 0 to 1 are Q-linear combinations of multiple zeta values. Furthermore, we
show that iterated integrals on functions in the algebra which are generated by one
variable multiple polylogarithms and functions t, 1
t
, 1
1−t
from 0 to 1 are Q-linear
combinations of multiple zeta values. As an application of our main results, we
show that the coefficients of the Taylor expansions of the multiple Beta function∫
· · ·
∫
0<t1<···<tr<1
tα1
1
(1− t1)
β1 · · · tαrr (1 − tr)
βrdt1 · · · dtr
with respect to αi, βi are Q-linear combinations of multiple zeta values.
1. Introduction
Multiple zeta values are defined by
ζ(k1, · · · , kr) =
∑
0<n1<···<nr
1
nk11 · · ·n
kr
r
, k1, · · · , kr−1 ≥ 1, kr ≥ 2.
For multiple zeta value ζ(k1, · · · , kr), denote by N = k1 + · · ·+ kr and r its weight
and depth respectively. For convenience we view the number 1 as a multiple zeta
value of weight 0 and depth 0. Multiple zeta value ζ(k1, · · · , kr) has an iterated
integral representation of the form
ζ(k1, · · · , kr) =
∫
· · ·
∫
0<t1<···<tN<1
ω1(t1) · · ·ωN(tN),
where ωi(t) =
{
dt
1−t
, i ∈ {1, k1 + 1, · · · , k1 + · · ·+ kr−1 + 1},
dt
t
, i /∈ {1, k1 + 1, · · · , k1 + · · ·+ kr−1 + 1}.
Akhilesh [1] defined double tails of multiple zeta values. They are iterated integrals
of the form ∫
· · ·
∫
0<t1<t2<···<tN<1
tm1 (1− tN)
nω1(t1)ω2(t2) · · ·ωN(tN),
where ωi ∈
{
dt
t
, dt
1−t
}
. Akhilesh used double tails of multiple zeta values to deduce
a very fast algorithm to compute multiple zeta values.
Project funded by China Postdoctoral Science Foundation grant 2019M660828.
2020 Mathematics Subject Classification. 11F32, 11G55.
Keywords : Multiple zeta values, polylogarithms, multiple Beta function, iterated integrals.
1
2 JIANGTAO LI
In this paper, we study iterated integrals of the form∫
· · ·
∫
0<t1<t2<···<tN<1
tm11 t
m2
2 · · · t
mN
N ω1(t1)ω2(t2) · · ·ωN(tN),
where m1, · · · , mN ∈ Z and ωi ∈
{
dt
t
, dt
(1−t)l
| l ∈ Z
}
. It is clear that double tails of
multiple zeta values are Q-linear combinations of the above iterated integrals. For
a finite set A, denote by ♯A the number of elements in A. Then we have
Theorem 1.1. For ωi(t) ∈
{
tmdt
t
, tn dt
(1−t)l
| m,n, l ∈ Z
}
, denote by I(ω1, · · · , ωN)
the iterated integral
I(ω1, · · · , ωN) =
∫
· · ·
∫
0<t1<···<tN<1
ω1(t1) · · ·ωN(tN).
Then I(ω1, · · · , ωN) is a Q-linear combination of multiple zeta values of weight
≤ ♯
{
i | ωi(t) ∈ {
dt
tm
,
tndt
(1− t)l
| n ∈ Z, m, l ≥ 1}
}
and depth
≤ ♯
{
i | ωi(t) ∈ {
tndt
(1− t)l
| l ≥ 1}
}
if I(ω1, · · · , ωN) is convergent.
The iterated integrals in Theorem 1.1 are special cases of the iterated integrals of
Theorem 2.1 in [4], while we have a more delicate upper bound about the weight and
depth of multiple zeta values. The idea to prove Theorem 1.1 is by detailed analysis
of the series expansions of the above iterated integrals. The conditions about the
convergence of the above iterated integrals will become clear in the proof. What is
more, by the same idea in the proof of Theorem 1.1, one can prove Theorem 2.1
in [4]. We will explain the proof in Section 2
Ball and Rivoal [2] introduced the following integral to study irrationality of
Riemann zeta values at odd integers:
In(z) =
∫
[0,1]a+1
(
Πa+1l=1 x
r
l (1− xl)
(z − x1x2 · · ·xa+1)2r+1
)n
dx1dx2 · · ·dxa+1
(z − x1x2 · · ·xa+1)2
, 1 ≤ r <
a
2
.
For z = 1, Ball and Rivoal showed that In(1) is a Q-linear combination of Riemann
zeta values. By changing of variables
t1 = x1x2 · · ·xa+1, · · · , ti = xixi+1 · · ·xa+1, · · · ta+1 = xa+1,
it is clear that the integral In(1) is a Q-linear combination of iterated integrals in
Theorem 1.1. Dupont [6] studied the following integral∫
[0,1]n
P (x1, · · · , xn)
(1− x1 · · ·xn)N
dx1 · · · dxn,
where P (x1, · · · , xn) is a polynomial with rational coefficients. Similarly, one can
also show that this kind of integrals are Q-linear combinations of iterated integrals
in Theorem 1.1.
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One variable multiple polylogarithms are defined by
Lik1,··· ,kr(t) =
∑
0<n1<···<nr
tnr
nk11 · · ·n
kr
r
, |t| < 1
for k1, · · · , kr ≥ 1. It is clear that Li1(t) =
∑
n≥1
tn
n
= −log(1 − t). Let N =
k1 + · · ·+ kr. For 0 < t < 1, it can be written as
Lik1,··· ,kr(t) =
∫
· · ·
∫
0<s1<···<sN<t
ω1(s1) · · ·ωN(sN),
where ωi(s) =
{
ds
1−s
, i ∈ {1, k1 + 1, · · · , k1 + · · ·+ kr−1 + 1},
ds
s
, i /∈ {1, k1 + 1, · · · , k1 + · · ·+ kr−1 + 1}.
Denote by PlogQ the Q-algebra generated by
1,Lik1,··· ,kr(t),Lik1,··· ,kr(1− t), ∀k1, · · · , kr ≥ 1.
In [8], the author proved that the iterated integrals∫
· · ·
∫
0<t1<···<tN<1
f1(t1)ω1(t1) · · ·fN (tN)ωN(tN), fi(t) ∈ P
log
Q , ωi(t) ∈
{dt
t
,
dt
1− t
}
.
are in the algebra of multiple zeta values if they are convergent (Theorem 1.1 in [8]).
In this paper, we generalize this theorem to the Q-algebra PlogQ [t,
1
t
, 1
1−t
]. More
precisely, we have
Theorem 1.2. For fi ∈ P
log
Q [t,
1
t
, 1
1−t
], ωi(t) ∈ {
dt
t
, dt
1−t
}, i = 1, · · · , N , the iterated
integral ∫
· · ·
∫
0<t1<···<tN<1
f1(t1)ω1(t1) · · · fN(tN )ωN(tN )
is a Q-linear combination of multiple zeta values if it is convergent.
The conditions about the convergence of the above iterated integrals are more
complicated than the conditions of Theorem 1.1 in [8] (see Remark 1.2 in [8]). We
will prove Theorem 1.2 by Theorem 1.1 and the standard technique in [8].
Although Theorem 1.2 and Theorem 1.1 in [8] look very similar, the introduction
of the variables t, 1
t
and 1
1−t
brings some interesting new phenomenons. Roughly
speaking, iterated integrals of monomials in Theorem 1.1, [8] are Q-linear combina-
tions of multiple zeta values of pure weight, while iterated integrals of monomials
in Theorem 1.2 are Q-linear combinations of multiple zeta values of mixed weight.
Thus Theorem 1.2 may provide a possible direction to understand the irrationality
of multiple zeta values.
The Beta function is defined as
B(1 + α, 1 + β) =
∫ 1
0
tα(1− t)βdt.
In order to study the series expressions of iterated integrals on one variable multiple
polylogarithms, the author [8] defined the following multiple Beta function
B(1+α1, 1+β1; · · · ; 1+αr, 1+βr) =
∫
· · ·
∫
0<t1<···<tr<1
tα11 (1−t1)
β1 · · · tαrr (1−tr)
βrdt1 · · · dtr.
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As an application of Theorem 1.2, we prove that
Theorem 1.3. The multiple Beta function
B(1+α1, 1+β1; · · · ; 1+αr, 1+βr) =
∫
· · ·
∫
0<t1<···<tr<1
tα11 (1−t1)
β1 · · · tαrr (1−tr)
βrdt1 · · · dtr
is a holomorphic function on αi, βi. The coefficients of the Taylor expansion of
B(1 +α1, 1+ β1; · · · ; 1 +αr, 1+ βr) with respect to αi, βi are Q-linear combinations
of multiple zeta values.
Terasoma (Theorem 1.1 in [9]) and Brown (Corollary 8.5 in [3]) obtained similar
type of results, while the approach here is totally different.
2. Iterated integrals on differentials with singularities
In this section we firstly prove three lemmas which deal with some special terms
in the series expansions of Theorem 1.1. Then we use the three lemmas to prove
Theorem 1.1. Lastly we discuss some special cases of Theorem 1.1 which may have
potential applications.
Lemma 2.1. Let f(u) be a polynomial of rational coefficients. For k1, · · · , kr ≥ 0,
if
∑
kj − deg f ≥ 1 and ij1 6= ij2, j1 6= j2, then we have
(1)
f(u)
(u+ i1)k1 · · · (u+ ir)kr
=
r∑
j=1
[
aij1
u+ ij
+ · · ·+
aijkj
(u+ ij)kj
]
.
Furthermore, if
∑
kj − deg f ≥ 2, we have
∑
aij1 = 0.
Proof: The formula follows from
1
(u+ i)(u+ j)
=
1
i− j
(
1
u+ j
−
1
u+ i
)
, i 6= j
and induction on
∑
kj. Multiplying (1) by u and letting u→∞, we have
r∑
j=1
aij1 = lim
u→∞
u ·
r∑
j=1
[
aij1
u+ ij
+ · · ·+
aijkj
(u+ ij)kj
]
= lim
u→∞
uf(u)
(u+ i1)k1 · · · (u+ ir)kr
.
Thus if
∑
kj − deg f ≥ 2, we have
∑
aij1 = 0. 
Lemma 2.2. (i) Let h(u) =
∑A
j=1
aij
u+ij
for aij ∈ Q, if
∑
aij = 0 and ij ≥ 0, 1 ≤
j ≤ A, then the series ∑
n>0
h(n)
is convergent. Moreover, we have
∑
n>0
h(n) = −
A∑
j=1
aij ·
ij∑
n=1
1
n
∈ Q.
(ii) For c1, · · · , cr ∈ Z,≥ 0, k1, · · · , kr−1 ≥ 1, kr ≥ 2, the series∑
0<n1<n2<···<nr
1
(n1 + c1)k1(n2 + c2)k2 · · · (nr + cr)kr
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is convergent if{
(n1, · · · , nr) | 0 < n1 < · · · < nr
}⋂
∪ri=1
{
(u1, · · · , ur) | ui = −ci, uj ∈ Z, j 6= i
}
is empty. In the convergent case, it is a Q-linear combination of multiple zeta values
of weight ≤
∑
ki and depth ≤ r.
Proof: (i) For N > ij , we have
N∑
n=1
h(n) =
N∑
n=1
A∑
j=1
aij
n+ ij
=
A∑
j=1
N∑
n=1
aij
n + ij
=
A∑
j=1
aij

 N∑
n=1
1
n
+
N+ij∑
n=N+1
1
n
−
ij∑
n=1
1
n

 .
From the result of Euler we know that
n∑
l=1
1
l
= log n+ γ +O
(
1
n
)
.
Since
A∑
j=1
aij

 N+ij∑
n=N+1
1
n

 = O( 1
N
)
,
it follows that
N∑
n=1
h(n) =
A∑
j=1
aij · (log n + γ)−
A∑
j=1
aij ·
ij∑
n=1
1
n
+O
(
1
N
)
.
Thus if
∑
aij = 0, the series
∑
n>0 h(n) is convergent and
∑
n>0
h(n) = −
A∑
j=1
aij ·
ij∑
n=1
1
n
∈ Q.
(ii) For r = 1, k1 ≥ 2, it is clear that the series is convergent if and only if c1 ≥ 0
and k1 ≥ 2. Furthermore, we have
∑
n1>0
1
(n1 + a1)k1
= ζ(k1)−
c1∑
n1=1
1
nk11
.
In general cases, the first statement is obvious. In the convergent case, denote
Sc1,··· ,cr(k1, · · · , kr) =
∑
0<n1<···<nr
1
(n1 + c1)k1 · · · (nr + cr)kr
and C =| c1 | + · · ·+ | cr | respectively. We call C the summation changing number
of Sc1,··· ,cr(k1, · · · , kr). If C = 0, it is clear that
Sc1,··· ,cr(k1, · · · , kr) = ζ(k1, · · · , kr).
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If ci > 0 for some 1 ≤ i ≤ r, then
Sc1,··· ,ci,··· ,cr(k1, · · · , ki, · · · , kr)− Sc1,··· ,ci−1,··· ,cr(k1, · · · , ki, · · · , kr)
=
∑
0<n1<···<ni<···<nr
1
(n1 + c1)k1 · · · (ni−1 + ci−1)ki−1
(
1
(ni + ci)ki
−
1
(ni + ci − 1)ki
)
·
1
(ni+1 + ci+1)ki+1 · · · (nr + cr)kr
=
∑
0<n1<···<ni−1
<ni+1<···<nr
1
(n1 + c1)k1 · · · (ni−1 + ci−1)ki−1
(
1
(ni+1 + ci − 1)ki
−
1
(ni−1 + ci)ki
)
·
1
(ni+1 + ci+1)ki+1 · · · (nr + cr)kr
.
From Lemma 2.1, it follows that
Sc1,··· ,ci,··· ,cr(k1, · · · , ki, · · · , kr)− Sc1,··· ,ci−1,··· ,cr(k1, · · · , ki, · · · , kr)
is a Q-linear combination of the following series
(1)
∑
0<n1<n2<···<nr−1
1
(n1 + c′1)
k′1(n2 + c′2)
k′2 · · · (nr−1 + c′r−1)
k′r−1
,
where
k′1, k
′
2, · · · , k
′
r−1 ≥ 1, k
′
r ≥ 2,
r−1∑
i=1
k′i ≤
r∑
i=1
ki,
r−1∑
i=1
| c′i |<
r∑
i=1
| ci |
and
(2)
∑
0<n1<n2<···<nr−1
1
(n1 + c
′
1)
k′1 · · · (nr−2 + c
′
r−2)
k′r−2
(
p∑
i=1
ai
nr−1 + δi
)
,
where
∑p
i=1 ai = 0, ai ∈ Q, δi ∈ Z and δi > −r + 1. From (i), assuming that
δ1 < δ2 < · · · < δp, we have
∑
nr−1>nr−2
(
p∑
i=1
ai
nr−1 + δi
)
=
∑
nr−1>0
(
p∑
i=1
ai
nr−1 + nr−2 + δi
)
= −
p∑
i=1
ai
nr−2+δi∑
n=1
1
n
= −
p∑
i=1
ai
nr−2+δi∑
n=nr−2+δ1
1
n
.
Thus we have∑
0<n1<n2<···<nr−1
1
(n1 + c′1)
k′1 · · · (nr−2 + c′r−2)
k′r−2
(
p∑
i=1
ai
nr−1 + δi
)
= −
p∑
i=1
ai
∑
0<n1<···<nr−2
1
(n1 + c′1)
k′1 · · · (nr−2 + c′r−2)
k′r−2
nr−2+δi∑
n=nr−2+δ1
1
n
.
(3)
One can use Lemma 2.1 and (i) again to the right hand side of (3). So the series
in (2) are Q-linear combination of multiple zeta values of weight ≤
∑r−2
i=1 k
′
i+1 and
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depth ≤ r−2 by induction. If ci < 0 for some 1 ≤ i ≤ r, we can use the above same
procedure to compute
Sc1,··· ,ci,··· ,cr(k1, · · · , ki, · · · , kr)− Sc1,··· ,ci+1,··· ,cr(k1, · · · , ki, · · · , kr).
Thus Sc1,··· ,cr(k1, · · · , kr) is a Q-linear combination of multiple zeta values of weight∑
ki and depth ≤ r by induction on C and r. 
To clarify the convergence conditions of iterated integrals in Theorem 1.1, we need
the following lemma:
Lemma 2.3. Let f1(u), · · · , fr(u) ∈ Q[u] be monic polynomials which satisfy
fi(ni) 6= 0, i = 1, · · · , r
for any possible 0 < n1 < · · · < nr. For any gi(u) ∈ Q[u], i = 1, · · · , r, the multiple
series ∑
0<n1<n2<···<nr
g1(n1)g2(n2 − n1) · · · gr(nr − nr−1)
f1(n1)f2(n2) · · ·fr(nr)
is (absolutely) convergent if and only if
deg fr − deg gr ≥ 2,
deg fr−1 − deg gr−1 + deg fr − deg gr ≥ 3,
· · · · · · · · ·
deg f1 − deg g1 + · · ·+ deg fr−1 − deg gr−1 + deg fr − deg gr ≥ r + 1.
Proof: Since gr(nr−nr−1)
fr(nr)
= O
(
1
n
deg fr−deg gr
r
)
, it follows that
∑
nr>nr−1
gr(nr − nr−1)
fr(nr)
is convergent if and only if deg fr − deg gr ≥ 2. Furthermore, in the convergent
case, ∑
nr>nr−1
gr(nr − nr−1)
fr(nr)
= O
(
1
ndeg fr−deg gr−1r−1
)
.
By repeating the above procedure, the lemma is proved. 
Since elements tn dt
(1−t)l
, n, l ∈ Z are generated by dt
(1−t)l
, l ≥ 1 and tn dt
t
, n ∈ Z over
Q, Theorem 1.1 is equivalent to the following theorem:
Theorem 2.4. For ωi(t) ∈
{
tmdt
t
, dt
(1−t)l
| m ∈ Z, l ≥ 1
}
, denote by I(ω1, · · · , ωN)
the iterated integral
I(ω1, · · · , ωN) =
∫
· · ·
∫
0<t1<···<tN<1
ω1(t1) · · ·ωN(tN).
Then I(ω1, · · · , ωN) is a Q-linear combination of multiple zeta values of weight
≤ ♯
{
i | ωi(t) ∈ {
dt
tn
,
tdt
(1− t)l
| n, l ≥ 1}
}
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and depth
≤ ♯
{
i | ωi(t) ∈ {
dt
(1− t)l
| l ≥ 1}
}
if I(ω1, · · · , ωN) is convergent.
Proof: For N = 1 and 2 it is easy to check that the theorem is true. In general
cases, the necessary conditions for the convergence of I(ω1, · · · , ωN) is
ω1(t1) 6= t
m
1
dt1
t1
, m ≤ 0 and ωN(tN ) 6=
dtN
(1− tN )l
, l ≥ 1.
Now we assume that I(ω1, · · · , ωN) is convergent.
(i) If ω1(t1) = t
m
1
dt1
t1
for some m ≥ 1, then
(4) I(ω1, · · · , ωN) =
∫
· · ·
∫
0<t2<···<tN<1
tm2
m
· ω2(t2) · · ·ωN(tN ).
The right hand side of (4) can be written as a Q-linear combination of
∫
· · ·
∫
0<t2<···<tN<1
ω′2(t2) · · ·ω
′
N(tN),
where ω′i(t) ∈
{
tmdt
t
, dt
(1−t)l
| m ∈ Z, l ≥ 1
}
and
♯
{
i | ω′i(t) ∈ {
dt
tn
,
dt
(1− t)l
| n, l ≥ 1}
}
≤ ♯
{
i | ωi(t) ∈ {
dt
tn
,
dt
(1− t)l
| n, l ≥ 1}
}
,
♯
{
i | ω′i(t) ∈ {
dt
(1− t)l
| l ≥ 1}
}
≤ ♯
{
i | ωi(t) ∈ {
dt
(1− t)l
| l ≥ 1}
}
.
In this case, the theorem is prove by induction on N .
(ii) If ω1(t1) =
dt1
(1−t1)l1
for some l1 ≥ 1, denote r = ♯
{
i | ωi(t) ∈ {
dt
(1−t)l
| l ≥ 1}
}
,
then it follows that
ω1(t1) · · ·ωN(tN)
=
tc2−12 · · · t
ck1−1
k1
(1− t1)l1
·
t
ck1+2−1
k1+2
· · · t
ck1+k2−1
k1+k2
(1− tk1+1)
l2
· · ·
t
ck1+···+kr−1+2−1
k1+···+kr−1+2
· · · t
ck1+k2+···+kr−1
k1+k2+···+kr
(1− tk1+···+kr−1+1)
lr
,
(5)
where k1 + k2 + · · ·+ kr = N, k1, · · · , kr−1 ≥ 1, kr ≥ 2 and l1, · · · , lr ≥ 1. One can
check that
(6)
1
(1− t)l
=
∑
n≥1
(
n+ l − 2
l − 1
)
tn−1
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for | t |< 1 and l ≥ 1. From (5) and (6), we have∫
· · ·
∫
0<t1<t2<···<tN<1
ω1(t1)ω2(t2) · · ·ωN(tN)
=
∑
n1,··· ,nr≥1
(
n1 + l1 − 2
l1 − 1
)
· · ·
(
nr + lr − 2
lr − 1
)
·
∫
· · ·
∫
0<t1<···<tN<1
r∏
i=1
tni−1k1+···+ki−1+1 ·
(
ki∏
j=2
t
ck1+···+ki−1+j−1
k1+···+ki−1+j
)
dt1dt2 · · ·dtN
=
∑
n1,··· ,nr≥1
r∏
q=1
(
nq + lq − 2
lq − 1
)
·
r∏
i=1
1
i∑
s=1
ns +
∑′
2≤t≤k1+···+ki−1
ct
ki∏
j=2
1
i∑
s=1
ns +
∑′
2≤t≤k1+···+ki−1
ct +
j∑
t=2
ck1+···+ki−1+t
=
∑
0<n1<···<nr
r∏
q=1
(
nq − nq−1 + lq − 2
lq − 1
)
·
r∏
i=1
1
ni +
∑′
2≤t≤k1+···+ki−1
ct
ki∏
j=2
1
ni +
∑′
2≤t≤k1+···+ki−1
ct +
j∑
t=2
ck1+···+ki−1+t
,
where
∑′
2≤t≤k1+·+ki−1
ct means the sum
i−1∑
p=1
kp∑
t=2
ck1+···+kp−1+t and n0 = 0 for convenience.
From the above series representation of I(ω1, · · · , ωN), by Lemma 2.3, the iterated
integral I(ω1, · · · , ωN) is (absolute) convergent if and only if ni 6= −
∑′
2≤t≤k1+···+ki−1
ct
or −
∑′
2≤t≤k1+···+ki−1
ct −
j∑
t=2
ck1+···+ki−1+t for all possible i, j, 0 < n1 < · · · < nr and
kr − lr ≥ 1,
kr−1 − lr−1 + kr − lr ≥ 1,
· · · · · · · · ·
k1 − l1 + · · ·+ kr−1 − lr−1 + kr − lr ≥ 1.
In the convergent case, by expanding the term
r∏
q=1
(
nq−nq−1+lq−2
lq−1
)
in the above series
expression of I(ω1, · · · , ωN) and using Lemma 2.3 (To do this legally, one may firstly
consider the finite truncation
∑
0<n1<···<nr<C
and let C → +∞ at the final step), one
can check that I(ω1, · · · , ωN) is a Q-linear combination of multiple series of the type:
(7)
∑
0<n1<n2<···<nr′
1
k′1∏
i=1
(n1 + c′i)
·
1
k′1+k
′
2∏
i=k′1+1
(n2 + c′i)
· · ·
1
k′1+···+k
′
r′∏
i=k′1+···+k
′
r′−1
+1
(nr′ + c′i)
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for some r′ ≤ r, k′1 + · · ·+ k
′
r′ ≤ k1 + · · ·+ kr,
(8){
c′1, c
′
2, · · · , c
′
k′1+···+k
′
r′
}
∈
{ ′∑
2≤t≤k1+···+ki−1
ct,
′∑
2≤t≤k1+···+ki−1
ct +
j∑
t=2
ck1+···+ki−1+t | i, j
}
and k′1 ≥ 1, · · · , k
′
r′−1 ≥ 1, k
′
r′ ≥ 2.
Denote by δs the biggest number such that there are at least δs numbers among
c′k′1+···+k′s−1+1, · · · , c
′
k′1+···+k
′
s−1+k
′
s
are equal to each other. By Lemma 2.1, Lemma 2.2 and induction, it follows that
multiple series of type (7) are Q-linear combinations of multiple zeta values of weight
≤ δ1 + · · ·+ δr′ and depth ≤ r
′ ≤ r. Clearly from the inclusion (8) it follows that
δ1 + δ2 + · · ·+ δr′ ≤ r
′ + ♯
{
i | ci ≤ 0
}
≤ r + ♯
{
i | ci ≤ 0
}
.
Thus in conclusion, I(ω1, · · · , ωN) is a Q-linear combination of multiple zeta values
of weight
≤ ♯
{
i | ωi(t) ∈ {
dt
tn
,
tdt
(1− t)l
| n, l ≥ 1}
}
and depth
≤ ♯
{
i | ωi(t) ∈ {
dt
(1− t)l
| l ≥ 1}
}
if I(ω1, · · · , ωN) is convergent. 
From Theorem 2.4, Theorem 1.1 is proved. From the introduction, integrals of
Ball and Rivoal [2] and integrals of Dupont [6] are all Q-linear combinations of
iterated integrals in Theorem 1.1. Thus Theorem 1.1 may be used to understand
the irrationality of Riemann zeta values, and more generally, multiple zeta values.
Example 2.5. From Theorem 1.1, for m,n ≥ 1, N − n ≥ 2, the following iterated
integral ∫
· · ·
∫
0<x1<x2<···<xN<1
xm1 (1− xN )
m
(1− x1)n
dx1
dx2
x2
· · ·
dxN
xN
is a Q-linear combinations of Riemann zeta values of weight ≤ N . If m → 0, it is
easy to check that∫
· · ·
∫
0<x1<x2<···<xN<1
xm1 (1− xN )
m
(1− x1)n
dx1
dx2
x2
· · ·
dxN
xN
= O
(
1
4m
)
.
As a result, we construct a sequence of numbers
Im = a2,mζ(2) + · · ·+ aN,mζ(N), ∀m ≥ 1
which satisfy aj,m ∈ Q, ∀ m ≥ 1, 1 ≤ j ≤ N and
| Im |≤
C
4m
for some C > 0.
Brown [4] sketched a proof of the following theorem:
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Theorem 2.6. (Brown) For ai, bi, cij ∈ Z and l ≥ 1, the iterated integral∫
· · ·
∫
0<t1<···<tl<1
∏
i
taii (1− ti)
bi
∏
i<j
(ti − tj)
cijdt1 · · · dtl
is a Q-linear combination of multiple zeta values of weight ≤ l.
Theorem 1.1 is a special case of Theorem 2.6 but with a more delicate upper
bound about the weight and depth of multiple zeta values. Actually one can prove
Brown’s Theorem 2.6 by the following formulas
1
(tj − ti)k
=
1
tkj
·
∑
n≥1
(
n + k − 2
n− 1
)(
ti
tj
)n−1
, 0 < ti < tj < 1,
r∏
l=1
1
(tjl − ti)
kl
=
1
tk1j1 · · · t
kr
jr
·
∑
n1,··· ,nr≥1
r∏
l=1
(
nl + kl − 2
kl − 1
)(
ti
tjl
)nl−1
, 0 < ti < tjl < 1,
1
mn
=
1
m(m+ n)
+
1
n(m+ n)
and the same method in the proof of Theorem 1.1.
We now give a simple example to show this process.∫
0<x1<x2<x3<1
dx1
x3 − x1
dx2
1− x2
dx3
x3
=
∫
0<x1<x2<x3<1
1
x3
·
∑
n1≥1
(
x1
x3
)n1−1
·
∑
n2≥1
xn2−12 ·
1
x3
dx1dx2dx3
=
∫
0<x2<x3<1
∑
n1≥1
1
n1
(
x2
x3
)n1
·
∑
n2≥1
xn2−12 ·
1
x3
dx2dx3 =
∫
0<x3<1
∑
n1,n2≥1
1
n1
·
1
n1 + n2
xn2−13 dx3
=
∑
n1,n2≥1
1
n1n2(n1 + n2)
=
∑
n1,n2≥1
1
n1(n1 + n2)2
+
1
n2(n1 + n2)2
= 2ζ(1, 2) = 2ζ(3).
3. Multiple polylogarithms and multiple Beta function
In this section, we study iterated integrals on functions which are in the Q-algebra
generated by one variable multiple polylogarithms and functions t, 1
t
, 1
1−t
. We prove
Theorem 1.2 by using Theorem 1.1 and the skills in [8]. As an application of Theorem
1.2, we show that the coefficients of the Taylor expansion of multiple Beta function
at origin are in the algebra of multiple zeta values.
Denote by Sm+n the group of permutations on the set {1, 2, · · · , m + n}. From
the theory of iterated integrals [5], the following lemma is true:
Lemma 3.1. (Chen) For any ωi, i = 1, · · · , m+ n,∫
· · ·
∫
a<t1<···<tm<b
ω1(t1) · · ·ωm(tm) ·
∫
· · ·
∫
a<tm+1<···<tm+n<b
ωm+1(tm+1) · · ·ωm+n(tm+n)
=
∑
σ∈Sh(m,n)
∫
· · ·
∫
a<tσ(1)<tσ(2)···<tσ(m+n)<b
ω1(t1)ω2(t2) · · ·ωm+n(tm+n),
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where elements of Sh(m,n) ⊆ Sm+n satisfy
σ−1(1) < σ−1(2) < · · · < σ−1(m)
and
σ−1(m+ 1) < σ−1(m+ 2) < · · · < σ−1(m+ n).
Proof of Theorem 1.2: It suffices to show that if f1(t), · · · , fN(t) are monomials
in PlogQ [t,
1
t
, 1
1−t
], the iterated integral∫
· · ·
∫
0<t1<···<tN<1
f1(t1)ω1(t1) · · · fN(tN )ωN(tN )
is a Q-linear combination of multiple zeta values. In this case, fi(t)ωi(t), i =
1, · · · , N can be written as the form
(9)
dt
tm(1− t)n
∏
k1,··· ,ki
Li
pk1,··· ,ki
k1,··· ,ki
(t)
∏
k1,··· ,ki
Li
qk1,··· ,ki
k1,··· ,ki
(1− t).
Since for 0 < t < 1,
Lik1,··· ,ki(t) =
∫
· · ·
∫
0<t1<···<tk1+···+ki<t
ω1(t1) · · ·ωk1+···+ki(tk1+···+ki)
and
Lik1,··· ,ki(1− t)
=
∫
· · ·
∫
0<t1<···<tk1+···+ki<1−t
ω1(t1) · · ·ωk1+···+ki(tk1+···+ki)
=
∫
· · ·
∫
t<tk1+···+ki<···<t1<1
ω1(1− t1) · · ·ωk1+···+ki(1− tk1+···+ki)
=
∫
· · ·
∫
t<tk1+···+ki<···<t1<1
ω′1(t1) · · ·ω
′
k1+···+ki
(tk1+···+ki)
for some ωs(t), ω
′
s(t) ∈
{
dt
t
, dt
1−t
}
, s = 1, · · · , k1+· · ·+ki. By Lemma 3.1, differentials
of type (9) can be written as Q-linear combinations of the following differentials
dt
tm(1− t)n
∫
· · ·
∫
0<t1<···<tA<t
ω1(t1) · · ·ωA(tA)
∫
· · ·
∫
t<tA+1<···<tA+B<1
ωA+1(tA+1) · · ·ωA+B(tA+B),
where ωi(t) ∈
{
dt
t
, dt
1−t
}
, i = 1, · · · , A+B and m,n ∈ Z.
As a result, the iterated integral∫
· · ·
∫
0<t1<···<tN<1
f1(t1)ω1(t1) · · · fN(tN )ωN(tN )
is a Q-linear combination of the following integrals∫
Σ
ω1(t1) · · ·ωC(tC).
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Here ωi(t) ∈
{
dt
tm(1−t)n
| m,n ∈ Z
}
, i = 1, · · · , C, Σ ⊆ [0, 1]C and Σ is defined by
conditions of the form ti < tj for some i, j (usually many pairs of (i, j)). Since the
set of real numbers is a total order set, Σ can be written as a disjoint union of the
set {
(t1, · · · , tN) | 0 < tσ(1) < · · · < tσ(C) < 1
}
for some σ ∈ SC (plus some lower dimension terms). Thus from Theorem 1.1, The-
orem 1.2 is proved. 
Now we are ready to prove Theorem 1.3. It is clear that
B(1 + α1, 1 + β1; · · · ; 1 + αr, 1 + βr) =
∑
m1,n1,··· ,mr ,nr≥0[
∂m1
∂αm11
∂n1
∂βn11
· · ·
∂mr
∂αmr1
∂nr
∂βnr1
B(1 + α1, 1 + β1; · · · ; 1 + αr, 1 + βr)
]
(α1,··· ,αr)=(0,··· ,0)
(β1,··· ,βr)=(0,··· ,0)
·
αm11
m1!
βn11
n1!
· · ·
αmrr
mr!
βnrr
nr!
=
∑
m1,n1,··· ,mr ,nr≥0
∫
· · ·
∫
0<t1<···<tN<1
logm1t1log
n1(1− t1) · · · log
mr trlog
nr(1− tr)dt1 · · · dtr
·
αm11
m1!
βn11
n1!
· · ·
αmrr
mr!
βnrr
nr!
.
Thus Theorem 1.3 is equivalent to that for every m1, n1, · · · , mr, nr ≥ 0, the iterated
integral ∫
· · ·
∫
0<t1<···<tN<1
logm1t1log
n1(1− t1) · · · log
mrtrlog
nr(1− tr)dt1 · · · dtr
is a Q-linear combination of multiple zeta values. Since Li1(t) = −log(1 − t) and
Li1(1− t) = −log(t), the above statement follows immediately from Theorem 1.2.
Actually in the case of r = 1, there is a nice formula for the coefficients of αm and
βn in B(1 + α, 1 + β). One has
(10) B(1 + α, 1 + β) =
1
1 + α + β
exp
(∑
n≥2
(−1)nζ(n)
n
[αn + βn − (α + β)n]
)
.
Formula (10) follows from the facts (see [7])
B(1 + α, 1 + β) =
Γ(1 + α)Γ(1 + β)
Γ(2 + α + β)
=
1
1 + α + β
Γ(1 + α)Γ(1 + β)
Γ(1 + α + β)
and
Γ(1 + u) = exp
(
−γu+
∑
n≥2
(−1)nζ(n)
n
un
)
.
It is not known whether there are any similar formulas for r ≥ 2.
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