Abstract. We formulate the Gerstenhaber algebra structure of Hochschild cohomology of finite group extensions of some quantum complete intersections. When the group is trivial, this work characterizes the graded Lie brackets on Hochschild cohomology of these quantum complete intersections, previously only known for a few cases. As an example, we compute the algebra structure for two generator quantum complete intersections extended by select groups.
Introduction
The behavior of Hochschild cohomology of quantum complete intersections has been shown to vary greatly based on the choice of quantum coefficients [3, 5, 20] , exhibiting behaviors unseen with commutative algebras. The quantum complete intersections of interest in this document are noncommutative generalizations of truncated polynomial rings. Formally, if k is a field, m 1 , m 2 , ...., m n are positive integers, and q = {q i,j } i,j∈{1,2,...,n} such that q i,j ∈ k * for all i, j ∈ {1, 2, ..., n}, q j,i = q −1 i,j , and q i,i = −1, then Λ m q = k x 1 , x 2 , ..., x n | x i x j = −q i,j x j x i , x m i i = 0 for all i, j ∈ {1, 2, ...n} is the quantum complete intersection on q and m = (m 1 , m 2 , ..., m n ).
In [11] , Happel asked: does the vanishing of Hochschild cohomology in high degrees of a finite dimensional algebra over a field imply finite global dimension? Avramov and Iyengar showed in [1] that, for commutative algebras, finite Hochschild cohomology does imply finite global dimension. Quantum complete intersections, however, provided the first examples for which this implication was shown not to hold. In [5] , Buchweitz, Green, Madsen and Solberg showed that the two generator quantum complete intersections, Λ (2,2) q , with q not a root of unity have infinite global dimension and finite Hochschild cohomology. When the quantum coefficient is a root of unity, Λ (2,2) q has infinite Hochschild cohomology with large gaps determined by the root of unity [5] . Bergh and Erdmann generalized this result in [3] , showing that the two generator quantum complete intersections, Λ (m 1 ,m 2 ) q , have finite Hochschild cohomology if and only if the quantum coefficient is not a root of unity. In [20] , Oppermann furthered this study by showing that the Hochschild cohomology of finite quantum complete intersections, Λ (m 1 ,m 2 ,...,mn) q , is intimately tied to the choice of quantum coefficients.
While the algebra structure of Hochschild cohomology of quantum complete intersections with respect to the cup product has been studied, Hochschild cohomology of an associative algebra also admits a graded Lie bracket which is less understood. The graded Lie algebra structure on Hochschild cohomology has been studied for monomial algebras [7, 21, 23] , skew group algebras [22] , tensor products [12] , group extensions of polynomial rings [19] and skew polynomial rings [25] , and the quantum complete intersections Λ (2,2) q [10] . Most recently in [2] , Benson, Kessar, and Linkelman studied the Lie algebra structure of the first Hochschild cohomology k-module of Λ (p,p) q for a prime p and q of order dividing p − 1. In this paper, we focus on Λ (2,2,...,2) q and allow a finite group, G, to act diagonally on the basis {x 1 , x 2 , ..., x n } in order to study Hochschild cohomology of the corresponding skew group algebra. Hochschild cohomology in this case is controlled by the quantum coefficients as well as the choice of group action. We study the Gerstenhaber algebra structure of Hochschild cohomology of group extensions of these quantum complete intersections, providing explicit formulas for the cup product and graded Lie bracket which encode the noncommutative behaviors. When the group is trivial, this work characterizes the graded Lie algebra structure of Hochschild cohomology of the quantum complete intersections Λ (2,2,...,2) q , extending the previous results of [3, 5, 20] .
We utilize the notion of twisted tensor products given by Bergh and Oppermann in [4] and adapt the technique of Wambst in [26] to compute the Hochschild cohomology in Section 3.1. As in [26] , we restrict to the char k = 0 case as it is required by the contracting homotopy used in the proof. We also restrict to diagonal actions because the deconstruction used does not generalize immediately to nondiagonal actions. We use techniques adapted from [5] to compute the cup product in Section 3.2. Using an alternative bracket description given by Negron and Witherspoon in [18] and [19] , we compute the bracket structure in Section 3.3. The bracket definition given in [18] works well with Koszul algebras. We focus on Λ (2,2,...,2) q because it is the exclusive case for which Λ m q is Koszul. As an example, these structures are computed for several cases when n = 2 in Section 3.4 and 4. These example cases are generalizations of, and can be compared to, the examples in [10, Section 5] , [5, Section 3] , and [3, Section 3] when the characteristic of the field is 0.
For the remainder of the paper, we assume k is a field of characteristic 0. Unless otherwise noted, ⊗ = ⊗ k and all modules are left modules.
Preliminaries
Let A be a k-algebra. Let A e = A ⊗ A op be the enveloping algebra of A where A op is the opposite algebra. Because A is a k-algebra, the Hochschild cohomology of A is HH * (A) = Ext B(A) : ...
Recall the bar resolution admits a comultiplication given by the diagonal map on B(A), ∆ B(A) : B(A) → B(A) ⊗ A B(A) which is a chain map given by
for a 0 , ..., a n+1 ∈ A. We define the cup product, ⌣, on the chain level in terms of this diagonal map.
Let f ∈ Hom A e ((B(A)) n , A) and g ∈ Hom A e ((B(A)) m , A). The cup product, f ⌣ g ∈ Hom A e ((B(A)) n+m , A), is the composition
where µ is the multiplication map given by A ⊗ A A ∼ = A.
The graded Lie bracket on Hochschild cohomology, [−, −], was originally given by Gerstenhaber in [8] for functions defined at the chain level on the bar resolution. Here we use a construction given in [18] to define the Gerstenhaber bracket on any projective resolution, K, of A satisfying the following conditions:
(a) There is a chain map ι :
Notice K = B(A) trivially satisfies conditions above. It is argued in [18] that if A is a Koszul algebra and K is its Koszul resolution, then K satisfies the conditions above. Let m : K → A be a quasi-isomorphism then, as in [18, Section 3.2], define
and g ∈ Hom A e ((K) m , A). Define the •-product on the chain level as the composition
where
where ||x 1 || is the homological degree of x 1 . Finally, define the bracket, [f, g], on the chain level to be
By [18, Theorem 3.2.5], this bracket induces the Gerstenhaber bracket on Hochschild cohomology. We complete the preliminaries section by defining another crucial concept for this paper, the twisted tensor product. Let R and S be k-algebras, graded by abelian groups A and B respectively. Let t : A ⊗ Z B → k * be a homomorphism of abelian groups which we will call the twisting map. We will denote t(a ⊗ Z b) = t <a|b> for all a ∈ A and b ∈ B. Then, as in [4] , define R ⊗ t S, the twisted tensor product of R and S, to be R ⊗ S as a vector space with multiplication
for all homogeneous elements r 0 , r 1 ∈ R and s 0 , s 1 ∈ S, where | · | denotes the grading degree of the element.
Hochschild cohomology of group extensions of quantum complete intersections
Let q = {q i,j } i,j∈{1,2,...,n} such that q i,j ∈ k * for all i, j ∈ {1, 2, ..., n}, q j,i = q −1 i,j , and q i,i = −1. Define Λ q = k x 1 , x 2 , ..., x n |x i x j = −q i,j x j x i , x 2 i = 0 for all i, j ∈ {1, 2, ...n} with i < j . Notice that this definition agrees with the definition of Λ (2,2,...,2) −q found in [20] . Let G be a finite group which acts diagonally on the generating set x 1 , x 2 , ..., x n of Λ q . For g ∈ G and λ ∈ Λ q , let g λ denote the action of g on λ. Then for each i ∈ {1, 2, ..., n} and g ∈ G, there exists a χ g,i ∈ k such that g x i = χ g,i x i . Extend linearly to induce an action of G on Λ q by automorphisms.
By restricting to considering only diagonal actions, we impart no additional conditions on q, allowing us to consider group extensions of all quantum complete intersections in the form of Λ q . See [19, Lemma 4.2] for the restrictions on q under more general actions. Additionally, because we are assuming that G is a finite group, notice χ g,i is necessarily a root of unity for all g ∈ G and i ∈ {1, 2, ..., n}.
Define Λ q ⋊ G, the group extension of Λ q by G (or skew group algebra), to be Λ q ⊗ kG as a vector space with multiplication determined by
Because char k ∤ |G|, the Hochschild cohomology of Λ q ⋊ G has a particular form,
G , for a k-algebra A with char k ∤ |G| was first given for Hochschild homology in [13] and for the more general setting of Hochschild cohomology of smash product algebras in [24] .
With this result in mind, we use the remainder of this section to construct a resolution of Λ q using the twisted tensor products of [4] . First, notice we can construct Λ by taking an iteration of twisted tensor products. Consider R x i = k x i /(x 2 i ) which is Z-graded by the degree of x i for i ∈ {1, 2, ..., n}. Let t
.., n − 1}, j < i, and [j] = (0, ..., 0, 1, 0, ..., 0), the i-tuple with a 1 in the jth coordinate and 0 otherwise. Then
For each i ∈ {1, 2, ..., n}, R x i has a projective resolution as an R e x i -module given by
where µ is multiplication, and δ
The boundary maps δ m have degree 1. Thus to form a graded resolution, we introduce degree shifts to get 
is a graded projective resolution of Λ q as a (Λ q ) e -module. By [4, Lemma 4.3] , we can rearrange the elements of K using the isomorphism of graded (
..,in be the copy of 1 ⊗ 1 for which we assign homological degree i j in x j for j ∈ {1, 2, ..., n}. Iterating the isomorphism of [4, Lemma 4.3] and changing notation to better track homological degree, we get an isomorphism of graded
by sending
The boundary map becomes
By an abuse of notation, we will refer to this identified complex as K with boundary maps δ m for the remainder of the paper. Now that we have a resolution, apply Hom (Λq) e (−, Λ q ⋊ G).
where λ g i 1 ,i 2 ,...,in ∈ Λ q depends on i 1 , i 2 , ..., i n and g. Moreover,
therefore we can restrict to only looking at homomorphisms in Hom (Λq) e (K, Λ q ⊗g) for each g ∈ G.
Before we move farther, we will need some additional notational conveniences, as in [26] . Elements of Λ q are linear combinations of the monomials x
..x αn n . And similarly, for β ∈ N n , define ǫ β = ǫ β 1 ,β 2 ,...,βn and ǫ * β = ǫ * β 1 ,β 2 ,...,βn . Denote |β| = β 1 + β 2 + ... + β n . Lastly, as in the twisting maps in the construction of Λ q , denote [i] = (0, ..., 0, 1, 0, ..., 0), the n-tuple with 1 in the ith coordinate and 0 otherwise.
Using this notation, the induced boundary map on Hom (Λq) e (K, Λ q ⊗g) becomes
for β ∈ N n with |β| = m−1 and α ∈ {0, 1} n . If α l = 1 or (−1)
In this notation, for β ∈ N n with |β| = m − 1 and α ∈ {0, 1} n ,
The vector space. To compute Hochschild cohomology, we decompose the complex Hom (Λq) e (K, Λ q ⊗g) into subcomplexes, adapting a method of [26, Section 6] and [15] . For each m ∈ N, g ∈ G, and γ ∈ (N ∪ {−1}) n , consider the set,
of all elements in homological degree m with fixed β − α. Because the difference β − α is unchanged by the boundary map δ m given in (3.1),
We will show that for some g ∈ G and γ ∈ (N ∪ {−1}) n , the subcomplexes K g,γ are acyclic and, for others, the differentials are 0. The condition of the subcomplexes is determined by the set,
of γ which satisfy a relation between the quantum coefficients and the diagonal action by g.
Proof. To show this result, we adapt the proof of [26, Theorem 6.1] and [15, Lemma 4.6] to this setting. That is, we will show this result by demonstrating a contracting homotopy but first we will need a bit more notation. For γ ∈ (N ∪ {−1}) n and g ∈ G, define ||γ|| g = #{l ∈ {1, 2, ..., n}|γ l = −1 and (−1)
Notice for γ ∈ (N ∪ {−1}) n − C g , ||γ|| g = 0 by construction. Now, let m and γ ∈ (N ∪ {−1}) n − C g be fixed, and define
for β ∈ N n with |β| = m, α ∈ {0, 1} n such that β − α = γ and
. By defining this contracting homotopy in this way, we require the char k = 0 condition.
We need to show that
. It remains to show that
Let's start by showing the second condition. Assume j = l. Notice, because
β, j) are both either simultaneously 0 or nonzero. If they are 0, we have nothing to prove. Therefore assume these terms are nonzero. If j < l, then
We get a similar computation if j > l. Thus for every j, l ∈ {1, 2, ..., n} with j = l,
giving us our desired expression. Now we will show
Combined these give us our final result.
Proof. We start by showing that for γ ∈ C g , δ 
we have two cases to consider, α l = 0 or α l = 1. If additionally α l = 1, then Ω g (α, β, l) = 0. In this case, the (−1) for γ ∈ C g equal to span k {(x α ⊗g)ǫ * β |β −α = γ}. By Lemma 3.2, the subcomplexes K m g,γ for γ / ∈ C g are acyclic.
3.2. The cup product. We define the cup product on Hochschild cohomology as a composition, for
where µ is the multiplication map. To make use of this description, we will define yet another resolution of Λ q , P, which is a subcomplex of B(Λ) such that the diagonal ∆ B(Λ) induces a comultiplication on P.
We begin by defining an n−dimensional analog of the f m i defined in [5] . Let
.., n}, and f β = 0 for any β ∈ Z n with β l < 0 for some l ∈ {1, 2, ..., n}. Then for β ∈ N n , define
That is, for β ∈ N n , f β is a linear combination of all tensor products of length |β| with β i x i 's for each i ∈ {1, 2, ..., n} and coefficient q α determined by the commuting coefficients that appear when moving the generators past each other starting from the configuration with generators in increasing order. For example,
As in [5] ,f β = 1 ⊗ f β ⊗ 1. Consider the Λ e q -module resolution P : ...
where, for β ∈ N n with |β| = m,
Lemma 3.4. P is a subcomplex of B.
Proof. To see this, we will show that the differential on the bar resolution, d, induces the map d P defined above. Notice for each m ∈ N, (P) m ⊂ (B(Λ)) m . Fix β ∈ N with |β| = m. Write
as they are generated by δ 0 (f β ) and δ m (f β ) respectively. Thus what needs to be shown is that
Then we can write
where q α is determined by the commuting coefficients that appear when moving the generators past each other starting from the configuration with generators in increasing order.
Consider a single term
Thus in d(f β ), these two terms cancel each other and no other terms inf β contribute to the 1
To see that the diagonal on B(Λ q ) restricts to a diagonal on P, recall
for λ 0 , ..., λ m+1 ∈ Λ q . For β ∈ N m and 0 ≤ t ≤ |β| fixed, we have
Therefore define,
Then the diagonal map, ∆ P , is induced by ∆ B . Finally, the motivation for developing f β is that we have β∈N n
Λ q ǫ β Λ q by sendingf β to ǫ β and this isomorphism preserves the differential on the respective complexes. That is, K ∼ = P. Therefore, using this isomorphism, we have our desired diagonal map
and we are finally ready to describe the cup product. By Theorem 3.3, the vector space structure of HH m (Λ, Λ ⋊ G) has a basis given by (x α ⊗ g)ǫ * β such that β − α ∈ C g . Then, the cup product, defined on these basis elements is given by the following formula.
n , β, κ ∈ N n , and g, h ∈ G, then
Proof. Let α, γ ∈ {0, 1} n , β, κ, ρ ∈ N n , and g, h ∈ G. Because we can identify K as a subcomplex of B(Λ), we can compute the cup product, (
as the composition
Notice for the third equality, we need ρ ′ = β, ρ ′′ = κ, and ρ = κ + β.
3.3. The Gerstenhaber bracket. With a bit more structure, we can compute the brackets on HH * (Λ n q #G) using the techniques of [18] adapted to this setting. Lemma 3.6. K satisfies Conditions 2.1.
Proof. (a) Let ι : K → B be defined by sending ǫ β →f β , with ǫ β ,f β defined as in the previous section.
(b) Extendf β to a free Λ e q -basis of B |β| . Let π : B → K be a map π such that f β → ǫ β . By the Comparison Theorem, such a map exists and, by construction,
for β ∈ N n , as in Section 3.2. The reader may check that
We can define the •-product on HH * (Λ) on the chain level as a composition
. However, we would like to define the •-product on HH * (Λ ⋊ G). By [19] , we can define such a •-product using a similar technique, extended trivially to the group.
DefineK to be the resolution
and g ∈ Hom (Λq⋊G) e (K l , Λ q ⋊ G) we can view the φ-circle product, f • φ g, as a compositioñ 
at the chain level. Thus the only remaining work is to determine φ. Using [10, Lemma 3.5], we can define φ iteratively as
To get a closed form description of φ, we need to introduce some notation. Let
.., α ℓ−1 ) the (ℓ − 1)-tuple consisting of the first ℓ − 1 entries of α.
Lemma 3.7. If β, γ ∈ N n and α ∈ {0, 1} n , then
Proof. We will show this by induction. By [10, Lemma 4.2], we know for β, γ ∈ N and α ∈ {0, 1}
Assume the formula holds for φ K (n−1) . Then for β, γ ∈ N n and α ∈ {0, 1} n , using [10, Lemma 3.5] in the second equality,
by the inductive hypothesis. Now, rearrange the terms to get the statement in the lemma.
We now have all of the necessary pieces to compute the Gerstenhaber bracket,
n ,β∈N n ,g∈G forms a basis of Hom (Λq⋊G) e (K, Λ q ⋊ G). In the following theorem, we give the circle product on elements of this form. While these elements are not necessarily non-zero elements of cohomology, the given formula can be extended linearly to give a well-defined bracket on cohomology by restricting to the elements of the form as in Theorem 3.3.
Proof.
In order to get a non-zero output from the function
Applying this map thus gives us the Koszul sign (−1)
We need (ρ ′ − β) l ≥ 0 for all l ∈ {1, 2, ..., n} because ǫ ρ ′ −β is tracking homological degree which is positive in each coordinate. Therefore δ (ρ ′ −β) r+1 +...+(ρ ′ −β)n,0 = δ ρ ′ r+1 ,β r+1 ...δ ρ ′ n ,βn . We will use this in the next expression.
r−1 ⊗ g . In order to get a non-zero output from the function (x γ ⊗ h)(ǫ κ ⊗ 1) * , we need
r−1 ⊗g) by the definition of the multiplication on Λ q ⋊ G. The second expression makes it clearer how to apply (
This expression can be simplified slightly to eliminate trivial terms. That is,
3.4. Example in 2 generators. Now that we have the general formulas for the Gerstenhaber algebra structure on HH * (Λ n q ⋊ G), we can apply them to a simple example very similar to the example computed in [10, 5.1] . Let n = 2 and assume q 1,2 is not a root of unity. For simplicity, let q = q 1,2 .
Then, by Theorem 3.3,
Therefore we have two conditions on the γ = β − α for which (
and γ 2 = −1 or (−1)
If γ 1 = −1, then, as q is not a root of unity and χ g,2 must be a root of unity, we cannot have (−q) −1 = (−1) γ 2 χ g,2 and thus, for γ ∈ C g , we need γ 2 = −1. Alternatively, if γ 1 = −1, then for γ ∈ C g , we need (−1)
But, again because q is not a root of unity, we must have γ 2 = 0 and χ g,1 = 1. Thus γ 1 = −1 forces γ 2 = −1 also. Therefore, for γ ∈ C g , γ 1 must satisfy (−1)
, forcing γ 1 = 0 and χ g,2 = 1. That is, we have two options for non-trivial elements, either γ = (−1, −1) or γ = (0, 0) and χ g,1 = χ g,2 = 1, making
}.
We can now use our formula from Theorem 3.5,
to compute cup products. Because of the x α+γ in the result of the product, the only possibly non-zero cup products are
and, using either the formula or the anti-commutativity of ⌣ on HH
Finally, we can use our formula from Theorem 3.9, restated for the case n = 2,
to compute brackets. Then the non-zero •-products are
Using our formula (3.8), modifying for this notation,
we can complete the bracket computations. The non-zero brackets among pairs of the generators of HH
Notice that the bracket and cup product computations agree with the results in [10, Section 5.1] and [5, Section 2.1] respectively when G = 1.
A specific group action on Λ 2 q
We will now consider a specific example, on Λ 2 q , to study the structure in more depth. As in the previous section, to ease notation, let q 1,2 = q. Let G = g be the cyclic group generated by an element g. Assume |G| = m and that G acts on Λ 2 q by g x 1 = qx 1 and g x 2 = q −1 x 2 . That is, G acts on Λ 2 q by its quantum coefficient. And let q be a primitive dth root of unity.
By Theorem 3.3, we know that
|γ| and
Therefore to have a non-trivial element of cohomology, we need to first check the conditions for which γ ∈ (N ∪ {−1}) 2 satisfies γ 1 = −1 or q γ 2 +i = (−1) |γ| and γ 2 = −1 or q γ 1 +i = (−1) |γ| and then check for terms that are G-invariant.
To compute the cup product, by Theorem 3.5, we know that for α, γ ∈ {0, 1} 2 , β, κ ∈ N 2 , and
And, under these assumptions, Theorem 3.9 becomes, for α, γ ∈ {0, 1} 2 , β, κ ∈ N 2 , and
As in [5] and [10] , we study the specific structure of Hochschild cohomology for each choice of d. 
From this description, we immediately get
as a vector space. Then, after taking G-invariants, we get
as a vector space. We will forgo the cup product structure in favor of showing the bracket structure. The non-zero brackets are, for t, t ′ , t ′′ , t ′′′ ∈ N and i, j ∈ {1, 2, ..., d}, γ 1 = −1 and ∃ t ∈ N, γ 2 = 2t + i or γ 2 = −1 and ∃ t ∈ N, γ 1 = 2t + i or ∃ t, t ′ ∈ N, γ 1 = 2t + i and γ 2 = 2t ′ + i}.
as a vector space. Then, after taking G-invariants, we get 
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