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Abstract—Spectrum sensing is the major challenge in the
cognitive radio (CR). We propose to learn local feature and use
it as the prior knowledge to improve the detection performance.
We define the local feature as the leading eigenvector derived
from the received signal samples. A feature learning algorithm
(FLA) is proposed to learn the feature blindly. Then, with local
feature as the prior knowledge, we propose the feature template
matching algorithm (FTM) for spectrum sensing. We use the
discrete Karhunen–Loe`ve transform (DKLT) to show that such a
feature is robust against noise and has maximum effective signal-
to-noise ratio (SNR). Captured real-world data shows that the
learned feature is very stable over time. It is almost unchanged
in 25 seconds. Then, we test the detection performance of the
FTM in very low SNR. Simulation results show that the FTM is
about 2 dB better than the blind algorithms, and the FTM does
not have the noise uncertainty problem.
I. INTRODUCTION
Radio frequency is fully allocated for the primary users
(PU), but with low utilization rate [1] as low as 15% [2],
[3]. The concept of cognitive radio (CR) was proposed so that
the secondary users (SU) can occupy the unused spectrum
from the PU, therefore improving the spectrum utilization rate.
The CR requires the SU to detect the existence of PU in
a short time in very low signal-to-noise ratio (SNR), which
is spectrum sensing. IEEE 802.22 is the first IEEE working
group embedding the CR technology [4] and has triggered lots
of research.
Many spectrum sensing algorithms have been proposed.
Take the DTV signal sensing for example. Specific features
are often defined from the spectral information, such as pilot
tone [5], spectrum shape [6] and cyclostationarity [7], etc..
Generally speaking, they are robust and have good perfor-
mance when it is assumed that those features are universal
to all the SUs. However, such assumption is not true in
real-life. Fig. 1 shows the DTV spectrum measured [8] at
different locations. It can be seen that the spectral features
are location dependent, due to different channel characteristics
and synchronization mis-match, etc. Therefore, we cannot rely
on the pre-determined prior knowledge of signals for spectrum
sensing.
Energy based algorithms do not have such problem. Essen-
tially, energy based algorithms require the prior knowledge
of noise. However, the noise uncertainty problem [9] will
limit the performance of energy based algorithms. Pure blind
Fig. 1. Spectrum measured at different locations in Washington D.C..
Left: ‘Single Family Home’; Right: ‘Apartment (High-Rise)’. The pilot tones
are located at different frequency locations. Two spectrum suffer different
frequency selective fading.
algorithms have been proposed in [10], [11], such as the
maximum eigenvalue to minimum eigenvalue ratio (MME).
No noise information is required and the noise uncertainty
problem is successfully avoided.
In this paper, we propose to use learned prior knowledge to
improve detection performance. The learned prior knowledge
is the leading eigenvector derived from the received signal’s
sample covariance matrix, using the discrete Karhunen–Loe`ve
transform (DKLT). Similar to the terminology of the pattern
recognition in machine learning, we define the leading eigen-
vector as signal feature. We first propose a feature learning
algorithm (FLA) to acquire the local feature blindly. Then, we
propose a feature template matching algorithm (FTM) which
uses the learned feature for spectrum sensing. The leading
eigenvector, a.k.a., feature, is optimum in signal representation
[12] and most reliable when the distribution of signal is
unknown [13]. In analogy with the recognition of pattern
features in image and speech, etc., spectrum sensing is the
recognition of the PU feature at the receiver. We will show
that:
1) Feature is a robust approximation of the non-white
wide-sense stationary (WSS) signal against the white
Gaussian noise (WGN).
2) Feature has maximum effective SNR.
3) The proposed algorithms are immune to the noise un-
certainty problem.
We use both simulated data and real-world data to demonstrate
that feature is robust and stable against noise and feature can
be learned blindly even in very low SNR. DTV samples [8] are
used to compare the detection performance of the FTM and the
MME. The simulation results show that to achieve the same
detection performance, the minimum required SNR for the
FTM is about 2 dB lower than that of the MME, which shows
that with the feature as the prior knowledge, the detection
performance can be improved.
The paper is organized as follows. The FLA and the FTM
are presented in Section II. The theoretical background of
the feature is introduced in Section III. Simulation results are
shown in Section IV and conclusions are made in Section V.
II. PROBLEM FORMULATION AND THE PROPOSED
ALGORITHMS
The spectrum sensing problem can be modeled as follows.
x (t) = s (t) + n (t) represents the received signal at the SU,
with s (t) the PU signal and n (t) the WGN. Both s (t) and
n (t) are independent random process with zero mean, but s (t)
is non-white WSS while n (t) is white Gaussian. Assume the
frequency bandwidth being sensed is B centered at frequency
fc. After Nyquist sampling with period Ts ≤ 1/B, we can
represent the received signal x (t) in discrete form: x [n] =
x (nTs), s [n] = s (nTs) and w [n] = w (nTs). The spectrum
sensing problem has two hypotheses:H0, signal does not exist;
and H1, signal exists. The received discrete form signal under
the two hypotheses is therefore as follows:
H0 : x [n] = w [n] (1)
H1 : x [n] = s [n] + w [n] (2)
Two probabilities are of interest. The detection probability,
Pd (H1|x [n] = s [n] + w [n]), and the false alarm probability,
Pf (H1|x [n] = w [n]).
It is assumed that the learning and sensing processes are
performed within the channel coherent time, and there is a
pre-whitening filter before any processing.
Let xn, sn and wn be random vectors consisting of N
samples of x [n], s [n] and w [n], respectively:
xn = [x [n] , x [n+ 1] , · · · , x [n+N − 1]]
T (3)
sn = [s [n] , s [n+ 1] , · · · , s [n+N − 1]]
T (4)
wn = [w [n] , w [n+ 1] , · · · , w [n+N − 1]]
T (5)
where (·)T denotes matrix transpose. Using E [·] as the
notation for expectation, we have corresponding covariance
matrices:
Rx = E
[
xnx
T
n
] (6)
Rs = E
[
sns
T
n
] (7)
Rw = E
[
wnw
T
n
] (8)
Since s [n] and w [n] are independent, we have:
Rx = Rs +Rw (9)
Since w [n] is WGN, we have:
Rw = σ
2
wIN (10)
where σ2w is noise variance and IN is N ×N identity matrix.
If we do the eigen-decomposition on the covariance matrix
Rx, we can get a set of eigenvalues {λ1, λ2, · · · , λN} and
eigenvectors {φ1, φ2, · · · , φN}, satisfying:
λ1 ≥ λ2 ≥ · · · ≥ λN (11)
and
Rxφi = λiφi i = 1, 2, · · · , N (12)
In the terminology of pattern recognition, {φi} are called
features. The process of calculating features is called feature
extraction. Since our algorithms only deal with the leading
eigenvector, in this paper only φ1 is named as feature for
brevity.
The exact covariance matrix Rx cannot be derived in
practice because we do not know the exact expectation
of all the random processes. Alternatively, if we define
χm =
{
x1+Ns×(m−1),x2+Ns×(m−1), · · · ,xNs+Ns×(m−1)
}
as the m-th sensing segment, we can have an approximated
sample covariance matrix R˜x,m by averaging:
R˜x,m =
1
Ns
i=Ns+Ns×(m−1)∑
i=1+Ns×(m−1)
xix
T
i (13)
Now we use ϕm to represent the leading eigenvector of
covariance matrix R˜x,m of segment m, a.k.a., the feature of
segment m. We use the intuitive template matching to find the
similarity of features between segments i and j:
ρi,j = max
l=1,2,...,N−k+1
|
N∑
k=1
ϕi [k]ϕj [k + l]| (14)
Based on the above notations and concept of feature, we
propose the FLA and the FTM:
a) Algorithm 1, the FLA:
1) Collect two consecutive sensing segments χi, χi+1, with
Ns +N − 1 samples each.
2) Compute covariance matrices for each segment accord-
ing to (3) and (13).
3) Extract features ϕi and ϕi+1 for the corresponding
segments.
4) Compute similarity ρi,i+1 between these two features
using (14).
5) If ρi,i+1 > Te, then feature is learned as ϕfeature =
ϕi+1.
where Te is the threshold determined according by the simi-
larity of consecutive noise segments.
Using the learned feature ϕfeature as the prior knowledge,
we propose the FTM:
b) Algorithm 2, the FTM:
1) Collect Ns +N − 1 consecutive samples.
2) Compute covariance matrix for this segment according
to (3) and (13).
3) Extract feature ϕcurrent of the current segment.
4) Compute similarity ρfeature,current.
5) If ρfeature,current > Tf , then hypothesisH1 is claimed.
Otherwise, hypothesis H0 is claimed.
Both Te and Tf are thresholds to be set according to noise
statistics. As will be shown later, Te and Tf are independent
to the noise energy, or the SNR. There is no noise uncertainty
problems in setting Te or Tf .
So far we have proposed the FLA and FTM. In the next
section we will show why we use leading eigenvector as
feature.
III. THEORETICAL BACKGROUND
The theoretical background of the FLA and FTM lies in
DKLT. It explains why we define feature as leading eigenvec-
tor. We follow the description of [14] to get a brief review
of DKLT. If we consider a zero mean random sequence
{x [n] ;n = 1, · · · , N}, this sequence can be expanded in any
set of orthonormal basis functions fi [n] as:
x [n] = κ1f1 [n] + κ2f2 [n] + · · ·+ κNfN [n] (15)
where the κi are coefficients in the expansion and “orthonor-
mal” means that the functions satisfy the relation
N∑
n=1
f∗i [n] fj [n] =
{
1 i = j
0 i 6= j
(16)
where ∗ denotes conjugate. Following (15) and (16), the
coefficients are given by:
κi =
N∑
n=1
f∗i [n]x [n] (17)
It is desired to find a particular orthonormal set of functions
such that:
E
[
κiκ
∗
j
]
=
{
ς2j i = j
0 i 6= j
(18)
Therefore, the coefficients are uncorrelated. Define random
vector x = [x [1] , x [2] , · · · , x [N ]]T , coefficient vector κ =
[κ1, κ2, · · · , κN ]
T
, and the matrix
Φ = [φ1, φ2, · · · , φN ] ; (19)
where
φi = [fi [1] , fi [2] , · · · , fi [N ]]
T (20)
From (16), Φ is a unitary matrix such that ΦΦ∗T = IN .
(15) and (18) can now be expressed in matrix formulation as:
x = Φκ (21)
and
κ = Φ∗Tx (22)
Equation (21) and (22) have the following interpretation.
If we consider the sequence x [n] as a vector x in an N -
dimensional space, then κi can be regarded as components of
the same vector with respect to a rotated coordinate system.
If we choose φi as the eigenvectors of the covariance matrix:
Rx = E
[
xx
∗T
] (23)
Then, the resulting κi satisfy (18). Therefore, the desired set
of basis functions in (15) are determined by the eigenvectors
of the covariance matrix Rx:
Rxφi = λiφi (24)
Thus in the new coordinate system, eigenvectors φi deter-
mine the directions, while eigenvalues λi determine the signal
energy in the corresponding directions.
The transformation in (17) with such basis functions is the
DKLT, and (15) is called the Karhunen–Loe`ve expansion for
the random process. The DKLT is the only transformation that
results in (18).
A. Properties of Feature and DKLT
DKLT has many useful properties. They have been suc-
cessfully used in principle component analysis (PCA) [15],
singular spectrum analysis (SSA) [16] and pattern recognition
[17], etc.. We list two of the properties for spectrum sensing.
Property 1:
Equation (15) is the optimal linear approximation represen-
tation of the random process if the expansion is truncated to
use M < N orthonormal basis functions:
xˆ [n] =
M∑
i=1
κifi [n]; M < N (25)
Property 2:
The leading eigenvector φ1 is determined by the direction
with largest signal energy. For any λ1 > σ2w, φ1 will remain
almost the same.
Property 2 has a geometric explanation with a two dimen-
sional case in Fig. 2. Assume we have 2× 1 random vectors
xs+n = xs+xn, where xs is vectorized sine sequence and xn
is the vectorized WGN sequence. SNR is set to 0 dB. There
are 1000 samples for each random vectors in Fig. 2. Now
we use DKLT to set the new X axes for each random vector
samples such that λ1 is strongest along the corresponding new
X axes. It can be seen that new X axes for xs (SNR = ∞ dB)
and xs+n (SNR = 0 dB) are almost the same. X axes for xn
(SNR = −∞), however, is rotated with some random angle.
This is because WGN has almost same energy distributed in
every direction. New X axes for noise will be random and
unpredictable but the direction for signal is very robust, as
long as λ1 > σ2w.
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Fig. 2. Illustration of Property 2.
Property 2 helps us to conclude that among all eigenvectors,
only leading eigenvector is most robust against noise. Together
with Property 1, we can prove that the leading eigenvector is
also optimal approximation of original signal by simply setting
M to 1 in (25). Moreover, since signal energy/noise energy
estimation is not used in the entire process [18], there is no
noise uncertainty problem for feature learning.
In another view, the effective SNR on the leading eigen-
vector is higher than the original SNR. If we do DKLT on
s [n] and w [n], we have eigenvalues λs,i for s [n] and λw,i
for w [n]; eigenvectors φs,i for s [n] and φw,i for w [n]. The
SNR for x [n] is:
SNRx =
N∑
i=1
λs,i/
N∑
i=1
λw,i (26)
Suppose we only use the leading eigenvector φ1 to approx-
imate x [n] by xˆ [n] in (25). Since w [n] is white, λw,i = σ2w
for all i, the SNR for xˆ [n] is therefore
SNRxˆ = λs,1/σ
2
w (27)
The SNR gain after using the leading eigenvector of DKLT
is:
GSNR =
SNRxˆ
SNRx
=
Nλs,1
N∑
i=1
λs,i
(28)
Since λs,1 ≥ λs,2 ≥ · · ·λs,N , GSNR ≥ 1. Such SNR gain
is optimal [19].
This is the foundation of the FLA and FTM. They use the
fact that consecutive features of WSS signal are similar, while
consecutive features of noise are random.
B. Implementation Issue
The major processing part of our algorithms lies in the
feature extraction. If we analyze the processing delay of
the feature extraction, it can be divided to two steps. First
is to compute the covariance matrix R˜x,m in (13) and the
other is the eigenvector calculation. Since the computation of
R˜x,m can be done in real-time, the major processing delay
lies in the eigenvector calculation. In the feature extraction,
we only want to know the leading eigenvector and we do
not need to do the complete eigen-decomposition, which has
computation complexity of O
(
N3
)
. Recently, a fast PCA
algorithm for fixed point implementation have been proposed
with computation complexity O
(
N2
) [20], minimizing the
processing delay. Being able to compute (13) in real-time is a
huge advantage if compared with spectral methods using the
fast Fourier transform (FFT). Since FFT can only be calculated
when all Ns samples are captured, the computation complexity
is O(Ns log (Ns)). Because usually Ns >> N , the feature
extraction has much less delay than FFT. Currently we have
implemented the algorithms in field programmable gate array
(FPGA) and digital signal processor (DSP) [21], [22].
IV. SIMULATION RESULTS
In this section, we first use show that the signal feature
can be extracted under unknown low SNR. Then, real-world
captured data is used to show that the signal feature can be
learned blindly and is stable over time. Finally, we compare
the detection performance of the FTM with the MME in very
low SNR, using the same real-world data. In the comparison,
same covariance matrix is used, but the FTM has the learned
feature as prior knowledge.
A. Feature Robustness Test Against Noise
Here we give an example to show feature extraction under
unknown low SNR. s [n] has constant power spectrum density
in the frequency band from 0.5 MHz to 1.5 MHz. x [n] is
the noisy signal with unknown amount of noise. As shown
in Fig. 3, no spectral information of x [n] can be extracted in
the frequency domain. We use the FLA to extract the features
from the noisy x [n] and the noise free s [n]. As can be seen in
Fig. 4, those two features are very similar, with similarity as
high as 94%. As a result, feature is very robust against noise
and there is no noise uncertainty in feature extraction.
B. Feature Learning Test with Real-world Data
Then we use real world data to demonstrate that the signal
feature is very stable over time while the noise feature is
random. Field measurements of DTV done in Washington D.C.
[8] are used as the PU signal. Simulated WGN samples are
used. The captured signal has a duration of about 25 seconds.
All synchronization information of the DTV signal is blind to
the SU receiver. Receiver SNR and the communication chan-
nel between the transmitter and receiver are also unknown.
However, we do know that the received SNR is changing at
the receiver and the channel has slow fading. We use the FLA
to calculate the similarities of consecutive features for both
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Fig. 3. Spectrum of x [n] and s [n].
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Fig. 4. Features of x [n] and s [n].
signal and noise in 25 seconds, respectively. We set Ns = 105
and N = 64. The corresponding duration of each segment is
approximately 4.6 ms. Fig. 5 shows Similarity of Consecutive
Features VS Time plot. By setting Te = 90%, ρi,i+1 > Te for
99.46% amount of time when the PU signal exists. Moreover,
the similarity between the features of the first sensing segment
and the last sensing segment is as high as 99.98%, showing
that the signal feature is very stable and almost unchanged in
25 seconds. When the PU signal does not exist, ρi,i+1 > Te for
only 0.92% amount of time. Sohpisticated learning algorithms
will be developed in the feature learning process to obtain the
signal feature in a robust and fast manner.
C. ROC Curves for the FTM and the MME
We use one segment of the previous DTV data samples as
the clean received PU signal s [n] and add noise with variance
σ2w to emulate w [n]. In the simulation, the signal feature is
the prior knowledge. Sensing time is set to approximately 4.6
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Fig. 5. Similarity of consecutive features of PU signal and noise in 25
seconds.
ms with Ns = 105 and N = 64. WGN is added according
to different SNR levels. We compare the results of both
algorithms. The MME uses the covariance matrix’s max-min
eigenvalue ratio, λmax/λmin for detection [10], and uses no
prior knowledge. Ns and N are set the same for these two
algorithms. In the simulation, we perform both algorithms on
the same signal and noise and repeat the simulation for 1000
times. Fig. 6 shows the Pd VS SNR, with Pf = 10%. It
can be seen that to reach Pd ≈ 100%, the minimum required
SNR for the FTM is about 2 dB lower than that of the MME.
Note that in our simulations, all Tf set by the FTM to get
Pf = 10% are very stable for different SNR. This is because
Tf is independent of SNR, signal energy or noise energy,
and the FTM does not have noise uncertainty problem. Fig. 7
shows the receiver operating characteristic (ROC) curves when
SNR = −22 dB. At Pf = 10%, FTM has Pd = 80%, while
MME only has Pd = 42%. This shows the advantage of using
the prior knowledge.
V. CONCLUSIONS
Signal feature is location dependent. We propose to learn
signal feature blindly and use it for spectrum sensing. We
define the signal feature as the leading eigenvector of signal’s
sample covariance matrix, because it is a robust approximation
of original signal against noise and optimum in effective SNR,
based on DKLT properties. We propose the FLA for blind
feature learning and the FTM for spectrum sensing with the
signal feature as the prior knowledge. Since our algorithms
do not depend on SNR or the noise energy, noise uncertainty
problem is successfully avoided. We use simulated data and
real-world data to demonstrate feature’s robustness against
noise and its stability over time. Detection performance of the
FTM in low SNR is compared with MME, which is totally
blind. Simulation results show that to achieve Pd ≈ 100% and
Pf = 10%, the minimum requried SNR for the FTM is about
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2 dB lower than that of the MME.
This is only the beginning of our work. Further research top-
ics include implementation, sophisticated feature learning and
quantizing the thresholds, etc. In addition, feature extracted
by DKLT is optimum only in the context of linear transforms.
When signal has non-linear structures, non-linear methods like
Kernel-PCA [23] and manifold-learning [24] can be the next
powerful tools to be explored.
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