Abstract. Let σ(A), ρ(A) and r(A) denote the spectrum, spectral radius and numerical radius of a bounded linear operator A on a Hilbert space H, respectively. We show that a linear operator A satisfying ρ(AB) ≤ r(A)r(B) for all bounded linear operators B if and only if there is a unique µ ∈ σ(A) satisfying |µ| = ρ(A) and
Introduction
Let B(H) be the algebra of bounded linear operators A acting on the Hilbert space H with the inner product (x, y). We assume that H has dimension at least 2 to avoid trivial consideration. If H is of dimension n < ∞, we identify B(H) as the set M n of n × n complex matrices acting on C n equipped with the usual inner product (x, y) = y * x. Let A ∈ B(H). Denote by σ(A) the spectrum of A and ρ(A) the spectral radius of A. Furthermore, let W (A) = {(Ax, x) : x ∈ H, (x, x) = 1} and r(A) = sup{|µ| : µ ∈ W (A)} be the numerical range and numerical radius of A, respectively. The numerical range W (A) is a bounded convex set in C, and the numerical radius r(A) is a norm on B(H) satisfying ρ(A) ≤ r(A) ≤ A ≤ 2r(A).
The numerical range and numerical radius are useful concepts in studying linear operators. One may see [6, Chapter 1] or [4] for some basic background.
It is known (see [6, Corollary 1.7.7] and also [7] ) that if A is a scalar multiple of a positive semidefinite operator, then ( 
1.1) σ(AB) ⊆ W (A)W (B) for all B ∈ B(H).
In [1, 3] , it is shown that the converse of this result is also true if H is of finite dimension. However, it may not be the case for the infinite dimensional case; see [7] . In this note, we consider A ∈ B(H) satisfying the weaker condition that
It turns out that there is no difference in the finite and infinite dimensional case, except that one can give some more detailed description of the structure of A in the finite dimensional case. Here is our main theorem. 
In case H has dimension n < ∞, conditions (a) -(c) are equivalent to the following.
(d) There is a unique µ ∈ σ(A) satisfying |µ| = ρ(A) such that the matrix A is unitarily similar to
where 1 ≤ p ≤ n, 0 ≤ q ≤ n−p, and C is invertible with C−I/2 ≤ 1/2, equivalently,
Note that in condition (d), if p + q = n then C is vacuous; if C is vacuous or if C is positive definite, then A is a multiple of a positive semidefinite operator so that σ(AB) ⊆ W (A)W (B) for all B ∈ M n . On the other hand, it is easy to find a non-normal matrix A that satisfies (1.2). We further remark that the last equivalent condition in condition (d) of Theorem 1.1 seems to be more complicated as it involved the inverse of C. Nevertheless, we would like to include this condition because if A is of such a form, it follows from a known result, [6, Theorem 1.7.6], and Lemma 2.1 below that condition (a) in Theorem 1.1 is true. In that result, again, the inverse of a matrix is involved.
Proof of Theorem 1.1 and auxiliary results
We begin with some lemmas. The first three can be verified easily.
We shall frequently use the following lemma without explicitly mentioning it. Proof. Suppose A ∈ B(H) has rank at most one. Then, A is unitarily similar to X ⊕ 0 where X ∈ M 2 has eigenvalues 0 and tr(A). By the elliptical range theorem (i.e., [6, 1.3.6] ), the result can be deduced readily.
In the finite dimensional case, W (A) = W (A) is compact, every element in σ(A) is an eigenvalue, and there is a unit vector x ∈ H attaining Ax = A . However, it might not be the case in the infinite dimensional case. Nevertheless, we can use the Berberian construction (see [2] ) to overcome this obstacle in our proof. We will obtain another lemma, which is similar to [7, Lemma 2.4] . We include the details in the following for completeness and easy reference.
We identify the space ℓ ∞ of bounded scalar sequences with the C * -algebra C(βN) of continuous functions on the Stone-Cech compactification βN of N. Here, a bounded sequence λ = (λ n ) in ℓ ∞ corresponds to a functionλ in C(βN) withλ(n) = λ n for all n = 1, 2, . . .. Take any point ξ from βN\N. The point evaluation λ →λ(ξ) of ℓ ∞ gives a nonzero multiplicative generalized Banach limit, denoted by glim, that satisfies the following conditions. For any bounded sequences (a n ) and (b n ) in ℓ ∞ and scalar γ, we have (i) glim(a n + b n ) = glim(a n ) + glim(b n ).
(ii) glim(γa n ) = γglim(a n ). (iii) glim(a n ) = lim a n whenever lim a n exists. (iv) glim(a n ) ≥ 0 whenever a n ≥ 0 for all n. (v) glim(a n b n ) = glim(a n )glim(b n ).
Note that (iv) implies glim(a n ) is real if {a n } is real. It follows that glim(a n ) = glim(a n ) and glim(a n a n ) = glim|a n |glim|a n | = glim(a n ) 2 . (Of course, this also follows from the identification of the space ℓ ∞ of bounded scalar sequences with the C * -algebra C(βN).)
Denote by V the set of all bounded sequences {x n } with x n ∈ H. Then V is a vector space relative to the definitions {x n } + {y n } = {x n + y n } and γ{x n } = {γx n }. Let N be the set of all sequences {x n } such that glim( x n , x n ) = 0. Then N is a linear subspace of V. Denote by x the coset {x n } + N . The quotient vector space V/N becomes an inner product space with the inner product x, y = glim( x n , y n ). Let K be the completion of V/N . If x ∈ H, then {x} denotes the constant sequence defined by x. Since x, y = x, y for x = {x} + N and y = {y} + N , the mapping x → x is an isometric linear map of H onto a closed subspace of K and K is an extension of H. For an operator T ∈ B(H), define
We can extend T 0 on K, which will be denoted by T 0 also. The mapping φ : B(H) → B(K) given by φ(T ) = T 0 is a unital isometric * -representation with σ(T ) = σ(T 0 ). Moreover, the approximate eigenvalues of T (and also T 0 ) will become eigenvalues of T 0 ; see [2] .
Lemma 2.5. LetÃ ∈ B(K) be the extension of A ∈ B(H) in the Berberian construction. Suppose ρ(AB) ≤ r(A)r(B) for all rank one B ∈ B(H). Then
Proof. SupposeÃ ∈ B(K) be the extension of A ∈ B(H) in the Berberian construction. Then r(A) = r(Ã). Let B ′ = x ⊗ y for two unit vectors x, y in K associated with the sequences {x n }, {y n } of unit vectors in H. Then
By our assumption on A,
for all positive integer n. It follows that
Proof of Theorem 1. By the above discussionÃ is a radial operator. Hence there is a µ ∈ σ(Ã) such that |µ| = Ã = 1. Therefore µ ∈ ∂σ(Ã). On the other hand, we know that every boundary point of the spectrum is an approximate eigenvalue. Therefore, µ is an eigenvalue ofÃ andÃ has a decomposition [µ] ⊕ T on K = x ⊕ K 1 . Without loss of generality we can assume µ = 1, i.e.,
with 0 ≤ t ≤ 1, x, y ∈ K 1 are unit vectors. Because B has rank 1 and u, v are unit vectors in K, by Lemma 2.4 r(B) =
When t is small enough, by Taylor series expansion we have
and similarly
Hence, by (2.1),
and thus we get tRe
Consequently, we have
Because x, y ∈ K 1 are arbitrary unit vectors, we see that T − I/2 ≤ 1/2. Hence Ã − I/2 ≤ 1/2 which implies A − I/2 ≤ 1/2. Now taking L = 2A − I, we get the desired result. Next, we establish the implication "(c) ⇒ (a)". Suppose (c) holds with µ = 1, and (a) is not true. The assumption implies r(A) = 1 and so there is B ∈ B(H) with r(B) = 1 and ρ(BA) = ρ(AB) > 1. Therefore, there is a λ in the approximate spectrum of BA such that |λ| = ρ(BA). We may apply the Berberian construction to extend H to K so that A, B are extended toÃ,B ∈ B(K) and λ is an eigenvalue ofBÃ. For notational simplicity, we assume that H = K and (A, B) = (Ã,B). Let x ∈ H be such that BAx = λx with |λ| > 1. Let Ax = a 11 x + a 21 y such that {x, y} is an orthonormal set, and let U be unitary with x, y as the first two columns. Then
Because A − I/2 ≤ 1/2, the first column of U * AU − I/2 has norm at most 1/2, i.e.,
Thus, there is ξ ≥ 1 such that
i.e., 2(ξa 11 − 1/2, ξa 21 ) t is a unit vector in C 2 . So, ξa 11 − 1/2 lies inside the circular disk centered at the origin with radius 1/2, and is contained in a line segment joining −1/2 to e it /2 for some t ∈ [0, 2π). Hence, 2(ξa 11 − 1/2) ∈ W (V ) for any unitary matrix V ∈ M 2 with eigenvalues −1, e it . In particular, we can construct a unitary matrix V ∈ M 2 with eigenvalues −1, e it such that the (1, 1) entry equals 2ξa 11 − 1. Furthermore, we may replace V by diag(1, e ir )V diag(1, e −ir ), where r = Arg(ξa 21 ), and assume that the (2, 1) entry of V is 2ξa 21 . Thus, the first column of V equals (2ξa 11 − 1, 2ξa 21 ) t . SetÂ = (I 2 + V )/2 ⊕ 0 andB
Then r(B) ≤ r(B) ≤ 1, W (Â) is a line segment joining 0 and (1 + e it )/2, andBÂ
SinceÂ is a scalar multiple of a positive operator, we have
and thus,
which is a contradiction. Now suppose H has dimension n < ∞. We may assume that A ∈ M n , and we will prove that (c) ⇐⇒ (d).
The implication "(d) ⇒ (c)" follows readily with C − I r /2 ≤ 1/2. On the other hand, for invertible C ∈ M r ,
Suppose (c) holds. Then A ∈ M n satisfies ρ(A) = r(A) = A = |µ|, where µ ∈ W (A) = W (A). For notational simplicity, assume that µ = 1. Then A is unitarily similar to I p ⊕ A 1 , where A 1 is in upper triangular form such that 1 / ∈ σ(A 1 ). If A 1 is invertible, take C = A 1 . Suppose A 1 is singular. Then, as A 1 = (α ij ) is in triangular form, and some of its diagonal elements are zero. If α ii = 0 then the (i, i) diagonal element of A 1 − 1 2 I n−p is 1 2 . Thus, by Lemma 2.2, we have α i,j = α j,i = 0, j = i. Consequently, A 1 is permutational similar to 0 q ⊕ C, where C is invertible. Because A − I n /2 = 1/2, we see that C − I n−p−q /2 ≤ 1/2. By the previous argument, we see that W (C −1 ) ⊆ {z : Re(z) ≥ 1}.
If A is a normal matrix, we have the following corollary. Corollary 2.6. Let A ∈ M n be normal with eigenvalues {λ 1 , · · · , λ n } ordered so that |λ 1 | ≥ · · · ≥ |λ n |. Then the following expressions are equivalent:
(a) ρ(AB) ≤ r(A)r(B), for all B ∈ M n , (b) |2λ j − λ 1 | ≤ |λ 1 |, for every j = 2, . . . , n.
