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Bei der Formulierung von Modellen in der relativistischen Quantenphysik spielen punkt-
artig lokalisierte Meßgrößen (Quantenfelder) eine zentrale Rolle. Sie bilden die begriffliche
Grundlage für Feldgleichungen oder Wirkungsprinzipien, mit deren Hilfe sich spezielle Mo-
delle auszeichnen und störungstheoretisch behandeln lassen.
Die scharfe Lokalisierung der Quantenfelder im Ortsraum führt aufgrund der quanten-
mechanischen Unschärferelation jedoch zu Singularitäten, die eine mathematisch rigorose
Formulierung erschweren. Insbesondere sind Produkte solcher Felder am gleichen Raum-
Zeit-Punkt im allgemeinen nicht wohldefiniert, sondern weisen Divergenzen auf. Dies führt
zu Problemen etwa bei der Behandlung nichtlinearer Feldgleichungen, von denen man er-
wartet, daß sie die Dynamik wechselwirkender Modelle bestimmen.
Die vorliegende Arbeit stellt eine neue Methode zur modellunabhängigen Analyse der
Eigenschaften von Punktfeldern vor. Ausgehend von einer Formulierung der Theorie durch
Meßgrößen, die in endlichen Raum-Zeit-Gebieten lokalisiert sind (und damit keine Singu-
laritäten aufweisen), untersuchen wir deren Kurzabstandsverhalten. Wir geben ein natürli-
ches Phasenraumkriterium an, das uns erlaubt, den Feldinhalt der Theorie zu bestimmen,
indem wir Punktfelder als Limiten immer besser lokalisierter Observablen konstruieren.
Deren singuläres Verhalten wird analysiert.
Dasselbe Phasenraumkriterium ermöglicht auch die Behandlung von Produkten der
konstruierten Felder: Im Limes kleiner Abstände kann eine asymptotische Reihenentwick-
lung der Feldprodukte (Operatorproduktentwicklung) etabliert werden. Diese gestattet die
Untersuchung von Normalprodukten und damit die Formulierung nichtlinearer Feldglei-
chungen im vorliegenden Rahmen.
Das genannte modellübergreifende Kriterium wird beispielhaft in Modellen der freien
Feldtheorie explizit hergeleitet und untersucht; die Ergebnisse lassen Extrapolationen auch
auf den wechselwirkenden Fall zu.
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1.1 Punktfelder in der Quantenfeldtheorie
Der historisch älteste und auch heute noch am weitesten verbreitete Zugang zur Quan-
tenfeldtheorie führt über punktartig lokalisierte Quantenfelder, die diesem Gebiet letztlich
auch den Namen gaben. Diese Punktfelder φ(x) beschreiben im einfachsten Fall (soweit es
sich um neutrale Bose-Felder handelt) physikalische Messungen, die an einem Raum-Zeit-
Punkt x lokalisiert sind. Alle anderen Observablen der Theorie werden aus Funktionen
(Integralen, Ableitungen) dieser Felder aufgebaut. Symbolisch wird eine Quantenfeldtheo-






wobei die Menge {φ(x)} alle am Punkt x lokalisierten Observablen enthält, also auch
Ströme, Energiedichten u.ä.
Die Idealisierung einer punktartig lokalisierten Messung ergibt sich zwar in natürlicher
Weise, wenn man zur Quantenfeldtheorie durch
”
Quantisierung“ einer klassischen Theorie
gelangt; sie führt jedoch zu Problemen bei der mathematischen Formulierung. Es stellt
sich heraus, daß die Punktfelder sehr singuläre Objekte sind; mathematisch handelt es sich
um unbeschränkte quadratische Formen, was physikalisch bedeutet, daß der Erwartungs-
wert der zugehörigen Messung nicht in allen denkbaren Zuständen des Systems angegeben
werden kann. Man kann dies als Auswirkung der Unschärferelation deuten: Eine im Orts-
raum beliebig gut lokalisierte Messung muß einen beliebig großen Energie-Impuls-Übertrag
aufweisen, d.h. ihr Hochenergieverhalten wird singulär.
Dies macht nicht nur eine mathematisch stringente Beschreibung technisch aufwen-
dig, sondern führt spätestens dann zu manifesten Problemen, wenn Produkte dieser Felder
am selben Raum-Zeit-Punkt x definiert werden sollen, wie es z.B. zur Formulierung von
Wechselwirkungstermen in Lagrangefunktionen notwendig ist. Auch die Behandlung nicht-
linearer Feldgleichungen wird hierdurch sehr erschwert.1
Zur axiomatischen Formulierung von Feldtheorien wurden daher andere Methoden als
die der punktartig lokalisierter Felder entwickelt. Man hob die scharfe Lokalisierung auf,
indem die Felder mit Testfunktionen f
”
verschmiert“ wurden, so daß man Operatoren φ(f)







beschrieben. Die Operatoren φ(f) sind zwar im allgemeinen unbeschränkt, aber dennoch
”
regulär“ genug, um ein Produkt zwischen ihnen definieren zu können. Dieser Zugang
[SW64] ermöglichte es, gewisse Eigenschaften von Quantenfeldtheorien, wie das PCT-
Theorem oder den Spin-Statistik-Zusammenhang, auf allgemeine Axiome zurückzuführen.
Später löste man sich ganz vom Begriff der Quantenfelder und ging im Rahmen der
sogenannten algebraischen Formulierung zur Betrachtung allgemeiner Observablen über,
die in endlichen Raum-Zeit-Gebieten O lokalisiert sind [HK64]; zu jedem solchen Gebiet
erhält man eine von den Observablen erzeugte Algebra A(O):
O 7→ A(O). (1.1.3)
1 “This problem has plagued quantum field theory throughout its history.” [Haa96, p. 45]
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Die Elemente der Algebren sind hier beschränkte Operatoren, so daß die algebraischen
Relationen (insbesondere die Multiplikation) zwischen ihnen wohldefiniert sind. Konzep-
tionell wichtiger als dieser technische Punkt ist aber, daß man die
”
Koordinatisierung“ der
Observablen durch Felder aufgibt: Als relevant erweist sich nur ihre Lokalisierung in der
Raum-Zeit und die
”
abstrakte“ algebraische Struktur.2 Dieser Formalismus hat sich zur
modellunabhängige Analyse von Quantenfeldtheorien sehr bewährt, etwa für Untersuchun-
gen zu Superauswahlsektoren und Austauschstatistik [DHR74, BF87], zur Teilcheninter-
pretation [BPS91, Por99], zur Renormierungsanalyse [BV95] und zu thermodynamischen
Aspekten [BW86, BJ89].
Allerdings ist im Rahmen der lokalen Algebren die Punktfeldstruktur der Theorie nicht
a priori sichtbar. Zwar existieren Ergebnisse zum Punktfeldinhalt solcher Theorien [FH81],
doch hat man über die Struktur dieser Felder relativ wenig detaillierte Aussagen, und
insbesondere der Aspekt der nichtlinearen Feldgleichungen hat keine direkte Entsprechung.
Aus diesem Grund gibt es bisher kaum Methoden zur Auszeichnung konkreter Theorien
im algebraischen Rahmen [Haa93].
Die Analyse von Punktfeldern und ihren Produkten bewegt sich insofern bislang meist
im störungstheoretischen Kontext oder im Rahmen exakt lösbarer zweidimensionaler Mo-
delle. Eine Möglichkeit zur Beschreibung der bei der Produktbildung auftretenden Diver-
genzen bieten sogenannte Operatorproduktentwicklungen [Wil69], das sind asymptotische
Reihenentwicklungen von Punktfeld-Produkten der Art








mit c-Zahl-Funktionen cj(x) und Punktfeldern φj(x), die im Limes kleiner x − y gültig
sind. Solche Entwicklungen wurden zunächst störungstheoretisch eingeführt [Zim70] und
spielen in der Lagrange’schen Feldtheorie eine wichtige Rolle [Wei96, ch. 20]. Axiomatische
Ansätze im Rahmen der Wightman-Theorie wurden zwar untersucht [WZ72, SSe73], aber
eine Herleitung
”
from first principles“ konnte nie ganz erreicht werden: Die Existenz der
Reihe scheint nicht aus den Wightman-Axiomen zu folgen; sie läßt sich unter der zusätz-
lichen Annahme einer konformen Symmetrie etablieren [SSV75], doch ist unklar, welche
physikalischen Eigenschaften im allgemeinen Fall eine wohldefinierte Operatorproduktent-
wicklung nach sich ziehen.
Solche Produktentwicklungen kann man nun auswerten, um einen
”
endlichen Anteil“
der im allgemeinen für x → y divergenten Approximationsterme cj(x − y)φj(x+y2 ) aus-
zuzeichnen und diesen als Normalprodukt der Felder zu verwenden, in Verallgemeinerung
des Wickprodukts der freien Feldtheorie. Dieses Normalprodukt kann dann z.B. zur For-
mulierung nichtlinearer (wechselwirkender) Feldgleichungen dienen [Zim67, Low70]. Diese
Ergebnisse sind jedoch eng an die Struktur bestimmter Modelle gebunden und bisher kaum
systematisch (unabhängig von konkreten Modellen oder Zusatzannahmen) analysiert wor-
den.
2 Genauer ist der physikalische Inhalt der Theorie nicht in den Algebren bei festem O codiert – sie
sind unter plausiblen Voraussetzungen an die Phasenraumstruktur alle isomorph [BDF87] –, sondern in
der Inklusionsstruktur A(O1) ⊂ A(O2) für O1 ⊂ O2.
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1.2 Übersicht über die Arbeit
Das Anliegen dieser Arbeit ist eine modellunabhängige, mathematisch rigorose Analyse der
Eigenschaften von Punktfeldern und ihrer Produkte. Hierzu gehen wir von einem qualita-
tiven Bild des Verhaltens einer Quantenfeldtheorie bei kleinen Phasenraumvolumina aus.
Auf dieser Grundlage bestimmen wir den Feldinhalt der Theorie und untersuchen das sin-
guläre Verhalten der Punktfelder. Weiter etablieren wir eine Operatorproduktentwicklung,
betrachten Normalprodukte und Feldgleichungen zwischen den konstruierten Größen.
Als mathematische Grundlage für eine solche Analyse eignet sich der oben schon er-
wähnte Rahmen der algebraischen Feldtheorie.3 Wir gehen aus von einem Netz O 7→ A(O),
das von beschränkten und in endlich großen Gebieten O lokalisierten Observablen erzeugt
wird. Dieser Rahmen ist weit allgemeiner als der einer Quantenfeldtheorie aus Punktfeldern
– er könnte auch nicht-punktartig lokalisierte Objekte beschreiben, wie etwa Mandelstam-
Strings oder Wilson-Loops. Wir analysieren hier jedoch das Kurzabstandsverhalten solch
einer Theorie und untersuchen insbesondere, ob sich im Limes kleiner Gebiete O lokale
Punktfelder aus den Algebren konstruieren lassen.
Teil I der Arbeit beschäftigt sich mit der Konstruktion von Punktfeldern in diesem
Rahmen.
Hierzu formulieren wir ein natürliches Phasenraumkriterium, das in Kapitel 2 motiviert
und mathematisch präzisiert wird. Es beruht auf der heuristischen Vorstellung, daß sich
bei gleichzeitiger Einschränkung im Orts- und Impulsraum die Struktur der Theorie sehr
gut durch nur endlich viele unabhängige Meßgrößen beschreiben läßt.
Genauer betrachten wir folgende Situation: Die Auswertung lokaler Observablen A auf
energiebeschränkten Zuständen σ, in Formeln
(σ,A) 7→ σ(A) , (1.2.1)
sollte sich im Limes kleiner Lokalisationsgebiete und nicht zu großer Energien durch Ap-
proximation mit endlich vielen
”







Die φj sind dann Kandidaten für lokale Punktfelder. In der Tat erlaubt es das präzi-
se formulierte Phasenraumkriterium, eine Folge von eindeutig definierten endlichdimen-
sionalen Räumen zu konstruieren, deren Elemente sich als am Punkt x = 0 lokalisierte
Wightman-Felder herausstellen. Die Felder sind nach der Stärke ihrer Singularität (ihrer
”
Dimension“) geordnet. Der berechnete Feldinhalt stimmt mit dem in der Literatur be-
kannten [FH81] überein. Diese Analyse findet sich in Kapitel 3.
Die konstruierten Punktfelder
”
erben“ eine Reihe von Eigenschaften von der zugrunde-
liegenden algebraischen Theorie; insbesondere sind sie z.B. kovariant unter Lorentztrans-
formationen und Translationen. Außerdem ist der Feldinhalt abgeschlossen unter Differen-
tiation. Diese Aspekte werden in Kapitel 4 in allgemeinerem Rahmen untersucht.
Teil II der Arbeit beschäftigt sich dann mit der Untersuchung von Produktstrukturen
zwischen den konstruierten Feldern.
3 Eine genaue Auflistung des zugehörigen Axiomensystems findet man in Abschnitt 1.3.1.
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In Kapitel 5 etablieren wir in unserem Rahmen eine rigorose Version der Operatorpro-
duktentwicklung (1.1.4). Wir verwenden dazu erneut das Phasenraumkriterium. Die Er-
gebnisse gestatten eine weitere Untersuchung der Koeffizientenfunktionen cj(x), die trotz
des modellunabhängigen Ansatzes sehr direkt bekannt sind. Im Fall raumartig getrennter
Argumente der multiplizierten Felder sind die Koeffizienten holomorph fortsetzbare Funk-
tionen, deren Divergenzgrad im Limes koinzidierender Punkte abgeschätzt werden kann.
Für beliebige Abstände der Felder existieren die Koeffizienten noch als Distributionen. Wir
untersuchen außerdem die Kovarianzeigenschaften der cj(x) unter anderem unter Lorentz-
transformationen und inneren Symmetrien.
Die Operatorproduktentwicklung erlaubt die Definition und Analyse von Normalpro-
dukten, die als Verallgemeinerungen des Wick-Produkts der freien Theorie verstanden wer-
den können (Kapitel 6). Wir leiten damit eine nicht-perturbative Fassung von Ergebnissen
her, die in der Literatur in speziellen Modellen und mit störungstheoretischen Methoden
gewonnen wurden. Hierbei wird deutlich, daß ein Normalprodukt von Feldern sich im all-
gemeinen nicht eindeutig definieren läßt. Vielmehr kann ein gewisser endlichdimensionaler
Vektorraum als
”
Spur der Produktentwicklung“ ausgezeichnet werden; die konkrete Defi-
nition des Normalprodukts entspricht einer Auswahl von Elementen in diesen Raum. Die
Normalprodukte erlauben uns auch die Betrachtung nichtlinearer Feldgleichungen: Wir
bestimmen den
”
Feldgleichungsinhalt“ einer gegebenen Theorie.
In Teil III der Arbeit diskutieren wir die Anwendung des entwickelten (modellübergrei-
fenden) Formalismus auf konkrete Modelle. Dazu überprüfen wir zunächst in Kapitel 7 das
untersuchte Phasenraumkriterium in der Theorie eines freien reellen skalaren Teilchens. Ab-
gesehen von Infrarotdivergenzen bei niederdimensionalen Systemen (d ≤ 2 + 1) lassen sich
die untersuchten Strukturen hier explizit etablieren; man erhält durch unsere Konstruktion
die bekannten Punktfelder der Theorie (inklusive Ableitungen und Wickprodukte) zurück.
Kapitel 8 diskutiert dann Erweiterungen auf allgemeinere freie Theorien sowie heu-
ristische Extrapolationen auf wechselwirkende Theorien (deren rigorose Konstruktion in
physikalischer Raumzeit bisher nicht gelungen ist). Wir skizzieren ein Kriterium zur Cha-
rakterisierung von Eichtheorien anhand ihres Punktfeldinhalts.
Auf diese Weise erhalten wir, ausgehend von einem sehr allgemeinen (dem algebrai-
schen) Rahmen, nicht-perturbative und modellunabhängige Aussagen über das Kurzab-
standsverhalten von Quantenfeldtheorien, was sich explizit im Verhalten von Punktfeldern
und ihren Produkten wiederspiegelt. Betrachtet man das genannte Phasenraumkriterium
als plausible physikalische Annahme, dann sollten unsere Ergebnisse – wie etwa die Exi-
stenz der Operatorproduktentwicklung – in allen physikalisch realistischen Theorien gültig
sein.
Abstrakter zeichnen wir durch Angabe des Phasenraumkriteriums eine bestimmte Klas-
se von Wightman-Theorien mit besonders angenehmen Eigenschaften aus (unter anderem
einem
”
regulären“ Verhalten der Feldprodukte im Limes scharfer Lokalisierung). Insofern
ist die Arbeit auch ein Beitrag zum Verständnis der Feldtheorie im Wightman’schen For-
malismus.
Umgekehrt könnte die vorliegende Analyse zu einem besseren Verständnis des algebrai-
schen Rahmens führen. Bisher werden konkrete Modelle der Feldtheorie fast ausschließlich
im Kontext von Punktfeldern konstruiert; im Rahmen der algebraischen Theorie ist dies
nur schwer möglich, da die gesamte heuristische Information über feldtheoretische Modelle
in Form von Feldgleichungen oder Lagrangefunktionen, d.h. als Relationen zwischen punkt-
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artig lokalisierten Größen, vorliegt. Das Wissen um die Einbettung der Punktfelder in den
algebraischen Kontext sollte auch hier neue Erkenntnisse ermöglichen.
Von einem mehr mathematischen Standpunkt gesehen, leistet die vorliegende Arbeit
eine Klassifikation von lokalen Netzen (Präkogarben) aus von-Neumann-Algebren. Unter
Zuhilfenahme einer einparametrigen Symmetriegruppe mit positivem Generator zeichnen
wir eine gewisse Klasse solcher Präkogarben aus und konstruieren dort eine Folge von
endlichdimensionalen Vektorräumen, die Invarianten des Netzes sind. Die Elemente der
Vektorräume sind, als operatorwertige Distributionen aufgefaßt, affiliiert zum lokalen Netz;
die Räume selbst sind abgeschlossen unter Symmetrietransformationen, Differentiation und
in gewissem Sinne unter Produktbildung.
Die Arbeit baut auf Ergebnissen aus [Bos98] auf bzw. übernimmt diese zum Teil in
leicht verändertem Kontext.
1.3 Technischer Hintergrund
Wir führen unsere Analyse zunächst im Rahmen der algebraischen Quantenfeldtheorie
durch, und zwar im Vakuumsektor. Die hier verwendeten Axiome sind in Abschnitt 1.3.1
aufgeführt. Für einige Teilbereiche (insbesondere für die präzise Definition des Punktfeld-
Begriffs) beziehen wir uns auf die Wightman-Axiome, die in Abschnitt 1.3.2 zusammenge-
stellt sind.
Die Relationen zwischen den beiden Formalismen werden in den Kapiteln 2 und 3
ausführlich diskutiert.
1.3.1 Algebraische Quantenfeldtheorie
Der algebraische Zugang zur Quantenfeldtheorie (
”
Local Quantum Physics“ [Haa96]) ver-
wendet als Grundobjekt ein Netz von Algebren, d.h. eine Abbildung
O 7→ A(O), (1.3.1)
die jeder offenen Teilmenge O des Minkowskiraums M := Rs+1 eine C∗-Algebra A(O)
zuordnet; dabei fordert man Isotonie:
A(O1) ⊂ A(O2) für O1 ⊂ O2. (1.3.2)
Physikalisch stehen die lokalen Algebren A(O) – respektive ihre selbstadjungierten Ele-
mente – für die im Gebiet O meßbaren Observablen. Deren relativistische Lokalisierung
läßt sich dann durch die algebraischen Relationen beschreiben: Sind O1 und O2 raumartig
getrennt, dann stellt man die Lokalitätsbedingung[
A1, A2
]
= 0 für Ai ∈ A(Oi). (1.3.3)
Weiterhin ist eine Darstellung α(x,Λ) der Poincaré-Gruppe4 P durch Automorphismen
des Netzes A(O) gegeben, die geometrisch auf den lokalen Algebren wirkt:
α(x,Λ) A(O) = A(ΛO + x). (1.3.4)
4 Präziser ist hier und im folgenden mit P die Zusammenhangskomponente der 1 in der Poincaré-Gruppe
gemeint (sonst oft mit P↑+ bezeichnet). Analog ist L die 1-Zusammenhangskomponente der Lorentzgruppe.
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Die vorliegende Arbeit beschränkt sich auf die Analyse des Vakuumsektors eines solchen
Netzes: Wir nehmen die A(O) als schwach abgeschlossene Unteralgebren von B(H) für
einen Hilbertraum H an, also als von-Neumann-Algebren. Weiter sei die Darstellung α
unitär implementiert, d.h. sie rühre von einer unitären Darstellung U(x,Λ) von P auf H
her:
α(x,Λ) = U(x,Λ) · U(x,Λ)∗. (1.3.5)
Wir verlangen, daß U(x,Λ) bezüglich der starken Operatortopologie stetig in x,Λ ist. Dann
kann U(x,Λ) als Exponentialfunktion seiner selbstadjungierten Generatoren geschrieben
werden; man hat etwa für die Translationen
U(x,1) ≡ U(x) = eiPµxµ . (1.3.6)
Die unbeschränkten selbstadjungierten Operatoren Pµ (µ = 0 . . . s) werden als Energie-
Impuls-Operatoren interpretiert; speziell ist H = P0 der Hamilton-Operator. Seine Spek-
tralprojektoren auf das Intervall [0, E] bezeichnen wir mit P (E). Die Darstellung U soll
die Spektrumsbedingung erfüllen, d.h. das gemeinsame Spektrum der kommutierenden Ope-
ratoren Pµ liege im abgeschlossenen Vorwärtslichtkegel V + (”
Positivität der Energie“).
Schließlich gebe es in H einen unter allen U(x,Λ) invarianten Vektor Ω (
”
das Vakuum“),
der bis auf skalare Faktoren eindeutig bestimmt sei. Er erfüllt dann P (E) Ω = Ω ∀E > 0.
Wir setzen voraus, daß die lokalen Algebren irreduzibel auf dem Hilbertraum wirken:
Ist Alok die Vereinigung aller A(O) für beschränkte Gebiete O, so soll AlokΩ dicht in H
sein.
In unserem Zusammenhang werden wir oft nicht allgemeine Gebiete O, sondern speziel-
ler um den Koordinatenursprung zentrierte Standard-Doppelkegel mit Radius r betrachten,
die wir als
Or = {x ∈M | |x0|+ |~x| < r} (1.3.7)
notieren. Die zugehörigen Algebren bezeichnen wir kurz mit A(r) := A(Or).
Wir haben die lokalen Algebren A(O) als von-Neumann-Algebren vorausgesetzt, um
eine weitere mathematische Struktur zur Verfügung zu haben, nämlich ihren Prädualraum:
Der Raum der normalen (d.h. linearen und ultraschwach stetigen) Funktionale auf B(H)
sei mit Σ bezeichnet; er ist identisch mit dem Raum der Spurklasseoperatoren B1(H) auf
H, wobei ρ ∈ B1(H) ein σ ∈ Σ induziert durch
σ( · ) = tr (ρ · ). (1.3.8)
Σ wird mit der Supremumsnorm (entsprechend der Spurnorm auf B1(H)) zu einem Ba-
nachraum, dessen Dualraum gerade B(H) ist:
Σ∗ = B(H) , auch notiert als Σ = B(H)∗ . (1.3.9)
Die positiven normierten Elemente von Σ können als physikalische Zustände des betrachte-
ten Systems gedeutet werden. In unserer Analyse ist noch der Raum der energiebeschränk-
ten normalen Funktionale wichtig: Für E > 0 sei
Σ(E) := P (E)ΣP (E) ; (1.3.10)
dabei schreiben wir P (E)σP (E) = σ(P (E) · P (E)) für σ ∈ Σ. Man hat dann
Σ(E)∗ = P (E)B(H)P (E). (1.3.11)
Die Σ(E) bilden eine Präkogarbe im Sinne von Anhang 2.A.
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1.3.2 Wightman’sche Quantenfeldtheorie
Die Wightman’sche Quantenfeldtheorie [SW64] formuliert man mit Hilfe von Feldern (un-
beschränkten Operatoren) φ(f). Wir beschränken uns hier auf den Fall von Bose-Feldern;
sie bzw. ihre selbstadjungierten Funktionen repräsentieren dann die physikalischen Obser-
vablen. Genauer betrachtet man folgende Struktur:
Zunächst ist ein HilbertraumH gegeben, auf dem eine unitäre, stark stetige Darstellung
U(x,Λ) von P wirkt. Wie in Abschnitt 1.3.1 bezeichnen wir die Generatoren der Transla-
tion mit Pµ; sie mögen der Spektrumsbedingung genügen. Außerdem gebe es einen bis auf
einen Faktor eindeutigen U -invarianten Vektor Ω ∈ H.
Unter einem Quantenfeld bzw. einem Satz von Quantenfeldern φ1, . . . , φn versteht man
nun folgendes:
• Die φj sind operatorwertige temperierte Distributionen, d.h. sie sind lineare Ab-
bildungen von S(M) in die Menge der (nicht notwendig beschränkten) linearen
Operatoren auf D, wobei D ⊂ H ein dichter Unterraum ist. Man betrachtet al-
so unbeschränkte Operatoren φj(f) auf einem gemeinsamen Definitionsbereich D.




• Der Definitionsbereich D ist nicht nur dicht in H, sondern auch stabil unter Anwen-
dung der U(x,Λ) und φj(f); ferner ist Ω ∈ D.
• Die adjungierten Operatoren φj(f)∗ sind ebenfalls in der Menge der Felder enthalten:
φj(f)
∗ = φk(f̄) mit zu j geeignet gewähltem k. (1.3.12)
Dies gilt als Operatorgleichung auf D.
• Die φj erfüllen kausale Vertauschungsrelationen, d.h. für Testfunktionen f, g mit
raumartig getrenntem Träger gilt[
φj(f), φk(g)
]
= 0 , j, k = 1 . . . n, (1.3.13)
wieder als Gleichung auf D.













Zusätzlich wird oft noch gefordert, daß die φj(f) eine Vollständigkeits- oder Irredu-
zibilitätseigenschaft besitzen, analog zu dem, was wir im algebraischen Rahmen für die
Algebra Alok gefordert hatten: Die Menge der Polynome der φj(f) (mit beliebigen Test-
funktionen f) soll, angewandt auf Ω, eine in H dichte Menge ergeben. Dies läßt sich ggf.
immer erreichen, indem man H durch einen abgeschlossenen Teilraum ersetzt.
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Häufig betrachtet man statt der φ(f) auch punktartig lokalisierte Felder φ(x); diese
sind dann nicht als Operatoren, sondern nur als quadratische Formen auf D×D definiert.
Die φ(f) ergeben sich aus ihnen durch
”




Wir werden diese heuristische Formel in Abschnitt 3.4 genauer präzisieren. Die obigen
Bedingungen lassen sich fast alle in analoger Weise auch für die φ(x) aufstellen. Probleme
bereitet dabei aber die Lokalitätsforderung: Da das Produkt zweier quadratischer Formen
sich im allgemeinen nicht definieren läßt, machen Kommutatorrelationen wie (1.3.13) für








Wir beginnen unsere Analyse der Punktfeldeigenschaften von Quantenfeldtheorien mit
einer Untersuchung des Kurzabstandsverhaltens der Observablenalgebren.
Während die Konstruktion von ausgedehnten Observablen aus Punktfeldern in der Li-
teratur gut untersucht ist [DSW86, BY90], sind die Ergebnisse zum umgekehrten Prozeß,
nämlich der Beschreibung von Punktfeldern durch Approximation mit immer besser loka-
lisierten Observablen [FH81, Wol85, RW86, Sum87], bisher unvollständig: Sie lassen nur
wenig detaillierte Aussagen über die betreffenden Punktfelder zu. Wir nähern uns diesem
Problem durch Analyse der Phasenraumstruktur der Theorie.
Phasenraumkriterien [HS65, BW86, BP90] sind im Rahmen der algebraischen Feld-
theorie ein wohlbekanntes Mittel zur Beschreibung des Verhaltens von Theorien bei sehr
großen oder sehr kleinen Abständen. Sie verlangen grob gesagt folgendes: Bei gleichzeiti-
ger Einschränkung der auszuführenden Messungen im Impuls- und Ortsraum lassen sich
die Meßergebnisse sehr gut durch Auswertung auf einem endlichdimensionalen Raum von
Observablen bzw. Zuständen approximieren.
Wir untersuchen solche Phasenraumeigenschaften hier speziell im Hinblick auf das
Kurzabstandsverhalten der Theorie – zunächst heuristisch und an einem nichtrelativi-
stischen Beispiel, dann mathematisch präzisiert. Wir geben dann ein Kriterium an, das
speziell auf asymptotisch kleinen Längenskalen sensitiv ist und das solche Quantenfeld-
theorien selektiert, die sich in diesem Bereich in gewisser Weise
”
regulär“ verhalten und
deren Observablenalgebren hier quasi durch endlich viele Observablen erzeugt werden.
Dieses Kriterium wird uns in späteren Kapiteln ermöglichen, zu der algebraischen Theo-
rie assoziierte Punktfelder zu konstruieren.
20 Kapitel 2. Phasenraumstruktur
2.1 Das Kurzabstandsverhalten von
Quantenfeldtheorien
Zur Analyse des Kurzabstandsverhaltens einer allgemeinen Quantenfeldtheorie gehen wir,
wie angekündigt, von einer Theorie in der algebraischen Formulierung aus. Wir betrachten
physikalisch also Observablen, die in endlich großen Gebieten der Raumzeit (etwa Dop-
pelkegeln) lokalisiert sind, und untersuchen die Struktur der Theorie für immer kleinere
Durchmesser der Lokalisationsgebiete.
In einfachen Fällen, wie der freien Feldtheorie oder (näherungsweise) dilatationsinva-
rianten Modellen, wird man dabei vermuten, daß im Kurzabstandslimes die der Theorie
zugrundeliegenden Punktfelder als
”
idealisierte Observablen“ sichtbar sind; tatsächlich er-
wartet man hier sogar eine Eins-zu-eins-Beziehung zwischen dem algebraischen Modell und
dem unterliegenden Punktfeld-Formalismus.
Im allgemeinen allerdings ist der algebraische Rahmen deutlich reichhaltiger als der Zu-
gang über Punktfelder: Er könnte auch Observablen beschreiben, die nicht aus punktartig
lokalisierten Größen aufgebaut sind, sondern die grundsätzlich ausgedehnte Lokalisierungs-
gebiete benötigen; man kann hierbei an feldartige Größen, die längs Wegen (Mandelstam-
Strings), Schleifen (Wilson-Loops) etc. lokalisiert sind, denken. Man wird also nicht erwar-
ten, daß solche Theorien durch die Angabe zugehöriger Punktfelder eindeutig charakteri-
siert sind.
Wir interessieren uns hier allerdings nicht für solche ausgedehnt lokalisierten Größen,
sondern sind lediglich an den in der Theorie enthaltenen (respektive dazu assoziierten)
Punktfeldern, also am
”
Feldinhalt“ interessiert. Dieser beschreibt die Theorie zwar mögli-
cherweise nicht vollständig, liefert aber zumindest eine Möglichkeit zur Klassifikation.
Es ist also zunächst unsere Aufgabe, die Relationen zwischen dem algebraischen Bild
und dem Punktfeld-Formalismus genauer zu klären. Dabei ist die eine Richtung, nämlich
die Konstruktion von algebraischen Theorien aus gegebenen Systemen von Punktfeldern, in
der Literatur gut untersucht (siehe [BY90] und die dort zitierten Referenzen). Die Punkt-




f(x)φ(x) ds+1x , f ∈ S(M) . (2.1.1)
Dann geht man zu beschränkten Funktionen dieser Operatoren über; im Fall selbstadjun-
gierter Wightman-Felder werden die lokalen Algebren A(O) von den unitären Operatoren
eiφ(f) , supp f ⊂ O (2.1.2)
mit reellwertigen Testfunktionen f erzeugt.
Weit weniger untersucht ist die umgekehrte Richtung, also die Konstruktion gegebener
Punktfelder aus einem vorgegebenen lokalen Netz A(O). Hier hat man offenbar die Alge-
bren für Gebiete O zu analysieren, die sich auf einen Punkt x zusammenziehen. Heuristisch
könnte man die gesuchten Punktfelder einfach im Durchschnitt der Algebren A(O) über
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Tatsächlich stellt sich aber unter recht allgemeinen Bedingungen heraus, daß der Durch-
schnitt auf der rechten Seite nur Vielfache des Einsoperators enthält [BV95, p.1215]. Dies
ist insofern nicht weiter verwunderlich, als die gesuchten Punktfelder singuläre Objekte
sein sollten, nicht beschränkte Operatoren wie die Elemente der lokalen Algebren.
Diese Singularität der Felder kann heuristisch als Folge der Unschärferelation verstan-
den werden: Eine in Raum und Zeit beliebig gut lokalisierte Messung muß im Impuls-
raum völlig delokalisiert sein, also einen
”
unendlich großen“ Energie-Impuls-Übertrag be-
sitzen. Das singuläre Verhalten der Felder ist also in ihrem Hochenergieverhalten begründet;
dämpft man dieses durch einen geeigneten Operator, etwa einen Spektralprojektor P (E)
des Hamiltonoperators, dann sollten die resultierenden Felder P (E)φ(x)P (E) beschränkt
sein. In allen bisher konstruierten Modellen weiß man sogar, daß die Felder Schranken der
Art
‖P (E)φ(x)P (E)‖ < El · const. (2.1.4)
mit gewissem l > 0 erfüllen (siehe z.B. [DF77]).
Aus diesem Grund scheint es natürlich, auch in (2.1.3) eine Energiedämpfung ein-
zuführen, um das Scheitern des naiven Ansatzes zu umgehen. So betrachteten Fredenhagen
und Hertel [FH81] für l > 0 und R = (1 +H)−1 die Räume⋂
O3x
RlA(O)Rl (2.1.5)
und zeigten, daß man die Elemente dieser Durchschnitte als energiegedämpfte lokale Punkt-
felder Rlφ(x)Rl auffassen kann. In gewisser Weise erhält man sogar alle mit der Theorie as-
soziierten Punktfelder mit Hilfe der Struktur (2.1.5). Diese Analysemethoden wurde später
von verschiedenen Autoren [RW86, Wol85, Sum87] noch auf größere Klassen von Feldern
ausgedehnt. Alle diese Arbeiten zeigen, daß man die Felder als Grenzwerte lokaler Observa-
blen unter Energiedämpfung suchen muß. Sie ergeben jedoch kaum Aussagen über weitere
Strukturen der erhaltenen Wightman-Felder.
Die Idee der Energiedämpfung ist noch in einem anderen Zusammenhang von Bedeu-
tung, der zunächst unabhängig von der Frage der Punktfelder untersucht wurde, nämlich
den sogenannten Kompaktheits- oder Nuklearitätseigenschaften. Zuerst diskutierten Haag
und Swieca [HS65] die Struktur lokaler Algebren bei endlichen Radien und beschränkten
Energien, ausgehend von folgender heuristischer Idee:
Im Rahmen eines halbklassischen Bilds der (nichtrelativistischen) Quantenmechanik er-
wartet man, daß zu jedem endlichen Gebiet des klassischen Phasenraums nur eine endliche
Zahl von Zuständen des Quantensystems gehören: Jeder Quantenzustand eines Einteil-
chensystems mit s Freiheitsgraden belegt eine
”
Phasenraumzelle“ der Größe hs.1 In der
Quantenfeldtheorie würde man analog die Zustände betrachten, die durch lokale Operatio-
nen aus dem Vakuum erzeugt werden können, und diese dann in der Energie beschränken:
Die Räume
P (E) A(r) Ω (2.1.6)
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von Zuständen gehören in diesem Sinn zu einem endlichen Phasenraumvolumen E · r und
sollte daher endlichdimensional sein, wenn sich die Ergebnisse der nichtrelativistischen
Theorie direkt übertragen lassen. Tatsächlich ist dies aber nicht der Fall, wie der Satz von
Reeh und Schlieder zeigt: Es gilt P (E)A(r)Ω = P (E)H, d.h. mit den Zuständen (2.1.6)
lassen sich beliebige energiebeschränkte Zustände approximieren (sicher nicht nur endlich
viele).
Dennoch sollten nach Haag und Swieca die endlichdimensionalen Strukturen aus der
Quantenmechanik zumindest in einem approximativen Sinn sichtbar sein. Die Autoren
postulierten, daß die Mengen
P (E) A(r)1 Ω (2.1.7)
”
fast endlichdimensional“, nämlich in der Hilbertraum-Norm präkompakt sein sollten, um
eine sinnvolle Teilcheninterpretation der Quantenfeldtheorie zuzulassen.
Diese Ideen wurden später von vielen anderen Autoren ausgebaut. Wegen des problema-
tischen Begriffs der Lokalisierung von Zuständen empfiehlt es sich dabei, zur Lokalisierung
von Observablen überzugehen bzw. allgemein energiegedämpfte Zustände zu betrachten,
die aber nur auf lokalisierten Operatoren ausgewertet werden. Hier lassen sich analoge Re-
sultate erzielen. So zeigten Buchholz und Porrmann [BP90], daß in gewissen Modellen der
freien Feldtheorie die Abbildungen
A 7→ e−βH Ae−βH (A ∈ A(r)) (2.1.8)
nuklear sind (d.h. als Summe von Rang-1-Abbildungen geschrieben werden können), und
konnten Abschätzungen für ihren Nuklearitätsindex angeben.
Kompaktheits- und Nuklearitätskriterien wurden in der Literatur einerseits zur Kurz-
abstandsanalyse von Quantenfeldtheorien eingesetzt, etwa zur Beschreibung eines Skalenli-
mes [BV95, Buc96], andererseits auch zur Analyse von Feldtheorien bei großen Abständen
r, insbesondere zur Untersuchung thermodynamischer Aspekte. So folgt aus Nuklearitäts-
bedingungen die Existenz von KMS-Temperaturzuständen [BJ89] sowie die sogenannte
Split-Eigenschaft [BW86], welche die Interpretation endlich ausgedehnter Teilsysteme in
der Theorie erlaubt. Diese Eigenschaften werden nicht durch die allgemeinen Axiome der
Quantenfeldtheorie (z.B. die Wightman-Axiome) garantiert, sondern man findet Gegenbei-
spiele z.B. in freien Feldtheorien mit unendlich vielen Teilchensorten, deren Massen nur sehr
langsam anwachsen [BJ86]. Insofern scheinen Nuklearitätsbedingungen geeignet, um aus
der Menge aller mathematisch möglichen Quantenfeldtheorien diejenigen auszuzeichnen,
die eine sinnvolle physikalische Interpretation zulassen.
Der Zusammenhang zwischen den Phasenraumeigenschaften und der Existenz von
Punktfeldern wurde zuerst von Haag erwähnt [Haa93] und später von Haag und Ojima
genauer formuliert [HO96]: Die Autoren vermuteten (und begründeten im Beispiel des
masselosen freien Feldes heuristisch), daß die analog zum Obigen gebildeten Räume
P (E) A(r)P (E) (2.1.9)
nicht nur
”
fast endlichdimensional“ sein sollten, sondern daß die gesuchten Punktfelder
quasi eine Basis dieser beinahe endlichdimensionalen Räume bilden. Genauer betrachteten
sie die hierzu dualen Räume
P (E) Σ(r)P (E) (2.1.10)
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(wobei Σ(r) = ΣdA(r)), von denen sie postulierten, daß sie durch eine endlichdimensionale
Basis von E- und r- unabhängigen Zuständen σj bis zu einer vorgegebenen Genauigkeit
im Limes r → 0 gut approximiert werden können. Die Zahl der Elemente dieser
”
Basis“
erhöht sich, wenn man eine bessere Approximation fordert; so erhält man eine Hierarchie
von Zuständen σj als Basis der Räume (2.1.10), und die gesuchten Punktfelder ergeben sich
quasi als Basis des Dualraums. Diese Ideen wurden in [Bos98] aufgegriffen und präzisiert;
das zu fordernde Kriterium konnte in Modellen der freien Feldtheorie in mindestens 3
räumlichen Dimensionen mathematisch streng etabliert werden. Die vorliegende Arbeit
baut auf diesen Konzepten auf.
Nicht unerwähnt sollen einige konkretere Ansätze bleiben, die in gewissen Modellen
eine direktere Konstruktion der Punktfelder erlauben: Im Fall von dilatationsinvarianten
Theorien hat man als zusätzliches Analysemittel die Darsteller D(λ) der Dilatationen zur
Verfügung. So bemerkten Buchholz und Fredenhagen [BF77], daß man (heuristisch) fol-
gendes Verhalten der A ∈ A(O) finden sollte:
D(λ)AD(λ)−1 = (Ω|AΩ) 1 + λφ(0) + o(λ) für λ→ 0 (2.1.11)
mit einem Punktfeld φ(0). Fredenhagen und Jörß [FJ96] führten eine ähnliche Konstruktion
in einem speziellen Modell, der zweidimensionalen konformen chiralen Theorie eines reellen




Diese Vorgehensweise läßt noch Verallgemeinerungen zu [Jör96], bleibt aber prinzipiell auf
dilatationsinvariante Modelle beschränkt: Unitäre Darsteller D(λ) der Dilatationen sind
im allgemeinen nicht verfügbar, nicht einmal in Theorien freier massiver Teilchen.
2.2 Asymptotische Phasenraumeigenschaften
Der im letzten Abschnitt zusammengefaßten Wissensstand über die Struktur von Quan-
tenfeldtheorien bei kleinen Abständen läßt sich im wesentlichen auf folgende drei Aspekte
reduzieren:
• Neben der Lokalisierung der Observablen benötigt man als weitere Struktur eine
Energiebeschränkung, um den Zusammenhang zwischen Feldern und lokalen Alge-
bren herzustellen.
• Die gleichzeitig in Ort und Energie beschränkten Objekte der Theorie – Räume von
Observablen oder Zuständen – besitzen eine sehr einfache, beinahe endlichdimensio-
nale Gestalt.
• Punktfelder erhält man aus diesen Strukturen, indem man zum Limes kleiner Ab-
stände r übergeht.
Unser Ziel ist es, unter Verwendung dieser Aspekte ein Kriterium zu entwickeln, das es
erlaubt, Punktfelder aus einem Netz von Algebren zu konstruieren. Dies geschieht zunächst
heuristisch.
24 Kapitel 2. Phasenraumstruktur
Wir gehen dazu aus von einem lokalen Netz A(O) bzw. den zu DoppelkegelnOr gehören-
den Algebren A(r) ≡ A(Or). (Es reicht für die Analyse der Punktfeldeigenschaften aus, um
den Koordinatenursprung zentrierte Doppelkegel zu betrachten, da die betrachtete Theo-
rie als translationsinvariant angenommen wird.) Die Operatoren in A(r) entsprechen also
Messungen, die innerhalb des Raum-Zeit-Gebietes Or stattfinden. Mit Σ bezeichnen wir
die physikalischen Zustände2 des Systems, und Σ(E) = P (E)ΣP (E) sind die Zustände mit
eingeschränkter Energie E. Wir interessieren uns für das Verhalten der Erwartungswerte
σ(A) , wobei σ ∈ Σ(E), A ∈ A(r) (2.2.1)
bei kleinen Abständen r und nicht allzu großen Energien E; diese Erwartungswerte sollen
analysiert werden, und zwar in einer Weise, die nicht vom speziell gewählten Zustand σ
bzw. der Observablen A abhängt.
Die zu erwartende Situation skizzieren wir zunächst an einem Beispiel aus der Quan-
tenmechanik: Wir betrachten ein nichtrelativistisches, freies Teilchen in einer Dimensi-
on. Die energiebeschränkten Zustände entsprechen hier Hilbertraum-Vektoren der Form
ϕ = P (E)ϕ0, und als lokalisierte Observablen verwenden wir Funktionen f(Q) des Orts-
operators mit kompaktem Träger. Die Funktionen ϕ haben beschränkten Träger im Im-


















δ(n)(x)ϕ(x)dx = (−1)n〈δ(n)|ϕ〉. (2.2.3)
Ist nun ψ eine weitere Wellenfunktion, die im Ortsraum beschränkten Träger besitzt, so










Aufgrund des beschränkten Trägers von ψ sind die Skalarprodukte 〈ψ|xn〉 hier wohldefi-
niert.
Nun sei A = f(Q) eine lokalisierte Observable. Im interessierenden Erwartungswert
σ(A) = 〈ϕ|f(Q)|ϕ〉 können wir die Formel (2.2.4) zweimal anwenden und erhalten



















|δ(m)〉〈δ(n)| und σmn := 〈xm| · |xn〉. (2.2.5)
2 Technisch ist Σ die Menge der schwach-∗-stetigen Funktionale, also der Spurmatrizen, über B(H).
3 Indem wir im Ausdruck 〈δ(n)|ϕ〉 einen Energieprojektor P (E) auf die linke Seite bringen, können wir
die Deltafunktion hier durch einen regulären Zustandsvektor im Hilbertraum ersetzen.
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Wir haben den Erwartungswert σ(A) also in eine Reihe aufgespalten, deren einzelne
Terme durch Auswertung von σ auf
”
Standardobservablen“ Amn und von A auf zugehörigen
”
Standardfunktionalen“ σmn entstehen. Diese Amn und σmn hängen nicht von der speziellen
Wahl von σ und A ab, sondern können quasi als intrinsische Größen der Theorie angesehen
werden.
Weiterhin sieht man, daß die einzelnen Terme der Reihe im betrachteten asymptoti-
schen Bereich ein charakteristisches Verhalten zeigen: Betrachtet man nur Observablen A,
die in einem Intervall der Länge r lokalisiert sind, so verhält sich die korrespondierende
Norm des Funktionals σmn offenbar wie r
m+n+1. Ist umgekehrt p der für den Zustand σ
maximal zulässige Impulswert, so divergiert der Anteil von Amn im Limes großer p wie
pm+n+1. (Im nichtrelativistischen Fall ist dabei p ∼
√
E, während wir im unten zu betrach-
tenden relativistischen Fall p ∼ E erwarten.) Wir erhalten also eine Art Hierarchie von
Approximationstermen σmnAmn für den Erwartungswert σ(A), wobei jeweils nur endlich
viele zu einem gegebenen Kurzabstandsverhalten rγ gehören.
Wir werden diese Überlegungen nun auf die Situation in der Quantenfeldtheorie über-
tragen und dort allgemein lokale Algebren A(r) und Räume von energiebeschränkten Funk-
tionalen Σ(E) betrachten. Uns interessiert das Verhalten bei kleinen Abständen, also r → 0;
gleichzeitig darf die Energie E der zulässigen Zustände anwachsen, jedoch nicht zu stark,
so daß das
”
Phasenraumvolumen“, d.h. das Produkt E · r, klein bleibt. Am einfachsten
läßt sich dies so formulieren, daß wir den Grenzfall Er → 0 betrachten. (Es erscheint sinn-
voll, sich hier auf die skaleninvariante Größe E · r zu stützen, da in dem interessierenden
Hochenergielimes die Massen der in der Theorie enthaltenen Teilchen keine Rolle spielen
sollten.)
Unsere Vorstellung ist nun, ausgehend vom eben diskutierten nichtrelativistischen Mo-
dell, folgende: Je kleiner Er wird, desto ungenauer wird man verschiedene Observablen
A bei einer gegebenen Meßauflösung unterscheiden können. In erster Näherung kann die
Messung A gut durch den zugehörigen Anteil des Einsoperators ω(A)1 beschrieben werden;
hier ist ω ein gewisses Funktional, das in konkreten Modellen durch den Vakuumzustand
gegeben ist. Es sollte also gelten, daß
σ(A) ≈ σ(ω(A)1) für kleine Er. (2.2.6)





∣∣σ(A)− σ(1)ω(A) ∣∣ −−−→
Er→0
0. (2.2.7)
In diesem Sinne tritt im Grenzfall nur eine unabhängige Observable (der Einsoperator) auf.
Will man mehr Observablen unterscheiden, so muß man die Meßauflösung mit Verkleine-
rung der Skala erhöhen. Wir berücksichtigen dies durch einen Faktor (Er)−1 in (2.2.7);





∣∣σ(A)− σ(1)ω(A) ∣∣ 6→ 0. (2.2.8)
Auf diese Weise entdeckt man also weitere Anteile der Erwartungswerte. Um diese zu
kompensieren, subtrahiert man (in Beispielen) eine weitere Standardobservable φmit einem
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∣∣σ(A)− σ(1)ω(A)− σ(φ)τ(A) ∣∣ −−−→
Er→0
0. (2.2.9)
Dieses Verfahren läßt sich nun für immer höhere Meßauflösungen fortsetzen; man ersetzt












Dabei wird n sich typischerweise mit wachsendem γ vergrößern.
Wir finden in unserem Grenzwert kleinen Phasenraumvolumens also, daß sich die Er-
wartungswerte σ(A) durch eine Summe bzw. Reihe von Erwartungswerten von Standard-





Je höher man im Limes Er → 0 die Meßauflösung wählt, desto mehr Terme der (im
allgemeinen unendlichen) Reihe benötigt man, um die Meßergebnisse zu approximieren.
(Im oben besprochenen nichtrelativistischen Beispiel haben wir die Reihe (2.2.11) kon-
kret durch eine Potenzreihenentwicklung erhalten; auch in relativistischen Modellen freier
Teilchen ist dies sehr ähnlich. Es sei aber betont, daß der hier gewählte Zugang allgemeiner
ist – er läßt auch Approximationsterme zu, deren Er-Verhalten nicht durch ganzzahlige
Potenzen (Er)γ beschrieben wird, sondern z.B. durch irrationale Exponenten oder loga-
rithmische Faktoren.)
Da die Güte der Approximation nicht vom speziellen σ oder A abhängt, könnte man
auch von einer Entwicklung nicht der einzelnen Erwartungswerte, sondern
”
der Bildung
von Erwartungswerten an sich“ sprechen. Die Messungen in den lokalen Algebren A(r)
reduzieren sich auf die Messung endlich vieler Standard-Observablen φj, die quasi als r-
unabhängige
”
Erzeuger“ der Algebren angesehen werden können. Insofern liegt es nahe, daß
es sich dabei um Objekte handelt, die am Punkt x = 0 lokalisiert sind; tatsächlich handelt es
sich im Beispiel der freien Feldtheorie außer dem Einsoperator um die der Theorie zugrun-
deliegenden Punktfelder sowie ihre Ableitungen und Normalprodukte (Wick-Produkte).
Wir werden das hier angedeutete Kriterium im nächsten Abschnitt zu präzisieren und
in eine mathematisch auswertbare Form zu bringen haben. Dies wird uns später erlauben,
die auftretenden Standard-Observablen φj als lokale Punktfelder zu identifizieren, die den
Wightman-Axiomen genügen. Zunächst sei aber bezüglich des heuristischen Inhalts auf fol-
gende Punkte hingewiesen, welche die hier untersuchte Struktur von derjenigen unterschei-
den, die im Zusammenhang mit Phasenraumkriterien in der Literatur häufig betrachtet
wird:
• Das halbklassische Argument einer Aufteilung des Phasenraums in
”
Zellen“ der Größe
hs, das ursprünglich die Motivation für die Einführung von Kompaktheitskriterien
lieferte [HS65], spielt im hier betrachteten Zugang keine Rolle. Da unsere Analyse
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sich im Bereich kleiner
”
Phasenraumvolumina“ E · r abspielt, befindet man sich
quasi in dem Bereich, in dem die Theorie nur noch von einer einzigen halbklassischen
Phasenraumzelle bestimmt wird. Man sollte also nur noch einen einzigen Zustand des
Systems (das Vakuum der Quantenfeldtheorie) vorfinden. Dies ist insofern tatsächlich
realisiert, als die Reihe (2.2.11) in Beispielen nur einen führenden (im Limes Er → 0
nicht verschwindenden) Term besitzt; interessant ist aber vor allem die Analyse der
restlichen, unterschiedlich schnell verschwindenden Approximationsterme.
• Wir interessieren uns nicht für die Struktur der Theorie bei einem festen Radius
r und fester Energie E, sondern ausschließlich für das asymptotische Verhalten im
Limes verschwindenden Phasenraumvolumens (E ·r → 0). Dies unterscheidet den hier
gewählten Zugang von den Phasenraumbedingungen, die beispielsweise in [BW86]
und [BP90] vorgeschlagen wurden. Von der postulierten Reihe (2.2.11) ist etwa im
Beispiel der freien Feldtheorie nicht bekannt, ob sie bei festem E und r konvergiert
– dies erweist sich für die Konstruktion der Punktfelder auch als irrelevant.
2.3 Mathematische Formalisierung
Wir werden nun die heuristischen Überlegungen des letzten Abschnitts zusammenfassen
und in ihren mathematischen Kontext stellen. Dabei wird jedoch nicht auf alle technischen
Details der verwendeten Strukturen eingegangen; eine ausführlichere Darstellung der Hin-
tergründe findet sich in den Anhängen 2.A bis 2.C.
Unser Ausgangspunkt ist eine Quantenfeldtheorie in algebraischer Formulierung (O 7→
A(O)), die den üblichen, in Abschnitt 1.3.1 genannten Axiomen genügt. Wie bisher be-
trachten wir insbesondere die Algebren A(r) = A(Or). Mit den zwischen ihnen bestehenden





auf dem Intervall (0, 1] . (2.3.1)
(Das Intervall ist so gewählt, da wir das Verhalten der Theorie bei kleinen r analysieren
wollen.)
Ähnlich verfahren wir mit den energiebeschränkten normalen Funktionalen





auf dem Intervall [1,∞) (2.3.2)
mit den Inklusionen Σ(E) ↪→ Σ(E ′) für E < E ′. (Wir betrachten das Hochenergieverhalten
der Theorie, deshalb haben wir uns auf das Intervall [1,∞) eingeschränkt.) Dementspre-






eine Präkogarbe über [1,∞)×(0, 1]. Die uns interessierende Operation
”
Auswertung lokaler
Messungen“ kann als bilineare Abbildung auf Σ× A verstanden werden:
Ξ : Σ× A→ C,
(σ,A) 7→ σ(A). (2.3.4)
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Sie ist verträglich mit den Inklusionsabbildungen und kann insofern als Abbildung auf der
Präkogarbe bezeichnet werden.
Zur Formulierung des Kriteriums geht es darum, Approximation dieser Abbildung Ξ zu
betrachten. Nach Abschnitt 2.2 sollen die approximierenden Terme
”
Rang-1-Abbildungen“
sein, die in unserem Kontext ebenfalls als bilineare Abbildungen auf der Präkogarbe Σ×A
dargestellt werden können:
ψA0σ0 : Σ× A→ C,
(σ,A) 7→ σ(A0)σ0(A), (2.3.5)
wobei σ0 ∈ Σ ein festes Funktional ist und A0 eine Linearform über jedem der Σ(E), die mit
deren Inklusionen verträglich ist. (A0 ist also eine evtl. unbeschränkte quadratische Form
auf
⋃
E ΣE mit der Eigenschaft, daß P (E)A0P (E) für jedes E > 0 beschränkt ist. Die
später zu identifizierenden Punktfelder werden von diesem Typ sein.) Die obige Abbildung
ψA0σ0 bezeichnen wir im folgenden oft abgekürzt mit A0σ0.
Wir werden unseren Formalismus also in der Sprache bilinearer Abbildungen auf Σ×A
aufbauen. Allerdings dürfen nicht alle solchen Abbildungen in der Analyse zugelassen wer-
den, sondern wir müssen uns auf in gewisser Weise
”
reguläre“ Abbildungen beschränken,
um ausreichende Stetigkeitseigenschaften für die zu konstruierenden Punktfelder zu er-
halten. Dazu soll eine geeignete Topologie auf Σ × A eingeführt werden; die
”
regulären“
bilinearen Abbildungen sind dann gerade stetig in dieser Topologie. Wir müssen an diesen
Stetigkeitsbegriff folgende Anforderungen stellen:
• Die oben erwähnten Abbildungen Ξ und A0σ0 sollen stetig sein, wenn σ0 schwach-∗-
stetig ist und A0 auf jedem Σ(E) beschränkt.
• Umgekehrt soll aus der Stetigkeit einer Abbildung A0σ0 folgen, daß σ0 schwach-∗-
stetig ist, und daß ‖P (E)A0P (E)‖ <∞.
Wie in Anhang 2.A argumentiert wird, gibt es Topologien auf Σ × A, die diese For-
derungen erfüllen; die für unsere Zwecke natürlichste ist die Finaltopologie bezüglich der
Abbildungen
mL,σ : A(r)→ Σ(E)× A(r), A 7→ (σ,A) (σ ∈ Σ(E) fest),
mR,A : Σ(E)→ Σ(E)× A(r), σ 7→ (σ,A) (A ∈ A(r) fest); (2.3.6)
dies ist in Anhang 2.A näher erläutert und hier zunächst nicht weiter von Bedeutung. Wir
bezeichnen die Menge aller bezüglich dieser Topologie stetigen, bilinearen Abbildungen auf
Σ× A mit Ψ.
Unsere Vorstellung ist es also, daß sich die Auswertung lokaler Messungen, also die
Abbildung Ξ ∈ Ψ, durch Summen von Termen der Form A0σ0 ∈ Ψ approximieren läßt,
allgemeiner gesprochen durch Abbildungen in Ψ von endlichem Rang.
Auch hier ist zunächst genauer zu klären, was wir unter
”
endlichem Rang“ verstehen
wollen. Für eine solche Abbildung bei festem E und r ist das relativ klar: Zu jeder bilinearen
Abbildung ψE,r : Σ(E)× A(r)→ C können wir die Linksadjungierte ψLE,r definieren als
ψLE,r : Σ(E)→ A(r)∗ ,
σ 7→ ψE,r(σ, · ) (2.3.7)
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und dann den Rang von ψE,r als Dimension des Bildes dieser Abbildung (welches wir mit
BildL ψE,r bezeichnen) festlegen, sofern es endlichdimensional ist. Analog läßt sich natürlich
auch eine Rechtsadjungierte definieren,
ψRE,r : A(r)→ Σ(E)∗,
A 7→ ψE,r( · , A) , (2.3.8)
und die Dimension ihres Bildes BildR ψE,r zur Definition von RangψE,r heranziehen. Es
stellt sich (wie zu erwarten) heraus, daß stets dim BildL ψE,r = dim BildR ψE,r gilt, siehe
Anhang 2.B.
Uns interessieren aber nicht die Abbildungen bei festem E und r, sondern ihr Verhalten
im Grenzfall Er → 0. Es ist hier nicht ausreichend, nur zu fordern, daß der Rang von ψE,r
für Er → 0 beschränkt bleibt oder konstant ist, da es uns hauptsächlich auf die Interpreta-
tion des Bildes als Punktfelder (BildR ψ) bzw. als deren duale Objekte (BildL ψ) ankommt.
Wir müssen daher von den approximierenden Abbildungen verlangen, daß BildL ψE,r und
BildR ψE,r nicht nur endlichdimensional, sondern für kleine E · r sogar ”als Vektorraum
konstant“ sind. Wir bemerken hier nur, daß sich solche Abbildungen für kleine E · r gerade









basisfreie“ Definition dieser Eigenschaft sei auf Anhang 2.C verwiesen. Solche
Abbildungen ψ ∈ Ψ nennen wir Abbildungen von asymptotisch endlichem Rang. Die Menge
bzw. den Vektorraum aller dieser Abbildungen bezeichnen wir mit Ψ0.
Polynomiale Energieschranken Wir werden häufig noch eine weitere Bedingungen
an die betrachteten Abbildungen ψ ∈ Ψ0 stellen, und zwar eine Einschränkung an ihr
Hochenergieverhalten: Wir sagen, ψ ∈ Ψ0 genüge polynomialen Energieschranken (oder:
ist polynomial energiebeschränkt), wenn für jedes φ ∈ BildR ψ ein l > 0 existiert, so daß
‖φ‖E = ‖P (E)φP (E)‖ ≤ El · const. (2.3.10)
Es ist dann (durch Wahl einer Basis) klar, daß im endlichdimensionalen Raum BildR ψ
dieser Wert l gleichmäßig gewählt werden kann. Den Teilraum von Ψ0, dessen Elemente
polynomialen Energieschranken genügen, notieren wir als Ψ
P
0 .
Die physikalische Bedeutung dieser Einschränkung ist folgende: In allen bisher konstru-
ierten quantenfeldtheoretischen Modellen4 erfüllen die Punktfelder solche Energieschran-
ken [DF77]. Da wir vermuten, daß BildR ψ in der interessierenden Situation aus solchen
Punktfeldern besteht, erscheint eine derartige Einschränkung an das Hochenergieverhalten
plausibel.
In der Literatur sind auch Feldtheorien bekannt, die nicht-polynomiales Hochenergie-
verhalten aufweisen [Jaf67, Sum87], wobei allerdings die Temperiertheit der Wightman-
Distributionen aufgegeben werden muß. Wir werden solche Modelle hier nicht betrachten
und unsere Analyse der Existenz lokaler Punktfelder nur unter der zusätzlichen Annahme
4 genauer in allen Modellen, die eine verschärfte Version der Osterwalder-Schrader-Axiome erfüllen
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polynomialer Hochenergieschranken ausführen. Tatsächlich geht diese Annahme aber nur
an wenigen Stellen in die Argumentation ein, so daß viele Aspekte unabhängig von dieser
Zusatzvoraussetzung betrachtet werden können.
Verhalten bei kleinen Wirkungen Wir benötigen noch einen quantitativen Begriff für
das Verhalten der Abbildungen ψ ∈ Ψ im Bereich kleiner Wirkungen E ·r. Dazu definieren








wobei das Supremum nicht notwendigerweise endlich sein muß. Wie in Abschnitt 2.2 ver-




Dies wird ebenfalls eventuell∞; diese technische Schwierigkeit umgehen wir durch Anwen-
dung einer Funktion B(x) = x
1+x
mit der Konvention B(∞) = 1, die die Werte von (2.3.12)
auf das Intervall [0, 1]
”
















Es handelt sich hier also im Wesentlichen um den Exponenten, mit dem fψ(w) für w → 0
abfällt. (Details dazu findet man in Anhang 2.D.) Wir schreiben statt γ(fψ) im folgenden
einfach
γ(ψ) := γ(fψ) . (2.3.15)
Um auch hier die technische Schwierigkeit
”







0 , γ(ψ) =∞.
(2.3.16)
Dann hat δ(ψ−ψ′) die Eigenschaften einer Pseudometrik auf Ψ (siehe Anhang 2.D), liefert
also einen vernünftigen Konvergenzbegriff.
2.4 Ein Phasenraumkriterium
Wir wollen nun eine allgemeine Theorie, die die grundlegenden Axiome der algebraischen
Quantenfeldtheorie erfüllt, mit Hilfe der oben eingeführten Begriffe analysieren.
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Unsere Vorstellung ist, daß sich die lokale Meßauswertung Ξ ∈ Ψ durch Abbildungen
von asymptotisch endlichem Rang approximieren läßt, und zwar um so besser, je höher







∈ [0,∞] , (2.4.1)





∈ [0, 1]. (2.4.2)
Analog werden γPn und δ
P




Es ist unmittelbar klar, daß γn ≥ γn−1, daß die γn also monoton wachsen und die δn
monoton fallen. Weiterhin gilt stets
‖Ξ‖E,r = 1 ∀E, r ⇒ γ0 = 0, δ0 = 1. (2.4.3)




n charakterisiert die betrachtete Theorie.
Wir können die auftretenden Fälle grob klassifizieren:
1. Es gilt δn → 0 für n→∞, jedoch δn > 0∀n. Dies entspricht dem in der heuristischen
Motivation betrachteten Fall: Die Approximation wird mit zunehmendem Rang der
Approximationsterme immer besser. Dieses Verhalten erwarten wir in allen Theori-
en, die aus Punktfeldern (ggf. mit polynomialen Energieschranken) aufgebaut sind.
Konkret ist das in freien Feldtheorien mit endlich vielen Teilchensorten explizit der
Fall (siehe Beispiel in Kapitel 7). Wir vermuten also beim beschriebenen Verhalten
der δn, daß die approximierenden Terme ψ(n) bzw. ihr Rechts-Bild aus Punktfeldern
aufgebaut sind; es wird zu klären sein, inwieweit dies tatsächlich der Fall ist.
2. Es gilt δn = 0 für große n. Dies bedeutet, daß die Abbildung Ξ beliebig gut (bzw.
besser als jedes Polynom) durch nur endlich viele Rang-1-Terme approximiert werden
kann. Solche Theorien besitzen also bei kleinem Er im Vergleich zur freien Feldtheo-
rie eine Art
”
ausgedünnten Phasenraum“. Dies wird man bei Modellen erwarten,
die nicht aus Punktfeldern aufgebaut sind, sondern aus anderen, auf endlich großen
Gebieten lokalisierten Objekten. Solch ein Modell, in dem bereits ein einzelner Term
ψ(1) = ω1 ausreicht, um δ(Ξ − ω1) = 0 zu erreichen, wurde von Lutz betrachtet
[Lut97] – siehe auch die Diskussion in Abschnitt 8.1.
Das Lutz’sche Modell ist für den beschriebenen Fall in folgendem Sinne generisch:
Gibt es im Feldinhalt der Theorie (siehe Abschnitt 3.4) mindestens ein nichttriviales
Quantenfeld, dann ist er tatsächlich unendlichdimensional, denn er muß auch alle
Ableitungen dieses Feldes enthalten (Abschnitt 4.4).5 Der Fall
”
δn = 0 für große n“
5 Dies kann man folgendermaßen präzisieren: Unter sehr allgemeinen Bedingungen kann für lokale
Punktfelder φ (außer dem Einsoperator) der Ausdruck φ(0)Ω nicht beschränkt sein [BV95]. Nimmt man
an, daß ‖Rlφ(0)Ω‖ < ∞ für geeignetes l > 0, dann läßt sich unter Verwendung von ∂t = i[H, · ] zeigen,
daß das Hochenergieverhalten von ∂kt φ(0)Ω mit wachsendem k divergenter wird; die Zeitableitungen des
Feldes sind also nicht linear abhängig.
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führt aber, wie wir sehen werden, zu einem endlichdimensionalen Feldinhalt. Als
Punktfelder werden also nur
”
klassische Observablen“ (Vielfache des Einsoperators)
auftreten.
3. δn ≥ δ∞ > 0 ist durch eine positive Konstante δ∞ von unten beschränkt. Die Auswer-
tung lokaler Messungen Ξ kann also auch durch beliebig (aber endlich) viele Rang-1-
Terme nicht besser als (Er)δ∞ approximiert werden; der Phasenraum ist besonders
”
dicht gefüllt“. Dies könnte folgende Ursachen haben:
• Es gibt in der Theorie unendlich viele Punktfelder der gleichen Energiedimension
(beispielsweise in einer freien Feldtheorie mit unendlich vielen Teilchensorten).
In diesem Fall reichen endlich viele Approximationsterme nicht aus, um den
Anteil dieser Felder zu kompensieren.
• Im Fall δPn ≥ δP∞ > 0 könnte es sein, daß die zur Approximation benötigten
Felder nicht polynomialen Energieschranken genügen.
Wir interessieren uns im folgenden für den Fall δn → 0, was den obigen Fall 1 und –
trivialerweise – auch 2 umfaßt. Dies läßt sich als Kriterium wie folgt formulieren:
Definition 2.1. Eine Theorie erfüllt das asymptotische Phasenraumkriterium [mit poly-
nomialen Energieschranken], wenn es eine Folge (ψn) ⊂ Ψ0 [ (ψn) ⊂ Ψ
P
0 ] gibt, so daß
δ(Ξ− ψn)→ 0.
Das so formulierte Phasenraumkriterium sollte nach unserer heuristischen Motivation
in der Lage sein, eine physikalisch interessante Klasse von Quantenfeldtheorien auszuzeich-
nen, nämlich solche mit einem
”
regulären Kurzabstandsverhalten“. Theorien dieser Art
werden wir im folgenden betrachten. Wir werden in Kapitel 3 analysieren, inwieweit sich
die Approximationsterme ψn aus lokalen Punktfeldern zusammensetzen.
Zu fragen ist natürlich, ob das jetzt mathematisch präzisierte Kriterium tatsächlich in
physikalisch relevanten Modellen streng erfüllt ist. Wir werden es in Kapitel 7 zumindest in
einer großen Klasse6 freier Feldtheorien etablieren können. Mögliche Erweiterungen werden
in Kapitel 8 diskutiert.
Es sei noch einmal darauf hingewiesen, daß das formulierte Kriterium nur darauf ab-
zielt, Theorien mit einem wohldefinierten Punktfeldinhalt auszuzeichnen. Es ist nicht sen-
sitiv dafür, zu entscheiden, inwiefern dieser Feldinhalt die Theorie vollständig bestimmt,
inwiefern also sämtliche physikalischen Observablen im Verhalten des Systems bei kleinen
Abständen codiert sind. Wie oben bereits erwähnt (Fall 2), kann es ohne weiteres vorkom-
men, daß das Kriterium in nichttrivialen Beispielen nur den Einsoperator als
”
Punktfeld“
liefert; solche Theorien lassen sich nicht aus ihrem Feldinhalt rekonstruieren. Wir werden
dies in Abschnitt 8.2 näher ausführen.
2.A Garbenstrukturen
Im Rahmen unserer Analyse von Quantenfeldtheorien am Punkt betrachten wir oft Räume
von normalen Zuständen mit einer Maximalenergie E sowie die lokalen Algebren eines
6Probleme ergeben sich i.W. nur bei Theorien in niedrigen Raum-Zeit-Dimensionen.
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Doppelkegels Or. Ihre mathematische Struktur bei Variation von E und r soll hier näher
untersucht werden.
Zunächst zur allgemeinen Situation: Die lokalen Algebren A(r) ≡ A(Or) sind Unter-
algebren von B(H) für einen gewissen Vektorraum H. Der mit Σ bezeichnete Raum der
normalen Funktionale über B(H) ist identisch mit dem Prädualraum von B(H); d.h. Σ
trägt eine Banachraumstruktur, deren Dualraum Σ∗ mit B(H) übereinstimmt. Weiterhin
ist (P (E)ΣP (E))∗ = P (E)B(H)P (E). Wir werden im folgenden B(H) und seine Unter-
algebren meist mit der schwach-∗-Topologie ausstatten (deren Dualitäten wir mit einem
Stern unten kennzeichnen); es gilt dann B(H)∗ = Σ und A(r)∗ = ΣdA(r).
Nun betrachten wir die E-Abhängigkeit der Räume Σ(E) genauer. Offensichtlich gilt
Σ(E) ⊂ Σ(E ′) für E ≤ E ′, so daß die Räume Σ(E) mit den kanonischen Inklusionsabbil-
dungen Σ(E) ↪→ Σ(E ′) zu einer Präkogarbe auf z.B. dem Intervall [1,∞) werden; dieses
Intervall wird gewählt, da wir uns lediglich für das Hochenergieverhalten der Theorie in-
teressieren. Wir bezeichnen diese Präkogarbe mit Σ.
(Der Begriff der Präkogarbe wird hier etwas anders als üblich verwendet. Üblicherweise
würde man Räume Σ(U) für alle offenen beschränkten Mengen U ⊂ [1,∞) und Inklusionen
zwischen diesen betrachten. Indem wir aber statt Σ(U) stets Σ(E) mit E = supU einsetzen,
können wir uns auf die Angabe eines reellen Parameters beschränken.)
Ganz analog liefern die Algebren A(r) mit den per Axiom geforderten Inklusionen
A(r) ↪→ A(r′) für r < r′ eine Präkogarbe A auf (0, 1] - wir schränken durch diese Wahl
unsere Analyse auf den Bereich kleiner r ein.













auf den entsprechenden Intervallen; die Garbenabbildungen sind hierbei durch die gewöhn-
lichen Restriktionen gegeben.
Unser Formalismus zur Analyse von Punktfeldern verwendet bilineare Abbildungen
Σ(E) × A(r) → C. Genauer gesagt sollen diese Abbildungen für alle E, r gegeben und
verträglich sein mit den Inklusionen Σ(E) ↪→ Σ(E ′) und A(r) ↪→ A(r′). Dazu bemerken






zu einer Prägarbe auf [1,∞)× (0, 1] wird. (Hier ist statt einer offenen Menge U ⊂ [1,∞)×
(0, 1] wieder das Supremum der Menge in der jeweiligen Variablen einzusetzen.)
Die betrachteten Abbildungen ψ sollen bilineare Formen auf dieser Präkogarbe sein,
d.h. zu jedem Paar (E, r) hat man eine bilineare Abbildung
ψE,r : Σ(E)× A(r)→ C, (2.A.3)
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Außerdem sollen diese Abbildungen in einem gewissen Sinne regulär sein; das heißt, wir
wollen Topologien auf den Σ(E)× A(r) einführen und fordern, daß die Abbildungen ψE,r
bezüglich dieser Topologien stetig sind. Es geht nun darum, diese Topologien geeignet zu
definieren. Aus dem Kontext des zu entwickelnden Konstruktionsverfahrens heraus ergeben
sich folgende Anforderungen:
1. In jedem Fall sollen folgende Bilinearformen zur Menge der stetigen Abbildungen
gehören, da sie für die gewünschte Analyse benötigt werden:
Ξ : (σ,A) 7→ σ(A) und
ψA0σ0 : (σ,A) 7→ σ(A0)σ0(A) (2.A.5)
mit festem σ0 ∈ Σ und A0 ∈ B(H).8
2. Umgekehrt wollen wir aus der Stetigkeit einer Rang-1-Abbildung der obigen Form
ψA0σ0 6= 0 (oder kurz A0σ0 6= 0) folgern können, daß σ0 schwach-∗-stetig auf jedem
A(r) und A0 normstetig auf jedem Σ(E) ist. Diese Eigenschaft erreicht man gerade,
indem man fordert, daß die Abbildungen
mL,σ : A(r)→ Σ(E)× A(r), A 7→ (σ,A) (σ ∈ Σ(E) fest),
mR,A : Σ(E)→ Σ(E)× A(r), σ 7→ (σ,A) (A ∈ A(r) fest); (2.A.6)
stetig sind, wenn man Σ(E) mit der Normtopologie und A(r) mit der schwach-∗-
Topologie versieht. (Dann wird ψA0σ0 ◦ mL,σ = σ(A0)σ0 stetig, und folglich ist σ0
schwach-∗-stetig; analoges gilt für mR,A.)
Die zu wählende Topologie auf Σ(E)×A(r) sollte beide Anforderungen 1 und 2 erfüllen.
Man stellt allerdings fest, daß die
”
üblichen“ Topologien diesen Anforderungen nicht genü-
gen: So scheint es natürlich, Σ(E)×A(r) mit dem Produkt der beiden Normtopologien auf
Σ(E) und A(r) zu versehen; doch läßt sich damit die schwach-∗-Stetigkeit der Funktionale
σ0 nicht sicherstellen. (Wir werden die schwach-∗-Stetigkeit später benötigen, um Fortset-
zungen gewisser Funktionale mit Hilfe des Satzes von Hahn-Banach zu erhalten.) Verwendet
man andererseits das Produkt aus Normtopologie auf Σ(E) und schwach-∗-Topologie auf
A(r), dann wird die Abbildung Ξ nicht stetig: Wenn σ → 0 in der Normtopologie und
A→ 0 im schwach-∗-Sinn, dann folgt im allgemeinen nicht, daß σ(A)→ 0.
Allerdings bieten sich aus den beiden Forderungen heraus die folgenden zwei Topologien
unmittelbar an:
7 Zur Notation kommutativer Diagramme siehe Seite 201.
8 Tatsächlich benötigen wir diese Abbildungen noch für allgemeinere A0; es reicht aber aus, hier als
schwächere Bedingung die Stetigkeit für A0 ∈ B(H) zu fordern.
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1. Man betrachtet die initiale Topologie τi auf Σ(E)×A(r) bezüglich aller Abbildungen
Ξ und ψA0σ0 mit σ0 ∈ Σ und A0 ∈ B(H). In dieser Topologie sind alle diese Abbil-
dungen stetig (Forderung 1 ist also erfüllt), und sie ist die gröbste aller Topologien
mit dieser Eigenschaft.
2. Man verwendet die finale Topologie τf bezüglich aller Abbildungen mL,σ und mR,A.
In dieser Topologie sind die mL,σ und mR,A stetig (sie genügt also Forderung 2), und
τf ist die feinste aller Topologien, die dies erfüllen.
Wir zeigen nun, daß sowohl τf wie τi tatsächlich beide Anforderungen erfüllen. Die
Abbildungen mL,σ sind nämlich auch τi-stetig: Dazu ist zu zeigen, daß die Kompositionen
Ξ ◦mL,σ und ψA0σ0 ◦mL,σ stetig sind. Man hat für A ∈ A(r)
Ξ ◦mL,σ(A) = Ξ(σ,A) = σ(A), (2.A.7)
was bei festem σ sicher stetig in A ist, und
ψA0σ0 ◦mL,σ(A) = ψA0σ0(σ,A) = σ(A0)σ0(A), (2.A.8)
was ebenfalls in A stetig ist. Also ist mL,σ stetig bezüglich τi, und ebenso sind es die mR,A;
daher erfüllt τi auch Forderung 2, und es gilt
τi ⊂ τf . (2.A.9)
Hieraus folgt außerdem, daß τf auch Forderung 1 erfüllt (sie ist feiner als τi).
Damit sind die für unsere Zwecke geeigneten Topologien vollständig charakterisiert:
Eine Topologie τ auf Σ(E) × A(r) erfüllt die Forderungen 1 und 2 genau dann, wenn sie
feiner als τi und gröber als τf ist, also wenn
τi ⊂ τ ⊂ τf . (2.A.10)
Für unsere Zwecke erscheint es natürlicher, mit τf zu arbeiten, und wir werden im folgenden
stets annehmen, daß Σ(E)× A(r) mit der Topologie τf versehen ist.
Wir bemerken noch, daß τf auch mit der Kogarbenstruktur auf Σ × A verträglich ist:

















// Σ(E ′)× A(r′) Σ(E ′)
mR,A(E
′,r′)
// Σ(E ′)× A(r′)
(2.A.11)
leicht ab, daß die Inklusionen Σ(E)×A(r) ↪→ Σ(E ′)×A(r′) stetige Abbildungen sind (denn
ihre Kompositionen mit den mL,σ und mR,A sind es). Insofern können wir sagen, daß τf
eine Topologie auf der Präkogarbe Σ× A liefert.9
Wir werden im folgenden mit Ψ die Menge aller bilinearen, τf -stetigen Abbildungen
auf Σ× A bezeichnen.
9 Für τi wäre dies allerdings auch erfüllt.
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Es gilt nun, die Elemente ψ ∈ Ψ weiter zu analysieren, und insbesondere den Spezialfall
einer Abbildung von endlichem Rang zu formulieren. Dies werden wir zunächst für festes
E und r tun, d.h. wir werden die τf -stetigen Abbildungen
ψE,r : Σ(E)× A(r)→ C (2.A.12)
betrachten. Es sei daran erinnert, daß hier Σ(E) stets mit der Normtopologie und A(r)
mit der schwach-∗-Topologie versehen ist.
Es lohnt sich, die Analyse der Abbildungen von endlichem Rang etwas allgemeiner
durchzuführen, was im nächsten Abschnitt geschehen soll.
2.B Bilinearformen von endlichem Rang
Im folgenden seien U , V zwei hausdorffsche, lokal konvexe topologische Vektorräume mit
Topologien τU , τV . (Wir werden die Dualräume usw. bezüglich τU mit dem Symbol
∗
kennzeichnen, die bezüglich τV mit ∗.) Unser Ziel ist es, bilineare Abbildungen ψ : U×V →
C zu analysieren, die gewissen Stetigkeitsbedingungen genügen. Wir definieren dazu die
Abbildungen
mL,u : V → U × V, v 7→ (u, v) (u ∈ U fest),
mR,v : U → U × V, u 7→ (u, v) (v ∈ V fest) (2.B.1)
und versehen U × V mit der finalen Topologie bezüglich aller dieser Abbildungen. Mit Ψ
bezeichnen wir die Menge aller hierin stetigen, bilinearen Abbildungen U × V → C.
Zur Analyse der Abbildungen in Ψ führen wir sie zunächst auf lineare Abbildungen
zurück. Zu ψ ∈ Ψ definieren wir dazu die Linksadjungierte ψL:
ψL : U → V∗ , u 7→ ψ(u, · ) . (2.B.2)
Das ist wohldefiniert, d.h. die Bilder ψL(u) sind stetige Funktionale auf V : Man hat nämlich
ψL(u) = ψ ◦mL,u, und beide Abbildungen auf der rechten Seite sind stetig.
Wir versehen V∗ mit der von V induzierten schwachen Topologie, so daß (V∗)
∗ = V
wird.10 Dann ist ψL nicht nur linear, sondern auch stetig: Man hat für v ∈ V∣∣(ψL(u))(v)∣∣ = |ψ(u, v)| = |ψ ◦mR,v(u)| → 0 (2.B.3)
für u→ 0, da mR,v stetig ist.
Ebenso erhält man die Rechtsadjungierte ψR als stetige, lineare Abbildung
ψR : V → U∗, v 7→ ψ( · , v) , (2.B.4)
wobei U∗ analog mit der von U gelieferten schwachen Topologie versehen ist, so daß (U∗)∗ =
U .
Die beiden adjungierten Abbildungen ψL und ψR hängen sehr eng zusammen; es ist
nämlich ψ∗L = ψR und ψR∗ = ψL. Man sieht dies leicht durch eine kurze Rechnung: Für
v ∈ V = V∗∗ und u ∈ U ist




= ψ(u, v) ;
(ψRv)(u) =
(
ψ( · , v)
)
(u) = ψ(u, v) ⇒ ψ∗L = ψR. (2.B.5)
10 Die ”Dualitäten“ bzgl. der Topologie auf V∗ bezeichnen wir mit
∗.
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Weiter interessieren wir und für Kern und Bild von ψL und ψR. Wir nennen
BildL ψ := BildψL ⊂ V∗ und KernL ψ := KernψL ⊂ U (2.B.7)
das Links-Bild respektive den Links-Kern von ψ; analog werden das Rechts-Bild und der











  // V∗
(2.B.8)
wobei ψL
′ = ψL/KernL ψ stetig wird, wenn man U/KernL ψ mit der Quotiententopologie
und BildL ψ mit der Teilraum-Topologie versieht. Die bijektive Abbildung ψL
′ werden wir,
wenn keine Verwechslungsmöglichkeit besteht, meist auch mit ψL oder sogar einfach mit ψ
















Wir wollen die beiden Diagramme (2.B.8) und (2.B.9) nun zusammenfassen und zeigen,
daß BildL ψ = (V/KernR ψ)∗. (V/KernR ψ trägt hierbei wieder die Quotiententopologie.)
Zunächst macht man sich klar, daß die Linearformen v∗ ∈ BildL ψ auf dem Quotien-
tenraum V/KernR ψ wohldefiniert sind: Es gilt v∗ = ψLu mit gewissem u ∈ U , und für
v ∈ KernR ψ gilt dann
v∗(v) = ψLu(v) = ψ(u, v) = ψRv︸︷︷︸
=0
(u) = 0. (2.B.10)
Wir können also Restklassen aus V/KernR ψ in Linearformen aus BildL ψ einsetzen, oder
mit anderen Worten: (BildL ψ, V/KernR ψ) ist ein Bilinearsystem bzgl. der Einsetzung.
Es handelt sich sogar um ein Dualsystem, d.h. die Einsetzung ist
”
definit“: Für festes
v∗ ∈ BildL ψ folgt
v∗(v + KernR ψ) = 0 ∀ v ∈ V/KernR ψ ⇒ v∗ = 0; (2.B.11)
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für festes v + KernR ψ ∈ V/KernR ψ gilt
v∗(v + KernR ψ) = 0 ∀ v∗ ∈ BildL ψ
⇒ ψLu(v + KernR ψ) = 0 ∀u ∈ U
⇒ u(ψRv + ψRKernR ψ︸ ︷︷ ︸
=0
) = 0 ∀u ∈ U
⇒ ψRv = 0 in U∗
⇒ v ∈ KernR ψ bzw. v = 0 in V/KernR ψ. (2.B.12)
BildL ψ ist zunächst mit der Relativtopologie versehen (induziert von der schwachen To-
pologie auf V∗); man sieht durch Betrachtung der definierenden Halbnormen aber leicht,
daß diese mit der von V/KernR ψ gelieferten schwachen Topologie übereinstimmt. Damit
ist wegen der Dualsystem-Eigenschaft klar, daß in dieser Topologie
(BildL ψ)
∗ = V/KernR ψ . (2.B.13)
Ganz analog zeigt man, daß
(BildR ψ)∗ = V/KernL ψ . (2.B.14)




























Es ist allerdings im allgemeinen nicht bekannt, daß (BildR ψ)∗
∗ = BildR ψ usw. Dies ist
nur im unten betrachteten Spezialfall gesichert.
Wir interessieren uns nun besonders für den Fall, daß einer der Räume BildL ψ und
BildR ψ endlichdimensional ist. Als Teilraum eines hausdorffschen, lokal konvexen topolo-
gischen Vektorraums trägt er dann die Standardtopologie. Da ψL
′ und ψR
′ Isomorphismen
sind, ist sofort klar, daß dann BildL ψ, BildR ψ sowie die zugehörigen Dualräume alle end-
lichdimensional sind und dieselbe Dimension besitzen.
Wir sagen in diesem Fall, daß die bilineare Abbildung ψ von endlichem Rang ist und
definieren
Rangψ := dim BildL ψ = dim BildR ψ . (2.B.16)
Dieser Typ von Abbildungen ist besonders einfach, da er sich auf die Abbildungen ψL
′
bzw. ψR
′ zwischen endlichdimensionalen Räumen reduzieren läßt. (Durch Wahl geeigneter
Basen in (BildL ψ)∗ und BildR ψ können wir erreichen, daß ψL durch die Diagonalmatrix
diag(1, . . . , 1) beschrieben wird.)
Ein wichtiger Spezialfall ist der einer Rang-1-Abbildung ψ: In diesem Fall sind (BildR ψ)∗
und BildL ψ eindimensional; die Abbildung ψL ist zwischen diesen Räumen nur die Multi-
plikation mit einem Skalar, durch geeignete Basiswahl mit dem Skalar 1. Bezeichnen wir
die kanonische Projektion U
 // (BildR ψ)∗ ∼= C als u∗ (sie ist eine stetige Linearform,
2.B Bilinearformen von endlichem Rang 39
also u∗ ∈ U∗) und ein dazu passend gewähltes Basiselement in BildL ψ als v∗ ∈ V∗, dann
erhalten wir also
ψL = u
∗v∗ bzw. ψ = u
∗v∗ (2.B.17)
in dem Sinne, daß ψ(u, v) = u∗(u)v∗(v) und ψL(u) = u
∗(u)v∗.
Wir interessieren uns weiterhin für eine Zerlegung von Bilinearformen von endlichem
Rang in solche von kleinerem Rang. Dazu sei ψ ∈ Ψ vom Rang n. Gilt für Abbildungen
ψ1, . . . , ψk ∈ Ψ vom Rang n1, . . . , nk die Gleichung
ψ = ψ1 + . . .+ ψk , n = n1 + . . .+ nk , (2.B.18)
so nennen wir dies eine (direkte) Zerlegung von ψ. Aus Gründen, die weiter unten ausgeführt
werden, schreiben wir oft auch ψ = ψ1 ⊕ . . . ⊕ ψk. Der Einfachheit halber werden wir im
folgenden direkte Zerlegungen von ψ in nur zwei Abbildungen genauer betrachten; für
Zerlegungen in mehr als 2 Abbildungen gilt aber entsprechendes.
Zu einer gegebenen direkten Zerlegung ψ = ψ1 + ψ2 (und damit ψL = ψ1,L + ψ2,L)
gehört offenbar eine Zerlegung BildL ψ = BildL ψ1⊕BildL ψ2 als direkte Summe. Analoges






































kommutiert, was bedeutet, daß ψ1,L und ψ2,L auf (BildR ψ)∗ wohldefiniert sind. Wir können
diese
”
Aufteilung“ von (BildR ψ)∗ noch verfeinern: Aus Dimensionsgründen ist (BildR ψ)∗ =
KernL ψ1 ⊕KernL ψ2, und ψ1,L wirkt dabei nur auf KernL ψ2 usw., so daß bezüglich dieser
Zerlegung gilt ψ = ψ1⊕ψ2. Die Inklusionen in dieser direkten Summe liefern Projektionen
BildR ψ
 // BildR ψj in den Dualräumen, und entsprechendes mit vertauschtem L und R.
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Hierzu sei bemerkt, daß zwar die äußeren Dreiecke kommutativ sind, daß die mit ♣ be-
zeichneten Abbildungen die Vierecke in der Mitte jedoch im allgemeinen nicht kommutativ
machen; diese Abbildungen hängen außerdem nicht nur von einer einzelnen zugehörigen
Bilinearform ψj,L, sondern stets von der gesamten Aufspaltung ab.
Ein analoges Bild ergibt sich zwischen den Dualräumen bzw. für die duale Abbildung
ψR = ψ1,R ⊕ ψ2,R.
Auf diese Weise führt uns eine direkte Zerlegung ψ = ψ1 + ψ2 zu einer (eindeutig be-
stimmten) Zerlegung der Räume BildL ψ, BildR ψ und ihrer Dualräume in direkte Summen,
so daß ψ = ψ1 ⊕ ψ2.
Umgekehrt induziert z.B. eine gegebene Zerlegung BildL ψ = V1 ⊕ V2 sofort eine Zer-
legung der anderen drei Räume und eine direkte Zerlegung der Abbildung ψ in ψ1 ⊕ ψ2,
so daß wieder das Diagramm (2.B.21) gilt. Analoges gilt, wenn man von einer Zerlegung
eines beliebigen anderen der endlichdimensionalen Räume startet.
Es ist zweckmäßig, diesen Fall noch weiter zu formalisieren: Zu BildL ψ = V1 ⊕ V2 sei
W1 ⊕ W2 die zugehörige Zerlegung von BildR ψ. Anhand der direkten Zerlegung von ψ
rechnet man leicht nach, daß für σ ∈ Σ folgende Äquivalenz gilt:
ψ(σ, · ) ∈ V1 ⇔ σdW2 = 0. (2.B.22)
Der Raum W2 ist also durch Angabe von V1 eindeutig bestimmt (und umgekehrt), un-
abhängig von der Wahl von V2 bzw. W1. Wir nennen daher W2 den adjungierten Kern
11
von V1. Analog ist W1 der adjungierte Kern von V2.
Mit den obigen Ergebnissen ist es insbesondere möglich, eine Rang-n-Abbildung ψ ∈
Ψ in eine direkte Summe von Rang-1-Abbildungen aufzuteilen: Jede Wahl einer Basis
{v∗1, . . . , v∗n} von BildL ψ entspricht nämlich eine Zerlegung von BildL ψ in eine Summe
eindimensionaler Räume und liefert damit nach obigen Ergebnissen
ψ = u∗1v∗1 ⊕ . . .⊕ u∗nv∗n (2.B.23)
mit linear unabhängigen u∗1, . . . , u
∗
n ∈ U∗ (einer Basis von BildR ψ), welche durch die
Vorgabe der v∗1, . . . , v∗n eindeutig bestimmt sind.
11 Diese Begriffsbildung bezieht sich immer auf eine festgehaltene bilineare Abbildung ψ.
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2.C Abbildungen von asymptotisch endlichem Rang
Wir kehren nun zu dem uns interessierenden Spezialfall U = Σ(E), V = A(r) zurück und
betrachten wieder bilineare Abbildungen auf der Präkogarbe Σ× A.
Bisher haben wir geklärt, was wir bei festem E und r unter einer Abbildung von end-
lichem Rang verstehen und wie sie zu analysieren ist. Für die Analyse von Punktfeldern
interessiert uns jedoch der Grenzwert
”
verschwindenden Phasenraumvolumens“ E · r → 0;








daß also der Rang von ψE,r im Grenzfall gleichmäßig beschränkt bleibt, doch wäre dies für
unsere Analyse zu schwach; es schließt nicht aus, daß der Rang für Er → 0 oszilliert. Zwar
ließe sich durch Übergang zu einer geeigneten diskreten Folge (En, rn) erreichen, daß sogar
RangψEn,rn = const. für große n; wir sind jedoch nicht so sehr an der numerischen Größe
des Rangs interessiert, sondern am (Links-/Rechts-)Bild von ψE,r als Vektorraum. Um ihn
im Limes Er → 0 analysieren zu können, verlangen wir, daß nicht nur die Dimension des
Bildes, sondern das Bild selbst für kleine Er
”





den Garbenabbildungen verträglich“ zu verstehen.
Wir wollen dies etwas genauer ausführen. Es sei dazu ψ ∈ Ψ so, daß alle ψE,r vom










  // A(r)∗
Σ(E ′)
 // (BildR ψE′,r′)∗
ψE′,r′ // BildL ψE′,r′




wegen der Verträglichkeit von ψ mit den Garbenstrukturen. Das Bild der Abbildung ◦ OO◦ ◦ ◦◦ ◦ ◦ ◦
können wir wegen der Kommutativität von (2.C.2) durch die Inklusion BildL ψE,r ↪→ A(r)∗
hindurch
”
zurückziehen“ und erhalten damit eine aus Dimensionsgründen bijektive Abbil-










  // A(r)∗
Σ(E ′)
 // (BildR ψE′,r′)∗








kommutiert. Analog erhalten wir auf der dualen Seite eine Bijektion BildR ψE′,r′ oo //
















 // (BildR ψE′,r′)∗
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kommutativ ergänzt. In diesem Sinne sind das Links- und das Rechts-Bild von ψ dann
konstant.
Allerdings gilt obige Analyse nur für den Fall E ′ ≥ E und r′ ≥ r. Dieser Fall ist jedoch
im Grenzwert Er → 0 eher irrelevant, typischerweise hat man r → 0, E → ∞, also z.B.
E ′ ≥ E und r′ ≤ r. In diesem Fall läßt sich also die
”
Konstanz“ der Bilder nicht wie oben
folgern, sondern wir müssen sie explizit fordern:
Definition 2.2. Eine Abbildung ψ ∈ Ψ heiße Abbildung von asymptotisch endlichem
Rang, wenn für kleine E · r, E ′ · r′ folgende Bedingungen erfüllt sind:
• ψE,r ist von endlichem Rang;
























kommutativ machen. (Die Pfeile zwischen A(r)∗ und A(r
′)∗ sowie Σ(E)
∗ und Σ(E ′)∗
sind je nach Größenverhältnis von E,E ′, r,r′ ggf. umzukehren.)
Den Vektorraum aller Abbildungen aus Ψ von asymptotisch endlichem Rang bezeichnen
wir mit Ψ0.
In unserer Analyse der Punktfeldstruktur von Quantenfeldtheorien stützen wir uns
auf solche Abbildungen von asymptotisch endlichem Rang. Sie besitzen für kleine Er ein
”
konstantes Bild“ und lassen sich, wie wir unten sehen werden, kanonisch in eine Summe
von Rang-1-Abbildungen aus Ψ zerlegen.
Wir wollen jetzt untersuchen, wieweit sich die Existenz des Diagramms (2.C.4) für Ab-
bildungen von asymptotisch endlichem Rang jetzt auch auf beliebige E,E ′,r,r′ ausdehnen




≤r sind zwei sofort klar; wir behandeln














  // A(r)∗_

Σ(E ′)
 // (BildR ψE′,r′)∗







mit den geforderten Isomorphismen. Die beiden äußeren Vierecke kommutieren; fraglich
ist lediglich, ob dies auch für das mittlere Viereck gilt.
Problematisch ist hier, daß wir wegen E ′ > E, jedoch r′ < r die Garbenverträglichkeit
von ψ nicht direkt ausnutzen können. Wir wählen uns daher E ′′ ≥ E ′ > E und r′′ ≥ r > r′
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• // • •oo
• • ] • •
• •
(2.C.7)
wobei mit gepunkteten Linien
”
zurückgezogene Abbildungen“ bezeichnet sind (Wahl eines
Urbilds) - man muß sich dabei überzeugen, daß dies wohldefiniert ist (in diesem Fall ist




• //• • •
• •
können
wir (2.C.7) umformen zu













- hier wurde zusätzlich die Prägarben-Eigenschaft von Σ benutzt; bei der Zurückziehung
(∗) ist ein Urbild zu wählen, das im Bild der Inklusion Σ(E) ↪→ Σ(E ′) liegt.
Weiter kann man die Urbildwahl
• • • •oo
• • • •
• •
(auf dem interessierenden Teilraum, wo Ur-
bilder existieren) wegen der geforderten Kommutativität ersetzen durch






die Existenz der geforderten Isomorphismen ein. Zusammen mit der Garbeneigenschaft von
A∗ läßt sich damit (2.C.8) umrechnen in:


















• • • •
• •
(2.C.10)
12 Es sei bemerkt, daß wir für E′′,r′′ nicht fordern müssen, daß ψE′′,r′′ von endlichem Rang ist.
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wie gewünscht. Wir haben also gezeigt, daß in (2.C.5) auch das mittlere Quadrat kommu-
tiert, was uns gewissermaßen ein
”
definiertes Verhalten“ von ψE,r bei Änderung von E und
r sicherstellt.
Wir bemerken insbesondere, daß BildL ψE,r ”
nicht von E abhängt“ in dem Sinne, daß













kommutiert; die Räume BildL ψE,r und BildL ψE′,r sind also als Teilräume von A(r)∗ gleich.
In derselben Weise ist BildR ψE,r unabhängig von r.
Besonders interessiert auch hier wieder der Fall von (asymptotischen) Rang-1-Abbil-
dungen. Eine solche Abbildung ψ sei im folgenden gegeben. Wir wählen zunächst E, r fest
(Er genügend klein) und je ein Basiselement σr ∈ BildL ψE,r und φE ∈ BildR ψE,r, so daß
ψE,r = φEσr (vgl. (2.B.17) ). Wir können ψE,r also schreiben als
Σ(E)
 φE // (BildR ψE,r)∗ ∼= C
ψE,r=1 // C ∼= BildL ψE,r
σr // A(r)∗ (2.C.12)
wobei ψE,r zwischen den beiden eindimensionalen Räumen einfach der Multiplikation mit
dem Skalar 1 entspricht.
Nun definieren wir σ′r für r
′ < r durch die für die Eigenschaft
”
von asymptotisch
endlichem Rang“ geforderten Isomorphismen jL: Sie sollen σr auf σr′ transportieren, d.h.
das Diagramm
C














wird kommutativ gemacht. Für r′ > r setzen wir σr beliebig als Linearform auf A(r
′) fort
(das ist möglich, da A(r)∗ = ΣdA(r) ). Damit wird σ insgesamt zu einer wohldefinierten
Linearform auf der Präkogarbe A, also σ ∈ A∗.
Ganz analog definieren wir φE auf anderen Räumen Σ(E
′), indem wir die Isomorphis-
men jR verwenden bzw. verlangen, daß
Σ(E)∗
]












kommutativ wird. (Nach dem oben Gesagten können wir hier r′ < r beliebig wählen, so daß
wir sicherstellen können, daß E ′r′ klein bleibt.) Damit ist also auch φ ∈ Σ∗ wohldefiniert.
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Diese Definition von σ und φ ermöglicht es uns, für beliebige E ′,r′ (jedoch kleine E ′r′)
die Abbildung ψE′,r′ folgendermaßen darzustellen:
Σ(E)












 φE // (BildR ψE′,r′)∗ ∼= C
ψE′,r′ // C ∼= BildL ψE′,r′
σr′ // A(r′)∗
(2.C.15)
Dabei entspricht auch ψE′,r′ hier nur der Multiplikation mit einem Skalar; da wir nach
(2.C.10) aber wissen, daß das mittlere Quadrat kommutiert, und da die Isomorphismen
die gewählten Basiselemente aufeinander abbilden, ist auch dieser Skalar gleich 1. Wir








bedeutet, daß die Gleichung eventuell nur für kleine Er
gilt (asymptotische Gleichheit).
Abbildungen ψ ∈ Ψ0 mit asymptotischem Rang n > 1 lassen sich entsprechend in
Rang-1-Abbildungen zerlegen: Bei festem E,r zerlegen wir ψE,r wie in Formel (2.B.23) und
setzen diese Zerlegung dann mittels der Isomorphismen fort. Auf diese Weise erhalten wir:
Satz 2.3. Es sei ψ ∈ Ψ0 eine Abbildung vom asymptotischen Rang n. Dann gibt es linear
unabhängige σj ∈ A∗ und φj ∈ Σ
∗






Da wir A(r)∗ = ΣdA(r) haben, können wir hier statt σj ∈ A∗ auch σj ∈ Σ annehmen
und das Element der Prägarbe ggf. durch Restriktion zurückgewinnnen.
2.D Asymptotisches Verhalten
In diesem Abschnitt sei F die Menge der Funktionen R+ → R+, die bei x = 0 beschränkt
sind. Wir werden für f ∈ F in verschiedenem Zusammenhang das asymptotische Verhalten
von f(x) für x→ 0 analysieren und quantifizieren müssen; dazu sollen hier einige Begriffe
eingeführt werden.
Asymptotische Ordnung Es seien f, g ∈ F zwei Funktionen. Wir schreiben
f ≤
as
g :⇔ f(x) ≤ g(x) · const. für kleine x (
”
asymptotisch“). (2.D.1)
Diese Relation liefert eine Prä-Ordnung auf der Menge F , d.h. wir erhalten eine Halbord-
nung modulo der Äquivalenzrelation
f ∼
as
g :⇔ f ≤
as
g ∧ g ≤
as
f. (2.D.2)









Diese Begriffe lassen sich auch bezüglich einer festen Nullfolge ρ definieren, d.h. in (2.D.1)







. Interessant ist das Verhalten beim Übergang zu Teilfolgen von ρ: Gilt f ≤
ρ
g mit
einer Nullfolge ρ, dann ist auch f ≤
ρ′
g für jede Teilfolge ρ′ ⊂ ρ. Die Umkehrung ist aber
im allgemeinen falsch; insbesondere könnte f ∼
ρ′





). Durch Übergang zu Teilfolgen kann man die Ordnung also verfeinern: Gilt etwa
f 6≥
ρ
g, dann gibt es offenbar eine Teilfolge ρ′ ⊂ ρ, so daß f 
ρ′
g. Wir können also nicht
vergleichbare Elemente durch Übergang zu Teilfolgen vergleichbar machen.
Asymptotischer Exponent Einen quantitativeren Begriff des asymptotischen Verhal-








Wir nennen γ(f) den asymptotischen Exponenten von f ; er nimmt Werte im Bereich [0,∞]
an. (Wir lassen den Wert ∞ des Supremums hier zu.) Der Name
”
asymptotischer Expo-
nent“ ist gerechtfertigt, denn es gilt offenbar
γ(xλ) = λ ∀λ ≥ 0. (2.D.5)
Weiter haben wir für beliebiges (aber festes) ε > 0, daß
f 
as
xγ(f)−ε , f 
ρ
xγ(f)+ε mit einer geeigneten Nullfolge ρ. (2.D.6)
Daraus ergibt sich sofort folgende Charakterisierung von γ( · ):
γ(f) ≥ γ ⇔ x−γ+εf(x)→ 0 ∀ ε > 0. (2.D.7)
γ( · ) respektiert die asymptotische Anordnung in dem Sinne, daß
f ≤
as
g ⇒ γ(f) ≥ γ(g). (2.D.8)
Bezüglich der Addition zweier Funktionen sieht man leicht, daß
γ(f + g) = min{γ(f), γ(g)}. (2.D.9)
Eine weitere interessante Eigenschaft von γ ist diese: Sei µ ∈ R+ fest, dann definieren
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was im Limes x→ 0 genau dann verschwindet, wenn x−λf(x)→ 0; es gilt also
γ(fµ) = γ(f), (2.D.11)
d.h. der asymptotische Exponent ändert sich nicht bei Skalierung.







0 für γ(f) =∞,
(2.D.12)
was dann im Intervall [0, 1] liegt. Gleichung (2.D.9) liefert
δ(f + g) = max{δ(f), δ(g)} ≤ δ(f) + δ(g), (2.D.13)
also erfüllt δ( · ) die Dreiecksungleichung, und (f, g) 7→ δ(f − g) ist eine Pseudometrik
auf F .
Wir benötigen in der Anwendung noch einige Verallgemeinerungen dieses Schemas. Es






ϕ(u) + ϕ(v) für u, v ∈ V. (2.D.14)
(Z.B. könnte ϕ eine Halbnorm auf V sein.) Wir definieren dann den asymptotischen Ex-
ponenten von v ∈ V durch
γ′(v) := γ(ϕ(v)). (2.D.15)
Als leicht abgeschwächtes Analogon von (2.D.9) haben wir dann
γ′(u+ v) = γ(ϕ(u+ v)) ≥
(2.D.8)
γ(ϕ(u) + ϕ(v)) = min{γ′(u), γ′(v)}. (2.D.16)
Ist hier γ′(u) 6= γ′(v) (wir können
”
<“ annehmen), dann berechnet man analog
γ′(u) = γ′((u+ v) + (−v)) ≥ min{γ′(u+ v), γ′(v)}; (2.D.17)
also ist tatsächlich γ′(u+ v) = γ′(u), d.h. in (2.D.16) gilt Gleichheit.
Dementsprechend liefert δ′ := δ ◦ ϕ eine Pseudometrik auf V .
Eine andere Verallgemeinerung ergibt sich wiederum dadurch, die Konvergenz auf eine










γρ und das entsprechend definierte δρ haben dann analoge Eigenschaften, wie sie zuvor
für γ und δ hergeleitet wurden. Auch eine Komposition mit einer Abbildung ϕ des obigen
Typs läßt sich analog bilden.
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Anwendung auf Zustände und bilineare Abbildungen Wir wollen die obigen Struk-
turen (insbesondere die Definition des asymptotischen Exponenten) nun auf die für unsere
Analyse interessanten Objekte anwenden, nämlich auf die Elemente von A∗ und Ψ.
Das asymptotische Verhalten eines Funktionals σ ∈ A∗ (respektive σ ∈ Σ) für r → 0
können wir durch die Norm
‖σ‖r := ‖σdA(r)‖ (2.D.19)
beschreiben. Sie liegt als Funktion von r in unserer Funktionenklasse F , weshalb der asymp-
totische Exponent
γ(σ) := γ(‖σ‖r) (2.D.20)
wohldefiniert ist (man beachte, daß ‖ · ‖r die oben an die Abbildung ϕ gestellten Voraus-
setzungen erfüllt).
Bilineare Abbildungen ψ ∈ Ψ wollen wir im Limes kleiner Wirkungen analysieren und



















Kappung“ der großen Werte durch die Funktion B liegt auch fψ in F , und man
überzeugt sich, daß ϕ : ψ 7→ fψ den obigen Voraussetzungen genügt. Damit können wir
auch hier den asymptotischen Exponenten
γ(ψ) := γ(fψ) (2.D.23)
betrachten.
(Das Einfügen der Funktion B hat in den für uns relevanten Fällen auf den asymptoti-
schen Exponenten keinen Einfluß: Für f ∈ F gilt γ(f) = γ(B ◦f), und falls f eine positive
Funktion mit γ(B ◦ f) > 0 ist, dann folgt f ∈ F .)
Der Vollständigkeit halber erwähnen wir noch die Definition
‖φ‖E := ‖φdΣ(E)‖ für φ ∈ Σ
∗
; (2.D.24)
damit wird für Rang-1-Abbildungen φσ ∈ Ψ0 offenbar
‖φσ‖E,r = ‖φ‖E ‖σ‖r . (2.D.25)
Asymptotische Exponenten für ‖φ‖E werden wir nicht betrachten.
Kapitel 3
Konstruktion von Punktfeldern
In diesem Kapitel behandeln wir die Bestimmung des Feldinhalts und die explizite Kon-
struktion von Wightman-Feldern im Rahmen der algebraischen Feldtheorie.
Wir gehen dazu aus von einer Theorie, die das im vorangegangenen Kapitel entwickelte
asymptotische Phasenraumkriterium erfüllt. Anhand einer Analyse der approximierenden
bilinearen Abbildungen im Limes kleiner Abstände zeichnen wir zunächst eine Hierarchie
von endlichdimensionalen Vektorräumen aus, die anhand eines reellen Parameters geordnet
sind. Diese Räume wollen wir als Feldinhalt etablieren; der reelle Parameter beschreibt die
”
asymptotische Dimension“ der Felder.
Unter der Zusatzvoraussetzung polynomialer Energieschranken können wir die Elemen-
te dieser Räume (es handelt sich um quadratische Formen) durch Folgen beschränkter loka-
ler Operatoren approximieren. Die quadratischen Formen lassen sich dann zu Wightman-
Feldern ausintegrieren, wobei sich die Lokalitätseigenschaften der approximierenden Ope-
ratoren auf die Distributionen übertragen.
Ein Vergleich mit dem in der Literatur bekannten Fredenhagen-Hertel-Feldinhalt [FH81]
zeigt nicht nur die Gleichheit mit den von uns berechneten Feldern, sondern wir erhalten
außerdem explizitere Aussagen über die Kurzabstandsdivergenz bei Approximation der
Felder durch beschränkte Operatoren.
Die konstruierten Felder sind affiliiert zum lokalen Netz und erfüllen die Wightman-
Axiome, wobei wir die Behandlung der Symmetrieaspekte auf Kapitel 4 verschieben.
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3.1 Feldinhalt
Wir hatten im letzten Kapitel ein Phasenraumkriterium definiert, das es uns ermöglichen
sollte, Punktfelder im Rahmen der algebraischen Feldtheorie zu konstruieren. Wir betrach-
ten nun eine Theorie, die dieses Kriterium erfüllt, und wollen ihren Feldinhalt bestimmen.
Das Kriterium besagt grob, daß die Auswertung lokaler Messungen (Abbildung Ξ) sich
durch bilineare Abbildungen ψ von endlichem Rang approximieren läßt; und die heuristi-
sche Motivation in Abschnitt 2.1 legt nahe, daß der Feldinhalt gerade aus dem Rechts-Bild
dieser Abbildungen besteht. Dies ist aus verschiedenen Gründen im allgemeinen nicht der
Fall, wie wir gleich sehen werden. Wir werden jedoch im Rechts-Bild gewisse Unterräume
auszeichnen, die sich tatsächlich als der Feldinhalt der Theorie herausstellen.
Die Details stellen sich wie folgt dar: Das asymptotische Phasenraumkriterium
”
δn → 0“
(nach Definition 2.1) garantiert uns, daß zu jedem γ > 0 eine Abbildung ψ ∈ Ψ0 (respektive
Ψ
P
0 ) existiert, so daß
γ(Ξ− ψ) ≥ γ. (3.1.1)
Wir halten im folgenden γ und zunächst auch ψ fest. Um die zu erwartende Situation
zu klären, gehen wir zunächst zu einer Basisdarstellung von ψ über und schreiben die





φjσj mit φj ∈ Σ
∗
, σj ∈ Σ. (3.1.2)
Unsere Vermutung ist, daß es sich bei den quadratischen Formen φj um lokale Punktfel-
der handelt. Dies kann aber im allgemeinen sicher nicht für alle der φj richtig sein. Gilt
beispielsweise γ(σj) ≥ γ für ein j, dann ist für beliebiges B ∈ B(H)
‖Bσj‖E,r ≤ ‖B‖ ‖σj‖r ⇒ γ(Bσj) ≥ γ; (3.1.3)
daher gilt auch
γ(Ξ− ψ −Bσj) ≥ γ, (3.1.4)
und wir könnten in der Approximationssumme (3.1.2) folglich φj durch B + φj ersetzen,
ohne die Eigenschaft (3.1.1) zu ändern. Sicher muß B und damit B+φj aber im allgemeinen
nicht am Koordinatenursprung lokalisiert sein.
Wir müssen solche Terme also ausschließen, wollen wir lokale Punktfelder im Rechts-
Bild von ψ identifizieren. Wir abstrahieren dazu von der Basisdarstellung (3.1.2) und de-
finieren folgenden Unterraum von S := BildL ψ:
SII := {σ ∈ S | γ(σ) ≥ γ } . (3.1.5)
Dann wählen wir einen weiteren Raum SI ⊂ S, so daß
S = SI ⊕ SII . (3.1.6)
Wir nennen SI den primären, SII den sekundären Anteil von S (der Grund für diese
Bezeichnung wird gleich noch klarer werden). Diese Aufspaltung ist hinsichtlich der Wahl
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von SI willkürlich und hängt außerdem vom gewählten Wert γ ab; dies unterdrücken wir
allerdings in der Notation.
Die Zerlegung von S in eine direkte Summe induziert (siehe Anhang 2.C) auch eine
Zerlegung von BildR ψ =: Φ in zwei Räume
Φ = ΦI ⊕ ΦII , (3.1.7)
so daß
ψ = ψI ⊕ ψII (3.1.8)
bezüglich dieser Zerlegung in eine direkte Summe zerfällt. Dabei ist ΦI als adjungierter
Kern1 von SII durch die Definition (3.1.5) eindeutig bestimmt, während ΦII von der Wahl
von SI abhängt.
Die Zerlegung ψ = ψI ⊕ ψII in primäre und sekundäre Anteile ist nun gerade die Auf-
spaltung, die oben am Beispiel der konkreten Basisdarstellung (3.1.2) erläutert wurde: Ein
φ ∈ ΦII = BildR ψII korrespondiert gerade mit einem für r → 0 schnell verschwindenden
σ ∈ SII , weshalb man im allgemeinen nicht erwarten kann, daß φ ein lokales Punktfeld ist.
Wir werden daher im folgenden nur den Raum ΦI untersuchen (
”
primäre Felder“). Für das
Auftreten der
”
sekundären“ Felder aus ΦII , deren genauere Analyse in unserem Rahmen
nicht möglich scheint, kann es folgende Ursachen geben:
1. Sie stammen aus
”
redundanten“ Terme, d.h. direkten Summanden ψ̂II von ψII , die
γ(ψ̂II) ≥ γ erfüllen. Konkret können dies Rang-1-Terme φσ mit nicht zu singulärem
Hochenergieverhalten, nämlich ‖φ‖E ≤ Eγ · const., sein. Solche Terme könnte man
stets zu ψ hinzuaddieren, ohne die Approximationseigenschaft (3.1.1) zu ändern,
bzw. man könnte ihr Auftreten vermeiden, indem man in (3.1.1) die Minimierung
von Rangψ fordert.
2. Es könnte außerdem der Fall auftreten, daß γ(ψII) < γ, so daß sich ψII nicht
vollständig durch eine Minimierung von Rangψ eliminieren läßt. Konkret ist dabei
an Rang-1-Terme φσ zu denken, die etwa ‖σ‖r ∼ rγ−ε, ‖φ‖E ∼ Eγ+ε erfüllen (ε > 0).
Diese Terme, die man
”
energiedominiert“ nennen könnte, da sie in E singulärer sind,
als sie in r abfallen, zählen zum Anteil ψII , sind aber für die Approximation von Ξ
im Sinne der Gleichung (3.1.1) eventuell nicht verzichtbar.
Wir rechnen in physikalisch relevanten Modellen (explizit in der freien Feldtheorie,
allgemeiner in allen asymptotisch dilatationsinvarianten Modellen) damit, daß keine se-
kundären Terme von Typ 2 auftreten – im allgemeinen Fall läßt sich ihr Vorhandensein
aber wohl nicht ausschließen. Es sei jedoch bemerkt, daß sie in jedem Fall nicht zum Feldin-
halt beitragen: Wir werden in Abschnitt 3.4 zeigen, daß die untersuchten primären Felder
den Fredenhagen-Hertel-Feldinhalt der Theorie ausschöpfen, der in gewisser Weise
”
alle
Punktfelder der Theorie“ enthält.
Wie angekündigt, werden wir uns für die folgende Analyse nur auf den Raum ΦI be-
ziehen. Wir hatten bereits gesehen, daß er unabhängig von der (willkürlichen) Wahl von
SI ist; allerdings könnte er von der Wahl der approximierenden Abbildung ψ abhängen,
1 Zum Begriff des adjungierten Kerns siehe Anhang 2.B.
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die bisher festgehalten war. Tatsächlich ist ΦI aber auch bei Variation von ψ eindeutig
bestimmt (bei festen γ) und insofern eine intrinsische Eigenschaft der Theorie. Wir zeigen
dies, indem wir folgende Charakterisierung von ΦI herleiten:
Satz 3.1. Für σ ∈ Σ(E), E beliebig, gilt:
σdΦI = 0 ⇔ γ(ΞLσ) ≥ γ .
Beweis. ΦI ist bezüglich ψ der adjungierte Kern von SII , und nach dessen Charakterisie-
rung (siehe (2.B.22)) gilt
ψLσ ∈ SII ⇔ σdΦI = 0. (3.1.9)
Nach Definition von SII ist also
σdΦI = 0 ⇔ γ(ψLσ) ≥ γ. (3.1.10)
Aus der Approximationseigenschaft
”
γ(Ξ − ψ) ≥ γ“ folgt aber insbesondere (durch Ein-
schränkung auf einen festen Wert von E), daß
γ(ψLσ − ΞLσ) ≥ γ , (3.1.11)
und damit ergibt sich laut (2.D.16):
γ(ψLσ) ≥ γ ⇔ γ(ΞLσ) ≥ γ . (3.1.12)
(3.1.10) und (3.1.12) liefern zusammen die Behauptung.
Die Eigenschaft
”
γ(ΞLσ) ≥ γ“ ist nun aber völlig unabhängig von der Wahl der ap-
proximierenden Abbildung ψ. Da der endlichdimensionale Raum ΦI durch die Angabe
der auf ihm verschwindenden Funktionale vollständig charakterisiert wird, ist er ebenfalls
unabhängig von ψ und hängt nur noch vom gewählten Wert γ ab.
Wir erhalten also (das asymptotische Phasenraumkriterium vorausgesetzt) zu jedem γ
einen eindeutig festgelegten Raum Φγ von ”
primären Feldern“. Der Vergleich dieser Räume
bei verschiedenen γ ist sehr einfach. Ist γ′ > γ, dann erhalten wir nach dem Kriterium eine
Abbildung ψ ∈ Ψ0 mit
γ(Ξ− ψ) ≥ γ′ > γ. (3.1.13)
Da jetzt offenbar
SII (γ
′) ⊂ SII (γ) (3.1.14)
nach Definition dieser Räume (wobei SII (γ) bezüglich der Zerlegung zu γ gebildet wird
usw.), folgt sofort die umgekehrte Inklusion für die adjungierten Kerne:
Φγ = BildR ψ
Iγ ⊂ BildR ψIγ
′
= Φγ′ . (3.1.15)
Damit haben wir folgenden Satz bewiesen:
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Satz 3.2. Die betrachtete Theorie erfülle das asymptotische Phasenraumkriterium. Dann




• Φγ ⊂ Φγ′ für γ ≤ γ′.
• Ist ψ ∈ Ψ0 eine Abbildung mit γ(Ξ− ψ) ≥ γ, dann ist Φγ der adjungierte Kern des
Raums
SII := {σ ∈ BildL ψ | γ(σ) ≥ γ }.
• Für σ ∈ Σ gilt
σdΦγ = 0 ⇔ γ(ΞLσ) ≥ γ .
Es sei bemerkt, daß durch das Phasenraumkriterium nicht garantiert wird, daß die
Räume Φγ nicht trivial sind: Auch falls δn > 0∀n, d.h. wenn man für die Approximati-
on γ(Ξ − ψ) ≥ γ immer einen gewissen minimalen Rang von ψ benötigt, der mit n ggf.
sogar wächst, könnte trotzdem dim Φγ = 0 sein – nämlich dann, wenn BildR ψ nur se-
kundäre Felder enthält. Bei gegebenem ψ allerdings läßt sich die Dimension von Φγ jedoch
verhältnismäßig leicht bestimmen, indem man die Dimension von SII ermittelt.
3.2 Analyse des r-Verhaltens
Unser Ziel ist es, die Elemente der Räume Φγ als lokale Punktfelder zu etablieren. Dazu
sei im folgenden wieder γ fest. Weiter sei ψ ∈ Ψ0 eine Abbildung mit γ(Ξ− ψ) ≥ γ – ihre
Existenz wird durch das asymptotische Phasenraumkriterium garantiert. Wir verwenden
die Notation S, SI , SII ,Φ,ΦI ,ΦII wie zuvor; dabei ist ΦI = Φγ. Für S
I bzw. ΦII bestehen
noch gewisse Wahlfreiheiten, die wir auch ausnutzen werden.
Bei der Analyse von ΦI tritt folgendes Problem auf: Wie wir noch explizit sehen werden,
benötigt man sehr detaillierte Aussagen über das r-Verhalten der Funktionale σ ∈ SI , um
die quadratischen Formen φ ∈ ΦI durch beschränkte lokale Operatoren approximieren zu
können. Bisher wissen wir nur, daß
σ ∈ SI ⇒ γ(σ) < γ, (3.2.1)
allerdings bedeutet dies im allgemeinen nicht, daß ‖σ‖r ≥ rγ−ε · const. für ein ε > 0; solch
eine explizite Abschätzung läßt sich ggf. nur auf einer bestimmten Nullfolge ρ etablieren,
deren Auswahl aber von σ abhängen kann. Dieser Umstand erschwert den technischen Teil
der Analyse.
Wir werden aus diesem Grund auch noch andere Aufspaltungen von S als das oben





∣∣ γρ(σ) ≥ γ }, (3.2.2)










und erhalten bei geeigneter Wahl eines Raums SIρ ⊂ S eine Aufspaltung
S = SIρ ⊕ SIIρ, Φ = ΦIρ ⊕ ΦIIρ, so daß ψ = ψIρ ⊕ ψIIρ. (3.2.4)
Wir sprechen hier von einer Zerlegung in ρ-primäre und ρ-sekundäre Anteile. Wiederum
sind SIIρ und sein adjungierter Kern ΦIρ durch die Definition (3.2.2) eindeutig bestimmt,
während bei SIρ bzw. ΦIIρ noch Wahlfreiheiten bestehen.
Aus der Definition ist sofort klar, daß
SIIρ ⊃ SII und damit ΦIρ ⊂ ΦI ; (3.2.5)
ist weiterhin ρ′ ⊂ ρ eine Teilfolge, dann gilt
SIIρ
′ ⊃ SIIρ und ΦIρ′ ⊂ ΦIρ. (3.2.6)
Im allgemeinen kann diese Inklusion echt sein; ist jedoch
SIIρ
′
= SIIρ und daher ΦIρ
′
= ΦIρ. (3.2.7)
für alle Teilfolgen ρ′ ⊂ ρ, so nennen wir die Folge ρ stabil. Offenbar kann man in jeder
Nullfolge ρ0 eine stabile Teilfolge ρ finden, indem man unter allen Teilfolgen von ρ0 eine
auswählt, die die Dimension von SIIρ maximiert.
Die besondere Eigenschaft dieser stabilen Nullfolgen wird uns in die Lage versetzen, die
Elemente von ΦIρ als lokale Punktfelder im Wightman-Sinne zu etablieren. (Dies benötigt
allerdings noch einige Vorarbeiten.) Unsere Strategie ist also zunächst, ΦI durch solche
Räume ΦIρ mit unterschiedlichen ρ zu überdecken oder zumindest aufzuspannen.
Eine gewisse Schwierigkeit dabei ist, daß die Folge ρ offenbar nicht abhängig von einem
festen φ ∈ ΦI , sondern vielmehr zu einem gegebenem σ ∈ SI gewählt werden muß – die
Auswahl der Folge soll ja zur Analyse des r-Verhaltens dienen. Dieser Umstand erfordert
einige Umwege bei der Konstruktion der gesuchten Überdeckung von ΦI . Der folgende,
etwas technisch wirkende Satz bildet hierfür die Grundlage.
Satz 3.3. Sei Φ̂ ( Φ ein echter Teilraum von Φ, so daß ΦI 6⊂ Φ̂. Dann gibt es eine stabile
Nullfolge ρ, so daß ΦIρ 6⊂ Φ̂.
Beweis. Wir dürfen ohne Einschränkung annehmen, daß Φ̂ in Φ die Kodimension 1 be-
sitzt. (Andernfalls ergänzen wir Φ̂ vorher durch geeignete Basiselemente aus Φ, ohne die
Bedingung ΦI 6⊂ Φ̂ zu verändern.) Dann gilt mit einem im folgenden festen φ0 ∈ ΦI ,
φ0 6∈ Φ̂:
Φ = Cφ0 ⊕ Φ̂. (3.2.8)
Das induziert eine Zerlegung
S = Cσ0 ⊕ Ŝ (3.2.9)
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mit einem Raum Ŝ ⊂ S der Kodimension 1 und einem σ0 ∈ S, das durch Φ̂ eindeutig
bestimmt wird. Da φ0 ∈ ΦI , ist SII Teil des adjungierten Kerns von Cφ0, also SII ⊂ Ŝ; es
gilt also σ0 6∈ SII und damit γ(σ0) < γ. Wir wählen nun eine Nullfolge ρ, so daß ‖σ0‖r ≥
ρ
rγ−ε für ein ε > 0. Durch eventuellen Übergang zu einer Teilfolge können wir annehmen,
daß ρ stabil ist (die Abschätzung an ‖σ0‖r bleibt dabei erhalten). Es gilt insbesondere
σ0 6∈ SIIρ. (3.2.10)
Wir können dann SI und SIρ so wählen (hier bestand ja noch Wahlfreiheit), daß
Cσ0 ⊂ SIρ ⊂ SI . (3.2.11)
Weiter können wir SIIρ so zu einem Raum Š ergänzen, daß
S = Cσ0 ⊕ Š, Š ⊃ SIIρ. (3.2.12)









S = Cσ0 ⊕ Š
(3.2.13)










Φ = Cφ′0 ⊕ Φ̂
(3.2.14)
Hierbei ist φ′0 als Basisvektor des eindimensionalen adjungierten Kerns von Š gegeben. Wir
haben damit ein φ′0 ∈ ΦIρ, φ′0 6∈ Φ̂ gefunden; also ist ΦIρ 6⊂ Φ̂.
Dieser Satz läßt sich nun folgendermaßen anwenden: Wir konstruieren eine Basis von
ΦI induktiv aus Elementen von Räumen ΦIρ zu verschiedenen Nullfolgen ρ. Wir beginnen
mit dem nulldimensionalen Raum Φ̂0 := {0} ⊂ ΦI . Ist Φ̂j ( ΦI , dann finden wir nach
dem obigen Satz eine stabile Nullfolge ρj und ein φj ∈ ΦIρj , φj 6∈ Φ̂j. Der Raum Φ̂j+1 :=
Span {φj, Φ̂j} ist also größer als Φ̂j (explizit ist dim Φ̂j = j). Nach endlich vielen Schritten
muß das Verfahren abbrechen (Φ̂J = Φ
I mit einem gewissen J). Da Φ̂J per Konstruktion
eine Basis aus primären Feldern bezüglich gewisser stabiler Nullfolgen besitzt, haben wir
also gezeigt:
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wobei die Vereinigung über alle bezüglich ψ und γ stabilen Nullfolgen ρ läuft.
Unser Fernziel war es, die Elemente von ΦI als lokale Punktfelder zu identifizieren; da
dies ein
”
linearer Begriff“ ist, können wir uns dabei also auf die Räume ΦIρ konzentrieren.
Im folgenden sei die Folge ρ fest gegeben. Wir betrachten die Aufspaltung von ψ in
ρ-primäre und ρ-sekundäre Anteile:
ψ = ψIρ ⊕ ψIIρ. (3.2.15)
Wir interessieren uns dabei nur für die Anteile ψIρ; wie aber oben schon bemerkt, kann
auch der Anteil ψIIρ für die Approximation γ(Ξ − ψ) ≥ γ wesentlich sein. Wir können
diesen Anteil allerdings dann vernachlässigen, wenn wir im Limes die Dämpfung der hoch-










r−γ+ε‖σj‖r = 0 ∀ε > 0. (3.2.17)
Setzen wir


































∣∣E ∈ [1,∞); r ∈ ρ;Er ≤ w}.
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Andererseits haben wir














= 0 ∀ε > 0. (3.2.22)
In diesem Sinne der Approximation von Ξ sind die ρ-sekundären Anteile von ψ also redun-
dant; die
”
energiedominierten Terme“ wurden quasi durch den Faktor g(E)
”
weggedämpft“.
Bemerkt sei, daß im Fall ψ ∈ ΨP0 offenbar g(E) polynomial beschränkt ist – siehe dazu
(3.2.18) –, d.h. wir können g(E) = El mit einem gewissen l > 0 annehmen.
Der nächste zu klärende Punkt ist die genaue Struktur des Raums SIρ. Bisher wissen
wir nur, daß für σ ∈ SIρ stets gilt
γρ(σ) < γ, (3.2.23)
was aber für unsere Zwecke nicht ausreicht. Zur Analyse können wir Satz 3.23 aus An-
hang 3.A verwenden: Danach gibt es eine Teilfolge ρ′ ⊂ ρ und eine Zerlegung
SIρ = S1 ⊕ . . .⊕ SJ (3.2.24)
mit gewissem J ∈ N, wobei die Räume Sj bezüglich der Teilfolge ρ′ homogen sind, d.h. es
gibt Funktionen ηj, so daß
‖σ‖r ∼
ρ′











In diesem Sinne haben wir jetzt das Links-Bild von ψIρ vollständig nach dem r-Verhalten
der enthaltenen Funktionale geordnet. Da ρ eine stabile Nullfolge ist, wissen wir wegen
(3.2.23) und (3.2.25), daß
γρ′(ηj) < γ ∀j. (3.2.27)




rγ−δ mit gewissem δ > 0. (3.2.28)
Alle anderen oben erhaltenen Eigenschaften bleiben auch bezüglich ρ′′ erhalten. Wir for-
malisieren diese in einem eigenen Begriff:
Definition 3.5. Ein Tripel (ρ, g, {ψj}), bestehend aus
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• einer Nullfolge ρ,
• einer monoton wachsenden Funktion g(E) : [1,∞)→ R+,
• einer endlichen Menge {ψj} ⊂ Ψ0 von bilinearen Abbildungen von asymptotisch end-
lichem Rang (wir numerieren j = 1 . . . J)
heiße homogene Approximation zur Genauigkeit γ > 0, wenn
• ψ1 + . . .+ ψJ = ψ1 ⊕ . . .⊕ ψJ direkte Summe ist,

















= 0 ∀ε > 0.
Im Falle {ψj} ⊂ Ψ
P
0 und g(E) = E
l mit gewissem l > 0 sprechen wir von einer homogenen
Approximation mit polynomialen Energieschranken.
Wir werden im Zusammenhang mit homogenen Approximationen die Elemente der
endlichen Menge {ψj} meist stillschweigend mit j = 1 . . . J durchnumerieren und ebenso
die Notation BildL ψj ∼
ρ
ηj verwenden. Es sei aber betont, daß J und die Funktionen ηj
keine eigentlich neuen Daten sind, sondern durch die Angabe der φj schon festgelegt werden
(bis auf Äquivalenz ∼
ρ
).
Unsere oben erhaltene Aussage läßt sich jetzt so formulieren:
Satz 3.6. Es sei γ > 0 fest, ψ ∈ Ψ0 eine Abbildung mit γ(Ξ−ψ) ≥ γ und ρ eine bezüglich
γ und ψ stabile Nullfolge. Dann gibt es eine homogene Approximation
(ρ′, g, {ψj}),





Zusammengefaßt mit Satz 3.4 erhält man:
Korollar 3.7. Die betrachtete Theorie erfülle das asymptotische Phasenraumkriterium.
Dann gibt es bei festem γ > 0 homogene Approximationen (ρi, gi, {ψj,i}) zur Genauigkeit









Ist das asymptotische Phasenraumkriterium mit polynomialen Energieschranken erfüllt,
dann können hier auch homogene Approximationen mit polynomialen Energieschranken
gewählt werden.
Wir haben im folgenden also lediglich nachzuweisen, daß die Rechts-Bilder solcher ho-
mogenen Approximationen aus lokalen Punktfeldern bestehen.
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3.3 Felder als Grenzwerte lokaler Operatoren
Nachdem uns die Analyse der Approximationsabbildungen auf den Begriff der homogenen
Approximationen geführt hat, gehen wir nun daran, die Elemente ihres Rechts-Bildes als
Grenzwerte lokaler Observablen darzustellen. Wir konstruieren Folgen von beschränkten
Operatoren, die in immer kleineren Gebieten lokalisiert sind, und die unter einer geeig-
neten Energiedämpfung gegen die in Rede stehenden quadratischen Formen konvergieren.
Dies wird uns später ermöglichen, die Lokalitätseigenschaften der approximierenden Ob-
servablen auf die Grenzwerte zu übertragen und diese dann als lokale Wightman-Felder zu
interpretieren.
Dieser Grenzprozeß läßt sich allerdings in der gewünschten Weise nur dann ausführen,
wenn zusätzliche Einschränkungen an das Hochenergieverhalten der Abbildungen ψ ∈ Ψ0
gestellt werden. (Dies wird unten noch genauer diskutiert.) Wir werden dabei stets nur
polynomiale Hochenergieschranken behandeln.
Motivation und Ansatzpunkt Wir betrachten eine homogene Approximation Π =
(ρ, g, {ψj}) im Sinne von Definition 3.5. Für ein gegebenes φ ∈ Φj := BildR ψj suchen
wir eine Folge von lokalen Operatoren, die gegen φ konvergiert. Genauer soll zunächst
P (E)φP (E) ∈ Σ(E)∗ durch P (E)ArP (E) mit lokalen Ar ∈ A(r) approximiert werden.
Wir können den letzteren Ausdruck so schreiben:
P (E)ArP (E) = ΞE,r( · , Ar) = ΞRE,rAr. (3.3.1)
Die Approximationseigenschaft von Π bedeutet grob, daß
ΞRE,rAr ≈ (⊕ψj)RE,r Ar im Limes r → 0; (3.3.2)
es liegt daher nahe, Ar als ein Urbild von φ unter (
⊕
ψj)RE,r zu wählen, so daß dann
P (E)φP (E) = (⊕ψj)RE,rAr ≈ ΞRE,rAr = P (E)ArP (E) (3.3.3)
gilt. Wir werden von dieser Idee etwas abweichen und zunächst nur einen einzelnen Sum-
manden ψj mit homogenem Links-Bild betrachten – die notwendige Erweiterung wird
später diskutiert.
Es sei also allgemein ψ̂ ∈ Ψ0 mit homogenem Links-Bild gegeben. Unser Ziel ist es,
zu einem gegebenen φ ∈ BildR ψ̂ ein Urbild unter ψ̂R in A(r) zu finden, dessen Norm wir




































Wir können dabei zu φ sicher ein (eindeutiges) Urbild A0 ∈ (BildL ψ̂)∗ wählen, da ψ̂R im
obigen Diagramm ein Isomorphismus ist. Diese Wahl ist
”
unabhängig von r“. Zu klären ist,
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welches Urbild Ar man unter der jeweiligen Projektion A(r)
 // (BildL ψ̂)
∗ zu wählen
hat, wenn man dabei seine Norm als Funktion von r abschätzen möchte. Außerdem soll ein
solches Urbild linear in φ gewählt werden, d.h. wir suchen eine Rechtsinverse zur Projektion
i∗r. Der folgende Satz garantiert ihre Existenz:
Satz 3.8. Sei ψ̂ ∈ Ψ0 eine Abbildung mit homogenem Links-Bild bezüglich einer Nullfol-
ge ρ:
BildL ψ̂ =: S ∼
ρ
η.
Dann gibt es ein c > 0 und zu jedem r ∈ ρ einen linearen Operator Fr : S∗ → A(r) mit




Beweis. Wir definieren zunächst einen Operator Fr∗ vom Teilraum S ⊂ A(r)∗ (genauer
irS ⊂ A(r)∗) nach S als Umkehrung der Inklusion ir. Für σ ∈ irS gilt dann3










Wir setzen diesen Operator Fr∗ nun mit Hilfe des Satzes von Hahn-Banach fort (bzw. mit
einer leichten Erweiterung davon, siehe Satz 3.24 in Anhang 3.B) zu einem Operator Fr∗
auf ganz A(r)∗ mit gleicher Normschranke (bis auf eine multiplikative Konstante). Für
diesen fortgesetzten Operator gilt per Konstruktion
Fr∗ ◦ ir = idS. (3.3.7)
Setzen wir nun Fr = (Fr∗)
∗, dann haben wir einen Operator mit den im Satz behaupteten
Eigenschaften gefunden, denn ‖Fr‖ = ‖(Fr∗)∗‖ = ‖Fr∗‖.
Für den Fall einer homogenen Approximation mit nur einem Summanden (J = 1)
haben wir also das gewünschte Urbild gefunden, und man wird nach (3.3.3) vermuten, daß
Ar := Fr◦ψ̂−1R φ für r → 0 gegen φ konvergiert. Die genaue Formulierung dieser Konvergenz
sowie die Erweiterung auf J 6= 1 stellen wir zunächst zurück, da vorher noch die verwendete
Energiedämpfung genauer betrachtet werden muß.
3 Dabei bezeichnet ‖ · ‖S eine Norm auf S. Zwischen dem Funktional σ ∈ irS und seinem Urbild in S
unterscheiden wir in der Notation nicht.
3.3 Felder als Grenzwerte lokaler Operatoren 61
Aufweichung der Energieschranken Wir haben bisher die quadratischen Formen φ
stets mit einer scharfen Energieschranke P (E) betrachtet. Es scheint in diesem Zusam-
menhang natürlich, die Konvergenz einer Folge Ar ∈ A(r) gegen eine quadratische Form φ
”
unter Energiedämpfung“ zu formulieren als
P (E)ArP (E)→ P (E)φP (E) ∀ E > 0, (3.3.8)
also i.W. als Konvergenz im Sinne von Linearformen auf Σ. Eine solche Aussage erweist sich
aber nicht als ausreichend, um später die Lokalität der Punktfelder zu gewährleisten. Wir
gehen daher zu den schon von Fredenhagen und Hertel [FH81] verwendeten polynomialen





und suchen dann nach einer Konvergenz der Art
RlArR
l → RlφRl für ein l > 0. (3.3.10)
Offenbar setzt dies Restriktionen an das Hochenergieverhalten von φ voraus, und wir wer-
den deshalb im folgenden nur noch quadratische Formen bzw. homogene Approximationen
mit polynomialen Energieschranken betrachten. Für die physikalische Anwendung sollte
dies keine große Einschränkung darstellen, wie in Abschnitt 2.3 bereits diskutiert. Zwar
sind die Ideen aus [FH81] von verschiedenen Autoren auch auf Felder mit anderem, z.B. ex-
ponentiellem Hochenergieverhalten verallgemeinert worden [RW86, Wol85, Sum87]; jedoch
werden wir diese Überlegungen hier nicht aufgreifen, zumal auch das Phasenraumkriterium
auf die Beschreibung von Theorien mit polynomialem Kurzabstandsverhalten ausgelegt ist
– wir approximieren die Abbildung Ξ stets mit einer
”
polynomialen Genauigkeit“ (Er)γ.
Wir diskutieren nun den formalen Übergang von der bisher verwendeten scharfen Ener-
giedämpfung zu derjenigen mit Faktoren Rl (nach Fredenhagen und Hertel). Zunächst ist
die Beschränktheit von RlφRl äquivalent mit dem bisher diskutierten polynomialen Hoch-
energieverhalten:
Lemma 3.9. Für festes φ ∈ Σ∗ sind folgende Aussagen äquivalent:
1. Es gibt ein k > 0, so daß ‖φ‖E ≤ Ek · const. für alle E ≥ 1.
2. Es gibt ein l > 0, so daß ‖RlφRl‖ <∞.
Beweis. Die Richtung 1⇒ 2 folgt durch Ausnutzen der Spektraldarstellung von Rl – siehe
Lemma 3.27 in Anhang 3.C (dabei ist l = k + 1). Um die umgekehrte Richtung zu zeigen,
berechnen wir
‖P (E)φP (E)‖ ≤ ‖P (E)R−l‖ ‖RlφRl‖ ‖R−lP (E)‖ ≤ E2l · const. (E ≥ 1), (3.3.11)
also folgt Aussage 1 aus 2 mit k = 2l.
Wir betrachten nun die Verbindung zwischen der Konvergenz im Phasenraumlimes
Er → 0 und der Konvergenz unter Energiedämpfung Rl · Rl.
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Satz 3.10. Es sei k > 0, ψ ∈ Ψ mit ‖RkψRRk‖ <∞, ρ eine Nullfolge, η : R+ → R+ eine







= 0 und η(r)
ρ
rλ.










Beweis. Für r ∈ ρ setzen wir im folgenden Er = 1√r , so daß dann Er · r → 0. Im Limes
r → 0 haben wir den Ausdruck
‖RlψR(Ar)Rl‖ (3.3.12)
zu kontrollieren, der zunächst wegen der polynomialen Hochenergieschranken von ψ wohl-
definiert ist (für l ≥ k). Man erhält mit Q(E) := 1− P (E) durch Anwenden der Dreiecks-
ungleichung:
‖RlψR(Ar)Rl‖ ≤ ‖RlQ(Er)ψR(Ar)Rl‖+ ‖RlP (Er)ψR(Ar)Q(Er)Rl‖
+ ‖RlP (Er)ψR(Ar)P (Er)Rl‖ . (3.3.13)
Der erste Summand läßt sich dabei abschätzen durch















für genügend großes l. Der zweite Summand in (3.3.13) verschwindet im Limes analog. Zu
zeigen bleibt, daß auch für den dritten Term gilt
‖RlP (Er)ψR(Ar)P (Er)Rl‖ →
ρ
0. (3.3.15)
Dazu betrachten wir die Operatoren Br := P (Er)ψR(Ar)P (Er). Es sei E
′ ≥ 1 beliebig. Mit
Emin := min{Er, E ′} ist dann
P (E ′)BrP (E
′) ∈ Σ∗Emin , (3.3.16)
so daß
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= 0 (denn Emin · r ≤ Er · r → 0), (3.3.18)
wobei die Konvergenz gleichmäßig in Emin ≤ Er ist, können wir zu gegebenem ε > 0 ein
r(0) ∈ ρ finden, so daß für r ≤ r(0) gilt:
‖P (E ′)BrP (E ′)‖ ≤ εEkmin ≤ ε(E ′)k. (3.3.19)
Dies gilt für alle E ′ ≥ 1; ε und r(0) sind von E ′ unabhängig. Nach Lemma 3.26 in An-
hang 3.C können wir dann ein nicht von ε und r abhängiges d > 0 finden, so daß
‖Rk+1BrRk+1‖ ≤ ε · d für r ≤ r(0), r ∈ ρ. (3.3.20)
Damit verschwindet auch dieser Term für r → 0, womit der Satz bewiesen ist.
Konvergenz Nach diesen Vorbereitungen sind wir nun in der Lage, das Rechts-Bild einer
gegebenen homogenen Approximation durch lokale Operatoren zu approximieren. Es sei
dazu (ρ, g, {ψj}Jj=1) eine homogene Approximation mit polynomialen Energieschranken.












wobei . . .‖ · ‖ den Normabschluß bezeichnet.
Den Induktionsanfang machen wir bei K = 0 (also mit der
”
trivialen Aussage“). Ist















Die Dreiecksungleichung liefert aufgrund der
”








Wir können dabei ohne Einschränkung annehmen, daß g(E) = Ek mit genügend großem
k > 0. Zu gegebenem φ ∈ BildR ψK verschaffen wir uns nun nach Satz 3.8 eine Folge
Ar ∈ A(r) (r ∈ ρ) und ein c > 0, so daß




4 Die Funktionen ηj werden hier wie in Definition 3.5 verwendet.
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Nach Induktionsvoraussetzung ist ψj,R(Ar) ∈ BildR ψj für j < K bereits durch beliebig
gut lokalisierte Operatoren approximierbar; wir haben also für große l
RlφRl ∈ RlA(r)Rl +RlA(r)Rl
‖ · ‖‖ · ‖
= RlA(r)Rl
‖ · ‖
∀ r > 0. (3.3.28)
Damit haben wir insgesamt gezeigt:
Satz 3.11. Sei (ρ, g, {ψj}) eine homogene Approximation mit polynomialen Energie-







∀ j . (3.3.29)
Zusammenfassung Die Ergebnisse der vorangegangenen Abschnitte lassen sich folgen-
dermaßen zusammenfassen: Wir waren ausgegangen von einer Theorie, die das asympto-
tische Phasenraumkriterium erfüllt; das hatte uns zur Definition der Räume Φγ geführt
(Satz 3.2). In diesen Räumen konnten wir eine Basis finden aus Elementen, die zu gewissen
(
”
stabilen“) Nullfolgen ρ assoziiert waren (Satz 3.4); die zugehörigen bilinearen Abbildun-
gen konnten wir als homogene Approximationen genauer analysieren (Satz 3.6). Unter
der zusätzlichen Voraussetzung polynomialer Energieschranken konnten wir das Rechts-
Bild dieser Approximationen schließlich als Grenzwerte lokaler Operatoren darstellen (Satz
3.11). Wir erhalten also:
Korollar 3.12. Die betrachtete Theorie erfülle das asymptotische Phasenraumkriterium








für zu γ > 0 ausreichend groß gewähltes l. (3.3.30)
Diese Eigenschaft ist genau die, welche die Elemente der Φγ zu lokalen Punktfeldern
macht, wie wir unten noch sehen werden.
3.4 Lokalitätseigenschaften
Im letzten Abschnitt haben wir die Approximation der erhaltenen quadratischen Formen
φ ∈ Φγ durch lokale Operatoren hergeleitet. Es liegt nahe, daß dies auch Lokalitätseigen-
schaften der quadratischen Formen φ nach sich zieht. Wir formulieren diese Eigenschaften
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nun genauer und untersuchen außerdem die Eigenschaften der φ als operatorwertige Dis-
tributionen (im Wightman-Sinn).
Dazu werden wir den Raum der von uns erhaltenen Felder mit dem von Fredenhagen
und Hertel [FH81] betrachteten vergleichen. Dies verschafft uns neben Lokalitätsaussagen
auch Einsicht in weitere Eigenschaften der betrachteten Felder.
Fredenhagen und Hertel betrachteten folgende Klasse von quadratischen Formen (und










Die Autoren zeigten, daß ΦFH gerade die polynomial energiebeschränkten quadratischen
Formen enthält, die einer sehr schwachen Kommutativitätsbedingung mit den lokalen Al-
gebren genügen. Insofern kann ΦFH als Raum aller zum Netz A assoziierten Punktfelder
verstanden werden, wenn man die polynomialen Energieschranken als Obervoraussetzung
betrachtet.
Nach den Ergebnissen des letzten Abschnitts ist sofort klar, daß unsere Felder die
Bedingungen von Fredenhagen und Hertel erfüllen, daß also Φγ ⊂ ΦFH für alle γ > 0.
Zunächst scheint – da in (3.4.1) der schwache und nicht der Normabschluß gewählt ist
– die Klasse ΦFH aber echt größer zu sein. Im Laufe der Diskussion werden wir jedoch
zeigen, daß die Vereinigung aller Φγ den Raum ΦFH tatsächlich ausschöpft, daß also unser
Konstruktionsverfahren sämtliche Fredenhagen-Hertel-Felder liefert.
Die dabei verwendeten Methoden lehnen sich zum Teil sehr dicht an [FH81] an; wir
reproduzieren sie hier der Vollständigkeit halber.
Distributionen Wir beschäftigen uns zunächst mit den Eigenschaften der quadratischen
Formen auf ΦFH als Distributionen (durch ”
Ausschmieren“ mit einer Testfunktion). Sei
φ ∈ Σ∗ fest, und es gelte ‖RlφRl‖ < ∞ für große l. (Die andere Fredenhagen-Hertel-




zunächst als Linearform auf Σ, d.h. im Sinne eines schwachen Integrals. Die Form φ(f) ist
durch die Integration jedoch soweit
”
regularisiert“, daß sie sich zu einem (im allgemeinen





Um dies zu sehen, verwenden wir die in Lemma 3.28 in Anhang 3.C berechneten Vertau-
schungsrelation
[R, φ(f)] = −iR φ(∂tf)R ; (3.4.4)
5 Schreiben wir im folgenden ‖RlφRl‖ < ∞, so ist damit immer gemeint, daß sich die Linearform
RlφRl ∈ Σ∗ zu einem beschränkten Operator erweitern läßt. Da diese Erweiterung dann eindeutig ist,
verzichten wir auf eine neue Bezeichnung.
66 Kapitel 3. Konstruktion von Punktfeldern
mit ihrer Hilfe erhält man aus ‖Rlφ(f)Rl‖ (was für große l aus der Konstruktion klar ist)
sofort ‖φ(f)R2l‖ <∞. Für ξ ∈ C∞(H) ist also die Abbildung
χ 7→ (χ|φ(f) |ξ) (3.4.5)
stetig und wird daher vom Skalarprodukt mit einem Vektor φ(f)ξ ∈ H induziert. Eine
erneute Anwendung der Vertauschungsrelation (3.4.4) liefert φ(f)ξ ∈ C∞(H), d.h. der
Operator φ(f) überführt seinen Definitionsbereich C∞(H) in sich.
Mit ‖RlφRl‖ <∞ gilt auch ‖Rlφ∗Rl‖ <∞, wenn φ∗ die zu φ adjungierte quadratische
Form bezeichnet; damit existiert auch φ∗(f). Für ξ, ξ′ ∈ HE ist sofort klar, daß
(ξ|φ(f)ξ′) = (ξ′|φ∗(f̄)ξ) ; (3.4.6)
diese Relation (die definierende Gleichung für φ(f)∗) läßt sich auf Vektoren ξ ∈ C∞(H), ξ′ ∈
H stetig erweitern, deshalb ist
φ∗(f̄) ⊂ φ(f)∗, (3.4.7)
und φ(f)∗ ist dicht definiert. Damit ist φ(f) ⊂ φ(f)∗∗ abschließbar [Kat84, Ch. III Thm.
5.28].
Die Abbildung f 7→ φ(f) ist nach obigen Ergebnissen eine operatorwertige Distribution




ds+1x |f(x)| | (χ|U(x)φU(x)∗ ξ) |
≤ ‖R−lχ‖ ‖R−lξ‖ ‖RlφRl‖
∫
|f(x)| ds+1x→ 0, (3.4.8)
wenn f → 0 in der S-Topologie. Damit haben wir folgendes Resultat:




ds+1x f(x)U(x)φU(−x) (f ∈ S(M))





erweitern. Es gilt φ(f)C∞(H) ⊂ C∞(H). Die Abbildung f 7→ φ(f) ist eine temperierte
operatorwertige Distribution.
Insbesondere erlaubt uns dieser Satz, Produkte von Operatoren φ(f)φ′(g) für f, g ∈
S(M) und φ, φ′ ∈ ΦFH zu betrachten.
Intuitiv ist klar, daß man φ aus den Operatoren φ(f)
”
zurückgewinnen“ kann, indem
man für f eine Delta-Folge fn einsetzt. Die Details zeigt folgendes Lemma:
6Zu Konvergenzfragen des auftretenden Integrals siehe (3.C.10).
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Rl+1‖ ≤ rn · const.(φ) .
Beweis. Für festes ξ ∈ H hat man
∥∥Rl(φ(fn)− φ)Rl)ξ∥∥ ≤ ∫ ds+1x fn(x)∥∥Rl(U(x)φU(x)∗ − φ)Rlξ∥∥
≤ sup
x∈Orn
∥∥U(x)RlφRl(U(x)∗ − 1)ξ∥∥+ sup
x∈Orn
∥∥(U(x)− 1)RlφRlξ∥∥. (3.4.9)
Dann gilt für den ersten Summanden (der zweite wird analog behandelt):
sup
x∈Orn
∥∥U(x)RlφRl(U(x)∗ − 1)ξ∥∥ ≤ ‖RlφRl‖ sup
x∈Orn
‖(U(−x)− 1)ξ‖, (3.4.10)
was wegen der starken Stetigkeit der Translationen für n → ∞ verschwindet. Die starke
Konvergenz ist damit gezeigt.
Zum Beweis der behaupteten Normkonvergenz berechnet man analog∥∥Rl+1(φ(fn)− φ)Rl+1)∥∥
≤ sup
x∈Orn
∥∥U(x)Rl+1φRlR(U(x)∗ − 1)∥∥+ sup
x∈Orn
∥∥(U(x)− 1)RRlφRl+1∥∥. (3.4.11)
Daraus folgt sicher die behauptete Abschätzung, wenn noch gezeigt werden kann, daß
‖(U(x)− 1)R‖ ≤ ‖x‖ · const. (3.4.12)
Um diese Relation einzusehen, berechnet man mit Hilfe der gemeinsamen Spektraldarstel-
lung der Translationsoperatoren, daß





Wegen der Gültigkeit der Abschätzung
|eipµxµ − 1| ≤ | sin(pµxµ)|+ | cos(pµxµ)− 1| ≤ 2|pµxµ| ≤ 8p0‖x‖ (p ∈ V +) (3.4.14)
folgt dann





womit das Lemma bewiesen ist.
68 Kapitel 3. Konstruktion von Punktfeldern
Lokalität Wir werten nun die Lokalitätseigenschaften der Felder φ ∈ ΦFH aus, d.h. die
geforderte Approximierbarkeit durch lokale Operatoren. Zunächst sind die φ relativ lokal
zueinander:
Satz 3.15. Seien φ, φ′ ∈ ΦFH und f, g ∈ S(M); dabei seien supp f und supp g raumartig
getrennt. Dann gilt
[φ(f), φ′(g)] = 0
als Operatorgleichung auf C∞(H).
Beweis. Wir nehmen zunächst an, daß supp f kompakt ist. Dann kann man eine Null-
umgebung O finden, so daß auch supp f +O und supp g+O raumartig getrennt sind. Wir





















(ξ|U(x)RlAλRl U(x)∗ξ′) (ξ, ξ′ ∈ H) (3.4.18)
können Limes und Integration vertauscht werden, da der Integrand gleichmäßig beschränkt
ist (analog für Bµ). Man hat dann für ξ, ξ
′ ∈ C∞(H):




(ξ| [Aλ(f), Bµ(g)] ξ′) = 0, (3.4.19)
denn Aλ(f) liegt in A(O + supp f), Bµ(g) in A(O + supp g).
Für den Fall, daß supp f nicht kompakt ist, führt eine Zerlegung f =
∑
fi in Testfunk-
tionen mit kompaktem Träger supp fi ⊂ supp f zum Ziel.
Dies zeigt die relative Lokalität der Felder untereinander. Wie zu erwarten, erhält man
ähnliche Lokalitätseigenschaften auch zwischen einem Feld und Elementen der lokalen Al-
gebren A(r). Allerdings sollen diese Eigenschaften etwas anders formuliert werden. Wir
sagen, ein abgeschlossener Operator C mit Definitionsbereich DC ⊂ H ist affiliiert zur
von-Neumann-Algebra A(r), wenn für A′ ∈ A(r)′ stets gilt
A′DC = DC (3.4.20)
und [C,A′] = 0 als Gleichung auf DC . (3.4.21)
Wir notieren dies als C ηA(r).
In unserem Fall gilt:
Lemma 3.16. Sei φ ∈ ΦFH, und seien f ∈ S(M), r > 0 gegeben, so daß supp f ⊂ Or.
Dann gilt für den Abschluß φ(f)− von φ(f):
φ(f)− ηA(r).
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Beweis. Der Träger von f liegt kompakt in der offenen Menge Or, also können wir Radien
r′, r′′ > 0 wählen, so daß supp f + Or′ + Or′′ ⊂ Or. Wir wählen eine nichtnegative Test-
funktion g mit Träger in Or′ und
∫






Ist nun A′ ∈ A(r)′, dann erfüllt A′ als beschränkter Operator insbesondere die Bedin-
gungen von Satz 3.13 mit l = 0, und es ist deshalb A′(gn)C∞(H) ⊂ C∞(H). Eine analoge
Überlegung wie im Beweis zu Satz 3.15 zeigt
[φ(f), A′(gn)] = 0 ∀n als Gleichung auf C∞(H), (3.4.22)
wobei die Lokalisierung von φ(f) und A′(gn) sowie deren ”
Trennung“ durch einen weiteren
Doppelkegel Or′′ ausgenutzt wird.
Es bezeichne D− den Definitionsbereich von φ(f)−; zu ξ ∈ D− gibt es also eine Folge
(ξn) ⊂ C∞(H) mit
ξn → ξ, φ(f)ξn → φ(f)−ξ. (3.4.23)
Nun gilt
‖A′(gn)ξn − A′ξ‖ ≤ ‖A′(gn)‖ ‖(ξn − ξ)‖+ ‖(A′ − A′(gn))ξ‖
≤ ‖A′‖ ‖(ξn − ξ)‖+ ‖(A′ − A′(gn))ξ‖. (3.4.24)
Da ξn → ξ und nach Lemma 3.14 auch A′(gn)→
s
A′, erhalten wir also
A′(gn)ξn → A′ξ. (3.4.25)
Ganz analog folgt
A′(gn)φ(f)ξn → A′φ(f)−ξ; (3.4.26)
die Vertauschungsrelation (3.4.22) liefert also
φ(f)A′(gn)ξn → A′φ(f)−ξ, (3.4.27)
und wegen der Abgeschlossenheit von φ(f)− bedeutet das
A′ξ ∈ D− und φ(f)−A′ξ = A′φ(f)−ξ. (3.4.28)
Wir wissen also, daß φ(f)−ηA(r). Für den Fall beschränkter φ(f)− = φ(f) hieße dies
φ(f) ∈ A(r)′′ = A(r). Für unbeschränkte φ(f) kann das so natürlich nicht gelten; ist aber




die Polarzerlegung von φ(f)− [Kat84, Ch. VI §2.7], dann gilt stets V ∈ A(r), E(λ) ∈ A(r)
– zum Beweis siehe [BR79, Lemma 2.5.8].
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Lokale Approximation Wir zeigen nun, daß sich die quadratischen Formen aus ΦFH
aufgrund der gewonnenen Erkenntnisse noch besser durch lokale Operatoren approximieren
lassen, als wir dies in der Definition (3.4.1) gefordert hatten, nämlich (unter Energiedämp-
fung) in der Operatornorm, wobei auch die Norm der approximierenden Operatoren kon-
trolliert werden kann.
Satz 3.17. Sei φ ∈ ΦFH. Dann gibt es eine Folge Ar ∈ A(r) (0 < r < 1), ein l > 0 und
ein κ > 0, so daß
‖Rl(Ar − φ)Rl‖ ≤ r · const., ‖Ar‖ ≤ r−κ · const.
Beweis. Es sei f ∈ S(M) eine feste Testfunktion mit f(x) ≥ 0,
∫








so daß dann supp fr ⊂ Or und ebenfalls
∫
fr(x)d
s+1x = 1. Zunächst sei r fest. Wir wissen,
daß φ(fr)
− affiliiert zu A(r) ist, und schreiben die Polarzerlegung als
φ(fr) = Vr ·Dr mit Vr ∈ A(r), D∗r = Dr, Dr ≥ 0, (3.4.31)
g(Dr) ∈ A(r) für jede beschränkte Funktion g.




Vr sin(εDr) ∈ A(r) (3.4.32)
und schätzen im folgenden die Norm von R4l(Ar,ε− φ(fr))R4l ab. (Dabei sei l so groß, daß


















Aus der leicht nachzuprüfenden Ungleichung
|x− sinx| ≤ x2 ∀x ≥ 0 (3.4.34)
erhält man durch Ersetzung x→ εx:
|x− 1
ε
sin εx| ≤ εx2 ∀x ≥ 0, ε > 0. (3.4.35)








R4l‖ ≤ ε‖D2rR4l‖ = ε‖φ(fr)∗φ(fr)R4l‖. (3.4.36)
Durch 4l-maliges Ausnutzen der aus Lemma 3.28 in Anhang 3.C folgenden Identität












(bzw. analog für φ(fr)
∗) und unter Verwendung der Abschätzung
‖Rlφ(f̂)(∗)Rl‖ ≤
∫
|f̂(x)| ds+1x · const. ∀ f̂ ∈ S(M) (3.4.38)
erhält man
‖φ(fr)∗φ(fr)R4l‖ ≤ r−4l · c, (3.4.39)
wobei c > 0 nicht von r abhängt. Damit ist schließlich
‖R4l(Ar,ε − φ(fr))R4l‖ ≤ r−4l · ε · c. (3.4.40)
Nun müssen wir noch die Konvergenz
”





Rl+1‖ ≤ c′ · r, c′ > 0 konstant, (3.4.41)
so daß wir zusammen mit (3.4.40) erhalten (wobei l > 1 angenommen werden darf):
‖R4l(Ar,ε − φ)R4l‖ ≤ (εr−4l + r) · c′′, c′′ > 0 konstant. (3.4.42)
Setzen wir nun ε = r4l+1, dann erhalten wir
R4lAr,εR
4l ‖ · ‖−−→
r→0
R4lφR4l, ‖Ar,ε‖ ≤ r−(4l+1) · const. (3.4.43)
Damit ist die gewünschte Folge Ar ≡ Ar,ε gefunden.
Die Wahl der
”
Approximationsgüte“ r · const. für die Norm der Differenzfolge ist hier
willkürlich; durch eine Neuzuordnung der Folgenglieder, etwa A′r := Arλ (λ ≥ 1) läßt sich
genauso ‖Rl(A′r−φ)Rl‖ ≤ rλ ·const. für große l erreichen, wobei die Normschranken der A′r
entsprechend skalieren. Wir können sogar noch weitere Eigenschaften der approximierenden
Folgen fordern:
Satz 3.18. Die Operatoren Ar in Satz 3.17 können so gewählt werden, daß mit einer
geeigneten Testfunktion f ∈ S(M) und fr := r−(s+1)f(xr ) gilt:




Rl‖ ≤ r · const.
Dieser Zusatz ist für spätere Anwendungen wichtig, da wir nun die Vertauschungsrela-
tion aus Lemma 3.28 auf die approximierenden Folgen anwenden können.
Beweis. Durch Skalierung können wir annehmen, daß in Satz 3.17 schon Ar ∈ A( r2) gilt.
Wir wählen eine Testfunktion f ≥ 0 mit kompaktem Träger so, daß
∫
f(x)ds+1x = 1. Ist
f genügend gut lokalisiert, dann gilt sicher Ar(fr) ∈ A(r). Die Eigenschaft
‖Ar(fr)‖ ≤ ‖Ar‖ ‖fr‖1 ≤ r−κ · const. (3.4.44)









Rl‖ ≤ r · const. (3.4.45)





Rl‖ ≤ r · const., (3.4.46)
nachdem l eventuell vergrößert wurde. (3.4.45) und (3.4.46) liefern zusammen die dritte
der behaupteten Relationen.
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Aufgrund der
”
verbesserten“ Approximationseigenschaften können wir nun die Freden-
hagen-Hertel-Felder mit unserem Phasenraumkriterium in Verbindung bringen. Wir be-
trachten im folgenden eine Theorie, die dem asymptotischen Phasenraumkriterium mit
polynomialen Energieschranken genügt. Zu einem festen φ ∈ ΦFH verschaffen wir uns nach
Satz 3.17 eine Folge Ar ∈ A(r), so daß
‖Ar‖ ≤ r−γ · const. mit gewissem γ > 0; RlArRl →
n
RlφRl für große l > 0. (3.4.47)
Wir werden dann zeigen, daß φ ∈ Φγ+1. Dazu verschaffen wir uns nach Satz 3.6 eine








= 0 ∀ ε > 0 und BildR ψ ⊂ Φγ+1. (3.4.48)
Wir wählen ε = 1
2



















‖(Ξ− ψ)‖E,r‖Ar‖ = 0. (3.4.50)
Zusammen mit (3.4.47) ergibt das
ψR(Ar)→ φ in Σ(E)∗. (3.4.51)
Andererseits bewegt sich die linke Seite im endlichdimensionalen Teilraum
P (E)(BildR ψ)P (E) ⊂ Σ(E)∗; dieser ist abgeschlossen, also ist
P (E)φP (E) ∈ P (E) (BildR ψ)P (E). (3.4.52)
Dies gilt für alle E ≥ 1, weshalb
φ ∈ BildR ψ ⊂ Φγ+1, (3.4.53)
wie zuvor behauptet. Dieses Verfahren läßt sich für jedes φ ∈ ΦFH durchführen (mit jeweils
angepaßtem γ); daher gilt:
Satz 3.19. Die betrachtete Theorie erfülle das asymptotische Phasenraumkriterium mit





Der von uns bestimmte Feldinhalt stimmt also mit dem von Fredenhagen und Hertel
betrachteten überein; wir erhalten durch unsere Konstruktion alle polynomial energie-
beschränkten Punktfelder der Theorie.
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Zusammenfassung Wir haben in diesem Abschnitt verschiedene Eigenschaften der
Fredenhagen-Hertel-Felder hergeleitet und konnten schließlich feststellen, daß die von uns
konstruierte Klasse von Feldern mit der von Fredenhagen und Hertel betrachteten über-
einstimmt. Wir stellen nun noch einmal zusammen, was wir im Laufe der Konstruktion
also für unsere Punktfelder etabliert haben:
• Die φ ∈ Φγ werden durch Integration zu operatorwertigen temperierten Distributio-
nen f 7→ φ(f). Die Operatoren φ(f) sind abschließbar und besitzen den gemeinsamen
invarianten dichten Definitionsbereich C∞(H).
• Die φ(f) sind lokal und relativ lokal; ihr Abschluß φ(f)− ist affiliiert zu den lokalen
Algebren.
• Jedes φ ∈ Φγ läßt sich (unter Energiedämpfung) in der Operatornorm durch eine Fol-
ge Ar ∈ A(r) approximieren. Die Norm der Ar divergiert im Limes r → 0 höchstens
wie eine inverse Potenz.
3.A Lokalisierte Zustände im Limes kleiner Abstände
Wir untersuchen in diesem Abschnitt das Kurzabstandsverhalten von Räumen lokalisierter
Zustände, d.h. endlichdimensionaler Teilräume S ⊂ A∗, die in der Anwendung als Links-
Bilder gewisser Abbildungen von endlichem Rang auftreten. Wir wollen eine Zerlegung von
S in eine Summe von Räumen herleiten, deren Elemente sich im Kurzabstandslimes jeweils
gleich verhalten.
Wir betrachten zunächst den einfachsten Fall, nämlich den, in dem alle Elemente von
S dieselbe Asymptotik zeigen:
Definition 3.20. Ein endlichdimensionaler Teilraum S ⊂ A∗ heiße homogen bezüglich




Wir schreiben in diesem Fall auch kurz S ∼
ρ
η.
Auf homogenen Teilräumen von A∗ läßt sich das r-Verhalten der Zustände sogar gleich-
mäßig über den ganzen Raum abschätzen, wie der folgende Satz zeigt.
Satz 3.21. Sei S ⊂ A∗ homogener Teilraum bezüglich ρ (S ∼
ρ
η), und sei ‖ · ‖S eine Norm
auf S (als endlichdimensionalem Raum). Dann gibt es eine Konstante c > 0, so daß
∀σ ∈ S : ‖σ‖r ≥ c ‖σ‖S η(r) (r ∈ ρ).
Beweis. Nach Voraussetzung ist ‖σ‖r ∼
ρ
η für alle betrachteten σ; es gibt also Konstanten
c(σ), so daß
‖σ‖r ≥ c(σ)η(r) (r ∈ ρ). (3.A.1)
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Wir zeigen, daß diese Konstanten lokal gleichmäßig gewählt werden können. Dazu sei




εiσi‖r ≥ ‖σ‖r −
∑
i
|εi| ‖σi‖r . (3.A.2)
Da ‖σi‖ ∼
ρ


















c(σ) für kleine ε
η(r), (3.A.3)
d.h. wir können die Konstanten c(σ) lokal gleichmäßig wählen. Da die Einheitskugel bzgl.
‖ · ‖S kompakt ist,7 können wir die Konstante dann auf der gesamten Einheitskugel
gleichmäßig wählen; es gibt also c > 0, so daß
‖σ‖r ≥ c ‖σ‖S η(r) ∀ r ∈ ρ, (3.A.4)
was zu zeigen war.
Wir wollen nun allgemeinere endlichdimensionale Räume S ⊂ A∗ in direkte Summen
aus homogenen Räumen (wie oben beschrieben) zerlegen. Dies wird im allgemeinen nur
möglich sein, indem man, ausgehend von einer gegebenen Nullfolge ρ, zu Unterfolgen über-
geht.
Dazu zunächst eine Vorbemerkung: Ist
S = S1 ⊕ S2 (S, S1, S2 ⊂ A∗), (3.A.5)


























Im folgenden wollen wir die Normen der hier eingezeichneten Inklusionsabbildungen






mit einer fest gewählten Norm ‖ · ‖S auf S. (Es ist für das später zu betrachtende asymp-
totische Verhalten gleichgültig, welche Norm auf S gewählt wird: Da für eine andere Norm
7 Jede Norm auf dem endlichdimensionalen Raum S induziert die Standardtopologie.
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‖ · ‖′S stets Konstanten a, b > 0 existieren, so daß a‖σ‖S ≤ ‖σ‖′S ≤ b‖σ‖S, wird dann
‖iS‖r ∼ ‖iS‖′r, d.h. asymptotisch ergibt sich kein Unterschied.)







andererseits kann man die Norm der Inklusionen als Abbildungen auf S (fortgesetzt durch
0 auf dem Komplement) betrachten:









Diese beiden Begriffe sind jedoch für unsere Zwecke gleichwertig: Wir wählen dazu die
Norm auf S zunächst als
‖σ1 ⊕ σ2‖S := ‖σ1‖S1 + ‖σ2‖S2 (3.A.10)
(das definiert tatsächlich eine Norm). Dann ist offenbar








= ‖iS1‖r . (3.A.11)
Bei anderer Wahl der Normen auf S, Sj gilt immerhin noch
‖iS1 ⊕ 0‖r ∼
as
‖iS1‖r (3.A.12)
wegen der Äquivalenz aller Normen auf endlichdimensionalen Räumen. Interessieren wir
uns also nur für das asymptotische Verhalten, dann müssen wir die beiden Normbegriffe
nicht unterscheiden, wovon wir im folgenden öfters Gebrauch machen.
Es seien nun ein endlichdimensionaler (mindestens eindimensionaler) Raum S ⊂ A∗
und eine Nullfolge ρ vorgegeben; wir wollen S bezüglich einer geeignete Teilfolge von ρ in
eine direkte Summe homogener Teilräume zerlegen.
Dazu wählen wir zunächst eine Teilfolge ρ′ ⊂ ρ und Unterräume S1, S2 ⊂ S derart, daß




und so, daß dimS1 unter diesen Nebenbedingungen minimal wird. (Mit S1 = S, S2 = {0}
läßt sich sicherlich eine Zerlegung finden, die (3.A.13) und (3.A.14) erfüllt, so daß wir das
Minimum nicht über die leere Menge bilden.) Durch diese Wahl, so behaupten wir, wird
S1 homogen.
Dies begründet sich folgendermaßen: Sicher ist dimS1 > 0 (wegen (3.A.14), solange
dimS > 0). Für dimS1 = 1 ist S1 trivialerweise homogen. Sei also dimS1 > 1. Wir
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Sicher gilt aber ‖σ‖r ≤
ρ′




Wir zerlegen dann S1 = S
′
1 ⊕ Cσ mit geeignetem S ′1 ⊂ S1 und zeigen, daß




























Damit ist ein Widerspruch zur geforderten Minimalität von dimS1 erreicht, und es gilt
doch ‖σ‖r ∼
ρ′
‖iS‖r. Folglich ist S1 ∼
ρ′
‖iS‖r =: η(r) homogen. Wir erhalten also folgende
Aussage:
Satz 3.22. Sei S ⊂ A∗ ein endlichdimensionaler Teilraum, S 6= {0}, und ρ eine Nullfolge.
Dann gibt es eine Teilfolge ρ′ ⊂ ρ, einen bezüglich ρ′ homogenen Teilraum S1 ⊂ S und
einen weiteren Teilraum S2 ⊂ S, so daß
S = S1 ⊕ S2, ‖iS1‖r 
ρ′
‖iS2‖r .
Wenden wir diesen Satz wiederum auf S2 an (es gilt dimS2 < dimS) und iterieren dieses
Verfahren, bis als zweiter Summand nur noch der Nullraum übrig bleibt, dann erhalten
wir:
Satz 3.23. Sei S ⊂ A∗ ein endlichdimensionaler Teilraum, S 6= {0}, und ρ eine Nullfolge.
Dann gibt es eine Teilfolge ρ′ ⊂ ρ und bezüglich ρ′ homogene Teilräume S1, . . . , Sn ⊂ S,
so daß
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3.B Eine Erweiterung des Satzes von Hahn-Banach
Der Satz von Hahn-Banach wird üblicherweise für die Fortsetzung linearer Funktionale
auf einem Banachraum formuliert. Wir benötigen eine leicht erweiterte Fassung, die nicht
lineare Abbildungen nach C, sondern solche mit einem allgemeinen endlichdimensiona-
len Vektorraum V als Bildraum behandelt. Der Satz läßt sich auf diese Situation leicht
verallgemeinern:
Satz 3.24. Es sei V ein endlichdimensionaler C-Vektorraum mit Norm ‖ · ‖V . Dann gibt
es eine Konstante c > 0 mit der folgenden Eigenschaft: Ist (B, ‖ · ‖B) ein Banachraum
und U ⊂ B ein abgeschlossener Unterraum, dann läßt sich jeder lineare stetige Operator
A : U → V zu einem linearen stetigen Operator Â : B → V fortsetzen (d.h. ÂdU = A), so
daß
‖Â‖ ≤ c · ‖A‖ .
(Die Konstante c hängt hier von der Wahl der Norm ‖ · ‖V , nicht aber von A oder ‖ · ‖B
ab.)
Beweis. Wir wählen eine Basis {vi}ni=1 von V aus Einheitsvektoren und bezeichnen mit pi
die Projektionen auf die zugehörigen Komponenten. Dann sind die Funktionale ϕi = pi ◦A
stetige lineare Funktionale auf U ; sie lassen sich nach dem Satz von Hahn-Banach also zu
















pi( · ) ◦ A
)
vi = A, (3.B.2)









‖ϕi( · )‖ ≤
n∑
i=1
‖pi( · )‖︸ ︷︷ ︸
=:c
‖A‖ = c‖A‖, (3.B.3)
wobei c nur von der Wahl der Einheitsvektoren vi (und damit von ‖ · ‖V ) abhängt.
3.C Linearformen mit polynomialen
Energieschranken
Für die Konstruktion punktartig lokalisierter Felder φ ist es wichtig, die scharfe Energie-
abschneidung P (E)φP (E) abzuschwächen und etwa zu der von Fredenhagen und Hertel
[FH81] verwendeten Energiedämpfung RlφRl überzugehen. Dabei ist R der wegen der
Spektrumsbedingung beschränkte Operator R = (1 + H)−1. Als wesentliches Bindeglied
zwischen den beiden Formen von Energieschranken erweist sich folgende Formel:
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Beweis. Es seien f(E) eine stetig differenzierbare, g(E) eine monoton wachsende und be-
schränkte Funktion auf R derart, daß die im folgenden auftretenden Integrale existieren. g
ist dann bis auf abzählbar viele
”
Sprungstellen“ Ei differenzierbar mit Ableitung g
′. Man






















(Dabei sind eventuelle Randterme bei E = ±∞ in suggestiver Weise notiert.) Die beiden





, g(E) = (ψ|P (E)ψ) (ψ ∈ H), (3.C.3)
dann folgt die Behauptung zumindest auf Zuständen (ψ| · ψ) . Die Polarisationsidentität
liefert die Erweiterung auf alle Matrixelemente.
Wir können hieraus eine etwas technische, aber sehr nützliche Abschätzung folgern:
Lemma 3.26. Zu l ∈ N gibt es eine Konstante d > 0 mit folgender Eigenschaft: Sei
B ∈ B(H), und sei c > 0, so daß
‖P (E)B P (E)‖ ≤ c · El−1 ∀E ≥ 1.
Dann folgt
‖RlBRl‖ ≤ c · d .
Ein wichtiger Aspekt ist hierbei, daß die Konstante d universell gewählt werden kann
und nicht von B oder c abhängt.
Beweis. Wir können aus der Abschätzung für ‖P (E)BP (E)‖ folgern, daß für beliebige
E1, E2 > 0
‖P (E1)B P (E2)‖ ≤ (1 + max{E1, E2})l−1 · c. (3.C.4)
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(ξ |P (E1)B P (E2) | ξ′)
∣∣∣













(1 + max{E1, E2})l−1. (3.C.5)
Dieses Integral existiert, da der Integrand mindestens wie E−2i abfällt. Damit ist eine von
ξ, ξ′, B und c unabhängige Abschätzung gefunden.
Wir können dieses Lemma auch auf unbeschränkte Linearformen ausdehnen, solange
deren Hochenergieverhalten polynomial ist:
Lemma 3.27. Sei φ ∈ Σ∗ eine Linearform mit
‖φ‖E ≤ El−1 · c für ein l ∈ N, ein c > 0 und alle E ≥ 1.
Dann läßt sich RlφRl zu einem beschränkten Operator erweitern, und es gilt
‖RlφRl‖ ≤ c · d
mit einer von φ und c unabhängigen Konstanten d.
Beweis. Sei zunächst E ′ ≥ 1 fest. Wir setzen B = P (E ′)φP (E ′). Nach Voraussetzung ist
‖P (E)BP (E)‖ ≤ El−1 · c. (3.C.6)
Lemma 3.26 liefert dann
‖P (E ′)RlφRlP (E ′)‖ = ‖RlBRl‖ ≤ c · d. (3.C.7)
Da diese Abschätzung unabhängig von E ′ ist, läßt sich RlφRl zu einem beschränkten
Operator fortsetzen.






ds+1xf(x)U(x)φU(x)∗, f ∈ S(M). (3.C.8)
Dabei erfülle φ die Bedingungen aus Lemma 3.27; das Integral (3.C.8) ist dann im Sinne
von Linearformen auf Σ erklärt. Da f absolut integrierbar ist, gilt
‖φ(f)‖E ≤
∫
ds+1x |f(x)| ‖φ‖E < El−1 · const. , (3.C.9)
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also existiert auch Rlφ(f)Rl als beschränkter Operator. Wir bemerken, daß für das ener-
giegedämpfte Feld die Integralformel (3.C.8) sogar stärker gilt: Man hat
Rl+1φ(f)Rl+1 =
∫
ds+1x f(x)U(x)Rl+1φRl+1 U(x)∗ (3.C.10)
im Sinne von Normkonvergenz, d.h. als Bochner-Integral. (Das sieht man so: Das Integral
auf der rechten Seite existiert sicherlich, da U(x)R normstetig ist, wie (3.4.12) zeigt. Auf
Funktionalen σ ∈ Σ stimmen die linke und die rechte Seite wegen (3.C.8) überein, also
sind sie auch als Operatoren gleich.) Wir zeigen nun:
Lemma 3.28. Sei f ∈ S(M); dann gilt im Sinne von Operatoren auf C∞(H):
[R, φ(f)] = −iR φ(∂tf)R . (3.C.11)
Beweis. Sei im folgenden E ≥ 1 fest, und sei σ ∈ Σ(E). Da P (E)R−1 beschränkt ist, hat
man






) = −σ(R [H, φ(f)]R) . (3.C.12)
Wir setzen σ′ := σ(R ·R); auch dieses Funktional liegt in Σ(E). Da die Operatoren P (E)Pµ
beschränkt sind, können im Ausdruck
σ′(U(x)φU(x)∗) (3.C.13)
die Translationsoperatoren U(x) = eiPµx
µ
als Potenzreihe ausgeschrieben werden, und











∗ − U(x)φU(x)∗ P0) = iσ′([H,U(x)φU(x)∗]). (3.C.14)












′(U(x)φU(x)∗) = iσ′(φ(∂tf)). (3.C.15)
Zusammen mit (3.C.12) liefert das die Behauptung zunächst im Sinne von Linearformen
auf Σ, was sich dann als Operatorgleichung fortsetzen läßt.
Für den Beweis des Lemmas mußte hinsichtlich der Funktion f nur ausgenutzt werden,
daß in (3.C.15) partiell integriert werden kann und daß ∂tf absolut integrabel ist. Wir
müssen f also nicht als Schwartzfunktion annehmen; es reicht, wenn f eine verallgemeiner-
te Ableitung im Sinne von Sobolevräumen besitzt. In der Anwendung (Satz 3.13) bedeutet
dies, daß man – bei oben festgehaltenem l – die φ(f) zu unbeschränkten Operatoren er-
weitern kann, sobald f verallgemeinerte Ableitungen l-ter Ordnung besitzt. Bei festem l
kann man die Klasse der zulässigen Testfunktionen für die operatorwertige Distribution φ
also über S(M) hinaus erweitern. (Vgl. hierzu auch [BDH95, §8].)
Kapitel 4
Symmetrien
Ein wichtiger Aspekt bei der Klassifikation und Analyse von Quantenfeldtheorien sind die
Darstellungen von Symmetriegruppen, wie der Poincaré-Gruppe, der Dilatationsgruppe
oder innerer Symmetrien der Theorie. Wir untersuchen in diesem Kapitel das Verhalten
der konstruierten Punktfelder unter solchen Symmetrietransformationen.
Dazu geben wir zunächst eine vereinfachte Version des betrachteten Punktfeld-Forma-
lismus an, der zwar nicht alle Aspekte des Phasenraumkriteriums enthält, sich für die
Betrachtung von Symmetrien aber als geeignet erweist.
In diesem Rahmen untersuchen wir dann allgemein die Übertragung von Kovarianz-
eigenschaften der algebraischen Theorie auf die konstruierten Räume von Punktfeldern.
Von den betrachteten Transformationen müssen wir voraussetzen, daß sie Lokalisierungs-
eigenschaften in Orts- und Impulsraum nicht zu stark stören; in diesem Fall kann gezeigt
werden, daß sie die Punktfeld-Vektorräume in sich überführen, daß sich die Felder also
kovariant unter der Transformation verhalten.
Als konkrete Anwendung behandeln wir die Lorentzkovarianz der Punktfelder, deren
Hermitezität sowie eine mögliche Kovarianz unter Dilatationen (als Zusatzstruktur).
Bis hierher wurden stets am Koordinatenursprung lokalisierte Punktfelder betrachtet;
alle Strukturen wurden für diesen Spezialfall definiert. Das stellt wegen der Translations-
symmetrie der Theorie keine Einschränkung dar. Diese Tatsache wird präzisiert: Wir geben
explizit eine Wirkung der Translationen auf den Punktfeldern an und etablieren so die Ko-
varianz der Punktfelder bzw. Wightman-Distributionen unter der vollen Poincaré-Gruppe.
Insbesondere sind damit die Wightman-Axiome für die konstruierten Punktfelder etabliert.
Außerdem untersuchen wir partielle Ableitungen der Punktfelder, die in der Wight-
man’schen Feldtheorie zur Formulierung von Feldgleichungen wichtig sind. Wir zeigen, daß
die Menge der konstruierten Felder abgeschlossen unter Differentiation ist.
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4.1 Reformulierung der Struktur
Wir haben bisher unsere Strukturen in der Sprache bilinearer Abbildungen Σ × A → C
formuliert und ihr Verhalten im Limes kleiner Wirkungen E ·r → 0 betrachtet. Das asymp-
totische Phasenraumkriterium mit polynomialen Energieschranken, das wir in diesem und
in folgenden Kapiteln stets als gegeben annehmen, erlaubt uns die Analyse des Punkt-
feldinhalts. Dabei war die gleichzeitige Betrachtung von E- und r-Verhalten unbedingt
notwendig, um die Lokalitätseigenschaften der Punktfelder zu etablieren, wie wir in Kapi-
tel 3 gesehen hatten.
Jetzt, da wir diese Analyse durchgeführt haben, können wir den Formalismus etwas
vereinfachen und das E- vom r-Verhalten trennen. Dies führt uns zu einer Formulierung, die
die Räume Φγ statt der bilinearen Abbildungen als zentrales Element in den Mittelpunkt
stellt, und die näher an den von Haag und Ojima [HO96] ursprünglich vorgeschlagenen
Strukturen liegt.
Wir halten dazu im folgenden E zunächst fest. Ist E dabei hinreichend groß, dann
können wir Φγ als Teilraum von Σ(E)





Diese Inklusion ist trivialerweise stetig (da auf Φγ die Teilraumtopologie mit der Standard-
topologie übereinstimmt). Betrachten wir also den (Prä-)Dualraum des endlichdimensio-
nalen Raums Φγ (Φγ ∗ =: Σγ), dann kann man die Abbildung jγ als ”
präduale“ Abbildung















Bei genügend großem E ist jγ∗ dabei surjektiv, d.h. wir können jγ∗ als Projektionsabbildung
bezüglich einer Quotientenbildung verstehen. Diese wollen wir genauer untersuchen; es
stellt sich also die Frage nach einer Charakterisierung von Kern jγ∗. Die Antwort darauf
gibt folgendes Lemma:




∣∣ γ(ΞLσ) ≥ γ } .
Beweis. Man hat per Definition
σ ∈ Kern jγ∗ ⇔ (jγ∗σ)(φ) = 0 ∀φ ∈ Φγ ⇔ σ(jγφ) = 0 ∀φ ∈ Φγ, (4.1.3)
d.h. σ liegt im Kern von jγ∗ genau dann, wenn σ auf dem Teilraum Φγ ⊂ Σ verschwindet.
Nach Satz 3.2 ist das äquivalent zu
γ(ΞLσ) ≥ γ, (4.1.4)
womit das Lemma bewiesen ist.
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Wir können damit schreiben:
Σγ = Σ(E)
/
{σ ∈ Σ(E) | γ(ΞLσ) ≥ γ} . (4.1.5)
Der Raum Σγ ist also quasi der Raum aller energiebeschränkten Funktionale, wobei dieje-
nigen identifiziert werden, deren Differenz im Limes r → 0 auf A(r) schnell verschwindet
– man beachte hierzu, daß nach (2.D.7) gilt
γ(ΞLσ) ≥ γ ⇔ r−γ+ε‖σ‖r
r→0−−→ 0 ∀ ε > 0. (4.1.6)
Damit entsprechen die Σγ den Halmen der Prägarbe Σ(E)dA(r) bezüglich der betrachteten
Äquivalenzrelation; ihre Elemente sind gerade die von Haag und Ojima in [HO96] betrach-
teten Zustandskeime (
”
germs of states“). Die Dualräume Φγ = Σ
∗
γ bilden den Punktfeld-
inhalt der Theorie (zu einem gegebenen Kurzabstandsverhalten rγ). Wir werden die Σγ
daher auch als Zustandshalme und die Φγ als Feldhalme bezeichnen.
Wir skizzieren noch die Situation bei Variation von γ und E. Für verschiedene E,E ′
(etwa E < E ′) erhält man, wie Lemma 4.1 zeigt, das folgende Diagramm von zueinander






































Das ist hier nur der Vollständigkeit halber erwähnt – die Abbildungen jγ, jγ∗ kann man in
diesem Sinn als
”
unabhängig von E“ verstehen, vorausgesetzt, E ist hinreichend groß.
Bei Variation von γ – wir geben uns zwei Werte γ′ < γ vor – kennen wir bereits aus































Wie von Haag und Ojima erwartet, erhalten wir also eine ganze
”
Kaskade“ der Räume von
Zustandskeimen
. . . Σn
 // Σn−1
 // Σn−2
 // . . . (4.1.9)
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und eine entsprechende Kette für die Räume von Punktfeldern auf der dualen Seite:
. . . Φn−2
  // Φn−1
  // Φn
  // . . . (4.1.10)
Die Indizierung mit n, n − 1 etc. soll dabei darauf hinweisen, daß man gewisse geordnete
Werte für γ auswählt; die Schritte müssen nicht notwendigerweise ganzzahlig sein. Sinnvoll
ist sicher, sie so zu wählen, daß alle in der Kette auftretenden Räume unterschiedliche
Dimension haben, so daß die Inklusionen bzw. Projektionen
”
echt“ sind.
Wir wollen nun diese
”
Kette“ von Vektorräumen in Abhängigkeit von γ genauer unter-
suchen. Dazu betrachten wir die Funktion
d(γ) = dim Φγ : R
+ → N0. (4.1.11)
Sie ist monoton wachsend und deshalb stückweise konstant; zwischen den konstanten
Stücken liegen diskrete Unstetigkeitsstellen. Es sei γ0 eine solche Stelle, d.h. es gelte in
einer Umgebung von γ0:
d(γ) =

n1 für γ < γ0,
n2 für γ = γ0,
n3 für γ > γ0.
(4.1.12)
Dabei ist n1 ≤ n2 ≤ n3. Um die Stetigkeitseigenschaften bei γ0 zu untersuchen, nehmen wir
n1 < n2 an; dann ist also Φ(γ0−ε) ( Φγ0 für kleine ε > 0; entsprechende echte Inklusionen
gelten für die Σγ und Kern jγ∗. Man beachte, daß auf den Intervallen, auf denen d(γ)
konstant ist, sich auch die Räume Φγ, Σγ, Kern jγ∗ selbst nicht ändern. Wir können also
in unserer Situation ein σ ∈ Σ wählen, so daß
σ 6∈ Kern jγ0∗, σ ∈ Kern j(γ0−ε)∗ für kleine ε > 0. (4.1.13)
Nach Lemma 4.1 bedeutet dies
γ(ΞLσ) < γ0, aber γ(ΞLσ) ≥ γ0 − ε für kleine ε > 0, (4.1.14)
was offenbar ein Widerspruch ist. Also gilt n1 = n2, und die Funktion d(γ) ist linksseitig
stetig. Ihr qualitativer Verlauf ist in Abbildung 4.1 gezeigt. Bezeichnen wir die Unstetig-
keitsstellen mit γ1 < γ2 < γ3 < . . . , dann reicht es zur Analyse also meist aus, die Kette
Φγ1
  // Φγ2
  // Φγ3
  // . . . (4.1.15)
zu betrachten.
Zu klären bleibt, wie sich die Approximationseigenschaft
”
γ(Ξ − ψ) ≥ γ“ in den neu
formulierten Rahmen übersetzt. Wir führen dazu den Begriff der regulären Projektion auf
den endlichdimensionalen Raum Φγ ein. Dieser ist in Anhang 4.A näher erläutert; wir
bemerken hier nur, daß es sich dabei um einen Projektionsoperator auf Φγ handelt (also
p : Σ




σj( · )φj mit σj ∈ Σ(E) und φj ∈ Φγ (4.1.16)
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schreiben läßt (E, J geeignet). Eine solche reguläre Projektion existiert zu jedem endlich-
dimensionalen Teilraum von Σ
∗
(siehe Satz 4.11 in Anhang 4.A), muß aber nicht eindeutig
sein.
Mit Hilfe dieser Projektionen läßt sich die Approximationseigenschaft umformulieren.
Wir schreiben dazu etwas symbolisch pγΞ = Ξ(pγ∗ · , · ) usw. und zeigen:





≥ γ ∀ E > 0.
Hierbei ist ‖ · ‖E,r bei festem E als Funktion von r zu lesen.
Beweis. Wir wählen vermöge des Phasenraumkriteriums ein ψ ∈ ΨP0 , so daß γ(Ξ−ψ) ≥ γ.
Beachten wir Satz 3.2, dann können wir nach eventuellem Weglassen des
”
sekundären“





≥ γ . (4.1.17)
Die reguläre Projektion pγ schreiben wir als pγ =
∑J
j=1 σj( · )φj mit σj ∈ Σ(E ′) (E ′ geeig-
net), φj ∈ Φγ. Dann folgt, daß
‖pγ(Ξ− ψ)‖E,r = ‖
J∑
j=1




‖σj‖ ‖φj‖E ‖Ξ− ψ‖E′,r ≤ ‖Ξ− ψ‖E′,r · const. (4.1.18)





≥ γ ∀E > 0. (4.1.19)
Wegen BildR ψ = Φγ gilt pγψ = ψ; damit folgt die Behauptung per Dreiecksungleichung
aus (4.1.17) und (4.1.19).
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4.2 Gruppendarstellungen
Wir interessieren uns nun für Darstellungen von Symmetriegruppen auf den Punktfeldräu-
men Φγ; dies ist unter anderem zur Nachprüfung der Wightman-Axiome von Bedeutung.
Die Wirkung solcher Symmetrieoperationen, wie etwa der Lorentzgruppe1, der Involution
A 7→ A∗ oder der Dilatationsgruppe, sind auf B(H) bereits vorgegeben. Die Frage ist
nun, wie diese Operationen auf die Räume Φγ wirken und insbesondere, ob sie diese in
sich überführen; in diesem Fall können wir dann von einer Kovarianz der konstruierten
Punktfelder sprechen. Das Prinzip der Übertragung solcher Operationen auf die Φγ wird
in diesem Abschnitt erläutert.
Wir befassen uns zunächst mit einer einzigen Transformation und ignorieren eine even-
tuell vorhandene Gruppenstruktur. Für unsere Zwecke soll solch eine Transformation durch
eine Abbildung
α : B(H)→ B(H) (4.2.1)
gegeben sein, von der wir voraussetzen, daß sie linear2, invertierbar und schwach-∗-stetig ist.
Außerdem sei sie isometrisch, d.h. es gelte ‖αB‖ = ‖B‖ ∀B ∈ B(H). In den Anwendungen
sind solche Operationen typischerweise gegeben durch
αB = UBU∗ (4.2.2)
mit einem unitären Operator U ∈ B(H). Solch ein α erfüllt offenbar die geforderten Be-
dingungen.
Da wir die schwach-∗-Stetigkeit von α gefordert hatten, können wir α auf den Prädual-
raum Σ von B(H)
”
liften“, indem wir setzen
α∗σ = σ ◦ α bzw. α∗σ(B) = σ(αB) (σ ∈ Σ, B ∈ B(H)). (4.2.3)
Allerdings werden α und α∗ im allgemeinen nicht verträglich sein mit den Garben-
strukturen von Σ bzw. A. Um die Transformation in diesem Rahmen behandeln zu kön-
nen, müssen wir zusätzlich fordern, daß α die Lokalisierung in Orts- und Impulsraum in
gewisser Weise respektiert. Es ist sicher nicht vorteilhaft, dabei zu verlangen, daß etwa
αA(r) ⊂ A(r) ∀ 0 < r < 1 , (4.2.4)
denn dies würde z.B. Lorentz-Boosts oder Dilatationen ausschließen. Wir schwächen daher
(4.2.4) in folgender Definition etwas ab:
Definition 4.3. Eine lineare (oder antilineare) Abbildung α : B(H) → B(H) heiße lo-
kale Transformation, wenn sie invertierbar und isometrisch ist, stetig bzgl. der schwach-∗-
Topologie auf B(H), und wenn es ein λ ≥ 1 gibt, so daß
αA(r) ⊂ A(λr) ∀ 0 < r < 1, λr < 1
und
α∗Σ(E) ⊂ Σ(λE) ∀E > 1, λE > 1.
1 Translationen bilden hier einen Sonderfall und werden erst in Abschnitt 4.3 behandelt, so daß erst
dort die Kovarianz der Felder unter der vollen Poincaré-Gruppe untersucht werden kann.
2 Wir werden unten eine Verallgemeinerung auf antilineare Transformationen diskutieren.
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Ein solches α können wir dann als Abbildung auf der Präkogarbe A auffassen: Wir
erhalten Abbildungen αrr′ : A(r) → A(r′), wenn r′ genügend groß gewählt ist (r′/r ≥
λ), und diese sind sicher verträglich mit den Garbeninklusionen. Analoges gilt für die
Präkogarbe Σ.
Dementsprechend können wir auch von einer Wirkung von α auf Σ
∗
sprechen: Ein
φ ∈ Σ∗ ist gegeben durch eine Linearform φE auf jedem Σ(E), und αφE : Σ(λE) → C
bildet dann auch eine wohldefinierte Linearform auf Σ. (Dabei setzen wir ggf. durch die
Garbenabbildungen zu
”
kleinen“ E fort.) Ohne direkt auf die Garbenstruktur Bezug zu
nehmen, können wir also α einfach als Abbildung auf dem Vektorraum Σ
∗
betrachten.
Wir wollen nach der Klärung dieser Begrifflichkeiten nun untersuchen, wie α auf Φγ
wirkt, und insbesondere zeigen, daß αΦγ ⊂ Φγ. Dazu übertragen wir die Wirkung von α
zunächst auf die Prädualräume.
Wir hatten schon gesehen, in welchem Sinne die präduale Abbildung α∗ auf der Prä-





















∣∣ γ(σ) ≥ γ} (4.2.6)
Nun gilt aber wegen der Isometrie von α, daß
‖α∗σ‖r = ‖σ ◦ α‖r ≤ ‖σ‖λr für kleine r, (4.2.7)
und deshalb wird nach (2.D.11):
γ(α∗σ) ≥ γ(σ). (4.2.8)
Wir haben also α∗ ker jγ∗(E) ⊂ ker jγ∗(λE), und damit liefert α∗ eine wohldefinierte lineare
Abbildung auf dem
”
Quotientenraum“ Σγ, die wir mit α̌∗ bezeichnen. Wir können diese
wiederum per Dualität auf den Dualraum Σ∗γ = Φγ übertragen und erhalten so einen
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Man rechnet aus den Definitionen nun leicht nach, daß gilt
jγ ◦ α̌ = α ◦ jγ, (4.2.10)
oder daß, wenn wir Φγ als Teilraum von Σ
∗
begreifen, dieser stabil unter der Wirkung von
α ist. Dies ist die gewünschte Ergebnis.
Wir erhalten solch einen Operator α̌ natürlich für jedes γ (das oben festgehalten war),
wobei per Konstruktion klar ist, daß diese verschiedenen Operatoren mit den Inklusionen
Φγ ↪→ Φγ′ (γ < γ′) verträglich sind. Wir können also auch von einem Operator auf ΦFH
sprechen, der jedes Φγ in sich überführt.
Wir bemerken noch, daß sich obige Überlegungen genauso auch für antilineare Opera-
toren α formulieren lassen, wobei der präduale Operator α∗ hier abweichend definiert wird
durch
(α∗σ)(φ) := σ(αφ) , σ ∈ Σ, φ ∈ Σ
∗
; (4.2.11)
analog modifiziert man die Definition von α̌ durch α̌∗. Damit haben wir insgesamt folgenden
Satz bewiesen:
Satz 4.4. Es sei α eine lokale Transformation (linear oder antilinear). Dann gibt es einen
Operator α̌ auf ΦFH, der jedes Φγ stabil läßt und der
jγ ◦ α̌ = α ◦ jγ
erfüllt, d.h. als Teilräume von Σ
∗
sind die Φγ stabil unter α.
Da die Transformationen α̌ auf den Φγ im diskutierten Sinne nichts anderes sind als
Restriktionen von α auf Teilräume von Σ
∗
, ist sofort klar, daß die Zuordnung α 7→ α̌ nicht
nur linear ist, sondern auch die Produktstruktur erhält ((αβ )̌ = α̌β̌). Ist also g 7→ α(g) eine
Darstellung einer Gruppe G auf B(H), wobei die Darsteller α(g) lokale Transformationen
sind, so erhalten wir unmittelbar Darstellungen g 7→ α̌(g) der Gruppe auf den Φγ.
Entsprechend ergeben sich auch Darstellungen der Gruppe auf Σ und Σγ, wobei wir
allerdings α×(g) := α∗(g
−1) als Darsteller auf Σ verwenden müssen. Wir werden diese
Darstellungen aber hier nicht weiter betrachten.
Von Interesse ist noch die Stetigkeit der Darstellung g 7→ α̌(g) auf Φγ. Dazu versehen
wir den Raum der linearen Abbildungen α : Σ(E)∗ → Σ(E ′)∗ mit folgenden Halbnormen:
pξ,ξ′,A(α) =
∣∣(ξ|αA ξ′)∣∣ , ξ, ξ′ ∈ P (E ′)H, A ∈ Σ(E)∗. (4.2.12)
Das liefert eine lokal konvexe, hausdorffsche Topologie auf diesem Raum von Abbildungen.
Wir betrachten nun speziell den (für die Anwendungen wichtigen) Fall, daß die α(g)
von einer stark stetigen unitären Darstellung g 7→ U(g) der Gruppe G auf H herrühren.
Es gelte außerdem
U(g)P (E)H ⊂ P (λE)H ∀E ≥ 1 mit in g lokal gleichmäßig wählbarem λ; (4.2.13)
das impliziert dann gerade die geforderte Verträglichkeit der α(g) mit der Energiebeschrän-
kung. Mit E ′ = λE (λ fest auf einer Umgebung von 1G) erhalten wir in diesem Fall
pξ,ξ′,A(α(g)− 1) ≤
∣∣(ξ|(U(g)− 1)AU(g)∗ ξ′)∣∣+ ∣∣(ξ|A(U(g)∗ − 1) ξ′)∣∣ , (4.2.14)
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was wegen der starken Stetigkeit von U(g) für g → 1G verschwindet. Die Zuordnung
g 7→ α(g) ist also in der betrachteten Topologie stetig. Eingeschränkt auf den endlichdi-
mensionalen Raum der linearen Abbildungen Φγ → Φγ stimmt diese aber mit der Stan-
dardtopologie überein, so daß g 7→ α̌(g) stetig im üblichen Sinne ist. Unser Ergebnis lautet
also:
Satz 4.5. Sei α eine Darstellung einer Gruppe G auf B(H), und die Darsteller α(g) (g ∈
G) seien lokale Transformationen. Dann liefert die Restriktion von α auf ΦFH ⊂ Σ
∗
dort
eine Darstellung α̌ von G, die jedes Φγ stabil läßt. Ist speziell
α(g) = U(g) · U(g)∗
mit einer stark stetigen unitären Darstellung U(g) von G auf H, und gilt
U(g)P (E)H ⊂ P (λE)H ∀E ≥ 1
mit zu g lokal gleichmäßig wählbarem λ, dann ist g 7→ α̌(g) auf jedem Φγ eine stetige
Darstellung.
Wir wollen noch die Transformation von regulären Projektionen auf Φγ betrachten,
die ja in unserem Kontext die
”
Phasenraumapproximation“ realisieren. Es sei pγ eine sol-
che Projektion. Auch auf sie wirken die Symmetrietransformationen in natürlicher Weise,
nämlich durch Adjunktion:
p′γ = α ◦ pγ ◦ α−1. (4.2.15)
Wir zeigen, daß diese Operation reguläre Projektionen wieder in solche überführt.
Satz 4.6. Sei α eine lokale Transformation. Ist pγ eine reguläre Projektion auf Φγ, so
auch p′γ := α ◦ pγ ◦ α−1.
Beweis. Da αΦγ = Φγ gilt, ist Bild p
′
γ = Φγ. Die Eigenschaft (p
′
γ)
2 = p′γ folgt sofort
aus p2γ = pγ. Die Stetigkeitseigenschaft von p
′
γ ist ebenfalls gegeben, da α
−1 die Energie-
beschränktheit von Funktionalen respektiert.
Wir kommen nun zu den angekündigten Anwendungen.
Lorentz-Transformationen Sind U(Λ) die Darsteller der Lorentztransformationen auf
B(H), so sind α(Λ) = adU(Λ) lokale Transformationen. Nachzuprüfen bleiben dabei nur
die Lokalitätsbedingungen: Die Ortsraumlokalisierung bleibt wegen
α(Λ)A(r) ⊂ A(ΛOr) ⊂ A(2‖Λ‖r) (4.2.16)
erhalten. Im Impulsraum hat man
P (E)U(Λ) = U(Λ) U(Λ)∗P (E)U(Λ) = U(Λ) PΛ(E) ; (4.2.17)
hier ist PΛ(E) der Energieprojektor in einem lorentztransformierten Bezugssystem. Da sich
das gemeinsame Spektrum der Pµ mit der bekannten (s + 1)-dimensionalen Darstellung
von L transformiert, erhält man für genügend groß gewähltes λ
PΛ(E)P (λE) = PΛ(E). (4.2.18)
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Dies impliziert nach (4.2.17), daß
P (E)U(Λ)P (λE) = P (E)U(Λ) ⇒ U(Λ)P (E)H ⊂ P (λE)H. (4.2.19)
Wir können hier also Satz 4.5 anwenden und erhalten bei festem γ eine stetige endlich-
dimensionale Darstellung α̌ von L auf Φγ. Entwickeln wir sie nach einer Basis {φ1, . . . , φJ}







im Sinne von Linearformen auf Σ. Die Darstellung ist vollständig reduzibel [Boe55, IX §3];
durch Aufspaltung von Φγ in irreduzible Teilräume kann man einzelne Skalar- und Vektor-
felder sowie Tensorfelder höherer Ordnung identifizieren [Cor84, 17.2].
Zur Überprüfung der Wightman-Axiome ist Gleichung (4.2.20) noch auf die ausinte-






































, wobei fΛ(y) = f(Λ
−1y). (4.2.21)








als Operatorgleichung auf C∞(H).
Hermitesche Konjugation Als weitere Anwendung betrachten wir die antilineare Ab-
bildung α : A 7→ A∗ (
”
hermitesche Konjugation“). Da ‖A∗‖ = ‖A‖, A(r)∗ = A(r) und
(P (E)AP (E))∗ = P (E)A∗P (E), ist α eine lokale Transformation. Die induzierte Wirkung
auf ein φ ∈ Σ∗ stellt sich, ausgewertet zwischen Vektoren ξ, ξ′ ∈ P (E)H, folgendermaßen
dar:
(ξ|(αφ)ξ′) = (ξ′|φ ξ) = (ξ|φ∗ξ′); (4.2.23)
hier ist φ∗ die zu φ adjungierte quadratische Form. Wir wissen also nach Satz 4.4, daß mit
jedem Feld φ ∈ Φγ auch die adjungierte Form in Φγ liegt. Dies überträgt sich sofort auf
die Operatoren φ(f) und ihre Adjungierten, denn wir wissen bereits aus (3.4.7), daß
φ(f̄)∗ = φ∗(f) als Gleichung auf C∞(H). (4.2.24)
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Wählen wir nun eine Basis von Φγ aus α-invarianten Vektoren φj, dann ist mit φj(f) auch
φj(f̄)
∗ in der Menge {φ1(f), . . . , φJ(f)} enthalten, wie dies die Wightman-Axiome auch
fordern.
(Die Wahl einer solchen Basis ist immer möglich: Ist {φ1, . . . , φJ} eine beliebige Basis












ebenfalls den Raum Φγ auf, sind aber α-invariant. Wir können nun aus ihnen eine neue
Basis auswählen.)
Dilatationen Wir diskutieren noch den Fall, daß die betrachtete Feldtheorie dilatati-
onsinvariant ist, d.h. daß wir als zusätzliche Struktur auf B(H) eine stark stetige unitäre
Darstellung U(λ) der Dilatationsgruppe gegeben haben, die geometrisch auf den lokalen
Algebren wirkt:
α(λ)A(r) = A(λr), (4.2.26)
wobei wieder α(λ) = adU(λ). Die Vertauschungsrelationen zwischen Lorentz- und Dilata-
tionsgruppe bedingen, daß
U(λ)P (E)U(λ)∗ = P (E/λ) ⇒ U(λ)P (E)H ⊂ P (E/λ)H. (4.2.27)
Damit ist α(λ) eine lokale Transformation, wobei man in Definition 4.3 ggf. λ durch 1
ersetzt. Wir erhalten also eine stetige Darstellung α̌ der Dilatationsgruppe auf jedem Φγ.
Die endlichdimensionale Darstellungstheorie dieser Gruppe – die durch Logarithmieren des
Parameters zur Gruppe (R,+) isomorph ist – ist vollständig bekannt [Boe55, V §9]; der
Darstellungsraum läßt sich in Unterräume zerlegen, auf denen die Darsteller als Matrizen
der folgenden Form wirken:
α̌(λ) = λq

1 0 0 . . . 0
log λ 1 0 . . . 0
(log λ)2
2!








(n−1)! . . . log λ 1
 , n ∈ N, q ∈ C. (4.2.28)
Wir können den Feldern also eine wohldefinierte
”
Skalendimension“ Re q zuordnen.
4.3 Translationen
In der gesamten bisherigen Konstruktion haben wir das Verhalten der Theorie am Ko-
ordinatenursprung betrachtet und dort lokalisierte Punktfelder φ = φ(0) untersucht. Zur
Nachprüfung der Wightman-Axiome müssen wir allerdings noch das Verhalten unter Trans-
lationen mit einbeziehen. (Diese hatten wir in Abschnitt 4.2 ausgespart, da sie den Koor-
dinatenursprung des Minkowskiraums nicht invariant lassen.)
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Man könnte hierzu das asymptotische Phasenraumkriterium
”
an jedem Punkt“ des
Minkowskiraums fordern, entsprechende Feldhalme Φγ(x) konstruieren und Relationen
zwischen diesen Räumen für verschiedene x untersuchen. Da die betrachtete Theorie aber
translationssymmetrisch ist, erhalten wir dieselbe Struktur viel einfacher, indem wir direkt
die unitären Darsteller der Translationen verwenden. Wir definieren für φ ∈ ΦFH im Sinne
von Linearformen auf Σ:
φ(x) := U(x)φU(x)∗ , x ∈M. (4.3.1)
Wir können dann die Kovarianz der φ(x) unter der gesamten Poincaré-Gruppe P nachwei-
sen: Sei dazu {φj}Jj=1 eine Basis von Φγ bei festem γ. Für x ∈ M, Λ ∈ L hat man dann



















−1)φk(Λy + x) . (4.3.2)
Dies ist gerade die gewünschte Kovarianzeigenschaft. Durch Integration mit einer Test-






−1)φk(fx,Λ) mit fx,Λ(y) = f(Λ
−1(y − x)), (4.3.3)
zunächst im Sinne von Linearformen auf Σ, dann durch Erweiterung als Operatorgleichung
auf C∞(H).
Zusammen mit den Ergebnissen der vorangegangenen Abschnitte haben wir damit alle
Wightman-Axiome für die Elemente von Φγ nachgeprüft, mit Ausnahme der Invarianz der
Wightman-Domäne D = C∞(H) unter Poincaré-Transformationen. Man bemerkt dazu,























U(x,Λ)ξ ∈ RlH ⇒ U(x,Λ)C∞(H) ⊂ C∞(H),
(4.3.6)
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sofern wir noch zeigen können, daß 1+H
1+Λµ0Pµ
als beschränkter Operator existiert. Dazu be-
merkt man, daß es ε > 0 gibt mit
Λµ0Pµ ≥ εH. (4.3.7)
Das ist zumindest in dem Fall klar, daß Λ einen boost entlang der 1-Achse darstellt, denn
dann ist mit gewissem χ ∈ R
Λµ0Pµ = coshχ P0 + sinhχ P1 ≥ coshχ H − | sinhχ| |P1| ≥ (coshχ− | sinhχ|)︸ ︷︷ ︸
=:ε
H (4.3.8)
unter Verwendung der Spektrumsbedingung. Allgemeine Lorentztransformationen erge-
ben sich aus solchen Λ durch Komposition mit räumlichen Drehungen, die aber die 0-
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Für die obige Argumentation ist es natürlich wesentlich, daß die Operatoren Pµ eine ge-
meinsame Spektralschar besitzen, so daß man die Abschätzungen von reellen Zahlen direkt
auf Operatoren übertragen kann.
Zusammenfassend können wir nun festhalten:
Satz 4.7. Wir betrachten eine Quantenfeldtheorie, die das asymptotische Phasenraum-
kriterium mit polynomialen Energieschranken erfüllt. Dann gibt es zu jedem γ > 0 eine
Basis {φ1, . . . , φJ} von Φγ, die (nach Ausintegration) einen Satz von Wightman-Feldern
im Sinne der in Abschnitt 1.3.2 aufgeführten Axiome bildet.
Dabei haben wir das in Abschnitt 1.3.2 erwähnte Irreduzibilitätsaxiom nicht betrachtet;
durch eine geeignete Einschränkung des Hilbertraums läßt sich aber auch dieses Axiom
immer erfüllen. (Wir werden in Abschnitt 8.2 noch näher auf diesen Aspekt eingehen.)
Damit lassen sich alle bekannten Resultate der Wightman-Theorie auch auf die von uns
konstruierten Punktfelder anwenden, wie etwa das PCT-Theorem oder der Satz von Reeh
und Schlieder. Da wir zusätzlich wissen, daß die Felder zum lokalen Netz affiliiert sind,
gilt z.B. auch das Bisognano-Wichmann-Theorem, wenn man annimmt, daß das Vakuum
zyklisch für die Felder ist (d.h. eine Einschränkung des Hilbertraums nicht notwendig ist).
4.4 Differentiation der Felder
Im Rahmen des Punktfeldformalismus in der Quantenfeldtheorie betrachtet man auch Ab-
leitungen der Punktfelder φ(x), etwa um Feldgleichungen untersuchen zu können oder
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Es stellt sich die Frage, wie diese Ableitungen in unserem Rahmen zu behandeln sind;
insbesondere sollte die Menge ΦFH unter der Anwendung von Differentialoperatoren stabil
sein, d.h. der Feldinhalt sollte zu jedem Feld φ auch seine Ableitungen ∂µφ enthalten.
Ähnlich wie die Wirkung der Lorentzgruppe sind auch die Ableitungen der Felder in
unserem Rahmen a priori definiert, und zwar unter Verwendung der Translationssymmetrie.
Wir hatten die translatierten Felder definiert als
φ(x) := U(x)φU(x)∗ (4.4.2)
mit den Darstellern U(x) der Translationsgruppe. Dann ist mit P (E)φP (E) auch
P (E)φ(x)P (E) ein beschränkter Operator. Da die Generatoren Pµ der Translationen nach
Multiplikation mit P (E) beschränkt sind (die Spektrumsbedingung liefert P 2µ ≤ H2, µ =
0 . . . s), kann man U(x) = eiPµx
µ
in (4.4.2) als Potenzreihe ausschreiben, die dann absolut
konvergiert:








= P (E)φP (E) + iP (E)[Pµ, φ]P (E)x
µ +O(‖x‖2). (4.4.3)
Genauer können wir (bei festem E) schreiben:
‖P (E)φ(x)P (E)− P (E)φ(0)P (E)− iP (E)[Pµ, φ]P (E)xµ‖ ≤ ‖x‖2 · const. (4.4.4)






= iP (E) [Pµ, φ]P (E). (4.4.5)






= i [Pµ, φ] . (4.4.6)
Eine andere Möglichkeit, die Ableitungen einzuführen, ist die Differentiation auf Ebene
der Wightman-Distributionen:
(∂µφ)(f) = −φ(∂µf) , f ∈ S(M). (4.4.7)
Wir werden unten zeigen, daß dies in unserem Kontext mit der oben gegebenen Definition
verträglich ist.
Wir wollen die Differentiation nun in unseren Formalismus einordnen und dabei ins-
besondere zeigen, daß ΦFH ⊂ Σ
∗
unter der Wirkung von Differentialoperatoren stabil ist.
Es ist möglich, dies direkt im Kontext des Fredenhagen-Hertel-Feldinhalts nachzuweisen,
indem man dessen Definition (3.4.1) und die Eigenschaften der approximierenden Folgen
aus Satz 3.18 verwendet. Wir wählen hier jedoch einen Zugang, der dem Formalismus der
Feldhalme angepaßt ist. Dazu betrachten wir zunächst folgenden Operator auf Σ(E):
Dµ∗ : Σ(E)→ Σ(E),
Dµ∗σ(A) = σ(i[Pµ, A]), A ∈ Σ(E)∗. (4.4.8)
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Das ist offenbar verträglich mit den Präkogarben-Inklusionen, liefert also zusammenge-
nommen einen Operator Dµ∗ : Σ → Σ. Sein dualer Operator (Dµ∗)∗ ≡ Dµ stimmt nach











∀σ ∈ Σ(E). (4.4.9)
Es stellt sich nun die Frage, ob sich Dµ∗ analog zu den Symmetrietransformationen aus
Abschnitt 4.2 auf die Halme Σγ übertragen läßt. Hierbei ergibt sich eine Schwierigkeit,
die dort nicht vorhanden war: Wegen der Relation
”
∂µφ = i[Pµ, φ]“ wird man erwarten,
daß das Hochenergieverhalten von ∂µφ um einen Faktor E singulärer ist als das von φ.
Folglich sollten wir ∂µ nicht als Operator Φγ → Φγ erhalten, sondern die Ableitung wird
Φγ in einen Raum Φγ′ abbilden, wobei typischerweise γ
′ ≥ γ + 1 ist. Dies wirkt sich auf
die Konstruktion der verschiedenen Operatoren aus.
Konkret stehen wir dabei vor dem Problem, ob in
Σ(E)
 jγ∗ // Σγ (4.4.10)
der Kern von jγ∗ stabil unter Dµ∗ ist. Wie schon angedeutet, ist dies im allgemeinen nicht
der Fall. Wir zeigen jedoch, daß wir zu jedem γ ein γ′ finden können, so daß (für jedes
feste E)
Dµ∗ ker jγ∗ ⊂ ker jγ′∗. (4.4.11)




Zur Behandlung des Kommutators approximieren wir ihn durch Gleichung (4.4.4). Dazu
setzen wir αq = U(qeµ) · U(qeµ)∗ für q > 0, wobei eµ der Einheitsvektor entlang der
µ-Achse ist. Wir erhalten dann für kleine q:
∣∣σ([Pµ, A])∣∣ ≤ ∣∣σ(αqA− A
q
)∣∣+ c · q ≤ 1
q
‖σ‖q+r ‖αqA− A‖+ c · q
≤ 2
q
‖σ‖q+r + c · q (4.4.13)
mit einer Konstanten c > 0, denn man hat αqA ∈ A(r + q), wenn A ∈ A(r).




‖σ‖r+q + c · q) ≤ r−γ−β+ε · 2‖σ‖2r + r−γ+β+ε. (4.4.14)
Dies verschwindet für alle ε > 0, wenn wir annehmen, daß β ≥ γ und γ(ΞLσ) ≥ γ + β.
Setzen wir γ′ := γ + β, dann haben wir also die Implikation
γ(ΞLσ) ≥ γ′ ⇒ γ(ΞLDµ∗σ) ≥ γ. (4.4.15)
Nach der Charakterisierung des Kerns der jγ∗ aus Lemma 4.1 erhalten wir damit:
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Lemma 4.8. Zu γ > 0 gibt es γ′ > 0, so daß
Dµ∗ ker jγ′∗ ⊂ ker jγ∗.
Explizit kann man γ′ = max{γ + 1, 2γ} wählen.




























Per Kompatibilität mit den Inklusionsabbildungen können wir Ďµ also als Restriktion von
Dµ auf ΦFH verstehen, bzw. der Operator Dµ läßt den Feldinhalt ΦFH stabil. Allerdings
erhalten wir, wie bereits angekündigt, keine Stabilität von Φγ für festes γ. Wir formulieren
dies so:











∀φ ∈ ΦFH, σ ∈ Σ.
Dabei gilt DµΦγ ⊂ Φγ′ mit γ′ = max{γ + 1, 2γ}.
Das bedeutet, daß die Differentiation der Felder nicht aus dem berechneten Feldinhalt
herausführt. Der Formalismus ist also sicher zur Formulierung von Kontinuitätsgleichungen
und linearen Feldgleichungen geeignet; wir werden dies in Abschnitt 6.4 noch genauer
ausführen.
Im Hinblick auf spätere Anwendungen betrachten wir auch Differentialoperatoren hö-
herer Ordnung: Mit Dk bezeichnen wir den von den Operatoren
Dµ1 · . . . ·Dµn , µj ∈ {0 . . . s}, 0 ≤ n ≤ k (4.4.18)
durch formale Linearkombinationen aufgespannten Vektorraum, wobei wir solche Operato-
ren identifizieren, die durch Permutation der Indizes auseinander hervorgehen. Durch den
Fall n = 0 ist oben der Einsoperator eingeschlossen. Dk ist also der Raum der linearen Dif-
ferentialoperatoren (höchstens) k-ter Ordnung. Durch mehrfache Anwendung von Satz 4.9
erhalten wir zu jedem k und γ ein γ′, so daß
DkΦγ ⊂ Φγ′ . (4.4.19)
4.A Reguläre Projektionen in Σ
∗
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µDν , α(Λ)1 := 1 (4.4.20)
wirkt auf D1 (und analog auf Dk) eine Darstellung der Lorentzgruppe. Man rechnet leicht






die Wirkung auf den Differentialoperatoren ist also kompatibel mit derjenigen auf ΦFH.
Der Vollständigkeit halber zeigen wir noch, daß unsere Definition der Differentiati-
on von Punktfeldern nach Ausintegrieren mit der üblichen Ableitung der Wightman-
Distributionen übereinstimmt. Dazu seien φ ∈ ΦFH und σ ∈ Σ(E), E fest. Wir integrieren














































Nach Fortsetzung erhält man somit
(Dµφ)(f) = −φ(∂µf) (4.4.23)
als Operatorgleichung auf C∞(H). Damit sind auch die im Sinne von Distributionen diffe-
renzierten φ(f) in der Menge der
”
ausintegrierten“ Felder aus ΦFH enthalten.
4.A Reguläre Projektionen in Σ
∗
Es sei V ⊂ Σ∗ ein Unterraum. Wir wollen Projektoren auf V betrachten; dabei tritt das
Problem auf, daß auf Σ
∗
a priori weder eine Hilbertraumstruktur noch eine Topologie de-
finiert sind, die uns eine sinnvolle Analyse von Projektoren erlauben würden. Ist aber V
endlichdimensional, so kann man diesen Raum in natürlicher Weise mit der Standardtopo-
logie versehen. Die Stetigkeit des Projektors fordern wir durch folgendes Axiom:
Definition 4.10. Sei V ⊂ Σ∗ ein endlichdimensionaler Unterraum. Eine reguläre Pro-
jektion auf V ist eine lineare Abbildung p : Σ
∗ → Σ∗, für die gilt
p2 = p , Bild p = V ,
und für die zu jedem v∗ ∈ V ∗ ein E > 0 existiert, so daß
v∗ ◦ p ∈ Σ(E) .
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Aus der Definition folgt direkt, daß pdV = idV , wie man es von einer Projektion auch
erwartet.
Ist eine reguläre Projektion p gegeben, so können wir durch Wahl einer Basis {vj} von




σj( · ) vj mit σj ∈ Σ(E), E > 0 geeignet. (4.A.1)
Ist andererseits p eine Abbildung von der Form (4.A.1) und gilt p2 = p, dann ist p offenbar
eine reguläre Projektion auf V := Span {vj}, wenn man noch voraussetzt, daß die σj linear
unabhängig sind. Insofern lassen sich die regulären Projektionen leicht charakterisieren.
Wir zeigen nun, daß solche Projektionen immer existieren. Dazu sei ein V ⊂ Σ∗ mit











χ ist surjektiv, denn sonst wären die vj nicht linear unabhängig. Wir wählen Urbilder σj der
Standard-Basisvektoren des Cn; dann gilt also σi(vj) = δij. Die Abbildung p :=
∑
j σj( · )vj
ist dann von der Form (4.A.1) und erfüllt p2 = p, ist also eine reguläre Projektion. Damit
haben wir bewiesen:
Satz 4.11. Sei V ⊂ Σ∗ ein endlichdimensionaler Unterraum. Dann existiert eine reguläre
Projektion auf V .
Wir bemerken noch, daß sich reguläre Projektionen wegen der geforderten Stetigkeitsei-
genschaften leicht auch als
”
präduale Abbildungen“ auf Σ übertragen lassen: Wir definieren
p∗ : Σ→ Σ durch




was offenbar energiebeschränkte schwach stetige Funktionale wieder in solche überführt






Zur Untersuchung von Wechselwirkungstermen und Korrelationsfunktionen in der Quan-
tenfeldtheorie benötigt man eine Produktbildung zwischen den betrachteten Punktfeldern.
Dabei ist bekannt, daß das Produkt von Punktfeldern am selben Raum-Zeit-Punkt im all-
gemeinen nicht wohldefiniert ist, sondern zu Divergenzen führt. Um diese zu analysieren,
verwendet man sogenannte Operatorproduktentwicklungen [Wil69], das sind Reihenent-
wicklungen des Produkts von Feldern an verschiedenen Raum-Zeit-Punkten, die man im
Limes kleiner Abstände untersucht.
Solche Produktentwicklungen wurden im axiomatischen Kontext [WZ72, SSe73] wie
auch in störungstheoretischen und exakt lösbaren Modellen [Zim70, Wil70a, Wil70b, Low70]
betrachtet; sie entwickelten sich im Lagrange’schen Zugang zur Quantenfeldtheorie zu ei-
nem wichtigen Hilfsmittel (z.B. [CG73, BDLW75]; siehe auch [Wei96, ch. 20]). Darüberhin-
aus sind sie im speziellen Rahmen der konformen Feldtheorie genau bekannt [SSV75, Lüs76,
Mac77]. Unser Ziel ist es, unter Verwendung der besprochenen Phasenraumeigenschaften
eine mathematisch rigorose, modellübergreifende Form der Operatorproduktentwicklung
zwischen den konstruierten Punktfeldern herzuleiten.
Die Produkte der Punktfelder lassen sich in unserem Kontext als Grenzwerte der Pro-
dukte der approximierenden lokalen Operatoren einführen. Wir zeigen zunächst, daß dies –
aufgrund der Lokalitätseigenschaften und Energieschranken – tatsächlich ein wohldefinier-
tes Produkt von Feldern an raumartig getrennten Punkten ergibt. Unter Verwendung der
Phasenraum-Approximation können wir dann hierfür eine Operatorproduktentwicklung im
Sinne einer asymptotischen Reihe angeben.
Wir diskutieren die Symmetrieeigenschaften dieser Entwicklung, die vor allem im Zu-
sammenhang mit spontan gebrochenen Symmetrien von Interesse sind.
Anschließend geben wir noch eine analoge Produktentwicklung für Felder mit beliebigen
(nicht notwendig raumartigen) Abständen an; hier lassen sich Produkte wie Produktent-
wicklung aber im allgemeinen nur im Sinne von Distributionen interpretieren.
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5.1 Problemstellung
Die Einführung einer Produktstruktur zwischen punktartig lokalisierten Quantenfeldern
φ(x) am selben Raum-Zeit-Punkt, wie sie in Wechselwirkungstermen wie φ(x)4 verwendet
wird, bereitet grundsätzliche Probleme. Wie wir in unserer Diskussion gesehen hatten,
existieren die φ(x) im allgemeinen nicht als Operatoren, sondern nur als quadratische
Formen, so daß ein Produkt zwischen ihnen nicht in natürlicher Weise definiert werden
kann. Führt man das Produkt als Multiplikation der
”
ausgeschmierten“ Wightman-Felder
ein, etwa φ(f)φ′(g) für zwei Punktfelder φ, φ′, dann kann man im allgemeinen nicht mehr
im Sinne eines Grenzübergangs zu einem Punktfeld bzw. zu einer Wightman-Distribution
(in einer Minkowskiraum-Variable) übergehen; schon in der freien Feldtheorie wird man
hierbei auf Divergenzen geführt.
Zur Analyse dieser Singularitäten bei Produkten am gleichen Punkt betrachtet man
den Ausdruck φ(x)φ′(y), der entweder für bestimmte (z.B. raumartige) Abstände oder im
Sinne von Distributionen definiert werden kann, im Limes y → x. Wie Wilson [Wil69]
vermutete, sollte sich dieser Ausdruck in eine Reihe von Punktfeldern entwickeln lassen,











Die cj(x − y) sind dabei ”c-Zahl-Funktionen“, genauer Distributionen, die typischerweise
auf dem Lichtkegel Singularitäten aufweisen [OZ72].
Solche sogenannten Operatorproduktentwicklungen wurden axiomatisch im Rahmen der
Wightman-Theorie von Wilson und Zimmermann [WZ72] untersucht. Die Existenz der
Entwicklung konnte dabei nicht auf die Wightman-Axiome zurückgeführt werden, son-
dern die Autoren formulieren zusätzliche Annahmen an die Theorie, die die Existenz der
Produktentwicklung sichern, aber mehr
”
ad hoc“ zu sein scheinen.
Aus diesen Annahmen heraus konnten Otterson und Zimmermann für ein Produkt
zweier Felder eine sehr detaillierte Klassifikation der x-Abhängigkeit der Koeffizienten-
funktionen cj(x) ableiten [OZ72]; allerdings hängen diese Ergebnisse sehr kritisch davon




lassen, was bei Wilson und Zimmermann eher eine Annahme als eine Folgerung ist.
Schlieder und Seiler [SSe73] gelang es, die Existenz der Operatorproduktentwicklung auf
die Singularitätenstruktur der 4-Punkt-Funktion zurückzuführen, was in einigen speziellen
Fällen eine genauere Analyse der Entwicklungsterme erlaubt.
Sehr viel genauer ist die Kenntnis über Produktentwicklungen im speziellen Rahmen der
konformen Feldtheorie [SSV75, Lüs76, Mac77]. Hier existiert die Produktentwicklung stets,
wenn man annimmt, daß die Theorie
”
genügend viele“ lokale Punktfelder enthält. Solch
einen vollständigen Satz von Punktfeldern liefert z.B. die Analyse von Fredenhagen und
Jörß [FJ96]. Allerdings verwenden diese Ergebnisse sehr explizit die konforme Symmetrie,
zum Teil auch spezielle Eigenschaften der 1+1-dimensionalen Theorie, so daß sie sich kaum
auf allgemeinere Modelle übertragen lassen.
Wir stellen hier eine Operatorproduktentwicklung vor, die aus dem asymptotischen
Phasenraumkriterium folgt. In unserem Kontext sind die Produkte der Felder durch die
algebraische Struktur der A(r) bereits bestimmt: Die Punktfelder φ ∈ ΦFH lassen sich
5.2 Raumartige Produkte 103
durch Folgen Ar ∈ A(r), r → 0, approximieren, und das Produkt der Felder wird man
als Limes der Produktfolge definieren, falls dieser existiert. (Wir werden genauer klären,
inwieweit dies der Fall ist.) Auf ein Produkt
A(0)r (x0) · . . . · A(n)r (xn)
r→0−−→ φ(0)(x0) · . . . · φ(n)(xn) (5.1.2)
kann man dann die Phasenraum-Approximation (Ξ ≈ pγΞ) anwenden, um so eine Ope-
ratorproduktentwicklung nach Punktfeldern φj ∈ Φγ zu erhalten. Diese Entwicklung folgt
also aus den allgemeinen Axiomen der algebraischen Feldtheorie zusammen mit zusätzli-
chen Phasenraumeigenschaften.
5.2 Raumartige Produkte
Wie bereits erwähnt, sind für Punktfelder φ(0), . . . , φ(n) die Produkte
φ(0)(x0) · . . . · φ(n)(xn) (5.2.1)
im allgemeinen nicht erklärt. Wir werden jedoch in diesem Abschnitt zeigen, daß für Raum-
Zeit-Punkte x0, . . . , xn, die zueinander paarweise raumartig getrennt liegen, solch ein Pro-
dukt in eindeutiger Weise definiert werden kann. Dies folgt aus den Lokalitätseigenschaften
der Felder sowie ihren polynomialen Energieschranken; das asymptotische Phasenraumkri-
terium spielt dabei keine direkte Rolle.
Wir gehen aus von einem Satz φ(0), . . . , φ(n) ∈ Φγ von Punktfeldern, wobei γ im folgen-
den festgehalten wird. Nach Satz 3.17 können wir uns ein l > 0 und n + 1 Folgen lokaler
Operatoren A
(j)
r ∈ A(r) verschaffen, die die lokalen Felder φ(j) approximieren:
‖Rl(A(j)r − φ(j))Rl‖ ≤ r · const. ∀ j ∈ {0, . . . , n}. (5.2.2)
(Hierbei hängt l nur von γ ab.) Das Produkt der Punktfelder soll definiert werden als
φ(0)(x0) · . . . · φ(n)(xn) := lim
r→0
A(0)r (x0) · . . . · A(n)r (xn), (5.2.3)
wobei wir A(x) = U(x)AU(x)∗ usw. schreiben. Wir interessieren uns für den Fall, daß die





∣∣ (xi − xj)2 < 0∀ i, j ∈ {0, . . . , n}, i 6= j } (5.2.4)
liegt. Unter dieser Voraussetzung zeigen wir, daß der Grenzübergang (5.2.3) tatsächlich eine
Linearform auf Σ definiert, wobei der Grenzwert unabhängig von den approximierenden
Folgen ist – er hat insofern als Produkt der Punktfelder intrinsische Bedeutung. Für die
spätere Etablierung einer Operatorproduktentwicklung ist dabei nicht nur die Tatsache der
Konvergenz interessant, sondern wir benötigen auch detaillierte Abschätzungen über die
Konvergenzgeschwindigkeit in Abhängigkeit von r und vom Abstand des Punktes x zum
Rand des
”
Definitionsbereichs“ Mn+1R , den wir als dist (x, ∂M
n+1
R ) notieren.
Zum Erhalt dieser Ergebnisse verwenden wir funktionentheoretische Methoden, indem
wir die Matrixelemente der quadratischen Formen in (5.2.3) als Grenzwerte holomor-
pher Funktionen darstellen. Als wesentlich erweisen sich hier das Maximumprinzip und
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das Edge-Of-The-Wedge-Theorem; diese Analysemethoden sind in Anhang 5.A näher aus-
geführt.
Um zum funktionentheoretischen Kontext überzugehen, wählen wir zunächst ein Vek-
torfunktional σ = (ξ| · |ξ′) ∈ Σ(E) fest (mit gewissem E); der Einfachheit halber sei σ
normiert. Wir definieren dann die Funktionen






r . . . U(zn)A
(n)
r U(−x0−z1−. . .−zn)
)
(5.2.5)
zunächst für reelle z = (z1, . . . , zn) ∈Mn. x0 ∈M ist dabei festgehalten. Die Funktionen
fr sind stetig und lassen sich als stetige Randwerte von Funktionen darstellen, die auf
(M + iV+)n holomorph sind: Man erweitert U(zj) zu eiPµz
µ
j , wobei die Potenzreihe der
Exponentialfunktion aufgrund der Spektrumsbedingung für Im zj ∈ V+ absolut konvergiert.
Der Faktor e−iPµIm (z1+...+zn)
µ
rechts im Argument des Funktionals stört dabei nicht, da σ
energiebeschränkt ist. Die so erhaltenen holomorphen Funktionen, die wir ebenfalls mit fr
bezeichnen, ergeben wegen der starken Stetigkeit der Translationen im Limes Im zj → 0
wieder den Ausdruck (5.2.5). Man hat für sie folgende Schranken:
|fr(z)| ≤ ‖P (E)R−l‖ · ‖RlA(0)r Rl‖ · ‖R−leiPµz
µ
1R−l‖ · ‖RlA(1)r Rl‖ · . . .
. . . · ‖R−leiPµz
µ





















Dabei sind die RlArR
l normkonvergente Folgen, so daß die Folge ihrer Normen im
Limes r → 0 beschränkt bleibt.
Für y ∈ V+ ist weiter P(y) := yµPµ ein positiver Operator, der nicht nur mit H kommu-
tiert, sondern sich auch abschätzen läßt als c1H ≤ P(y) ≤ c2H mit positiven Konstanten
c1 und c2, die lokal gleichmäßig in y gewählt werden können. Wir wählen einen offenen
konvexen Teilkegel C, dessen Abschluß C̄ ganz in V+ liegt; dann können aus Kompaktheits-
gründen die c1, c2 für alle normierten y ∈ C̄ gleich gewählt werden. Halten wir nun ein
y ∈ C fest und betrachten z ∈ Cs+1 mit Im z = y, dann haben wir












≤ ‖y‖−2l · c3 etwa für ‖y‖ ≤ 1, (5.2.7)
wobei die Konstante c3 nicht von y abhängt. Ganz ähnlich ergibt sich
‖P (E)e+PµIm zµ‖ = ‖P (E)eP(y)‖ ≤ ‖P (E)e+c2‖y‖H‖ ≤ ec2E (‖y‖ ≤ 1). (5.2.8)
Fassen wir diese Ergebnisse in der Abschätzung (5.2.6) zusammen, so ergibt sich für Im z =
y ∈ Cn, ‖y‖ ≤ 1 folgende Schranke für fr(z):
|fr(z)| ≤ c4(E) · ‖y‖−2nl. (5.2.9)
Per Konstruktion ist die Konstante c4(E) dabei
• unabhängig von σ (solange E fest ist und ‖σ‖ = 1) sowie von x0,
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• unabhängig von r und von z, soweit Im z ∈ Cn.
Insbesondere ist die Familie der fr auf (M+ iC)n lokal gleichmäßig beschränkt.
Neben den fr betrachten wir nun auch die ”
permutierten Matrixelemente“ f̂r:




r U(−zn) . . . A(1)r U(−z1)A(0)r U(−x0)
)
, (5.2.10)
zunächst wieder für reelle z1, . . . , zn; die Funktionen lassen sich aber ganz analog wie oben
als Randwerte holomorpher Funktionen darstellen, wobei das Holomorphiegebiet diesmal
(M− iV+)n umfaßt. Die f̂r(z) genügen entsprechenden Schranken, wie sie in (5.2.9) schon
für fr(z) berechnet wurden.
Der Grund für diese Definition ist folgender: Wir betrachten den Fall, daß die Punkte
xj paarweise raumartig getrennt sind. (Bei festgehaltenem x0 lassen sich x1, . . . , xn und
die reellen Punkte z1, . . . , zn eindeutig ineinander umrechnen.) Wegen der Lokalität der
A
(j)
r vertauschen dann die translatierten Operatoren A
(j)
r (xj) im Argument von σ für kleine
r (siehe die Definitionen (5.2.5) und (5.2.10)); folglich stimmen fr(z) und f̂r(z) an diesen
reellen Punkten überein.









< 0 ∀ j0 ≤ j1
}
(5.2.11)
liegen muß. Wir wissen also, daß fr(z) = f̂r(z) in einer reellen Umgebung jedes festgehal-
tenen Punkts z̃ ∈MnDR, wenn man r zu z̃ geeignet klein wählt.
Diese Ergebnisse erlauben uns, das Edge-of-the-Wedge-Theorem auf fr, f̂r anzuwenden.
Zunächst sollen jedoch Abschätzungen für diese Funktionen in der Nähe der reellen Punkte
etabliert werden.




fr(z̃ + ty) für Im t > 0,
f̂r(z̃ + ty) für Im t < 0
(5.2.12)
sind holomorph in C\R und (für kleine r) nach obigen Ergebnissen stetig fortsetzbar auf ei-
ne gewisse reelle Nullumgebung, deren Größe nur von z̃ und r abhängt. Mit der Abkürzung1
d(z̃) := min{1, dist (z̃, ∂MnDR)} (z̃ ∈MnDR) (5.2.13)
ist diese Nullumgebung z.B. gegeben durch |t| < 1
2




eindimensionalen Edge-of-the-Wedge-Theorem“ (Satz 5.8 in Anhang 5.A.2) ist fr,y dann
tatsächlich holomorph auf C\{t | Im t = 0, |t| ≥ 1
2
d(z̃)}. Die Funktion erfüllt nach (5.2.9)
die Schranken




1 Die Definition wird zur Vereinfachung der späteren Abschätzungen so gewählt, daß stets d(z̃) ≤ 1.
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Ein Phragmén-Lindelöf-Argument2 liefert nun die Abschätzung




wobei wieder c5(E) nicht von y abhängt. Schreiben wir dies als Ungleichung für die Funk-
tion fr, indem wir t rein imaginär wählen, so erhalten wir







Insbesondere gilt diese Abschätzung bei y = 0, d.h. an den reellen Punkten.
Nun setzen wir die Funktionen fr und f̂r selbst per Edge-of-the-Wedge-Theorem fort
(Satz 5.9 in Anhang 5.A.2); als Kegel verwenden wir das oben eingeführte Cn, dann existie-
ren die Grenzwerte der Funktionen für Im z → 0 in der gewünschten Weise. Die holomorph
fortgesetzten Funktionen bezeichnen wir wieder mit fr. Diese Funktionen fr sind holo-
morph auf (M± iC)n und einer komplexen Umgebung eines Teilgebiets von MnDR, wobei
dieses Teilgebiet für kleine r jeden festgehaltenen Punkt vonMnDR umfaßt. Konkret enthält
das Holomorphiegebiet eine komplexe Kugel vom Radius r0 ·d(z̃) um z̃ für jedes z̃ ∈MnDR;
r0 ist eine durch C festgelegte Konstante (siehe Korollar 5.10). Die Abschätzungen (5.2.16)
lassen sich nach demselben Korollar wie folgt auf die fortgesetzten Funktionen übertragen:3
|fr(z)| ≤ c5(E)d(z̃)−2nl für z̃ ∈MnDR, |z − z̃| <
r0
4r1
· d(z̃) und kleine r. (5.2.17)
Hier ist r1 eine weitere (durch C festgelegte) Konstante.
Wir untersuchen nun die Konvergenz der fr für r → 0. Zunächst zeigen wir, daß sie
auf (M+ iV+)n punktweise gegen eine holomorphe Funktion konvergieren. Es sei dazu für








Das ist wohldefiniert, da ‖R−lU(zj)R−l‖ <∞ usw., es ist also ”genügend Energiedämpfung
vorhanden“. f(z) ist im angegebenen Bereich sogar holomorph (via Entwicklung der U(zk)




















U(z2) . . . φ
(n)U(−x0−z1−. . .−zn)
)














2 Siehe Anhang 5.A.1. Zur Anwendung des Arguments beschreibt man dem betrachteten Gebiet ein
geeignetes Quadrat ein.
3 Wir wählen dazu in Korollar 5.10 die Funktion g(‖y‖) konstant für ‖y‖ < 14d(z̃).
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Rl‖ ≤ r · const.;






, ‖P (E)U(−x0−z1−. . .−zn)‖ ≤ etc2E, (5.2.20)
wobei c2, c3 von oben übernommen sind. Damit erhält man




etc2E · r · t−2ln. (5.2.21)
Insbesondere gilt (da sich entsprechende Abschätzungen auch für t ≥ 1 finden lassen):
lim
r→0
fr(z) = f(z) ∀ z ∈ (M+ iC)n. (5.2.22)
Entsprechend erhält man, daß die f̂r auf dem Gebiet (M − iC)n punktweise gegen ein
entsprechend definiertes holomorphes f̂ konvergieren. Diese Grenzwerte sind offenbar un-
abhängig von den approximierenden Folgen A
(j)
r definiert.
Wir hatten bereits gezeigt, daß die fr eine beschränkte Familie holomorpher Funktionen
bilden. Konvergiert eine Folge daraus punktweise auf einer offenen Menge, so muß sie auf
ihrem gesamten Holomorphiegebiet lokal gleichmäßig gegen eine holomorphe Grenzfunktion
konvergieren. Dies gilt dann auch für die fortgesetzten Funktionen fr; wir können also auch
die Grenzfunktion f nach (M±iC)n sowie in eine komplexe Umgebung vonMnDR fortsetzen.
Insbesondere erhalten wir an den reellen Punkten:
f(z1, . . . , zn) = lim
r→0




φ(0)(x0) · . . . · φ(n)(xn)
)
:= f(x1−x0, . . . , xn−xn−1)
für (x0, . . . , xn) ∈Mn+1R (5.2.24)
und haben damit die raumartigen Operatorprodukte im Sinne quadratischer Formen de-
finiert. Es ist klar, daß diese Definition linear in σ ist; alle Abschätzungen sind zudem
gleichmäßig in normiertem σ (bei festem E), also ist tatsächlich φ(0)(x0) · . . . ·φ(n)(xn) ∈ Σ
∗
wohldefiniert.
Durch erneute Anwendung des Phragmén-Lindelöf-Arguments aus Anhang 5.A.1 kön-
nen wir auch für den Grenzprozeß noch Abschätzungen an den reellen Punkten etablieren:
Aus (5.2.21) folgt




4Man beachte, daß die Definition der Funktion f von σ und x0 als ”Parameter“ abhängig ist.
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respektive für die Linearformen
‖φ(0)(x0) · . . . · φ(n)(xn)− A(0)r (x0) · . . . · A(n)r (xn)‖E ≤ c7(E) · r · d̂(x)−2nl





d̂(x) := min{1, dist (x, ∂Mn+1R )} (5.2.27)
gesetzt, und man bemerkt, daß mit der verwendeten Relation zwischen z und x stets gilt:
d(z) = d̂(x).
Aufgrund der Schranken an das Produkt der lokalen Operatoren aus (5.2.16) erhält
man außerdem zusammen mit (5.2.25), daß
‖φ(0)(x0) · . . . · φ(n)(xn)‖E ≤ c8(E) · d̂(x)−2nl für x ∈Mn+1R . (5.2.28)
Wir fassen die in diesem Abschnitt gewonnenen Aussagen über die Existenz raumartiger
Operatorprodukte nun in einem Satz zusammen.
Satz 5.1 (Existenz raumartiger Operatorprodukte). Sei γ > 0 fest, und seien
φ(0), . . . , φ(n) ∈ Φγ lokale Punktfelder. Dann existiert zu jedem x ∈Mn+1R eine Linearform
φ(0)(x0) · . . . · φ(n)(xn) ∈ Σ
∗
,
definiert wie in Gleichung (5.2.3). Es gibt eine zu γ wählbare Konstante l > 0 und eine
Funktion c(E) > 0, so daß für alle x ∈Mn+1R gilt






φ(0), . . . , φ(n)
)
7→ φ(0)(x0) · . . . · φ(n)(xn)
ist (bei festem x) multilinear.
Die Multilinearität ist hierbei klar per Definition der Operatorprodukte als Grenzwerte.
Sie führt dazu, daß wir die Definition der raumartigen Operatorprodukte auch auf Elemente






j ⊗ . . .⊗ φ
(n)
j ∈ Φ⊗n+1γ (5.2.29)






j (x0) · . . . · φ
(n)
j (xn) ∈ Σ
∗
(x ∈Mn+1R ) (5.2.30)
zu. Die Abschätzungen in Satz 5.1 gelten entsprechend.
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Wir bemerken noch, daß wir Π(x) = Π′(x) erhalten, falls Π′ aus Π durch Permuta-
tion der Tensorfaktoren hervorgeht – dies ergibt sich aus den Lokalitätseigenschaften der
Operatorfolgen A
(j)
r . Das raumartige Produkt ist in diesem Sinne also kommutativ.
Die eigentliche Bedeutung der raumartigen Produkte liegt in ihrer Approximierbarkeit
durch das Produkt lokaler Operatoren. Die gewonnenen Abschätzungen für die Konver-
genzgeschwindigkeit werden wir auch in der späteren Argumentation noch verwenden; wir
halten sie deshalb in einem eigenen Satz fest. Die funktionentheoretischen Details der Kon-
struktion spielen in der Anwendung allerdings keine Rolle mehr.
Satz 5.2 (Approximation raumartiger Operatorprodukte). Sei γ > 0 fest, und sei-
en φ(0), . . . , φ(n) ∈ Φγ lokale Punktfelder. Ist l > 0 zu γ ausreichend groß, und sind
A
(j)
r ∈ A(r) Operatoren mit
‖Rl(A(j)r − φ(j))Rl‖ ≤ r · const. (j = 0 . . . n),
dann gibt es eine Funktion c′(E), so daß für x ∈ Mn+1R und r < 14 d̂(x) die folgende
Abschätzung gilt:
‖φ(0)(x0) · . . . · φ(n)(xn)− A(0)r (x0) · . . . · A(n)r (xn)‖E ≤ c′(E) · r · d̂(x)−2nl
Hierbei haben wir verwendet, daß die Konstruktion unabhängig von den zur Appro-
ximation verwendeten Operatorfolgen ist, solange sie die im Satz genannte Bedingung
erfüllen.
5.3 Produktentwicklung für raumartige Abstände
Wir wollen nun die behauptete Operator-Produktentwicklung etablieren, und zwar für
raumartig getrennte Argumente der Felder. Dazu werden wir das Produkt φ(0)(x0) · . . . ·
φ(n)(xn) – wie im letzten Abschnitt definiert – in eine Reihe lokaler Punktfelder entwickeln,
d.h. symbolisch
φ(0)(x0) · . . . · φ(n)(xn) ≈
J∑
j=1
cj(x)φj , x ∈Mn+1R , (5.3.1)
wobei sich herausstellt, daß die Koeffizienten cj(x) reguläre Funktionen (sogar holomorph
fortsetzbare Funktionen) von x sind.
Formaler suchen wir zu gegebenem β > 0 eine Abbildung
ϕ(β) :Mn+1R → Φγ (γ geeignet), (5.3.2)
so daß
‖φ(0)(x0) · . . . · φ(n)(xn)− ϕ(β)(x0, . . . , xn)‖E ‖x‖−β → 0, (5.3.3)
wenn x→ 0 von raumartigen Abständen her (wir werden dies unten präzisieren).
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Skizze Zunächst sei hier die Vorgehensweise kurz skizziert, die zu solch einer Operator-
produktentwicklung führt. Nach den Ergebnissen des vorangegangenen Abschnitts lassen
sich die raumartigen Produkte durch Folgen lokaler Operatoren approximieren:
φ(0)(x0) · . . . · φ(n)(xn) ≈ Ξ
(
A(0)r (x0) · . . . · A(n)r (xn)
)
(r → 0). (5.3.4)
Der lokale Operator auf der rechten Seite läßt sich aufgrund der Phasenraumeigenschaften
der Theorie nach lokalen Punktfeldern zerlegen: Ist γ > 0 und pγ eine reguläre Projektion
auf Φγ, dann gilt für kleine r und ‖xj‖:
Ξ
(
A(0)r (x0) · . . . · A(n)r (xn)
)
≈ pγ ◦ Ξ
(
A(0)r (x0) · . . . · A(n)r (xn)
)
. (5.3.5)
Die Projektion pγ ist ”
energiebeschränkt“ (sie läßt sich als eine Summe mit energie-








φ(0)(x0) · . . . · φ(n)(xn)
)
. (5.3.6)
Damit erhalten wir insgesamt:
φ(0)(x0) · . . . · φ(n)(xn) ≈ pγ
(
φ(0)(x0) · . . . · φ(n)(xn)
)
. (5.3.7)
Das ist die gewünschte Produktentwicklung, wenn wir
ϕ(β)(x0, . . . , xn) := pγ
(
φ(0)(x0) · . . . · φ(n)(xn)
)
(5.3.8)
setzen. Die approximierende Abbildung ϕ(β)(x) ist also sehr direkt bekannt, deshalb sind
viele ihrer Eigenschaften auch leicht zugänglich.
Präzisierung Es geht nun darum, die eben skizzierte Approximation genau zu quantifi-
zieren und die Details des Limesprozesses zu klären.
Es seien dazu n + 1 Punktfelder φ(0), . . . , φ(n) ∈ Φγ gegeben (γ fest). Wir verschaffen
uns nach Satz 3.17 zunächst approximierende Folgen von Punktfelder A
(j)
r ∈ A(r) mit
‖A(j)r ‖ ≤ r−κ · const., ‖Rl(φ(j) − A(j)r )Rl‖ ≤ r · const., (5.3.9)
die wir im folgenden festhalten. (l > 0, κ > 0 sind Konstanten, die durch Wahl einer
Basis gleichmäßig für φ(j) ∈ Φγ bei festem γ gewählt werden können.) Zur Vereinfachung
schreiben wir
φ(0...n)(x) := φ(0)(x0) · . . . · φ(n)(xn) ,
A(0...n)r (x) := A
(0)
r (x0) · . . . · A(n)r (xn) (x ∈Mn+1R ). (5.3.10)
Wir zeigen zunächst, daß φ(0...n)(x) ≈ Ξ(A(0...n)r (x)). Dies ergibt sich mit Satz 5.2: Wir
erhalten daraus, daß für festes E > 0 gilt
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Die auftretende Konstante wird i.allg. von E abhängen, was wir aber nicht weiter notieren.
Der nächste Schritt lautet Ξ(A
(0...n)
r (x)) ≈ pγ′ ◦Ξ(A(0...n)r (x)): Es sei γ′ > 0 (wir werden
diese Wahl noch genauer festlegen). Ist dann pγ′ : Σ
∗ → Φγ′ eine reguläre Projektion, so









‖E ≤ (r + 2‖x‖)γ
′−ε ‖A(0...n)r (x)‖ · const., (5.3.12)
wobei man bemerkt, daß A
(0...n)









‖E ≤ (r + 2‖x‖)γ
′−1 r−(n+1)κ · const.′ (5.3.13)
Nun bleibt noch die dritte Approximation zu behandeln: Wir schreiben pγ′ durch Wahl




σj( · )φj mit φj ∈ Φγ′ und σj ∈ Σ(E ′), E ′ > 0 geeignet. (5.3.14)









Die drei Abschätzungen (5.3.11), (5.3.13) und (5.3.15) haben wir jetzt im angesproche-






x(k) strebt raumartig gegen 0“), (5.3.16)
wenn
x(k) → 0 und d̂(x(k)) ≥ ‖x(k)‖ · const., (5.3.17)
d.h. wenn die Folge sich nicht zu schnell dem Rand von Mn+1R nähert.5 Der betrachtete
Grenzübergang soll diese Form haben.
Es sei nun β > 0 gegeben. Im betrachteten Limesfall gilt dann nach (5.3.11):
‖x‖−β ‖φ(0...n)(x)− A(0...n)r (x)‖E ≤ r · ‖x‖−2nl−β · const. (5.3.18)
Dies verschwindet im Limes x −→
R
0, wenn wir r(x) := ‖x‖2nl+β+1 setzen. Die Bedingung
r < 1
4














)γ′−1‖x‖−(2nl+β+1)·(n+1)κ−β · const., (5.3.19)
was sicher verschwindet, wenn γ′ genügend groß gewählt war. Der Ausdruck (5.3.15) ver-








Wir formulieren dies als Satz:
5 Insbesondere erfüllt eine Folge x(k) = λkx mit festem x ∈Mn+1R und λk → 0 die genannte Bedingung.
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Satz 5.3. Es seien γ > 0, φ(0), . . . , φ(n) ∈ Φγ und β > 0 gegeben. Für zu γ, n und β







0 ∀E > 0.
Das ist die gewünschte Operatorproduktentwicklung. Sie läßt sich in der gewohnten
Form φ(0...n)(x) ≈
∑
cj(x)φj schreiben, indem man eine Basisdarstellung der Projektion
pγ′ wählt. Die ”
Koeffizientenfunktionen“ cj(x) erhält man allgemein durch Anwenden eines
Funktionals v∗ ∈ Φ∗γ′ auf den Approximationsterm:
cv∗ := v
∗ ◦ pγ′(φ(0...n)(x)). (5.3.21)
Die pγ′ und damit die Koeffizientenfunktionen sind in unserem Rahmen nicht eindeutig
bestimmt; man könnte sowohl γ′ wie die Projektion pγ′ noch variieren. Die Approxima-
tionseigenschaft in (5.3.20) legt den Term pγ′(φ
(0...n)(x)) nur bis auf Anteile fest, die im
Limes schneller als ‖x‖β verschwinden. Erhöht man die
”
Approximationsgenauigkeit“ β,
so muß auch der Approximationsterm angepaßt werden; ihn für alle β fest zu wählen,
scheint in unserem Rahmen im allgemeinen nicht möglich. Verzichtet man allerdings wie
in [WZ72] darauf, die lineare Unabhängigkeit der Felder φj in einer Reihenentwicklung
φ(0...n)(x) ≈
∑
cj(x)φj zu fordern, so kann man eine solche Reihe, die ”
für alle β“ appro-
ximiert, trivialerweise durch Basisentwicklung von
pγ1(φ
(0...n)(x)) + (pγ2 − pγ1)(φ
(0...n)(x)) + (pγ3 − pγ2)(φ
(0...n)(x)) + . . . (5.3.22)
erhalten, wobei γj →∞.
Die auftretende Mehrdeutigkeit der Approximationsterme ist, wie erwähnt, auf im Li-
mes schnell verschwindende Anteile beschränkt. Insbesondere ist die Singularitätenstruk-
tur der Operatorproduktentwicklung unabhängig von den verbleibenden Ambiguitäten und
kann daher als intrinsische Eigenschaft der Theorie verstanden werden.
Über die Koeffizientenfunktionen cv∗(x) haben wir aus Abschnitt 5.2 detaillierte Aus-
sagen zur Verfügung. Zunächst sind die cv∗(x) holomorph fortsetzbar auf eine komplexe
Umgebung vonMn+1R . Ferner wachsen sie für x −→
R
0 höchstens wie eine inverse Potenz von
‖x‖ an, wie man aus Satz 5.1 entnimmt. Tatsächlich folgt aus der Approximationseigen-
schaft sogar, daß in einer Summendarstellung φ(0...n)(x) ≈
∑
cj(x)φj nur eine feste (von
β unabhängige) Zahl von Funktionen tatsächlich divergieren können, während die übrigen
für x −→
R
0 gegen 0 konvergieren. Auf diesen Aspekt werden wir in Kapitel 6 näher eingehen,
um ein Normalprodukt der Felder am gleichen Raum-Zeit-Punkt zu definieren.
Wir bemerken noch, daß auch die Operatorproduktentwicklung (wie die Produkte
selbst) in natürlicher Weise auf Linearkombinationen Π ∈ Φ⊗n+1γ ausgedehnt werden kann;
Satz 5.3 überträgt sich wörtlich.
Ein Beispiel für die Berechnung der raumartigen Produkte und der Produktentwicklung
in der freien Feldtheorie behandeln wir in Abschnitt 7.5.
5.4 Symmetrieeigenschaften der
Approximationsterme
In den Anwendungen der Operatorproduktentwicklung spielen ihre Symmetrieeigenschaf-
ten eine wesentliche Rolle. So wird die Produktentwicklung in der störungstheoretischen
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Behandlung der starken Wechselwirkung verwendet, um deren Hochenergielimes zu analy-
sieren, in dem (approximativ) eine Dilatationsinvarianz auftritt [Wil69].
Es stellt sich also die Frage, inwieweit sich Symmetrien der zugrundeliegenden Theorie
in der Produktentwicklung wiederspiegeln, das heißt in unserem Kontext, wie sich bei
gegebenem Π ∈ Φ⊗n+1γ die Ausdrücke Π(x) und pγ′Π(x) unter lokalen Transformationen α
verhalten.
Dabei haben wir auf dem Tensorprodukt Φ⊗n+1γ eine natürliche Darstellung von α durch
α
(
φ(0) ⊗ . . .⊗ φ(n)
)
= αφ(0) ⊗ . . .⊗ αφ(n) (5.4.1)
gegeben; auch auf den Linearformen Π(x) ∈ Σ∗ wirkt α in bekannter Weise. Um aber
zeigen zu können, daß die raumartigen Produkte Π(x) durch α wieder in solche überführt
werden, muß man die Kompatibilität der beiden Darstellungen untersuchen, d.h. man muß










etablieren. Hierzu werden außer den bisher betrachteten Axiomen für lokale Transforma-
tionen noch weitere Zusatzannahmen benötigt: Einerseits sollte α die Produktstruktur in
B(H) respektieren, andererseits muß man eine gewisse Verträglichkeit mit der Darstellung
der Translationen sicherstellen. Konkret fordern wir folgendes:
Definition 5.4. Eine lokale Transformation α heiße verträglich mit raumartigen Produk-
ten, wenn sie
α(AB) = α(A)α(B) ∀A,B ∈ B(H)
erfüllt, und wenn es eine Operation x 7→ α.x von α auf M gibt, so daß






0 ⇔ x −→
R
0 (x ∈Mn+1R ).
(Hierbei wirkt α auf jede der n+ 1
”
Minkowski-Komponenten“ von x ∈Mn+1R .)
Beispiele für solche Transformationen sind:
• Die unitär implementierten Darsteller der Lorentzgruppe (mit α(Λ).x = Λx);
• eine unitäre Darstellung der Dilatationen (mit α(λ).x = λx);
• innere Symmetrien der Theorie, wenn sie durch Automorphismen von B(H) wirken
und mit den Translationen kommutieren (α.x = x).
Wir zeigen nun für solche Transformationen die Verträglichkeitseigenschaft (5.4.2) in
leichter Abwandlung.
Lemma 5.5. Es sei α eine lokale Transformation, die verträglich mit raumartigen Pro-
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Beweis. Es reicht aus Linearitätsgründen aus, Π = φ(0) ⊗ . . . ⊗ φ(n) zu betrachten. Wir
wählen approximierende Folgen A
(j)























= αA(0)r (α.x0) · . . . · αA(n)r (α.xn) . (5.4.4)





Rl‖ ≤ r · const. (5.4.5)
















Daraus ergibt sich dann die Behauptung des Lemmas. Zum Beweis von (5.4.5) geht man





Rl‖ ≤ r · c (5.4.7)
mit einer Konstanten c > 0; also gilt
‖A(j)r − φ(j)‖E ≤ (1 + E)2l · r · c′ ∀E > 0 (c′ > 0 konstant). (5.4.8)
Ist σ ∈ Σ(E), dann hat man
σ ◦ α ∈ Σ(λE) und ‖σ‖ = ‖σ ◦ α‖, (5.4.9)
da α eine lokale Transformation ist; das impliziert
‖α · ‖E ≤ ‖ · ‖λE . (5.4.10)





P (E)‖ ≤ ‖A(j)r − φ(j)‖λE ≤ λ2lrc′(1 + E)2l. (5.4.11)





R2l+1‖ ≤ r · c′′, (5.4.12)
wie gewünscht.
Wir wenden diese Ergebnisse jetzt auf die raumartige Produktentwicklung an. Wieder
sei γ > 0 fest und α eine Transformation nach Definition 5.4. Dann ist mit pγ′ auch α
−1pγ′α
eine reguläre Projektion auf Φγ′ (vgl. Satz 4.6). Für Π ∈ Φ⊗n+1γ hat man damit
‖x‖−β ‖Π(x)− pγ′Π(x)‖E −→
R
0 ∀E > 0 (5.4.13)
wie auch ‖x‖−β ‖Π(x)− α−1pγ′αΠ(x)‖E −→
R
0 ∀E > 0. (5.4.14)
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Per Dreiecksungleichung und nach linksseitiger Anwendung von α ergibt sich daraus
‖x‖−β ‖αpγ′Π(x)− pγ′αΠ(x)‖E −→
R
0 ∀E > 0, (5.4.15)






Die Approximationsterme der Operatorproduktentwicklung spiegeln also (bis auf schnell
verschwindende Anteile, die sich in unserem Zugang nicht ausschließen lassen) die Sym-
metrien der Theorie wieder. Man beachte dabei, daß α sowohl auf der linken Seite der
Gleichung wie auch in den einzelnen Tensorfaktoren von Π durch eine endlichdimensio-
nale Matrixdarstellung wirkt. Schreibt man pγ′ bezüglich einer Basis aus, dann kann die
Wirkung von α als Transformation der Koeffizientenfunktionen aufgefaßt werden.
Diese Kovarianzeigenschaften sind in den Anwendungen der Operatorproduktentwick-
lung (vgl. [Wei96, ch. 20]) ein zentraler Aspekt, vor allem im Hinblick auf spontan gebro-
chene Symmetrien: Solche Transformationen lassen den Vakuumzustand nicht invariant;
da die Phasenraumapproximation und die Produktentwicklung aber auf keinen speziellen
Zustand Bezug nehmen, sind die Symmetrien in den Termen der Entwicklung trotzdem
sichtbar, sofern sie unsere Voraussetzungen erfüllen.
Besonders interessant ist dies im Zusammenhang mit spontan gebrochenen inneren
(Eich-)Symmetrien. Zu deren Behandlung betrachtet man statt der Observablenalgebren
A(O) die Feldalgebren F(O); unser Formalismus läßt sich auch auf diese anwenden, nach
eventueller Modifikation beim Auftreten von Fermi-Feldern (vgl. Abschnitt 8.1). Man
erwartet dann, daß auch die gebrochenen Symmetrien als Automorphismen auf die be-
schränkten Operatoren wirken, zumindest auf den lokalen Feldalgebren F(r) [BDLR92],
was für unsere Zwecke ausreichen würde.
5.5 Produktentwicklung im Sinne von Distributionen
Wir wollen nun die oben entwickelte Methode modifizieren, um eine Operatorproduktent-
wicklung für beliebige (nicht notwendig raumartige) Abstände der Argumente zu etablieren.
Hier ist das Produkt der Felder allerdings nur noch im Sinne von Distributionen definiert,
und auch die
”
Koeffizienten“ der Operatorproduktentwicklung werden im allgemeinen Dis-
tributionen sein.
Es seien wieder γ > 0 fest und φ(0), . . . , φ(n) ∈ Φγ. Das Produkt dieser Felder nach
”
Verschmierung“ mit Testfunktionen liefert a priori eine wohldefinierte Linearform auf Σ
∗
:
φ(0...n)(g) := φ(0)(g0) · . . . · φ(n)(gn), g0, . . . , gn ∈ S(M). (5.5.1)
Diese Linearform soll im Limes immer besser lokalisierter Testfunktionen gj analysiert
werden. Präziser verlangen wir, daß die gj kompakten Träger besitzen; setzen wir
d(g) := max
j
sup{ ‖x‖ |x ∈ supp gj}, (5.5.2)
dann soll nicht nur d(g) im Limes verschwinden, sondern es gelte dabei auch
‖∂µgj‖1 ≤ d(g)−|µ| · cµ ∀µ ∈Ms+1, j = 0 . . . n. (5.5.3)
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(Hier ist ‖ · ‖1 die L1-Norm, µ ein Multiindex; cµ sind Konstanten.) Wir sprechen in diesem
Fall auch vom Limes scharf lokalisierter Testfunktionen.6 Beispielsweise sind die genannten








, λ > 0 (5.5.4)
mit einer festen Testfunktion gj,0 mit kompaktem Träger im Limes λ→ 0 betrachten.
Um das Produkt φ(0...n)(g) mit Hilfe des Phasenraumkriteriums analysieren zu können,
approximieren wir es wieder durch lokale Operatoren: Wir wählen nach Satz 3.17 approxi-
mierende Folgen A
(j)
r ∈ A(r), ein l > 0 und ein κ > 0, so daß
‖A(j)r ‖ ≤ r−κ · const., ‖Rl(φ(j) − A(j)r )Rl‖ ≤ r · const. (5.5.5)
Außerdem sei ‖Rlφ(j)Rl‖ <∞ für alle j. Die Konstanten l und κ hängen nur von γ ab. Es
ist dann intuitiv klar, daß
A(0)r (g0) · . . . · A(n)r (gn) =: A(0...n)r (g) −−→
r→0
φ(0...n)(g). (5.5.6)
Wir wollen dies genauer quantifizieren. Dazu schreiben wir das Produkt der Wightman-
Felder in anderer Form: Bei festem E erhalten wir durch mehrfaches Ausnutzen der Kom-
mutatorrelation aus Lemma 3.28 eine Darstellung














P (E) . (5.5.7)
Hierbei läuft die (endliche) Summe über gewisse Parameter lj,mj, k, k
′; die cklm sind Pha-
senfaktoren. Wir interessieren uns nicht für die Details dieser Entwicklung; wichtig ist nur,
daß man lj ≥ 2l für alle j erreichen kann, und daß dabei mj ≤ 2nl gilt.
Für A
(0...n)
r (g) statt φ(0...n)(g) erhält man wörtlich dieselbe Entwicklung, mit gleichen
Parametern. Wir betrachten daher die Differenz zweier Summanden dieser Entwicklungen:




l1 · . . . ·Rln A(n)r (∂mnt gn)Rln+1
∥∥
≤





∥∥Rl(φ(1) − A(1)r )(∂m1t g1)Rl∥∥ · . . . · ‖Rlφ(n)(∂mnt gn)Rl‖




l‖ · ‖RlA(1)r (∂
m1
t g1)R
l‖ · . . . ·
∥∥Rl(φ(n) − A(n)r )(∂mnt gn)Rl∥∥ . (5.5.8)
6 Die Bedingungen für den Limes könnten, wie unten deutlich wird, auch noch weiter abgeschwächt
werden.
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Hier können wir folgendermaßen abschätzen: Man hat
‖Rlφ(j)(∂mjt gj)Rl‖ ≤ ‖∂
mj




l‖ ≤ ‖∂mjt gj‖1 · const. für kleine r, (5.5.10)








l‖ ≤ ‖∂mjt gj‖1 · r · const. (5.5.11)
Berücksichtigen wir, daß im Limes die Bedingung (5.5.3) für die Testfunktionen und ihre
Ableitungen gelten soll, dann erhalten wir für (5.5.8) die Abschätzung
‖ . . . ‖ ≤ r · d(g)−2n(n+1)l · const., (5.5.12)
und nach Aufsummation in (5.5.7) ergibt sich daraus
‖φ(0...n)(g)− A(0...n)r (g)‖E ≤ r · d(g)−2n(n+1)l · const.(E) ∀E > 0 . (5.5.13)
Damit können wir die Approximation der φ(0...n)(g) durch lokale Operatoren kontrollieren.
Diese Operatoren werden jetzt in die Phasenraumentwicklung eingesetzt: Da A
(0...n)
r (g) in
der Algebra A(2d(g) + r) liegt, erhält man nach Wahl eines γ′ > 0:







′−1 r−(n+1)κ · const.(E) . (5.5.14)
Hierbei ist pγ′ eine beliebig gewählte reguläre Projektion auf Φγ′ . Setzen wir (5.5.13) und
(5.5.14) zusammen, dann ergibt sich also:
‖φ(0...n)(g)− pγ′φ(0...n)(g)‖E ≤ ‖φ(0...n)(g)− A(0...n)r (g)‖E
+ ‖A(0...n)r (g)− pγ′A(0...n)r (g)‖E + ‖pγ′‖ · ‖A(0...n)r (g)− φ(0...n)(g)‖E′
(Die Konstante E′ wird durch pγ′ festgelegt.)
≤ (r · d(g)−2n(n+1)l + (2d(g) + r)γ′−1 r−(n+1)κ) · const. (5.5.15)
Wählt man zu gegebenem n und γ (was wiederum l und κ festlegt) sowie zu β > 0 nun
r = d(g)q mit q > 2n(n+ 1)l + β (5.5.16)
und γ′ genügend groß, dann verschwindet der Ausdruck (5.5.15) schneller als d(g)β. Wir
haben also folgendes Ergebnis erhalten:
Satz 5.6. Es seien γ > 0, φ(0), . . . , φ(n) ∈ Φγ und β > 0 gegeben. Für zu γ, n und β
genügend großes γ′ > 0 und jede reguläre Projektion pγ′ auf Φγ′ gilt dann
d(g)−β ‖φ(0)(g0) · . . . · φ(n)(gn)− pγ′
(
φ(0)(g0) · . . . · φ(n)(gn)
)∥∥
E
→ 0 ∀E > 0
im Limes scharf lokalisierter Testfunktionen gj.
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Damit haben wir eine analoge Form der Produktentwicklung aus Satz 5.3 auch für
beliebige Abstände etabliert, allerdings im Sinne von Distributionen. Die aus der Literatur
bekannte Form der Produktentwicklung ergibt sich wiederum, indem man pγ′ bezüglich








cj(g0, . . . , gn)φj . (5.5.17)
Die Koeffizienten cj sind in diesem Fall temperierte Distributionen
7 in g0, . . . , gn. Sie stim-
men allerdings für raumartige Abstände mit den in Abschnitt 5.3 berechneten analytischen




allgemeine“ Operatorproduktentwicklung läßt sich auf das Tensorprodukt
Φ⊗n+1γ erweitern, und sie weist analoge Symmetrieeigenschaften wie die raumartige Pro-
duktentwicklung auf. Die Argumentation kann aus Abschnitt 5.3 übernommen werden,
wobei die Forderung nach
”
Verträglichkeit der Transformationen mit raumartigen Produk-




Aus dem Maximum-Prinzip der Funktionentheorie lassen sich Aussagen der folgenden Form
gewinnen: Ist von einer Familie holomorpher Funktionen bekannt, daß sie gewissen Schran-
ken genügt, die jedoch a priori an einigen Stellen des Holomorphiegebiets divergieren, dann
ist die Familie tatsächlich gleichmäßig beschränkt. Ein Argument dieser Art benötigen wir
in unserer Analyse von Operatorprodukten:
Lemma 5.7. Zu k > 0 existiert eine Konstante c > 0 mit der folgenden Eigenschaft: Ist
f holomorph in einer Umgebung eines Quadrats
Q = {z ∈ C | Re z ∈ [x0 − δ, x0 + δ]; Im z ∈ [−δ, δ]} (x0 ∈ R, δ > 0 fest ),
und gilt die Abschätzung
|f(z)| ≤ c′ |Im z|−k für alle z ∈ Q mit einer Konstanten c′ > 0,
so folgt
|f(z)| ≤ c · c′ · δ−k für |x0 − Re z| ≤
δ
2
, |Im z| ≤ δ
2
.
Beweis. Ohne Einschränkung der Allgemeinheit können wir x0 = 0 annehmen. Es sei
a(z) := zk+1 (5.A.1)
7 Die Temperiertheit folgt dabei wie in Satz 3.13 aus den polyomialen Energieschranken der Felder.
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(wir wählen dabei einen Zweig mit Schnitt bei z ∈ −R+). Dann gilt
|a(z)| = |z|k+1 −−→
z→0
0, (5.A.2)
also ist die Funktion nach z = 0 stetig fortsetzbar (bei Annäherung aus ihrem Definitions-
bereich heraus). Wir setzen weiter
b(z) := a(δ − z) a(δ + z); (5.A.3)
diese Funktion ist holomorph im Inneren von Q und stetig auf ganz Q. Dasselbe gilt für
g(z) := f(z)b(z). (5.A.4)
Bekanntermaßen nimmt |g(z)| sein Maximum in Q auf dem Rand ∂Q an. Dort läßt sich
der Betrag von g so abschätzen: Auf den Strecken 2 und 4 (vgl. Abbildung) gilt
|g(z)| = |f(z)| · |z − δ|k+1 · |z + δ|k+1 ≤ c′ δ−k · (3δ)2k+2 = c′ · 32k+2 δk+2. (5.A.5)
Auf Strecke 1, die wir als z = −δ + it, t ∈ [−δ, δ] parametrisieren, hat man
|g(z)| = |f(−δ + it)| · | − 2δ + it|k+1 · |it|k+1
≤ c′ · |t|−k · |t|k+1(3δ)k+1 = c′|t|(3δ)k+1 ≤ c′ · 3k+1 δk+2, (5.A.6)
wobei diese Abschätzung aufgrund der Stetigkeit von g auch bei t = 0 richtig ist. Analoges
erhält man auf Strecke 3. Insgesamt haben wir aus (5.A.5) und (5.A.6) also
|g(z)| ≤ c′ · 32k+2 δk+2 ∀ z ∈ ∂Q, (5.A.7)










≤ c · c′ · δ−k; (5.A.8)
hierbei ist c := 62k+2 ein rein numerischer Faktor.
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5.A.2 Das Edge-of-the-Wedge-Theorem
In unserer Analyse begegnen wir einem Fortsetzungsproblem für holomorphe Funktionen,
das in der Wightman’schen Quantenfeldtheorie häufig anzutreffen ist. Wir formulieren
zunächst die Fassung für Funktionen einer komplexen Variablen.
Satz 5.8. Es sei E ⊂ R eine offene Menge und f eine Funktion auf (C\R)∪E, holomorph
auf C\R und stetig an den reellen Punkten. Dann ist f tatsächlich auf dem gesamten
Definitionsbereich holomorph.
Der Beweis ist nicht schwer zu führen, etwa mit Hilfe des Satzes von Morera [FL94,
Kap. III, Satz 4.1].
Uns interessiert aber vor allem die Verallgemeinerung der Aussage auf Funktionen meh-
rerer komplexer Veränderlicher, die als Edge-of-the-Wedge-Theorem bezeichnet wird. In
Satz 5.8 sind die beiden
”
Hälften“ des Holomorphiegebiets durch die Bedingung ±Im z > 0
abgegrenzt; dies wird in der mehrdimensionalen Fassung ersetzt durch ±Im z ∈ C mit ei-
nem konvexen Kegel C. Der Rand des Holomorphiegebiets ist dann nicht mehr ein Teil
der reellen Achse, sondern eine offene Menge im Rn. Gegenüber dem eindimensionalen Fall
ist besonders auffällig, daß das Fortsetzungsgebiet der
”
zusammengesetzten“ Funktion im
mehrdimensionalen Fall über die ursprünglichen Holomorphiegebiete und ihren gemeinsa-
men Rand hinausgeht. Man erhält sogar einen sehr expliziten Ausdruck für die fortgesetzte
Funktion.
Der untenstehende Beweis orientiert sich am Buch von Streater und Wightman [SW64,
ch. 2-5]; er wird hier reproduziert, weil wir einige Zusatzaussagen über Schranken der
fortgesetzten Funktionen benötigen, die üblicherweise nicht als Teil des Theorems genannt
werden, sich aber aus den Details des Beweises ergeben.
Satz 5.9 (Edge-of-the-Wedge-Theorem). Es sei E ⊂ Rn eine offene Menge, C ⊂ Rn
ein offener konvexer Kegel. Es seien f+,f− zwei holomorphe Funktionen auf E + iC respek-
tive E − iC; die Grenzwerte
f0(x) := lim
C3y→0
f+(x+ iy) = lim
C3y→0
f−(x− iy) (x ∈ E)
mögen existieren und übereinstimmen; die Grenzfunktion f0(x) sei stetig auf E und bei
Annäherung aus E ± iC. Dann existiert eine komplexe Umgebung O von E und eine holo-
morphe Funktion f auf O, die auf (E ± iC) mit f± und auf E mit f0 übereinstimmt.
Das Gebiet O hängt hierbei nur von E und C ab, nicht aber von den f±. Außerdem
verhält es sich kovariant unter reellen Translationen und Dilatationen, d.h. für x0 ∈ Rn, λ ∈
R
+ erhält man zu (λE + x0, C) statt (E , C) das Holomorphiegebiet λO + x0 statt O.
Beweis. Zunächst bringen wir die geometrischen Objekte C, E auf eine
”
Standardform“: Im
konvexen Kegel C wählen wir n linear unabhängige Vektoren vj; die Linearkombinationen
n∑
j=1
αjvj mit αj > 0 (5.A.9)
bilden dann einen offenen Teilkegel C ′ von C, mit dem wir im folgenden arbeiten. Wir
wählen eine lineare Abbildung Rn → Rn, die die vj auf die Standardbasisvektoren ej des
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R
n abbildet und damit den Kegel C ′ auf das Produkt der oberen Halbebenen. Die genannte
Transformation erweitern wir auf Cn → Cn; sie transformiert dann auch E innerhalb der
reellen Ebene.
Der Satz macht Aussagen über lokale Eigenschaften der betrachteten Funktionen (in E)
– es reicht, diese in einer Umgebung jedes Punktes von E zu etablieren. Durch Anwen-
dung reeller Translationen und reeller Dilatationen des Cn können wir einen gegebenen
Punkt x0 ∈ E auf den Koordinatenursprung und eine gegebene Umgebung von x0 auf eine
Umgebung des Würfels [−1, 1]n ⊂ Rn transformieren. Diese Transformationen lassen iC ′
invariant.
Kurz gesagt, wir können nach Anwendung der beschriebenen Transformationen anneh-
men, daß
E ⊃ [−1, 1]n,
C = {(x1, . . . , xn) ∈ Rn |xj > 0 ∀j} (5.A.10)
und müssen zeigen, daß sich eine Funktion f mit den gewünschten Eigenschaften auf einer
gewissen Nullumgebung finden läßt.
Es seien K+, K− die obere bzw. untere Hälfte des Einheitskreises in der C-Ebene (mit
positiver Orientierung). Wir definieren folgende Funktion von n+ 1 komplexen Variablen:




























Der Definitionsbereich umfaßt dabei |ζ| < 1 und |zj| < 12 ; die Integralausdrücke sind dann













was für u ∈ K+ positiv, für u ∈ K− negativ ist; für u = ±1 erhält man u+zj1+uzj = ±1, also
zulässige Randwerte des Definitionsbereichs von f±.
Die in (5.A.11) definierte Funktion g ist (wegen der Stetigkeit der f± auch an den
Randwerten) in ihren n+ 1 Variablen stetig; in der Variablen ζ ist sie holomorph. Nehmen
wir zusätzlich an, daß die partiellen Ableitungen ∂
∂zj
f± in einer Umgebung der Punkte
±(1, . . . , 1) beschränkt sind (zu dieser Annahme siehe unten), dann ist auch g partiell
nach zj differenzierbar (durch Vertauschung von Integration und Differentiation). Damit
ist g im Bereich |ζ| < 1, |zj| < 12 holomorph in allen Variablen. Wir werden im folgenden
zeigen, daß die dann für |zj| < 12 holomorphe Funktion
f(z1, . . . , zn) := g(0, z1, . . . , zn) (5.A.13)
die gewünschte Fortsetzung liefert, d.h. daß sie auf dem jeweiligen gemeinsamen Definiti-
onsbereich mit den f±(z) übereinstimmt.
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Um dies zu sehen, betrachten wir g auf einer reellen Nullumgebung zj ∈ R, |zj| < 12 .
Die Nenner der Integranden in (5.A.11), nämlich
f 1±(u) := f±
( u+ z1
1 + uz1





sind dann holomorphe Funktionen von u (jeweils für ±Imu > 0, |u| < 1+ε, ε > 0 geeignet)
mit gemeinsamer stetiger Fortsetzung nach Im u = 0. Wir können daher Satz 5.8 anwenden,
der besagt, daß f 1+(u) und f
1
−(u) Einschränkungen einer einzigen holomorphen Funktion
f 1(u) sind. Damit wird (5.A.11) zur Cauchy-Integralformel für f 1; man erhält:
g(ζ, z1, . . . , zn) = f
1(ζ) = f±
( ζ + z1
1 + ζz1




für zj ∈ R, |zj| <
1
2
, ±Im ζ > 0. (5.A.15)





, . . .
)
auf einer reellen offenen Menge übereinstimmen (wobei ± je nach Vorzeichen
von Im ζ zu wählen ist). Damit stimmen sie aber auf ihrem gesamten Definitionsbereich
überein. Gehen wir zum Grenzwert ζ → 0 über, dann bedeutet dies




Damit ist die gewünschte analytische Fortsetzung der Funktionen f± gefunden.
Wir müssen im allgemeinen Fall nun noch die erhaltene Fortsetzung und deren Holo-
morphiegebiet auf die ursprüngliche geometrische Situation
”
zurücktransformieren“, d.h.
die oben beschriebenen Translationen, Dilatationen und linearen Transformationen des Ke-
gels rückgängig machen. Das ist offenbar in der gewünschten Weise möglich, indem man
das Argument von g(0, · ) transformiert; die behauptete Kovarianz des Gebiets E unter
reellen Translationen und Dilatationen ist klar.
Zu behandeln bleibt noch der Fall, daß die partiellen Ableitungen ∂
∂zj
f± in einer Um-
gebung der Punkte ±(1, . . . , 1) nicht a priori beschränkt sind. In diesem Fall untersuchen
wir zunächst die Stammfunktionen
F±(z1, . . . , zn) :=
∫ z1
−1
dζ1 . . .
∫ zn
−1
dζn f±(ζ1, . . . , ζn). (5.A.17)
Sie erfüllen ebenfalls alle Voraussetzungen des Satzes, und ihre partiellen Ableitungen
sind in einer Umgebung der angegebenen Punkte beschränkt. Mit obiger Argumentation
erhalten wir eine gemeinsame holomorphe Fortsetzung der F±, und damit auch ihrer Ab-
leitungen f±, in eine komplexe Umgebung von E . Also müssen die partiellen Ableitungen
der f± tatsächlich lokal gleichmäßig beschränkt sein (auch an den reellen Punkten), und
wir können die oben durchgeführte Argumentation auch auf die f± anwenden.
Wie angekündigt, können wir nun noch bestimmte Schranken an die Funktionen f± auf
die Fortsetzung f (auf ihrem gesamten Definitionsbereich) übertragen. Für die fortgesetzte





, . . . ,
u+ zn
1 + uzn
)∣∣ für |zj| < 1
2
. (5.A.18)
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Aus (5.A.12) entnimmt man, daß im angegebenen Bereich∣∣∣Im( u+ zj
1 + uzj
) ∣∣∣ = (1− |zj|2) |Imu||1 + uzj|2 ≤ 4; (5.A.19)





∣∣ x ∈ E , y ∈ C, ‖y‖ ≤ 4n}. (5.A.20)
Diese Abschätzungen gelten für die in (5.A.10) beschriebene
”
geometrische Standardsi-
tuation“. Die Übertragung auf allgemeinere Gebiete ist vergleichsweise unübersichtlich;
wir beschränken uns auf folgenden Fall: Es sei C ein offener konvexer Kegel, den wir im
folgenden festhalten, und E eine Kugel (Radius r, Mittelpunkt x0). Zunächst sei r = 1,
x0 = 0; wir erhalten dann eine holomorph fortgesetzte Funktion mindestens auf einer kom-
plexen Kugel mit einem gewissen festen Radius r0 > 0 um den Ursprung. Genügen die f±
Abschätzungen der Form
|f±(x± iy)| ≤ g(‖y‖) (x ∈ E , y ∈ C) (5.A.21)
mit einer monoton wachsenden Funktion g, dann erhalten wir aus (5.A.20) die Ungleichung
|f(z)| ≤ g(r1) (5.A.22)
auf der besagten Kugel; r1 = 4n ist eine Konstante, die nicht von f oder g abhängt.
Nun können wir die reelle Kugel E skalieren und translatieren, wobei C fest bleibt; unser
Ergebnis ist dann folgendes:
Korollar 5.10. Es sei C ⊂ Rn ein offener konvexer Kegel. Es gibt Konstanten r0, r1 > 0
mit folgender Eigenschaft: Sind f± zwei Funktionen, die den Voraussetzungen von Satz 5.9
genügen, wobei C wie oben und E ⊂ Rn eine Kugel mit Radius r und Mittelpunkt x0 ist,
dann umfaßt das Gebiet O mindestens die komplexe Kugel |x0 − z| ≤ r · r0. Genügen die
f± zusätzlich Abschätzungen der Form
|f±(x+ iy)| ≤ g(‖y‖) (x ∈ E , y ∈ C)
mit einer monoton wachsenden Funktion g, dann gilt für die fortgesetzte Funktion f :




In wechselwirkenden Quantenfeldtheorien erwartet man, daß die Zeitentwicklung der Quan-
tenfelder durch nichtlineare Feldgleichungen bestimmt wird. Um diese zu formulieren,
benötigt man einen Produktbegriff für Felder am gleichen Raum-Zeit-Punkt. Eine naive
Definition dieses Produkts führt jedoch, wie wir gesehen hatten, zu Divergenzen. Um ein
endliches Ergebnis zu erhalten, muß man im Limes dicht benachbarter Punkte gewisse An-
teile des Produkts subtrahieren; auf diese Weise läßt sich die Existenz der Feldgleichungen
zumindest störungstheoretisch begründen [Val54, Fed61, Bra67, Bra70, Zim67].
Eine systematische Behandlung dieser
”
Subtraktionsterme“ ist mit der Operatorpro-
duktentwicklung möglich [Zim70, Low70]: Aus den eventuell divergenten Termen der Ent-
wicklung wählt man einen aus, der dann als (Zimmermann-)Normalprodukt der Felder be-
zeichnet wird. Dies kann man als Verallgemeinerung der Situation in der freien Feldtheorie
verstehen, wo das Wickprodukt als Limes eines raumartigen Produkts nach Subtraktion
gewisser Vakuumerwartungswerte erhalten werden kann (Wick’sches Theorem).
Wir verwenden hier die raumartige Operatorproduktentwicklung, um im Kurzabstands-
limes ein Normalprodukt von Feldern zu definieren. Dieses Normalprodukt existiert als
Vektorraum – es enthält alle Terme der Entwicklung, die im Limes
”
relevant“ bleiben.
Die Auswahl eines einzelnen Terms als das Normalprodukt eines Ausdrucks (als Analogon
zum Wickprodukt) ist im allgemeinen nicht eindeutig möglich – man wird dies auch nicht
erwarten –, kann aber durch gewisse Kriterien eingeschränkt werden.
Wir diskutieren dann das Verhalten dieses Normalprodukt-Vektorraums unter Sym-
metrietransformationen und bei Differentiation. Weiter geben wir ein Verfahren an, um in
einem gegeben quantenfeldtheoretischen Modell den
”
Inhalt“ an linearen und nichtlinearen
Feldgleichungen zu bestimmen.




Die Definition eines Produkts von Quantenfeldern am selben Raum-Zeit-Punkt bedarf
einiger technischer Anstrengungen. In Kapitel 5 hatten wir untersucht, inwieweit Produkte
von Feldern an verschiedenen Raum-Zeit-Punkten
φ(0...n)(x) = φ(0)(x0) · . . . · φ(n)(xn) (6.1.1)
definiert sind – für raumartig getrennte x0, . . . , xn existiert das Produkt z.B. als quadrati-
sche Form. Geht man jedoch zum Limes koinzidierender Punkte über, etwa xj → 0, dann
hat das Produkt (6.1.1) im allgemeinen keinen endlichen Grenzwert; schon in der freien
Feldtheorie treten hier divergente Terme auf.
Allerdings existiert in der freien Theorie mit der Wick-Ordnung ein Verfahren, um
trotzdem ein Normalprodukt (Wickprodukt) für koinzidierende Punkte eindeutig festlegen
zu können: Man subtrahiert vom raumartigen Produkt gewisse
”
Gegenterme“, die sich aus
Vakuumerwartungswerten der Felder ergeben, und erhält so einen endlichen Grenzwert.
Für ein reelles skalares freies Feld φ betrachtet man etwa








(Ω |φ(xj1) . . . φ(xj2l) |Ω) · φ(xk1) . . . φ(xkn+1−2l), (6.1.2)
was im Limes xj → 0 konvergent ist [WG65]. (Die Summe
∑
Cl
läuft über alle Partitio-
nen (j1 . . . j2l)(k1 . . . kn+1−2l) der Indizes (0 . . . n).) Im einfachsten Fall eines zweistelligen
Produkts erhält man so etwas expliziter
φ(x0)φ(x1)− (Ω |φ(x0)φ(x1) |Ω) −−−−−→
x0,x1→0
:φ2: (0) , (6.1.3)
wobei das Wickprodukt :φ2: ein reguläres Wightman-Feld ist.
Diese Konvergenzeigenschaften beruhen allerdings auf der speziellen Struktur der frei-
en Feldtheorie (etwa der Eigenschaften der Erzeugungs- und Vernichtungsoperatoren) und
lassen sich nicht direkt verallgemeinern. Trotzdem kann die Idee des Abziehens geeigne-
ter divergenter Gegenterme verwendet werden, um störungstheoretisch eine
”
renormierte“
Version von nichtlinearen Feldgleichungen (
”
finite local field equations“) zu betrachten,
etwa in der Quantenelektrodynamik [Bra67, Bra70] oder der φ4-Theorie [Zim67], oder um
in zweidimensionalen Modellen Ströme zu definieren [Joh61, Som63].
Eine systematische Möglichkeit zur Behandlung solcher Subtraktionsmethoden bietet
die Operatorproduktentwicklung: Schreibt man sie für das Produkt φ(0...n)(x) in einer Basis




cj(x)φj für x −→
R
0, (6.1.4)
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In Analogie1 zu (6.1.2) bzw. (6.1.3) kann man φJ dann als verallgemeinertes Wickprodukt
oder Normalprodukt von φ(0...n) bezeichnen, wie dies zuerst von Zimmermann [Zim70] in
der Störungstheorie vorgeschlagen wurde. Allerdings ist die Auswahl von φJ in (6.1.5) im
allgemeinen keineswegs eindeutig – man könnte auch ein anderes der Felder φj wählen,
solange der zugehörige Koeffizient cj(x) im Limes ”
relevant“ bleibt (nicht verschwindet).
Diese Zimmermann-Normalprodukte wurden störungstheoretisch [Low71] und in zweidi-
mensionalen exakt lösbaren Theorien [Low70, LS71] betrachtet; man kann hier in gegebenen
Modellen die Auswahl des Normalprodukts konkretisieren. Das Ergebnis ist auch insofern
eine Verallgemeinerung des Wick-Produkts, als es einige von dessen Eigenschaften (Kom-
mutativität, Lorentz-Kovarianz) ebenfalls aufweist. Normalprodukte der beschriebenen Art
spielen auch in der Renormierungsanalyse mit Flußgleichungen eine Rolle [KK92, KK93].
Ein anderer, axiomatischer Ansatz zur Definition von Normalprodukten auf der Grund-
lage der Operatorproduktentwicklung stammt von Baumann [Bau75] auf der Grundlage
der Ergebnisse von Schlieder und Seiler [SSe73]. Hier wird das Normalprodukt nicht durch
Subtraktion von Termen im raumartigen Limes definiert, sondern durch Multiplikation des
raumartigen Produkts mit einem geeigneten c-Zahl-Faktor, so daß der resultierende Aus-
druck auf einer Nullumgebung holomorph ist. Diese Methode läßt sich allerdings nur in
speziellen Theorien anwenden (etwa für ein masseloses, nicht aber für ein massives freies
Feld); sie scheint sich nicht auf allgemeinere Fälle zu übertragen.
6.2 Definition von Normalprodukten
Zur Definition eines Normalprodukts von Felder in unserem Rahmen gehen wir von der
raumartigen Operatorproduktentwicklung aus, die in Abschnitt 5.3 etabliert wurde. Es
seien γ > 0, n ∈ N fest; wir werden das Normalprodukt von Π ∈ Φ⊗n+1γ definieren. (Es
empfiehlt sich hier, im Hinblick auf die spätere Anwendung von Differentialoperatoren auch




0 ∀E > 0, (6.2.1)
wenn pγ′ eine reguläre Projektion auf Φγ′ ist. Der Raum Φγ′ ist also ”
ausreichend groß“, um
Π(x) im Limes zu approximieren. Wir versuchen nun, diesen Raum zu
”
minimieren“, d.h.
Richtungen in Φγ′ auszuschließen, die im betrachteten Limes nicht zur Approximation bei-
tragen. Elemente des
”
minimierten“ Raums sind dann Kandidaten für das Normalprodukt
des Ausdrucks Π. Um dies zu präzisieren, führen wir folgenden Begriff ein:
Definition 6.1. Sei Π ∈ Φ⊗n+1γ und V ⊂ Σ
∗
ein endlichdimensionaler Unterraum. V
heißt raumartig approximierend für Π, wenn es eine reguläre Projektion pV auf V gibt, so
1 Es sei bemerkt, daß im betrachteten Beispiel die aus der Operatorproduktentwicklung abgeleitete
Approximation (6.1.5) nur im einfachen Fall des Wick-Quadrats mit dem Ausdruck aus dem Wick’schen
Theorem (6.1.2) wörtlich übereinstimmt. Bei Produkten höherer Ordnung sind die Terme für endliche
raumartige Abstände unterschiedlich, da in der hier beschriebenen Produktentwicklung lediglich die Ko-
effizienten (nicht die Felder) ortsabhängig sind, im Gegensatz zum Zugang über die Wick-Ordnung. Der
Unterschied verschwindet aber asymptotisch.
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daß
‖Π(x)− pV Π(x)‖E −→
R
0 ∀E > 0.
Wir können also stets γ′ > 0 finden, so daß Φγ′ raumartig approximierend für Π ist. Die
Wahl des Projektors pV in der Definition ist nicht wesentlich: Sei p
′
V eine weitere reguläre
Projektion auf V , dann folgt aus der in der Definition genannten Approximationseigen-
schaft wegen der Energiebeschränktheit von p′V sofort
‖p′V Π(x)− p′V pV Π(x)‖E −→
R
0 ∀E > 0. (6.2.2)
Wegen p′V dV = idV gilt aber p′V pV = pV , weshalb
‖p′V Π(x)− pV Π(x)‖E −→
R
0 ∀E > 0. (6.2.3)
Zusammen mit dem in der Definition geforderten Grenzwertverhalten ergibt sich also
‖Π(x)− p′V Π(x)‖E −→
R
0 ∀E > 0, (6.2.4)
d.h. die Approximationseigenschaft in der Definition gilt tatsächlich für jede reguläre Pro-
jektion pV auf V .




Satz 6.2. Sind zwei Räume V, V ′ für Π raumartig approximierend, dann ist es auch V ∩V ′.
Beweis. Wir schreiben V∩ = V ∩ V ′ und V∪ = Span (V ∪ V ′). Weiter wählen wir eine
Zerlegung
V∪ = V∩ ⊕ V1 ⊕ V ′1 , wobei V = V∩ ⊕ V1, V ′ = V∩ ⊕ V ′1 , (6.2.5)
und eine reguläre Projektion p∪ auf V∪. Dann sind
pV := (1⊕ 1⊕ 0) ◦ p∪, pV ′ := (1⊕ 0⊕ 1) ◦ p∪ (6.2.6)
reguläre Projektionen auf V respektive V ′, und
p∩ := pV ◦ pV ′ = (1⊕ 0⊕ 0) ◦ p∪ (6.2.7)
ist eine reguläre Projektion auf V∩. Man hat nun
‖Π(x)− p∩Π(x)‖E = ‖Π(x)− pV pV ′Π(x)‖E











0 ∀E > 0, (6.2.8)
wobei E ′ durch pV bestimmt wird. Also ist auch V∩ raumartig approximierend für Π.
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Mit Hilfe dieses Ergebnisses können wir nun leicht einen
”
minimierten approximierenden





wobei V alle für Π raumartig approximierenden Räume durchläuft. (Da es sich hier um
endlichdimensionale Vektorräume handelt, reicht es aus, endliche Durchschnitte zu betrach-
ten.) Wir nennen N[Π] den Normalproduktraum von Π. Seine offensichtlichen Eigenschaften
fassen wir kurz zusammen:
Satz 6.3. Für den Normalproduktraum N[Π] gilt:
• N[Π] ist raumartig approximierend für Π.
• Ist ein Raum V ⊂ Σ∗ für Π raumartig approximierend, dann gilt N[Π] ⊂ V .
• Zu γ > 0, n ∈ N0 gibt es ein γ′ > 0, so daß N[Π] ⊂ Φγ′ für alle Π ∈ Φ⊗n+1γ .
• Geht Π′ aus Π durch Permutation der Tensorfaktoren hervor, so ist N[Π] = N[Π′].
Dabei folgt die zuletzt genannte Eigenschaften aus der Kommutativität des raumartigen
Produkts. Auch der Normalproduktraum ist also
”
kommutativ“.
Für die Elemente von N[Π] können wir Zimmermanns Approximationsformel (6.1.5)
etablieren: Wir wählen eine reguläre Projektion p auf N[Π]. Ein fest gewähltes φ ∈ N[Π]
ergänzen wir durch Vektoren {φ1, . . . , φJ} zu einer Basis von N[Π] und schreiben p bezüg-









cj(x)φj, wobei c(x) = σ(Π(x)), cj(x) = σj(Π(x)). (6.2.11)




σj(Π(x))φj‖E ≤ ‖Π(x)− pΠ(x)‖E + c(x) ‖φ‖E −→
R
0, (6.2.12)
also wäre auch Span {φj} raumartig approximierend für Π, im Widerspruch zur Minimalität
von N[Π]. Auf einer gewissen raumartigen Folge (xk) gilt also c(x) ≥ c̄ mit einer Konstanten
c̄ > 0. Damit folgt aus
‖Π(x)− pΠ(x)‖ = ‖Π(x)−
J∑
j=1
cj(x)φj − c(x)φ‖E −→
R
0 (6.2.13)


























im Sinne von Linearformen auf Σ.
Um die Konsistenz des Schemas zu überprüfen, berechnen wir noch den Normalpro-
duktraum für n = 0, d.h. für
”
Produkte“ mit nur einem Faktor. Dazu sei φ ∈ ΦFH, φ 6= 0,
und wir wählen σ ∈ Σ mit σ(φ) = 1, so daß σ( · )φ eine reguläre Projektion auf Cφ ist.
Dann haben wir
‖ φ(x)− σ(φ(x))φ‖E ≤ ‖φ(x)− φ‖E + |1− σ(φ(x))| ‖φ‖E −→
R
0, (6.2.16)
da P (E)φ(x)P (E) normstetig und σ energiebeschränkt ist. Folglich ist Cφ raumartig appro-
ximierend für φ. Offenbar läßt sich dieser approximierende Raum nicht weiter verkleinern
(der Nullraum ist nicht raumartig approximierend), so daß wir erhalten:
N[φ] = Cφ. (6.2.17)
Weiter untersuchen wir die Symmetrieeigenschaften des Normalproduktraums. Dazu
sei α eine lokale Transformation und verträglich mit raumartigen Produkten. Π ∈ Φ⊗n+1γ
sei fest, V ⊂ Σ∗ für Π raumartig approximierend und pV eine reguläre Projektion auf V .
Mit
‖Π(x)− pV Π(x)‖E −→
R
0 ∀E > 0 (6.2.18)
gilt auch
‖αΠ(x)− αpV Π(x)‖E −→
R
0 ∀E > 0. (6.2.19)
Da aber α(Π(x)) = (αΠ)(α.x) nach Lemma 5.5, haben wir
‖(αΠ)(α.x)− (αpV α−1)(αΠ)(α.x)‖E −→
R
0 ∀E > 0. (6.2.20)
Dabei ist αpV α
−1 eine reguläre Projektion auf αV , analog zu Satz 4.6. Nach Definition 5.4
ist x −→
R
0 äquivalent zu α.x −→
R
0; damit wird also αV raumartig approximierend für αΠ.
Dies gilt insbesondere für V = N[Π], so daß wir
N[αΠ] ⊂ αN[Π] (6.2.21)
erhalten. Eine analoge Argumentation mit α−1 statt α liefert die umgekehrte Inklusion;
man hat also
N[αΠ] = αN[Π] (6.2.22)
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für Π ∈ Φ⊗n+1γ und lokale Transformationen α, die verträglich mit raumartigen Produkten
sind.
Der Normalproduktraum N[Π] als Vektorraum erfüllt damit die Eigenschaften, die man
von einer Verallgemeinerung des Wickprodukts erwartet. Für das Quadrat eines reellen
skalaren freien Feldes hat man beispielsweise
N[φ⊗ φ] = Span {1, :φ2:}, (6.2.23)
wie in Abschnitt 7.5 gezeigt wird.
Man beachte, daß N[Π] mehr Informationen enthält als nur die Angabe eines Teilraums
von ΦFH: Da wir wissen, daß
‖Π(x)− pN[Π]Π(x)‖E −→
R
0 ∀E > 0 (6.2.24)
für reguläre Projektionen pN[Π] auf N[Π], kennen wir auch die ”
Approximationsterme“
pN[Π]Π(x) bis auf Anteile, die im Limes verschwinden und die von der Auswahl der Projek-
tion abhängen können.
Offen bleibt aber im allgemeinen Fall die Frage, wie und ob sich ein einzelner Vektor aus
diesem Raum als das Normalprodukt von Π auszeichnen läßt, ähnlich dem Wickprodukt
in der freien Feldtheorie. Aus den Erfahrungen in zweidimensionalen Modellen wird man
im allgemeinen nicht erwarten, daß sich eine solche Wahl eindeutig treffen läßt [Som63].
Abhängig von der konkret gegebenen Situation kann man aber einige
”
Auswahlkriterien“
angeben, die die Wahlfreiheit für das Normalprodukt zumindest eingrenzen:
Referenzzustände Die Auswahl eines Vektors bzw. eines eindimensionalen Unterraums
in N[Π] kann eingeschränkt werden, indem man verlangt, daß sein Erwartungswert in gewis-
sen ausgezeichneten
”
Referenzzuständen“ (etwa im Vakuum) verschwindet. Dies entspricht
der Situation in der freien Feldtheorie, wo z.B. das Wick-Quadrat :φ2: eines reellen skalaren
Feldes dadurch ausgezeichnet wird, daß (Ω| :φ2: |Ω) = 0. Der Raum der
”
Referenzzustände“
ist in unserem Rahmen allerdings als eine zusätzliche Struktur anzusehen, die durch die
Phasenraumeigenschaften der Theorie nicht eindeutig vorgegeben wird.
Symmetrieeigenschaften und
”
Ordnung“ der Felder Der von uns konstruierte
Feldinhalt ΦFH =
⋃
γ Φγ weist durch seinen Aufbau aus endlichdimensionalen Räumen
eine
”
Ordnungsstruktur“ nach dem Parameter γ auf, und das Beispiel der freien Feldtheo-
rie (vgl. Abschnitt 7.4.2) zeigt, daß die Wickprodukte im Normalproduktraum Felder
”
von
höchster Ordnung“ sind, während man Felder niedriger Ordnung wie etwa den Einsope-
rator nicht als Normalprodukt von Feldern bezeichnen würde. Auch im allgemeinen Fall
möchte man daher Felder höchster Ordnung in N[Π] auszeichnen.
Dazu nehmen wir an, daß ein γ existiert mit N[Π]∩Φγ ( N[Π], und wählen γ maximal
mit dieser Eigenschaft. Dann kommen Elemente von N[Π] ∩ Φγ also nicht als Normalpro-
dukte von Π in Betracht. Damit ist aber noch nicht geklärt, wie ein dazu komplementärer
Vektorraum V von
”
möglichen Normalprodukten“ gewählt werden soll, so daß
N[Π] = (N[Π] ∩ Φγ)⊕ V. (6.2.25)
Eine Möglichkeit hierzu bieten die Lorentztransformationen: Wir wählen γ′, so daß N[Π] ⊂
Φγ′ . Dann ist Φγ ⊂ Φγ′ stabil unter den Darstellern α(Λ) der Lorentzgruppe. Da deren
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Darstellungen vollständig reduzibel sind, können wir ein V0 ⊂ Φγ′ finden, das ebenfalls
unter den α(Λ) stabil ist, so daß
Φγ′ = Φγ ⊕ V0 . (6.2.26)
Man wird in (6.2.25) dann V = V0∩N[Π] betrachten. Allerdings ist weder die Wahl von V0
immer eindeutig, noch wird V im allgemeinen eindimensional sein. Trotzdem kann dieses
Verfahren weitere Restriktionen für die Auswahl von Normalprodukten liefern.
In konkreten Modellen wird man die Normalprodukte unter Umständen so auswählen
wollen, daß sie sich unter einer bestimmten irreduziblen Darstellung der Lorentzgruppe
transformieren, etwa einer Vektordarstellung im Fall eines Stroms [Joh61, Som63]. Ob
sich so ein Darstellungsraum in den N[Π] finden läßt (und ob er ggf. eindeutig ist), läßt
sich aber ohne weitere Informationen aus der Kovarianzeigenschaft (6.2.22) nicht ablesen.
Diese garantiert nur, daß eine einmal getroffene Wahl eines
”
konkreten“ Normalprodukts
für ein Produkt Π konsistent auf alle Produkte fortgesetzt werden kann, die aus Π durch
Symmetrietransformationen hervorgehen.
Feldgleichungen Das Vorhandensein einer Feldgleichung in der Theorie (wir werden dies
in Abschnitt 6.4 noch genauer diskutieren) kann unter Umständen ebenfalls zur Auszeich-
nung eines eindimensionalen Unterraums herangezogen werden. Beispielsweise erwartet
man in einer Theorie mit φ4-Kopplung eine Feldgleichung [Zim67], die in unserem Rahmen
zunächst ausgedrückt werden kann als
(2 +m2)φ ∈ N[φ3] . (6.2.27)
Die linke Seite kann nun zur Definition eines
”
verallgemeinerten Wickprodukts“ :φ3:∈ N[φ3]
verwendet werden, so daß
(2 +m2)φ = λ :φ3: , (6.2.28)
wobei die
”
Normierungskonstante“ λ unbestimmt bleibt bzw. frei wählbar ist.
6.3 Lowenstein’s rule
Wir befassen uns nun damit, inwieweit die Normalproduktbildung mit der Differentiation
der Felder verträglich ist. Dies ist im Zusammenhang mit nichtlinearen Feldgleichungen,
die wir in Abschnitt 6.4 betrachten werden, von Interesse.
Dazu sei D ∈ Dk ein Differentialoperator und Π ∈ Φ⊗n+1γ . Da D den Raum Σ
∗
in sich
abbildet, ist D(Π(x)) für x ∈ Mn+1R eine wohldefinierte Linearform. Man erwartet, daß
sie sich wieder als raumartiges Produkt von Operatoren schreiben läßt – D sollte hier via
Produktregel auf die einzelnen Tensorfaktoren von Π wirken.
Um dies genauer zu behandeln, definieren wir zunächst eine Wirkung von D als lineare
Abbildung Φ⊗n+1γ → Φ⊗n+1γ′ mit zu γ geeignetem γ
′, und zwar wie folgt: Differentialopera-














⊗ . . .⊗ φ(n), (6.3.1)
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Differentialoperatoren höherer Ordnung entsprechend durch Hintereinanderausführung.
Wir zeigen dann, daß diese Definition mit der Wirkung von D auf den raumartigen Pro-
dukten kompatibel ist:










Beweis. Es reicht wiederum, die
”
elementaren“ Differentialoperatoren Dµ und Vektoren
Π = φ(0) ⊗ . . . ⊗ φ(n) zu betrachten. Wir wählen zunächst approximierende Folgen A(j)r ∈




r (fr) die Felder φ
(j) approximieren
(zu Details und Bezeichnungsweisen siehe dort). Nach Satz 5.2 gilt dann
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für energiebeschränkte Funktionale σ. Weil Dµ = i[Pµ, · ] die Energiebeschränkung erhält,
















r von der Form A
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= −A(j)r (∂µfr) ∈ A(r), (6.3.4)
















R‖ ≤ r · const. (6.3.5)
Satz 5.2 liefert dann
σ
(






φ(0)(x0) · . . . ·Dµφ(j)(xj) · . . . · φ(n)(xn)
)
. (6.3.6)
Das ergibt zusammen mit (6.3.3) die Behauptung des Lemmas.
Wir haben damit die Differentialoperatoren D als lineare Operatoren D : Φ⊗n+1γ →
Φ⊗n+1γ′ auf die Räume von Produkten übertragen. Es ist dann naheliegend, nach den Rela-
tionen zwischen
DN[Π] und N[DΠ] (6.3.7)
zu fragen – tatsächlich werden wir zeigen, daß die beiden Räume gleich sind. Dazu beweisen
wir zunächst folgendes Lemma:
Lemma 6.5. Es sei V ⊂ Σ∗ ein endlichdimensionaler Vektorraum und D ∈ Dk ein Dif-
ferentialoperator. Dann gibt es reguläre Projektionen pV auf V und pDV auf DV , so daß
D ◦ pV = pDV ◦D .
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Beweis. Wir wählen eine Basis {φ1, . . . , φJ} von KernD ⊂ V und ergänzen sie durch
Vektoren φ̂1, . . . , φ̂K zu einer Basis von V , so daß dann {Dφ̂1, . . . , Dφ̂K} eine Basis von DV




σ̂j(Dφ̂k) = δjk (j, k = 1 . . . K), (6.3.8)
und weiter σ1, . . . , σJ ∈ Σ
∗
, so daß





σ̂k( · )Dφ̂k , pV :=
J∑
j=1
σj( · )φj +
K∑
k=1
σ̂k(D · )φ̂k . (6.3.10)
Diese Abbildungen sind von der Form (4.A.1), wobei man beachtet, daß mit σk( · ) auch
σk(D · ) energiebeschränkt ist. Weiter rechnet man mit Hilfe von (6.3.8) und (6.3.9) sofort
nach, daß p2V = pV , p
2
DV = pDV . Die in den Summen auftretenden Funktionale sind nach
Definition linear unabhängig. Also ist pV eine reguläre Projektion auf V , pDV entsprechend
auf DV . Da φj ∈ KernD, ergibt sich außerdem
D ◦ pV =
K∑
k=1
σ̂k(D · )Dφ̂k = pDV ◦D, (6.3.11)
womit das Lemma bewiesen ist.
Hieraus können wir für die Normalprodukte folgendes schließen: Es sei Π ∈ Φ⊗n+1γ und
V raumartig approximierend für Π. Mit den im obigen Lemma konstruierten Projektionen
gilt dann
‖DΠ(x)− pDVDΠ(x)‖E = ‖DΠ(x)−DpV Π(x)‖E
≤ ‖D‖E ‖Π(x)− pV Π(x)‖E −→
R
0 ∀E > 0; (6.3.12)
also ist DV approximierend für DΠ, d.h. es gilt DV ⊃ N[DΠ]. Insbesondere ist das für
V = N[Π] der Fall, weshalb wir erhalten:
N[DΠ] ⊂ DN[Π]. (6.3.13)
Um auch die umgekehrte Inklusion zu zeigen, zerlegen wir N[Π] in eine direkte Summe
N[Π] = V0 ⊕ V1 ⊕ V2 , (6.3.14)
wobei
V0 = KernD ∩ N[Π], DV1 = N[DΠ], DV2 ∩ N[DΠ] = {0} . (6.3.15)
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Das ist nach (6.3.13) offenbar möglich. Wir wählen reguläre Projektionen pV auf V = N[Π],
pDV auf DV wie in Lemma 6.5. Dabei können wir pV schreiben als
pV = pV0 + pV1 + pV2 , wobei pVj auf Vj projiziert, (6.3.16)
und zwar so, daß
DpVj = pDVjD für j = 1, 2 mit Projektionen pDVj auf DVj, (6.3.17)
wie man dem Beweis des Lemmas entnimmt. Wegen DpV0 = 0 gilt dann




0 ∀E > 0. (6.3.18)
Andererseits ist
‖DΠ(x)−DpV1Π(x)‖E = ‖DΠ(x)− pDV1DΠ(x)‖E −→
R
0 ∀E > 0, (6.3.19)
da DV1 = N[DΠ] raumartig approximierend für DΠ ist, und damit folgt
‖DpV2Π(x)‖E −→
R
0 ∀E > 0. (6.3.20)
Da aber D auf dem Raum V2 nach Definition invertierbar ist, erhalten wir
‖pV2Π(x)‖E −→
R
0 ∀E > 0. (6.3.21)
Daraus folgt offenbar
‖Π(x)− (pV0 + pV1)Π(x)‖E −→
R
0 ∀E > 0, (6.3.22)
d.h. V0 ⊕ V1 ist raumartig approximierend für Π. Wegen der Minimalität von V = N[Π]
(vgl. Satz 6.3) kann das nur für dimV2 = 0 gelten; daher ist
DN[Π] = DV1 = N[DΠ]. (6.3.23)
Wir haben damit bewiesen:
Satz 6.6. Sei γ > 0, Π ∈ Φ⊗n+1γ und D ∈ Dk ein Differentialoperator. Dann gilt
N[DΠ] = DN[Π].
Diese Aussage (bzw. ihr störungstheoretisches Analogon) wird in der Literatur als
”
Lo-
wenstein’s rule“ bezeichnet [KK92].
In den Beweis dieser Eigenschaft (von Lemma 6.5 an) geht nicht direkt ein, daß es
sich bei D um einen Differentialoperator handelt. Wir haben lediglich verwendet, daß D
ein linearer Operator Σ
∗ → Σ∗ ist, der den Feldinhalt ΦFH in sich überführt und der in
gewisser Weise mit den raumartigen Produkten kompatibel ist. Lowenstein’s rule gilt also
in einem deutlich allgemeineren Kontext. Man kann z.B. die Kovarianzeigenschaft (6.2.22)
des Normalproduktraums als Spezialfall von Satz 6.6 auffassen.
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6.4 Feldgleichungen
Die Möglichkeit der Differentiation innerhalb des Feldinhalts ΦFH (Abschnitte 4.4, 6.3)
und die Definition von Normalprodukten (Abschnitt 6.2) erlauben uns, Feldgleichungen
zwischen den konstruierten Punktfeldern zu betrachten. Konzeptionell gehen wir dabei
aus von einem gegebenen Modell, dessen Punktfeldinhalt wir auf das Vorhandensein von
partiellen Differentialgleichungen untersuchen.
Wir entwickeln zunächst einen Formalismus zur Untersuchung linearer Differentialglei-
chungen, den wir dann weiter unten auf nichtlineare Differentialgleichungen verallgemei-
nern.
Lineare Feldgleichungen Gegeben sei ein endlichdimensionaler Raum V ⊂ ΦFH, den
wir daraufhin untersuchen wollen, ob dort lineare Differentialgleichungen erfüllt sind. Ist
D ∈ Dk ein Differentialoperator höchstens k-ter Ordnung, dann wäre eine solche Gleichung
etwa gegeben durch
Dφ = 0 mit einem φ ∈ V . (6.4.1)
Wir formalisieren dies etwas allgemeiner und betrachten dazu folgende Abbildung:
∇k : Dk × V → Φγ′ ,
(D,φ) 7→ Dφ . (6.4.2)
(γ′ ist geeignet zu wählen.) Die Abbildung ist bilinear und läßt sich daher eindeutig zu
einer linearen Abbildung
∇⊗k : Dk ⊗ V → Φγ′ (6.4.3)
fortsetzen. Der Kern dieser linearen Abbildung kann nun als
”
Raum der Feldgleichungen“
verstanden werden: Für ein Element
∑
j cjDj ⊗ φj des Tensorprodukts hat man gerade∑
j
cjDj ⊗ φj ∈ Kern∇⊗k ⇔
∑
j
cjDjφj = 0 . (6.4.4)
Auf diese Art können wir unter anderem Gleichungen der folgenden Typs darstellen:
•
”
Triviale“ Gleichungen wie ηµνDνφ = j
µ;
• Kontinuitätsgleichungen der Art Dµjµ = 0;
• lineare Feldgleichungen im eigentlichen Sinne,
wie etwa die Klein-Gordon-Gleichung (ηµνDµDν +m
2)φ = 0.
Hierbei gibt es in unserem Formalismus zumindest a priori keine Möglichkeit, zwischen
eigentlichen
”
Feldgleichungen“ und anderen Differentialgleichungen zu unterscheiden, et-
wa im Sinne des Zeitschichtaxioms. Heuristisch kann man die Lösbarkeit des
”
klassischen“
Cauchy-Problems als Kriterium heranziehen; eine Konstruktion von Lösungen solcher Glei-




Raum der Feldgleichungen“ Kern∇⊗k trägt trivialerweise eine lineare Struktur. Auf
ihm wirken aber auch Symmetrietransformationen: Ist α(Λ) Darsteller einer Lorentztrans-
formation, dann operiert α(Λ) nicht nur auf V , sondern in der in (4.4.20) beschriebenen
Weise auch auf Dk. Folglich ist durch









eine Darstellung auf Dk ⊗ V erklärt, wenn wir annehmen, daß V unter α(Λ) stabil bleibt





= α(Λ)∇⊗k (D ⊗ φ), (6.4.6)
gilt dann
Kern∇⊗k = α(Λ) Kern∇
⊗
k . (6.4.7)
Wir erhalten durch unsere Konstruktion also stets einen Lorentz-kovarianten Satz von
Gleichungen. Entsprechendes kann man für andere Symmetrietransformationen etablieren,
wenn sie in geeigneter Weise auf die Differentialoperatoren wirken. (Insbesondere gilt das
für innere Symmetrien, die mit den Translationen vertauschen.)
Nichtlineare Feldgleichungen Mit Hilfe des Normalprodukts kann man die oben be-
handelten linearen Feldgleichungen zu nichtlinearen verallgemeinern. Wir gehen dazu wie-
der aus von einem endlichdimensionalen Teilraum V ⊂ ΦFH. Grob gesagt bilden wir nicht-
lineare Gleichungen für Elemente von V , indem wir zunächst Normalprodukte dieser Ele-
mente berechnen und zwischen diesen dann lineare Gleichungen betrachten.
Zunächst geht es also um die Bildung des Raums
”
aller Normalprodukte“ in V . Für




∣∣ Π ∈ V ⊗m} . (6.4.8)
Nach Satz 6.3 folgt aus V ⊂ Φγ (γ geeignet) auch NmV ⊂ Φγ′ mit gewissem γ′; also ist
NmV endlichdimensional.
Die lokalen Algebren A(r) = A(r)′′ enthalten alle den Einsoperator; nach der Definition
(3.4.1) gilt dann auch stets 1 ∈ ΦFH. Wir nehmen im folgenden an, daß auch V den
Einsoperator enthält, bzw. nehmen in gegebenenfalls hinzu. Für Π ∈ V ⊗m gilt offenbar
Π(x) = (Π⊗ 1)(x), (6.4.9)
also folgt NmV ⊂ Nm+1V ; es reicht also, die Räume NmV ”für große m“ zu betrachten.
Aus (6.2.17) entnehmen wir
N[φ] = Cφ ∀φ ∈ V ⇒ N1V = V ⇒ V ⊂ NmV ∀m ∈ N; (6.4.10)
der Raum V wird durch das Bilden von Normalprodukten höchstens größer.
Wir schließen auch mehrfache Normalprodukte in unsere Überlegungen mit ein und
betrachten für l ∈ N
NlmV = Nm(Nm( · · · (NmV ) · · · ) (l Faktoren) . (6.4.11)
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Das ist wieder ein endlichdimensionaler Teilraum von ΦFH. Wir können also den oben
entwickelten Formalismus zur Bestimmung linearer Gleichungen auf NlmV anwenden. Die
gesuchten Gleichungen finden wir als Kern der linearen Abbildung
∇⊗k : Dk ⊗ (N
l
mV )→ Φγ′ (γ′ geeignet). (6.4.12)
Auf diese Weise läßt sich z.B. die Feldgleichung
(ηµνDµDν +m
2)φ = λ :φ3: (6.4.13)
darstellen, wobei :φ3 : ein gewisses Element in N[φ⊗ φ⊗ φ] ist.
Durch Variation von k, l,m können wir den
”
Feldgleichungsinhalt“ der Theorie bestim-
men; bezeichnen wir den Kern der Abbildung (6.4.12) als Fklm, dann gilt offenbar
Fklm ⊂ Fk′l′m′ für k′ ≥ k, l′ ≥ l, m′ ≥ m. (6.4.14)
Auf Fklm wirkt wie im Fall der linearen Gleichungen eine Darstellung der Lorentzgruppe
(vgl. (6.4.5)); ist V unter α(Λ) stabil, dann sind es wegen (6.2.22) auch die Normalprodukt-
räume, und wir erhalten
α(Λ)Fklm = Fklm ; (6.4.15)
auch die nichtlinearen Feldgleichungen verhalten sich also kovariant unter L.
Es stellt sich nun die Frage, ob das Verfahren allgemein genug ist, um tatsächlich al-
le vorhandenen Feldgleichungen zwischen Elementen von V zu beschreiben, ober ob man
z.B. durch mehrfach iteriertes Normalprodukt-Bilden und Differenzieren nicht weitere Glei-




und Anwendung des oben beschriebenen Schemas auf diesem Raum statt V neue Feld-
gleichungen erhält, die bisher nicht sichtbar waren. Tatsächlich ist das nicht der Fall: Als
Konsequenz aus Lowenstein’s rule werden wir weiter unten zeigen, daß
∇⊗k N
l
mV ⊂ NlmDkV. (6.4.17)
















d.h. man erhält mindestens dieselben Gleichungen, indem man die Parameter k, l,m geeig-
net ändert und DkV statt V betrachtet. Die Verwendung von DkV statt V entspricht der
Bildung von Gleichungen zwischen Elementen von V mit zusätzlichen linearen Relationen
der Form
Dv − v′ = 0, v ∈ V, D ∈ Dk. (6.4.19)
Wir beweisen nun die Relation (6.4.17).
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Beweis. Wir zeigen zunächst für beliebige endlichdimensionale Räume W ⊂ ΦFH, daß
DkNmW ⊂ NmDkW. (6.4.20)
Das ergibt sich so: Für D ∈ Dk hat man
DNmW = D Span
{
N[Π]




∣∣ Π ∈ W⊗m} = Span{N[DΠ] ∣∣ Π ∈ W⊗m} (6.4.21)






∣∣ Π ∈ (DkW )⊗m} = Nm(DkW ), (6.4.22)
womit (6.4.20) gezeigt ist.
Zum Beweis der Aussage des Lemmas betrachten wir ein allgemeines Element von
∇⊗k NlmV ; es hat die Form∑
j
cjDjφj mit cj ∈ C, Dj ∈ Dk, φj ∈ NlmV. (6.4.23)
Aus Linearitätsgründen reicht es offenbar zu zeigen, daß
Djφj ∈ NlmDkV. (6.4.24)
Das folgt aber durch wiederholte Anwendung von (6.4.20):
DjN
l








Wir wollen nun die betrachteten Strukturen in konkreten Modellen anwenden und insbeson-
dere das asymptotische Phasenraumkriterium explizit etablieren. Als Beispiel behandeln
wir die freie Feldtheorie, also Modelle mit wechselwirkungsfreien Teilchen.
Die freie Feldtheorie wurde aufgrund ihrer vergleichsweise einfachen mathematischen
Struktur häufig als Testfall für Phasenraumkriterien herangezogen, siehe etwa [BW86,
BJ87, BP90]; wir adaptieren teilweise die dort entwickelten Methoden. Auch Haag und
Ojima [HO96] verwenden ein solches Modell, um ihre Vermutungen über Zustandskeime
plausibel zu machen. Ihre Rechnungen sind jedoch sehr heuristisch; wir präsentieren hier
in gewisser Weise eine Präzisierung der Vorstellungen dieser Autoren. Die vorgestellten Er-
gebnisse wurden in vergleichbarer Form zuerst in [Bos98] erzielt; die Rechnungen in diesem
Kapitel sind größtenteils von dort übernommen.
Nachdem zunächst der Formalismus der freien Feldtheorie in unserem (dem algebrai-
schen) Rahmen kurz wiederholt wird, wenden wir uns der Untersuchung des reellen ska-
laren freien Feldes zu. Wir etablieren zunächst das asymptotische Phasenraumkriterium.
Es zeigt sich, daß das Kriterium im Fall von mindestens 3 + 1 Dimensionen erfüllt ist;
in niedrigeren Raum-Zeit-Dimensionen ergeben sich hingegen technische Schwierigkeiten
(Infrarotdivergenzen).
Wir bestimmen dann die Räume Φγ explizit, indem wir ihre Dimension nach un-
ten abschätzen. Auf diese Weise läßt sich der Fredenhagen-Hertel-Feldinhalt der Theorie
vollständig berechnen. Er stimmt mit den bekannten Feldgrößen der Wightman-Theorie
(Quantenfeld, Ableitungen, Wick-Produkte) überein, was in einem gesonderten Abschnitt
exemplarisch gezeigt wird.
Weiter erläutern wir anhand eines einfachen Beispiels die explizite Berechnung der
raumartigen Operatorproduktentwicklung und des Normalproduktraums.
Die Analyse wird nur für den Fall eines reellen skalaren Feldes vollständig durchgeführt.
Allerdings lassen sich die Ergebnisse auf gewisse Eigenschaften der Theorie im Einteilchen-
raum zurückführen, so daß eine Erweiterung auf allgemeinere freie Modelle einfach möglich
ist – siehe dazu auch die Diskussion in Kapitel 8.
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7.1 Modelle freier Felder
Wir geben zunächst einen kurzen Überblick über die Formulierung der freien Feldtheorie,
genauer der Theorie freier Bosonen, im algebraischen Rahmen. Wir nennen dabei nur die
Definitionen und Resultate; eine ausführlichere Darstellung der Konstruktion findet man
in [BW92, Kapitel 8.3].
7.1.1 Einteilchenraum
Die Konstruktion beginnt mit dem Einteilchenraum K, einem separablen Hilbertraum mit
Skalarprodukt 〈 · | · 〉, dessen Elemente man als Wellenfunktionen eines Teilchens (
”
im Im-
pulsraum“) deutet. Auf K hat man eine unitäre Darstellung UK(x,Λ) der Poincaré-Gruppe
P, welche die Spektrumsbedingung erfüllt. Der selbstadjungierte Generator ω der Zeit-
translation kann als Energieoperator interpretiert werden; wir bezeichnen seinen Spektral-
projektor auf das Intervall [0, E] mit Q(E).
Weiterhin ist auf K eine antiunitäre Involution J gegeben, d.h. ein antilinearer Operator
mit J2 = 1, 〈Jf |Jg〉 = 〈g|f〉. Wir nehmen an, daß J mit ω kommutiert. Jedes f ∈ K besitzt
eine eindeutige Zerlegung in J-invariante Funktionen der Form









Speziell betrachten wir im folgenden die Theorie eines reellen skalaren freien Teilchens
der Masse m ≥ 0 in s räumlichen Dimensionen. Hier ist der Einteilchenraum gegeben als
K = L2(Rs, dsp) (7.1.3)
mit dem üblichen Skalarprodukt. Die Zeittranslation wird generiert durch
ω =
√
~p 2 +m2 (als Multiplikationsoperator); (7.1.4)
die Generatoren für räumliche Translationen sind die Multiplikationsoperatoren mit den
Koordinaten pj. Für die Definition der Darsteller von Lorentztransformationen sei auf
[SW64, sect. 1-4.] verwiesen; wir werden sie nicht explizit benötigen.
Vom
”
Impulsraum“ L2(Rs, dsp) kann man durch Fouriertransformation zum
”
Orts-
raum“ L2(Rs, dsx) übergehen (zu Vorzeichenkonventionen siehe Seite 201); die Transfor-
mation ist unitär, so daß man jedes f ∈ K und jeden linearen Operator auf K wahlweise
in einem der beiden Räume betrachten kann. Um die Notation nicht zu überfrachten, wer-
den die beiden Darstellungen im folgenden nicht streng unterschieden, sondern wir deuten
lediglich über das Funktionsargument ~x bzw. ~p an, ob wir uns im Orts- oder Impulsraum
befinden.
Die Involution J kann nun durch komplexe Konjugation im Ortsraum definiert werden:
(Jf)(~x) = f(~x) ⇔ (Jf)(~p) = f(−~p). (7.1.5)
J hat also die Bedeutung, die Aufspaltung der Wellenfunktionen in Real- und Imaginärteil
zu beschreiben respektive (im allgemeinen Fall) diesen Begriff auf beliebige Einteilchen-
räume zu erweitern.
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7.1.2 Fockraum
Die Beschreibung von Mehrteilchenzuständen geschieht mit Hilfe symmetrisierter Tensor-
produkte von K, der sogenannten n-Teilchen-Räume
Hn := Symm⊗n K (n ∈ N). (7.1.6)
Außerdem setzen wir H0 := C · Ω als eindimensionalen ”0-Teilchen-Raum“; physikalisch




Hn mit Skalarprodukt ( · | · ). (7.1.7)
Mehr von technischer Bedeutung ist der Raum der Vektoren endlicher Teilchenzahl, der






fn1 ⊗ · · · ⊗ fnn
) ∣∣∣N ∈ N0, fij ∈ K}. (7.1.8)
Er ist dicht in H.
Die Darstellung UK(x,Λ) von P auf K bestimmt durch ”zweite Quantisierung“ eine
Darstellung U(x,Λ) auf H. Die Generatoren der Translationen schreiben wir wie zuvor als
Pµ (µ = 0 . . . s); speziell für die Zeittranslation ist das der Hamiltonoperator H = P0. Seine
Spektralprojektoren auf [0, E] notieren wir wie gehabt als P (E).
Zu f ∈ K hat man die üblichen Erzeugungs- und Vernichtungsoperatoren a∗(f) und
a(f), die linear bzw. antilinear in f sind und kanonische Vertauschungsrelationen erfüllen:
[a(f), a∗(g)] = 〈f |g〉1 ; [a∗(f), a∗(g)] = 0 = [a(f), a(g)] (f, g ∈ K). (7.1.9)
Sie sind unbeschränkt, aber zumindest auf H0 definiert. Durch Anwendung der Erzeu-
gungsoperatoren a∗( · ) auf Ω kann man ganz H0 (und nach Abschluß auch H) erhalten,
und zwar mit Hilfe folgender Relation:
a∗(f1) . . . a
∗(fn)Ω =
√
n! Symm(f1 ⊗ · · · ⊗ fn) ; f1, . . . , fn ∈ K. (7.1.10)
Der offenbar symmetrische Operator a(f) + a∗(f) ist nach geeigneter Erweiterung des
Definitionsbereiches selbstadjungiert [RS75, Theorem X.41]; man kann daher die unitären
Operatoren
W (f) = ei(a(f)+a
∗(f)) (7.1.11)
betrachten. Sie werden als Weyl-Operatoren bezeichnet; wir listen hier einige ihrer Eigen-
schaften auf:
W (f)W (g) = W (f+g) ei Im<g|f> ; (7.1.12)




||f ||2 ; (7.1.13)
[a(g), W (f)] = i〈g|f〉W (f) , [a∗(g), W (f)] = −i〈f |g〉W (f) ; (7.1.14)
(Ω|W (f)Ω) = e−
1
2
||f ||2 . (7.1.15)
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7.1.3 Lokale Algebren
Die Definition der lokalen Algebren A(O) erfolgt so: Zu jeder offenen Menge O ⊂ M
sind zwei abgeschlossene Unterräume L±(O) ⊂ K gegeben. Sie sind unter J invariant,
also JL±(O) ⊂ L±(O); bezeichnet P±L (O) den Projektor auf L±(O), dann impliziert das
[J, P±L (O)] = 0. Die Räume L±(O) hängen mit den Anfangswerten des Cauchyproblems
für die zugrundeliegende Feldgleichung zusammen (näheres siehe Abschnitt 7.4). Man be-
trachtet jetzt folgenden reell-linearen Unterraum von K:
L(O) = (1+J)L+(O) + (1−J)L−(O). (7.1.16)
Für f ∈ L(O) ist in der Zerlegung (7.1.1) dann f± ∈ L±(O).
Die lokale Algebra für O wird nun von allen zu L(O) gehörenden Weyloperatoren
erzeugt, enthält also deren Linearkombinationen und schwache Limespunkte:
A(O) :=
{
W (f) | f ∈ L(O)
}′′
. (7.1.17)
Erfüllen die L(O) Isotonie-, Kovarianz- und Lokalitätsbedingungen, wobei die Lokalität
formuliert wird durch
〈f1|f2〉 = 〈f2|f1〉 für raumartig getrennte O1,O2 und fi ∈ L(Oi), (7.1.18)
dann bilden die A(O) ein lokales Netz, das die Axiome aus Abschnitt 1.3.1 erfüllt. Die
Darstellung der Poincaré-Gruppe P ist dabei per Definition unitär implementiert:
α(x,Λ) := U(x,Λ) · U(x,Λ)∗. (7.1.19)
Für das reelle skalare Feld werden die Räume L± wie folgt definiert: Für offene Standard-




Dabei bezeichnet DC(r) die Menge der komplexwertigen Schwartzfunktionen auf Rs, deren
Träger im Ortsraum innerhalb der Kugel |~x| < r liegt. Damit sind die L(O) für eine
Nullumgebungsbasis erklärt; durch Anwendung der Translationen UK(x) erhält man sie für
Umgebungsbasen beliebiger x, für allgemeines O dann per Additivität. Für unsere Analyse
genügt es, Doppelkegel Or zu betrachten; wir schreiben daher auch kurz L±(Or) = L±(r)
und P±L (Or) = P
±
L (r).
7.2 Nachweis des Phasenraumkriteriums
Unser Ziel ist es, das in Definition 2.1 formulierte asymptotische Phasenraumkriterium
mit polynomialen Energieschranken im beschriebenen Modell explizit nachzuprüfen. Wir
haben also zu jedem γ > 0 eine Abbildung ψ ∈ ΨP0 von asymptotisch endlichem Rang
anzugeben, so daß
γ(Ξ− ψ) ≥ γ . (7.2.1)
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Wir betrachten dazu zunächst ΞE,r bei festem E und r und leiten eine Entwicklung dieser




φj σj . (7.2.2)
Das Verhalten im Limes kleiner Wirkungen (Er → 0) wird dann später diskutiert.
Im Zusammenhang mit der von ihnen untersuchten Nuklearitätsbedingung hatten schon
Buchholz und Porrmann [BP90] eine Entwicklung von ΞE,r nach Rang-1-Operatoren an-
gegeben.1 In dieser Arbeit lag das Augenmerk aber hauptsächlich auf einer Abschätzung
der p-Normen von ΞE,r; die einzelnen Terme der Reihenentwicklung waren ohne Belang.
Buchholz [Buc95] gelang es später, die dort verwendeten Konzepte so zu erweitern, daß
auch die Normen der einzelnen Approximationsterme φjσj und ihr Verhalten mit E und r
kontrolliert werden konnten.
Für unsere Zwecke weist der Ansatz dieser Autoren aber einen entscheidenden Mangel
auf: Die von ihnen berechneten σj und φj hängen in subtiler und kaum zu kontrollierender
Weise von E und r ab. Wir möchten jedoch letztlich eine Entwicklung der Form (7.2.2)
mit E- und r-unabhängigen Termen erhalten, d.h. eine Reihenentwicklung im Sinne bili-
nearer Abbildungen auf Σ × A – diese Form hatte sich in Kapitel 2 als essentiell für die
Konstruktion von Punktfeldern erwiesen. Das Verfahren aus [BP90] muß daher in unserem
Sinne modifiziert werden.
Gleichzeitig beseitigen wir einen weiteren Nachteil des genannten Konzepts: Die An-
zahl der Approximationsterme (für Approximation bis zu einer gegebenen Genauigkeit)
ist in [BP90] nicht minimal gewählt – dies ist dort auch nicht relevant, führte aber zu
einer Diskrepanz zwischen den von Buchholz [Buc95] einerseits und Haag/Ojima [HO96]
andererseits berechneten
”
Dimensionen der Halme“. Die hier hergeleitete Entwicklung be-
steht hingegen im beschriebenen Sinn aus minimal vielen Termen, d.h. die lineare Hülle
der berechneten φj stimmt tatsächlich mit dem Feldinhalt überein. Wir werden dies in
Abschnitt 7.3 noch präziser betrachten.
7.2.1 Vorgehensweise
Um das Phasenraumkriterium aus Definition 2.1 zu etablieren, haben wir die bilineare Ab-






‖Ξ− ψ‖E,r = 0 ∀ ε > 0. (7.2.3)
Wir werden uns dazu, wie erwähnt, zunächst auf festes E und r beschränken und die
Abbildung ΞE,r approximieren; genauer erweist es sich als günstig, die Rechtsadjungierte
zu betrachten, die wir hier in der Form
ΞRE,r : A(r)→ Σ(E)∗ = P (E)B(H)P (E), (7.2.4)
A 7→ P (E)AP (E) (7.2.5)
1 In [BP90] wurde allerdings eine Energiedämpfung mit e−βH statt P (E) verwendet.
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schreiben. Wir werden für diese Abbildung zwei Reihenentwicklungen nach Rang-1-
Operatoren angeben, und zwar in der Form
ΞRE,r(·) =
∑
σj(·)φj ; σj ∈ Σ, φj ∈ P (E)B(H)P (E) . (7.2.6)
Eine davon besteht aus skalenunabhängigen Termen und läßt sich später zu einer Entwick-
lung von Ξ fortsetzen, die andere benötigt man nur aus technischen Gründen wegen ihrer
guten Konvergenzeigenschaften.
Beide Entwicklungen werden zunächst durch explizite Zerlegung von ΞRE,r(W (f)) mit
lokalisiertem f hergeleitet (Abschnitt 7.2.4); diese Aufgabe läßt sich auf Annahmen über die
Eigenschaften der Theorie im Einteilchenraum zurückführen (Abschnitt 7.2.2 und 7.2.3),
die wir im Fall des reellen skalaren Feldes explizit nachweisen. Dann diskutieren wir, in-
wiefern sich die berechnete Zerlegung linear und stetig auf ganz A(r) fortsetzen läßt (Ab-
schnitt 7.2.5).
Zuerst aber befassen wir uns mit dem Problem im Einteilchenraum. Im folgenden be-
zeichne f± eine Funktion aus L±(r), und es sei k ∈ Q(E)K. Wir interessieren uns für
Reihenentwicklungen des Skalarprodukts 〈f±|k〉 und werden, wie angekündigt, zwei ver-
schiedene solche angeben.
7.2.2 Entwicklung nach skalenunabhängigen Funktionen
Zuerst leiten wir eine Reihendarstellung für das besagte Skalarprodukt her, indem wir
Projektoren auf explizit bekannte Funktionen im Einteilchenraum
”
einschieben“.
Dazu fixieren wir eine reellwertige Testfunktion χ(x) auf R mit χ(x) = 1 für |x| ≤ 1,






, also χ ∈ S(Rs) ; χr(~x) = 1 für |~x| ≤ r. (7.2.7)
Außerdem bezeichnen wir mit χE(~p) die charakteristische Funktion
χE(~p) :=
{
1 für ω(~p) ≤ E,
0 sonst.
(7.2.8)
Sei zunächst k ∈ D(ω− 12 ) und außerdem glatt. Weiterhin sei f± ∈ ω∓ 12DC(r). (Damit
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κ läuft über alle s-stelligen Multiindizes – siehe dazu Anhang 7.2.A. Die auftretende Ab-


































Man sieht nun, daß sowohl xκχr wie auch p
κχE im Definitionsbereich von ω
± 1
2 liegen, falls
s ≥ 2 oder m > 0: Für pκχE ist das unmittelbar klar, und da xκχr eine Testfunktion ist, ist























〈f±|h±κ 〉〈g±κ |k〉. (7.2.11)
Die Funktionen g±κ und h
±
κ sind von E bzw. r abhängig definiert (im Widerspruch zum






in diesem Sinne können wir sagen, daß die Definition der g±κ mit den Q(E) verträglich
ist, oder wir können in Ausdrücken der Form Q(E)g±κ die g
±
κ als E-unabhängige Größen
betrachten. Analoges gilt für die h±κ hinsichtlich der P
±
L (r).
Wir werden nun noch die Normen der Vektoren g±κ und h
±
κ , insbesondere deren Verhal-
























≤ Es+2β+2|κ| · const. etwa für E > m. (7.2.13)






‖g±κ ‖ ≤ Eϑ
±(κ) · cg sowie ‖ω−
1
2 g±κ ‖ ≤ Eϑ
±(κ)− 1
2 · cg (7.2.15)
2 Die in (7.2.11) scheinbar willkürlich eingeschobenen Faktoren
√
2 dienen zur Normierung der in
Abschnitt 7.4.2 rekonstruierten Punktfelder.
150 Kapitel 7. Freie Feldtheorie
mit einer Konstanten cg.































Im zuletzt stehenden Erwartungswert ist zwar das Verhalten mit r sehr einfach, das mit









Den genannten Erwartungswert berechnen wir nun durch Aufspalten des Integrationsbe-










































‖2 ≤ const. (7.2.18)
Hier wurde s ≥ 2 verwendet. Im Fall
”
+“ hat man für 2mr ≤ 1:√
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Berücksichtigt man nun, daß
∑
κ2i ≤ const. ·
√








Wir kommen jetzt noch einmal auf die Reihenentwicklung (7.2.11) zurück. Nach obigen
Abschätzungen gilt für s ≥ 2, Er ≤ 1 und E > 2m:
∑
κ





























konvergiert für alle z ∈ C nach dem Quotientenkriterium. Damit kann die Entwicklung
(7.2.11) aber auf alle f± ∈ L±(r) und alle k ∈ Q(E)K ausgedehnt werden (bisher waren





Q(E)|g±κ 〉〈h±κ |P±L (r). (7.2.24)
Tatsächlich benötigen wir für das folgende nur schwache Konvergenz.
Wir numerieren die g± und h± nun mit natürlichen Zahlen j statt Multiindizes, und
zwar derart, daß das aus (7.2.14) resultierende ϑ±(j) monoton mit j wächst. Für spätere
Anwendungen betrachten wir noch einmal die Summe der Normen dieser Vektoren, wobei
wir jetzt die Terme zu niedrigem j fortlassen; mit analogen Argumentationen wie in (7.2.22)







2 g±j ‖ ≤ (2Er)ϑ
±(n) · const. (7.2.25)




2 g±j statt der g
±
j verwenden, macht wegen (7.2.15) keinen Unter-
schied.
Wir formulieren nun für den allgemeinen Fall als Forderung, was wir für das reelle
skalare Feld in s ≥ 2 Raumdimensionen gezeigt haben:
Eigenschaft 7.1. Zu r ≤ r0, E ≥ E0, Er ≤ 1 gibt es Vektoren g±j , h±j ∈ K (j ∈ N),
verträglich3 mit den Q(E) bzw. P±L (r), so daß
Q(E) · P±L (r) =
∞∑
j=1
Q(E) |g±j 〉〈h±j |P±L (r)
3 Für eine genauere Formulierung dieser Eigenschaft siehe (7.2.12) und die zugehörige Diskussion.
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im Sinne schwacher Konvergenz. Die Funktionen g±j liegen im Definitionsbereich von ω
− 1
2 ;
die h±j sind invariant unter J . Weiter existieren zwei monoton wachsende Funktionen







2 g±j ‖ ‖P±L (r)h
±
j ‖ ≤ (cEr)ϑ
±(n) · const. ∀n ∈ N.
Dabei sind E0, r0 und c positive Konstanten.





2 g±j ‖ · ‖P±L (r)h
±
j ‖ ≤ (cEr)ϑ
±(j) · const. (7.2.26)
– für das reelle skalare Feld war das bereits klar. Insbesondere sind die ‖E 12P (E)ω− 12 g±j ‖
für E →∞ polynomial beschränkt.
7.2.3 Entwicklung nach skalenabhängigen Funktionen
Die oben beschriebene Entwicklung verwendet explizit bekannte Funktionen g±j und h
±
j .
Diese sind jedoch nicht orthogonal zueinander; das stellt sich bei der Analyse der W (f) als
hinderlich heraus, wenn man Anteile für hohe Teilchenzahlen abschätzen will. Wir benöti-
gen daher eine weitere Entwicklung im Einteilchenraum nach einem Orthonormalsystem;
dies lehnt sich an die in [BP90] verwendete Methode an. Wir betrachten dazu folgende
Operatoren:
T±(E, r) := ω−
1
2Q(E)P±L (r). (7.2.27)
Die von ihnen geforderte Eigenschaft formulieren wir gleich allgemein:
Eigenschaft 7.2. Die Operatoren T±(E, r) = ω−
1
2Q(E)P±L (r) sind in der Spurklasse, und
für ihre Spurnormen gilt mit einem α > 0:
‖T±(E, r)‖1 ≤ E−
1
2 (Er)α · const. für r ≤ r0, E ≥ E0, Er ≤ 1.
Der Nachweis dieser Eigenschaft für das reelle skalare Feld wird in Anhang 7.2.C geführt;
sie läßt sich in s ≥ 3 Raumdimensionen etablieren.
Wir schreiben nun |T±| = (T±∗T±) 12 und bezeichnen die kleinste obere Schranke4 von
|T+| und |T−| mit T . Dann ist T nach Lemma 7.15 in Anhang 7.2.D ebenfalls in der
Spurklasse, und die Spurnorm erfüllt Schranken vom in Eigenschaft 7.2 genannten Typ.
Die der Größe nach geordneten Eigenwerte von T seien tj, j ∈ N, und die zugehörigen
Eigenvektoren benennen wir mit ej. Die Involution J vertauscht mit ω und P
±
L , also auch
mit den T± und ihren Adjungierten, damit auch mit |T±| und nach Korollar 7.14 schließlich
mit T . Wir können also Jej = ej annehmen. Die ej bilden eine Orthonormalbasis von K;
daher kann man das interessierende Skalarprodukt zwischen f± ∈ L±(r) und k ∈ Q(E)K
so entwickeln:



















4 Siehe dazu Anhang 7.2.D.
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(Man beachte, daß das Bild von T± nach Definition (7.2.27) immer im Definitionsbereich
von ω
1






2T±ej〉〈ej|P±L (r) . (7.2.29)
Wir wissen dabei, daß
‖T±ej‖2 = 〈ej| |T±|2ej〉 ≤ 〈ej|T 2ej〉 = t2j ≤ E−1 · (Er)2α · const. (7.2.30)
Es sei noch einmal darauf hingewiesen, daß mit den T±(E, r) auch T und die ej explizit
von E und r abhängen.
7.2.4 Aufspaltung der Weyloperatoren
Wir übertragen die bewiesenen bzw. vorausgesetzten Eigenschaften der Theorie im Einteil-
chenraum jetzt auf den Fockraum, indem wir eine Reihenentwicklung für Weyloperatoren
W (f) herleiten.
Sei dazu f ∈ L(r). Wir zerlegen f wie in (7.1.1) in
”
Real- und Imaginärteil“, d.h. wir
schreiben f = f+ + if− mit J-invarianten Vektoren f± ∈ L±(r). Der Weyloperator W (f)
kann dann wie folgt als Exponentialreihe dargestellt werden:






























Die Gleichungen sind dabei im Sinne quadratischer Formen auf H0×H0 zu verstehen. Um
unsere Kenntnisse über die Theorie im Einteilchenraum einbringen zu können, müssen wir
die vorkommenden Polynome von Erzeugungs- und Vernichtungsoperatoren in Operatoren
zwischen den n-Teilchen-Räumen zerlegen.5 Der Übersichtlichkeit halber beginnen wir mit
den einfachsten Monomen:


















(Dabei ist 1w der Einsoperator auf Hw; die Operatoren unter der Symmetrisierung sind
durch 0 auf das orthogonale Komplement von Hw bzw. Hw+1 fortgesetzt.)
Beweis. Zunächst sieht man unmittelbar, daß die formal unendlichen Summen über w
nach Anwendung auf einen Vektor aus H0 endlich werden und wieder einen Vektor aus
5 Das dazu verwendete Konzept ist ein Spezialfall einer allgemeinen Entwicklungsformel für beschränkte
Operatoren auf dem Fockraum [Ara63, section 6]. Wir benötigen den allgemeinen Formalismus hier jedoch
nicht.
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H0 liefern. Aus Gründen der Linearität reicht es, die Relationen auf Vektoren der Form








Symm(b1 ⊗ · · · ⊗ bk)
=
√
k+1 Symm(f± ⊗ b1 ⊗ · · · ⊗ bk)
(7.1.10)
= a∗(f±) Symm(b1 ⊗ · · · ⊗ bk). (7.2.32)
Damit ist die Relation für Erzeuger gezeigt; diejenige für Vernichter folgt analog.








können wir nun jeden Faktor
nach Lemma 7.3 entwickeln; die auftretenden Mehrfachsummen reduzieren sich dabei sofort














und so weiter. Man erhält auf diese Weise:























⊗ 〈f−| ⊗ 1w
)
.
Dabei ist m = m++m−, n = n++n−.
Wenn wir die unter der Symmetrisierung auftretenden Einteilchen-Vektoren und - Li-
nearformen noch zusätzlich mit einer Energiebeschränkung versehen, dann können wir die














































– hier wird über m++m−+n++n− verschiedene Indizes summiert. Wir haben verwendet,
daß sowohl die f± wie die h±k invariant unter J sind, so daß im Skalarprodukt die Seiten
vertauscht werden können. Eine entsprechende Entwicklung erhält man auch nach (7.2.29)
mit den ej.
Wir setzen dieses Ergebnis nun in den Ausdruck aus Lemma 7.4 ein; da die Summation
über w in Matrixelementen tatsächlich immer endlich ist, läßt sich die Reihenfolge der
















































) P (E) . (7.2.35)
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Um aus diesen Termen nach (7.2.31) Weyloperatoren zu erhalten, muß noch über m± und
n± summiert werden. Dazu organisieren wir die Summe um, indem wir
• alle Terme mit gleichen Potenzen von 〈f+|h+j 〉 und 〈f−|h−j 〉 zusammenfassen und
• diese Summanden mit zwei Multiindizes µ± ∈M∞ numerieren, wobei µ+1 die Anzahl
der Faktoren 〈f+|h+1 〉 zählt usf.
Wir werden µ+ und µ− manchmal auch zu einem einzigen Multiindex µ zusammen-
fassen, wobei wir die Anordnung der Komponenten µj so wählen, daß das analog zu
(7.2.14) gebildete ϑ(j) monoton mit j wächst.
Auf diese Weise erhält man schließlich






‖f‖2〈f+|h+〉µ+〈f−|h−〉µ− · P (E)φµ+µ−P (E) (7.2.36)




a∗(g?) . . . a(g?) . . . ; (7.2.37)
a∗(g?) . . . a(g?) . . . sind gewisse Produkte von Erzeugern bzw. Vernichtern der g
±
j , und zwar
mit der durch die Multiindizes µ+, µ− beschriebenen Multiplizität. Summiert wird über




Terme.6 Die Entwicklung (7.2.36) konvergiert im Sinne quadratischer Formen auf H0×H0.
Analog kommt man zu einer Entwicklung






‖h‖2〈f+|e〉µ+〈f−|e〉µ− · P (E)χµ+µ−P (E) (7.2.38)




7.2.5 Erweiterung und Normkonvergenz der Reihe
Wir wollen die angegebenen Entwicklungen (7.2.36) und (7.2.38) jetzt auf ganz A(r) aus-
dehnen;7 hierzu müssen einerseits die Normen der einzelnen Summanden abgeschätzt wer-
den, andererseits müssen die von f± abhängigen Vorfaktoren durch lineare Funktionale der
W (f) ersetzt werden.
Wir betrachten zunächst die Operatoren P (E)φµ+µ−P (E), die eine Summendarstellung






















2 ; bj, b̂k ∈ K (7.2.39)
6 Bei vorgegebenem µ+ müssen m+ und n+ so gewählt werden, daß m+ +n+ = |µ+|; dafür gibt es
(|µ+| + 1) Möglichkeiten. Sind m+, n+ fixiert, dann hat man noch die Einträge von µ+ auf die einzelnen
Erzeuger/Vernichter zu ”verteilen“, wofür es per Multinomialkoeffizienten |µ
+|!/µ+! Alternativen gibt. µ−
liefert einen analogen Beitrag.
7 Für den Ausdruck (7.2.36) wird das nur teilweise gelingen.
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sieht man unmittelbar, daß ihre einzelnen Summanden beschränkt sind; außerdem ist
die Schranke für jeden Summanden gleich, da sie sich bei Permutation der g±j nicht
ändert. Zu den Vorfaktoren in (7.2.37) sei bemerkt, daß stets m±+n± = |µ±| und da-
her |µ±|!/(m±!n±!) ≤ 2|µ±| (Binomialkoeffizienten). Damit ergibt sich



















Wir haben dabei sehr grob |µ±| + 1 ≤ 2|µ±| abgeschätzt. Entsprechend erhält man unter
Verwendung von (7.2.30):










Nun werden die von f± abhängigen Faktoren in (7.2.36) betrachtet. Wir nutzen dazu
die in Anhang 7.2.B konstruierten speziellen Funktionale aus. Nach Lemma 7.8 lassen sich









Wir können also diese Funktionale in Formel (7.2.36) einsetzen und erhalten







· P (E)φµP (E) (7.2.43)
und mit analog (nach Lemma 7.9) gebildeten τµ zur Entwicklung (7.2.38)







· P (E)χµP (E). (7.2.44)
Beide Entwicklungen lassen sich sofort auf die lineare Hülle der W (f) fortsetzen. Um
eine stetige Fortsetzung auf ganz A(r) zu ermöglichen, muß noch die Normkonvergenz der
obigen Reihen gezeigt werden; wegen der schwachen Stetigkeit der Funktionale σµ bzw. τµ






−‖µ− ; ‖τµ+µ−‖ ≤ 4|µ|
√
µ! . (7.2.45)



































konvergiert für alle z ∈ C nach dem Quotientenkriterium; insbesondere konvergiert die
Reihe in (7.2.46). Zur Konvergenz des unendlichen Produkts beachte man, daß logF (z)
eine differenzierbare Funktion ist mit logF (0) = 0, logF (x) > 0 ∀x > 0; daher gibt zu
x0 > 0 eine Konstante c
′, so daß
0 ≤ logF (x) ≤ c′ · x ∀x ∈ [0, x0]. (7.2.48)
Da wegen Eigenschaft 7.2 gilt
E
1
2 tj ≤ E
1
2‖T‖1 ≤ const. , (7.2.49)
können wir x0 dabei unabhängig von E so wählen, daß stets E
1

















2 tj = c
′ · E
1
2 trT ≤ const. (7.2.50)
Die Konvergenz der Summe (7.2.44) ist also gewährleistet, und zwar gleichmäßig im Ar-




τµ · P (E)χµP (E). (7.2.51)
Für die Entwicklung nach σµ, φµ läßt sich aufgrund der schlechteren Abschätzungen für
die ‖σµ‖ keine derartige Konvergenz für die gesamte Reihe zeigen – der Faktor
√
|µ|! statt√
µ! in (7.2.45) verhindert dies. Man kann jedoch die Teilsummen von (7.2.43) bei festen
Teilchenzahlen |µ±| betrachten; wegen m± + n± = |µ±| in (7.2.35) kann man auch sie auf













































2 g±j ‖ . (7.2.52)
Wir haben dabei die Summation – nach Herausziehen der Vorfaktoren – wieder auf alle
Multiindizes ausgedehnt und die Reihe ähnlich wie in (7.2.46) umgeformt. Für die verblei-




















) (Er ≤ 1)
≤ const.′
(7.2.53)
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Dies ist nach Eigenschaft 7.1 sichergestellt. Die betrachteten Teilsummen konvergieren
damit gleichmäßig auf A(r). Wegen |µ| = |µ+|+ |µ−| konvergiert für N0 ∈ N dann auch∑
|µ|≤N0
σµ · P (E)φµP (E) (7.2.54)
in der Operatornorm.
Für die uns interessierende Anwendung benötigen wir noch weitere Abschätzungen für
die Normen gewisser Teilsummen der beiden Reihenentwicklungen. Dabei beginnen wir
wieder mit der Entwicklung nach τµ und χµ aus (7.2.44). Wir fixieren ein j ∈ N und
ein Vorzeichen
”
±“ und betrachten nur die Summanden, in denen der j-te Eintrag des



























2 tj · const. (7.2.55)
Dabei wird im letzten Schritt wieder über alle µ summiert; die Nenner der Summanden
wurden nach unten abgeschätzt. Wir folgern für die Summe über alle an irgendeiner Stelle






















2 tj · const.
= 2E
1
2‖T‖1 · const. ≤ (Er)α · const.′ (7.2.56)
nach Eigenschaft 7.2. Nun ergibt sich für die Summe über alle mindestens N0-fach besetzten























≤ (Er)N0α · const.(N0), (7.2.57)
denn durch Ausmultiplizieren der Potenz (. . . )N0 ergeben sich höchstens mehr als die ge-
wünschten Terme; im Nenner muß wieder abgeschätzt werden.
Ähnliches berechnen wir jetzt für die Entwicklung nach den σµ und χµ laut (7.2.43)
bzw. (7.2.54). Die Summen konvergieren dabei stets nur, wenn wir die Summation auf
|µ| ≤ N0 einschränken; diese Bedingung notieren wir am Summenzeichen als
∗∑
. Alle im
folgenden auftretenden Konstanten hängen von N0 ab, was aber nicht explizit notiert wird.















· const ≤ ymj · const.′ (7.2.58)
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Wichtig ist für unsere Zwecke noch die Summation über alle µ, die für gegebenes j0 ∈











yj · const. ≤ (Er)ϑ(j0) · const.′(j0) (7.2.59)
unter Verwendung der Normschranken in Eigenschaft 7.1.
7.2.6 Anwendung auf die Abbildung Ξ
Wir werden nun die bisherigen Ergebnisse über Reihenentwicklungen der Abbildung ΞRE,r
zusammenfassen und sie schließlich zur Approximation der Abbildung Ξ : Σ × A → C
verwenden.
Die für diesen Zweck gewünschten (weil skalenunabhängigen) Approximationsterme
sind die σµφµ; wir konnten die Konvergenz der Reihe über diese Terme aber oben nicht
etablieren. Geht man jedoch zurück zu (7.2.31) und (7.2.35), dann sieht man, daß für jeden
Wert der m±, n± die gewählte Art der Entwicklung der Einteilchenraum-Skalarprodukte
unabhängig gewählt werden kann. Wegen m± + n± = |µ±| kann man insbesondere die
Terme zu kleinen Teilchenzahlen nach Abschnitt 7.2.2, diejenigen zu hohen Teilchenzahlen






σµ · P (E)φµP (E) +
∑
|µ|>N0
τµ · P (E)χµP (E) , (7.2.60)
die nach obigen Überlegungen in der Normtopologie konvergiert. N0 kann hier beliebig
festgesetzt werden.
Wir interessieren uns dabei vor allem für die Normschranken der Rang-1-Terme σµφµ:
Nach (7.2.26) haben wir






Im folgenden werden wir die σµ auch als σl mit natürlichen Zahlen l numerieren (analog die
φl). Dabei soll das aus (7.2.62) resultierende Θ(l) monoton wachsen, was wegen ϑ(j) > 0,
ϑ(j)→∞ (j →∞) möglich ist. Es gilt sogar Θ(l)→∞ (l→∞).
Wesentlich ist nun, daß wir die φlσl als ”
skalenunabhängige“ Rang-1-Terme aus Ψ
P
0
ansehen können: Wegen der in Eigenschaft 7.1 genannten
”
Verträglichkeitsbedingung“ sind
die φl wohldefinierte Linearformen auf Σ, und die polynomialen Energieschranken folgen
aus (7.2.26) und (7.2.40). Die Konstruktion der σl können wir etwa bei r = r0 fixieren,
ohne ihre Einschränkungen auf A(r) (r ≤ r0) zu ändern; wegen σl ∈ Σ erfüllen die φlσl
dann die für Elemente von Ψ
P
0 geforderten Stetigkeitsbedingungen.
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für genügend große N . Dazu wählen wir N derart, daß Θ(N + 1) ≥ γ. Weiter sei N0 so








‖φµ‖E · ‖σµ‖r +
∑
|µ|>N0
‖χµ‖E · ‖τµ‖. (7.2.64)
Dabei fehlen in der Summe
∑
alle Terme zu l ≤ N , d.h. die zu den Summanden der Reihe
korrespondierenden Multiindizes µ erfüllen Θ(µ) ≥ γ. Wir spalten nun davon noch eine
weitere Summe
∑
ab, die nur über solche Terme läuft, die µj = 0∀j ≥ j0 erfüllen. (Diese













≤ (Er)γ · const.+ (Er)ϑ(j0) · const′ ≤ (Er)γ · const.′′ (7.2.65)
Wir haben dabei die Abschätzung (7.2.59) verwendet. Den zweiten Summanden in (7.2.64)




φlσl‖E,r ≤ (Er)γ · const., (7.2.66)
und zwar zunächst für E ≥ E0, r ≤ r0 und Er ≤ 1. Da aber ‖ · ‖E,r mit E sicher anwächst,










γ · const. (7.2.67)
für Er ≤ E−10 und r ≤ r0. Der Faktor E
γ
0 kann in die Konstante absorbiert werden. Wir















≥ γ . (7.2.69)
Unser Ergebnis können wir also (unter geringfügiger Änderung der Bezeichnungsweisen)
so formulieren:
8 Es sei daran erinnert, daß das Supremum per Definition nur über E ≥ 1 läuft, so daß kleine Werte
von w auch solche von r implizieren.
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Satz 7.5. Wir betrachten ein Modell der freien Feldtheorie, das die Eigenschaften 7.1 und
7.2 besitzt, etwa die Theorie eines reellen skalaren Feldes in s ≥ 3 Raumdimensionen.
Dann gibt es Rang-1-Abbildungen φjσj ∈ Ψ
P





im Sinne der von δ( · ) auf Ψ gelieferten Topologie. Das asymptotische Phasenraumkriteri-








≥ Θ(N + 1).
In Abschnitt 7.4.2 werden die ersten Terme der berechneten Reihe für das reelle skalare
Feld explizit angeben; die φj lassen sich dort mit Funktionen des der Theorie zugrundelie-
genden Punktfeldes φ(x) identifizieren.
7.2.A Multiindex-Schreibweise
Um im Zusammenhang mit der freien Feldtheorie die Notation zu verkürzen, ist es an
mehreren Stellen sinnvoll, Multiindizes zu verwenden. Wir geben hier einen Überblick über
die wichtigsten damit gebildeten Kurzschreibweisen.
Unter einem n-stelligen Multiindex verstehen wir ein n-Tupel κ ∈ (N0)n. Eine Folge
µ = (µi)
∞
i=1 in N0 wird als Multiindex beliebiger Stellenzahl bezeichnet, vorausgesetzt, daß
nur endlich viele µi von Null verschieden sind. Die Menge aller n-stelligen Multiindizes





heißt Länge des Multiindex; bei beliebiger Stellenzahl läuft die Summe formal bis ∞, ist
aber tatsächlich endlich.
Die Mengen Mn und M∞ versehen wir mit einer natürlichen (Halb-)Ordnungsstruktur,
indem wir für Multiindizes κ, κ′ setzen
κ ≥ κ′ :⇔ κj ≥ κ′j ∀j. (7.2.70)







Sei κ ein n-stelliger Multiindex und x ∈ Rn, dann schreiben wir
xκ := xκ11 · . . . · xκnn . (7.2.71)
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Addition von Multiindizes sowie die Multiplikation mit Zahlen aus N0 werden komponen-





entsprechend für Multiindizes beliebiger Stellenzahl.
Wir werden auch diverse andere, suggestive Schreibweisen mit Multiindizes verwenden.
Sind beispielsweise b1 . . . bn ∈ K und wieder κ ∈Mn, dann notieren wir:
b⊗κ = b1 ⊗ . . .⊗ b1︸ ︷︷ ︸
κ1










〈bj|f〉κj (f ∈ K) . (7.2.76)
7.2.B Spezielle Funktionale
Für unsere Analyse der freien Feldtheorie im Fockraum benötigen wir spezielle lineare
Funktionale, die auf Weyloperatoren W (f) bestimmte vorgegebene Werte annehmen. Wir
konstruieren sie mit Hilfe einer erzeugenden Funktion, um die auftretenden kombinatori-
schen Probleme zu umgehen. Für die Anwendung ist es weiterhin wichtig, die Normen der
besagten Funktionale kontrollieren zu können; daher beginnen wir mit der Abschätzung
der Normen gewisser Vektoren im Fockraum.
Lemma 7.6. Seien bj ∈ K (j ∈ N), κ ein Multiindex und
ψ = a(b?) . . . a
∗(b?) . . .Ω,
wobei a(b?) . . . für gewisse Produkte der Vernichter der bj steht (analog a
∗(b?) . . . ) und κj









Beweis. Wir verwenden Induktion nach der Anzahl n der Vernichter. Für n = 0 ist




‖ψ‖2 ≤ |κ|! ‖b⊗κ‖2 = |κ|! ‖b‖2κ. (7.2.78)
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womit der Induktionsanfang gezeigt ist.
Nun nehmen wir ohne Einschränkung an, daß in ψ ein Vernichter a(b1) vorkommt.
Weiter fixieren wir eine Reihenfolge der vorkommenden Erzeuger und numerieren sie als
a∗(b(k)). Dann wird
‖ψ‖ = ‖a(b?) . . . a(b1)a∗(b?) . . .Ω‖ = ‖a(b?) . . .
∑
k










≤ (|κ| − 1)
√
(|κ| − 2)! ‖b‖κ ≤
√
|κ|! ‖b‖κ. (7.2.80)
Im Fall des Orthonormalsystems ergibt sich nur dann ein Beitrag von 〈b1|b(k)〉, wenn b(k) =
b1, und man erhält einen Faktor κ1 − 1 statt |κ| − 1.
Als Folgerung ergibt sich:
Lemma 7.7. Seien bj ∈ K (j ∈ N), κ ein Multiindex und τ ∈ B(H)∗ das Funktional
τ(A) =
(
a(b?) . . . a
∗(b?) . . .Ω
∣∣ A a(b?) . . . a∗(b?) . . .Ω),
wobei wieder κj die Multiplizität von bj zählt (ohne Unterschied, auf welcher Seite oder ob








Beweis. Wir teilen κ auf in κL + κR, die jeweils die Besetzungszahlen auf der linken bzw.
rechten Seite beschreiben. Die Norm von τ wird durch die Norm der Vektoren im Skalar-






Im Fall des Orthonormalsystems gilt entsprechendes, wobei man κL!κR! ≤ κ! beachtet.
Nun kommen wir zur Konstruktion der bereits erwähnten Funktionale mit vorgegebenen





∣∣ [a(b1), [. . . [a(bk), [a∗(bk+1), [. . . [a∗(bm), A] . . . ] Ω). (7.2.82)
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a(b?) . . . a
∗(b1) . . . a
∗(bk)Ω
∣∣A a∗(b?) . . .Ω), (7.2.83)
wobei jeweils einige der bk+1, . . . , bm auf der linken, die anderen auf der rechten Seite des
Skalarprodukts stehen (angedeutet durch b?) und die Summe über alle möglichen Auftei-







Entscheidend ist, daß sich der Wert von τ auf Weyloperatoren W (f) leicht ausrechnen läßt:















Wir gehen nun zu dem Fall über, in dem die bj auch mehrfach in den Kommutatoren auftre-
ten können; zu Multiindizes µ, ν ∈M∞ (
”
Besetzungszahlen“) können wir dann Funktionale














〈if |bk〉νk . (7.2.86)
Für ihre Norm gilt
‖τµν‖ ≤ 2|µ|+|ν|
√
(|µ|+ |ν|)! ‖b‖µ+ν . (7.2.87)
Falls die bj ein Orthonormalsystem bilden, liefert Lemma 7.7 eine bessere Abschätzung:
‖τµν‖ ≤ 2|µ|+|ν|
√
(µ+ ν)! . (7.2.88)
Es erweist sich als nützlich, die Funktionale τµν aus einer erzeugenden Funktion zu gewin-
nen: Sei f ∈ K fest; man setze






















Wir zerlegen f nun wie in (7.1.1) als f = f+ + if− mit Jf± = f±. Weiter nehmen
wir an, daß auch die bj invariant unter J sind. Dann können wir G(s, t) folgendermaßen
umschreiben:
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Die Ableitung nach den
”






















Andererseits lassen sich die Ableitung nach neuen und alten Variablen leicht durcheinander





























































mit Konstanten cµ′ν′ vom Betrag 2
−|µ|−|ν|; summiert wird über solche µ′, ν ′, die µ′ + ν ′ =
µ + ν erfüllen (eventuell kommt ein solches Paar µ′, ν ′ mehrfach vor); insgesamt hat die
Summe 2|µ|+|ν| Summanden. Dies bedeutet, daß man die Funktionale σµν auf ganz B(H)





Mit der bereits bemerkten Abschätzung der Vorfaktoren erhält man
‖σµν‖ ≤ 2|µ|+|ν|
√
(|µ|+ |ν|)! ‖b‖µ+ν bzw. ‖σµν‖ ≤ 2|µ|+|ν|
√
(µ+ ν)! (7.2.96)
(letzteres im Fall eines Orthonormalsystems).
Wir können durch Umdefinition der Multiindizes µ, ν auch erreichen, daß in den Skalar-
produkten 〈 · |f+〉 und 〈 · |f−〉 die Funktionen bj unabhängig voneinander gewählt werden
können. Somit erhält man:
Lemma 7.8. Seien µ+, µ− Multiindizes beliebiger Stellenzahl, b±j ∈ K mit Jb±j = b±j . Dann













(|µ+|+ |µ−|)! ‖b+‖µ+ ‖b−‖µ− .
Für ein Orthonormalsystem lautet das Ergebnis so:9
Lemma 7.9. Seien µ+, µ− Multiindizes beliebiger Stellenzahl, bj ∈ K orthonormal mit




















166 Kapitel 7. Freie Feldtheorie
Wir wollen noch ein weiteres Detail der konstruierten Funktionale fixieren: Falls die
Einteilchenraumvektoren bj in (7.2.83) energiebeschränkt sind, etwa bj ∈ Q(E)K, dann
überträgt sich dies auf die Hilbertraum-Vektoren ψ = a(b?) . . . a
∗(b?) . . .Ω; sie liegen in
P (nE)H, wenn insgesamt n Erzeuger auftreten. Für die Funktionale σµ+µ− ergibt sich so:
Korollar 7.10. Liegen in Lemma 7.8 oder 7.9 die bj bzw. b
±
j in Q(E)K, dann gilt
σµ+µ− ∈ Σ(Ê) mit Ê = (|µ+|+|µ−|)E.
7.2.C Spurnorm der Operatoren T±(E, r) für das reelle skalare
freie Feld
In diesem Abschnitt soll gezeigt werden, daß für das reelle skalare freie Feld die Einteil-
chenraum-Operatoren
T±(E, r) = Q(E)ω−
1
2P±L (r) (7.2.97)
im Fall s ≥ 3 in der Spurklasse sind, und das Verhalten ihrer Spurnormen mit E und r
soll untersucht werden. Dabei verwenden wir das folgende, bereits in [BW86] angewandte
Verfahren: Kann man T± als Produkt von vier Operatoren schreiben,
T± = A ·B · C ·D, (7.2.98)
wobei A und D beschränkt, B und C Hilbert-Schmidt-Operatoren sind, dann ist T± Spur-
operator,10 und für seine Spurnorm gilt
‖T±‖1 ≤ ‖A‖ · ‖B‖2 · ‖C‖2 · ‖D‖. (7.2.99)
Der Vorteil dieser Vorgehensweise liegt darin, daß sich die Hilbert-Schmidt-Norm für soge-
nannte Integralkernoperatoren leicht berechnen läßt (s.u.).
Die konkrete Aufspaltung von T± wird so konstruiert: Wir fixieren eine Testfunktion
χ(~x) ∈ S(Rs), die χ(~x) = 1 für |~x| ≤ 1 erfüllt, und setzen χr(~x) = χ(r−1~x). Die Funktionen
χr wirken durch Multiplikation als Operatoren ”
im Ortsraum“. Nach Definition der Räume





2P±L (r) = P
±
L (r) (7.2.100)
– das ist zumindest auf einer dichten Menge sofort klar und läßt sich dann stetig fortsetzen.


























·P±L (r)︸ ︷︷ ︸
D
. (7.2.101)
10 Das Produkt zweier Hilbert-Schmidt-Operatoren liegt stets in der Spurklasse, und diese ist ein beid-
seitiges Ideal in B(H).
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Dabei ist α eine zunächst unbestimmte positive Zahl; wir werden später sehen, welche
Werte dafür zulässig sind. Man berechnet
‖A‖ = ‖Q(E)ωα(1 + r2ω2)2s‖ ≤ Eα(1 + (Er)2)2s ≤ Eα · const. (Er ≤ 1); (7.2.102)
außerdem ist natürlich ‖D‖ = ‖P±L (r)‖ = 1.
Bei B und C handelt es sich, im Impulsraum betrachtet, um Integralkernoperatoren,







mit einer Funktion KB(~p, ~q), dem Integralkern (analog für C). Die Hilbert-Schmidt-Norm
solch eines Operators läßt sich berechnen als
‖B‖22 =
∫
|KB(~p, ~q)|2 dsp dsq , (7.2.104)
und B liegt genau dann in der Hilbert-Schmidt-Klasse, wenn dieser Ausdruck konvergiert.
Tatsächlich erhält man die Integralkerne von B und C so: Transformiert man den Operator









χ̃r(~p− ~q)f(~q) dsq, (7.2.105)
wobei χ̃r die Fouriertransformierte von χr bezeichnet. Da die übrigen Anteile von B bzw.
C durch Multiplikation im Impulsraum wirken, erhält man als Integralkerne:
























χ̃r(~p− ~q)(~q 2 +m2)±
1
4 . (7.2.107)
Bevor wir zur Abschätzung der Hilbert-Schmidt-Normen kommen, beweisen wir noch eine
Hilfsformel: Es gilt
~q 2 + c2







für ~p, ~q ∈ Rs, c > 0. (7.2.108)
Offenbar reicht es durch Skalierung der Vektoren, die Formel für c = 1 zu beweisen; wir
schreiben ~d = ~q − ~p und erhalten
~q 2 + 1
~p 2 + 1
=
(~p+ ~d )2 + 1
~p 2 + 1
=
~p 2 + ~d 2 + 2~p ~d+ 1
~p 2 + 1
≤ 1 + 2 |~p|
~p 2 + 1︸ ︷︷ ︸
≤1
|~d |+ |~d |2 ≤ (1 + |~d |)2.
(7.2.109)
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dsp ds(p−q) (1 + |~p− ~q|)2s
∣∣χ̃(~p− ~q)∣∣2︸ ︷︷ ︸
(I)
· 1




Dabei haben wir im letzten Schritt rm ≥ 0 abgeschätzt. Da χ Testfunktion ist, existiert
das Integral über (I) in (~p−~q). Auch dasjenige in ~p (Term II) existiert, solange |~p|−2α−1∓1
bei ~p = 0 integrabel bleibt; das erfordert
2α + 1± 1 < s ⇔ α < s− 1∓ 1
2
. (7.2.112)





2 · const. (7.2.113)
Für den Operator C gehen wir analog vor:



















ds(p−q) dsq (1 + |~p− ~q|)2s






(1 + ~q 2)2s︸ ︷︷ ︸
(II)
. (7.2.114)
Wieder existiert das Integral über (~p−~q). Im Term (II) schätzen wir r2m2 im Fall
”
−“
gegen 0 ab, im Fall
”
+“ setzen wir mr ≤ 1 voraus; dann erhält man auch für das Integral




2 · const. (7.2.115)
Fassen wir die Ergebnisse nach (7.2.99) zusammen, dann ergibt sich
‖T±‖1 ≤ r
1
2 (Er)α · const. für α < s− 1∓ 1
2
, rm ≤ 1. (7.2.116)
Die Konstante hängt allerdings von α ab. Nach Umbenennung von α können wir folgende
Aussage über die Operatoren T±(E, r) formulieren:
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Satz 7.11. Wir betrachten die Theorie eines reellen skalaren freien Feldes in s ≥ 3 Raum-
dimensionen. Für Er ≤ 1, r ≤ 1
m
(r <∞ im Fall m=0) sind die Operatoren T±(E, r) in
der Spurklasse; ist 0 < α < s−1
2
, dann gibt es eine Konstante c, so daß
‖T+‖1 ≤ c · E−
1
2 (Er)α,
‖T−‖1 ≤ c · E−
1
2 (Er)α+1.
Insbesondere besitzt die betrachtete Theorie die Eigenschaft 7.2.
Die hier etablierten Abschätzungen lassen sich allerdings im Fall niedriger Raum-Zeit-
Dimensionen (s ≤ 2) nicht mehr aufrechterhalten, da dann Integrale wie (7.2.111) nicht
mehr gleichmäßig im Kurzabstandslimes abzuschätzen sind. Dieses singuläre Verhalten der
niederdimensionalen Theorien wurde bereits von Buchholz und Porrmann bemerkt; explizit
weiß man, daß im Fall s = 2,m = 0 der Operator T+ nicht in der Spurklasse liegt [BP90].
Es soll allerdings bemerkt werden, daß sich die Abschätzungen in leicht veränderter
Form immerhin auf die 2 + 1-dimensionale massive Theorie ausdehnen lassen:
Für s = 2 lassen sich die Abschätzungen für T− wie zuvor durchführen; man erhält
‖T−‖1 ≤ c · E−
1
2 · (Er)α für 0 < α < 3
2
. (7.2.117)
Die Abschätzungen für T+ sind schwieriger zu handhaben. Um in (7.2.111) das Integral
noch abschätzen zu können, muß man dort (zumindest infinitesimal) negative Werte für
α zulassen. Dies ist im Fall m > 0 auch möglich, denn man kann den Operator A =
Q(E)ωα(1 + r2ω2)2s dann in der Norm abschätzen durch
‖A‖ = ‖Q(E) (1 + r
2ω2)2s
(~p2 +m2)−|α|/2
‖ ≤ mα · const. (α < 0). (7.2.118)
Die Operatoren C und D bleiben unverändert – sie waren unabhängig von α definiert. Man
erhält auf diese Weise für T+ Abschätzungen der Form





wobei die Konstante c von m abhängt und 0 < β < 1 beliebig vorgegeben werden kann.
Dies reicht nicht aus, um Eigenschaft 7.2 und damit das asymptotische Phasenraum-
kriterium zu etablieren. Die Abschätzung kann aber dann interessant sein, wenn man das
Phasenraumkriterium in eine nicht-skaleninvariante Form abändern will; siehe dazu die
Diskussion in Abschnitt 8.1.
7.2.D Die kleinste obere Schranke zweier Operatoren
Es seien A,B ∈ B(H) zwei positive Operatoren. Wir werden im folgenden einen zuerst
in [BJ87] beschriebenen Operator C konstruieren, der in gewisser Weise die kleinste obere
Schranke von A und B darstellt: C soll der kleinste Operator sein, der die Gleichung
Cn ≥ An , Cn ≥ Bn (7.2.120)
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für alle natürlichen Zahlen n erfüllt, wobei sich
”
klein“ auf die übliche Ordnungsstruktur
selbstadjungierter Operatoren bezieht.









n ∀n ∈ N (7.2.121)












Lemma 7.12. Die Folge Cm ist monoton wachsend und gleichmäßig in der Operatornorm
beschränkt.





























































⇒ Cm+1 ≥ Cm . (7.2.124)









≤ max{‖A‖, ‖B‖} (7.2.125)
(man betrachte die Ungleichung zunächst mit 2m exponentiert); damit ist eine gleichmäßige
Normschranke gefunden.
Aus dem eben bewiesenen Lemma folgt gerade, daß Cm stark gegen einen Operator




























(der Exponent ist kleiner als 1 für große m); analoges gilt für B. Ist D ein weiterer Operator,
der (7.2.120) erfüllt, dann folgt wegen (7.2.121):
D ≥ Cm ∀m ∈ N ⇒ D ≥ C. (7.2.128)
Wir fassen die gewonnenen Ergebnisse nun zusammen:
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ebenfalls positiv, und er erfüllt
Cn ≥ An, Cn ≥ Bn ∀n ∈ N.
C ist der kleinste Operator mit dieser Eigenschaft; er heißt kleinste obere Schranke von A
und B. Für seine Norm gilt
‖C‖ ≤ max{‖A‖, ‖B‖}.
Vertauscht D ∈ B(H) mit A und B, so auch mit allen Cm und deshalb mit C. Dabei
kommt es nicht auf die C -Linearität von D an, wir können z.B. auch antilineare Operatoren
zulassen. Es gilt also das
Korollar 7.14. Sei D ein R-linearer, beschränkter Operator mit [D,A] = [D,B] = 0.
Dann ist auch [D,C] = 0.
Wir nehmen nun an, daß A und B in der Spurklasse liegen. Aus [Kos84] weiß man, daß
für beliebige positive Operatoren D,E ∈ B(H) und 0 < c ≤ 1 gilt
‖(D + E)c‖1 ≤ ‖Dc‖1 + ‖Ec‖1 . (7.2.129)










m)2−m‖1 (7.2.129)≤ ‖A‖1 + ‖B‖1. (7.2.130)
Die Spurnormen ‖Cm‖1 sind also gleichmäßig nach oben beschränkt. Sei nun {ej} eine
Orthonormalbasis von H und N ∈ N fest; da die Cm positiv sind, folgt
N∑
j=1




(ej|Cej) ≤ ‖A‖1 + ‖B‖1 . (7.2.132)
Die linke Seite konvergiert folglich für N → ∞, woraus wir schließen, daß auch C Spur-
operator ist:
Lemma 7.15. Seien A,B zwei positive Spurklasseoperatoren und C ihre kleinste obere
Schranke. Dann ist C ebenfalls in der Spurklasse, und es gilt
‖C‖1 ≤ ‖A‖1 + ‖B‖1.
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7.3 Bestimmung des Feldinhalts
Nachdem wir nun das asymptotische Phasenraumkriterium in den betrachteten Modellen
etabliert haben, bleibt noch die Frage nach dem Feldinhalt der Theorie. Wie wir im Verlauf






abzulesen. Zwar ist deren Rechts-Bild (also die lineare Hülle der φj für beliebig große j)
eine Obermenge des Feldinhalts, diese Inklusion kann aber i. allg. echt sein. Genauer tragen
nur die
”
primären Anteile“ der approximierenden Abbildung zum Punktfeldinhalt bei (vgl.
Abschnitt 3.1).
Wir wollen jedoch nachweisen, daß in den betrachteten Modellen der freien Feldtheorie
die lineare Hülle der φj mit dem Fredenhagen-Hertel-Feldinhalt ΦFH übereinstimmt. Dazu
würde es nach Abschnitt 3.1 ausreichen zu zeigen, daß
”
sekundäre Anteile“ von BildL ψ =
Span {σ1, . . . , σN} nicht vorhanden sind, d. h. daß
γ(σ) < Θ(N + 1) ∀σ ∈ Span {σ1, . . . , σN} (7.3.2)
zumindest für gewisse N .
Es erweist sich jedoch als schwierig, für die Linearkombinationen der konkret konstru-
ierten Funktionale σj untere Abschätzungen anzugeben. Wir wählen daher einen etwas
anderen, in gewisser Weise allgemeineren Ansatz: Zu einer beliebigen Rang-N -Abbildung
ψN ∈ Ψ0 zeigen wir, daß sie Ξ nicht besser approximieren kann als eine bestimmte, von N
abhängige untere Schranke. (Wir vermeiden auf diese Weise eine explizite Referenzierung
der konstruierten Funktionale.) Dies erlaubt uns, die Dimension der Punktfeldräume Φγ
zu gegebenem γ von unten abzuschätzen. Da diese Schranken zumindest für gewisse N mit
dem in Abschnitt 7.2 berechneten Rang der approximierenden Abbildungen übereinstim-
men, haben wir somit den Feldinhalt vollständig bestimmt.
7.3.1 Vorgehensweise
Wir betrachten eine beliebig vorgegebene Abbildung ψN ∈ Ψ0 vom Rang N und interes-
sieren uns für untere Abschätzungen des Ausdrucks
‖Ξ− ψN‖E,r = sup
τ,A
‖Ξ(τ, A)− ψN(τ, A)‖E,r
= sup
τ,A
‖τ(A)− ψN(τ, A)‖E,r (τ ∈ Σ(E)1, A ∈ A(r)1). (7.3.3)
Können wir hier zu jedem E und r ein τ ∈ Σ(E) und ein A ∈ A(r) angeben (beide
normiert), speziell etwa A ∈ KernR ψN , so daß
|τ(A)| ≥ c · (Er)γ (7.3.4)
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mit einer von E und r unabhängigen Konstanten c, dann haben wir als untere Schranke
für die
”
Approximationsgüte“ von ψN erhalten:
‖Ξ− ψN‖E,r ≥ c · (Er)γ. (7.3.5)
Wir können dann E, r speziell so wählen, daß wir dim Φγ+ε > N erhalten – siehe dazu die
Überlegungen in Abschnitt 7.3.4.
Die Auswahl von τ und A in (7.3.4) treffen wir aufgrund folgender Überlegung: Der
Rechts-Kern von ψN hat in A(r) die Kodimension N . Sind nun f0 . . . fN ∈ L(r) fest gewählt
und paarweise verschieden, dann gibt es also a0 . . . aN ∈ C (nicht alle 0), so daß
A := a0W (f0) + . . .+ aNW (fN) ∈ KernR ψ. (7.3.6)
Ohne Einschränkung der Allgemeinheit sei A normiert. Man hat dann










Unser Ziel ist es, Zustände τj ∈ Σ(E) (j = 0 . . . N) zu finden, so daß





Dabei sind die Cij Konstanten. Wir wollen dann zeigen, daß diese Abschätzungen in einem
gewissen Sinne unabhängig von den (in unserem Zugang unbestimmten) ai sind.
11 Dazu
ist folgende Aussage nützlich:
Lemma 7.16. Sei C = (Cij) eine invertierbare n× n-Matrix. Dann gibt es d > 0, so daß
aus








|aj| < d ·max
j
bj.































11 Das Auftreten der ai in den Abschätzungen (7.3.8) ist in gewissem Sinne der ”generische Fall“, da
die τj immer linear sind.
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Wir nehmen die Matrix (Cij) in (7.3.8) nun als invertierbar an; nach Multiplikation
mit (Er)−γ können wir das Lemma anwenden. Da wegen (7.3.7) hier maxj |aj| ≥ 1N+1 gilt,
erhalten wir ein j mit
|τj(A)| ≥ (Er)γ · const. (7.3.10)
Unter den genannten Voraussetzungen an Cij haben wir damit untere Abschätzungen der
Form (7.3.5) etabliert.
Es müssen nun die speziellen Funktionen12 fi und Funktionale τj konstruiert werden,
wobei die letzteren wie bei der Etablierung des Phasenraumkriteriums auf Matrixelemente
mit Einteilchen-Wellenfunktionen gj zurückgeführt werden. Wir beginnen daher wieder mit
der Konstruktion gewisser Funktionen im Einteilchenraum.
7.3.2 Funktionen im Einteilchenraum
Unser Vorgehen ist in mancher Hinsicht sehr ähnlich (aber nicht identisch) zu dem in
Abschnitt 7.2.2. Wir fixieren eine Testfunktion f ∈ S(R) mit f ≥ 0, f 6≡ 0 und f(x) = 0






fr ist dann in der Kugel vom Radius r um 0 lokalisiert; damit ist fr ein Kandidat für die
Konstruktion der Weyloperatoren aus A(r).




1 für ω(~p) ≤ E,
0 sonst;
gE ∈ Q(E)K. (7.3.12)






Man beachte, daß dabei die Energiebeschränktheit erhalten bleibt; außerdem stört der
Faktor pλ die Lokalisierung des Trägers nicht, da er sich als Ableitung−i∂λ in den Ortsraum
”
überwälzen“ läßt. Die Funktionen sind linear unabhängig. Wir berechnen nun diverse






























dsx dsy f(~x) f(~y) ei~p(~x−~y). (7.3.14)
12 Wir werden sie später mit f∗i bezeichnen.
13 Zur Multiindex-Schreibweise siehe wiederum Anhang 7.2.A.
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Wir betrachten diesen Ausdruck im Limes rm→ 0. Der Term (~p 2 + (rm)2)∓ 12 kann gleich-
mäßig in rm abgeschätzt werden (es ergibt sich höchstens eine Singularität wie |~p|−1, die
für s ≥ 2 integrierbar bleibt); der vom Integral über x und y herrührende Term fällt mit
|~p| sehr schnell ab (f ist Testfunktion). Nach dem Satz von der majorisierten Konvergenz






rm→0−−−→ const. , (7.3.15)
wobei die Konstante nur noch von κ und λ abhängt; sie verschwindet nicht, falls κ = λ.







































Der oben definierte Ausdruck ∆(κ + λ) wird in Anhang 7.3.A näher untersucht. Wieder
läßt sich im Limes E
m












Auch diese Konstante ist nicht 0, falls κ = λ.











































q|κ|+|λ|+s−1 f̃ (q · Er) dq. (7.3.18)
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Im Limes Er → 0, E
m
→∞ kann noch einmal der Satz von der majorisierten Konvergenz









Die Funktion f war so gewählt, daß f̃(0) 6= 0.












Die f±κ sind dann linear unabhängig und invariant unter J , denn man hat [J, ω] = 0 und
Jpk = −pkJ . Entsprechendes gilt für die g±κ . Unter Verwendung der Ergebnisse (7.3.15)












const.′(κ, λ) . (7.3.22)










b±2 (λ) ; (7.3.23)
dabei ist
ϑ±(κ) := |κ|+ s∓ 1
2
, (7.3.24)
die b±1 (κ), b
±
2 (λ) sind wiederum nichtverschwindende Konstanten. Läßt man κ und λ über
eine endliche Menge M von Multiindizes laufen, dann ist die Matrix
∆(κ+ λ)
s+ |κ|+ |λ|
(κ, λ ∈M) (7.3.25)
nach Lemma 7.20 in Anhang 7.3.A invertierbar; die Multiplikation mit den b±1 (κ), b
±
2 (λ)
kann als Multiplikation mit zwei Diagonalmatrizen aufgefaßt werden, die ihrerseits inver-
tierbar sind. Die rechte Seite von (7.3.23) bildet somit eine nichtsinguläre Matrix B±κλ.
Wir können auf die Details der Funktionen f±κ , g
±
λ jetzt verzichten und numerieren sie
daher mit natürlichen Zahlen j durch, wobei wir die Reihenfolge so wählen, daß das resul-
tierende ϑ±(j) monoton mit j wächst. Die im folgenden relevanten Ergebnisse fassen wir
noch einmal zusammen bzw. formulieren sie für beliebigen Einteilchenraum als Forderung:
14Man beachte, daß Er → 0, Em →∞ auch rm→ 0 impliziert.
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Eigenschaft 7.17. Zu E ≥ E0, r ≤ r0, Er ≤ 1 gibt es J-invariante Vektoren
f±j ∈ L±(r) , g±j ∈ Q(E)K (j ∈ N),
die in L±(r) bzw. Q(E)K linear unabhängig sind. Weiterhin existieren zwei monoton wach-













Die Konstanten c±f (j, k) und c
±
g (j, k) verschwinden nicht, falls j=k; die Matrix B
±
jk (j, k≤
N) ist für jedes N ∈ N invertierbar. E0 und r0 sind positive Konstanten.
Wie interessieren uns besonders für den Fall, in dem die ϑ± mit den in Eigenschaft 7.1
erwähnten Funktionen übereinstimmen, wie dies beim reellen skalaren Feld der Fall ist;
unsere Überlegungen sind aber unabhängig davon. Die Tatsache der Invertierbarkeit der
Matrizen B±jk soll noch etwas umformuliert werden, bevor wir sie im folgenden verwenden:















mit Konstanten d0k, die ebenfalls nicht alle verschwinden.



















Das Verhalten der Skalarprodukte 〈f±j |g±k 〉 für große E und kleine Er ist nach Eigen-
schaft 7.17 bekannt. Für das folgende erweist es sich aber als günstig, über noch einfachere
Relationen für diese Ausdrücke zu verfügen, etwa 〈f±j |g±k 〉 ∝ δjk. Wir werden dies durch ei-
ne Variante des bekannten Gram-Schmidt’schen Orthogonalisierungsverfahrens erreichen.
Die Vorzeichen ± werden im folgenden fortgelassen, die Konstruktion verläuft in beiden
Fällen völlig gleich.
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Wir konstruieren nun rekursiv Funktionen f̂n, ĝn, die folgende Eigenschaften erfüllen
sollen:
Jf̂n = f̂n ; Jĝn = ĝn (7.3.27)
Span {f1, . . . , fn} = Span {f̂1, . . . , f̂n} (7.3.28)
























const.(k, n) ∀k ∈ N (7.3.35)
〈ĝn|f̂k〉 = 0 ∀k < n (7.3.36)




const.(n) 6= 0 (7.3.38)
Induktionsanfang (n = 1): Wir setzen
f̂1 := f1 , ĝ1 := g1. (7.3.39)
(7.3.28) und (7.3.29) sind trivial erfüllt; (7.3.30) - (7.3.38) ergeben sich aus den entspre-
chenden Eigenschaften der fj und gj.
Induktionsschritt (n−1→ n): Wir definieren












(Die Nenner sind nach Induktionsvoraussetzung (7.3.38) nicht 0 für genügend kleine Er
und große E.) Diese Funktionen sind wieder invariant unter J , denn die skalaren Faktoren
sind reell.
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(7.3.28) ist erfüllt, denn einerseits gilt f̂n ∈ Span {f1, . . . , fn} nach Definition, ande-
rerseits ist f̂n 6∈ Span {f1, . . . , fn−1}, weil die fj linear unabhängig sind; also wird der von
den f̂ erzeugte Unterraum echt größer. Ebenso folgt (7.3.29).
Zu (7.3.30): Für k ∈ N gilt

















nach Induktionsvoraussetzung (7.3.30), (7.3.35) und (7.3.38). Ebenso erhält man (7.3.32).
Zu (7.3.31): Sei k ≤ n, dann ist
























unter Verwendung von (7.3.30), (7.3.31), (7.3.35) und (7.3.38). Genauso ergibt sich (7.3.33).











mit Voraussetzung (7.3.34), (7.3.35) und (7.3.38). Gleichung (7.3.35) folgt analog.
Zu (7.3.37): Es sei k ≤ n; dann gilt identisch für alle E und r:










〈ĝk|f̂k〉 = 0. (7.3.45)
Eine ähnliche Rechnung zeigt (7.3.36).
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Zu zeigen ist noch, daß diese Konstante nicht verschwindet. Dazu nehmen wir an, daß
〈ĝn|f̂n〉(Er)−ϑ(n) → 0. Wegen (7.3.36) gilt dann 〈ĝn|f̂k〉(Er)−ϑ(k) → 0∀k ≤ n, und aufgrund
von (7.3.28) auch 〈ĝn|fk〉(Er)−ϑ(k) → 0∀k ≤ n. Andererseits erfüllt






die Voraussetzungen des Lemmas 7.18; daher gibt es ein k mit 〈ĝn|fk〉(Er)−ϑ(k) 6→ 0. Damit
ist ein Widerspruch erreicht.
Die Konstruktion der f̂n und ĝn ist nun abgeschlossen. Wir lassen das ”
Dach“ über den
Symbolen wieder weg und verfügen damit über Funktionen f±n und g
±
n , deren Eigenschaften
sich wie folgt zusammenfassen lassen:


























Die Konstante in der letzten Gleichung verschwindet nicht.
7.3.4 Zweite Quantisierung
Nachdem wir die Situation im Einteilchenraum festgestellt und um einiges vereinfacht
haben, bleiben noch die gewünschten energiebeschränkten Funktionale τj und die lokalen
Weyloperatoren W (fj) zu konstruieren.
Wir beginnen auf der Seite der Funktionale: Mit Hilfe von Lemma 7.8 in Anhang 7.2.B
verschaffen wir uns zu Multiindizes µ+, µ− beliebiger Stellenzahl ein Funktional τµ+µ− , das


















annimmt. Da die g±j energiebeschränkt sind, liefert Korollar 7.10, daß τµ+µ− ∈ Σ(Ê) mit
Ê = (|µ+|+|µ−|)E; außerdem erhält man ‖τµ+µ−‖ ≤ const.(µ+, µ−) für große E und kleine
Er, wenn man die Abschätzung der Normen der g±j aus (7.3.50) berücksichtigt.


















ν+ν−) ∈ A(r). (7.3.55)
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Dabei ist M ⊂ M∞ ×M∞ eine endliche Teilmenge, die wir erst später spezifizieren wer-




















































µ−j · c2(µ+, µ−) =: C0µ+µ−|ν+ν− . (7.3.58)
c1(ν
+, ν−) und c2(µ
+, µ−) sind nichtverschwindende Konstanten.
Wir fassen die Multiindizes µ+, µ− nun wie in Abschnitt 7.2 zu nur einem Multiindex
µ zusammen (entsprechend auch ν±) und bilden aus den ϑ±(j) ein entsprechendes ϑ(j),










j · c2(µ) = C0µν . (7.3.59)
Die Multiplikation mit c1(ν) und c2(µ) entspricht der Multiplikation des mittleren Terms





Wir können diese Matrix ohne Einschränkung als invertierbar annehmen, und zwar in
folgendem Sinne:
Falls CPµν nicht invertierbar ist, dann ersetze man alle nichtverschwindenden Einträge
der Multiindizes ν durch Variablen x
(ν)





Die Determinante dieser Matrix ist ein Polynom in den Variablen x
(ν)
j , und zwar nicht das







nur in dem Term auf, der von der Diagonalen der Matrix herrührt. Mithin kann man für
x
(ν)
j Werte finden (sogar in beliebiger Nähe der ursprünglichen), so daß die Determinante
nicht verschwindet und damit CPµν invertierbar wird. Startet man aber in (7.3.54) mit den
geänderten Werten statt der ganzzahligen ν±j , dann verläuft die Konstruktion wie zuvor.
Insgesamt ist die Matrix C0µν also (ohne Einschränkung) invertierbar. Da sowohl die
Determinante als auch die Komponenten der inversen Matrix stetig in den Einträgen von
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C sind, ist für genügend kleine Er und große E auch Cµν(E, r) invertierbar, und die in
Lemma 7.16 erwähnte Konstante d kann gleichmäßig gewählt werden. Man kann den in Ab-
schnitt 7.3.1 skizzierten Gedankengang also anwenden;15 dabei wählt man den Exponenten
γ so, daß
γ ≥ Θ(µ) ∀µ ∈M. (7.3.60)
Die Menge M kann noch geeignet gewählt werden, um γ möglichst klein werden zu lassen
(sie muß mindestens N+1 Multiindizes enthalten). Um das Ergebnis einfacher formulieren
zu können, numerieren wir nun auch die τµ und f
∗
µ mit natürlichen Zahlen j statt Mul-
tiindizes, wobei Θ(j) wieder monoton wachsen soll – das ist wegen ϑ±(j) → ∞ (j → ∞)
stets möglich. Unter Präzisierung der bisherigen Formulierung
”
für große E und kleine Er“
erhalten wir dann folgende Aussage:
Satz 7.19. Wir betrachten ein Modell der freien Feldtheorie, das die Eigenschaft 7.17
besitzt, etwa die Theorie eines reellen skalaren Feldes in s ≥ 2 Raumdimensionen. Zu
N ∈ N gibt es dann Konstanten E0, w0 und c, so daß für E ≥ E0, Er ≤ w0 und beliebige
Rang-N-Abbildungen ψN ∈ Ψ0 gilt:
‖Ξ− ψN‖E,r ≥ c · (Er)Θ(N+1).
Es sei bemerkt, daß die oben definierte Funktion Θ(j) mit derjenigen aus Abschnitt 7.2
übereinstimmt, vorausgesetzt, daß die ϑ± in Eigenschaft 7.1 und Eigenschaft 7.17 ebenfalls
gleich gewählt werden können (wie im Beispiel des reellen skalaren Feldes).
Wir können nun die
”
oberen Abschätzungen“ aus Abschnitt 7.2 und die
”
unteren
Abschätzungen“ aus diesem Abschnitt vergleichen und damit den Feldinhalt der Theo-
rie vollständig bestimmen:
Erfüllt die betrachtete Theorie die vorausgesetzten Eigenschaften im Einteilchenraum,
dann folgt zunächst aus Abschnitt 7.2, daß
dim Φγ < N, falls Θ(N) ≥ γ ; (7.3.61)
denn dann können wir nach Satz 7.5 eine Rang-(N−1)-Abbildung ΨN−1 finden, so daß
γ(Ξ− ψN−1) ≥ γ.






bei festgehaltenem E. Dabei ist pγ eine reguläre Projektion auf Φγ, weshalb pγΞ ∈ Ψ0
eine Abbildung vom Rang dim Φγ wird. Aus Satz 7.19 wissen wir aber, daß eine solche
Approximation durch Rang-(N−1)-Operatoren zumindest für große E nicht möglich ist,
falls Θ(N) < γ; deshalb gilt
dim Φγ ≥ N, falls Θ(N) < γ . (7.3.63)
Aus (7.3.61) und (7.3.63) erhält man unmittelbar, daß
d(γ) ≡ dim Φγ = max{N | Θ(N) < γ } . (7.3.64)
15 Dazu müssen die Funktionale τµ noch normiert und die Energieskala um einen konstanten Faktor
geändert werden. Dies läßt sich aber in den im Endergebnis erwähnten Konstanten auffangen.
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Man sieht hieran noch einmal explizit die linksseitige Stetigkeit von d(γ).
Damit haben wir nicht nur dim Φγ bestimmt, sondern auch den Raum Φγ selbst: Da
per Definition
Θ(d(γ) + 1) ≥ γ , (7.3.65)
liefert uns Satz 7.5 eine Abbildung ψ vom Rang dim Φγ, die γ(Ξ−ψ) ≥ γ erfüllt und deren
Rechts-Bild daher mit Φγ übereinstimmt. Explizit hat man
Φγ = Span {φj}d(γ)j=1 ; (7.3.66)
die in Abschnitt 7.2 berechneten φj bilden also gerade den Feldinhalt der Theorie.
Ein explizites Beispiel für die ersten Terme der Approximationsreihe und für die zu-
gehörigen Θ(N) und d(γ) ist in Abschnitt 7.4.2 angegeben.
7.3.A Ein Hilfssatz im Einteilchenraum
Im Zusammenhang mit unserer Analyse im Einteilchenraum der Theorie betrachten wir





das Integral läuft über die Einheitssphäre im Rs. Wir bemerken folgende Eigenschaften:
∆(κ) ≥ 0; (7.3.68)
∆(κ) = 0 ⇔ κ besitzt einen ungeraden Eintrag, (7.3.69)
insbesondere: ∆(2κ) > 0. (7.3.70)
Das folgende Lemma stellt sich für unsere Anwendungen als wichtig heraus.




, κ, λ ∈M
positiv definit, insbesondere ist sie invertierbar.




xκ für |~x| ≤ 1,
0 sonst;
κ ∈M. (7.3.71)
Sie sind offenbar linear unabhängig. Bezeichnet 〈 · | · 〉 das gewöhnliche L2(Rs)-Skalarprodukt,
dann gilt
〈fκ|fλ〉 = Bκλ, (7.3.72)
wie man leicht berechnet. Bκλ ist also die Matrixdarstellung des Skalarprodukts auf dem
Teilraum Span{fκ} und deshalb positiv definit.
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7.4 Freie Wightman-Felder
Wir haben bisher das betrachtete Modell der freien Feldtheorie vollständig im algebraischen
Rahmen formuliert und das Verhalten der Theorie
”
am Punkt“ analysiert, wodurch wir
dann in Kapitel 3 lokale Punktfelder am Koordinatenursprung erhalten haben. Historisch
wurde die freie Feldtheorie aber zuerst durch Punktfelder (bzw. durch
”
ausgeschmierte“
operatorwertige Distributionen) definiert und später auf die algebraische Theorie übertra-
gen.
Wir geben in diesem Abschnitt zunächst einen Überblick über die Formulierung der
freien Feldtheorie im Wightman’schen Rahmen und zeigen, wie die algebraische Sichtweise
daraus hervorgeht. Dabei beschränken wir uns auf das reelle skalare Feld; nur dort hatten
wir den Einteilchenraum und die
”
lokalen“ Unterräume L±(r) konkret definiert. Anschlie-
ßend geben wir die ersten Terme der in Abschnitt 7.2.6 hergeleiteten Reihenentwicklung
explizit an; wir deuten die darin vorkommenden quadratischen Formen als Punktfelder und
zeigen, daß man nach Ausintegration tatsächlich das Feld φ(f) zurückerhält, mit dessen
Hilfe die Theorie definiert wurde.
7.4.1 Das reelle skalare Feld im Wightman-Rahmen
Ein reelles skalares Feld ist in der Wightman’schen Quantenfeldtheorie eine hermitesche
operatorwertige Distribution
φ(f)∗ ⊃ φ(f̄) , f ∈ S(M). (7.4.1)
Das Feld φ soll (im Sinne von Distributionen) die Klein-Gordon-Gleichung erfüllen:
(2 +m2)φ = 0. (7.4.2)
Genügt ein solches Feld allen in Abschnitt 1.3.2 aufgeführten Wightman-Axiomen, ein-












ds+1y f(x) g(y) ∆+(x− y); (7.4.4)





Dadurch ist das Feld φ(f) bis auf Unitäräquivalenz eindeutig festgelegt. Es kann in der
üblichen Fockraumdarstellung konstruiert werden [Jos65]; dort läßt es sich in die bekannten
Erzeugungs- und Vernichtungsoperatoren a∗ und a zerlegen:
φ(f) = a∗(f) + a(f), f ∈ SR(M). (7.4.6)
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Um die lokalen Algebren A(O) zu erhalten, muß man beschränkte Funktionen der φ(f)
betrachten. Da die φ(f) für reellwertiges f sogar (wesentlich) selbstadjungiert sind, bieten
sich dazu die unitären Weyl-Operatoren
W (f) = eiφ(f) , f ∈ SR(M) (7.4.7)
an.16 Sie erfüllen wegen (7.4.3) die Relation
W (f)W (g) = e−i Im 〈f |g〉+ W (f + g). (7.4.8)
Die in O lokalisierten Observablen erhält man nun, indem man die im Ortsraum im Gebiet
O lokalisierten reellwertigen Testfunktionen f und Funktionen der zugehörigen Felder φ(f)
betrachtet, also
A(O) = {W (f) | f ∈ DR(O)}′′. (7.4.9)












= 0 ∀f ∈ DR(M); (7.4.10)
folglich reicht es aus, Restklassen [f ] aus dem Quotientenraum DR(O)/(2 +m2)DR(M)








Diese Zuordnung [f ] 7→ f̃ ist wohldefiniert und injektiv, denn für f ∈ DR(M) gilt∫
ds+1x f(x)ei(ωx
0−~p~x) = 0 ∀~p ⇔ f ∈ (2+m2)DR(M). (7.4.12)
(Die Richtung
”
⇒“ folgt dabei mit Hilfe funktionentheoretischer Argumente – man beachte,
daß wegen der Trägereigenschaften von f seine (s+1)-dimensionale Fouriertransformierte
ganz analytisch ist.)
Wir zerlegen f̃ dann in J-invariante Funktionen (J wird wie in (7.1.5) definiert):
f̃ = f̃+ + iωf̃− mit f̃+ =
1
2
(f̃ + Jf̃), f̃− =
1
2iω
(f̃ − Jf̃); (7.4.13)
diese Zerlegung ist eindeutig. Wichtig ist nun, daß sich die Lokalisierung von f an den f̃±
ablesen läßt: Es sei speziell O = Or ein Standard-Doppelkegel; dann gehören vorgegebene
J-invariante Testfunktionen f̃± genau dann zu einem [f ] ∈ DR(Or)/(2+m2)DR(M), wenn






16 Die Einschränkung auf reellwertige Testfunktionen bedeutet keinen ”Verlust an Information“, da sich
jede komplexwertige Funktion als Linearkombination zweier reellwertiger schreiben läßt.
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innerhalb der Kugel |~x| < r liegen. Wir erhalten also eine eineindeutige Zuordnung [f ] 7→
f̃ = f̃+ + iωf̃−, wobei die f̃± die genannten Eigenschaften haben. Betrachtet man das Feld
nun als Funktion von f̃ statt [f ], dann lautet die Weylrelation (7.4.8)






f̃(~p) g̃(~p) = 〈f |g〉+ . (7.4.16)
Zur Vereinfachung der Rechnungen ziehen wir den Faktor (2ω)−1 im Integrationsmaß noch





W (f̂)W (ĝ) = e−i Im 〈f̂ |ĝ〉W (f̂ + ĝ) mit 〈f̂ |ĝ〉 =
∫
dsp f̂(~p)ĝ(~p) ; (7.4.18)
auf eine Neubezeichnung des Skalarprodukts verzichten wir dabei. Die lokale Algebra A(r)
wird nun erzeugt von den Weyl-Operatoren
W (f̂) , f̂ = ω−
1
2 f̂+ + iω
1
2 f̂−, (7.4.19)
wobei f̂± im Ortsraum reell und in |~x| < r lokalisiert sind. Das stimmt bis auf Bildung
topologischer Abschlüsse mit unserer bisherigen Definition in Abschnitt 7.1 überein.
7.4.2 Rekonstruktion des Feldes
Wir hatten unter gewissen Voraussetzungen im Einteilchenraum in Abschnitt 7.2 eine





und in Abschnitt 7.3 gezeigt, daß die φj den Feldinhalt der Theorie bilden. Für das reel-
le skalare Feld hatten wir die Einteilchenraum-Eigenschaften explizit nachgeprüft. Es ist
instruktiv, die ersten Terme dieser Reihe explizit auszurechnen. Um die Notation aus Ab-
schnitt 7.2 etwas zu vereinfachen, setzen wir h = h+κ=0 und g = g
+
κ=0. Man erhält dann im
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Fall physikalischer Raumzeit:17




































+ σQ( · ) ·P (E)
(
a(g)2 + a∗(g)2 + 2a∗(g)a(g)
)
P (E)
+ . . . (7.4.21)





Das mit σQ abgekürzte lineare Funktional lautet explizit











(h| · |h)− ‖h‖
2
4
(Ω| · |Ω) . (7.4.22)
Intuitiv erkennt man in den Approximationstermen bereits das Punktfeld φ(0) wieder; in
etwas suggestiver Schreibweise lautet die obige Gleichung





(h| · |Ω) + (Ω| · |h)
)







(xjh| · |Ω) + (Ω| · |xjh)
)





(ω−1h| · |Ω)− (Ω| · |ω−1h)
)
· ∂tφ(0) (γ = 2)
+ σQ( · ) · :φ2 : (0) (γ = 2)
+ . . . (7.4.23)
Wir haben hier explizit dim Φ1 = 1, dim Φ2 = 2, dim Φ3 = 7, Θ(Nj + 1) = j. Die Terme zu
γ ≥ 3 sind nicht aufgeführt. In der Reihenentwicklung treten neben dem Feld φ auch seine
räumlichen und zeitlichen Ableitungen sowie das Wickprodukt :φ2 : auf. Bei den höheren
(nicht gezeigten) Termen handelt es sich entsprechend um höhere Ableitungen des Feldes
(auch gemischte räumliche und zeitliche) sowie deren Wickprodukte. Zweite oder höhere
Zeitableitungen treten allerdings nicht auf – das ist Ausdruck der Feldgleichung (7.4.2).
Man beachte, daß die hier aufgeschriebenen ersten Terme der Reihenentwicklung mit
dem Ergebnis der heuristischen Rechnung in [HO96] im wesentlichen übereinstimmen; die
Form der Funktionale σj ist jedoch aufwendiger als dort vermutet.
Die Schreibweise a∗(g) + a(g) = φ(0) usw., zu verstehen im Sinne von Linearformen
auf Σ, ist zwar heuristisch unmittelbar einleuchtend; streng genommen bleibt aber noch zu
17 Für s > 3 ändert sich die Reihenfolge der Terme; der Term mit dem Wick-Quadrat des Feldes gehört
zu γ = s−1, während die Terme mit den ersten Ableitungen γ = 1 + s−12 aufweisen.
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zeigen, daß die aus den φj nach Integration (Abschnitt 3.4) erhaltenen Wightman-Felder
tatsächlich mit dem definierenden Feld φ(f) und seinen Ableitungen übereinstimmen. Wir
führen den Beweis hier für das Feld selbst (2. Term der Entwicklung (7.4.23) ); für die
Ableitungen und Wickprodukte läßt sich eine analoge Argumentation durchführen. Im
folgenden sei wieder s ≥ 3 beliebig.
Zu zeigen ist die Gleichheit der quadratischen Form a∗(g)+a(g) mit dem Feld φ(f) nach
Ausintegration mit einer reellwertigen Testfunktion f , und zwar im Sinne von Operatoren
auf C∞(H). Es reicht jedoch aus, die Identität auf einer dichten Menge im Sinne von
quadratischen Formen nachzuprüfen. Seien also
ξ = b1 ⊗ · · · ⊗ bm ∈ P (E)H, ξ′ = c1 ⊗ · · · ⊗ cn ∈ P (E)H; (7.4.24)
dabei sind bj, ck ∈ Q(E)K. Wir haben zu zeigen, daß∫ (
ξ
∣∣U(x) (a∗(g) + a(g))U(x)∗ ξ′) f(x) ds+1x = (ξ |φ(f) ξ′). (7.4.25)





∣∣ a](g)U(x)∗ξ′) = (ξ | a](f̂) ξ′). (7.4.26)
Dabei ist a] entweder a oder a∗; wir behandeln den Fall a] = a∗, der andere ergibt sich
entsprechend. Interessant ist dann nur m = n+1, andernfalls verschwinden beide Seiten






































Die Symmetrisierung läuft dabei über die Indizes der bj. Da das Integral über d
sp nur über
ein endliches Gebiet läuft und der Integrand auch bezüglich x genügend schnell abfällt (f
ist Testfunktion), kann die Integrationsreihenfolge vertauscht werden. Außerdem kann die





















= (ξ| a∗(f̂) ξ′) , (7.4.28)









0−~p ~x) . (7.4.29)





U(x)∗ = φ(f) (7.4.30)
im bereits diskutierten Sinne.
7.5 Produktentwicklung und Normalproduktraum
Um die Berechnung der Operatorproduktentwicklung zu illustrieren, betrachten wir wie-
derum den Fall eines reellen skalaren freien Feldes in s = 3 räumlichen Dimensionen. Wir
untersuchen dort das
”
Quadrat“ des Feldes, also das Produkt Π = φ⊗ φ.
Dazu benötigen wir zunächst eine reguläre Projektion pγ auf Φγ, wobei γ geeignet groß
gewählt werden muß. Wir werden unten explizit sehen, daß γ = 3 für die Operatorpro-










Um die gewünschte Projektion zu konstruieren, müssen wir energiebeschränkte Funktionale
σj finden, so daß
σj(φk) = δjk. (7.5.2)
Heuristisch liegt es nahe, hierzu die in (7.4.23) aufgeführten linearen Funktionale zu ver-
wenden. Tatsächlich stellt man fest, daß sie σj(φk) = δjk erfüllen. Sie sind jedoch nicht
energiebeschränkt, da die Funktion ω−
1
2h im Ortsraum kompakten Träger besitzt.18 Wir
werden deshalb die Funktion h modifizieren und wählen dazu eine Testfunktion f ∈ S(Rs)
mit kompaktem Träger, so daß∫





sp = 0 ∀ j ∈ {1, . . . , s}. (7.5.3)
(Das kann man z.B. mit einer geeigneten rotationssymmetrischen Funktion f sicher errei-




und bezeichnen mit σ̌j die Funktionale, die man aus σj erhält, indem man h durch ȟ ersetzt,
also




(ȟ| · |Ω) + (Ω| · |ȟ)
)
, . . . , σ̌7 = σ̌Q. (7.5.5)
18 Zwar konvergiert h im Limes eines großen ”Abschneideradius“ gegen die Delta-Funktion im Impuls-
raum, aber in diesem Limes bleibt die Norm von h nicht beschränkt. Rechnet man trotzdem formal mit dem
”nicht regulären“ Projektor
∑
j σj( · )φj , dann erhält man zwar endliche Ergebnisse, in höheren Ordnungen
der Produktentwicklung ergeben sich jedoch Widersprüche zur Lorentz-Kovarianz der Koeffizientenfunk-
tionen.
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Mit Hilfe der Relationen
〈ȟ|g〉 = 1, 〈xjȟ| − ipkg〉 = δjk, 〈ȟ| − ipjg〉 = 0 = 〈xjȟ|g〉 (7.5.6)
rechnet man leicht nach, daß tatsächlich
σ̌j(φk) = δjk, (7.5.7)
also ist pγ =
∑
j σ̌j( · )φj eine Projektion mit den gewünschten Eigenschaften.
Wir betrachten nun das raumartige Produkt
Π(x, y) = φ(x)φ(y) = U(x)φU(y − x)φU(−y) (x, y ∈M, (x− y)2 < 0), (7.5.8)
das man als holomorphe Fortsetzung in der Variablen z des Produkts
Π0(z) = U(x)φU(z)φU(−z−x) ((Re z)2 < 0, Im z ∈ V+) (7.5.9)
erhält (im Sinne von Linearformen auf Σ). Wir berechnen pγΠ(x, y) und setzen dazu Π0(z)
in die Funktionale σ̌j ein. Eine kurze Rechnung zeigt, daß
(Ω|Π0(z)|Ω) = ∆+(−z), (7.5.10)
was tatsächlich eine Fortsetzung auf reelle raumartige z = y − x besitzt (siehe (7.5.17)





= 0 für j ∈ {2, . . . , 6} , (7.5.11)































f(~p)eipx dsp . (7.5.13)
Da dieses Integral nur über ein kompaktes Gebiet läuft, sieht man explizit, daß eine ho-
lomorphe Fortsetzung von (7.5.12) auf beliebige x ∈ Cs+1 existiert (ebenso in y). Weiter
folgt nach dem Satz von der majorisierten Konvergenz
〈ȟ|eipxg〉 −−→
x→0
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Die Produktentwicklung lautet damit insgesamt
pγΠ(x, y) = ∆+(x− y) · 1 + ρ(x, y)· :φ2: (7.5.16)
mit einer Funktion ρ(x, y), die für x, y → 0 gegen 1 konvergiert; der Faktor ∆+(x− y) läßt









−(x−y)2) (m > 0),
− 1
4π2(x−y)2 (m = 0)
für (x− y)2 < 0, (7.5.17)
woraus man die Divergenz des Koeffizienten am Koordinatenursprung ablesen kann. (K1(z)
ist hier eine modifizierte Besselfunktion.)
Wir wollen nun explizit zeigen, daß pγΠ(x, y) das Produkt Π im raumartigen Limes
approximiert. Dazu schreiben wir per Wick-Ordnung
Π(x, y) = :φ(x)φ(y): + (Ω|φ(x)φ(y)|Ω) · 1
= :φ(x)φ(y): + ∆+(x− y) · 1 , (7.5.18)




Zusammen mit (7.5.16) folgt daraus offenbar
‖Π(x, y)− pγΠ(x, y)‖E −→
R
0 ∀E > 0, (7.5.20)
d.h. γ = 3 war genügend groß gewählt, und die Operatorproduktentwicklung ist konsistent
mit der Wick-Ordnung.
Aus (7.5.16) läßt sich auch der Normalproduktraum von Π = φ ⊗ φ ablesen: Er liegt
sicher in der linearen Hülle von 1 und :φ2: ; andererseits gibt es offenbar keinen eindimen-
sionalen Raum, der für φ⊗ φ raumartig approximierend ist, weshalb wir





Die im vorigen Kapitel analysierte freie Feldtheorie zeigt die prinzipielle Anwendbarkeit
unseres Verfahrens zur Punktfeldanalyse. Wünschenswert ist aber eine Anwendung des
Formalismus auf physikalisch realistischere Modelle. Wir diskutieren hier, inwieweit die
in der freien Feldtheorie gefundene Situation auch auf wechselwirkende Modelle extrapo-
liert werden kann, und welche Aussagen sich unabhängig von konkreten Modellen – nur
aufgrund der allgemeinen Eigenschaften einer relativistischen Quantentheorie und des Pha-
senraumkriteriums – treffen lassen.
Wir behandeln dazu zunächst Verallgemeinerungen des in Kapitel 7 entwickelten Ver-
fahrens für das reelle skalare freie Feld. Auf diese Weise untersuchen wir unter anderem,
ob der mathematische Rahmen auch Teilchen von höherem Spin, die Behandlung von Fer-
mionen oder die Analyse von Modellen in niedrigen Raum-Zeit-Dimensionen zuläßt. Wir
diskutieren kurz ein Netz von Algebren, das nicht aus Punktfeldern aufgebaut ist und
trivialen Feldinhalt besitzt [Lut97].
Weiter führen wir aus, unter welchen physikalischen Voraussetzungen das Phasenraum-
kriterium in Modellen gültig sein sollte, und welche Konsequenzen daraus für die Struktur
der Theorie folgen. Wir skizzieren ein Kriterium, um Theorien, die von lokalen Punktfeldern
erzeugt werden, von solchen mit nicht punktartig lokalisierten Observablen zu unterschei-
den: Ist der Feldinhalt
”
ausreichend groß“, dann kann das lokale Netz vollständig aus ihm
rekonstruiert werden. Dies liefert eine Charakterisierung von Eichtheorien, die sich allein
auf die Betrachtung observabler Größen stützt.
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8.1 Weitere Aspekte der freien Theorie
Aufbauend auf der Behandlung des reellen skalaren freien Feldes in Kapitel 7 untersuchen
wir die Übertragbarkeit der Analyse auf weitere freie Theorien, insbesondere solche mit
anderem Einteilchenraum und in anderen Raum-Zeit-Dimensionen.
Allgemeine freie bosonische Modelle Es stellt sich zunächst die Frage, ob das Pha-
senraumkriterium auch in Theorien mit anderer Teilchenstruktur als der relativ simplen
des reellen skalaren Feldes etabliert werden kann. Hierzu bemerkt man, daß sowohl der
Nachweis des Phasenraumkriteriums wie auch die Bestimmung des Feldinhalts auf gewisse
Eigenschaften im Einteilchenraum der Theorie zurückgeführt wurden; sind diese Eigen-
schaften gegeben, dann läuft das folgende Konstruktionsverfahren (
”
zweite Quantisierung“)
unabhängig von den Details des Modells. Man sieht leicht, daß die besagten Eigenschaf-
ten 7.1, 7.2 und 7.17 bei der Bildung direkter Summen von Einteilchenräumen erhalten
bleiben; auf diese Weise läßt sich unsere Analyse also auch auf Theorien mit
• mehreren (jedoch endlich vielen) Teilchensorten,
• Bosonen von höherem Spin,
• geladenen Teilchen (komplexe Felder)
übertragen.
Allerdings ist das asymptotische Phasenraumkriterium in Theorien mit unendlich vielen
Teilchensorten, unabhängig von deren Masse, nicht erfüllt. Während andere in der Litera-
tur bekannte Phasenraumbedingungen solche Theorien zumindest teilweise noch zulassen
[BP90], fallen sie aus unserem Rahmen aufgrund ihres Kurzabstandsverhaltens heraus:
Mit Hilfe der Argumentation aus Abschnitt 7.3 folgt, daß die Dimension der Räume Φγ
beliebig groß sein müßte, da jedes unabhängige Feld mit einem linear unabhängigen Anteil
∝ (Er) s−12 zu den unteren Schranken beiträgt. Insofern ist das asymptotische Phasen-
raumkriterium im Bereich kleiner Skalen sensitiver als die bekannten Nuklearitäts- oder
Kompaktheitsbedingungen.
Fermionen Unser Verfahren zur Konstruktion von Quantenfeldern haben wir bisher
ausschließlich für bosonische Felder formuliert: Wir betrachten nur Größen, die sich als
Grenzwerte lokaler Observablen darstellen lassen; nicht-observable Fermifelder können im
berechneten Feldinhalt also nicht auftreten. Allerdings sollten dort observable Funktionen
dieser Felder sichtbar sein, etwa :ψ(x)γµψ(x) : im Fall eines Dirac-Feldes ψ(x).
Um fermionische Modelle direkt zu analysieren, kann man den Formalismus jedoch
abändern und statt der Observablenalgebren A(O) die Feldalgebren F(O) betrachten [BR81,
sect. 5.4.3]. Die Vertauschungsrelationen der so erhaltenen Punktfelder, die ja bisher asymp-
totisch aus den Vertauschungsrelationen in den A(O) gewonnen wurden, würden dann au-
tomatisch auch Antikommutatorrelationen beinhalten. Außerdem müßte die Symmetrieei-
genschaft der A(O) unter L entsprechend durch eine Darstellung der Überlagerungsgruppe
SL(2,C) auf den F(O) ersetzt werden; das sollte aber mit Hilfe der in Abschnitt 4.2 ent-
wickelten Methoden kein Hindernis beim Nachweis der Wightman-Axiome darstellen.
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In derselben Weise kann das Verfahren auch auf bosonische, aber nicht observable Felder
ausgedehnt werden, z.B. auf Eichfelder (entsprechende Phasenraumeigenschaften voraus-
gesetzt).
2+1-dimensionale Modelle Da Informationen über konkrete Modelle, insbesondere in
der konstruktiven Quantenfeldtheorie, hauptsächlich in niedrigen Raum-Zeit-Dimensionen
vorliegen, ist es wünschenswert, die Anwendbarkeit unseres Formalismus auch im Fall nie-
derdimensionaler freier Feldtheorien zu untersuchen. Wir betrachten dabei zunächst die
2+1-dimensionale Theorie, die z.B. im Hinblick auf das wechselwirkende φ43-Modell [GJ87,
sect. 23.1] von Interesse ist.
Man bemerkt hier, daß im Fall des reellen skalaren Feldes – der nach obigen Überlegun-
gen als generisch anzusehen ist – die für die Feldstruktur wesentlichen Einteilchenraum-
Eigenschaften 7.1 und 7.17 auch in s = 2 Raumdimensionen noch erfüllt sind.
Probleme bereitet nur die Nuklearität bei festem E und r, wie sie in Eigenschaft 7.2
gefordert wird; hier divergieren die Abschätzungen für s = 2. Man kann vermuten, daß es
sich dabei um ein rein technisches Problem handelt, da die Entwicklung bei festem E und
r eher den Charakter einer Hilfsaussage hat und zur eigentlichen asymptotischen Approxi-
mation der Abbildung Ξ nicht beiträgt. Diese Schwierigkeiten konnten jedoch bisher nicht
überwunden werden.
Um das Phasenraumkriterium hier exakt behandeln zu können, kann man allerdings den
massiven Fall näher betrachten. Vergleicht man mit den Abschätzungen in Anhang 7.2.C,
dann sieht man, daß man zwar für die Spurnorm der dort behandelten Operatoren T+
keine
”
skaleninvariante“ Abschätzung der Form
‖T+‖1 ≤ E−
1
2 (Er)α · const. (8.1.1)






2 Eα rα−ε · const. (8.1.2)








für ein gewisses ε > 0 im Limes w → 0 analysiert wird, dann ist das resultierende Phasen-
raumkriterium auch in der 2 + 1-dimensionalen massiven Theorie noch erfüllt, allerdings
nicht mehr im masselosen Fall. Die anschließende Konstruktion der Punktfelder verläuft
analog auch mit dem modifizierten Kriterium.1
1 Man bemerkt, daß eine Theorie, die das ursprüngliche asymptotische Phasenraumkriterium erfüllt,
auch dem modifizierten Kriterium genügt, denn das Gebiet in der E-r-Ebene, über das sich das zu bildende
Supremum erstreckt, wird durch die Modifikation verkleinert. Die Menge der konstruierten Punktfelder
ist dann in beiden Fällen dieselbe, da sie mit dem in (3.4.1) unabhängig vom Kriterium definierten Raum
ΦFH übereinstimmt.
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Es wirkt sicher unnatürlich, hier die Analyse auf
”
Skalierungsorbits“ Er ≤ w zugunsten
einer nicht-skaleninvarianten Form E1+εr ≤ w aufzugeben. Man mag dies als eine Konse-
quenz der unphysikalischen Eigenschaften der dreidimensionalen Theorie verstehen, die im
masselosen Fall zumindest bei festem E und r ein singuläres Phasenraumverhalten zeigt.
1+1-dimensionale Modelle Noch singulärer sind die Phasenraumeigenschaften von
Theorien in nur einer Raumdimension. Hier bereitet nicht nur die Nuklearität bei festem
E und r Probleme, sondern auch die asymptotischen Abschätzungen für Eigenschaft 7.1
lassen sich nicht mehr etablieren: Neben technischen Schwierigkeiten (Integraldivergenzen)
wäre auch die bei formal gleichen Ergebnissen zu erwartende Funktion ϑ+ nicht mehr strikt
positiv (man hat ϑ+(κ) = |κ|+ s−1
2
); infolgedessen erhielte man in der Reihenentwicklung
(7.2.60) beliebig viele Terme zum Er-Verhalten γ = 0, entsprechend den Wick-Potenzen
:φn : des Feldes. Die Räume Φγ sind ”
unendlichdimensional“; das asymptotische Phasen-
raumkriterium kann nicht erfüllt sein.
Einen eventuellen Ausweg bietet die masselose 1 + 1-dimensionale Stromalgebra, wie
sie von Fredenhagen und Jörß [FJ96] im Zusammenhang mit Punktfeldeigenschaften be-
trachtet wurde. Hier wird das lokale Netz nur von den Strömen eines freien masselosen
Feldes generiert (z.B. durch Restriktion des Einteilchenraums). Auf diese Weise tritt das
beschriebene Problem der Wickprodukte gleichen Kurzabstandsverhaltens nicht auf. Im
Prinzip ist es in diesem Fall also denkbar, endlichdimensionale Räume Φγ zu erhalten.
Allerdings läßt sich die spezielle Konstruktion der Einteilchenraum-Funktionen g±κ , h
±
κ aus
Abschnitt 7.2 nicht direkt übertragen, sondern müßte geeignet modifiziert werden; abge-
sehen davon bleibt auch das Problem der Nuklearität bei festem E und r bestehen.
Modelle mit trivialem Feldinhalt Das in dieser Arbeit formulierte Phasenraumkrite-
rium garantiert nur die Wohldefiniertheit (
”
Endlichkeit“) des Feldinhalts einer Theorie; es
macht keine Aussagen über dessen Umfang oder gar darüber, ob die algebraische Theorie
vollständig aus ihm rekonstruiert werden kann. So könnten die lokalen Algebren durchaus
Observablen beschreiben, die in endlich ausgedehnten Gebieten lokalisiert und im Phasen-
raumlimes nicht sichtbar sind. Ein Modell, das dieses Verhalten exemplarisch zeigt, wurde
von Lutz betrachtet [Lut97]. Es basiert auf einer freien Theorie (genauer einem reellen
skalaren masselosen Feld in zunächst (s+ 1) + 1 Raum-Zeit-Dimensionen), bei der jedoch
die Algebren A(r) für kleine r quasi
”
ausgedünnt“ werden: Man hat2





mit einer Funktion n : R+ → N, die für r → 0 beliebig wächst. Die Koordinate xs+1 ist
hier eine
”
Hilfsdimension“; das Netz wird dann auf s Raumdimensionen eingeschränkt.
In diesem Modell brechen die unteren Abschätzungen aus Abschnitt 7.3 – mangels
verfügbarer Funktionen f±j – zusammen, d.h. eine Mindestdimension der Φγ größer als 1
kann nicht sichergestellt werden. Tatsächlich sollte sich das Phasenraumkriterium wie folgt
etablieren lassen: Durch partielle Integration in (7.2.9) sieht man, daß der Beitrag von h±κ
in der Einteilchenraum-Entwicklung verschwindet, falls κs+1 < 2n(r). Somit entfällt außer
2 Die Notation ist gegenüber [Lut97] leicht verändert und unseren Konventionen angepaßt.
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dem Anteil des Einsoperators jeder festgehaltene Term σµφµ in der Reihenentwicklung für
ΞE,r, wenn man r genügend klein wählt; man erhält
δ
(
Ξ− (Ω| · |Ω)1
)
= 0 . (8.1.6)
Das asymptotische Phasenraumkriterium ist trivialerweise erfüllt; wir erhalten Φγ = C1
für alle γ > 0. Die Phasenraumstruktur dieses Netzes führt also zu einem trivialen Punkt-
feldinhalt der Theorie. Wie in [Lut97] gezeigt, ist auch der Skalenlimes des Netzes trivial.
8.2 Wechselwirkung, Eichtheorien
Wie wir gesehen haben, lassen sich viele qualitative Aspekte des Punktfeldinhalts und des
Phasenraumverhaltens durch Betrachtung freier Modelle diskutieren. Wünschenswert wäre
allerdings auch eine direkte Analyse realistischer wechselwirkender Theorien. Da es bisher
nicht gelungen ist, Quantenfeldtheorien in physikalischer Raumzeit rigoros zu konstruie-
ren, ist eine
”
konkrete“ Analyse zum momentanen Zeitpunkt nicht möglich. Der entwickelte
Formalismus versetzt uns jedoch in die Lage, Aussagen ohne Kenntnis spezieller Modelle
für alle relativistischen Quantentheorien zu treffen, die das asymptotische Phasenraumkri-
terium erfüllen.
Das betrachtete Phasenraumkriterium wurde mit physikalisch plausiblen Annahmen
über das Kurzabstandsverhalten der Theorie motiviert. Wie explizit gezeigt, ist es in der
freien Feldtheorie erfüllt. Seine Formulierung verwendet aber keine speziellen
”
freien“ Be-
griffe wie Wickprodukt, Fockraum oder Teilchenzahl, sondern sie basiert auf einem qualita-
tiven Bild des Verhaltens der Theorie bei kleinen Wirkungen. Insofern scheint es plausibel,
daß das Kriterium in jedem Modell mit
”
sinnvollem Punktfeldinhalt“ erfüllt ist. Genauer er-
wartet man dies zumindest in asymptotisch freien Theorien, deren Kurzabstandsverhalten
dem einer freien Theorie entsprechen sollte; allgemeiner wird man ein analoges Verhalten
in jedem Modell mit Ultraviolett-Fixpunkt der Renormierungsgruppe vermuten.
Setzen wir das asymptotische Phasenraumkriterium als physikalisch sinnvolle Annahme
voraus, dann ist automatisch garantiert, daß die Theorie einen wohldefinierten Punktfeldin-
halt aus Wightman-Feldern besitzt, der in einer aufsteigenden Kette von endlichdimensio-
nalen Räumen Φγ vorliegt; der Parameter γ klassifiziert dabei das Kurzabstandsverhalten
der Felder. Zwischen den Feldern existiert stets eine Operatorproduktentwicklung in ei-
nem mathematisch wohldefinierten Sinn, unabhängig von der Störungstheorie. Allerdings
können wir über die Größe des Feldinhalts a priori keine Aussagen machen.
Aus den Erfahrungen der Störungstheorie heraus vermutet man in wechselwirkenden
Theorien, daß sich die Struktur der Räume Φγ folgendermaßen von der in freien Theorien
unterscheidet: Die Entartung des Kurzabstandsverhaltens der Felder wird beim
”
Einschal-
ten der Kopplung“ aufgehoben; die Funktion dim Φγ weist deutlich mehr Sprungstellen
auf, und diese werden dann auch nicht mehr bei ganz- oder halbzahligen Werten liegen,
sondern bei allgemeinen reellen Werten (
”
anomale Dimensionen“).
Es ist im allgemeinen nicht klar, ob der von uns konstruierte Satz von Punktfeldern
in dem Sinne
”
vollständig“ ist, daß man aus ihm das lokale Netz O 7→ A(O) vollständig
rekonstruieren kann – für ein reelles skalares freies Feld ist dies der Fall, aber das oben
erwähnte Modell von Lutz [Lut97] bildet ein Gegenbeispiel. Wir können zur Klassifikation
folgendes Schema angeben, das hier nur skizziert werden soll:
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Der Feldinhalt ΦFH erzeugt, wie man mit Hilfe der in [DSW86] entwickelten Methoden
sehen sollte, folgendermaßen ein lokales Netz: Ist P(O) die von den Feldern mit in O
lokalisierten Testfunktionen erzeugte Polynomialalgebra, d.h.
P(O) =
{
φ1(f1) · . . . · φn(fn) |φj ∈ ΦFH, supp fj ⊂ O, n ∈ N
}
, (8.2.1)
und P(O)w die schwache Kommutante dieser Operatoren, also
P(O)w =
{




AF(O) := (P(O)w)′ (8.2.3)
ein neues lokales Netz, wobei man sich auf bestimmte Gebiete O beschränkt, nämlich
Doppelkegel, Keilgebiete und deren kausale Komplemente. Offenbar gilt
A(O)′ ⊂ P(O)w ⇒ AF(O) ⊂ A(O), (8.2.4)
wobei die Inklusion im allgemeinen echt sein kann. Es ist klar, daß das Netz AF ebenfalls das
asymptotische Phasenraumkriterium erfüllt. Die Felder sind auch zu den AF(O) affiliiert
(der Beweis zu Lemma 3.16 überträgt sich); durch die in Satz 3.17 etablierten Approxi-
mationseigenschaften wissen wir dann, daß das
”
verkleinerte“ Netz zum selben Feldinhalt
führt wie das ursprüngliche:
ΦFH(AF) = ΦFH(A). (8.2.5)
Das Netz AF ist in diesem Sinne ein ”
Fixpunkt unserer Konstruktion“.
Wir können also in A ein von Punktfeldern erzeugtes Unternetz AF finden. Ist die
Menge ΦFH von Feldern zusätzlich irreduzibel, gilt nach dem Reeh-Schlieder-Theorem also
P(O)Ω = H für alle offenen Gebiete O, (8.2.6)
dann kann man mit den in [BW75, BW76] entwickelten Techniken zeigen, daß das Netz
AF für Doppelkegel und Keilgebiete die Dualitätsbedingung erfüllt:
AF(Oc) = AF(O)′, (8.2.7)
wobei Oc das kausale Komplement von O bezeichnet. Aus
AF(Oc) ⊂ A(Oc) (8.2.8)
folgt dann
AF(O) = AF(O)′′ = AF(Oc)′ ⊃ A(Oc)′ ⊃ A(O) ⇒ AF(O) = A(O). (8.2.9)
Die Netze A und AF stimmen also überein.
Auch der umgekehrte Schluß läßt sich durchführen: Ist P(O)Ω für ein O ein echter
Teilraum HF ( H, dann lassen die Operatoren B ∈ AF(O) das orthogonale Komplement
von HF stabil. Dasselbe gilt dann für jedes beschränkte O und damit auch für die von den
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AF(O) erzeugte Algebra AlokF . Da wir aber vorausgesetzt hatten, daß AlokΩ dicht in H ist,
muß AlokF 6= Alok gelten, also folgt AF(O) ( A(O) zumindest für gewisse O.
(Diese Argumente sollten natürlich genauer ausgearbeitet werden; es sei aber darauf
hingewiesen, daß die Situation in unserem Fall deutlich
”
besser“ ist als in [BW75, BW76,
DSW86] angenommen, da wir über schärfere (polynomiale) Energieschranken und nach den
Ergebnissen aus Abschnitt 3.4 auch über genaue Informationen über die Approximation
von Feldern durch beschränkte Operatoren verfügen.)
Wir haben damit also ein Kriterium zur Klassifikation von lokalen Netzen anhand ihres
Punktfeldinhalts erhalten: Im Fall
P(O)Ω = H (8.2.10)
stimmen A und AF überein, d.h. die Theorie wird vollständig durch ihren Punktfeldinhalt
bestimmt. Ist aber
P(O)Ω ( H für ein O, (8.2.11)
dann gilt AF ( A; damit sind nicht-punktartig lokalisierte Observablen zur Beschrei-
bung der Theorie wesentlich, etwa Mandelstam-Strings oder Wilson-Loops. Dies bietet
eine Möglichkeit, um z.B. Eichtheorien von Punktfeld-Theorien nur durch Betrachtung
observabler Größen zu unterscheiden.
Das ursprüngliche Fernziel von Haag und Ojima [HO96] war nicht nur eine Klassifi-
kation von Modellen, sondern auch eine Definition von Theorien direkt im algebraischen
Rahmen. Dieses scheint jetzt insofern nähergerückt, als die Begriffe der
”
heuristischen“
Feldtheorie, wie Punktfelder, Normalprodukte und Feldgleichungen, nun im algebraischen
Rahmen zur Verfügung stehen. Dabei darf allerdings nicht vergessen werden, daß auch die
in der vorliegenden Arbeit beschriebene Methode nur auf eine Klassifikation und Analyse
gegebener Modelle hinzielt, auf eine Auszeichnung einer Klasse von physikalisch sinnvol-
len Theorien im allgemeinen Rahmen. Die globalen Strukturen der Theorie, insbesondere
auch der Generator der Zeittranslationen, werden stets als gegeben vorausgesetzt. Eine
tatsächliche
”
Definition einer Theorie“ würde aber die Rekonstruktion eines Netzes aus ge-
gebenem Punktfeldinhalt und der dort vorhandenen Produktstruktur erfordern (eventuell
unter Zuhilfenahme einer Form von
”
Eichprinzip“), ohne dabei die Symmetrietransforma-
tionen a priori zu kennen. Ob dieses möglich ist und inwieweit es einen sinnvollen Rahmen
zur Definition von Modellen bietet, ist momentan nicht absehbar.

Notationskonventionen
Maßeinheiten Die Längen-, Massen- und Energieskalen sind anhand der Konvention
~ = 1, c = 1 gewählt.
Minkowskiraum-Notation Wir verwenden den Minkowskiraum M = Rs+1; die Lo-
rentzmetrik ηµν habe die Signatur (+−− . . .−). Elemente x, p ∈M werden als (x0, ~x) bzw.
(p0, ~p) geschrieben. Das indefinite Skalarprodukt lautet px = pµx
µ = p0x0−~p ~x, p2 = (p0)2−
~p 2. Dagegen bezeichnet ‖p‖ = ((p0)2 + ~p 2) 12 die euklidische Norm. Differentialoperatoren





wobei die Ableitung ∂0 nach der Zeitkoordinate auch als ∂t notiert wird.
Fouriertransformation Die Fouriertransformation schreiben wir mit folgender Vorzei-
chenkonvention:
F : L2(Rs, dsx)→ L2(Rs, dsp) ; f(~x) 7→ f̃(~p) = (2π)−s/2
∫
e−i~p ~xf(~x)dsx
F−1 : L2(Rs, dsp)→ L2(Rs, dsx) ; f̃(~p) 7→ f(~x) = (2π)−s/2
∫
e+i~p ~xf̃(~p)dsp
Um die Notation nicht zu überfrachten, ist im Text die Tilde über der Fouriertransformier-
ten nur selten notiert; manchmal bezeichnet sie auch die Rücktransformierte. Aus dem
Zusammenhang und besonders aus der Bezeichnung des Funktionsarguments sollte stets
klar sein, ob Orts- oder Impulsraum gemeint ist.
Kommutative Diagramme In Diagrammen von Abbildungen verwenden wir folgende
Konventionen für die Form der Pfeile:
// steht für eine allgemeine Abbildung,
  // steht für eine Inklusionsabbildung (allgemeiner eine injektive Abbildung),
 // steht für eine surjektive Abbildung (Projektion),
oo // steht für eine Bijektion,
// steht für eine
”
zurückgezogene Abbildung“ (Wahl eines Urbilds),
 // bezeichnet wie üblich die Abbildung einzelner Elemente,
___ verbindet Paare dualer Räume (keine Abbildung).
Kommutative Kästchen in solchen Diagrammen kennzeichnen wir mit dem Symbol ]. Käst-
chen, die dieses Symbol nicht enthalten, müssen nicht notwendig kommutativ sein.
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Multiindizes An diversen Stellen des Textes, hauptsächlich in Kapitel 7, verwenden wir
Multiindex-Schreibweisen; sie sind in Anhang 7.2.A erläutert.
Asymptotisches Verhalten von Funktionen Es seien f(x), g(x) zwei Funktionen auf
R
+ (oder auf einer geeigneten Nullumgebung) und ρ = (xn) eine Nullfolge. Wir schreiben
f ≤
ρ
g, falls f(xn) ≤ c · g(xn) mit einer Konstanten c;
f ≥
ρ
g, falls f(xn) ≥ c · g(xn) mit einer Konstanten c;
f ∼
ρ
g, falls f ≥
ρ

















Gelten diese Abschätzungen unabhängig von einer speziellen Folge, dann notieren wir f ≤
as
g
usw. Siehe dazu auch Anhang 2.D.
Symbole und Kurzschreibweisen Im folgenden sind die im Text häufig verwendeten
Symbole und Bezeichnungen aufgelistet. Zahlen in Klammern verweisen auf Gleichungs-
nummern, solche ohne Klammern auf Abschnitte oder Unterabschnitte.
Symbol Beschreibung Referenz
a∗(f), a(f) Erzeugungs- bzw. Vernichtungsoperator auf H 7.1.2
A(O) lokale Algebra zum Gebiet O 1.3.1
A(r) lokale Algebra zum Doppelkegel Or 1.3.1
Alok lokale Algebra aller beschränkten Gebiete 1.3.1
A Präkogarbe der lokalen Algebren (2.3.1), 2.A
A∗ Prägarbe der lokalisierten Funktionale (2.A.1)
B(H) Raum der beschränkten linearen Operatoren auf H 1.3.1
BildL (. . . ) Links-Bild einer bilinearen Abbildung (2.B.7)
BildR (. . . ) Rechts-Bild einer bilinearen Abbildung (2.B.7)
d(g) Ausdehnung des Trägers von Testfunktionen g (5.5.2)
d(z) Abstand von z zum Rand von MnDR (5.2.13)
d̂(z) Abstand von z zum Rand von Mn+1R (5.2.27)
Dµ Differentialoperator auf Σ (4.4.8)
D Definitionsbereich der Wightman-Felder 1.3.2
DC(r) komplexwertige Testfunktionen, Träger in |~x| < r
DR(O) reellwertige Testfunktionen mit Träger in O
Dk Raum der Differentialoperatoren k-ter Ordnung (4.4.18)
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F Operator der Fouriertransformation siehe oben
H Energieoperator (Hamiltonoperator) auf H 1.3.1
H Vakuum-Hilbertraum 1.3.1
Hn n-Teilchen-Raum (7.1.6)
H0 Raum der Vektoren endlicher Teilchenzahl (7.1.8)
J antiunitäre Involution auf auf K 7.1.1
K Einteilchenraum 7.1.1
KernL (. . . ) Links-Kern einer bilinearen Abbildung (2.B.7)
KernR (. . . ) Rechts-Kern einer bilinearen Abbildung (2.B.7)
L Lorentzgruppe 1.3.1, Fn. 4
L(O),L±(O)
”
lokale“ Unterräume von K 7.1.3
L(r),L±(r) = L(±)(Or) 7.1.3
M Minkowskiraum (= Rs+1) 1.3.1
Mn+1R Menge raumartig getrennter Vektoren in Mn+1 (5.2.4)
MnDR Differenzen raumartig getrennter Vektoren (⊂Mn) (5.2.11)
Mn Menge der n-stelligen Multiindizes 7.2.A
M∞ Menge der Multiindizes beliebiger Stellenzahl 7.2.A
N[ · ] Normalproduktraum (6.2.9)
N = {1, 2, 3, . . . }
N0 = {0, 1, 2, . . . }
O offenes Gebiet im Minkowskiraum M = Rs+1
Or Standard-Doppelkegel (Mittelpukt 0, Radius r) (1.3.7)
Pµ Impulsoperatoren auf H; P0 = H 1.3.1
P (E) Spektralprojektor des Hamiltonoperators H 1.3.1
P±L (r) Projektor auf L±(r) 7.1.3
P Poincaré-Gruppe 1.3.1, Fn. 4
Q(E) Spektralprojektor von ω 7.1.1
R = (1 +H)−1 (3.3.9)
R
+ = {x ∈ R |x > 0}
R
+
0 = {x ∈ R |x ≥ 0}
V+, V + offener bzw. abgeschlossener Vorwärtslichtkegel 1.3.1
s Zahl der räumlichen Dimensionen
S(Rn) Raum der Schwartz’schen Testfunktionen auf Rn
SR(Rn) reellwertige Funktionen in S(Rn)
Span(. . . ) lineare Hülle einer Menge von Vektoren
supp f Träger einer Funktion f
Symm(. . . ) Symmetrisierung im Fockraum 7.1.2
trA Spur eines Operators A
U(x,Λ) Darsteller der Poincarétransformationen auf H (1.3.5)
UK(x,Λ) Darsteller der Poincarétransformationen auf K 7.1.1
W (f) Weyloperator (7.1.11)
204 Notationskonventionen
α(x,Λ) Darsteller der Poincarégruppe auf A(O) bzw. B(H) (1.3.4)
γ( · ) asymptotischer Exponent 2.D
δ( · ) Pseudometrik auf Ψ (2.3.16), 2.D
∆+(z) Green’sche Funktion des Klein-Gordon-Operators (7.4.5)
ηµν Lorentzmetrik; (ηµν) = diag(1,−1, . . . ,−1)
Λ Lorentztransformation, Λ ∈ L
Ξ Phasenraum-Abbildung: Ξ(σ,A) = σ(A) (2.3.4)
Σ Raum der normalen Funktionale auf B(H) 1.3.1
Σ(E) = P (E)ΣP (E) (1.3.10)
Σγ Zustandshalm (4.1.2)
Σ Präkogarbe der energiebeschränkten Funktionale (2.3.2), 2.A
Σ
∗
Prägarbe der Linearformen auf Σ (2.A.1)
Ψ Raum bilinearer stetiger Abbildungen auf Σ× A 2.3, 2.A
Ψ0 Abbildungen aus Ψ von asymptotisch endlichem Rang 2.3, 2.C
Ψ
P
0 Abbildungen aus Ψ0 mit polynom. Energieschranken 2.3
Φγ Feldhalm (Raum von Punktfeldern) 3.1
ΦFH Fredenhagen-Hertel-Feldinhalt (3.4.1)
ω Energieoperator im Einteilchenraum K 7.1.1
Ω Vakuumvektor in H 1.3.1
1 Einsoperator, Identität
2 D’Alembert-Operator; 2 = ∂µ∂










〈 · | · 〉 Skalarprodukt in K 7.1.1
( · | · ) Skalarprodukt in H 1.3.1
[ · , · ] Kommutator; [A,B] = AB −BA
‖ · ‖ (Supremums-)Norm eines Operators; allg.: Norm
‖ · ‖1 Spurnorm eines Operators; L1-Norm einer Funktion
‖ · ‖2 Hilbert-Schmidt-Norm eines Operators
‖ · ‖E ‖φ‖E = ‖φdΣ(E)‖ (φ ∈ Σ
∗
) (2.D.24)
‖ · ‖r ‖σ‖r = ‖σdA(r)‖ (σ ∈ A∗) (2.D.19)
‖ · ‖E,r ‖ψ‖E,r = ‖ψdΣ(E),A(r)‖ (ψ ∈ Ψ) (2.3.11), (2.D.21)
M
w
schwacher Abschluß einer Menge M ⊂ B(H)
M
‖ · ‖




ψL Linksadjungierte einer bilinearen Abbildung ψ (2.3.7), (2.B.2)
ψR Rechtsadjungierte einer bilinearen Abbildung ψ (2.3.8), (2.B.4)
ψE,r Einschränkung eines ψ ∈ Ψ auf festes E und r 2.A
B1 Einheitskugel eines Banachraums B
d Einschränkung einer Abbildung
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[BV95] D. Buchholz, R. Verch: Scaling Algebras and Renormalization Group in Alge-
braic Quantum Field Theory. Rev. Math. Phys. 7, 1195–1239 (1995).
[BW75] J. J. Bisognano, E. H. Wichmann: On the duality condition for a Hermitean
scalar field. J. Math. Phys. 16, 985–1007 (1975).
[BW76] J. J. Bisognano, E. H. Wichmann: On the duality condition for quantum fields.
J. Math. Phys. 17, 303–321 (1976).
[BW86] D. Buchholz, E. H. Wichmann: Causal Independence and the Energy-Level Den-
sity of States in Local Quantum Field Theory. Commun. Math. Phys. 106,
321–344 (1986).
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