An efficient approach that combines the electrostatically embedded generalized molecular fractionation with conjugate caps (EE-GMFCC) method with conductor-like polarizable continuum model (CPCM), termed EE-GMFCC-CPCM, is developed for ab initio calculation of the electrostatic solvation energy of proteins. Compared with the previous MFCC-CPCM study [Y. Mei, C. G. Ji, and J. Z. H. Zhang, J. Chem. Phys. 125, 094906 (2006)], quantum mechanical (QM) calculation is applied to deal with short-range non-neighboring interactions replacing the classical treatment. Numerical studies are carried out for proteins up to 3837 atoms at the HF/6-31G* level. As compared to standard full system CPCM calculations, EE-GMFCC-CPCM shows clear improvement over the MFCC-CPCM method for both the total electrostatic solvation energy and its components (the polarized solute-solvent reaction field energy and wavefunction distortion energy of the solute). For large proteins with 1000-4000 atoms, where the standard full system ab initio CPCM calculations are not affordable, the EE-GMFCC-CPCM gives larger relative wavefunction distortion energies and weaker relative electrostatic solvation energies for proteins, as compared to the corresponding energies calculated by the Divide-and-Conquer Poisson-Boltzmann (D&C-PB) method. Notwithstanding, a high correlation between EE-GMFCC-CPCM and D&C-PB is observed. This study demonstrates that the linear-scaling EE-GMFCC-CPCM approach is an accurate and also efficient method for the calculation of electrostatic solvation energy of proteins. © 2013 AIP Publishing LLC. [http://dx
I. INTRODUCTION
For biological macromolecules like proteins and DNAs, their structures and functions are subtly modulated by solutesolvent interaction. [1] [2] [3] [4] Much effort has been devoted to the development of methods for the calculation of molecular properties in solution, with particular interest in solvation energy. Rigorous representation of solvation as in the explicit model can provide a microscopic view of the organization and dynamics of the solvent molecules around the solute, which is indispensable for the study of solvent's response to the variation of solute molecules on multiple time scales. However, computation of thermodynamic properties in explicit solvent requires large scale sampling in phase space, which might be too expensive. Another alternative scheme is to treat the solvent as a continuum dielectric medium, in which the solute is embedded. [5] [6] [7] [8] [9] A battery of solvent models has been developed, including the density-based polarized continuum model (PCM), [10] [11] [12] [13] [14] [15] single-or multicenter multipolar expansion model, 16, 17 Generalized Born (GB) approximation, [18] [19] [20] and Poisson-Boltzmann (PB) model. [21] [22] [23] In the widely used PCM model, induced charges are generated on solute-solvent surface due to the abrupt change of dielectric constant at a) Authors to whom correspondence should be addressed. Electronic addresses: ymei@phy.ecnu.edu.cn and xiaohe@phy.ecnu.edu.cn this surface and these induced charges polarize the electronic structure of the solute in return. This mutual polarization effect is significant for polar macromolecules, such as the protein and DNA, which can only be accurately described by quantum mechanical (QM) calculations. Although computer technology has made impressive progress in the past few decades, QM calculation for large molecules still presents a grand challenge. Over the past decade, a range of fragment-based QM method for large systems have been proposed, including the fragment molecular orbital (FMO) method, [24] [25] [26] molecular tailing approach (MTA), [27] [28] [29] [30] systematic fragmentation method (SFM), [31] [32] [33] [34] adjustable density matrix assembler (ADMA) [35] [36] [37] approach, electrostatically embedded many-body (EE-MB) [38] [39] [40] expansion approach, the generalized energy-based fragmentation (GEBF) [41] [42] [43] method, and the molecular fractionation with conjugate caps (MFCC) method. [44] [45] [46] [47] [48] [49] [50] Detailed introduction of the fragmentation methods can be found in a recent review. 51 The fragmentation methods have been utilized in a bunch of studies of various systems such as water clusters, [52] [53] [54] proteins, [55] [56] [57] [58] and protein-ligand complexes. [59] [60] [61] [62] [63] [64] Incorporating the fragmentation methods with solvation models made an important pace toward rigorous study of protein in realistic environment. [65] [66] [67] Wavefunction distortion energy, which is nonnegligible but missing in classical treatment, can be correctly captured by QM calculations. In 2006, Mei et al. 65 proposed a practical MFCC-CPCM method which combined the MFCC approach with the conductor-like PCM model 68, 69 to calculate the electrostatic solvation energies of proteins. Comparison between the MFCC-CPCM approach and the standard full system CPCM calculation indicated that there was still room for improvement, especially in the treatment of short-range interactions such as hydrogen bonds. Fedorov et al. 66 incorporated PCM into the FMO method and applied it to some polypeptides. It was found that the FMO/PCM errors with respect to the full system calculation were significantly reduced, when the two-body expansion of the electron density was included in describing the PCM potential with a larger size of the monomer.
Recently, an electrostatically embedded generalized molecular fractionation with conjugate caps method, named EE-GMFCC, 70 was developed for efficient linear-scaling QM calculation of protein energy. In the EE-GMFCC scheme, the total energy of protein is calculated by taking a linear combination of the QM energies of the neighboring residues and the two-body QM interaction energy between non-neighboring residues that are spatially in close contact. All the fragment calculations are embedded in a field of point charges representing the remaining protein environment. Excellent agreement between the EE-GMFCC result and those from the standard full system QM energy calculation was obtained. The EE-GMFCC method is different from the GEBF approach, 42 which is another derivative of the MFCC method. 41, 51 In the GEBF approach, all the nearby residues with a pre-defined distance from the central residue are regarded as "overlapping caps," which makes each subsystem include not only the bonded residues with the central residue but also the nonbonded residues which are spatially in close contact with the central residue. As demonstrated in the GEBF paper, 42 some subsystems could contain hundreds of atoms for proteins. In contrast, the philosophy of EE-GMFCC is that it only takes the bonded residues with the central residue as the "overlapping caps," while the non-bonded residues within a short distance are treated as two-body QM interaction corrections and the three-and all higher-order Coulomb effects are approximated through the embedding field. Therefore, the size of each fragment in EE-GMFCC is much smaller than that in the GEBF method, resulting in a smaller prefactor for the linear-scaling fragmentation method. The largest size of the fragment using the EE-GMFCC scheme is normally less than 65 atoms, 70 which makes high-level ab initio methods applicable for proteins. Another difference between the EE-GMFCC and GEBF method is the charge model used for the embedding field. GEBF fits the atomic charges in a self-consistent fashion, while EE-GMFCC utilizes the fixed AMBER94 charge model to approximate the electrostatic field of the environment, which has been shown to be an effective and also efficient embedding scheme. 70 Moreover, the analytical atomic gradients of EE-GMFCC can be readily obtained based on the fixed charge embedding approach. In this study, we combine the EE-GMFCC method with the CPCM model, denoted as EE-GMFCC-CPCM, to calculate the electrostatic solvation energy of polypeptides and proteins with up to 3837 atoms. In addition, variations of the electrostatic solvation energy over different conformations of one protein are compared between the EE-GMFCC-CPCM, MFCC-CPCM method, and full system calculations. This paper is organized as follows. Section II provides a detailed description of the EE-GMFCC-CPCM method and specific procedures for numerical calculations. In Sec. III, numerical test calculations of the EE-GMFCC-CPCM approach are carried out on several polypeptides and proteins for comparison with the MFCC-CPCM and corresponding standard full-system CPCM results. Finally, a brief summary is given in Sec. IV.
II. THEORY AND METHODOLOGY

A. EE-GMFCC method
Detailed description of the EE-GMFCC method can be found in a recent paper. 70 Here, we just give a brief review. In the framework of EE-GMFCC method, the protein with N residues is divided into N − 2 individual fragments by cutting through the peptide bond (excluding the first and the last peptide bonds) and a pair of conjugate caps is used to saturate each fragment. Hydrogen atoms are added to terminate the molecular caps to avoid dangling bonds (see Figure 1(a) ). Considering the importance of the two-body interaction, 71, 72 rigorous treatment of the short-range non-neighboring interaction is necessary. In the EE-GMFCC scheme, if the minimal distance between non-neighboring fragments i and j falls within a defined distance threshold λ, these two residues are considered to be in close contact and their interaction is calculated at the QM level (see Figure 1(b) ). Each fragment calculation is embedded in the electrostatic field of the point charges representing the remaining fragments in the protein. The total energy of protein using the EE-GMFCC method can be expressed as
whereẼ represents the summation of the self-energy of the fragment and the interaction energy between the fragment and background charges of the remaining system. i denotes the index of the ith residue. Cap * i−1 A i Cap i+1 represents the fragment of the ith residue A i capped with a left cap Cap * i−1 and a right cap Cap i+1 , and Cap * i Cap i+1 stands for the ith concap. E i andẼ j denote the energy of the residue i and j capped with hydrogen atoms on both sides, respectively.Ẽ ij is the energy of the dimer consisting of residues i and j. q m(k) represents the point charge of the mth atom in the fragment k. In this study, AMBER94 73 charge model is adopted. In addition, . . . , N − 2), where k and l represent all the pairs whose interaction energies have been doubly counted in the MFCC calculation of
(Cap * i Cap i+1 ) with the embedding scheme. Furthermore, if the distance of any two atoms between residue i and j is less than or equal to the distance threshold λ (λ = 4.0 Å in this study), the interaction energy between these two residues are calculated by quantum mechanics ((Ẽ ij −Ẽ i −Ẽ j ) QM ); otherwise, the doubly counted interaction energy between distant non-neighboring residue is deducted by charge-charge interactions approximately (the last term in Eq. (1)). The size of the fragment and distance threshold λ used in this study have been validated with the 6-31G* basis set in the previous study. 70 Nevertheless, these parameters may vary when the size of the basis set changes, especially for diffuse basis functions. The dependence of the size of the fragment and distance threshold λ with respect to the basis sets will be further investigated in future studies. Figure 2 shows the graphic illustration of assembling the overall EE-GMFCC energy for a peptide composed of 4 alanines.
B. Conductor-like polarized continuum model
The Hamiltonian of a solute molecule in solution is expressed as
where H 0 is the gas phase Hamiltonian of the solute molecule and H represents the perturbation from the solvent, which is written as
where q μ and r μ represent the surface charges and their respective positions, respectively. Z α and R α are the nuclear charges and their corresponding coordinates, and r i denotes the position of electron i. Normally, the electrostatic solvation energy (G(ele)) is obtained by
where 0 and represent the solute's wavefunctions in gas phase and in solution, respectively. The wave function distortion energy (E(wfd), or solute polarization energy) is expressed as
and the electrostatic solute-solvent interaction energy is given by
In the CPCM method, 68, 69, 74 a cavity is defined by enveloping spheres centered on the solute atoms and the surface of the cavity is tessellated into mosaics. Each tessera is characterized by its position, area, and normal vector. The continuum solvent is polarized by the solute molecule and induced charges appear on the surface. CPCM provides a simple way to determine the discrete induced surface charge q by solving the following linear equation:
where q μ = σ μ S μ with σ μ and S μ are, respectively, the surface charge density and discrete surface areas. The matrix The other atoms (not in green) are treated at the QM level. A pair of conjugate caps is shown in the black box.Ẽ represents the summation of the self-energy of the fragment and the interaction energy between the fragment and background charges of the remaining system. The third and fourth terms are used to cancel out the energies introduced by the conjugate caps and double counted interactions between residues 1 and 4 in the first two terms, respectively. (c) The two-body interaction energy between residues 1 and 4 is calculated by QM. The fourth term is added to compensate the overly deducted interaction energy between residues 1 and 4 in the first three terms. This compensation partially cancels out the fourth term in (b).
elements are defined by 68 , 69
and
where φ(r μ ) is the electrostatic potential at surface site μ created by electrons of the solute molecule, and r μ is the coordinate of the surface site μ. Equation (7) is valid only for conductor with an infinite dielectric constant. The surface charges q μ are then corrected for finite dielectric constant by the relation
where ε is the dielectric constant of the solvent. For small solutes, direct matrix inversion is a common practice in solving Eq. (7). However, for macromolecules with a large number of surface tesserae, iterative methods are required to solve Eq. (7). 75, 76 Detailed description on the calculations of energies and other properties of molecules in solution using CPCM method can be found in Ref. 74 .
C. EE-GMFCC-CPCM ansatz
In the EE-GMFCC-CPCM approach, the wave function distortion energy of Eq. (5) can be approximately obtained through
whereẼ represents the summation of the self-energy of each fragment and the interaction energy between the fragment and its corresponding background charges of the remaining protein. N, N C , and N GC denote the number of capped individual residues, concaps, and Gconcaps, respectively. The wavefuntion distortion energy of individual fragment Ẽ k , conjugate caps Ẽ c k , and the two-body interaction energy between non-neighboring residues in close contact are given by
Owing to the fixed charge model used in this study, the doubly counted charge-charge interaction energy (the last term in Eq. (1)) are exactly canceled out between the gas phase and solution phase in the current EE-GMFCC-CPCM calculations.
On the other hand, the electrostatic solute-solvent interaction energy G(es) is given by
where φ(r μ ) is the electrostatic potential on cavity surface site μ generated by both the nuclei and the electrons of the solute, which can be approximately calculated by adding the two-body correction to the original MFCC contribution as
In the EE-GMFCC-CPCM approach, the two-body correction was added to both the total energy expression of the solute and the electrostatic potential on the cavity surface, distinguishing this method from the original MFCC-CPCM method. Therefore, the EE-GMFCC-CPCM calculation improves the accuracies of both the wavefunction distortion energy and the electrostatic solute-solvent interaction energy. The QM calculation of each fragment is conducted in the presence of the surface charges. The newly obtained wavefunction is then employed to determine the surface charges of the CPCM equation, Eq. (7). The procedure is repeated in a selfconsistent fashion until the final electrostatic solute-solvent interaction energy and the surface charges reach convergence, as in the standard SCRF calculation. As pointed out in Ref. 65 , it is worth noting that the induced charges are defined on the cavity surface of the whole protein, other than that of individual fragment. Therefore, the electrostatic potentials are calculated on the same set of the surface charges for each fragment. Furthermore, the electrostatic solvation energy of a given protein can be readily decomposed into the contributions from each fragment and twobody interactions in the EE-GMFCC-CPCM calculation. In contrast, the standard full system CPCM calculation does not provide the fragment-based decomposition for the solvation energy.
D. Steps of the EE-GMFCC-CPCM calculation
Similar to our previous study, 65 the cavity that accommodates the protein is generated by the united-atom topological model (UATM) 77 and then tessellated using gepol algorithm 78 implemented in Gaussian 03. 79 The overlap index between two interlocking spheres is 0.89 and the minimum radii for solvent excluded surface (SES) added sphere is 0.2 Å. The average area of tesserae is 0.2 Å 2 . It is worth noting that, since large proteins usually have some groove areas, the solvent accessible surface (SAS) model may be more suitable than SES. In future biological applications, the SAS model should be utilized. But in this study, the choice of the surface model is not the key purpose. We still utilized the SES model for all calculations. After the cavity is generated, the following steps are as follows:
(1) The EE-GMFCC calculation is performed in gas phase to obtain the initial electrostatic potentials on the surface sites of the cavity. The corresponding induced surface charges are solved based on Eq. (7). (2) The EE-GMFCC calculation is performed in solution phase represented by the external potential of the induced charges from the previous step. Electrostatic potentials on the surface sites of the cavity are updated. (3) Update the induced surface charges by solving Eq. (7). (4) If the root mean square deviations (RMSD) of the induced charges is below 10 −5 e between two successive steps and the variation of G(es) is no larger than 0.5 kcal/mol, the convergence is considered to be reached. Otherwise, step (2) and step (3) are repeated. a Pentagly is in an extended structure. F1G5Q: chains P in pdb id 1G5Q, which has two hydrogen bonds. F1P9U: chain G in pdb id 1P9U, which has an extended structure. Decaala is an α-helix composed of ten alanines. F1ATP: residues sequence 5-14 of chain 1 in pdb id 1ATP, which adopts an α-helix structure. F2B4J: residues 75-86 of chain B in pdb id 2B4J, which is in a β strand conformation. F1RIW: chain D in pdb id 1RIW. All peptides have charged termini. b G(ele) = G(es) + E(wfd). G(ele) is the total electrostatic solvation energy. G(es) is the polarized solute-solvent reaction field energy defined in Eq. (6) and E(wfd) is the wavefuntion distortion energy of the solute defined in Eq. (5). c Data in parentheses represent the errors with respect to the full system calculations. d RMSD: root-mean-squared deviation (with respect to the full system results). e MUE: mean unsigned error.
In this study, AMBER94 charge model 73 is employed as the background charges for solute and the dielectric constant for solvent is set to 78.39. All quantum mechanical calculations are carried out at the HF/6-31G* level using the Gaussian 03 package.
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E. Molecular dynamic (MD) simulation
The initial structures of peptides or proteins used in this study are all extracted from Protein Data Bank (PDB). Necessary relaxations through MD simulations are carried out to obtain conformations for MFCC-CPCM, EE-GMFCC-CPCM, and full system calculations. The protein is placed in a periodic TIP3P water box. The distance between the edges of the water box and the closest atom of the solutes is no less than 12 Å. Counterions are added to neutralize the whole system. The protein is initially restrained and all other molecules were relaxed to remove bad contacts using the steep descent method followed by a conjugated gradient optimization. Then the full system is minimized until the convergence is reached. Subsequently, the entire system is heated to 300 K in 100 ps. The equilibrium of the system is simulated in canonical ensemble with a time step of 2 fs for 500 ps followed by a production run for 2 ns in NTP ensemble at 300 K and 1 atm. The temperature is regulated by the Langevin dynamics 80 with a collision frequency of 1.0 ps −1 , and the Berendsen's barostat 81 is used to regulate the pressure. All covalent bonds involving hydrogen atoms are constrained by SHAKE algorithm. Particle mesh Ewald (PME) 82 method is used to treat the long-range electrostatic interactions in periodic boundary condition. The nonbonded cutoff is set to 10 Å. The last snapshot is selected for calculation of the electrostatic solvation energy. For protein 2I9M, an extra 2 ns MD simulation is carried out for the study of variations of electrostatic solvation energy over the conformational change. All the MD simulations are carried out using the AMBER11 package.
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III. RESULTS AND DISCUSSION
A set of peptides is studied by the standard full system, MFCC-CPCM, and EE-GMFCC-CPCM methods at the HF/6-31G* level. Detailed descriptions of these peptides and the calculated results are listed in Table I . The same set of peptides has also been investigated in our previous MFCC-CPCM study. 65 Results calculated by MFCC-CPCM method in this study are very close to those in the previous study and the subtle variation originates from small differences in the optimized structures. Comparison of the MFCC-CPCM results with full system calculations shows large deviations in the electrostatic solvation energy for F1ATP and Decaala, whose structures consist of α-helix. For some other peptides, such as F1R1W and F2B4J, although the total electrostatic solvation energies (G(ele)) are very close to the full system calculations, but large deviations are observed for their components E(wfd) and G(es). Therefore, the overall agreement in G(ele) between the MFCC-PCM and full system results mainly arises from the error cancellation for these two systems. The deviations of MFCC-CPCM from full system results are due to inexact treatment of close contacts between non-neighboring residues such as hydrogen bonding interactions. In contrast, since the EE-GMFCC-CPCM method takes two-body effects into consideration, the deviations mentioned above are expected to be reduced. One can see from Table I that all the electrostatic solvation energies and their components calculated by EE-GMFCC-CPCM are in good agreement with full system calculations. In addition, we found no clear correlation between the magnitude of the error and the size of the solute molecules. Based on these results, the EE-GFMCC-CPCM method is shown to be capable of providing accurate electronic structures of peptides (both in gas phase and in solution).
Next, we utilized the EE-GMFCC-CPCM, MFCC-CPCM methods, and full system calculations at the HF/6-31G* level, respectively, in the studies of several real proteins, which have tertiary structures composed of β-sheet, α-helix, or a mixture of them (see Figure 3) . The calculated electrostatic solvation energy G(ele) and its components (G(es), E(wfd)) are listed in Table II . Except for 2XL1, the EE-GMFCC-CPCM calculated electrostatic solvation energies are in excellent agreement with the corresponding full system calculations with all deviations less than 0.01 hartree. For G(ele), G(es), and E(wfd), RMSDs of the EE-GMFCC-CPCM calculations from full system results are 3.93, 2.22, and 2.70 kcal/mol, respectively, which are significantly reduced from 11.26, 7.40, and 13.26 kcal/mol in MFCC-CPCM calculations. Generally speaking, the EE-GMFCC-CPCM method efficiently gives accurate electrostatic solvation energy for large proteins. Despite the approximation of the fragmentation method, the deviations of current EE-GMFCC-CPCM calculations from full system results may also arise from the usage of nonpolarizable AMBER94 atomic charges for the solute. In principle, owing to the electronic perturbation from the induced charges on the surface of molecular cavity, the atomic charges of proteins in solvent should be different from those derived in gas phase. Therefore, we also employed the polarized protein-specific charges (PPCs) as the background charges. The procedure to derive the PPC is described in Ref. 67 . Since the PPCs for a given protein in gas phase and in solution are different, the wavefunction distortion energy should also include the difference of the charge-charge interactions (the last term in Eq. (1)) from gas phase to solution. Table S1 in the supplementary material 88 shows the calculated electrostatic solvation energies using the EE-GMCC-CPCM method with the PPC. Similar to the previous EE-GMFCC calculations on the total energies of proteins in gas phase, 70 the overall error of electrostatic solvation energy using PPC with respect to the full system results is slightly larger than that using the fixed AMBER94 charge model. Failure of the PPC may due to the inconsistency between the strategy in charge fitting, which only considers one-body terms, and the subsequent energy calculations with two-body terms. It also shows that using the AMBER94 charge model to approximate the electrostatic potential of the protein is adequate for the electrostatic solvation energy calculation.
During folding process, protein undergoes large conformational change towards a compact structure. The interplay TABLE II. Electrostatic solvation energies in kcal/mol from the full system CPCM, MFCC-CPCM, and EE-GMFCC-CPCM calculations, respectively, at the HF/6-31G* level. between the protein and solvent has a great impact on the folding pathway and other thermodynamic properties of the protein. The relative electrostatic solvation energies of different conformations of protein 2I9M are calculated using fragmentation methods and compared with full system results. Protein 2I9M is a prototype of α-helical polypeptide that has attracted some theoretical folding studies. 84, 85 Because the AMBER99SB force field is considered to disfavor the α-helical structure, 86 the native conformation of 2I9M is not stable and unfolding occurs during MD simulation. As a result, it is worth studying the free energy profile of protein 2I9M in solvent at ab initio level. 57 Nineteen conformations are selected at an interval of 100 ps from 2 ns MD simulation. The energies of G(ele), G(es), and E(wfd) calculated for the 19 conformations are shown in Figure 4 . The total electrostatic solvation energy undergoes large fluctuation between −470 and −300 kcal/mol. Results from the EE-GMFCC-CPCM calculations are in excellent agreement with full system calculations. The RMSDs of G(ele), G(es), and E(wfd) are 1.14, 1.99, and 0.93 kcal/mol, respectively (see Table III ). In contrast, much larger deviations are observed for MFCC-CPCM calculations. The corresponding RMSDs of G(ele), G(es), and E(wfd) are 4.64, 9.70, and 6.99 kcal/mol, respectively. Again, the EE-GMFCC-CPCM approach shows significant improvement over the MFCC-CPCM results, which underscores that the inclusion of two-body QM interaction is crucial for accurate calculation of protein energies both in gas phase and in solvent.
We further applied the EE-GMFCC-CPCM approach to calculate the electrostatic solvation energies for a number 22 As shown in Figure 5 , three largest globular proteins (PDB ID: 2KBO, 4B2F, and 1SBT) utilized in this study are all composed of more than 2500 atoms. All the results are given in Table IV . Figure 6 shows a direct comparison between the MFCC-CPCM and EE-GMFCC-CPCM with D&C-PB results. Similar to the previous study, 65 both MFCC-CPCM and EE-GMFCC-CPCM are linearly correlated with D&C-PB calculations for G(ele) and G(es) with correlation coefficients (R 2 ) over 0.996, which may not be surprising due to the large span of the energy range. However, for the wave function distortion term E(wfd), the EE-GMFCC-CPCM gives a better correlation coefficient of 0.996 with D&C-PB compared to 0.927 obtained using the MFCC-CPCM method. As discussed in the above results, E(wfd) calculated by EE-GMFCC-CPCM is in better agreement with the full system calculation than that by MFCC-CPCM, indicating that both EE-GMFCC-CPCM and D&C-PB provide qualitatively correct description of the wavefunction distortion energy of FIG. 6 . Correlations between MFCC-CPCM(HF/6-31G*) and D&C-PB(PM3) results for G(ele) (a), G(es) (c), and E(wfd) (e), and correlations between EE-GMFCC-CPCM(HF/6-31G*) and D&C-PB(PM3) results for G(ele) (b), G(es) (d), and E(wfd) (f), respectively. solute in solvent. Furthermore, as shown in Figures 6(c) and 6(d), the slopes of MFCC-CPCM and EE-GMFCC-CPCM for G(es) are 0.909 and 0.911, respectively, which reveals that the relative solute-solvent interaction energy between different sizes of proteins calculated by QM fragmentation method is smaller than the D&C-PB method. The same trend is observed in Figures 6(a) and 6(b) , since the electrostatic solvation energy is dominated by the solutesolvent interaction energy. On the contrary, as shown in Figure 6 (f), the slope of EE-GMFCC-CPCM for wavefunction distortion energy is 1.298, indicating that the EE-GMFCC-CPCM approach gives larger relative E(wfd) between different sizes of proteins than the D&C-PB method. But for MFCC-CPCM, the slope of the fitted line for wavefunction distortion energy is 0.856, showing that the relative E(wfd) calculated by MFCC-CPCM is smaller than the D&C-PB method. After the two-body interaction for short-range non-neighboring residues are included in the EE-MFCC-CPCM method, the trend is reversed. Therefore, the two-body interaction energy correction is indispensible in the fragmentation QM method to capture correct E(wfd), resulting in a more accurate calculation of the electrostatic solvation energy for proteins.
We also studied the computational efficiency of the EE-GMFCC-CPCM method. As has been pointed out in a previous study, 70 the total computational time (T) for the EE-GMFCC method can be approximately expressed as
where P is the average number of amino acids within the distance threshold λ from each residue. α 3 , α 2 , and α 1 are the average computational time for capped fragment Cap * i−1 A i Cap i+1 , concap Cap * i Cap i+1 or Gconcap, and the single residue, respectively. N stands for the total number of residues. In this study, the total EE-GMFCC-CPCM computational time can be obtained by multiplying T by the number of iterative cycles. A comparison of the CPU time on the 8-core Intel Xeon E5620 2.4 GHz processor using the full system HF and EE-GMFCC-CPCM approaches based on the proteins selected from Table II is shown in Figure 7 . As expected, the
