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Abstract. A semi-computable set S in a computable metric space need not be computable.
However, in some cases, if S has certain topological properties, we can conclude that S
is computable. It is known that if a semi-computable set S is a compact manifold with
boundary, then the computability of ∂S implies the computability of S. In this paper we
examine the case when S is a 1-manifold with boundary, not necessarily compact. We
show that a similar result holds in this case under assumption that S has finitely many
components.
1. Introduction
A closed subset of Rm is computable if it can be effectively approximated by a finite set of
points with rational coordinates with arbitrary precision on an arbitrary bounded region
of Rm. A compact subset S of Rm is semi-computable if we can effectively enumerate all
rational open sets which cover S. Each compact computable set is semi-computable. On the
other hand, there exist semi-computable sets which are not computable.
Hence the implication
S semi-computable ⇒ S computable (1.1)
does not hold in general and the question arises whether there are some conditions under
which it does hold. A motivation for this question lies in the fact that semi computable
subsets of Rm are exactly compact co-computably enumerable sets. A closed subset of Rm
is called co-computably enumerable (co-c.e.) if its complement can be effectively covered
by open balls. Furthermore, co-c.e. sets are exactly the sets of the form f−1({0}), where
f : Rm → R is a computable function. So the question under what conditions (1.1) holds
is related to the question under what conditions the set of all zero-points of a computable
function f : Rm → R is computable.
It is known that there exists a computable function f : R→ R which has zero-points and
all of them lie in [0, 1], but none of them is computable [13]. This means that f−1({0}) is a
nonempty semi-computable set which contains no computable point. In particular, f−1({0})
is not computable. Since each nonempty computable set contains computable points, this
shows that there exist semi-computable sets which are “far away from being computable”.
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However, it turns out that under certain assumptions implication (1.1) does hold. In
particular, it has been proved in [9] that (1.1) holds whenever S ⊆ Rm is a topological sphere
(i.e. homeomorphic to the unit sphere Sn ⊆ Rn+1 for some n) or S is homeomorphic to the
closed unit ball Bn ⊆ Rn for some n (i.e. S is an n−cell) by a homeomorphism f : Bn → S
such that f(Sn−1) is a semi-computable set. Furthermore, by [6], these results hold not just
in Rm, but also in any computable metric space which is locally computable. Results related
to (1.1) can also be found in [1], [4], [8] and [11].
Recently, the results for topological spheres and cells with semi-computable boundary
spheres have been generalized in [7] where it was proved that in any computable metric space
implication (1.1) holds if S is a compact manifold with boundary such that the boundary
∂S is computable. In other words, if S is a compact manifold with boundary and if S is
semi-computable, then
∂S computable ⇒ S computable. (1.2)
The notion of a semi-computable set coincides with the notion of a compact co-c.e. set in a
computable metric space which has compact closed balls and the effective covering property.
Therefore, in such a computable metric space, if S is a compact manifold with boundary
and if S is co-c.e., then (1.2) holds.
In this paper we observe the case when S is a 1-manifold, not necessarily compact, and
we examine what can be said in this case in view of implication (1.2). We first have to find
some appropriate generalization of the notion of a semi-computable compact set. The idea
is that this new notion be a generalization to those sets S which may not be compact, but
such that S ∩B is compact for each closed ball B. We will say that S is semi-computable
compact on closed balls or semi-c.c.b. if S ∩B is semi-computable, uniformly for each closed
rational ball B in the ambient space.
Our main result will be this: if S is a 1-manifold with boundary in a computable metric
space and if S is semi-c.c.b. and S has finitely many components, then (1.2) holds. We will
also show that (1.2) does not hold in general (without the assumption that S has finitely
many components).
It will turn out that in a computable metric space which has compact closed balls and
the effective covering property the notions of a semi-c.c.b. set and a co-c.e. set coincide.
Therefore, in such a computable metric space we will have that if S is a 1-manifold with
boundary, S is co-c.e. and S has finitely many components, then (1.2) holds.
The main step in the proof of our main result is to prove the following: if S is
homeomorphic to [0,∞〉 by a homeomorphism which maps 0 to a computable point or
S is homeomorphic to R, then S is computable if it is semi-c.c.b. (Here [0,∞〉 denotes
the set of all nonnegative real numbers.) Moreover, we will prove the following: if S is
such a set and S ∪ F is semi-c.c.b., where F is closed and disjoint with S, then S is a
computably enumerable set, which means that we can effectively enumerate all open rational
balls which intersect S. This will be the key result and it will easily imply the main result
for 1-manifolds.
In order to prove this, the central notion will be the notion of a chain and we will rely
on techniques from [4].
It should be mentioned here that a semi-c.c.b. 1-manifold with boundary (with finitely
many components) need not be computable if its boundary is not computable. An example
for this we already have in the compact case: in each Rm there exists a line segment which
is semi-computable, but not computable [9] (of course, at least one endpoint of such a line
segment is not computable). However, it is interesting to mention that this example does
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not mean that the computability of the boundary is necessary for the computability of the
entire manifold. By [9], there exists a computable arc in R2 with noncomputable endpoints,
hence the computability of 1-manifold with boundary does not imply the computability of
its boundary.
Regarding the computability of a manifold, we can notice that this does not mean that
the manifold can be parameterized by a computable function. Namely, by [9], there exists a
computable arc S in R2 with computable endpoints such that there exists no computable
bijection f : [0, 1]→ S.
In Section 2 we give necessary definitions and some basic facts. In Section 3 we define
semi-c.c.b. sets. In Section 4 we introduce chains and we develop certain techniques which we
will need later. In Section 5 we prove that S is computably enumerable if S∪F is semi-c.c.b.,
where F is a closed set disjoint with S and S is a topological ray with computable endpoint
(Theorem 5.2). In Section 6 we prove the same under assumption that S is a topological line
(Theorem 6.2). Finally, in Section 7 we get that each semi-c.c.b. 1-manifold with boundary
which has finitely many components is computable if its boundary is semi-c.c.b. (Theorem
7.3). This in particular means that each semi-c.c.b. (boundaryless) 1-manifold which has
finitely many components is computable. In Section 7 we will actually prove this: if M is a
1-manifold with boundary and if both M and ∂M are semi-c.c.b., then each component of
M is computably enumerable (Theorem 7.2).
Let us mention that the uniform version of the result for 1-manifolds (Theorem 7.3) does
not hold in general. Namely, by Example 7 in [4], there exists a sequence (Si) of topological
circles in R2 such that Si is uniformly semi-computable, but not uniformly computable.
Moreover, each Si is contained in the compact set [0, 1]× [0, 1].
2. Basic notions and techniques
If X is a set, let P(X) denote the set of all subsets of X.
For m ∈ N let Nm = {0, . . . ,m}. For n ≥ 1 let
Nnm = {(x1, . . . , xn) | x1, . . . , xn ∈ Nm}.
We say that a function Φ : Nk → P(Nn) is computable finitely valued or c.f.v. if
the function Φ : Nk+n → N defined by
Φ(x, y) = χΦ(x)(y),
x ∈ Nk, y ∈ Nn is computable (i.e. recursive), where χS : Nn → {0, 1} denotes the
characteristic function of S ⊆ Nn, and if there exists a computable function ϕ : Nk → N
such that
Φ(x) ⊆ Nnϕ(x)
for all x ∈ Nk.
Proposition 2.1.
(1) If Φ,Ψ : Nk → P(Nn) are c.f.v. functions, then the function Nk → P(Nn), x 7→
Φ(x) ∪Ψ(x) is c.f.v.
(2) If Φ,Ψ : Nk → P(Nn) are c.f.v. functions, then the sets {x ∈ Nk | Φ(x) = Ψ(x)} and
{x ∈ Nk | Φ(x) ⊆ Ψ(x)} are decidable.
4 KONRAD BURNIK AND ZVONKO ILJAZOVIC´
(3) Let Φ : Nk → P(Nn) and Ψ : Nn → P(Nm) be c.f.v. functions. Let Λ : Nk → P(Nm) be
defined by
Λ(x) =
⋃
z∈Φ(x)
Ψ(z),
x ∈ Nk. Then Λ is a c.f.v. function.
(4) Let Φ : Nk → P(Nn) be c.f.v. and let T ⊆ Nn be c.e. Then the set S = {x ∈ Nk | Φ(x) ⊆
T} is c.e.
2.1. Computable metric spaces. A function F : Nk → Q is called computable if there
exist computable functions a, b, c : Nk → N such that
F (x) = (−1)c(x) a(x)
b(x) + 1
for each x ∈ Nk. A number x ∈ R is said to be computable if there exists a computable
function g : N→ Q such that |x− g(i)| < 2−i for each i ∈ N [14].
By a computable function Nk → R we mean a function f : Nk → R for which there
exists a computable function F : Nk+1 → Q such that
|f(x)− F (x, i)| < 2−i
for all x ∈ Nk and i ∈ N.
Proposition 2.2.
(1) If f, g : Nk → R are computable, then f + g, f − g : Nk → R are computable.
(2) If f, g : Nk → R are computable functions, then the set {x ∈ Nk | f(x) > g(x)} is c.e.
A tuple (X, d, α) is said to be a computable metric space if (X, d) is a metric space
and α : N→ X is a sequence dense in (X, d) (i.e. a sequence the range of which is dense in
(X, d)) such that the function N2 → R,
(i, j) 7→ d(αi, αj)
is computable (we use notation α = (αi)).
If (X, d, α) is a computable metric space, then a sequence (xi) in X is said to be
computable in (X, d, α) if there exists a computable function F : N2 → N such that
d(xi, αF (i,k)) < 2
−k
for all i, k ∈ N. A point a ∈ X is said to be computable in (X, d, α) if there exists a
computable function f : N→ N such that d(a, αf(k)) < 2−k for each k ∈ N.
The points α0, α1, . . . are called rational points. If i ∈ N and q ∈ Q, q > 0, then we
say that B(αi, q) is an (open) rational ball. Here, for x ∈ X and r > 0, we denote by B(x, r)
the open ball of radius r centered at x, i.e. B(x, r) = {y ∈ X | d(x, y) < r}. By B̂(x, r) (for
x ∈ X and r ≥ 0) we will denote the corresponding closed ball {y ∈ X | d(x, y) ≤ r}.
If B1, . . . , Bn, n ≥ 1, are open rational balls, then the union B1 ∪ · · · ∪Bn will be called
a rational open set.
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Example 2.3. If α : N→ Rn is a computable function (in the sense that the component
functions of α are computable) whose image is dense in Rn and d is the Euclidean metric
on R, then (Rn, d, α) is a computable metric space. A sequence (xi) is computable in
this computable metric space if and only if (xi) is a computable sequence in Rn and
(x1, . . . , xn) ∈ Rn is a computable point in this space if and only if x1,. . . ,xn are computable
numbers.
2.2. Effective enumerations. Let (X, d, α) be a computable metric space. Let q : N→ Q
be some fixed computable function whose image is Q ∩ 〈0,∞〉 and let τ1, τ2 : N → N be
some fixed computable functions such that {(τ1(i), τ2(i)) | i ∈ N} = N2. Let (λi)i∈N be the
sequence of points in X defined by λi = ατ1(i) and let (ρi)i∈N be the sequence of rational
numbers defined by ρi = qτ2(i). For i ∈ N we define
Ii = B(λi, ρi), Îi = B̂(λi, ρi).
The sequences (Ii) and (Îi) represent effective enumerations of all open rational balls and
all closed rational balls.
Let σ : N2 → N and η : N→ N be some fixed computable functions with the following
property: {(σ(j, 0), . . . , σ(j, η(j))) | j ∈ N} is the set of all finite sequences in N (excluding
the empty sequence), i.e. the set {(a0, . . . , an) | n ∈ N, a0, . . . , an ∈ N}. We use the following
notation: (j)i instead of σ(j, i) and j instead of η(j). Hence
{((j)0, . . . , (j)j) | j ∈ N}
is the set of all finite sequences in N. For j ∈ N let
[j] = {(j)i | 0 ≤ i ≤ j}. (2.1)
For j ∈ N we define
Jj =
⋃
i∈[j]
Ii.
Then (Jj) is an effective enumeration of all rational open sets.
Note that the function N→ P(N), j 7→ [j] is c.f.v. (Proposition 2.1(3)). Also note that
any finite nonempty subset of N equals [j] for some j ∈ N.
Corollary 2.4. Let Φ : Nk → P(N) be a c.f.v. function such that Φ(x) 6= ∅ for each x ∈ Nk.
Then there exists a computable function ϕ : Nk → N such that Φ(x) = [ϕ(x)] for each x ∈ Nk.
Proof. For each x ∈ Nk there exists j ∈ N such that Φ(x) = [j]. Since the set of all (x, l),
x ∈ Nk, l ∈ N, for which Φ(x) = [j] holds is decidable by Proposition 2.1(2), for each x ∈ Nk
we can effectively find j ∈ N such that Φ(x) = [j].
2.3. Formal properties. In Euclidean space Rn we can effectively calculate the diameter
of the finite union of rational balls. However, in a general computable metric space the
function N → R, j 7→ diam(Jj), need not be computable. This is the reason that we are
going to use the notion of the formal diameter.
Let (X, d) be a metric space and x0, . . . , xk ∈ X, r0, . . . , rk ∈ R+. The formal diameter
associated to the finite sequence (x0, r0), . . . , (xk, rk) is the number D ∈ R defined by
D = max
0≤v,w≤k
d(xv, xw) + 2 max
0≤v≤k
rv.
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It follows from this definition that diam(B(x0, r0) ∪ · · · ∪B(xk, rk)) ≤ D.
Let (X, d, α) be a computable metric space. We define the function fdiam : N→ R in
the following way. For j ∈ N the number fdiam(j) is the formal diameter associated to the
finite sequence (
λ(j)0 , ρ(j)0
)
, . . . ,
(
λ(j)j , ρ(j)j
)
.
Clearly diam(Jj) ≤ fdiam(j) for each j ∈ N.
Let i, j ∈ N. We say that Ii and Ij are formally disjoint if
d(λi, λj) > ρi + ρj .
Note that we define this as a relation between the numbers i and j, not the sets Ii and Ij .
Let i, j ∈ N. We say that Ji and Jj are formally disjoint if Ik and Il are formally
disjoint for all k ∈ [i] and l ∈ [j]. Clearly, if Ji and Jj are formally disjoint, then Ji ∩ Jj = ∅.
We will also say that Ii and Jj are formally disjoint if Ii and Il are formally disjoint
for each l ∈ [j]. Note that formal disjointness of Ii and Jj implies Îi ∩ Jj = ∅.
Let i,m ∈ N and a ∈ X. We say that Ii is formally contained in B(a,m) and write
Ii ⊆F B(a,m) if d(λi, a) + ρi < m (again, this as a relation between i, a and m, not between
Ii and B(a,m)). Clearly, if Ii ⊆F B(a,m), then Ii ⊆ B(a,m). For j ∈ N we write
Jj ⊆F B(a,m)
if Ii ⊆F B(a,m) for each i ∈ [j]. If Jj ⊆F B(a,m), then Jj ⊆ B(a,m).
In the same way we define that Ii is formally contained in Im (Ii ⊆F Im) and that Jj is
formally contained in Im (Jj ⊆F Im).
Proposition 2.5. (1) The function fdiam : N→ R is computable.
(2) The sets {(i, j) ∈ N2 | Ii and Jj are formally disjoint} and {(i, j) ∈ N2 | Ji and Jj are
formally disjoint} are c.e.
(3) If a is a computable point, then the set {(j,m) | Jj ⊆F B(a,m)} is c.e.
(4) The set {(j,m) ∈ N2 | Jj ⊆F Im} is c.e.
Proof. For (1) and (2) see [7, Proposition 2.4]. Let us prove (3). Let
Ω = {(j,m) | Jj ⊆F B(a,m)} and Γ = {(i,m) | Ii ⊆F B(a,m)}.
Let Φ : N2 → P(N2) be defined by Φ(j,m) = [j]× {m}. Then
(j,m) ∈ Ω⇔ Φ(j,m) ⊆ Γ.
We have that Φ is c.f.v. So if we prove that Γ is c.e., we will have that Ω is c.e. (Proposition
2.1). However, the fact that Γ is c.e. follows from Proposition 2.2 since
(i,m) ∈ Γ⇔ d(λi, a) + ρi < m.
In the same way we get (4).
The following simple lemma will be very useful to us later.
Lemma 2.6. Let m ∈ N and let x ∈ Im. Then there exists ε > 0 with the following property:
if j ∈ N is such that x ∈ Jj and fdiam(j) < ε, then Jj ⊆F Im.
Proof. We have d(λm, x) < ρm and therefore there exists r > 0 such that
d(λm, x) + r < ρm.
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Let ε = r2 . Suppose j ∈ N is such that x ∈ Jj and fdiam(j) < ε. Let i ∈ [j]. Then
ρi < fdiam(j) < ε and d(x, λi) ≤ diam(Jj) ≤ fdiam(j) < ε. We have
d(λm, λi) + ρi ≤ d(λm, x) + d(x, λi) + ρi < d(λm, x) + 2ε = d(λm, x) + r < ρm.
So d(λm, λi) + ρi < ρm and Ii ⊆F Im. Hence Jj ⊆F Im .
2.4. Computable sets. Let (X, d, α) be a computable metric space. A closed subset S of
(X, d) is said to be computably enumerable in (X, d, α) if
{i ∈ N | S ∩ Ii 6= ∅}
is a c.e. subset of N. A closed subset S of (X, d) is said to be co-computably enumerable
in (X, d, α) if there exists a computable function f : N→ N such that
X \ S =
⋃
i∈N
If(i).
We say that S is a computable set in (X, d, α) if S is a computably enumerable and a
co-computably enumerable set ([2, 15]).
Let (X, d, α) be a computable metric space. We say that K is a semi-computable
compact set in (X, d, α) if K is a compact set in (X, d) and if the set {j ∈ N | K ⊆ Jj} is
c.e. We say that K is a computable compact set if K is a semi-computable compact set
and K is computably enumerable.
3. Ambient space and c.c.b. sets
A computable metric space (X, d, α) has the effective covering property if the set
{(i, j) ∈ N2 | Îi ⊆ Jj}
is computably enumerable ([2]). Euclidean space Rn (example 2.3) has the effective covering
property (see e.g. [4]).
A computable metric space which has the effective covering property and in which each
closed ball is compact has a property which turns out to be important if we want to get
that some set is computable. The property is this: if S is compact and co-c.e., then we can
effectively enumerate all rational open sets which cover S. In other words, if a compact set
is co-c.e., then it is semi-computable compact.
We have mentioned the result from [7] regarding the computability of co-c.e. compact
manifolds. In [7] the following is proved:
Fact 3.1. If a computable metric space has the effective covering property and compact
closed balls, then each co-c.e. compact manifold in this space with computable boundary is
computable.
However, this result is just a consequence of the following result which is also proved in
[7]:
Fact 3.2. In any computable metric space any compact manifold which is semi-computable
compact and whose boundary is computable compact is computable compact.
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Note that in Fact 3.2 we have the stronger assumptions (and the stronger conclusion)
on the sets, but there are no assumptions on the ambient space. Since the notions of a co-c.e.
set and a semi-computable compact set coincide for compact sets in computable metric
space with the effective covering property and compact closed balls, the Fact 3.2 is clearly a
generalization of Fact 3.1.
In this paper we examine 1-manifolds, the sets which are not compact in general. We
will have the result that if a 1-manifold with finitely many components is co-c.e. and its
boundary is computable, then this manifold is computable. However, we will need for this
result the assumption that the ambient space has the effective covering property and compact
closed balls. We would like to find some analogue of the notion of a semi-computable set for
noncompact sets so that, in the same manner as in the case of compact manifolds, we can
remove the assumptions on the computable metric space. Of course, we want that the new
result which holds in general computable metric spaces be the generalization of the previous
result for co-c.e. sets in the computable metric spaces with effective covering property and
compact closed balls. And this will be true if this analogue of semi-computability coincides
with the the notion of a co-c.e. set in these special computable metric spaces.
That a set S is semi-computable compact means that we can effectively enumerate all
rational open sets which cover S. The idea for a generalization of this notion is to observe
a set S which may not be compact, but such that the intersection S ∩ B is compact for
each closed ball B in the ambient space and furthermore such that we can effectively (and
uniformly) enumerate all rational open sets which cover S ∩B for each closed ball B.
Let (X, d, α) be a computable metric space. Let S ⊆ X. We say that S is c.c.b. (or
computable compact on closed balls) if the following holds:
(1) S ∩ B̂(x, r) is a compact set for all x ∈ X and r > 0;
(2) the set {(i, j) ∈ N2 | Îi ∩ S ⊆ Jj} is c.e.;
(3) S is computably enumerable.
If S is a set which satisfies conditions (1) and (2), then we will say that S is semi-c.c.b.
Hence S is c.c.b. if and only if S is semi-c.c.b. and computably enumerable. Note that
semi-c.c.b. sets (and c.c.b. sets) are closed (this follows from (1)).
Let (X, d, α) be a computable metric space. Then X is semi-c.c.b. in (X, d, α) if and
only if (X, d, α) has compact closed balls and the effective covering property. For example,
Rn is semi-c.c.b. (and also c.c.b.) in the computable metric space from Example 2.3. Hence
semi-c.c.b. sets (and also c.c.b. sets) need not be compact.
On the other hand, we now show that each semi-computable compact set is semi-c.c.b.
In other words, the notion of a semi-c.c.b. set generalizes the notion of a semi-computable
compact set.
Proposition 3.3. Let (X, d, α) be a computable metric space. Let S be a semi-computable
compact set in this space. Then S is semi-c.c.b.
Proof. We have to show that the set {(i, j) ∈ N2 | Îi ∩ S ⊆ Jj} is c.e.
Suppose i, j ∈ N are such that Îi ∩ S ⊆ Jj . Let x ∈ S \ Jj . Then x /∈ Îi and therefore
there exists some kx ∈ N such that x ∈ Ikx and such that Ii and Ikx are formally disjoint.
The set S \ Jj is closed, hence compact (since S is compact) and this implies that there exist
n ∈ N and x0, . . . , xn ∈ S \ Jj such that S \ Jj ⊆ Ikx0 ∪ · · · ∪ Ikxn . It follows
S ⊆ Jj ∪ Ikx0 ∪ · · · ∪ Ikxn .
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Therefore, there exists l ∈ N such that
S ⊆ Jj ∪ Jl and Ii and Jl are formally disjoint. (3.1)
On the other hand, suppose that (3.1) holds for some i, j, l ∈ N. Then Îi ∩ Jl = ∅ and
therefore Îi ∩ S ⊆ Jj . Hence we have the following conclusion: Îi ∩ S ⊆ Jj if and only if
there exists l ∈ N such that (3.1) holds.
The function N2 → P(N), (j, l) 7→ [j] ∪ [l] is c.f.v., therefore by Corollary 2.4 there
exists a computable function ϕ : N→ N such that [j] ∪ [l] = [ϕ(j, l)] for all j, l ∈ N. Hence
Jj ∪Jl = Jϕ(j,l) for all j, l ∈ N and using the fact that S is semi-computable we conclude that
the set {(j, l) ∈ N2 | S ⊆ Jj ∪Jl} is c.e. This implies that the set of all (i, j, l) ∈ N3 such that
(3.1) holds is c.e. (Proposition 2.5) and we conclude that the set {(i, j) ∈ N2 | Îi ∩ S ⊆ Jj}
is c.e.
Note that semi-computable compact sets are exactly those semi-c.c.b. sets which are
compact. (If S is a compact set, then S ⊆ Îi0 for some i0 ∈ N, so if S is semi-c.c.b, the set
{j ∈ N | Îi0 ∩ S ⊆ Jj} is c.e. This set clearly equals {j ∈ N | S ⊆ Jj}.)
Now we show that semi-c.c.b. sets are co-c.e. First we have the following property of
semi-c.c.b. sets.
Proposition 3.4. Let (X, d, α) be a computable metric space. Let S be a semi-c.c.b. set.
Then the set
Ω = {i ∈ N | Îi ∩ S = ∅}
is c.e.
Proof. We may assume that S 6= ∅. Let Γ = {(i, j) ∈ N2 | Îi ∩ S ⊆ Jj}.
Suppose i ∈ Ω. Then Îi ∩ S = ∅ which implies Îi 6= X and therefore there exists j ∈ N
such that Ii and Jj are formally disjoint. Clearly Îi ∩ S ⊆ Jj , hence (i, j) ∈ Γ.
Conversely, let us take j ∈ N such that Ii and Jj are formally disjoint and (i, j) ∈ Γ.
Then Îi ∩ Jj = ∅. But we have Îi ∩ S ⊆ Jj and this can only be true if Îi ∩ S = ∅. Hence
i ∈ Ω.
We have the following conclusion:
i ∈ Ω⇐⇒ there exists j ∈ N such that (i, j) ∈ Γ and Ii and Jj are formally disjoint.
The fact that Γ is c.e. and Proposition 2.5 imply that Ω is c.e.
Proposition 3.5. Let (X, d, α) be a computable metric space. Let S be a semi-c.c.b. set.
Then S is co-c.e.
Proof. Let x ∈ X \ S. Since S is closed, we have B(x, r) ⊆ X \ S for some r > 0. Take a
rational point a and a positive rational number λ so that λ < r2 and x ∈ B(a, λ). Then
B̂(a, λ) ∩ S = ∅. The conclusion is this: for each point x ∈ X \ S there exists i ∈ N such
that x ∈ Ii and Îi ∩ S = ∅.
Let Ω = {i ∈ N | Îi ∩ S = ∅}. It follows from the previous fact that
X \ S =
⋃
i∈Ω
Ii.
However Ω is c.e. by Proposition 3.4 and this means that S is co-c.e.
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In general, a co-c.e. set need not be semi-c.c.b, even if it is compact. Moreover, even
a singleton set need not be semi-computable compact if it is co-c.e. To see this, note
first the following: if (X, d, α) is a computable metric space and x ∈ X such that {x} is
semi-computable compact, then x is a computable point. Namely, for each k ∈ N there
exists j ∈ N such that
{x} ⊆ Jj and fdiam(j) < 2−k. (3.2)
Since the set of all (k, l) ∈ N2 for which (3.2) holds is c.e., there exists a computable function
ϕ : N→ N such that (3.2) holds for each k ∈ N and l = ϕ(k). Recall Jj = I(j)0 ∪ · · · ∪ I(j)j
and I(j)0 = B(λ(j)0 , ρ(j)0). So we have d(x, λ(j)0) < 2
−k for each k ∈ N and x is computable
point.
By Example 3.2. in [5] there exists a computable metric space (X, d, α) and a point
x ∈ X such that {x} is co-c.e., but x is not a computable point. Therefore {x} is not a
semi-computable compact set.
We have mentioned that in a computable metric space which has the effective covering
property and compact closed balls a set is semi-computable compact if and only if it is
compact and co-c.e. Now we prove a more general result.
Proposition 3.6. Let (X, d, α) be a computable metric space. Suppose (X, d, α) has the
effective covering property and compact closed balls. Let S ⊆ X. Then S is co-c.e. if and
only if S is semi-c.c.b.
Proof. We have to prove that if S is co-c.e., then S is semi-c.c.b. Suppose S is co-c.e. It
is easy to conclude that then there exists a computable function f : N → N such that
Jf(k) ⊆ Jf(k+1) for each k ∈ N and
X \ S =
⋃
k∈N
Jf(k).
Let i, j ∈ N and suppose that Îi ∩S ⊆ Jj . It follows that the set Îi \Jj is contained in X \S.
The set Îi \ Jj is compact and therefore there exists k ∈ N such that Îi \ Jj ⊆ Jf(k) and
consequently
Îi ⊆ Jj ∪ Jf(k). (3.3)
On the other hand, if (3.3) holds for some i, j, k ∈ N, then Îi ∩ S ⊆ Jj (since S ∩ Jf(k) = ∅).
Hence Îi ∩ S ⊆ Jj if and only if there exists k ∈ N such that (3.3) holds. The set of all
(i, j, k) ∈ N3 such that (3.3) holds is c.e. (we can find a computable function ϕ : N2 → N
such that Jj ∪ Jf(k) = Jϕ(i,k) for all i, k ∈ N as in the proof of Proposition 3.3 and (X, d, α)
has the effective covering property). Therefore the set of all (i, j) ∈ N2 such that Îi ∩S ⊆ Jj
is c.e., which means that S is semi-c.c.b.
An immediate consequence of the previous proposition is the fact that in a computable
metric space which has the effective covering property and compact closed balls a set S is
computable (closed) if and only if S is c.c.b.
4. Chains
If S is a semi-c.c.b. set in a computable metric space and if a is a rational point, then for a
given n ∈ N we can effectively enumerate all rational open sets which contain S ∩ B̂(a, n). In
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general, the problem is that we do not know, for a given rational open set U = B1 ∪ · · · ∪Bm
which contains S ∩ B̂(a, n), which of these rational balls B1, . . . , Bm intersects S.
If we can somehow, for given n ∈ N and ε > 0, effectively find a rational open set
U = B1∪· · ·∪Bm which contains S∩B̂(a, n), such that each of the rational balls B1, . . . , Bm
has the diameter less then ε and such that each of these balls intersects S, then we have that
S is computable. Namely, we only have to prove that S is computably enumerable (since S
is semi-c.c.b. by assumption). And if i ∈ N, then it is not hard to see that Ii intersects S if
and only if Ii (formally) contains some of the balls B1, . . . , Bm for some n ∈ N and ε > 0.
In order to effectively get, for given n ∈ N and ε > 0, such a rational open set U , we
will use the notion of a chain.
Let X be a metric space. A finite sequence C0, . . . , Cm of nonempty open subsets of X
is said to be a chain in X if Ci ∩ Cj = ∅ for all i, j ∈ {0, . . . ,m} such that |i− j| > 1 (see
[3, 10]). We say that Ci (0 ≤ i ≤ m) is a link of the chain C0, . . . , Cm. If A = (A0, . . . , Am)
is a finite sequence of nonempty bounded subsets of X, we define
mesh(A) = max
0≤i≤m
diam(Ai).
If ε is a positive real number and C is a chain, we say that C is an ε−chain if mesh(C) < ε.
Let (X, d, α) be a computable metric space. For l ∈ N let Hl be the finite sequence
of sets J(l)0 , . . . , J(l)l . Furthermore, for j, p, q ∈ N let H
p≤q
l be the finite sequence of sets
J(l)p , . . . , J(l)q if p ≤ q, otherwise let Hp≤ql denote the empty sequence. Clearly Hl = H0≤ll .
Let the function fmesh : N→ R be defined by
fmesh(l) = max
0≤j≤l
fdiam((l)j),
l ∈ N.
Let l ∈ N. We say that Hl is a formal chain if J(l)i and J(l)j are formally disjoint for
all i, j ∈ {0, . . . , l} such that |i− j| > 1.
Let a ∈ X and l, p, q,m ∈ N. We say that Hp≤ql is formally contained in B(a,m) if
J(l)i ⊆F B(a,m) for each i ∈ N such that p ≤ i ≤ q.
Proposition 4.1. Let (X, d, α) be a computable metric space.
(1) The function fmesh : N→ R is computable.
(2) The set {l ∈ N | Hl is a formal chain} is c.e.
(3) If a is a computable point, then the set
Γ = {(l, p, q,m) | Hp≤ql formally contained in B(a,m)}
is c.e.
Proof. For (i) and (ii) see Proposition 5.4. in [7].
For the proof of (iii), let Ω = {(j,m) | Jj ⊆F B(a,m)}. By Proposition 2.5 Ω is c.e. Let
Φ : N4 → P(N2) be defined by
Φ(l, p, q,m) = {((l)i,m) | p ≤ i ≤ q}.
Then Φ is c.f.v. (Proposition 2.1(3)) and (l, p, q,m) ∈ Γ if and only if Φ(l, p, q,m) ⊆ Ω. Now
Γ is c.e. by Proposition 2.1(4).
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Let j, l ∈ N, We say that Jj and Hl are formally disjoint if Jj and Ji are formally
disjoint for each i ∈ [l]. The following Lemma is an easy consequence of Proposition 2.5(ii).
Lemma 4.2. Let (X, d, α) be a computable metric space. Then the set of all (j, l) ∈ N2
such that Jj and Hl are formally disjoint is c.e.
In the similar way we define that Ii is formally disjoint with Hp≤ql and the statement
similar to Lemma 4.2 also holds.
If A = (A0, . . . , Am) is a finite sequence of sets, then by
⋃A we denote the union
A0 ∪ · · · ∪Am. If A is the empty sequence, we take
⋃A = ∅. Let S be a set. We say that A
covers S if S ⊆ ⋃A.
Lemma 4.3. Let (X, d, α) be a computable metric space. Then there exists a computable
function ζ : N3 → N such that ⋃
Hp≤ql = Jζ(l,p,q)
for all l, p, q ∈ N such that p ≤ q.
Proof. Let l, p, q ∈ N be such that p ≤ q. We have⋃
Hp≤ql =
q⋃
j=p
J(l)j =
q⋃
j=p
(
I((l)j)0 ∪ · · · ∪ I((l)j)(l)j
)
.
Let Λ : N3 → P(N) be defined by
Λ(l, p, q) =
⋃
j=p or p≤j≤q
{
((l)j)0, . . . , ((l)j)(l)j
}
.
Then Λ is c.f.v. by Proposition 2.1(3). Clearly, we have⋃
Hp≤ql =
⋃
i∈Λ(l,p,q)
Ii. (4.1)
for all l, p, q ∈ N such that p ≤ q. Since Λ(l, p, q) 6= ∅ for all l, p, q ∈ N (condition j = p in
the definition of Λ ensures this), there exists a computable function ζ : N → N such that
Λ(l, p, q) = [ζ(l, p, q)] for all l, p, q ∈ N. This means that⋃
i∈Λ(l,p,q)
Ii = Jζ(l,p,q) (4.2)
for all l, p, q ∈ N. Comparing (4.1) and (4.2) we see that ζ is the desired function.
Proposition 4.4. Let (X, d, α) be a computable metric space. Suppose S is a semi-c.c.b.
set.
(1) The set
Γ =
{
(i, l, p, q) ∈ N4 | Hp≤ql covers S ∩ Îi
}
is c.e.
(2) Let a be a rational point. The sets
Ω =
{
(n, l, p, q) ∈ N4 | Hp≤ql covers S ∩ B̂(a, n)
}
Ω′ =
{
(n, l, p, q, u) ∈ N5 | S ∩ B̂(a, n) ⊆
⋃
Hp≤ql ∪ Ju
}
are c.e.
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Proof. Let ζ be the function from Lemma 4.3.
(i) For all i, l, p, q ∈ N we have
(i, l, p, q) ∈ Γ⇔ (S ∩ Îi ⊆ Jζ(l,p,q) and p ≤ q) or (p > q and S ∩ Îi = ∅).
That Γ is c.e. as the union of two c.e. sets follows now from Proposition 3.4 and the fact
that S is semi-c.c.b.
(ii) Let us first notice that the set {j ∈ N | a ∈ Jj} is c.e. This follows from the fact that
a ∈ Jj ⇔ ∃i ∈ N such that a ∈ Ii and i ∈ [j]
and {i ∈ N | a ∈ Ii} is c.e. since
a ∈ Ii ⇔ d(a, λi) < ρi
(we use here Proposition 2.2). It follows easily now that the set {(l, p, q) ∈ N3 | a ∈ ⋃Hp≤ql }
is c.e.
Since a is a rational point, there exists a computable function f : N → N such that
B̂(a, n) = Îf(n) for each n ∈ N such that n ≥ 1. Note that B̂(a, 0) = {a}.
Let us observe the case a ∈ S. Then we have
(n, l, p, q) ∈ Ω⇔ (Hp≤ql covers S ∩ Îf(n) and n ≥ 1) or (a ∈
⋃
Hp≤ql and n = 0).
The fact that Γ is c.e. implies that Ω is c.e.
Let us now observe the case a /∈ S. Then we have
(n, l, p, q) ∈ Ω⇔ (Hp≤ql covers S ∩ Îf(n) and n ≥ 1) or n = 0
and it follows that Ω is c.e. In the same way we get that Ω′ is c.e.
Suppose (X, d) is a metric space and S is an arc in this space (a continuous injective
image of the segment [0, 1]). Then for each ε > 0 there exists an ε− chain in (X, d) which
covers S. We will need an effective version of this fact.
Let (X, d, α) be a computable metric space. Let A ⊆ X, j ∈ N and r ∈ R, r > 0. We
write 〈A, j, λ〉 to denote the following fact:
A ⊆ Jj and (Ii ∩A 6= ∅ and ρi < λ for each i ∈ [j]).
Note that 〈A, j, λ〉 and λ ≤ λ′ implies 〈A, j, λ′〉.
Proposition 4.5. Let (X, d, α) be a computable metric space and let f : [0, r] → X be a
continuous injection, where r > 0. Let ε > 0. Then there exists n0 ∈ N, n0 ≥ 1, such that
for each n ≥ n0 there exist numbers j0, . . . , jn−1 ∈ N such that
(1) 〈f([ inr, i+1n r]), ji, ε〉 for each i ∈ {0, . . . , n− 1};
(2) Jji and Jji′ are formally disjoint for all i, i
′ ∈ {0, . . . , n− 1} such that |i− i′| > 1;
(3) fdiam(ji) < ε for each i ∈ {0, . . . , n− 1}.
Before we prove this proposition, we need some facts.
Lemma 4.6. Let (X, d, α) be a computable metric space. Let A and B be compact, nonempty
and disjoint subsets of X. Then
(1) For each ε > 0 there exists j ∈ N such that 〈A, j, ε〉.
(2) For each ε > 0 there exists λ > 0 such that λ < ε and if j, j′ ∈ N and A′ ⊆ A and
B′ ⊆ B are such that
〈A′, j, λ〉 and 〈B′, j′, λ〉,
then Jj and Jj′ are formally disjoint.
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Proof. Let U = {B(αi, r) | i ∈ N, r ∈ Q+, r < ε}. Then U is an open cover of (X, d) (since α
is a dense sequence in (X, d)). The set A is compact and therefore there exist U1, . . . , Un ∈ U
such that A ⊆ U1 ∪ · · · ∪ Un. We may assume that Uj ∩ A 6= ∅ for each j ∈ {1, . . . , n}.
Choose j1, . . . , jn ∈ N so that Uk = Ijk and ρjk < ε for each k ∈ {1, . . . , n}. Let l ∈ N be
such that [l] = {j1, . . . , jn}. Then 〈A, l, ε〉.
(ii) Since A and B are compact, nonempty and disjoint, we have d(A,B) > 0. Let
λ = min
{
ε,
d(A,B)
4
}
.
Suppose j, j′ ∈ N and A′ ⊆ A, B′ ⊆ B are such that 〈A′, j, λ〉 and 〈B′, j′, λ〉. Let i ∈ [j] and
i′ ∈ [j′]. We claim that
d(λi, λi′) > ρi + ρi′ . (4.3)
Since 〈A′, j, λ〉, we have ρi < λ and Ii ∩ A′ 6= ∅. Therefore there exists a ∈ A such that
d(a, λi) < ρi, hence d(a, λi) < λ. Similarly, ρi′ < λ and there exists b ∈ B such that
d(b, λi′) < λ.
We have
ρi + ρi′ + 2λ < 4λ ≤ d(A,B) ≤ d(a, b) ≤ d(a, λi) + d(λi, λi′) + d(λi′ , b) <
< ρi + ρi′ + d(λi, λi′) < 2λ+ d(λi, λi′)
Hence ρi + ρi′ + 2λ < 2λ + d(λi, λi′) and (4.3) follows. The conclusion: Jj and Jj′ are
formally disjoint.
Lemma 4.7. Let (X, d, α) be a computable metric space and let A1, . . . , An be compact
nonempty sets in this space. Let ε > 0. Then there exist j1, . . . , jn ∈ N such that
〈A1, j1, ε〉, . . . , 〈An, jn, ε〉 (4.4)
and such that for all p, q ∈ {1, . . . , n} the following holds:
(Ap ∩Aq = ∅ =⇒ Jjp and Jjq are formally disjoint).
Proof. Let
C = {(p, q) ∈ {1, . . . , n} × {1, . . . , n} | Ap ∩Aq = ∅} .
For each (p, q) ∈ C by Lemma 4.6 there exists λ(p,q) > 0 such that λ(p,q) < ε and such that
〈Ap, j, λ(p,q)〉 and 〈Aq, j′, λ(p,q)〉 implies that Jj and Jj′ are formally disjoint. Let
λ = min
{
λ(p,q) | (p, q) ∈ C
}
.
By Lemma 4.6 there exist j1, . . . , jn ∈ N such that
〈A1, j1, λ〉, . . . , 〈An, jn, λ〉. (4.5)
If p, q ∈ {1, . . . , n} are such that Ap ∩ Aq = ∅, then (p, q) ∈ C and λ ≤ λ(p,q). Therefore
〈Ap, jp, λ〉 and 〈Aq, jq, λ〉 implies 〈Ap, jp, λ(p,q)〉 and 〈Aq, jq, λ(p,q)〉 and this implies that Jj
and Jj′ are formally disjoint. And (4.4) clearly follows from λ < ε and (4.5).
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Lemma 4.8. Let (X, d, α) be a computable metric space. Let A ⊆ X, j ∈ N and r > 0 be
such that 〈A, j, r〉. Then fdiam(j) < 4r + diam A.
Proof. Let i, i′, i′′ ∈ [j] be such that
fdiam(j) = d(λi, λi′) + 2ρi′′ . (4.6)
Since B(λi, ρi) ∩A 6= ∅ there exists a ∈ A such that d(λi, a) < ρi. Also, there exists b such
that d(λi′ , b) < ρi′ . Now
d(λi, λi′) ≤ d(λi, a) + d(a, b) + d(b, λj) < ρi + ρi′ + diam A < 2r + diam A.
Using ρi′′ < r and (4.6) we get fdiam(j) < 4r + diam A.
Let us now prove Proposition 4.5. Since f is uniformly continuous, there exists n0 ∈ N,
n0 ≥ 1, such that diam(f([ inr, i+1n r])) < ε2 for all i ∈ {0, . . . , n− 1} and n ≥ n0.
Fix n ≥ n0. Let
Ai = f
([
i
n
r,
i+ 1
n
r
])
for i ∈ {0, . . . , n−1}. By Lemma 4.7 there exist j0, . . . , jn−1 ∈ N such that 〈Ai, ji, ε8〉 for each
i ∈ {0, . . . , n− 1} and such that Jji and Jji′ are formally disjoint for all i, i′ ∈ {0, . . . , n− 1}
such that |i− i′| > 1. Finally, for each i ∈ {0, . . . , n− 1} we have diamAi < ε2 and 〈Ai, ji, ε8〉
and it follows from Lemma 4.8 that fdiam(ji) < ε.
5. Co-c.e. topological rays
A metric space R is said to be a topological ray if R is homeomorphic to [0,∞〉. If
f : [0,∞〉 → R is a homeomorphism, then we say that f(0) is an endpoint of R.
In this section we prove that a semi-c.c.b. set R must be c.c.b. if R is a topological
ray with a computable endpoint. Actually, we will prove a more general fact: if R is a
topological ray with computable endpoint and if R ∪ F is semi-c.c.b, where F is a closed set
disjoint with R, then R is computably enumerable.
The first fact that we need here is that for such an R the following holds: if f : [0,∞〉 → R
is a homeomorphism, then f(t) “converges to infinity” as t converges to infinity. (In particular,
R is unbounded.) The following proposition gives a precise description of this property.
Proposition 5.1. Let (X, d) be a metric space. Let R be a subset of X such that R ∩B is
a compact set for each closed ball B in (X, d) and such that there exists a homeomorphism
f : [0,∞〉 → R. Then for each closed ball B there exists t0 ∈ [0,∞〉 such that f(t) /∈ B for
each t ≥ t0.
Proof. Suppose the opposite. Then there exists a closed ball B such that for each t0 ∈ [0,∞〉
there exists t ≥ t0 such that f(t) ∈ B. Therefore there exists a sequence (tn)n∈N in [0,∞〉
such that
tn ≥ n and f(tn) ∈ B
for each n ∈ N. Then clearly f(tn) ∈ R ∩ B for each n ∈ N and since R ∩ B is compact,
there is a subsequence (tni)i∈N of (tn) such that the sequence (f(tni)) converges to a point
in R ∩ B, hence it converges to a point in R. However, since f is homeomorphism (and
f−1 : R→ [0,∞〉 is continuous), the sequence (tni) converges to some point in [0,∞〉, which
is impossible since this sequence is clearly unbounded (i ≤ ni ≤ tni for each i ∈ N).
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Note that the previous proposition does not hold without the assumption that R is
compact on closed balls. For example, if (X, d) is the real line with the Euclidean metric
and R = [0, 1〉, then R is homeomorphic to [0,∞〉, but R is clearly bounded.
Suppose R is a semi-c.c.b. topological ray with computable endpoint in some computable
metric space. How to prove that R is c.c.b., i.e. how to prove that R is c.e.? Let a be some
fixed rational point which is close to the endpoint of R. We want, for given n, k ∈ N, to
effectively find finitely many rational open sets C0, . . . , Cl whose diameters are less then 2
−k
and such that these sets cover R ∩ B̂(a, n) and each of these sets intersects R. If we can do
this, the fact that R is c.e. will easily follow. Informally, we can imagine that the image of
that part of R which lies in B̂(a, n) becomes sharper and sharper as k tends to infinity.
So how to get such sets C0, . . . , Cl? Let f : [0,∞〉 → R be a homeomorphism. By
Proposition 5.1 there exists t0 > 0 such that f(t) leaves B̂(a, n) after t = t0. (See Figure 1.
The blue curve is f([0, t0]). The black circle is the boundary of B̂(a, n).)
Figure 1. Figure 2.
Therefore, R ∩ B̂(a, n) is contained in f([0, t0]) and this implies that there exists a rational
2−k−chain C0, . . . , Cl which covers R ∩ B̂(a, n) and such that f(0) ∈ C0. (Figure 2.) These
conditions are semi-decidable by results from Section 4 and therefore we can effectively find
such a sequence of sets. However, we do not have the condition that each of these sets
intersects R and the question is does this follow from the conditions that we have? The
answer is no, as Figure 2 shows (the bottom three links do not intersect R). So the question
is what additional conditions to require on the chain C0, . . . , Cl so that these conditions are
semi-decidable and so that they imply that each of the sets C0, . . . , Cl intersects R?
The idea is to proceed in the following way. Since f([0, t0]) is compact, there exists
m ∈ N such that f([0, t0]) ⊆ B̂(a,m). (See Figure 3. The green circle is the boundary of
B̂(a,m).) Now we can cover R ∩ B̂(a,m) (in the same way as we covered R ∩ B̂(a, n)) by a
2−k−chain C0, . . . , Cp such that f(0) ∈ C0 (Figure 4). Again, some of the sets C0, . . . , Cl
may not intersect R (the last three in Figure 4). However, it will be possible to conclude
that for some p ∈ {0, . . . , l − 1} the links C0, . . . , Cp cover B̂(a, n) and they are all formally
contained in B(a,m) (these conditions are semi-decidable). This altogether will imply that
each of the links C0, . . . , Cp intersects R. (In Figure 4 C0, . . . , Cm are the links between blue
links, including blue links.)
COMPUTABILITY OF 1-MANIFOLDS 17
Figure 3. Figure 4.
The described procedure is applied in the proof of the following theorem.
Theorem 5.2. Let (X, d, α) be a computable metric space. Let R be a subset of X which
is, as a subspace of (X, d), a topological ray whose endpoint is computable. Suppose F is a
closed set in (X, d) which is disjoint with R and such that R ∪ F is semi-c.c.b. Then R is a
computably enumerable (closed) set.
Proof. Let f : [0,∞〉 → R be a homeomorphism. Let a be some rational point such that
d(a, f(0)) < 1. For each n ∈ N let
Rn = R ∩ B̂(a, n) and Fn = F ∩ B̂(a, n).
Let n, k ∈ N. By Proposition 5.1 there exists r > 0 such that f(x) 6∈ B̂(a, n) for each
x ≥ r. The set f([0, r]) is compact and therefore there exists m ∈ N, m ≥ 1 such that
f([0, r]) ⊆ B(a,m). Again, by Proposition 5.1 there exists r′ > r such that f(x) 6∈ B̂(a,m),
for each x ≥ r′.
Note that
Rn ⊆ f([0, r]) ⊆ Rm ⊆ f([0, r′]). (5.1)
Let
D = max {d(a, f(x)) | x ∈ [0, r]} .
Since f([0, r]) ⊆ B(a,m), we have D < m. Let
µ =
m−D
2
.
By Lemma 4.6 there exists λ > 0 such that if j, j′ ∈ N and A ⊆ f([0, r′]), then
(〈Fm, j, λ〉 and 〈A, j′, λ〉) =⇒ Jj and Jj′ are formally disjoint. (5.2)
Let ε = min{µ, λ}. Let u ∈ N be such that 〈Fm, u, λ〉.
Using Proposition 4.5 we get n′ ≥ 1 and j0, . . . , jn′−1 ∈ N so that
(1) 〈f([ in′ r′, i+1n′ r′]), ji, ε〉 for each i ∈ {0, . . . , n′ − 1};
(2) Jji and Jji′ are formally disjoint for all i, i
′ ∈ {0, . . . , n′ − 1} such that |i− i′| > 1;
(3) fdiam(ji) < min{2−k, ε} for each i ∈ {0, . . . , n′ − 1}.
It follows from (5.2) that Ju and Jji are formally disjoint for each i ∈ {0, . . . , n′ − 1}.
Let ` ∈ N be such that
((`)0, . . . , (`)`) = (j1, . . . , j(n′−1)).
Then H` is a formal chain which covers f([0, r′]), fmesh(`) < 2−k and Ju and H` are formally
disjoint. Note that f(0) ∈ J(`)0 .
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Since Rm ⊆ f([0, r′]), we have Rm ⊆ ∪H`. Furthermore, since r ∈ [0, r′], there exists
p ∈ {0, . . . , `} such that f(r) ∈ J(`)p . The property (1) above ensures that f([0, r]) ⊆ ∪H0≤p`
and each link of H0≤p` intersects f([0, r]). It follows Rn ⊆
⋃H0≤p` .
We claim that H0≤p` is formally contained in B(a,m). To see this, let us take i ∈{0, . . . , p}. We want to prove that J(`)i is formally contained in B(a,m).
It would be enough to prove that Ik′ is formally contained in B(a,m) for each k
′ ∈ [(`)i].
So let k′ ∈ [(`)i]. Since J(`)i intersects f([0, r]), there exists b ∈ J(`)i such that b ∈ f([0, r]).
Note that
d(λk′ , b) ≤ diam(J(`)i) ≤ fdiam((`)i) and ρk′ ≤ fdiam((`)i).
Also note that
fdiam((`)i) ≤ fmesh(`) < ε ≤ µ. (5.3)
Therefore
d(λk′ , a) + ρk′ ≤ d(λk′ , b) + d(a, b) + ρk′ ≤ D + 2 fdiam((`)i) < D + 2µ = m.
Hence d(λk′ , a) + ρk′ < m and this means that Ik′ is formally contained in B(a,m).
Finally, note that p < `. Otherwise, we would have p = `. It is clear from the
construction of the chain H` (property (1)) that f(r′) ∈ J(`)` . Hence f(r′) would belong
to J(`)p . However f(r
′) 6∈ B̂(a,m) which would contradict the fact that J(`)p is (formally)
contained in B(a,m).
We have the following conclusion. For each n, k ∈ N there exist `,m, p, u ∈ N such that
(1) H` is a formal chain;
(2) Ju and H` are formally disjoint;
(3) f(0) ∈ J(`)0 ;
(4) Rn ∪ Fn ⊆
⋃H0≤p` ∪ Ju;
(5) Rm ∪ Fm ⊆
⋃H` ∪ Ju;
(6) H0≤p` is formally contained in B(a,m);
(7) p < ` and m ≥ 1;
(8) fmesh(`) < 2−k.
Let
T =
{
(n, k,m, `, p, u) ∈ N6 | for n, k,m, `, p, u properties (1)–(8) hold} .
Using Proposition 4.1, Lemma 4.2, Proposition 4.4 and Proposition 2.2 we conclude that T
is c.e. as the intersection of c.e. sets. (Recall that f(0) is computable point, and if c is some
computable point, then it is straightforward to see that the set {j ∈ N | c ∈ Jj} is c.e.)
We have shown that for all n, k ∈ N there exist m, `, p, u ∈ N such that (n, k,m, `, p, u) ∈
T . Therefore there exist computable functions m˜, ˜`, p˜, u˜ : N2 → N such that
(n, k, m˜(n, k), ˜`(n, k), p˜(n, k), u˜(n, k)) ∈ T
for all n, k ∈ N (Single-Valuedness Theorem).
Let n, k ∈ N. Let m = m˜(n, k), ` = ˜`(n, k), p = p˜(n, k) and u = u˜(n, k). Then for
n, k,m, `, p, u properties (1)–(8) hold. Now we want to prove that each link of the chain
H0≤p` intersects R.
Notice first that there exists t ∈ [0,∞〉 such that d(a, f(t)) = m. Otherwise, B(a,m)
and X \ B̂(a,m) would be disjoint open sets whose union contain R. However, each of these
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sets intersects R, which follows from d(a, f(0)) < 1 and Proposition 5.1 and so we would
have that the topological ray R is disconnected, which is impossible.
The set {t ∈ [0,∞〉 | d(a, f(t)) = m} is a closed and nonempty subset of [0,∞〉 and
therefore it has a minimal element. Let t0 be that element. Then d(a, f(t)) < m for each
t ∈ [0, t0〉 (if f(t) > m for some t ∈ [0, t0〉, then connectedness of f([0, t]) implies that
d(a, f(s)) = m for some s ∈ [0, t] which is impossible since s < t0). Hence f([0, t0]) ⊆ Rm.
It follows from property (5) that
f([0, t0]) ⊆
⋃
H` ∪ Ju.
However f([0, t0]) ∩
⋃H` 6= ∅ by (3) and ⋃H` ∩ Ju = ∅ by (2). The fact that f([0, t0]) is
connected now gives
f([0, t0]) ⊆
⋃
H`.
Therefore f(t0) ∈ J(`)v for some v ∈
{
0, . . . , `
}
. But now the property (6) implies that
p < v. (If v ≤ p, then J(l)v is (formally) contained in B(a,m) which is impossible since
f(t0) ∈ J(`)v and f(t0) /∈ B(a,m).)
Finally, let us prove that each link of the chain H0≤p` intersects R. Suppose that there
exists i ∈ {0, . . . , p} such that J(`)i ∩R = ∅. Then i 6= 0 (since f(0) ∈ J(`)0), hence 0 < i < v.
Now
U = J(`)0 ∪ · · · ∪ J(`)i−1 and V = J(`)i+1 ∪ · · · ∪ J(`)`
are open disjoint sets which cover f([0, t0]) and each of these sets intersects f([0, t0])
(f(0) ∈ J(`)0 , f(t0) ∈ J(`)v). This is impossible since f([0, t0]) is connected.
So we have proved that J(`)i ∩R 6= ∅ for each i ∈ {0, . . . , p}. Another fact regarding the
chain H0≤p` that we want to verify is this: if s ∈ [0,∞〉 is such that f([0, s]) ⊆ B(a, n), then
f(s) lies in some link of H0≤p` .
But if s is such that f([0, s]) ⊆ B(a, n), then f([0, s]) ⊆ Rn and now (4), together with
the fact that f([0, s]) is connected, gives f([0, s]) ⊆ ⋃H0≤p` . In particular f(s) lies in some
link of H0≤p` .
We have the following conclusion: for all n, k ∈ N
(1) the formal diameter of each link of the chain H0≤p˜(n,k)˜`(n,k) is less than 2−k;
(2) each link of the chain H0≤p˜(n,k)˜`(n,k) intersects R;
(3) if s ∈ [0,∞〉 is such that f([0, s]) ⊆ B(a, n), then f(s) lies in some link of H0≤p˜(n,k)˜`(n,k) .
Note the following: if c ∈ R, then c = f(s) for some s ∈ [0,∞〉 and there exists n ∈ N
such that f([0, s]) ⊆ B(a, n). Then f(s) (i.e. the point c) lies in some link of H0≤p˜(n,k)˜`(n,k) for
each k ∈ N.
Let i ∈ N. Suppose Ii ∩R 6= ∅. Let c ∈ Ii ∩R. Using Lemma 2.6 we conclude that there
exist n, k ∈ N such that c belongs to some link of H0≤p˜(n,k)˜`(n,k) which is formally contained in
Ii. So there exists w ∈ N such that
w ≤ p˜(n, k) and J
(˜`(n,k))w ⊆F Ii. (5.4)
On the other hand, if (5.4) holds for some n, k, w ∈ N, then Ii intersects R because J(˜`(n,k))w
does. Hence Ii ∩R 6= ∅ if and only if there exist n, k, w ∈ N such that (5.4) holds. It follows
from Proposition 2.5(4) that {i ∈ N | Ii ∩R 6= ∅} is c.e. and this means that R is c.e.
20 KONRAD BURNIK AND ZVONKO ILJAZOVIC´
Corollary 5.3. Let (X, d, α) be a computable metric space and let R be a semi-c.c.b. set in
this space. Suppose R is a topological ray whose endpoint is computable. Then R is c.c.b.
6. Co-c.e. topological lines
We will say that L is a topological line if L is a metric space homeomorphic to R.
While we may imagine topological rays as arcs which have one endpoint in infinity,
a topological line can be thought of as an arc whose both endpoints are in infinity. And
while for computability of a semi- c.c.b. topological ray we needed the assumption that its
endpoint is computable, in the case of a semi-c.c.b. topological line naturally we will have no
such assumption. Hence we will prove that each semi-c.c.b. topological line is c.c.b. Actually,
as in the case of topological rays, we will have a more general result.
First, we have a proposition similar to Proposition 5.1 which says that, under certain
assumption, both tails of a topological line “converge to infinity”.
Proposition 6.1. Let (X, d) be a metric space. Let L be a subset of X such that L ∩B is
a compact set for each closed ball B in (X, d) and such that there exists a homeomorphism
f : R→ L. Then for each closed ball B there exists t0 ∈ [0,∞〉 such that f(t) /∈ B for each
t ≥ t0 and t ≤ −t0.
Proof. The set f([0,∞〉) is closed in L. Therefore for each closed ball B in (X, d) the
set f([0,∞〉) ∩ B is closed in L and consequently in L ∩ B which is compact. Hence
f([0,∞〉) ∩ B is compact. Similarly, f(〈−∞, 0]) ∩ B is compact for each closed ball B in
(X, d). Now we apply Proposition 5.1 on homeomorphisms [0,∞〉 → f([0,∞〉), x 7→ f(x),
and [0,∞〉 → f(〈−∞, 0]), x 7→ f(−x).
Theorem 6.2. Let (X, d, α) be a computable metric space. Let L be a subset of X which
is, as a subspace of (X, d), a topological line. Suppose F is a closed set in (X, d) which is
disjoint with L and such that L ∪ F is semi-c.c.b. Then L is a computably enumerable set.
Proof. Let f : R → L be a homeomorphism. Let a be some rational point such that
d(a, f(0)) < 1. For each n ∈ N let
Ln = L ∩ B̂(a, n) and Fn = F ∩ B̂(a, n).
Let δ > 0 be such that f([−δ, δ]) ⊆ B(a, 1). (Such a number exists since f is continuous.)
Now choose A,B,C ∈ N and k0 ∈ N so that f(−δ) ∈ IA, f(δ) ∈ IB, f(0) ∈ IC ,
ρA <
2−k0
4 , ρB <
2−k0
4 , ρC <
2−k0
4 and
2−k0 < min {d(IA, f([0,+∞〉)), d(IB, f(〈−∞, 0])), d(IC , F )} . (6.1)
Let n, k ∈ N. By Proposition 6.1 there exists r > 0 such that f(x) 6∈ B̂(a, n) for
each x ∈ R such that x ≥ r or x ≤ −r. Since f([−r, r]) is compact, there exists m ∈ N,
m ≥ 1 such that f([−r, r]) ⊆ B(a,m). By Proposition 6.1 there also exists r′ > r such that
f(x) 6∈ B̂(a,m), whenever x ≥ r′ or x ≤ −r′.
We have
Ln ⊆ f([−r, r]) ⊆ Lm ⊆ f([−r′, r′]). (6.2)
Let
D = max {d(a, f(x)) | x ∈ [−r, r]} .
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Then D < m since f([−r, r]) ⊆ B(a,m). Let
µ =
m−D
2
.
By Lemma 4.6 there exists λ > 0 such that if j, j′ ∈ N and G ⊆ f([−r′, r′]), then
(〈Fm, j, λ〉 and 〈G, j′, λ〉) =⇒ Jj and Jj′ are formally disjoint. (6.3)
Let ε = min{µ, λ, 2−(k+k0+3)}. Let u ∈ N be such that
〈Fm, u, ε〉. (6.4)
Let g : [0, 2r′]→ X be the function defined by
g(t) = f(t− r′),
t ∈ [0, 2r′].
Applying Lemma 4.5 to g, we get numbers n′ ≥ 1 and j0, . . . , jn′−1 ∈ N such that
(1) 〈g([i2r′n′ , (i+ 1)2r
′
n′ ]), ji, ε〉 for each i ∈ {0, . . . , n′ − 1};
(2) Jji are Jji′ formally disjoint for all i, i
′ ∈ {0, . . . , n′ − 1} such that |i− i′| > 1;
(3) fdiam(ji) < ε for each i ∈ {0, . . . , n′ − 1}.
We can choose n′ so that 2r
′
n′ < min{ r
′−r
2 ,
r
2}. Let ` ∈ N be such that
((`)0, . . . , (`)`) = (j0, . . . , j(n′−1)).
Then H` is a formal chain and fmesh(`) < ε. It clearly covers g([0, 2r′]), i.e. f([−r′, r′]).
Hence Lm ⊆
⋃H`. And by (6.3) Ju and H` are formally disjoint.
Let D′ = 2r
′
n′ . Let us choose numbers p, q, e ∈ N so that
(4) −r + r′ ∈ [pD′, (p+ 1)D′];
(5) r′ ∈ [eD′, (e+ 1)D′];
(6) r + r′ ∈ [qD′, (q + 1)D′];
Note that f(−r) ∈ Jjp , f(0) ∈ Jje and f(r) ∈ Jjq .
We claim that p < e < q < `. It holds
pD′ ≤ r′ − r ≤ (e+ 1)D′ − 2D′ < eD′.
Dividing by D′ we get p < e. Also
eD′ ≤ r′ + r − r ≤ (q + 1)D′ − r < (q + 1)D′ − 2D′ < qD′
and we get e < q.
Let us prove that q < `. First we have
(q + 1)D′ < qD′ +
r′ − r
2
≤ r + r′ + r
′ − r
2
=
3r′ + r
2
< 2r′.
Hence (q + 1)D′ < 2r′. By definition of ` it holds ` = n′ − 1. Now
qD′ = (q + 1)D′ −D′ < 2r′ −D′ = (n′ − 1)D′ = `D′
and it follows q < `.
We claim that IA and He≤`` are formally disjoint. Suppose the opposite. Then there
exists i ∈ {e, . . . , `} such that IA and J(`)i are not formally disjoint. Therefore there exists
j ∈ [(`)i] such that
d(λA, λj) ≤ ρA + ρj .
22 KONRAD BURNIK AND ZVONKO ILJAZOVIC´
Note that by the construction ofH` each link of the chainHe≤`` intersects f([0,∞〉). Therefore
there exists y ∈ J(`)i ∩ f([0,∞〉). Now
d(IA, f [0,∞〉) ≤ d(f(−δ), y)
≤ d(f(−δ), λA) + d(λA, λj) + d(λj , y)
≤ 2ρA + ρj + diam(J(`)i) < 2
2−k0
4
+ 2ε < 2−k0
which contradicts (6.1). Hence, IA and He≤`` are formally disjoint. In the same way we get
that IB and H0≤e` are formally disjoint and also, using (6.4), that IC and Ju are formally
disjoint.
From the definition of numbers p and q we deduce that
[−r, r] ⊆
⋃
p≤i≤q
[iD′ − r′, (i+ 1)D′ − r′]
which gives
f([−r, r]) ⊆
⋃
p≤i≤q
f([iD′ − r′, (i+ 1)D′ − r′]) =
⋃
p≤i≤q
g([iD′, (i+ 1)D′]) ⊆
⋃
Hp≤q` .
Hence
Ln ⊆
⋃
Hp≤q` .
Finally, let us prove that Hp≤q` is formally contained in B(a,m).
Let i ∈ {p, . . . , q}. To prove that J(`)i is formally contained in B(a,m) let us first prove
that J(`)i intersects f([−r, r]). Since
g([iD′, (i+ 1)D′]) ⊆ J(`)i
it suffices to see that
[iD′ − r′, (i+ 1)D′ − r′] ∩ [−r, r] 6= ∅.
For i = p this intersection contains −r and for i = q it contains r. If p < i, then p+1 ≤ i and
(p+ 1)D′− r′ ≤ iD′− r′ which implies −r ≤ iD′− r′. In the same way get that i < q implies
(i+ 1)D′ − r′ ≤ r. Hence if i is between p and q, then the segment [iD′ − r′, (i+ 1)D′ − r′]
is contained in [−r, r].
Now we proceed in the same way as in the proof of Theorem 5.2. We take k′ ∈ [(`)i]
and we want to prove that Ik′ is formally contained in B(a,m).
Since J(`)i intersects f([−r, r]), there exists b ∈ J(`)i such that b ∈ f([−r, r]). Then
d(λk′ , b) ≤ diam(J(`)i) ≤ fdiam((`)i) and ρk′ ≤ fdiam((`)i).
Also note that
fdiam((`)i) ≤ fmesh(`) < ε ≤ µ. (6.5)
Therefore
d(λk′ , a) + ρk′ ≤ d(λk′ , b) + d(a, b) + ρk′ ≤ D + 2 fdiam((`)i) < D + 2µ = m.
Hence d(λk′ , a) + ρk′ < m and Ik′ is formally contained in B(a,m).
The conclusion: for all n, k ∈ N there exist m, `, p, q, e, u ∈ N such that
(1) H` is a formal chain;
(2) H` and Ju are formally disjoint;
(3) Ln ∪ Fn ⊆ ∪Hp≤q` ∪ Ju;
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(4) Lm ∪ Fm ⊆
⋃H` ∪ Ju;
(5) Hp≤q` is formally contained in B(a,m);
(6) p < e < q < `, m ≥ 1;
(7) fmesh(`) < 2−(k+k0+3);
(8) IA and He≤`` are formally disjoint;
(9) IB and H0≤e` are formally disjoint;
(10) IC and Ju are formally disjoint.
Let T be the set of all (n, k,m, `, p, q, e, u) ∈ N8 such that properties (1)–(10) hold. As
in the proof of Theorem 5.2 we conclude that T is c.e. and we also conclude that there exists
a computable function ϕ : N2 → N6 such that
(n, k, ϕ(n, k)) ∈ T (6.6)
for all n, k ∈ N. This concludes the first part of the proof of Theorem 6.2.
In the second part we prove that the existence of a such function ϕ implies that L is c.e.
Suppose we have n, k,m, `, p, q, e, u ∈ N such that properties (1)–(10) hold. We also
assume that n ≥ 1. We want to prove that each link of Hp≤q` intersects L. For i ∈ {0, . . . , `}
let Ci = J(`)i . Hence
H` = (C0, . . . , C`).
First we prove the following: if t, s ∈ R are such that t ≤ 0 ≤ s, then
(1) f([t, s]) ⊆ B̂(a,m) implies f([t, s]) ⊆ ⋃H`;
(2) f([t, s]) ⊆ B̂(a, n) implies f([t, s]) ⊆ ⋃Hp≤q` .
If f([t, s]) ⊆ B̂(a,m), then f([t, s]) ⊆ Lm, this and (4) imply
f([t, s]) ⊆
⋃
H` ∪ Ju
and
⋃H` and Ju are disjoint by (2). Since f([t, s]) is connected, it must be entirely contained
in one of these sets. But this cannot be Ju since f(0) ∈ f([t, s]) and f(0) belongs to IC
which is disjoint with Ju by (10). Hence f([t, s]) ⊆
⋃H`. In the same way we prove (2).
Since f([−δ, δ]) ⊆ B(a, 1) ⊆ B(a,m), there exist α, β ∈ {0, . . . , `} such that f(−δ) ∈ Cα
and f(δ) ∈ Cβ.
As in the proof of Theorem 5.2, we conclude that there exist s0, t0 ∈ R such that
s0 < 0 < t0, d(a, f(s0)) = d(a, f(t0)) = m and f(t) ∈ B(a,m) for each t ∈ 〈s0, t0〉. It follows
that there exist v, w ∈ {0, . . . , `} such that f(s0) ∈ J(`)v , f(t0) ∈ J(`)w .
We claim that p− 1 ≤ α < e and e < β ≤ q + 1.
First, let us prove p ≤ α + 1. Suppose the opposite. Then α + 1 < p < q. The link
Cα is then disjoint with each of the links Cp, . . . , Cq. However f([−δ, δ]) ⊆ B(a, n) since
n ≥ 1, therefore f(−δ) ∈ Cp ∪ · · · ∪Cq and, by definition of α, f(−δ) ∈ Cα. A contradiction.
Hence, p ≤ α+ 1.
Let us prove α < e. Suppose the opposite. Then α ≥ e, hence the link Cα is one of the
links Ce, . . . , C` and f(−δ) ∈ Cα. On the other hand, f(−δ) ∈ IA and this now contradicts
(8). So α < e and altogether
p− 1 ≤ α < e.
In the same way we get
e < β ≤ q + 1.
Now we claim that v < p and q < w. Let us prove v < p.
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Suppose p ≤ v. This implies q < v. Otherwise we have v ≤ q, which together with p ≤ v
means that Cv is one of the links of the chain Hp≤q` . But this chain is formally contained in
B(a,m), hence Cv ⊆ B(a,m). This is impossible since f(s0) ∈ Cv.
Hence p < q < v. So q + 1 ≤ v which together with β ≤ q + 1 gives β ≤ v. But β 6= v
because β = v would imply
d(f(s0), f(δ)) < diam Cv < 2
−k0 ,
and this is impossible by (6.1). Therefore β < v.
We also have
f([s0,−δ]) ∩ Cβ = ∅. (6.7)
Otherwise, there exists y ∈ f([s0,−δ]) ∩ Cβ and
d(IB, f(〈−∞, 0])) ≤ d(f(δ), f(〈−∞, 0])) ≤ d(f(δ), f([s0,−δ])) ≤
≤ d(f(δ), y) ≤ diam Cβ < 2−k0
which again contradicts (6.1). Hence (6.7) holds.
Let U and V be defined by
U =
⋃
0≤i≤β−1
Ci, V =
⋃
β+1≤i≤`
Ci.
Since H` covers f([s0, t0]) and (6.7) holds,
f([s0,−δ]) ⊆ U ∪ V. (6.8)
We have f(−δ) ∈ Cα and α < e < β, hence
f([s0,−δ]) ∩ U 6= ∅. (6.9)
Furthermore, f(s0) ∈ Cv and β < v, so
f([s0,−δ]) ∩ V 6= ∅. (6.10)
Finally, (1) implies that Ci ∩ Ci′ = ∅ whenever i, i′ ∈ {0, . . . , `} are such that i < β < i′.
Hence
U ∩ V = ∅. (6.11)
From (6.8), (6.9), (6.10) and (6.11) it follows that f([s0,−δ]) is not connected. A contradic-
tion.
So we have proved that v < p. In the same way we get q < w. Hence
v < p < q < w.
It is easy to conclude from this that each link of the chain Hp≤q` intersects L. Namely, let
i ∈ N be such that p ≤ i ≤ q. Then v < i < w. Suppose that Ci ∩ L = ∅. Then
U = C0 ∪ · · · ∪ Ci−1 and V = Ci+1 ∪ · · · ∪ C`
are disjoint sets, their union covers f([s0, t0]) and each of these sets intersects f([s0, t0])
because f(s0) ∈ Cv ⊆ U and f(t0) ∈ Cw ⊆ V . This contradicts the fact that f([s0, t0]) is
connected.
Hence each link of the chain Hp≤q` intersects L (under the assumption that n ≥ 1).
Let m˜, ˜`, p˜, q˜, e˜, u˜ : N2 → N be the component functions of the function ϕ from (6.6).
If c ∈ L, then c ∈ f([−t, t]) for some t ≥ 0. Choose n ∈ N, n ≥ 1, so that f([−t, t]) ⊆
B(a, n). Then for each k ∈ N some link of the chain Hp˜(n,k)≤q˜(n,k)˜`(n,k) contains c.
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Let i ∈ N. As in the proof of Theorem 5.2 we conclude that Ii ∩ L 6= ∅ if and only if
there exist n, k, w ∈ N such that
p˜(n, k) ≤ w ≤ q˜(n, k), n ≥ 1 and J
(˜`(n,k))w ⊆F Ii.
Therefore L is c.e.
Corollary 6.3. Let (X, d, α) be a computable metric space and let L be a semi-c.c.b. set in
this space. Suppose L is a topological line. Then L is c.c.b.
7. 1-manifolds
A 1-manifold with boundary is a second countable Hausdorff topological space X in
which each point has a neighborhood homeomorphic to [0,∞〉. The boundary ∂X of X
consists of those points x ∈ X for which every homeomorphism between a neighborhood of
x and [0,∞〉 maps x to 0. Therefore, each point of X \ ∂X has a neighborhood in X which
is homeomorphic to R. If ∂X = ∅, then we simply say that X is a 1-manifold.
If X and Y are topological spaces and f : X → Y a homeomorphism and if X is a
1-manifold with boundary, then Y is also and ∂Y = f(∂X).
For example, R and the unit circle S1 in R2 are 1-manifolds, while [0,∞〉 and [0, 1]
are 1-manifolds with boundary, ∂[0,∞〉 = {0}, ∂[0, 1] = {0, 1}. Each topological line is a
1-manifold and if R is a topological ray and a is its endpoint, then R is a 1-manifold with
boundary and ∂R = {a}. Furthermore, if S is an arc with endpoints a and b, then S is
a manifold with boundary and ∂S = {a, b}. Note the following: if a subspace M of some
topological space X is a manifold with boundary, then the boundary of M in general differs
from the topological boundary of M in X.
Since a is a computable point if and only if {a} is c.c.b., Theorem 5.2 means that a
semi-c.c.b. topological ray is c.c.b. if its boundary is c.c.b. The natural question arises
whether this holds for each 1-manifold, i.e. if M is a semi-c.c.b. 1-manifold in a computable
metric space, does the implication
∂M c.c.b.⇒M c.c.b. (7.1)
hold? The answer is no, implication (7.1) fails to be true in general.
To see this, let S be a c.e. subset of N which is not computable. The fact that S is
c.e. implies that the set T = N \ S is co-c.e. in R. Therefore T × R is co-c.e. in R2. Let
M = T × R. Since T ⊆ N, we have that M is a 1-manifold. That M is not computable in
R2 can be deduced from the fact that T is not computable in N. Of course M is semi-c.c.b.
by Proposition 3.6 and we conclude that (7.1) does not hold (note that ∂M = ∅).
However, we will show later that (7.1) holds under additional assumption that M has
finitely many components.
It is known (see e.g. [12]) that if X is a connected 1-manifold with boundary, then X
is homeomorphic to R, [0,∞〉, [0, 1] or S1. (Here S1 denotes the unit circle in R2.) Hence
topological lines, topological rays, arcs and topological circles are all connected 1-manifolds.
It is easy to conclude that if X is a 1-manifold with boundary, then each component of
X is also a 1-manifold with boundary and x ∈ X belongs to the boundary of X if and only
if x belongs to the boundary of some component of X.
Theorem 7.1. Let (X, d, α) be a computable metric space. Suppose M is a semi-c.c.b. set
which is a 1-manifold with boundary. Let K be a component of M .
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(1) If K is a topological line or a topological circle, then K is c.e.
(2) If K is a topological ray with computable endpoint or an arc with computable endpoints,
then K is c.e.
Proof. Let x ∈ K. Then x has a neighborhood in M which is homeomorphic to [0,∞〉.
Hence x has a neighborhood in M which is connected and which therefore is contained in
K. This means that x belongs to some set which is open in M and is contained in K. So
the conclusion is that K is open in M .
Let F = M \K. Then F is closed in M , but since M as a semi-c.c.b. set is closed in
(X, d), we have that F is closed in (X, d). Hence F is closed, disjoint with K and F ∪K is
semi-c.c.b. Now Theorem 5.2 and Theorem 6.2 imply that K is c.e. if K is a topological ray
with computable endpoint or a topological line.
Suppose now that K is a topological circle or an arc with computable endpoints. Then
K is compact and since it is disjoint with F (which is closed), there exist i0, . . . , in ∈ N such
that
K ⊆ Îi0 ∪ · · · ∪ Îin ⊆ X \ F.
Then we have
K = K ∩ (Îi0 ∪ · · · ∪ Îin) = (K ∪ F ) ∩ (Îi0 ∪ · · · ∪ Îin) = (M ∩ Îi0) ∪ · · · ∪ (M ∩ Îin).
So for j ∈ N the following equivalence holds:
K ⊆ Jj ⇔M ∩ Îi0 ⊆ Jj , . . . ,M ∩ Îin ⊆ Jj .
From this and the fact that M is semi-c.c.b. we conclude that K is semi-computable compact
set. Hence K is a compact manifold with computable boundary and therefore, by [7], K is
a computable compact set. In particular, K is c.e.
As we have seen, if M is a 1-manifold with boundary such that M is semi-c.c.b. and
∂M is c.c.b., then M need not be c.c.b. Since M is already semi-c.c.b., this means that M
need not be computably enumerable. However, although M is not necessarily computably
enumerable, each component of M is computably enumerable.
Theorem 7.2. Let (X, d, α) be a computable metric space. Let M be a 1-manifold with
boundary in this space and suppose M and ∂M are semi-c.c.b. Then each component of M
is computable enumerable.
Proof. In view of Theorem 7.1 it suffices to prove that each point in ∂M is computable. Let
x ∈ ∂M . Then x has a neighborhood N in M such that there exists a homeomorphism
f : N → [0,∞〉 such that f(x) = 0. It is clear from this that x is the only point in N which
belongs to the boundary of M . It follows that B(x, r) ∩ ∂M = {x} for some r > 0 and we
conclude from this that Îi ∩ ∂M = {x} for some i ∈ N. Since ∂M is semi-c.c.b., Îi ∩ ∂M is
clearly semi-computable compact set, hence {x} is semi-computable and consequently x is a
computable point.
Since the union of finitely many c.e. sets in (X, d, α) is a c.e. set, we have the following
theorem.
Theorem 7.3. Let (X, d, α) be a computable metric space. Let M be a subset of X which
is, as a subspace of (X, d), a 1-manifold with boundary which has finitely many components.
Suppose M and ∂M are semi-c.c.b. Then M is c.c.b.
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Corollary 7.4. Let (X, d, α) be a computable metric space. Let M be a 1-manifold in this
space and suppose M has finitely many components and M is semi-c.c.b. Then M is c.c.b.
The following theorem is an immediate consequence of Theorem 7.3 and Proposition
3.6.
Theorem 7.5. Let (X, d, α) be a computable metric space which has compact closed balls
and the effective covering property. Let M be a 1-manifold with boundary in this space
such that M has finitely many components. Suppose M and ∂M are co-c.e. Then M is
computable.
Corollary 7.6. Let (X, d, α) be a computable metric space which has compact closed balls
and the effective covering property. Let M be a 1-manifold in this space and suppose M has
finitely many components and M is co-c.e. Then M is computable.
Finally, let us mention that Theorem 7.5 and Corollary 7.6 do not hold in a general
computable metric space. In [5] an example of a computable metric space (X, d, α) can be
found in which there exist a co-c.e. arc with computable endpoints which is not computable
and a co-c.e. topological circle which is not computable. Moreover, we can find such (X, d, α)
so that (X, d, α) has compact closed balls and we can also find such (X, d, α) so that (X, d, α)
has the effective covering property (but of course not with both of these properties at the
same time).
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