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ABSTRACT 
Forecasting which is undoubtedly essential in practical world, plays an important role in 
decision making and planning in various fields such as economics and finance. In many 
circumstances, instead of single forecast, multiple forecasts are required in the prediction 
of several future values simultaneously. In the literature, there are two major approaches 
in forecasting, namely the Box-Jenkins procedure and the Holt-Winters procedure. In 
recent years, multiple forecasting has been recognized as an important problem. The 
results of multiple forecasting mainly focus on the Box-Jenkins approach. However, the 
Holt-Winters approaches have hitherto not received a systematic treatment in the lit-
erature. In this thesis, we focus on constructing simultaneous prediction intervals for 
Multiplicative Holt-Winters model. An illustrative example will be given. Furthermore, 
we will investigate the impact of misspecification between Additive and Multiplicative 
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Forecasting is very common process of planning and management in the real world. Peo-
ple want to predict the future and know what would happen in the future. Forecasting 
plays an important role especially in business and also helps us to make decisions for the 
future. 
Forecasts are useful for decision making in a variety of fields even for our daily lives. An 
example given by Einhorn and Hogarth (1982) is about weather forecasting which affects 
our daily planning. 
‘...Originally, we planed to go for journey to a neighbor province. But the weather fore-
caster predicted that a typhoon will land on several provinces, including the province we 
are living in and the one we planned to go within a few days. Therefore, we should cancel 
our plan and remain at home or perhaps do some precautions, for instance, boarding up 
property. If it is dangerous to stay at home, it would be better to evacuate to a safety 
place...' 
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1.1 The Importance of Multiple Forecasting and Ex-
amples ， 
Multiple forecasting is needed in many situations like predicting monthly sales in a coming 
year. Suppose that a firm makes a contract with a supplier to supply a certain number of 
perishable parts each month for a year. These numbers may be regarded as the multiple 
forecasts by using an appropriate time-series models which argued by Ravishanker, Wu 
and Glaz (1991). 
Alpuim (1997) argued that forecasting several future values simultaneously has drawn 
more concern and interest than the single point forecast in some practical applications of 
time-series analysis. For example, instead of forecasting the sales for a specific month, a 
company manager may be more desirable to forecast simultaneously the monthly sales in 
the coming year based on the previous years' monthly sales records so as to decide whether 
it is necessary to reallocate the resources or not. Another example of multiple forecast 
can be found in Parigi and Schlitzer (1995). In this article, it is found that the da ta of 
Italian National Accounts are released by the Italian National Bureau of Statistics with a 
two-quarters delay. So, one-step and two-step ahead forecasts of economic activities such 
as GDP will be helpful for the understanding of the current economy. Based on the early 
available indicators, the forecasts can be acquired. 
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1.2 Previous Literature on Prediction Interval and 
Simultaneous Prediction Interval 
According to Chatfield (1993), constructing interval forecasts rather than finding out 
point forecasts is also necessary for the following reasons: 
1. it reckons future uncertainty; 
2. it produces a range of possible outcomes, thus enabling different tactics can be 
planned; 
3. it can compare more fully of the forecasts generated by different methods (eg. is a 
narrower interval forecast necessarily better?) and explore different scenarios based 
on different assumptions. 
Why do we need to construct simultaneous prediction intervals? Alpiiim (1997) stated 
that 'Most of our time, the trajectory of these joint predictions can only be understood 
by constructing simultaneous prediction intervals.' 
In multiple forecasts, simultaneous prediction intervals are preferred rather than marginal 
intervals. Ravishanker, Wii and Glaz (1991) pointed out that, 'When the question under 
investigation is a simultaneous question based on multiple forecasts, the use of marginal 
prediction intervals will be misleading, since the overall coverage probability is too low.' 
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In the literature, there are two major approaches in forecasting namely the Box-Jenkins 
procedure and the Holt-Winters procedure. 
Box-Jenkins Approach 
In 1926, Autoregressive (AR) models were first proposed by Yule (1926). Slutsky (1937) 
subsequently supplemented AR models and presented Moving Average (MA) schemes. 
Wold (1938) combined both AR and MA schemes to form ARM A models. Box and 
Jenkins (1976) popularized the use of ARM A models in the following way: 
1. Guidelines are provided for making the series stationary in both mean and variance. 
2. Determining appropriate values for the order of AR {p) and MA {q) models by using 
autocorrelations and partial autocorrelation coefficients. 
3. Identify appropriate values for p and q and estimate the parameters involved. 
4. A diagnostic check was proposed to determine whether the residuals were white 
noise. 
The approach proposed by Box and Jenkins was known as the Box-Jenkins methodology 
and extended to ARIMA models, where T stood for the 'Integrated' which reflected 
the order of differencing the series to become stationary. The Box-Jenkins methodology 
became highly popular in the 1970s. 
A time series Xt is said to follow an autoregressive integrated moving average model of 
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order (p, d, q) if the process can be expressed as 
(t>{B)[l-BYXt = e{B)at 
where at is a Gaussian white noise process with mean zero and variance a^. In addition, 
B is the backward shift operator which is defined as B^Xt = Xt-m- The function (l){B) 
and 0(B) are respectively the AR and MA characteristics polynomials in B defined as 
0(B) = l-4)iB- (f)2B'^ (ppB^ 
and 
e{B) = i-eiB-92B' QqBq 
where the roots of (f)(B) and 0{B) are all greater than 1 in absolute value. The process is 
usually denoted as ARIMA(p, d, q). 
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Holt-Winters Forecasting Procedure 
Another approach is Holt-Winters forecasting model. The single exponential smoothing 
extended to linear exponential smoothing for forecasting the data with trend. Winters 
(1960) extended the Holt's method and proposed the Additive and Multiplicative season-
ality methods. The models depend on three smoothing parameters to smooth the data, 
the trend and the seasonal factor. The data is additive if the magnitude of seasonal pat-
tern does not depend on the size of the data . In other words, the magnitude of seasonal 
pat tern does not change as the time passes. The data is multiplicative seasonal if the 
magnitude of seasonal pattern increases and decreases depend on the the size of the data. 
The main properties of the exponentially smoothing techniques stated by Holt (2004) are 
1. declining weight is put on the historical data, 
2. it is easy to compute, and 
3. minimum da ta is needed. 
The Holt-Winters forecasting procedure has achieved great popularity in practical time 
series analysis because it is easy to use and understand, straightforward and computa-
tionally efficient. 
In the following chapter, we will provide more details on the Holt-Winters forecasting 
procedure and some practical issues. 
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1.3 Objectives 
Yar and Chatfield (1990) provided formulae to calculate the prediction intervals for the 
Holt-Winters forecasting procedure and Cheung, Wu k Chan (1998) proposed a method 
in constructing the simultaneous prediction intervals for ARIMA models. Lee (1998) 
proposed a method in constructing the simultaneous prediction intervals for Additive 
Holt-Winters forecasting procedure. We will extend their ideas to construct the simul-
taneous prediction intervals for the Multiplicative Holt-Winters forecasting procedure. 
In chapter 2，we provide more details on the Additive and Multiplicative Holt-Winters 
models. The methods of constructing simultaneous prediction intervals for Multiplicative 
Holt-Winters model will be discussed in chapter 3. In chapter 4，we will demonstrate an 
illustrative example to implement the procedures of constructing prediction intervals for 
Holt-Winters models. We will investigate the effect of misspecification between Additive 





The Holt-Winters forecasting 
procedure 
2.1 Exponential Smoothing 
The Holt-Winters procedure is a widely used forecasting method which employs simple 
exponential smoothing to deal with trend and seasonality. Exponential Smoothing meth-
ods are popular, easy-to-use and generally work well in practice (Yar k Chatfield, 1990). 
Suppose we would like to forecast the value Xt+h at time origin t with lead time h based 
on the available time-series observations , • • •, Xf. Denote Xt(h) be the /i-step-ahead 
forecast at t ime t. 
In simple exponential smoothing, the one-step-ahead predictor can be written in the re-
currence form 
= + (2.1) 
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where 0 < q < 1 is called a smoothing parameter. The predictor depends only on the 
present value Xt at t ime t and the one-step ahead forecast Xt-i{l) at time t — 1. Moreover, 
M^) = aXt-\-{l-a)Xt-i{l) 
=aXt^Xt-i{l)-ocXt-i{l) 
= X t - i i l ) + a ( X t - X t - i i l ) ) . (2.2) 
The equation (2.2) is called an error-correction form and the forecast depends on the 
/S 
current forecast and its forecast error. If is expressed in terms of X t - i and 
Xt_2(l) , we obtain 
A',(l) = aX^ 4- (1 - a ) l a X t - i + (1 -
= Q ^ i + a ( l - a ) X t - i + (1 - a f X t - 2 { l ) . 
By repeating the above substi tution process for 义卜2(1)，义卜3 ⑴，…’ we have an equiva-
lent form of (2.1) and (2.2) which is 
= aXt + a ( l - a)Xt-i + a(l - afXt-2 + •••. (2.3) 
From (2.3), the one-step-ahead forecast at t ime t can be viewed as the weighted average of 
previous observations. Specifically, weight q is assigned to Xt, a ( l — a ) to X卜i, a ( l — a)"^ 
to Xt-2 and so on. Larger weight is given to the most recent observation while the weights 
given to the earlier observations decrease exponentially. 
The value of the smoothing parameter q should be between 0 and 1. If the value close to 
9 
1，recent values of the t ime series are weighted heavily relative to the past values. If the 
value of a is chosen close to 0，then the values of the time series in the distant past are 
given weights comparable to those given the recent values. The sum of the weights will 
eventually equal to 1 since 
oo 
i=0 
Winters (1960) generalize the simple exponential smoothing approach to deal with trend 
and seasonality. 
2.2 Holt-Winters Forecasting Procedure 
Let 
Lt be the mean level at t ime t. 
Tt be the trend level at t ime t. 
It be the seasonal index at t ime t. 
Xt{h) be the /i-step-ahead point forecast at time t. 
a be the smoothing parameter for updating the mean level. 
P be the smoothing parameter for updating the trend level. 
S be the smoothing parameter for updating the seasonal index. 
m be the number of observations per seasonal cycle. 
et = Xt — be the one-step-ahead forecast error at time t. 
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First of all, we assume tha t the time series Xt is generated by the constant level pro-
cess, 
Xt = M + et (2.4) 
where the level " is assumed to be constant and q is a random process with mean zero 
and variance (j^. 
By simple exponential smoothing, the level estimate at time t is given by, 
Lt = a X t - ^ { l - a ) L t - i . (2.5) 
and the forecast of Xt+h at time t is 
M h ) = Lt /i = l ’2，3r . . . (2.6) 
Furthermore, since the one-step-ahead forecast of Xt made at time {t — 1) and the corre-
sponding one-step-ahead forecast error are respectively 
- ^ t - i ( l ) = Lt - i and et = Xt - L t - \ . 
Then we have 
Lt = a (Lf_ i + ef) + ( l - Q ) L i _ i , 
or equivalently 
Lt = L t - i - i - ae t , 0 < q < 1. (2.7) 
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This is known as the error-correction form of the simple exponential smoothing algorithm. 
Holt's linear trend procedure is used to cope with the presence of trend which was devel-
oped by Holt (1957). As a new observation becomes available, the estimates of level and 
slope can be calculated through this procedure. The recurrence equations are 
Lt = a X , + ( l - a ) ( L t . i + T t . i ) , (2.8) 
and 
Tt = p { L t - L t . i ) + { l - p ) T t - , . (2.9) 
where 0 < q < 1 , 0 < / 3 < l . Note that both equations (2.8) and (2.9) are similar to the 
form of the simple exponential smoothing. Suppose at time (t — 1), the recent estimates 
of the level and slope are available. Then a new level (Lt-i + Tt-i) is recommended for 
time t because the level is expected to increase by the amount of the slope. At time 
t, a new observation Xt is available which supplies more information about the level of 
the series at time t. So the level estimate at time t is the weighted average of Xt and 
{Lt-i + Tt-i) with smoothing parameter a . Similarly, the slope estimate at time t is the 
weighted average of the latest change in level estimate, {Lt — Lt-\), and the previous slope 
estimate, 7]一with smoothing parameter 13. 
At time t’ the forecast Xt+h is 
X t W = Lt + hTt, = 1 ,2 ,3 , - - - . (2.10) 
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The one-step-ahead forecast of Xt made at time {t — 1) and the corresponding one-step-
ahead forecast error are respectively 
^ t - i ( l ) = Lt - i + Tt . i and et = X t - Lt- i - T U . 
Subst i tute into equation (2.8) and (2.9), the error-correction form of Holt's linear trend 
procedure are 
Lt = Lt-i+Tt.i+aeu 0<a<l (2.11) 
and 
Tt = Tt 一i+apet, 0<p<l (2.12) 
The three-parameter Holt-Winters procedure, which was proposed by Winters (1960), is 
simply an extension of Holt 's linear trend procedure. Holt-Winters forecasting procedure 
is appropriate when trend and seasonal factor are taken into account for the time-series 
model. The local mean, local trend and seasonal factor are all updated by exponential 
smoothing. 
In the literature, there are two major approaches in Holt-Winters forecasting procedure 
namely the Additive Holt-Winters procedure and Multiplicative Holt-Winters procedure. 
Of these two methods, the one for multiplicative seasonality has been implemented more 
often in computer forecasting software (Snyder, Koehler and Ord, 2001). 
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2.2.1 Additive Holt-Winters Model 
The seasonality is additive if the seasonal effect does not depend on the current mean 
level of the time series and can simply added or subtracted from a forecast that depends 
only on level and trend. As a new observation Xt becomes available, the formulae for 
updat ing Lt, Tt and It in the Additive Holt-Winters forecasting procedure are 
Li = + + (2.13) 
Tt = + (2.14) 
It = S{Xt - Lt) + (1 - 6)It.m, (2.15) 
where 0 < q < 1 , 0 < / 3 < 1 and 0 < d < 1. At time t — 1, the projected level 
is Lt — 1 + Tt-1. At time t, an observation Xt is available and subtracted by It-m to 
eliminate the existence of the seasonal effect. Then the current mean level estimate can 
be obtained by the weighted average of (Xt - It-m) and (Lt-i + T<_i) with smoothing 
parameter a . The formula for obtaining the current trend estimate is identical as in the 
Holt's linear trend procedure with smoothing parameter j3. The current seasonal factor 
can be computed as a weighted average of the difference between the newly available 
observations Xt and the current level Lt, and the latest seasonal factor estimate for this 
period, /力-m，with smoothing parameter 6. Note that, the seasonal factor for a period 
will not be updated until another year had elapsed. 
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At time t, the forecast of Xt+h is 
M h ) = Lt + hTt + It-m+h. (2.16) 
where h = 1，2, • • •, m. The forecast function is a straight line, with superimposed seasonal 
factor. 
The one-step-ahead forecast at t ime {t - 1) and associated one-step-ahead forecast error 
are 
- ^ f - l ( l ) = Lt-i 4- Tt-l + It-m-
and 
et = Xt-Xt.i(l) 
= X i — Lt-I — Tt-I — It-m-
Then, (2.13), (2.14) and (2.15) become 
= L t - i + Tt-i + aet, 
=Tt-i + a^et, 
It = 卜 1+TU + /卜 m + 卜 1+了卜 i + + — 
= h - m + -
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The corresponding error-correction form for the updating formulae in the Additive Holt-
Winters forecasting procedure are 
Lt = L t - i + T t - i + aeu (2.17) 
Tt = Tt-i-^-aPet, (2.18) 
It = It-m + 6(1 - a)et, (2.19) 
where 0 < a < 1, 0 < /? < 1 and 0 < (5 < 1. 
2.2.2 Multiplicative Holt-Winters Model 
The seasonality is multiplicative if the magnitude of the seasonal variation increases with 
an increase in the mean level of the time series. As a new observation Xt are available, 
the updating formulae for Lt, Tt and It in the Multiplicative Holt-Winters procedure are 
Lt = a ^ + { l - a ) { L t - i + T t . i ) (2.20) 
h-m 
Tt = (3[Lt - L t . , ) + {I - m - i (2.21) 
h = 6 ^ + { l - 6 ) h - m (2.22) 
Lt 
where 0 < a < l , 0 < / ? < 1 and 0 < d < 1. The equation (2.21) is exactly the same as 
the equation (2.14) for Additive Holt-Winters model . Equation (2.20) is slightly different 
from (2.13) tha t the first term is divided by the seasonal factor It-m . As the observation 
Xt has multiplicative seasonality, this can eliminate the seasonal effects of Xt by dividing 
the latest seasonal factor It-m for this period. Equation (2.22) show a ratio of the current 
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values of the series, Xt and the current mean level Lt. If Xt is greater than Lf，the ratio 
is greater than 1 and vice versa. Xt is also included the seasonality and the first term 
only included the current mean level. Thus, the current seasonal effect is adjusted by the 
weighted previous seasonal factor (1 - d)It-m-
At t ime t, the forecast of Xt+h is 
M h ) = {Lt + hTt)It-m+H, (2.23) 
where h = 1，2,…，m. The forecast function depend on multiplicative seasonal factors 
and the projection of Lt and J] . 
The one-step-ahead forecast at t ime {t - 1) and associated one-step-ahead forecast error 
are 
义卜 1(1) = {Lt-I + Tt-i)It-m： 
and 
e, = ；i：, — ⑴ 
= ^ t — {Lt-\ + Tt-l)It-m-
Then, (2.20) becomes 
T T , rr , ^t - {Lt-1 +Tt-i)It-m 
Lt = Lt-i + i f - i + a Z 
丄t-m 
=Lt-i + Ti_i + (xetjlt-m, 
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Rearranging the above formulae, we obtain 
Lt - Lt-i - Tt-\ = aetjlt-m, 
and 
Lth-m = {Lt-l + Tt-i)It-m + OiCt. 
Then, (2.21) and (2.22) become 
Tt = Tt-,+p{Lt-Lt.i-Tt-i) 
=Tt-i + af5et/It-m, 
r T , c Xt — Ltlt-m 
h = h-m + 0 
Lt 
=h-m + - a ) ^ . 
Lt 
The corresponding error-correction form for the updating formulae in the Multiplicative 
Holt-Winters forecasting procedure are 
Lt = L t - i + T t - i + aet / I t -m, (2-24) 
Tt = Tt . i + ai3et/It-m, (2.25) 
It = It-m-^S{l-a)^. (2.26) 
Lt 
where 0 < a < 1, 0 < < 1 and 0 < < 1. 
2.3 Some Practical Issues 
In order to implement the Holt-Winters forecasting procedure, the user must 
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1. provide the values for a , /? and S. 
2. provide the initial values for Lt, Tt, and It at the beginning of the series. 
2.3.1 Choosing Starting Values 
For initializing the Holt-Winter's forecasting method, we need to initial values of the level 
Lt, the trend T], and the seasonal indices It. The initialization may be different for Ad-
ditive and Multiplicative Holt-Winters forecasting procedure especially on the seasonal 
factor. 
For Additive case, by using ordinary least squares regression method (Abraham and 
Ledolter, 1983; Ravishanker, Wu and Glaz, 1991), the level, trend and seasonal factors 
can be obtained from the least squares estimates in the regression model based on the 
first No observations {Nq is arbitrarily chosen and must be at least m + 1): 
m—1 
Xt = II + r]t + Si[INDt�i — INDt�m) + St (2.27) 
1=1 
where INDt’i are seasonal indicators which defined as 1 if i is in seasonal period i and 
0 otherwise for t = 1, • . . , AV Suppose we are at time t = Nq. From the least squares 
estimates //,, fj and 2 = 1, • • •, m — 1) obtained, the initial values are set to 
Lno = A (2.28) 
Tno = V (2.29) 
/No-m+i = 氣 , l < i < m - l (2.30) 
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m—1 
I No = - Y A (2-31) 
i=l 
For Multiplicative case, Makridakis, Wheelwright k Hyndman's method (Makridakis, 
Wheelwright, and Hyndman, 1998) is used to obtain the starting values. At least one 
complete season of the d a t a are needed to determine the initial estimate of the seasonal 
indices. The level is initialized by taking the average of the first season. This can be 
t reated as a m-quarter moving average which will eliminate the seasonality in the data . 
1 m 
= - V X , . (2.32) 
m ^ 
i=\ 
To initialize the trend, it is convenient to use two complete seasons. 
Tm = 丄 广 入 ( 2 . 3 3 ) 
m m 
i=l 
Each of these terms is an est imate of the trend over a complete season. The initial estimate 
of Lm is taken as the average of m such terms. 
The seasonal indices are initialized using the ratio of the first year's data to the mean of 
the first year. 
I J = ^ where j = 1,2’...，m. (2.34) 
Lm 
2.3.2 Choosing the Smoothing Parameters 
The smoothing parameters can be found by minimizing the siim-of-squared of one-step-
ahead forecast errors. In Holt-Winters forecasting procedure, the one-step-ahead forecast 
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error, Ct is calculated by 
et = Xt-兄(1) 
where the one-step-ahead forecast can be computed by (2.16) and (2.23) for Additive and 
Multiplicative Holt-Winters forecasting procedure respectively. In the fitting period, the 
values of a , and S tha t minimizing the sum of square of one-step-ahead forecasts error 
or X)r=2m f^F Additive and Multiplicative Holt-Winters method respectively 
are chosen as the optimal parameter values. A Fortran program will be used to find the 
optimal values for the smoothing parameters and illustration examples will be given in 
Chapter 4. A non-linear optimization algorithm is used to find optimal parameter values. 
First, we work out rough estimates for the smoothing parameters by using grid search 
method with increment say 0.05 or 0.1, in the range of (0’ 1) and choose the ones which 
minimizes the sum of square error of one-step forecasts. Then, we use the rough estimate 
to search a more precise values by Quasi-Newton method. As grid-search method is time 
consuming for finding an accurate solution and Quasi-Xewton method depends on the 
starting values of variables. So, we can find a optimal solution with reasonable time by 
using both methods. Suppose that a time series Xt for t = 1, • • � n is available. The 
algorithm is as follows: 
1. The first 2m observations are used to initialize the mean, level and seasonal factors. 
Ordinary least squares regression method is used for Additive Holt-Winters method 
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and Makridakis, Wheelwright and Hyndman's method is used for Multiplicative 
Holt-Winters method. 
2. We can u p d a t e the level, trend and seasonal factors by the updating formula (2.13)-
(2.15) for Addit ive and (2.20)-(2.22) for Multiplicative Holt-Winters model with 
particular q, P and 5 and compute the sum of square of one-step-ahead forecasts 
error in the fitting period. 
3. We work out the initial estimate for the smoothing parameters by repeating step 2 
using grid search method in the range of (0, 1) and choose the ones which minimizes 
the sum of square error of one-step forecasts. 
4. A qiiasi-Newton method will be applied for searching a more precise value. In IMSL 
libraries, For t ran subroutines DBCONF will be used to minimize the sum of square 
error of one-step forecasts subject to the bounds that all smoothing parameters are 






Prediction Intervals Method 
Let et{h) be /i-step-ahead forecast error. Then e '认= ( e t ( l ) , . • •, et(L)) follows a multi-
variate normal distr ibution with mean 0 and covariance matrix X)e’L. 
P u t 
Wt{h)=et{h)/^Variet{h)) 
for h = 1,..,L and W;’^ = (Wt(l)r • • ,Wt(L)). Then W;’^ follows a multivariate 
normal distr ibution with mean 0 and correlation matrix Rvv,l-
The 100(1 - 7)% s imultaneous prediction intervals of Xt+h(h = 1’ •..，L) are 
Xt(h)±cy/Var(et{h)) (3.1) 
where c is solved by the following equation 
P[\Wt{h)\ S c, /i = 1 ’ . . . ’ L] = 1 - 7. (3.2) 
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It is noted tha t the value of c depends on 7 and the correlation matrix Riy’L. The overall 
joint confidence level for these simultaneous prediction intervals is 1 —7. For solving (3.2), 
it needs to compute a L-dimensional multivariate normal probability. Previous researchers 
(Ravishanker, Hochberg and Melnick, 1987; Glaz and Ravishanker, 1991; Ravishanker, 
Wu and Glaz, 1991) mainly focused on constructing approximate simultaneous prediction 
intervals on the grounds that no feasible algorithm was available to evaluate a high di-
mensional multivariate normal probability. But there is a change now after Genz (1992) 
introduced an algorithm to compute a high dimensional multivariate normal probability 
directly with a reasonable computing time. We refer the construction of simultaneous 
prediction interval (3.1) with a direct evaluation of (3.2) as the 'exact' method through-
out the thesis. 
In the following sections, we briefly review a commonly used called the Bonferroni proce-
dure and an 'exact ' procedure to construct simultaneous prediction intervals. 
3.1 Bonferroni Procedure 
The approximate 100(1 - 7)% simultaneous prediction intervals of Xt+h[h = 1,2’.••，L) 
based on the Bonferroni method are of the form 
M h ) ± z ^ ^ y / V a r { e t ( h ) ) (3.3) 
where z告 is the 点th upper percentile of the standard normal distribution. 
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3.2 The 'Exact' Procedure 
The exact 100(1 — 7)% simultaneous prediction intervals of Xt+h{h = 1,…，L) are given 
in (3.1) where c is the solution of (3.2)，that is 
1 - 7 = P[\Wt{h)\ <c, h = 
= [ • ' [ f(Wt”...，WtL)dwtr-dwtL (3.4) 
J — C J 一 C 
where f [Uk” • • •，Wt^) is the multivariate normal density function of Wt,L-
One can use the algorithm suggested by Schervish (1984) to compute the value c. How-
ever, it is computationally impractical because it takes extremely long computational time 
for L = 7 and infeasible for L > 8 (Glaz and Ravishanker, 1991). The above difficulty 
can be solved by applying the transformation technique proposed by Genz (1992). 
3.3 Summary 
There are two major drawbacks in using the Bonferroni and Exact procedures: 
1. the Bonferroni approximation procedure does not merely provide too conservative 
simultaneous prediction intervals especially when L is large. 
2. The advantage of using the 'exact ' method is not merely 'exact' but is easy-to-use 
and it is superior t han the traditional Bonferroni approximation procedures in terms 
of computat ional efficiency (Cheung, Wii and Chan, 1998). 
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As a result, we will focus our attention in constructing simultaneous prediction intervals 
of the Holt-Winters forecasting procedure based on the 'exact' method. 
3.4 Covariance of forecast errors 
Recall tha t e<(/i) are the /i-step-ahead forecast error, (ef(l), • • • et{L))' follows a multi-
variate normal distr ibution with mean 0 and covariance matrix ^ ^ ^ and Wf’L are the 
standardized forecast errors follows a multivariate normal distribution with mean 0 and 
correlation matr ix Rv^l • In order to construct 100(1 — 7)% simultaneous prediction in-
tervals based on the Holt-Winters forecasting procedure, we need to solve equation (3.2) 
for the value c which depends on the unknown correlation matrix Rh/’l and the given 7. 
Here, we introduce the method to compute the estimate IIw,l of the correlation matr ix 
for Additive and Multiplicative Holt-Winters model. 
3.4.1 Yar and Chatfield's approach 
Yar and Chatfield's approach (Yar and Chatfield, 1990) is used to obtain the elements of 
ftiy工 for Additive Holt-winters method. Consider the h-step ahead forecast errors, 
h-l 
^t{h) = [Viet+h-i 
i=0 
where 
'1， i = 0 
Vi = < a + iafJ, i — 0 (mod m) 
� a + iaJ + ()(1 - a ) , i = m, 2m, 3 m , … . 
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Let cTg = Var{et{l)) = Var{et+\) denotes the variance of the one-step-ahead forecast 
error. Suppose tha t the one-step-ahead forecast errors are uncorrelated and have equal 
variance (i.e. the Holt-Winters method is optimal), then 
Var(etm = a^'^vf 
i=0 
for h = 1,...，m. 
After simplification, 
m 
^ uf = l-h(h- + hp + -h{2h -
1=1 
+ s{S^{l — a)2 + aS(l — a)l2+pP(s + 1)]} 
where s is the integral part of [h/m . 
The elements of the covariance matr ix ^ ^ ^ of the forecast errors are given by 
z-l 
Cov(etii), et(j)) = ( 7 “ [ (3.5) 
1=0 
for = 1，. . . , m , j > i. 
Consequently, the elements of the correlation matrix Rvk.l are given by 
Corrie机 e t U � = , • �樣 _ (3.6) 
VVar{e,{i))Var{et{j)) 
To obtain Rw,/,, all Vi are replaced by their estimates of smoothing parameters and the 
sample variance of one-step-ahead forecast error is computed to estimate a f 
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3.4.2 Koehler, Snyder and Ord Approach 
We first consider the s ta te space model (OKS) for the multiplicative Holt-Winters method 
which have an equivalent exponential smoothing form for the transition equation. (Koehler, 
Snyder and Ord, 2001) 
Model: OKS model. 
Observation equat ion 
Xt = {Lt.i+Tt-i)It-m{l + et) 
= { L t - i + Tt-i)It-m + {Lt-i + TUVt 一 met (3.7) 
Transition Equat ion 
Lt = (3.8) 
Tt = (3.9) 
It = It-m + S'lt-mCt (3.10) 
The observation equat ion shows the relationship between the time series and the under-
lying s t a t e variables a t t ime t. The transition equations show the transition of the s tate 
variables including level, t rend and seasonal factors, et is defined as the relative error as 
follows: 
6 _ ^t — {Lt-l + Tt-i)It-m 
{Lt-l + Tt-i)It-m 
= ^ (3.11) 
(乙+ Tt-i)It-m 
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where St is the one-step-ahead forecast error. The term in the denominator is treated as 
the one-step-ahead forecast for Multiplicative Holt-Winters method. It is assumed tha t 
ct follows normal distribution with mean 0 and variance cr^  and they are independent of 
past values of the t ime series and the past values of the state variables. 
We then subst i tu te the relative error of Eq. (3.11) into the transition equation (3.8)-
(3.10) in order to obtain the exponential smoothing form. The results are the following 
equations: 
Lt = Lt - , + Tt-i + a ' e t / I t -m (3.12) 
Tt = T U + 3 ' e t / I t - m (3.13) 
h = It-m + S ' e t / i L t - i + T t - i ) . (3.14) 
By comparing Eq.(2.24)-(2.26), we set a ' = a, P' = a(3 and 5' = a(l - 6). The above 
transit ion equations will have the same form as the error-correction form of Multiplicative 
Holt-Winters method Eq.(2.24)-(2.26) except for a minor difference in the seasonality 
equation. In Winters ' original smoothing method, et is divided by the current trend level 
Lt ill Eq.(2.26). In practical terms, the difference between the two versions (using Taylor's 
approximation) is slight. Further, Eq. (3.14) seems more appropriate in that it provides 
independent inputs into the numerator and denominator of the error corrections as in Eq. 
(3.12) and (3.13)，whereas the terms are clearly dependent in the Winters formulation. 
We tu rn now to the formula of the variance and covariance of the forecast error. In 
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particular, we assume tha t in addition to the time series Xt, we know the values of the 
smoothing parameters, a , (3 and 5，the initial values for the level, trend and seasonal 
factors and cr. Thus, the forecast function in (2.23) at time n will be 
Xn{h) = [Ln 4- hTn)In+h-m 
and the forecast error for h periods ahead at time n will be 
e„(/l) = Xn+h - Xn{h) = Xn+h — {Ln + hTn)In+h-m 
The variance and covariance for the /i-step-ahead forecast error at time n is derived in 
Appendix. The variance of /i-step-ahead forecast error at time n are given as follows: 
h-i 
VarieUh)) = + hT^f + + {h - + iTj^} 
•7=1 
(3.15) 
where = 1, 2，.••，m. 
The elements of the covariance matr ix Yle l of the forecast errors are given by 
Cov{en{h),en{h + l)) = In+h-mln+h+l-m(y^{{ci' + W')[Ln + kT^f 
h-1 
+ + (" + /— jld'Xa' + ( h - + j T n f } 
(3.16) 
where /i = 1, 2, • • •, m, / > 1 and h -j-1 < m. 
Consequently, the elements of the correlation matrix R\v,l are given by 
C o r r i e M . e n { h + l ) ) = 崎 ⑷ ’ 己 “ / ^ 十 。 ） (3.17) 
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where /i = 1，2,..., m, / 2 1 and /i + / < m. 
Note: For Convenience, we denote 'Koehler, Snyder and Ord Approach' by 'OKS' ap-
proach and 'Yar and Chatfield Approach' by 'YC' approach. 
After obtaining the estimate of the correlation matrix Rvk.l by the above approach, we 
make use of the estimate to find the critical value c by using the 'exact' method stated 
in chapter 3. Consequently, the 100(1 — S)% simultaneous prediction intervals of Xt+h 
(h = 1’ … ’ m) are 
；^“") 土 c ^ y V a r (柳 ) (3.18) 
3.5 Simulation Study 
In this section, we will try to evaluate the performance of the Holt-Winters forecasting 
procedure in constructing simultaneous prediction intervals by using Bonferroni approx-
imation and the 'Exact ' procedure. The performance is measured by average coverage 
probability and mean prediction interval width. For Additive Holt-Winters method, Lee 
(1998) also compared the Bonferroni method and the 'Exact' method and the 'Exact' 
method has a satisfactory result. The average width of the /i-step-ahead forecast of the 
'exact' method are always narrower than the Bonferroni method. A simulation will be 
conducted to compare the performance of Multiplicative Holt-Winters forecasting method. 
The steps are outlined as follows: 
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1. A time-series of N observations X[ from the Multiplicative Holt-Winters model are 
obtained by using equation (3.7)-(3.10) where Ct obtained by N random variables 
generated from normal distribution with mean 0 and variance 1 and times the vari-
ables by a . The initial values for level, trend and a are chosen arbitrarily. The initial 
values for the seasonality are Ik-m = 1 + Psin�2TTk/m), A; = 1 ,2 , . . •，m, where P is 
the seasonal amplitude. 
'H 
2. Discard the. first N — n — h observation X[ to prevent initial transients (Ledolter 
• ’! 
and Abraham, 1981) and take the last n + L observation as Xt , t = 1,... ,n + L. 
• I 
The first n of the remaining observations are chosen to the fitting period and the 




.('] ,I， w 
I 
3. The da ta in the fitting period is used to initialize the level, trend, seasonal factors j 
;‘• ! • I,.. 
and estimated the smoothing parameters. For the initial values of level, trend and 
seasonal factors, the first 2m observations are used for Multiplicative and Additive 
method respectively. 
Makridakis, Wheelwright and Hyndman's method (Makridakis, Wheelwright and 
Hyndman, 1998) is used to obtain the starting values as stated in section 2.3.1. 
Only the first two whole season (first 2m observations) is needed to initial the 
values. 
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The values of smoothing parameters a , and 6 are estimated by minimizing the 
sum of squared one-step-ahead forecast errors using grid search in the range (0, 
1) for each parameter in the fitting period. The optimal values for the smoothing 
parameters can be obtained by using optimization algorithm. 
4. Then, we update the level, trend and seasonal factors by equations (2.20), (2.21) 
and (2.22) respectively. 
5. The elements of the covariance and correlation matrix of h-step ahead forecast will 
be obtained by OKS model as stated in section 3.4.2. The Bonferroni and 'exact' 
method are used to obtain the values of critical value c at significance level 7 = 0.05. 
6. Repeat step 1-6 1000 times. 
7. Count separately how many times the last h observation (A;+i’ . • •, Xn+h) in the 
forecast period are all within the 95 % simultaneous prediction intervals based on 
the Multiplicative approaches. Compute the estimated coverage probability for the 
two approaches. 
8. Sum up the 1000 widths of ahead forecast and obtain the average width for h 二 
1 2 • • • L 
We arbitrarily choose different combination of a, , J and a for quarterly (m = 4 and 
n = 40) and monthly (m = 12 and n = 96) data. (Koehler, Ord, and Snyder. 2001) The 
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seasonal amplitude P is set to be 0.1. Let /i = 4 for both monthly and quarterly data 
and 4-step-ahead forecasts will be computed. The results are shown in Tables 3.1-3.2. 
Table 3.1 and 3.2 compare the performance of using different forecasting methods for the 
quarterly da ta and monthly data respectively. For each table, different combinations of 
smoothing parameters are displayed from column 1 to column 3. Column 4 shows the 
/i-step-ahead period. Different type of interval widths are displayed in column 5 and 
6 where 'B' and 'E ' belongs to Bonferroni and Exact method respectively. The value in 
column 7 shows the percentage change of Bonferrroni interval width relative to the 'Exact' 
interval width. In particular, we take one-step-ahead forecast for Multiplicative seasonal 
quarterly da ta with a , (5=0.2, 0.05,0.1) as an example. The percentage change in width 
is computed as 
27.3 X 100% 二 7.69%. 
Zt (,o 
The coverage probability of BoiifeiToiii and Exact methods are defined in column 8 and 
9 respectively. 
As we can see from Tables 3.1-3.2, the coverage probabilities for 'Exact' method and 
Bonferroni-type are all about 95% for both quarterly and monthly data and the average 
prediction widths for Bonferroni-type are always greater than 'Exact' method. Simu-
lations results show that using different interval types have similar results in coverage 
probabilities but smaller average prediction widths for 'Exact' method. Furthermore, dif-
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ferent combinations of smoothing parameters do not affect the coverage probability too 
much. As a result, ‘Exact，method is preferred for Multiplicative Holt-Winters models. 
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Table 3.1 Comparison between Bonferroni and 'Exact' methods for 95 % simultaneous PI 
Trufe model: Multiplicative seasonal quarterly data (n = 44, m = 4 and a = 0.01) 
/i-step~ahead Avg. width % change of Coverage prob. 
a 0 S period Bonferroni Exact interval width Bonferroni Exact 
0.2 0.05 0.1 h = l i T s 0.966 0.960 
h = 2 32.0 29.3 9.22 
h = 3 39.4 35.5 10.99 
h = 4 60.2 53.6 12.31 
" o l 0 0 5 o l h = 1 27^9 I s O 0.955 0.952 
h = 2 30.7 29.4 4.42 
h = 3 35.4 33.7 5.04 
h = 4 51.2 48.4 ^ 
^ O l h = 1 32?7 3 0 0 ^ 0.970 0.953 
h = 2 37.2 34.1 9.09 
h = 3 48.4 44.1 9.75 
h = 4 76.6 69.5 10.22 
0.2 0.05 0.2 /i = 1 ^ 28^4 0.965 0.962 
h = 2 32.2 30.6 5.23 
h = 3 39.4 37.3 5.63 
h = 4 ^ ^ 
" n ^ O l h = 1 ^ ^ ^ 0.966 0.960 
h = 2 30.9 29.8 3.61 
h = 3 34.8 33.4 4.37 
h = 4 ^ ^ ^ 
Table 3.2 Comparison between Bonferroni and 'Exact' methods for 95 % simultaneous PI 
True model: Multiplicative seasonal monthly data (n = 100, m = 12 and cr = 0.01) 
/ i -step-ahead Avg. width % change of Coverage prob. 
Q P S period Bonferroni Exact interval width Bonferroni Exact 
h = 1 55^4 ^ r ^ 0.985 0.978 
h = 2 60.4 59.5 1.51 
h = 3 66.6 65.5 1.68 
h = 4 ^ 
0 0 5 ^ h = 1 ^ ^ 0.979 0.976 
h = 2 60.6 59.2 2.36 
h = 3 66.3 64.7 2.47 
h = 4 71.7 70.0 ^ 
o l ^ h = 1 114.7 113.0 LSO 0.975 0.973 
h = 2 126.4 124.4 1.61 
h = 3 139.1 136.7 1.76 
h = 4 153.1 150.2 1.93 
" T i 0 2 h = 1 ^ L49 0.987 0.984 
h = 2 59.6 58.6 1.71 
fi = 3 65.6 64.5 1.71 
fi = 4 72.2 70.9 
^ ^ h = 1 4 8 ^ 48^0 ^ 0.995 0.995 
h = 2 51.1 50.8 0.59 
h = 3 53.1 52.7 0.76 
^ = 4 ^ ^ 
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Chapter 4 
A n Illustrative Example 
In this chapter, we show how to construct simultaneous prediction intervals of the Holt-
W i n t e r s forecasting procedure by the 'Exact' method introduced in chapter 3. 
W e will take an example to show how to construct the simultaneous prediction intervals 
in Additive and Multiplicative Holt-Winters forecasting procedure and compare the per-
fo rmance of the two forecasting methods by their /i-step-ahead prediction interval width 
for k 二口 
yVs an illustration, we will apply the Additive and Multiplicative Holt-Winters method to 
the da t a set (see Brown (1963)) in which the data are shown in Table 4.1. These data are 
eight years of monthly da ta representing international airline passengers travel (in thou-
sands) from 1949 through 1956. We will compute the multiple forecasts for the coming 
seasons and construct 95% simultaneous prediction interval of /i-step-ahead forecast for 
/i - 1 , 2 , 3 . 
Wfe will first apply the Multiplicative Holt-Winters method to the dataset. The data set 
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a r e divided into two parts: the first part , called the fitting period (including the 'running-
i n ' period), is used to es t imate the level, trend and seasonal factors by the updat ing 
f o r m u l a and optimize the smoothing parameters. Initial values for the level, trend and 
s e a s o n a l factors are required and computed by the method which is stated in section 2.3.1 
w i t h equat ions (2.32)-(2.34). The second par t is called the forecast period, which is used 
t o evaluate t he forecast performance (i.e. the forecasts are compared with the actual 
obse rva t ions ) . T h e smoothing parameters are computed by minimizing the square error 
o f one-step-ahead forecasts, X l ^ i s using optimization process. Note that the period 
b e t w e e n 亡二 13 and ^ = 93 is the time just after the 'running period' period and the end 
o f the fitting period. The smoothing parameters q, p and S are found to be 0.781, 0.017 
a n d 0.917 respectively. From (2.20), (2.21) and (2.22), the updating equations are given 
as 
Lt = ( 0 . 7 8 1 ) ^ + (0 .219)(L,_ i+T,_i ) , 
Tt = ( 0 . 0 1 7 ) ( L , - L i _ i ) + (0.983)Ti_i, 
It = ( 0 . 9 1 7 ) ^ + (0.083)/t_i2. 
Lt 
p o r example, t he s tar t ing values of level, t rend, and seasonal factors are 
Li2 = 126.667, Ti2 = 1.083, 
Ii = 0.884， h = 0.932, 
h = 1.042, Li = 1.018, 
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h = 0.955, h = 1.066, 
I7 = 1.168, h = 1.168, 
h = 1.074, /lo = 0.939, 
/ i i = 0.821， I n = 0.932. 
X h u s , the upda t ing equat ions can be applied for t = 13，...，93. 
p o r example, when t = 13， 
LI3 = ( 0 . 7 8 1 ) ^ + (0.219)(LI2+TI2) 
h 
115 
= ( 0 - 7 8 1 ) - — + (0.219)(126.667 + 1.083) U.oo4 
= 1 2 9 . 5 5 3 . 
TI3 = ( 0 . 0 1 7 ) ( L i 3 - L I 2 ) + (0.983)TI2 
= ( 0 . 0 1 7 ) ( 1 2 9 . 5 5 3 — 126.667) + 0.983(1.083) 
= 1 . 1 1 3 . 
Ii3 = ( 0 . 9 1 7 ) ^ + (0.083)/i 
115 
= ( 0 . 9 1 7 ) 1 ^ + ( 0 . 0 _ — 
= 0 . 8 8 7 . 
T h e whole set of pa ramete r est imates are shown in Table 4.4. 
•j jsing equat ion (2.23), t he one-step ahead forecasts 义“1) for i = 13’ … ’ 93 are 
元2(1) = (Li2+TI2)/I 
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= ( 1 2 6 . 6 6 7 + 1.083)0.884 
‘ = 1 1 2 . 9 5 8 
义93(1) = (1/93 + 了93)^ 8^2 
= ( 3 4 2 . 4 4 4 + 2.460)0.928 
= 3 2 0 . 0 3 6 
The point forecasts for period 95 and 96 can be taken as the /i-step-ahead forecasts at 
亡=93 for h = 2,3. Using equation (2.23), the point forecasts are 
^93(2) = (Z/93 + 2Tgs)l83 
二（342.444+ 2(2.460))0.813 
= 2 8 2 . 3 7 2 
^93(3) = (L93 + 3T93)/84 
= ( 3 4 2 . 4 4 4 + 3(2.460))0.930 
= 3 2 5 . 4 4 6 
T h e whole set of forecasts for i = 13，...，96 are displayed in Table 4.4 (column Ft). 
As an illustration, da ta in Table 4.1 are used to construct simultaneous prediction intervals 
by the OKS method. The smoothing parameter {a, and the length of the forecast 
period h are set to {0.781, 0.017, 0.917} and = 1 ,2 ,3 respectively. In order to obtain 
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t he value c, we use Genz's (1992) algorithm and the secant method to solve equation (3.2) 
A 
by giving 7 and 
Suppose tha t we want to construct 95% simultaneous prediction intervals for 3 periods 
ahead by OKS method. In this example, the value of c is equal to 2.318. 
T h e 95% simultaneous prediction intervals of X93+/1，/i = 1,2,3 are given by 
Xgs{h) 土 2.318yJVar{et{h)) (4.1) 
I n practice, a"^  are est imated by the mean-squared relative errors in the fitting period, 
t h a t is, 
1 93 
t=l3 
W e find tha t (J^  equals to 0.0018. Using equation (3.15), 
= 丄 93 +了93)2 
= 1 8 4 . 6 7 8 
Var{et{2)) = 233.059 
Var{et{S)) = 430.378 
From Table 4.4，the point forecast, J^93(l)，is 320.036. Then the 95% prediction interval 
of ^94 is 
320.036 土 2.318\/184.678 
(288.536’ 351.537) 
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Table 4.2 gives the 95% simultaneous prediction intervals for 3-period ahead by using 
O K S method. For this particular series, we can observe that all the observations are 
wi th in the simultaneous prediction intervals for the forecast period. 
Now, we will apply the Additive Holt-Winters method to the monthly Airline passenger. 
Ini t ia l values for the level, t rend and seasonal factors are obtained by the ordinary least 
squares regression method as stated in section 2.3.1. The smoothing parameters are also 
computed by minimizing the square error of one-step-ahead forecasts, using 
opt imizat ion process. Note tha t the period between 亡= 2 5 and i = 93 is the time just 
a f t e r the ' running period' period and the end of the fitting period for Additive method. 
T h e smoothing parameters a , p and 8 are found to be 0.796, 0.010 and 0.999 respectively. 
F r o m (2.13), (2.14) and (2.15), the updating equations are given as 
Lt = (0.796)(X, - U . u ) + (0.204)(L^_i + 
Tt = ( 0 . 0 1 0 ) ( L , - L , _ i ) + (0.990)T,_i, 
It = ( 0 . 9 9 9 ) ( y Y , - L , ) + (0.001)/i_i2. 
T h e s tar t ing values of level, trend, and seasonal factors are 
丄24 = 119.625, T24 = 1.083, 
/i3 = -13.708, /i4 = -6.292, 
/i5 = 7.125, /i6 = 1.542’ 
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Ii7 = -8 .542, /i8 = 9.375, 
/i9 = 25.292, /20 = 24.208, 
I21 = 11.125, I22 = -10.958, 
I23 = -29.042, I24 = —10.125. 
Thus , the updat ing equations can be applied for t = 25，…，93. 
For t = 25， 
L25 = (0.796)(X25 - /13) + (0.204)(L24 + T24) 
= ( 0 . 7 9 6 ) ( 1 4 5 + 13.708) + (0.204)(119.625 + 1.083) 
= 1 5 0 . 9 8 4 . 
T25 = ( 0 . 0 1 0 ) (L25 - I^24) + (0.990)T24 
= ( 0 . 0 1 0 ) ( 1 5 0 . 9 8 4 - 119.625) + 0.990(1.083) 
= 1 . 3 7 4 . 
I20 二（0.999)(义25 - [25) + (0.001)/i3 
二（0.999)(145 — 150.984) — (0.001)13.708 
= - 5 . 9 9 2 . 
A f t e r updat ing the whole season, the seasonal factor should be normalized before updating 
t h e next season. For example, all seasonal factors between t = 25 and t = 3Q minus the 
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average of seasonal factors for t = 2 5 , . . . , 36 which is computed by 
36 
t=25 
The whole set of parameter estimates are shown in Table 4.5. 
Using equation (2.16)，the one-step ahead forecasts 兄 ( 1 ) for 亡 = 2 4 ， • • •，96 are 
文24(1) = ^24 + Tm + I l3 
二 119.625 + 1.083 - 13.708 
= 1 0 7 . 0 0 
义 9 3 ( 1 ) 二 丄 93 + ^ 9 3 + -^82 
= 3 6 3 . 4 1 6 + 2.322 - 24.142 
二二 341.595 
The point forecasts for period 95 and 96 can be taken as the /i-step-ahead forecasts at 
t = 93 for h = 2’ 3. Using equation (2.16)，the point forecasts are 
义93 (2) = Z/93 + 2T93 + Is3 
= 3 6 3 . 4 1 6 + 2(2.322) - 42.405 
= 3 2 5 . 6 5 4 
义93 (3) = Z/93 + 3T93 + Is4 
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= 3 6 3 . 4 1 6 + 3(2.322) - 10.467 
= 3 5 9 . 9 1 4 
T h e whole set of forecasts for 亡 = 2 5 ’ . ••，96 are displayed in Table 4.5 (column Ft). 
Suppose tha t we want to construct 95 % simultaneous prediction intervals for 3-step-ahead 
forecast. The value of c is equal to 2.314 using 'Exact ' method. For YC, a^ is estimated 
b y the sample variance of one-step-ahead forecast errors in the fitting period, that is, 
1 93 
t=25 
where Ci is the average of the one-step-ahead forecast errors. We find that a , equals to 
204.459. The 95% simultaneous prediction intervals of Xgs+h, = 1 : … ’ 3 are given by 
X93(h) 士 2.314^ yar(ei(/i)) 
In particular, for h = 3, the point forecast, (3)，is 359.914. The variance of h-step-
ahead forecast error is given by 
2 
Var(e,(h)) = 
= 4 7 1 . 5 9 7 
So, the 95% prediction interval of XQQ is 
359.914 士 2.314(^/471.597) 
^ (309.662,410.165) 
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Table 4.3 gives the 95% simultaneous predictions and the prediction interval width for 
3-step-ahead forecasts using Additive Holt-Winters method. All observations are not 
within the simultaneous prediction intervals for this particular series. By comparing 
Table 4.2 and Table 4.3, the /i-step ahead prediction interval have greater widths for 
Additive method. In fitting period, mean-squared-error is computed for both Additive 
and Multiplicative Holt-Winters method and compare their goodness-of-fit. 
For Additive method, 
1 93 
丽 = 209.968. 
t=25 
For Multiplicative method, 
1 93 
丽 = 89.879. 
«=13 
Thus , the mean-square-error based on Multiplicative Holt-Winters method is less than the 
niean-squared-error based on the Additive Holt-Winters method for this particular series. 
T h e time series plot of International Airline passenger is shown in Fig. 4.1. Obviously, 
t h e series have multiplicative seasonal pattern as the seasonal variation increases as the 
level of the series increases. If the multiplicative seasonal data is misfitted by the Additive 
Holt-Winters model, the result is unsatisfactory in both fitting and forecasting period for 
th i s particular series. In the following chapter, we will discuss the effect of misspecification 
of Additive and Multiplicative Holt-Winters model by a simulation study. 
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Table 4.1 International Airline passenger Travel (in thousands) from 1949 to 1956 
Year Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec 
1 9 4 9 1 1 2 1 1 8 m m m 1 3 5 1 4 8 1 4 8 1 3 6 1 1 9 1 0 4 
1950 115 126 141 135 125 149 170 170 158 133 114 140 
1951 145 150 178 163 172 178 199 199 184 162 146 166 
1952 171 180 193 181 183 218 230 242 209 191 172 194 
1953 196 196 236 235 229 243 264 272 237 211 180 201 
1954 204 188 235 227 234 264 302 293 259 229 203 229 
1955 242 233 267 269 270 315 364 347 312 274 237 278 
1956 284 277 317 313 318 374 413 405 355 306 271 306 
Table 4.2 95% Simultaneous Prediction Intervals of Airline passenger for Multiplicative method 
(a = 0 . 7 8 1，= 0.017: (5 = 0.917; 'exact' method) 
Actual Observation Lower Upper Interval Width 
306.00 2 8 8 . 5 3 6 3 5 1 . 5 3 7 63.001 
271.00 246.985 317.758 70.773 
306.00 277.358 373.533 96.175 
Table 4.3 95% Simultaneous Prediction Intervals of Airline passenger for Additive method 
(a = 0 . 7 9 6 : = 0.010. J = 0.999; 'exact' method) 
Actual Observation Lower Upper Interval Width 
306.00 3 0 8 . 5 0 7 3 7 4 . 6 8 4 66.177 
271.00 283.189 368.119 84.930 
306.00 309.662 410.165 100.503 
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Table 4.4 Estimates and point forecasts for Multiplicative Holt-Winters Method 
(a = 0.781’ = 0.017，S = 0 . 9 1 7 ) “ 
Period Actual Level Trend Seasonal Forecast 
t Xt Lt Tt It Ft 
1 112.00 0.884 
2 118.00 0.932 
3 132.00 1.042 
4 129.00 1.018 
5 121.00 0.955 
6 135.00 1.066 
7 148.00 1.168 
8 148.00 1.168 
9 136.00 1.074 
10 119.00 0.939 
11 104.00 0.821 
12 118.00 126.667 1.083 0.932 
~ 1 3 1 1 5 . 0 0 1 2 9 . 5 5 3 1 . 1 1 3 0.887 112.958 
14 126.00 134.249 1.172 0.938 121.726 
15 141.00 135.329 1.171 1.042 141.123 
16 135.00 133.422 1.120 1.012 139.014 
17 125.00 131.662 1.072 0.950 128.523 
18 149.00 138.253 1.163 1.077 141.467 
19 170.00 144.163 1.242 1.178 162.898 
20 170.00 145.476 1.243 1.169 169.894 
21 158.00 147.061 1.249 1.074 157.530 
22 133.00 143.046 1.162 0.931 139.333 
23 114.00 140.021 1.093 0.815 118.402 
24 140.00 148.273 1.211 0.943 131.459 
25 145.00 160.352 1.390 0.903 132.649 
26 150.00 160.318 1.367 0.936 151.710 
27 178.00 168.832 1.485 1.053 168.464 
28 163.00 163.048 1.365 1.001 172.424 
29 172.00 177.422 1.580 0.968 156.173 
30 178.00 168.314 1.403 1.059 192.738 
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Period Actual Level Trend Seasonal Forecast 
_ _ X t Lt Tt It Ft 
31 199.00 169.067 1.392 1.177 199.981 
32 199.00 170.330 1.390 1.168 199.193 
33 184.00 171.369 1.384 1.074 184.484 
34 162.00 173.793 1.402 0.932 160.760 
35 146.00 178.322 1.453 0.818 142.738 
36 166.00 176.831 1.405 0.939 169.555 
37 171.00 186.952 1.549 0.914 160.921 
38 180.00 191.500 1.598 0.940 176.405 
39 193.00 185.399 1.471 1.042 203.385 
40 181.00 182.179 1.393 0.994 187.013 
41 183.00 187.878 1.465 0.974 177.664 
42 218.00 202.214 1.677 1.076 200.541 
43 230.00 197.250 1.567 1.167 240.011 
44 242.00 205.309 1.675 1.178 232.287 
45 209.00 197.348 1.516 1.060 222.251 
46 191.00 203.603 1.594 0.938 185.343 
47 172.00 209.075 1.658 0.822 167.935 
48 194.00 207.488 1.604 0.935 197.902 
49 196.00 213.327 1.674 0.918 191.045 
50 196.00 210.002 1.592 0.934 202.016 
51 236.00 223.220 1.784 1.056 220.484 
52 235.00 233.893 1.930 1.004 223.683 
53 229.00 235.359 1.923 0.973 229.578 
54 243.00 228.264 1.774 1.066 255.432 
55 264.00 227.064 1.725 1.163 268.445 
56 272.00 230.461 1.752 1.180 269.478 
57 237.00 225.432 1.640 1.052 246.208 
58 211.00 225.489 1.614 0.936 212.902 
59 1 80.00 220.693 1.508 0.816 186.751 
60 201.00 216.497 1.414 0.929 207.833 
61 204.00 221.210 1.469 0.922 200.120 
62 188.00 205.999 1.193 0.914 207.948 
63 235.00 219.177 1.391 1.071 218.792 
64 227.00 224.910 1.463 1.009 221.418 
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Period Actual Level Trend Seasonal Forecast 
t Xt Lt Tt It Ft 
^ 2 3 4 . 0 0 2 3 7 . 3 9 4 1 . 6 4 5 0.985 220.267 
66 264.00 245.848 1.757 1.073 254.707 
67 302.00 257.024 1.913 1.174 287.971 
68 293.00 250.628 1.776 1.170 305.557 
69 259.00 247.547 1.695 1.047 265.544 
70 229.00 245.683 1.637 0.932 233.266 
71 203.00 248.415 1.655 0.817 201.856 
72 229.00 247.285 1.609 0.926 232.313 
73 242.00 259.523 1.784 0.932 229.450 
74 233.00 256.238 1.701 0.910 238.937 
75 267.00 251.222 1.590 1.063 276.212 
76 269.00 263.611 1.768 1.019 255.046 
77 270.00 272.274 1.882 0.991 261.306 
78 315.00 289.284 2.132 1.088 294.208 
79 364.00 305.968 2.372 1.188 342.119 
80 347.00 299.163 2.220 1.161 360.751 
81 312.00 298.793 2.178 1.044 315.473 
82 274.00 295.420 2.086 0.928 280.628 
83 237.00 291.685 1.990 0.813 243.091 
84 278.00 298.706 2.073 0.930 272.031 
85 284.00 303.960 2.125 0.934 280.205 
86 277.00 304.835 2.105 0.909 278.456 
87 317.00 300.021 1.990 1.057 326.423 
88 313.00 305.923 2.055 1.023 307.894 
89 318.00 318.042 2.221 0.999 305.226 
90 374.00 338.704 2.526 1.103 348.313 
91 413.00 346.155 2.607 1.193 405.505 
92 405.00 348.882 2.609 1.161 404.822 
93 355.00 342.444 2.460 1.037 367.101 
M 306.00 320.036 
95 271.00 282.372 
96 306.00 325.446 
50 
Table 4.5 Estimates and point forecasts for Additive Holt-Winters Method 
( a = 0.796，0 = 0.010，6 = 0.999) ‘ 
Period Actual Level Trend Seasonal Forecast. 
t Xt Lt Tt It Ft 












13 115.00 -13.708 
14 126.00 -6.292 
15 141.00 7.125 
16 135.00 1.542 
17 125.00 -8.542 
18 149.00 9.375 
19 170.00 25.292 
20 170.00 24.208 
21 158.00 11.125 
22 133.00 -10.958 
23 114.00 -29.042 
24 140.00 119.625 1.083 -10.125 
25 1 4 5 . 0 0 ~ 1 5 0 . 9 8 4 - 6 . 8 2 6 107.000 
26 150.00 155.492 1.404 -6.327 146.066 
27 178.00 168.033 1.511 9.130 164.021 
28 163.00 163.102 1.449 -0.935 171.086 
29 172.00 177.291 1.571 -6.129 156.009 
30 178.00 170.706 1.493 6.462 188.238 
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Period Actual Level Trend Seasonal Forecast 
t Xt Lt Tt It Ft 
31 1 9 9 . 0 0 1 7 3 . 4 0 2 1 . 5 0 5 24.764 197.491 
32 199.00 174.815 1.504 23.351 199.115 
33 184.00 173.575 1.477 9.592 187.444 
34 162.00 173.384 1.461 -12.218 164.094 
35 146.00 175.002 1.463 -29.836 145.804 
36 166.00 176.194 1.460 -11.028 166.340 
37 171.00 177.791 1.462 -7.003 170.828 
38 180.00 184.889 1.516 -5.102 172.926 
39 193.00 184.386 1.496 8.403 195.534 
40 181.00 182.737 1.466 -1.948 184.947 
41 183.00 188.127 1.504 -5.340 178.074 
42 218.00 207.085 1.671 10.699 196.093 
43 230.00 205.952 1.644 23.837 233.520 
44 242.00 216.402 1.729 25.384 230.947 
45 209.00 203.214 1.586 5.578 227.723 
46 191.00 203.539 1.574 -12.751 192.582 
47 172.00 202.502 1.549 -30.713 175.277 
48 194.00 204.829 1.556 -11.042 193.023 
49 196.00 203.691 1.530 -7.436 199.383 
50 196.00 201.940 1.499 -5.685 200.118 
51 236.00 222.686 1.683 13.563 211.841 
52 235.00 234.391 1.780 0.860 222.422 
53 229.00 234.712 1.766 -5.458 230.831 
54 243.00 233.150 1.734 10.104 247.177 
55 264.00 239.090 1.774 25.163 258.721 
56 272.00 245.447 1.818 26.806 266.247 
57 237.00 234.643 1.697 2.614 252.843 
58 211.00 226.310 1.601 -15.053 223.589 
59 180.00 214.209 1.469 -33.952 197.197 
60 201.00 212.781 1.441 -11.526 204.637 
61 204.00 212.002 1.420 -8.188 206.786 
62 188.00 197.697 1.269 -9.879 207.738 
63 235.00 216.869 1.441 17.940 212.529 
64 227.00 224.548 1.501 2.264 219.170 
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Period Actual Level Trend Seasonal Forecast 
t Xt Lt Tt It Ft 
^ 2 3 4 . 0 0 2 3 6 . 7 3 2 1 . 6 0 3 -2.922 220.591 
66 264.00 250.733 1.722 13.078 248.440 
67 302.00 271.881 1.909 29.928 277.618 
68 293.00 267.738 1.851 25.077 300.595 
69 259.00 259.070 1.750 -0.253 272.203 
70 229.00 247.461 1.622 -18.644 245.766 
71 203.00 239.418 1.529 -36.602 215.131 
72 229.00 240.612 1.526 -11.798 229.420 
73 242.00 248.552 1.587 -7.097 233.949 
74 233.00 244.355 1.532 -11.897 240.259 
75 267.00 248.415 1.556 18.040 263.826 
76 269.00 263.328 1.684 5.124 252.235 
77 270.00 271.314 1.745 -1.859 262.091 
78 315.00 296.055 1.965 18.395 286.136 
79 364.00 326.744 2.241 36.705 327.948 
80 347.00 323.359 2.187 23.099 354.062 
81 312.00 314.955 2.085 -3.496 325.292 
82 274.00 297.603 1.899 -24.142 298.396 
83 237.00 278.866 1.701 -42.405 262.901 
84 278.00 287.922 1.771 -10.467 268.769 
85 284.00 290.812 1.782 -6.812 282.596 
86 277.00 289.649 1.754 -12.648 280.696 
87 317.00 297.423 1.812 19.575 309.443 
88 313.00 306.119 1.878 6.879 304.359 
89 318.00 317.448 1.968 0.550 306.138 
90 374.00 348.249 2.245 25.744 337.812 
91 413.00 371.050 2.442 41.944 387.199 
92 405.00 380.192 2.507 24.807 396.592 
93 355.00 363.416 2.322 -8.411 379.202 
M 306.00 341.595 
95 271.00 325.654 



















































































































































































































































































































































































































































































































































































































































A simulation study is conducted to investigate the effect of misspedfication between 
Additive and Multiplicative Holt-Winters models in multiple forecasts. We will consider 
the coverage probability on prediction intervals and the corresponding intervals width 
using both models. 
We first consider using the Multiplicative Holt-Winters model as the true model and 
use both Additive and Multiplicative Holt-Winters methods to smooth the series. The 
performance of multiple forecasts are measured by their coverage probability and mean 
interval widths. The steps are summarized as follows: 
1. A time-series of N observations Xj. from the Multiplicative Holt-Winters model are 
obtained by using equation (3.7)-(3.10) where et obtained by N random variables 
generated from normal distribution with mean 0 and variance 1 and times the vari-
ables by cr. The initial values for level, trend and a are chosen arbitrarily. The initial 
values for the seasonality are Ik-m = 1 + Psin{2'Kk/m), k = 1，2, • • •，m, where P is 
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the seasonal amplitude. 
2. Discard the first N — n - h observation Xj. to prevent initial transients (Ledolter 
and Abraham, 1981) and take the last n + L observation as Xt , t = 1广.，n + L. 
The first n of the remaining observations are chosen to the fitting period and the 
last L observations are assigned to the forecast period to evaluate the performance 
of forecasts. 
3. The da ta in the fitting period is vised to initialize tlio level, trend, seasonal factors 
and estimated the smoothing parameters. For the initial values of level, trend and 
seasonal factors, the first 2m observations are used for Multiplicative and Additive 
method respectively. 
For Additive case, Ordinary least squares regression method (Abraham and Ledolter, 
1983; Ravishanker, Wu and Glaz, 1991) is used to initialize the starting values for 
level, trend and seasonal factors as stated in section 2.3.1. The first two whole sea-
sons (first 2m observations) are needed for the initial values. 
For Multiplicative case, Makridakis, Wheelwright and Hyndman's method (Makri-
dakis, Wheelwright and Hyndman, 1998) is used to obtain the starting values as 
s tated in section 2.3.1. Only the first two whole season (first 2m observations) is 
needed to initial the values. 
The values of smoothing parameters a, (5 and 6 are estimated by minimizing the 
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sum of squared one-step-ahead forecast errors using grid search in the range (0, 
1) for each parameter in the fitting period. Using optimization algorithm, optimal 
values for the smoothing parameters can be obtained for both methods. 
4. For Additive method, we update the level, trend and seasonal factors by equation 
(2.13), (2.14) and (2.15) respectively. At the end of every season period, seasonal 
factors are normalized so that they sum up to zero. 
For Multiplicative model, we also update the level, trend and seasonal factors by 
equations (2.20)，(2.21) and (2.22) respectively. 
5. The elements of the covariance and correlation matrix of h-step ahead forecast are 
obtained for both models. 
For Additive model, YC approach is used to obtain the correlation matrix as stated 
in section 3.4.1. For Multiplicative method, the correlation matrix can be obtained 
by OKS model as stated in section 3.4.2. The 'exact' method is used to obtain the 
values of critical value c at significance level 7 = 0.05. 
6. Calculate the point forecasts, Xn(h) by 
Xn{h) = Lt + hTt + h-m+h for Additive method, 
Xn{h) = {Lt H- hTt)It-m+h for Multiplicative method, 
for = 1, 2, • • •, L. 
The simultaneous prediction intervals of Xn+h for = 1,2, • • •, L are computed by 
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Xn{h) 土 cyjvar{en{h)). The width of the h-step-ahead forecast is computed by 
2cy jvar{en{h)) for h = 1,2, • • •, L where Var(en{h)) is the estimated variance of 
Additive or Multiplicative method. 
7. Repeat s tep 1-6 NS t imes where NS = 1000. 
8. Count separately NS the number of times the last L observations (Xn+i ,…，X^+ l ) 
in the forecast period are all within the 95 % simultaneous prediction intervals based 
on the Additive and Multiplicative approaches. Compute the estimated coverage 
probability for the two approaches. 
9. Sum up the 1000 widths of ahead forecast and obtain the average width of 2c\JVar、en{]i)) 
for h = 1, 2, • • •, L. 
We arbitrarily choose different combination of q, , J and a for quarterly (m = 4 and 
n = 40) and monthly (m = 12 and n = 96) data. (Koehler, Ord, and Snyder. 2001) The 
initial level and t rend is set to be 100 and 2 respectively. The seasonal amplitude P is set 
to be 0.1. Let /i = 4 for bo th monthly and quarterly data and 4-step-ahead forecasts will 
be computed. The results are shown in Tables 5.1-5.2. Table 5.1 and 5.2 compare the 
performance of using different forecasting methods for the quarterly data and monthly 
da ta respectively. For each table, different combinations of smoothing parameters is 
displayed in column 1. Column 2 shown the corresponding forecasting methods. 'A' and 
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'M' belongs to Additive and Multiplicative Holt-Winters forecasting method respectively. 
The average 95 % prediction interval width for 4-step ahead forecasts are defined from 3 
to 6. The coverage probability is shown in the last column and the bracket value is the 
standard error of the coverage probability. 
We now turn to consider the Additive Holt-Winters model as the true model to see the 
performance between the two forecasting methods. The time-series data are generated by 
the SARIMA(0, l , m + 1) x (0’ 1,0)^ in which the Holt-Winters forecasting procedure 
is optimal in the sense that the forecasts are minimum mean squared error (MMSE) 
forecasts for the corresponding ARIMA processes. The steps are as follows: 
1. A time-series of N observations Xj. are generated from the SARIMA{0,1,m+ 1) x 
(0’1，0)爪 model which Holt-Winters is optimal. Yar and Chatfield (1990) shown 
tha t the model can be written as 
m+l 
z=0 
where B is the backward shift operator and m is the seasonal period. 
= 1 
Wi = -1 + a + ap 
VK^ = - 1 + a / 5 + ( ) ( ! - a ) 
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Wj = aP for j = 2’ 3，•..，m — 1 
X'j = 0 for j = 0，—l，..-’-m 
where ef's are the forecast errors assumed to be uncorrelated and normally dis-
t r ibuted with mean 0 and finite variance a , P and 5 are the smoothing param-
eters of the Holt-Winters forecasting procedure chosen arbitrarily. 
2. Refer to Step 2-8 of the above simulation. 
We also arbitrarily choose different coiiibiiiatioii of cv, p , S and (jg for quarterly (m = 4 
and n = 40) and monthly (m = 12 and n = 96) data. The results are shown in Tables 
5.3-5.4. Tables 5.3 displays the result of the quarterly data and Tables 5.4 displays the 
results of monthly data . For each table, the columns format is the same as Tables 5.1 and 
5.2. 
The results of Tables 5.1 show that the coverage probability for using Multiplicative 
methods are slightly greater than Additive methods for quarterly data. For Tables 5.1, the 
interval widths for Multiplicative methods are always smaller than the Additive methods. 
Both methods have above 90 % coverage probability. However, the results of Tables 
5.2 shows tha t Additive methods have only about 80 % for all the cases. Although, the 
Additive method have smaller interval widths, the forecasting methods underestimates the 
variance of the forecast errors. The coverage probabilities for Table 5.3-5.4 are roughly 
about 95% for both Additive and Multiplicative methods. However, the average prediction 
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widths for Multiplicative forecasting method are always greater than Additive methods. 
5.1 Conclusion 
If the series is generated from Multiplicative Holt-Winters models, using Additive methods 
will underestimate the variance of h-step ahead forecast error and produce unsatisfactory 
forecasting results. On the other hand, if the series come from Additive Holt-Winters 
models, using wrong forecasting methods will produce similar coverage probability but 
with larger forecast errors which is about 3-4 times of Additive method. Multiplicative 
methods will overestimate the forecast error. In Holt-Winters forecasting procedure, using 
wrong model in multiple forecasts may result a large forecast error. Therefore, the choice 
of an appropriate forecasting method is of great importance. 
If the t rue model is either Additive or Multiplicative Holt-Winters models, one may con-
struct simultaneous prediction intervals based on the Box-Jenkins method. As a further 
research, it is interesting to compare the performance of simultaneous forecasting based 
on the Box-Jenkins method and the Holt-Winters method by their overall coverage prob-
ability and the /i-step-ahead prediction interval width. 
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Table 5.1 Comparison between Additive and Multiplicative methods for 95% simultaneous PI 
True model: Multiplicative seasonal quarterly data (n = 44’ m = 4 and a = 0.01) 
/i-step-ahead interval width 
a P 5 Method h = 1 h = 2 h = 3 h = 4 CP 
~ 0 2 0 . 0 5 0.1 M 29.3 35.5 53.6一 0.960 (0.0062) 
A ^ ^ ^ 0 . 9 3 6 (0.0077) 
" O ^ 0 0 5 o T " M 27.9 29.4 33.7 48.4 ~0^52 (0.0068) 
A —78.0 88.1 97.7 107.1 0.944 (0.0073) 
" o i i O l 0 . 1 M — 30.0 34.1 44.1 69.5 "0953 (0.0067) 
A 133.8 154.9 174.9 194.5 0.946 (0.0071) 
" 0 2 0 2 M ^ ^ ^ 0 . 9 6 2 (0.0060) 
A ^ ^ 39.9 0.949 (0.0070) 
~ 0 2 o l M 29.0 29.8 33.4 47.1 ~0960 (0.0062) 
A ^ ^ ^ 68.3 0.918 (0.0087) 
Table 5.2 Comparison between Additive and Multiplicative methods for 95% simultaneous PI 
True model: A'lultiplicative seasonal monthly data (n = 100, m = 12 and a = 0.01) 
/i-step-ahead interval width 
a (3 5 Method h = 1 h = 2 h = S h = 4. CP 
~ 0 2 0 0 5 o l M 5 4 . 5 59.5 65.5 72.1 0.978 (0.0046) 
A 52.6 70.3 84.6 97.0 0.817 (0.0122) 
^ ^ M ^ ^ 6 4 7 70.0 0.976 (0.0048) 
A 一50.7 68.1 82.1 9 4 ~ 0.832 (0.0118) 
^ o l M 1 1 3 . 0 124.4 136.7 150.2 0.973 (0.0051) 
A ~72 .9 103.4 129.8 I s IT" 0.805 (0.0125) 
~ 0 2 o Y " M 53.7 58.6 64.5 70.9 ~0^84 (0.0040) 
A 52.7 69.5 82.9 94.6 0.790 (0.0129) 
^ o l M ^ ^ 53.6 0.995 (0.0022) 
A ^ 84.6 0.873 (0.0105) 
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Table 5.3 Comparison between Additive and Multiplicative methods for 95% simultaneous PI 
True model: Additive seasonal quarterly data (n = 44, m = 4 and a^ = 1.0) 
/i-step-ahead interval width 
a P S Method h = 1 h = 2 h = 3 h = 4 CP 
~ 0 J 0 0 0.4 M 8.7 9.9 1L7 13.1 0.949 (0.0070) 
“ A ~ 5 . 7 7.2 8.5 9.7 0.955 (0.0066) 
0.35 M 8.9 9.6 11.2 14.0 0.956 (0.0065) 
“ A 6.3 7.8 9.0 10.2 0.960 (0.0062) 
o l M 10.8 12.6 14.5 18.3 0.962 (0.0060) 
A —9.0 11.9 14.4 l e y 0.978 (0.0046) 
~ 0 8 0 0 5 0 . 4 5 M 8.0 9.4 11.6 13.7 0.952 (0.0068) 
— A 7.3 9.7 11.8 13.6 0.966 (0.0057) 
S I 0.3 M 8.3 9.7 11.5 14.4 0.948 (0.0070) 
A ~ T . 3 9.0 10.5 11.9 0.972 (0.0052) 
Table 5.4 Comparison between Additive and IVIultipIicative methods for 95% simultaneous PI 
True model: Additive seasonal monthly data (n = 100’ m = 12 and cTg = 1.0) 
/i-step-ahead interval width 
a p 6 Method h = 1 h = 2 h = 3 h = 4 CP 
" a ? O o T " M 23.3 23.9 25.9 26.1 0.964 (0.0059) 
A Kl O 0.965 (0.0058) 
~ 0 5 O ^ M 38.7 42.1 53.3 62.9 0.965 (0.0058) 
~ A 8.2 10.5 12.4 14.1— 0.977 (0.0047) 
~ 0 6 o l U — 43.4 47.8 54.6 61.6 "57968 (0.0056) 
A 143 m ^ 27.6 0.988 (0.0034) 
^ M 29.5 34.9 37.5 42.8 0.959 (0.0063) 
A i T i 21.5 0.989 (0.0033) 
0 l 03~ M — 48.3 57.0 61.8 78.4 "57967 (0.0056) 
X 10.7 14.0 16.7 19.1 0.992 (0.0028) 
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A P P E N D I X 
Derivation of the covariance of the forecast error. 
Consider the observation equation Eq. (3.7) of OKS model at time t = n-\-h 
^n+h = in+h-Tn[[Ln+h-\ + 了n+/i -1) + (丄 n+h- l + 
二 In+h-m {Ln+h-2 
+ {Ln+h-2 + + (a, + P'){Ln+h-2 + Tn+h-2)^n+h-l^n+h 
Assume that a ' ’ 5' and a and the starting values of level, trend and seasonal factors 
are known. The derived variance will be an approximation as the products of error terms 
will be ignored. 
Consider the term {Ln+h-2 + 2Tn+h-2)^n+h and (Ln+h-2 + Tn+h-2)^n+h-i 
Using the transition equation (3.9) and (3.10), the terms become 
{Ln+h-2 + '^Tn+h-2)^n+h 
={Ln+h-3 + + (Ln+h-3 + STn+h-3)^n+h-2^n+h 
~ {Ln+h-3 + 
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~ [Ln + hTn)en+h 
Similarly, 
={Ln+h-Z + 2Tn+h-3)^n+h-l + {Ln+h-S + 2T^+/i-3)en+/i-2 W/i-1 
~ {Ln+h-3 + 一 3)en+/i-l 
~ {Ln + (h- l)Tn)en+h-l 
Then, the observation equation will become 
^n+h ~ [(丄 n+/i-2 + 2T"时/i-2) 
+ {a' + p'){Ln + {h - l)Tn)en+h-i + {Ln + 
=^n+h-m[{Ln+h-3 + ^Tn+h-z) + + '^P')(Ln+h-3 + Tn+h-3)^n+h-2 
+ {a' + P'){Ln + {h- l)Tn)en+h-i + (Ln + 
« In+h-m[{Ln+h-3 + 3Tn+h-3) + + + (“ — 2 ) 7； ) 6时 / ^ 一 2 
+ [a' + + [h- l)Tn)en+h-l + (Ln + hTn)€n+h] 
~ In+h-m[{Ln + hTn) + (Q, + ( " - l)P'){Ln + 
+ + 0'){Ln + {h- l)Tn)en+h-l + {Ln + hTn)en+h] 
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= + hZMn补 + i V + (" - j m ^ n + jTnK.A 
j=l 
The h-step ahead forecast error e„(/z) at time n is 
⑷ = X n + h - In+h-m{Ln + ^^n) 
- I n ^ H - m U n + 叫 n 午 h + + 一 狐 + " 了 " ) 〜 
J=1 
Therefore, the variance of /i-step-ahead forecast error at time n is 
VaT{e^{h)) = + hX^f + + - i ) / ? ? + jTr.?} 
where = l , 2 , - - - , m . 
The elements of the covariance matrix Y.e,L of the forecast errors are given by 
+ + (" + / - + {h- + j X n f } 
j=i 
where /z = 1, 2, • • •, m, / > 1 and /i + / < m. 
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