Abstract-Necessary and sufficient conditions are developed fora pair of transfer functions to have magnitude responses which sum to a constant. If, in addition, the transfer function pair is constrained to be all-pass complementary, the transfer function pair so obtained is well suited for loudspeaker crossover applications. Such crossover systems are characterized by a pair of transfer functions which exhibit the same phase angle at all frequencies. This property has twofold implications: i) in active crossover biamplified audio systems, whereby the.low frequencies and high frequencies are reproduced using separate power amplifiers, in-phase crossover transfer functions require less power in subsequent amplifier stages than other designs to achieve a given acoustic sound pressure level; and ii) the summed acoustic magnitude response is least sensitive to noncoincidental mounting of the low-and high-frequency transducers when the crossover transfer functions exhibit the same phase angle at all frequencies. The class of transfer functions realizable is quite wide, and includes squared versions of Butterworth, Chebyshev, and elliptic transfer functions of all orders.
I. INTRODUCTION
T HE classic two-way crossover system consists of two filters [say, G ( s ) and H ( s ) ] which split the audio signal into adjacent frequency bands, each feeding a separate loudspeaker driver designed for the specific frequency range, with the summed' acoustic output as close as possible to the original signal. Perfect reproduction in the summed acoustic environment requires elimination of both amplitude and phase distortion in the overall crossover/loudspeaker system. In practice, however, perfect acoustic reproduction is difficult to achieve, and thus the issue of loudspeaker crossover selection has been of interest for many years [1]- [6] . (An overview of the many design choices available can be found in Bullock [ 11, [2] .)
Ashley and Henne [3] have experimented with different crossover functions, and have concluded that the ear is more sensitive to errors in the summed magnitude response than to errors in the summed phase response, provided the group delay distortion is not severe. Linkwitz [4] has reached similar conclusions regarding subtle group delay distortion. In addition, Linkwitz has considered the effect of phase difference between the crossover transfer functions, and has concluded that the transfer functions should ideally exhibit the same phase angle at all fre- quencies to maintain symmetry of the off-axis radiation pattern. This has led to the development of the so-called
Linkwitz-Riley crossover pairs [4] .
If group delay distortion can be tolerated by the ear, it appears the most important requirement in crossover design is that the transfer function pair [ G ( s), H( s ) ] be allpass complementary, i . e., I ~( j w ) + H ( j w ) J = 1 for all w . (1) This ensures that, in the absence of loudspeaker driver errors, the phasor sum of the crossover pair achieves constant magnitude independent of frequency. Ideally, one might desire linear phase as well [5] ; this becomes possible through the use of time delay technology to generate the crossover pair. However, svch methods show much better promise with digital processing than with analog processing.
From a practical point of view, the crossover pair
] must exhibit well-defined passband and stopband regions to ensure that each loudspeaker driver receive frequency components only in the band that it was designed to reproduce. Note that (1) alone does not guarantee that where one filter has a passband the other has a stopband. Thus, in addition to the constraint of (l), the 'individual magnitude responses I G ( j w ) I and I H ( j w ) 1
should be restricted appropriately. One approach is to constrain the transfer function pair to be power complementary:
Equations (1) and (2) can be simultaneously satisfied for all odd-order Butterworth, Chebyshev, and elliptic lowpass-high-pass transfer function pairs; a corresponding active filter realization scheme has been proposed in [6] . Such transfer function pairs, however, exhibit phase quadrature at all frequencies, and as such do not provide a symmetric off-axis radiation pattern in the summed acoustic response. In this paper we derive all-pass complementary transfer function pairs which, instead of being power complementary, are magnitude complementary, viz . ,
One important,property intrinsic to the satisfaction of (1) and ( 
with I E ( j w ) 1 bounded above by unity. In effect, the magnitude-square function corresponding to G ( j w ) must be a perfect square.
P~O O J We show the "only if" part first. By analytic continuation, (4) is equivalent to
Squaring both sides and rearranging, we obtain
Now suppose that (4) holds. If s = j w is taken as the domain of the right-hand side of ( 6 ) , its range lies in the interval [ 0, 11. Thus, by factorizing the right-hand side of (6) as E ( s ) E ( -s), where 1 E ( j w ) 1 4 1, we obtain
( 7 )
To show the "if" part, let (7) 
that is, E ( s ) and F ( s ) must be power complementary along the jw-axis. However, it is well known that, with I E ( j w ) I I 1 for all w , there always exists F ( s ) which satisfies (8), which completes the proof.
Note that if G( s ) is minimum phase, but allowing for zeros on the imaginary axis, then (7) imposes that all roots (both poles and zeros) occur with even multiplicity, i.e., that G ( s ) be a perfect square. However, if G ( s ) has a double zero in the left-half s-plane, then one zero (or both) can be reflected through the jw-axis without changing the magnitude response. Thus, in the most general case, G( s) need not be a perfect square nor minimum phase.
MAGNITUDE COMPLEMENTARY CROSSOVERS
We are now in a position to develop the desired class of transfer functions. We begin by defining two transfer function E ( s ) and 
(s)
Ai(s) = , i = 1, 2.
From (9) we can obtain the following relations:
and
We then choose
From (10) and (12) we obtain
Typically one is interested in real filters G( s) and H ( s). This is achieved by choosing A , ( s ) and A 2 ( s ) as real allpass functions, or as conjugated related complex all-pass functions [so that A,( s) = AT (s*)]. The former case gives rise to squared versions of odd-ordered classical low-pass-high-pass filter pairs [ 6 ] , [7] , whereas the latter case allows for squared versions of even-ordered classical filter approximations [8] . Thus, the class of transfer function pairs which simultaneously satisfy (1) and ( 3 ) is seen to be quite wide, and includes squared Butterworth, Chebyshev, and elliptic transfer functions as perhaps the most useful choices. By selecting the all-pass functions in (9) REGALIA AND : 1511 so as to yield E ( s ) and F ( s ) as a low-pass-high-pass Buttenvorth transfer function pair, for example, we obtain in (12) the Linkwitz-Riley [4] crossover pairs as a particular case. In the Appendix, it is shown that all minimum phase transfer function pairs which satisfy (1) and (3) can be generated from the formulation of this section.
IV. MINIMUM POWER CONSTRAINT
In this section we consider power requirements in an active crossover biamplified audio system, as depicted in Fig. 1 . The crossover'pair [ G ( s ) , H ( s ) ] is assumed to be all-pass complementary. In the absence of loudspeaker driver errors, the acoustic power spectral density S ( w ) becomes
where U ( w ) denotes the power spectral density of the input signal, and y accounts for the power amplifier gain and the loudspeaker efficiency.' Now, since the low frequencies and high frequencies are amplified separately, the total amplifier power required is proportional to
where the frequency range ( wl, w 2 ) is the support of U ( a). To optimize system efficiency, it is desired to min-
In phasor notation, we can denote
where the functional dependence of ri and Bi on w has been omitted for simplicity. The all-pass complementary constraint becomes r f + r i + 2rlr2 cos (0, -0,) = 1.
(18)
Thus, achieving optimal efficiency requires choosing -O2 to minimize I G( jo) l2 + I H ( jo) l2 = r: + r i subject to the constraint of (1 8). By using the method of Lagrange multipliers, it is straightforward to verify that minimizing r: + r i requires el = e2. (19) Thus, among the class of all-pass complementary crossover pairs, minimizing the total power requirements in subsequent amplifier stages requires that the two transfer functions be in-phase at all frequencies. In this sense, the magnitude complementary crossovers form a natural candidate for minimum power, all-pass complementary crossovers.
From an alternate perspective, Linkwitz has shown that in-phase crossover pairs are preferable in loudspeaker systems using noncoincidental drivers [4] . A simple formal proof can be shown as follows. ' Since low frequencies and high frequencies are amplified separately, any mismatch in transducer efficiency can be offset by adjusting the gain of one of the amplifiers. In a practical loudspeaker system with noncoincidental drivers, the acoustic path length from the two drivers to the listener may not be the same. This difference in path length introduces a phase shift. in one crossover transfer function relative tc the other, which varies with frequency and listener position. As such, the phasor sum magnitude of (1) (21) is small. In turn, the effect of phase errors (due to noncoincidental driver mounting and/or off-axis listening) on the magnitude function M ( 0) is small. Moreover, since G( jo) and H ( j w ) add nominally in-phase for all w , this low-sensitivity property holds-for all frequencies, although the effects of phase errors are more pronounced in the crossover region.
For the power complementary crossover, by comparison, the nominal phase difference between G( j w ) and H ( j w ) is nonzero. Accordingly, the magnitude function M ( 0 ) does not achieve zero slope at 0 = 0, and hence, for such crossover pairs, the summed acoustic magnitude response is much more sensitive to noncoincidental driver mounting.
V. EXAMPLES
In this section we illustrate how one can begin with allpass functions in (9) to yield magnitude complementary transfer functions. Let us begin with the second-order response. The characteristic all-pass functions in (9) are chosen as 
+ s ( u +jv)'
We begin by setting rl/ = 0, whence (9) and (12) yield which, when combined with (12), yield
An active filter realization appears as Fig. 3 , where a = 1 / R C controls the common half-magnitude.frequency of the-crossover pair. Only two capacitors are needed once it is recognized that the low-pass response can be expressed as a 2
Thus, both G ( s ) and H ( s ) can be frequency scaled simultaneously by using a double-ganged variable resistor in place of the two resistors labeled "R."
In a practical circuit, of course, any mismatch between the RC time constants will compromise the precise magnitude complementary property. In view of the lemma of Section 11, this observation in fact applies to any possible circuit realization of (22). In [4] and [lo] , for example, each response of (27) is realized using a Sallen-Key biquad circuit. Since this circuit is capable of realizing complex poles, component sensitivities will be rather large when the circuit is configured to provide a double real pole. By comparison, the circuit of Fig. 3 
( 2 7 )
For v > u we obtain a squared Chebyshevhnverse-Chebyshev transfer function pair. To simplify design procedures, we can note the following.
i) The high-pass response H ( s ) has a fourth-order zero at s = 0. As such, the stopband of H ( jw) will exhibit a monotonic rolloff with slope of 24 dB/octave.
ii) The low-pass response G( jw) has a double transmission zero at iii) Finally, the half-magnitude frequency wo for the crossover pair is given by
Equations (28)-(30) represent three equations in two unknowns. As such, upon choosing u and v to satisfy two constraints, the third is automatically determined.
As a simple example, let the crossover pair be normalized for a half-magnitude frequency wo = 1, with greater than 40 dB ultimate high-frequency attenuation for the low-pass filter G(s). Using (29) and (30) The magnitude responses of G( j w ) and H ( jw ) are plotted in Fig. 4(a) , with the transfer functions of (31) frequency scaled so that the half-magnitude frequency is at 815 Hz. The high-pass response has a monotonic stopband, while the stopband attenuation for the low-pass filter settles out asymptotically at -41 dB. Fig. 4(b a g n i t u d e C o m p l e m e n t a r y C r o s s o v The half-magnitude frequency is now
(34)
The asymptotic low-frequency and high-frequency gains are given by
For example, suppose the crossover pair is to have 50 dB asymptotic stopband attenuation. Then from (35) we have 20 loglo (sin2 $) = -50 dB, for which $ becomes
If, in addition, we normalize wo = 1, then from (32) we find u = 0.6660, v = 0.7459, The magnitude plot for this crossover pair is shown in Fig. 5 . Included is a plot of the crossover pair achieved for 4 = 0, which corresponds to a squared-Butterworth response. The plot for $ = 0 . 0 1 8~ exhibits steeper slope in the crossover region, and more uniform attenuation in the stopband, due to the finite transmission zeros. The squared Butterworth response ( $ = 0), however, achieves ultimately higher stopband rejection due to the monotonicity of the attenuation characteristics.
These examples illustrate the degree of flexibility available in the choice of crossover. We point out that, regardless of the choice of u , v, and $ in (24), G ( s ) and H ( s ) form an in-phase all-pass-complementary transfer function pair. Similar design procedures can be developed for higher order crossover pairs. For example, using design procedures developed in [6] or [7] , we can obtain E ( s ) and F ( s ) as a third-order crossover pair. A sixthorder crossover pair [.G( s), H ( s ) ] is then obtained according to (12). In practice, however, satisfactory frequency selectivity may be obtained with a lower crossover.
VI. CONCLUDING REMARKS
A class of all-pass-complementary transfer functions, whose individual magnitude responses are complementary, has been derived, suitable for loudspeaker crossover systems. These crossovers are characterized by transfer function pairs which have the same phase angle at all frequencies. It was shown that minimum phase transfer functions which belong to this class necessarily have all poles and zeros occurring with even-order multiplicities, and thus are well suited for active crossover systems. In this regard, it was shown that these transfer functions belong to the class of minimum power crossover pairs, which appears not to have been recognized previously. In addition, Linkwitz [4] has argued the superiority of in-phase crossover pairs using speakers with noncoincidental drivers, based on the symmetric off-axis radiation pattern that they provide. A simple proof showing the low sensitivity with respect to phase errors (due to noncoincidental driver mounting and/or off-axis listener position) has been included. By choosing a squared-Butterworth transfer function pair, we obtain the Linkwitz-Riley crossovers; however, squared elliptic and Chebyshev transfer functions belong to this class as well. A novel circuit realization for the second-order response was included, along with design procedures for the fourth-order response. Design procedures for higher orders can be developed with the aid of [6] - [8] .
APPENDIX
In Section 111, it was shown that (1) and (3) can be simultaneously satisfied by choosing G ( s) and H ( s ) as squared versions of the sum and difference of all-pass functions. In this appendix we show that all minimum phase solutions must be of this form.
We repeat (1) and (3) here for convenience:
Assuming both G( s j and H ( s ) have minimum phase, the lemma of Section I1 imposes that both transfer functions be perfect squares. 
The additional constraint of (Al) forces G( j w j and H ( j w ) to exhibit the same phase angle at all frequencies, from which we can deduce the relative phase behavior of E ( j w ) and F ( j w ) . Consider first the case H ( s ) = -F 2 ( s ) . It is easily verified for this case that E ( j w ) and F ( j w ) must exhibit phase quadrature with respect to each other at all frequencies. Thus, by applying the Pythagorean theorem in the complex plane, we have
(A4)
In a similar fashion it is shown that the phasor [ E ( j o ) -F ( j w ) ] must also have unit magnitude for all o. As such, by analytic continuation we obtain
where A,( s) and A 2 ( s ) are all-pass functions. Solving for E ( s ) and F ( s ) in (A5) results in (9).
For the case H ( s ) = + F 2 ( s ) , we deduce that the phase difference between E ( j w ) and F ( j w ) must be 0 or T rad for any w . Hence, the phasors E ( j w ) and j F ( j o ) will exhibit phase quadrature at all frequencies. Following a development similar to above results in Although all minimum phase solutions to (Al) and (A2) can be generated from the formulation of Section 111, this formulation does not guarantee minimum phase in G( s ) and H ( s ) . It is easily shown that E ( s ) and F ( s ) in (9) must have even or odd polynomials as their numerators. As such, the minimum phase property is achieved if and only if all the zeros of these polynomials lie on the imaginary axis in the s-plane. In effect, minimum phase solutions to (Al) and (A2) must have all their zeros on the imaginary axis. Squared versions of Butterworth, Chebyshev, and elliptic transfer functions' satisfy this constraint, as these filter approximations achieve various frequency domain optimality criteria.
The existence of nonminimum phase solutions to (Al) and (A2) should be pointed out, however. For example, Lipshitz and Vanderkooy [ 111 have shown a crossover pair whereby G(s) is chosen as a squared-Bessel low-pass filter, and N ( s ) is chosen as an in-phase all-pass complement to G(s). H ( s ) so obtained, however, is not minimum phase, and accordingly the frequency selectivity of the crossover pair is not optimal in any sense. However, such a choice may have desirable phase properties. 
