In order to improve network performance, including reducing computation delay, transmission delay and bandwidth consumption, edge computing and caching technologies are introduced to the fifth-generation wireless network (5G). However, the volume of edge resources is limited, while the number and complexity of tasks in the network are increasing sharply. Therefore, how to provide the most efficient service for network users with limited resources is an urgent problem to be solved. Thus, improving the utilization rate of communication, computing and caching resources in the network is an important issue. The diversification of network resources brings difficulties to network management. The joint resource allocation problem is difficult to be solved by traditional approaches. With the development of Artificial Intelligence (AI) technology, these AI algorithms have been applied to joint resource allocation problems to solve complex decision-making problems. In this paper, we first summarize the AI-based joint resources allocation schemes. Then, an AI-assisted intelligent wireless network architecture is proposed. Finally, based on the proposed architecture, we use deep Q-network (DQN) algorithm to figure out the complex and high-dimensional joint resource allocation problem. Simulation results show that the algorithm has good convergence characteristics, proposed architecture and the joint resource allocation scheme achieve better performance compared to other resource allocation schemes.
I. INTRODUCTION
After the frozen of 5G mobile network specification Release 15 on June 2018, the first nationwide commercial 5G network launched in South Korea on April 2019 [1] . Meanwhile, the study of roadmap and enabling technologies beyond the 5G mobile network are in progress in both the academic and telecommunication industries.
The key challenges for 5G come from the increasing demands for higher data rate and spectrum utilization, lower latency, better and always-on connectivity to support communication among things and devices. Thus, software-defined networking (SDN) and network functions virtualization (NFV) are vital in the 5G and beyond 5G mobile network architecture and implementation. For example, SDN controllers are deployed to regulate the traffic and organize the virtualized network devices, which can The associate editor coordinating the review of this manuscript and approving it for publication was Haris Pervaiz . significantly improve the efficiency and performance of the network [2] , [3] .
From the aspects of application scenarios, typical novel applications of Augmented Reality (AR) and Virtual Reality (VR) online game, real-time video processing and intelligent health care over the wireless network prompt the deployment of cache and fog/edge computing devices in wireless networks [4] , [5] . The deployment and scheduling of storage and computing resources will be a lot more complicated than what came before. The development of AI technology brings convenience to all aspects of our life, such as smart medical care, smart factories, smart cities and so on [6] - [8] .
In the practical wireless system, many traditional resource optimization methods in wireless communication networks are becoming much more performance-constrained and complicated in complex scenarios [9] , [10] . Currently, AI technology which mainly includes machine learning and deep learning can extract useful information from wireless systems [11] , learn and make decisions from the dynamic environment, are considered as potential solutions for typical complex and previously intractable problems in future wireless network [12] . In view of those observations, it is necessary to review how to apply AI technology to solve the complicated decision-making problem and boost network performance. Subsequently, an intelligent wireless network framework with self-adaptation and self-optimization capability is proposed, and an example application is addressed to illustrate the workflow. Computer evaluations are implemented to show the gain over traditional schemes. Finally, concluding remarks and implementation challenges for AI-based wireless network resource management are addressed.
II. AI ASSISTED INTELLIGENT WIRELESS NETWORK ARCHITECTURE
This section introduces a 5G-based AI-assisted intelligent wireless network architecture. The communication, computing and caching resources are virtualized as resource pools, then orchestrator jointly manages and orchestrates the three resources through AI algorithms dynamically according to the changing environment. Meanwhile, this section also introduces various AI-based resource allocation schemes.
A. ARCHITECTURE AND APPLICATION
The system architecture could be divided into four parts, which include physical infrastructure, logical infrastructure, software network functions and orchestrators. The system architecture is shown in Figure 1 .
The physical infrastructure layer consists of caching servers, edge computing servers and gNodeB (gNBs), which are responsible for caching content, executing computing tasks, and provide network access for users, respectively.
The physical infrastructures are abstract into logical-virtual resources in the logical infrastructure layer. Moreover, the logical resources are sliced according to the requirements. Virtual Infrastructure Managers (VIMs) dynamically monitor and manage the infrastructures.
In the software network functions layer, Virtual Network Functions (VNFs) are softwares that provide some kinds of network services. And VNF Manager (VNFM) is responsible for VNF lifecycle management.
Orchestrator is responsible for orchestrating infrastructures based on the tasks attribute and resource status. The orchestrator, with the AI algorithm built in, analysis the system resources status and task attributes to dynamically allocate corresponding computing, caching and communication resources for specific tasks.
The workflow of the architecture is shown in Figure 2 . When a gNB receives a service request from a user, it determines whether the task is cache-related or not, for example, video stream service task is a cache-related task, and quality inspection task in the industrial network is not a cache-related task. Video streaming task refers to caching video in caching server near users, to meet large number of requests for videos from users [13] . In general, videos with high bit rates are cached in the system. Even if the user requests video with a low bit rate, edge computing server can meet the requirement through transcoding. However, if videos with low bit rate are requested with high frequency, the caching server can also cache video with low bit rate to reduce the amount of edge computation. This kind of task usually needs the coordination of communication, caching and computing resources.
The quality inspection task is usually to take pictures of the products and identify the collected pictures, and classify the products through the identification results. This kind of task usually needs the coordination of communication and computing resources.
If a task is not a cache-related task such as a quality inspection task, gNB sends the request directly to the orchestrator. The orchestrator runs AI algorithms including Reinforcement Learning (RL) algorithm, DQN algorithm, and so on. With the help of AI algorithms, orchestrator dynamically allocates computing and communication resources to the user according to the task attributes, edge computing and communication resource status. The user sends the task-related data, such as the product images to the chosen gNB, and the gNB sends the data to the chosen edge computing server. After receiving the data, the edge computing node performs the computing task, such as image identification tasks to find out the defects on the products. Then, edge computing server returns the computing results to the user via the chosen gNB.
If the task is a cache-related task, such as a video stream service, the system will find out if the requested video version is cached in the system or not. Supposing that the required video version exists, the video will be sent to the user via a chosen gNB. If the requested video version is not cached in the system, the system checks if the system cached video with a higher bit rate version. While there is no higher bit rate version, the system will acquire the content from the source. After the acquiring original version or higher bit-rate version, the task is sent to the orchestrator, and the orchestrator chooses an edge server to transcode the video. Moreover, orchestrator also decides whether to cache the video transcoded by the edge computing server. If the orchestrator decides to cache the video, then a caching server will be allocated to cache the video. Finally, the video will be sent back to the user via a chosen gNB.
In view of this, a resource allocation scheme running in orchestrator is quite important. Reasonable resource allocation can bring higher system benefits. However, in the network, the problem of joint resource allocation is a high dimensional and complex problem and is difficult to be solved by conventional algorithms. Therefore, many resource allocation schemes based on AI algorithms have been proposed.
B. AI FOR RESOURCE ALLOCATION PROBLEM
In this section, recent technical progress in the AI-based resource allocation schemes is briefly discussed. AI approaches can not only be applied in tradition areas, but also can be used in wireless communications fields.
• Supervised Learning & Unsupervised Learning:
The high-quality training dataset in wireless network environment is difficult to obtain, which constraints the application of supervised learning [9] , [14] , and unsupervised learning [12] , [15] in the wireless network.
• Deep Learning (DL): DL is usually used for classification or regression [11] , [18] . However, the performance of deep learning is highly related to model training tricks and experiences.
• Reinforcement Learning: RL algorithms is suitable for making decisions on resource allocation [16] , [17] . However, some tabular based RL algorithms such as Q-learning, stores experiences in a Q-table. However, the size of Q-table grows exponentially with the levels of state space, and the convergence rate to the optimal policy is relatively low.
• Deep Reinforcement Learning (DRL): DRL combines the advantages of deep learning and reinforcement learning [19] . In typical DRL scheme, VOLUME 8, 2020 deep neural network (DNN) is used to estimate the action-value function by learning high-dimensional raw data. Compared to conventional reinforcement learning, it could be applied to high-dimensional state spaces problem. Thus, there are many researches focusing on this topic [20] , [21] . Table 1 summarizes the AI-based approaches used in resource management. Generally, supervised learning and unsupervised learning are suitable for executing regression, classification and clustering tasks for assisting resource management. While, reinforcement learning algorithms are suitable for making resource allocation decisions in low-scale wireless networks with low-complexity. Recently, DQN has been deployed in solving joint resource allocation problems in various scenarios, such as vehicle network, satellite-toground integrated network.
III. SYSTEM MODELS
In this section, we propose three models under the AI-assisted intelligent wireless network architecture, including a communication model, a caching model and a computing model respectively. Let U = {1, . . . , U } , C = {1, . . . , C} , C S = {C 1 , . . . , C S } denote sets of users, gNBs, and computing servers.
A. COMMUNICATION MODEL
In this part, we take the realistic wireless channel between users and gNB into consideration and we model this channel as the finite-state Markov channel (FSMC). SNR is usually used to measure channel quality. Here, we denote h c u as the receive SNR of user u from a gNB c while we regard h c u as a continuous random variable.
We divide the SNR data into H levels, each level has the same interval distance and corresponds to one Markov chain's state. Therefore, we form a H -elements state space. The channel state realization of received SNR at time slot t is denoted as h c u (t). With a certain transition probability, the state varies from one to another at time interval t, and the transition probability of state changes could be defined as
where ϑ f s f s (t) denotes the transition probability of h c u (t) from one state f s to another state f s at time instants t. Besides, the communication rate of a user u can be expressed
if a comm s,c (t) = 1, it shows that user u utilizes networking resources of gNB c. we use B c u to denote the available spectrum bandwidth of the gNB c which is allocated to a user u. What's more, the user's spectrum efficiency at time slot t is e c u (t) and the backhaul capacity of gNB c is set to A c bps.
B. CACHING MODEL
Assuming that there exist I video contents in the network system and users will request to obtain certain video content. Note that different versions of certain video are considered as different contents. We denote the set of the video content as C I = {1, 2, . . . , I } and we rank the set in descending order of popularity. In our model, we consider the arrival of contents request as the Poisson process, and we describe the probability of video contents request with Zipf-like distribution. Since the capacity of cache video content is limited, the caching server only stores some of the I video contents. In this case, we are not able to exactly know about whether the content we request is cached in the network system. Here, we suppose user u requesting for a video content v i and caching state γ v i u indicates that whether or not the content is cached, i ∈ C I . Therefore, we can model a two-state Markov chain, i.e., state 0 and state 1. In view of a certain transition probability, we denote the transition probability matrix v i
where l s l s (t) is denoted as the transition probability of the state of γ v i u (t) varying from state l s to state l s at time slot t.
C. COMPUTING MODEL
If the version of contents requesting by users matches with the version of users' requirement, gNB can return users with the matched video content according to the decision of orchestrator; otherwise a chosen edge computing server should build a computation task to do transcoding. The computation task T v i u is considered to have two attributes, the size of the video content s u and the number of CPU cycles n u required for finishing this computational task.
We consider the computation capability of computing server c s assigned to user u as random variables, which can be denoted as x c s u . We can partition x c s u into P discrete levels, i.e. Q = {O 0 , O 1 , . . . , O P−1 }. Furthermore, the transition of the computation capability level can be modelled as a Markov process.
The variable x c s u can be denoted as x c s u (t) at time instant t, which will change from one state y s to another state y s at time instant t, we denote this process as ζ y s y s (t). Here, the transition probability matrix can be expressed
We also calculate the time consumed during the process of the computation task T v i u :
In this case, the computation rate can be given:
If user u decides to adopt computational device in server c, i.e., a 
IV. DQN BASED JOINT RESOURCE ALLOCATION PROBLEM FORMULATION
In this section, state space, action space and reward function are successively given below in detail for the purpose of masting the policy of optimization. Then, we introduce the deep Q-network approach to solve the problem of the optimization of resource allocation.
A. STATE SPACE
In our work, the state space s actually contains three components: the channel state h c u (t), the caching state γ v i u (t) and the computation capability state X c s u (t). Here, a state space vector can be arranged by the three elements introduced earlier
B. ACTION SPACE
In our system, orchestrator requires to choose the gNB that can be assigned to users. At the same time, the orchestrator also requires to decide whether or not the caching server should cache the requested video content, and whether or not the edge computing server should perform the computation task. Therefore, action space a at time slot t is given by three row vectors, a comm 
The vector a comm s (t) consists of a comm s,c (t) and a comm s,c (t) ∈ {0, 1}. If a gNB is not allocated to user u, a comm s,c (t) = 0, otherwise a comm s,c (t) = 1. Note that, only one gNB could be selected to provide access service to the user.
The next vector a cache s (t) contains element a cache s,c (t) and element a cache s,c (t) denotes whether or not the caching server should cache the requested video content. Here, a cache s,c (t) ∈ {0, 1}. To be more specific, a cache s,c (t) = 1 indicates the requested content is cached by the caching server. Note that, only one caching server could be selected to cache the video content.
The final vector a Note that, only one edge computing server could be selected to perform the task.
C. REWARD FUNCTION
In this part, we regard the Return on Rent (RoR) as the system reward. If the proper gNB assigned to users u, the orchestrator should pay for it and we can denote it as η u unit price per bps. Besides, the network should also pay for the fee of caching the requested video content and executing the computation task, which is represented as ι u unit price per Hz and λ u unit price per bps.
Furthermore, there are backhaul bandwidth and wireless spectrum which should be paid. This total cost includes the usage of wireless resource, caching cost and energy consumed by the computation task. All of this cost can be denoted by κ c per Hz, ω c per unit space and ζ c per unit CPU cycle.
In order to optimize the system reward r, the system action space plays an important role. In our paper, we formulate a reward function R v i u (t) for the user u at time interval t as RoR. This function represents the ratio of the fee of using resources to the fee of owning resources In our paper, we adopt deep Q-network algorithm to solve the joint resource allocation problem. The well-trained neural networks can guide the orchestrator resource allocation action. In this network system, orchestrator needs to allocate resources for communication, video content caching and computation task execution. DQN is a kind of reinforcement learning, which is different from the traditional tabular RL algorithms. It is a kind of reinforcement learning algorithm based on function approximation, which mainly applies artificial neural network and statistical curve fitting to estimate the value function in the reinforcement learning problem.
Thus, before introducing DQN, this section will introduce a kind of tradition tabular RL algorithms called Q-learning first. In Q-learning, there is an interaction between environment and agent during the process. First, the environment state is sensed by agents. Then, the agent decides to choose an action based on a proper policy under the environment state. Action-state value function is an evaluation of the policy, and usually a policy with higher state-action value is a better policy. Then, we can adjust the parameters so that the action with high action-state value is more likely to be selected. The learning process of Q-learning is the process of continuous iteration of the value function.
In tradition Q-learning algorithm, action-state value, we also call it Q-value, is stored in a Q-table. However, joint resource allocation problems have high dimensional state space, and the size of the Q-table grows exponentially as the state increases. It is difficult to put all states and actions into Q-table. Therefore, we utilize the neural network to evaluate Q-values. The neural network parameters which include weights and biases are trained to minimize the loss function. The weights and biases are updated during the training process to gain well estimation results. The loss function is defined as follows: (S(t +1) , a , w )−Q(S(t), a, w)) 2 (12) DQN needs data set to train the neural networks. The data set of DQN comes from the interaction between agent and environment. A piece of data generated from each interaction is stored and used for training the neural network. However, there are correlations between the sequence of data. In order to train the neural networks, the correlations need to be removed. Thus, the experience replay mechanism is introduced. Experience replay is a biologically inspired mechanism which can reduce the correlation of obtained sequences during the training process. Moreover, the novel DQN proposed another mechanism called fixed target deep networks which is used for reducing correlations with the target, so as to guarantee the stability of the convergence process [9] . Thus, the DQN approach is shown in Algorithm 1. In order to illustrate the process of DQN more visually, Figure 3 shows the training process of DQN.
Algorithm 1 Deep Q-Network Based Joint Resource Allocation Algorithm 1: Initialization: Initialize evaluated Q-networks and target Q-networks with parameters w and w . 2: for t = 1 : T do 3: Orchestrator receives the task request T v i u (t).
4:
Orchestrator senses the current environment state S(t).
5:
while S(t)! = S terminal do 6: Orchestrator selects action a(t) according to T v i u (t) and S(t) based on −greedy policy. 7: Orchestrator obtains reward R(t) and next state S(t+ 1). 8: Orchestrator stores (S(t), a(t), R(t), S(t + 1)) in the experience replay memory. 9: Randomly sample some pieces of experiences from the experience replay memory.
10:
Estimate target Q-value Q target (k) based on target Q-networks: + 1) , a , w ).
11:
Train evaluated Q-networks to minimize L(w).
12:
Every some steps, update target Q-networks. 13 :
end while 15: end for
V. RESULTS AND ANALYSIS
In the simulation, we use a GPU-based server with 8GB 1867MHz lpddr3, 2GHz internet core i5. and 256G memory. And the software environment is Python 2.7.10 with Tensorflow 1.4.0.
The DQN based joint resource allocation algorithm aims at optimizing the resource allocation decision according to the task attributes and the resources status. Generally, we need to analyze the performance of the algorithm to measure whether the algorithm is suitable to solve such problems. Therefore, we will analyze the DQN based joint resource management algorithm in two steps. Firstly, the convergence performance is analyzed. Secondly, we analyze the algorithm performance on improving the system reward.
At the beginning of the simulation, we initialize the state transition probability matrices to show the computing, caching and communication status. The state transition probability matrices denote the regularity of the environment which the agent needs to learn. Let the content size of the task is 2 Mbits, the required number of CPU cycles are 5 Mcycles. The bandwidth between user and gNB is 5 MHz. And the unit paid-fee of the user for using caching, edge computing server and wireless spectrums are 5 units/MBits, 7 units/Mcycles, and 2 units/MHz. And the charging-fee from users of using Here, we compare the performance of four simulation schemes.
• Proposed DQN based joint allocation scheme. • Proposed DQN based scheme except edge computing. • Proposed DQN based scheme except caching. • Static allocation scheme. Under the proposed DQN based joint resource allocation algorithm, the time required for DQN to train 4000 episodes is 227s, and each episode includes 50 steps. After the training process, the well-trained neural networks are used for generating the resource allocation policy. Figure 4 shows the return on rent varies with the training episodes. Considering the convergence characteristic of the algorithm, the neural networks are trained for 4000 episodes in this simulation. In the beginning, the ROR of the three schemes increase, which indicated that the neural network parameters are still updated iteratively. At the same time, it can be seen that the proposed DQN based joint allocation scheme has the highest growth rate. The reason is that the reward obtained by each iteration is relatively higher. After 1500 episodes, the curves start to be flattened, which means the DQN based algorithm begins to converge. This shows that the neural networks are trained well to guide the agent to an optimize action selection strategy. Note that, the larger ROR indicates a higher utilization efficiency of the resources. It is obvious, that the proposed DQN based joint allocation scheme performs best. Figure 5 shows the relationship between the return on rent and the task attributes. We want to know if the algorithm performs best under different task attributes. So we dynamically change the number of required CPU cycles to see the performance changes under different schemes. With the increasing of the CPU cycles, the ROR under different schemes decreases. Moreover, the required CPU cycles take the computing server more time to execute the task and the computation rate decreases. Thus the system gets less fee from users and pays more for computing which cause a decrease of the total return on rent. This shows that in the charging approach defined in this paper, the system can obtain more benefits to handle the tasks with smaller computation requirements. But it is obvious that the proposed DQN based joint allocation scheme gains the highest ROR. This means it is necessary to jointly allocate the communication, computing and caching resources.
VI. CHALLENGES AND SOLUTIONS
Although DQN is an effective solution for high-dimensional, complex resource allocation problem, there still exist some challenges. In this section, we list possible challenges and suggest solutions.
A. ENVIRONMENT CONSTRAINT
In practice, due to the huge scale of the network, the training process usually consumes much time and cannot be completed online. Therefore, we will choose offline learning, but after offline learning, online learning is used to constantly adjust and optimize the model. During this process, the AI models make choose resource allocation actions. However, when dealing with some extremely time-sensitive tasks, the imperfect neural network may choose bad actions so that the task cannot be processed. Therefore, we hope to introduce the constraints based deep reinforcement learning to limit the action selection in some conditions, so as to reduce the harm caused by some bad action selections.
B. MODEL GENERALIZATION
Since the wireless network environment is changing dynamically, it is likely that the numbers of working computing servers, caching servers, and communication access points increase or decrease. This leads to changes in the neural networks feature dimension and output which means the neural network needs to be retrained. Thus, the changing system environment is considered as a big challenge. Therefore, we wish to discuss the possibility of solving such problems by introducing transfer learning. Transfer learning can model the target domain better using knowledge from the source domain, when the data distribution, feature dimension and model output change [22] . At the same time, transfer learning can also make a huge difference when we need to apply the well-trained model to different network environments.
C. TRAINING PROBLEMS FOR LARGE-SCALE NETWORKS WITH LIMITED COMPUTING CAPABILITIES
In particular, the curse of dimensionality for learning, and the complexity of decision making are the main barriers to most of the ML-based schemes. The running time of algorithms grows exponentially with the increase of wireless network scale. The reason is that a larger scale will lead to larger state space. Therefore, we need to train the model with a large amount of data. However, this will take a lot of time and requires high computation capability for a single server. Therefore, we hope to introduce the distributed machine learning, by means of data parallelism, so that different machines have multiple copies of the same model, each machine is assigned to different data, and then the results of all the machines are merged [23] .
In addition to the above problems, it is relatively difficult to perceive real-time state from reality, and the interpretability of deep learning is also a problem of DQN.
VII. CONCLUSION
In this paper, we proposed an AI-assisted intelligent wireless network architecture based on 5G, edge computing and caching technologies. Through the learning of environment status and task attributes by AI algorithms, the AI algorithms based orchestrator can reasonably allocate resources according to different situations. Among them, we choose DQN algorithm to solve the complex and high-dimensional resource allocation problem. Simulation results show that the proposed resource allocation scheme has good convergence characteristics, and the joint allocation of communication, computing and caching resources bring higher benefits. Future work should focus on improving the mobility of the system.
