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Abstract Service overlay networks and network virtualization enable multiple
overlay/virtual networks to run over a common physical network infrastructure.
They are widely used to overcome deficiencies of the Internet (e.g., resiliency, se-
curity and QoS guarantees). However, most overlay/virtual networks are used for
routing/tunneling purposes, and not for providing scoped transport flows (involv-
ing all mechanisms such as error and flow control, resource allocation, etc.), which
can allow better network resource allocation and utilization. Most importantly,
the design of overlay/virtual networks is mostly single-layered, and lacks dynamic
scope management, which is important for application and network management.
In response to these limitations, we propose a multi-layer approach to Virtual
Transport Network (VTN) design. This design is a key part of VTN-based network
management, where network management is done via managing various VTNs over
different scopes (i.e., ranges of operation). Our simulation and experimental results
show that our multi-layer approach to VTN design can achieve better performance
compared to the traditional single-layer design used for overlay/virtual networks.
Keywords Multi-layer network design · Virtual transport network · Network
management
1 Introduction
Service overlay networks [1,2] and network virtualization [3,4] enable multiple
overlay/virtual networks to run over a common physical network infrastructure.
They are widely used to overcome deficiencies of the Internet (e.g., resiliency,
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security and QoS guarantees), improve resource utilization, and provide isolation
for developing and testing new network features. However, most overlay/virtual
networks are used for routing/tunneling purposes, and not for providing scoped
transport flows (involving mechanisms such as error and flow control, resource
allocation, etc.), which can allow better network resource allocation and utilization.
The current Internet is flat and does not inherently support the scoping of tai-
lored transport services, which makes it difficult to manage. A management scope
may include certain physical or logical elements in the network. Dynamic scope
management (scoping) is important as it enables fine-grained control over the net-
work and better support for policy-based network management [5]. Overlay/virtual
networking only provides limited support for scoping, where each overlay/virtual
network can be considered as defining its own scope. There may be multiple over-
lay/virtual networks over the same physical infrastructure, but they all belong to
the same and single layer (level), i.e., just one layer above the Internet underlay.
In other words, the design of overlay/virtual networks has been single-layered, and
lacks dynamic scope management, which is important to achieve better application
and network management.
Our previous work [6] presents a recursive VTN-based approach to network
management (inspired and built atop the RINA architecture [7–9]), where network
management is done via managing various Virtual Transport Networks (VTNs)
of different levels (layers) over different management scopes. Different from over-
lay/virtual networking, each VTN provides communication services with explicit
QoS support to applications via transport flows. Each VTN can be dynamically
formed with different policies to meet different application-specific requirements.
We believe that dynamic scoping enabled by our approach will shape network
management of the future. One important motivation for our work on multi-layer
VTN design is the recent development on smart and connected communities (such
as the US Ignite Initiative [10]), which provides the opportunity for customiza-
tion and add-ons for different customers. There is an increasing need to build
customized virtual communication containers where each community could con-
sist of application processes that run on a small fraction of physical devices. For
example, a network may consist of data sensors, data aggregators, decision/ana-
lytics processes and actuators. In this example, one set of communities can rep-
resent communication between a data aggregator and a subset of data sensors,
and another set of communities can represent the communication between data
aggregators and a decision/analytics process, and yet another set of communities
can represent the communication between decision/analytic processes and a sub-
set of actuators. Each of these communities may have different requirements on
throughput, delay, etc. Our approach exactly enables building such customized
virtual networks for such communities with different requirements.
The contributions of this paper over our previous work [5,6] are: (1) we pro-
pose a new approach to the multi-layer Virtual Transport Network (VTN) design
problem1, where we have a constrained VTN design stage with an unconstrained
path selection stage, and focus on leveraging the VTN structure to partition an
enterprise network into smaller scopes for better network performance; and (2) we
show the advantages (w.r.t. routing and transport) of our approach to multi-layer
VTN design compared to the single-layer approach used in traditional overlay/vir-
1 It is referred to as the VTN formation problem in [6].
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tual network design. Note that the designed VTN structure, i.e., the output of
our multi-layer VTN design algorithm, can be formed on real networks using our
VTN-based management architecture [6].
The rest of the paper is organized as follows. We review related work on over-
lay/virtual networking in Section 2. Background on the VTN-based network man-
agement and advantages of multi-layered VTNs are discussed in Section 3. We
present the multi-layer design problem as well as our solution in Section 4. Simu-
lation and experimental results are shown in Section 5 and Section 6, respectively.
We conclude this paper with future work in Section 7.
2 Related Work
Both service overlay networks [1,2] and network virtualization [3,4] allow multiple
virtual networks to run over a common physical network infrastructure for better
resource utilization. Most overlay networks are implemented in the application
layer, and they aim to add new features and fix problems in the Internet, such as
resiliency [11], multicast [12], QoS guarantees [13], security [14], and so on. On the
other hand, network virtualization enables researchers to experiment easily with
new architectures and protocols on virtualized networks [15], and provides end-to-
end communication services by connecting computing resources (virtual machines)
with virtual links [16].
A large body of work has been done on provisioning overlay/virtual networks
over the Internet, such as VLAN, VPN, MPLS, and recent SDN-based virtual-
ization solutions (e.g., [17,18]). However, most overlay/virtual networks are used
only for routing/tunneling purposes, and not for providing scoped transport flows
(involving all mechanisms such as error and flow control, resource allocation, ex-
plicit QoS support), which would allow better network resource allocation and
utilization.
There is existing work on how to design the virtual/overlay network topology.
Some work (e.g., [19–21]) focuses on how different overlay topologies (e.g., mesh,
tree) affect overlay network performance (such as routing) given the location of
overlay/virtual nodes. Some other work (e.g., [22]) focuses on where to place over-
lay/virtual nodes for better performance (such as resiliency) without considering
the overlay connectivity. However, these approaches are single-layered, i.e., there
may be multiple overlay/virtual networks over the same physical infrastructure,
but they all belong to the same and single layer (level).
Most overlay/virtual network design approaches consider (1) designing the
overlay/virtual network and (2) mapping the design, as two separate problems.
Typically the problem of designing the overlay/virtual networks is solved by ser-
vice providers, and the mapping/embedding problem is solved by infrastructure
providers. Some work (e.g., [23–26]) attempts to solve the joint problem of design-
ing and mapping the virtual/overlay network request. These studies simultane-
ously consider where to place the overlay/virtual nodes and how to connect them
in the overlay to reduce the cost of building the virtual/overlay network while sat-
isfying different requirements (such as bandwidth, resiliency). However, the joint
problem of designing and mapping the virtual/overlay network to satisfy differ-
ent application-specific requirements, still remains an understudied area. In this
paper, we study this problem, and propose and evaluate a multi-layer solution.
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3 Multi-Layered Virtual Transport Networks
In this section, we first provide background on VTN-based network management,
and then show advantages of the multi-layer VTN design w.r.t. routing and trans-
port.
3.1 Virtual Transport Network (VTN)
A Virtual Transport Network (VTN) is the basic building block in the VTN-based
network management [6]. Different from traditional overlay/virtual networking, a
VTN provides communication services with explicit QoS support to user applica-
tions via transport flows. A VTN involves all kinds of mechanisms (e.g., enroll-
ment, authentication, addressing, routing, error and flow control, resource alloca-
tion) needed to support transport flows (and meet application requirements) over
a certain management scope.
Each VTN is a collection of transport processes residing on different physi-
cal hosts. Traditionally, the term host is only used to denote end-user devices in
the internet. However, we define a host to be any kind of device (e.g., an end-
user device, a router, or a NFV [27] host) where a transport flow may start and
end, and a host can be located anywhere in the network (e.g., edge or core). The
transport process exposes an interface to applications on the same host to create
transport flows to other applications. Most importantly, each VTN has its man-
agement scope, i.e., each VTN includes a limited number of transport processes
running on a limited number of physical hosts. The same VTN mechanism can be
repeated to provide a larger-scope transport service to applications by recursively
using the smaller-scope transport service provided by existing (lower-level) VTNs.
In other words, we can build VTNs of different levels to provide transport ser-
vices over different scopes. Different VTNs use the same mechanisms but may use
different network policies (e.g., policies for routing, and error and flow control).
The transport processes inside the same VTN follow the same policies specific to
the particular VTN. Our VTN-based network management achieves better net-
work and application performance at the cost of introducing extra (transport)
processes in the network, so practically we aim to reduce the number of VTNs
as well as transport processes to control the overall overhead when building the
multi-layer VTN structure (more details in Section 4).
In the VTN-based network management, VTN is the basic building block, which
modularizes network management. VTN encapsulates a range of operation (scope)
by exposing a service specification that can be composed to form a wider-scope
(high-level) VTN that ultimately meets user/application requirements.More details
about the VTN-based network management can be found in [6].
3.2 Advantages of Multi-layered VTNs
Here we highlight two advantages (enabled by scoping) of multi-layered VTNs: (1)
reducing routing overhead; and (2) reducing transport overhead. We explain these
two advantages through simple examples next.
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3.2.1 Reduce Routing Overhead
A
B C
D
F G H
E
I
Fig. 1: A simple network with nine nodes.
Figure 1 shows a simple network with 9 nodes2, and we would like to provide
communication between applications on Node A and Node E. For the single-
layer design, there is only one VTN with 9 transport processes (one on each of
these 9 nodes), which is a one-to-one mapping to the physical network. Note that,
communication over each physical link is managed by a level-0 VTN, however,
we call such a design “single layer” as this layer provides global communication
over the whole network by spanning all nodes. Assume the network uses a link-
state routing protocol with hop count as path cost, and link-state update (LSU)
messages are periodically scheduled every t seconds. An LSU message is broadcast
by a node to all other nodes of the network only if the node measures significant
change in the link state (e.g., throughput, delay). Further assume that the average
transmission time of an LSU message over a link is t∗ seconds, where t > t∗ as
it typically requires multiple message (probe) transmissions by a node to measure
the state of its outgoing links.
In this example, there are three shortest paths from A to E (path1: A-F -G-H-
E, path2: A-B-C-I-E, and path3: A-B-C-D-E). Assume in steady state, A chooses
path1 to route its packets to E. When link H-E is down, it takes up to t + 3t
∗
seconds for A to detect this failure and switch to another path. More generally for
the single-layer design, given the diameter of the network is D hops, then it takes
at most t+(D−1)t∗ seconds for a host to detect a (single) significant link change.
Under the multi-layer approach, we can have a two-layer design as shown in
Figure 2, where V TN5 provides the communication service between applications
on A and E. V TN5 consists of four virtual links supported by four underlying
(level-1) VTNs: V TN1, V TN2, V TN3, and V TN4. Each VTN is independently
managed and we assume that each uses a link-state routing protocol with hop
count as path cost. For level-1 VTNs, LSU messages are periodically scheduled
every t seconds, similar to the single-layer design. However, in the level-2 VTN,
LSU messages are periodically scheduled every T = t+ (d1 − 1)t
∗ seconds, where
d1 is the maximum diameter of a level-1 VTN (in this example, d1 = 2.) The
reason is to allow a level-1 VTN sufficient time to adapt internally (if possible)
to a significant link-state change that affects the state of the higher level (virtual)
link supported by this lower level VTN. This in turn avoids the triggering of an
2 In this paper, we use the terms node and host interchangeably.
6 Yuefeng Wang, Ibrahim Matta BUCS-TR-2017-003
1A 1B 1C
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2D
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VTN1
VTN2
VTN5
3A 3F 3G 4G 4H 4E
VTN3 VTN4
level 2
level 1
2I
Fig. 2: Two-layer VTN design, where there are three transport processes (colored with the
same color) on A, C, G, and E, respectively, and there is one transport process on B,D,F,H,
and I, respectively.
LSU message at the higher level, thus reducing overall routing overhead. Note that
if an LSU message is triggered due to a significant link-state change detected in
the level-2 VTN, in the worst case, it takes this message T+(d2−1)×d1t
∗ seconds
to reach every other node, where d2 is the diameter of the level-2 VTN (in this
example, d2 = 2), and d1t
∗ represents the message transmission time over each
virtual link, which requires transmission over an underlying (level-1) VTN.
Continuing with our numerical example, inside V TN5, assume transport pro-
cess 5A (on host A) uses the lower path (5A-5G-5E) to route data packets to
5E (on host E). Assume physical link H-E fails. Then the (virtual) link 5G-
5E, which is supported by V TN4 via a path that includes the failed link H-
E, is ultimately detected to be down at node 5A after T + (d2 − 1) × d1t
∗ =
t+ (d1 − 1)t
∗ + (d2 − 1)× d1t
∗ = t+ 3t∗ seconds.
We can see that in this numerical example, the multi-layer design takes the
same time to detect link failure compared to the single-layer design. Next we show
that, given the same failure recovery performance, the multi-layer design reduces
routing overhead. For a network using a link-state routing protocol, we define the
routing overhead as the total number of LSU messages received per second by all
nodes of the network. Thus the routing overhead for a network is at most equal to
the square of its size (in number of nodes) multiplied by its LSU frequency.
For the single-layer design, in steady state, the total routing overhead, ex-
pressed in messages per second, is given by:
Osingle =
92
t
=
81
t
(1)
For the multi-layer design (shown in Figure 2), the total routing overhead,
expressed in messages per second, is given by:
Omulti =
42
T
+ 3×
32
t
+
42
t
(2)
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The terms in Equation 2 represent the routing overhead for V TN5, for each of
{V TN1, V TN3, V TN4}, and for V TN2, respectively. Since T > t, we have:
Omulti =
16
T
+
43
t
(3)
<
16
t
+
43
t
=
59
t
(4)
From Equations (1) and (4), we conclude that the routing overhead under the
multi-layer design is lower than that of the single-layer design.
In practice, the routing overhead under the multi-layer design could be even
lower. Assume in Figure 2, inside V TN5, transport process 5A uses the upper path
(5A-5C-5E) to route its data packets to transport process 5E, and within V TN2,
transport process 2C uses the lower path (2C-2D-2E) to route its data packets to
transport process 5E to support the (virtual) link 5C-5E. If the physical link D-E
fails, V TN2 can support the virtual link 5C-5E via another path (2C-2I-2E), so
the high-level VTN is not affected by this link change, and inside V TN5 no LSU
message is triggered by this lower-level link failure. In this case, the first term in
Equation 3 vanishes and the routing overhead under the multi-layer design is given
by:
Omulti =
43
t
(5)
In this simple example, we can see that the two-layer design reduces routing
overhead. The key idea is that we limit the scope in which link-state messages are
propagated, and avoid unnecessary communication with remote hosts.
3A 3E
VTN3
1A 1B 1C
1D
1E
VTN1
level 2
level 1
2A 2F 2G 2H 2E
VTN2
1I
Fig. 3: Another possible two-layer design for the same network, where there are 3 transport
processes on A and E, respectively, and there is 1 transport process on B, C, D, F , G, H, and
I, respectively.
Another possible two-layer design is shown in Fig 3, where there are two level-1
VTNs (V TN1 and V TN2) and one level-2 VTN (V TN3). In V TN3, there are
two direct (virtual) links between 3A (on host A) and 3E (on host E), and each
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of them is supported by one level-1 VTN. For example, within V TN3, when the
lower link (supported by V TN2) is down due to link failure on physical link H-
E, transport process 3A switches to the upper link (supported by V TN1). In
this design, for level-1 VTNs, again assuming that LSU messages are periodically
scheduled every t seconds, for the level-2 VTN, i.e., V TN3, the time needed to
detect the H-E link failure is given by t+ (d1 − 1)t
∗ = t+ 3t∗, and since V TN3
has only two processes, no LSU messages are exchanged within V TN3. During
t seconds, the routing overhead is 62 = 36 for V TN1 and 52 = 25 for V TN2,
so the total routing overhead per t seconds is 36 + 25 = 61. This is also smaller
than that of the single-layer design, which requires 81 messages per t seconds (cf.
Equation 1).
Observe that for any network, there may be many different possible multi-layer
designs, and our goal is to come up with a design with best network and application
performance. This goal is achieved by solving the multi-layer design problem as
discussed in Section 4. For example, the multi-layer design of Figure 2 yields lower
routing overhead (cf. Equations (4) and (5)) than that of Figure 3 since lower-level
VTNs are of smaller size, which limits the scope of routing exchanges.
3.2.2 Reduce Transport Overhead
Our VTN-based approach allows transport flows to start and end anywhere com-
pared to only end-to-end in traditional Internet design.
For a TCP connection of H hops, assuming each hop has a packet loss rate of
P , the expected number of transmissions for all hosts along the path to successfully
deliver one packet can be computed using Equation (6). The proof of Equation (6)
can be found in the Appendix.
Etcp =
( 1
1−P
)H − 1
P
(6)
Consider breaking one TCP connection into m segments, and let each segment
provide reliable transport service. Then the expected number of transmissions for
all hosts along the path to successfully deliver one packet is the summation of the
expected number of transmissions for each segment:
Emulti−seg = m×
( 1
1−P
)
H
m − 1
P
(7)
For the network shown in Figure 1, assume the packet loss rate on each link is
10%, and our goal is to provide reliable end-to-end communication between two
applications, one on A and another on E.
Figure 4a shows the 4-hop TCP connection between A and E for the single-
layer design. The expected number of transmissions for successfully sending one
packet from A to E is 5.24 (obtained from Equation (6)). However, we can use a
multi-layer design with two levels of VTNs (shown in Figure 4b). We can achieve
reliable communication for each link in the high-level VTN via the two low-level
VTNs, and consequently the high-level VTN provides reliable communication for
the applications on A and E. In this case, the average number of transmissions
is 4.69 (obtained from Equation (7) and assuming there is no packet loss due to
congestion in the high-level VTN).
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A E
(a)
A E
(b)
Fig. 4: (a) The TCP connection between applications on A and E involves 4 hops under
single-layer design. (b) The same flow between applications on A and E can be supported by
two-level VTNs.
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Fig. 5: Average number of transmissions for one successful packet delivery for flows of different
length.
Figure 5 shows the average number of transmissions per successful packet de-
livery for flows of different length. We can see that the longer the flow is, the more
improvement the multi-layer design can achieve. Also, the more reliable segments
the flow is divided into, the larger the improvement of the multi-layer design.
In this simple example, we can see that the multi-layer design reduces the
transport overhead. The key idea is that we break a large transport scope into
small scopes, and retransmission is only done over each smaller scope (instead of
end-to-end over the whole large scope), thus reduce the transport overhead.
3.3 Instantiations
There is existing work using similar ideas of scoping to achieve better network per-
formance, however, most of them only focus on one aspect. Our multi-layer design
provides a unified framework which enables scoping for different purposes at the
same time. This is achieved since each VTN provides a policy-based virtual trans-
port service. Most existing work related to scoping can be seen as instantiations
of our unified framework. Here we show two examples of such instantiations.
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3.3.1 Routing
Hazy Sighted Link State (HSLS) [28] is a routing protocol that aims to scale link-
state routing for ad hoc networks by limiting the scope of link-state updates in
space and over time. Under HSLS, in steady state, a host sends link-state updates
at higher frequency to hosts that are closer to it, and at lower frequency to hosts
that are far away from it. Namely, all hosts whose distance (in hops) from a given
host lies in the range (2i, 2i+1] (i = 0, 1, ...) can be seen as forming a level-i VTN
whose link-state update frequency is
freq
2i
(assuming freq is the routing update
frequency in level-0 VTNs).
3.3.2 Transport
WTCP [29] (transport level) and Snoop [30] (link level) are two protocols proposed
for improving the performance of TCP connections traversing a wireless last hop.
They both view a TCP connection as consisting of two segments: (1) the part
between the fixed host and base station, and (2) the part between the base station
and mobile host. They both maintain the end-to-end TCP connection semantics
between the fixed host and mobile host, i.e., the base station is transparent to
both ends. The base station buffers the TCP segments and locally retransmits
them based on the timeouts and acknowledgements. Using local retransmission
between the base station and mobile host, these schemes avoid unnecessary end-
to-end retransmissions. The two segments of a TCP connection can be seen as
two VTNs, and the end-to-end communication is provided by another higher-level
VTN. This high-level VTN uses the services provided by the two underlying VTNs,
which provide transport service over their own scope.
4 Multi-Layer Design Problem and Algorithms
In this section, we explain the details of the multi-layer VTN design problem as
well as our new design algorithms.
For a set of application flow requests, the multi-layer VTN design problem
determines the VTN structure, which includes: (1) the number of VTNs needed,
(2) the level each VTN belongs to, and (3) the hosts where the transport processes
of each VTN should be created. Note that the designed VTN structure, i.e., the
output of the multi-layer VTN design algorithm, can be formed on real networks
using our VTN-based management architecture [6]. The notations used are shown
in Table 1.
This problem can be further divided into two stages: (1) path selection stage,
where (if possible) a path on the given level-(n − 1) graph3 is selected for each
given flow request; and (2) design stage, which determines the VTN structure of
n levels based on the paths selected. The multi-layer VTN design problem is a
recursive problem. For the base case (i.e., level-0 graph), we have a level-0 VTN
3 For Gn = 〈V, En〉, where n ≥ 0, V is the same for all n since V is the set of all hosts. En
represents the set of all virtual links, which grows as we build more (higher-level) VTNs.
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Notations for Level-(n− 1) Network Graph
Gn−1 = 〈V,E
n−1〉 level-(n− 1) network graph
V = {vi} set of hosts
En−1 = {est} set of links between hosts
est (virtual) link between hosts s and t
Notations for Flow Request
F = {fr} set of all flow requests
p(fr) = {ωj} path selected for flow r, i.e., a set of hosts
|p(fr)| length of the path selected to serve flow fr
Notations for VTN
Dz = 〈Vz , Ez〉 VTN z
Vz = {v
z
s} set of transport processes in VTN z
vzs transport process in VTN z residing on host vs
Ez = {e
z
st} set of (virtual) links in VTN z
ezst (virtual) link between processes v
z
s and v
z
t in VTN z
Sz = {vi} set of hosts having processes belonging to VTN Dz
D = {Dz} set of all existing VTNs
|D| number of existing VTNs
D(n) set of VTNs of level-n
Dn = {Dz} set of existing VTNs of and below level-n
Constraints for VTN
max num max number of transport processes allowed in a VTN
max dia length of longest shortest path (in hops) allowed in a VTN
Table 1: Notations for the multi-layer VTN design.
with only two transport processes for each physical wire4. For the inductive case
(i.e., level-n graph, n ≥ 1), we have a virtual graph, where each link between two
hosts is a virtual link, which is supported by some existing level-n (or lower-level)
VTN.
It is important to note that for the multi-layer VTN design problem, each
stage can be modeled as a separate optimization problem with different perfor-
mance/cost goals to satisfy different requirements. In this paper, we focus on a
constrained design stage with an unconstrained path selection stage, which differs
from our previous work in [6] that focuses on a constrained path selection stage.
Here we assume the selected path on the level-0 graph to support each flow request
is given5, and we focus on leveraging the VTN structure to partition the network
into smaller scopes for better network performance.
We propose a new two-step design algorithm for the design stage. The first step
is the initial design step (Section 4.1), where we build the initial VTN structure
based on the path selected for each flow request on the level-0 graph. The second
step is the optimization step (Section 4.2), where we optimize the initial VTN
structure with the goal of reducing the total number of VTNs. By reducing the
number of VTNs at each layer (level), we can further reduce the management
overhead of the multi-layered VTNs.
4 Note that level-0 can be set over any kind of link. A level-0 link can be a virtual link
supported by overlay/virtual networks, and not necessarily a physical link.
5 The path selection stage can be solved using a shortest path algorithm or by solving an
Integer Linear Programming (ILP) problem to satisfy different QoS requirements as discussed
in [6].
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4.1 Initial Design Step
The inputs of this step are the set of flow requests (i.e., F = {fr}), path selected
on the level-0 graph for each flow request (p(fr)), and maximum diameter allowed
for a VTN (i.e.,max dia). Note that max dia is the main factor affecting the
transport overhead as discussed in Section 3.2.2. In this step, for each flow request,
we recursively build a VTN to support this flow. Due to the max dia constraint,
this may result in multiple levels of VTNs.
Before explaining the details of our design algorithm, we first show a simple
example in Figure 6, where a flow between two applications on Host1 and Host8
has 8 hosts along its selected path on the level-0 graph, and max dia = 3. We
assume no existing VTN can support this flow, and S(n), where n = 1, 2..., denotes
the path at this level computed on the level-(n− 1) graph. Thus S(1) represents
the given selected path p(fr) on the level-0 graph.
1 2 1 2 1 2 1 2 1 2 1 2 1 2
1 2 3 4 1 2 3 4
1 2 3 4
Host1 Host2 Host3 Host4 Host5 Host6 Host7 Host8
Level 2
Level 1
Level 0
A B
VTN8 VTN9
VTN11
VTN1 VTN2 VTN3 VTN4 VTN5 VTN6 VTN7
1 2
VTN10
Fig. 6: The application flow between A on Host1 and B on Host8 has a path of 7 hops in the
level-0 graph. After the initial design step, we have 2 extra levels of VTNs when max dia = 3.
Note that our multi-layer design has a level-0 VTN with only two transport processes for each
physical wire.
Since the length of the path selected at level-0 (i.e., S(1)) is larger than the
max dia constraint, we need to build a VTN which is supported by VTNs of
multiple levels. For level-1, the path (i.e., S(1)) contains all 8 hosts. Due to the
max dia constraint, we build 3 VTNs (V TN8, V TN9, and V TN10) at this level
to support high-level paths. For level-2, the path (i.e., S(2)) contains 4 hosts
(Host1, Host4, Host7, and Host8), and each (virtual) link at this level is sup-
ported by an existing lower-level VTN. For level-2’s path, only one VTN (V TN11)
is needed as |S(2)| = 3, which does not violate the max dia constraint. In the end,
our VTN design algorithm yields 4 VTNs (V TN8, V TN9, V TN10, and V TN11)
of 2 extra levels (level-1 and level-2). Note that V TN10 maps one-to-one to V TN7,
and in practice we remove all VTNs that map one-to-one to another VTN. Also,
note that on the same host (such as Host4) two processes belonging to two differ-
ent VTNs at the same level (such as Process 4 of V TN8 and Process 1 of V TN9),
as well as the high-level process (Process 2 of V TN11), enable relaying over a
larger scope via the high level VTN (V TN11).
Our algorithm for the initial design step is shown in Algorithm 1. For each
flow request, we first check if we can find an existing VTN that can serve this flow
(i.e., whether both the source host and destination host of the flow have transport
processes belonging to that VTN). If so, we reuse the existing VTN (lines 3-4).
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Algorithm 1 Initial VTN Design (F, D, max dia)
1: while F 6= φ do
2: get a flow request fr from F , and remove fr from F
3: if ∃ some Dz ∈ D, s.t., src(fr) ∈ Sz and dest(fr) ∈ Sz then
4: do nothing // fr can be served by an existing VTN
5: else
6: let n = 1, S(n) = Path Selection(fr , n, Gn−1)
7: while |S(n)| > max dia do
8: Design VTNs(S(n), D, n)
9: n++
10: S(n) = Path Selection(fr, n,Gn−1)
11: end while
12: Design VTNs(S(n), D, n)
13: end if
14: end while
15: return D
Otherwise, we need to build a new VTN (which can be recursively built) to serve
this request (lines 6-12). If the length of the selected path at a given level is larger
than max dia (line 7), we need to build multiple VTNs at this level to support
high-level VTNs, which results in VTNs of multiple levels (layers). Starting from
level-1 (line 6), we first figure out the path at each level, i.e., S(n), a sequence of
hosts which should have transport processes at this level, using a path selection
algorithm (such as the shortest path algorithm), then we design VTNs for this
level (line 8) using Algorithm 2. Our algorithm stops when a selected path at
some level does not violate the max dia constraint (line 7), then we design a VTN
of the top level (line 12).
Algorithm 2 Design VTNs (S(n), D, n)
1: let S(n) = {ψ0, ψ1, ..., ψk−1}, where k = |S(n)|
2: let z = |D|+ 1, Sz = φ // create a new VTN
3: for (m = 0; m < k; m++) do
4: if |Sz | < max dia + 1 then
5: Sz = Sz ∪ ψm // assign a new transport process to host ψm
6: else
7: Sz = Sz ∪ ψm // assign a new transport process to host ψm
8: for all pairs < s, t > ∈ Sz × Sz do
9: add edge ezst to Ez, if ∃ Dx ∈ D
n−1 that can support it
10: end for
11: D = D ∪Dz // add Dz to D
12: z ++, Sz = φ // a new VTN is needed
13: Sz = Sz ∪ ψm // assign a new transport process to host ψm
14: end if
15: end for
Algorithm 2 shows the details on designing VTNs at a given level. We may need
to build multiple VTNs at the same level, when the length of the computed path
(i.e., S(n)) for this level is longer than max dia. If a host should have a transport
process of VTN Dz residing on it, we assign a new transport process of this VTN
(line 5 or line 7) to this host. After reaching the maximum diameter of a VTN,
we then add (virtual) edges to this VTN (lines 8-10). An (virtual) edge between
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a pair of transport processes on two hosts in a VTN will be added, if and only if
there is an existing lower-level VTN that can support this edge (line 9), i.e., the
hosts at the two ends of the virtual link have transport processes belonging to that
underlying VTN. In other words, that underlying VTN can support a flow between
this pair of transport processes on these two hosts. Then we create a new VTN
(line 12), assign a transport process on the current host (line 13), and continue to
the next host.
4.2 Optimization Step
The initial design step yields an initial VTN structure where we may have different
VTNs at different levels. In the second step, we aim to optimize the VTN structure
and try to reduce the number of VTNs in each level while not violating the two
constraints (i.e., max dia and max num). Note that max num is the main factor
affecting the routing overhead as discussed in Section 3.2.1.
First we define the VTN Packing Problem, which is an important subproblem
in the optimization step. Note that Sz denotes the set of nodes having processes
belonging to VTN Dz. Given the set of VTNs at each level (i.e.,D(n) = {Dα},
n = 1, 2, ...), our goal is to find the minimal set of VTNs (i.e.,D′(n) = {Dβ}), s.t.,
for every Sα of Dα ∈ D(n), there exists some Sβ of Dβ ∈ D
′(n) where Sα ⊆ Sβ.
In other words, we need to pack all VTNs at the same level yielding a minimum
number of new VTNs without violating the constraints (max dia and max num).
Note that the VTN packing problem is NP-hard, and it can be simply proved
by reduction from the Sharing-aware VM Packing Problem in [31] which is also
NP-hard, where in that problem, the number of memory pages needed for a set of
VMs is less than the sum of each VM since these VMs may share some common
memory pages. The physical host can be considered as the VTN, and the memory
page can be considered as the transport process.
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Fig. 7: 3 level-1 VTNs after the initial design step.
Figure 7 and Figure 8 show a simple example of the VTN packing problem,
where the network contains 6 hosts (A,B,C,D,E and F ). Figure 7 shows 3 level-1
VTNs after the initial design step. In the optimization step we need to find the
minimum number of VTNs to pack these 3 VTNs without violating the constraints
(max dia = 2 and max num = 4). Figure 8 shows one feasible solution with two
VTNs, such that we cannot further reduce the number of VTNs due to the two
constraints (i.e., VTN diameter and size).
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Fig. 8: One solution of the VTN packing problem, where V TN2 and V TN3 from Figure 7
are merged into one VTN.
We give a heuristic algorithm for the VTN Packing Problem in Algorithm 3.
The input to this algorithm include the set of VTNs at the same level (i.e.,D(n)),
maximum diameter allowed for a VTN (i.e.,max dia), maximum number of trans-
port processes allowed in a VTN (i.e.,max num), management cost function
(i.e., g), and relaxation parameter (i.e., θ). For the set of VTNs at the same level,
we keep merging one VTN with other VTNs until it can no longer be merged
(lines 3-13). We apply Algorithm 3 to the set of VTNs at each layer from the
initial design step, and eventually obtain the final optimized VTN structure.
Algorithm 3 VTN Packing(D(n), max dia,max num, g, θ)
1: D′(n) = φ
2: while D(n) 6= φ do
3: get a VTN Dx from D(n) and remove Dx from D(n)
4: let D′′(n) = D(n) // look at the remaining VTNs
5: while D′′(n) 6= φ do
6: get a VTN Dy from D′′(n), and remove Dy from D′′(n)
7: if Test Merge(Dx,Dy) then
8: Dx = merge(Dx,Dy) //merge VTN Dx and Dy
9: remove Dy from D(n)
10: else
11: continue // Dx and Dy cannot be merged
12: end if
13: end while //end inner while loop
14: add Dx to D′(n)
15: end while //end outer while loop
16: return D′(n)
Two VTNs (Dx and Dy) are merged into a new VTN (Dz) as follows. First,
the set of hosts, which have transport processes belonging to the new VTN, is
the union of the two sets of hosts in Dx and Dy, i.e., Sz = Sx ∪ Sy. Second, two
transport processes on two hosts in the new VTN would have an (virtual) edge
between them if either (1) they have an edge in Dx or Dy; or (2) there exists a
common underlying lower-level VTN that can support a transport flow between
them.
The Test Mergemethod (line 7) checks whether two VTNs can be merged. Two
VTNs (Dx and Dy) can be merged into a new VTN Dz, if only if the following
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conditions are satisfied: (1) there exists some host which has transport processes
belonging to both VTNs, i.e., Sx∩Sy 6= φ; (2) the number of transport processes of
Dz does not exceed max num; (3) the diameter of Dz does not exceed max dia;
and (4) g(Dz) ≤ θ × [g(Dx) + g(Dy)], for some management cost function g,
and relaxation parameter θ. Note that by choosing a different cost function g
and relaxation parameter θ, we can reduce different management overhead after
merging.
When θ ≤ 1, condition (4) guarantees that we always reduce management
overhead of a certain network function (based on the choice of the cost function
g) after merging two VTNs. However for some θ > 1, our design algorithm may
still be able to reduce the total management overhead. We find experimentally
that for some θ > 1, we may have a larger overhead after one step of merging,
but after several more steps of further merging, we may end up with less overall
management overhead. In many cases, a local optimum at each step may not yield
a global optimum.
As an example, we can let g(Dz) = |Vz|
2, which can capture the routing
overhead discussed in Section 3.2.1, then the fourth condition is given by |Vz|
2 ≤
θ× (|Vx|
2+ |Vy|
2), i.e., the square of the number of processes in the merged VTN
Dz must be smaller than the sum of the square of the sizes of the two given VTNs
multiplied by some relaxation parameter θ.
Node1 Node2 Node3 Node4
1 2 3
31 2
VTN1
VTN2
(a) Before merging
Node1 Node2 Node3 Node4
1 42 3
(b) If merged
Fig. 9: For max dia = 2 and max num = 5, VTN1 and VTN2 cannot be merged as the
diameter of the merged VTN (i.e., 3) exceeds the max dia.
Figure 9 and Figure 10 show two simple examples for the optimization step,
where the cost function in condition (4) on merging, g(Dz), is set to |Vz|
2, and
the relaxation parameter θ = 1. Figure 9 has two VTNs at the same level (Fig-
ure 9(a)), however they cannot be merged due to violating the max dia constraint
(Figure 9(b)). Figure 10 also has two VTNs at the same level (Figure 10(a)), and
they can be merged into a new feasible VTN with lower cost (Figure 10(b)).
4.3 General Algorithm for Constrained VTN Design
In Algorithm 4, we show a general algorithm for the constrained VTN design
stage. The inputs include: (1) the set of flow requests (i.e., F ), (2) level-0 VTNs
(i.e.,D(0)), which only contains level-0 VTNs at the beginning, (3) the cost func-
tion for solving the VTN packing problem (i.e., g), (4) set of all possible values
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Fig. 10: For max dia = 3 and max num = 5, , VTN1 and VTN2 can be merged into a single
VTN.
for the maximum diameter allowed for a VTN (i.e.,{max dia}), (5) set of all pos-
sible values for the maximum number of transport processes allowed in a VTN
(i.e.,{max num}), and (6) set of all possible relaxation parameters for solving
the VTN packing problem (i.e.,{θ}).
Algorithm 4 Constrained VTN Design (F,D(0), g, {max dia}, {max num}, {θ})
1: Design = Single Layer Design
2: MinCost = Compute Cost(Design, g)
3: for all max dia do
4: for all max num do
5: for all θ do
6: D = D(0)
7: D = Initial VTN Design (F,D,max dia)
8: for all D(n) ∈ D (n > 0) do
9: D(n) = VTN Packing(D(n), max dia,max num, g, θ)
10: end for
11: if Compute Cost(D, g) < MinCost then
12: Design = D
13: MinCost = Compute Cost(D, g)
14: end if
15: end for
16: end for
17: end for
18: return Design
In Algorithm 4, the design solution (i.e.,Design) is initially set to be the
single-layer design (line 1), and the minimum management cost (i.e.,MinCost)
is set to the cost of the single-layer design for the given cost function g (line 2).
Then by choosing all different possible values for (1) maximum diameter allowed
for a VTN (i.e.,max dia), (2) maximum number of transport processes allowed
in a VTN (i.e.,max num), and (3) relaxation parameter (i.e., θ), we may obtain
different VTN structures with different management overhead after finishing the
VTN design stage (lines 6 − 10). We then compute the management cost for the
current VTN structure (i.e.,D). If the cost is less than the current minimum cost,
then we choose the current design (lines 11−14). In other words, if our multi-layer
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design algorithm cannot find a solution that is better than the single-layer design,
we use the single-layer design as the final solution, which guarantees our design
solution is no worse than the single-layer design.
In summary, our multi-layer design approach first builds an initial VTN struc-
ture based on the path selected for each flow request, then optimize the VTN
structure by solving the VTN packing problem at each layer. Note that we may
not always need to build new VTNs to serve new flow requests. In other words, for
the online case of serving new flow requests, we can expand existing VTNs given
the existing VTN structure, and thus we can reduce the overall time needed to
satisfy flow requests.
5 Simulation Results
In this section, we present the simulation results of our multi-layer design algo-
rithm, and demonstrate its advantages by looking at the routing overhead and
transport overhead. For our experiments, we use BRITE [32] to generate an en-
terprise network (50 nodes and 100 undirected links) using the Waxman model
(where α = 0.15 and β = 0.2). The diameter of this network is 6 hops. Also for
merging, we set the cost function g(Dz) to |Vz|
2 and relaxation parameter θ to
1, thus we aim at reducing the routing overhead when solving the VTN packing
problem (cf. Section 4.2).
5.1 Routing Overhead
In this section, we look at different communication patterns over the network,
and analyze the routing overhead of our multi-layered approach compared to the
traditional single-layer approach. Note that the path selected for each flow request
uses its shortest path.
For our multi-layer design algorithm, we try different values ofmax dia ∈ [2, 6].
For each fixed max dia, we try different values of max num ∈ [max dia, 12]. As
discussed in Section 3.2.1, we have the LSU messages propagated less frequently
at the higher-level VTNs compared to the lower-level VTNs, to allow lower-level
VTNs to adapt internally (if possible) to significant link-state changes and avoid
triggering LSU updates at the higher-level VTNs, while still achieving the same
performance, i.e., the time needed to detect link changes in the network. But in our
experiments, we assume LSU messages are exchanged at the rate of one packet per
second for all VTN levels (n ≥ 1). Namely, we use the same update frequency at all
levels as a worst case, i.e., to obtain an upper bound on the routing overhead. Then
we compute the total routing overhead as the summation of processing overhead
for each VTN (ignoring all level-0 VTNs for each physical wire).
Besides routing overhead, we also analyze the cost of our multi-layer design ap-
proach, i.e., the average number of transport processes created per node (including
level-0 VTNs which are the same for the single-layer design as well as all multi-
layer designs, i.e., one level-0 VTN for each physical link). For the single-layer
design, each node has an average degree of two, i.e., it has two transport processes
in two level-0 VTNs, in addition to one process for the single-layer VTN spanning
the whole network (50 nodes). Thus for the single-layer design, the average number
of transport processes per node is 3.
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5.1.1 Experiment (1): Uniform Distribution and Uniform Distribution with Flow
Length Constraint
In the first experiment, we look at three communication patterns, and for each
pattern we generate 5 sets of flow requests, i.e., 100 flows, 200 flows, 300 flows,
400 flows and 500 flows. We run each experiment 10 times, and compute the mean
and 90% confidence interval for each metric.
For the first pattern, we uniformly generate flow requests between any pair
of nodes, and each flow is identified by the pair of source node and destination
node. For the second and third pattern, we still uniformly generate flow requests,
but the length of each flow on the physical topology (i.e., level-0 topology) is less
than a certain threshold. In the second pattern, flow length is less than or equal
to 2 physical hops, and in the third pattern, flow length is less than or equal to 3
physical hops.
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Fig. 11: Comparison of total routing overhead (mean with 90% confidence in-
terval) between multi-layer (upper-bound) and single-layer design for 3 different
communication patterns.
Figure 11 shows the comparison of total routing overhead between multi-layer
(upper-bound) and single-layer design for 3 different communication patterns. Note
that the single-layer design is the same for all 3 patterns (i.e., one VTN spanning
all 50 nodes), so their costs are equal and shown using the same black line. We
can see that our multi-layer approach is better than (or equal to) the single-layer
approach for all 3 communication patterns. This is because our design algorithm
(Algorithm 4) guarantees that if the single-layer design has less routing overhead
than the multi-layer design, we use the single-layer design. Also we can see that,
when nodes are more likely to communicate with other nodes that are closer, our
multi-layer approach performs better. What’s more, the less flow requests, the
better our approach performs.
Figure 12 shows the comparison of average number of transport processes cre-
ated per node between the multi-layer and single-layer design for 3 different com-
munication patterns. The single-layer design is the same for all 3 patterns (i.e.,
3 transport processes per node), so their costs are equal and shown using the
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Fig. 12: Comparison of average number of transport processes per node (mean
with 90% confidence interval) between multi-layer and single-layered design for 3
different communication patterns.
same black line. We can see that our multi-layer approach achieves better rout-
ing overhead at the cost of creating more transport processes on the nodes in the
network. Note that the red line (uniform distribution) and the green line (uniform
distribution with maximum flow length 3) both drop to 3 (i.e., same as the single-
layer design) because our design algorithm (Algorithm 4) guarantees that if the
single-layer has less overhead than the multi-layer design, we use the single-layer
design.
5.1.2 Experiment (2): Skewed Distribution and Skewed Distribution with
Preference
In the second experiment, we look at two patterns of skewed distributions. In
this experiment, we have a set of hotspot nodes in the network, and a set of
user nodes talking to these hotspot nodes. We try different values for the number
of randomly selected hotspot nodes (5, 10 and 15), and different values for the
number of randomly selected user nodes (20, 25, 30 and 35). Assume each user
node only talks to one hotspot node, so the number of flows for each setting is
equal to the number of user nodes.
In the first pattern, each user node randomly picks a hotspot node (out of all
hotspot nodes) to contact. In the second pattern, each user node only picks the
hotspot node that is closest to it (in physical hops). Again we run each experiment
10 times, and compute the mean and 90% confidence interval for each metric.
Figure 13 and Figure 14 show the comparison of the savings in routing over-
head and the average number of transport processes created per node for different
number of hotspot nodes and different number of user nodes compared to the
single-layered approach for the skewed distribution. We can see that as we have
more user nodes (i.e., more flow requests), the saving under our multi-layered
approach decreases, and the average number of transport processes created per
node increases, as we need more VTNs to serve more flow requests. This is the
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Fig. 13: Savings (mean with 90% confidence interval) in total routing overhead
compared to single-layer approach for the skewed distribution, where each user
node randomly picks a hotspot node.
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Fig. 14: Average number of transport processes per node (mean with 90% con-
fidence interval) compared to single-layer approach for the skewed distribution,
where each user node randomly picks a hotspot node. Note that the number for
single-layer design is 3.
same as our observation in Experiment (1), the less flow requests, the better our
multi-layer approach performs.
Figure 15 and Figure 16 show the comparison of the savings in routing over-
head and the average number of transport processes created per node for different
number of hotspot nodes and different number of user nodes compared to the
single-layered approach for the skewed distribution with preference. We can see
that for the same number of user nodes, the more hotspot nodes in the network,
the better our approach performs in routing overhead. This is because each user
node is more likely to pick a hotspot node that is closest to it when there are more
randomly selected hotspot nodes in the network, and thus the flow requests can be
served by VTNs of smaller size and less levels, which yields less average number of
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Fig. 15: Savings (mean with 90% confidence interval) in total routing overhead
compared to single-layer approach for the skewed distribution with preference,
where each user node picks the closest hotspot node.
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Fig. 16: Average number of transport processes per node (mean with 90% confi-
dence interval) compared to single-layer approach for the skewed with preference,
where each user node picks the closest hotspot node. Note that the number for
single-layer design is 3.
transport processes created per node. Again we can see that the less flow requests,
the better our multi-layer approach performs.
5.1.3 Experiment (3): Parameter Sensitivity Analysis
In the third experiment, we randomly generate 123 unique pairs of source and
destination (out of all 1225 possible unique pairs), i.e., 123 unique flow requests,
and analyze how different values of max dia and max num may affect the perfor-
mance of our multi-layer design by looking at the total routing overhead and the
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average number of transport processes created per node. We run each experiment
10 times to compute the mean for each metric.
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Fig. 17: Total routing overhead (mean of 10 runs) for different values of max num
when max dia = 5, while the cost for the single-layer design is 2500.
5 6 7 8 9 10 11 127
7.5
8
8.5
9
9.5
10
10.5
11
Maximum Number of Transport Processes allowed in a VTN (i.e., max_num)
N
um
be
r o
f T
ra
ns
po
rt 
Pr
oc
es
se
s 
Pe
r N
od
e
Fig. 18: Average number of transport processes per node (mean of 10 runs) for
different values of max num when max dia = 5, while the number for the single-
layer design is 3.
Figure 17 and Figure 18 show the total routing overhead and average number
of transport processes created per node for different values of max num when
max dia = 5. As the max num increases, both metrics decrease in the beginning,
but then flatten out. They decrease in the beginning because by allowing more
transport processes (bigger max num) in the VTN, we can merge more VTNs
in the optimization step. However, they eventually flatten out because we can no
longer merge the VTNs due to the constraint of max dia.
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Fig. 19: Total routing overhead (mean of 10 runs) for different values of max dia
when max num = 12, while the cost for the single-layer design is 2500.
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Fig. 20: Average number of transport processes per node (mean of 10 runs) for
different values of max dia when max num = 12, while the number for the single-
layer design is 3.
Figure 19 and Figure 20 show the total routing overhead and average num-
ber of transport processes created per node for different values of max dia when
max num = 12. As max dia increases, we have less routing overhead and less
number of transport processes. The reason is that we are not bounded by the
constraint of max dia, and we can merge more VTNs, which leads to less number
of transport processes.
5.2 Transport Overhead
In this section, we look at the transport overhead. Assume each of the 100 physical
links in our experiment network has a loss rate of 10% in both directions. We
compare the transport overhead, i.e., average number of transmissions needed
in order to successfully deliver a packet. In our experiment, we analyze all flow
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requests (out of all possible 1225 flow requests) whose selected path (shortest path)
is longer than 3 hops, and there are a total of 327 of such flow requests. We assume
each flow has an infinite supply of packets to send, and we compute the average
number of transmissions for successfully delivering one packet from each of these
327 flows.
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Fig. 21: Average number of transmissions for one successful packet delivery for different values
of max dia.
As shown in Figure 21, we can see that our multi-layer design has less transport
overhead compared to the single-layer design (which is one network spanning all 50
hosts). For the multi-layer design, as the diameter allowed for a VTN increases, the
transport overhead also increases. This is because as we break a TCP connection
into less number of reliable segments, each segment is still a relatively long TCP
connection, i.e., smaller m in Equation (7) (Section 3.2.2). When max dia is the
same as the diameter of the network (i.e.,6), multi-layer has the same transport
cost as the single-layer design. Namely, when m = 1, Equation (7) degenerates to
Equation (6) (Section 3.2.2).
6 Experimental Results
In this section, we look at how our multi-layer approach can improve routing
performance through experiments on a real network compared to the single-layer
approach. Our experiments are performed on a network reserved on the GENI
testbed [15] using the implementation of our VTN-based management architec-
ture [33], which enables VTN-based management on real networks. Our imple-
mentation allows not only managing an enterprise network by programming man-
agement applications but also creating new user applications by programming
user-defined applications. Our implementation is at the user level, and it supports
the dynamic formation of VTNs and multiple management policies (e.g., nam-
ing and routing policies). The current implementation, called ProtoRINA (version
2.0), consists of about 70k lines of Java code excluding support libraries and config-
uration files. It has been tested on our Boston University campus network and on
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the GENI testbed [15]. More details about the implementation of our VTN-based
management architecture can be found at [33].
GENI (Global Environment for Network Innovations) [15] is a nationwide suite
of infrastructure that supports large-scale experiments, and it enables research and
education in networking and distributed systems. Through GENI, users can obtain
computing resources (e.g., virtual machines (VMs) and raw PCs) from different
physical locations (GENI aggregates), and connect these computing resources with
layer-2 (stitched VLAN) or layer-3 (GRE Tunnel) links. GENI allows users to in-
stall customized software (including customized operating systems) on these com-
puting resources and to control how network switches handle traffic flows. GENI
enables experiments on Software-Defined Networking (SDN), such as providing
support for OVS [34] switches and other OpenFlow support. What’s more, GENI
provides a variety of instrumentation and measurement tools (such as jFed, Jacks,
Omni, GENI Desktop, LabWiki, Flack, etc.), to configure, run and instrument
user-specific experiments.
6.1 Experiment Design
Fig. 22: GENI resources with 8 nodes (VMs) shown in Jacks.
Figure 22 shows a network topology with 8 nodes reserved from the GPO
InstaGENI aggregate of the GENI testbed. Assume we would like to provide com-
munication service between applications on Node1 and Node5. Next we show two
different designs that each can provide such communication service.
Figure 23 shows a single-layer design where we only have one VTN that spans
all 8 nodes, with one transport process on each node.
On the other hand, Figure 24 shows a multi-layer design with 5 VTNs. Trans-
port processes running on the same node are depicted with the same color.
In this multi-layer design, there are 4 level-1 VTNs (VTN1, VTN2, VTN3 and
VTN4). Each of these level-1 VTNs has transport processes running on 3 nodes:
VTN1 spans Node1, Node2 and Node3; VTN2 spans Node3, Node4 and Node5; VTN3
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Fig. 23: A single-layer design with one single VTN spanning all 8 nodes.
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Fig. 24: A multi-layer design with 5 VTNs of two levels.
spans Node5, Node6 and Node7; and VTN4 spans Node1, Node8 and Node7. There
is one level-2 VTN, i.e., VTN5, which directly provides communication service for
applications on Node1 and Node5. VTN5 has transport processes running on 4 nodes
(Node1, Node3, Node5, and Node7) and each of the (virtual) links inside VTN5 is
supported by one level-1 VTN.
6.2 Experiments over GENI
We try each of these two designs on the network reserved on GENI (shown in
Figure 22). We use link-state routing with the same update frequency for all VTNs.
We run experiments for each design using 4 different update frequencies for the
link-state update (LSU) messages, where LSU messages are set to be exchanged
every 5, 10, 15, and 20 seconds.
Figure 25 shows the total number of LSU messages processed per second by
all 8 nodes during steady state. Figure 26 shows the total size (in bytes) of LSU
messages processed per second by all 8 nodes during steady state. We can see that,
as expected from our discussion in Section 3.2.1, our multi-layer design can yield
less routing overhead (both in the number and size of LSU messages) compared to
the single-layer design by limiting the scope in which LSU messages are propagated
and avoiding unnecessary communications.
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Fig. 25: Total number of LSU messages processed per second by all 8 nodes during
steady state for 4 different update frequencies.
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Fig. 26: Total size of LSU messages processed per second by all 8 nodes during
steady state for 4 different update frequencies.
7 Conclusion and Future Work
In this paper, we present a new approach to the multi-layer Virtual Transport Net-
work (VTN) design problem, which overcomes the limitations of the single-layer
design approach used in traditional overlay/virtual network design. We explain
the details of the multi-layer VTN design problem as well as our new design algo-
rithm. Different from our previous work in [6], in this paper, we have a constrained
design stage with an unconstrained path selection stage, and we focus on lever-
aging the VTN structure to partition the network into smaller scopes for better
network performance. The benefits and superior performance of our approach are
demonstrated through examples as well as simulation and experimental results.
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We believe that dynamic scoping enabled by the multi-layer design approach
will shape network management of the future. One important motivation for our
work on multi-layer VTN design is the recent development on smart and connected
communities, which provides the opportunity for customization and add-ons for
different customers. To that end, our approach enables building customized virtual
networks for such communities with different requirements.
Our future work includes exploring other aspects (such as network resiliency)
to demonstrate the advantages of multi-layer VTN design and further investigate
the multi-layer design problem from an algorithmic perspective to improve perfor-
mance. We also plan to investigate how to solve the online case for serving flow
requests, where new flow requests arrive when there is already some existing VTN
structure.
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Appendix: Proof of Equation 6
Equation 6 can be derived using an absorbing Markov chain. As shown in Figure 27, each circle
denotes a possible state of the current packet, where S0 is the initial state where a packet is
to be sent by the sender, and SH is the absorbing (final) state when the packet is received by
the receiver. For any intermediate state, it has a probability of 1 − P of transitioning to the
following state if the packet does not get lost; if the packet gets lost (with probability P ), it
goes back to the initial state (S0). This absorbing Markov chain has H transient states (S0
to SH−1), and 1 absorbing state (SH ), so the expected number of total transmissions for all
hosts along the path to successfully deliver one packet is the same as the expected number of
steps from the initial state S0 to the absorbing state SH .
0 1 2 H-1 SH
1 - P1 - P 1 - P1 - P
.....
 P
 P
 P
1
Fig. 27: An absorbing Markov chain for delivering one packet over a TCP connection of H
hops, where each circle denotes a possible state. Assume loss rate on each link is P .
Generally, for an absorbing Markov chain with transition matrix P , assume it has t transient
states and r absorbing state, then
P =
[
Q R
0 Ir
]
where Q is a t-by-t matrix and I is the r-by-r identity matrix. The fundamental matrix of an
absorbing Markov chain is N = (I −Q)−1, and the expected number of step from the initial
state to the absorbing states is t = Nc, where c is a column vector all of whose entries are 1 [35].
For the absorbing Markov chain in Figure 27, t = H and r = 1, so its transition matrix is
P [(H + 1)× (H + 1)] =


P 1− P 0 0 .. 0 0
P 0 1− P 0 ... 0 0
P 0 0 1− P ... 0 0
...
...
...
...
. . .
...
...
P 0 0 0 ... 0 1− P
0 0 0 0 ... 0 1


where
Q[H ×H] =


P 1− P 0 0 .. 0
P 0 1− P 0 ... 0
P 0 0 1− P ... 0
...
...
...
...
. . .
...
P 0 0 0 ... 1− P
P 0 0 0 ... 0


Then its fundamental matrix is
N = (I −Q)−1 =


1− P P − 1 0 0 .. 0
−P 1 P − 1 0 ... 0
−P 0 1 P − 1 ... 0
...
...
...
...
. . .
...
−P 0 0 0 ... P − 1
−P 0 0 0 ... 1


−1
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=

(1 − P )
−H (1− P )1−H ... (1− P )−2 (1 − P )−1
.
..
.
..
. . .
.
..
.
..


So the expected number of steps from S0 to SH is
t = Nc = (1− P )−1 + (1− P )−2 + ..+ (1− P )−H =
( 1
1−P
)H − 1
P
Then we prove that the expected number of total transmissions for all hosts along the path to
successfully deliver one packet is Etcp =
( 1
1−P
)H − 1
P
.
