Abstract-Cascading failures typically occur following a large disturbance in power systems, such as tripping of a generating unit or a transmission line. Such failures can propagate and destabilize the entire power system, potentially leading to widespread outages. One approach to mitigate impending cascading failures is through controlled islanding, in which a set of transmission lines is deliberately tripped to partition the unstable system into several disjoint, internally stable islands. Selecting such a set of transmission lines is inherently a combinatorial optimization problem. Current approaches address this problem in two steps: first, classify coherent generators into groups and then separate generator groups into different islands with minimal load-generation imbalance. These methods, however, are based on computationally expensive heuristics that do not provide optimality guarantees. This paper proposes a novel approach to controlled islanding based on weak submodularity. The new formulation jointly captures the minimal generator non-coherency and minimal load-generation imbalance in one objective function. The islanding problem is then relaxed to a formulation with bounded submodularity ratio and a matroid constraint. An approximation algorithm is proposed which achieves a provable optimality bound on non-coherency and load-generation imbalance. The proposed framework is tested on IEEE 39-bus and 118-bus power systems.
I. INTRODUCTION

D
UE to the increasing demand for electricity and unpredictable supplies from renewable energy, power systems are being operated close to their stability limits. When a large disturbance such as a transmission line outage occurs in one geographic area, its nearby lines have to compensate for the failed component by carrying additional power flows [1] . This shift of power flows may cause other transmission lines to exceed their capacities, which leads to further outages. This process is referred to as cascading failure, in which local failures propagate and trigger successive failures throughout the entire power system [2] . Cascading failures can cause significant economic damage. For instance, in the 2003 North American blackout, two transmission line outages in the state of Ohio created a cascading failure that left 55 million people without power [3] .
Controlled islanding is an effective corrective control to mitigate the impending cascading failure [4] , [5] . Controlled islanding partitions the unstable power system into a set of smaller, disjoint subsystems, or islands, by tripping a selected set of transmission lines. Each of these islands is an internally stable and self-contained system, which can be reconnected to restore the entire system when the failure is cleared.
It is inevitable to shed a certain amount of load in some islands in order to match the limited generation within the island. A large amount of power imbalance between load and generation within an island may cause the power frequency to deviate from the acceptable region and hence lead to an eventual collapse of the island [5] . Thus, it is important to minimize the overall load-generation imbalance in each island. On the other hand, generators tend to oscillate at different frequencies during cascading failure. If the generators in an island do not oscillate at similar frequencies, the island may become unstable as well [6] . Thus, it is also critical to limit the range of generator frequencies within each island when choosing an islanding strategy.
Algorithms that select islanding (partition) strategies based on these considerations have been proposed in [5] , [7] , which address the problem in two steps. These methods first identify clusters of generators with similar rotor angle frequencies, which are referred to as coherent generator groups. After forming such groups, a set of transmission lines is selected to trip, such that the coherent groups of generators are separated into different islands while the load-generation imbalance within each island is minimized. Current two-step approaches to controlled islanding rely on graph-based heuristics such as min-cut and spectral clustering. Such approaches are unable to guarantee that the resulting load-generation imbalance is within a constant factor of the optimal solution. On the other hand, these methods lack the flexibility in making trade-off between generator coherency and load-generation imbalance, defined as the ability to sacrifice a small amount of generator coherency within each island in order to gain a large reduction in overall power imbalance.
This paper proposes a one-step approach to controlled islanding that jointly minimizes the generator non-coherency and power imbalance when selecting an islanding strategy, with provable optimality guarantees. The key insight is that selecting a subset of transmission lines to trip in order to form desired partition is inherently a combinatorial problem with weak submodularity property. Weak submodularity is a weakened form 0885-8950 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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of diminishing property of set functions, which is sufficient to guarantee the optimality of a greedy selection algorithm with a relaxed approximation factor [8] . This paper makes the following specific contributions:
r This paper formulates the problem of selecting a set of transmission lines to trip in order to minimize the weighted sum of generator non-coherency and load-generation imbalance, subject to constraints that ensure that the reference generators are in disjoint islands.
r The islanding problem is relaxed by removing the limits on load and generation and then the paper proves that the relaxed formulation has bounded submodularity ratio (weak submodularity). This paper also proves a sufficient condition for the constraints using graph matroid.
r A polynomial-time greedy algorithm is proposed based on the weak submodularity to approximately solve the relaxed islanding problem and this paper proves that the algorithm has optimality guarantees on the minimal non-coherency and load-generation imbalance.
r A submodular maximization approach to selecting reference generators is proposed based on slow-coherency theory, which provides a optimality guarantee of (1 − 1/e) on reference generator independence.
r The proposed weak-submodular approach to controlled islanding is tested on the IEEE 39-bus and 118-bus systems. The optimality of the proposed islanding method is validated by comparing to a two-step spectral clustering based approach [7] . The rest of this paper is organized as follows. Section II reviews related work. Section III presents the power system model and background on submodularity and matroid. Section IV presents the problem formulation and the islanding algorithm. Section V discusses the slow-coherency based reference generator selection and proposes a submodular maximization approach to selecting reference generators. Section VI presents the simulation results. Section VII concludes the paper.
II. RELATED WORK
Controlled islanding has been studied extensively especially since the 2003 North American blackout that was caused by cascading failure [5] , [7] , [9] - [12] . One important branch of study is slow coherency-based islanding, which was first introduced in [5] . This approach first classifies generators into groups with minimum non-coherency, and then finds a best cutset of transmission lines that separate generator groups into different islands while minimizing the overall load-generation imbalance through exhaustive search. This method, however, is not scalable to large systems.
Minimizing the load-generation imbalance is typically NPhard and hence is challenging [5] . Using the minimal powerflow disruption as the objective function, instead of the minimal power imbalance, can reduce the time complexity of the problem and allow computationally efficient algorithms to be developed. Such an islanding scheme is presented in [11] , in which the step of searching for minimum-load-generation islands is approximated by finding minimal power-flow disruption between islands, and hence the problem is mapped to a classic graph min-cut problem. This allows the use of existing graph theory based tools, but the solution optimality is not guaranteed. In [9] , the slow coherency-based generator grouping and min-cut approach to islanding have been implemented in a simulation study of the 2003 blackout scenario.
Other approaches to controlled islanding include Ordered Binary Decision Diagram (OBDD) methods [12] and machine learning based methods [10] . In [12] , a large power system is first simplified into a topology with less than 30 nodes and then a fast brute-force search is used to find feasible cutsets. The topology simplification is heavily based on system operation heuristics, such as integrating important transmission lines that should not be cut. As a consequence, the OBDD approach cannot provide any guarantee on the optimality of solutions. Off-line machine learning based approaches have been investigated in [10] . Given a large set of off-line simulation data, a probability model can be established to assist evaluation of online islanding strategies. The optimality of such data-driven methods, however, is not guaranteed.
A two-step spectral clustering based control islanding is proposed in [7] . In the first step, the generators that have strong dynamic coupling are grouped, by applying the normalized spectral clustering to the system eigenbasis. In the second step, other buses are grouped into islands by constrained spectral clustering with the goal of minimizing power-flow disruption on cutting edges. Although this method is computationally efficient, the gap between the solution and the optimal strategy is not guaranteed. Submodular optimization techniques have been established to address many power system stability issues, including voltage instability [13] and small signal instability [14] . A framework that provides optimality guarantees on the controlled islanding with scalable computational overhead, has not been studied in existing literature. A preliminary version of this work appeared in [15] . The optimality bound reported in [15] was derived based on a result from the existing submodularity literature [16] which was later shown to be incorrect in [17] . In this paper, a new optimality bound is derived via bounded submodularity ratio (weak submodularity) instead of submodularity. In addition to correcting these errors, this paper reformulates the two-step optimization approach to a one-step minimization problem, adds a reference generator selection algorithm, and has a detailed validation of proposed islanding algorithms on both 39-bus and 118-bus power systems with comparison to the state-of-the-art spectral clustering method.
III. SYSTEM MODEL AND PRELIMINARIES
This section presents the power system model and introduces notations that will be used throughout the paper. It also gives background on submodularity, matroids and spectral clustering.
A. Power System Dynamics and Generator Coherency
Consider a power system consisting of n generators, m buses and l transmission lines that connect buses. Let δ i denote the rotor angle of generator i and Δδ i denote the rotor angle deviation from a steady state operating point. Let M i denote the inertia of generator i. Given a base frequency ω 0 , the generator dynamics based on the classical linearized generator swing equation is given as [6] 
where 
where V i is the per unit voltage behind transient reactance at generator i and B ij is the imaginary part of the (i, j)-entry of the admittance matrix reduced to the internal generator nodes.
Following a large disturbance, generators often oscillate at different frequencies. Two synchronous generators are called -coherent if the maximum change in their rotor angle difference falls within a specified tolerance, δ ij (t) − δ ij (0) ≤ , at any time t [18] . The is omitted for simplicity of notation. In the design of a strategy to mitigate impending cascading failures, it is critical to have coherent generators remain connected and separate any generators that are non-coherent into disjoint subsystems. Each subsystem is an island and the set of generators in the same island is called a generator group. Let r be the desired number of islands.
Given a set of eigenvalues σ r = {λ 1 , . . . , λ r } of the system matrix M −1 K, let U be the eigenbasis of the σ r eigenspace. Two generators (states) are coherent with respect to σ r if their corresponding row vectors in U are linearly dependent. With selection of the r "slowest modes" of the system matrix M −1 K, representing the r eigenvalues with smallest magnitudes, the generators dominant in each mode will have eigenbasis rows that are most linearly independent to each other [6] . Such a set of r generators are called reference generators and can be used to initiate the r islands in controlled islanding. The classic heuristics as well as our proposed submodular approach to reference generator selection are presented in Section V.
Given a set of reference generators, an n × r coherency matrix L can be calculated, whose entries represent how coherent each generator is respect to a reference generator. The algorithm to obtain L has the following steps [6] : 1) Choose the set of r slowest modes, σ r .
2) Compute a basis matrix U n ×r of the σ r -eigenspace.
3) Let U 1 denote the matrix composed of the rows of U corresponding to the reference generators.
Any generator grouping strategy can be represented by a partition matrix L g that has exactly one 1 per row and all other entries zero. Matrix L g has the same size as L. Each column of L g represents a generator group dominated by a reference generator. The (i, j)th entry of L g being 1 can be interpreted as that the generator i is in the group of the jth reference generator. Given any grouping strategy, we define a metric that quantifies how coherent generators are within each group, given by
where || · || F corresponds to the Frobenius norm. Note that H(L g ) measures the overall non-coherency of generators in each group and hence H(L g ) = 0 when all generators within the same group are perfectly coherent (δ ij (t) − δ ij (0) = 0, ∀t). This subsection has established the dynamical model of the power system. The algebraic properties of the system will be modeled in the following subsection.
B. Power Flow Network
Given a power system with m buses and l transmission lines, its topology can be depicted by a graph G(N, E) where N = {1, . . . , m} is the index set of buses and E ⊆ N × N is the set of edges. Denote e k as the kth element in E. An edge e k = (i, j) is in E if and only if there is a transmission line connecting bus i and bus j. For any bus i, the set of its neighboring buses is defined by Δ(i) = {j : (i, j) ∈ E}. A bus with a generator connected to it is called a generator bus while others are called load buses. Let g i be the active power generation and d i be the active power demand at bus i. Any distributed generation has been integrated as a part of the load at each bus [19] . The amount of active power flowing over a transmission line (i, j) ∈ E from bus i to j is denoted by p ij . At the initial operating point, set g i = g With transmission line resistance neglected, the net active power flowing into any bus equals the net active power demand at this bus, which is known as the flow conservation property:
Using the incidence matrix A of an orientation of the graph G(N, E), the linear equations in (3) are equivalent to the matrix expression
where A is an m × l matrix with each row corresponding to a bus and each column corresponding to a transmission line. The entry of A in the ith row and kth column is denoted by (A) ik , where (A) ik = −1 if the line e k ∈ E connects bus i to some bus j with i > j, (A) ik = 1 if e k ∈ E connects i to j with i < j, and (A) ik = 0 otherwise. The vector x ∈ R l consists of entries x k , where the kth entry x k = p ij corresponding to the power flow on the edge e k = (i, j) ∈ E. The vector b ∈ R m has entries (d i − g i ) corresponding to the net active power demand at each bus i.
Let a i be the ith column of the incidence matrix A and for any subset S ⊆ E, define A(S) to be a matrix consisting of columns {a i , ∀e i ∈ S}. Tripping any transmission line e k ∈ E will change the incidence matrix A in Eq. (4) 
C. Background on Submodularity and Matroids
Submodularity is a diminishing-returns property of set functions. Let 2 Ω denote the power set of Ω. A set function f : 2 Ω → R is submodular if, for any sets S ⊆ T ⊆ Ω and any
The submodularity ratio measures to what extent a function f has submodular properties, defined as follows.
Definition 1 (Submodular Ratio, Weak Submodularity [20] ): Let f : 2 Ω → R be a non-negative set function. The submodularity ratio of f with respect to a set U ⊆ Ω and a parameter k ≥ 1 is
f is called weakly submodular at U and k if γ U,k > 0.
A matroid is defined as follows. A maximal independent set of a matroid is a basis, denoted by I. An important property of matroid bases is shown below.
Lemma 1 ([21]):
If I 1 and I 2 are two bases of a matroid M(V, I), then there exists a bijection π : I 1 → I 2 such that
An important class of matroids, denoted graphic matroids, is defined as follows.
Lemma 2: Let G = (N, E) be a graph with node set N and edge set E. Define I to be a collection of subsets of E such that A ∈ I iff A does not contain any cycle (i.e., A is a forest). Then M = (E, I) is a matroid.
For connected graphs, the set of bases of a graphic matroid is the set of all spanning trees.
D. Spectral Clustering Based Controlled Islanding
Spectral clustering is a technique making use of the eigenvalues/eigenvectors of the similarity matrix to perform dimensionality reduction before clustering data. The spectral clustering based approach to controlled islanding is implemented in two steps. Denote Ω G ⊆ N as the set of generator buses. The first step is to classify generators into two coherent groups T 1 , T 2 ⊆ Ω G by minimizing the dynamic coupling between groups:
where ∂p ij /∂δ ij = |V i V j B ij cos(δ i − δ j )|. In the second step, the algorithm finds a set of edges to cut such that the system is split into two subsystems S 1 , S 2 ⊆ N where T 1 ⊆ S 1 and T 2 ⊆ S 2 , while minimizing the power-flow disruption on cutting edges:
For r > 2, repeat the above process for each subsystem until the desired number of islands r is achieved.
IV. PROPOSED CONTROLLED ISLANDING FRAMEWORK
This section formulates the problem of partitioning a power system into internally stable islands and presents an islanding algorithm with provable optimality guarantees by exploiting the weak submodularity of the problem.
A. Problem Formulation
Suppose that we are given a power system with graph G(N, E) and a set of reference generators at buses {s 1 , . . . , s r } ⊆ N . We are also given a maximum generation limit g The problem studied in this paper is to select a set of edges S ⊆ E to trip such that the system is partitioned into r disjoint internally stable islands where each island contains a unique reference generator. Let S denote the complementary set of S such that S = E \S . Such a set S is called a partitioning set. The partition of the system induced by S is called an islanding strategy.
An island being internally stable requires that the generators within the island must be coherent and the imbalance between load and generation at all buses must be minimized [5] . The loadgeneration imbalance is an estimate of how much load must be shed during controlled islanding. In the existing literature [7] , [11] , the load-generation imbalance is often defined as sum of mismatch between load and generation within each island or sum of power flows on lines to be tripped, based on a power flow solution at a steady state prior to the disturbance. For islands having power imbalance, the load that must be shed depends on the new steady state established in the island.
A metric that captures the minimum load that must be shed, given any partitioning set S, is defined as follows
where A(S) is the incidence matrix induced by the set of edges S. T are the maximum available load and generation at each bus, respectively. The vector
T is the net load at initial operating point. The metric F (S) is equal to the minimum load-generation imbalance for any power flow x that satisfies the flow conservation constraint (4) at each bus. Note that given any partitioning S, the optimal value of x in (5) can infer the post-islanding load d and generation g at each bus. This can approximately indicate the amount and location of load to be shed. For more accurate calculations, other methods including the rate of frequency decline-based load shedding can be used [22] .
Generator coherency is another essential property to achieve the internal stability of islands. In the following, a metric is defined based on (2) that evaluates the generator non-coherency given any partitioning set S. By linearizing the system dynamics at a steady-state operating point, a model can be established as described by (1) . Following the algorithm in Section III-A, one can obtain a coherency matrix L with respect to the given reference generators. Given any set S, a partition matrix L g can be calculated and the overall generator non-coherency is measured by H(L g ) in Eq. (2) .
Let u i denote the bus index of the ith generator. For each non-reference generator at bus u i ∈ N \{s 1 , . . . , s r }, define a function H i to be the optimal value of a quadratic program:
where A(S) is the incidence matrix induced by S and c i is a vector defined by
The following lemma establishes the relation between the metrics H i and H(L g ).
Lemma 3: If the set of edges S induces a partition such that each reference generator s k ∈ {s 1 , . . . , s r } is in a unique island and the generator at bus u i ∈ N \{s 1 , . . . , s r } is connected to exactly one reference generator at bus s j , then
where
Proof: Suppose that the set of edges S induces a partition of the system G (N, E) , where each reference generator s k ∈ {s 1 , . . . , s r } is in a unique island and the generator at bus u i ∈ N \{s 1 , . . . , s r } is connected to a reference generator s j . With an orientation of the graph G, the matrix A(S) has the following block pattern
where each block A k corresponds to the incidence matrix of an island containing reference generator s k . Similarly, the vectors in (6) 
subject to (A(S)x) k = 0, ∀k ∈ {u i , s 1 , . . . , s r }. Each term of H i (S) in (7) is a minimization problem. The solution to each problem is equivalent to the load-generation imbalance defined by (5) of a unique island. For the island k = j which contains the bus u i , given a "generation" of 1 at u i and a "load" of L ij at s j , it has a "load-generation imbalance" of (1 − L ij ) 2 /2 resulting from the corresponding minimization problem. For each of the rest islands where k = j, there is only a "load" of L k at bus s k without any generation in the island, which results in a "load-generation imbalance" of L 2 ik . With the analogy above, we get
L g is the generator partitioning matrix induced by S. If the generator at bus u i is in the same island of the reference generator s j , then the ith row of L g has a 1 at jth column and 0 anywhere else. Thus, we have
and hence
2 /2, completing the proof. The proof of Lemma 3 is established using the analogy of the formulation in (5), in which we have a "generation' of 1 at bus u i and a "load demand"' of L ik at bus s k , ∀k ∈ {1, . . . , r}. We restrict d max and g max to be 0 for buses not in the set
The function H i (S) can be interpreted as the sum of noncoherency in each group caused by the ith generator, given an islanding strategy S. We note that H i (S) = 0 if the generator i is a reference generator.
By Lemma 3 and the fact that
The controlled islanding problem can be formulated as
where the objective function is to minimize the sum of loadgeneration imbalance and generator non-coherency with a tradeoff parameter ξ ≥ 0 balancing the two objectives. The constraint requires that each reference generator must be in a unique island. In classic two-step formulations, when given the groups of coherent generators, the problem of partitioning a system with minimum load-generation imbalance is typically NP-hard [23] . For the one-step problem formulation (8) , the objective function is the sum of a finite number of least square metrics, where each metric measures the distance between a vector and the subspace spanned by the selected column vectors from A. As is shown later in Section IV-B, the constraint of (8) can be formulated as a graph matroid constraint and hence the problem in (8) is equivalent to a subspace selection optimization problem with matroid constraint which is known to be NP-hard [24] .
In the following section, the weak submodularity of problem (8) is exploited, which leads to polynomial-time approximation algorithms with provable bound on the optimality of solutions.
B. Weak Submodularity Approach
In order to define a relaxation of the problem (8) which has weak submodularity, the following metrics are introduced: If F (S) > 0, letx be the optimal solution of F (S), i.e.,
Similar proofs for h i (S) and H i (S) can be established following the same steps.
By Lemma 4, the function f (S) is a lower bound to the load-generation imbalance F (S) by relaxing the restrictions on generation and load at each bus, while h i (S) is a lower bound to the generator non-coherency H i (S) for each generator i.
Thus, the problem (8) has a relaxed formulation, given as follows, that provides a lower bound on the optimal solution:
The following theorem establishes the weak submodularity structure of the objective function in (9) .
Denote γ U,k as the submodularity ratio of J(S). Then for any set U ⊆ E and k ≥ 1, the submodularity ratio γ U,k is bounded by [8] , [20] , [25] . Hence, it suffices to show that J(S) has submodularity ratio γ U,k bounded by γ U,k , i.e., γ U,k ≥ γ U,k .
Let {v i } be a set of vectors where v 0 = b 0 and v i = c i for i ∈ {1, . . . , n}. Let {a i } be a set of weights where a 0 = ξ and
In what follows, a graphic matroid constraint is defined, which is sufficient to satisfy the constraint on S of problem (9) . Given the graph G(N, E) and reference generators at buses {s 1 N i by a path (s i , v 1 ), (v 1 , v 2 
, ∀i} forms a cycle in graph G 0 , which contradicts with the definition of a spanning tree. Therefore, by contradiction, we have that s k ∈ N k , ∀k.
By Lemma 5, the relaxed problem formulation (9) is equivalent to the following form:
C. Proposed Islanding Algorithm
This subsection presents a greedy algorithm that approximately solves (11) with provable optimality guarantees. The algorithm consists of two stages, namely greedy selection and local search. Each stage proceeds as follows. In greedy selection, the set S is initialized to be empty and the groundset Ω is initialized to be the set of edges E. At each iteration, the algorithm selects an edge e ∈ Ω\S that maximizes J(S) − J(S ∪ {e}) and deletes e from Ω. The edge e is added to the set S if it does not generate any cycle in the graph consisting of edges S ∪ {e} ∪ { (0, s i ) , ∀i}. The greedy selection terminates when the groundset Ω is empty.
In local search, let > 0 be a constant parameter. The algorithm selects a pair of edges (v ∈ S, e ∈ E \S) that by swapping them can lower the function J value, i.e., J(S \{v} ∪ {e}) < (1 − )J(S), and the graph consisting of edges S \{v} ∪ {e} ∪ {(0, s i ), ∀i} contains no cycle. A pseudocode description is given as Algorithm 1.
Intuitively, the algorithm first selects a spanning tree from graph G 0 while minimizing the function J. Then in local search, the algorithm swaps edges from the tree to converge to a local optimum which further minimizes J. The following proposition describes the optimality guarantee of Algorithm 1.
The Algorithm 1 is run offline for planning purpose. For each contingency, the algorithm can find an islanding solution in polynomial time with provable optimality guarantees on the load-generation imbalance and generator coherency.
Proposition 1: Let S * denote the optimal solution to (11) and let S be the solution returned by Algorithm 1. Then, we have
where γ 0 = λ min (C, 2|S|) and S t−1 denotes the selected set at the second-to-last iteration of Algorithm 1.
Proof:
The matroid M has rank m and hence |S * | = |S| = m − r. Let e i be the ith element selected by the Algorithm 1 and let S i = {e 1 , . . . , e i } be the set containing the first i elements picked by the algorithm. Let π : S * → S be a bijection as in Lemma 1 so that the elements e * i of S * are sorted to satisfy S \{e i } ∪ {e * i } ∈ I for all i. By the definition of submodularity ratio, we have
where γ 0 = λ min (C, 2|S|). By the greediness of Algorithm 1 and that S i−1 ∪ {e * i } ∈ I for all i, we have
Since J is monotone decreasing, we have 
3:
Output: Set of edges S ∈ E that form a partition of G, where each partition contains a group of coherent generators while minimizing load-generation imbalance.
4:
Initialization:
by adding new node 0 and edges (0, s i ), ∀i to G; Set Ω = E, S = ∅.
5:
1) Greedy Selection: 6:
S ← S ∪ {e} 10:
end if 11:
Ω ← Ω\{e} 12: end while 13:
2) Local Search: 14:
end while 17:
return S 18: end procedure or equivalently,
At the last iteration, we have
where S t−1 denotes the selected set at the second-to-last iteration of Algorithm 1. The complexity of Algorithm 1 is described by the following proposition. 
Rearranging terms yields k ≤ C. Each iteration requires at most l 2 evaluations of the objective function, implying that the worstcase computation is O(l 2 C).
V. REFERENCE GENERATOR SELECTION
This section discusses the slow-coherency based reference generator selection and presents a submodular optimization approach to selecting reference generators.
From the discussion in Section III-A, given the set of r slowest modes σ r and its corresponding eigenbasis matrix U , two generators (states) are coherent with respect to σ r if their corresponding row vectors in U are linearly dependent. Then selecting r reference generators is equivalent to find r rows from U that are most linearly independent.
Define a matrix U (T ) consisting of the selected set T of rows from U . A measure of the linear independence of the row vectors of U (T ) is given by the Gramian
where U (T ) is the transpose of U (T ).
A physical interpretation of the Gramian G U (T ) is that the row vectors of U (T ) forms a parallelepiped in the case of |S| = 3 and G U (T ) is the volume of the parallelepiped. For |T | > 3, the parallelepiped becomes a |T |−dimensional polytope formed by the row vectors of U (T ).
The linear independence of the rows of U (T ) reaches maximum when the volume of the parallelepiped/polytope formed by U (T ) is largest. Therefore, the reference generator selection can be formulated as selecting a set T of rows from U such that
A classic heuristic method to approximately solve (12) is by applying complete-pivoting Gaussian elimination to matrix U [6] . Following the elimination, the generator (state) dominant in each column is chosen as a reference generator. This heuristic, however, does not have any guarantee on the optimality of solutions.
In what follows, a submodular optimization based approach to reference generator selection is proposed, which provides a provable guarantee on the maximum linear independence achieved. At each iteration, the algorithm selects a reference generator v ∈ Ω\T that maximizes φ(T ∪ {v}) − φ(T ) and adds to the selection T . The algorithm terminates when the groundset Ω is empty. Output: Set of reference generators T 4:
Initialization: Calculate the set of r slowest modes σ r and basis matrix U ; construct the set function φ; T ← ∅ 5:
while |T | < r do 6:
for v ∈ Ω\T do 7:
end while 12:
return T 13: end procedure
Since U (T )U (T ) is positive semi-definite, its determinant G U (T ) is nonnegative. By the fact that log(·) is a monotone increasing function, the optimal point of max T G U (T ) is the same as max T log G U (T ). Thus, the problem (12) is equivalent to
Theorem 2: The function φ(T ) = log det(U (T )U (T ) ) is submodular in T .
Proof: Let Σ = UU . Suppose X ∈ R r is multivariate Gaussian with probability density function
with some mean vector u. The (differential) entropy of the random variable X is given by
For a subset T of variables, X T , we denote Σ T = V (T )V (T ) and we have
where the term (|T | log 2π) is modular in T .
Since entropy Φ(X T ) is submodular in T , the term log |Σ T | = log det(V (T )V (T ) ) = φ(T ) is submodular.
By Theorem 2, the problem (13) is submodular maximization subject to a cardinality constraint. A simple greedy algorithm can approximately solve (13) in polynomial time O(nr) up to a worst-case optimality bound of (1 − 1/e) [26] . We present such an algorithm, described by Algorithm 2.
VI. NUMERICAL STUDY
This section presents the simulation results of our proposed approach to controlled islanding on IEEE 39-bus system and IEEE 118-bus system, with comparison to the two-step spectral clustering based islanding method which is the state of the art [7] .
A. System Setup
For both test cases, the initial system data including topology, transmission line impedance, load and generator configuration are specified by the test system. An initial operating point including knowledge of generator voltage magnitudes V i and angles δ i is obtained by solving an optimal power flow using Matpower [27] . The generator inertia M i for the 39-bus and the 118-bus systems are given by [28] and [29] , respectively. The desired number of islands is set to r = 3.
The performance of an islanding strategy S is evaluated by calculating the resulting load-generation imbalance and generator non-coherency. The metric f (S) = dist(b 0 , span(A(S))) is used for estimating the load-generation imbalance with unit MW and 
B. Test Case I : IEEE 39-Bus Test System
The IEEE 39-bus test system contains 10 generators and 46 transmission lines. The system topology is shown in Fig. 1 . Algorithm 2 identifies generators {G1, G5, G9} as reference generators, which is consistent with the result of the classic Gaussian elimination based reference generator selection.
As a measure of the order of magnitude difference between the load-generation imbalance and generator non-coherency, when S = ∅, the ratio of The two-step spectral clustering method finds generator groups {G1}, {G2, G3, G4, G5, G6, G7}, {G8, G9, G10} in the first step and a min-cut set of edges {1-2, 8-9, 3-4, 3-18, 17-27} in the second step. Fig. 1 illustrates the difference between islanding strategies of the proposed weak-submodular approach and the spectral clustering method on topology. A comparison of performance between the two islanding strategies is shown in Table I . It is observed that the weak-submodular strategy reduces the loadgeneration imbalance by 27% compared to the spectral clustering islanding, although the generator non-coherency is 8.6% higher. Table II shows islanding results from Algorithm 1 with different ξ values. When choosing ξ = 0, only generator noncoherency is considered in the problem (11) and hence the objective function J(S) = n i=1 h i (S). The resulting submodular islanding strategy is able to find the same coherent generator groups as the spectral clustering method. When ξ > 10 −5 , we have J(S) ≈ n i=1 h i (S). The objective function J(S) is dominated by the load-generation imbalance, while the effect of generator non-coherency is negligible. The Algorithm 1 finds a near-balanced islanding strategy by sacrificing 21.3% on generator non-coherency compared to the spectral clustering method.
For the IEEE 39-bus system, the proposed Algorithm 1 on average returns an islanding solution in 7 seconds, which consists of 4.5 seconds for greedy selection and 2.5 seconds for local swap (on a Macbook with 2.4 GHz dual-core Intel Core i5 processor and 8 GB RAM). The spectral clustering algorithm costs less computational time but does not provide provable optimality guarantees.
C. Test Case II : IEEE 118-Bus Test System
For this test case, the system topology is given by Fig. 2 . Generators at buses {10, 54, 87} are selected by Algorithm 2 as reference generators, which is the same as classic reference generator selection result.
For the IEEE 118-bus system, the computational time of Algorithm 1 on average increases to 9 minutes, which consists of 1 min for greedy selection and 8 min for local swap.
When ξ = 10 −6 , Algorithm 1 returns a solution that has the same generator non-coherency but a lower load-generation imbalance compared to the spectral clustering solution, as shown in Table III . A comparison between the two solutions on system topology is shown in Fig. 2 .
In conclusion, the weak-submodular islanding approach can identify solutions that achieve lower load-generation imbalance compared to the two-step spectral clustering method, with the same or slightly higher generator non-coherency. This is due to the trade-off mechanism of the proposed approach that is able to reduce the load-generation imbalance by changing coherent generator groups.
VII. CONCLUSION
This paper studied the problem of selecting a set of transmission lines to trip in order to partition an unstable power system into internally stable islands. The proposed formulation captures the generator coherency and load-generation imbalance jointly in one objective function. The weak submodularity of the formulation was exploited. Based on the weak submodularity, a greedy islanding algorithm with provable optimality guarantees was proposed, which is currently not available in the existing literature. The paper also studied the reference generator selection and proposed a submodular maximization approach. The proposed islanding algorithms were validated on the IEEE 39-bus and 118-bus power systems, with a comparison to the spectral clustering-based islanding method. It was observed that the proposed islanding approach can significantly reduce the power imbalance compared to the state of the art, with the same or slightly higher generator non-coherency.
