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1CHAPTER 1
Introduction
Mathematical models of “the real world” bridge the gap (or at least the gap that exists
according to most people) between mathematics and real life. In the recent years,
mathematical modelling has become so popular that in personal blogs and teachers’
handbooks one argues that it should be integrated in the mathematics education from
start on, because students would thus feel the “real use” of mathematics. In this thesis,
the focus is on mathematical models in population biology. Population models can
help to understand the involved dynamic processes and to make practical predictions.
One of the great advantages of the use of mathematics in population biology, is that
one is forced to be exact about the assumptions one makes and, of course, mathemat-
ics are a great framework for logical reasoning and analysis of problems. The study
of populations dates back from the, by now well known, exercise in an arithmetic
book of 1202 written by Leonardo of Pisa which involved the building of a mathemat-
ical model for a growing rabbit population (later resulting in the Fibonnaci sequence).
The individual organism is the basic unit in population models. It is often useful to
make a distinction between different individuals on the basis of certain physiological
characteristics that influence their life trajectory. This collection of physiological
traits, is called the individual state or i-state and may include e.g. age, size or sex.
Population models that make such a distinction between the individuals are called
structured population models, as opposed to unstructured population models that
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consider identical or “average” organisms. In this thesis, we consider structured
population models of unicellular organisms. The novelty is that we use the chemical
components of a mathematical submodel for the cell cycle as i-state. Existing struc-
tured population models that consider the cell cycle, use a continuous component to
represent the progression through the cycle or e.g. a combination of the cell’s mass
and age. However, during the last fifteen years Tyson and Nova´k and collaborators
have presented several mathematical models for the cell cycle of different organisms
based on the concentrations of chemicals such as cyclins that play a role in the pro-
cess. We incorporate two of these models to describe how the i-state of a cell changes
during its life-time and, importantly, to describe when it divides. A population model
reflects how a certain population will behave in the future, given its current state and
environmental conditions that influence the time evolution of the population. The
current state of the population is called the p-state and is represented by a frequency
distribution over all i-states. We consider chemostat models, i.e. the cell population
is inside a stirred bioreactor to which fresh nutrient is continuously added, while the
culture liquid (containing both the cells and the nutrient) is continuously removed at
the same rate to keep the culture volume constant. The only environmental factor in
our models is the limiting nutrient concentration in the bioreactor. We incorporate a
nutrient dependency in the equation for the mass increase of the cell cycle models.
The equations for the population dynamics consist of a renewal equation coupled
with a delay differential equation. We are particularly interested in the equilibria
of the model. An equilibrium consists of a constant nutrient concentration and a
time-invariant distribution of the births over the possible i-states. To be able to
numerically solve the equilibrium equations, we have to discretise the birth space re-
sulting in a finite number of birth cohorts with corresponding equations. To decrease
the number of birth cohorts, we use the funnel effect of the considered cell cycle
models, and further use an adaptive mesh. The equilibrium of the population model
can be calculated as the fixed point of a map. The calculation of the fixed point is
implemented using C++. We consider different options for the cell division criteria,
initially following Tyson and Nova´k who let a cell divide when the concentration of
the cyclin-Cdk dimer is decreasing and equal to 0.1, but also consider e.g. the impact
on the fixed point of a minimal mass criterion for division, of a discrete mapping of
the mass at birth to the value of the dimers at division and of a density probability
function for the value of the dimers at division. We give an overview of the different
chapters in the thesis.
2
1
In Chapter 2 an introduction to the different topics needed to comprehend this
thesis is given. Section 2.1 describes the key features of the cell cycle and how
a mathematical model can reflect them. In Section 2.2 an overview of population
models is given, with the main focus on structured population models. An overview
of the main mathematical forms of structured population models is given, an example
of a model for cells with nutrient dependency that uses the progression through the
cell cycle as i-state is given and a numerical method to calculate the equilibrium
of a structured cell population model is explained. In the last Section 2.3 of this
chapter, we introduce mathematical methods that will be used later on in this thesis.
We give some background on the bifurcation theory of ODEs and maps, and explain
the method of pseudo-arclength continuation.
In Chapter 3 we study the bifurcation structure of a cell cycle model for bud-
ding yeast of Tyson and Nova´k using the Matlab numerical bifurcation software
MatCont. We find that not only the S-G2-M phase but also the G1 phase of the cell
cycle contains both stable steady states and stable periodic orbits. A closer inves-
tigation of the periodic orbits in the model is done. We find and discuss a relation
between the growth rate of the cell and the mass increase after DNA-replication. We
relate this to a constant phase fraction of a periodic orbit traversed during S-G2-M
phase and derive a relation between the growth rate and the time spent in S-G2-M
space. We discuss the budding yeast model as a slow-fast system and show how the
boundary value problem of the cell cycle can efficiently be computed as the fixed
point of a map. The robustness of the model with respect to the parameter k′13 is
investigated and leads to the result that the constitutive expression of the Starter
kinase not only leads to a premature transition from G1 to S phase and smaller
cells (as is experimentally known and confirmed by other models) but can also lead
to nonviable cells in this model. In the last section of the chapter, we introduce a
simplified model for the cell cycle by Tyson and Nova´k, the Toy model. This model
will be used as internal cell cycle mechanism of the structured population models in
the main part of Chapters 4 and 5.
Chapters 4 and 5 cover the major part of our study. In Chapter 4 we focus on
the modelling part of our study on structured population models with internal cell
cycle. We introduce the chemostat model for a population of unicellular organisms
3
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which live in a continuous culture and attach a physiological structure to these cells
describing their internal cell cycle. The progression through the cell cycle depends
on the concentration of the limiting nutrient in the bioreactor. In Section 4.1 we
describe the structured population model in general terms. The i-state of the cell
describes its progression through the cell cycle by using well-studied mathematical
models. In Section 4.2 we present the cell cycle equations and explain the cell divi-
sion conditions. We make the distinction between population models where cells can
only divide when their mass satisfies a minimal mass criterion (Minal-Mass models
MM1 and MM2) and a model without minimal mass criteron (No-Minimal-Mass
model NMM). In Section 4.3 we give the equations for the equilibrium (S¯, b¯(x)).
To enable the computation of the equilibrium, the birth space is discretised which
results in a finite number of birth cohorts. In Section 4.4 we discuss a general
discretisation of the birth space, using a uniform meshing, and give the equations
for the discretised population model and the equilibrium. The internal state of each
birth cohort, together with the nutrient consumption by the cells in the cohort, is
integrated over age until the survival probability of the cells in the cohort becomes
negligible. The discretisation of the birth space is simplified in Section 5.1 making
use of the funnel effect which the Toy model and more elaborated cell cycle models
display. This results in only discretising the mass component. We use an adaptive
discretisation, which means that the birth cohorts are not fixed: the age integration is
performed on an initial list of cohorts resulting in a new list of birth cohorts. This
new list of birth cohorts depends on the i-states of the newborn cells, born from
mother cells in the initial list of cohorts, and two parameters δ and ε . δ represents
the “inhibition zone” of an existing cohort, which means that the masses in the new
list of birth cohorts differ minimally δ from each other. ε is a lower threshold for the
fraction of cells born in a cohort. We give the resulting equations for the population
model and motivate how the equilibrium equations can be rewritten as the fixed point
equation of a map.
In Chapter 5 we discuss the computational results for the structured population
models introduced in Chapter 4. In Section 5.1 we briefly discuss how we imple-
ment this map and discuss the convergence results for the models NMM, MM1 and
MM2. In the NMM model, all cells divide immediately after birth, which is not
very realistic. For the MM1 model, we find a non-trivial fixed point with 41 birth
cohorts which we discuss in more detail. To represent a fixed point, we introduce a
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cohort-to-cohort representation that indicates graphically for every birth cohort to
which birth cohorts the daughter cells of dividing cells that were born in this certain
birth cohort, contribute. This representation was implemented by Bart Mesuere using
the D3 JavaScript library. For the MM2 model, we find a similar non-trivial fixed
point. The focus in the rest of the chapter is on the MM1 model. In Section 5.2 we
discuss the numerical effects that occur when calculating the fixed point by iterating
the map and compare the impact of changing δ and reltol (the scalar relative
tolerance in the age integration) on the speed and precision of the calculation of the
fixed point. In Section 5.3 we investigate how the convergence behaviour changes
under variation of the parameter S0 (the nutrient concentration in the feeding bottle
of the chemostat). For some values of S0 non-trivial fixed points coexist with cycles,
both stable in terms of the map. In Section 5.4 we investigate how sensitive the
fixed point (for a parameter value for which there also exists a stable cycle) is to
perturbations and in Section 5.5 we use the observed cyclic behaviour for several S0
values to make an “educated” guess for the fixed point. In Section 5.6 three fixed
point continuation methods for free S0 are discussed: a very simple method that uses
a previous fixed point as prediction (we call this the zero-order prediction method), a
continuation method where the prediction of the new fixed point is based on the 2
previously computed fixed points (we call this the chord prediction) and a modified
version of the pseudo-arclength continuation method. In Section 5.7 we discuss the
results of these fixed point continuation methods for a free dilution rate D. In Section
5.8 we discuss which D value is optimal to maximize the yield and in Section 5.9
we study the non-trivial fixed points that have very few cohorts for small D values.
As a generalisation of our population model, we consider two adaptations in the last
sections. In Section 5.10 we adapt one of the cell division criteria proposed by Tyson
and Nova´k and study the effect on the resulting fixed point. And finally, in Section
5.11, we incorporate a more extended model for the cell cycle as internal structure
for the cells, namely the budding yeast model of Tyson and Nova´k.
In Chapter 6 we document how the study of our structured population models
was implemented. The code is written in C++ using Microsoft Visual C++
2010 Express. We summarize which external libraries we used and explain how
to get the code operating with Microsoft Visual C++ 2010 Express.
We give an overview of the data structures, functions and global constants and
give examples of how these functions were used for some of the calculations in
5
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Chapter 5.
Finally, in Chapter 7 we discuss different possibilities for future work on this
subject.
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2CHAPTER 2
Preliminaries
Overview
In this chapter we give an introduction to different topics needed to comprehend
this thesis. Section 2.1 describes the key features of the cell cycle and how they can
be translated in a mathematical model. In Section 2.2 an overview of population
modeling techniques is given. Unstructured population models are briefly discussed,
but the main focus of the section (and this thesis) are population models with an
internal structure for the individual. An overview of the main mathematical forms for
such models is given in Section 2.2.1, an example of a model for cells with nutrient
dependency that uses the progression through the cell cycle as individual structure
is given in Section 2.2.2 and a numerical method to calculate the equilibrium of a
structured cell population model is discussed in Section 2.2.3. In the last Section
2.3 mathematical methods are introduced that will be used in this thesis. In Sections
2.3.1 and 2.3.2 some background on the bifurcation theory of respectively ODEs and
maps is given. Finally, in Section 2.3.3 the method of pseudo-arclength continuation
is discussed.
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2.1 Mathematical modeling of the cell cycle
In the recent review articles [83] and [84] Tyson and Nova´k give examples of the
lines of thought that, over the last 50 years, led to our current understanding of
cellular information processing, respectively use the modeling of the eukaryotic cell
cycle as illustration of the general principles of mathematical modeling in biology.
This section is mostly based on the chapter “Cell cycle controls” of Tyson and Nova´k
in [81].
2.1.1 The phases of the cell cycle
The cell cycle is the succession of events by which a growing cell duplicates its
components, in particular its genetic material, and divides into two daughter cells.
This process of cell growth and cell division for an eukaryotic cell is usually divided
into four stages (see Figure 2.1), namely the first Gap phase (G1), Synthesis (S,
where the DNA-replication takes place), the second Gap phase (G2) and Mitosis
(M, where the cell divides). When Mitosis is finished, the daughter cells each have
the same number and kind of chromosomes in their nuclei as the parent cell origi-
nally had, as well as the same “hardware” (proteins, RNA, phospholipid bilayers,
carbohydrates). A daughter cell then enters the first Gap phase G1 during which
it mainly grows and prepares for a possible division later on. At the critical point
“Start” (the transition from G1 to S phase), a cell confirms that internal and external
conditions are opportune to start a new round of DNA synthesis and division and the
cell enters S phase. This transition is irreversible: once a cell commences with the
DNA synthesis, it goes to completion. During the Synthesis phase, each chromosome
copies itself. By the end of the S phase, each chromosome consists of a pair of sister
chromatids held together by specific tethering proteins, called cohesins. This is fol-
lowed by the second gap phase G2 during which the cell grows further and prepares
for replication. The cell then enters Mitosis, which has a metaphase and an anaphase.
During the metaphase, the so-called metaphase spindle or mitotic spindle is formed.
The replicated chromosomes are then attached by microtubules to opposite poles
of the spindle. At the second critical point “Finish”, the cell enters anaphase. The
cohesins are removed so that the sister chromatids can be segregated to opposite
sides of the cell. Shortly thereafter, the cell itself divides and two daughter cells in
G1 stage are born, after which the cycle can start again.
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Figure 2.1: Schematic illustration of the different stages of the cell cycle (by Tyson
and Nova´k in [81]). A newborn cell is initially in the first Gap phase G1. At
Start, the cell enters into the Synthesis phase S where it replicates its chromosomes.
After a second Gap phase G2, the cells enters into the Mitosis phase M. During the
metaphase of Mitosis, the replicated chromosomes are aligned on the metaphase
spindle. At the Finish transition, the cell is ready to divide and shortly thereafter it
divides during the anaphase of Mitosis and produces two daughter cells which are
initially in G1 phase.
The chromosome cycle of the cell (DNA synthesis and sister chromatid separa-
tion) runs in parallel with the growth cycle whereby the cell’s hardware is duplicated
and partitioned, more or less evenly, between the daughter cells. There are exceptions
to this rule, such as oocytes (immature eggs in an ovary) which grow very large
without dividing and embryos (fertilized eggs) which divide rapidly without growing.
But in general, the long-term viability of a cell line depends on balanced growth and
division. This is achieved in most cells by a size requirement for the Start transition.
Before cells can commit to chromosome replication and division, cells must grow to
a critical size. A second regulatory constraint is to hold off the Finish transition if
the DNA replication or chromosome alignment have not been performed properly, in
order to avoid daughter nuclei without a full set of chromosomes.
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It may be more convenient to subdivide the process into the parts G1 and S-G2-M,
seperated by the two transitions (Start and Finish) as proposed by K. Nasmyth [65].
This is supported in the work of Tyson & Nova´k (see [2, 4, 10, 11, 14, 66, 67, 81,
79, 80]).
2.1.2 Molecular mechanisms of the cell cycle
The modern history of the study of the cell cycle goes back to 1976 when Paul Nurse
identified the gene cdc2 in fission yeast [70]. This gene controls the progression of
the cell cycle from the G1 phase to the S phase and the transition from the G2 phase
to Mitosis. In 2001 P. Nurse received the Nobel Prize for Physiology or Medicine
“for the discovery of cyclin and cyclin-dependent kinase, central molecules in the
regulation of the cell cycle” together with Leland Hartwell and Timothy Hunt for
their work on the key regulators of the eukaryotic cell cycle [69].
A network of molecular signals control the cell cycle events, of which the cen-
tral components are cyclin-dependent protein kinases (Cdks). When a Cdk is paired
with a suitable cyclin partner, it becomes an active kinase and it can phosphorylate
target proteins involved in cell cycle events (see Figure 2.2). By attaching phosphate
groups to these target proteins, the latter’s behaviour can be changed. Cdk targets
include proteins involved in DNA replication, chromosome condensation, spindle
formation, and other crucial events of the cell cycle. For example, a Cdk-cyclin
dimer can phosphorylate histones (proteins involved in DNA packaging) and thereby
initiate chromosome condensation at the G2-M transition.
The activity of Cdk can be regulated throughout the cell cycle in different ways.
When the concentration of a cyclin in the cell is low, the cyclin detaches from the
Cdk, inhibiting the activity of the kinase. It is generally assumed that the Cdks
are always present in abundance throughout the cell cycle, which means that their
activity is regulated by the availability of the cyclins. The availability of the cyclins
depends on the rates of cyclin synthesis and degradation, which can be regulated
during the cell cycle. Secondly, a CKI (cyclin-dependent kinase inhibitor) can bind
to a Cdk-cyclin dimer and make it inactive. The synthesis and degradation rates
of CKIs are also cell-cycle regulated. Finally, a specific tyrosin residue can phos-
phorylate Cdk and inhibit the activity of Cdk. The phosphorylation state of Cdk
10
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Figure 2.2: Cyclin-dependent kinase (Cdk) requires a cyclin partner in order to be
activated and recognize proper targets. It phosphorylates a target protein using ATP
as the phosphate donor. Source: http://www.bio.miami.edu/dana/250/
25008_13.html.
fluctuates during the cell cycle as the activities of the tyrosine kinase Wee1 and the
tyrosine phosphatase1 Cdc25 fluctuate. The different regulatory mechanisms of Cdk
are illustrated in Figure 2.3.
It was soon discovered that there exists a bewildering variety of cyclins and cyclin-
dependent kinases. The information about proteins that control cell growth and cell
division in eukaryotes is enormous and the process of growth and division is very
complex. An additional problem is that the details of the process vary from organ-
ism to organism and that many parameters are hard to determine by experimental
methods. Experimental results are therefore usually obtained in a few special cases,
like budding yeast (Saccharomyces cerevisiae), fission yeast (Schizosaccharomyces
pombe) and frog egg cells. However, in lower eukaryotes the number of compo-
nents is much lower than in higher eukaryotes, namely one Cdk and 2 to 4 crucial
cyclins. This indicates that one Cdk is sufficient and that Cdk-cylin dimers can
1A phosphatase can dephosphorylate other proteins by removing attached phosphate groups, as
opposed to a kinase.
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Figure 2.3: Possible regulation mechanisms of Cyclin-dependent kinase activity (by
Tyson and Nova´k in [81]): by availability of the cyclin subunits, by phosphorylation
of the Cdk subunit and by binding to the inhibitor CKI.
substitute one another to a large extent. Tyson and Nova´k describe the cell cycle as
“a complex, nonlinear, dynamical system of interactions between Cdk-cyclin dimers
and their regulatory agents: transcription factors, degradation machinery, CKIs, and
tyrosine-modifying enzymes” [81]. The basic principles are by now reasonably
well understood and present-day researchers work hard on building mathematical
models, mainly in the form of nonlinear ODEs systems. We will discuss the quite
extended model for the cell cycle of budding yeast of John Tyson and Be´la Nova´k
[81]. Tyson and Nova´k also propose a “Toy model” in [81] which already covers
the basic modeling and bifurcation ideas. We will come back to this “Toy model” in
Section 3.3.
The two cell-cycle phases G1 and S-G2-M (as proposed by Nasmyth [65], see
Figure 2.1) are correlated with low and high Cdk activity respectively. During G1
phase, cyclin levels are low because cyclin mRNA synthesis is inhibited and cyclin
protein is rapidly degraded. At Start (beginning of the S-G2-M phase), cyclin syn-
thesis is induced and cyclin degradation is inhibited. The initial rise in Cdk activity
initiates the replication of DNA (S phase) but a further increase is needed to drive the
cell into the Mitosis anaphase. At Finish, a group of proteins, called the anaphase-
12
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promoting complex APC is activated. The APC attaches a “destruction label” to
specific target proteins, which then are degraded by the cell’s specific proteolyticic
(protein-killing) components. The APC consists of a core complex of polypeptids
plus two proteins called Cdc20 and Cdh1. Activation of Cdc20 at Finish is needed
for the degradation of the cohesins at anaphase and for the activation of Cdh1. Cdc20
and Cdh1 need to be both active to label cyclins for degradation, so that the control
system can return to the low activity of cyclins in the G1 phase. The situation is
complicated since cyclin-Cdk activates Cdc20 but inhibits Cdh1.
The transitions Start and Finish are usually irreversible ([80], see also [67] for
a discussion of this ancient notion in terms of reaction networks) and related to the
antagonistic relationship between the central components of the cell cycle machinery.
The APC extinguishes Cdk activity by destroying cyclins, while cyclin-Cdk dimers
inhibit APC by phosphorylating Cdh1. This leads, roughly speaking, to two stable
steady states of the systems: a G1 state with high Cdh1-APC activity and low cyclin-
Cdk activity, and a S-G2-M state with high cyclin-Cdk activity and low Cdh1-APC
activity. For further information on the biochemical background and the history of
the subject we refer to [11, 13, 81] and references therein.
2.1.3 Mathematical model of the cell cycle
During the last fifteen years, Tyson and Nova´k presented several mathematical
models for the cell cycle, of which we will discuss the budding yeast model [81,
80]. This model is based on their understanding of the controls in budding yeast
(see Figure 2.4), but it can be applied to other organisms such as fission yeast
and mammalian cells by changing the regulatory proteins (see Table 10.2 in [81]).
Budding yeast is the common yeast used in baking (“baker’s yeast”) and brewing
(“brewer’s yeast”). In Figure 2.5 the basic mechanisms are illustrated. Solid lines
correspond to transitions between different states of the chemical components and
indicate the creation and degeneration of the chemical components. Dashes lines
show the influence of a chemical component on a certain pathway. Note that the
cyclin is denoted by CycB.
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Figure 2.4: Electron micrograph of budding yeast Saccharomyces cerevisiae
cells (Ira Herskowitz and E. Schabtach at http://book.bionumbers.org/
how-big-is-a-budding-yeast-cell/).
The following interactions are visualized in Figure 2.5:
• The antagonistic relationship between cyclin-Cdk and Cdh1-APC is clear in
1 and 2 .
• Cdc20 is synthesized during S-G2-M phase of the cell cycle since the concen-
tration of CycB-Cdk is high during this phase (see 3 ).
• At the Finish transition, Cdc20 is activated abruptly by signals from the mitotic
process itself, represented by the Intermediary Enzyme (IE) (see 4 and 5 ).
• When there are mitotic spindle abnormalities, a Cdc20-inhibitory signal is
generated through the Mad pathway (see 6 ).
• Interactions 5 , 4 , 7 and 2 form a negative feedback loop at exit from
mitosis. This is re-enforced by the ability of activated Cdc20 (Cdc20A) to
directly degrade CycB-Cdk (see 8 ).
• CKI (Cyclin-dependent Kinase Inhibitor) is prevalent in G1 phase and inhibits
CycB-Cdk (see 9 ).
• When CKI is phosphorylated, it is labelled for rapid proteolysis2 (see 10 ).
CKI can be phosphorylated by its antagonist CycB-Cdk (see 11 ), but since
2 Proteolysis is the breakdown of proteins into smaller polypeptides or amino acids.
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Figure 2.5: The basic cell cycle engine in budding yeast cells (by Tyson and Nova´k
in [81]). Dynamical properties of this mechanism are expressed quantitatively by
sets of kinetic equations in the form of differential equations such as (2.1).
the CycB-Cdk activity is low in G1 phase, this interaction is not sufficient
to make the CKI level drop. In order to leave the G1 state, the cell produces
a Starter Kinase (SK) whose task is to phosphorylate CKI (see 12 ). SK is
produced in late G1 phase and helps CycB-Cdk overcome its enemies.
• SK has a positive effect on its own production (see 13 ). The positive feedback
loop is made with the help of the Transcription Factor (TF) for SK: SK activates
TF and the activated TF enforces the production of SK. CycB-Cdk has a
negative effect on the production of SK (see 14 ) by deactivating TF, which
plays a role when the CycB-Cdk level is again high enough in S-G2-M phase.
• Both SK and Cdc20 have a constant degradation rate (see 15 and 16 ).
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Tyson and Nova´k translated the network in Figure 2.5 into the following model for
the cell cycle of budding yeast for a fixed cell mass m:
d[CycB]T
dt
= k1− (k′2+ k′′2 [Cdh1]+ k′′′2 [Cdc20]A)[CycB]T ,
d[Cdh1]
dt
=
(k′3+ k
′′
3 [Cdc20]A)(1− [Cdh1])
J3+1− [Cdh1] −
(k4m[CycB]+ k′4[SK])[Cdh1]
J4+[Cdh1]
,
d[Cdc20]T
dt
= k′5+ k
′′
5
(m[CycB])n
Jn5 +(m[CycB])
n − k6[Cdc20]T ,
d[Cdc20]A
dt
=
k7[IEP]([Cdc20]T − [Cdc20]A)
J7+[Cdc20]T − [Cdc20]A −
k8[Mad][Cdc20]A
J8+[Cdc20]A
− k6[Cdc20]A,
d[IEP]
dt
= k9m[CycB](1− [IEP])− k10[IEP],
d[CKI]T
dt
= k11− (k′12+ k′′12[SK]+ k′′′12m[CycB])[CKI]T ,
d[SK]
dt
= k′13+ k
′′
13[T F ]− k14[SK],
d[T F ]
dt
=
(k′15m+ k
′′
15[SK])(1− [T F ])
J15+1− [T F ] −
(k′16+ k
′′
16m[CycB])[T F ]
J16+[T F ]
,
(2.1)
where
[CycB] = [CycB]T − [Trimer],
[Trimer] =
2[CycB]T [CKI]T
Σ+
√
Σ2−4[CycB]T [CKI]T
,
Σ= K−1eq +[CycB]T +[CKI]T .
The values of the fixed parameters in (2.1) are given in Table 2.1 (see [81]). The
concentrations of the proteins in (2.1) are dimensionless quantities since Tyson and
Nova´k define their values as grams of the protein per grams of total cell mass. The
cell mass m is also introduced as a dimensionless quantity, although it is less obvious
in their work why this is the case. [CycB]T is a measure for the total concentration of
the S-G2-M cyclin. We denote the concentration of the CycB-Cdk dimer as [CycB]
and the concentration of the CycB-Cdk-CKI trimer as [Trimer], hence [CycB]T =
[CycB] + [Trimer]. The total concentration of CKI is denoted by [CKI]T . We
have [CKI]T = [CKI] + [Trimer] since we assume that the phosphorylated CKI’s
degenerate fast. [T F ] represents the concentration of active Transcription Factor for
SK. The concentration of Cdh1-APC is denoted by [Cdh1]. Typically, [CycB]T is
low and [Cdh1] is high during G1 phase and vice versa during S-G2-M phase.
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Table 2.1: Fixed pameters in (2.1).
Parameter
(value in min−1)
Parameter
(value in min−1)
Parameter
(value dimensionless)
k1 0.04
k′2 0.04
k′′2 1
k′′′2 1
k′3 1
k′′3 10
k4 35
k′4 2
k′5 0.005
k′′5 0.2
k6 0.1
k7 1
k8 0.5
k9 0.1
k10 0.02
k11 1
k′12 0.2
k′′12 50
k′′′12 100
k′13 0
k′′13 1
k14 1
k′15 1.5
k′′15 0.05
k′16 1
k′′16 3
J3 0.04
J4 0.04
J5 0.3
J7 0.001
J8 0.001
J15 0.01
J16 0.01
n 4
[Mad] 1
Keq 1000
In building this model it is assumed (this is called a quasi-equilibrium hypothesis)
that CycB-Cdk-CKI trimers are always in equilibrium with CKI monomers and
CycB-Cdk dimers. To be precise, the reactions
Trimer
k+


k−
CKI + CycB−Cdk (2.2)
lead to the equation
d[Trimer]
dt
= k−[CKI][CycB]− k+[Trimer],
using the law of mass action. We assume that the reactions in (2.2) are so fast that
the equilibrium is attained instaneously, i.e.
[Trimer] = Keq[CycB][CKI] = Keq([CycB]T − [Trimer])([CKI]T − [Trimer]),
where Keq = k
−
k+ . From this follows the expression for [Trimer] in (2.1).
17
Chapter 2. Preliminaries
2
The equations in (2.1) can be related to the regulatory path. The equation for
[CycB]T can be interpreted as follows:
• k1 is the constant production rate of CycB which combine rapidly with the
Cdk’s (available in abundance),
• k′2 is the (constant) degradation rate of the CycB-Cdk dimers,
• k′′2 is the constant in the law of mass action that models the degradation of
CycB-Cdk dimers by Cdh1-APC complexes (see 2 ),
• k′′′2 is the constant in the law of mass action that models the degradation of
CycB-Cdk dimers by the direct influence of activated Cdc20 (see 8 ).
The equation for the total concentration of Cdc20 [Cdc20]T consists of:
• A constant production rate k′5.
• The term k′′5
(m[CycB])n
Jn5 +(m[CycB])
n , which represents the increase in production rate
due to m[CycB] (see 3 ) as a Hill equation with n = 4. See Figure 2.6 for a
graphical interpretation of this term.
• The term −k6[Cdc20]T , which represents the constant degradation rate of
Cdc20 (see 16 ).
The equation for the concentration of active Cdc20 [Cdc20]A is more complex and
consists of:
• No constant production rate since Cdc20 is only activated through IEP.
• The term
k7[IEP]([Cdc20]T − [Cdc20]A)
J7+[Cdc20]T − [Cdc20]A =
k7[IEP][Cdc20]IA
J7+[Cdc20]IA
(where Cdc20IA
is inactive Cdc20), which represents the activation of Cdc20IA by IEP (see 4 )
as Michaelis-Menten kinetics. The maximum production (or activation) rate is
k7[IEP]. The production rate is half the maximum rate if [Cdc20]IA = J7.
• The term −k8[Mad][Cdc20]A
J8+[Cdc20]A
, which represents the deactivation of Cdc20Aby
Mad (see 6 ) as Michaelis-Menten kinetics. The maximum deactivation
rate is k8[Mad] and when [Cdc20]A = J8 the deactivation rate is half of this
maximum rate.
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Figure 2.6: Hill equation h(m[CycB]) = k′′5
(m[CycB])n
Jn5 +(m[CycB])
n as a function of m[CycB]
for different n values (k′′5 = 0.2,J5 = 0.3). With increasing n the function is initially
steeper and the maximal value of k′′5 is faster approximated.
• The term −k6[Cdc20]A, which represents the constant degradation rate of
Cdc20 (see 16 ).
The equation for [Cdh1] (meaning [Cdh1-APC]) can be interpreted as follows:
• The first term represents the production rate of Cdh1 by active Cdc20 (see
7 ). This is a special type of Michaelis-Menten kinetics where the influence
of [Cdh1] on its production rate is more complex: if [Cdh1] is very large, the
production rate is maximal (equal to k′3+ k
′′
3 [Cdc20]A); when [Cdh1] = 0, the
production rate is the maximal one divided by J3+1; and when [Cdh1] = 1−J3
the production rate is half of the maximal one.
• The second term represents the degradation rate due to m[CycB] (see 1 )
and [SK] (indirect in the diagram as SK acts as an ally of the CycB-Cdk
dimers) as Michaelis-Menten kinetics. The maximum degradation rate is
k4m[CycB]+ k′4[SK] and when [Cdh1] = J4 the deactivation rate is half of this
maximum rate.
The other equations in (2.1) can be interpreted and linked to Figure 2.5 in a similar
way. Note that the CycB-Cdk dimers always occur in (2.1) as the product m[CycB].
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As a rationale for this, Tyson and Nova´k argue that the CycB-Cdk dimers are as-
sembled in the cytoplasma of the cell and then move into the nucleus of the cell.
This means that for interactions with the other chemical components of the nucleus,
the concentration of the dimers in the whole cell is important (instead of only the
concentration in the nucleus [CycB]). Tyson and Nova´k assume that the concentra-
tion of CycB-Cdk dimers in the whole cell is proportional to the cell mass m and
[CycB]. More general information about biochemical kinetics and the corresponding
mathematical equations can be found in [8, 32, 34, 64].
For a growing cell, Tyson and Nova´k add one equation with logistic growth:
dm
dt
= µm(1− m
mmax
). (2.3)
The rationale of this assumption is that cells grow at a constant relative rate µ when
they are small and there is some intrinsic threshold mmax above which they cannot
grow.
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2.2 Population models
Mathematical models in population biology have become increasingly popular to
help understand the involved dynamic processes and to make practical predictions.
In this section we cover the basic concepts in population models, explain the different
subdivisions that exist and give some examples. This section is based on the book of
J.A.J. Metz and O. Diekmann [62] and on the introduction of the lecture notes on
“Modeling Population Dynamics” of A.M. de Roos (University of Amsterdam, 2011).
The basic unit in population models is the individual organism. Changes in the
population are the result of events that occur within the individual organisms (such as
ageing, birth, death and immigration). It is often useful to distinguish individual or-
ganisms from each other on the basis of a certain set of physiological characteristics
(e.g. age, size, saturation level of a predator, sex) that influence its life history. The
chance to die may, for example, change as an individual grows older. The collection
of physiological traits used to characterize the individuals within a population, is
called the individual state or i-state. Let Ω denote the set of possible i-states, called
the i-state space.
A population model must reflect how a population, a certain group of individual
organisms, will behave in the future, given the current state of the population and
the environmental conditions that influence the time evolution of the population.
The current state of the population is called the population state or p-state and
can be represented by a frequency distribution n : Ω→R+. This frequency dis-
tribution evolves over time due to physiological processes within the individuals,
births and deaths. Environmental conditions that have an impact on the dynamics
of the populations can, for example, be temperature, food abundance, number of
predators or competitors. Actually, one should consider all external factors to the
individual itself since the nature of the other individuals could also play a role in, for
example, a model with cannibalism. The i-state of an individual can determine its
potential reproduction (or growth or chance of death or . . .), while the environmental
conditions can modulate this potential and adapt it to the realized reproduction.
Unstructured population models are models in which the individual organisms
of the population are assumed to be identical or can be represented by an “average”
21
Chapter 2. Preliminaries
2
type. The p-state then simply is the total number of individuals within the population
N. Unstructured population models can be classified into two large classes: the
discrete-time models and the continuous-time models. Discrete-time models are
used to model populations for a single species where the total number of individuals
only changes in discrete steps, e.g. annual plants. The state of the population is only
determined at specific points in time and must relate N at time t +1 with N at the
previous time point t. In general, this is done by a difference equation of the form
Nt+1 = f (Nt), (2.4)
with f (Nt) a nonlinear function of Nt , or the equivalent map
N 7→ f (N). (2.5)
When there is a continuous overlap of generations, continuous-time models for a
single species are used. The general equation for such a model is in the form of an
Ordinary Differential Equation (ODE):
dN(t)
dt
= B(N)−D(N)+M(N), (2.6)
with B(N) the birth rate, D(N) the death rate and M(N) the migration rate. We give
two of the first widely discussed continuous-time models as an example. One of the
simplest models without migration was first proposed by Malthus in 1798 [60]:
dN(t)
dt
= bN−dN = rN, (2.7)
with b and d positive constants and r = b−d. This model is density independent,
meaning that the death and birth rate at the individual level are not influenced by any
aspect of the population. If N(0) = N0, the solution of (2.7) is
N(t) = N0 exp(b−d)t. (2.8)
When b > d the population grows exponentially and when b < d it dies out. A more
realistic model with limitation is the famous logistic model, proposed by Verhulst in
1838 [85]:
dN(t)
dt
= rN
(
1− N
K
)
, (2.9)
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with r and K positive constants, where K represents the carrying capacity of the
environment. In this model the population cannot grow beyond some maximum
density (which for example can depend on the available food resources).
There also exist unstructured population models for the interaction between different
species, in both discrete-time and continuous-time. The main types of interaction
are a predator-prey situation, competition and mutualism or symbiosis. Examples of
unstructured population models can be found in many textbooks of mathematical
biology, e.g. [55] and [64].
A relatively new approach to model complex systems composed of autonomous,
interacting agents is called agent-based modelling or individual-based modelling.
The agents have certain behavioral rules, often quite simple rules, and can interact
with other agents which then influences their behaviour. Agent-based models put
emphasis on modelling the heterogeneity of agents across a population and can
also incorporate learning rules. It offers a way to model social systems that are
composed of agents who interact with and influence each other, learn from their
experiences, and adapt their behaviours in such a way that they are better suited to
their environment. Applications exist in a wide range of areas, and also in biology
applications exist, such as e.g. modelling of the adaptive immune system. More
information about agent-based modelling and simulation can be found in the tutorial
[59].
In the following Sections 2.2.1, 2.2.2 and 2.2.3 we will focus on structured popu-
lation models. More information about population models (both unstructured and
structured) can be found in [76].
2.2.1 Structured population models
One of the first books that extensively handles the subject of structured population
models and gives an overview of the subject is “The Dynamics of Physiologically
Structured Populations” by J.A.J. Metz and O. Diekmann, published in 1986 [62].
Some further elaborate examples can be found in [5, 21, 33, 55, 64, 78]. Structured
population models can be classified using several criteria. In analogy with unstruc-
tured population models, they can either describe a discrete-time setting, which
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leads to matrix population models, or a continuous-time setting, which leads to
integral population models. Another criterion leads to the dichotomy of deterministic
structured population models versus stochastic population models. But first, let us
focus on the internal structures that are most commonly used in structured population
models, as the choice of the internal structure is one of the most important choices in
building such a model.
Choice of structure
The choice of the internal structure depends on which individual physiological char-
acteristics one assumes to be important for the behaviour of the individual in terms
of growing, dying, replicating and so on. Individuals that have the same initial i-state
and experience the same environmental conditions, will follow the same life-track
(except for a stochastic model with a low number of individuals of that i-state). So
depending on which behaviour one wishes to distinguish, the i-state is chosen.
Commonly used one-dimensional internal structures are an age structure or a stage
structure (examples can be found in [5, 33, 19]), a size structure (examples in
[9, 19, 24, 25]) and a spatial structure (examples in [5]). Some structured population
models include a higher-dimensional i-state, e.g. the model of Heijmans in [62] that
uses both age and size to model a population of cells.
Main mathematical forms
We can make the distinction between the following main mathematical forms used
to model the frequency distribution at population level: matrix population models
in a discrete-time setting and integral population models in a continuous-time set-
ting. The latter type can be subdivided in delay differential equation models for
populations described by discrete stages and partial differential equation models
for populations described in terms of a continuous variable or several continuous
variables.
Matrix population models use discrete stages as possible i-states and only calculate
the frequency distribution at discrete time points, say t ∈ N = {0,1,2, . . .}. The
p-distribution at time t is given by the following vector (assuming there are k discrete
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stages):
n(t) =
(
n1(t) . . . nk(t)
)T
, (2.10)
with nl(t) the number of individuals with i-state l at time t. A matrix population
model is then defined by
n(t+1) = An(t), (2.11)
with A a k× k-matrix called the Population Projection Matrix (PPM) or transition
matrix. A =
(
ai j
)
contains the life-history parameters, more precisely ai j determines
how the number of stage j individuals at time t influences the number of stage i
individuals at time t+1:
ni(t+1) =
k
∑
j=1
Ai j n j(t). (2.12)
For the simplest form of A, one assumes that individuals cannot stay in a stage for
more than one time period and A is time-independent. Typically age then is the stage
class variable. In that case, the transition matrix has the general form
A =

s1b1 s1b2 . . . s1bk−1 s1bk
s2 0 . . . 0 0
0 s3 . . . 0 0
...
...
...
...
0 0 . . . sk 0

. (2.13)
si is the probability of surviving from stage i− 1 to stage i and bi is the average
number of individuals produced by an individual of stage i. s1bi is then the average
number of individuals produced by an individual of stage i that actually survive from
birth until stage 1, which is also called the fecundity of stage i. A transition matrix
of the form (2.13) is known as a Leslie matrix [57].
A more general stage class variable is the stage in the life cycle. This could emerge
when there really are discrete life stages (e.g. caterpillar - cocoon - butterfly) or
could be defined by some measurable feature (e.g. individual size or weight) that
predicts the fate of the individual over the next time period. Stage-classified matrix
models can be graphically represented by life cycle graphs (see [33]).
The long-run behaviour (meaning for t → ∞) of the population defined by (2.11)
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with a constant matrix A is
n(t)≈ c1λ t1w1, (2.14)
with λ1 the eigenvalue of A with the greatest modulus (the dominant or principal
eigenvalue), w1 the corresponding (right) eigenvector and c1 a constant. The Perron-
Frobenius theorem (see e.g. [33]) can be used to check if the principal eigenvalue is
real and positive and if all components of w1 are positive. If this is the case, in the
long-run the total population size grows exponentially at rate λ1 and w1 represents
the stable stage distribution.
Matrix population models could be, besides linear and deterministic as we discussed,
nonlinear (with A(t) dependent on n(t)) or stochastic (with A not constant in time).
More information about matrix population models can be found in [7, 8, 15, 33]. In
[7] Integral Projection Models (IPMs) are discussed and compared to matrix popula-
tion models for single-species stage structured populations. IPMs use continuous
life history functions that are functions of a continuous range of stages and models
time as a discrete variable.
Delay differential equation (DDE) models use discrete stages as possible i-state, and
describe its dynamics in continuous time. The p-distribution at time t is given by
the vector (2.10). An ordinary differential equation describes the change over time
for each of the ni’s. These equations can contain a time-delay term to account for
the time that the individuals need to move through a stage, so the models of this
mathematical form consist of delay differential equations. E.g. if we consider a
model with 2 stages (a juvenile stage and an adult stage), a possible model is
dn1(t)
dt
= −µ1n1(t)+b2n2(t)−b2n2(t− τ1)e−µ1τ1, (2.15)
dn2(t)
dt
= b2n2(t− τ1)e−µ1τ1−µ2n2(t), (2.16)
with µi the death rate of stage i, τ1 the duration of stage 1 (the juvenile stage) and b2
the rate of production of offspring by an individual of stage 2 (the adult stage since
only adults can produce offspring). The number of juveniles that become adults at
time t is the number of juveniles born at time t− τ1 (so the number of juveniles that
by time t have gone through the whole juvenile stage) times the probability that they
survived the τ1 time units.
DDE models seem particularly well suited for models of interacting species, see e.g.
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[6]. More information can be found in [78].
Partial differential equation (PDE) models use a continuous variable (or continuous
variables) to describe the i-state and describe the dynamics in continuous time. E.g.
if the i-state is described by the age a of the individual, the p-state is the density
distribution n(a, t). The dynamics of n(a, t) can be described by two equations:
∂n(a, t)
∂ t
+
∂n(a, t)
∂a
= −µ(a)n(a, t) (2.17)
n(0, t) =
∫ ∞
0
b(a)n(a, t)da. (2.18)
µ(a) represents the mortality rate and b(a) represents the reproductive rate, both as
a function of the age of the individual. Equation (2.17) describes the changes in the
density distribution as individuals age and die. (2.17) is known both as McKendrick’s
partial differential equation [61] and as the Von Foerster equation [86]. Equation
(2.18) is the boundary condition, it describes how many newborns are produced at
time t in total. A dependence on the environment can be included in the equations
through direct density dependency of the parameters or through dynamic feedback
from the resources.
As another example of a PDE model we consider a size-structured population with a
dependency on the resources in the environment R [19]. The growth equation for an
individual of size s with available resources R is
ds
dt
= g(s,R), (2.19)
s(0) = sb. (2.20)
All individuals are born with the same size sb. The p-state is the density distribution
n(s, t). The model consists of the following equations:
∂n(s, t)
∂ t
+
∂g(s,R)n(s, t)
∂ s
= −µ(s,R)n(s, t) (2.21)
g(sb,R)n(sb, t) =
∫ ∞
sb
b(s,R)n(s, t)ds, (2.22)
with µ(s,R) the rate of mortality and b(s,R) the reproduction rate. (2.22) is the
boundary condition of the model. The initial condition of the density distribution is
given as d(s): n(s,0) = d(s). The model is completed with an equation for the food
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dynamics:
dR
dt
= G(R)−
∫ ∞
sb
I(s,R)n(s, t)ds, (2.23)
where G(R) is the intrinsic nutrient change (independent of the individuals) and
I(s,R) is the feeding rate of an individual of size s at available resources R.
More information and other examples of PDE models can be found in [62, 64]. The
PDE models include the most detailed information on the vital rates, but are also the
most difficult to study numerically and analytically. The PDE may be reduced to a
renewal equation by the method of characteristics (see e.g. [8, 33]). For numerical
studies the “Escalator Boxcar Train” (EBT) method, developed by Goudriaan [37]
and de Roos [16, 18], can be used. The basis of the EBT formulation as an approx-
imation of a partial differential equation model, consists of the subdivision of the
population into distinct cohorts of individuals, the description of the dynamics of
the individuals in these cohorts by ODEs and the renumbering or shifting of these
cohorts at equidistant time intervals (when a new cohort is formed). The discrete
time element is introduced by the decision to stop to add newborns to a particular
cohort and to start the formation of a new cohort. The resulting approximation may
be rather high-dimensional (though finite-dimensional), depending on the size of the
time interval and the resulting number of cohorts. Individuals in a cohort are origi-
nally not identical, but are represented by using mean values for the i-state variables.
An advantage of the EBT method is that it allows a biological interpretation of the
cohorts.
Deterministic or stochastic
In the study of structured population models most of the considered models are
deterministic. A model is deterministic when, given an initial state of the population,
the trajectory (dynamic path) of the system is unique. In stochastic models the initial
state of the population determines a family of possible trajectories, each with a
certain probability to occur. In [62], the authors restrict themselves to deterministic
models. The reasoning behind this choice is not that one assumes that the behaviour
of the individual organism is pre-determined (given the environmental conditions),
stochastic effects at the individual level may still play a role, but one invokes the “law
of large numbers”. This law states that a deterministic model can be viewed as the
limit of a particular stochastic model when there are sufficiently many individuals. A
reason to prefer a deterministic model to a stochastic one is that they allow a more
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detailed investigation than mere simulations of the dynamics. Stochastic effects also
tend to blur structural features in the behaviour of deterministic models.
2.2.2 Nutrient dependency in structured cell population models
Structured cell population models need to incorporate a mechanism for the cell
division. In the introductory chapter of [62] Metz and Diekmann explain a relatively
simple model in which the only i-state variable is the cell size. To incorporate the
observed variability in cell sizes at division, Metz and Diekmann include a stochastic
element for the fission. Two different options are considered: either a function for
the probability to undergo fission per unit of time is given as a function of the cell
size, or the division size is stochastically determined at the birth of a cell (if the cell
is still alive when it reaches this size). These two options correspond to two different
possibilities to determine the size at division: during the progression of its life (or
during specific stages) or at birth. We will come back to this in Section 5.10. In
[62] the model is extended by incorporating nutrient limitations. A feedback-loop
between population size and nutrient availability is modeled by introducing a nutrient
level S and specifying how the individual growth rate depends on S, how nutrient
consumption depends on both S and the cell size, and what the intrinsic changes
(independent of the consumption by cells) of S are.
In [71] a structured cell population model for phytoplankton is considered in which
the progression through the cell cycle is used as internal structure, instead of cell
size or age. A simple chemostat model is presented with the distribution of cells
along the cell cycle as p-state. The progression through the cell-cycle is represented
by a continuous variable p. The transition point hypothesis is used, which says that
an environmental factor has no effect on cell progression beyond a certain transition
point pc in the cycle. p is normalized so that cells are born with p= 0 and the average
cell divides at p = 1. The nutrient concentration inside the chemostat S is used as the
environmental factor influencing the cell cycle. The cell cycle is subdivided into a
nutrient-dependent segment [p0, pc] and a nutrient-independent segment (see Figure
2.7).
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Figure 2.7: Schematic representation of the cell cycle subdivided in a nutrient-
dependent segment and a nutrient-independent segment. [71]
The maturation velocity ν = dpdt is a constant νc in the nutrient-independent segment
and is proportional to the nutrient uptake for p ∈ [p0, pc]:
dp
dt
= ν0
S
K+S
.
The population equations of the model are
∂N(p, t)
∂ t
+ν0
S
K+S
∂N(p, t)
∂ p
= −(D+B(p)) N(p, t) for p ∈ [p0, pc],
∂N(p, t)
∂ t
+νc
∂N(p, t)
∂ p
= −(D+B(p))N(p, t) otherwise,
with D the dilution rate of the chemostat and B(p) the division rate. The boundary
condition for the flux of newborn cells (under the assumption that each cell divides
into two daughter cells) at p = 0 is
N(0, t)νc = 2
∫ ∞
0
B(p)N(p, t)dp,
and the dynamics for the nutrient are given by
dS
dt
= D(Sin−S)−Vm SK+S Ntot ,
with Sin the inflowing nutrient concentration and Vm the maximum uptake rate of
nutrient by a cell. The authors assume that differences in nutrient uptake among
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cells can be considered negligible, so the total uptake is computed by multiplying
individual nutrient uptake by the total number of cells Ntot . Simulation results
demonstrate oscillations in cell numbers and population structure. The authors derive
similar results for a model that includes nutrient storage by the cells. The found
dynamics were different from existing studies and resulted from the novelty in the
considered studies in [71]: the interaction between nutrient and the progression
through the cell cycle.
In Chapter 4 we will introduce a chemostat population model for unicellular or-
ganisms in which the internal structure of the cell is related to the cell cycle in a
more complex manner than the one-dimensional representation by p in [71].
2.2.3 Equilibrium computations
Efficient numerical techniques for equilibrium computations of physiologically
structured population models have only been developed since 1997. As an example,
we will describe the method to calculate the equilibrium of size-structured models
using the numerical approach in [23, 53, 54, 22], following the appendix in [19]. We
consider a size-strucured model described by (2.19)-(2.23). The resource density at
equilibrium is denoted by R˜. The size of an individual at age a that has experienced
a constant resource density R˜ during its lifetime is denoted as s(R˜,a). H(R˜,a) repre-
sents the probability that an individual is still alive at age a when it has experienced
R˜. An equilibrium must satisfy two conditions. First, the total number of offspring
produced by a individual during its entire lifetime (commonly indicated by R0)
should equal 1. Second, the total consumption rate of resource by the individuals
should equal the production rate of the resource. The first equilibrium condition
corresponds to ∫ ∞
0
b(s(R˜,a), R˜)H(R˜,a)da = 1. (2.24)
If we denote the total population birth rate by B˜, the second equilibrium condition
corresponds to
B˜
∫ ∞
0
I(s(R˜,a), R˜)H(R˜,a)da = G(R˜). (2.25)
The central idea of the equilibrium computation approach in [23, 53, 54, 22] is that,
given the functions I(s,R), g(s,R), b(s,R) and µ(s,R), the integrals in (2.24) and
(2.25) can be computed by numerically solving a coupled set of ODEs. Given a
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constant resource density R˜, s(R˜,a) and H(R˜,a) are the solutions of the following
system of ODEs:
ds(R˜,a)
da
= g(s, R˜), s(R˜,0) = sb, (2.26)
dH(R˜,a)
da
= −µ(s, R˜)H(R˜,a), H(R˜,0) = 1. (2.27)
If we denote the expected cumulative reproduction by all individuals up to age a as
Θ(R˜,a) and the expected cumulative consumption by all individuals up to age a as
Ψ(R˜,a), then:
Θ(R˜,a) =
∫ a
0
b(s(R˜,ω), R˜)H(R˜,ω)dω,
Ψ(R˜,a) =
∫ a
0
I(s(R˜,ω), R˜)H(R˜,ω)dω.
Θ(R˜,a) and Ψ(R˜,a) are solutions of the following system of ODEs:
dΘ(R˜,a)
da
= b(s(R˜,a), R˜)H(R˜,a), Θ(R˜,0) = 0, (2.28)
dΨ(R˜,a)
da
= I(s(R˜,a), R˜)H(R˜,a), Ψ(R˜,0) = 0. (2.29)
The equilibrium conditions (2.24) and (2.25) can be represented as
Θ(R˜,∞) = 1, (2.30)
B˜Ψ(R˜,a) = G(R˜). (2.31)
Standard numerical techniques can be used to locate the roots of this system of
equations. To compute the left-hand side of the equations, the set of ODEs (2.26),
(2.27), (2.28) and (2.29) has to be integrated numerically from zero to infinite age.
In practice the integration is done until the survival probability H(R˜,a) has reached
some chosen lower threshold or until a chosen maximum value for the age is obtained.
(2.30) does not depend on B˜, so the value of B˜ can be obtained by (2.31) once R˜
is known from (2.30). It follows that the equilibrium (R˜, B˜) of a size-structured
population model can be calculated in an iterative manner. Starting with an initial
estimate R˜(0) for R˜, the set of ODEs (2.26), (2.27), (2.28) and (2.29) is integrated
and a new estimate R˜(1) is obtained from (2.30). This cycle is repeated using the
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new estimate R˜(i), until R˜(i) converges and R˜ is found. From (2.31) follows the
corresponding B˜ of the equilibrium.
Extensions of this method include continuation of stability boundaries as a function
of two model parameters, for more details see [17, 53, 54].
33
Chapter 2. Preliminaries
2
2.3 Mathematical methods
2.3.1 Background on bifurcation theory of ODEs
A dynamical system can be a continuous-time system described by Ordinary Differ-
ential Equations (ODEs) or a discrete-time system described by a map. In this section
we give a brief summary of possible bifurcations in the case of a continuous-time
system. In the next Section 2.3.2 the bifurcations of a discrete-time system that we
will meet in Chapter 5, are briefly described. For more background on bifurcation
theory we refer to [3] and [56]. As in [2, 14, 39, 66, 79, 80], our work in Chapter 3
relies heavily on bifurcation theory of ODEs.
Generally, we consider the following system of ODEs
x˙(t) = f (x(t),α), (2.32)
with x ∈Rn = (x1, . . . ,xn) the vector of the system variables, α ∈Rp = (α1, . . . ,αp)
the parameter vector and f :Rn×Rp→Rn a non-linear sufficiently smooth function
dependent on x and α . An equilibrium of (2.32) is a point x0 ∈ Rn for which
f (x0,α) = 0 so that x(t)≡ x0 is a solution of (2.32). The Jacobian matrix A of the
system at x0 is then defined as
(
∂ f
∂x
)
x=x0
:
A =

∂ f1
∂x1
. . .
∂ f1
∂xn
...
...
∂ fn
∂x1
. . .
∂ fn
∂xn

x=x0
. (2.33)
The equilibrium x0 is linearly asymptotically stable if all eigenvalues λ of A have a
negative real part, which implies that there exists a certain neighbourhood so that all
solutions that start in it converge to the equilibrium. If at least one eigenvalue has a
positive real part, the equilibrium is unstable.
A limit cycle of (2.32) is a periodic orbit (also called cycle) x(t) with a neigh-
bourhood in which there are no other periodic orbits.
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A bifurcation of (2.32) occurs when an arbitrarily small change of one of the param-
eter values αi (the bifurcation parameter) causes a change in the qualitative nature of
the solutions of (2.32), for example the appearance or disappearance of equilibria or
changes in the stability of the equilibria. We will briefly describe the different types
of codimension-1 bifurcations that we will encounter in Chapter 3. Codimension
1 means that they can generically be expected in systems with one free parameter.
Consequently, curves of such bifurcations can be expected in two-parameter prob-
lems.
• A Hopf point H is characterized by a Jacobian matrix with a pair of purely
imaginary eigenvalues ±iω . Depending on other eigenvalues and higher-order
terms, stable or unstable periodic orbits are born in a Hopf point. A Hopf
bifurcation is called supercritical when a stable equilibrium loses stability and
stable periodic orbits are born. When the equilibrium becomes unstable and
unstable periodic orbits coexist with the stable equilibria, the Hopf bifurcation
is called subcritical.
• A Limit Point bifurcation LP is the bifurcation associated with the appearance
of an eigenvalue λ1 = 0. When crossing the bifurcation parameter value, two
equilibria with different stability properties collide and disappear.
• A Limit Point of Cycles bifurcation (LPC) is a limit point for limit cycles.
Generically, at such a parameter value two cycles with different stability
properties collide and disappear.
In Chapter 3 we will also encounter homoclinic orbits. An orbit corresponding to a
solution x(t) is called homoclinic to the equilibrium point x0 if x(t)→ x0 as t→±∞.
There are two types of such orbits with codimension 1, namely orbits homoclinic-to-
hyperbolic-saddle (HHS, also known as saddle-loop SL) if x0 is a hyperbolic saddle3,
and orbits homoclinic-to-saddle-node (HSN, also known as SNIC and SNIPER) if
x0 is a saddle-node4.
In the bifurcation studies we use MatCont, which is a numerical bifurcation software
3A hyperbolic saddle is an equilibrium with no eigenvalues on the imaginary axis and a positive
and negative real eigenvalue.
4A saddle-node is an equilibrium which is a LP, i.e. has an eigenvalue 0.
35
Chapter 2. Preliminaries
2
package in Matlab for the interactive study of continuous-time dynamical systems
and its bifurcations. It is freely available at [20]. We use MatCont repeatedly in
Chapter 3.
2.3.2 Background on bifurcation theory of maps
Consider the following discrete-time dynamical system
x 7→ f (x,α), (2.34)
with x ∈Rn the system vector, α ∈Rp the parameter vector and f :Rn×Rp→Rn
a non-linear map which is sufficiently smooth with respect to x and α . A fixed
point of the system (2.34) for α = α0 is a point x0 that is mapped to itself, i.e.
f (x0,α0) = x0. The eigenvalues of the Jacobian matrix evaluated at a fixed point x0
are called multipliers. If the absolute values of the multipliers are all smaller than 1,
x0 is asymptotically stable. If for at least one multiplier the absolute value is bigger
than 1, x0 is unstable. In discrete-time dynamical systems with n = 1, two types of
bifurcations occur generically: the Period Doubling bifurcation and the Limit Point
bifurcation. We will illustrate this by means of two basic one-dimensional maps.
The figures in this section are made using MatContM. MatContM is an interactive
Matlab toolbox for numerical analysis of bifurcations of fixed points and periodic
orbits of maps, developed by W. Govaerts, R. Khoshiar Ghaziani, Yu. A. Kuznetsov
and H. Meijer who released the first version in 2008 [40]. It is freely available at
http://sourceforge.net/projects/matcont/.
First, consider the one-dimensional map
x 7→ −(1+α)x− x3, (2.35)
with one parameter α [56]. The bifurcation diagram of (2.35) for free α is depicted
in Figure 2.8. For α < 0, the fixed point x0 = 0 is stable. For α equal to 0, a
Period Doubling (PD) bifurcation (also called flip bifurcation) occurs: the fixed
point changes stability and a 2-cycle emerges. A 2-cycle for α = α0 is a pair (x1,x2)
for which f (x1,α0) = x2 and f (x2,α0) = x1. The PD bifurcation in Figure 2.8 is
subcritical: for α < 0 the fixed point is stable and there exists an unstable 2-cycle,
36
22.3. Mathematical methods
for α > 0 the fixed point is unstable. A supercritical PD corresponds with a stable
fixed point for parameter values smaller than the critical one, and with an unstable
fixed point and a stable 2-cycle for parameter values bigger than the critical value.
The one-dimensional map
x 7→ −(1+α)x+ x3, (2.36)
has a supercritical PD for α = 0 (see [56]). In both the subcritical and supercritcial
cases, a Period Doubling bifurcation occurs when one of the multipliers crosses -1.
α
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Figure 2.8: Bifurcation diagram of the discrete-time system (2.35) for free α . Solid
curves represent stable fixed points and dotted curves unstable fixed points.
Next, consider the one-dimensional map
x 7→ −(1+α)x− x3+ x5, (2.37)
as an extension of (2.35). In Figure 2.9 the bifurcation diagram of (2.37) for free α is
depicted. For α = 0 there is a subcritical PD bifurcation, as for (2.35). Additionally,
for α =−1
4
the system has two Limit Point bifurcations (also called Saddle-Nodes or
fold bifurcations). This occurs generically when a multiplier equals 1 and results in
2 fixed points (a stable and an unstable) that “collide” and disappear. The symmetry-
breaking branch points (BP) in Figures 2.8 and 2.9 are of no consequence for the
present thesis.
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Figure 2.9: Bifurcation diagram of the discrete-time system (2.37) for free α . Solid
curves represent stable fixed points and dotted curves unstable fixed points.
For a discrete-time dynamical system with n≥ 2, besides PD and LP bifurcations,
Neimark-Sacker bifurcations can occur. A Neimark-Sacker (NS) bifurcation occurs
when a pair of multipliers e±iθ with 0 < θ < pi crosses the unit circle for a parameter
value αc. When α passes αc the fixed point loses stability. If the bifurcation is
supercritical, then a unique closed invariant curve bifurcates from it. All orbits
starting near the closed invariant curve, except for orbits starting exactly at the
unstable fixed point, tend to the curve under iterations of the map. An example of a
2-dimensional map with a supercritical NS bifurcation (see [56]) is(
x1
x2
)
7→ (1+α)
(
0.1 −√0.99√
0.99 0.1
)(
x1
x2
)
+(x21+ x
2
2)
(
0.1 −√0.99√
0.99 0.1
)(
−1 −2
2 −1
)(
x1
x2
)
.
(2.38)
The bifurcation diagram of (2.38) for free α is depicted in Figure 2.10. For α < 0,
the fixed point (x0,x1) = (0,0) is stable. A supercritical NS bifurcation occurs for
α = 0, so the fixed point is unstable for α > 0. In Figure 2.11 the closed invariant
curves for positive α are depicted for α equal to 0.0001, 0.001, 0.01 and 0.1. The
invariant curves become larger as α moves further away from the NS bifurcation
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Figure 2.10: Bifurcation diagram of the discrete-time system (2.38) for free α . Solid
curves represent stable fixed points and dotted curves unstable fixed points.
parameter, which is a typical behaviour of a NS bifurcation. There also exists a
subcritical NS bifurcation in which unstable closed invariant curves coexist with
stable fixed points.
In [51, 52] are more advanced bifurcation studies of discrete-time dynamical systems
representing predator-prey systems.
2.3.3 Pseudo-arclength continuation
Consider the general problem of computing a curve implicitly defined by
F(X ,a) = 0, (2.39)
with X ∈ Rn, a ∈ R the parameter of the problem, F(X ,a) ∈ Rn and F a non-
linear function. A numerical continuation problem is the problem to compute a
branch of solutions to (2.39). Studies about numerical continuation can be found in
[48, 72, 73, 49, 74, 1, 50, 38, 29].
The simplest strategy to solve continuation problems is using a prediction-correction
algorithm, for which there are several options. Suppose that we know one solution
point (X1,a1). A possible procedure to calculate the next solution point for a = a2 is
by taking (X1,a2) as the starting point for a Newton iteration for the system (2.39) as
a system of n nonlinear equations in the n unknown components of X . The following
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Figure 2.11: Closed invariant curves in (x1,x2)-plane for different values of α > 0
for (2.38).
algoritm is then used:
X (0)2 := X1,
with for n = 1,2, . . .
∆X (n−1)2 := −F−1X (X (n−1)2 ,a2) ·F(X (n−1)2 ,a2),
X (n)2 := X
(n−1)
2 +∆X
(n−1)
2 ,
where FX(X
(n−1)
2 ,a2) is the n×n Jacobian matrix
(
∂Fi
∂X j
)
, evaluated in (X (n−1)2 ,a2).
This is an example of a prediction-correction algorithm where X (0)2 is the prediction
for X2 and the Newton iteration is the correction, and is called parameter continuation.
Convergence of X (k)2 to the solution point for a = a2 may be defined by two param-
eter values VarTolerance and FunTolerance. Convergence is achieved by X (k)2
if simultaneously ‖∆X (k−1)2 ‖ < VarTolerance and ‖F(X (k)2 ,a2)‖ < FunTolerance.
For this elementary prediction-correction algorithm the step length h is |ak−ak−1|.
A typical stepsize strategy is based on the use of four other parameters: MinStepsize,
MaxStepsize, InitStepsize and MaxNewton. One starts a continuation with the
initial choice h = InitStepsize and applies the following rules:
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• If the number of Newton iterations needed for convergence to a point is smaller
than or equal to MaxNewton, then h is multiplied by a constant factor (usually
1.3). If this value exceeds MaxStepsize, then it is decreased to MaxStepsize.
• If convergence is not obtained after MaxNewton Newton iterations, or if
something else goes wrong (for example, a singular Jacobian) then h is divided
by two and the iteration is started again.
• If h < MinStepsize, then the algorithm is declared to have failed.
The applicability of parameter continuation is limited by the possible presence of
limit points (points where the curve turns with respect to the parameter). Parameter
continuation typically has convergence problems when a tends to the parameter
value of the limit point.
The pseudo-arclength continuation, first published in the 1970s by H.B. Keller
[48, 49], allows continuation of a solution branch past a limit point. Suppose that
we know the solution point (X1,a1) and the unit tangent vector v1 along the curve in
this point. To compute the next point (X2,a2) and the corresponding tangent vector
v2, one predicts X2 along the tangent line as follows (see Figure 2.12):
(X (0)2 ,a
(0)
2 ) = (X1,a1)+h1v1,
and the Newton correction is based on the solution of the system
F(X ,a) = 0
<
(
X−X (0)2
a−a(0)2
)
,v1 > = 0
(2.40)
with Jacobian matrix [
FX Fa
vT1
]
.
The system (2.40) has a clear geometric meaning: one looks for a point on the curve
that lies in the hyperplane through the predicted (X (0)2 ,a
(0)
2 ) orthogonal to v1. In
this way the difficulties associated to turning points are resolved, cf. Figure 2.12.
The strategy for adapting the steplength hi is the same as for the natural parameter
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Figure 2.12: Pseudo-arclength continuation.
continuation. The new tangent vector v2 can be calculated as a null vector of the
n× (n+1) extended Jacobian matrix
[FX(X2,a2),Fa(X2,a2)].
We normalize v2 so that ‖v2‖ = 1 and < v1,v2 > is positive. The latter condition
ensures that the orientation along the curve is preserved from point to point.
Pseudo-arclength continuation is used in the software package AUTO, originally
developed by Eusebius Doedel, for continuation and bifurcation problems in ordinary
differential equations [27, 28, 30, 31]. It is also used in MatCont [20], a Matlab
successor package to AUTO, for the continuation of equilibria curves and bifurcation
curves.
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3CHAPTER 3
Computational study of a budding yeast model of
Tyson and Nova´k
The main results in this Chapter are published in [41].
Introduction
The cell cycle is the series of events that take place in a cell leading to the duplication
of its components (in particular its DNA) and the splitting of the cell into two
daughter cells. More information about the different phases of the cell cycle and the
molecular mechanisms that play an important role in it, is given in Section 2.1.1 and
2.1.2. Many mathematical models have been proposed for the cell cycle. In Section
2.1.3 the equations of a model for the cell cycle of budding yeast developed by John
Tyson and Be´la Nova´k [81] are explained. In a series of papers and book chapters
Tyson and Nova´k and their collaborators studied the cell cycle of various organisms
as an alternation between two stable steady states of a system of kinetic equations
(see e.g. [2, 14, 66, 67, 81, 79, 80]). The basic principles are already present in the
simple model (“Toy model”) proposed by Tyson & Nova´k [80]. In the same paper,
Tyson & Nova´k also propose more realistic models for the cell cycle in the case of
yeast cells and frog egg cells. A generic model of eukaryotic cell cycle regulation
is described in [14] and linked to existing models, such as the budding yeast model
in [10]. For more detail about the design principles of biological control systems
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such as the cell cycle, we refer to [35, 79, 82]. The focus of this chapter is on the
bifurcation analysis of the budding yeast model introduced in Section 2.1.3. Related
work for the fission yeast cell cycle is in [36, 66]. The earliest and one of the most
detailed papers that link bifurcation theory and cell cycle models is [4]; this paper
deals with mitotic control in frog eggs. In [2] a bifurcation analysis of a similar (but
different) budding yeast model is considered. It will be stressed in the text where our
results match and differ from this related work.
Overview
In Section 3.1, we perform a bifurcation analysis of the budding yeast model in [81].
Our computational results were obtained by using the numerical bifurcation software
MatCont [20]. We find that, unlike in [2], both the G1 phase and the S-G2-M phase
contain stable steady states and stable periodic orbits. A further difference with the
model in [2] is that the branch of equilibria loses stability through a Hopf point and
not through an orbit homoclinic to saddle node or a limit point. A closer investigation
of the periodic orbits in the model is done. The large stable periodic orbits (that are
of particular interest for the interpretation of the model) lose their stability at a limit
point of cycles and not through a homoclinic orbit as in [2].
In Section 3.2 the corresponding dynamic mass cell model is discussed. We in-
vestigate the model as a slow-fast system and compute the cell cycle efficiently as
the fixed point of a map. In §3.2.4 we discuss the found relationship between the
growth rate of the cell and the mass increase after DNA-replication. We relate this
to a constant phase fraction of a periodic orbit traversed during S-G2-M phase and
derive a relation between the growth rate and time spent in S-G2-M space. This
relation is consistent with experimental results but was so far not found in other
models. In §3.2.5 we investigate the robustness of the model under the change of
the parameter k′13, which is chosen as zero in [81] and whose presence is the only
difference with the original model in [80]. We find that a non-zero k′13 not only leads
to a premature transition from G1 to S phase and smaller cells (as is experimentally
known and confirmed by other models) but can in this model also lead to nonviable
cells.
Finally, in Section 3.3 we introduce the Toy model of Tyson and Nova´k, a sim-
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plified model for the cell cycle. This model will be used to describe the internal
structure of cells in the structured cell population model that we propose in Chapter
4.
3.1 The constant mass cell model of Tyson and Nova´k
The budding yeast equations for a constant cell mass m, as established in [81], are
given in (2.1) and the values of its parameters are given in Table 2.1 in Section 2.1.3.
3.1.1 Equilibria in the constant mass model
The main equilibria of the constant mass cell equations are presented in Figure 3.1.
For values of m below that of the Hopf point1 H1 where m=mREP ≈ 0.6546307, the
system has stable equilibria with [CycB]T below 0.1. This branch of equilibria loses
stability at the supercritical Hopf point H1 where stable periodic orbits are born. We
note that this bifurcation behaviour is different from the Toy model discussed in [81]
(this Toy model is presented in Section 3.3), where stability is lost through an HSN
orbit, and also from the models for budding yeast discussed in [2], where stability is
lost either through an HSN orbit or through a limit point. The now unstable branch
of equilibria turns at the limit point LP1 where m≈ 0.67256764 and turns again at
the limit point LP2 where m≈ 0.15237731, where it regains stability. It further loses
stability at the supercritical Hopf point H2 where m ≈ 0.58438062 and regains it
at the supercritical Hopf point H3 where m≈ 1.0118642. The other points marked
with stars are all neutral saddle points, i.e. points where two real eigenvalues have
sum zero. In most applications such points are not relevant but they become so if
they are saddle equilibria of homoclinic orbits. The above described equilibrium
curve hence contains three disjoint stable parts, namely before H1, between LP2 and
H2, and beyond H3. The equilibria on the first branch correspond to G1 phase (low
cyclin activity) and the second to S-G2-M phase (high cyclin activity). The third
branch does not seem to be biologically relevant.
We note that the S-shaped curve in Figure 3.1 was also found in §IV of [2]. The
authors also showed that in their model a switch between the two stable steady
1In Section 2.3.1 the necessary background on bifurcation theory of ODEs is given.
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Figure 3.1: Equilibria curve of the constant mass cell equations (2.1).
states is possible. Moreover, they brought this in relation to experimentally found
bistability in [12].
3.1.2 Periodic orbits in the constant mass model
A close investigation shows that the stable periodic orbits born at H1 are really
short-lived. They die at an orbit homoclinic to saddle for m = mHom1 ≈ 0.65506647,
see Figure 3.2. In the computer model they can be seen as oscillations in the G1
phase of the cell cycle. Of course, their region of existence is so small that we do not
expect to see them in a cell.
The stable periodic orbits born at H2 have a longer life. They lose stability at a limit
point of cycles for m = mLPC1 ≈ 0.67243138, after which they return as unstable
periodic orbits and move to a region which is irrelevant for the application, see
Figure 3.3. They can be seen as oscillations in the S-G2-M phase of the cell cycle.
In this situation, i.e. for the parameter values in Table 2.1, these orbits do not play a
role in the normal cell cycle. However, we will see in §3.2.5 that for k′13 = 0.2 these
cycles connect to the cycles born at H3. The cycles then exist throughout the region
where the “normal” periodic orbits also exist and even for considerably larger values
of m and so potentially have a big effect on the behaviour of the cell.
46
33.1. The constant mass cell model of Tyson and Nova´k
Figure 3.2: Periodic orbits born at the Hopf point H1 and dying at an orbit homoclinic
to saddle.
The stable limit cycles born at H3 are the most important ones for the interpretation
of the model. They first turn and become unstable at a limit point of cycles LPC2
for m = mLPC2 ≈ 0.86187777, then turn again at another limit point of cycles LPC3
for m = mLPC3 ≈ 0.92913359. Then m further decreases until the stable limit cycles
turn again and become unstable at a limit point of cycles LPC4 for m = mLPC4 ≈
0.65521623, see Figure 3.4. These instable limit cycles die at another homoclinic
orbit for m = mHom2 ≈ 0.65521728, see Figure 3.5, and thus only exist for a very
small range of mass values. Note that for the parameter values in Table 2.1 the
large stable limit cycles born at H3 lose stability through a limit point of cycles and
not through a homoclinic orbit, as is the case for the models in [2] (more precisely,
Chen’s nine-variable model through a HHS orbit and the reduced three-variable
model through a HSN orbit) and for the Toy model in [81] where stability is lost
through a HSN orbit.
We note that mHom1 < mHom2, but both are very close. Also, the region for which
the periodic orbits born at H2 are stable overlaps both regions where the orbits born
at H1 and H3 exist and are stable (see Figure 3.6). In Figure 3.7 we present in
([Cdh1], [CycB]T )-space the orbits close to the homoclinics born at H1 and H3 and
the limit point of cycle orbit on the limit cycle curve born at H2. Interestingly, this
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Figure 3.3: Periodic orbits born at the Hopf point H2 and losing stability at a limit
point of cycles.
picture suggests that in a loose sense two periodic orbits, living in the G1 and in
the S-G2-M state region respectively, merge to become a bigger orbit that lives in
both states. It even suggests that the three orbits live in the same two-dimensional
manifold and arise from a single higher codimension bifurcation of periodic orbits.
We have not investigated this further since it is numerically very hard and probably
not relevant for the biological interpretation of the model.
The constant mass cell model (2.1) contains more stable and unstable periodic orbits.
For values m > mLPC5 ≈ 1.2945067 stable and unstable orbits exist which collide
and disappear in a limit point of cycles for m = mLPC5. These orbits live in both G1
and in S-G2-M space but are not relevant to the physical modeling.
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Figure 3.4: Periodic orbits born at the Hopf point H3, resp. losing, regaining and
losing stability at the three limit points of cycles LPC2, LPC3 and LPC4.
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Figure 3.5: Periodic orbits born at the Hopf point H3 become unstable at the limit
point of cycles LPC4 and then disappear through a homoclinic orbit.
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Figure 3.6: Equilibrium bifurcation diagram of the constant mass model for the
parameter values in Table 2.1.
[Cdh1]
0 0.2 0.4 0.6 0.8 1
[C
y
cB
] T
0
0.2
0.4
0.6  Orbit born at H1 (for m  ≈ 0.65504)
 Orbit born at H2 (for m = mLPC1 ≈ 0.67243)
 Orbit born at H3 (for m = mLPC4 ≈ 0.65522)
Figure 3.7: Periodic orbits born at H1, H2 and H3 with indication of the flow along
the orbits.
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3.2 The dynamic mass cell model of Tyson and Nova´k
3.2.1 The basic equations
For a growing cell, one equation is added to (2.1):
dm
dt
= µm, (3.1)
where µ is a parameter with dimension min−1 that represents the growth rate. The
exact solution to (3.1) is, of course, given by m(t)≡ m(0)eµt . Let I be the elapsed
time (expressed in minutes) between the birth of a cell and its division and let 1ν be
the ratio mNEWmDIV where mDIV is the mass of the mother cell at division and mNEW the
mass of the newborn cell. In combination with mDIV = mNEW eµI , we get that
I =
lnν
µ
min. (3.2)
As budding yeast cells divide asymmetrically, we use ν = 10.443 as proposed in [11].
The period is thus given by
I =
0.814
µ
min. (3.3)
We note that in [81] and many other papers (3.1) is replaced by the logistic (Verhulst-
Pearl) equation (2.3). Equation (2.3) can also be solved analytically. However,
in practice the cell divides for mass values much smaller than mmax, so the factor
(1− mmmax ) can be ignored in some applications.
3.2.2 The dynamic mass cell system as a slow-fast dynamical sys-
tem
A newborn cell must first grow in the G1 phase, which corresponds to the lower left
branch of stable equilibria in Figure 3.1. This phase loses its equilibrium stability
in the constant mass cell system when m grows beyond mREP and the state of the
cell is then attracted by the stable periodic orbits that exist for larger values of m,
mainly the orbits born at H3 since the others disappear either when m ≥ mHom1
(those born at H1) or when m ≥ mLPC1 (those born at H2). We take mREP as the
onset of DNA-replication. It follows that the moment when m = mREP corresponds
to the beginning of the S-G2-M phase, the Start transition. The large stable limit
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cycles born at H3 correspond to the oscillations in S-G2-M phase.
To gain quantitative insight in the interplay between the constant and dynamic
mass cell models, we compute several orbits of the dynamic mass model. We
choose µ = 0.005 min−1, start with m = 0.5 and integrate over a time interval
I = lnνµ = 162.837101787 min. We start a basic orbit with initial value 0.1 for all
state variables other than m. The orbit is presented in Figure 3.8. It is clear that the
m
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Figure 3.8: An orbit of the dynamic mass cell system for parameter values in Table
2.1, µ = 0.005 min−1 and starting value 0.1 for all state variables with exception of
m = 0.5.
initial point of this orbit is in the attraction domain of the stable equilibrium at the
lower left branch of equilibria of the constant mass cell system (Figure 3.6). For
increasing m the orbit follows closely the equilibrium branch in Figure 3.1, passes
close to H1 and then gets attracted by the stable periodic orbits. Note that the con-
vergence to the branch of stable equilibria for mass values larger than mH3 ≈ 1.012
is not yet visible in Figure 3.8 since this convergence is quite slow and only shows
when integrating over a larger time interval.
For a large range of initial values of m and the concentration variables, the ini-
tial segment of the orbit has the same behaviour. We illustrate this in Figure 3.9. The
system behaves as a slow-fast system with m as the slow variable and the concen-
tration variables as fast ones. This phenomenon is called the “funnel effect” of the
system.
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Figure 3.9: Three orbits of the dynamic mass cell system for different starting values
for m = 0.428,0.478 and 0.528 and other state variabeles equal to 0.1 (parameter
values as in Table 1 and µ = 0.005 min−1).
To estimate how sensitive this orbit is to perturbations in the initial conditions
of the concentration variables, we compute 16 orbits in which one of the initial
values is replaced by either 0.11 or 0.09. Taking finite differences, we find an ap-
proximation to the linearization J of the map defined by time integration over I
near the initial orbit, i.e. of the fundamental matrix solution to the dynamic mass
cell equations, evaluated at time I. The norms of the columns of J are, respec-
tively, 4.3606e− 4, 1.0952e− 5, 5.4429e− 6, 2.3940e− 5, 0.2089, 1.9474e− 4,
1.5671e−4, 3.9309e−5. It is therefore clear that the sensitivity to perturbations in
the fifth variable [IEP] is much higher than to the other variables, but the map is still
contracting. The biggest singular value of J is 0.208906 with all the other singular
values smaller than 10−5. We note that IE is an “imaginary” enzym invented by the
modelers to introduce a time-delay between [CycB] and [Cdc20]A (see [80]). A high
sensitivity to IEP in the model therefore suggests that the modeling of this time-delay
(which was done differently in other models) is a sensitive issue.
53
Chapter 3. Computational study of a budding yeast model of T & N
3
3.2.3 Computation of the dividing point in the cell cycle
We model the cell cycle as an orbit ([CycB]T (t), . . . , [T F ](t),m(t)) with the prop-
erty that [CycB]T (I) = [CycB]T (0), . . . , [T F ](I) = [T F ](0), m(I) = mDIV = m(0)ν
where I is the cell cycle duration. Cell division then reduces the value of m at time
I to m(0) = mNEW . If all parameters, including the growth rate µ are fixed (let
µ = 0.005 min−1), then the solution to this problem is determined by the choice of
the point where the cell actually divides. Following the choice in [81], we assume
that a cell divides at the moment when [CycB]T crosses 0.1 from above. The choice
of [CycB]T as the “leading” variable is motivated by the biological interpretation of
the model (see §2.1.3) but the chosen threshold value is approximative. In Section
5.10 we will investigate other choices for the point of division.
We will show numerically that the problem can be reduced to the computation
of the fixed point of the map which is defined by shooting to the point where [CycB]T
crosses 0.1 from above, followed by a division of the m-component by ν . Even a
very crude initial guess is sufficient and the convergence is fast. In a way, this is
not surprising since in this case the mathematical algorithm (shooting and dividing)
mimics the biological process (growing and dividing) and we must expect that the
latter is fairly robust. Consider again the basic orbit computed in §3.2.2. Let the
iterates of order 0,1,2, . . . of the map be called x0,x1,x2, . . . respectively. We find
that
x0 =

0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.5

, x6 =

0.1
0.997465672008502
1.093211613628905
0.316659450964317
0.541516533594340
0.179844535437557
0.112391031803462
0.252722767468698
0.371775316102405

. (3.4)
After about 4 iterations, the norm of the difference between two successive iterates
no longer decreases, so we take x∞ = x6 as the approximation to the exact fixed point.
To establish the stability of the found fixed point of the shoot-and-divide map,
we compute the 16 orbits in which one of the components of the initial vector
([Cdh1], [Cdc20]T , . . . , m) is either increased or decreased by a small amount ε .
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We took ε = 0.01. We exclude the component [CycB]T since this concentration is
fixed as 0.1 through the definition of the map. Taking finite differences, we find an
approximation to the Jacobian J of the map. The eigenvalues of J are given by
−0.013813641207812
−0.001045514411775
−0.000474497695339
0.000012182956256
0.000001478974507
0.000000032717216+0.000000088987369i
0.000000032717216−0.000000088987369i
0.000000009346214

. (3.5)
All eigenvalues are small in modulus and the spectral radius is of the order 0.013814.
Since it is much smaller than 1, we conclude that the fixed point is indeed stable and
strongly attracting.
As a check, we compute the errors in the first few iterates and find ‖x0− x∞‖ =
1.4423, ‖x1− x∞‖ = 0.0093, ‖x2− x∞‖ = 1.2974e− 4, ‖x3− x∞‖ = 7.7279e− 5,
‖x4− x∞‖= 1.2659e−4, ‖x5− x∞‖= 5.5349e−5. The ratios between the succes-
sive errors are the following: 1.5487e2, 71.7783, 1.6789, . . .. The last ratio (1.6789)
is close to 1 which indicates that no further improvement is possible, due to numer-
ical errors in the shooting process. The preceding ratio (71.7783) is close to the
inverse of the spectral radius of J, thus confirming linear convergence.
3.2.4 Growth rate versus time between DNA-replication and cell
division
To study the effect of the growth rate µ , we compute another group of orbits. The
computations all start with the same values for all state variables, in particular with
m = 0.5 in all cases (i.e. a value definitely below mREP). The values of the other
state variables do not matter, if at least they are in the attraction domain of the stable
equilibrium at the lower left branch of equilibria of the constant mass system (Figure
3.1). We compute the orbits for µ = 0.02, 0.01, 0.005, 0.0025, 0.00125, 0.000625,
0.0003125 and 0.00015625 min−1.
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In Figure 3.10 we present the time evolution of [CycB]T for µ = 0.01, 0.005 and
0.0025 min−1. As expected, all orbits first converge to quasi-steady state solutions,
corresponding to the steady states of the constant mass cell model. When the cell
mass exceeds mREP, the system starts oscillating with a damped amplitude.
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Figure 3.10: Three orbits of the dynamic mass cell system for different values of µ
(in min−1) and with the other parameter values as in Table 2.1.
Table 3.1: Values of the growth rate µ in (3.1) and corresponding values mREP and
mDIV of the cell mass at DNA replication and division, time in S-G2-M phase ∆2t
and the ratio
mDIV −mREP
µ
.
µ (min−1) mREP mDIV ∆2t (min)
mDIV−mREP
µ
0.02 0.6546307 1.4439561 39.5535089 39.4663
0.01 0.6546307 1.0267880 45.0119476 37.2157
0.005 0.6546307 0.8401373 49.8988046 37.1013
0.0025 0.6546307 0.7486099 53.6587133 37.5917
0.00125 0.6546307 0.7020505 55.9472195 37.9358
0.000625 0.6546307 0.6782075 56.6111394 37.7228
0.0003125 0.6546307 0.6666489 58.2150869 38.4581
0.00015625 0.6546307 0.6641031 91.9437708 60.6236
In Table 3.1 we give for each of the computed orbits (each corresponding with a
certain µ ranging from 0.00015625 to 0.02 min−1) the value mREP of the cell mass
at DNA replication, the value of the cell mass at division mDIV (so, as previously
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defined, when [CycB]T crosses 0.1 from above) and the time in S-G2-M phase ∆2t
(the time elapsed when m increases from mREP to mDIV ). Note that by (3.1) follows
that
mDIV = mREPeµ∆2t .
A striking feature of Figure 3.10 is that the mass increase of the cell in S-G2-M
phase is apparently proportional to µ . To make this more precise we also present in
Table 3.1 the ratio of mDIV −mREP to µ for the different µ values. The remarkable
observation is that for the whole range of reasonable values of µ between 0.0003125
and 0.01 min−1, the ratio of mDIV −mREP to µ is nearly constant. We illustrate this
graphically in Figure 3.11 and note that it is not an isolated phenomenon since it was
also observed in [39] in the case of the Toy model of [81]. We note that this could in
principle be checked experimentally if µ can be manipulated without changing the
other parameters. Taking averages we find that
µ
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Figure 3.11: Graphical interpretation of Table 3.1: mDIV−mREP versus µ (in min−1).
mDIV −mREP
µ
≈C = 37.67min. (3.6)
To interpret the existence of a constant C for which (3.6) holds for a wide range of
values of µ , we first consider Figure 3.12 in which we plot mT (m) versus m with m
in the range of the stable periodic orbits born at H3 and where T (m) is the period of
the periodic orbit at m. The remarkable feature is that mT (m) is nearly constant in
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this range (with an exception only very close to the homoclinic orbit at m = mHom2).
Let C1 ≈ 30 denote this constant value.
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Figure 3.12: Representation of mT (m) (in minutes) versus m for the stable orbits
born at H3 (with T the period of the orbit).
We further suppose that the periodic orbits in the fast manifold during the S-G2-M
phase have essentially the same shape and can globally be parameterized by the
same phase variable φ ∈ [0,1]. During a time dt a fraction dtT (m(t)) is traversed by the
isochron in the space of the fast state variables (see Figure 3.13). Let ρ be the total
fraction of a periodic orbit traversed during S-G2-M phase. We then have
∫ ∆2t
0
dt
T (m(t))
= ρ.
By multiplying with m(t) in the numerator and the denominator and taking into
account that m(t)T (m(t))≈C1 min, we get that∫ ∆2t
0
m(t)dt ≈C1ρ
⇐⇒
∫ ∆2t
0
mREPeµtdt ≈C1ρ
⇐⇒ mREP
µ
(
eµ∆2t−1
)
≈C1ρ
⇐⇒ mDIV −mREP
µ
≈C1ρ.
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From the observed relationship (3.6), we get that C ≈C1ρ . This means that the total
phase fraction of a periodic orbit traversed during S-G2-M phase is constant, i.e.
independent of µ:
ρ ≈ C
C1
≈ 1.26. (3.7)
isochron
periodic orbit
orbit
t0
t1
t2
Figure 3.13: Schematic illustration of a periodic orbit (blue orbit) which attracts two
approaching orbits (solid grey lines) and the isochrons at time t0, t1 and t2 (dashed
black lines).
It is also clear why the argument fails if either µ is very small (then an important
part of the orbit is in the region where m is close to mLPC4, where mT (m) is large) or
very large (then an important part of the orbit is in a region where no periodic orbits
exist).
From the above, it follows that the duration of the different phases of the cell
cycle can be calculated as follows. Let ∆1t be the time in minutes between the birth
of a cell and the onset of DNA-replication (time in G1 phase), ∆2t the time in minutes
between the onset of DNA-replication and cell division (time in S-G2-M phase) and
I the time in minutes between birth of the cell and cell division. We have (see (3.2)
for the last equality)
I = ∆1t+∆2t =
lnν
µ
. (3.8)
We also have from (3.6)
mDIV = mREPeµ∆2t ≈ mREP+Cµ, (3.9)
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which leads to
∆2t =
1
µ
ln
mDIV
mREP
≈ 1
µ
ln
(
1+
Cµ
mREP
)
. (3.10)
The time in G1 phase is then
∆1t ≈ lnνµ −
1
µ
ln
(
1+
Cµ
mREP
)
. (3.11)
Since
Cµ
mREP
is small, we can use the Taylor series for ln
(
1+
Cµ
mREP
)
and get as
approximation for (3.10):
∆2t ≈ 1µ
(
Cµ
mREP
− 1
2
C2µ2
m2REP
)
=
C
mREP
− 1
2
C2µ
m2REP
. (3.12)
It follows that for small µ , the time in S-G2-M phase is nearly independent of µ and
slowly decreases for increasing values of µ . It is interesting to note that the model in
[11] (Figure 1) predicts a practically constant time in S-G2-M phase for all values
of µ. However, the experimental results in [58], also presented in Figure 1 of [11],
indicate that the time in S-G2-M space is slightly decreasing for increasing µ, a fact
that is consistent with (3.12).
By (3.8), (3.10) and (3.11) the cell division cycle therefore is determined by one
parameter in the sense that if one of the four quantities ∆1t, ∆2t, I or µ is given, then
the three others can be computed (assuming that µ is in the admissible range, say
0.0003125min−1 ≤ µ ≤ 0.01 min−1 and that ν is known).
In §3.2.3 we showed that the cell cycle is determined by fixing the value of [CycB]T
at cell division and can be computed as the fixed point of a map.
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3.2.5 Robustness under a parameter change
The only difference between the models in [81] and [80] is the introduction in [81]
of the parameter k′13 which, however, is put to zero in [81] and in our discussion so
far. We now briefly study the consequences of a nonzero k′13.
This situation reflects the experiment described in [26] where it was found that
a premature expression of Cln2 (analogous to SK in (2.1)) had no particular effect on
cell growth but advanced the entry in S-phase and the budding. This was confirmed
in the model in [11] where the authors also found that the resulting cells are smaller
than normal but still viable.
Figure 3.14: Equilibrium bifurcation diagram for the constant mass model for the
parameter values in Table 2.1 except for k′13 = 0.2.
If we change k′13 to 0.2, we get the equilibrium bifurcation behaviour of the constant
mass model as shown in Figure 3.14. For values of m below that of the subcritical
Hopf point H1, the system has stable equilibria with low [CycB]T . This branch
of equilibria becomes unstable at H1 and then turns at a first limit point where
m≈ 0.636024. The branch of unstable equilibria turns again at a second limit point
and regains stability. It further loses stability a the supercritical Hopf point H2 and
regains it at the supercritical Hopf point H3. So the equilibrium bifurcation curve
has qualitatively the same stable parts as for zero k′13, namely a stable part before
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H1, a stable part between the second limit point and H2 and a stable part beyond H3.
For the periodic orbits we get a slightly different situation. The stable periodic orbits
born at H2 die at H3 and hence for m-values between 0.58438076 and 1.0118642
“small” stable periodic orbits exist. “Large” stable periodic orbits exist for m-values
between 0.63581534 and 0.8087945, where they respectively lose stability through a
period doubling and a limit point of cycles. The “large” stable periodic orbits are
unrelated to H1, H2 and H3. For the whole region where the “large” stable periodic
orbits exist (which are the most important for the model, as explained before) there
also exist “small” stable periodic orbits. It is possible to find orbits that are attracted
to a “small” stable period orbit and hence, under the previously mentioned assump-
tions of division, never reach low enough values of [CycB]T to divide. Such cells
would not be viable and this suggests that natural selection might work to keep k′13
small. In Figure 3.15 an orbit for m = 0.65 (a value slightly larger than that of H1)
is shown as illustration.
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Figure 3.15: Orbit of the dynamic mass cell model converging to a “small” stable
periodic orbit (k′13 = 0.2 and m = 0.65).
We find that the domain of bistability of the periodic orbits becomes initially wider
for rising values of k′13. In Figure 3.16 the continuation of the different bifurca-
tion points for the original constant mass model (with zero k′13 - see Figure 3.6)
is illustrated in
(
m,k′13
)
-space. The green curve represents the continuation of H2
and H3 and the black curve the continuation of H1. The blue curve represents the
62
33.2. The dynamic mass cell model of Tyson and Nova´k
continuation of LPC1 (the limit point of cycles where the stable periodic orbits born
at H2 lose stability) and LPC2 (the first limit point of cycles where the periodic
orbits born at H3 lose stability). The light blue line represents the continuation of
LPC3 (the limit point of cycles where the periodic orbits born at H3 regain stability)
and the pink curve the continuation of LPC4 (where the periodic orbits born at H3
finally lose stability). We note that the pink curve is hardly visible in Figure 3.16
because it is so close to the H1 curve. A zoom is provided in Figure 3.18 (top figure).
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Figure 3.16: Continuation of resp. H2 and H3 (green curve), H1 (black curve),
LPC4 (pink curve), LPC1 and LPC2 (blue curve) and LPC3 (light blue line) in(
m,k′13
)
-space. The “small” stable periodic orbits exist in the black shaded region
and the “large” stable periodic orbits in the red shaded region.
The form of the H1 curve shows that for increasing values of k′13 the cells enter
S-phase at lower values of m. This is consistent with the results in [26, 11]. The cells
also divide at a smaller mass as shown in Figure 3.17.
The “large” stable periodic orbits are born at LPC3 and lose their stability at LPC4,
so the red shaded region in the figure is the corresponding stability region. The curve
LPC4 ends at a cusp of cycles (CPC in Figure 3.18 at the top with a zoom at the
bottom) for k′13 = 0.13346724. It is difficult to determine how the large periodic
orbits disappear for k′13 > 0.13346724, but the periods become very large and are, in
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Figure 3.17: Two orbits of the dynamic mass cell model for different values of k′13
(the orbit for k′13 = 0 is identical to that in Figure 3.8).
practice, hardly distinguishable from homoclinic orbits. The “small” stable periodic
orbits exist between H2 and H3, with an exception for the part between LPC1 and
LPC2 and hence the black shaded region in the figure is the stability region of these
“small” periodic orbits. The domain of bistability is the double-shaded region in
Figure 3.16, which becomes wider for rising values of k′13. To check if the existence
of this bistability region has a great impact on the model, the attraction domains of
the different stable periodic orbits should be investigated in more detail. But clearly
a non-zero k′13 leads to a large region of birhythmicity.
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Figure 3.18: Continuation of H1 and LPC4 in
(
m,k′13
)
-space (top figure). The LPC4
curve ends in a cusp of cycles CPC. The two nearly parallel LPC curves are presented
in the zoom in the bottom figure.
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Table 3.2: Parametervalues Toy model of Tyson and Nova´k (3.13)
parameter value parameter value
k1 0.04/min k′5 0.005/min
k′2 0.04/min k
′′
5 0.2/min
k′′2 1/min k6 0.1/min
k′3 1/min J5 0.3
k′′3 10/min n 4
k4 35/min µ 0.01/min
J3 0.04 mmax 10
J4 0.04
3.3 Toy model of Tyson and Nova´k
Tyson and Nova´k also propose a simplified model for the cell cycle, the Toy model, in
[81, 44], which we briefly introduce here. This model is further studied in more detail
in [39]. The model consists of 4 state components: the mass m, the concentration of
Cdk-cyclin dimers X , the concentration of active Cdh1-APC complexes Y and the
concentration of a protein that activates Cdh1 at Finish A. Tyson and Nova´k assume
that a cell starts dividing if the concentration X crosses XDIV = 0.1 from above. The
equations are
dm
dt
= µm
(
1− m
mmax
)
,
dX
dt
= k1− (k′2+ k′′2Y )X ,
dY
dt
=
(k′3+ k
′′
3A)(1−Y )
J3+1−Y −
k4mXY
J4+Y
,
dA
dt
= k′5+ k
′′
5
(mX)n
Jn5 +(mX)
n − k6A.
(3.13)
All parameters in these equations are positive and the parameter values, as introduced
in [81], are listed in Table 3.2. X takes the role of [CycB]T in (2.1), Y the role of
[Cdh1] in (2.1) and A the role of [Cdc20]T in (2.1). The concentrations X , Y and A
are dimensionless quantities (expressed as grams of the protein per grams of total
cell mass), as well as the cell mass m.
A bifurcation study of this model is done in [39]. The main equilibria of the Toy
model for a constant mass (so without the first equation in (3.13)) are depicted in
Figure 3.19. The bottom part of the equilibrium curve represents stable equilibria
with X below 0.1, corresponding to the G1 phase of the cell cycle. This branch
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of equilibria loses stability at a Limit Point for m ≈ 0.79. The two further points
denoted by H (of which one is very close to the first LP) are in fact neutral saddles
and do not change the stability. The equilibria regain stability at the second LP for
X ≈ 0.437 and lose stability again at the subcritical Hopf point for X ≈ 0.35 and
m ≈ 0.6. The unstable periodic orbits born at this Hopf point die at a HHS orbit
and are not relevant from the modelling perspective. The authors of [39] find stable
periodic orbits for mass values larger than 0.79. These periodic orbits tend to a HSN
orbit for m ≈ 0.79, with the lower LP in Figure 3.19 as saddle-node. The stable
periodic orbits have part of their period in a region with low X (below 0.1), but also
have part of their period in the region with higher X . This means that they correspond
to the “large” stable periodic orbits of the budding yeast model of Tyson and Nova´k
and that they provide the cycling behaviour in the S-G2-M phase.
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Figure 3.19: Equilibria curve of the Toy model (3.13) for a constant mass.
In Figure 3.20 six orbits of the Toy model (with a dynamic mass) are depicted
in (m,X)-space for different starter values of m (starter values for X , Y and A are
respectively 0.1, 0.5 and 0.5, and the parameter values are listed in Table 3.2, except
that we use µ = 4300 min
−1). For small mass starter values (see the orbits for
m(0) = 0.2 and m(0) = 0.6) the orbits converge to the same, initially oscillating,
orbit in (m,X)-space. The Toy model thus shows the same “funnel effect” for small
mass starter values as the budding yeast model (see §3.2.2). For birth mass values
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m(0)< 2.138325 the orbit will still oscillate initially in the X component. From the
assumption that cells divide when X crosses 0.1 from above, it follows that cells with
birth mass m(0)≥ 2.138325 will not divide since the X value will never decrease to
0.1 (see Figure 3.20).
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Figure 3.20: Orbits of the Toy model of Tyson and Nova´k (4.3) for different starter
values of m (starter values for X , Y and A resp. 0.1, 0.5 and 0.5 and parameter values
as in Table 3.2 except µ = 4300 min
−1).
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4CHAPTER 4
Modelling structured population models with internal
cell cycle
Overview
We introduce a chemostat model describing a population of unicellular organisms
living in a continuous culture. We attach a physiological structure to these cells
which describes their internal cell cycle. The cycling through the cell cycle depends
on the environment, which in this case is the concentration of the limiting nutrient in
the bioreactor. In Section 4.1 the model is described in general terms, with attention
for the notation and including the general system equations that consist of a renewal
equation coupled to a delay differential equation. The i-state of the cells describes
their progression through the cell cycle by using well-studied mathematical models
for the cell cycle. In the major part of this chapter, an adjusted form (that incorporates
nutrient dependency) of the Toy model of Tyson and Nova´k is used. In Section 4.2,
we give the equations for the cell cycle and explain the cell division conditions. We
make the distinction between population models where cells can only divide when
their mass satisfies a minimal mass criterion (Minal-Mass models MM1 and MM2)
and a model without minimal mass criterion (No-Minimal-Mass model NMM). The
only difference between the MM1 and MM2 model is the way the maximal mass is
incorporated in the models. In Section 4.3 the equations for the equilibrium (S¯, b¯(x))
are given.
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To enable the computation of the equilibrium, the birth space has to be discre-
tised which results in a finite number of birth cohorts. In Section 4.4 we discuss
a general discretisation of the birth space, using a uniform meshing, and give the
equations for the discretised population model and the equilibrium. The internal state
of each birth cohort, together with the nutrient consumption by the cells in the cohort,
is integrated over age until the survival probability of the cells in the cohort becomes
very small. In Section 5.1 we simplify the discretisation of the birth space relying on
the funnel effect which the Toy model, and more extensive cell cycle models, display.
We only discretise the mass component of the cell using an adaptive discretisation.
The location of the birth cohorts in birth space is not fixed: the age integration is
performed on an initial list of birth cohorts resulting in a new list of birth cohorts.
This new list of birth cohorts depends on which cells are born from mother cells in
the initial list of cohorts and two parameters δ and ε . δ represents the “inhibition
zone” of an existing cohort, so the masses in a list of birth cohorts differ at least
δ from each other. ε is a lower threshold for the fraction of cells born in a cohort.
The resulting equations for the population model with the adaptive discretisation
are given and we motivate how the equilibrium equations can be rewritten as the
fixed point of a map. In Chapter 5 we will discuss the computational results for the
structured population models that are introduced in this chapter.
4.1 The model
4.1.1 Chemostat model
The chemostat (see Figure 4.1), also known as the continuous stirred tank bioreactor,
was invented in 1950 independently by Jacques Monod [63] and by Novick and
Szilard [68] as a suitable way to study a bacterial population in the steady state (see
[42]). The experimenters could easily adjust the growth rate and external parameters
such as the temperature. Monod was particulary interested in which regulation
mechanisms operate within cells when there are nutrient-limited conditions. The
chemostat has been omnipresent in the study of microbial physiology and metabolism
since its invention [47]. Also for the study of microbial ecology and more general
population dynamics, it has proven its use [75].
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Figure 4.1: Sketch of a chemostat: a stirred bioreactor to which fresh nutrient is
continuously added (the inflow), while the culture liquid is continuously removed
(the outflow) at the same rate to keep the culture volume constant.
All cells in the bioreactor experience the same limiting nutrient concentration as
we assume the reactor is well-mixed, see Fig. 4.1. Let us denote this nutrient
concentration inside the reactor by S(t), the available resource concentration at time
t. Our way of bookkeeping at the population level leads us to introduce histories,
first as functions defined on (−∞,0]. For the resource S, we introduce the notation
St(σ) := S(t+σ),σ ∈ (−∞,0],
which is common in the theory of functional differential equations (see [43]). Then
St is the history of the resource at time t. The dimension of the nutrient concentration
is [mass]·[size]−3. Since the mass of the cell is a dimensionless quantity in the
cell cycle models (see the comments to (2.1)), the nutrient concentration is only
expressed per unit of volume so we assume [S]=m−3.
4.1.2 Introduction of the vital rates
We introduce x(a,x0,Ψ) as the individual state of a cell at age a, given it had state
x0 at birth and has experienced history Ψ during its lifetime. Then x(a,x0,St) is the
state that a cell has at age a and time t, given it had birth state x0 and has experienced
resource concentration St in the time interval [t−a, t].
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Likewise, we introduce F(a,x0,Ψ) as the survival probability to age a of a cell,
given it had birth state x0 and has experienced history Ψ during its lifetime. Then
F(a,x0,St) is the probability for a cell to reach age a at time t given it had birth state
x0 and has experienced resource concentration St in the time interval [t−a, t].
We further denote by β (x,E) the rate of division of a cell at state x under en-
vironmental condition E, and by γ(x,E) the rate of food consumption of such a cell
at state x under environmental condition E. So, for example, β (x(a,x0,St),S(t)) is
the rate of division of a cell at time t of age a (the cell is born from a mother cell
which divided a time units ago) with birth state x0.
Finally, f (S) denotes the intrinsic rate of change of the resource, meaning the
rate of change in absence of the consumer. We will assume the so-called chemostat
condition
f (S) = D(S0−S), (4.1)
where D is a positive constant, representing the dilution rate, and S0 > 0 is the
concentration of the limiting nutrient contained in the feeding bottle of the chemostat,
before it is pumped into the bioreactor and consumed by the cells floating in the tank.
4.1.3 Evolution of the i-state and the survival probability
The internal state x attached to each cell is a vector of which the dimension depends
on the details with which each cell is represented in the model. We will assume
that the dimension is ν ∈ N with ν ≥ 2. A special i-state component of the cells
is mass, which we assume to always be the first component of x and denote by m.
We will make several assumptions about the cell division mechanisms (see Section
4.2.2), of which some are related to the mass of the cell. The other components of x
will be concentrations of certain chemicals associated to and necessary to formulate
the cell’s cell cycle. The division of the cell will be determined or triggered by a
threshold concentration reached by one of these molecules, by default this molecu-
lar species concentration will be the second component of x, denoted by δ . As m
and δ are the minimal components needed to establish such a model, this explains
why ν ≥ 2. The other state vector components besides m and δ are denoted by
αi, i = 1, . . . ,ν−2 (i.e. the αi are not present in case the i-state has dimension 2).
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We also introduce the i-state space Ωi as the space of all i-states in which any cell
inside the bioreactor can be. As besides mass, the other state vector components
have interpretations as concentrations clearly Ωi ⊆ R+×R+× . . .×R+, where the
Cartesian product is taken ν − 1 times. This space can be restricted further with
respect to its m component, as we will explain in Section 4.1.4. We define Ωb as the
space of all states in which a newly born cell inside the bioreactor can be.
We can establish equations for x(a,x0,St) and F(a,x0,St) in terms of the indi-
vidual evolution rate g(x,E) and the mortality rate µd(x,E). We assume that
g : Ωi×R+ → Rν is C1 on Ωi×R+ and µd : Ωi×R+ → R+ is C1 on Ωi×R+.
We then assume the following evolution laws for x(a,x0,St) and F(a,x0,St):
∂
∂a
x(a,x0,St+a) = g(x(a,x0,St+a),S(t+a)),
x(0,x0,St) = x0, x0 ∈Ωb,
and
∂
∂a
F(a,x0,St+a) = − [µd(x(a,x0,St+a),S(t+a))+β (x(a,x0,St+a),S(t+a))]
·F(a,x0,St+a),
F(0,x0,St) = 1, for all x0 ∈Ωb.
The latter condition means that a cell eventually either dies (which means in our
chemostat model that it is washed out of the bioreactor) or it divides and leaves the
size cohort (x(a,x0,St+a),S(t+a)) of cells having age a. These equations are valid
for cells born at time t, having age a at time t+a.
4.1.4 Cell division
We will assume that a cell always splits into two parts during a division event, and that
it can only divide when it has maximally mass mmax. Furthermore, we define a num-
ber φ with 0 < φ ≤ 0.5. We assume that a cell with mass m always splits into a cell
with mass φm and a cell with mass (1−φ)m. The largest possible size of a newborn
cell is clearly (1−φ)mmax. We will consider two different cases for a lower boundary
for the mass at division: in the first case there is no lower boundary and in the second
case a cell can only divide when it has at least mass mmin. In the first case we have that
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Ωb|m :=]0,(1−φ)mmax] and in the second case that Ωb|m := [φmmin,(1−φ)mmax].
In Figure 4.2 the i-state space restricted to the mass is illustrated for the second case.
For this case, it follows that Ωi = [φmmin,mmax]×R+× . . .×R+.
0 minfm mmin mmaxmmaxf(1- )
W
W
b
i
m
m
Figure 4.2: The i-state space Ωi restricted to the first component, the cells’ sizes or
masses.
These settings describe a deterministic splitting in always the same fractions, which
is a rough approximation of a stochastic splitting. For values of φ ≈ 0.5 this describes
sufficiently well bacterial populations such as E. coli (see [77]), and for smaller φ
(φ ≈ 0.4) it describes a population dividing by budding, such as brewer’s yeast S.
cerevisiae (see Figure 2.4, [44]).
We assume that when the cell divides the mass changes as described above and
the other components of the i-state variabele x are unaltered. So the state variables
of the new cells differ only in the m component from the mother cell’s state.
4.1.5 The complete model
Let us finally denote by b(t,x) the population birth rate, i.e., the number of new
individuals created per unit of time and volume in the bioreactor with i-state x at
time t. Then we can describe the population dynamics by the system of equations
dS
dt
= f (S(t))
−∫ ∞0 ∫Ωb γ(x(a,x0,St),S(t))F(a,x0,St)b(t−a,x0) dx0 da,
b(t,x) =
∫ ∞
0
[
β
(
x
[φ 1 ...1] ,S(t)
)
F
(
a,ξ ( x[φ 1 ...1] ,a,St),St
)
b
(
t−a,ξ ( x[φ 1 ...1] ,a,St)
)
+ β
(
x
[1−φ 1 ...1] ,S(t)
)
F
(
a,ξ ( x[1−φ 1 ...1] ,a,St),St
)
b
(
t−a,ξ ( x[1−φ 1 ...1] ,a,St)
)]
da,
(4.2)
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where the system is already running from time−∞ up to present time t. This explains
why we have not imposed any initial conditions. Of course this is experimentally
unrealistic, but as we will only consider equilibria of the system, this point-of-view
is actually the most natural.
The nutrient concentration changes due to the intrinsic rate of change (the inflow
and outflow of nutrient) and due to the consumption of nutrient by the living cells.
The rate of nutrient consumption by all living cells at time t is calculated by con-
sidering the cells that originate from all possible birth states x0 (the integral over
Ωb in the first equation of (4.2)) and by considering for every possible birth state
x0 the consumption rate of a cell of age a (factor γ(x(a,x0,St),S(t)) in the first
equation of (4.2)) times the number of living cells per unit of time at time t with age
a (factor b(t−a,x0) ·F(a,x0,St) in the first equation of (4.2)), for all possible ages
(the integral from 0 to ∞ in the first equation of (4.2)).
The equation for the number of newborn cells with i-state x at time t per unit
of time consists of two parts. A newborn cell with i-state x and more precisely mass
m, can either be the small daughter cell of a cell that divides when it has the same
i-state x except for the mass (which then must equal mφ ), or the large daughter cell
of a cell that divides when it has i-state x except for the mass (which then must
equal m1−φ ). We use the notation
x
[φ 1 ...1] for the pointwise vector division (so only
the m component is divided by φ ) in (4.2). The number of cells born with i-state x
at time t per unit of time equals the sum of the number of cells born with i-state x
at time t per unit of time from mother cells with age a (for all possible ages) and
state x[φ 1 ...1] at time t, and the number of cells born with i-state x at time t per unit
of time from mother cells with age a (for all possible ages) and state x[1−φ 1 ...1] at
time t. We define the function ξ (y,a,St) in (4.2) as the birth state vector of a cell
which was born at time t−a and has at time t state y while experiencing resource
concentration St in the time interval [t−a, t] (under the assumption that it did not die).
If no such vector exists then the corresponding birth rate is set to zero. The number
of cells born with i-state x at time t per unit of time from mother cells with age a
and state x[φ 1 ...1] at time t then equals the division rate of such a mother cell times
the number of living mother cells of this type per unit of time at time t with age a
(factor b
(
t−a,ξ ( x[φ 1 ...1] ,a,St)
)
·F
(
a,ξ ( x[φ 1 ...1] ,a,St),St
)
in the second equation
of (4.2)). Together this gives the second equation of (4.2).
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Table 4.1: Parameter values h(S) in (4.3)
parameter value
c1 2
ζ1 0.5/m3
The population equations (4.2) form a system of a renewal equation coupled to
a delay differential equation.
4.2 The cell cycle
4.2.1 Toy model adjusted
To describe the cell cycle, we start with a simple model, namely the Toy model of
Tyson and Nova´k, which we introduced in Section 3.3 with equations (3.13). The
i-state variable x then equals the vector with m, X , Y and A as components. We adjust
the original equation for the mass by Tyson and Nova´k to incorporate a dependency
on the nutrient concentration. The equations then are
dm
dt
= gm(x,S) = µm
(
1− m
mmax
)
h(S),
dX
dt
= gX(x,S) = k1− (k′2+ k′′2Y )X ,
dY
dt
= gY (x,S) =
(k′3+ k
′′
3A)(1−Y )
J3+1−Y −
k4mXY
J4+Y
,
dA
dt
= gA(x,S) = k′5+ k
′′
5
(mX)n
Jn5 +(mX)
n − k6A,
(4.3)
where we choose a Holling type II functional response [8] for h(S):
h(S) =
c1S
ζ1+S
,
with c1 and ζ1 positive parameters. We use the parameter values in Table 3.2 for the
original parameter values and the values in Table 4.1 for c1 and ζ1. The rationale for
the choice for c1 and ζ1 is that we choose h(S)→ 2 for S→+∞ and h(12) = 1 for
S0 = 1.
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Table 4.2: Overview of the deterministic cell division assumptions for the different
models
No-Minimal-Mass model Minimal-Mass model
NMM deterministic division: MM1 deterministic division:
cells divide when cells divide when X = XDIV ,
X = XDIV and dXdt < 0
dX
dt < 0 and m≥ mmin
(with mmax in equation of dmdt ) (with mmax in equation of
dm
dt )
MM2 deterministic division:
cells divide when X = XDIV ,
dX
dt < 0, m≥ mmin and m≤ mmax
(without mmax in equation of dmdt )
4.2.2 Conditions for cell division
We will study the effect that different assumptions about the mechanisms triggering
cell division have. We can subdivide the corresponding cell population models in
two classes, based on whether or not the cells can only divide when the reach a
minimal mass value. More precisely we will study the models with deterministic
cell division mechanisms as described in Table 4.2. We can interpret deterministic
division as the limit cases of probabilistic division.
No-Minimal-Mass model with deterministic division NMM
The rate of reproduction is the following Dirac function:
β (m,X ,Y ) :=
{
0 if X 6= XDIV or dXdt ≥ 0,
+∞ if X = XDIV and dXdt < 0.
Minimal-Mass model with deterministic division MM1
The rate of reproduction is for this model the following Dirac function:
β (m,X ,Y ) :=
{
0 if m < mmin or X 6= XDIV or dXdt ≥ 0,
+∞ if mmin ≤ m and X = XDIV and dXdt < 0.
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Minimal-Mass model with deterministic division MM2
The rate of reproduction for this model is the following Dirac function:
β (m,X ,Y ) :=
{
0 if m < mmin or m > mmax or X 6= XDIV or dXdt ≥ 0,
+∞ if mmin ≤ m≤ mmax and X = XDIV and dXdt < 0.
In MM2, we use dmdt = µmh(S) as equation for the mass increase instead of the
equation in (4.3).
As value for XDIV we will use 0.1, as proposed by Tyson and Nova´k. In Sec-
tion 5.10 we will discuss other cell division criteria for X .
In the following Sections 4.3 and 4.4 we will use the general notation for the
components of the state vector x and from Section 4.5 onwards we will use the
specific notation for model (4.3).
4.3 The equilibrium condition
An equilibrium is a pair of a constant number and a time-invariant distribution
(S¯, b¯(x)) satisfying the renewal and delay equation (4.2) simultaneously. If b¯(x) = 0
for all x∈Ωb, S¯ must be such that f (S¯) = 0. In this case, we have a trivial equilibrium
(S0,0), which is not very interesting. A nontrivial equilibrium is given by a pair
(S¯, b¯(x)) satisfying
f (S¯)− ∫ΩbΘ(x0, S¯) · b¯(x0)dx0 = 0,
R0(x0, S¯)− b¯(x0) = 0, for all x0 ∈Ωb,
(4.4)
with
Θ(x0, S¯) :=
∫ ∞
0
γ(x(a,x0, S¯), S¯)F(a,x0, S¯) da, with x0 ∈Ωb,
R0(x0, S¯) :=
∫ ∞
0
β
(
x0
[φ 1 ...1]
, S¯
)
F
(
a,ξ (
x0
[φ 1 ...1]
,a, S¯), S¯
)
b¯
(
ξ (
x0
[φ 1 ...1]
,a, S¯)
)
da
+
∫ ∞
0
β
(
x0
[1−φ 1 ...1] , S¯
)
F
(
a,ξ (
x0
[1−φ 1 ...1] ,a, S¯), S¯
)
b¯
(
ξ (
x0
[1−φ 1 ...1] ,a, S¯)
)
da.
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Θ(x0, S¯) can be interpreted as the total nutrient consumption of a cell that started with
birth state x0 over its entire life-time when there is a constant nutrient concentration
S¯ and R0(x0, S¯) as the number of cells born per unit of time with birth state x0 when
there is a constant nutrient concentration S¯.
We compute x(a,x0, S¯) and F(a,x0, S¯) by solving the following system of non-
autonomous ODEs in which the derivative is taken with respect to age a:
x′(a,x0, S¯) = g(x(a,x0, S¯), S¯),
x(0,x0, S¯) = x0, x0 ∈Ωb,
and
F ′(a,x0, S¯) = −(µd(x(a,x0, S¯), S¯)+β (x(a,x0, S¯), S¯))F(a,x0, S¯),
F(0,x0, S¯) = 1, x0 ∈Ωb.
4.4 Discretisation of Ωb by a uniform mesh
4.4.1 First view on the discretisation of Ωb
In order to make the computation of a population equilibrium possible, we will
need to discretise the multidimensional birth state space Ωb and make biologically
reasonable assumptions about the mechanisms triggering cell division. Numerically
this leads to a system with tremendous complexity, so in Section 4.5 we will simplify
this general discretisation. In order to understand the discretisation of Ωb we first
expand the vector notation of x(a,x0, S¯):
x(a,x0, S¯) =

m(a,x0, S¯)
δ (a,x0, S¯)
α1(a,x0, S¯)
α2(a,x0, S¯)
 ,
where we have assumed that there are 3 internal concentrations we need to follow to
know the state of the cell cycle of a cell. We start by looking at Ωb|m, the restriction
of Ωb to its first component, the mass-state of the cell population.
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We discretise Ωb|m in the simplest possible way, with a uniform meshing. Let
Nm ∈ N be the number of intervals into which we divide Ωb|m. We have to make the
distinction between the No-Minimal-Mass model, where Ωb|m =]0,(1−φ)mmax],
and the Minimal-Mass models, where Ωb|m = [φmmin,(1− φ)mmax] (see section
4.1.4 and Table 4.2). For NMM, let ∆m = (1−φ)mmaxNm be the discretisation step. We
then have Nm + 1 mesh points in Ωb|m, whose values we can address in a simple
way:
m0i := i∆m for i = 1, . . . ,Nm.
The discretisation points in Ωb|m are then:
d0i :=
(
i− 1
2
)
∆m for i = 1, . . . ,Nm. (4.5)
For the Minimal-Mass models, let ∆m = ((1−φ)mmax−φmmin)Nm be the discretisation step,
we then have the following Nm+1 mesh points:
m0i := φmmin+ i∆m for i = 1, . . . ,Nm.
The discretisation points then are:
d0i := φmmin+
(
i− 1
2
)
∆m for i = 1, . . . ,Nm. (4.6)
The discretisation of Ωb|δ , Ωb|α1 and Ωb|α2 can be done analogously to Ωb|m with
Nδ ,Nα1 and Nα2 ∈N the respective number of intervals of the discretisation. Whether
a cell divides or not depends on its value δ (a,x0, S¯) and the choices that are made for
the cell division mechanism in the model, so this means that Ωb|δ will correspond
to a certain interval depending on the chosen cell division mechanism. Assume
that Ωb|δ = [δm,δM], then ∆δ = δM−δmNδ is the discretisation step of Ωb|δ . Assume
Ωb|α1 = [a1m,a1M] andΩb|α2 = [a2m,a2M] (these ranges can be found by experiments
with the cell cycle model), then ∆α1 = a1M−a1mNα1 and ∆α2 =
a2M−a2m
Nα2
are the respective
discretisation steps of Ωb|α1 and Ωb|α2 . We then have the following discretisation
points:
δ0 j = δm+
(
j− 1
2
)
∆δ for j = 1, ...,Nδ ,
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α10k = a1m+
(
k− 1
2
)
∆α1 for k = 1, ...,Nα1 ,
α20l = a2m+
(
l− 1
2
)
∆α2 for l = 1, ...,Nα2.
We will use the notation x0i jkl for

d0i
δ0 j
α10k
α20l
 (i = 1, ...,Nm, j = 1, ...,Nδ , k =
1, ...,Nα1 and l = 1, ...,Nα2), which represents the discretisation points of the differ-
ent birth cohorts. This general discretisation leads to a high number of possible birth
states, which will make the computations for the system complex. In Section 4.5 we
will motivate certain simplifications, specifically for the kind of internal cell cycle
models we implement.
4.4.2 The equilibrium conditions of the discretised model
The discretised population model is now governed by the following equations, in
which the derivative is taken with respect to age a:
m′(a,x0i jkl, S¯) = gm
(
m(a,x0i jkl, S¯),δ (a,x0i jkl, S¯),α1(a,x0i jkl, S¯),α2(a,x0i jkl, S¯), S¯
)
,
m(0,x0i jkl, S¯) = d0i,
δ ′(a,x0i jkl, S¯) = gδ
(
m(a,x0i jkl, S¯),δ (a,x0i jkl, S¯),α1(a,x0i jkl, S¯),α2(a,x0i jkl, S¯), S¯
)
,
δ (0,x0i jkl, S¯) = δ0 j,
α ′1(a,x0i jkl, S¯) = gα1
(
m(a,x0i jkl, S¯),δ (a,x0i jkl, S¯),α1(a,x0i jkl, S¯),α2(a,x0i jkl, S¯), S¯
)
,
α1(0,x0i jkl, S¯) = α10k,
α ′2(a,x0i jkl, S¯) = gα2
(
m(a,x0i jkl, S¯),δ (a,x0i jkl, S¯),α1(a,x0i jkl, S¯),α2(a,x0i jkl, S¯), S¯
)
,
α2(0,x0i jkl, S¯) = α20l,
F ′(a,x0i jkl, S¯) = −
(
µd(x(a,x0i jkl, S¯), S¯)+β (m(a,x0i jkl, S¯),δ (a,x0i jkl, S¯))
)
·F(a,x0i jkl, S¯),
F(0,x0i jkl, S¯) = 1,
r′0(a,x0i jkl, S¯) = β
(
m0i
φ
,δ0 j
)
·F
(
a,ξ (
x0i jkl
[φ 1 ...1]
,a, S¯), S¯
)
· b¯
(
ξ (
x0i jkl
[φ 1 ...1]
,a, S¯)
)
+ β
(
m0i
1−φ ,δ0 j
)
·F
(
a,ξ (
x0i jkl
[1−φ 1 ...1] ,a, S¯), S¯
)
·b¯
(
ξ (
x0i jkl
[1−φ 1 ...1] ,a, S¯)
)
,
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r0(0,x0i jkl, S¯) = 0,
θ ′(a,x0i jkl, S¯) = γ
(
x(a,x0i jkl, S¯), S¯
) ·F(a,x0i jkl, S¯),
θ(0,x0i jkl, S¯) = 0.
These equations define the cohort solutions as a function of age a. For a given fixed S¯
they compute the cohort behaviour, i.e. the evolution of all cells that are born with a
size m0i ∈Ωb|m (0≤ i≤ Nm) and with concentration δ0 j,α10k and α20l (0≤ j ≤ Nδ ,
0 ≤ k ≤ Nα1 and 0 ≤ l ≤ Nα2). r0(a,x0i jkl, S¯) can be interpreted as the number of
cells born per unit of time with birth state x0i jkl as a result from mother cells with
ages up to a when there is a constant nutrient concentration S¯. θ(a,x0i jkl, S¯) can
be interpreted as the total nutrient consumption of a cell that had birth state x0i jkl
over its life-time up to age a when the nutrient concentration is the constant S¯. The
equations are solved for every cohort until a cell age a¯ for which F(a¯,x0i jkl, S¯)< εa
for a given small εa > 0. We start with a value of S¯ and a fixed parameter set, and
solve the above system of ODEs for sufficiently long age a until the stop criterion is
met. The result is plugged into the equilibrium condition (4.4), with
R0(x0i jkl, S¯) = r0(a¯,x0i jkl, S¯)
and
Θ(x0i jkl, S¯) = θ(a¯,x0i jkl, S¯).
for all x0i jkl ∈Ωb. The integral over Ωb in (4.4) is replaced by a discrete sum, which
must be solved to obtain the pair (S¯, b¯). If we free one parameter λ , we have obtained
a map
F(S¯, b¯,λ ) = 0,
which in principle can be used for continuation of the cell population equilibria. We
can investigate how changes in the environment or in the cell cycle trigger different
equilibrium cell state distributions.
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4.5 Adaptive discretisation and choices for the vital
rates
In the previous section, we described the general discretisation of Ωb which results
in Nm×Nδ ×Nα1×Nα2 possible states at birth and which thus implies heavy compu-
tations. If we consider the Toy model of Tyson and Nova´k (4.3), we can simplify this
discretisation because of the funneling effect the model displays. There is namely a
strict coupling between m, X , Y and A at the moment of division if the birth mass is
not too large (see the top figure of Figure 3.20). This means that the value of X at
division determines the values of m, Y and A to a large extent. Since the mother cells
divide in two daughter cells that can be unequal in size (if φ < 0.5), a newborn cell
with a given mass can originate from two possible mother cell’s masses, that have
different corresponding X , Y and A values. So with a certain newborn cell mass mi
that is small enough so that the funneling effect plays, can correspond two different
sets of values for (X ,Y,A). We do not have to consider these values explicitly since
because of the funneling effect, the two initial stages converge fast to the same
orbit. We note that the funneling effect is also observed in more realistic models,
e.g. the budding yeast model in [80], see Section 3.2.2. We therefore choose, as an
approximation motivated by the funneling effect for small newborn cells, to only
discretise Ωb|m in N intervals and take the initial discretisation points as the center
of the meshes (see Section 4.4.1). The inital discretisation points of Ωb then are
x0i =

d0i
0.1
0.5
0.5
 for i = 1, . . . ,N, (4.7)
with d0i as in (4.5) for the No-Minimal-Mass model and (4.6) for the Minimal-Mass
models MM1–MM2. We have chosen the values for X , Y and A such that the conver-
gence to the funneled orbit is achieved long before the concentration values are in
the neighbourhood where division is possible.
Instead of fixing the discretisation points of Ωb, and thus the number of birth cohorts
N, we use adaptive meshing. More precisely, we let the choice of the discretisation
points depend on the cells that are born and on two parameters δ and ε . For the
initial discretisation points we use the values (4.7) and this is the starting list of birth
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cohorts for the first age integration. The idea is that for every age integration, we
have a list of birth cohorts (resulting from the previous step) and by going through
this list, we create a new list of birth cohorts (so while doing an age integration, we
work with two seperate lists of cohorts). The calculation of the new list of birth
cohorts is done by going through the input list of birth cohorts and checking for every
division if this gives rise to a new discretisation point (in addition to the ones already
created) and thus an extra cohort in the new list of birth cohorts. We only create a
new discretisation point if the mass of the newborn cells is not in the “inhibition
zone” of an existing discretisation point, meaning within a distance δ of it. This new
discretisation point then has the m, X , Y and A values of the corresponding newborn
cells. If the mass of the newborn cells is closer than δ to the mass of an already
existing discretisation point, we merge the newborn cells with those in the existing
discretisation point by using weighted means for the m, X , Y and A values. In the
special case that the newborn cells are in the “inhibition zone” of two discretisation
points, the cells are merged with the closest cohort (in m-distance), but afterwards
we check if the adjusted discretisation point is not too close to the other one (in
which case, they are also merged together). At the end of the loop, we check if there
are discretisation points (and corresponding birth cohorts) that can be ignored in the
newly created list of birth cohorts because of too little cells. We use ε as a lower
threshold for the fraction of cells born in a birth cohort.
We then have for a birth cohort i (i = 1, ...,N) with birth state x0i =

mi
Xi
Yi
Ai
, the
following age equations (the derivatives are taken with respect to age a) and initial
conditions in the equilibrium state:
m′(a,x0i, S¯) = gm(m(a,x0i, S¯),X(a,x0i, S¯),Y (a,x0i, S¯),A(a,x0i, S¯), S¯), (4.8)
m(0,x0i, S¯) = mi,
X ′(a,x0i, S¯) = gX(m(a,x0i, S¯),X(a,x0i, S¯),Y (a,x0i, S¯),A(a,x0i, S¯), S¯), (4.9)
X(0,x0i, S¯) = Xi,
Y ′(a,x0i, S¯) = gY (m(a,x0i, S¯),X(a,x0i, S¯),Y (a,x0i, S¯),A(a,x0i, S¯), S¯), (4.10)
Y (0,x0i, S¯) = Yi,
A′(a,x0i, S¯) = gA(m(a,x0i, S¯),X(a,x0i, S¯),Y (a,x0i, S¯),A(a,x0i, S¯), S¯), (4.11)
A(0,x0i, S¯) = Ai,
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F ′(a,x0i, S¯) = −(µd(x(a,x0i, S¯), S¯)+β (m(a,x0i, S¯),X(a,x0i, S¯)))
·F(a,x0i, S¯), (4.12)
F(0,x0i, S¯) = 1,
θ ′(a,x0i, S¯) = γ(m(a,x0i, S¯),X(a,x0i, S¯),Y (a,x0i, S¯),A(a,x0i, S¯), S¯)
·F(a,x0i, S¯), (4.13)
θ(0,x0i, S¯) = 0.
The equations for r0 are omitted because the number of cells that are born in the
new list of birth cohorts is automatically calculated during each age integration. For
every x0i ∈Ωb the equations (4.8)-(4.13) are solved until age a¯i, where we have that
F(a¯i,x0i, S¯)< εF for a given small positive εF . When this stop criterion is met, we
can calculate Θ(x0i, S¯) = θ(a¯i,x0i, S¯).
We note that it is in principle possible that a newborn cell divides immediately
(see Figure 4.2), namely if it is born with a mass m ∈ [mmin,(1−φ)mmax] for the
Minimal-Mass models MM1–MM2 (if this interval is nonempty), and it is always the
case for cells in the No-Minimal-Mass model NMM (see Section 4.2.2). We expect
for the simulation of the NMM model, that the cells will divide immediately after
they are born, so we expect a situation where the number of newborn cells increases,
while the mass of the cells is decreasing. In the simulation of the Minimal-Mass
models it might happen that (for a good choice of δ ) there are only 2 intervals
of masses where b¯(x) 6= 0, namely an interval around φm∗ and an interval around
(1−φ)m∗, where m∗ is the mass that corresponds with the X-value 0.1 at division
(because of the funneling effect this mass value is uniquely determined).
The equilibrium (S¯, b¯(x0i)) is the (N + 1)-vector that fulfills the following N + 1
equations:
f (S¯)−
N
∑
i=1
Θ(x0i, S¯) b¯(x0i) = 0,
R0(x0i, S¯)− b¯(x0i) = 0, ∀i = 1, · · · ,N.
Here we assume implicitly that the number of birth cohorts N and their birth states
converge when the system converges to an equilibrium. To solve these equations, we
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rewrite them as the fixed point of the following map M:
M :
(
S¯
b¯(x0i)
)
−→
(
S0− 1D ∑Ni=1Θ(x0i, S¯) b¯(x0i)
R0(x0i, S¯)
)
, (4.14)
using f (S) = D(S0−S), see (4.1). To make sure that the resulting S¯ is non-negative,
we define it as the maximum of S0− 1D ∑Ni=1Θ(x0i, S¯) b¯(x0i) and 0.000001. The map
M is a mathematical construction to calculate equilibria of the cell population model.
A map iteration has no biological meaning, except when it leads to a fixed point.
By starting a map iteration with a certain number of cells born per unit of time in
certain birth cohorts, we implicitly also consider all the older cells that originate
from one of these birth cohorts, so in fact start with a (discretised form of the)
population distribution over Ω. Note that although there is a correspondence between
fixed points of this map and equilibria of the cell population model, stability has a
different meaning in the two contexts and the relation between the two is unclear.
Also important to note is that b¯(x0i) is scalable. It is expressed as the number of cells
born per unit of time and per unit of volume in a certain birth cohort x0i. From the
equilibrium equations it is easy to note that we can multiply the number of cells born
per unit of time in every birth cohort with a certain factor and still get a solution to
the equilibrium equations, as long as the nutrient concentration in the bioreactor S¯,
the nutrient concentration in the feeding bottle S0 (see (4.1)) and the parameter ζ1
(see h(S) in (4.3)) are multiplied with the same factor. This can be interpreted as a
change to the volume of the chemostat.
Some vital rates still have to be chosen. The rates gm, gX , gY and gA are defined in
(4.3). We assume that the death rate of the cells is constant and equal to the dilution
rate: µd(x,S) = D. The rate of division β (m,X) is defined in Section 4.2.2 and for
the consumption rate γ(x,S) we choose:
γ(x,S) = c2
dm
dt
= c2 µm
(
1− m
mmax
)
c1 S
ζ1+S
,
with c2 ≤ 1 a positive parameter.
In Table 4.3 the remaining parameters in the cell population models NMM, MM1
and MM2 are listed. We further have to choose the initial N to start the map iterations
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Table 4.3: Parameter values of population models NMM, MM1 and MM2
parameter value
XDIV 0.1
φ 0.4
mmin 0.75
S0 1/m3
c2 1
D 0.01/min
εF 0.0000001
δ 0.001
ε 0.0000000001
in search of a fixed point. In Chapter 5 we will discuss the computational results for
the structured population models that are introduced in this chapter.
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5CHAPTER 5
Computational results for structured population
models with internal cell cycle
Overview
In this chapter we discuss the computational results for the structured population
models with internal cell cycle, as introduced in Chapter 4. In Section 5.1.1 we
briefly discuss how we implement the map (introduced in §4.5) and in Section 5.1.2
the convergence results for the models NMM, MM1 and MM2 (see §4.2.2) are
discussed. In the NMM model, all cells divide immediately after birth, which is not
very realistic. For the MM1 model, we find a non-trivial fixed point with 41 birth
cohorts for the initial parameter values, which we discuss in more detail with e.g. a
cohort-to-cohort representation that indicates for every birth cohort to which birth
cohorts the daughter cells of dividing cells that were born in this certain birth cohort,
contribute. For the MM2 model, a similar non-trivial fixed point is found. We will
focus on the MM1 model for the calculations in the rest of this chapter.
In Section 5.2 we discuss the numerical effects that have to be taken into account
when calculating the fixed point by iterating the map. First, numerical noise may
result in a higher number of birth cohorts when reltol (the scalar relative tolerance
in the age integration) is not small enough for the used value of δ . Second, the total
amount of cells born per minute in the fixed point b¯tot decreases and the nutrient value
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of the fixed point S¯ increases, when reltol decreases. And finally, the variation of
b¯tot and S¯ during the map iterations decreases when reltol decreases. We further
compare the impact of changing δ and reltol on the speed and precision of the
calculation of the fixed point and conclude that the best choice for δ and reltol
can only be motivated locally in parameter space by considering the robustness of
the found fixed point, the number of cohorts and the computation time.
In Section 5.3 we investigate how the convergence behaviour changes under vari-
ation of the parameter S0 (the nutrient concentration in the feeding bottle of the
chemostat). For some values of S0 non-trivial fixed points coexist with cycles of the
map, both stable in terms of the map. This might be due to the combination of a
subcritical period doubling bifurcation and a limit point bifurcation. In Section 5.4
we investigate how sensitive the fixed point is to perturbations for a parameter value
for which there also exists a stable cycle. We consider a random shift of the mass
of the cohorts, a fixed shift of the mass of the cohorts, doubling of the number of
cohorts and a perturbation of the nutrient concentration and number of cells of the
fixed point. In Section 5.5 we use the observed cyclic behaviour for several S0 values
to make an “educated” guess for the fixed point. This gives good results for some
values, but it only works if the attraction region of the fixed point is big enough and
the values of the points of the cycle are located quite symmetrical around the fixed
point.
In Section 5.6 three different fixed point continuation methods for free S0 are dis-
cussed. A very simple method is used in §5.6.1, which we call the zero-order
prediction method. The fixed point of the previous S0 value is used as prediction. In
§5.6.2 the prediction of the new fixed point is based on the 2 previously computed
fixed points, using linear extrapolation, which we call the chord prediction. Finally,
in §5.6.3 a modified version of the pseudo-arclength continuation method is used.
The resulting fixed point curves are given for every method. The fixed points of
the non-trivial fixed point curve all have the same 41 birth cohorts and the same
S¯, and b¯tot increases linearly with increasing S0. We explain this result using the
equilibrium equations. In Section 5.7 we discuss the results of the same fixed point
continuation methods of the previous section, but applied to a free dilution rate
D. D plays a more complex role in the system since it both influences the nutrient
level and the death rate of the cells. This results in a more complex shape of the
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fixed point curve. The continuation method with chord prediction gives the best
results for free D, meaning that it enables us to find the fixed points for the widest
range of parameter values. We observe behaviour that is typical for a supercritical
Neimark-Sacker bifurcation at D = 0.0052 min−1. In Section 5.8 we discuss which
D value is optimal to maximize the yield and in Section 5.9 we study the non-trivial
fixed points with very few cohorts for small D values.
As a generalisation of our population model, we consider two adaptations in the last
sections. In Section 5.10 we adapt one of the cell division criteria proposed by Tyson
and Nova´k and study the effect on the resulting fixed point. We make the distinction
between the case where the value of a critical chemical concentration for division is
imprinted at birth and the case where the value is established during the progression
through the cell cycle. For both cases, we study an example. Finally, in Section 5.11
we incorporate a more extended model for the cell cycle as internal structure for the
cells, namely the budding yeast model of Tyson and Nova´k. We discuss the found
non-trivial fixed point and compare the fixed points for several D values.
5.1 Computational study of the Toy model with vari-
able number of cohorts
5.1.1 Implementation: class cohort and age integration
A birth cohort corresponds to an object of the class cohort. We create N cohorts
for the birth mass, as explained in Section 4.5. The function integrate cohort
calculates for a given cohort m, X , Y , A, F and θ for the cells in the cohort at
ages ai = T1 + i ∗TIN with i ∈ N. The calculations stop when the survival proba-
bility for cells in the cohort at that age is smaller than εF . For the age integration,
we use the CVODE-solver of the SUNDIALS (SUite of Nonlinear and DIfferen-
tial/ALgebraic equation Solvers) package (see [45, 46]). The CVODE-solver is
designed to solve initial value problems for ordinary differential equation systems.
We use the recommended options for non-stiff problems: the Adams-Moulton linear
multistep method with functional iteration for each integration step. The function
integrate cohort also determines for a given birth cohort which cells are born
from mother cells in this cohort throughout their life-time.
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The function integrate allcohorts makes a loop over a given list of birth
cohorts and initial number of cells born per minute in each birth cohort and uses
the function integrate cohort to determine the new list of birth cohorts with
all the cells that are born per minute from cells originating from the original birth
cohorts. When constructing this new list of cohorts, we use the tactics of an “inhibi-
tion zone” for the mass and the minimal fraction of cells in a cohort, as explained in
Section 4.5.
The function loopMap iterates the map (4.14) a given fixed number of times.
More detailed information about the implementation can be found in Chapter 6.
5.1.2 Convergence results for three models of cell division
The results in this section were obtained for the parameter values in Table 4.3.
No-Minimal-Mass model with deterministic division NMM
For this model we assume that the cells in a cohort divide when X = XDIV and
dX
dt < 0, so all cells alive at the age when X = XDIV and
dX
dt < 0 in a cohort divide.
The function integrate cohort gives an extra output value when X = XDIV
using the rootfinding feature of the CVODE-solver. We use the following simple
algorithm in integrate cohort:
if(X = XDIV and X is decreasing)
print message "Conditions for division are immediately fulfilled";
determine the values of m, X, Y and A of the small part;
determine the values of m, X, Y and A of the large part;
calculation of number of cells born;
else
take age-step TIN in age integration of m, X, Y, A, F and θ;
while((X 6= XDIV and F > εF) or (X = XDIV and X is not decreasing))
take age-step TIN in age integration of m, X, Y, A, F and θ;
if(X 6= XDIV and F ≤ εF)
print message "Survival probability too small in cohort, cells
in cohort do not divide";
else
if(X = XDIV and X is decreasing)
print message "Conditions for division are immediately
fulfilled";
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Table 5.1: Orbit of the map for NMM with at start S¯ = 1 and 10−7 cells born per
minute in every of the 100 birth cohorts (with the initial m through uniform meshing,
X = 0.1, Y = A = 0.5). Parameter values as in Tables 3.2, 4.1 and 4.3.
iteration N total number of birth mass in new S¯
cells born per minute cohort 1
1 200 2.00000 ·10−5 1.20000 ·10−2 1
2 300 4.00000 ·10−5 4.80000 ·10−3 1
3 304 8.00000 ·10−5 2.64000 ·10−3 1
4 246 1.60000 ·10−4 1.43127 ·10−3 1
5 186 3.20000 ·10−4 9.74653 ·10−4 1
6 155 6.40000 ·10−4 8.31065 ·10−4 1
7 116 1.28000 ·10−3 1.00603 ·10−3 1
8 72 2.56000 ·10−3 1.06964 ·10−3 1
9 42 5.12000 ·10−3 7.37686 ·10−4 1
10 27 1.02400 ·10−2 8.94714 ·10−4 1
100 1 1.26765 ·1025 2.36658 ·10−30 1
200 1 1.60694 ·1055 1.86690 ·10−60 1
300 1 2.03704 ·1085 1.47273 ·10−90 1
determine the values of m, X, Y and A of the small part;
determine the values of m, X, Y and A of the large part;
calculation of number of cells born;
else
print message "Problem with age integration";
We start with S¯ = 1, N = 100, 10−7 cells born per minute in every birth cohort and
the discretisation points x0i as described in Section 4.5 (with parameter values as
in Tables 3.2, 4.1 and 4.3). The cells in every birth cohort divide immediately. The
newborn cells have smaller masses at every iteration of the map. An overview of
the results is given in Table 5.1. Note that in this case the total number of cells born
per minute in iteration i equals 10−5 ·2i. Also the total mass of all the cells born per
minute remains constant, namely
100
∑
i=1
10−7 · (i− 1
2
) ·0.06 = 3 ·10−5,
since Ωb|m = ]0,6 ].
It is important to note that the initial discretisation points for Y have a strong
influence on the outcome of the map iterations. We namely have two division
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Table 5.2: Orbit of the map for NMM with at start S¯ = 1 and 10−7 cells born per
minute in every of the 100 birth cohorts (with the initial m through uniform meshing,
X = 0.1, Y = 0.35 and A = 0.5). Parameter values as in Tables 3.2, 4.1 and 4.3.
iteration N total number of birth mass in new S¯
cells born per minute cohort 1
1 35 2.15135 ·10−6 4.50401 ·10−1 0.99489
2 51 2.15135 ·10−6 ·2 1.80160 ·10−1 1
3 64 2.15135 ·10−6 ·22 7.21673 ·10−2 1
4 66 2.15135 ·10−6 ·23 2.91461 ·10−2 1
5 56 2.15135 ·10−6 ·24 1.17719 ·10−2 1
6 43 2.15135 ·10−6 ·25 4.93629 ·10−3 1
7 33 2.15135 ·10−6 ·26 2.75066 ·10−3 1
8 22 2.15135 ·10−6 ·27 2.22381 ·10−3 1
9 15 2.15135 ·10−6 ·28 1.29792 ·10−3 1
10 10 2.15135 ·10−6 ·29 9.44866 ·10−4 1
100 1 2.15135 ·10−6 ·299 1.18780 ·10−30 1
200 1 2.15135 ·10−6 ·2199 9.37008 ·10−61 1
300 1 2.15135 ·10−6 ·2299 7.39169 ·10−91 1
conditions for NMM: X = 0.1 (which is automatically fulfilled for newborn cells)
and dXdt = k1− (k
′
2 + k
′′
2Y )X < 0. For the parameter values in Tables 3.2, 4.1 and
4.3 and the discretisation points for Y = 0.5, the latter condition is fulfilled and the
cells divide immediately. For e.g. Y = 0.35 this is not the case and we will obtain
different results for the first map iteration (see Table 5.2). After this first iteration the
discretisation points in the birth cohorts are such that the latter condition for division
is immediately fulfilled and we get the same behaviour as in Table 5.1.
First Minimal-Mass model with deterministic division MM1
In this model we assume that the cells in a cohort divide when X = XDIV , dXdt < 0 and
m≥ mmin, so the only difference with the model NMM is the requirement of a min-
imal mass for division. We use the following algorithm in integrate cohort:
if(X = XDIV and X is decreasing and m ≥ mmin)
print message "Conditions for division are immediately fulfilled";
determine the values of m, X, Y and A of the small part;
determine the values of m, X, Y and A of the large part;
calculation of number of cells born;
else
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take age-step TIN in age integration of m, X, Y, A, F and θ;
while((X 6= XDIV and F > εF) or (X = XDIV and X is not decreasing)
or (X = XDIV and m < mmin))
take age-step TIN in age integration of m, X, Y, A, F and θ;
if(X 6= XDIV and F ≤ εF)
print message "Survival probability too small in cohort, cells
in cohort do not divide";
else
if(X = XDIV and X is decreasing and m ≥ mmin)
print message "Conditions for division are immediately
fulfilled";
determine the values of m, X, Y and A of the small part;
determine the values of m, X, Y and A of the large part;
calculation of number of cells born;
else
print message "Problem with age integration";
We start again with S¯ = 1, N = 100, 10−7 cells born per minute in every birth cohort
and the initial discretisation points x0i as in (4.7). The results are in Table 5.3. For
these parameter values, the map converges to a non-trivial fixed point. The number
of birth cohorts is constant from map iteration 65 to 300 (see Figure 5.1). We observe
that the amount of cells born in total per minute in the 41 birth cohorts only varies
slightly after an initial number of map iterations. More precisely, from map iteration
200 to 300 ∑41i=1 b¯(x0i) = b¯tot varies between 0.007202849249 and 0.007202858108,
and the nutrient concentration S¯ varies between 0.5948903581 and 0.5948913497.
This is illustrated in Figure 5.2 in the (b¯tot , S¯)-plane.
When starting the iterations of the map with cells born in only one birth cohort
(with m = 0.301425, X = 0.1, Y = A = 0.5) with 10−5 cells born per minute and
with S¯ = 1, we obtain convergence to the same fixed point. Also, if we start with
the same birth cohort with a higher amount of cells born per minute such as 10−3
and 10−2, we obtain convergence to the same fixed point. The only difference is
that we are sooner (i.e., after less age iterations) in the neighbourhood of the fixed
point. For example, if we start the map iterations with 10−2 cells born per minute,
we already have 41 cohorts after 26 map iterations. If the initial amount of cells born
per minute is too high, there is usually no convergence to the non-trivial fixed point.
For example, if we start the iterations of the map with only one birth cohort (with
m= 0.301425, X = 0.1, Y = A= 0.5) with 0.1 cells born per minute and with S¯ = 1,
we obtain convergence to the trivial fixed point with no cells and S¯ = S0 = 1 (see
Table 5.4).
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Table 5.3: Orbit of the map for MM1 with at start S¯ = 1 and 10−7 cells born per
minute in every of the 100 birth cohorts (with the initial m through uniform meshing,
X = 0.1, Y = A = 0.5).
iteration N total number of birth mass in new S¯
cells born per minute cohort 1
1 196 1.92067·10−5 0.31380 0.99995
2 265 3.49635·10−5 0.30792 0.99976
3 236 5.54086·10−5 0.30168 0.99899
4 187 6.66228·10−5 0.30128 0.99697
5 165 7.22470·10−5 0.30053 0.99576
6 161 8.24619·10−5 0.30093 0.99563
7 150 9.37082·10−5 0.30086 0.99501
8 135 1.04292·10−4 0.30089 0.99417
9 122 1.18415·10−4 0.30081 0.99366
10 113 1.34802·10−4 0.30061 0.99285
100 41 7.72029·10−3 0.30440 0.59489
200 41 7.72029·10−3 0.30440 0.59489
300 41 7.72029·10−3 0.30440 0.59489
iteration
0 50 100 150 200 250 300
N
0
100
200
300
Figure 5.1: (iteration,N)-plot of MM1 with at start S¯ = 1 and 10−7 cells born per
minute in every of the 100 birth cohorts (with the initial m through uniform meshing,
X = 0.1, Y = A = 0.5). N settles at the value 41.
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b¯tot
0,007202850 0,007202855
S¯
0,5948905
0,5948910
0,5948915
Figure 5.2: (b¯tot , S¯)-plot of the 200th to 300th iterates of MM1 with at start S¯ = 1
and 10−7 cells born per minute in every of the 100 birth cohorts (with the initial m
through uniform meshing, X = 0.1, Y = A = 0.5).
The non-trivial fixed point has 41 birth cohorts for δ = 10−3 and reltol= 10−6.
In Table 5.5, the internal state of the 41 birth cohorts of the fixed point is given.
The fixed point corresponds to a certain number of cells born per minute (see b¯ in
Table 5.5) in every of the birth cohorts. At any given time, cohorts with older cells
originating from one of the birth cohorts at an earlier time also exist in the population.
More precisely at a given time t, cohorts with cells of age a exist, each corresponding
to one of the birth cohorts (born at time t−a). Such a cohort with cells of a certain
Table 5.4: Orbit of the map for MM1 with at start S¯ = 1 and only 1 birth cohort with
0.01 cells born per minute (m = 0.301425, X = 0.1, Y = A = 0.5).
iteration N total number of new S¯
cells born per minute
1 2 0.0696146 0.000001
2 0 0 0.999762
3 0 0 1
4 0 0 1
5 0 0 1
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Table 5.5: The internal state of the 41 birth cohorts of the fixed point of MM1 for
S0 = 1 (with b¯tot = 7.720285 ·10−3 and S¯ = 0.59489).
cohort m X Y A b¯
1 0.30440 0.1 0.97696 1.07222 3.13811 e-04
2 0.30578 0.1 0.97695 1.07704 1.20839 e-04
3 0.30731 0.1 0.97693 1.08235 7.11201 e-05
4 0.42506 0.1 0.97753 0.89846 1.48854 e-04
5 0.42870 0.1 0.97750 0.90625 6.84562 e-04
6 0.43205 0.1 0.97748 0.91343 2.15702 e-04
7 0.43437 0.1 0.97746 0.91839 3.44225 e-04
8 0.43543 0.1 0.97746 0.92065 5.66550 e-05
9 0.44053 0.1 0.97742 0.93154 2.34084 e-04
10 0.45523 0.1 0.97697 1.06903 4.42883 e-05
11 0.45653 0.1 0.97696 1.07206 2.04719 e-04
12 0.45836 0.1 0.97695 1.07630 1.85643 e-04
13 0.46096 0.1 0.97693 1.08235 7.11201 e-05
14 0.47448 0.1 0.97718 1.00333 7.95283 e-05
15 0.47661 0.1 0.97717 1.00781 3.67090 e-04
16 0.47860 0.1 0.97716 1.01200 1.16051 e-04
17 0.48009 0.1 0.97715 1.01512 2.16190 e-04
18 0.48376 0.1 0.97712 1.02284 1.26944 e-04
19 0.50587 0.1 0.97697 1.06903 4.42883 e-05
20 0.50726 0.1 0.97696 1.07206 2.04719 e-04
21 0.50862 0.1 0.97696 1.07491 6.48040 e-05
22 0.50964 0.1 0.97695 1.07704 1.20839 e-04
23 0.51218 0.1 0.97693 1.08235 7.11201 e-05
24 0.63760 0.1 0.97753 0.89846 1.48854 e-04
25 0.64285 0.1 0.97750 0.90598 5.87746 e-04
26 0.64421 0.1 0.97750 0.90792 9.68156 e-05
27 0.64807 0.1 0.97748 0.91343 2.15702 e-04
28 0.65155 0.1 0.97746 0.91839 3.44225 e-04
29 0.65314 0.1 0.97746 0.92065 5.66550 e-05
30 0.66059 0.1 0.97742 0.93124 2.01007 e-04
31 0.66207 0.1 0.97742 0.93334 3.30773 e-05
32 0.71172 0.1 0.97718 1.00333 7.95283 e-05
33 0.71491 0.1 0.97717 1.00781 3.67090 e-04
34 0.71790 0.1 0.97716 1.01200 1.16051 e-04
35 0.72013 0.1 0.97715 1.01512 2.16190 e-04
36 0.72565 0.1 0.97712 1.02284 1.26944 e-04
37 0.75871 0.1 0.97697 1.06903 4.42883 e-05
38 0.76089 0.1 0.97696 1.07206 2.04719 e-04
39 0.76293 0.1 0.97696 1.07491 6.48040 e-05
40 0.76446 0.1 0.97695 1.07704 1.20839 e-04
41 0.76827 0.1 0.97693 1.08235 7.11201 e-05
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age exists as long as the survival probability of the cells at that age is bigger than
a certain small positive threshold εF (see §4.5). The number of cells in a cohort
decreases when the cells age, due to the constant dilution rate D. In Figure 5.3 the
number of living cells (cells of all ages arising from the birth cohorts) at any given
time is depicted as a function of the mass. Since this is a fixed point, the distribution
stays constant in time. A more visually appealing representation is shown in Figure
5.4 where the living cells at any given moment in time are represented in 30 different
uniformly distributed sizes. In the picture the cells are well-mixed, as we use a
chemostat model. The size of the circles is proportional to the mass of the cells and
the number of the circles is proportional to the amount of cells of a certain size. The
cells of the same size are in the same color.
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Figure 5.3: Representation of the fixed point in Table 5.5 as the number of cells alive
at any time as a function of the mass.
In Figure 5.5 lines indicate to which birth cohorts the cells originating from every
of the birth cohorts of the fixed point contribute when they divide at a certain age.
This representation is implemented by Bart Mesuere using the D3 JavaScript library.
The circles correspond to the birth cohorts, each located at its respective birth mass.
The size of the circle gives an indication of the amount of cells that are born in the
birth cohort. The blue lines correspond with the small newborn cells after division
(40% of the mass at division) and the orange lines with the large newborn cells after
division (60% of the mass at division). The cells born in the 5 largest birth cohorts
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Figure 5.4: Visual representation of the fixed point in Table 5.5 consisting of cells of
30 different sizes alive at a given time point.
behave differently from the other cohorts. The birth mass of the cells in these cohorts
is large enough to divide immediately (so larger than mmin = 0.75), which makes the
mass of these cells at division smaller than the mass at division of the cells in the
other cohorts. The cells in the other cohorts namely have to grow to the minimal
mass for division and then grow further until the other division criteria are fulfilled
again. Note that the birth cohorts at the top and bottom of the figure are the same
since this is the representation of a fixed point of the map.
The most natural way to represent a fixed point of the map is to depict the cumulative
birth mass distribution. In Figure 5.6 this is done for the found non-trivial fixed
point with 41 cohorts. An equilibrium of the population model corresponds to
a frequency distribution over the i-state space, which follows directly from the
frequency distribution over the birth state space in our case. Since we assume that
the birth mass is the most important characteristic of the i-state in our models, we
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Figure 5.5: Cohort-to-cohort representation of the fixed point in Table 5.5: the blue
(resp. orange) line indicates to which birth cohort the small (resp. large) newborn
cells (originating from dividing cells that were originally born in the indicated birth
cohort) contribute.
use the cumulative birth mass distribution as a representation of the equilibrium. The
effect of the number of discretisation points, i.e. the number of birth cohorts, on this
representation is investigated in Section 5.2. The dots in Figure 5.6 indicate the birth
mass locations of the 41 cohorts.
To sketch a more complete picture, the evolution of the i-state (due to their internal
cell cycle mechanism) of the cells originating from newborn cells in a certain birth
cohort is depicted for cells born in birth cohort 1, 10 and 32 as the orbit of the
adjusted Toy model (4.3). The cells that originate from cells born in birth cohort 1,
10 and 32 divide at respectively age≈ 122.54 min, age≈ 85.66 min and age≈ 58.54
min (when X crosses XDIV = 0.1 from above). How bigger the mass at birth, how
sooner (at a smaller age) the cells will divide. The special cases are the cells that are
born in birth cohorts 37-41, which all divide immediately after birth.
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Figure 5.6: Cumulative birth mass distribution of the non-trivial fixed point of MM1
in Table 5.5. The dots indicate the birth mass locations of the 41 cohorts.
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Figure 5.7: Orbits of the adjusted Toy model (4.3) for the parameter values in Tables
3.2 and 4.1 starting from 3 of the birth cohorts of the fixed point of MM1 in Table
5.5.
55.1. Computational study of the Toy model with variable number of cohorts
Second Minimal-Mass model with deterministic division MM2
The difference with the model MM1 is the assumption concerning the maximal mass
value mmax. In this model, we assume that cells cannot divide when their mass is
larger than the maximal mass value mmax and that the cells with a larger mass will
simply grow further until they die, i.e. are washed away. This means that we use the
following equation for m:
dm
dt
= µm
S
ζ1+S
,
the following equation for the consumption rate:
γ(x,S) = c2µm
c1S
ζ1+S
,
and the following algorithm in integrate cohort:
if(X = XDIV and X is decreasing and mmin ≤ m ≤ mmax)
print message "Conditions for division are immediately fulfilled";
determine the values of m, X, Y and A of the small part;
determine the values of m, X, Y and A of the large part;
calculation of number of cells born;
else
take age-step TIN in age integration of m, X, Y, A, F and θ;
while((X 6= XDIV and F > εF) or (X = XDIV and X is not decreasing)
or (X = XDIV and m < mmin) or (X = XDIV and m > mmax))
take age-step TIN in age integration of m, X, Y, A, F and θ;
if(X 6= XDIV and F ≤ εF)
print message "Survival probability too small in cohort,
cells in cohort do not divide";
else
if(X = XDIV and X is decreasing and mmin ≤ m ≤ mmax)
print message "Conditions for division are immediately
fulfilled";
determine the values of m, X, Y and A of the small part;
determine the values of m, X, Y and A of the large part;
calculation of number of cells born;
else
print message "Problem with age integration";
Starting the calculations for this model with S¯ = 1 and one birth cohort (with
m = 0.301425, X = 0.1, Y = A = 0.5) with 10−2 cells born per minute as for MM1,
we get the results in Table 5.6. We see that the map converges to a fixed point
with different values from the one for MM1 for the same original birth cohort and
103
Chapter 5. Computational results for structured population models
5
Table 5.6: Orbit of the map for MM2 with at start S¯ = 1 and 10−2 cells born per
minute in one birth cohort (with m = 0.301425, X = 0.1, Y = A = 0.5).
iteration N total number of birth mass in new S¯
cells born per minute cohort 1
1 2 7.24858 ·10−3 0.46660 0.13493
2 4 4.92466 ·10−3 0.36548 0.74313
3 8 4.56075 ·10−3 0.45132 0.65285
4 13 4.66909 ·10−3 0.45193 0.76997
5 22 5.99430 ·10−3 0.31592 0.77245
6 34 6.26583 ·10−3 0.32078 0.60727
7 50 6.71620 ·10−3 0.33118 0.63225
8 63 7.55219 ·10−3 0.31106 0.62630
9 72 8.00593 ·10−3 0.30744 0.55544
10 79 8.43653 ·10−3 0.30802 0.55138
100 51 8.82368 ·10−3 0.30936 0.50000
200 51 8.82368 ·10−3 0.30936 0.50000
300 51 8.82368 ·10−3 0.30936 0.50000
parameter values. For map iteration 200 to 300, the number of birth cohorts is 51,
the total amount of cells born per minute b¯tot varies between 8.82367604 ·10−3 and
8.82368695 ·10−3, and S¯ varies between 0.54999993906 and 0.5000004491. The
found fixed point is very similar to the one of MM1 where we started with the same
birth cohort, so we will restrict ourselves to further investigating the MM1 case.
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5.2 MM1-calculations: numerical effects and optimal
(δ ,reltol)
5.2.1 Numerical effects
Several numerical effects have to be taken into account in the type of computation
done in Section 5.1.2. The first effect is that of numerical noise. In the following
calculations we will always start with one birth cohort (with m = 0.301425, X = 0.1,
Y = A= 0.5) with 10−2 cells born per minute and with S¯ = 1. If we decrease δ from
10−3 to 10−6 (with all other parameter values unchanged), we get a different result
with the number of cohorts varying between 2384 and 2530 for map iteration 200 to
300. But if we compare the values of b¯tot and S¯ for these map iterations (Figure 5.8
in blue) with these for δ = 10−3 (Figure 5.8 in red), we see that the results are in
fact not that different. This larger number of cohorts is partly an effect of numerical
noise as we will show. Indeed, if we repeat these calculations for δ = 10−6 but with
a smaller scalar relative tolerance for the CVODE integration (reltol equal to
10−9 instead of 10−6), we get a smaller amount of birth cohorts for map iteration
200 to 300 (namely between 2222 and 2239 cohorts, see Figure 5.8 in green). The
scalar relative tolerance for the CVODE integration reltol is set to control relative
errors and it is recommended by the CVODE developers to not use a value larger
than 10−3 or smaller than 10−15. If we further decrease reltol to 10−10, there is
no further impact on the number of birth cohorts (see Figure 5.8 in brown). This
means that the increase in the number of birth cohorts for a smaller value of δ is
not only an effect of numerical noise, but this larger number of birth cohorts also
seems to be a more accurate representation of the fixed point. Note that the effect of
numerical noise increases if a smaller δ is chosen. For δ equal to 10−3, a decrease
of reltol to 10−9 also gives rise to 41 birth cohorts from map iteration 200 until
300 (see Figure 5.8 in purple), whereas for δ equal to 10−6, we could already see
the effect of the numerical noise for reltol = 10−6.
Second, there is a another numerical effect whose explanation is less obvious. If we
repeat the calculations for δ = 10−3 for several values of reltol, we observe a
trend in the fixed point values
(
b¯tot , S¯
)
. In Figure 5.9 the results are shown from map
iteration 200 to 300 for reltol equal to 10−6 (the value we normally use) in blue
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Figure 5.8: (b¯tot , S¯)-plot of the 200th to 300th iterates of MM1 for different combina-
tions of δ and reltol (for unchanged parameter values and the same initial birth
cohort). The number of birth cohorts N is given for every combination.
and 10−5 in green. For the larger value of reltol the results seem to be centered
around a fixed point with a larger b¯tot and a smaller S¯.
If we repeat the calculations for a wider range of values for reltol (all for
δ = 10−3) as depicted in Figure 5.10, this trend continues to hold. For a clearer
visualisation of the trend, the corresponding centers of gravity for each of the scalar
relative tolerances are depicted in Figure 5.11. The trend that b¯tot decreases and S¯
increases if reltol decreases is clear. Two observations can be made that help
to understand the trend, although we do not claim to have a full explanation. First,
when reltol decreases, we observe that the number of cells born per unit of time
decreases or more precisely the age at which the cells divide increases. Since there
is a constant dilution rate, a later division age corresponds to a smaller survival
probability, so less cells are born. We made this observation by comparing the age
at division at the first iteration of the map (where all the calculations started with
the same initial birth cohort) for the different values of reltol, see Table 5.7. The
reason for this must be the shape of the functions for m, X , Y and A in interaction
with how the integration in the CVODE solver precisely works. For other differential
equations for the internal state of the cells, this may not hold. The second observation
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Figure 5.9: (b¯tot , S¯)-plot of map iteration 200 until 300 for δ = 10−3 and for reltol
resp. equal to 10−5 (in green) and 10−6 (in blue) (for unchanged parameter values
and the same initial birth cohort).
Table 5.7: Age at division (expressed in minutes) for the first iteration of the map
for MM1 with at start S¯ = 1 and only 1 birth cohort where 0.01 cells are born per
minute (m = 0.301425, X = 0.1, Y = A = 0.5) for different values of reltol.
reltol age at division
10−4 105.4940645
10−5 105.5324800
10−6 105.5342260
10−7 105.5345477
10−8 105.5345947
10−9 105.5346039
10−10 105.5345995
is that the relation (see (4.14))
S¯ = S0− 1
D
N
∑
i=1
θ(x0i, S¯) · b¯(x0i)
suggests that a lower number of cells born per unit of time is connected to a higher
residual nutrient concentration. So we hypothesize that the decrease in the number
of newborn cells when reltol decreases is a numerical effect, while the increase
in nutrient concentration follows from this by the properties of the model.
Finally, in Figure 5.10 another effect of changing the value of reltol is visible:
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Figure 5.10: (b¯tot , S¯)-plot of map iteration 200 until 300 for δ = 10−3 and for several
values of reltol (for unchanged parameter values and the same initial birth cohort).
The figure at the bottom is a zoom-in of the figure at the top for the smaller values of
reltol.
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Figure 5.11: (b¯tot , S¯)-plot of the centers of gravity of map iteration 200 until 300
for several values of reltol (for unchanged parameter values and the same initial
birth cohort). The figure at the bottom is a zoom-in of the figure at the top for the
smaller values of reltol.
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the variation of b¯tot and S¯ in the map iterations decreases when reltol decreases.
In the next subsection, we investigate the impact of changing δ and reltol on
both the precision and the speed of the calculations of the fixed point.
5.2.2 (δ ,reltol)-calculations
In this subsection we compare the impact of changing δ and reltol on the speed
and precision of the calculation of the fixed point. We always start with 1 birth cohort
with m = 0.301425, X = 0.1, Y = A = 0.5, where 10−2 cells are born per minute
and S¯ = 1 (for the fixed parameter value S0 = 1). For every combination of δ and
reltol the map is iterated until convergence or until 500 map iterations. Parameter
values used for the convergence of the map are a maximum relative change in S¯ of
10−7, a maximum relative change in b¯tot of 10−7 and maximally 1% change in the
number of cohorts. For every (δ ,reltol)-combination, the following summary can
be found in Table 5.8:
• convergence: yes (after how many map iterations) or no
• N of fixed point (range of N in 20 map iterations after convergence)
• relative average difference of S¯ in 20 map iterations after convergence com-
pared to the mean value of S¯ during these 20 map iterations
• relative average difference of b¯tot in 20 map iterations after convergence
compared to the mean value of b¯tot during these 20 map iterations
• L2-norm of the relative differences of S¯ and b¯tot of the fixed point in 20 map
iterations after convergence
• error in cumulative mass distribution compared to the case with δ = 10−6 and
reltol = 10−8 with the representation of the fixed point with 2231 birth
cohorts (calculated as the sum of the absolute values of the differences of
the cumulative number of cells per unit of time for each mass value of the
2231 birth cohorts with the -estimated through linear interpolation- cumulative
number of cells per unit of time of the compared fixed point, divided by 2231)
• computation time until convergence (maximum 500 iterations of the map)
including storing the output files NSb.txt and data.txt. NSb.txt contains for
every map iteration a line with the number of the iteration, N, S¯ and b¯tot .
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data.txt contains the results in more detail, namely for every iteration a line
with the number of the iteration, N, S¯, m01, X01, Y01, A01, b¯(x01),. . ., b¯(x0N),
b¯tot . The reported time is the real computation time, meaning the wall clock
time from start to finish of the call.
Decreasing δ creates a representation of the fixed point with a higher amount of
birth cohorts, as is to be expected. If reltol is too big, the map does not converge
to the required thresholds to the fixed point (see for example the results for reltol
= 10−4). Decreasing reltol does not have any impact on the number of birth
cohorts of the fixed point for the larger values of δ , but for the smaller values of δ it
does.
The precision of the fixed point can be represented by the L2-norm of the rela-
tive differences of S¯ and b¯tot (compared to the mean values of S¯ and b¯tot) during 20
map iterations on the fixed point (square root of the sum of the squares of the relative
differences of S¯ and b¯tot). The precision is improved when reltol is decreased up
to a value of 10−8, further decreasing of the relative tolerance of the age integration
doesn’t help the precision any more. The most precise representation of the fixed
point is for δ = 10−8 and reltol=10−8. The cumulative mass distribution of the
other representations of the fixed point is compared to this one. Especially the num-
ber of birth cohorts, so δ , plays a role in how good the cumulative mass distribution
of the fixed point for another (δ ,reltol)-combination resembles the most precise
one.
In order to decide which (δ ,reltol)-combination is precise enough, but also fast
enough to use for the continuation calculations of the fixed point, we also compare
the computation time to find the fixed point in Table 5.8 including storing the es-
sential output files NSb.txt and data.txt. The real computation time is minimal for
δ = 10−2 and reltol= 10−7, but the error in the cumulative mass distribution is
quite big. So we look for a (δ ,reltol)-combination that is satisfactory on both the
precision of the calculated fixed point and the computation time. In Table 5.9 the
product of the precision (L2-norm of the relative differences of S¯ and b¯tot during 20
map iterations on the fixed point) and the real computation time is given, which has
a minimal value for δ = 10−2 and reltol= 10−10. In Table 5.10 the product of
the error of the cumulative mass distribution and the real computation time is given,
which on the other hand has a minimal value for δ = 10−6 and reltol= 10−10.
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Table 5.8: Summary of the (δ ,reltol)-calculations
reltol \ δ 10−2 10−3 10−4 10−5 10−6
10−4 no no no no yes (385)
(10) (40-43) (156-174) (856-906) 7851 (7807-7996)
1.15933e-04 5.18342e-05 2.68960e-05 1.31836e-05 5.22929e-06
7.41498e-05 2.24622e-05 1.39579e-05 9.11812e-06 3.24283e-06
1.37617e-04 5.64919e-05 3.03021e-05 1.60296e-05 6.15316e-06
1.856432e-04
58.576s 3m46.15s 13m38.295s 86m9.915s 682m45.730s
10−5 yes (223) no yes (206) yes (102) yes (59)
10 (41) 160 (160-165) 641 (640-667) 4303 (4241-4410)
2.46674e-05 1.30448e-05 8.6963e-06 2.98149e-06 1.44519e-06
1.55080e-05 7.51767e-06 4.57776e-06 2.17178e-06 6.74551e-07
2.91372e-05 1.50560e-05 9.82762e-06 3.68862e-06 1.59486e-06
2.95455e-04 2.08718e-05 8.07127e-06 5.20170e-06
26.327s 3m58.721s 6m18.562s 11m46.648s 47m15.734s
10−6 yes (110) yes (86) yes (60) yes (59) yes (68)
10 41 162 (160-164) 599 (594-607) 2457 (2393-2548)
2.54418e-06 1.23636e-06 5.17910e-07 4.01250e-07 1.57172e-07
1.67859e-06 6.30861e-07 2.79611e-07 2.01448e-07 1.09401e-07
3.04804e-06 1.38801e-06 5.88569e-07 4.48980e-07 1.91498e-07
2.95814e-04 7.52129e-05 1.93353e-05 5.71000e-06 2.19453e-06
12.038s 36.280s 1m36.524s 5m53.555s 30m30.920s
10−7 yes (58) yes (57) yes (57) yes (58) yes (57)
10 41 162 596 (596-601) 2251 (2230-2258)
1.89111e-07 2.27941e-07 1.09264e-07 7.69888e-08 6.43815e-08
1.66319e-07 2.30188e-07 1.19814e-07 8.01075e-08 8.80211e-08
2.51843e-07 3.23950e-07 1.62154e-07 1.11106e-07 1.09054e-07
2.95401e-04 7.50789e-05 1.89978e-05 4.86867e-06 4.39263e-07
6.744s 25.976s 1m44.043s 5m55.967s 26m19.670s
10−8 yes (58) yes (57) yes (57) yes (57) yes (57)
10 41 162 597 (597-600) 2231 (2223-2238)
1.54483e-07 7.39631e-08 5.63128e-08 5.12699e-08 4.43778e-08
1.51464e-07 9.53794e-08 9.16309e-08 7.95523e-08 8.01076e-08
2.16348e-07 1.20697e-07 1.07552e-07 9.46423e-08 9.15785e-08
2.95392e-04 7.50560e-05 1.89404e-05 4.71134e-06 reference
6.911s 27.280s 1m39.765s 5m52.150s 24m15.334s
10−9 yes (56) yes (57) yes (57) yes (57) yes (57)
10 41 162 600 (597-600) 2230 (2221-2238)
9.29587e-08 6.06833e-08 6.67349e-08 5.22784e-08 4.85803e-08
9.35719e-08 9.02425e-08 8.56610e-08 8.41338e-08 8.13571e-08
1.31898e-07 1.08748e-07 1.08588e-07 9.90532e-08 9.47577e-08
2.95392e-04 7.50515e-05 1.89337e-05 4.67907e-06 7.88427e-08
7.304s 26s 1m42.761s 6m19.911s 24m10.949s
10−10 yes (56) yes (57) yes (57) yes (57) yes (57)
10 41 162 598 (597-600) 2240 (2223-2238)
8.58986e-08 6.65668e-08 5.19422e-08 5.26146e-08 4.77398e-08
8.91293e-08 9.45464e-08 8.49668e-08 7.96911e-08 7.99688e-08
1.23784e-07 1.15629e-07 9.95859e-08 9.54933e-08 9.31348e-08
2.95392e-04 7.50515e-05 1.89332e-05 4.68893e-06 7.43967e-08
6.985s 27.737s 1m48.909s 6m42.156s 24m28.725s
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Table 5.9: (δ ,reltol)-calculations: product of the L2-norm of the relative differ-
ences of S¯ and b¯tot of the fixed point and the real computation time
reltol \ δ 10−2 10−3 10−4 10−5 10−6
10−5 7.67095 e-04 3.72036 e-03 2.60656 e-03 0.00452
10−6 3.66923 e-05 5.03570 e-05 5.68110 e-05 1.58739 e-04 0.00035
10−7 1.69843 e-06 8.55636 e-06 1.68710 e-05 3.95501 e-05 0.00017
10−8 1.49518 e-06 3.29261 e-06 1.07299 e-05 3.33283 e-05 0.00013
10−9 9.63383 e-07 2.82745 e-06 1.11586 e-05 3.76314 e-05 0.00014
10−10 8.64631 e-07 3.20720 e-06 1.08458 e-05 3.84032 e-05 0.00014
Table 5.10: (δ ,reltol)-calculations: product of the error of the cumulative mass
distribution and the real computation time
reltol \ δ 10−2 10−3 10−4 10−5 10−6
10−5 7.77844 e-03 7.90127 e-03 5.70355 e-03 1.47506 e-03
10−6 3.56101 e-03 2.72872 e-03 1.86632 e-03 2.01880 e-03 4.01801 e-03
10−7 1.99218 e-03 1.95025 e-03 1.97659 e-03 1.73309 e-03 6.93891 e-04
10−8 2.04145 e-03 2.04753 e-03 1.88959 e-03 1.65910 e-03 ref
10−9 2.15754 e-03 1.95134 e-03 1.94565 e-03 1.77763 e-03 1.14397 e-04
10−10 2.06331 e-03 2.08170 e-03 2.06200 e-03 1.88568 e-03 1.09268 e-04
It is clear that there is no universal ideal combination and that this choice depends
on which aspect of the computations is considered to be the most important. Note
that the given computation time could be decreased if we use parallel computing
for the age integration of the different birth cohorts. The matching procedure of
the cohorts of newborns would be slightly different, but this should not have a big
effect on the outcome of the calculations. If the calculations were run on a processor
with a core for every birth cohort, the amount of birth cohorts would have little
influence on the computation time. Since we do the continuation calculations with
a single processor, the number of birth cohorts plays a role in our choice for δ and
reltol. For δ = 10−2 the fixed point is represented with 10 birth cohorts, which is
not precise enough, but the representation with 41 birth cohorts for δ = 10−3 already
seems to be quite close to the real fixed point. From reltol= 10−6 on, there is
convergence to the fixed point. In Figure 5.12 the cumulative mass distributions
of the fixed point is depicted for δ = 10−6 and reltol= 10−8 (the “most precise”
one) and for δ = 10−3 and reltol= 10−6. It is clear that the most important
jumps in the mass distribution are already present in the representation with 41
birth cohorts. We will mainly use δ = 10−3 and reltol= 10−6 for our further
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calculations, but for some calculations will compare the results with the results for
the “most precise” combination (δ = 10−6 and reltol= 10−8) and for δ = 10−3
and reltol= 10−7 to make sure that the obtained computational results are no
ghost results.
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 δ = 10-6, reltol=10-8
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Figure 5.12: Cumulative mass distribution of the fixed point for S0 = 1 for two
different (δ ,reltol)-combinations.
In order to sketch a more complete picture, we compare the results for two other
fixed points for the above mentioned 3 different (δ ,reltol)-combinations: the
fixed point for D = 0.009 min−1 and the fixed point for D = 0.0115 min−1 (both
with fixed S0 = 1). All the calculations start with 1 birth cohort with m = 0.301425,
X = 0.1, Y = A = 0.5, 10−2 cells born per minute and S¯ = 1. Like before, for every
(δ ,reltol)-combination the map is iterated until convergence (with convergence
parameter value for S¯ of 10−7, for b¯tot of 10−7 and maximally 1% change in the num-
ber of cohorts) or until 500 map iterations. The results can be found in Table 5.11.
If we compare the results for the two different fixed points, it is clear that the best
(δ ,reltol)-combination can be different for different fixed points. For D = 0.009
min−1 the real computation time is the lowest for δ = 10−3 and reltol= 10−7,
and for D = 0.0115 min−1 it is the lowest for δ = 10−3 and reltol= 10−6. If we
look at the precision of the fixed point for the different combinations (the L2-norm
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Table 5.11: Summary of the (δ ,reltol)-calculations for D = 0.0115 min−1 and
D = 0.009 min−1.
δ & reltol \ D 0.0115 min−1 0.009 min−1
δ = 10−3 & reltol= 10−6 yes (224) yes (94)
69 43
4.27834 e-07 3.52545 e-06
1.85584 e-06 9.01165 e-07
1.90452 e-06 3.63880 e-06
3m42.155s 0m42.939s
δ = 10−3 & reltol= 10−7 yes (223) yes (54)
69 43
2.17919 e-07 7.75172 e-07
1.02584 e-06 4.41584 e-07
1.04873 e-06 8.92125 e-07
4m31.469s 0m23.542s
δ = 10−6 & reltol= 10−8 yes (230) yes (60)
12739 (12616-12829) 2196 (2189-2206)
3.81478 e-07 7.35076 e-08
1.36789 e-06 8.17014 e-08
1.42009 e-06 1.09902 e-07
702m6.785s 21m9.06s
of the relative differences of S¯ and b¯tot), δ = 10−6 and reltol= 10−8 is the best
for D = 0.009 min−1 and δ = 10−3 and reltol= 10−7 for D = 0.0115 min−1. In
Figures 5.13 and 5.14 a comparison of the cumulative mass distribution of the fixed
point is made.
We conclude that the best choice of δ and reltol can differ for different parameter
values, although it can be motivated locally in parameter space by considering the
robustness of the found fixed point, the number of birth cohorts and the computation
time. Anyway, there is always the possibility that discovered phenomena are arte-
facts of the chosen δ and reltol, so this should be cross-checked by repeating the
computations with different (δ ,reltol).
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Figure 5.13: Cumulative mass distribution of the fixed point for D = 0.009 min−1
for three different (δ ,reltol)-combinations.
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Figure 5.14: Cumulative mass distribution of the fixed point for D = 0.0115 min−1
for three different (δ ,reltol)-combinations.
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5.3 Convergence behaviour of MM1 under variation
of S0
In this section a preliminary investigation of the convergence behaviour of MM1 for
different values of S0 is done. The fixed point for S0 = 1 in Table 5.5 (see Section
5.1.2 for MM1) is used as a starting point for map iterations for other values of S0.
In Table 5.12 a summary of the results is given for different values of S0. For S0
values 0.8, 1.05, 1.1 and 1.3 the map converges, after a transient, to a fixed point
with the same 41 birth cohorts. More surprisingly, for S0 values 1.5, 1.7 and 2 the
map shows cyclic behaviour (after a transient) and converges to a 2-cycle.
If we start the map iterations from a different point, namely the birth cohort with
m = 0.301425, X = 0.1, Y = 0.5 and A = 0.5 with 0.01 cells born per minute (the
starting point from which we found the fixed point for S0 = 1), we get different
results for some values of S0. An overview of the results for this starting point can
be found in Table 5.13. For example, for S0 = 0.8 we have convergence to the trivial
fixed point instead of a non-trivial fixed point with 41 birth cohorts (see Table 5.12),
which is understandable since the trivial fixed point exists for all S0 values. For
S0 = 1.7 we now have convergence to a non-trivial fixed point with 41 birth cohorts
instead of the 2-cycle (see Table 5.12), so this means that for certain ranges of S0
the non-trivial fixed point coexists with cyclic behaviour. In Figure 5.15 at the top
both the fixed point and the 2-cycle are depicted. For S0 = 1.5 the map converges
to a 10-cycle when we start with the one birth cohort instead of the 2-cycle we had
before, so different cyclic behaviour must also coexist. In Figure 5.15 at the bottom
the cycles for S0 = 1.5 are compared.
An overview of the results and the found coexistence for the test cases can be
found in Figure 5.16. Although the map can show cyclic behaviour, the found
cycles do not have any biological meaning in the model. Note that the found 28-
cycle for S0 = 1.53 is partly due to the precision of the calculations. If we repeat
the calculations (again starting from the one initial birth cohort as above) with
δ = 10−3 and reltol= 10−7 we find the same 28-cycle, but if we use δ = 10−4
and reltol= 10−7 or δ = 10−6 and reltol= 10−8, we find an 8-cycle. In Figure
5.17 both the 28-cycle and the 8-cycle for S0 = 1.53 are depicted in (b¯tot ,S¯)-space. So
the cyclic behaviour is rarely an artefact of the chosen precision of the calculations,
but the period can be.
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Table 5.12: Statistics of 300 map iterations starting from the fixed point for S0 = 1
(Table 5.5) for several other S0 values. The 2-cycles have no biological meaning in
our model.
S0 result after how many iterations values
0.8 fixed point ± 50 N = 41
S¯≈ 0.594891
b¯tot ≈ 0.003646846
1.05 fixed point ± 40 N = 41
S¯≈ 0.594891
b¯tot ≈ 0.008091854
1.1 fixed point ± 50 N = 41
S¯≈ 0.5948909
b¯tot ≈ 0.00898086
1.3 fixed point ± 50 N = 41
S¯≈ 0.594891
b¯tot ≈ 0.01253686
1.5 2-cycle ± 20 N = 44
S¯≈ 0.4241
b¯tot ≈ 0.0152
and
N = 47
S¯≈ 0.8068
b¯tot ≈ 0.0161
1.7 2-cycle ± 20 N = 34
S¯≈ 1.0261
b¯tot ≈ 0.0191
and
N = 34
(different location of the cohorts)
S¯≈ 0.3125
b¯tot ≈ 0.0178
2 2-cycle ± 80 N = 38
S¯≈ 1.2313
b¯tot ≈ 0.0229
and
N = 41
S¯≈ 0.2659
b¯tot ≈ 0.0218
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Table 5.13: Outcome of 1000 map iterations starting from 0.01 cells born per minute
in one birth cohort (with m = 0.301425, X = 0.1, Y = 0.5, A = 0.5) for different
values of the parameter S0.
S0 result S0 result
0.7 trivial fixed point 1.53 28-cycle
0.8 trivial fixed point 1.55 8-cycle
0.82 trivial fixed point 1.6 8-cycle
0.85 fixed point 1.65 8-cycle
0.9 fixed point 1.66 8-cycle
1 fixed point 1.665 8-cycle
1.1 fixed point 1.6655 8-cycle
1.2 fixed point 1.6656 8-cycle
1.3 fixed point 1.6657 8-cycle
1.4 fixed point 1.66571 fixed point
1.45 fixed point 1.66573 fixed point
1.48 fixed point 1.66575 fixed point
1.482 fixed point 1.6658 fixed point
1.483 fixed point 1.666 fixed point
1.4835 fixed point 1.668 fixed point
1.4837 2-cycle 1.67 fixed point
1.4838 2-cycle 1.68 fixed point
1.4839 10-cycle 1.7 fixed point
1.49 10-cycle 2 2-cycle
1.5 10-cycle 2.5 4-cycle
1.51 10-cycle 3 no convergence
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 2-cycle for S0=1.7
 (starting from fixed point for S0=1)
 fixed point for S0 = 1.7
 (starting from 1 cohort)
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 (starting from 1 cohort)
 2-cycle for S0 = 1.5
 (starting from fixed point for S0=1)
Figure 5.15: Comparison of the results for different starting points of the map for
the same S0 value. The fixed point for S0 = 1 (Table 5.5) was the starting point for
the red curve. The blue curve was started from 1 birth cohort with 0.01 cells born
per minute (with m = 0.301425, X = 0.1, Y = 0.5, A = 0.5). The top figure is for
S0 = 1.7 and the bottom figure is for S0 = 1.5.
5.3.1 Bifurcations of the map for free S0
The coexistence of stable fixed points and stable cycles (see Figure 5.16) might be
due to a combination of a subcritical Period Doubling bifurcation and a Limit Point
bifurcation as in the model map (2.37) in Figure 2.9. The branches of the stable
cycles are for small values of S0 quite symmetrical, but become more asymmetrical
for larger values of S0, which is also common in models more complicated than
(2.37).
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Figure 5.16: Representation of the results of the map iterations in (S0, b¯tot)-space
and in (S0,S¯)-space. The found fixed points for different values of S0 are given in
blue. In green the cycles found by iterating the map starting from the fixed point
for S0 = 1 (Table 5.5) are shown, and in pink the cycles found by iterating the map
starting from one birth cohort with 0.01 cells born per minute (with m = 0.301425,
X = 0.1, Y = 0.5 and A = 0.5) are shown.
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Figure 5.17: In blue the 28-cycle for S0 = 1.53 for δ = 10−3 and reltol= 10−6
and in red the 8-cycle for S0 = 1.53 for δ = 10−4 and reltol= 10−7 in (b¯tot ,S¯)-
space.
55.4. Stability of the fixed point of MM1 under perturbation
5.4 Stability of the fixed point of MM1 under per-
turbation
We found cyclic behaviour of the map for S0 between 1.4837 and 2.5. There are
regions where both stable cycles and a stable fixed point exist. For S0 = 1.4837
a 2-cycle coexists with a fixed point. The 2-cycle was found by starting the map
iterations with the one birth cohort (m = 0.301425, X = 0.1, Y = 0.5 and A = 0.5)
with 0.01 cells born per minute (see Table 5.13) and the fixed point by starting from
the found fixed point for S0 = 1.4835 (see Table 5.13). We investigate how sensitive
the fixed point is to perturbations for this S0 parameter value.
First to make sure that the 2-cycle is no artefact of the chosen precision of the
calculations (δ = 10−3 and reltol = 10−6), the map is iterated starting from one
of the points of the 2-cycle for δ = 10−6 and reltol = 10−8. The results are
unchanged, we still find the 2-cycle, now with a higher amount of birth cohorts
in each of the two points. Also if we start the map iterations with the one birth
cohort, as before, δ = 10−6 and reltol = 10−8 we find the 2-cycle with the higher
amount of birth cohorts in each of the two points. In Figure 5.18 the cumulative
mass distributions are shown for the two (δ ,reltol)-combinations for the 2 points
of the 2-cycle. It is clear that this is the same 2-cycle, but with a finer discretisation
of the birth mass space.
In Figure 5.19 the 2-cycle for S0 = 1.4837 is represented (δ = 10−3 and reltol=
10−6). The lines indicate to which birth cohorts the daughter cells of cells that
were originally born in a certain birth cohort contribute when they divide. On top
is the point of the 2-cycle with 45 birth cohorts (S¯ ≈ 0.015797) and in the middle
the other point of the 2-cyle with 44 birth cohorts (S¯ ≈ 0.014967). Because it is a
representation of a 2-cycle, the point at the bottom of the figure is the same point
as on the top of the figure. The blue lines correspond with the small newborn cells
(40% of the mass at division) and the orange lines with the large newborn cells (60%
of the mass at division). The size of the circle gives an indication of the amount of
cells that are born per unit of time in the birth cohort.
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Figure 5.18: Cumulative mass distribution of the 2 points of the 2-cycle for S0 =
1.4837, for two different (δ ,reltol)-combinations. For the point with the largest
number of birth cohorts (and the largest b¯tot) S¯ = 0.799803 and for the other point
S¯ = 0.427896.
5.4.1 Shift of the birth cohorts
We investigate how sensitive the fixed point of the map is to a change in the location
of the cohorts. We start with the fixed point for S0 = 1.4837.
First, we let the mass in every birth cohort change by adding a uniformly dis-
tributed random number over [−a,a] and then iterate the map. In Table 5.14 the
results can be found, where for every range of the random number 20 test cases were
performed. The map converges to either the fixed point or the 2-cycle. The larger the
change of the birth mass locations, the higher the percentage that converges to the
2-cycle, as could be expected. It could be useful to keep these results in mind when
we are considering a continuation strategy for the fixed point. During a continuation
step, the change in birth mass for the cohorts of the fixed point should not be too big
compared to the attraction region of the fixed point, since we then could get periodic
behaviour of the map.
If we repeat this test with the fixed point for S0 = 1, where we did not observe any
cyclic behaviour of the map, we find indeed a larger convergence region of the fixed
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Table 5.14: Results of the map iterations starting with a perturbation of the fixed
point for S0 = 1.4837: the mass of every cohort is changed by adding a uniformly
distributed random number over [−a,a]. The percentage is for 20 test cases.
change \ result fixed point 2-cycle
[−0.01,0.01] 100% 0%
[−0.05,0.05] 90% 10%
[−0.1,0.1] 50% 50%
[−0.2,0.2] 35% 65%
point. Of the 20 test cases with a random shift of the mass in every birth cohort of
the fixed point between -0.2 and 0.2, the map converges in all the cases to the fixed
point.
To have a clearer idea of what happens precisely to the location of the cohorts,
we also did a fixed shift of the mass of every birth cohort to the right. A fixed shift
to the right of all the birth cohorts with 0.0001, 0.0002, 0.0005, 0.001, 0.005 and
0.01 gives convergence to the fixed point. A larger shift with sizes 0.05 and 0.1 gives
convergence to the 2-cycle, but a shift with 0.2 gives convergence to the fixed point.
5.4.2 Doubling of the birth cohorts
The doubling of the birth cohorts is performed so that the original birth cohorts are
“doubled” to themselves and a nearby new birth cohort. The number of cells born per
minute in the birth cohort is equally divided between both and the chemical concen-
trations X , Y and A are the same as in the original birth cohort. The mass location of
the new birth cohort is chosen taking the results of the shift-experiments into account.
If we let the location of each doubled birth cohort be determined randomly at a
distance between −a and a to the original birth cohort, it makes sense to take
a = 0.01 because we know shifting the birth cohort did not affect the convergence to
the fixed point for this size of shift and so we can really see the effect of the number
of birth cohorts. 20 tests all give convergence to the initial fixed point (with the same
location of the birth cohorts), so the doubling does not seem to have a long-term
effect on the convergence.
If we combine the doubling of the birth cohorts with a fixed shift to the right,
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Table 5.15: Results of the map iterations starting with a perturbation of the fixed
point for S0 = 1.4837: for every birth cohort the number of cells born per minute is
changed with a factor 1+b where b is a uniformly distributed random number over
[−a,a], and the nutrient concentration is changed with a factor 1+ c where c is a
random number out of the uniform distribution over [−a,a]. The percentage is for
20 test cases.
change \ result fixed point 2-cycle
[−1%,1%] 100% 0%
[−5%,5%] 100% 0%
[−10%,10%] 90% 10%
[−20%,20%] 70% 30%
[−30%,30%] 35% 65%
at fixed distance 0.0001, 0.0002 and 0.0005 for every birth cohort to its doubled
birth cohort, we always get convergence to the same fixed point. Even a larger shift
of 0.001, 0.002, 0.003, 0.004, 0.005 and 0.01 for every doubled birth cohort gives
convergence to the fixed point. Note that the “order” of the birth cohorts is not
preserved for the larger shifts (instead of having birth cohort 1a, 1b, 2a, 2b and so
on, we could have 1a, 2a, 1b, 2b, . . . ), but this does not affect the convergence.
5.4.3 Perturbation of nutrient concentration and number of cells
To investigate how sensitive the fixed point for S0 = 1.4837 is to changes in the
nutrient concentration and the number of cells born per unit of time, we change both
S¯ and b¯(x0i) with a factor 1+b. b is a number chosen randomly in the uniformly
distribution over [−a,a], independently chosen for S¯ and each of the b¯(x0i)’s. A
summary of the results is given in Table 5.15. For random perturbations up to 5%
the map still converges to the fixed point, but for larger perturbations the map may
converge to the 2-cycle.
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Figure 5.19: Cohort-to-cohort representation of the 2-cycle for S0 = 1.4837 (δ =
10−3 and reltol= 10−6): on the top and bottom the point with 45 birth cohorts
(S¯ ≈ 0.015797) and in the middle the point with 44 birth cohorts (S¯ ≈ 0.014967).
The blue (resp. orange) line indicates to which birth cohort the small (resp. large)
newborn cells (originating from dividing cells that were originally born in the
indicated birth cohort) contribute.
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5.5 Using a cycle to make an “educated” guess for the
fixed point of MM1
We investigate if cyclic behaviour can help find the fixed point for the same parameter
value of S0. Given a n-cycle, we can make an “educated” guess for the fixed point
by using all the birth cohorts of the n different points in the cycle while adjusting the
number of cells born per minute in each birth cohort through a division by n. The
estimated nutrient level is the mean value of the nutrient levels of the n different
points in the cycle. In the case of the 2-cycle for S0 = 1.4837, the map indeed
converges to the fixed point for this parameter value. It works also to find the fixed
point for S0 = 1.6, using the corresponding 8-cycle. A comparison of the S¯ values
and the cumulative number of cells born per minute in the prediction and in the
actual fixed point can be found in Figure 5.20.
However, when trying to find a fixed point for S0 = 2.5 by using the found 4-cycle
the map still converges to the 4-cycle. So presumably the fixed point of the map for
S0 = 2.5 has a smaller attraction region. This method could obviously only help to
find the fixed point in regions where both cyclic behaviour and a fixed point exist,
and the attraction region of the fixed point is big enough. To check how sensitive
the fixed point for S0 = 2.5 is to changes in the mass location of the birth cohorts,
we repeat the random shift of the birth cohorts experiment (see Section 5.4.1) for
this fixed point. For a random shift between -0.01 and 0.01, all the 20 test cases
converge to the fixed point. But for a random shift between -0.05 and 0.05, only 1
out of the 20 test cases converge to the fixed point (18 converge to the 4-cycle and
1 to a 2-cycle). So the fixed point for S0 = 2.5 indeed is more sensitive to changes
in the mass location of the birth cohorts than the fixed point for S0 = 1.4873 (see
Table 5.14). We can also check how sensitive the fixed point is to perturbations in
the amount of cells born per minute in the birth cohorts and to a perturbation of
the nutrient concentration. We repeat the experiment we did for the fixed point for
S0 = 1.4837 (see Section 5.4.3 and Table 5.15). The results are summarized in Table
5.16. This also confirms that the fixed point for S0 = 2.5 has a smaller attraction
region than the fixed point for S0 = 1.4837.
Note that the prediction for S¯ as the mean of the different points of the 4-cycle for
S0 = 2.5 is poor: the mean S¯ is 0.97261 which is quite different from the value of
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Figure 5.20: Comparison between the predicted fixed point based on the cycle for
S0 = 1.4837 (top) and 1.6 (bottom), and the actual fixed point.
S¯ for the fixed point 0.59489. A comparison of the distributions of the cumulative
number of cells born per minute is presented in Figure 5.21. This larger deviation
from the prediction to the actual fixed point most certainly also plays a role in
whether or not the fixed point can be found starting from the cyclic behaviour.
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Table 5.16: Results of the map iterations starting with a perturbation of the fixed
point for S0 = 2.5: for every birth cohort the number of cells born per minute is
changed with a factor 1+b where b is a uniformly distributed random number over
[−a,a], and the nutrient concentration is changed with a factor 1+ c where c is a
random number out of the uniform distribution over [−a,a]. The percentage is for
20 test cases.
change \ result fixed point 4-cycle
[−1%,1%] 100% 0%
[−10%,10%] 70% 30%
[−20%,20%] 20% 80%
[−30%,30%] 95% 5%
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Figure 5.21: Comparison of the predicted fixed point based on the 4-cycle and the
actual fixed point for S0 = 2.5.
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5.6 Continuation of a MM1 fixed point with S0 free
5.6.1 Zero-order prediction
A very simple case of fixed point continuation is implemented. We start from a
fixed point for a certain value of S0 and then use this fixed point as a prediction for
the fixed point for a different value of S0. The fixed points are calculated up to a
chosen value of S0. The change of S0 is regulated by a step size control procedure: a
start value stepstart , a minimal step size stepmin and a maximal step size stepmax are
chosen. The structure of the continuation is as follows:
fixed point given with coh f p, S0 f p and S f p and wanted S0dest
set step = stepstart
if(S0dest < S0 f p)
set step = -stepstart
make prediction for new fixed point: set cohpred = coh f p, Spred = S f p
and S0pred = S0 f p + step
while((step>0 and S0pred-step<S0dest) or (step<0 and S0pred-step>S0dest))
map is iterated starting from predicted fixed point, until
convergence or the maximum number of iterations is reached
if(maximum number of iterations was reached)
S0pred = S0 f p - step/2
step = step/2
if(|step |<stepmin)
stop continuation
else
if(number of iterations<50)
step = step*1.3
if(step>0)
step = min(step*1.3,stepmax)
else
step = max(step*1.3,-stepmax)
print information about new fixed point
update Spred and cohpred to new fixed point
S0pred += step
The results are shown in Figure 5.22, where we start with the fixed point for S0 = 1.
The starting step size is 0.1, the minimal step size is 10−5 and the maximal step
size is 1. Parameter values used for the convergence of the map are a maximum
relative change in S¯ of 10−7 and a maximum relative change in b¯tot of 10−7. At most
300 map iterations are performed to check the convergence of the map. We tried to
calculate the fixed points from 1 until 3, but there was no convergence (according to
our chosen convergence parameters) for S0 values larger than 2.25280. For a larger
S0 value there is no sign of cyclic behaviour, N stays the constant 41 and S¯ and b¯tot
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do not vary that much, so we continue the continuation with less strict convergence
parameters (5 ·10−6 for the relative variation in S¯ and b¯tot and maximum 500 map
iterations). The continuation now gives results up to S0 = 2.55 and probably fixed
points for higher parameter values could still be found if we further “loosened”
the convergence parameters. When decreasing S0 starting from S0 = 1 (with the
convergence parameters 5 ·10−6 for the relative variation in S¯ and b¯tot and maximum
500 map iterations), the fixed points could be calculated up to S0 = 0.59866.
S0
0.5 1 1.5 2 2.5
S¯
0.5946
0.5948
0.5950
0.5952
S0
0.595 1 1.5 2 2.5
b¯
to
t
0
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0.03
Figure 5.22: Fixed point continuation with zero-order prediction for free S0, starting
from S0 = 1.
For the different S0 values, the fixed point has always the same 41 birth cohorts and S¯
is constant. The increase of b¯tot is linear with S0, as could be expected for a constant
S¯ and unchanged internal state of the cells in the birth cohorts. In Figure 5.23 the
cumulative birth mass distribution of the fixed point for S0 = 1, S0 = 2 and S0 = 0.7
can be seen as multiples of each other.
In Figure 5.24 the bifurcation diagram of the fixed point of the map for free S0 is
shown. The trivial fixed point (red) corresponds to the situation with no cells in the
chemostat and a nutrient concentration that equals the nutrient concentration in the
feeding bottle. The non-trivial fixed points, all with the same 41 birth cohorts, are
depicted in blue.
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Figure 5.23: The cumulative mass distribution of the fixed point for S0 = 1, S0 = 2
and S0 = 0.7.
5.6.2 Chord prediction
In this subsection we apply a continuation method in which the prediction of the
fixed point is based on 2 previously computed fixed points. The number of cells born
per unit of time is predicted using linear extrapolation from the b¯tot values of the 2
previous fixed points. For the list of birth cohorts of the predicted fixed point, the
list of the last fixed point is used, where only the number of cells born per unit of
time in the birth cohorts is rescaled according to the predicted b¯tot . S¯ is predicted
using linear extrapolation from the S¯ values of the 2 previous fixed points. As before,
step size control is used with a start value stepstart , a minimal step size stepmin and a
maximal step size stepmax. The method includes a check that the predicted values of
b¯tot and S¯ are not negative. If the predicted b¯tot is negative, it is set to zero, and if the
predicted S¯ is negative, it is set to 0.000001. The structure of the continuation is as
follows:
2 fixed points given with coh f p1, btot, f p1, S0 f p1, S f p1, coh f p2, btot, f p2,
S0 f p2, S f p2 and wanted S0dest
set step = stepstart
if(S0dest < S0 f p)
set step = -stepstart
make prediction for new fixed point:
S0pred = S0 f p2 + step
btot,pred = max
(
btot, f p1 +
S0pred −S0 f p1
S0 f p2−S0 f p1 ·
(
btot, f p2−btot, f p1
)
, 0
)
cohpred = coh f p2 with amount of cells in every cohort adjusted by
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Figure 5.24: Bifurcation diagram of the fixed point of the map for free S0. The trivial
fixed point is depicted in red and the non-trivial fixed points with the 41 birth cohorts
in blue.
the factor
btot,pred
btot, f p2
Spred = max
(
S f p1 +
S0pred −S0 f p1
S0 f p2−S0 f p1 ·
(
S f p2−S f p1
)
, 10−6
)
while((step>0 and S0pred-step<S0dest) or (step<0 and S0pred-step>S0dest))
map is iterated starting from predicted fixed point, until
convergence or the maximum number of iterations is reached
if(maximum number of iterations was reached)
S0pred = S0 f p - step/2
step = step/2
if(|step |<stepmin)
stop continuation
else
adjust Spred, btot,pred and amount of cells in cohpred
else
if(number of iterations<50)
step = step*1.3
if(step>0)
step = min(step*1.3,stepmax)
else
step = max(step*1.3,-stepmax)
print information about new fixed point
S0pred += step
coh f p1 = coh f p2, btot, f p1 = btot, f p2, S0 f p1 = S0 f p2, S f p1 = S f p2
coh f p2 = cohpred, btot, f p2 = btot,pred, S0 f p2 = S0pred, S f p2 = Spred
make prediction for new fixed point using the formulas above
The results of the continuation for increasing S0 starting from S0 = 1 and S0 = 1.1
are presented in Figure 5.25. If we use 10−7 as convergence parameter for b¯tot and S¯
and a maximum of 300 map iterations to achieve convergence, we find fixed points
up to S0 = 2.52366, so for larger S0 values than with the zero-order continuation
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method (for the same convergence parameters). By allowing maximally 500 map
iterations and increasing the parameters for relative convergence of b¯tot and S¯ to
5 ·10−6, we could go up to S0 = 3.16780. For larger values of S0 the map does not
converge, but iterates between several points of which one has a negative S¯ (which is
then set to 10−6).
The results of the continuation for decreasing S0 starting from the fixed points
for S0 = 1 and S0 = 0.9 can also be found in Figure 5.25. With 10−7 as convergence
parameter for b¯tot and S¯ and a maximum of 300 map iterations to achieve conver-
gence, we calculate non-trivial fixed points up to S0 = 0.595 and find the trivial
fixed points for smaller S0 values. If we decrease the step size, non-trivial fixed
points can be found up to a S0 value very close to S¯≈ 0.59489. With the zero-order
continuation method, we could only find the non-trivial fixed points up to 0.59866.
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Figure 5.25: Chord fixed point continuation for free S0, starting from S0 = 1 and
S0 = 1.1 for increasing S0, and S0 = 1 and S0 = 0.9 for decreasing S0.
In fact, we would expect that the chord prediction method works very well for free S0
since once we know the existence of a fixed point with a certain set of birth cohorts
and S¯, we know that for every S0 > S¯ a fixed point exists with the same S¯ and the
same birth cohorts with only a rescaling of the number of cells born per minute in
the birth cohorts. The rescaling factor for the number of cells born per minute can be
obtained from the equilibrium equation for the nutrient:
D(S0− S¯) =
N
∑
i=1
θ(ai,x0i, S¯) · b¯(x0i), (5.1)
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where S¯ and θ(ai,x0i, S¯) are in this case constant. Since only a rescaling of the
number of cells born per minute in the birth cohorts is done, ∑Ni=1θ(ai,x0i, S¯) · b¯(x0i)
can only change with a factor dependent on b¯tot . Since the relationship between
S0 and b¯tot of the corresponding fixed point is linear and this continuation method
is based on linear extrapolation, the method should give very good estimates for
the fixed points for other values of S0 (in fact, the estimates are exact except for
numerical errors). Why it fails for values of S0 smaller than S¯ is clear as the nutrient
concentration in the feeding bottle should be at least the nutrient concentration inside
the bioreactor (see (5.1)). Why the continuation fails for large values of S0 is not
obvious. It is probably related to a change in stability of the fixed point. To get a
better understanding of the stability of the fixed point, we repeat the experiment with
a random shift of the mass of the birth cohorts for S0 = 3.16780 (the last found fixed
point in the continuation). The results can be found in Table 5.17, where for every
range of the random number 20 test cases were considered. There is convergence of
the map to either the fixed point or the 4-cycle with negative S¯ (changed to 0.000001)
in one of the points. Compared to the fixed points for S0 = 1.4873 and S0 = 2.5, the
fixed point for S0 = 3.16780 is much more sensitive to small changes in the mass
location of the birth cohorts. To check how sensitive the fixed point is to perturba-
tions in the amount of cells born per minute in the birth cohorts and the nutrient
concentration, we repeat the experiment we did for the fixed point for S0 = 1.4837
(see Table 5.15) and for S0 = 2.5 (see Table 5.16). Already for a random perturbation
between −1% and 1% the map converged to the 4-cycle in all 20 test cases. This
confirms that the fixed point for S0 = 3.16780 has a small attraction region and so we
can postulate that the fixed point loses stability near this S0 value, although we can
not prove this. This is at least consistent with the bifurcation behaviour we propose
(see Figure 2.9).
5.6.3 Pseudo-arclength continuation
In this subsection we numerically continue the fixed point with S0, the concentration
of nutrient influx, as free parameter. We use a modified version of pseudo-arclength
continuation (see the original pseudo-arclength continuation in Section 2.3.3). A
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Table 5.17: Results of the map iterations starting with a perturbation of the fixed point
for S0 = 3.16780: the mass of every birth cohort is changed by adding a uniformly
distributed random number over [−a,a]. The percentage is for 20 test cases.
change \ result fixed point 4-cycle
[−10−6,10−6] 100% 0%
[−10−5,10−5] 65% 35%
[−10−4,10−4] 10% 90%
[−10−3,10−3] 0% 100%
[−10−2,10−2] 0% 100%
fixed point with N cohorts
(
S¯, b¯(x01), . . . , b¯(x0N),S0
)
satisfies
G
(
S¯, b¯(x01), . . . , b¯(x0N),S0
)
=

G1
(
S¯, b¯(x01), . . . , b¯(x0N),S0
)
G2
(
S¯, b¯(x01), . . . , b¯(x0N),S0
)
...
GN+1
(
S¯, b¯(x01), . . . , b¯(x0N),S0
)

:= M1(S0)

S¯
b¯(x01)
...
b¯(x0N)
−

S¯
b¯(x01)
...
b¯(x0N)
=

0
0
...
0
 ,
(5.2)
where M1(S0) is the map obtained by first applying the map M in (4.14) on(
S¯, b¯(x01), . . . , b¯(x0N)
)
and then mapping the birth values in the new cohorts back to
the original N cohorts. More precisely, M1(S0) =

M11(S
0)
M12(S
0)
...
M1N+1(S
0)
 = MB ◦M(S0),
where:
MB :

S¯
b¯(x˜01)
b¯(x˜02)
...
b¯(x˜0NB)

−→

S¯
∑
i∈A1
b¯(x˜0i)
∑
i∈A2
b¯(x˜0i)
...
∑
i∈AN
b¯(x˜0i)

, (5.3)
137
Chapter 5. Computational results for structured population models
5
with
A1 =
{
i ∈ {1, . . . ,NB} | m˜0i ≤ m01+m022
}
,
A2 =
{
i ∈ {1, . . . ,NB} |m01+m022 < m˜0i ≤
m02+m03
2
}
,
...
AN =
{
i ∈ {1, . . . ,NB} |
m0(N−1)+m0N
2
< m˜0i
}
.
Freeing S0 in (5.2) defines a fixed point curve in
(
S¯, b¯(x¯01), . . . , b¯(x¯0N),S0
)
-space.
We calculate the fixed point curve for increasing or decreasing S0 using the fol-
lowing procedure. We start with (an approximation of) a fixed point:
f ix =

S¯
b¯(x01)
...
b¯(x0N)
S0

with initial conditions m0i, X0i, Y0i, A0i and b¯(x0i) for every cohort, and first calculate
the tangent vector to the curve in this fixed point. The Jacobian matrix of G evaluated
in the fixed point is a (N+1)× (N+2)-matrix JG. We calculate the tangent vector v
by solving
(
JG
1 . . .1
)
· v =

0
...
0
1
 ,
and then normalizing v. To predict the next fixed point, we first check the direc-
tion of v and if necessary reverse it. The next fixed point is then predicted as(
S¯p, b¯(x¯01)p, . . . , b¯(x¯0N)p,S0p
)
= f ix+ step ·v, with step the stepsize of the continu-
ation. The value of step is adjusted during the continuation and is dependent on the
previous stepsize, the number of Newton steps, the minimal stepsize stepmin and the
maximal stepsize stepmax. For the first continuation step step is set to stepstart . We
use the continuation values in Table 5.18.
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Table 5.18: Parameter values used in the pseudo-arclength continuation of the fixed
point.
parameter value
stepstart 10−1
stepmin 10−5
stepmax 1
Nmax 10
VarTolerance 10−6
FunTolerance 10−6
If one of the values of the predicted fixed point is negative (either S¯p, one of the
b¯(x¯0i)p or S0p), we repeat the calculation with half the stepsize (bounded from below
by stepmin). If this is not the case, we adjust the prediction by applying one map
iteration on the predicted point: this can change S¯p, b¯(x¯0i)p and also the number
of cohorts and their initial values. Note that we continue to denote the number of
cohorts as N, but that it can be different from the initial N. This new prediction is
corrected using a Newton iteration. During the calculation of the Newton-correction
step the mesh and number of cohorts of the predicted fixed point are kept constant.
First the Jacobian JG is calculated and then the normalised tangent vector vP. We
then use a Newton correction step of the following system of equations to correct
this new prediction:{
G
(
S¯, b¯(x01), . . . , b¯(x0N),S0
)
= 0,(
S¯− S¯p b¯(x01)− b¯(x01)p . . . b¯(x0N)− b¯(x0N)p S0−S0p
) · vTp = 0.
The Newton correction cor is obtained by solving
(
JG
vp
)
· cor = R =

S¯p−M11(S0p)
(
S¯p, b¯(x01)p, . . . , b¯(x0N)p
)
b¯(x01)p−M12(S0p)
(
S¯p, b¯(x01)p, . . . , b¯(x0N)p
)
...
b¯(x0N)p−M1N+1(S0p)
(
S¯p, b¯(x01)p, . . . , b¯(x0N)p
)
0

.
For every Newton step, we check if the norm of the correction cor and the norm of
R are small enough. VarTolerance is the threshold of ‖cor‖ and FunTolerance is
the threshold for ‖R‖. The norm is the L1-norm. If one or both of ‖cor‖ and ‖R‖
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are not small enough, we add cor to the predicted point vector to obtain an update.
If one of the predicted number of cells born per minute in a cohort is negative, it is
set to zero, and if S¯p ≤ 0, it is set to 10−6. Before repeating the Newton step, the
predicted fixed point is adjusted by applying one map iteration. This means that the
number of cohorts may change. This procedure is repeated until the norms are small
enough which means we have found a new fixed point. The stepsize is then adjusted,
i.e. divided by 2 if 4 or more Newton steps were needed and multiplied by 1.3 if less
than 4 Newton steps were needed. If the maximum number of Newton steps Nmax
was taken, we divide the stepsize by 2 and start again from the previous fixed point.
This Moore-Penrose-like continuation method works for MM1. Starting with the
fixed point for S0 = 1 with the continuation parameters as in Table 5.18 for in-
creasing values of S0, the method calculates the fixed points up to S0 = 1.60107.
If we increase VarTolerance and FunTolerance to 10−5, fixed points are found
up to S0 = 7.83502. If we decrease S0 starting from S0 = 1 for VarTolerance and
FunTolerance equal to 10−5, fixed points are found down to S0 = 0.59490. The
results are depicted in Figure 5.26. Note that the stability of the found fixed points
of the map is unknown, contrary to the continuation methods in Sections 5.6.1 and
5.6.2, since the convergence of the map iteration is not checked. For the found fixed
point for S0 = 4.20148 for example, the map iteration indeed does not converge, so
this fixed point is unstable as a fixed point of the map (cf. the previous continuation
results in Section 5.6.2).
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Figure 5.26: The results of the pseudo-arclength continuation with free S0 starting
from S0 = 1.
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5.7 Continuation of a MM1 fixed point for free D
5.7.1 Zero-order prediction
The parameter D plays a more complex role in the system than S0. It represents the
dilution rate of the nutrient, as well as the death rate of the cells.
A very simple case of fixed point continuation is implemented: starting from a
found fixed point for a certain value of D, the fixed points are calculated up to a
chosen value of D, as we did for S0 in Section 5.6.1. The results are shown in
Figures 5.27 and 5.29, where we start with the fixed point for D = 0.01 min−1.
The starting step size is 10−3, the minimal step size 10−7 and the maximal step
size 10−2, maximally 300 map iterations are performed to check the convergence
of the map and the convergence parameters for S¯ and b¯tot were 10−7. We tried to
calculate the fixed points from 0.01 until 0.011, but only could calculate the fixed
point up to 0.010696. For larger values of D there is too much variation on S¯ (values
approximately between 0.68 and 0.707) and on b¯tot (values approximately between
0.00558 and 0.00568), the number of cohorts also varies between 57 and 61 and
there is no cyclic behaviour of the map.
When decreasing D, we could calculate the fixed points up to D = 0.00689 min−1.
For a smaller value of D, the convergence parameters seemed to be too strict for the
found point. We then started the continuation with the fixed point for D = 0.00689
min−1, but loosened the convergence conditions to 5 ·10−6 for the parameter for both
S¯ and b¯tot and allowed maximally 500 map iterations instead of 300 to check conver-
gence. As a result we could find further fixed points for D down to 0.0059. If D is
smaller than this value, there is again too much variation in S¯ and b¯tot (values respec-
tively between 0.233274 and 0.233282, and between 0.00948017 and 0.00948024),
and the number of cohorts switches between 4 and 5. As a test, we did the same con-
tinuation with a smaller relative tolerance (10−7 instead of 10−6), but this has no big
effect on the results and the map still oscillates between 4 and 5 cohorts for D values
smaller than 0.0059. We want to consider this result with the alternating number of
cohorts as a fixed point, so continue the continuation for decreasing D starting from
the fixed point for D = 0.0059 min−1 with loosened convergence conditions (10−5
for the parameter for both S¯ and b¯tot , maximally 500 map iterations allowed and
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the number of cohorts can change maximally 100% instead of 1% during one map
iteration for a fixed point). Fixed points were found up to D = 0.00525 min−1, for
smaller D values the variation in S¯ and b¯tot was again a bit too big (N was however a
constant 4). Further increasing the convergence parameters (10−4 for the parameter
for both S¯ and b¯tot), allows to calculate the fixed points up to D = 0.00522 min−1.
Even further increasing of the convergence parameters (10−3 for the parameter for
both S¯ and b¯tot), allows to calculate the fixed points up to D = 0.00519 min−1, but
this appears to be the limit since for smaller D values there is too much variation on
S¯ (values approximately between 0.168 and 0.199) and on b¯tot (values approximately
between 0.0088 and 0.0091). For D values between 0.0085 and 0.01, extra fixed
points were calculated using smaller step sizes in the continuation.
In Figure 5.27 the number of birth cohorts of the fixed points for the different
values of D is depicted. The number of birth cohorts is no longer fixed for the
different parameter values (as was the case for S0). The different fixed points also
do not have the same shape of the cummulative mass distribution per unit of time at
birth, as can be seen in Figure 5.28.
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Figure 5.27: The zero-order prediction continuation starting from D = 0.01 min−1:
the number of birth cohorts of the fixed point in function of D.
In Figure 5.29 the values of S¯ and b¯tot of the fixed points are depicted for different
values of D: S¯ is increasing with increasing D, the relation between b¯tot and D is
more complex.
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Figure 5.28: The cumulative mass distribution of the fixed point for D = 0.0070125
min−1, D = 0.01 min−1 and D = 0.010696 min−1.
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Figure 5.29: Continuation with zero-order prediction starting from the fixed point
for D = 0.01 min−1: S¯ (left figure) and b¯tot (right figure) as a function of D.
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5.7.2 Chord prediction
We now apply the continuation method with chord prediction for free D. Details of
the method are as in Section 5.6.2 for the case of free S0.
The results of the continuation for increasing D starting from the fixed points for
D = 0.01 min−1 and D = 0.0105 min−1 are given in Figure 5.30 and Figure 5.31.
We start with the same continuation parameters as for the “simple” continuation
(10−7 as convergence parameter for b¯tot and S¯ and a maximum of 300 map iterations
to achieve convergence) and the same values for the step size (starting step size
10−3, minimal step size 10−7 and maximal step size 10−2). Non-trivial fixed points
are found up to D = 0.01194 min−1, so this method seems to work better than the
zero-order continuation method in Section 5.7.1 (fixed points found up to 0.01070).
By allowing maximally 500 map iterations, increasing the parameters for relative
convergence of b¯tot and S¯ to 10−4, allowing a variation of 100% in N (instead of 1%
before) and taking smaller steps (starting step size 10−5, minimal step size 10−7 and
maximal step size 10−5), we could find non-trivial fixed points up to D = 0.012194
min−1. For larger values of D, we find the trivial fixed point.
Decreasing D when we start from the fixed points for D= 0.01 min−1 and D= 0.009
min−1 (with the same initial convergence parameter values and step sizes as before),
we could calculate the non-trivial fixed points up to D= 0.00709 min−1. For smaller
values of D, the convergence parameters appear to be too strict. We repeated the
same continuation (starting from D = 0.01 min−1 and D = 0.009 min−1) with a
smaller relative tolerance of 10−8 instead of 10−6 for the age integration, an allowed
change of 100% instead of 1% for the number of cohorts during one map iteration
for a fixed point, 10−5 as convergence parameter for b¯tot and S¯, a maximum of 500
map iterations to achieve convergence and smaller step sizes (starting step size 10−4,
minimal step size 10−7 and maximal step size 10−3). The non-trivial fixed points
were found up to D = 0.00539 min−1 and from D = 0.00473 min−1 downwards
trivial fixed points were found. To find the transition from the non-trivial fixed points
to the trivial fixed points, we are interested in the region of D values between 0.00539
and 0.00473. If we start from the 2 last found fixed points and play with different step
sizes, convergence parameters and relative tolerances, we find non-trivial fixed points
up to D = 0.0052 min−1. For smaller values of D, the map does not converge to a
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fixed point but it wanders along a closed invariant curve (see Figure 5.32). Changing
the precision of the calculations does not have a real effect on the results: map
iteration 400 to 500 for D = 0.00523 min−1 for δ = 10−3, 10−4 and 10−5, all with
reltol= 10−9, show the same closed invariant curve (completely overlapping in
Figure 5.32). For δ = 10−3 the points have 4 birth cohorts, for δ = 10−4 6 birth
cohorts and for δ = 10−5 7 birth cohorts, but they clearly reflect the same invariant
curve so the result is no numerical artefact. Such a closed invariant curve is typical
for a supercritical Neimark-Sacker bifurcation (see Section 2.3.2) at D = 0.0052
min−1 where the fixed point loses stability. In Figure 5.33 the behaviour of the
closed invariant curve is shown for a decrease in D (all calculated for δ = 10−3
and reltol= 10−8). The increase of the size of the invariant curve corresponds
with the typical behaviour for a supercritical Neimark-Sacker bifurcation (see Figure
2.11).
Note that the special case D = 0 min−1 corresponds to a batch culture where no nu-
trient is added to the bioreactor and the cells only have the initial amount of nutrient
at their disposal. Since cells only die by being washed out of the bioreactor, cells
can never die when D = 0 min−1. Our model is therefore not a good representation
for a batch culture and we can expect some problems for small D values.
In Figure 5.34 the bifurcation diagram of the fixed point of the map for free D is
shown. The trivial fixed points are depicted in red and the non-trivial fixed points in
blue.
The effect of D upon the number of cells born is complicated. More food in the
bioreactor as D increases gives rise to an increase in births, and more outflow of
cells as D increases gives rise to an increase of deaths. This results in almost no
cells born for low D because of the very low nutrient inflow, and also for high D
because the cells rapidly flow out of the bioreactor. This explains the shape of the
fixed point curve in Figure 5.34. If D increases, then S¯ also increases until S¯ = S0
when no living cells are left. If D decreases, then the inflow of nutrient is decreased
and the nutrient is taken up by cells faster than provided, so S¯ converges to 0.
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Figure 5.30: Continuation with chord prediction starting from D = 0.01 min−1 and
D = 0.0105 min−1 for increasing values of D and starting from D = 0.01 min−1 and
D = 0.009 min−1 for decreasing D: the number of cohorts of the fixed point as a
function of D.
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Figure 5.31: Continuation with chord prediction starting from D = 0.01 min−1 and
D = 0.0105 min−1 for increasing values of D and starting from D = 0.01 min−1 and
D = 0.009 min−1 for decreasing D: S¯ (left figure) and b¯tot (right figure) of the fixed
points in function of D.
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Figure 5.32: Map iteration 400 to 500 for D = 0.00523 min−1 for 3 different δ
values for reltol= 10−9. The 3 invariant closed curves completely overlap.
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Figure 5.33: Map iteration 400 to 500 for different D values for δ = 10−3 and
reltol= 10−8 show the invariant curves beyond the supercritical Neimark-Sacker
bifurcation.
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Figure 5.34: Bifurcation diagram of the fixed point of the map (4.14) for free D. The
trivial fixed points are depicted in red and the non-trivial fixed points in blue.
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5.7.3 Pseudo-arclength continuation
For free D, the same pseudo-arclength continuation method is used as the one for
free S0 in Section 5.6.3.
We start the continuation for increasing D from the fixed point for D = 0.01 min−1
with FunTolerance and VarTolerance equal to 10−5. The continuation only con-
verges for increasing D until D = 0.010968 min−1. The norms of cor and R (see
Section 5.6.3) are too large for larger D values, even when the stepsize is decreased
to the minimal stepsize of 10−5. For decreasing D starting from the fixed point
for D = 0.01 min−1, fixed points could only be calculated down to D = 0.0098195
min−1. The continuation code then jumps to the fixed point for D = 0.0099181
min−1, after which the D parameter of the calculated fixed points decreases again.
At the jump the initial predicted fixed point is for a smaller value of D, but the
Newton-correction is so big that the resulting fixed point has a larger D value. In
Figure 5.35 the found fixed points are depicted in green.
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Figure 5.35: Green: fixed points obtained by the pseudo-arclength continuation
method starting from D = 0.01 min−1. Blue: fixed points obtained by the con-
tinuation method with chord prediction. Red: fixed points obtained by the pseudo-
arclength continuation method with damped Newton corrections of 20% starting
from D = 0.0098195 min−1. S¯ (left) and b¯tot (right) are depicted as functions of D.
To improve the convergence behaviour of the pseudo-arclength continuation for
decreasing D, we try damped Newton-corrections. We start from the calculated fixed
point for D = 0.0098195 min−1 (where the “jump” occurred) and instead of adding
cor to update the predicted fixed point, we add
cor
5
. We allow 100 Newton steps
(Nmax = 100) instead of 10. By using these damped Newton steps, fixed points were
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calculated down to D = 0.0090314 min−1. For smaller D values, the continuation
no longer converges. The calculated fixed points using this method are depicted in
red in Figure 5.35.
We conclude that the pseudo-arclength continuation method for free D has a smaller
range of convergence than the continuation method with chord prediction in Section
5.7.2 (in blue in Figure 5.35). This is possibly due to the change in number of
cohorts between the fixed points and the rough estimation of the Jacobian using finite
differences.
5.7.4 Cyclic behaviour
The map also shows cyclic behaviour for some values of D. If we iterate the map
starting from the birth cohort with m= 0.301425, X = 0.1, Y = 0.5 and A= 0.5 with
0.01 cells born per minute (the same birth cohort we used for the S0 calculations)
we find cycles for certain D values. The obtained results for fixed S0 = 1 and with
δ = 10−3 and reltol= 10−6 are summarized in Table 5.19. To be certain that the
cyclic behaviour is no numerical effect, we repeated the calculations for D = 0.0105
min−1 with a higher precision (δ = 10−6 and reltol= 10−8) and anew found the
2-cycle, so the cylic behaviour is “real”.
Table 5.19: Results of 500 map iterations starting from 0.01 cells born per minute in
one birth cohort (with m = 0.301425, X = 0.1, Y = 0.5 and A = 0.5) for different D
values with δ = 10−3 and reltol= 10−6.
D (min−1) result D (min−1) result
0.007 trivial fixed point 0.0104 6-cycle
0.008 trivial fixed point 0.0105 2-cycle
0.009 non-trivial fixed point 0.0106 6-cycle
0.0103 non-trivial fixed point 0.011 non-trivial fixed point
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5.8 Yield of the chemostat for MM1
We can consider the chemostat as a machine that produces an outflow of cells. The
yield of the chemostat is then proportional to D · b¯tot . An interesting question is for
which dilution rate D there is a maximal yield per unit of time for a fixed S0. For
S0 = 1, D · b¯tot is plotted as a function of D in Figure 5.36. The optimal value of D
for S0 = 1 in terms of time efficiency, is approximately 0.0086 min−1.
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Figure 5.36: Plot of D · b¯tot (proportional to the yield of the chemostat) as a function
of D for the fixed points found for S0 = 1.
We could also take as the optimal value of D the one that has the highest yield relative
to the amount of nutrient needed per unit of time, so for which the ratio of D · b¯tot to
S0 ·D is maximal. Since S0 is constant, this corresponds to the D value for which b¯tot
is maximal. So the optimal D value for S0 = 1 in terms of cost efficiency, is around
0.007 min−1 (see Figure 5.31).
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5.9 Non-trivial fixed points of MM1 for small D
We found non-trivial fixed points for decreasing D down to around D = 0.00523
min−1. In the region of D between approximately 0.00523 and 0.00536 the non-
trivial fixed points have few birth cohorts. For the used δ = 10−3 and reltol=
10−6, the fixed point has only 4 birth cohorts. Birth cohorts 1 and 2 both contribute to
birth cohorts 1 and 3 at division, birth cohorts 3 and 4 both contribute to birth cohorts
2 and 4 at division. To see the impact of a smaller δ on the representation of the fixed
point, we repeat the calculations for different δ . For δ = 10−4 and reltol= 10−8,
the fixed point has 6 birth cohorts. For δ = 10−5 and reltol= 10−8 7 birth
cohorts and for δ = 10−6 and reltol= 10−8 9 birth cohorts. So the number of
birth cohorts to represent a fixed point for D≈ 0.00523 min−1 stays low. For a larger
δ of 10−2 the fixed point has only 2 birth cohorts. In Figure 5.37 the cumulative
mass distribution at birth is given for different representations. The representation
with 2 birth cohorts already is quite accurate when compared to the ones with more
birth cohorts.
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Figure 5.37: The cumulative mass distribution of the fixed point for D =
0.00525013559 min−1 for 5 different (δ ,reltol)-combinations.
This is confirmed by investigating to which birth cohorts the dividing cells contribute
that were originally born in a certain birth cohort. In Figure 5.38 the cohort-to-
cohort representation of the fixed point for D = 0.00525013559 min−1 is given for 3
different (δ ,reltol)-combinations. At the top of Figure 5.38 the cohort-to-cohort
representation is given for δ = 10−2 and reltol= 10−6 (2 birth cohorts), in the
middle of Figure 5.38 it is given for δ = 10−4 and reltol= 10−8 (6 birth cohorts),
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and at the bottom in Figure 5.38 it is given for δ = 10−6 and reltol= 10−8 (9
birth cohorts).
Figure 5.38: Cohort-to-cohort representation of the fixed point for D =
0.00525013559 min−1 for δ = 10−2 and reltol= 10−6 (N = 2) at the top,
for δ = 10−4 and reltol= 10−8 (N = 6) in the middle and for δ = 10−6 and
reltol= 10−8 (N = 9) at the bottom. The blue (resp. orange) line indicates to
which birth cohort the small (resp. large) newborn cells (originating from dividing
cells that were originally born in the indicated birth cohort) contribute.
154
55.10. Other cell division criteria for X
5.10 Other cell division criteria for X
So far, throughout Chapter 4, we assume that all cells divide when X is equal to
a fixed X value XDIV , chosen as 0.1 following Tyson and Nova´k [81], if the side
criteria for division are satisfied (see Table 4.2). We can distinguish two classes of
other options for XDIV . The value of XDIV for a certain cell can either be imprinted
at birth or it can be established during the progression through the cell cycle (see
[62]). In the latter case XDIV can be dependent on external parameters such as the
available nutrient level at different check points when the cell is growing. For both
classes, we consider in this section an example for the adaptation of XDIV .
5.10.1 XDIV imprinted at birth
If the value of XDIV is imprinted at birth, it can either be dependent on one or more
of the i-state variables of the cell at birth, or it can be dependent on an environmental
factor at the moment of birth. As an example, we assume that the birth mass deter-
mines XDIV deterministically in a discrete manner.
We use a deterministic mapping from intervals of mbirth to a set of XDIV values.
From mmin = 0.75, mmax = 10 and φ = 0.4, it follows that the possible masses at
birth are between 0.3 and 6. Using {0.086,0.087, . . . ,0.113,0.114} for the XDIV
values, we define the following map:
mbirth 7→ XDIV : [0.3,0.4966] → 0.086,
]0.4966,0.6932 ] → 0.087,
]0.6932,0.8898 ] → 0.088,
... (5.4)
]5.6082,5.8048 ] → 0.113,
]5.8048,6.0014 ] → 0.114.
For the usual parameter values and starting from the fixed point for S0 = 1 and
D = 0.01 min−1 with 41 birth cohorts (S¯≈ 0.59489 and b¯tot ≈ 7.720285 ·10−3), the
map (4.14) converges to a fixed point with 41 birth cohorts with S¯ ≈ 0.59516 and
b¯tot ≈ 7.180457 · 10−3. So the use of (5.4) instead of a fixed XDIV = 0.1 does not
have a major influence on the fixed point and this is understandable since the birth
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cohorts of the fixed point when XDIV = 0.1 have mbirth values only between 0.30440
and 0.76827 (see Table 5.5), so XDIV is either 0.086, 0.087 or 0.088. In Figure 5.39
the cumulative mass distribution of the fixed point is depicted in blue and compared
with the one in purple for the fixed point when XDIV = 0.1. The cumulative mass
distributions are very similar.
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Figure 5.39: Blue: cumulative mass distribution of the fixed point when the map
(5.4) is used for the determination of XDIV for every cohort. Purple: distribution of
the fixed point when XDIV = 0.1 for all cells (for the same parameter values).
To get more variation in XDIV for the actual range of mbirth values of the fixed point
for S0 = 1 (see Table 5.5), we use the following map:
mbirth 7→ XDIV : [0.3,0.31] → 0.08000,
]0.31,0.32 ] → 0.08055,
]0.32,0.33 ] → 0.08110,
... (5.5)
]0.99,1 ] → 0.11850,
]1,+∞ ] → 0.11905.
The resulting fixed point has 243 birth cohorts with S¯≈ 0.60504 and b¯tot ≈ 6.7155 ·
10−3. The mass distribution of the resulting fixed point is quite different from the
one when XDIV = 0.1. The cumulative mass distribution is depicted in Figure 5.40
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in blue, where it is compared with the fixed point when XDIV is fixed to 0.1 for all
cells, in purple.
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Figure 5.40: Blue: cumulative mass distribution of the fixed point when the map
(5.5) is used for the determination of XDIV for every cohort. Purple: distribution of
the fixed point when XDIV = 0.1 for all cells (for the same parameter values, Table
5.5).
5.10.2 XDIV decided during cell cycle
As an example for the case that the value of XDIV is decided during the life-time of
the cell, we consider a probability density for XDIV denoted by φD. This means that
if we consider a large population of cells, the fraction of cells that will divide with
XDIV between X1 and X2 equals ∫ X2
X1
φD(x)dx, (5.6)
under the assumption that cells did not flow out of the bioreactor before they divide.
In this example, we assume that φD is independent of the internal characteristics of
the cell and the environment.
We use a normal density distribution for φD with mean 0.1. For the standard deviation
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we compare two choices: a standard deviation of 0.007 resp. 0.02, such that 95%
of the XDIV values are expected between 0.086 and 0.114, resp. between 0.061 and
0.139. In Figure 5.41 the two corresponding φD functions are depicted.
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Figure 5.41: The probability density distribution for XDIV as normal density distri-
bution with mean 0.1 and standard deviation 0.007 (full line) resp. 0.02 (dashed
line).
We use a discretised version of the corresponding cumulative distribution function:
for x values from 0 to 0.2 with step 0.001, the corresponding
K(x) =
∫ ∞
x
φD(z)dz (5.7)
is calculated (see Figure 5.42). The first idea to use the probability density is to check
after every age integration step for every birth cohort (if the side criteria for division
are fulfilled - see Table 4.2) whether the present X value will be XDIV for this cohort.
Whether all remaining cells in the cohort will divide at this age, is determined by
generating a random number between 0 and 1. If the random number is smaller than
K(x) (with x the smallest value for which we calculated K(x) and for which x≥ X),
the cells in the cohort divide. The problem with generating a random number after
every age integration step is that the size of the step influences the eventually used
XDIV . For a smaller age integration step size, the random number generator will be
evoked more often to check if the cells will divide, division will happen “sooner”,
so XDIV will be larger. To avoid this, we consider the number of times the random
number generator is evoked in an age interval of size sa as a Poisson process with
parameter λa · sa. This means that the time (or age) between evoking the random
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Figure 5.42: The cumulative distribution function (5.7) for φD corresponding to a
normal density distribution with mean 0.1 and standard deviation 0.007 (blue) resp.
0.02 (red).
number generator is exponentially distributed with parameter λa. We denote the age
when the random number generator is evoked as arg and determine it as a random
number of an exponential distribution with parameter λa. During the age integration
of a cohort, after each step it is checked whether the side criteria for division are
satisfied. If this is the case and the current age is larger than arg, the random number
generator is evoked to check if the cells will divide. When the cells do not divide at
this age, arg is replaced by the sum of the current age and a random number of the
exponential distribution. There are other ways to implement the use of arg which are
more precise, but as an approximation we assume that the age integration steps are
small enough and that it is not necessary to stop the age integration exactly at arg.
Note that for this choice for XDIV cells can not divide immediately after birth, as was
the case when a fixed value for XDIV was used.
In the calculations we use 50 as parameter value for λa (meaning that the aver-
age age between two consecutive uses of the random generator for division is 0.02
min) and take age integration steps with size 0.001 min. We start the map iterations
from the fixed point for S0 = 1 and D = 0.01 min−1 with 41 birth cohorts (see Table
5.5) for the usual parameter values. We did the calculations 20 times, 10 times using
a normal density distribution with mean 0.1 and standard deviation 0.007 for φD and
10 times using the standard deviation 0.02. For both choices for φD, the map (4.14)
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does not converge for the used threshold conditions (a maximum relative change in
S¯ and b¯tot of 10−7 and maximum 1% variation in the number of cohorts). In Figure
5.43 the results of map iteration 200 to 300 are depicted in (b¯tot , S¯)-space for 4 of
the 10 calculations for both choices for φD. The results of the other 6 calculations
are similar for both density distributions.
7.53 7.54 7.55 7.56 7.57
b¯tot ×10-3
0.586
0.587
0.588
0.589
0.59
S¯
φD ∼ N (0.1, 0.02)
φD ∼ N (0.1, 0.007)
Figure 5.43: Results of map iteration 200 to 300 depicted in (b¯tot , S¯)-space for
φD ∼ N(0.1,0.007) (left) and φD ∼ N(0.1,0.02) (right) for calculations starting
from the fixed point in Table 5.5. For both density distributions the results for 4
calculations are depicted.
Although the map does not converge, the iterates stay in a bounded range of values.
The number of cohorts from map iteration 200 to 300 varies between 13 and 21
for φD ∼ N(0.1,0.007) and between 13 and 25 for φD ∼ N(0.1,0.02), for the 10
performed calculations for each. We can consider the use of a probability density for
XDIV instead of the fixed value of XDIV as a process that makes the fixed point more
hazy. Comparing the results for the normal density distributions for φD results in no
surprises. If the standard deviation is larger (on the right in Figure 5.43) cells have
a larger chance to divide sooner, meaning for a larger XDIV , resulting in more cells
born per unit of time and consequently in a lower nutrient level. Note that a larger
standard deviation for φD also results in a larger range of values in which the map
iterates.
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5.11 Budding yeast model of Tyson and Nova´k as in-
ternal cell cycle mechanism
We incorporate the budding yeast model of Tyson and Nova´k consisting of (2.1) &
(2.3) as internal model for the cell cycle instead of the Toy Model (4.3). The same
division conditions as in MM1 (see Table 4.2) are used with [CycB]T in the role of
X . The cell cycle model parameters in Table 2.1 and the population model parame-
ters in Table 4.3 are used. Starting with one birth cohort (with m = 0.301425 and
[CycB]T = [Cdh1] = [Cdc20]T = [Cdc20]A = [IEP] = [CKI]T = [SK] = [T F ] = 0.1)
with 10−2 cells born per minute and with S¯ = 1, gives convergence to a fixed point
with 8 birth cohorts with S¯≈ 0.58241 and b¯tot ≈ 8.3951 ·10−3. The cumulative mass
distribution is depicted in Figure 5.44.
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Figure 5.44: The cumulative mass distribution of the fixed point of the map for the
budding yeast model of Tyson and Nova´k (2.1) & (2.3) as internal cell cycle model.
In Figure 5.45 the 8 birth cohorts of the fixed point are depicted with lines to in-
dicate to which birth cohorts the cells that are originally born in a certain birth
cohort contribute when they divide. The blue lines correspond with the small new-
borns and the orange lines with the large newborns. The 3 smaller birth cohorts
with mbirth ≈ 0.39− 0.4 behave differently from the 5 larger birth cohorts with
mbirth ≈ 0.58−0.6. The latter ones divide into smaller newborns than the first ones,
which may be counterintuitive, but actually can be understood easily.
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Figure 5.45: Cohort-to-cohort representation of the fixed point of the map for the
budding yeast model of Tyson and Nova´k (2.1) & (2.3) as internal cell cycle model
(N = 8). The blue (resp. orange) line indicates to which birth cohort the small (resp.
large) newborn cells (originating from dividing cells that were originally born in the
indicated birth cohort) contribute.
Cells can only divide when their mass is larger than mmin = 0.75, [CycB]T is
decreasing and equal to 0.1. All the birth cohorts have mbirth < mmin, so none
of the cells can divide immediately after birth. The cells in the birth cohorts differ in
the evolution of [CycB]T during their life-time (from birth until division). In Figure
5.46 [CycB]T is depicted as a function of m for the 8 different birth cohorts. The
difference in mbirth is not the only factor that decides the different behaviour of the
smaller and larger cells. The interaction with the other chemical concentrations
also influences the different shapes of the [CycB]T -curves. As a result, the smaller
newborns grow to a larger mass before they divide than the larger newborns do. Note
that for the fixed point in Table 5.5 for the Toy Model as internal cell cycle structure,
we observed similar cohort-to-cohort behaviour (see Figure 5.5), but there the reason
was that mbirth > mmin for the largest birth cohorts. In the budding yeast model of
Tyson and Nova´k, we get a slightly more complex behaviour.
If we iterate the map with the same initial birth cohort as before (with m = 0.301425
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Figure 5.46: The evolution of [CycB]T as a function of the mass m of the cells in the
8 cohorts of the fixed point during their life-time (from birth to division).
and [CycB]T = [Cdh1] = [Cdc20]T = [Cdc20]A = [IEP] = [CKI]T = [SK] = [T F ] =
0.1) with 10−2 cells born per minute and with S¯ = 1, but with a different D values
instead of the original value of 0.01 (the other parameters are in Tables 2.1 and
4.3), the map converges to other fixed points. The results are summarized in Table
5.20 and the corresponding cumulative mass distributions of the fixed points for
D= 0.009 min−1, D= 0.01 min−1 (the fixed point of Figure 5.44), D= 0.011 min−1
and D = 0.012 min−1 are depicted in Figure 5.47. In Figure 5.48 the mass location
of the birth cohorts of the fixed point for the different D values are depicted in blue
for the calculation with δ = 10−3 and reltol= 10−6. For D = 0.01 min−1, we
also calculated the fixed point with δ = 2 ·10−3 and reltol= 10−6 which resulted
in the same fixed point but with 6 birth cohorts (illustrated in red in Figure 5.48).
For this larger value of δ the original birth cohorts 5 and 6, and birth cohorts 7 and 8
of Figure 5.46 are merged. Note however, that the mass distributions with 6 birth
cohorts for D = 0.009, D = 0.01 and D = 0.011 are quite different, as is clear in
Figure 5.47. This means that the fixed points for the different D values are not only
different in S¯ and b¯tot , but that also the internal structure of the birth cohorts differs.
For the fixed points of the population model with the Toy model as internal structure,
this was not the case for free S0 (Section 5.6), but it was for free D (Section 5.7).
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Table 5.20: Convergence of the map with the Budding yeast model of Tyson
and Nova´k (2.1)&(2.3) as internal structure, starting from 0.01 cells born per
minute in one birth cohort (with m= 0.301425 and [CycB]T = [Cdh1] = [Cdc20]T =
[Cdc20]A = [IEP] = [CKI]T = [SK] = [T F ] = 0.1) with S¯= 1 for different D values.
D (min−1) result N S¯ b¯tot
0.0080 trivial fixed point 0 1.00000 0.0000000
0.0090 non-trivial fixed point 6 0.46743 0.0099433
0.0095 non-trivial fixed point 6 0.52166 0.0092766
0.0100 non-trivial fixed point 8 0.58241 0.0083951
0.0110 non-trivial fixed point 6 0.72906 0.0058156
0.0120 non-trivial fixed point 19 0.92379 0.0017279
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 D = 0.009 min-1 (N = 6)
 D = 0.010 min-1 (N = 8)
 D = 0.011 min-1 (N = 6)
 D = 0.012 min-1 (N = 19)
Figure 5.47: The cumulative mass distribution of the fixed point of the map for the
budding yeast model of Tyson and Nova´k (2.1) & (2.3) as internal cell cycle model
for different values of D.
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Figure 5.48: mbirth of the cohorts of the fixed point of the map with the budding yeast
model (2.1) and (2.3) as internal cell cycle model, for D equal to 0.009, 0.01, 0.011
and 0.012 min−1. In blue mbirth when the fixed point is calculated with δ = 10−3
and reltol= 10−6. In red mbirth for the fixed point for D = 0.01 min−1 calculated
with δ = 2 ·10−3 and reltol= 10−6.
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Implementation
The project source code can be downloaded at
https://github.com/charlottesonck/StruPoMoCC.
Overview
The code for the study of our structured population models is written in C++ using
Microsoft Visual C++ 2010 Express. In Section 6.1, we document how
to get the code operating with Microsoft Visual C++ 2010 Express and
which external libraries we use. An overview of the data structures, functions and
global constants is given in Section 6.2. In Section 6.3 we show how to use these
functions for some of the calculations in Chapter 5.
6.1 Used program and libraries
The files “StruPoMoCC TM.cpp” and “StruPoMoCC BY.cpp” (with resp. the Toy
model and the budding yeast model as internal structure model) for the study of our
structured population models is written in C++ using the integrated development en-
vironment Microsoft Visual C++ 2010 Express on Windows. We use
the CVODE-solver of the SUNDIALS library and the ALGLIB library. SUNDIALS
(SUite of Nonlinear and DIfferential/ALgebraic equation Solvers, see [45, 46]) is
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a suite of advanced computational methods for solving large-scale problems that
can be modeled as a system of nonlinear algebraic equations, or as initial-value
problems in ordinary differential or differential-algebraic equations. The CVODE-
solver of this library can be used to solve ODE initial value problems. We use
this to solve the system of equations (4.8)-(4.13). ALGLIB (www.alglib.net,
Sergey Bochkanov) is a cross-platform open source numerical analysis and data
processing library. We use the following facilities for linear algebra of ALGLIB:
vectors, matrices and the solver for A∗ x = b (with A a real matrix and b a vector).
The following should be done stepwise to get the code working in Microsoft
Visual C++ 2010 Express (after downloading the SUNDIALS and ALGLIB
packages):
1. Open a new project of the type “Win32 Console Application” and choose a
name. The Win32 Application wizard opens automatically. The application
type is “Console Application”, tick the box “Empty project”.
2. Add one of the source code files by right-clicking on the created project and
choosing “Add > Existing Item”.
3. Right-click on the created project and choose “Properties”. Select “Configu-
ration Properties > C/C++” and add to “Additional Include Directories” the
files needed for the SUNDIALS and ALGLIB libraries. These are normally
located at
• cygwin64\home\<username>\sundials-2.4.0-install\include,
• cygwin64\home\<username>\src alglib.
4. Right-click on “Source files” and select “Add > Existing Item. . .”. The files
of the SUNDIALS library “sundials cvode.lib” and “sundials nvecserial.lib”
(these are normally located at cygwin64\home\<username>\sundials-2.4.0-
install\lib) and the files of the ALGLIB library “alglibinternal.cpp”, “alglibmisc
.cpp”, “ap.cpp”, “dataanalysis.cpp”, “diffequations.cpp”, “fasttransforms .cpp”,
“integration.cpp”, “interpolation.cpp”, “linalg.cpp”, “optimization.cpp”, “solvers
.cpp”, “specialfunctions.cpp” and “statistics.cpp” (these are normally located
at alglib\cpp\src) should be added.
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5. Right-click on the created project, choose “Properties” and select “Linker”.
Set “Enable Incremental Linking” to “No” and add the library of the
SUNDIALS package (normally located at cygwin64\home\<username>\-
sundials-2.4.0-install\lib) to “Additional Library Directories”.
To build the executable file for the project, right-click on the project and first select
“Clean” and then “Build”. The executable file can then be executed in a directory
of your choice. The output text files will be created in this directory. In Section 6.3
we will show examples of how the different functions in the project are used for the
calculations in Chapter 5.
6.2 Overview of the data structures, functions and
global constants
We focus in this section on the source file “StruPoMoCC TM.cpp”. The struc-
tured population model with the budding yeast model of Tyson and Nova´k as in-
ternal cell structure (see Section 5.11) is implemented in a similar way in the file
“StruPoMoCC BY.cpp”.
In the project source code we frequently use the data-type “realtype”, which is
defined as the data-type double in the SUNDIALS package.
The parameters in Tables 3.2, 4.1 and 4.3 are defined as constants in our program
and can easily be adjusted. In Table 6.1 the remaining constants used in the imple-
mentation that may be of use to other users are listed.
Central in our code is the class cohort which represents the birth cohorts. An
object of the class corresponds to a certain birth cohort and contains a vector init
of dimension NDIM, a double F, a double theta and a double b. NDIM is the
dimension of the chemical submodel for the cell cyle, so for the Toy model (4.3)
NDIM equals 4 and init is (m,X ,Y,A). F represents the survival probability of the
cells in the cohort and is initally 1, theta represents the consumption by a cell of
this cohort and is initially 0 and b is the initial number of cells born per minute in
this cohort. A list of objects of the type cohort is defined as clist and the iterator
of such a list as clistit. The class cohort contains several public functions: ini-
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Table 6.1: Defined constants in the program, besides the ones in Tables 3.2, 4.1 and
4.3.
name value meaning
cond min 0 or 1 0: condition of minimal mass is not used (NMM model)
1: condition of minimal mass is used (MM models)
cond max 0 or 1 0: mmax in dmdt (MM1 model)
1: cells can only divide when m≤ mmax (MM2 model)
cond div 0 or 1 0: constant XDIV
1: discrete values for XDIV dependent on mbirth (see §5.10.1)
cond div2 0 or 1 0: constant XDIV
1: probability distribution for XDIV (see §5.10.2)
NDIM 4 dimension of the cell cycle model
T0 0.0 initial age for the age integration of (4.8)-(4.13) in minutes
T1 0.5 first age output in minutes
RELTOL 10−6 scalar relative tolerance of the CVODE solver
ABSTOL 10−8 scalar absolute tolerance of the CVODE solver
NEQ 6 number of equations (4.8)-(4.13)
TIN 0.5 age step for the age integration of (4.8)-(4.13) in minutes
eps m 10−7 stop age integration when m > mmax(1− epsm)
var N 0.01 relative amount of variation allowed in the number of cohorts
at convergence, N has to change less than varN ·N from one
iteration to the next to have convergence to a fixed point
tializers set init, setb, setm and setTheta, functions that return an internal
value getb, getTheta, getMass, getX, getY, getA and getF, functions
that print the internal state of the cohort to an external file PrintOutput and
PrintOutputData, and a function that handles CVODE errors check flag.
An important function for objects of the class is integrate cohort: the equa-
tions (4.8)-(4.13) are integrated over age using the CVODE solver until the survival
probability becomes smaller than εF . If the cells in the cohort divide, the newborns
are added to a new list of cohorts cohnew. After each age integration step, we check
if cells divided during this step (due to the rate of reproduction beta) and whether
the conditions are fulfilled that say that all the remaining cells in the cohort should
divide. For the considered cell division criteria in §4.2.2 and §5.10, the function
beta is zero and all the cells in the cohort divide at the same age.
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The following functions are used in cohort::integrate cohort:
• merge 2Coh: merges 2 cohorts in the list of cohorts cohnew at given
locations by using weighted means for the values of m, X , Y and A,
• merge Coh: merges cellb cells (with given m, X , Y and A) with the cohort at
the given location in the list cohnew by using weighted means for the values
of m, X , Y and A,
• addcohort (and subroutine addcohort sub): adds the daughter cells
of a given amount of dividing cells (with given m, X , Y and A) to a list of
cohorts cohnew. Whether the two resulting daughter cohorts are simply
added to cohnew, or if they are merged with existing cohorts depends on the
δ parameter (see Section 4.5: if the distance in mass to an existing cohort ≥ δ ,
a new cohort is added, if not the daughter cohort is merged with an existing
cohort).
The function integrate allcohorts represents the map (4.14): a loop is made
over a given list of cohorts and the function integrate cohort is used to de-
termine the new list of birth cohorts with all the cells born from the original birth
cohorts. The nutrient level is adapted according to (4.14).
The functions cohort::integrate cohort dest, addcohort dest sub,
addcohort dest and integrate allcohorts dest are variants of the
above mentioned functions with the extra functionality to print the file “data figd3-
fp.txt”. “data figd3 fp.txt” contains the information needed to make a cohort-to-
cohort representation (see e.g. Figure 5.5), namely for every cohort of the initial list
of cohorts a line with the birth mass, the mass of the cohort of the small daughter
cells, the mass of the cohort of the large daughter cells and the number of cells
originally in the cohort.
The function cohort::integrate cohort bis is an adapted form of
cohort:: integrate cohort, that is used in integrate allcohorts
when a probability distribution for XDIV is used (see §5.10.2) instead of the fixed
value XDIV , so when cond div2 equals 1.
The function loopMap iterates the map (4.14) a given fixed number of times and the
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function loopMap C iterates the map until convergence to a fixed point (according
to the given convergence parameters for S¯ and b¯tot , and the value of var N) or until
the given maximum number of iterations is reached.
The continuation method with zero-order prediction is implemented in the func-
tions contfpS0 simple and contfpD simple and the continuation method
with chord prediction is implemented in contfpS0 2fp and contfpD 2fp. For
the adapted form of pseudo-arclength continuation several functions have to be
implemented:
• mapM B: maps a list of cohorts coh new to another list of cohorts coh or,
see (5.3),
• mapM 1: integrates a given list of cohorts and maps the new list of cohorts
cohnew back to the original list using mapM B,
• normalize: normalizes a given vector,
• signdotproduct: calculates an approximation of the dotproduct of 2 given
vectors that have a different dimension (with each a given corresponding mass
distribution) and returns the sign of the dotproduct,
• JacobianGS0 resp. JacobianD: calculates an approximation of the
Jacobian of the map G (5.2) with parameter S0 resp. D.
The pseudo-arclength continuation is implemented in the functions contfpS0 and
contfpD and the version with damped Newton-corrections for free D is imple-
mented in contfpD demp.
6.3 Examples
For the MM1-calculations in §5.1.2 corresponding to Table 5.3, the following code
is used in the main function.
myfile_OC.precision(10);
myfile_OC.open("outputcohorts.txt", ios::app);
clist coh;
cohort a;
realtype delta_m;
int N = 100;
172
66.3. Examples
if(cond_min==1)
delta_m = RCONST(((1-phi)*m_max-phi*m_min)/N);
else
delta_m = RCONST(((1-phi)*m_max)/N);
for(int i=1; i<=N; i++){
if(cond_min==1)
a.set_init(phi*m_min+(i-0.5)*delta_m,0.1,0.5,0.5,0.0000001);
else
a.set_init((i-0.5)*delta_m,0.1,0.5,0.5,0.0000001);
coh.push_back(a);
}
loopMap(1.0,coh,300,1,0);
myfile_OC.close();
return 0;
The calculations start with S¯ = 1 and 10−7 cells born per minute in every of the 100
birth cohorts (with the initial m through uniform meshing, X = 0.1, Y = A = 0.5).
For the MM1 model, cond min has to be set to 1 and cond max, cond div
and cond div2 to 0 (see Table 6.1). The file outputcohorts.txt contains detailed
information about the 300 map iterations (if loopMap(1.0,coh,300,0,0) is
used, this file will not be printed and the calculations will be a lot faster). The
essential output files NSb.txt (with for every map iteration a line with the number of
the iteration, N, S¯ and b¯tot) and data.txt (with for every map iteration a line with the
number of the iteration, N, S¯, m01, X01, Y01, A01, b¯(x01),. . ., b¯(x0N), b¯tot) are always
printed.
For the MM2-calculations in §5.1.2 corresponding to Table 5.6, the following code
is used in the main function.
myfile_OC.precision(10);
myfile_OC.open("outputcohorts.txt", ios::app);
clist coh;
cohort a;
a.set_init(0.301425,0.1,0.5,0.5,0.01);
coh.push_back(a);
loopMap(1.0,coh,300,1,0);
myfile_OC.close();
return 0;
300 map iterations are performed starting with S¯ = 1 and one birth cohort (with
m = 0.301425, X = 0.1, Y = A = 0.5) with 10−2 cells born per minute. For the
MM2 model, cond min and cond max have to be set to 1 and cond div and
cond div2 to 0 (see Table 6.1).
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For the study in §5.2.2 of the optimal (δ ,reltol)-combination for the MM1 calcu-
lations, the following code is used for several values of δ and reltol.
clist coh;
cohort a;
a.set_init(0.301425,0.1,0.5,0.5,0.01);
coh.push_back(a);
int k = 500;
loopMap_C(1.0,coh,k,1.0e-7,1.0e-7,0,0);
loopMap(S,coh,20,0,0);
return 0;
The map for the MM1 model is iterated until convergence starting with one birth
cohort (with m = 0.301425, X = 0.1, Y = A = 0.5) with 10−2 cells born per minute
and with S¯ = 1. The parameter values used for the convergence of the map are a
maximum relative change in S¯ of 10−7, a maximum relative change in b¯tot of 10−7
and maximally 1% change in the number of cohorts (see the parameter var N in
Table 6.1). The map is iterated maximally 500 times. The list of birth cohorts resp. S¯
of the fixed point (or of the 500th iterate of the map) is saved in coh resp. S. Finally,
20 map iterations are performed on the fixed point for the calculations in Table 5.8.
In Section 5.3 the convergence behaviour of the MM1 model is investigated for
several S0 values. A script has been used to generate the code that initializes the list
of cohorts given a matrix with the internal state of the birth cohorts. In Table 5.12
the iterations are started in the fixed point for S0 = 1, for which the following code
is used (in this example for S0 = 1.05).
clist coh;
cohort a;
a.set_init(0.3044004766,0.1,0.9769631555,1.072220671,0.0003138114937);
coh.push_back(a);
a.set_init(0.3057837264,0.1,0.9769497247,1.07704208,0.0001208391583);
coh.push_back(a);
a.set_init(0.3073064296,0.1,0.9769325896,1.08234719,7.112009176e-005);
coh.push_back(a);
a.set_init(0.4250644928,0.1,0.9775276242,0.8984629322,0.0001488541793);
coh.push_back(a);
a.set_init(0.4286958898,0.1,0.9775023404,0.9062543329,0.0006845618739);
coh.push_back(a);
a.set_init(0.4320463997,0.1,0.9774791933,0.9134270349,0.0002157023706);
coh.push_back(a);
a.set_init(0.4343662815,0.1,0.977462481,0.9183861224,0.0003442251617);
coh.push_back(a);
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a.set_init(0.4354251459,0.1,0.9774559972,0.9206472598,5.665502588e-005);
coh.push_back(a);
a.set_init(0.4405340308,0.1,0.9774216033,0.9315388304,0.0002340840061);
coh.push_back(a);
a.set_init(0.4552265075,0.1,0.9769742554,1.069027251,4.42882791e-005);
coh.push_back(a);
a.set_init(0.4565316306,0.1,0.976963315,1.072060504,0.0002047192669);
coh.push_back(a);
a.set_init(0.4583553196,0.1,0.9769515892,1.0762975,0.000185643106);
coh.push_back(a);
a.set_init(0.4609596444,0.1,0.9769325896,1.08234719,7.112009176e-005);
coh.push_back(a);
a.set_init(0.4744779688,0.1,0.9771846638,1.003328904,7.952826643e-005);
coh.push_back(a);
a.set_init(0.4766091003,0.1,0.9771697877,1.007810603,0.0003670901832);
coh.push_back(a);
a.set_init(0.4786014284,0.1,0.9771560318,1.011998527,0.0001160507743);
coh.push_back(a);
a.set_init(0.4800871529,0.1,0.9771480129,1.015120784,0.0002161904031);
coh.push_back(a);
a.set_init(0.4837635483,0.1,0.9771211065,1.022841042,0.0001269435127);
coh.push_back(a);
a.set_init(0.5058069794,0.1,0.9769735924,1.069025931,4.428829564e-005);
coh.push_back(a);
a.set_init(0.50725779,0.1,0.9769642709,1.072060118,0.0002047190374);
coh.push_back(a);
a.set_init(0.5086201154,0.1,0.9769563347,1.074909705,6.4803954e-005);
coh.push_back(a);
a.set_init(0.5096394629,0.1,0.9769484618,1.077039751,0.000120839163);
coh.push_back(a);
a.set_init(0.5121772113,0.1,0.9769312298,1.082347296,7.112011323e-005);
coh.push_back(a);
a.set_init(0.6375967392,0.1,0.9775276242,0.8984629322,0.0001488541793);
coh.push_back(a);
a.set_init(0.6428520507,0.1,0.977503245,0.9059803063,0.000587746251);
coh.push_back(a);
a.set_init(0.6442081133,0.1,0.977496849,0.9079178877,9.681562286e-005);
coh.push_back(a);
a.set_init(0.6480695996,0.1,0.9774791933,0.9134270349,0.0002157023706);
coh.push_back(a);
a.set_init(0.6515494222,0.1,0.977462481,0.9183861224,0.0003442251617);
coh.push_back(a);
a.set_init(0.6531377189,0.1,0.9774559972,0.9206472598,5.665502588e-005);
coh.push_back(a);
a.set_init(0.660592541,0.1,0.9774226281,0.9312429381,0.0002010067121);
coh.push_back(a);
a.set_init(0.6620681069,0.1,0.9774153752,0.9333369322,3.30772941e-005);
coh.push_back(a);
a.set_init(0.7117169532,0.1,0.9771846638,1.003328904,7.952826643e-005);
coh.push_back(a);
a.set_init(0.7149136504,0.1,0.9771697877,1.007810603,0.0003670901832);
coh.push_back(a);
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a.set_init(0.7179021425,0.1,0.9771560318,1.011998527,0.0001160507743);
coh.push_back(a);
a.set_init(0.7201307294,0.1,0.9771480129,1.015120784,0.0002161904031);
coh.push_back(a);
a.set_init(0.7256453225,0.1,0.9771211065,1.022841042,0.0001269435127);
coh.push_back(a);
a.set_init(0.7587104691,0.1,0.9769735924,1.069025931,4.428829564e-005);
coh.push_back(a);
a.set_init(0.760886685,0.1,0.9769642709,1.072060118,0.0002047190374);
coh.push_back(a);
a.set_init(0.7629301732,0.1,0.9769563347,1.074909705,6.4803954e-005);
coh.push_back(a);
a.set_init(0.7644591943,0.1,0.9769484618,1.077039751,0.000120839163);
coh.push_back(a);
a.set_init(0.768265817,0.1,0.9769312298,1.082347296,7.112011323e-005);
coh.push_back(a);
S0 = 1.05;
loopMap(0.5948912593,coh,300,0,0);
return 0;
The following code is needed for the study in §5.4.1 for the first line in Table
5.14.
clist coh;
cohort a;
a.set_init(0.3044007484,0.1,0.9769638973,1.07222145,0.0006885016454);
coh.push_back(a);
a.set_init(0.3057842286,0.1,0.9769494558,1.077043997,0.0002651206152);
coh.push_back(a);
a.set_init(0.3073061661,0.1,0.9769345571,1.08234672,0.000156037579);
coh.push_back(a);
a.set_init(0.4250639351,0.1,0.9775263381,0.8984616107,0.0003265861596);
coh.push_back(a);
a.set_init(0.4286962347,0.1,0.9775018487,0.9062546461,0.001501927306);
coh.push_back(a);
a.set_init(0.4320465394,0.1,0.9774804255,0.9134273307,0.0004732505802);
coh.push_back(a);
a.set_init(0.4343669038,0.1,0.9774638031,0.9183867905,0.000755228691);
coh.push_back(a);
a.set_init(0.435425529,0.1,0.9774555805,0.9206485442,0.0001243009978);
coh.push_back(a);
a.set_init(0.4405340919,0.1,0.9774213065,0.9315386903,0.0005135800314);
coh.push_back(a);
a.set_init(0.4552264415,0.1,0.9769741552,1.069027039,9.716851262e-005);
coh.push_back(a);
a.set_init(0.4565322032,0.1,0.976964251,1.072061413,0.0004491533207);
coh.push_back(a);
a.set_init(0.4583558834,0.1,0.9769516598,1.076299113,0.0004073004273);
coh.push_back(a);
a.set_init(0.4609592492,0.1,0.9769345571,1.08234672,0.000156037579);
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coh.push_back(a);
a.set_init(0.4744777563,0.1,0.9771841647,1.003329022,0.0001744851133);
coh.push_back(a);
a.set_init(0.4766086101,0.1,0.9771693239,1.007810782,0.0008053967381);
coh.push_back(a);
a.set_init(0.4786017506,0.1,0.9771582023,1.012000516,0.0002546151519);
coh.push_back(a);
a.set_init(0.4800870419,0.1,0.9771465694,1.015118949,0.0004743217566);
coh.push_back(a);
a.set_init(0.4837633357,0.1,0.9771209927,1.022840419,0.0002785141297);
coh.push_back(a);
a.set_init(0.5058073302,0.1,0.9769730116,1.069026805,9.716845824e-005);
coh.push_back(a);
a.set_init(0.5072578965,0.1,0.97696314,1.072060989,0.0004491533868);
coh.push_back(a);
a.set_init(0.5086205254,0.1,0.9769555819,1.07490901,0.0001421797224);
coh.push_back(a);
a.set_init(0.5096398312,0.1,0.9769549153,1.077041917,0.0002651208566);
coh.push_back(a);
a.set_init(0.5121769234,0.1,0.9769346704,1.082346736,0.0001560376062);
coh.push_back(a);
a.set_init(0.6375959027,0.1,0.9775263381,0.8984616107,0.0003265861596);
coh.push_back(a);
a.set_init(0.6428529304,0.1,0.977502638,0.9059811281,0.001289513299);
coh.push_back(a);
a.set_init(0.6442064263,0.1,0.9774970575,0.907915107,0.0002124140065);
coh.push_back(a);
a.set_init(0.6480698091,0.1,0.9774804255,0.9134273307,0.0004732505802);
coh.push_back(a);
a.set_init(0.6515503557,0.1,0.9774638031,0.9183867905,0.000755228691);
coh.push_back(a);
a.set_init(0.6531382936,0.1,0.9774555805,0.9206485442,0.0001243009978);
coh.push_back(a);
a.set_init(0.6605928588,0.1,0.9774221166,0.9312428732,0.0004410083308);
coh.push_back(a);
a.set_init(0.6620668208,0.1,0.9774163835,0.9333363305,7.257170063e-005);
coh.push_back(a);
a.set_init(0.7117166345,0.1,0.9771841647,1.003329022,0.0001744851133);
coh.push_back(a);
a.set_init(0.7149129152,0.1,0.9771693239,1.007810782,0.0008053967381);
coh.push_back(a);
a.set_init(0.7179026259,0.1,0.9771582023,1.012000516,0.0002546151519);
coh.push_back(a);
a.set_init(0.7201305629,0.1,0.9771465694,1.015118949,0.0004743217566);
coh.push_back(a);
a.set_init(0.7256450036,0.1,0.9771209927,1.022840419,0.0002785141297);
coh.push_back(a);
a.set_init(0.7587109952,0.1,0.9769730116,1.069026805,9.716845824e-005);
coh.push_back(a);
a.set_init(0.7608868448,0.1,0.97696314,1.072060989,0.0004491533868);
coh.push_back(a);
a.set_init(0.7629307881,0.1,0.9769555819,1.07490901,0.0001421797224);
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coh.push_back(a);
a.set_init(0.7644597468,0.1,0.9769549153,1.077041917,0.0002651208566);
coh.push_back(a);
a.set_init(0.7682653851,0.1,0.9769346704,1.082346736,0.0001560376062);
coh.push_back(a);
random_device rd;
mt19937 gen(rd());
uniform_real_distribution<> dis(-0.01,0.01);
clistit cohit;
realtype newmass;
ofstream myfile;
myfile.precision(10);
myfile.open ("change_of_location_cohorts.txt", ios::app);
for(cohit=coh.begin(); cohit!=coh.end(); ++cohit){
newmass = cohit->getMass() + dis(gen);
myfile << cohit->getMass() << " changed to " << newmass << endl;
cohit->setm(newmass);
}
myfile.close();
S = 0.5948910178;
S0 = 1.4837;
int k = 300;
loopMap_C(S,coh,k,1.0e-7,1.0e-7,0,0);
return 0;
The map iterations start on a perturbation of the fixed point for S0 = 1.4873: the
mass of every birth cohort is changed by adding a uniformly distributed random
number over [−0.01,0.01]. The resulting executable file is executed 20 times to find
the percentage in Table 5.14. The output file change of location cohorts.txt contains
to which value the mass of every of the 41 birth cohorts of the fixed points is adjusted.
The fixed point continuation with zero-order prediction for free S0 calculated in
Section 5.6 needs the following code for increasing S0 until S0 = 3, starting in the
fixed point for S0 = 1.
clist coh;
cohort a;
a.set_init(0.3044004766,0.1,0.9769631555,1.072220671,0.0003138114937);
coh.push_back(a);
a.set_init(0.3057837264,0.1,0.9769497247,1.07704208,0.0001208391583);
coh.push_back(a);
a.set_init(0.3073064296,0.1,0.9769325896,1.08234719,7.112009176e-005);
coh.push_back(a);
a.set_init(0.4250644928,0.1,0.9775276242,0.8984629322,0.0001488541793);
coh.push_back(a);
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a.set_init(0.4286958898,0.1,0.9775023404,0.9062543329,0.0006845618739);
coh.push_back(a);
a.set_init(0.4320463997,0.1,0.9774791933,0.9134270349,0.0002157023706);
coh.push_back(a);
a.set_init(0.4343662815,0.1,0.977462481,0.9183861224,0.0003442251617);
coh.push_back(a);
a.set_init(0.4354251459,0.1,0.9774559972,0.9206472598,5.665502588e-005);
coh.push_back(a);
a.set_init(0.4405340308,0.1,0.9774216033,0.9315388304,0.0002340840061);
coh.push_back(a);
a.set_init(0.4552265075,0.1,0.9769742554,1.069027251,4.42882791e-005);
coh.push_back(a);
a.set_init(0.4565316306,0.1,0.976963315,1.072060504,0.0002047192669);
coh.push_back(a);
a.set_init(0.4583553196,0.1,0.9769515892,1.0762975,0.000185643106);
coh.push_back(a);
a.set_init(0.4609596444,0.1,0.9769325896,1.08234719,7.112009176e-005);
coh.push_back(a);
a.set_init(0.4744779688,0.1,0.9771846638,1.003328904,7.952826643e-005);
coh.push_back(a);
a.set_init(0.4766091003,0.1,0.9771697877,1.007810603,0.0003670901832);
coh.push_back(a);
a.set_init(0.4786014284,0.1,0.9771560318,1.011998527,0.0001160507743);
coh.push_back(a);
a.set_init(0.4800871529,0.1,0.9771480129,1.015120784,0.0002161904031);
coh.push_back(a);
a.set_init(0.4837635483,0.1,0.9771211065,1.022841042,0.0001269435127);
coh.push_back(a);
a.set_init(0.5058069794,0.1,0.9769735924,1.069025931,4.428829564e-005);
coh.push_back(a);
a.set_init(0.50725779,0.1,0.9769642709,1.072060118,0.0002047190374);
coh.push_back(a);
a.set_init(0.5086201154,0.1,0.9769563347,1.074909705,6.4803954e-005);
coh.push_back(a);
a.set_init(0.5096394629,0.1,0.9769484618,1.077039751,0.000120839163);
coh.push_back(a);
a.set_init(0.5121772113,0.1,0.9769312298,1.082347296,7.112011323e-005);
coh.push_back(a);
a.set_init(0.6375967392,0.1,0.9775276242,0.8984629322,0.0001488541793);
coh.push_back(a);
a.set_init(0.6428520507,0.1,0.977503245,0.9059803063,0.000587746251);
coh.push_back(a);
a.set_init(0.6442081133,0.1,0.977496849,0.9079178877,9.681562286e-005);
coh.push_back(a);
a.set_init(0.6480695996,0.1,0.9774791933,0.9134270349,0.0002157023706);
coh.push_back(a);
a.set_init(0.6515494222,0.1,0.977462481,0.9183861224,0.0003442251617);
coh.push_back(a);
a.set_init(0.6531377189,0.1,0.9774559972,0.9206472598,5.665502588e-005);
coh.push_back(a);
a.set_init(0.660592541,0.1,0.9774226281,0.9312429381,0.0002010067121);
coh.push_back(a);
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a.set_init(0.6620681069,0.1,0.9774153752,0.9333369322,3.30772941e-005);
coh.push_back(a);
a.set_init(0.7117169532,0.1,0.9771846638,1.003328904,7.952826643e-005);
coh.push_back(a);
a.set_init(0.7149136504,0.1,0.9771697877,1.007810603,0.0003670901832);
coh.push_back(a);
a.set_init(0.7179021425,0.1,0.9771560318,1.011998527,0.0001160507743);
coh.push_back(a);
a.set_init(0.7201307294,0.1,0.9771480129,1.015120784,0.0002161904031);
coh.push_back(a);
a.set_init(0.7256453225,0.1,0.9771211065,1.022841042,0.0001269435127);
coh.push_back(a);
a.set_init(0.7587104691,0.1,0.9769735924,1.069025931,4.428829564e-005);
coh.push_back(a);
a.set_init(0.760886685,0.1,0.9769642709,1.072060118,0.0002047190374);
coh.push_back(a);
a.set_init(0.7629301732,0.1,0.9769563347,1.074909705,6.4803954e-005);
coh.push_back(a);
a.set_init(0.7644591943,0.1,0.9769484618,1.077039751,0.000120839163);
coh.push_back(a);
a.set_init(0.768265817,0.1,0.9769312298,1.082347296,7.112011323e-005);
coh.push_back(a);
realtype Sa = 0.5948912593;
realtype S0a = RCONST(1);
contfpS0_simple(Sa,S0a,coh,3,0.1,1.0e-005,1,300,1.0e-7,1.0e-7,1);
return 0;
The starting step size is 0.1, the minimal step size is 10−5, the maximal step size
is 1, the convergence parameters for both S¯ and b¯tot are 10−7 and maximally 300
map iterations are performed to check convergence. Additional output files for the
continuation methods are cont summary.txt (containing a line for every calculated
fixed point with S0, N, S¯, b¯tot), cont fp.txt (containing a line for every calculated
fixed point with S0, N, S¯, m01, X01, Y01, A01, b¯(x01),. . ., b¯(x0N)) and cont full.txt
(containing more details about the continuation).
The fixed point continuation with chord prediction in §5.6.2, uses the following
code.
clist coh1;
cohort a;
a.set_init(0.3044004766,0.1,0.9769631555,1.072220671,0.0003138114937);
coh1.push_back(a);
a.set_init(0.3057837264,0.1,0.9769497247,1.07704208,0.0001208391583);
coh1.push_back(a);
a.set_init(0.3073064296,0.1,0.9769325896,1.08234719,7.112009176e-005);
coh1.push_back(a);
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a.set_init(0.4250644928,0.1,0.9775276242,0.8984629322,0.0001488541793);
coh1.push_back(a);
a.set_init(0.4286958898,0.1,0.9775023404,0.9062543329,0.0006845618739);
coh1.push_back(a);
a.set_init(0.4320463997,0.1,0.9774791933,0.9134270349,0.0002157023706);
coh1.push_back(a);
a.set_init(0.4343662815,0.1,0.977462481,0.9183861224,0.0003442251617);
coh1.push_back(a);
a.set_init(0.4354251459,0.1,0.9774559972,0.9206472598,5.665502588e-005);
coh1.push_back(a);
a.set_init(0.4405340308,0.1,0.9774216033,0.9315388304,0.0002340840061);
coh1.push_back(a);
a.set_init(0.4552265075,0.1,0.9769742554,1.069027251,4.42882791e-005);
coh1.push_back(a);
a.set_init(0.4565316306,0.1,0.976963315,1.072060504,0.0002047192669);
coh1.push_back(a);
a.set_init(0.4583553196,0.1,0.9769515892,1.0762975,0.000185643106);
coh1.push_back(a);
a.set_init(0.4609596444,0.1,0.9769325896,1.08234719,7.112009176e-005);
coh1.push_back(a);
a.set_init(0.4744779688,0.1,0.9771846638,1.003328904,7.952826643e-005);
coh1.push_back(a);
a.set_init(0.4766091003,0.1,0.9771697877,1.007810603,0.0003670901832);
coh1.push_back(a);
a.set_init(0.4786014284,0.1,0.9771560318,1.011998527,0.0001160507743);
coh1.push_back(a);
a.set_init(0.4800871529,0.1,0.9771480129,1.015120784,0.0002161904031);
coh1.push_back(a);
a.set_init(0.4837635483,0.1,0.9771211065,1.022841042,0.0001269435127);
coh1.push_back(a);
a.set_init(0.5058069794,0.1,0.9769735924,1.069025931,4.428829564e-005);
coh1.push_back(a);
a.set_init(0.50725779,0.1,0.9769642709,1.072060118,0.0002047190374);
coh1.push_back(a);
a.set_init(0.5086201154,0.1,0.9769563347,1.074909705,6.4803954e-005);
coh1.push_back(a);
a.set_init(0.5096394629,0.1,0.9769484618,1.077039751,0.000120839163);
coh1.push_back(a);
a.set_init(0.5121772113,0.1,0.9769312298,1.082347296,7.112011323e-005);
coh1.push_back(a);
a.set_init(0.6375967392,0.1,0.9775276242,0.8984629322,0.0001488541793);
coh1.push_back(a);
a.set_init(0.6428520507,0.1,0.977503245,0.9059803063,0.000587746251);
coh1.push_back(a);
a.set_init(0.6442081133,0.1,0.977496849,0.9079178877,9.681562286e-005);
coh1.push_back(a);
a.set_init(0.6480695996,0.1,0.9774791933,0.9134270349,0.0002157023706);
coh1.push_back(a);
a.set_init(0.6515494222,0.1,0.977462481,0.9183861224,0.0003442251617);
coh1.push_back(a);
a.set_init(0.6531377189,0.1,0.9774559972,0.9206472598,5.665502588e-005);
coh1.push_back(a);
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a.set_init(0.660592541,0.1,0.9774226281,0.9312429381,0.0002010067121);
coh1.push_back(a);
a.set_init(0.6620681069,0.1,0.9774153752,0.9333369322,3.30772941e-005);
coh1.push_back(a);
a.set_init(0.7117169532,0.1,0.9771846638,1.003328904,7.952826643e-005);
coh1.push_back(a);
a.set_init(0.7149136504,0.1,0.9771697877,1.007810603,0.0003670901832);
coh1.push_back(a);
a.set_init(0.7179021425,0.1,0.9771560318,1.011998527,0.0001160507743);
coh1.push_back(a);
a.set_init(0.7201307294,0.1,0.9771480129,1.015120784,0.0002161904031);
coh1.push_back(a);
a.set_init(0.7256453225,0.1,0.9771211065,1.022841042,0.0001269435127);
coh1.push_back(a);
a.set_init(0.7587104691,0.1,0.9769735924,1.069025931,4.428829564e-005);
coh1.push_back(a);
a.set_init(0.760886685,0.1,0.9769642709,1.072060118,0.0002047190374);
coh1.push_back(a);
a.set_init(0.7629301732,0.1,0.9769563347,1.074909705,6.4803954e-005);
coh1.push_back(a);
a.set_init(0.7644591943,0.1,0.9769484618,1.077039751,0.000120839163);
coh1.push_back(a);
a.set_init(0.768265817,0.1,0.9769312298,1.082347296,7.112011323e-005);
coh1.push_back(a);
realtype S1 = 0.5948912593;
realtype S01 = RCONST(1);
clist coh2;
a.set_init(0.3044030533,0.1000000000,0.9769644702,1.0722295720,0.0003912733);
coh2.push_back(a);
a.set_init(0.3057868420,0.1000000000,0.9769497776,1.0770529890,0.0001506676);
coh2.push_back(a);
a.set_init(0.3073096129,0.1000000000,0.9769341592,1.0823580480,0.0000886753);
coh2.push_back(a);
a.set_init(0.4250646967,0.1000000000,0.9775279832,0.8984639844,0.0001855990);
coh2.push_back(a);
a.set_init(0.4286967247,0.1000000000,0.9775024795,0.9062557423,0.0008535492);
coh2.push_back(a);
a.set_init(0.4320479296,0.1000000000,0.9774794684,0.9134301612,0.0002689477);
coh2.push_back(a);
a.set_init(0.4343676864,0.1000000000,0.9774653751,0.9183886708,0.0004291981);
coh2.push_back(a);
a.set_init(0.4354256106,0.1000000000,0.9774553749,0.9206490472,0.0000706406);
coh2.push_back(a);
a.set_init(0.4405356983,0.1000000000,0.9774216191,0.9315421599,0.0002918679);
coh2.push_back(a);
a.set_init(0.4552296963,0.1000000000,0.9769739265,1.0690338970,0.0000552202);
coh2.push_back(a);
a.set_init(0.4565353591,0.1000000000,0.9769650936,1.0720687680,0.0002552542);
coh2.push_back(a);
a.set_init(0.4583600321,0.1000000000,0.9769519629,1.0763089710,0.0002314666);
coh2.push_back(a);
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a.set_init(0.4609644193,0.1000000000,0.9769341592,1.0823580480,0.0000886753);
coh2.push_back(a);
a.set_init(0.4744785358,0.1000000000,0.9771858195,1.0033307170,0.0000991598);
coh2.push_back(a);
a.set_init(0.4766104445,0.1000000000,0.9771701668,1.0078141110,0.0004577083);
coh2.push_back(a);
a.set_init(0.4786034580,0.1000000000,0.9771563099,1.0120016080,0.0001446970);
coh2.push_back(a);
a.set_init(0.4800891069,0.1000000000,0.9771465793,1.0151235110,0.0002695576);
coh2.push_back(a);
a.set_init(0.4837652192,0.1000000000,0.9771210992,1.0228439440,0.0001582797);
coh2.push_back(a);
a.set_init(0.5058096674,0.1000000000,0.9769737419,1.0690317640,0.0000552204);
coh2.push_back(a);
a.set_init(0.5072599961,0.1000000000,0.9769643253,1.0720648980,0.0002552550);
coh2.push_back(a);
a.set_init(0.5086227564,0.1000000000,0.9769556954,1.0749151280,0.0000807999);
coh2.push_back(a);
a.set_init(0.5096425433,0.1000000000,0.9769490098,1.0770481810,0.0001506684);
coh2.push_back(a);
a.set_init(0.5121806825,0.1000000000,0.9769322473,1.0823547190,0.0000886759);
coh2.push_back(a);
a.set_init(0.6375970450,0.1000000000,0.9775279832,0.8984639844,0.0001855990);
coh2.push_back(a);
a.set_init(0.6428536252,0.1000000000,0.9775033468,0.9059821718,0.0007328338);
coh2.push_back(a);
a.set_init(0.6442074059,0.1000000000,0.9774972142,0.9079165225,0.0001207154);
coh2.push_back(a);
a.set_init(0.6480718943,0.1000000000,0.9774794684,0.9134301612,0.0002689477);
coh2.push_back(a);
a.set_init(0.6515515296,0.1000000000,0.9774653751,0.9183886708,0.0004291981);
coh2.push_back(a);
a.set_init(0.6531384159,0.1000000000,0.9774553749,0.9206490472,0.0000706406);
coh2.push_back(a);
a.set_init(0.6605950319,0.1000000000,0.9774227042,0.9312462209,0.0002506255);
coh2.push_back(a);
a.set_init(0.6620706729,0.1000000000,0.9774150256,0.9333405472,0.0000412424);
coh2.push_back(a);
a.set_init(0.7117178037,0.1000000000,0.9771858195,1.0033307170,0.0000991598);
coh2.push_back(a);
a.set_init(0.7149156668,0.1000000000,0.9771701668,1.0078141110,0.0004577083);
coh2.push_back(a);
a.set_init(0.7179051870,0.1000000000,0.9771563099,1.0120016080,0.0001446970);
coh2.push_back(a);
a.set_init(0.7201336603,0.1000000000,0.9771465793,1.0151235110,0.0002695576);
coh2.push_back(a);
a.set_init(0.7256478288,0.1000000000,0.9771210992,1.0228439440,0.0001582797);
coh2.push_back(a);
a.set_init(0.7587145011,0.1000000000,0.9769737419,1.0690317640,0.0000552204);
coh2.push_back(a);
a.set_init(0.7608899941,0.1000000000,0.9769643253,1.0720648980,0.0002552550);
coh2.push_back(a);
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a.set_init(0.7629341346,0.1000000000,0.9769556954,1.0749151280,0.0000807999);
coh2.push_back(a);
a.set_init(0.7644638150,0.1000000000,0.9769490098,1.0770481810,0.0001506684);
coh2.push_back(a);
a.set_init(0.7682710238,0.1000000000,0.9769322473,1.0823547190,0.0000886759);
coh2.push_back(a);
realtype S2 = RCONST(0.5948917246);
realtype S02 = RCONST(1.1);
contfpS0_2fp(S1,S01,coh1,S2,S02,coh2,3,0.1,1.0e-005,1,300,1.0e-007,1.0e-007,1);
return 0;
The continuation for increasing S0 to S0 = 3, is started with the fixed points for
S0 = 1 and S0 = 1.1. The starting step size is 0.1, the minimal step size is 10−5, the
maximal step size is 1, convergence parameters for both S¯ and b¯tot are 10−7 and
maximally 300 map iterations are performed to check convergence. The same output
files are printed as for the continuation with zero-order prediction.
The code for the adapted version of the pseudo-arclength continuation in §5.6.3 is
the following.
clist coh;
cohort a;
a.set_init(0.3044004766,0.1,0.9769631555,1.072220671,0.0003138114937);
coh.push_back(a);
a.set_init(0.3057837264,0.1,0.9769497247,1.07704208,0.0001208391583);
coh.push_back(a);
a.set_init(0.3073064296,0.1,0.9769325896,1.08234719,7.112009176e-005);
coh.push_back(a);
a.set_init(0.4250644928,0.1,0.9775276242,0.8984629322,0.0001488541793);
coh.push_back(a);
a.set_init(0.4286958898,0.1,0.9775023404,0.9062543329,0.0006845618739);
coh.push_back(a);
a.set_init(0.4320463997,0.1,0.9774791933,0.9134270349,0.0002157023706);
coh.push_back(a);
a.set_init(0.4343662815,0.1,0.977462481,0.9183861224,0.0003442251617);
coh.push_back(a);
a.set_init(0.4354251459,0.1,0.9774559972,0.9206472598,5.665502588e-005);
coh.push_back(a);
a.set_init(0.4405340308,0.1,0.9774216033,0.9315388304,0.0002340840061);
coh.push_back(a);
a.set_init(0.4552265075,0.1,0.9769742554,1.069027251,4.42882791e-005);
coh.push_back(a);
a.set_init(0.4565316306,0.1,0.976963315,1.072060504,0.0002047192669);
coh.push_back(a);
a.set_init(0.4583553196,0.1,0.9769515892,1.0762975,0.000185643106);
coh.push_back(a);
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a.set_init(0.4609596444,0.1,0.9769325896,1.08234719,7.112009176e-005);
coh.push_back(a);
a.set_init(0.4744779688,0.1,0.9771846638,1.003328904,7.952826643e-005);
coh.push_back(a);
a.set_init(0.4766091003,0.1,0.9771697877,1.007810603,0.0003670901832);
coh.push_back(a);
a.set_init(0.4786014284,0.1,0.9771560318,1.011998527,0.0001160507743);
coh.push_back(a);
a.set_init(0.4800871529,0.1,0.9771480129,1.015120784,0.0002161904031);
coh.push_back(a);
a.set_init(0.4837635483,0.1,0.9771211065,1.022841042,0.0001269435127);
coh.push_back(a);
a.set_init(0.5058069794,0.1,0.9769735924,1.069025931,4.428829564e-005);
coh.push_back(a);
a.set_init(0.50725779,0.1,0.9769642709,1.072060118,0.0002047190374);
coh.push_back(a);
a.set_init(0.5086201154,0.1,0.9769563347,1.074909705,6.4803954e-005);
coh.push_back(a);
a.set_init(0.5096394629,0.1,0.9769484618,1.077039751,0.000120839163);
coh.push_back(a);
a.set_init(0.5121772113,0.1,0.9769312298,1.082347296,7.112011323e-005);
coh.push_back(a);
a.set_init(0.6375967392,0.1,0.9775276242,0.8984629322,0.0001488541793);
coh.push_back(a);
a.set_init(0.6428520507,0.1,0.977503245,0.9059803063,0.000587746251);
coh.push_back(a);
a.set_init(0.6442081133,0.1,0.977496849,0.9079178877,9.681562286e-005);
coh.push_back(a);
a.set_init(0.6480695996,0.1,0.9774791933,0.9134270349,0.0002157023706);
coh.push_back(a);
a.set_init(0.6515494222,0.1,0.977462481,0.9183861224,0.0003442251617);
coh.push_back(a);
a.set_init(0.6531377189,0.1,0.9774559972,0.9206472598,5.665502588e-005);
coh.push_back(a);
a.set_init(0.660592541,0.1,0.9774226281,0.9312429381,0.0002010067121);
coh.push_back(a);
a.set_init(0.6620681069,0.1,0.9774153752,0.9333369322,3.30772941e-005);
coh.push_back(a);
a.set_init(0.7117169532,0.1,0.9771846638,1.003328904,7.952826643e-005);
coh.push_back(a);
a.set_init(0.7149136504,0.1,0.9771697877,1.007810603,0.0003670901832);
coh.push_back(a);
a.set_init(0.7179021425,0.1,0.9771560318,1.011998527,0.0001160507743);
coh.push_back(a);
a.set_init(0.7201307294,0.1,0.9771480129,1.015120784,0.0002161904031);
coh.push_back(a);
a.set_init(0.7256453225,0.1,0.9771211065,1.022841042,0.0001269435127);
coh.push_back(a);
a.set_init(0.7587104691,0.1,0.9769735924,1.069025931,4.428829564e-005);
coh.push_back(a);
a.set_init(0.760886685,0.1,0.9769642709,1.072060118,0.0002047190374);
coh.push_back(a);
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a.set_init(0.7629301732,0.1,0.9769563347,1.074909705,6.4803954e-005);
coh.push_back(a);
a.set_init(0.7644591943,0.1,0.9769484618,1.077039751,0.000120839163);
coh.push_back(a);
a.set_init(0.768265817,0.1,0.9769312298,1.082347296,7.112011323e-005);
coh.push_back(a);
realtype Sa = 0.5948912593;
realtype S0a = 1.0;
contfpS0(Sa,S0a,coh,0.1,1.0e-5,1,10,1.0e-6,1.0e-6,1,500,0);
return 0;
500 fixed points are calculated for increasing S0 starting from the fixed point for
S0 = 1. The starting step size is 0.1, the minimal step size is 10−5, the maximal
step size is 1, the maximum number of Newton steps Nmax is 10, the convergence
parameters for both S¯ and b¯tot are 10−6 and maximally 500 map iterations are per-
formed to check convergence. Additional output files for this continuation method
are cont S0NSb.txt (containing a line for every calculated fixed point with S0, N, S¯,
b¯tot), continuation.txt (containing S0, N, S¯, m01, X01, Y01, A01, b¯(x01),. . ., b¯(x0N) for
every calculated fixed point) and cont.txt (containing more extensive details about
the continuation).
To use the map (5.5) as deterministic mapping from mbirth to XDIV , set cond min
to 1, cond max to 0, cond div to 1 and cond div2 to 0. The following code
can then be used for the calculation in §5.10.1.
clist coh;
cohort a;
a.set_init(0.3044004766,0.1,0.9769631555,1.072220671,0.0003138114937);
coh.push_back(a);
a.set_init(0.3057837264,0.1,0.9769497247,1.07704208,0.0001208391583);
coh.push_back(a);
a.set_init(0.3073064296,0.1,0.9769325896,1.08234719,7.112009176e-005);
coh.push_back(a);
a.set_init(0.4250644928,0.1,0.9775276242,0.8984629322,0.0001488541793);
coh.push_back(a);
a.set_init(0.4286958898,0.1,0.9775023404,0.9062543329,0.0006845618739);
coh.push_back(a);
a.set_init(0.4320463997,0.1,0.9774791933,0.9134270349,0.0002157023706);
coh.push_back(a);
a.set_init(0.4343662815,0.1,0.977462481,0.9183861224,0.0003442251617);
coh.push_back(a);
a.set_init(0.4354251459,0.1,0.9774559972,0.9206472598,5.665502588e-005);
coh.push_back(a);
a.set_init(0.4405340308,0.1,0.9774216033,0.9315388304,0.0002340840061);
coh.push_back(a);
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a.set_init(0.4552265075,0.1,0.9769742554,1.069027251,4.42882791e-005);
coh.push_back(a);
a.set_init(0.4565316306,0.1,0.976963315,1.072060504,0.0002047192669);
coh.push_back(a);
a.set_init(0.4583553196,0.1,0.9769515892,1.0762975,0.000185643106);
coh.push_back(a);
a.set_init(0.4609596444,0.1,0.9769325896,1.08234719,7.112009176e-005);
coh.push_back(a);
a.set_init(0.4744779688,0.1,0.9771846638,1.003328904,7.952826643e-005);
coh.push_back(a);
a.set_init(0.4766091003,0.1,0.9771697877,1.007810603,0.0003670901832);
coh.push_back(a);
a.set_init(0.4786014284,0.1,0.9771560318,1.011998527,0.0001160507743);
coh.push_back(a);
a.set_init(0.4800871529,0.1,0.9771480129,1.015120784,0.0002161904031);
coh.push_back(a);
a.set_init(0.4837635483,0.1,0.9771211065,1.022841042,0.0001269435127);
coh.push_back(a);
a.set_init(0.5058069794,0.1,0.9769735924,1.069025931,4.428829564e-005);
coh.push_back(a);
a.set_init(0.50725779,0.1,0.9769642709,1.072060118,0.0002047190374);
coh.push_back(a);
a.set_init(0.5086201154,0.1,0.9769563347,1.074909705,6.4803954e-005);
coh.push_back(a);
a.set_init(0.5096394629,0.1,0.9769484618,1.077039751,0.000120839163);
coh.push_back(a);
a.set_init(0.5121772113,0.1,0.9769312298,1.082347296,7.112011323e-005);
coh.push_back(a);
a.set_init(0.6375967392,0.1,0.9775276242,0.8984629322,0.0001488541793);
coh.push_back(a);
a.set_init(0.6428520507,0.1,0.977503245,0.9059803063,0.000587746251);
coh.push_back(a);
a.set_init(0.6442081133,0.1,0.977496849,0.9079178877,9.681562286e-005);
coh.push_back(a);
a.set_init(0.6480695996,0.1,0.9774791933,0.9134270349,0.0002157023706);
coh.push_back(a);
a.set_init(0.6515494222,0.1,0.977462481,0.9183861224,0.0003442251617);
coh.push_back(a);
a.set_init(0.6531377189,0.1,0.9774559972,0.9206472598,5.665502588e-005);
coh.push_back(a);
a.set_init(0.660592541,0.1,0.9774226281,0.9312429381,0.0002010067121);
coh.push_back(a);
a.set_init(0.6620681069,0.1,0.9774153752,0.9333369322,3.30772941e-005);
coh.push_back(a);
a.set_init(0.7117169532,0.1,0.9771846638,1.003328904,7.952826643e-005);
coh.push_back(a);
a.set_init(0.7149136504,0.1,0.9771697877,1.007810603,0.0003670901832);
coh.push_back(a);
a.set_init(0.7179021425,0.1,0.9771560318,1.011998527,0.0001160507743);
coh.push_back(a);
a.set_init(0.7201307294,0.1,0.9771480129,1.015120784,0.0002161904031);
coh.push_back(a);
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a.set_init(0.7256453225,0.1,0.9771211065,1.022841042,0.0001269435127);
coh.push_back(a);
a.set_init(0.7587104691,0.1,0.9769735924,1.069025931,4.428829564e-005);
coh.push_back(a);
a.set_init(0.760886685,0.1,0.9769642709,1.072060118,0.0002047190374);
coh.push_back(a);
a.set_init(0.7629301732,0.1,0.9769563347,1.074909705,6.4803954e-005);
coh.push_back(a);
a.set_init(0.7644591943,0.1,0.9769484618,1.077039751,0.000120839163);
coh.push_back(a);
a.set_init(0.768265817,0.1,0.9769312298,1.082347296,7.112011323e-005);
coh.push_back(a);
realtype Sp = 0.5948912593;
int k = 300;
loopMap_C(Sp,coh,k,1.0e-7,1.0e-7,1,0);
return 0;
To use the probability density function for XDIV as in §5.10.2 with mean 0.1 and
standard deviation 0.02, set cond min to 1, cond max and cond div to 0, and
cond div2 to 1. The same code as above can then be used to do the calculations.
To use the probability density function with mean 0.1 and standard deviation 0.007,
adjust the definition of Xp in cohort::integrate cohort bis to the one
above the current definition.
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Future work
In this thesis we discussed structured population models for unicellular organisms
with internal cell cycle. As cell cycle mechanism we incorporated the Toy model
of Tyson and Nova´k, so the internal state of the cells is described by their mass and
three chemical concentrations X , Y and A. We adjusted the equation for the mass
so that the increase in mass depends on the nutrient concentration S with a Holling
type II functional response. We assumed that the consumption rate is proportional to
the rate of mass increase. In [71] the cell cycle is subdivided in a nutrient-dependent
segment and a nutrient-independent segment (see Section 2.2.2). It might be inter-
esting to incorporate such a distinction in our structured population model. We also
incorporated the more extended cell cycle model for budding yeast of Tyson and
Nova´k, but there are many more interesting models for the cell cycle that could be
incorporated, such as the one of Csika´sz-Nagy in [14].
As cell division criteria, we initially use the ones that Tyson and Nova´k propose
for their Toy model in [81]. A cell divides when X = XDIV (chosen as 0.1) and X
is decreasing. We further considered a minimal mass criterion and two different
ways to incorporate a maximal mass in the model (as an upper boundary for mass
in the mass equation or as an explicit criterion for cell division). In Section 5.10
we considered other possibilities for XDIV . We made the distinction between the
case when the value of XDIV is imprinted at birth and the case where it is determined
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during the life cycle of the cell. For XDIV imprinted at birth, we considered a discrete
deterministic mapping from the mass at birth mbirth to the value of XDIV . Other
possibilities whose effect could be investigated are a continuous function for XDIV
dependent on mbirth, or the probabilistic counterpart of the discrete values for XDIV
or the continuous function for XDIV . For the case that the value of XDIV is decided
during the ageing of the cell, we considered a probability density function for XDIV
in such a way that at certain ages it is checked if the value of X at that age (assum-
ing that the side criteria for division are fulfilled) could be used as XDIV using the
cumulative distribution function for XDIV and a random number generator. There is
room for improvement in the implementation of this probability density function,
since the use of the exponential distribution for the time between the evoking of the
random number generator is arbitrary and might be replaced by a better motivated
distribution. It would also be interesting if the probability density function for XDIV
would be dependent on the nutrient level. The decision for the value of XDIV during
the life cycle of the cell could also be made deterministic and/or with discrete values
for XDIV . It would also be interesting to consider other possibilities for the other
cell division criteria, such as the minimal mass. For example, a probability density
function for the division event that is dependent on all the division criteria could be
used. Another nice extension of our model would be that not all cells in a cohort
divide at the same age, but only a certain percentage using a rate of division. The
code is implemented so that a rate of division can easily be included. The most
tricky part would be to find a suitable function for the division rate. It could also be
interesting to consider other options for the splitting parameter φ . We now assume
that a dividing cell with mass m splits into two daughter cells with masses φm and
(1−φ)m. If we want to take a reproductive efficiency of less than 100% into account,
we could use two parameters φ1 and φ2 with φ1+φ2 < 100% and let a mother cell
with mass m divide into two daughter cells with masses φ1m and φ2m. Another
extension for φ would be to consider a probability distribution instead of a fixed
value.
In Sections 5.6 and 5.7 we discussed the continuation of the fixed point of the map
corresponding with our structured population model. Three continuation methods
were considered: a simple continuation with zero-order prediction, a continuation
based on a chord prediction using the 2 previous fixed points and a more advanced
continuation using an adapted version of the pseudo-arclength continuation. The
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7main difficulty for the continuation method is that because we use an adaptive mesh,
the number of discretisation points and the location of the discretisation points can
be different for every iteration of the map. This results in a very rough estimate of
the Jacobian matrix when using finite differences and the mapping back of every new
discretisation to the original one. For a free parameter S0 the pseudo-arclength-like
continuation works well (although it needs a lot more computational effort than
the two other discussed methods), but for free D the region where this continuation
method works is quite limited. Future work could include a thorough investigation
of more suitable continuation methods.
We investigated the stability of the fixed points in terms of the map, but this does not
tell us whether the corresponding equilibrium of the population model is stable in
the dynamical sense of the evolution equations. The stability of the equilibria would
be very interesting to study, the methods used in [17, 53, 54] could serve as a starting
point.
The aim of the present work was to investigate mathematical and computational
techniques for the study of population models. The practical validation for the
studied case of a model with internal cell cycle remains to be done. One could
check if changing the nutrient concentration in the feeding bottle or changing the
dilution rate, results in the same changes to the distribution of the masses of the
cells at equilibrium state. It would be interesting to be able to compare how well the
experimental results match the computational results for different division criteria
and for different underlying cell cycle models. This could then serve as a check for
the cell cycle assumptions that are made and could lead to a better understanding of
this extremely important biological mechanism.
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Abstract
The main topic of this thesis is structured population models for unicellular organ-
isms with an internal structure that describes the cell cycle. The individual organism
is the basic unit in population models and for structured population models the
distinction is made between different individuals on the basis of certain physiological
characteristics which influence their life trajectory. This collection of physiological
traits, is called the i-state and may include e.g. age, size or sex. The novelty in our
models is that we use the chemical components of a mathematical model for the cell
cycle as i-state. During the last fifteen years, Tyson and Nova´k and collaborators
have presented several models for the cell cycle of different organisms based on the
concentrations of chemicals such as cyclins. We incorporate two of these models
to describe how the i-state of a cell changes during its life-time and, importantly, to
describe when it divides. The state of the population is represented by a frequency
distribution over all i-states and the population model reflects how this distribution
changes during time given its current state and environmental conditions. We con-
sider chemostat models, i.e. the cell population is inside a stirred bioreactor to which
fresh nutrient is continuously added, while the culture liquid (containing both the
cells and the nutrient) is continuously removed at the same rate to keep the culture
volume constant. The only environmental factor in our models is the limiting nutrient
concentration in the bioreactor. We incorporate a nutrient dependency in the equation
for the mass increase of the cell cycle models. The equations for the population
dynamics consist of a renewal equation coupled with a delay differential equation.
We are particularly interested in the equilibria of the model. An equilibrium con-
sists of a constant nutrient concentration and a time-invariant distribution of the
births over the possible i-states. To be able to numerically solve the equilibrium
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equations, we discretise the birth space resulting in a finite number of birth cohorts
with corresponding equations. We use the funnel effect of the considered cell cycle
models, to decrease the number of birth cohorts and use an adaptive mesh. The
equilibrium of the population model can be calculated as the fixed point of a map.
The calculation of the fixed point is implemented using C++. We consider different
options for the cell division criteria, initially following Tyson and Nova´k who let a
cell divide when the concentration of the cyclin-Cdk dimer is decreasing and equal to
0.1, but also consider e.g. the impact on the fixed point of a minimal mass criterion
for division, of a discrete mapping of the mass at birth to the value of the dimers
at division and of a density probability function for the value of the dimers at division.
In Chapter 3 we study the bifurcation structure of the budding yeast cell cycle model
of Tyson and Nova´k using the Matlab numerical bifurcation software MatCont. The
fundamental idea in these cell cycle models is that the cell cycle is an alternation
between two stable steady states of a system of kinetic equations which respectively
correspond to the G1 and S-G2-M phases of the cell cycle. We find that not only the
S-G2-M phase but also the G1 phase contains both stable steady states and stable
periodic orbits. We find and discuss a relation between the growth rate of the cell
and the mass increase after DNA-replication. We relate this to a constant phase
fraction of a periodic orbit traversed during S-G2-M phase and derive a relation
between the growth rate and time spent in S-G2-M space. This relation is consistent
with experimental results but so far was not found in other models. We further find
that the boundary value problem of the cell cycle can be computed efficiently as the
fixed point of a map. As another result, we find that the constitutive expression of
the Starter kinase not only leads to a premature transition from G1 to S phase and
smaller cells (as is experimentally known and confirmed by other models) but in this
model can also lead to nonviable cells.
Next, in Chapter 4, we incorporate the cell cycle structure in a population model
for unicellular organisms. In the major part of this research, an adjusted form (that
incorporates nutrient dependency) of the Toy model of Tyson and Nova´k is used. We
make the distinction between population models where cells can only divide when
their mass satisfies a minimal mass criterion (Minal-Mass models MM1 and MM2)
and a model without minimal mass criterion (No-Minimal-Mass model NMM). The
only difference between the MM1 and MM2 model is the way the maximal mass
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is incorporated in the models. We describe and motivate the adaptive mesh for the
birth space and give the resulting equations for the population model.
In Chapter 5 we discuss the computational results for the structured population
models introduced in Chapter 4. We briefly discuss how we implement the corres-
ponding map (more details are given in Chapter 6) and give the first convergence
results for the NMM, MM1 and MM2 models. In the NMM model, all cells divide
immediately after birth, which is not very realistic. For the MM1 model, we find a
non-trivial fixed point with 41 birth cohorts for the initial parameter values, which
we discuss in more detail with e.g. a cohort-to-cohort representation that indicates
graphically for every birth cohort to which birth cohorts the daughter cells of dividing
cells that were born in this certain birth cohort, contribute. For the MM2 model,
a similar non-trivial fixed point is found. We focus on the MM1 model for the
calculations in the rest of the chapter. We discuss the numerical effects that have
to be taken into account when calculating the fixed point by iterating the map. We
investigate how the convergence behaviour changes under variation of the parameter
S0 (the nutrient concentration in the feeding bottle of the chemostat). For some
values of S0 non-trivial fixed points coexist with cycles of the map, both stable in
terms of the map. This might be due to the combination of a subcritical period
doubling bifurcation and a limit point bifurcation. We investigate how sensitive the
fixed point is to perturbations for a parameter value for which there also exists a
stable cycle. We consider a random shift of the mass of the cohorts, a fixed shift of
the mass of the cohorts, doubling of the number of cohorts and a perturbation of the
nutrient concentration and number of cells of the fixed point. The observed cyclic
behaviour for several S0 values is used to make an “educated” guess for the fixed
point. This gives good results for some values, but it only works if the attraction
region of the fixed point is big enough and the values of the points of the cycle are
located quite symmetrical around the fixed point. We consider three different fixed
point continuation methods for free S0. The first is a very simple method which we
call the zero-order prediction method and where the fixed point of the previous S0
value is used as prediction. In the second method the prediction of the new fixed point
is based on the 2 previously computed fixed points using linear extrapolation, which
we call the chord prediction. Finally, a modified version of the pseudo-arclength
continuation method is used. The resulting fixed point curves are given for every
method. The fixed points of the non-trivial fixed point curve all have the same 41
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cohorts, the same nutrient concentration, and the total number of cells born increases
linearly with increasing S0. We explain this result using the equilibrium equations.
Next, we discuss the results of the same fixed point continuation methods applied
to a free dilution rate D. D plays a more complex role in the system since it both
influences the nutrient level and the death rate of the cells. This results in a more
complex shape of the fixed point curve. The continuation method with chord pre-
diction gives the best results for free D, meaning that it enables us to find the fixed
points for the widest range of parameter values. We observe behaviour that is typical
for a supercritical Neimark-Sacker bifurcation at D = 0.0052 min−1. Further, we
discuss which D value is optimal to maximize the yield of the chemostat and study
the non-trivial fixed points with very few cohorts for small D values. In the last
sections, we consider two adaptations as a generalisation of our population model.
First, one of the cell division criteria proposed by Tyson and Nova´k is adapted and
we study the effect on the resulting fixed point. We make the distinction between the
case where the value of a critical chemical concentration for division is imprinted
at birth and the case where the value is established during the progression through
the cell cycle. For both cases, we study an example. Finally, we incorporate a
more extended model for the cell cycle as internal structure for the cells, namely the
budding yeast model of Tyson and Nova´k. We discuss the found non-trivial fixed
point and compare the fixed points for several D values.
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Nederlandstalige Samenvatting
Deze thesis behandelt gestructureerde populatiemodellen voor eencelligen waarbij de
interne structuur de celcyclus beschrijft. De basiseenheid in populatiemodellen is het
individu en bij gestructureerde populatiemodellen wordt een onderscheid gemaakt
tussen verschillende individuen op basis van bepaalde fysiologische kenmerken
die een invloed hebben op hun levensloop. Deze verzameling van fysiologische
kenmerken noemt men de i-toestand en kan bijvoorbeeld de leeftijd, grootte of
geslacht bevatten. De nieuwigheid in de door ons beschouwde modellen is dat we de
chemische componenten van een wiskundig model voor de celcyclus gebruiken als
i-toestand. Gedurende de laatste 15 jaren hebben Tyson en Nova´k en medewerkers
verscheidene modellen voor de celcyclus voor verschillende organismen voorgesteld
die gebaseerd zijn op concentraties van chemische stoffen zoals cyclines. We inte-
greren twee dergelijke modellen om te beschrijven hoe de i-toestand van een cel
verandert in de loop van haar leven en eveneens om te beschrijven wanneer een
cel zal delen. De populatietoestand wordt voorgesteld door een frequentieverdeling
over alle mogelijke i-toestanden en het populatiemodel geeft dan weer hoe deze
verdeling verandert met de tijd, gegeven de huidige verdeling en omgevingsfactoren.
We beschouwen chemostaatmodellen, hierbij bevindt de populatie cellen zich in
een gemengde bioreactor waaraan verse nutrie¨nt continu wordt toegevoegd en de
bioreactorinhoud (dus zowel de cellen als de nutrie¨nt) continu aan hetzelfde tempo
wordt afgevoerd zodat het volume constant blijft. De enige omgevingsfactor die we
beschouwen in onze modellen is de beperkende nutrie¨ntconcentratie in de bioreactor.
Deze nutrie¨ntafhankelijkheid hebben we opgenomen in de vergelijking voor de
massatoename. De populatievergelijkingen bestaan uit een vernieuwingsvergelijking
gekoppeld aan een differentiaalvergelijking met vertragingsfactoren. We zijn voor-
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namelijk geı¨nteresseerd in de evenwichtstoestanden van het model. Een evenwichts-
toestand bestaat uit een constante nutrie¨ntconcentratie en een tijdsinvariante verdeling
van de geboortes over de mogelijke i-toestanden. Om de evenwichtsvergelijkingen
numeriek te kunnen oplossen, moet de geboorteruimte gediscretiseerd worden, wat
leidt tot een eindig aantal geboortecohorten met elk bijhorende vergelijkingen. We
maken gebruik van het trechtereffect van de beschouwde celcyclusmodellen om
het aantal geboortecohorten te beperken en we gebruiken een aanpasbaar rooster.
De evenwichtstoestand van het populatiemodel kan berekend worden als het vast
punt van een afbeelding. De berekening van het vast punt is geı¨mplementeerd met
C++. We beschouwen verschillende celdelingscriteria. Initieel volgen we Tyson
en Nova´k en laten een cel delen als de cycline-Cdk-concentratie dalend is en gelijk
is aan 0.1. Verder beschouwen we echter ook de invloed op het vast punt van een
delingscriterium gebaseerd op een minimale massa, van een discrete afbeelding van
de geboortemassa naar de waarde van de cycline-Cdk-concentratie bij deling en van
een kansdichtheidsfunctie voor de cycline-Cdk-concentratie bij deling.
In Hoofdstuk 3 bestuderen we de bifurcatiestructuur van het celcyclusmodel voor
biergist van Tyson en Nova´k, gebruik makend van de Matlab numerieke bifurcatie-
software MatCont. Het fundamentele idee van soortgelijke celcyclusmodellen is
dat de celcyclus de afwisseling is tussen twee stabiele evenwichtstoestanden van
een systeem van kinetische vergelijkingen, respectievelijk overeenkomend met
de G1-fase en de S-G2-M-fase van de celcyclus. We ontdekken dat niet enkel
de S-G2-M-fase, maar ook de G1-fase zowel stabiele evenwichtstoestanden als
stabiele periodieke banen bevat. We ontdekken en bespreken een verband tussen
het groeitempo van de cel en de massatoename na DNA-replicatie. We brengen
dit in verband met een constant fasedeel van een periodieke baan dat doorlopen
wordt tijdens de S-G2-M-fase en leiden een verband af tussen het groeitempo en de
tijd doorgebracht in de S-G2-M-fase. Dit verband is consistent met experimentele
resultaten maar was tot nog toe niet ontdekt in andere modellen. Verder vinden we
dat het randwaardeprobleem van de celcyclus efficie¨nt berekend kan worden als het
vast punt van een afbeelding. Tevens vinden we dat de constitutieve uitdrukking voor
het Start-kinase niet enkel leidt tot een vroegtijdige overgang van G1- naar S-fase
en kleinere cellen (zoals experimenteel geweten is en bevestigd werd door andere
modellen) maar tevens kan leiden tot niet-levensvatbare cellen.
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Vervolgens, in Hoofdstuk 4, integreren we de celcyclus-structuur in een populatie-
model voor eencelligen. In het grootste deel van dit onderzoek wordt hiervoor
een aangepaste vorm (met nutrie¨ntafhankelijkheid) van het Toy model van Tyson
en Nova´k gebruikt. We maken een onderscheid tussen populatiemodellen waarbij
cellen enkel kunnen delen wanneer hun massa groter is dan een minimale massa
(Minimal-Mass-modellen MM1 en MM2) en een model zonder het criterium van
minimale massa (No-Minimal-Mass-model NMM). Het verschil tussen het MM1-
en het MM2-model is de manier waarop de maximale massa opgenomen is in de
modellen. We beschrijven en motiveren het aanpasbaar rooster voor de geboorte-
ruimte en geven de resulterende vergelijkingen voor het populatiemodel.
In Hoofdstuk 5 bespreken we de computationele resultaten voor de gestructureerde
populatiemodellen met interne celcyclus-structuur die ingevoerd werden in Hoofdstuk
4. We bespreken beknopt hoe we de corresponderende afbeelding hebben geı¨mple-
menteerd (meer details zijn te vinden in Hoofdstuk 6) en geven de eerste convergentie-
resultaten voor het NMM-, MM1- en MM2-model. Bij het NMM-model delen alle
cellen onmiddellijk na geboorte, wat niet realistisch is. Voor het MM1-model
vinden we voor de initie¨le parameterwaarden een niet-triviaal vast punt met 41
geboortecohorten. We bespreken dit vast punt in detail met onder andere een cohorte-
tot-cohorte-voorstelling die voor elk geboortecohorte aangeeft tot welke geboorte-
cohorten de dochtercellen van delende cellen die geboren werden in dit bepaald
cohorte bijdragen. Voor het MM2-model vinden we een soortgelijk niet-triviaal vast
punt. Voor de verdere berekeningen beperken we ons tot het MM1-model.
We bespreken de numerieke effecten die in rekening gebracht moeten worden bij het
berekenen van het vast punt door de map te itereren. We onderzoeken hoe het con-
vergentiegedrag verandert bij variatie van de parameter S0 (de nutrie¨ntconcentratie
in de voedingsfles van de chemostaat). Voor bepaalde S0-waarden bestaan naast
niet-triviale vaste punten tevens cykels van de afbeelding, beide stabiel in termen van
de afbeelding. Dit is mogelijks veroorzaakt door de combinatie van een subkritische
periodeverdubbelings-bifurcatie en een limietpunt-bifurcatie. We onderzoeken hoe
gevoelig het vast punt is voor perturbaties voor een parameterwaarde waarvoor ook
een stabiele cykel bestaat. We beschouwen een willekeurige verandering van de
massa van de geboortecohorten, een vaste verandering van de massa van de geboorte-
cohorten, het verdubbelen van het aantal geboortecohorten en een perturbatie van
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de nutrie¨ntconcentratie en het aantal cellen van het vast punt. Het geobserveerde
cyclische gedrag is voor enkele S0-waarden gebruikt om een “doordachte” gissing te
maken voor het vast punt. Dit geeft voor sommige waarden goede resultaten, maar
het werkt enkel als het aantrekkingsgebied van het vast punt groot genoeg is en de
waarden van de punten van de cykel redelijk symmetrisch rond het vast punt liggen.
We beschouwen drie verschillende vast-punt-continuatiemethoden voor vrije S0.
De eerste methode, die we de zero-order-predictiemethode noemen, is heel een-
voudig en gebruikt het vast punt van een vorige S0-waarde als predictie voor het
nieuwe vast punt. Bij de tweede methode is de predictie van het nieuwe vast punt
gebaseerd op de twee vorige vaste punten gebruik makend van lineaire extrapolatie,
wat we de chord-predictie noemen. Tenslotte gebruiken we een aangepaste versie
van de pseudo-arclength continuatie. De resulterende vast-punt-krommes worden
gegeven voor elke methode. De vaste punten van de niet-triviale vast-punt-kromme
hebben allemaal dezelfde 41 geboortecohorten, dezelfde nutrie¨ntconcentratie en
het totaal aantal geboren cellen stijgt lineair met stijgende S0. We verklaren dit
resultaat aan de hand van de evenwichtsvergelijkingen. Vervolgens bespreken we
de resultaten van deze drie continuatiemethoden toegepast op een vrije parameter
D. D stelt het verdunningstempo van de chemostaat voor en speelt een meer com-
plexe rol in het populatiemodel aangezien D zowel de nutrie¨ntconcentratie als het
sterftetempo van de cellen beı¨nvloedt. Dit resulteert in een meer complexe vorm
van de niet-triviale vast-punt-kromme. De continuatiemethode met chord-predictie
geeft de beste resultaten voor vrije D, wat wil zeggen dat we met deze methode
de vaste punten kunnen berekenen voor het grootste D-interval. We observeren
typisch gedrag voor een Neimark-Sacker-bifurcatie voor D = 0.0052 min−1. Verder
bespreken we welke D-waarde optimaal is om de opbrengst van de chemostaat
te maximaliseren en bestuderen we de niet-triviale vaste punten met heel weinig
cohorten voor kleine D-waarden. In de laatste secties beschouwen we twee aan-
passingen als veralgemeningen van het beschouwde populatiemodel. Eerst passen
we e´e´n van de celdelingscriteria voorgesteld door Tyson en Nova´k aan en bestuderen
het effect op het resulterende vast punt. We maken het onderscheid tussen het geval
waarbij de waarde van de kritische chemische concentratie bij deling vastgelegd is
bij de geboorte van de cel en het geval waarbij deze waarde pas tijdens de verdere
levensloop van de cel wordt vastgelegd. Voor beide gevallen beschouwen we een
voorbeeld. Tenslotte integreren we een uitgebreider model voor de celcyclus als
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interne structuur voor de cellen, namelijk het celcyclusmodel voor biergist van Tyson
en Nova´k. We bespreken de resulterende niet-triviale vaste punten en vergelijken de
vaste punten onderling voor enkele D-waarden.
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• Khoshsiar Ghaziani, R., Govaerts, W. and Sonck, C. [2011] “Codimension-
two bifurcations of fixed points in a class of discrete prey-predator systems,”
Discrete Dynamics in Nature and Society.
• Khoshsiar Ghaziani, R., Govaerts, W. and Sonck, C. [2012] “Resonance and
bifurcation in a discrete-time predator-prey system with Holling functional
response,” Nonlinear Analysis - Real World Applications 13(3), pp. 1451-
1465.
• Govaerts, W. & Sonck, C. [2014] “Computational study of a budding yeast
model of Tyson and Nova´k,” Mathematics and Computers in Simulation 96,
pp. 207-223.
To be submitted
The main results of Chapters 4 and 5 will be submitted soon.
Presentations at Conferences
The results of my research were presented at several national and international
conferences.
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• 9th AIMS Conference on Dynamical Systems, Differential Equations and
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Talk entitled: Numerical continuation of equilibria of cell population models
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