Prediction of factors affecting water resources systems is important for their design and operation. In hydrology, wavelet analysis (WA) is known as a new method for time series analysis. In this study, WA was combined with an artificial neural network (ANN) for prediction of precipitation at Varayeneh station, western Iran. The results obtained were compared with the adaptive neural fuzzy inference system (ANFIS) and ANN. Moreover, data on relative humidity and temperature were employed in addition to rainfall data to examine their influence on precipitation forecasting. Overall, this study concluded that the hybrid WANN model outperformed the other models in the estimation of maxima and minima, and is the best at forecasting precipitation. Furthermore, training and transfer functions are recommended for similar studies of precipitation forecasting.
Introduction
One of the ways of achieving sustainable development and eliminating the problems of water resources planning and management is the use and development of mathematical models of the hydrology of a basin. Many works have been carried out in the field of understanding and modelling of the processes associated with the hydrological cycle, which have led to the construction of various models for handling a wide range of water resources and environmental problems. According to the nonlinearity of the rainfall-runoff process that makes these phenomena random in terms of time and place, it is not easy to explain them with simple models. That is why, today, nonlinear networks are widely used as one of the intelligent systems to predict complex nonlinear phenomena. In the field of hydrology, one of the methods that has been considered in recent years is using wavelet analysis (WA) as a new method for signals and time series analysis. Among significant methods based on artificial intelligence (AI) are the adaptive neural fuzzy inference system (ANFIS) and artificial neural network (ANN). In recent years, the use of these methods in hydrological processes including precipitation and rainfall-runoff modelling has been considered by many researchers.
A hybrid wavelet-ANN (WANN) model was used by (Kişi 2008) for modelling and predicting the monthly flow of rivers located in the eastern Black Sea region, Turkey.
The results of this study demonstrated that the WANN model could increase the forecasting accuracy and perform better than the multilayer perceptron (MLP), multilinear regression) MLR(and autoregressive (AR) models. A hybrid WANN model was used by Nourani et al. (2009a) for the prediction of precipitation in the Ligvan Chai watershed (Tabriz, Iran) . Their results revealed that the proposed model could predict both short-and longterm precipitation events due to the use of multiscale time series as the ANN input layer. Application of ANN and ANFIS was employed for river flow prediction by Pramanik and Panda (2009) . Their results indicated that the flow was estimated better by ANFIS than by the ANN technique. Rainfall-runoff modelling of Susurluk catchment was performed by Dorum et al. (2010) using ANN and ANFIS, and the results revealed that ANFIS and ANN models have similar performance. Chua and Wong (2010) carried out rainfall-runoff modelling employing a WANN hybrid model, which revealed that the model in which precipitation and flow data were entered as an input performed better than that where only precipitation was used.
One method based on discrete wavelet transform (DWT) and ANN was presented by Adamowski and Sun (2010) to predict the flow of a seasonal river in a semi-arid watershed in Cyprus. The WANN model for flow prediction was more accurate than the ANN model. The results indicated that WANN models are promising new methods for predicting short-term flow in nonperennial rivers in semi-arid watersheds such as those found in Cyprus.
A combined wavelet transform (WT) and self-organizing map (SOM), referred to as WTSOM, was used by Hsu and Li (2010) for clustering spatial-temporal precipitation data for Taiwan. The flexibility of WT to obtain temporal information using various WFs enhanced the interpretability of the clustering results, while SOM provided objective clustering results in the spatial domain.
The application of hybrid models of wavelet-artificial intelligence was studied by Nourani et al. (2014) . Their results showed that the reason for the importance of the wavelet transform is the benefit and usefulness of multilateral resolution analysis, the removal of signal-related disorders and the powerful capability of artificial intelligence in optimization, versatility and estimation of processes.
Different models were compared by Shoaib et al. (2014) according to WANN for rainfall-runoff modelling. Their results indicated that the discrete wavelet transform multilayer perceptron neural network (DWTMLPNN) and the discrete wavelet transform radial basis function (DWTRBFNN) at the decomposition level of "9" with "Db8" mother wavelet (MW) gave the best performance. Furthermore, the results revealed that decomposition of rainfall signals led to an increase in the models' performance for rainfallrunoff modelling. Solgi et al. (2014a) carried out daily rainfall forecasting for Varayeneh station using WANN and compared it with that of ANFIS. The results revealed that WANN had better performance in the estimation of the daily precipitation. The performance of intelligent systems was evaluated in the prediction of the monthly precipitation by Solgi et al. (2014b) , employing ANN and ANFIS. The performance of the two models was similar, but, in terms of estimating maxima and minima, the ANFIS model performed better.
Due to the widespread use of ANN and the wavelet transform in various disciplines, especially sciences related to water resources, and based on the rare use of the wavelet transform in Iran, in this study, precipitation was forecast by a hybrid WANN model and then compared with ANFIS and ANN. It is suggested that in studies of precipitation forecasting, parameters of temperature and relative humidity should be used in addition to rainfall. Therefore, in this research, temperature and relative humidity data, in addition to rainfall data, were used to examine their influence on precipitation prediction.
Materials and methods

Study area
Varayeneh raingauge station is located in Nahavand, a city in western Iran, with geographical coordinates 48°2 4ʹ15″E; 34°04ʹ32″N (Figure 1 ). The station is located at 1795 m a.s.l., and has a long-term average annual precipitation of 521 mm. In this research, precipitation, temperature and relative humidity data covering a period of 32 years were collected and obtained from Varayeneh station (Table 1) .
Due to the fact that importing raw data reduces the accuracy and speed of the networks, a data normalization method was applied to prevent excessive shrinkage of the weights and avoid early saturation of the neurons. By the normalization method, each number is converted to a number between 0 and 1 to be applicable to the neural network functions (Riad et al. 2004) . Since many people have used different formulations for data normalization, these relationships were compared to each other to achieve the best formula and the best result and Equations (1) and (2) are those presented by (Fathi et al. 2009 ) and (Nourani and Komasi 2013) , respectively.
where x denotes data; x is the average of data; x max is the maximum value of the data; x min is the minimum value of the data; and y is standardized data. In this study, 75% of the data were used for training the model and 25% were considered for simulation.
Wavelet transform
Wavelet theory is a method in mathematics in which the basic idea was derived from Fourier theory, which was presented in the 19th century, but it has been widely applied in various sciences in the past decade. The wavelet analysis (WA) method developed by Grossmann and Morlet (1984) is an efficient mathematical transformation in the field of signal processing (Grossmann and Morlet 1984) . Wavelets are mathematical functions that present the time-scale shape of time series and their functions for the analysis of time series such as variables and nonconstants. Wavelet analysis offers long time intervals for information with low frequency and shorter time intervals for information with higher frequency. The WA is able to show different aspects of data, breakpoints and discontinuities that other methods of signal analysis may not be able to show. In Equation (3), C ψ is the wavelet function (WF) if and only if its Fourier transform ψ ω ð Þ satisfies the following conditions (Mallat 1998) :
This condition is known as an admissibility condition for the wavelet. Equation (3) can be considered equivalent to:
This function feature with zero average is not so limiting, and there are many other functions that can be considered accordingly as the MW function. The MW function used for the analysis includes translation and scale. The MW function resizes and replaces in analysed signals:
Finally, the wavelet coefficient T a; b ð Þ ð Þshould be calculable in every point of signal (b) and for every scale value (a) by Equation (6) (Mallat 1998) :
In Equation (6), a does the scaling and b does the transforming. For every value of T, different values of a and b were obtained. Whenever T has the highest positive value, the highest adjustment occurs. There is no adjustment for T = 0, and for negative values of T the adjustment is reversed or the biggest difference occurs. There are different types of WF and, depending on their application, their accuracy varies. One of the key points in choosing WFs is the natural occurrence and type of time series. Thus, patterns of WF functions that can geometrically adapt to a time series curve have better adaptation and the obtained results will be better. In this study, by reviewing the various MFs and according to the above points, the wavelet functions "Haar", "Sym3" and "Db4" were selected. The WFs used in this study are presented in Figure 2 .
Wavelet-artificial neural network (WANN)
When original time series signals are decomposed by WT and these sub-signals are inserted into the ANN as an input, a hybrid WANN model is formed. Figure 3 illustrates the schematic view of the WANN model with the three inputs that were applied in this research. As seen in Figure 3 , P is precipitation, T is temperature and N is relative humidity.
Artificial neural network (ANN)
Artificial neural networks are very large collections of parallel processors, referred to as neurons, which act in an integrated way to solve a problem and transfer information with electromagnetic connections (synapses). In these networks, if one of the cells is damaged, the remaining cells can compensate for its lack and participate in its reconstruction. The ANN is a data-processing system derived from the human brain. Large numbers of microprocessors, responsible for data processing, are interconnected as a network and have parallel behaviour to each other for solving a problem. In these networks, formed with the help of programming, the structure of the data, acting as neurons, is designed and is referred to as a node. After creating a network between the nodes and applying a learning algorithm, the network will be trained. In this memory or neural network, nodes have either active (1) or inactive (0) states.
Edges with positive weights result in stimulation or activation of the next inactive node, and deactivation or inhibition of the attached edges with negative weight (if it is active). A neuron is the smallest unit of an ANN that makes up its performance. The body of the each neural cell is composed of two parts. Figure 4 illustrates an overview of an ANN. The first part is called the hybrid function, and its task is to combine all inputs to produce a single number. The second part is the transmission function, which is called the stimulated function. When combined inputs reach a specific threshold, the neurons are generated for the output value for each input using the reaction function.
By compression between network output and the desired optimal value, the vector error is calculated and, using different algorithms, this vector is broadcast from the end to the start of the network, and in the next cycle the error is reduced. The neural network is composed of three layers: input, hidden and output. In this topology, the input layer receives information, a number of hidden layers give data from the previous layer and, finally, there is an output layer in which computation results and answers are placed.
Adaptive neural fuzzy inference system (ANFIS)
The fuzzy logic theory was proposed in 1965 by Professor Lotfi Asghar Zadeh, an Iranian scientist better known in academia as "Zadeh", and is widely used in many fields (Ross 1995) . This theory is a powerful and flexible tool for modelling the uncertainty and vagueness in the real world and is considered as a tool for expression of linguistic variables derived in the form of mathematical equations (Ross 1995) . Complexity and uncertainty in hydrological systems, lack of information in hydrological processes, and vague and noncommittal hydrological data result in the increased use of fuzzy theory in the field of hydrology and rainfall-runoff, which are the main hydrological processes (Ross 1995) .
Nevertheless, the main problem in fuzzy logic is that there is no kinematic approach for a fuzzy controller, but the neural network has the ability to learn from the environment, inputs and outputs, arrange their structure, and with a special approach adapt their interaction. For this purpose, Jang et al. (1997) proposed a neural network-adaptive fuzzy system that has the ability to combine these two methods. This method has been developed practically in an engineering field. Based on the fuzzy optimum theory, the new fuzzy neural networks have been introduced to predict runoff (Jang et al. 1997 ).
The ANFIS system uses learning algorithms of the neural network and fuzzy logic in order to create a nonlinear map between input and output design space. Also, regarding the ability of linguistic variables for combining in a fuzzy system having an ANN's ability to simulate hydrological phenomena, they are powerful tools to manage reservoirs and in the estimation of suspended sediment load (Nayak et al. 2004 , Kişi 2009 ).
The adaptive neuro-fuzzy model works on changes in the amount and scope of membership functions in different repetitions in order to reach a suitable network based on the minimum error. The Takagi-Sugeno inference method is used in the ANFIS model. The number and type of inputs and the membership functions are affected by the neuro-fuzzy model (Jang et al. 1997) . Figure 5 illustrates a schematic view of the ANFIS model.
Model evaluation criteria
The aim of model evaluation is to obtain the model error rate based on the input data for training and it is based on various error calculation criteria. In this study, the following criteria were used to evaluate the model:
Root mean square error (RMSE):
where P obs and P pre are the observed and simulated precipitation rates, respectively, and n is the total number of observations. Coefficient of determination R 2 ð Þ:
where P is the average observed precipitation. The coefficient of determination shows the degree of collinearity between the observed and simulated time series and has a range of 0.0-1.0. Higher values indicate a higher degree of collinearity.
Akaike information criterion (AIC):
where m is the number of input data, and Npar is the number of trained parameters. A lower AIC value means the model is considered to be closer to the truth (Nourani and Komasi 2013).
Results and discussion
According to Table 2 , the first normalization formula (no. 1) has lower simulation error and has a greater coefficient of determination for simulation; therefore Formula 1 was used for normalization in this study. Various training and transfer functions were studied for the hidden layer of the ANN using a trial-and-error approach; also, the number of neurons in the input layer was considered to be equal to the network's input parameters. The number of neurons in the middle layer is between 3 and 20, and the number of neurons in the output layer is considered to be 1. The structure and results of this study are shown in Table 3 , in which T (t), P(t) and N(t) are temperature, precipitation and monthly relative humidity, respectively, and T(t -1), P (t-1) and N(t -1) are the same variables with a time delay; P(t + 1) is the next month's precipitation. Different structures comparing various membership functions and various numbers of epochs were examined in the ANFIS. To find the best model, various structures were reviewed and are presented in Table 4 .
The hybrid WANN model first decomposes the signal of input parameters using a wavelet transform; then sub-signals are applied as inputs to the ANN. To perform this, the recommended degree of decomposition was calculated as (Nourani et al., 2009b) : where L is the proposed decomposition degree and N is the number of time series. In this study, values of N = 384 and L = 2 were determined and, to be more precise, decomposition degrees of 1-4 were examined. The number of neurons in the first layer depends on wavelet decomposition. The number of input neurons to the network is m(j + 1), where j is the wavelet decomposition degree and m is the number of input parameters. For instance, for j = 1, for the three input parameters in this study (precipitation, temperature and relative humidity), the number of input neurons is 6. The output layer also has a single neuron. The number of neurons in the middle layer varies and is obtained by trial and error; in this study, it was considered to be between 3 and 20 for the analysis to be carried out. In this case, modelling was carried out using different training functions and different transfer functions for different neurons of hidden layers. Another key point in network training is the number of iterations (forming an epoch). Determining the correct number of iterations in training is very important. In general, if the number of iterations in the training of the network increases, the network prediction error becomes smaller, but when the number of iterations exceeds a particular value, the error of the testing group data increases. Therefore, in order to obtain good efficiency of the model, the optimal value for the number of iterations for both training and testing stages should be determined. In this study, because of changes in the error of the network in the status of training and testing, the optimal number of iterations is obtained as 400. Figure 6 illustrates the main precipitation signal as an example of an input along with its decomposed subsignals. These sub-signals are used as inputs to the ANN. Various structures, with the results, are presented in Table 5 .
Finally, the performance of the hybrid model was compared with other models and the results are presented in Table 6 . Moreover, observed precipitation and precipitation predicted by the three models is shown in Figure 7 . According to predicted values (Fig. 7) , it can be concluded that the hybrid model is better than the other models. On the other words, the hybrid model provides better results than the other models in estimating minimum as well as maximum values.
If the R 2 coefficient is greater, the model performance is considered to be better. According to the results presented in Table 6 , the AIC and RMSE indices are smaller; therefore it can be concluded that the hybrid model is better. This superior performance of the hybrid model compared to the two other models can justify the use of wavelet transformation and preprocessing of the data before entering the ANN model. In addition, Figure 7 shows that the ANN has better performance than ANFIS for the estimation of the maximum points, but ANFIS has better performance for the prediction of the minimum points.
In this study, relative humidity and temperature were used in addition to rainfall and, in the best structures of the model, it was observed that relative humidity and temperature enhanced the modelling results. Therefore, in studies of precipitation forecasting, the parameters of temperature and relative humidity could be used in addition to rainfall. The results of this study are entirely consistent with the results of Nourani et al. (2009b) , who evaluated WA in the prediction of hydrological processes. Moreover, Hsu and Li (2010) concluded that the "Haar" wavelet has better performance in forecasting precipitation phenomena, and this study led to the same results, confirming the results of Hsu and Li (2010) .
Conclusions
In this research, a hybrid model of WANN was used to predict the precipitation for Varayeneh station, Iran. Thereafter, the results of this hybrid model were compared with ANN and ANFIS. The results show that signal decomposition by wavelet greatly increases the correlation between estimated and observed data, more so than other models, and prediction of the precipitation signal occurs with more accuracy. As was clearly seen from the detection of different structures in this study, it is concluded that the hybrid model of WANN is more accurate than the other models. This is because of separability of inputs. By examining different structures, this result also demonstrated that an increase in the number of neurons in the middle layer is not the reason for the better results for the model. Since, in all the best structures in this study, the number of neurons in the middle layer was less than 10, this means that the desired results can be expected using a smaller number of neurons. In other words, by detection of different structures, it can be concluded that the lower the number of neurons in the middle layer, the better the results.
Furthermore, by detection of training functions, it can be also concluded that the use of not all training functions is recommended, due to the large amount of time they require. Therefore, it is suggested to use the following training functions that have the better performance: Levenberg-Marquardt, BFGS Quasi-Newton and Bayesian regularization.
Generally, it can be concluded from this study that the hybrid model works well in the estimation of the maximum and minimum points. Moreover, by evaluating the Sym3 WF with decomposition degree of 2 and two intermediate layers, which was evaluated to have the best performance, it can be concluded that various middle layers should also be examined in the assessment of structures, and that considering only one middle layer is not sufficient. 
