Screening for tuberculosis in high-prevalence countries relies on sputum smear microscopy. We present a method for the automated identification of Mycobacterium tuberculosis in images of ZiehlNeelsen stained sputum smears obtained using a bright-field microscope. We use two stages of classification; the first implements a one-class pixel classifier, after which geometric transformation invariant features are extracted. The second stage employs one-class object classification. Different classifiers are compared; the sensitivity of all tested classifiers is above 90% for the identification of a single bacillus object using all extracted features. The mixture of Gaussians classifier performed well in both stages of classification. This method may be used as a step in the automation of tuberculosis screening, in order to reduce technician involvement in the process.
Background
Tuberculosis (TB) is caused by Mycobacterium tuberculosis, which enters the body through the lungs and which, expectorated in sputum, can be seen as clusters or individually in stained sputum smears under a microscope. Two staining methods are used: auramine, which requires fluorescence microscopy; and Ziehl-Neelsen (ZN), which requires bright-field microscopy.
The microscope is the cornerstone of TB screening in low-and middle-income countries (Steingart et al. 2006) , as it is a relatively cheap piece of equipment. Positive sputum smear detection using a microscope makes up the largest fraction of total TB detections (WHO 2007) . We concentrate on TB screening using a bright-field microscope, as this is the preferred method in developing countries, due to the low cost and ease of equipment maintenance compared to fluorescence microscopy; low-cost fluorescent microscopes have, however, recently become available (Hanscheid 2008) .
TB screening with a conventional microscope has variable sensitivity; values between 20% and 60% have been reported in some studies, while sensitivity above 80% has been reported in others (Steingart et al. 2006) . The WHO recommends that a slide be declared TB-negative if no bacilli are seen in 100 high-power microscope view fields (WHO 2003) ; a negative diagnosis, however, requires the examination of two or three negative smears. A technician normally examines between 30 and 40 smears in a day (Toman 2004 ) and may diagnose a positive slide as negative because of sparseness of bacilli, or because too few fields have been examined. In addition, the workload in high-prevalence countries leads to technician fatigue, diminishing the quality of microscopy (van Deun 2002) .
Automation of microscopy for TB screening aims to speed up the screening process, to improve its sensitivity and to reduce its reliance on technicians. Automated detection of bacilli in sputum smear images is a step in the automation of TB screening microscopy Pattern recognition techniques for the identification of TB were first proposed for auraminestained sputum smears (Veropoulos et al. 1999; Forero et al. 2006) . Veropoulos et al. (1999) filtered their captured images to detect object edges. Edge pixel linkage (Veropoulos et al. 1999 ) and morphological closing (Forero et al. 2006 ) have been applied to segmented objects to complete broken edge contours. Fourier descriptors have been used to describe segmented objects and sensitivity of 94.1% and specificity of 97.4% have been reported in the classification of objects using a feed-forward neural network with four hidden units (Veropoulos et al. 1999) . Forero et al., (2006) segmented their captured images using an edge detection algorithm; Hu's moments were used to describe segmented objects. A minimum error Bayesian classifier was employed to classify objects. The classifier was unsupervised; it had as input clustered data and a threshold was drawn below which objects were classified as nonbacilli. Sensitivity of 97.89% and specificity of 94.67% was achieved in the classification of images, using a fixed threshold. Santiago-Mozos et al. (2008) used pixel classification to find bacilli in images of auraminestained sputum; they described each pixel by a square patch of neighbouring pixels and used principal component analysis to reduce the number of features -pixels -for input to a support vector machine classifier. Sadaphal et al. (2008) demonstrated proof of principle that colourbased Bayesian segmentation may be employed to extract TB bacilli in ZN-stained sputum smears.
We introduce one-class classifiers for the detection of TB in ZN-stained sputum smear images, in which acid-fast bacilli are red against a blue background. Bacilli have a waxy coating which absorbs the red of the Ziehl-Neelsen carbol fuchsin; the background is stained blue by the methylene blue counter-stain. We formulate the detection of TB as a novelty detection problem, as bacilli have a distinctive colour and shape. Remnants of cells, bacilli destroyed by macrophages and food particles are outlier objects. Novelty detection is applied to cases where the class of objects that are not of interest -outliers -cannot be sufficiently modelled (Bishop 1994 ) and is applied here because it is difficult to make an accurate ontology of the debris that may be present in a captured sputum smear image. The objects in the images are identified using two stages of classification. The aim is to identify individual bacilli (target objects), which are rod-shaped with varying curvatures and length between 1 and 10 μm (Forero et al. 2006) , with their length in the focal plane of the image. The first stage uses colour information and pixel intensity values are used as features by classifiers. The second stage of classification uses shape information.
Methods

Image acquisition
A Nikon Microphot-FX microscope with a 100× oil objective, to which was attached a Kodak DC290zoom digital camera, was used for image acquisition. Pixel resolution was 720×480. Images were stored in JPEG file format, with 24 bits per pixel, in colour. The microscope was used without any filters; its halogen 12V, 100W lamp was set to 7-9V. Images were captured in a room with fluorescent lighting. Camera zoom was set at 65mm and exposure time at 0.1 seconds.
Nineteen ZN-stained sputum smear slides from 19 different subjects were prepared by the South African National Health Laboratory Services (NHLS) at Groote Schuur Hospital in Cape Town. All the slides were confirmed as smear positive by technicians at the NHLS. Between 20 and 100 images of different microscope fields were taken per slide. Among images that demonstrated adequate staining and the presence of bacilli, training and test sets were chosen randomly.
Pixel classifiers for object segmentation
The first stage of classification uses one-class pixel classifiers to identify candidate bacillus objects using colour information. Gaussian, mixture of Gaussians (MoG), and principal component analysis (PCA) classifiers are used. For the Gaussian classifier, the target class is modelled as a Gaussian distribution, and objects with features falling outside a threshold are labelled as outliers. The mixture of Gaussians classifier uses a number of Gaussians to create a more robust description of the target class (Bishop 1995) . The PCA one-class classifier allows a choice of the eigenvectors of the target data covariance matrix to be used in describing the target data; removing high variance eigenvectors usually improves performance for data with low dimensionalities (Tax & Muller, 2003) .
As pixel classification relies on pixel colour, the colour space used in classification may influence the accuracy of the results. The performance of the classifiers on different colour spaces was examined, so as to select the colour space that produced the best results.
Classifier training
Usually, the outliers of a one-class classifier cannot be sufficiently sampled, therefore their training involves setting a percentage error a classifier may make during training; the percentage error defines the number of target objects that may be misclassified as outlier objects. One-class classifiers form a closed decision boundary around the target data points. There is a trade-off between rejected target objects and accepted outliers. To compare performance of classifiers on a test set, the same allowable percentage of error is specified on the training target set for the different classifiers. The function derived using the set percentage of error on target objects is used to classify the test dataset.
Evaluation of stage one classifiers
Stage one of the bacillus identification method outputs image objects with the colour of TB bacilli. An evaluation procedure that uses a manually segmented reference image to provide true or false classification rates was used to assess stage one classifiers (Meurie et al. 2003) . The common and difference rates are found: the common rate is the number of pixels that are correctly classified; the difference rate is the number of pixels that belong to bacilli in the reference image that are not identified as the same class in the segmented image as well as pixels that belong to background in the reference image identified as object pixels in the segmented image. For each class, the common rate is averaged by the object pixels in the reference image to give the percentage of correctly classified pixels; the difference rate is averaged by the union of the reference image object pixels and the classified image object pixels to give the percentage of incorrectly classified pixels.
Stage two classification
Objects output by the first stage of identification are filtered based on their area; the threshold was set at a minimum of 50 pixels and a maximum of 400 pixels. The second stage of classification refines the results of the first stage by using shape information. In the second stage, the isolated candidate bacillus objects retained after filtering are the target class of the one-class classification; the rest of the objects picked up by stage one classifiers are outliers. Outliers are mainly composed of touching bacilli, remnants of cells or food particles. The classifiers in the two stages are all supervised learning algorithms.
The numbers of target and outlier objects extracted from the first stage of classification are used as priors in the second stage. All the stage one classifiers are used in the final stage classification. Additionally, the k-nearest neighbour (kNN) classifier is used (Duda et al. 2001) . MoG and Gaussian classifiers are density based; the kNN classifier describes the boundary of the target class and the PCA one-class classifier is a reconstruction classifier -it reconstructs object parameters using low variance eigenvectors (Tax & Muller 2003) .
Feature extraction
Features were extracted from the objects retained from stage one after filtering based on area, and the performance of classifiers was compared for different feature sets. The 2-dimensional coordinates of the boundary pixels of an object form a closed shape; if the second value of each of the K coordinates is made imaginary, the discrete Fourier transform of the coordinates s(k) is
The complex coefficients a(u), u = 0, 1, 2…K-1, are used as Fourier features (Gonzalex et al. 2004) . Fourier features can be made invariant to translation and rotation using the transform:
, where a x (u) and a y (u) are the real and imaginary parts of the coefficients or descriptors. Since Fourier features are translation and rotation invariant, they were compared to moment invariant features which are also geometric change invariant. The moment features are derived from the generalised colour moment (Mindru et al. 2004 ). The last feature set used in the comparisons consists of eccentricity, the ratio of the major and minor axes of an object, and compactness, which provides a measure of how closely the shape of the object approaches a circle and is the ratio of the perimeter and area of the object. Eccentricity and compactness are useful descriptors because of the long and thin rod-like shape of bacilli.
Linear Fisher mapping was applied to the set of all extracted features; it reduces the dimensionality of the feature space based on the optimisation of the between-class scatter matrix S b with respect to the within class scatter matrix S w (Franco et al. 2006): with respect to For each of the m classes, S i is the covariance matrix, P i is the prior probability, u i is the class mean and u o is the global mean vector.
The second stage dataset is normalised so that no feature dominates in the decision making, by subtracting the mean of each feature from each feature element, then dividing each feature element by the standard deviation of that feature.
Evaluation of stage two classifiers
Sensitivity and specificity of a classifier can be combined for a better picture of classifier performance by using receiver operating characteristics (ROC) (Gonzalex et al. 2004) . The ROC space is two dimensional, thus classifiers can be compared or evaluated by a point in the plane. The ROC curve (sensitivity against 1-specificity) is obtained by varying the classifier threshold between its extremes. Points on the curve closest to the upper left corner of the ROC space correspond to classifier parameters that yield good performance. The area under an ROC curve is a robust error measure for one-class classification (Metz 1978) .
Results
Stage one classification
The dataset of images used to train pixel classifiers was derived from nine subjects and was composed of 28 images, from which pixels of bacilli in the focal plane were labelled manually as target objects. A subset of background pixels was labelled as outliers. The objects of the training dataset had three features -the pixel values of the three channels of a colour space. The dataset contained 40666 objects, of which 20637 were bacillus objects.
The classifiers were assessed using a dataset of 20 images from different subjects. Each image had a manually segmented version used to calculate the ratios of correctly and incorrectly classified pixels. Table 1 shows these ratios, which were used to rank pixel classifiers in order of segmentation accuracy, and investigate which colour space is best suited for the pixel classifier segmentation method.
The RGB colour space had the best performance across different classifiers. For all classifiers, it had the lowest percentage of incorrectly classified pixels. The mixture of Gaussians classifier performed best. Figure 1 shows an example of the results produced by the first stage of classification.
Stage two classification
The classification accuracy of the k-nearest neighbour classifier was used to determine the number of Fourier coefficients to use -14. Moment invariants, eccentricity and compactness were also used to describe objects. The training dataset consisted of 4376 objects from nine subjects; 2728 objects were labelled as target objects and 1648 were labelled outliers. All classifiers were tested using a dataset from eight subjects with 1064 objects labelled as target objects and 1157 objects labelled as outliers. Figure 2 shows example outlier objects; some of these are clumps of touching bacilli, which have lost the characteristic shape exploited during classification. Table 2 shows the performance of different classifiers on different features, all evaluated at their best operating point. The area under an ROC for these classifiers is shown in Table 3 . Tables 4 and 5 show the performance of classifiers on the full set of extracted features and on the linear Fisher mapped feature set.
Discussion
The aim of our study was to detect TB bacilli in ZN-stained sputum smears, using an algorithm comprising segmentation of candidate bacillus objects and classification of segmented objects. We use one-class classification for both stages.
A two-class classifier learns the two classes; for example, Veropoulos et al. (1999) used artificial neural networks, and Santiago-Mozos et al. (2008) used support vector machines, which draw a hyperplane to separate bacillus and non-bacillus objects. One-class classifiers only learn the class of interest, drawing a closed boundary around it, and hence are less prone to effects of outliers than are two-class classifiers. However, two-class classifiers can have higher accuracy than one-class classifiers for a well-sampled problem, because one-class classifiers are designed to misclassify a certain percentage of target objects in order to have high specificity. For ZN-stained sputum smears, the red rod-like bacilli are easy to learn compared to non-bacillus objects. Non-bacillus objects are mostly touching bacilli, and outof-focus objects that have lost the hue of the colour red. Sadaphal et al. (2008) segmented ZN-stained sputum smear images, but did not provide quantitative results. They extracted two shape descriptors from the objects, axis ratio and eccentricity, and thresholded them to find a range for TB bacilli. For segmentation, we use a similar procedure for training the pixel classifier; the RGB values of pixels are used as objects. But for the last stage of identification we train object classifiers as opposed to thresholding object features to find the range for bacillus objects. Santiago-Mozos et al. (2008) classified patches of pixels in auramine images as to whether or not they contained bacilli; they performed sequential tests on detected patches until set false alarm and detection probabilities were met.
The mixture of Gaussians performed best in the first stage of classification. It showed the lowest ratio of incorrectly classified pixels, which translates into few outlier pixels classified as bacilli. It picked up most of the bacilli with their length in the focal plane of an image; the relatively low percentage of correctly classified pixels -88.93% -was mainly due to inaccuracy in detecting object outlines. The mixture of Gaussians is a density based classifier. The dataset had three features; therefore density estimation was less complicated due to low dimensionality.
Crystallized red stain deposits, possibly due to the delay in washing off the Ziehl-Neelsen carbol fuchsin with the acid alcohol used to decolorize the slide, were a source of segmentation error. Figure 2 (b) shows red stains that were picked up by the first stage of identification. Focus of the microscope also negatively affected the first stage of identification; Figure 3 shows that the method had difficulty picking up out-of-focus bacilli.
The Gaussian and mixture of Gaussians classifiers performed best in the second stage of classification, using all features. While using eccentricity and compactness alone provided high sensitivity for all classifiers (Table 2 ), the addition of Fourier features and moments increased the specificity of classification for the Gaussian and mixture of Gaussian classifiers. Since individually the moment features had worse specificity than Fourier features, the improvement can be attributed to Fourier features. The PCA classifier performed poorly on the linear Fisher mapped test set because it requires variance of features, which is removed by Fisher mapping. Fisher mapping improved specificity but reduced sensitivity for the other classifiers.
Pixel classifiers resulted in fewer outlier objects than would have been produced by conventional low-level image processing techniques. Thus the number of target and outlier objects extracted from the first stage of classification could be used as priors in the second stage; objects presented to the classifiers for the final identification step were more likely to be target than outlier objects. Images containing much debris or which were poorly stained were likely to produce more outlier objects than target objects, but such images were not used for either training or testing classifiers.
Further work may be done to probe the performance of classifiers on different settings on the ROC curve. The classifier results presented were calculated on the point on the ROC curve established by cross-validation. Classifiers could be tested on a point on the ROC curve with higher sensitivity and lower specificity, by changing the threshold on the posterior probabilities returned by object classifiers, to maximise detection of positive cases. Subsequent steps in the screening process may be used to detect the false positives.
The sensitivities and specificities we have obtained for one-class classifiers with images from bright-field microscopy are lower than those reported for fluorescence microscopy (Veropoulos et al. 1999) . This is consistent with manual screening, which performs more poorly on ZN-stained sputum: a systematic review by Steingart et al. (2006) revealed that fluorescence microscopy is on average 10% more sensitive than bright-field microscopy in detecting TB in sputum smears.
Misclassification of individual bacilli in a sample or slide with a high bacillus count will have little influence on a final diagnosis based on a threshold number of individual bacilli in the entire sample. Thus correct classification of every bacillus in a slide is not required for an automated system to be useful. Forero et al. (2006) obtained sensitivity and specificity of 97.89% and 94.67%, respectively, when classifying images or fields of auramine-stained sputum using a pattern recognition algorithm; they found sensitivity and specificity of 100% when detecting a minimum of two or three bacilli in an entire slide, using the same algorithm. Realistic assessment of the diagnostic utility of an automated system by comparing it with manual microscopy, requires the use of a slide or sample as the unit of analysis. Such a comparison can only be made after development of a fully automated slide analysis system, incorporating automatic focusing, stage movement, image capture and image analysis, all under computer control.
Conclusions
We have shown that one-class classifiers are able to detect bacilli in sputum smear images with high accuracy; the classifiers exploit the colour and shape features of bacilli, and noveltydetection confers flexibility in dealing with non-bacillus pixels and objects. The methods presented may be useful in improving the sensitivity of conventional microscopy for TB screening: screening is normally done on a population containing more negative than positive cases (WHO 2007); a technician would therefore have to examine a large number of additional fields to improve the detection of TB cases by a small fraction, risking fatigue and lowering the rate of processing of samples. However, a computer is able to process a large number of microscope view fields without these limitations. Table 3 Evaluation of classifiers on different feature sets using the area under the ROC curve 
