













This thesis has been submitted in fulfilment of the requirements for a postgraduate degree 
(e.g. PhD, MPhil, DClinPsychol) at the University of Edinburgh. Please note the following 
terms and conditions of use: 
 
This work is protected by copyright and other intellectual property rights, which are 
retained by the thesis author, unless otherwise stated. 
A copy can be downloaded for personal non-commercial research or study, without 
prior permission or charge. 
This thesis cannot be reproduced or quoted extensively from without first obtaining 
permission in writing from the author. 
The content must not be changed in any way or sold commercially in any format or 
medium without the formal permission of the author. 
When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given. 
 
Quantitative Fluorescence Microscopy
Methods for Studying Transcription
with application to the yeast GAL1 promoter
Elco Bakker
A thesis submitted in fulfilment of the requirements





quantitative fluorescence microscopy methods for






I declare that this thesis was composed by myself and that the work contained
therein is my own, except where explicitly stated otherwise. The work has not
been submitted for any other degree or professional qualification.
Chapter 3 was collaborative work undertaken by various lab members, and in
particular M Crane, who wrote the original programmatic structure, the algo-
rithm for cell centre identification by support vector machine and for tracking. I
have attempted to assign credit clearly throughout the chapter.
Chapter 5 was jointly undertaken with Lucia Bandiera, a visiting student from the
University of Bologna. Though I envisioned and guided the project, experiments





The advent and establishment of systems biology has cemented the idea that real
understanding of biological systems requires quantitative models, that can be in-
tegrated to provide a complete description of the cell and its complexities. At the
same time, synthetic biology attempts to leverage such quantitative models to
efficiently engineer novel, predictable behaviour in biological systems. Together,
these advances indicate that the future understanding and application of biology
will require the ability to create, parameterise and discriminate between quanti-
tative models of cellular processes in a rigorous and statistically sound manner.
In this thesis we take the regulation of GAL1 expression in Saccharomyces cere-
visiae as a test case and look at all aspects of this process: from reporter selection
to data acquisition and statistical analysis.
In chapter B we will discuss optimal fluorescent reporter selection and construc-
tion for investigating transcriptional dynamics, as well as procedures for quanti-
fying and correcting the various sources of error in our microscope system.
In chapter 3 we will describe software developed to analyse fluorescent microscopy
images and convert them to gene expression data. A number of iterations of the
software are tested against manually curated data sets, and the measurement
error produced by its imperfections is quantified and discussed.
In chapter 4 a method, based on fluctuations in photobleaching, is developed for
quantifying both measurement error and the relationship between protein con-
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centration and measured fluorescence. The method is refined and its efficacy
discussed.
In the last section I make a preliminary application of these methods to inves-
tigating the regulatory effect of the GAL10 -lncRNA. Interesting phenomena are
observed and further investigated using two new strains: genetic variants express-
ing a fluorescent reporter from the GAL1 promoter, one harbouring a wild type
GAL1 promoter and one in which the binding site for the Gal10 noncoding RNA
has been removed. The methods developed throughout the thesis are applied and
the data analysed. A heterogeneous response, distinguishable between the two
strains, is observed and related to cell-to-cell variations in growth rate.
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Lay Summary
It is clear to anyone inhabiting this world that living organisms are capable of
producing diverse behaviours and complex structures ranging from the micro-
scopic to the macroscopic; that they are adaptive, self replicating, and far more
sophisticated that any technology we produce. That you are reading and com-
prehending this document, while the computer in front of you can only display
it, must be evidence of that. It is also part of the common conciousness that this
complexity and sophistication is somehow encoded in an organisms DNA, but
our knowledge of the mechanisms by which DNA determines the structure and
behaviour of living things is still far from complete.
What is known is that certain DNA sequences encode proteins, that molecular
machinery ‘reads’ this sequence to synthesises or ‘express’ the protein, and that
the proteins present in a cell largely determine its behaviour. As an example, in
multicellular organisms like mammals it is the expression of a particular collec-
tion of proteins over the cells lifetime that determine its cell type - turning one
cell into a muscle fibre and another into a neuron - even though they both share
the same DNA. Clearly the control of protein expression is immensely important,
and it is thought that much of the DNA that doesn’t encode proteins is devoted
to this process of gene regulation.
Gene regulation has been studied for over 60 years, which has revealed it to be a
dauntingly complex process involving many different reactions between a panoply
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of cellular constituents. Further, it has been found that even between genetically
identical cells exposed to the same conditions the protein expression can vary
dramatically: a consequence of the small size of cells and the inherently ran-
dom nature of chemical reactions, which becomes apparent when small numbers
of molecules are involved. These two properties - complexity and randomness -
make it difficult to understand the behaviour of biological systems even if the
underlying rules that govern the system are understood. An analogy could be
drawn with a radio. If you were to open one, identify the components and look
up their function, you might still find it very hard to understand or predict its
behaviour - and that is a completely predictable system designed by another hu-
man being. No conciousness has every had to understand the workings of a cell.
In contrast to human inventions its evolution has been guided only by chance and
function, not by any need for comprehensibility, and as such its complexity can
far exceed those of human inventions.
Faced with such a problem the only way to proceed is to attempt to develop
rigorous mathematical descriptions of the component parts, and combine them
into a model of the cell that can explain and predict behaviour in a way that is
not possible by simple inspection. As part of this effort, we have in this thesis
developed experimental tools that allow us to construct and test such mathemat-
ical descriptions.
We focus on the bakers yeast Saccharomyces cerevisiae . Though this may seem
an irrelevant subject, it shares many proteins and regulation mechanisms with
humans and as a ‘simple case’ of a biological system has provided many insights
applicable across the species. In collaboration with other members of our re-
search group, we have developed computational methods to automate acquisition
of protein expression data from thousands of individual yeast cells simultaneously
observed over their entire lifetimes. Not only that, we can also extract secondary
information such as their size, shape and the cellular division events: enriching
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our data with contextual information. This capacity provides a means to under-
stand the regulation of protein expression in incredible detail.
We apply these tools to a system regulated by a long non-coding RNA - a subtle
and ubiquitous regulatory element - and find that we can reveal new insights into
the variation in gene expression between cells and the connections between gene
regulation and cellular behaviour. Beyond this, we make a first foray into the dif-
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Transcriptional regulation, the process by which a cell controls the amount of a
particular mRNA that is transcribed, has been studied for over fifty years and
is important to many areas of medicine and biology. Transcription misregulation
can cause a wide range of diseases and disorders, and in development cell fate is
largely determined by the transcriptional program in the cell. In the nascent field
of synthetic biology transcriptional regulation has a foremost role, underpinning
many of the genetic circuits constructed.
I will begin with a short summary of the general picture of transcriptional con-
trol in Saccharomyces cerevisiae ; for more information please see recent reviews
[70, 143]. We will confine the discussion to genes transcribed by RNA polymerase
II (Pol II), since these are the ones we will investigate in this research project.
1
1.1 Transcriptional Regulation in Saccharomyces
cerevisiae
Transcription initiation in yeast is a complex process involving a large number
of cellular species. It is largely controlled by a regulatory region 5’ of the open
reading frame which is divided into the promoter, which often contains a TATA
box, and upstream activation sequences (UASs).
Before transcription can begin a preinitiation complex (PIC), consisting of a
number of general transcription factors (proteins and protein complexes that are
necessary for transcription), must form at the gene promoter. Preinitiation com-
plex formation is followed by the binding of RNA polymerase II (Pol II) and other
general transcription factors. Pol II then undergoes a number of conformational
changes which cause it to begin elongation. At this point transcription initiation
has been completed.
Transcription initiation will not generally occur autonomously but requires cer-
tain co-activators, making these co-activators a common end point for transcrip-
tional control mechanisms. The two most important co-activators for preiniti-
ation complex formation are TFIID and SAGA. Though both these complexes
have the general transcription factor TBP (TATA Binding Protein) as a subunit,
they control distinct sets of genes. Genes controlled by TFIID are generally la-
belled ‘growth genes’: they are fairly constitutive in their expression, have no
TATA box in their promoter and are relatively noiseless. Genes controlled by
SAGA are labelled ‘stress genes’: they display large changes in expression in re-
sponse to extra cellular conditions, have a TATA box in their promoter and are
more noisy [7]. Approximately 90% of Pol II transcribed genes are growth genes,
with stress genes making up the other 10%. The third important co-activator is
mediator. This complex binds Pol II, providing an intermediary by which Pol II
can be recruited, and also stabilises the PIC.
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The proteins that control the rate of transcription of particular genes are called
transcription factors, and in yeast the majority work by recruitment: the sim-
ple process of localising some appropriate species to the promoter of the gene
in question. In the case of transcriptional activators it is usually either one of
the co-activators mentioned above or a chromatin modifying enzyme (see dis-
cussion below) that is recruited. Transcriptional repressors will generally recruit
complexes that maintain chromatin in a repressive state. The activity of these
transcription factors is often controlled by their concentration, but can also be
controlled by nuclear localisation or by modifications, such as phosphorylation,
which activate or de-activate the transcription factor.
1.1.1 The role of Chromatin in Regulation
As will already be clear, chromatin is an important component of transcription
regulation in yeast. The majority of chromatin based transcriptional control
seems to work by gross occlusion: DNA wrapped around a nucleosome is in-
accessible to Pol II and the general transcription factors, and is therefore not
transcribed. For this reason the position of nucleosomes on the DNA is carefully
controlled. Here again we see a difference between growth and stress genes. While
growth genes maintain a nucleosome free region around their promoters, stress
genes display a high density of nucleosomes over theirs. Transcription of stress
genes therefore requires the eviction of nucleosomes from the promoter, which
may contribute to their noisy expression[144]. Eviction is usually effected by the
recruitment of chromatin remodelling factors. Important examples are Swi/Snf,
Chromatin Remodelling Complex (RSC) and Isw1,2. Of these RSC is the most
significant, regulating hundreds of genes and maintaining the nucleosome free re-
gion of many growth genes, while Swi/Snf regulates a smaller set of stress genes
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and mostly in conjunction with other regulators such as SAGA. isw1/2 mutants
shower milder phenotypes than either of the other chromatin remodelling factors,
but Isw1/2 have the interesting property of sliding nucleosome laterally rather
than evicting them, and are shown to have detectable effects on the chromatin of
approximately 400 genes [190].
Chromatin structure is important for transcription initiation, but transcription
also affects this structure. High rates of transcription increase the size of the nu-
cleosome free region over the promoter and cause denser nucleosome occupancy
in coding regions, and very high rates of transcription actually cause sparser oc-
cupancy of the coding region. Much of these changes have been attributed to the
effects of Pol II transit and in vitro studies have shown that Pol II leaves behind
a trail of ‘damaged’ nucleosomes (nucleosome missing some of their components)
which are easily removed if the gene is transcribed again.
Histones removal by any of these processes requires histone chaperones: com-
plexes that bind free histones and escort them to and from the DNA. These
species are therefore important in the processes described above and have been
implicated in the timing of gene activation as well as the maintenance of silenced
regions of DNA.
Another aspect of chromatin mediated gene regulation is chromatin modification.
Though the core of the histone is fairly inaccessible each histone has an accessible
tail which can be modified to affect the histone’s behaviour. Although there are
a broad range of modifications that can be made, which have diverse effects on
transcription, it is broadly the case that acetylation by histone acetyltranferases
(HATs) make a region more competent for transcription, whereas histone deacety-
lases (HDACs) cause the DNA to be less accessible and therefore repressed. A
number of HAT containing complexes, such as SAGA and NuA4, are important
for transcriptional control and also elongation, probably via regulation of RSC
complex activity. Histone modification is also affected by transcription, and this
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effect is used as a transcriptional control method in cases like GAL1-10. Here,
the transcription of a non-coding RNA that traverses the GAL1-10 gene cluster
causes deacetylation of the coding region, repressing transcription of the genes
[84].
With contributions from so many interconnected processes it seems unlikely that
human inspection alone will avail in providing a satisfactory description of tran-
scriptional regulation. Even if it did, the result could only provide limited assis-
tance in the design of synthetic circuits and could not be integrated into larger,
systems level, models of cells and cellular processes. For these purposes, and for
a complete understanding of transcriptional regulation, a more rigorous quantita-
tive approach will be necessary. This consists at its most basic of constructing a
model capable of quantitative predictions and comparing these predictions with
data: phenomenological or quantitative. We will now undertake a brief descrip-
tion of the type of models we will be interested in for describing transcriptional
control before reviewing efforts to apply such models to biological systems and in
particular eukaryotes.
1.2 Modelling Transcription
The models we are interested in are those based on the chemical master equa-
tion. Although more involved models of transcription, such as those based on
molecular simulations [170], have been undertaken these are better suited to un-
derstanding the conformation of proteins and complexes during DNA binding and
transcription than understanding the cell level process of transcriptional control.
The chemical master equation is a high level description of transcription in which
the species of interest are assumed to be well mixed within the cell, or at least
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within each subcellular compartment. The promoter is described as being in one
of a number of discrete states, each with its own transcription rate. Transcrip-
tion events are uncorrelated given a particular state of the promoter and, like
all reactions in a chemical master equation description, are assumed to happen
instantaneously. If there is only one state of the promoter then the transcription
rate is constant and, provided the decay rate of the mRNA is also constant and
first order, the mRNA content of individual cells will be described by a Pois-
son distribution. If there are numerous states of the promoter than there is the
possibility of transcriptional regulation. If, for example, a possible state of the
promoter is one with a transcription factor bound then the concentration of this
transcription factor will determine the proportion of time the promoter spends
in the ‘active’ transcription factor bound state. We will in general refer to these
models - master equation descriptions of transcription in which the promoter can
be in one of a discrete set of states with differing transcription rates - as promoter
state models. The chemical master equation can easily accommodate translation,
interactions of proteins, and networks of genes, though the increased complexity
makes simulation and inference time consuming: often prohibitively so. This can
to some degree be overcome by applying various analytical approximations avail-
able for the master equation [193], but these are in general only accurate when
the number of molecules involved is large or reactions can be clearly partitioned
by time scale. Even in these cases the approximations can produce inaccurate or
misleading results, especially if the system considered has feedbacks [152].
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Figure 1.1: Landmark papers from the inception of quantitative, stochastic anal-
ysis of gene regulation. Panel A shows the relationship between translational
efficiency and phenotypic noise strength measured by Ozbudak et al. [131]. This
was one of the results which established that gene expression could be under-
stood in terms of the simple, master equation models described. Panels B and C
show images from Elowitz et al. [46] (E. coli ) and Raser and O’Shea [144] (Sac-
charomyces cerevisiae ) respectively. Both are overlay images from two colour
experiments; the difference in colour reflect intrinsic noise, while the difference in
brightness is indicative of extrinsic noise. All are reproduced with permission.
1.3 Applications of Models of Transcription to
Biological Data
1.3.1 Analysis of Population Variation
Over the last fifteen years models of the sort described have been applied to di-
verse systems and data types, particularly at the single cell level where stochastic
variation between cells makes intuition even more difficult. Some of the earliest
work was by Ozbudak et al. [131], in which they use flow cytometry analysis of
Bacillus subtillis to show that the degree of cell to cell variation varies across
genes and depends on the biochemical parameters of those genes. This was im-
portant in establishing that the type of model described above could be applied
to transcription at all, and that the variation they predicted was not in general
dominated by other cellular processes. In the same year Elowitz et al. [46] used
an innovative two colour method in E. coli to distinguish intrinsic variation, the
variation between cells and over time due to the stochastic nature of the mod-
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els described above, and extrinsic noise, the variation between cells that remains
after this intrinsic variation has been accounted for. This work showed that, espe-
cially in the high expression regime, extrinsic noise was dominant. This somewhat
contradicts the work of Ozbudak et al. [131], in that it shows that a significant
component of cell behaviour cannot be explained by the simple promoter state
models of the type described above. Later work in yeast by Raser and O’Shea
[144] showed that extrinsic noise could also dominate in eukaryotes. Focusing on
the intrinsic noise the authors were able to discriminate between different two
state promoter models for gene regulation and to some degree corroborate these
findings with studies of mutated promoters. These papers typify the paradigm
for the quantitative study of single cell data: cell to cell variation could be par-
titioned into intrinsic and extrinsic components, ‘two colour’ experiments could
distinguish between these two sources and intrinsic noise could provide quanti-
tative information about the underlying system not accessible by measurements
of the population average alone. Figures from these landmark papers are repro-
duced in figure 1.1.
Over the next ten years numerous papers used fluorescent reporters to measure
intrinsic variability and infer models of biological systems. Large scale studies of
the cell to cell variation of many proteins indicated that genes were expressed in
infrequent transcriptional bursts, and that the degree of variation was dependent
on the controlling transcription factor [126]. Careful analysis of flow cytometry
data was used to parameterise quantitative models of operons in E. coli [123]
and promoters in yeast [25, 128] and mammalian cells [158]. Later, quantitative
noise analysis of yeast histone deacetylase (HDAC) heterozygotes [189] and yeast
cells harbouring mutated promoters [83] contributed to understanding the genetic
and biochemical underpinnings of promoter state models. Broadly, the presence
and condition of the TATA box was determining of the transcription rate from
a permissive state [83], while different HDAC operated in different ways: some
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modulating transcription rate from the permissive state and some regulating its
duration [189].
In the same period mRNA visualisation in single cells by fluorescence in situ
hybridisation (FISH) was used to measure the distribution of mRNAs in a popu-
lation. This work [142] showed that in mammalian cells genes were also expressed
in transcriptional bursts, indicative of multistate promoter models. Bursts were
correlated for genes close to each other on the genome, a result also observed us-
ing fluorescent proteins in yeast [8]. Quantitative analysis of FISH data showed
that one and two state promoter models were appropriate for different genes,
depending on the transcription factors which regulate them [196]. Later experi-
ments in which two species of mRNA could be observed simultaneously showed
that, while there was some extrinsic influence producing global correlations in
mRNA expression [54], mRNA variation was dominated by intrinsic noise [81].
Like protein noise data, mRNA distributions obtained by FISH were used to in-
fer models of gene expression, and to draw connections between the parameters
and processes in these models and the biochemical knowledge available about the
underlying regulation [125, 162].
Another type of experimental data analysed using a multistate description was
nucleosome occupancy. Nucleosomes had quickly emerged as a possible mecha-
nism for generating the multiple cis acting promoter states seen in population
variation data [144], and observation and perturbation of nucleosomes provided
an opportunity to confirm the biochemical nature of these putative states. Work
by Brown and Boeger [20] confirmed that even closely positioned promoters had
intrinsic fluctuations in their nucleosome occupancy state, and that these intrin-
sic fluctuations occurred even without transcription. In the same year Small
et al. [161] showed that cells sorted into expressing and non expressing popula-
tions also showed distinct nucleosome configurations in their promoter regions,
with expressing cells having a large nucleosome free region in their promoter.
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In particularly interesting work the year before, Brown et al. [21] used electron
microscopy to measure the population distribution of different nucleosome states
in the PHO5 promoter. By comparing the occupation probabilities with FISH
estimates of the proportion of transcriptionally active cells, they attempted to
partition nucleosome states as transcriptionally active or inactive and provide a
biologically reasonable interpretation.
While this is an extremely impressive effort to give a biochemical interpretation to
the abstract concept of promoter state, it can not be taken as a general conclusion
that promoter states are related to nucleosome occupancy. Despite the absence of
nucleosomes, bacteria also display distinct transcriptional states [62, 162], which
recent work ascribes to DNA supercoiling [31], and the general cause of distinct
promoter states is still unknown [76].
1.3.2 The Source and Nature of Extrinsic Noise
There has also been great interest in the biological source and implications of
extrinsic noise. Work by Rosenfeld et al. [148] in E. coli showed that extrinsic
variations in the gene regulation function (the putative function relating tran-
scription rate and transcription factor concentration) had autocorrelation times
of around a cell cycle, and thereby implicated stable cellular constituents as con-
tributors to extrinsic noise. By labelling genes in the same pathway in yeast with
distinguishable fluorescent proteins, Colman-Lerner et al. [35] were able to show
that both variations in upstream regulators and in cell cycle stage contributed
to extrinsic noise; conclusions that were later found to be true on a larger scale
[167, 180]. Detailed time series analysis of yeast cells harbouring both a fluo-
rescent cell cycle reporter and distinguishable alleles of the same gene showed
an increased coordinated transcription at S/G2 phase [199]. Work in E. coli
indicated a role for global physiological state [13], while recent experiments in
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mammalian cells points to some global control to maintain transcript concen-
tration at a fixed level [97, 132]. Being global effects, these can all contribute
to extrinsic variability depending on the system observed and the experimental
methodology employed.
To summarise, the body of work described shows that a great deal has been
learnt from the quantitative study of gene expression and variation in single cells.
Simple multi-state promoter models are often effective at describing experimental
data, with the single state and two state models being appropriate for constitu-
tive and regulated genes respectively. Single cell data of fluorescence and mRNA
can be used to infer parameters of such models, and often indicate that transcrip-
tion factors control the transition rate between transcribing and non transcribing
states, leading to ‘bursty’ mRNA expression. In many experiments the biochem-
ical nature of these promoter states seems to be related to promoter nucleosome
structure, but this is not universally the case. While these simple models can
explain much of the single cell protein data there is also a significant contribu-
tion from extrinsic factors such as cell cycle stage, upstream transcription factor
concentration and global physiological state [95, 122, 141].
1.3.3 Single Cell Time Series Data
While the work above is impressive, it largely relies on measurements of popula-
tion distributions rather than single cells over time. Even when the population
distribution is evolving in time, these measurement are limited in their ability to
discriminate between models of gene expression and to understand the temporal
evolution of extrinsic noise. Single cell time series is richer [109], and has been
11
used to address some of these questions over the last ten years. Early time se-
ries analysis from Rosenfeld et al. [148] in 2005 showed that extrinsic variation
between cells had an autocorrelation time of around a cell division. Work from
the same year by Golding et al. [62] used time series data of mRNA content of
single E. coli cells to provide extremely strong evidence for a two state model of
gene expression.
In 2011, two papers [74, 172] used detailed statistical analysis of fluorescence time
series from mammalian cells to show that a two state model of gene expression
was not consistent with their data, and that a third - refractive - state was re-
quired. Use of two distinguishable reporters in Harper et al. [74] showed that these
states were intrinsic to the gene, and perturbations with Trichostatin A (TSA,
a histone deacetylase inhibitor) in both papers indicated a role for nucleosomes
in the establishment of these distinct promoter states. Later work by Molina
et al. [120] on experimentally stimulated mammalian cells showed that analysis
based on the two state model could still be informative, even in cases where the
two state model is not applicable, and applied such an analysis to reveal detailed
quantitative information about the temporal transcriptional response of cells to
naturally occurring stimuli. Though difficult to generalise, this is an important
observation, since we know from our detailed biochemical knowledge that the two
state model of transcription is a simplified description. Work from the same year
by Finkenstädt et al. [51], on cells challenged by translation and transcription
inhibiting drugs, showed how analysis of dynamical observations from single cells
could be used to infer parameters on a cell by cell basis. Providing a measure-
ment, albeit indirect, of the extrinsic variability in model parameters across a
population of cells.
The work described illustrates the understanding that can be obtained from single
cell time series data. As shown by Molina et al. [120] and Finkenstädt et al. [51],
this is particularly true when the cellular conditions can be changed. n this vein,
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Figure 1.2: Results and microfluidic device from Hersen et al. [79]. Panel A shows
the structure of the microfluidic device. A ‘y-channel’ accommodates the cells and
allows the rapid switching between high and low osmolarity media; this is shown
by the media profiles in Panels B and C. panel D shows the novel phenotype
investigated: bandwidth. The x axis shows the switching frequency of the media,
while the y axis shows the fluctuations in nuclear localisation of Hog1p. This
phenotype, only accessible via microfluidics and microscopy, provides new insights
into the behaviour and network properties of the well studied HOG pathway.
Reproduced with permission from Hersen et al. [79].
we will next discuss microfluidics, a technology that facilitates far more complex
dynamic environments.
1.4 Microfluidics and Dynamic Environments
Microfluidic devices, and PDMS microfluidic devices in particular [115] , provide
a cost effective way to image cells while subjecting them to dynamic media condi-
tions that are still more controlled than those in batch culture [47]. These devices
generally use a shaped PDMS structure to hold cells against the surface of a cover
slip, either by vertical restriction [10, 103] or by traps or jails [9, 39, 150]. Use
of this technology has led to many interesting discoveries[9, 129], such as the ob-
servation of resilience to antibiotic challenge emerging from phenotypic variation
[6, 182] and the importance of lineage effects in cell fate decisions [96].
The complexity of dynamic single cell data makes computational modelling a
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natural complement to microfluidic experiments, and there have been a number
of studies combining these two. Bennett et al. [10] used a microfluidic device
employing vertical restriction to trap Saccharomyces cerevisiae cells expressing a
fluorescently tagged Gal1 protein, and subject them to periodic activation with
galactose and repression with glucose. By identifying discrepancies between their
data and simulations of a literature based model of the galactose/glucose system,
the authors were able to identify a glucose dependent change in the decay rate of
certain GAL gene transcripts.
Ullman et al. [179] used a similar vertical constriction device to trap large colonies
of E. coli . Leveraging the large single cell statistics so obtained, the authors were
able to observe subtle, cell cycle dependent changes in the expression of LacI and
LacY and expression correlations across lineages. Paliwal et al. [133] designed a
microfluidic device for imaging budding yeast cells while exposing them to gra-
dients of mating pheromone of various slopes. This allowed them to observe
a bistable response in both schmooing behaviour and the expression of mating
pheromone responsive genes. A computational model was used to investigate this
bistability and suggest important network components that were interrogated by
genetic manipulation. The use, as in this work, of modelling to suggest species
responsible for an observed dynamic behaviour is an important complement to
many microfluidic experiments, which are often too time consuming for large
scale screens. This is to some degree overcome in two more recent papers on
yeast mating factor response pathway from Carl Hansen’s lab [50, 174]. Both pa-
pers use a similar device, with many isolated chambers that allow simultaneous
imaging of a number of mutants in a range of media, either static [50] or dynamic
[174]. Though these studies observe many interesting phenotypic consequences
of the deletion of genes in the mating pheromone response pathway, the lack of
computational analysis makes the data difficult to interpret.
Another system subject to intensive microfluidic study is the High Osmolarity
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Glycerol (HOG) pathway in yeast, both because it is a model system for cell
signalling and stress response and because one of yeast’s major responses to os-
motic stress is the nuclear localisation of Hog1p: a response most easily observed
by microscopy. Two similar papers from 2008 both used dynamic inputs and
engineering inspired computational analysis to investigate the signal processing
of the HOG network. In Hersen et al. [79], a simple ordinary differential equation
(ODE) model of the HOG network is used to calculate the bandwidth of the net-
work: the amplitude of oscillations in Hog1p nuclear localisation as a function of
the frequency of switching between high and low osmolarity media. To measure
the bandwidth experimentally they construct a ‘Y channel device’, which allows
rapid switching between two media and confirms the theoretically predicted form
of the bandwidth. Investigating over-expression and gene deletion strains, the
authors were able to draw connections between changes in the experimentally
measured bandwidth and the network structure: furthering understanding of
how the architecture of the network results in the dynamic behaviour observed.
Figures describing the operation of the device and the bandwidth measurements
are reproduced in figure 1.2.
Mettetal et al. [118] used a similar ODE model and microfluidic device that also
allowed media to be quickly switched. In this case, the model was fitted to one
set of data and corroborated on another. Frequency response was again observed
and cycloheximide, a small molecule that inhibits translation, was used to distin-
guish the contribution of gene expression and post translational modification to
the cells response.
Both these papers show how dynamic control of the media and single cell imaging
can give access to a whole new phenotype, bandwidth in these cases, which is not
accessible by any other means. Computational modelling allows these complex
phenotypes to be understood in terms of the underlying biochemical network,
and for that understanding to be tested using conventional genetic techniques.
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The idea of frequency response has since been applied to understanding gene
expression at the transcriptional level. Two recent papers from the O’shea lab
[72, 73] used an exceptionally engineered yeast strain, in which nuclear localisa-
tion of the Msn2p transcription factor is controlled by concentration of the small
molecule 1-NM-PP1 in the media. By using a microfluidic device to quickly switch
the concentration of 1-NM-PP1, they are able to create transcription factor os-
cillations and observe the expression of downstream genes. The data generated
is used to distinguish and parameterise a phenomenological three state promoter
model for both synthetic [67] and naturally occurring [72] promoters. These stud-
ies, and those of Mettetal et al. [118] and Hersen et al. [79], show how dynamic
media control and frequency response can be used to understand both networks
and individual promoters.
While the work described in this section so far is technically sophisticated, in
many respects the time series analysis is not as sophisticated as that applied by
Suter et al. [172] or Harper et al. [74]. The models used are generally phenomeno-
logical ODE models that do not take account of cell to cell variation or stochastic
fluctuations. Hansen and O’Shea [72] is in some ways an exception to this, as the
authors both measure intrinsic noise and assess whether their promoter models
are consistent with these measurement, but even here the models include unex-
plained phenomenological aspects and the noise measurements are not used for
fitting but for verification after the fact. Only the work of Zechner et al. [195]
combines both dynamic microfluidic data and rigorous statistical analysis. In
their 2014 paper, the authors develop a novel statistical analysis method that
allows efficient inference of master equation based models, with extrinsic varia-
tion in model parameters, from single cell traces of multiple cells. They apply
this inference scheme to data from a synthetic system dynamically induced in a
microfluidic device, and are able to parameterise and discriminate between var-
ious promoter state models with extrinsically varying translation rate. Having
16
selected the most likely model they are able to infer probable states for the un-
observed species, providing a window on the RNA and promoter state using only
a fluorescent reporter. In using a combination of dynamic single cell data and
rigorous, model based statistical analysis, this work could fairly be said to be the
state of the art for quantitative systems biology.
Summary
The literature described above shows how the dynamic control afforded by mi-
crofluidic devices, combined with traditional genetic techniques and rigorous sta-
tistical analysis, can provide a wealth of information about genetic networks and
individual promoters. Though the technology available has limited the statistical
power and scope of experiments, modern large scale devices look set to increase
both the number of cells that can be imaged in an experiment and the duration
of experiments possible [39, 50, 155].
In the remainder of this thesis, we will describe tools and analysis we have devel-
oped to make the microfluidic device used in our lab practical and quantitative.
We will then apply this work to an example of gene regulation in Saccharomyces






Microscopy is of course ubiquitous in cellular biology, and in the modern era the
same could well be said for fluorescent microscopy. Using dyes, genetically en-
coded fluorophores and fluorescently labelled antibodies and oligos, fluorescent
microscopy allows us to observe diverse properties and behaviour of proteins,
mRNA and DNA within the cell[5, 134, 169]. To investigate transcriptional reg-
ulation we require high quality quantitative measurements of a reporter that
can be used to infer transcription rate. Further, we need to make an accurate,
quantitative measurement of the error in our observations in order to assess the
statistical strength of any conclusions that we draw. In this chapter we will begin
by discussing efforts to ensure the fluorescence measurements on our microscope
are quantitative and to assess and minimise various sources of error. We will then
describe the selection, construction and characterisation of fluorescent reporters
well suited to investigating transcriptional regulation.
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2.1 Microscope Characterisation for Quantita-
tive Microscopy
The steps required for maximising signal and removing systematic errors in mi-
croscopy are well established [160, 187, 188]. Sample preparation and microscope
configuration can both affect the signal, while certain post processing steps are
required to remove systematic errors. We begin by discussing the systematic er-
rors before addressing random errors or noise. The intensity Ī measured at each
pixel x, y of a microscopes image is generally modelled as [187]:
Ī(x, y) = S(x, y)× f(x, y) +B(x, y) (2.1)
where:
S is the shading or flat field, and is generally spatially varying due to spatial
variation in the illumination of the sample.
f is the signal of interest (denoted f because we are usually interested in a fluores-
cent signal). Essentially what would be obtained with a perfect microscope.
B is a spatially varying background that can come from the electronics, stray
light or most commonly from the media in which the sample is mounted.
It should be noted that in this analysis the brightness of the sample, f , would
include the autofluorescence of any cells in the image: we are at this stage only
considering measuring light emitted by the sample and not in distinguishing its
biological source. For the final measurement to be proportional to the brightness
of the sample (f) these systematic errors must be corrected, and failing to do
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so can lead to a significant distortion of the measurement [38]. Equation 2.1
describes an idealised case, and the actual measurement made will be a sample
from a distribution around this idealised Ī. Generally the measured intensity, I,
is well modelled by [121]:
I(x, y) ∼ poi(pĪ(x, y)) + e (2.2)
Here, p is the combined probability that a photon is produced by a fluorophore
in the sample and subsequently detected, which depends on both the microscope
and the camera, and poi(x) denotes a Poisson distribution with parameters x.
This component of the noise is generally called shot noise. Obviously the Poisson
distribution is an approximation, given that our signal has an upper bound, but
it is generally an accurate one for the working regimes of the microscope[187]. e
is generally called readout noise and is a contribution coming from the readout
electronics and the camera. Though it is independent of the sample it may de-
pend on camera settings and is generally modelled as being Gaussian distributed.
Both these noise sources make it clear why brighter samples provide a better
signal to noise ratio. If f is large this readout noise will obviously contribute a
smaller proportion of the signal, while the standard deviation of the shot noise
will also be reduced relative to the mean. This will produce a more accurate
estimate of Ī, and therefore f , for higher signals. The form of the distribution
also makes it clear why a high background signal, B, is problematic even if it can
be accurately estimated. A high background signal will increase the standard
deviation in the measurement I, which will lead to a less accurate estimate of f
even if the correct background signal, B, is subtracted.
The result of these corrections is a fluorescent image, or possibly a stack of fluo-
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rescent images at different focal planes, of the cell. It is still necessary to relate
these images to the physical property of interest, in our case total cellular protein
content. Generally the mean or median of the pixels comprising the cell is taken
as a measure of protein concentration [32, 36]. Whether this is accurate depends
on the optics of the microscope, the size and configuration of the cells and the
distribution of the protein [65].
In the following two sections we will present work addressing the issues discussed
above for our system. We will begin by describing a novel method for measuring
the flat field correction (S(x, y) in equation 2.1) and direct measurements of the
shot noise and detector noise for our system. We will then discuss methods to
assess the fidelity of statistical operations as measures of cellular protein content,
and how they can inform experimental design. All characterisation was done us-
ing our primary microscope, a Nikon Eclipse Ti inverted microscope controlled
using custom Matlab scripts (Mathworks). An incubation chamber (Okolabs)
was used to maintain the microscope and microfluidic devices at a constant tem-
perature of 30 ◦C. Experiments used a 60X 1.2NA water immersion objective
(Nikon). Images were acquired using an Evolve EMCCD camera (Photometrics)
with a 512 x 512 sensor.
2.1.1 Flat Field Correction and Background Subtraction
Effective background subtraction and flat field correction can be difficult . Back-
ground can change over the course of a time lapse experiment and effective sub-
traction can require either the repeated acquisition of empty fields of view or
careful analysis across numerous positions [27]. If the microscope is properly
shielded from light sources external to the experiment, then the largest source
of background is usually the media in which the cells are suspended[186]. In
certain applications, like glass titre wells or conventional slides, there can be sev-
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Figure 2.1: The modified flat field measurement protocol using the ALCATRAS
device. A large stack of images are taken of fluorescent dye in the ALCATRAS
device (A). Trap features are automatically detected and blotted out (B) and
the average of each pixel across the image stack used to calculate the flat field
correction (C).
eral millimetres of media above the sample which can contribute significantly to
background fluorescence. Fortunately, our microfluidic devices confine media to
an approximately 5 µm thickness, and the background contribution is therefore
negligible.
Generally the flat field correction is measured either using either a fluorescent
plastic slide [80] or fluorescent dye adsorbed onto a cover slip [160]. Though
this first method is straightforward it gives an inaccurate measurement of the
flat field. Fluorescent plastic slides are usually several millimetres thick and so a
large proportion of the fluorescence measured will not be from the plane of focus.
This is particularly true with epifluorescent microscopes such as ours, which has
a lower z resolution than a modern confocal. Since in the second case the dye
is located on the surface of the slide, the method is capable of giving an accu-
rate measurement of the flat field correction, but in practice it is difficult. The
dye is unevenly distributed, will begin to dissolve into the media as soon as it
is mounted and is often very photoinstable,causing it to bleach significantly over
the course of the experiment. This compounds the difficulty of focusing on the
dye, which is usually only visible in the fluorescent channel.
We developed and alternative method using the ALCATRAS microfluidic device;
the protocol is shown schematically in figure 2.1 and dscribed in full in appendix
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Figure 2.2: A comparison of the flat field correction found using the protocol de-
scribed (A) and a y-channel device with a much thicker width (B). The difference
of the two is shown in (C). Although in this case there are some artefacts from
the trap removal procedure, more notable are the large scale differences, which
are consistent with convolution of a much thicker section of fluorescent material.
The difference between these corrections can be as much as 5% of the average -
corresponding to a 5% systematic error in fluorescence.
A. No cells are loaded into the device and instead of media a high concentration
fluorescent dye is flowed through, with flow set at a low rate to minimise pres-
sure and device deformation.The device is left for around an hour to equilibrate
before a frequent series of fluorescent images is taken over many position. The
flat field correction is found by averaging all these images after trap features and
the surrounding area have been excluded by automated scripts. To test for any
affect due to the trap features or their removal the flat field was measured for
several orientations of the device and a negligible difference of 0.02 % found.
This protocol has a number of advantages. Due to the trap features there is no
difficulty in focusing the microscope, making the procedure straightforward. The
fluorescent dye is continually replaced, so many images can be taken to get an
accurate correction without the confounding effects of photobleaching or diffusion
into the media. The dye is held in a narrow section corresponding to the height of
the cells we wish to image, so the resulting correction is precisely that which we
wish to apply to fluorescence originating within the cells and is not distorted by
out of focus light. This is illustrated in figure 2.2, where the flat field measured
24
Figure 2.3: Result of application of flat field correction to cell images. A single
time point was taken from a time lapse experiment in which Gal1-GFP expressing
cells were grown in 2% galactose media. Cells were segmented according to the
algorithms described in chapter 3 and data extracted both with and without
the application of the flat field correction. The two sets of measurements were
normalised by their mean and cells below a threshold size discarded as spurious
cell detections. The figure shows a histogram of the two data sets, with the
uncorrected data labelled ‘raw’ and the data extracted after the application of
the flat field correction labelled as ‘flat field corrected’. The flat field correction
can be seen to reduce the tails of the distribution. The normalised standard
deviation of raw and corrected data are 0.49 and 0.46 respectively: a drop of 5%.
by our protocol is compared with one measured by filling a much taller (50 µm as
compared to 5µm ) y-channel device with fluorescent dye. Although it is difficult
to establish which is the ‘true’ flat field correction to apply, the differences are
consistent with that expected from out of focus light from a thicker section, in
that the flat field from the y-channel (figure 2.2.B) is a ‘smeared out’ version of
the trap flat field correction (figure 2.2.A) with an additional hump just right
of centre where the most out of focus light would be seen. The small circular
features are preserved between the two; these are due to dust in the filters and
as such are not dependent on the sample.
To assess the effect of the flat field correction on actual data, cellular fluores-
cence was extracted for a single time point of a time series with and without
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the application of the flat field correction. The results are shown in figure 2.3
and described in more detail in the caption. In this case the flat field correction
reduced the standard deviation of the population fluorescence distribution from
0.49 to 0.46 : a drop of approximately 5%.
The overall order of the flat field correction shows how vital it is. Even after the
microscope was optimally configured difference of up to 11% were still observed in
the flat field, which produced a systematic error of 5% in measurements of protein
expression if not corrected. Given that the flat field correction is likely to change
for different fluorescent channels, this would be particularly important to exper-
iments comparing fluorescence in more than one channel, such as measurements
of intrinsic noise or ratiometric measurements of pH [11].
2.1.2 Measurement Noise Estimation
As discussed, measurement noise is the random variability in measurements of
identical samples due to the probabilistic production and detection of photons
and the thermal and electronic noise in the detector and readout electronics.
We use a cooled electron multiplication charge coupled device (EMCCD) camera
which can operate in either CCD mode or EM mode. In CCD mode, photons
incident on the CCD liberate electrons which are subsequently readout by a read-
out amplifier. In EM mode these electrons are first amplified by the application
of a voltage gain, which causes the original electron to produce many electrons in
a stochastic avalanche process, before they are readout by the readout amplifier.
Since the amplification is stochastic it can increase the shot noise of the camera,
but it also causes a higher signal, thereby reducing the contribution of readout
noise to the final signal [145]. Given these contradictory effects on accuracy, the
choice of camera mode and gain is not obvious and depends on the brightness
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of the sample to be imaged. Different camera modes can also produce varied
measurements for the same signal. Though the camera is designed to make the
signals as comparable as possible, its signal response and noise characteristics
should be checked for each camera setting used in quantitative applications [166].
To characterise and compare different camera settings we require a consistent
sample with a wide range of pixel values. As before, we used a microfluidic de-
vice pumped with fluorescent dye (fluorescein in our case) to obtain such a sample:
the continuous flow of fresh dye ensuring that photobleaching did not change the
sample between exposures. In place of the ALCATRAS device, an older Y chan-
nel device was used. This ensured that there were no features that might affect
the per pixel variance estimate. A defocused image, close to the channel wall,
provided a large range of pixel values that were little affected by small changes in
focus or position. These two features meant that the whole dynamic range of the
camera could be efficiently investigated and behaviour under different settings
compared. For each camera setting and position, fifty consecutive images were
obtained and these used to estimated pixel mean and variance. These were then
compiled over three to ten positions (depending on the gain) to characterise the
noise response of a particular configuration of the camera. The same images were
also compared between different camera settings at a given position, allowing us
to assess the way a fixed sample was interpreted under different camera configu-
rations.
The assessment of camera linearity using this procedure are shown in figure
2.4. Repeated images of a particular position were taken with different exposure
times for two different camera modes, exposure time being taken as a proxy for
sample brightness. Panel A establishes the linearity of the relationship between
sample brightness and pixel intensity for the camera in CCD mode (see appendix
A for proof) . Using this result, we test the linearity of the camera in EM mode
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Figure 2.4: Linearity of camera response depends on camera mode. Repeated
images were taken at the same position for different camera settings, providing
images of identical samples with different exposure times. In panel A the linearity
between sample brightness and intensity is assessed for the CCD camera mode.
The mean value of each pixel is plotted for different exposure times (red is 10
ms,purple is 50 ms, blue is 100 ms, yellow is 200 ms) against the mean value
of the same pixel for the 100ms exposure. As a guide, a line is also plotted for
each exposure time of the expected intensity if the relationship between intensity
and exposure time is linear. Panel B shows the plot of mean pixel value for the
camera in CCD mode (x axis) against the mean pixel value for the same sample
in EM mode at a gain of 100 (y axis). Each blue circle represents a single pixel.
Given that we have established the linearity of the camera in CCD mode in panel
A, a linear intensity response in EM mode would result in a linear relationship
between CCD and EM measurements. Clearly this is not the case. For guidance,
a linear fit to the lower range (values less than 2000 AU) of the data is plotted
in red.
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by imaging the same sample in EM mode and CCD mode and comparing the
values. This is shown in panel B for the commonly used gain of 100, and shows
that the relationship between sample brightness and measured intensity is not
linear for the upper range of pixel values in EM mode. Our camera performs a
built in normalisation in EM mode, so that pixel values are comparable between
different camera modes and gains. This procedure is the most likely cause of
the non-linearity at high intensity values. Though the implementation is unclear,
EM gain generally has an exponential amplification effect [145], and an imperfect
attempt to reverse this exponential multiplication could result in the non-linear
effect observed.
While this is a big drawback of the EM mode of the camera, a benefit that is
not shown in these figures is the absence of shading. Shading, like flat field,
refers to a non-uniform behaviour of the camera across the field of view [166],
but is dependent on the camera electronics and is generally only present at low
intensities. In CCD mode, our camera displays shading below around 350 AU of
pixel value, resulting in areas of the field of view looking entirely dark despite
the presence of a fluorescent sample. This does not occur in EM mode, and is an
important consideration when selecting which camera mode to use at very low
sample brightness.
To quantify the dependence of pixel variance on intensity and camera settings,
image stacks were obtained at a range of fluorescence intensities, exposure times
and camera settings. The mean and variance of each pixel was calculated, and
these means and variances were then compiled for different camera modes and
gain settings. The results for both CCD and EM camera mode at two different
gains are shown in figure 2.5. In CCD mode the mean variance relationship is
linear, and is well fitted by the function Var (x) = 250 + 1.04 × 〈x〉. In contrast
it can clearly be seen that the mean-variance behaviour in EM mode is not at
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Figure 2.5: Panel A shows the mean-variance relationship averaged over three
data sets for the CCD mode of the camera. Panel B shows the same, CCD mode,
result in blue and the mean-variance relationship for the camera in EM mode set
to a gain of 100 in red. Panel C shows the same relationship for a gain of 270 - the
maximum possible for our camera. Each data set covers the full dynamic range
of the camera given the settings. The averaging and smoothing was performed
as discussed in appendix A.
all linear. It is strongly gain dependent and this is not due to saturation, since
care was taken not to saturate the camera and no saturated pixels were found
in the images. The strange, peaked behaviour is most likely a result of the built
in normalisation discussed earlier, particularly since the peak occurs at a pixel
intensity of around 4000 - similar to that at which non-linearity was observed in
camera behaviour. This is only a hypothesis, and the physical cause of the mean-
variance relationship is of secondary importance to us. Knowing the relationship
allows us to select optimal settings for our experiment based on the brightness of
the sample and to estimate the error in our measurement due to camera noise.
In this section we have used repeated images of a fluorescein filled y-channel
device to assess the linearity and mean-variance relationship of our camera in
two frequently used configurations. The results show that while in CCD mode
both sample brightness-measurement and mean-variance relationships are linear,
in EM mode these are both non-linear. For quantitative studies using the EM
mode of the camera the brightness will have to be corrected to give accurate
measurements, while any estimation of error will have to take account of the
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Figure 2.6: Using convolution to simulate cell observation in the microscope.
The imperfect optics of the microscope distort the images acquired of samples,
with light from a single point contributing to the intensity of all focal planes.
This is generally represented by the point spread function (PSF): the measured
intensity coming from a single sub resolution fluorescent bead. The measured
PSF for our microscope, constructed as the average of the PSF measured for four
individual beads, is shown in cross section in A. This PSF is distorted by the
PDMS trap features, as can be seen by the overlaid fluorescent and DIC images
of beads amongst the traps shown in B. In order to understand the relationship
between our cells and the images we obtain of them, idealised fluorescent cells,
restricted to the trap height were convolved with our measured PSF to produce
simulated images of our cells in the traps. Idealised cells of various sizes are shown
in vertical cross section in panel C; their convolved counter parts are shown in
panel D. Though the cells appear elongated, this is an artefact of the lateral and
vertical resolution used. The cells are in fact spherical, with the top and bottom
curtailed if it would exceed the trap dimensions.
mean-variance relationships found here.
2.1.3 Estimating The Relationship between Measurement
and Cellular Fluorescence
The above work removes systematic errors and estimates random error in the ac-
quisition of a fluorescent image, but it still does not tell us how we should convert
our fluorescent image to an estimate of the biophysical property we are interested
in: total cellular fluorescence. Generally the mean or median of the pixels con-
stituting a cell is taken as an estimate of total fluorescence concentration, and
therefore protein concentration [32, 36], but there is no a priori reason why this
should be an unbiased measure of cell fluorescence concentration. Whether it is
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depends on the optics of the microscope, and in particular the point spread func-
tion (PSF): the three dimensional distribution that describes how point like light
sources contribute to intensity measurements at the focal plane. This function
is readily measured using sub resolution beads, and is a useful tool for detecting
problems in microscope configuration [64]. The PSF measured for our microscope
is shown, projected along the y-axis, in figure 2.6 A. It can be seen that there is
a significant contribution from out of focus light to the plane of focus.
Having obtained a PSF, one possibility for obtaining accurate measures of total
cellular fluorescence is to take dense z stacks of our cells and deconvolve them.
Deconvolution is a blanket term for a number of algorithms that all aim to use the
PSF and a stack of images to reconstruct the original fluorescence distribution
[185] (f in equation 2.1). This procedure has a number of problems. It requires
dense z stacks to be acquired, increasing the time taken to image each cell and
requiring either a reduced exposure time per z slice or an increased total exposure
time, which corresponds to either noisier measurements or excessive exposure to
damaging fluorescent excitation light. Deconvolution is in general an ill posed
problem and the fidelity of the reconstruction is not guaranteed even under ideal
conditions.
To test the quantitative improvement of deconvolution under ideal conditions,
we convolved our measured point spread function with a range of features and
then deconvolved them using the same point spread function and the free image
J plugin Deconvolution Lab [181]: an independently tested and competitive de-
convolution software [55]. Even under these conditions, deconvolution could not
accurately reconstruct the original features. Lastly, high fidelity deconvolution
relies on having an accurate point spread function. Measurements of fluorescent
beads in the our microfluidic device showed that the PDMS features distorted
the PSF (figure 2.6 B), confounding any effort at deconvolution.
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As an alternative to deconvolution, we sought to follow the example of Gordon
et al. [65] and use convolution of idealised cells with our measured PSF to select
good estimates of cellular fluorescence and to understand factors contributing to
errors and bias in those estimates. Of course, the distortions in PSF due the
PDMS structures will still affect the applicability of the conclusions we draw, but
since we are looking more for general properties of statistical measures rather than
assuming an incorrect parameter in a sensitive inversion problem, it is reasonable
to hope that the effect will be less drastic. Each idealised cell was constructed
as a pixelated sphere of reasonable radii and uniform value, that was capped at
2.5 µm above and below the middle to represent restriction by the ceiling of the
microfluidic device. These idealised cells were then convolved with the measured
PSF, giving a simulated measurement of those idealised cells at a high density of
z-sections. This allowed comparison of actual total fluorescence (the number of
pixels that make up the cell) and statistical measures applied to these simulated
images of the cell.
In order to assess the behaviour of measures based on cell pixels, a segmenta-
tion area was defined for each cell as an accurately centred circle of with radius
equal to the cells. This corresponds to assuming an accurate segmentation at the
widest point of the idealised cell. An imaging plane was then chosen as the plane
at which the most cells had the largest ratio of light in the segmentation area to
outside it. This was chosen since, in experiments, the imaging plane is usually
chosen based on maximum fluorescence contrast. In these simulations this was
found to be about 0.5 µm below the centre of the cells. Four statistics were then
calculated: the mean, median and sum of the pixels within the segmentation
region and the sum of all the pixels in the plane. The results are shown in figure
2.7. As described in the legend, panel A is the raw value for each of the statistics
and should be constant if the statistic is a good measure of cellular fluorescence
concentration. Panel B is the value for each of the statistics normalised by total
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Figure 2.7: Fidelity of various measures to concentration and total cellular flu-
orescence. Using a single z-section from the convolved cell image stacks shown
in figure 2.6 D, various statistics (mean, median and sum of cell pixels and sum
across the whole image) were calculated for cells of increasing radii. Panel A
shows the raw statistic normalised to their individual maxima. Since all the cells
were simulated with unit fluorescence concentration, any measure which was a
good estimate of cellular fluorescence concentration would have a constant value.
Panel B shows the same statistics normalised to cell volume. Any statistic which
is a good estimate of total cellular fluorescence would have a constant value in
this plot.
cell volume, and should be constant if the statistic is a good measure of total
cellular fluorescence. The range of cellular radii used is rather extreme, spanning
the range from a small bud to a large senescent cell, but cells between 1.5 µm and
2.5µm are regularly seen throughout our experiments.
Since neither mean nor variance present as a straight line in panel A or B, they
are both poor measures of both fluorescence concentration and total cellular flu-
orescence in our microscope. Total pixel sum over the whole image has a very
high fidelity to total cellular fluorescence (panel B) but is of course an imprac-
tical measure, both because cells are almost always adjacent to each other in
our experiments and because it would introduce a large amount of background
signal from the media for dim cells. Sum of cellular pixels is a practical estimate
with reasonable fidelity to total cellular fluorescence, but even when we restrict
ourselves to cells in the 1.5-2.5 µm range it can have errors of up to 15 %. This is
particularly important because the error dependent on cell size and would there-
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fore be slowly varying and systematic. Smaller cells would appear to be dimmer
throughout the experiment, leading to an overestimate of extrinsic noise and any
parameters inferred there from.
The simulated images also allow us to assess the effect of focal drift, the slow
change in the distance between the cells and the optics, both over time and
across an experiment. To do this, the change in the ratio between the fluorescence
estimate (sum of cellular pixel values) and total cell fluorescence was measured
when the plane used to make the estimate was shifted by up to 1 µm : the extreme
of what would be expected. For the smallest cells the effect can be significant,
leading to a change of up to 13% in the ratio of measurement to fluorescence.
However, for cells in the normal size range the effect is more moderate, around
3-5%, showing that cells of the same size are reasonably comparable over time
and between experiments - at least as far as focus effects are concerned.
Another issue that can be addressed is the variation in measurement due to move-
ment of cells in the z direction. The traps confine the cells to an approximately 5
µm plane, and for cells larger than 5 µm in radius this determines their position
completely, but for small cells some movement is possible that could effect the
fidelity of our fluorescence measurement. To assess this, the sum of fluorescent
pixels was calculated assuming a correct cell outline and plane of focus, but al-
lowing the cells to move up and down to the extent allowed by the device ceiling.
The fluorescence was estimated as the sum of cell pixels for each allowed position,
giving a range of values for each cell size considered. These are shown as box
plots in figure 2.8 A. It can clearly be seen that for small cells the movement in
z can cause large variations in the fluorescence measurement. These are difficult
errors to manage, since they would be correlated in time and difficult to estimate
from the images. This strongly suggest it is best to ignore cells below a threshold
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Figure 2.8: Movement of small cells in the z direction introduces a significant
error. Cell images were simulated for cells uniformly distributed over the full z
range allowed by their radius and the height of the traps. Assuming accurate
measurement of the cell outline, the sum of cell pixels was calculated for these
simulated images to give a range of values for the cell fluorescence measurement
given the movement of cells. The resulting range of values obtained is shown
by the box plots in panel A. For comparison, the same procedure was applied
assuming that three z-sections (positioned at -1.5,0 and 1.5 µm from the central
slice) and five z-sections (positioned at -1.5,-0.75,0, 075 and 1.5 µm ) were taken
and the maximum value of cellular fluorescence used in each case. The results
are shown in panel B, with the result for three sections on the left and the
result for 5 sections on the right for each radii considered. Clearly, taking z-
sections produces a significant improvement in the precision of our fluorescence
measurement, though 3 is probably sufficient.
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radius of around 1.3 µm .
Another possible solution is to take z stacks in the fluorescent channel and use
the most in focus, or brightest, image of the cell to estimate the fluorescence The
effect of this procedure was simulated for 3 and 5 regularly spaced z-sections. The
results are shown in figure 2.8 B. Clearly, even taking 3 z-sections and applying
this procedure reduces the variation in the fluorescence measure for a cell below a
certain radius. While this increased precision obviously does not change that the
measurement has a cell size dependent bias, it would make any effort to correct
this bias far more accurate.
The fact that total image intensity is such a good measure of total cellular flu-
orescence shows that the problem is not the loss of fluorescence to other focal
planes, but blurring in the lateral dimensions. This results in a ‘halo’ around any
fluorescent object, and the reason for the dependence of the bias on cell size is
that this halo becomes a smaller proportion of the total fluorescence as the size
of the cell increases. As shown by the fidelity of the total image intensity, over
segmenting the cells (taking a larger area around the cells than the true outline)
would solve the problem, but is not feasible for us since cells are often adjacent to
each other. A possible experimental solution would be to use a nuclear localised
fluorescent reporter, which is already commonly practised to increase signal to
noise ratio [172]. By confining the fluorescent reporter to the nucleus and sum-
ming the fluorescence over the whole cell area, it may be possible to capture more
of the fluorescent light emitted without capturing additional light from adjacent
cells. To test this cells were again simulated, this time with all the fluorescence
confined to a ‘nucleus’ at the centre of the cell. Nuclear radius was estimated
from images of Htb2-GFP cells from the GFP collection [87] to be approximately
half the cell radius for small cells and a fifth of cell radius for large cells. In our
simulations the ratio of cell radius to nuclear radius was taken to scale linearly
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Figure 2.9: Panel A shows a comparison between the performance, on simulated
cells, of the pixel sum fluorescence estimate when the fluorophore is confined to
the nucleus (green line) and when it is distributed throughout the cell volume
(red line). The ideal performance is shown as a guide in blue. It can be seen that
the nuclear localised fluorophore gives a more accurate measurement of cellular
fluorescence. Panel B shows, as in 2.8, the variation in cellular fluorescence esti-
mate due to movement in the vertical direction. For each cell radius considered,
the left box plot is the variation in fluorescence estimate when the fluorophore
is distributed throughout the cell, whereas that on the right is for a nuclear lo-
calised fluorophore Clearly there is much greater variation in the case of nuclear
localisation.
between these values, and the nuclei were always taken to be at the centre of the
cells.
A comparison between the performance of a nuclear localised fluorophore and
fluorophore distributed throughout the cell is shown in figure 2.9. It can be seen
that while nuclear localisation of the fluorophore causes an increase in the accu-
racy of cellular fluorescence estimate (panel A), the movement of the nucleus in z
can potentially cause a large decrease in the precision of the measurement (panel
B). This can be reduced by taking z-section, which leads to an experimental trade
off: if the signal is high, sufficient z-sections can be taken that a nuclear localised
fluorophore will give a more accurate measurement of cell fluorescence without
significant loss of precision; if the signal is low then the requisite high density of
z-sections cannot be made without harming the cells, and the gain in accuracy
will be offset by a large loss in precision.
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In this section we have used measurement of optical properties with simulation to
show that commonly used measures of cellular fluorescence concentration - mean
and median fluorescence at the focal plane - are not robust against variation in
cell size, and that pixel sum is a better measure of total cellular fluorescence.
While it still has some cell size dependent bias it is more accurate, and is precise
if only cells within a certain size range are considered. We have assessed the op-
tical benefits of confining the fluorescent reporter to the nucleus and have found
that there are benefits and draw backs that need to be considered in the specific
experimental context.
While these errors due to the optics of the microscope are rarely discussed they
clearly have a significant effect on the data. Even when confining ourselves to a
fairly limited range of cell sizes we see a cell specific systematic error of up to 15
%, which will be strongly correlated in time and effect all fluorescent channels
similarly. If uncorrected, this would lead to overestimation of variation between
cells and would erode the validity of any quantitative conclusions based on the
measurements.
2.1.4 Discussion
In this chapter we have assessed and quantified a number of distinct sources of
error: uneven illumination, camera noise and errors due to microscope optics.
While this is not a comprehensive list of errors that could affect our measure-
ments, they cover those thought to be most significant in the literature [65, 186].
The importance of these errors is dependent on analysis performed on the data
and the statistical significance of the conclusion, but they are not simply han-
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dled. While many analyses assume that errors are independent between time
points and different fluorescent channels, and similarly distributed for all cells,
we have shown that some significant sources of error will be systematic errors that
will vary slowly over time as the cell changes size and position in the field of view.
We have further shown that common statistics applied to the cell as measure-
ments of fluorescence concentration and total cellular fluorescence do not scale
linearly with these quantities, at least not for our microscope. This has impor-
tant implications for any application that requires more than a simply monotonic
relationship between measurement and protein concentration.
To move further in quantifying experimental error we must first look at actual
measurements, particularly of fluorescent cells in the microfluidic device, to test
the conclusions drawn in section 2.1.3. Though we would expect real measure-
ments to be more variable than the idealised ones assessed here, validating the
ratiometric relationships or at least their broad trends would give confidence to
an analysis that is so far largely theoretical.
That over segmented cells (i.e. the fluorescence of the whole image used earlier)
provide such an accurate measure of cellular fluorescence, at least theoretically,
is an unexpected and possibly fortuitous result . Though the fluorescence of the
over segmented region is not a generally useful statistic, it can be applied to very
bright and isolated cells. This allows us to overcome the fact that we have no
‘true’ value for cell fluorescence to which to compare our estimates. If the mea-
surements of the ratiometric relationships of statistics from real cells are found
to be in reasonable agreement with those predicted, we can consider taking our
measurement from over segmented cells as a ‘true’ fluorescence for testing and
refinement of measurement statistics,corrections and for estimating bias and error
in our final corrected measurements.
Applying similar analysis to very bright, isolated cells with nuclear localised flu-
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orophores we can make an informed decision on whether a nuclear localised fluo-
rescent protein would give a better measure of cellular fluorescence. We already
have large collections of fluorescent cells, with both cytoplasmic and nuclear lo-
calised fluorophores, and so it would only be a matter of analysing these existing
images for this particular purpose.
Further measurements are also necessary of the sample brightness-measurement
and mean-variance relationships, before a corrections can be found for the dif-
ferent camera settings used in the lab and the shot noise of our measurements
estimated. Though it would require some investment to implement, our exper-
imental work flow would then provide quantitative fluorescence measurements
with estimates of a significant component of the experimental noise, a valuable
result for any quantitative analysis.
It must be admitted that error characterisation is not generally thought of as
exciting research, but if we want to truly understand what conclusions we can
draw from our data and the confidence we can have in them, then it is vital to
understand the scale and nature of the different sources of error affecting our
measurements.
2.2 Fluorophore Selection and Characterisation
First isolated from the jelly fish Aequorea victoria in 1962, green fluorescent pro-
tein (GFP) has been a staple tool in microbiology since the mid 90’s[77, 178]. In
the intervening years the purification of new fluorescent proteins and mutagenesis
of existing ones has expanded the range of distinguishable fluorophores [107] and
improved their properties [40, 136, 153]. The requirements of a fluorescent re-
porter depend on the application. For inferring the dynamics of transcription it is
desirable that the protein respond quickly - requiring both maturation and decay
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Figure 2.10: Construction of Gal1 promoter driven strains for measurement pro-
tein properties. In order to measure the properties of the transcriptional reporters
engineered by Houser et al., strains were constructed in which expression of the
reporter was driven by the endogenous GAL1 pr promoter. Panel A shows the
general construction of the strains. The fluorophore and selection marker were
amplified by PCR, starting at the start codon of the N-Degron tag (UBI-X∆k).
Flanking regions are designed such that upon transformation this sequence will re-
place the GAL1 open reading frame (ORF), preserving the GAL1 5’ untranslated
region and promoter. Panel B shows the final sequence for three of the strains
used: strain 241 expresses the very fast decaying UBI-M∆kGFP* fluorophore;
strain 223 expresses the moderately decaying UBI-Y∆kGFP* fluorophore and
strain 222 expresses the GFP* fluorophore without any N-Degron tag. The N-
Degron coding sequence and insertion junction was sequenced in each case and
no errors found.
rates to be high - and that it is quantitatively well characterised [74, 172, 184]. In-
creasing degradation rate decreases the average concentration of the fluorophore,
making brightness even more important to ensure a high signal to noise ratio
[169]. In their 2012 paper, Houser et al. describe the development of a green flu-
orescent reporter designed for the inference of transcriptional dynamics. Taking
as a basis the protein GFP* - a quickly maturing variant of enhanced green fluo-
rescent protein (EGFP) [77] - they added an N terminal degradation (N-Degron)
tag that marks the protein for degradation. This is effected by the proteolytic
removal of a ubiquitin sequence that exposes an amino acid residue at the N ter-
minal. The amino acid so exposed determines the rate of degradation [4, 49]. By
selection of this amino acid, Houser et al. were able to engineer two fluorescent
proteins: UBI-Y∆kGFP* and UBI-M∆kGFP*, both having maturation times of
around 14 minutes but with half lives of 120 and 10 minutes respectively.
Given that these proteins seemed ideal for our purposes, we requested two of the
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plasmids described in Houser et al. [85] from Addgene - the online plasmid repos-
itory [78]. The plasmids, PNC1124 and PNC1125, contain the protein coding
sequences downstream of a synthetic Gal1/Cyc5 promoter, the activity of which
is strongly induced in the presence of galactose and repressed in the presence of
glucose. In the original paper, the expression control so afforded was used to test
the expression, brightness and decay rate of the two fluorophores. In order to
repeat these experiments this same promoter-reporter sequence was amplified by
PCR and transformed into the TRP1 locus of BY4741 Saccharomyces cerevisiae
cells using a standard lithium acetate transformation procotol. Fluorescent pro-
tein expression was assayed by microscopy.
The strains expressing the fast and slow decaying fluorophores in this way were
labelled strains 188 and 189 respectively1. The cells were impractically dim, with
strain 189 (expressing the slow decaying fluorophore) displaying a fluorescence of
only twice autofluorescence at full induction and strain 188 being almost indistin-
guishable from wild type (WT) cells. To provide a clearer signal for testing the
fluorophore properties, promoter-reporter sequences for both proteins were in-
serted into high and low copy number plasmids [156] encoding a LEU2 selection
marker. This was done using the clontec In-Fusion R© system [33]. After verifying
the coding and promoter sequences of these plasmids by sanger sequencing, the
plasmids were transformed into BY4741 using the lithium acetate protocol.
Though the strains harbouring high copy plasmids showed a much stronger ex-
pression than strains 188 and 189 (approximately 10× the expression of strain
189), their growth was significantly slower than wild type cells when grown on
galactose and fluorescence was still lower than that observed for a Gal1p-GFP
fusion (approximately one sixth as bright). Given that these proteins have been
engineered to degrade quickly their fluorescence is expected to be lower. How-
ever, the decay rate of fluorophore UBI-Y∆kGFP* should be comparable to that
1Strain numbers refer to the designation in the Swain lab strain database. A complete list
of all strains used is provided in appendix F
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of the Gal1p-GFP fusion, implying that the steady state fluorescence of the cells
expressing them should be proportional to their transcription rates. The dim-
ness of these cells therefore indicates that, in this case, expression from the high
copy plasmid is still lower than expression from the native GAL1 promoter. This
hypothesis led us to construct another set of strains: strains 223(gal1 ∆ ::UBI-
Y∆kGFP*) and 241(gal1 ∆::UBI-M∆kGFP*) in which UBI-Y∆kGFP* and UBI-
M∆kGFP* replaced the native GAL1 protein coding sequence and were expressed
from the endogenous GAL1 pr promoter. In addition, a third strain (strain 222
- (gal1 ∆ ::GFP*)) was constructed in which GFP* was expressed from the en-
dogenous GAL1 pr without any degradation tag.
The sequences and construction of these strains is shown in figure 2.10. Since
in each case the fluorchrome replaces the GAL1 protein coding sequence, these
strains are unable to metabolise galactose [90]. Growth and strong induction
can be achieved by a combination of raffinose and galactose, while near complete
repression is observed if glucose is the only carbon source available.
To measure the decay rate of the three fluorophores an experiment similar to that
of Houser et al. was undertaken: highly expressing cells were transferred to re-
pressive XY glucose (2%) media and decreasing fluorescence observed by fixation
and flow cytometry. A detailed protocol is given in appendix B. The results are
shown in figure 2.11. It can be seen that the slower decaying fluorophore, UBI-
Y∆kGFP*, has mean fluorescence and decay rate almost indistinguishable from
that of the unmodified GFP* fluorophore. The faster decaying UBI-M∆kGFP*
displays a significantly reduced half life of 75 minutes, though this is considerably
longer than the half life reported for this protein by Houser et al. (15 minutes).
The reason for this discrepancy is unclear. The UBI-X∆k coding regions of the
inserted fluorophores were sequenced and found to be identical to the sequence
reported by Houser et al.. While the mRNA sequences encoded in our strains
and those of Houser et al. are different - our strains preserving the Gal1 5’ UTR
44
Figure 2.11: Steady state expression and decay rate were characterised for the
three fluorophores from Houser et al. [85]. Cells from strain 222,223 and 241
were fully induced by growth in XY raffinose(2%)/galactose(0.1%) media, before
gene expression was completely repressed by transfer to XY glucose (2%) media.
Cell aliquots were extracted at approximately 45 minutes intervals and fixed for
analysis by flow cytometry. Panel A shows intensity histograms for each strain at
full induction. Panel B shows the logarithm of the normalised mean fluorescence
for each strain plotted against time. Straight line least squares fits to these data
give half life estimates of 113 minutes for GFP*, 120 minutes for UBI-Y∆kGFP*
and 74 minutes for UBI-M∆kGFP*. One time point has been excluded as an
outlier.
while that of Houser et al. encoding a ubiquitin 5’ UTR - the mRNA half life for
both the Gal1 mRNA and the fluorophore mRNA was reported to be on the order
of 5 minutes [85], and so would be unlikely to explain the difference. Since the
proteins engineered by Houser et al. have not been widely used and no corrobo-
ration of their results have so far been published it is difficult to hypothesise on
the cause of this discrepancy. However, a reporter half life of 75 minutes allows
us to observe fluctuations on this timescale, which is of the order the budding
yeast cell cycle and below the time scale of promoter activity fluctuations seen in
both Suter et al. [172] and Harper et al. [74].
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2.2.1 Constructing Fluorophores for Brightness and Fast
Degradation
It is desirable to have the brightest fluorophore possible to increase the signal
to noise ratio without exposing cells to excessive amount of harmful excitatory
light [187]. Furthermore, it would increase the range of experiments possible if
we could engineer two bright and dynamically responsive fluorescent reporters
with distinguishable fluorescent spectra [74, 173]. These motivations lead us to
construct two new fluorescent reporters, engineered to be fluorescently distin-
guishable and to mature and degrade quickly.
Having established that the UBI-M∆k motif does reduce the half life of GFP*,
we sought to apply it to a pair of bright, modern flurochromes with distinguish-
able spectra. In their 2013 paper, Lee et al. constructed yeast optimised versions
of large number of green and red proteins and assessed them for brightness,
photostability and impact on cellular physiology. In experiments aimed at infer-
ring transcriptional activity, photostability is of limited importance, since photo-
bleaching will only contribute to effective degradation rate which we are anyway
looking to increase. For this reason we can prioritise brightness and the impact
on cellular physiology in selecting our reporters and largely ignore photostability.
When brightness was prioritised, Lee et al. found that EGFP and GFPγ were
the optimal green fluorophores of those tested while mKate2 and mRuby2 were
the best performing red fluorophores.
EGFP has been widely used for many years [178] and is the work horse of flu-
orescene microscopy [171]. It is the foundation of many of the standard fluo-
rophores spanning the fluorescent spectrum [107] and is still amongst the brightest
green fluorescent proteins available [104]. It has been shown to mature within 25
minutes in E. coli [37] while its derivatives, CFP and YFP, have been measured to
mature within 50 minutes in yeast at 30 ◦C. GFPγ was developed specifically for
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Figure 2.12: Comparison of fluorophore brightness for our system. The two
best performing red and green fluorophores identified in Lee et al. [104] were ob-
tained and transformed into the Gal1 locus of strain BY4741. Cells were grown
in identical XY raffinose(2%)-galactose(0.1%) media and fluorescence assayed by
microscopy. The two bar charts show histograms of the relative cellular fluores-
cence intensity as estimated by mean cellular pixel value. Clearly, mKate2 and
GFPγ are the brightest fluorophores.
use in Candida albicans by combining mutations found to improve brightness in
other fluorophores [197]. It was observed to be highly fluorescent, especially at 30
◦C: a result later confirmed by Lee et al. [104]. Though no reported maturation
rate could be found, it shares some sequence homology with superFolderGFP,
which is known to mature quickly [136, 159].
mKate2 was derived by a combination of designed and random mutations of the
mKate sequence [154], while mRuby2 was similarly evolved from mRuby with the
intention of achieving good properties for FRET [102]. While mRuby2 is more
photostable, mKate appears to be brighter [104] and mature faster [102, 154] -
though these measurements, having been obtained under different conditions, are
difficult to compare. Both have excitation and emission spectra well suited to the
optics designed to image mCherry on our microscope.
Though the characterisation efforts described above are useful as a guide, it is
difficult to know if the measurements and conclusions will apply in our case. To
test which of these fluorophores would perform best in our optical system and
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strains, the four fluorophores detailed were obtained from Addgene and trans-
formed into the GAL1 locus as described in figure 2.10. Brightness was tested
by inducing all the fluorphores with a mix of raffinose (2%) and galactose (0.1%)
and imaging them on our microscope. The results, shown in figure 2.12, clearly
show that GFPγ and mKate2 are the brightest of the fluorophores tested. Given
that there is no evidence in the literature that these should mature slower than
the others fluorophores considered, they were chosen for further improvement by
attachment of the UBI-M∆k motif.
The UBI-M∆k, GFPγ and mKate2 sequences were amplified by PCR and in-
serted into plasmids backbones with HIS and URA selection markers using the
clontec In-Fusion R©system (detailed protocol in section B). The four plasmids
so obtained (pFA6-UBI-M∆k-GFPγ -SpHis5, pFA6-UBI-M∆k-mKate2-SpHis5,
pFA6-UBI-M∆k-GFPγ -CaURA3, pFA6-UBI-M∆k-mKate2-CaURA3) provided
a convenient template for PCR amplification of both fluorophores with either HIS
or URA selection markers.
As before, the two new fluorophores (UBI-M∆k-mKate2 and UBI-M∆k-GFPγ )
were inserted into the Gal1 locus. Decay rate assayed by flow cytometry measure-
ments of cellular fluorescence after the transfer from XY raffinose(2%)/ galac-
tose(0.1 %) to XY glucose(2%) . The results are shown in figure 2.13. While
UBI-M∆k-GFPγ showed a half life comparable to that of UBI-M∆k-GFP* (72
minutes and 85 minutes respectively), and significantly less than that of the un-
altered GFPγ (142 minutes), UBI-M∆k-mKate2 was measured to have a half
life of 164 minutes, analagous to the unaltered mKate2 (184 minutes). This is
a disappointing result and limits the usefulness of UBI-M∆k-mKate2 as a tran-
scriptional reporter. The reasons underlying the limited effect of the UBI-M∆k
tag on mKate2 is unclear. It is plausable that since mKate2 is not derived from
the Aequorea victoria GFP, its structure may be sufficiently different to interfere
with the N-Degron rule. This, however, is only hypothesis and investigating the
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Figure 2.13: Measurement of decay rate for UBI-M∆k-GFPγ and UBI-M∆k-
mKate2 with relative brightness of UBI-M∆k-GFPγ and UBI-M∆k-GFP*. As in
figure 2.11, protein half lives were measured for the newly constructed proteins
by flow cytometry after repression by glucose. The logarithm of the normalised
mean intensity for each protein is plotted against time in panel A. UBI-M∆k-
GFPγ showed a half life of 72 minutes, comparable to that of UBI-M∆k-GFP*
(85 minutes) and significantly less than that of GFPγ (142 minutes). UBI-M∆k-
mKate2 was measured to have a half life of 164 minutes, very close to that
of unaltered mKate2 (184 minutes). Panel B shows histograms of fluorescence
measurements for cells expressing UBI-M∆k-GFPγ and UBI-M∆k-GFP*. Cells
were induced by growth in SC raffinose(2%)-galactose(0.1%) and measurement
made using our microscope. The results show that mean fluorescence of cells
expressing UBI-M∆k-GFPγ is 25% higher than that of cells expressing UBI-
M∆k-GFP*.
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reason for this limited effect goes beyond the scope of this PhD.
The relatively high decay rate of UBI-M∆k-GFPγ make it a useful transcrip-
tional reporter. Measurements of it brightness shown in the right panel of figure
2.13 confirm that it is significantly brighter than the UBI-M∆k-GFP* reporter
engineered by Houser et al., constituting a useful improvement.
2.2.2 UBI-M∆k-mKate2 and UBI-M∆k-GFPγ Matura-
tion Time Measurements
For our reporters to be useful in the inference of transcription we require quan-
titative estimates of their maturation rates [74, 172, 184]. Since maturation is
generally thought to be rate limited by oxidation [146], a common method for
measuring maturation rate is to grow cells, typically E. coli , over expressing the
fluorescent reporter of interest in an oxygen depleted environment. Cells are sub-
sequently exposed to oxygen and the observed asymptotic increase in fluorescence
modelled as a pseudo first order process. Though this method is straightforward,
it requires a cellular environment that is from those used in the our experiments,
and the result is only an accurate measure of the maturation rate if oxidation
is significantly slower than the preceding stages of maturation. An alternative
method, employed in Gordon et al. [65], is to induce expression of the fluorophore
and then impede translation, by the addition of the small molecule cycloheximide,
before steady state has been reached. This has the advantage that the matura-
tion time so measured encompasses the whole period between translation and
fluorescence, which is what we require to be able to infer the state underlying
species. If performed on a microscope then variation in maturation rate between
cells can also be observed.
In order to acquire such data for the two fluorophores under analysis we use the
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Figure 2.14: Results of cycloheximide chase experiments for UBI-M∆k-mKate2
and UBI-M∆k-GFPγ . Cells were grown overnight in synthetic complete (SC)
media with 2% raffinose. Cells were rediluted in fresh media and grown for
four hours before being adhered to glass bottomed Petri dishes using con-
cavinin A. Once on the microscope the media was replaced with SC raffi-
nose(2%)/galactose(0.1 %) to induce expression. Cells were imaged every 2 min-
utes and when a reasonable expression was observed the media was replaced with
SC raffinose(2%)/galactose(0.1 %)/cycloheximide(20 µg / µl ) to arrest transla-
tion [65]. The results are shown for UBI-M∆k-mKate2 in panel A and UBI-
M∆k-GFPγ in panel B. The left most plot shows the mean fluorescence of the
population in blue, with the point at which cycloheximide was added shown by
the green vertical line. A simple ordinary differential equation (ODE) model of
maturation was fitted to the data after addition of cycloheximide, and the results
of this model are shown in red (see main text for details of the model). The
same ODE model was fitted to each individual cell in order to assess cell to cell
variation in the parameters. Cells were selected for a minimum fluorescence value
and goodness of fit and histograms of the parameters of interest for these cells
are shown in the centre and right plot for both fluorophores: central plot is a
histrogram of decay rate (s−1) and right plot is a histogram of folding rate (s−1).
These fits give a mean folding time across the selected cells of 104 minutes for
UBI-M∆k-mKate2 and < 5 minutes for UBI-M∆k-GFPγ .
51
same strains as before. Cells grown overnight in synthetic complete (SC) media
with 2% raffinose were adhered to glass bottomed Petri dishes using concavinin
A, and the media replaced with SC raffinose(2%)/galactose(0.1 %). Images were
acquired every 2 minutes and when a reasonable [explain further] expression was
observed the media was again replaced with the inducing SC raffinose(2%)/ galac-
tose(0.1%)/ cycloheximide(20 µg/ µl ), and imaging continued. A full description
is given in appendix B, and results are shown in figure 2.14. The data were fitted
using the following simple model. There are two species, nascent proteins that
have not yet matured, and are therefore unobservable, (x), and mature fluores-
cent proteins, (y). Nascent proteins mature under a pseudo first order process
with rate kf , while both mature and nascent protein degrade according to a first
order process. To better constrain the model both mature and nascent proteins
are assumed to decay at the same rate, kd. These reactions lead to the following
ODEs for the x and y:
ẋ = −(kf + kd)x
ẏ = kfx− kdy
These can be straightforwardly solved to give:









The equation for y was fitted to both the mean of the population and to each cell
individually by minimising the square distance between the data and the model
using a particle swarm optimiser. Histograms of the fitted decay and maturation
rates for each cell are shown in figure 2.14. Though the fit provides a matura-
tion and decay rate, the maturation rate is the only parameter we consider. The
changes in cellular milieu due to the cycloheximide make the decay rate poten-
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tially different from that in healthy cells, and we anyway have a good measure of
degradation rate from the glucose measurements made earlier.
The slow response of UBI-M∆k-mKate2 to cycloheximide challenge is rather dis-
appointing. The proteins matures very slowly, as indicated by the long period
between addition of cycloheximide and peak fluorescence. The mean over the
population of the fitted folding rate is 1.1 × 10−4s−1, corresponding to an aver-
age maturation time of 104 minutes. The standard deviation in kf across cells is
3.96×10−5s−1, so the folding rate is at least consistent. Though mKate2 remains
a bright and useful protein tag its slow maturation rate coupled with the slow
decay rate outlined previously limits its usefulness as a transcriptional reporter.
The performance of UBI-M∆k-GFPγ is far better. The fluorescence appears to
peak almost instantaneously, with the maximum barely distinguishable from the
first recording after cycloheximide addition. Consequently the fitted folding rate
kf is extremely fast, with a mean folding rate of 0.35 s
−1 corresponding to a
maturation time of approximately 2 seconds. This is certainly an underestimate,
probably stemming from the time delay between cycloheximide addition and re-
sumption of imaging. From the imaging times recorded by the microscope this
time delay could be as much as 5 minutes, and if the maturation time were less
than this most of the pool of immature fluorophores would have matured, mak-
ing the folding time difficult to evaluate. This is reflected in the fitted size of the
unfolded pool, x0, which has a mean of 80 AU compared to an average starting
pool of 3000 AU for folded proteins, y0. It is clear that this discrepancy makes
it difficult to accurately infer the folding rates, and fits of the mean fluorescence
using the same parameters but folding times ranging from 100 s−1 to 1 × 10−8
s−1 were found to have a difference of order 1% in the least squares difference
between the model and data fitted using these different folding rates. Though the
data presented cannot determine the folding rate for UBI-M∆k-GFPγ , the upper
bound of 5 minutes is faster than the folding rate reporter for UBI-M∆k-GFP*
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[85].
Further experiments could improve our estimate of this parameter, both by more
frequent image acquisition and by using our microfluidic device to switch without
interrupting image acquisition. The microfluidic device was originally avoided to
simplify the protocol and overcome the potential safety issues arising form its
use in association with the hazardous chemical cycloheximide, but there are not
technical reasons why its utilisation in combination with cycloheximide would
not be possible.
2.3 Demonstration of Engineered Fluorophores
in Time Lapse Experiments
To demonstrate the benefit of the fast reporter, a time lapse experiment was
undertaken observing both gal1 ∆ ::UBI-M∆k-mKate2 and gal1 ∆ ::UBI-M∆k-
GFPγ cells in our microfluidic device. After ten hours of induction with SC
raffinose(2%) galactose(0.1%) cells were repressed by switch to SC glucose(2%).
The results are shown in figure 2.15, with the shaded blue area representing
the period of induction. Clearly UBI-M∆k-GFPγ is expressed earlier and decays
more quickly than UBI-M∆k-mKate2, but it also appears to have more ‘features’:
the traces appear to deviate more from what would be expected from a simple
stepwise constant rate of induction and decay. Though this is difficult to quantify
and is based on a visual inspection of only a sub set of the cells observed, it is
the benefit we are most keen to obtain from our fast reporters: a window into
underlying transcriptional dynamics that goes beyond a long period time averaged
transcription rate.
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Figure 2.15: Induction and repression of UBI-M∆k-mKate2 UBI-M∆k-GFPγ in
the microfluidic device. Both cells expressing UBI-M∆k-mKate2 and UBI-M∆k-
GFPγ driven by the native GAL1 pr promoter were loaded into the microfluidic
device and expression induced using SC raffinose(2%) galactose(0.1%) for ten
hours before expression was repressed by switching cells to SC glucose(2%). Panel
A shows twenty traces for individual cells expressing UBI-M∆k-mKate2, while
panel b shows twenty traces for cells expressing UBI-M∆k-GFPγ . In both case
the blue area indicates the period of induction.
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2.3.1 Discussion
In this section I have described the construction and characterisation of two new
transcriptional reporters: UBI-M∆k-mKate2 and UBI-M∆k-GFPγ . While UBI-
M∆k-mKate2 proved disappointing, being slow to fold and decay, UBI-M∆k-
GFPγ displays similar kinetic properties to the UBI-M∆k-GFP* reporter en-
gineered by Houser et al., but with improved brightness and potentially faster
maturation. Use of this reporter will increase the accuracy of our fluorescence
measurements, especially in cases where the protein is only lowly expressed and
camera noise is dominant.
The low maturation and decay rates of UBI-M∆k-mKate2 limit its usefulness
for inferring transcriptional dynamics, and confine us to experiments in which
only one good transcriptional reporter is required. It is possible that other red
proteins, such as mRuby2, could be more responsive to the N-Degron system
employed, but constructing and testing fluorophores is a relatively long process
and some evidence as to which red fluorophore is most likely to affected by the
N-Degron tag would be preferable before beginning construction. The N-Degron
system has been shown to reduce the half life of CFP [69], which is derived from
EGFP, and so perhaps focusing on EGFP derived proteins gives a higher chance
of success. CFP itself could be used, but its emission and excitation spectra have
significant overlap with those of GFP, complicating their use together.
Progress could be accelerated by making use of new, high throughput facilities,
recently made available in Edinburgh. The rapid, parallel DNA construction
techniques of the Edinburgh Genome Foundry could be applied to add the UBI-
M∆k tag to many members of the large collection yeast optimised fluorescent
reporter encoding plasmids available from K. Thorn [104]. These are all pro-
vided via Addgene on identically structured plasmids, substantially facilitating
the work. The resulting reporters could then be tested for fast degradation, and
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to some extent maturation, using the high throughput flow cytometry equipment
recently obtained by the centre. This would significantly increase the chance of
finding pairs of reporters with the desired properties.
Equipped with the fast responding, bright and well characterised transcriptional
reporter we have developed it, is now possible for us to undertake experiments to
infer the dynamics of transcription such as those performed in Suter et al. [172]
and Harper et al. [74], while our microfluidic system and automated analysis soft-
ware allows us to collect data for many more cells. Our preliminary efforts to





The microfluidic device developed by M. Crane and I. Clark in the lab is essen-
tially an array of over a thousand cell traps positioned in a flow chamber. An
upstream y-channel configuration allows media in the flow chamber to be switched
with high speed and accuracy [39]. A schematic of the device is shown in figure
3.1. With improvements in device loading and operation, it is now possible to
observe cells in almost all one thousand of these traps for over 30 hours, and often
up to 60 hours, with an imaging frequency of five or ten minutes. Obviously, such
a quantity of images makes cell selection and segmentation (the process of outlin-
ing an area in the image which one deems to be a cell) by hand prohibitively time
consuming. Consequently, robust, automated image processing is necessary for
an efficient experimental work flow. Tracking is also required to give data over
time. Given the very long experiments undertaken in the lab, even if tracking
errors occur only rarely they could can accumulate to significantly erode data
quality.
In this chapter I will describe algorithms developed to effectively and automati-
cally track and segment cells. I will begin with a brief review of some the segmen-
tation methods available, focusing on applications to microbial cells and yeast in
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Figure 3.1: An illustration of the microfluidic device used in the lab. The device
consists of an array of approximately one thousand traps (A) that can restrain
a cell over multiple divisions. These are located in a flow chamber, in which the
media can be rapidly switched between two sources by pressure changes (B). A
3D schematic is shown for clarity (C).(reproduced with permission from [39])
particular. I will then describe the segmentation architecture developed in the
lab and present results evidencing its efficacy. The segmentation software written
in the lab was a collaborative effort between multiple lab members. Though this
chapter focuses on my contribution there is necessarily some discussion of the
work of others, and I have tried to assign credit clearly throughout. For this
reason I also break with convention and use the first person singular pronoun, ‘I’,
at points in this chapter.
3.1 Review of Automated Segmentation Meth-
ods
I will begin by reviewing the literature on image segmentation and classification
in microscopy, for which a number of reviews exist [29, 45, 116, 117].
The problem of automated cell segmentation, the process of identifying and out-
lining individual cells, has been a subject of research for over fifty years. The earli-
est segmentation methods were based on thresholding, either of brightfield images
of the cells or fluorescent images generated by fluorescent dyes and stains. These
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methods are still commonly used today [43, 66, 138] and are the basis of CellPro-
filer, a popular and widely used segmentation and image analysis platform[26]. In
such methods, pixels above or below a certain threshold are deemed to be ‘fore-
ground pixels’ and are therefore part of a cell. Contiguous areas of foreground
pixels are grouped as cells, normally after some sort of post processing that fur-
ther separates or discards areas that are too large, too small or do not conform
to the statistical properties of cell like objects in some other way.
While these methods are often satisfactory they have a number of draw backs.
Thresholding on brightfield images is rarely effective and as such a specified flu-
orescent channel has to be used. This requires cells to be stained or engineered
to constitutively express a fluorescent protein, solely for the purpose of segmen-
tation: increasing the workload for cell preparation and reducing the quality and
quantity of data one can obtain. In one recent paper[32] a large proportion of the
yeast ORF-GFP library [87], over four thousand cell lines, were tagged with red
fluorescent protein purely so that segmentation could be automated. A further
problem with threshold based segmentation is that densely packed cells are often
identified as a single object. A watershed heuristic is often applied to separate
them, but this prone to over segmenting [117]. While it is possible to impose
more detailed shape information to prevent this [183], it is not straightforward
to do so in a way that is rigorous and theoretically well founded.
An advancement on simple thresholding is to use machine learning techniques
to classify pixels and threshold the results. This can be done on brightfield or
Differential Interference Contrast (DIC) images, overcoming the need for fluores-
cent labelling. Brandes et al. [18] used local spatial and temporal variability to
classify pixels as either cell pixels or background pixels. Thresholding followed
by minimal morphological operations were then able to successfully segment the
cells based on brightfield alone, provided they were well separated. Another ex-
ample of applying machine learning methods to brightfield images comes from
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Ning et al. [127]. The authors used convolutional neural networks, an advanced
machine learning technique, to classify pixels in DIC movies of C. elegans em-
bryos into five categories: background, cell wall, cytoplasm, nuclear membrane
and nucleus. Despite the very advanced technique applied, the result still re-
quired application of a refining procedure that ensured pixels of a particular class
were connected in a physically sensible way.
Active contour methods provide a straightforward and physically motivated means
of encoding shape information, and have been widely used for image segmenta-
tion in many areas of biological and biomedical imaging [56, 56, 116]. In an
active contour approach, the boundary is defined by a deformable contour, or
snake, that is parameterised by a small number of shape parameters, Ideally,
these parameters are chosen and bounded so that the contour is only able to
take physically reasonable shapes. Normally a collection of seed points, generally
points inside the object or objects to be segmented, are found by some heuristic
and contours initialised around them. The image to be segmented is processed
so that pixels likely to be part of an edge have low values and the ‘best’ contour
is found by minimising a cost function that is dependent on both this processed
forcing image and the shape of the contour. In cases where the same object in
seen is numerous frames of a time lapse, the cost function can also include terms
spanning numerous time points to punish unphysical changes in the object’s out-
line over time. This can improve both the result and the computational speed
by restricting significantly restricting the space of allowed contours. Whether the
final contour found corresponds with what the user would define as correct de-
pends on both the forcing image and the cost function, and in most applications
the cost function will require some tuning from one instance to the next. For a
more detailed description of active contour methods see McInerney et al. [116] or
Blake and Isard [16].
Both Bredies and Wolinski [19] and [101] have applied active contour methods to
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segmenting yeast cells. In Bredies and Wolinski [19], the contour was defined by
a linear spline of thirty points and the cost function included both the derivative
of the spline and a negative area term. The first was included to impose a smooth
shape, while the second balanced the punishment of volume introduced by includ-
ing the derivative in the cost function. The forcing image is generated based on
the gradient of the image at the pixel and cell centres seeded at local maxima of
this forcing image. The active contour is optimised by gradient descent starting
from a small contour around the centre. Due to the inclusion of the negative area
term, the gradient descent causes the contour to immediately inflate until it gets
caught in the local minima created by the cell edges.
This procedure is fast and the constraints imposed on the contour mean that
the result is generally reasonable. On the images for which it was designed cells
are densely packed and confined to the same optical plane, so the local optimum
found by moving out from the cell centre is often the desired contour. A drawback
of the scheme is that forcing image takes no account of the centre of the cell, so
edges of adjacent cells are equally scored. This means that in many cases the
global optimum will not correspond with the local optimum found, which means
the procedure relies on local optima corresponding with the users desired edge.
It also makes the scheme somewhat unstable and not generalisable to cases where
cells are overlapped and edges vary in appearance.
Kvarnström et al. [101] developed a similar method for segmentation of yeast,
this time in slightly out of focus bright field images. Cell centres were seeded by
a modified Hough transform, and the gradient along radial lines from this centre
calculated. In out of focus brightfield images cells present as a white ovoid with
a black halo[65], and so a forcing image was generated that was low at pixels
where the radial gradient went from high to low (light to dark). The contour
was optimised by dynamic programming and shape constraints enforced by tran-
sition rules in the allowed path. This procedure is more generalisable than that
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of Bredies and Wolinski: the method of creating the forcing image highlights the
edge in a way that is specific for the cell centre being considered and the dynam-
ical programming method used effectively searches for global optima, which is
more robust. However, the scheme only includes very limited shape information
and the method for seeding cell centres often misses cells in dense clusters.
An even more advanced system for edge detection was employed in Dimopou-
los et al. [42]. In this work, the authors used cross correlation of a radial trace
with an edge profile, which gave extremely reliable detection of edge pixels. The
authors made successive applications of a graph cut algorithm to this result to
separate the image into cell and non-cell pixels. This method was chosen in part
because it enforced only limited shape information, allowing the algorithm to be
applied successfully to many different cell types, but this may limit the algorithms
performance in poor imaging conditions where shape information can aid finding
reasonable contours.
The work described above is generally developed for single images of cells and
does not address the related problem of tracking cells from one time point to
another. As a consequence, the segmentation algorithms described also make no
use of temporal information available in time series data sets that can be used to
improve segmentation. There has been a great amount of work in object tracking,
and a review of tracking algorithms in cell microscopy can be found in Chatterjee
et al. [29].
Tracking is usually applied after object identification and segmentation. Gen-
erally a bipartite graph is constructed by calculating a metric between cells at
consecutive time points such as euclidean distance or pixel overlap. In well seg-
mented and sparse images there are generally few conflicts and any that arise are
resolved by greedy optimisation [138, 200]. Though often effective, these meth-
ods are very dependent on accurate object identification and will often fail when
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objects are densely packed and misidentified. Since they act after identification,
they also make no use of the history of object or biological knowledge in object
identification or segmentation. A number of papers apply more advanced track-
ing techniques to microscopy data. Brandes et al. [18] developed an algorithm
that could accurately track polymorphonuclear neutrophil cells even when they
occasionally formed clusters. By uniquely identifying cells when they occurred
in isolation and tracking them in and out of clusters they could ensure tracking
was not lost when clusters formed. Chen et al. [30] use biological knowledge of
the genesis and growth of nuclei in C. elegans embryos to dramatically improve
the identification rate of nuclei in time series fluorescent images, and Chatter-
jee et al. [29] improve on the simple euclidean distance by using the previously
observed motion of the object in the time lapse to track them. Massoudi et al.
[114] applied an advanced algorithm from pedestrian tracking in which object
identification and tracking are optimised holistically, over the whole time series,
by optimising a cost function that applies an object identification potential and
transfer function to all frames at once. This work shows how combining tracking
and identification can lead to dramatically improved results.
Though the work described above is useful in illustrating the efficacy of methods
and concepts in object identification and segmentation, it is difficult to directly
apply the software produced to the images from our own experiments. Many
are not designed for yeast and those that are [19, 101] must be modified to deal
with the altered imaging condition, and the presence of microfluidic structures,
before they can give satisfactory results. We therefore implement our own proce-
dures using methods and ideas from the above literature. I will now discuss the
algorithms so produced and present results on their relative efficacy.
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3.2 Implementation of Active Contour Methods
for Edge Identification
The process of image segmentation was broadly divided into three tasks: iden-
tifying cells, finding their outline and tracking the cells from one time point to
the next. It was felt best to use only bright field images throughout the proce-
dure rather than any fluorescent ones. Although more difficult, this would reduce
correlated errors, reduce the work of strain construction and increase the range
of experiments that could be performed1. M. Crane constructed a programmatic
structure and implemented an algorithm by which this could be achieved. I will
begin by describing this extant system before detailing my additions and present-
ing results. Pseudo code for all algorithms along with details of implementation
are available in appendix C.
3.2.1 Algorithm 1: Centre Identification
An outline of the segmentation procedure implemented by M. Crane, and referred
to as algorithm 1, is shown in figure 3.2. The traps are found in the first time
points of the image by a combination of user inspection and cross correlation of
the the DIC image with an example trap image. The traps are then tracked over
time by cross correlation between time points, and the area around each trap
used in the subsequent analysis. This both provides an absolute reference point
for cell detection, that is minimally effected by drift in the field of view, and
restricts the analysis to the areas of interest within the image. These DIC trap
1To further explain, this is because if a fluorescent image is used it must either be the
same as the experimental one (thereby introducing unwanted and difficult to quantify correla-
tions between measurements and segmentation errors) or an additional channel which would
require extra transformations in any strain construction, and force us to expose to cells to more
damaging excitatory light.
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Figure 3.2: A graphical outline of the image segmentation procedure implemented
by M. Crane and referred to as algorithm 1. For segmentation purposes each time
point is treated individually. The image is first divided into sub-images of traps
(A). A support vector machine [75] classifies pixels based on a set of 169 image
transformations into a decision image (B), with low values for pixels likely to be
a cell centre and high values otherwise (as can be seen, the trap is artificially
removed). The decision image is thresholded into cell centre regions (D), and the
average values of a circular hough transform [89] accumulation array (C) taken
over each cell centre region (E). This provides a cell centre and radius which are
used to construct a circular cell edge (F). Panel G shows some typical results
overlaid on the DIC and fluorescence images. From these it can bee seen that
though the classifier has correctly identified the cell, the circular outline misses a
significant number of relevant pixels.
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images are then analysed with a classifier designed by M. Crane to predict cell
centres. This is the core of the segmentation software.
The classifier uses the support vector machine (SVM) [75] architecture to clas-
sify the image pixel by pixel. 169 different transformations are applied to the
original DIC image, providing a vector of 169 ‘features’ for each pixel. These are
analysed by an SVM which has been trained on curated collections of cell centre
pixels and non-cell centre pixels to give a cell centre score to each pixel. The
image composed of all these pixel scores is referred to as the decision image.
Of the filters used the circular Hough transform[89] is of chief importance. This
is a standard filter which produces high values for points at the centre of circular
configurations of pixels likely to be edges(usually those with high gradient value
in the image). Other features include image gradient, standard deviation between
pixels in a local region and distance from a trap pixel.
The resulting decision image is thresholded using a user defined threshold and
contiguous regions of cell centre pixels are determined to be a cell centre region.
The final cell centre for a given cell centre region is found by taking the weighted
average of the Hough transform accumulation array in this region. The edge is
then found by taking the average predicted radius generated by the Hough trans-
form for pixels in this region, and defining the edge as a circle of the predicted
radius centred on the cell centre pixel. The final outlines are therefore circles,
centred on points identified by the SVM classifier as cell centres.
Cells are found independently at each time in this manner and subsequently
tracked. This is done by calculating a modified Euclidean distance between all
cells at consecutive time points and applying a greedy minimisation of total dis-
tance. Cells are sometimes missing at single time points, which would break the
tracking, and to deal with this a post processing step is applied in which the dis-
tance between tracked cells two or three time points apart is calculated, and the
cells given the same cell label (identifying them to be the same cell at different
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time points) if this distance is less than some user defined threshold value.
A sample of the results is shown in 3.2. It can been seen that, though the centre
is within the cell and close to a user defined centre, the circular outline is often
inaccurate. To improve the result, I implemented an active contour algorithm to
take these identified and tracked cells and improve the outline. I will now detail
this algorithm, before presenting results assessing the quantitative improvement
in cell segmentation.
3.2.2 Algorithm 2: Active Contour Method for Edge De-
tection
From the literature described in section 3.1 it seemed that active contour meth-
ods were a good candidate for accurately identifying cell outlines. Active contour
methods generally refer to methods in which a proposed edge is defined by a de-
formable path, which is compared to a forcing image produced in some way from
the image of interest. A cost function is calculated based both on the values of
the pixels along the proposed edge (usually forcing images are designed to have
low values at likely edge pixels) and terms that punish unlikely shapes without
reference to the image (for example, terms that punish derivatives of the path
to try and force a fairly smooth shape). The combination of these cost terms
is optimised for a given image, with the aim of obtaining a contour that takes
account of both the image and the likely shape of the object under consideration.
I first attempted to directly apply the algorithm from Bredies and Wolinski [19],
taking the centres found by algorithm 1 as seeds and making minimal modifica-
tions to adapt their procedure for our images. The result was unsatisfactory. As
described in section 3.1, the algorithm used a linear spline defined by 30 points
and found a local optimum for each seed by gradient descent. It seemed that for
our images this local optimum was not the desired outline, and the very large
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Figure 3.3: A graphical depiction of the radial spline shape space. The spline is
parameterised by six points spaced at equal angles around the centre (shown in
A in green with centre in red). A cubic spline with periodic boundary conditions
is fitted to the radial distance of these points from the centre (B), and gives the
radius of the contour at any radial angle around the centre. A dense sampling
of this fitted spline is mapped back to (x, y) space and gives the final contour
(shown in blue in C)
number of parameters used to define the edge (60 in a 30 point linear spline) made
more sophisticated optimisation difficult. Applying ideas and methods from [16]
I developed an active contour algorithm better suited to our own needs. The
algorithm has the same basic components of shape space, forcing image, cost
function and optimisation and I will now describe each in detail.
Shape Space
The term shape space refers broadly to the way that the path is defined by its pa-
rameters, and how these parameters are restricted to ensure that only reasonable
shapes are possible. A low parameter shape space is generally desirable since it
reduces the space over which the contour must be optimised, and should therefore
lead to faster and more robust optimisation of the contour. Of course, too small
a shape space will not allow for all cell shapes we observe. The circular outline
used in algorithm 1 could be thought of as a 1 parameter shape space, the only
parameter being the radius of the circle, and this appears to be too restrictive a
shape space.
I used cubic splines to produce a smooth contour from a small number of param-
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Figure 3.4: Generation of the forcing image.Shown are the DIC image (A),
brightfield image 2 µm below the plane of focus (B) and 2 µm above the plane of
focus (C) and the subtraction of one brightfield image from the other (D). This
subtraction both highlights the edge of the cell and removes spurious objects
due to dirt in the optical path. Close ups of both cells in the subtraction image
are shown (E and G) as well as the application of the radial gradient image
transformation described in the main text(F and H). The edge of the particular
cell is preferentially highlighted, at least in the vicinity of the boundary, in both
cases.
eters. I will in general refer to this method and its output as a radial spline. An
outline of how the spline is constructed is shown in figure 3.3 and described in
the caption. The result is a low parameter (generally 6 as shown in the figure)
shape space that can fit the vast majority of cell shapes observed.
Forcing Image
In order to use the active contour structure the image of the cell has to be
transformed to give low values to the cell edge. This is a little difficult with DIC
images [127] since the edge has different properties depending on its orientation
to the cell centre. By removing the Wallaston prism in our microscope, a more
uniform brightfield image could be obtained. Out of focus brightfield images [65]
proved most informative since cells appear as a clear bright shape surrounded by
a dark halo below the plane of focus and as a dark object surrounded by a light
halo above the plane of focus. These can be see in figure 3.4, and subtracting one
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Figure 3.5: a graphical depiction of the segmentation of consecutive time points.
The contour at time point T − 1 is fixed, so the outline (green line) contributes
to the cost function but is not optimised in the procedure. The forcing images
for both time point T and time point T + 1 (displayed) contribute to the cost
function, and the contours for both these time points (red lines) are optimised to
minimise the cost function described by equation 3.1
from the other gave an image with a clearly defined edge. Following the example
of Kvarnström et al. [101] I applied a radial gradient transform to give low values
to pixels at which the intensity went from high to low moving out from the cell
centre. This transformation gives low values to edge pixels, but also has the
advantage that it takes into account the putative centre of the cell, and favours
edges belonging to that cell. This can be seen in panels F and H of figure 3.4.
The pixels belonging to the trap are also receive very low scores, and these are
removed by changing the value of all pixels in a predetermined trap area to be
high. Details of the transformation are given in appendix C.
Cost Function and Optimisation
With a forcing image and shape space in place all that remains is to defined a cost
function and the method for optimising it. Given that the cells have already been
tracked in algorithm 1, it was possible to define a cost function that punished both
unreasonable shapes at a given time point and unreasonable changes in shape over
time. In order to do this the contour was optimised at several consecutive time
points, so that the cost function can include terms dependent on the change in
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outline between time points. These terms are of a fairly standard form and the
final cost function, C, was defined as:








α(2rti,j − rti,j−1 − rti,j+1)2




• T is the first time point and n time points are used for the optimisation
• {~rT , ..., ~rT+n} is the set of n vectors of length m that determine the outline
of the cell at the n time points considered. In this case I used and n of 1
or 2, so either optimising the contour at a single time point or optimising
two consecutive time points at once.
• {IT , ..., IT+n} is the set of forcing images generated for the cell at time points
T to T + n.
• α and β are parameters that weigh the various forcing terms. These are
tuned for the time lapse considered.
• m is the number radial vectors used to construct the spline, in our case 6.
The first term is the forcing image term, and ensures that the outline is consistent
with the images of the cell. The second is the sum of the squared differences of
each radial vector with the two either side of it. This is a discrete approximate
of a radial second derivative, and ensures the resultant shape is roughly circular.
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The third is the sum of the squared differences between the radial vectors at one
time point and the next, and punishes large changes in shape between consecutive
time points.
The number of time points simultaneously considered (n) can be chosen by the
user. While it may seem that increasing n would always improve the result this
also increases the dimension of the parameter space over which one needs to opti-
mise. This makes the optimisation more difficult and can result in a poorer result
for the same amount of computational time. In practice, an n of one to three
time points were tested, corresponding to a reasonably short time window.
Starting at T = 1, the cost function was optimised over time points {T, ..T + n}.
When n > 1 was used the contour result for the last time point was discarded.
This was done so that the contours assigned to the cell would always be identified
considering both the time points before and after them in the time lapse. Once
the contour for that block of time points had been optimised, T was set to be
the next unsegmented time point, and the process repeated until the entire time
lapse had been segmented. For T greater than 1, the outline of the previous time
point (~rT−1) was still included in the cost function but was kept fixed for the
purposes of optimisation, so that simply contributed an extra term like the last
in equation 3.1. A graphical depiction of this is shown in figure 3.5.
A number of optimisation routines were used and modification of a publicly avail-
able particle swarm optimiser [15] was found to be most effective. Although fairly
‘brute force’, this optimiser was good at avoiding local minima and the compu-
tational resources allocated to it could be straightforwardly increased for more
difficult segmentations.
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3.3 Results of Active Contour Method
Curated data sets are a gold standard for testing image analysis algorithms, and
are themselves valuable for benchmarking new methods [66, 108]. In order to
compare the original segmentation algorithm (algorithm 1) and the addition of
the active contour routine (algorithm 2), both were applied to a set of thirty five
traps from a single experiment which had been manually curated for tracking and
segmentation. To curate the tracking with minimal effort images were acquired
of extremely fluorescent cells, and a classifier trained on these fluorescent images.
The cells were segmented using this classifier and the active contour method de-
scribed in algorithm 2. Cell identification, tracking and segmentation were then
manually curated using an interactive graphical user interface (GUI).
Given that we had employed the active contour algorithm being tested in con-
structing the base result we curate, it is possible that we may bias the results
towards the active contour scheme, but no other solution presents itself. Seg-
menting the whole time lapse manually is simply too laborious to be practical,
and were there an easier way to segment them automatically it would not be
necessary to validate the active contour algorithm.
Choosing a metric on which to compare segmentation results is not obvious.
There are various types of error possible such as tracking, false positive cells, false
negative cells and inaccurate edge detection. The importance of these errors, and
therefore the determination of the ‘best’ algorithm, will depend on application.
To try and give an overall measure of the algorithm performance, independent
of application, I applied three measures. First, the total overlap between each of
the identified cells overall time between the curated and automated segmentation
result was calculated and used to populate a total overlap matrix. Columns were
rearranged (equivalent to relabelling cells in the automated result) to maximise
diagonal elements and produce an overlap matrix that was independent of the
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Figure 3.6: Description of the overlap matrix used in segmentation (continued on
next page).
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Figure 3.6: Panels A and B show corresponding time points selected from the
ground truth segmentation (A) and the automated segmentation result found
by algorithm 1 (B). Some common errors, like false negative, false positive and
overlapping cells can be seen.The colours of the outlines are different because cell
labels are not correspondent, which is not a problem for the analysis. Panel C
shows the logarithm of automated overlap matrix calculated between the ground
truth and overlap segmentation results for a single trap, with some description of
its features. The size of the matrix shows that 16 cells were present in the ground
truth segmentation, while 21 were found by the automated algorithm. Large off
diagonal elements indicate segmentation errors of various types as described in
the text. Panel D shows the ground truth overlap matrix and the automated
overlap matrix for the same trap. The difference between these two matrices is
used to calculate the summary statistics used to assess the segmentation result.
labelling of the cells. To this matrix was appended an extra row and column
measuring the number of pixels in a cell that do not occur in any cell in the other
result, i.e. The last column is the sum of the pixels in the curated cells that are
not assigned to any cell in the automated segmentation, while the last row is the
sum of pixels in the automated segmentation that do not occur in any cell in the
curated segmentation.
The result, which I will refer to as the automated overlap matrix, is very infor-
mative. It identifies corresponding cells in the two time lapses without human
intervention and large off diagonal elements are errors. If the overlap matrix is
calculated between the ground truth and itself, a result which I will refer to as
the ground truth overlap matrix, the result is a square matrix with very large
values on the diagonal and small off diagonal elements where cells overlap in the
image. A depiction of the ground truth overlap matrix and automated overlap
matrix for a single trap is shown in figure 3.6.
As a general assessment of the result, the ground truth overlap matrix is sub-
tracted from the top left corner of the automated overlap matrix and the sum
of the absolute values of the resulting matrix, normalised by the sum of all the
elements in the ground truth overlap matrix, is calculated. I refer to this as the
total error. It can be seen that the addition or removal of any pixels relative to
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Figure 3.7: Various error measurements for both segmentation algorithms. As in
the main text, algorithm 1 is M. Crane’s algorithm with edges found as circles.
The second result is for the application of the active contour algorithm (algorithm
2) to this result. The difference of two out of focus images were used to construct
the forcing image as shown in figure 3.4. The cost function was optimised one
time point at a time (n = 1 in equation 3.1) with a contribution from a fixed
outline for the cell at the previous time point. For false negative rate we show
the total false negative rate(blue), those pixels missed entirely(green) and the
pixels erroneously assigned to another cell(yellow). For the false positive rate we
show the total false positive rate(blue), non-cell pixels erroneously assigned to
the cell(green) and the pixels erroneously assigned to another cell(yellow).
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the ground truth segmentation will contribute positively to this total error. The
top panel of figure 3.7 shows a bar plot of the total error both of the raw result
of algorithm 1 and after the application of active contour method described in
algorithm 2. The addition of the active contour algorithm reduces the total error
from 0.63 to 0.5, a substantial reduction.
In addition to this total error, other informative statistics can be calculated from
the automated overlap matrix. For our applications we are most interested in
fluorescence measurements over the length of the time lapse, which corresponds
approximately to those cells which have the highest total area over the whole
time lapse in the ground truth segmentation. Focusing on the fifty cells with the
largest total area (approximately ten percent of the cells considered) I calculate
two further statistics. One is the fraction of the ground truth cell pixels that do
not appear in the equivalent cell in the automated result normalised by the total
number of pixels in the ground truth cell over the whole time lapse. The average
of this fraction over the fifty most significant cells is termed the false negative
rate. By looking at the number of these pixels that do not overlap with any cell
in the automated result, we can further sub divide this into false negatives in
which the cell pixels were not identified and those in which they were assigned to
the wrong cell (such as in the case of tracking errors).
I similarly define a false positive rate. To calculate this I take the fifty columns
of the overlap matrix corresponding to the cells with highest area in the ground
truth result, subtract the equivalent region of the ground truth overlap, normalise
each column by the total area of that cell in the automated result over the whole
time lapse and sum the off diagonal terms. This corresponds to the fraction of
cellular pixels in the automated time lapse that do not occur in their equivalent
cell in the ground truth time lapse. This can be further subdivided into those that
overlap with other cells in the ground truth, and those that overlap with non-cell
pixels in the ground truth. The average of this fraction over the fifty significant
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Figure 3.8: a common error occurring in
the segmentation, particularly for cells in the
trap. Due to the reliance on the circular
Hough transform the ‘centre’ of elongated
cells will often occur at one or other end.
Even after the active contour method is ap-
plied this often results in truncated cell out-
lines.
cells is deemed the false positive rate. Bar charts of all these quantities are plot-
ted in figure 3.7 for both the raw result of algorithm 1 and the segmentation after
the application of the active contour algorithm described in algorithm 2.
It can be seen that for all three measures selected the active contour algorithm
improves the result. The most significant improvement is in the false positive
rate, and particularly the non-cell pixels wrongly assigned to be part of a cell
(green bar, lowest panel). This is most probably because the circle based edge
construction will tend to add extra pixels in the case of slightly elongated cells.
Though the false negative rate was reduced the result was not significant. Closer
inspection showed that this was most probably due to misidentification of the ex-
act centre location. The reliance of the classifier on the circular Hough transform
tends to result in elongated cells being assigned a centre at one or other end of
the cell, and the resulting circular edge will only encompass around half the cell.
This is not solved by the active contour algorithm since its cost function contains
terms that force the outline towards a circle, so though the result is improved a
large proportion of the elongated cells are wrongly outlined. An example of this
is shown in figure 3.3.
This behaviour can also result in inaccurate tracking as the centre jumps along
the cells length in an unphysical manner. Even if the tracking is not broken, this
movement of the centre along the cells length can degrade the active contour re-
sult, which assumes the centre occurs at the same point in the cell at consecutive
time points.
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To try and prevent these errors and improve the segmentation result an alterna-
tive tracking and segmentation algorithm was implemented based on the methods
described in Blake and Isard [16]. This was an effort to better use information
about the cells at one time point in the identification of cells at the next. The
algorithm is described in appendix C, but since it did not improve the segmen-
tation result I will not discuss it here.
3.4 Error in Data Acquired Due to Segmenta-
tion
While these general errors in segmentation are of interest in assessing and compar-
ing the various algorithms implemented in the lab, for the purposes of inference
we are most interested in the errors in the final fluorescence measurements. In the
data set curated, the cells are expressing a Gal1p-GFP fusion and experiencing
2% galactose in the media. As such they are extremely fluorescent, and the flu-
orescence can be extracted for the curated cell outlines and each of the putative
cell outlines and compared. This was done, and the sum of the pixels assigned to
the cell taken as a measure of cellular fluorescence (the validity of this measure
in discussed in chapter 2). Since we are most interested in the cells that appear
in the time lapse for long periods (generally those at the centre of the traps),
we focused on the same fifty cells in the ground truth with the largest total area
and their corresponding cells in the automated identification. These are the same
sets of cells used in assessing the false positive and false negative rates before,
and each of them is present for at least fifty time points in the ground truth time
lapse.
A first observation that can be made is the number of time points at which a cell
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Figure 3.9: Scatter plots of the difference between the fluorescence measurement
for the ground truth and automated time lapses for the fifty most significant cells
in the time lapse. fluorescence measurement was calculated as the sum of the
values of the pixels assigned to the cell at each time point. The scatter plots
show that, particularly for high fluorescence values, the active contour algorithm
significantly improves the error in the measurement.
is erroneously absent or presents compared to the ground truth. Since the two
algorithms discussed differed only in the application of the active contour method
to identified cell centres, cell identification and tracking results were identical in
the two cases. This means that both had the same false positive and false neg-
ative rates of 4.3% and 4.7% respectively. While the false negative rate, which
corresponds to lost data about, is regrettable the false positive rate is potentially
disastrous, since it corresponds to entirely erroneous data. In cases of false pos-
itive assignment the data extracted will come from either another cell confused
for the cell of interest, or from an empty area of the field of view. This can cause
extremely large errors in the estimated fluorescence, and indicates that until the
tracking and cell identification is improved it will be necessary to continue to cu-
rate at least the tracking. Figure 3.9 shows density plots of the error for each of
the two segmentation algorithms. For clarity the false negative and false positive
points have been removed so that only those time points for which both a ground
truth and an identified cell are present feature in the plot. It can be seen that,
particularly for the large fluorescence values, the application of the active contour
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Figure 3.10: The mean and standard deviation of the segmentation errors plotted
in figure 3.9. Outliers were excluded, and the mean error and the mean absolute
error calculated, for a particular true fluorescence value, using all data points with
true values within a small window around the desired value. This calculation was
performed for data obtained using both the cell outlines found by algorithm 1 and
those found by applying the active contour procedure to the result of algorithm
1.
algorithm significantly reduces the errors. It can also be seen that algorithm 1
has a larger number of significant outliers than the active contour result. To
better understand the quantitative errors due to segmentation the outliers were
removed and a window average used to estimate the mean of the error and the
mean of the absolute value of the error as a function of the true intensity. The
results are shown in figure 3.10.
There is not really sufficient data, especially at the high fluorescence values, to
fully quantify the error but two trends can be clearly seen. The first is that while
the mean of the absolute error for algorithm 1 scales strongly with true value, for
the active contour algorithm the mean absolute error is a near constant 5× 104.
If the cell pixels were uniformly bright, and the algorithm were missing a certain
number of pixels independently of cell brightness one would expect the absolute
error to scale with intensity. As this is not the case, it is likely that many of
the errors correspond to the addition or subtraction of edge pixels that a small
contribution to the fluorescence. The second observable trend is that the mean
of the error for the active contour algorithm is not zero, but shows a positive
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trend with true cell fluorescence. This corresponds to brighter cells being over
estimated and dimmer cells being underestimated. The reasons why this would
be are unclear, and their investigation might help us understand how to improve
our segmentation algorithm, but it is independently an important observation
since such systematic errors can be detrimental to accurate statistical analysis.
3.5 Discussion
The segmentation and tracking of dense packed object in images is notoriously
difficult. In this chapter I have presented an active contour method, a significant
contribution to the existing segmentation algorithm in the lab, that attempts to
tackle this problem. What is perhaps more important, I have formulated and
applied an analysis pathway that allows us to assess in a consistent and quan-
titative way the efficacy of our segmentation algorithms, both in general terms
and for our specific purpose of obtaining accurate fluorescent measurements over
long time series. As a result, we are able to see that by both criteria the active
contour algorithm produces a significant improvement.
Further, we have seen that segmentation errors make a substantial contribution
to errors in our fluorescent measurements. False positive tracking errors are com-
mon, occurring approximately 5 % of the time, and result in such significant
fluorescence errors that it will be necessary to correct them by hand. When the
tracking is accurate, the modified algorithm including the active contour routine
results in an error of around 5 × 104 arbitrary unit, corresponding to a modest
1− 5% error for the cells considered in this validation. This information is vital
for assessing the reliability of any quantitative inference or statistical analysis
performed using the time lapse data obtained from our microscope.
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Going forward there are still many areas in which the segmentation software and
associated analysis could be improved. The accuracy of the software is still far
from that required for completely automated segmentation, and the combination
of significant error rate and large data sets makes full curation extremely labo-
rious. There are many avenues by which the software could be improved. The
algorithm currently makes little use of cell information at one time point to iden-
tify cells in the next. Though efforts to apply this information have not so far
resulted in any improvement, it is reasonable to hope that with refinement they
will.
The shape space model currently used is crude, heuristically punishing non-
circular shapes that change over time. Using curated data sets it will be possible
to construct a statistically informed shape space, preventing the segmentation al-
gorithm selecting unrealistic cell shapes when the edges are unclear or the image
crowded. This modification has the advantage that it is transferable between dif-
ferent imaging environments, allowing us to use a shape space acquired on good
images to segment poor quality images.
Beyond these relatively straightforward modifications, there are more advanced
techniques that could be applied to the segmentation of our images. The support
vector machines used in our classification have been the work horse of machine
learning for many years, but more sophisticated classification methodologies now
exist, particularly for image analysis[119, 127]. The application of these could
result in substantial improvements.
Any of these avenues could improved performance, but judging any improvement
by eye is difficult for any but the most substantial gains. That is why it is im-
portant that we now have a frame work in which the effect of any modifications
can be rigorously assessed.
Computational cost is another area in which the software could be improved. As
the microscopy and microfluidics in the lab have improved the data sets have be-
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come larger and larger, with some now consisting of over a thousand traps imaged
for over a thousand time points. With the current software these can take almost
a week of constant computer use to analyse. Recoding our algorithms in lower
level languages is always a possibility for improving performance, but is likely to
be laborious and hamper innovation. A better approach may be to try and find
more efficient optimisers for the active contour algorithm, and a reduced set of
features for image classification. Currently only the DIC image is used in classi-
fication, and it seems likely that a more efficient classifier could be constructed
using the two bright field images currently used in edge detection. Again, it is
important that we now have a system in place to rigorously assess the result of
such modifications.
In terms of error analysis, it would be valuable to assess performance on a larger
range of data sets, encompassing more conditions and expression regimes. For
example, the cells used here were very bright, but in cases where the cells are
dim the contribution of false positive and negative pixels to the fluorescence mea-
surement is likely to be different. Though curating data sets is laborious, it will
anyway be necessary for those intended for quantitative analysis and publications.
By preserving the result before and after curation, it will be straightforward to
subject them to the same error analysis methods described here.
We could also extend our error analysis to other features of interest. Total fluores-
cence is not the only measure of interest in the lab and localisation of proteins,
both to the nucleus and membrane, is also studied and quantified. These will
likely have very different error statistics, and it would be interesting to apply
the analysis described here to these measures. The results obtained could also
help guide our experimental design by establishing which measures are least error
prone.
Though there are many possible improvements that could be made to the seg-
mentation software one should try to maintain perspective. Image analysis is a
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difficult problem and it is unlikely we will ever have a perfectly automated system.
Efforts to improve the it should be balanced against the likely benefit in human
time, and one should always remember that in the end it is scientific insight that





Concentration by Analysis of
Stochastic Fluctuations in
Photobleaching
A parameter of our experimental system that has not so far been addressed is
the ratio, ν , between measured fluorescence and the actual protein content of the
cell. Since the actual number of proteins present determines the size of stochastic
fluctuations [135], knowing this parameter is vital for any analysis that attempts
to leverage fluctuations in single cell fluorescence to draw quantitative conclu-
sions. There are a number of ways available to estimate ν or measure it directly.
Fluctuation correlation spectroscopy (FCS) [28, 113] can provide a measurement
of ν but, this requires considerable expertise and specialised equipment. Another
possibility is to calibrate fluorescence measurements against measurement of total
protein content by quantitative western blot [195], but performing quantitative
western blots is non trivial [192], and the accuracy of using publicly available
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measurements [60, 111] is difficult to assess.
A number of papers have looked at using single cell fluctuations to estimate ν .
Rosenfeld et al. [149] transiently expressed a fluorescent reporter in E. coli and
observed its dilution due to growth following repression. At each replication the
fluorescent protein was equally likely to locate to one or other cell, resulting in
a even binomial distribution for the number of proteins inherited. The variance
of this distribution was dependent on the number of proteins partitioned, and
this allowed both ν and the measurement error to be estimated. Teng et al. [175]
applied a similar analysis to cells displaying constant protein expression. Fluo-
rescence was measured immediately before and after division, and variations in
the size of the two daughter cells included in the analysis to give a more complete
decomposition of the sources of variation.
Though both these studies successfully estimate ν , it is not clear how one could
easily combine them to estimate both ν and the measurement error while allowing
for the mother-daughter size disparity seen in budding yeast cells. An alternative
but similar approach for estimating νhas been suggested by Nayak and Rutenberg
[124]. In a theoretical paper, the authors show that single cell measurements of
photobleaching - the process whereby fluorophores cease to fluoresce when con-
tinuously excited - can be used to generate stochastic fluctuations that allow ν to
be estimated. Though they do not apply the methods they develop to real data or
explicitly take account of measurement error, a similar analysis by Finkenstädt
et al. in mammalian cells challenged with cycloheximide and actinomycin was
able to give reasonable estimates of both ν and the measurement error [51].
In this chapter, I will describe our efforts to similarly estimate ν and measure-
ment error from time series of single Saccharomyces cerevisiae cells undergoing
photobleaching. Using Baye’s law we calculate a posterior for the two param-
eters of interest, assuming a pseudo first order process for photobleaching, and
apply it to real and simulated data. This model is found to be inappropriate for
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highly expressed fluorophores, and a low expression regime is instead explored.
This requires a modified analysis to take account of autofluorescence, and this is
addressed in a number of ways.
4.1 Bayesian Estimate of Fluorescence Protein
Ratio, ν , Without Measurement Error
We begin by investigating the case with no measurement error. We take a
Bayesian approach [112] and calculate a likelihood for ν , given a set of data
and a model for the underlying biophysical process. We assume the measured
fluorescence intensity, I, is proportional to the protein number in the cell, n ,
with the proportionality constant ν :
I = νn (4.1)
We have a series of M + 1 observations, {I0, ... IM}, generated by a series of
protein concentration, {n0, ... nM}, which are related to each other by the simple
Binomial probability.
p(ni+1|ni) = B(ni, ni+1, p) (4.2)
where p is the probability that a fluorophore is not bleached between two consec-
utive observations.
Using the same results derived by Nayak and Rutenberg, we can relate the distri-




Var (Ii+1|Ii) = ν2Var (ni+1|ni)
Var (Ii+1|Ii) = νIip(1− p) (4.3)











Using this expression and Baye’s law we obtain for the posterior:






















To further investigate the behaviour of the posterior, we differentiate the log-

















(details are given in appendix D). This is the same estimator for ν found by
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Figure 4.1: Performance of bleaching estimator on simulated data with no mea-
surement error. Data was simulated using various numbers of cells and initial
protein as shown on the x and y axis of each plot. p was kept at a constant value
of 0.5 and ν at 10. In each case 1000 experiments were simulated and ν and p
were estimated according to equations 4.7 and 4.6 for each experiment. The nor-
malised difference between mean estimated parameter values and true parameter
values is shown as a heat map in A and C with colour bars provided. In A yellow
squares indicate more accurate estimation of ν , whereas in C the blue squares
indicate a more accurate estimate of p. The normalised standard deviation in
estimated parameter values across the 1000 experiments is plotted for ν and p in
B and D, with blue squares corresponding to lower standard deviations. It can
be seen that both ν and p are well estimated even for small numbers of cells.
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Nayak and Rutenberg, but we have derived it from Bayesian principals making
no assumption about the value of p.
The expression for pmodal proved difficult to work with analytically, but if we
assume pmodal calculated from the data to be the true value of p we are able to
calculate the expected value of νmodal to be the true value νtrue (see appendix
D). This shows that if an accurate value of p an be obtained from the data then
an accurate value of ν will be obtained, provided we average our estimate over a
sufficiently large number of cells. This matches the result of Nayak and Rutenberg
and was confirmed by simulation results shown in figure 4.1. Panel A shows that
the estimate of ν is always negative, and more so for lower protein numbers. This
is similar to a systematic error which was see by Nayak and Rutenberg in their
analysis. Even so, it can be seen that for even small numbers of cells ν can be
accurately inferred.
4.2 Estimation of ν with Measurement Error
As discussed in earlier chapters there are many sources of error that affect the
measurements from our microscope, and ignoring these is likely to lead to sig-
nificant errors in our estimation of ν . Additionally, the simple context of a first
order decay process allows us to infer the measurement error of our system in
the same way we have inferred ν [51, 149], providing an opportunity to corrob-
orate some of our conclusions about measurement errors from earlier chapters.
To include measurement error we followed the work of Rosenfeld et al. [149] and
posit a ‘true’ fluorescence measurement yi. This obeys the conditional probability
derived earlier and given in equation 4.4, that is:
p(yi+1|yi) = φN(yi+1, yip, νyi(1− p)p)
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Here we have used the abbreviation φN(x,m, σ
2) for the probability density func-
tion of the normal distribution, with mean m and variance σ2 assessed at the
point x. The oberved values Ii are related to the true values yi by an error distri-
bution, p (Ii|yi,ΦM), with parameters ΦM . We initially assume the error function
is also normally distributed. Giving:
p(Ii|yi, σe) = φN(Ii, yi, σ2e) (4.8)
where σ2e is the variance of the error. Combining these gives a final posterior of:
p(ν, p, σe, {y0, ...yM}|{I0, ...IM}) ∝
M−1∏
i=0
φN(yi+1, yip, νyi(1− p)p)
φN(Ii, yi, σ
2
e)p(ν, p, σ, {y0, ...yM}) (4.9)
The true fluorescence is of little interest and so we wish to marginalize over the
set of variable {y0, ...yM}:










φN(yi+1, yip, ν yi (1− p) p)
φN(Ii, yi, σ
2
e)p(ν, p, σ, {y0, ...yM}) dM+1y
(4.10)
This integration could not be done analytically, and is computationally intensive
if done in a naive numerical way. Following the example of Rosenfeld et al. [149],
we implemented a variable elimination algorithm [198] to compute the numerical
integration efficiently. Results from simulated data are given in figure 4.2 and
in more detail in appendix D. These show that under reasonable experimental
conditions, ν and σe can be accurately inferred by this procedure.
Though computationally intensive, the analysis described performs well on sim-
ulated data and can be straightforwardly adapted to other noise models such as
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Figure 4.2: Performance of Bayesian estimator on simulated data with Gaussian
noise. Data was simulated for cells undergoing a binomial degradation process
with the addition of Gaussian noise. Specifically, 30 cells were simulated in each
dataset for 30 time points with the parameters ν = 10, p = 0.5 and an average of
5000 initial proteins. Gaussian noise was added to each data set with a standard
deviation as shown in the title of each plot. For scale, the standard deviation
expected from stochasticity would be approximately 4000 AU at the beginning
of each simulation. The likelihood given by equation 4.10 was calculated over
a grid of values in ν, σe and p for each simulated cell individually. The upper
plot is a heat map showing the logarithm of the product of these individual likeli-
hoods marginalised over p. The lower plot shows the same likelihood, additionally
marginalised over σe to give the unnormalised posterior of ν . One sees that σe
is well determined in each case, and that though the likelihood always has the
correct modal value of ν , it broadens as σe increases. This is to be expected,
since at higher σe the variations due to finite protein numbers are swamped. p
was so well determined by the data that over the grid of p values used, no value
other than the true one had a detectable likelihood. Estimates based on the noise
free estimator given by equation 4.7 were completely inaccurate (see appendix D
for details)
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Figure 4.3: Bleaching data from highly expressing fixed cells. As explained in the
main text, cells expressing high concentrations of CFP, YFP and GFP were fixed
according to standard paraformaldhyde protocol and subjected to photobleach-
ing by continuous illumination on an epifluorescence microscope. Images were
obtained every 10 seconds over 15 minutes, and protein concentration estimated
as total cellular fluorescence for each cell. The three plots show the logarithm of
protein fluorescence plotted against time for the three different fluorophores. It
can clearly be seen that in all cases the traces do not follow an exponential decay.
Poissonian or log-normal. We now describe the application of this procedure to
photobleaching data acquired on our microscope.
4.3 Application to Data
To test whether these estimators could be applied to real data, we obtained
photobleaching time series for fixed cells on our epifluorescence microscope(see
appendix D for details). High expression of GFP, CFP and YFP was induced
from the GAL1 promoter and cells were fixed using a standard paraformaldhyde
protocol (protocol in appendix B). This ensured that no additional protein would
be produced during the experiment, which would have disrupted the analysis
[124]. Cells were mounted on cover slips using concanavalin A and bleached by
continuous exposure to excitory light of the wavelength appropriate to the flu-
orophore, while images were taken every 10 seconds. The results are shown in
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figure 4.3 as plots of the logarithm of protein fluorescence against time. Clearly
the traces do not follow an exponential decay, so the photobleaching of the flu-
orophores cannot be occurring via a first order process as we have assumed in
the construction of our Bayesian estimator. A biexponential model with two pop-
ulations decaying at different rates provides a much better description of the data.
Photobleaching is a complex process which, due to its implications for advanced
imaging techniques such as Förster resonance energy transfer (FRET) and flu-
orescence lifetime imaging microscopy(FLIM) [176], has been comprehensively
studied. It occurs due to chemical reactions of the excited fluorophore [41],
and non-exponential fluorescence decay is commonly observed for a variety of
reasons[53, 61, 92, 134]. If the fluorophore is at low concentrations then the pre-
dominant reaction partner is reactive oxygen, in which case photobleaching can
occur via a pseudo first order process. However, if concentration is high then bi-
molecular fluorophore-fluorophore reactions can be a significant decay pathway,
resulting in non-exponential behaviour [147, 165]. Decay rate is dependent on
the intensity of excitory light, so uneven illumination across the field of view can
lead to different decay rates between cells and, if sufficiently inconsistent across
the cell, to multi-exponential photobleaching traces[12].
The micro environment of the fluorophore also determines decay rate, and can
result in multi-exponential behaviour if the cell is not well mixed and individual
molecules are in different chemical conditions. This can occur in the cell if fluo-
rophores are located in various subcellular compartments or are bound to different
molecules [164]. A similar effect is observed if dyes are not able to rotate freely,
since the polarisation of the dyes relative to the excitory light can affect bleach-
ing kinetics [53]. Reversible photobleaching, where fluorophores lose fluorescence
only temporarily, is another phenomenon that could result in non-exponential
behaviour. Reversible photobleaching is observed in many fluorescent proteins
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and can dominate permanent photobleaching in GFP, YFP and CFP [157].
Given the slow variations observed in flat field measurements of chapter 2, and
that we are using an epifluorescence microscope, it seems unlikely that there
would be significantly inhomogeneous illumination in either the lateral or the ver-
tical directions. GFP expressing cells were tested for reversible photobleaching
by imaging after an extended period of excitation, and no evidence for reversible
photobleaching found. Given the brightness of the cells it is seemed likely that the
fluorophores are present at sufficiently high concentrations that the occurrence of
protein-protein interactions was a plausible explanation for the non-exponential
behaviour. We therefore looked at low expressed proteins in the hope that these
would display a mono-exponential decay.
We focused on GFP, and in particular on the Hog1p-GFP strain obtained from
the GFP fusion library [59], in our experiments. Hog1 is an osmotic stress protein
that occurs at approximately 7000 proteins per cell [58, 111], close to the lowest
concentration that will give a robust signal above background fluorescence. It
is located in the cytoplasm and translocates to the nucleus under osmotic stress
[24], so cells fixed in normal conditions should have a reasonably uniform distri-
bution of cytoplasmic GFP.
Data for Hog1p-GFP cells is shown in figure 4.4. We observed that the traces
still deviated significantly from a mono-exponential decay, and hypothesised that
for these dimly expressing cells this may be due to autofluorescence. Autofluores-
cence is the commonly observed phenomena that cells and media are fluorescent
even in the absence of fluorescent protein [14]. In earlier work within the lab,
Lichten et al. found linear demixing [98] could effectively correct for autofluo-
rescence in population level measurements made using a platereader [106]. In
this procedure, measurements in the different fluorescent channels are assumed
to be a linear transformation of the concentrations of the underlying fluorescent
species. If the species have distinguishable spectra this transformation can be
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Figure 4.4: Photobleaching traces from fixed Hog1p-GFP cells. Cells were fixed
using a standard paraformaldhyde protocol and mounted on microscope slides
treated with concanavalin A. Photobleaching was performed over a period of
20 minutes by continuous illumination with excitory light, with images being
acquired every 10 seconds, which were then processed by custom Matlab scripts
(Full details are given in appendix D). Panel A shows natural logarithm of cellular
fluorescence. It is clear that the traces do not obey a mono-exponential decay
throughout the time course. Panel B shows the raw traces for the same cells in red,
with fluorescence for wild type cells expressing no GFP in blue. The comparable
fluorescence led to the hypothesis that, for these dim cells, a significant proportion
of the non exponential behaviour could be due to autofluorescence - at least at
the early time points.
100
reversed, demixing the signals. To apply this to autofluorescence, Lichten et al.
imaged the samples twice at each time point: once with the conventional GFP
filter sets, and once with standard excitation filters but an mCherry emission
filter centred at 585 nm. The broader spectrum of autofluorescence meant that
it had a proportionally larger signal in the second measurement, and this allowed
the GFP signal to be distinguished from the autofluorescence. I will now discuss
our attempts to apply the same procedure to single cell microscopy experiments.
4.3.1 Autofluorescence Correction by Linear Demixing
In order to apply the demixing procedure, it is necessary to have a second mea-
surement with either different emission or excitation filters that provides infor-
mation about a different part of the spectrum. Analogously to Lichten et al.
[106] we adapted our microscope control software to image cells in a new channel,
named GFPAutoFL, which is characterised by the same excitation filter as the
GFP channel but uses a long wavelength tdTomato emission filter (605/70 nm).
Given the broad spectrum of autofluorescence [106], this channel was expected to
have a proportionally more significant contribution from autofluorescence than
from GFP. The microscope was configured to image with both these filter sets
every 10 seconds while cells were continuously illuminated with GFP excitation
light to induce photobleaching. A brightfield image was obtained at the end of
the experiment for cell identification and segmentation.
Analysis With Additional GFPAutoFL Channel
We label measurements from the normal GFP filter sets Ig and those from the
new GFPAutoFL channel Ia. We adopt the standard linear [98] mixing model
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in which these measurements are related to the GFP (yG) and autofluorescence













Here α is the mixing matrix and the vector β is a flat offset that can be different






















where ΦM is the set of all the measurement parameters (i.e. the α’s, β’s and σ’s
present in the above equation) and N is the normal distribution.
From a Bayesian perspective we would now ideally construct a model based likeli-




M}, and then marginalise over both
yA and yG to obtain a likelihood for the parameters of interest. This would
require an explicit model of autofluorescence, which is not obvious, and an addi-
tional set of computationally intensive numerical integrals. Instead, we applied
the commonly used deterministic demixing algorithm to remove the autofluores-
cent contribution.
By rearranging the equations for Ig and Ia we can define a new quantity, Is, from
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which we have eliminated the contribution of yA:




= Ig − rAIa + c (4.13)
This requires that the mixing matrix α is not unitary, which corresponds to the
intuitive idea that the two spectra cannot have proportional contributions.







+N(0, σg) +N(0, σa)
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We see that Is has no contribution from yA and is normally distributed around
yG, allowing us to apply the Bayesian fitting procedure described in section 4.2
to data obtained by linear demixing.
This procedure was applied to data obtained from our microscope. Both Hog1p-
GFP and wild type cells were bleached according to the standard protocol (see
appendix D), acquiring both GFP and GFPAutoFL channels. Equation 4.11
and the analysis derived from it assume a linear relationship between these two
channels from fluorescence produced by both the GFP protein and autofluores-
cence, which we attempted to confirm using highly expressing and wild type cells.
To confirm the linear relationship between the GFP and GFPAutoFL measure-
ments for fluorescence coming from the GFP protein was assessed using data from
strongly induced Gal1-GFP cells, while the autofluorescence correction parame-
ters ( rA and c) were calculated at each time point of the acquisition from linear
fits of GFP and GFPAutoFL measurements for wild type cells. This is shown in
panels A and B of figure 4.5.
The unnormalised posterior of the parameters (ν, p, σe) given this data was sam-
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Figure 4.5: Ratio of GFP to GFPAutoFL emission for highly expressing and WT
cells. The demixing analysis, formalised in equation 4.11, assumes a linear rela-
tionship between these two channels for fluorescence produced by both the GFP
protein and autofluorescence. We investigated the validity of this assumption us-
ing highly expressing and wild type cells. Strongly induced GAL1 -GFP cells and
wild type cells were imaged with both the GFP and GFPAutoFL filter sets over
a whole photobleaching experiment. Panel A shows GFP channel measurements
plotted against GFPAutoFL for GAL1 -GFP expressing cells. Panels B and C
show the same data but for wild type cells. In Panel B each colour denotes a
different time point, while in C a different cell. Panel C shows that the autoflu-
orescent spectra varies from one cell to the next, confounding a simple demixing
procedure.
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pled using an adaptive Markov chain Monte Carlo (MCMC) scheme [68] and the
likelihood defined by equation 4.10. The mean of ν from this sample gave an av-
erage cellular protein content of approximately 10 proteins, well below the 7000
expected [59] and certainly erroneous.
4.3.2 Improved Error Model
A possible reason for the poor performance could be an inaccurate error model.
As discussed in chapter 2 Poisson noise, or shot noise, from the camera can make
a significant contribution to measurement error. We hypothesised that since this
would not be well modelled by the identically distributed Gaussian error assumed
in our analysis, it may contribute to the poor performance observed. To correct
for this, we used the camera noise measurements from 2 to estimate the vari-
ance of the Poisson noise affecting each pixel constituting the cell. These were
adjusted to account for multiplication by the flat field correction and summed
for each cell at each time point individually. This gave an estimate of the shot
noise contribution to measurement error for each cell at each time point. Errors
were similarly calculated for background correction and propagated through the
extraction.
The distribution of errors so calculated is shown in figure 4.6. Since the final
value of cellular fluorescence is produced by subtracting a noisy background mea-
surement, propagation of errors leads to a variance that is higher than would be
expected from pure Poisson noise. A linear fit gives a ratio of around 1.5 between
variance and measured fluorescence.
This variance estimate can be straightforwardly integrated into our error function.
If we approximate it by a Gaussian, which is reasonable for a Poisson distribution
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Figure 4.6: Estimated variance from camera noise plotted again total cellular
fluorescence. As described in the main text, the variance is calculated from the
cameras variance-intensity relationship measured in chapter 2. Since the final
value of cellular fluorescence is produced by subtracting a noisy background mea-
surement the variance is higher than would be expected from pure Poisson noise,
and a linear fit gives a ratio of approximately 1.5 between variance and measured
fluorescence. This fit is only for guidance, the raw camera noise estimates plotted
being used in the analysis.
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with high intensity, then our measurement error function becomes:
p(Ii, σest,i|yi, σshot,i, σe) = φN(Ii, yi, σ2e + σ2shot,i)p (σest,i|σshot,i)
where σshot,i is the true camera noise and σest,i is the estimate we have made from
Ii. Assuming that this estimate is accurate (equivalent to assuming p (σest,i|σshot,i)
to be a delta function) and marginalising over σshot,i we obtain.
p(Ii, σest,i|yi, σe) = φN(Ii, yi, σ2e + σ2est,i) (4.14)
This is obviously a strong assumption, but it allows us to avoid imposing a restric-
tive or complex model for the estimated camera error. Inspection of the traces
shows it to be a relatively small contribution to the total variance.
4.3.3 Autofluorescence Correction by Whole Sample Sub-
traction
Looking at more detail at the data of individual wild type cells we saw that the
parameters rA and c seemed to vary significantly across the population. This can
be seen in panel C of figure 4.5, and was confirmed by applying the correction
obtained from one set of wild type cells to another. The result is shown for a
few cells in panel A of figure 4.7, where it can be seen that the difference in
autofluorescence parameters lead to a significant systematic error.
An additional problem is that Ia, being a lower signal, is more noisy than Ig.
When it is multiplied by rA and subtracted from I
g it introduces substantial
unwanted noise. This can be seen from equation 4.3.1 and panel B of figure
4.7. Both these factors may explain why demixing did not result in an improved
inference result, and led us to search for another means of dealing with autofluo-
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Figure 4.7: Result of autofluorescence correction using population averaged spec-
tral parameters. In panel A demixing is applied to one set of wild type cells using
autofluorescence parameters found from another. If the correction were successful
the result should be Gaussian noise around an average value of 0, and it can be
seen that there is still a significant systematic error. Panel B shows the trace from
a single Hog1p-GFP cell and the correction that would be subtracted if demix-
ing would be applied. It can be seen that the correction introduces significant
additional noise.
rescence.
Ignoring the GFPAutoFL channel, we recast the problem as follows. We begin as
in equation 4.9 with the likelihood for the parameters and the true fluorescence
{yi}, but extend it to include a putative true autofluorescence {ai}:
p ({yi, ai}, σe, ν, p|{Ii, σest,i}) = p ({yi, ai}|ν, p)φN(Ii, yi + ai, σ2e + σ2est,i) (4.15)
where {yi, ai} is a set of true fluorescence and autofluorescence values and we
have again assumed Gaussian measurement error.
Assuming that a does not depend on the fluorescence parameters, and again
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marginalising over the variables {yi, ai} we obtain:










p ({yi}|ν, p) p({ai})
M−1∏
i=0
φN(Ii − ai, yi, σ2e + σ2est,i) da dMy
(4.16)
where the integral over a is an integral over all possible paths {ai} and we have
used the properties of Gaussians to rearrange the error term.
We do not know the form of p({ai}) to do the integral, but our measurement of
wild type cells constitute a large number of noisy samples from p({ai}). We can
use these to approximate the integral by sampling, giving:













φN(Ii − aji , yi, σ2e + σ2est,i) dMy (4.17)
Practically, what this corresponds to is subtracting all the wild type traces from
the fluorescence trace for each Hog1p-GFP cell to produce a collection of W
traces, where W is the number of wild type cells measured. The likelihood is
calculated for each of these and summed to give a total likelihood.
Since the posterior for p is very well confined, we adapted the analysis by de-
termining p by a least squares fit of a straight line to the logarithm of the data,
only calculating the likelihood over a grid in ν and σe. Since we now have a
collection of traces for each cell, we fit p by a straight line to the logarithm of
each possible trace and take an average of these values weighted by their least
squares fit scores. Results from simulations are shown in figure 4.8. It can be
seen that the subtraction of wild type traces improves the performance, and with
sufficient protein and reasonably low noise, ν can be faithfully estimated.
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Figure 4.8: Subtraction of WT traces according to equation 4.17 improves the
estimation ν on simulated data. Decay traces were simulated for 20 cells from an
exponential decay with a ν of 30, p of 0.95 and a range of initial protein numbers
and Gaussian noise intensities. This data was added to 20 wild type traces
obtained from a bleaching experiment, while a further 40 were kept as a sample
from the distribution of autofluorescent traces. Both Panels show the natural
logarithm of the νestimated/νtrue for various starting protein numbers (y axis) and
Gaussian noise standard deviations (x axis), where νestimated is the maximum a
posteriori estimate of ν over a grid of values. 0 indicates perfect agreement while
positive and negative values indicate over and underestimation respectively. Panel
A shows the result for the naive likelihood, assuming no autofluorescence, and
given by equation 4.10, while panel B shows the improved result when using the
likelihood given by equation 4.17. As described in the main text, the parameter
p was estimated by least squares fit to the data.
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Figure 4.9: Results of parameter inference after applying autofluorescence cor-
rection by whole sample subtraction. In each case a set of fixed Hog1p-GFP and
wild type cells were photobleached and the the approximate posterior given by
equation 4.17 calculated over a grid of values for ν and σe , p being fixed at a
value determined by least squares fitting. In all cases only 40 time points (5 min-
utes) was used, selected to avoid early non-exponential behaviour and the later
period in which autofluorescence dominates. Heat maps show log likelihood at
each of the grid of values, with an expected ν for the dataset based on the initial
fluorescence measurement of the cell and literature value of 7000 Hog1p proteins
per cell [59]. Though the applied analysis is able to bound σe well the modal
estimates of ν are inconsistent and generally far from the value expected.
This estimator was applied to a collection of real data sets for Hog1p-GFP cells
fixed and bleached as previously described: results are shown in figure 4.9. It can
be seen that the estimated ν is not consistent between experiments. An expected
value for νwas calculated for each experiment using the initial fluorescence of the
cells and the literature value of 7000 Hog1 proteins [59]. This is shown in the
title of each plot, and is far from the value estimated by our procedure. σe is also
not well confined, with only a consistent upper bound.
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Figure 4.10: Results from simulation and actual data assuming log normal noise.
The analysis was adapted to assume log normal noise and applied to both sim-
ulations of decay traces with log normal noise and to actual data. Simulations
were performed as previously described: a data set for wild type cells was taken
and simulated data added to a subset of the traces, while the rest were kept for
autofluorescence correction. The results for analysis applied to this simulated
data is shown in panel A. The colour of the heat maps indicates the logarithm
of the ratio of νtrue and νest (the maximum likelihood value of ν ) for simulations
run with different values of ν and σe . Text is the value of the log ratio, with 0
indicating perfect agreement and positive and negative values indicating over and
under estimation of ν respectively. The results show that for low values of σe ,
ν can still be accurately inferred, while σe is always accurately estimated (data
not shown).
Panel B shows the log likelihood calculated by applying the same procedure to
two sets of Hog1p-GFP photobleaching data. In these plots the brightness of the
heatmap indicates the likelihood for the given set of parameters; the x and y axis
are the tested values of σe and ν respectively. In both cases the estimated error
is reasonably large, while ν is far from the expected value.
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4.3.4 Adapting the Estimator to Log Normal Noise
It has been observed in the literature that for single cell fluorescence experiments,
log normal noise may be more appropriate model than normal noise [194]. It is
defined by the distribution:
log(y) ∼ N(µ, σ) (4.18)
and has the property that the standard deviation is approximately proportional
to the mean. This may be an appropriate model if errors in the experiment are
due to illumination, segmentation or changes in focal position.
Our analysis was straightforwardly adapted to log normal noise by simply chang-
ing measurement error distribution to:
p(log(Ii)|yi, σe) = φN(log(Ii), log(yi), σ2e + σ2est,i) (4.19)
Results from the application of this modified analysis to real and simulated data
are shown in figure 4.10. In the case of Hog1p-GFP the modal value of σe is
reasonably large, and that of ν is far from the expected value. Looking at the
simulated results, we see that ν is poorly estimated when σe is large, which may
mean that our log normal noise model is correct but that our data is not suf-
ficiently informative to accurately infer ν . Further work would be required to
establish if this is the case, or if this unphysical ν is the result of an inappropriate
model for our data.
4.4 Discussion
In this chapter I have detailed our efforts to combine experimental and analyti-
cal techniques to infer important experimental parameters from measurements of
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cells undergoing photobleaching. We derived analytical results for the case with-
out measurement error, and implemented an efficient computation of a Bayesian
likelihood accounting for measurement error. Though straightforward in theory
application to actual data has proven difficult. Despite numerous adaptations
the result is so far unsatisfying, but investigating this problem has led to a far
deeper understanding of our experimental system. It has motivated much of the
characterisation work of chapter 2, while intermediary results such as the aut-
ofluorescence correction may find application in other projects in the future.
In order to use photobleaching to successfully characterise our microscope a num-
ber of problems have to be overcome. Currently the slow speed of both the exper-
iments and the analysis prevent thorough characterisation and impede progress.
Computational speed might be improved by using more sophisticated techniques,
such as those specifically for stochastic time series analysis [51, 191]. This might
also facilitate extending the underlying biophysical model to a bi-exponential de-
cay, which appears to be a more appropriate model for most of the expression
regime. Our efforts have focussed on finding an experimental regime where as-
suming mono-exponential decay is reasonable, but if our analysis was applicable
to a bi-exponential decay then we could apply it to highly expressed proteins.
This would avoid the complications of autofluorescence, which would simplify
the experimental procedure substantially. Currently our background and aut-
ofluorescent corrections necessitate four separate photobleaching experiments -
fluorescent cells, wild type cells and two background corrections - to be per-
formed to obtain a single data set. Most of these could be dispensed with if cells
were well above the level of autofluorescence and background.
Extension to bi-exponential decay would require additional assumptions about
the underlying model, but if the result was faster analysis and experiments these
assumptions could be tested and could result in important insights into the bio-
physics of photobleaching in cells.
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In conclusion, this attempt to apply Bayesian inference to a set of time series data
has not been successful, but pursuing it has revealed a great deal to us about our







the Role of the GAL10 -lncRNA
5.1 The GAL Network in Saccharomyces cere-
visiae
We now look at an application of our microfluidic system and associated analy-
sis to understanding transcriptional regulation: specifically, to understanding the
regulation of the galactokinase encoding gene GAL1.
The GAL system - the collection of genes involved in the transcriptional response
to the monosaccharide galactose - has been intensively studied as a model system
for gene regulation and cellular decision making [88, 139, 177]. It is generally
thought to have three states determined by the predominant carbon source: re-
pressed (occurring in high glucose concentration), induced (requiring both galac-
tose and the absence of glucose) and uninduced (seen in raffinose or glycerol).
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Figure 5.1: The figure depicts the
major interactions of the GAL
network in Saccharomyces cere-
visiae . Activation effects are
shown in black and repressive
ones are shown in red. Though
glucose is included its descrip-
tion here is simplified, showing
only the significant points of re-
pression. The figure is repro-
duced with permission from Ben-
nett et al. [10].
Transcriptional activation is induced by Gal4p, which binds a well defined up-
stream activation sequence (UASg ) found in the promoters of GAL2, GAL7,
GAL3 and the GAL1-10 bidirectional promoter. In the absence of galactose
Gal4p is bound by Gal80p, which represses its transcriptional activation effect,
but when galactose is present an interaction between Gal3p and Gal80p relieves
this repression. The precise mechanism for this reaction is still debated [1], but it
seems that the formation of a complex of Gal80p, Gal3p and Gal4p is necessary.
Later in the induction process Gal3p can be replaced by Gal1p, a paralogue of
GAL3 [90] with weaker activation capabilities but much higher expression when
the GAL system is fully induced [110].
The involvement of galactose, Gal3p and Gal80p in the induction of the system
by which they are regulated leads to a number of positive and negative feedback
loops which are depicted in figure 5.1. GAL2, GAL1 and GAL3 are all upregu-
lated by the Gal4p-Gal3p-Gal80p mechanism described above. Gal1p and Gal3p
relieve Gal80p repression in the presence of galactose which Gal2p imports, all
leading to positive feedback loops. Antagonistic to this are two negative feedback
loops: the metabolism of galactose by Gal1p, which reduces its concentration in
the cell, and the upregulation of GAL80 by the Gal4p-Gal3p-Gal80p mechanism.
The interaction of these network motifs leads to interesting emergent phenomena
such as bistability [2] and memory [168], which have been shown to depend on
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both the network structure of the GAL system and the variability in its con-
stituent proteins [2, 86, 93]. These properties, and the large amount of data
and information available on the GAL network, have made it a popular subject
for modelling studies which have helped to elucidate these network behaviours
[3, 163].
In the GAL system glucose is the main antagonist to galactose, and its presence
at high concentration can cause complete repression of the major GAL genes.
This is effected mainly through three mechanisms: the active degradation [82]
and inhibition of Gal2p and the repression of GAL4 and GAL1. These last two
require the protein Mig1p, which binds an upstream recognition sequence (URS)
in the GAL1-10 promoter [91].
The properties described above have been largely identified at high concentration
of galactose and glucose. More recent work is finding that the interactions of
multiple sugars at a greater range of concentrations reveals new and interesting
phenomena. Escalante-Chong et al. [48] looked at the behaviour of populations
exposed to mixtures of galactose and glucose across a wide range of concentra-
tions, and found the proportion of cells inducing GAL genes was determined by
the ratio of the two sugars. This observation held over several orders of magni-
tude of concentration and across different Saccharomyces cerevisiae strains, and
could be explained by competitive binding to an as yet unidentified transporter.
Using a microfluidic device and dynamic glucose-galactose environments, Ben-
nett et al. [10] were able to show that the transcripts of a number of GAL genes
were actively degraded in glucose, revealing that the response to glucose occurs
at the level of transcription, mRNA degradation and targeted proteolysis [82].
As a last example, Houseley et al. [84] showed that a long non coding RNA
(lncRNA) running antisense to the GAL10 gene causes changes in the dynamics
of GAL1 transcription. This was only observed when both galactose and glucose
were present at low concentrations. The GAL10 -lncRNA is one of a number of
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Figure 5.2: A depiction of major regulatory elements in the GAL1-10 bidirec-
tional promoter. The four Gal4 UASg sites are responsible for the galactose
induced expression mediated by Gal4p. The RSC binding site maintains an open
chromatin state, while the Mig1 URS and Reb1p activated lncRNAs contribute
to glucose mediated repression. More details of the mechanism and effect of each
element is given in the main text.
lncRNA in the GAL system, and is a subject we will return to in greater detail
later in the chapter.
The introduction above shows the depth of knowledge available about the GAL
system, illustrating why it is a canonical example of a gene network. The regu-
lation of the individual genes by the interaction of different mechanisms has also
been studied in detail, leading to insights applicable beyond Saccharomyces cere-
visiae [177]. We next described the various mechanisms that have been found to
function in the regulation of the GAL1-10 bidirectional promoter, which will be
the focus of the work in this chapter.
5.1.1 Regulation of GAL1
GAL1 and GAL10 both encode metabolic enzymes in the GAL system and are
transcribed from a bidirectional promoter. Both proteins are required for galac-
tose metabolism [44], are highly expressed and tightly regulated [110], while GAL1
expression is commonly used as a readout for activity of the whole GAL network
[2, 10, 48, 100]. A diagram of the GAL1-10 locus with some of its major regula-
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tory elements is shown in figure 5.2.
As described above, the major transcriptional activator of the GAL network is
Gal4p, which is relieved of Gal80p inhibition by either Gal3p or Gal1p in the
presence of galactose. The GAL1-10 promoter has 4 UASg to which Gal4p can
bind, leading to strong induction in the presence of galactose. Additionally, the
GAL1-10 promoter has a binding site for the chromatin remodelling complex
(RSC), which locally manipulates the nucleosomes to maintain a region of ex-
posed DNA around the UASg s. Cells with this RSC binding site deleted show
a reduced localisation of Gal4p to the promoter when transitioning from glucose
to galactose, and correspondingly a slower induction of GAL1 [52].
As well as depending on an actively maintained chromatin configuration at the
GAL1 promoter, Gal4p also modifies the chromatin via the recruitment of the
nucleosome remodelling complex SWI/SNF. This occurs during induction and
precipitates the removal of nucleosomes from the GAL1-10 promoter, and in
the absence of SWI/SNF both nucleosome removal and induction are slowed.
Upon repression with glucose the chromatin is again deposited, but if galactose is
present in the media this occurs only slowly. Despite this extended maintenance
of the open chromatin state GAL1 is still repressed, all other transcriptional ma-
chinery being removed from the gene [22]. The action of SWI/SNF has been
shown to be important for reinduction memory but only in the short term. Long
term memory is instead mediated by Gal1p concentration [100].
The nucleosomes constituting the chromatin at the GAL1-10 locus are not of the
normal variety, but contain a variant of the histone core protein H2A, H2A.Z,
which is associated with the promoters of regulated genes [105]. Cells without
the special H2A.Z histone show a slower and weaker induction of galactose [71],
though of course the removal of H2A.Z is a global perturbation not restricted to
the GAL1-10 locus.
A further layer of regulation is the location of the GAL1-10 locus within the
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nucleus, which Cabal et al. [23] showed is preferentially located at the nuclear
periphery during GAL induction. Fluorescence in situ hybridisation (FISH) of
GAL1 transcripts associated this nuclear periphery localisation with transcrip-
tion, though abrogating peripheral localisation did not impede expression [23].
As described earlier, glucose repression of the GAL genes occurs by a number of
mechanisms, one of which is the upstream repressive sequence (URS) specific to
the GAL1-10 promoter. This is bound by the Mig1 protein and causes an ap-
proximate 10 fold reduction in expression relative to a synthetic promoter with no
URS [91]. An additional mechanism of glucose repression is the GAL10 -lncRNA
discussed earlier, but this appears to contribute a significant repressive effect only
in mixes of glucose and galactose.
The work described above illustrates the strengths of the GAL1 gene for our
purposes. Its regulation involves the integration of many mechanisms that are
well characterised, can have subtle influences on GAL1 expression and have not
been thoroughly investigated at the single cell level. These effects can be ki-
netic, and can persist over hours or generations, but their persistence within a
single cell has not been assessed. It is our belief that with the large data sets
obtainable from our microfluidic device, and the thorough understanding of our
experimental system developed in preceding chapters, we will be able to identify
and understand subtle changes arising from the genetic perturbation of the regu-
lation mechanisms described above. Further, we hope that by applying Bayesian
inference to the data so obtained we will not only be able to observe the effect of
a particular control apparatus, but be also able to produce quantitative models
of promoter behaviour under different environmental and genetic conditions.
As a first investigation and proof of principle we used our microfluidic system to
look at the influence of the GAL10 -lncRNA on the expression of GAL1. Specif-
ically, we compared expression of a Gal1p-GFP fusion in wild type strains and
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Figure 5.3: Location of the Gal10 lncRNAs. Gal10 has 3 lncRNAs all transcribed
antisense to the Gal10 gene and overlapping the Gal1-10 promoter. The Reb1
binding sites related to the 4kb transcript are those removed in Houseley et al.
[84]. Figure reproduced with permission from [140]
Reb1BS∆ in which the expression of the GAL10 -lncRNA has been abrogated
[84]. Since its discovery by Houseley et al., the GAL10 -lncRNA has been the
subject of a number of studies that have resulted in apparent discrepancies, both
in the conditions under which the long non-coding RNA is active and its effect on
GAL1 expression. To try and give a complete picture of current understanding
we will begin with a review of the major work on the GAL10 -lncRNA.
5.1.2 Review of Work Pertaining the GAL10 -lncRNA
Antisense long non-coding RNAs are a common form of gene regulation and have
been discovered across the yeast genome. They can affect transcription initia-
tion, elongation, RNA stability and chromatin state and are thought to be a fast
evolving regulation system for controlling specific genes or loci [137].
There are 3 lncRNAs in the GAL1-10 locus which all start within the GAL10 cod-
ing sequence, and are transcribed antisense to the GAL10 ORF. They were first
reported in Houseley et al. [84], where they were identified by histone residue
methylation patterns concomitant with transcription from the 3’ end of the
GAL10 coding sequence. Reb1 binding sites were found in this region, and their
abolition was seen to remove the unusual methylation patterns observed. Sub-
sequently, RNA detection methods identified 3 lncRNAs (2.3, 4 and 5.6 kb) and
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establish that the Reb1 binding sites removed corresponded to the start of the
most abundant 4kb lncRNA. Further work showed that this lncRNA was tran-
scribed in glucose and raffinose media but not galactose. Comparison of wild type
(WT) and Reb1 binding site knock out cells (Reb1BS∆ ) grown in 2% glucose or
2% galactose showed no significant differences in GAL1/10 mRNA concentration.
GAL1 mRNA time courses for cells induced with 2% raffinose/ 2% galactose mix
after overnight growth in 2% raffinose were also statistically indistinguishable
Reasoning that cells were unlikely to experience such high and pure sugar con-
centrations in the wild, the authors looked for differences in GAL1 and GAL10
expression between WT and Reb1BS∆ strains at a range of low concentrations
and mixtures of galactose and glucose. Induction with 2% raffinose/ 0.01% galac-
tose/ 0.02% glucose mix gave reproducible and statistically significant differences,
and this condition was subsequently used in a time series induction experiment.
This showed significant differences in GAL1 expression kinetics between the two
strains over the first 6 hours of induction, establishing a role for the GAL10 -
lncRNA in GAL1 regulation.
Studies of heterozygous diploids showed that the lncRNA acted only in cis, which
together with the earlier measurements of histone methylation patterns led the
authors to hypothesise that the lncRNA functioned via methylation mediated
recruitment of a histone deacetylases (HDAC). This was confirmed, and recruit-
ment of the Rpd3S complex found to be the mechanism of repression.
Pinskaya et al. [140] took a different approach that was based on global perturba-
tion rather than the mutation of the specific Reb1 binding sites in the GAL10 3’
region. The authors measured GAL1 mRNA concentration 1 hour after induction
with 2% galactose in a range of strains and found that set1 ∆ showed a signif-
icantly increased induction, while set2 ∆ was indistinguishable from WT. Given
the role of Set1p in establishing H3K4 methylation this observations pointed to
a role for H3K4 methylation in GAL1 repression, which was confirmed by sim-
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ilar experiments on H3K4A strains 1. Measurements of mRNA stability and
pol II occupancy at the GAL1 locus showed that expression changes were due
to transcription initiation rather than mRNA stability. The same lncRNAs were
identified as in Houseley et al. [84] and the role of Reb1 also confirmed by temper-
ature sensitive Reb1 degradation strains (reb1-1 ). The lncRNAs were stabilised
by deletion of XRN1 and TRF4. Though this was said to have no effect on
GAL1 induction the data for this statement are limited, and as we will see con-
flicts with other work [34]. Measurements of H3K4 tri-methylation across the
locus in different strains and conditions showed that while set1 ∆ and WT strain
are significantly different in both glucose and galactose, reb1-1 and set1 ∆ tri-
methylation patterns are equivalent in glucose, indicating that Reb1p and Set1p
act synergistically to alter H3K4 methylation.
Cloutier et al. [34] investigated the effect of XRN1, DCP2 2 and DBP2 3 deletion
on the induction of GAL1, GAL10 and GAL7 - in part using the strains from
Houseley et al. [84]. After overnight growth in glucose(2%) or raffinose(2%),
strains were induced with galactose(2%); GAL1 mRNA was measured over 3
hours of induction and the lag time for GAL1 expression estimated. dbp2 ∆strains
were found to have significantly reduced lag times compared to WT when induced
from glucose, but to be equivalent to WT when induced from raffinose. This lag
time difference was lost in dbp2 ∆/ Reb1BS∆strains. Similar changes in lag time
were seen for dcp2 ∆ and xrn1 ∆ strains, while dcp2 ∆ strains also show a change
in steady state levels of the GAL genes. Reb1BS∆ showed no change in induc-
tion dynamics until dense time series (every 10 minutes around induction time)
were taken. This revealed statistically significant changes in GAL10 and GAL7
lag times between WT and Reb1BS∆ when cells were switched from 2% glucose
to 2% galactose. Looking for a mechanism of action, the authors use CHIP to
1These are strains in which the H3K4 lysine has been changed to an alanine which cannot
be methylated. This is of course a global change that is not confined to the GAL1-10 locus
2Both involved in lncRNA degradation
3An RNA helicase involved in both mRNA degradation and transcriptional repression
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measure the density of the repressive Cyc8 protein over the promoter and 5’ re-
gion of the GAL genes. They found it was reduced in dcp2 ∆ and xrn1 ∆ strains
under repressive conditions, and hypothesise that this is due to displacement of
the Cyc8 repressive complex by lncRNA transcription.
The work of Geisler et al. [57] pre dates that of Cloutier et al. and also inves-
tigates the role of Dcp2 and Xrn1 in GAL gene regulation. Both dcp2 ∆ and
xrn1 ∆ are shown to have increased GAL10 -lncRNA half lives, increased levels
of GAL10 -lncRNA and delayed GAL1 activation. H3K18 acetylation (a gen-
eral mark of transcriptional activity) was measured in the first 30 minutes after
activation and found to be reduced over the whole GAL1-10 locus in dcp2 ∆ :
a chromatin state concomitant with delayed activation. The authors also con-
structed a GAL10 -lncRNA knock out strain using a more aggressive approach
than Houseley et al.: removing GAL10 entirely and complementing the knock out
with a plasmid harbouring a GAL10 with no Reb1 binding sites. Inducing these
strains from raffinose, the authors found that the removal of GAL10 -lncRNA
partially counteracts the deletion of DCP2, indicating that the effect of Dcp2p
on transcriptional repression is in some part dependent on the GAL10 -lncRNA.
Though they do not discuss it, when GAL10 -lncRNA∆ cells with no other per-
turbations were compared to WT in raffinose induction experiments they were
indistinguishable.
That the degradation machinery should influence the GAL10 -lncRNA repressive
effect, which has been shown to act in cis, is surprising. The authors hypothesise
two possible mechanisms for this observation: R loop 4 mediated repression or a
cotranscriptional action by Dcp2p and Xrn1p.
In summary, while Houseley et al. saw a repressive effect that was only signif-
icant at low concentrations and mixes of sugars, the other papers seem to find
4A 3 strand structure formed between double stranded DNA and a complementary RNA
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a significant impact of the lncRNAs under even standard laboratory condition
of 2% galactose induction. Pinskaya et al. saw a strong repressive effect in 2%
galactose induction that was mediated by SET1 and the GAL10 -lncRNAs, but
their perturbations were global when compared to the localised mutations of
Houseley et al., and this may explain the discrepancy. Geisler et al. similarly use
global perturbations throughout their paper and this may explain why they, like
Pinskaya et al., see a repressive effect from the GAL10 -lncRNA even under 2%
galactose induction. Though it is not discussed, when their only perturbation
was to remove the GAL10 -lncRNA they did not observe a significant difference
from WT cells.
Cloutier et al. [34] appears to conflict with both Houseley et al. and Geisler et al.
in that they saw an activating effect due to the GAL10 -lncRNA, and this was
only observed when inducing from repressive conditions. Though this is surpris-
ing, a number of factors should be taken into account: Cloutier et al. measured
GAL10 and GAL7 mRNA, in contrast to Houseley et al. and Geisler et al. who
based their conclusions largely on GAL1 mRNA time series; Cloutier et al. only
saw an activating effect for Reb1BS∆strains when making dense time series mea-
surements of glucose to galactose induction over 5 hours, whereas Houseley et al.
only published steady state glucose behaviour and time series for 2% galactose
induction from raffinose, and that only over 40 minutes. As such, the activating
behaviour seen by Cloutier et al. is not incompatible with the data published by
Houseley et al..
From our literature review we see that for the GAL10 -lncRNA both the regime
and mechanism of action is contested, but that no results are in direct conflict.
This lead us to believe that further understanding could be gained from the
high time resolution single cell data and well controlled environment afforded by
our microfluidic system. We requested Reb1BS∆ and WT strains with Gal1p-
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GFP fusions from the Tollervey lab, intending to first recapitulate the result of
Houseley et al. [84] in our microfluidic device.
5.2 Investigating The Effect GAL10 -lncRNA on
the Induction of GAL1 -GFP by Time Series
Microscopy and Microfluidics
Initially we acquired data for Reb1BS∆ and WT strains exposed to the media
used in Houseley et al. [84]: YEP with 2% raffinose/ 0.01 % galactose/ 0.02%
glucose. A modified version of the ALCATRAS[39] device was used which allowed
up to three strains to be imaged while simultaneously exposed to the same media.
To match the protocol of Houseley et al. as closely as possible, cells were grown
overnight in YEP 2% raffinose, rediluted in fresh media to an OD of 0.05 in
the morning and loaded in the device at an OD of approximately 0.2 . Once
loaded, the media was changed to YEP with 2% raffinose/ 0.01 % galactose/
0.02% glucose and this media maintained for the duration of the experiment.
Due to the particulars of the modified microfluidic device, it was not possible to
observe the arrival of inducing media, and so the exact time at which cells started
experiencing galactose is between 0 and 20 minutes before the first time point of
the acquisition. A full protocol for the experiment is given in chapter E.
The results from one of the initial experiments are shown in figure 5.4. It can be
seen that in this case they reflect those reported by Houseley et al. and also show
a significant later difference between the two strains. Unfortunately this result
could not be repeated. This was in part due to the technical difficulties. The YEP
media used was highly autofluorescent, making early differences in expression
difficult to detect, while the late high peak seen in panel A of figure 5.4 was not
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Figure 5.4: Results of WT and Reb1BS∆ cells induced with YEP 2% raffinose/
0.01 % galactose/ 0.02% glucoseand monitored in the microfluidic device. As
described in the main text, cells were loaded into the device in two separate
chambers and then exposed to the same inducing media used by Houseley et al..
The exact start time of induction could not be measured but was within 20 min-
utes of the first time point acquired. Cells were identified, tracked and segmented
using the automated algorithms described in chapter 3, with only cells present for
more than 220 time points being considered in the analysis. This resulted in 433
WT cells and 488 Reb1BS∆cells for analysis. Panel A shows the mean behaviour
of the each population over the whole twenty hours, with shaded bars showing
the standard error on the mean. Panel B shows the first 6 hours with the first
time point subtracted: equivalent to that reported in Houseley et al. [84], which
is reproduced with permission in panel C. Comparison of B and C shows a very
reasonable agreement between the two sets of results (ignoring the large dip due
to a loss of focus at around 2 hours). In panel A we can additionally see a late
strong induction, that occurs at different times for the two populations.
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observed again within the 20 hours of induction. It is possible that if we had
been able to observe the cells for longer we would have recovered this behaviour,
but experiments lasting more than 20 hours are technically challenging.
Although this result could not be recovered, its appearance led us to conclude
that the cells were close to a nutrient regime in which expression differences would
be observable in our system. To identify a set of conditions that would be more
experimentally tractable, but still reveal differences between the cells, we used
flow cytometry to test a range of glucose and galactose concentrations in the less
autofluorescent synthetic complete (SC) media. Cells were grown overnight in
SC 2% raffinose, rediluted to an OD of 0.05 and grown to an OD of 0.2, at which
point they were centrifuged and resuspended in SC 2% raffinose / 0.02% glucose
and galactose ranging from 0.01 % to 0.1 %. Fluorescence was measured by flow
cytometry 2 hours later. Of the conditions tested, induction with SC 2% raffinose/
0.04% galactose/ 0.02% glucose was the closest to that used by Houseley et al.
which showed robust expression and a significant difference between the strains.
This media was selected for further investigation. Results from the flow cytometry
are shown in appendix E.
5.3 Application of Alternative Induction Media
to Wild Type and Reb1BS∆ Cells
Having identified SC 2% raffinose/ 0.04% galactose/ 0.02% glucose as a condition
likely to reveal differences between the strains, we subjected wild type (WT)
and Reb1BS∆ cells to induction with this media in the microfluidic device. We
used the same protocol as previously described but took advantage of the third
chamber of the modified device to simultaneously image control cells expressing
no fluorescent protein. The results are shown in figure 5.5 and a clear difference is
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Figure 5.5: Wild type and Reb1∆ induced with SC 2% raffinose/ 0.04% galac-
tose/ 0.02% glucose media show distinct expression patterns. Following the same
protocol used previously (see appendix E) wild type, Reb1BS∆ and control cells
(expressing no GFP) were exposed to the induction media selected by flow cy-
tometry. Cells were segmented using automated algorithms described in chapter
3 and data corrected for autofluorescence as described in appendix E. 514 wild
type, 515 Reb1BS∆ and 28 control cells remained for analysis. Panel A shows
the mean behaviour of each strain, with the shaded area showing the standard
error on the mean. A clear difference can be seen between the two strains with,
as in Houseley et al. [84], the Reb1BS∆ strain inducing earlier and more strongly
than the wild type. Panel B and C show kymographs of the logarithm of the
fluorescence for single cells. In each case time runs down the y axis and each
column is a cell, with the colour at each pixel indicating the log fluorescence of
that cell at a given time point. Both kymographs share the same scale given by
the bar in panel B. A significant variation in behaviour across each population
can be clearly seen. For illustration, a random selection of single cell traces are
shown for Wild type (panel D)and Reb1∆ (panel E) strains; colour of the plots
have been chosen to match those used in the plots of the population means in
panel A. The heterogeneity in both strains can be clearly seen.
131
Figure 5.6: Behaviour of wild type and Reb1BS∆cells determined to be ON. Cells
from both strains were classified as ON and OFF as described in the main text.
Panel A shows the proportion of ON cells in each population. A chi squared test
was applied and the proportions found to be statistically significantly different
at the 1% significance level. The blue and red plots in panel B shows the mean
behaviour for wild type and Reb1BS∆ restricted to just the ON cells; shaded
areas show standard errors on the mean as before. The black line shows the
asymptotic p value of a time point by time point Kolmogorov-Smirnov (KS) test
over the fluorescent data of the ON cells in the two populations. Low p values,
as are seen in the middle section of the time series, show that the populations are
statistically distinct; high values, as seen at the beginning and end, show that by
this criteria they are indistinguishable.
discernible between the average behaviours of the two populations. Looking more
closely at data from individual cells, we see that within a population there is also
significant variation, and in each case there appear to be two sub-populations:
those that induce the GAL system and those that do not.
To better understand these two groups we classified cells of both strains as either
ON or OFF based on measurements of control cells using a heuristic method. 3
standard deviations of the fluorescence of all control cells across all time points
was taken as a threshold. Any cells that crossed this threshold for more than fifty
time points (250 minutes) were classified as ON. No control cells were classified
as ON by this method, indicating that it is sufficiently stringent that we can be
confident of a low false positive rate.
Results from both WT and Reb1BS∆ ON cells are shown in figure 5.6. Different
proportions of cells activate the GAL network in the two strains, with more cells
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switching on in the Reb1BS∆strain. In panel B we see that even when we restrict
our analysis to the ON cells, the two strains still behave differently, but that these
differences are temporary and the long term behaviours are indistinguishable.
Since the difference between the ON cells in the two strains appears to be tem-
porary, we reasoned that it may indicate differences in the kinetics of induction in
individual cells. To test this hypothesis we calculated a number of kinetic statis-
tics for each trace individually and compared them between the ON cells for wild
type and Reb1BS∆ strains. Figure 5.7 depicts the calculation of each statistic.
Of these, the KS test identified the lag time and the initial accumulation veloc-
ity to be significantly different between the two strains at the 5% significance level.
To summarise the data presented so far: we have acquired data for wild type
and Reb1BS∆ strains, both expressing Gal1p-GFP fusions, using our microflu-
idic device. Looking at the population as a whole, Reb1BS∆strains show a faster
induction of Gal1-GFP and higher expression for the whole 20 hours of obser-
vations. Focusing on individual cells we can determine that both populations
are heterogeneous and that they can be divided into expressing ON cells and
non-expressing OFF cells, with the Reb1BS∆ population having a higher pro-
portion of ON cells. Analysing the two ON subpopulations in more detail we
see that even these show different behaviours between the two strains, but that
this difference is confined to the early kinetics of induction while the long term
expression is the same for the WT and Reb1BS∆ ON cells. This difference in
kinetic behaviour was confirmed by statistical analysis of the lag time calculated
for each cell, though other statistics such as the time to half maximum fluores-
cence showed no significant difference.
A faster induction for Reb1BS∆ cells is in accordance with the repressive action
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Figure 5.7: Statistics extracted to compare kinetics of wild type and
Reb1BS∆ induction.Panel A shows the calculation of each statistic,with each
label corresponds to a different quantity that was tested. Those along the
x axis are time periods that were compared, those along the y axis are flu-
orescence values and initial accumulation velocity is an angle calculated as
arctan(maximum fluorescence/time to maximum)[34]. Each statistic was calcu-
lated for all the ON cells in each population and the KS test applied to determine
if the distribution of the parameter was statistically distinguishable. Of the five
parameters tested, only the distributions of lag time and initial accumulation ve-
locity were significantly different. These are shown in panels B and C: blue bars
show the distribution for wild type cells and red bars that of Reb1BS∆ .
134
of the GAL10 -lncRNA observed by Houseley et al.. That the difference is kinetic
reflects the result of Cloutier et al. [34], though they saw an inducing effect due to
the lncRNA rather than a repressive one. A surprising feature of our data is that
the mean fluorescence of the two populations is distinguishable over the entire
twenty hour period (figure 5.5). This is not in keeping with Houseley et al. and
Cloutier et al., who both saw transient differences between the strains. There
are many factors that could be responsible for this, not least the differences in
induction media and measurement methodology, but the observation that ON
cells also show only transient differences between the two strains implied to us
that these discrepancies between our data and the literature might be reconciled.
An important distinction between our experiments and those described above is
that those studies analysed whole cell culture, which necessarily includes any new
born cells. In this sense we observe a different population from the one assayed in
cell culture experiments, because we interrogate the same mother cells over the
entire twenty hour period.
An advantage of the microfluidic device is that we are also able to observe birth
events, and to correlate these with the fluorescence of mothers, which can help
us to bridge the gap between our data and that from cell culture. Doing this by
hand is prohibitively laborious, so we employed automated daughter identification
scripts written by M Crane in the lab. This work is still in development, and the
algorithms have not yet been refined or thoroughly characterised, but informal
inspection indicates that the data produced is sufficiently accurately for broad
conclusions.
Figure 5.8 shows the birth rate data so obtained, which reveal that in both popu-
lations a significantly higher birth rate is observed for ON cells than for OFF cells,
but that no difference in birth rate can be confirmed between the two strains.
This conclusion has two exciting corollaries. First, it shows that by mediating
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Figure 5.8: Automated scripts were applied to the microfluidic data for wild type
and Reb1BS∆ strains to obtain approximate times of birth events for mother
cells. Panel A shows the mean total birth events plotted against time. As before,
the wild type is plotted in blue while the Reb1BS∆ is plotted in red. The inset is
the mean over the population, while the main plot is the population divided into
ON cells (upper line in both cases) and OFF cells (lower line). It can be seen that
in both strains the birth rate is significantly higher for ON cells than OFF cells.
Panel B shows histograms of birth rates (number of daughters/duration present
for each mother) for the four sub-populations. KS tests showed a significant
difference between ON cells and OFF cells in all cases, but not between the ON
cells of wild type and those of Reb1BS∆ or the equivalent sub-populations for
OFF cells.
ON/OFF transitions the GAL10 -lncRNA could impact fitness in different sugar
regimes. This, to our knowledge, has not been shown in the literature. Secondly,
it may provide a route to aligning our results with those of groups working in
batch culture. If ON cells have a higher birth rate, the ON state is inherited
(which inspection of the images indicates) and ON cells of the two strains have
indistinguishable behaviour at later times then this could explain why the effect
of the GAL10 -lncRNA is transient in batch culture. More importantly, it could
have bearing on the population level impact of the lncRNA and the evolutionary
advantage it imparts.
Conclusions connecting the lncRNA with fitness require that the activation of the
GAL system increases birth rate in the induction media. This has not been shown
in our experiments, and it could certainly be the case that causality is actually
reversed: dividing cells are more prone to activate the GAL network whether it
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is beneficial or not. To investigate this further, and to understand more about
the transcriptional dynamics of GAL1 we constructed strains in which the Gal1p
coding sequence was removed and replaced by the fast folding/fast degrading
UBI-M∆k-GFPγ reporter described in chapter 2.
5.4 Investigation of Transcriptional Dynamics
Using the Fast Transcriptional Reporter UBI-
M∆k-GFPγ
To further investigate both the utilisation of galactose and transcriptional dynam-
ics we constructed two new strains: wild type and Reb1BS∆ cells in which the
GAL1 open reading frame was replaced with the UBI-M∆k-GFPγ transcriptional
reporter. For brevity these strains will hereafter be referred to as WT* and
Reb1BS∆*. They were constructed in procedure described in chapter 2: stan-
dard lithium acetate transformation of PCR amplified coding sequences targeted
to the GAL1 open reading frame.
Since these strains no longer express Gal1p, they should be unable to metabolise
galactose [44] and comparison of their birth rates should show whether the differ-
ence in birth rate between ON and OFF cells seen in WT and Reb1BS∆ cells is
due to galactose utilisation, or if cells that are dividing are more likely to express
the GAL genes independently of any benefit. At the same time, the expression of
UBI-M∆k-GFPγ from the Gal1 promoter may help us understand the underly-
ing transcriptional dynamics and provide a subject for promoter model inference.
Figure 5.9 shows results from the automated budding event analysis performed
on data from WT* and Reb1BS∆* strains. Due to differences in the expression
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Figure 5.9: Birth statistics for wild type* and Reb1BS∆* cells. Birth rate data
was extracted and processed as in 5.8, with the caveat that the definition of
ON and OFF cells was modified to take account of changes in the data (see
later discussion). As before, panel A is the mean total birth rate for wild type*
(blue) and Reb1BS∆* (red) strains with cells separated into ON (the higher lines)
and OFF (the two lower lines). Despite their inability to metabolise galactose,
ON cells in both strains show a higher mean birth rate. Panel B shows the
histograms of the birth rates of the two cells separated in ON and OFF cells. As
in the previous data set, the ON and OFF cells are significantly different across
the strains but there are no detectable differences between strains wild type* and
Reb1BS∆*.
patterns cells were classified as ON or OFF in a slightly different way which will
be discussed shortly.
The results show that despite the absence of the Gal1p protein, which is reported
to be vital for galactose metabolism [44], the ON and OFF cells still display dis-
parate birth rates similar to those seen in WT and Reb1BS∆ cells. Although
confirmation is necessary, this implies that it is the high birth rate of cells which
causes GAL gene expression rather than the expression of the GAL genes that
facilitates a high birth rate.
Why the cell birth rates would respond in such a non-uniform way to the induc-
tion media when the cells do not appear to be utilising galactose is not clear, and
further investigation is certainly required before any conclusions can be drawn,
but it seems likely that the difference is a pre-existing feature of the population
and it would be interesting to investigate the mechanism for this. The fact that
the causality is the opposite of what one might assume does not prevent the
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Figure 5.10: Fluorescence data for control*,wild type* and Reb1BS∆* cells. Panel
A shows the mean fluorescence over the whole population, plotted against time,
with shaded areas showing standard error on the mean. The behaviour is very
different from that of wild type and Reb1BS∆ , with clear induction only at the
very end of the experiment. Panel B shows individual traces from each strain
and C shows the single cell fluorescence of each population as a kymograph.
In contrast to figure 5.5 the raw fluorescence value is plotted rather than the
logarithm, which was more informative in this case. Comparison of both panels
with their equivalents in figure 5.5 show that the behaviour is quite different.
Rather than a classic induction to a steady state the expression appears to be
pulsatile, with cells displaying transient periods of expression.
correlation explaining why we observe lasting differences while other studies see
transient ones. If dividing cells are more likely to express GAL, the requisites will
still be fulfilled for ON cells coming to dominate the population. What does seem
unlikely from this data is fitness effect due to the lncRNA in these conditions.
We now turn to the fluorescence data, which is shown in figure 5.10. Processing
and correction of data differ from those applied to the wild type and Reb1BS∆
and are explained in appendix E. A different control strain was also used, in which
the GAL1 ORF was replaced with the UBI-M∆k-mKate2 coding sequence. This
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is referred to as control*.
The data is clearly different from that shown in figure 5.5, with fluorescence
throughout the experiment but no clear point of induction. Inspection of single
cells shows that the fluorescence is pulsatile, with transient periods of expression
rather than clear induction. As with the gal1 ∆strains (wild type and Reb1BS∆)
a number of statistics were developed to try and distinguish the two populations
but none were found to be significantly different between the two strains.
It should be noted that in these experiments we are using a different reporter (free
UBI-M∆k-GFPγ as oppose to EGFP tagged to the Gal1 protein), and this alone
could lead to a different appearance for the traces. UBI-M∆k-GFPγ is engineered
to have a shorter half-life, and this would lead to a lower mean expression and
higher coefficient of variation [139], which might give the traces a more pulsatile
appearance. However, as shown in chapter 2 the half life of UBI-M∆k-GFPγ is
only about half that of an unmodified EGFP, and is therefore unlikely to explain
the factor of 10 change in the fluorescence of the cells. In the absence of any
sort of feedback the decay rate would also make little difference to the shape of
the mean fluorescence of the population over time, as it acts largely as a scaling
factor. Taken together these two observations show that though the change of
reporter is important, it cannot alone explain the difference in the results between
the two experiments, and there must therefore be some change in expression of
the gene.
This interesting behaviour has not, to our knowledge, been previously reported.
Kaufmann et al. [96] have observed slow stochastic switching of the GAL net-
work, but this required the Gal80 repressor to be expressed from a constitutive
promoter, abrogating the negative feedback loop in which it is involved. Compar-
ing these results with those presented in figure 2.15 of chapter 2, we see that for
similar gal1 ∆ cells in SC 2% galactose the induction is more sustained, leading
us to believe that this effect must be a combination of the particular induction
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media and the Gal1 deletion. As we have discussed, at high concentration Gal1p
can replace Gal3p as the dominant transcriptional co-activator, and the differ-
ence between the GAL1 (wild type and Reb1BS∆ ) and gal1 ∆ (wild type* and
Reb1BS∆*) strains could be explained by the impairment of this positive feed-
back loop. This might also explain why GAL1 cells are easily distinguishable
while gal1 ∆ cells are not. If the Gal1p positive feedback is responsible for the
sustained inductions in GAL1 cells, then a small change in its expression due to
the GAL10 -lncRNA would be amplified; without this amplification, the differ-
ence between wild type* and Reb1BS∆* cells may be harder to see.
To try and identify changes in GAL1 transcription that could confirm this hy-
pothesis, we applied a model based Bayesian inference scheme to the data from
gal1 ∆ cells presented in this section. We reasoned that if we could infer a model
of transcription from the Gal1 promoter, with and without transcription of the
GAL10 -lncRNA, we could test its behaviour in a simple positive feedback loop
and challenge this hypothesis, that Gal1p mediated feedback was responsible for
the differences in expression kinetics.
5.4.1 Application of DPP Inference Scheme to gal1∆Strains
Various of inference algorithms exist, employing different approximations and
sampling techniques [51, 130, 193, 195]. The DPP algorithm of Zechner et al.
[195] is an efficient algorithm that makes no approximations, can infer extrinsi-
cally varying parameters and has a convenient matlab implementation. For these
reasons it was selected for a first attempt at inference. In preparing our data
we followed the protocol of the original paper as closely as possible, the details
of which are given in appendix E. We also curated by hand the tracking and
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segmentation of approximately 80 cells from each strain to minimise errors.
We quickly found that the algorithm was too slow to infer parameters even for
the subset of 80 cells, and so we reduced further to a set of 10 cells from each
strain in order to be able to run the inference algorithm within a day. To try and
preserve the population structure as much as possible, the 80 original cells were
subdivided into ON and OFF cells and cells sampled from separate groups in
proportion to the size of the ON/OFF sub-populations in the whole population.
This was done to preserve the population ratio of ON to OFF cells in the sub
sample to which inference was applied. Inference was run on each of the strains
separately with the intention of comparing the parameters. A simple two state
model was used as in Zechner et al. [195].
In addition to the inference on the real data, we wanted to test the performance of
the algorithm on simulated data subject to measurement errors similar to those
we expect in our system. Drawing on investigation of error sources in earlier
chapters, we generated a data set of 10 cells as follows. The master equation for
a two state model was simulated using the stochkit2 stochastic simulation pack-
age [151] (all parameters available in appendix E). This raw data was multiplied
by a scaling factor to give fluorescence from protein, and then multiplied by a
separate scale factor for each cell to represent size effects. To this we added log
normal noise and then Poissonian, and these fluorescent values were then added
to the traces from control* cells to simulate autofluorescence. The measurements
were then treated for inference in the same way as the experimental data, giving
the fluorescence-protein scaling factor 20 % error to reflect imperfect estimation
of this parameter. The DPP algorithm was applied to both data sets (details
in appendix E), the results for the intrinsic kinetic parameters and measurement
noise are shown in figure 5.11.
From the results on the simulated data set it could be said that the performance
is reasonable, the true values usually falling within an order of magnitude of the
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Figure 5.11: The DPP [195] algorithm was applied to data from wild type* and
Reb1BS∆*, as well as simulations with reasonable microscope errors. Panel A is a
depiction of the two state model used in the inference and conveys the meaning of
each parameter. Translation rate is not shown since this is fitted as an extrinsic
variable and was not considered in the analysis. Panel B shows the results of
simulated data for 10 cells and 240 time points at 5 minute intervals, equivalent
to our experimental data. A range of errors were added which is detailed in the
main text. The green line is the inferred posterior for each parameter, the solid
black line is the true value used in simulation, while the dashed black lines mark
the 5th and 95th percentile of the prior distribution. It can be seen that though
the algorithm performs reasonably well, the true value often falls outside the high
a posteriori region. Panel C shows the result of applying the inference algorithm
to wild type* (blue line) and Reb1BS∆*(red line) data. 10 cells and all 240 time
points were used in each case.
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maximum a posteriori value. However, it is clear that the high a posterior region
does not always include the true value, and it is therefore difficult to compare
the inferred parameters for wild type* and Reb1BS∆* cells in a meaningful way.
This might be solved by more computational time or it could be a short coming
of the data, and more simulations would be required to understand which of these
two is the cause of the poor performance. However, each of these data sets re-
quired a whole night to run on a desktop computer, so exploring our experimental
regime by simulation is infeasible. This slow performance is most likely due to
the long duration of the experiments and the large number of proteins, which can
slow down the Gillespie algorithm considerably. If we intend to continue with
inference, our large data sets and long time series will require algorithms that
make use of some of the many approximations to the master equation that are
commonly used [193]. Adapting inference techniques to manage our large and
extrinsically variable datasets present a technically challenging problem, that is
unlikely to be solved by established algorithms.
5.5 Discussion
The work presented in this chapter is a preliminary application of the transcrip-
tional reporters, error analysis, microfluidic device and associated segmentation
software. Using these tools we were able to observe subtle, kinetic differences
in induction between wild type and Reb1BS∆ strains, and to associate these
differences with single cell birth rates and fitness. Our application of the tran-
scriptional reporter UBI-M∆k-GFPγ is still in the early stages, particularly with
regards to model inference algorithms, but the observation of distinct behaviour
from the GAL1 strains implies that these strains could reveal a great deal about
regulation of the GAL system in these media conditions.
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Figure 5.12: Attempted repeats of galactose induction experiments of wild type
and Reb1BS∆ strains. As in figure 5.5, strains were grown overnight in SC raf-
finose (2%) and then induced with SC 2% raffinose/ 0.04% galactose/ 0.02%
glucose media. Panel A and B show two attempts at repeats done on different
days, with 900 and 485 cells respectively. Clearly these are significantly different
from the result shown in figure 5.5, and we currently believe that this is due to
both variation in overnight culturing and the sensitivity of the result to the num-
ber of cells that can be observed. Both these issues are being addressed currently
in the lab.
The priority now is to acquire dependable repeats of the experiments discussed
here, and controls to confirm the dependence on the GAL10 -lncRNA. While we
have pursued this vigorously, technical difficulties have so far prevented us from
obtaining a set of convincing replicates. Once this has been overcome, there are
a number of experiments that could advance the project and understanding of
the GAL system. The connection between the dividing and expressing subpop-
ulations would be of great interest to pursue further. Particularly, whether the
cells that continue dividing in the new media show higher growth in pure raffinose
media before the switch. This experiment could be performed using the dynamic
media control afforded by a recently developed modified microfluidic protocol,
which would also allow us to later remove the galactose and monitor the response
of the cells.
Looking at the difference between the GAL1 and gal1 ∆ cells, it would be re-
vealing to apply the same analysis to heterozygous diploids with one UBI-M∆k-
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GFPγ reporter and one functional Gal1 gene. Heterozygous diploid production is
a straightforward protocol, and a modified diploid device is already in use in the
lab. This would provide a means to test the positive feedback hypothesis outlined
in this chapter.
Further application of inference to the gal1 ∆ strains will require significant ad-
ditional work, and it is likely that robust inference over the large data sets we
generate will prove to be a challenging inference problem rather than a simple
application of existing technology. That said, there is significant expertise on this
subject in Edinburgh and in the interdisciplinary SynthSys centre itself. Achiev-
ing a full pipeline of large scale quantitative data acquisition and robust statistical
inference will be challenging but it is certainly achievable, and the data presented
in this chapter shows that the insights obtained could be wide ranging. Even
confining ourselves to the GAL1 gene we see that there are many regulatory
mechanisms, with wide ranging relevance [17, 177], that could be straightfor-
wardly perturbed and inspected using the microfluidic system.
In conclusions, the results from this study on the GAL10 -lncRNA is a good in-
dication that the combination of our well developed microfluidic system and the
genetically tractable and well understood Saccharomyces cerevisiae model organ-
ism can deliver novel and widely relevant results. Though we have only looked
at a small portion of the GAL regulon here, it seems likely that a similar inves-





In this thesis we have described work advancing both the utility and understand-
ing of the ALCATRAS microfluidic system. Further, we have shown preliminary
data and analysis from its application to the regulation of the GAL1 gene in Sac-
charomyces cerevisiae , displaying some the insights it can provide. This system,
and others like it are, becoming increasingly popular and much of the analysis
we have developed is widely applicable.
In chapter 2 we undertook a detailed study of sources of error in our experimen-
tal system and the corrections that could be made to mitigate them. A novel
protocol was developed which leveraged the microfluidic system to provide a bet-
ter estimate of flat field correction, and errors arising due to both the camera
and the optics were assessed by a combination of measurement and simulation.
This revealed that the commonly assumed Poissonian noise is not appropriate
for all camera settings, and that this relatively simple source of error may not be
as significant as the slow varying systematic errors arising from the microscope
optics and the distribution of fluorescence throughout the cell. Based on these
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quantitative error estimates, a number of imaging conditions were assessed and
compared, with the optimum found to depend on the experimental conditions
and protein expression expected. This work illustrates the numerous sources of
error which, if not properly considered, could significantly impact on the conclu-
sions of quantitative analysis. It is important to now confirm this computational
work with experimental data. Once this is done, we can begin to construct well
informed corrections and devise optimal statistics that will increase the accuracy
of both our microscope measurements and error estimates.
In the second half of chapter 2 we developed two new fluorophores designed for
monitoring transcriptional dynamics. These reporters were constructed and their
brightness, degradation rate and maturation rates measured in the most phys-
iological conditions possible. Though the properties of the UBI-M∆kmKate2
reporter were disappointing, the UBI-M∆kGFPγ was a significant improvement
on the UBI-M∆kGFP* reporter from which it was derived. Having developed
this tool we would now like to apply it to understanding transcriptional dynam-
ics, as we have done in chapter 5. further characterisation of the Fluorophore,
especially improving the estimate of its maturation rate, will be important in
these applications. We believe that the higher time resolution afforded by our
microfluidic device will facilitate this.
The original intention of this work was to develop a pair of distinguishable tran-
scriptional reporters, and this would still be desirable. One possible avenue would
be to focus on the CFP fluorophore, that has been shown to respond to the UBI-
M∆k tag [69], but since it is not easily distinguishable from GFP it is likely
a partner reporter would also have to be developed. Using high throughput
DNA fabrication techniques, accessible through the newly established Edinburgh
genome foundry, would increase the chance of finding a successful pair of re-
porters. These would allow intrinsic and extrinsic noise in promoter dynamics
to be investigated, which would be of great value in understanding the biological
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source of the putative promoter states reported in the literature [74, 172].
In chapter 3 we developed an active contour algorithm to improve the automated
segmentation of the images produced by our microscope. Further, we developed
a suite of analysis metrics by which to automatically test and compare the per-
formance of segmentation and tracking algorithms using a curated ground truth.
Image segmentation is a difficult problem and the field is fragmented, at least
in its application to biology. The development of robust tools to easily compare
algorithms could be of great value in guiding both users and developers. The
metrics described also distinguish different types of error, allowing the user to
make informed decisions based on their experimental priorities. Applying these
characterisation methods to the different segmentation algorithms developed in
the lab, we showed that the active contour algorithm improves the segmentation
result and significantly reduces measurement error.
Automated software can always be improved, and as such there is of course more
work that could be done on the segmentation software, but a number of straight-
forward avenues for improvement present themselves. The classifier used to iden-
tify cell centres currently only uses features based on the in focus DIC image,
and makes no use of the out of focus images that are now routinely acquired in
our experiments. These appear to be more informative than the in focus image
alone, and rewriting the software to use these images could result in a substantial
improvement in cell identification. The cost function used in the active contour
algorithm currently imposes shape information only as two heuristically moti-
vated derivatives, but we now have a large collection of curated results that can
be used to construct a data driven shape model. This could improve segmenta-
tion, and in particular make the result more robust in cases where image quality
is poor.
In chapter 4 we developed tools to infer protein-fluorescence ratio and measure-
ment error from stochastic variation in cellular photobleaching. For the error free
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case, deterministic estimates of the parameters were derived, and for measure-
ments with errors an approximate likelihood was found and an efficient method
for computing it implemented. In application to real data the model of a simple
first order photobleaching rate was found to be generally inappropriate. Exper-
imental conditions were sought in which photobleaching was well approximated
by a simple first order reaction, and this necessitated developing new tools to
quantitatively account for autofluorescence. Though the performance of our esti-
mator was not satisfactory, pursuing this project has increased our understanding
of our experimental system and many of the correction methods developed have
improved the accuracy of our microscopy data generally. In the project up to this
point we have attempted to fit our experimental conditions to our model, and in
the future it may be fruitful to instead try and adapt our inference scheme to
the bi-exponential process that we generally observe. Though this will probably
require a more sophisticated inference methodology than the one we have applied,
it is still a simple linear model and would certainly be amenable to inference.
In chapter 5 we applied the experimental system developed to understanding the
role of the GAL10 -lncRNA in Gal1 regulation. We were able to corroborate a
repressive effect due to the GAL10 -lncRNA and reveal its importance in a het-
erogeneous response that had not been previously observed. Applying analysis
methods developed by M Crane, we were able to correlate induction of the GAL
cluster with birth rate at the single cell level, and thereby relate our microfluidic
results to those in batch culture. We constructed new strains in which the GAL1
open reading frame was replaced with the UBI-M∆kGFPγ reporters developed in
chapter 2. Since gal1 ∆ cells are auxotrophic for galactose [44], this allowed us to
investigate both the underlying transcriptional dynamics of the GAL1 gene and
the metabolic benefit of galactose utilisation. Comparing the single cell birthrates
of the gal1 ∆and GAL1 strains we saw no statistical difference, indicating that the
correlation between birthrate and GAL expression we observed was not caused by
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the advantageous utilisation of galactose in a subset of cells, but rather that some
other property of those rapidly dividing cells allows for the induction of the GAL
system. This is an interesting and unexpected result that could challenge the
view of GAL induction as a calculated response to maximise the energy available
to the cell.
Looking at the fluorescence data from the gal1 ∆ strains we saw a pulsatile be-
haviour different from the clear stable induction seen in the GAL1 cells, which we
hypothesise may be due to the abrogation of the positive feedback loop caused by
the regulatory role of Gal1p. Preliminary attempts to apply the dynamic prior
propagation (DPP) Bayesian inference algorithm of Zechner et al. [195] indicate
that simulation based methods will most likely be too slow for data sets of our
size, and algorithms employing approximations of the master equation will be
necessary.
Confirming these results by reliable repeats and thorough controls are neces-
sary, as is refinement and characterisation of the daughter counting algorithm
employed, but the data presented already shows that the microfluidic system is
capable of elucidating subtle phenomena in gene regulation and relating expres-
sion to fitness. Looking forward, it would be interesting to further investigate
the connection between birthrate and gene expression, particularly in a greater
range of galactose concentrations, and to see if those cells dividing slowly in the
presence of galactose show a slower rate of division in the raffinose media to which
they are initially exposed. This was not possible in the experiments presented
here but could be done using alternative microfluidic devices available in the lab.
Further work on the GAL10 -lncRNA would also be informative, particularly in-
vestigating some of the other roles ascribed to it in the literature and looking
at its effect on expression in dynamic environments. Chromatin state has been
implicated in short term reinduction [99] memory, and it seems quite possible
that the GAL10 -lncRNA, with its influence on promoter chromatin, could be
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important in this process.
Turning to the application of Bayesian inference algorithms to our data, employ-
ing approximation of the master equation would be most conducive to progress.
Though performing timely and rigorous inference on our large datasets is likely
to prove challenging, the benefits of combining high quality single cell data ac-
quisition and robust model inference are potentially enormous.
The microfluidic device employed in the lab is a sophisticated system, and there
is still a great deal of work to be done to refine and characterise the experimen-
tal protocol and associated analysis, but as we have already demonstrated the
potential insights are manifold. Biology is inexorably becoming a quantitative sci-
ence of complex systems, and in this environment high quality well characterised
data, that can be used not only to infer models but also to estimate the confi-
dence one can attach to them, will be invaluable. Already people are attempting
to integrate results from different areas of biology into complete descriptions of
organisms [94]. This must be seen as the eventual aim of molecular and cellular
biology, but it will only be possible in a rigorous way if the component models are
well founded and their limitations are understood. The experimental and ana-
lytical methodologies developed here, combined with the genetic tractability and
experimental facility of yeast, has the potential to make significant contributions
to this challenging endeavour.
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ben, P. Vrabel, and ÅManelius. Physiological responses to mixing in large
scale bioreactors. Journal of Biotechnology, 85(2):175–185, 2001.
[48] Renan Escalante-Chong, Yonatan Savir, Sean M Carroll, John B Ingraham,
Jue Wang, Christopher J Marx, and Michael Springer. Galactose metabolic
genes in yeast respond to a ratio of galactose and glucose. Proceedings of
the National Academy of Sciences of the United States of America, January
2015.
[49] Frederik Faden, Stefan Mielke, Dieter Lange, and Nico Dissmeyer. Generic
tools for conditionally altering protein abundance and phenotypes on de-
mand. Biological Chemistry, 395(7-8):737–762, 2014.
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A.1 Protocol for the Calculation of Flat Field
Correction Using the Microfluidic device
The following is a detailed protocol for the calculation of Flat field correction.
1. Prepare a single chamber ALCATRAS device according to the standard lab
protocol. Note that only one inlet hole is required.
2. Prepare a 5ml syringe with filter sterilised (0.22 µm ) fluorescent dye. The
dye and concentration to be used is channel dependent, and for GFP or
GFPAutoFL 0.001% (mass by volume) fluorescein was used.
3. mount the device on the slide holder following the standard lab protocol.
4. Connect PTFE tubing to the fluorescein syringe and mount in the syringe
pump in the usual way.
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5. Squeezing by hand, push fluorescein through the device.
6. Set the pump at µl/minute, secure the slide holder and tubes and leave for
2 hours to equilibriate.
7. Using the automated microscopy control software, set an acquisition of at
least 50 positions for 50 time points, keeping the perfect focus system (PFS)
on. The positions need not be independent, and in our case we would set
three sets of tiled positions ofset by approximately 5µm (half a trap width).
8. Check images for reasonable temporal consistency using imageJ. If there is
a significant drift in the mean over time then it may be necessary to leave
the device to equilibriate for longer.
9. I images are satisfactory run the BackgroundCorrectionRun.m script in
the BackgroundCorrection package. The image generated is a normalised
mean intensity, and the inverse is used for flat field correction.
The same protocol was used for acquiring noise images, but the ALCATRAS
device was replaced with a y-channel device and the flow set to 20 µl/minute.
To acquire wide ranges of pixel values, a field of view was selected outside the
channel but close to the edge, and defocused.
A.2 Measuring Camera Noise
A.2.1 Proof of sample-measurement linearity for CCD cam-
era
We assume that exposure time is a proxy for sample brightness, so that if the
same sample is exposed for t1ms and t2 ms the sample brightness in the second
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Figure A.1: Construction of mean-variance relationship for different camera set-
tings and the independence of pixel variance from exposure time. Panel A shows
the construction of the mean variance relationship. Each point is the mean and
variance calculated for an individual pixel over fifty images of the same field of
view, with the different colours indicating different fields of view used to cover the
full range of pixel values for a given camera settings ( in this case 200 ms exposure
with CCD mode of the camera). Panel B shows smoothed mean and variance
relationships for different exposure times. These mean-variance relationships are
calculated by taking data like that shown in panel A and averaging over a 1000
value window to give a reasonably smooth plot. Mean-variance relationships are
shown for 200 ms exposure (blue), 100 ms exposure (red) and 50 ms exposure
(green) using the CCD mode of the camera. Clearly the exposure time has no
significant affect on mean-variance relationship, and the linearity indicates that
the noise is dominated by shot noise as one would expect for a modern, cooled
CCD camera.
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case, x2, will obey the relationship x2 = x1 × (t2/t1).
We want to know the relationship between measurement y and sample brightness
x, and particularly if this relationship is linear. Define this relationship as y =
f(x). If two measurements, y1 and y2 are made of two samples known to be






if y2/y1 = n for all n, then f(nx1)/f(x1) = n for all n and f is a linear function.
In figure 2.4 we have shown this for a large range of x values and n’s, and so
I would say we have shown satisfactorily that the function f relating sample





B.1 Production of UBI-M∆k-FLUOR plasmids
Plasmids were produced using the clonetec In-Fusion R©system with the Thorn
lab [104] plasmids pFA6-GFPgamma-SpHis5 and pFA6-mCherry-CaURA3 plas-
mids as a backbone. The In-Fusion R© can simultaneously ligate up to five DNA
fragments. Fragments can be PCR amplified with primers selected for homology
between fragments to be joined and homology with the plasmid backbone for
the first and last fragment; ligation is then a simple single step reaction with
subsequent transformation and purification in ecoli. To produce the plasmids
described pFA6-GFPgamma-SpHis5 and pFA6-mCherry-CaURA3 were digested
with Pac1 and Mlu1 to excise the fluorophore while leaving the selection marker
and plasmid backbone; this larger section was isolated by size on an agar gel and
purified using a standard gel purification kit. mKate2 and GFPγ sequences were
amplified from pFA6-GFPgamma-SpHis5 and pFA6-mKate-SpHis5 plasmids re-
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spectively and the UBI-M∆k sequence amplified from the pnc1124 deposited with
Addgene by Houser et al.. The In-Fusion system was used to ligate these three
fragments (UBI-M∆k, fluorophore sequence and plasmid backbone) and the re-
sulting plasmid mix was transformed into E. coli . Individual ampicilin resistant
colonies were selected and their plasmid content purified by standard mini-prep
kit before being tested by a range of digests to distinguish successful plasmids
from parent plasmids. For each plasmid a colony deemed successful by the digest
results was selected and its plasmid purified by midi-prep before being sequenced.
Discrepancies between the sequenced plasmid and the published sequences were
only found in the selection markers which subsequent transformations and selec-
tion proved to be inconsequential.
B.2 Details of the Measurement of Decay Rate
by Fixation and Flow Cytometry
To measure the decay rate of the three fluorophores an experiment similar to
that of Houser et al. was undertaken. The three strains were grown overnight in
XY medium with raffinose (2%) and galactose (0.1%). In the morning cells were
resuspended in fresh XY raffinose/galactose at an OD of 0.2. After 1 hour, the
cells were spun down, washed with XY and resuspended to an OD of 0.2 in XY
glucose (2%) media. From that time onwards, culture samples were collected at
intervals of approximately 45 minutes and fixed using a standard paraformaldhyde
fixing protocol detailed below. The time of each fixation was recorded as the time
at which paraformaldhyde was applied. The fixed samples were analysed by flow
cytometry, which allowed high throughput measurements of the large number of
samples produced. Identical settings were used for each sample, with 100,000
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events being obtained. Gating was applied after acquistion based on forward and
side scatter.
B.3 Cell Fixation by Paraformaldhyde
Cells were fixed according to the following protocol provided by C. Josephides
and adapted from Biggins protocol for yeast cell fixation (revision 1).
1. Spin cells (6,000 rpm for 1 minute) in eppendorfs and remove supernatant.
2. Add 100uL of 4% paraformaldehyde and vortex.
3. Incubate at RT for 15 minutes.
4. Spin cells (6,000 rpm for 1 minute) and remove supernatant.
5. Wash once in KPO4/sorbitol (0.75 mL).
6. Resuspend in 1ml of KPO4/sorbitol .
7. Store cells in refrigerator for up to one month.






C.1 Algorithm 1: Matt’s Algorithm
FIND TRAPS
DIC image 1 = get DIC image at t imepoint 1
f i n d trap l o c a t i o n s at t imepoint 1 by c r o s s c o r r e l a t i o n o f
trap image with DIC image 1
[ t h i s d e f i n e s a s e t o f i n i t i a l trap l o c a t i o n s , one f o r
each trap in the image ]
f o r t :={2 . . . end } :
DIC image t = DIC image at t imepoint t
( x s h i f t , y s h i f t ) = f i n d image s h i f t by c r o s s
c o r r e l a t i o n o f DIC image 1 with DIC image t
trap l o c a t i o n s at t impoint t = traps l o c a t i o n s at
t imepoint 1 + ( x s h i f t , y s h i f t )
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FIND CELLS
f o r t :={1 . . . end } :
DIC image t = DIC image at t imepoint t
f o r trap := s e t o f t raps :
trap d e c i s i o n image = c l a s s i f y DIC image t at
l o c a t i o n o f trap
[ t h i s produces a d e c i s i o n image : an image which has
low va lue s f o r p i x e l s l i k e l y to be c e l l c e n t r e s and
high va lue s e l s ewhere . This i s ache ived by apply ing
a support vec to r machine to each p i x e l in a
c o l l e c t i o n o f transformed images ]
c e l l c en t r e r e g i o n s = d iv id e in to connected r e g i o n s (
trap d e c i s i o n image < d e c i s i o n image th r e sho ld )
f o r c e l l := c e l l c en t r e r e g i o n s
a s s i g n cent r e and rad iu s to c e l l based on
weighted average o f hough transformed image over
the c e l l r eg i on .
ASSIGN CELL LABELS
f o r trap := s e t o f t raps :
f o r c e l l := c e l l s in trap at t imepoint 1
a s s i g n new c e l l l a b e l to c e l l
f o r t :={2 . . . end } :
f o r trap := s e t o f t raps :
c a l c u l a t e modi f i ed euc l i d ean d i s t ance between c e l l s
found at t imepoint t and those found at t imepoint ( t
−1)
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[ t h i s modi f i ed d i s t anc e takes i n c l u d e s change in
c e l l r ad iu s as a dimension ]
d = minimum( euc l i d ean d i s t anc e between a l l p a i r s o f
c e l l s )
( c e l l A , c e l l B) = c e l l s at t imepoint t and ( t−1)
r e s p e c t i v e l y that are d i s t anc e d apart
whi l e d<d i s t ance th r e sho ld :
s e t c e l l l a b e l o f c e l l B to be c e l l l a b e l o f c e l l
A
remove c e l l A and c e l l B from the s e t o f c e l l s to
be as s i gned c e l l l a b e l s
d = minimum( euc l i d ean d i s t anc e between a l l p a i r s
o f c e l l s s t i l l awai t ing c e l l l a b e l s )
a s s i g n new c e l l l a b e l to c e l l s at t imepoint t s t i l l
awai t ing a c e l l l a b e l
C.2 Radial Gradient Transformation
The base image for transformation is generated by subtracting the one out of focus
bright field image from the other. This is normalised by subtracting the median
of the image and dividing it by the interquartile range to try and compensate
illumination and focus differences between experiments. From this is calculated
two gradient images:
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grad x(x, y) = image(x, y)− image(x− 1, y)
grad y(x, y) = image(x, y)− image(x, y − 1)
From these a final transformed image is calculated:
θ(x, y) = arctan(
y − y cell centre
x− x cell centre
)
transformed image(x, y) = grad x(x, y)× cos(θ(x, y)) + grad y(x, y)× sin(θ(x, y))
This produces an image that generally has high values at the cell edges, and is
then inverted to provide low values.
C.3 Algorithm 3: Cross Correlation with Active
Contour
As a result of casual inspection of the segmentation result on various data sets
I felt that many of the errors could be rectified by making greater use of the
information about the cell at timepoint t to identify the same cell (including suc-
cessfully tracking it) at timepoint t+ 1. To try and effect this I implemented an
algorithm inspired by the methods described in Blake and Isard [16] but with-
out some of the efficiency increasing assumptions made therein. In outline, the
algorithm attempts to take the outline of the cell at time point t and apply it to
the image of the trap at time point t+ 1 to generate ‘tracking image’, which has
high values for the centre of that cell. The construction of the tracking image has
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been quite heuristic. I started using cross correlation, but found that this was
dominated by rare bright spots and so was not very effective. I instead developed
a method based on a modified circular hough transform which builds and accu-
mulation array in the same way as the hough transform but only using edge pixels
with the right direction of gradient. The result is an image that is very bright for
the centres of white circles on a black background (of a specified radius), but dim
for centres of a black circle on a white background. The directional hough trans-
form of the time point t and image was calculated for all discrete radii, producing
a vector of accumulation array values for each pixel. For cell c at time point t
the raw tracking image for time point t + 1 was calculated as the dot product
of this accumulation array vector with the same accumulation array vector of
the centre of cell c at time point t. The raw tracking image is then multiplied
by a thresholded decision image to ensure only admissible cell centres are used,
and then multiplied by a gaussian centred on the location of cell c at timepoint
t− 1 (to encode the fact that cells move very little from timepoint to timepoint)
with a heavier weighting in the backwards direction to encode that cells tend to
move further down the traps due to flow. The following is a description of the
algorithm in pseudo code.
f o r t imepoint =1:
c a l c u l a t e d e c i s i o n image us ing c e l l V i s i o n model
f i n d new c e l l s ( d e c i s i o n image )
f o r t imepoint={2 . . . end } :
c a l c u l a t e d e c i s i o n image us ing c e l l V i s i o n model
f o r n = { 1 . . . number o f c e l l s i d e n t i f i e d at
prev ious t imepoint }
c a l c u l a t e t ra ck ing image f o r c e l l n
t r a ck ing image s tack ( : , : , n ) = t rack ing image
193
m = max( t ra ck ing image s tack )
whi l e m > t r a ck ing image th r e sho ld
(x , y , z ) = l o c a t i o n o f m in t rack ing image s tack
add c e l l c en t r e at x , y
g ive the c e l l the t r a ck ing number o f c e l l z at
the prev ious t imepoint
f i n d c e l l o u t l i n e us ing a c t i v e contour a lgor i thm
with o u t l i n e from prev ious t imepoint
s e t c e l l area to ( t r a ck ing image th r e sho ld )−1 in
a l l s l i c e s o f t r a ck ing image s tack
s e t c e l l area to ( d e s c i s i o n image th r e sho ld )+1
in d e c i s i o n image
m = max( modi f i ed t rack ing image stack )
f i n d new c e l l s ( modi f i ed d e c i s i o n image )
d e f i n e : f i n d new c e l l s ( d e c i s i o n image )
m = max( d e c i s i o n image )
whi l e m < d e c i s i o n image th r e sho ld
add c e l l c en t r e at l o c a t i o n o f m in
d e c i s i o n image
g ive the c e l l a new t rack ing number
perform a c t i v e contour a lgor i thm to f i n d
c e l l o u t l i n e
s e t new c e l l area to ( d e c i s i o n image
th r e sho ld )+1
in d e c i s i o n image
m = max( a l t e r e d d e c i s i o n image )
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Figure C.1: Performance of algorithm 3(right) compared with the raw result of
algorithm 1 (left) and the active contour the active contour method applied to
algorithm 1 (centre). As can be seen, algorithm 3 is largely outperformed.
Results of Algorithm 3
A bar chart of the results for all three algorithms is plotted in figure C.1 (colours
are the same as in figure 3.7 in chapter 3. It can be seen that algorithm 3 performs
worse than it’s predecessor. Manual inspection of the result seems to show that
this is due to tracking errors in which a cell is mistakenly taken to be a new cell at
the same location, which would explain the high rate of cell pixels assigned to the
wrong cell (yellow bar in the second panel). This may mean that the algorithm
will improve in performance if the active contour algorithm for edge detection is
improved, or that a heuristic can correctly identify and merge these cases, but








D.1 Derivation of Modal Values for ν and p











































































where q = p− 1.






























































D.1.1 Derivation Expected Behaviour of Modal Value for
ν
Due to the sum in the denominator, calculations of the statistical behaviour of
our estimate of p is difficult, but if we assume that the data can determine p
accurately, a claim that seems reasonable when we do not consider measurement














































This process can be continued iteratively to give the final result:
〈S〉 = Mp(1− p)
〈νmodal〉 = νtrue (D.7)
Equation D.7 shows that if νmodal is calculated according to equation D.5 and
averaged over a sufficiently large number of experiments then the result will con-
verge to the true value νtrue.
D.2 Bleaching Protocol
The bleaching protocol was performed following the standard lab protocol for a
microscopy time lapse on slides, with some small caveats. Cells were fixed using
the paraformaldehyde protocol outlined in appendix B, and adhered to slides us-
ing concanavalin A according to the standard lab protocol. To photobleach, the
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Figure D.1: Comparison of noiseless and noisy Bayesian estimator applied to sim-
ulated data with Gaussian noise. As described in the main text of chapter 4, sets
of 30 cells were simulated with Gaussian measurement error of varying intensity.
Both the noiseless analytic estimator given by equation D.5 and the Bayesian
estimator described by equation 4.5 were applied and are shown here in red and
blue respectively. For the Bayesian estimator the likelihood was calculated for a
grid of values and the ν of the maximum a posteriori (ν, σ) grid point plotted.
Since this was the same for multiple runs, the error is given as the width of the
grid used at that grid point. It can be seen that while the Bayesian estimator
performs well for all σe inspected, the noiseless analytic estimator dramatically
over estimates ν for high σe,true. This is not suprising since a large σe will increase
deviations from mean behaviour, which in the absence of noise would indicate low
molecule numbers.
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microscope software was to perform a acquire GFP (and GFPAutoFl if required)
images every 10 seconds for twenty minutes at a single position. Brightfield was
imaged only at the last time point. Acquisition was started and the GFP excita-
tion LED immediately switched to ‘on’, bypassing the software and maintaining
illumination throughout the time lapse.
After cells had been bleached, and empty area of the slide was found to acquire
a background subtraction time lapse. This was performed in identical fashion to
the that outlined above.
To maintain consistency, each slide was only used once, and if multiple acquisi-
tions were acquired on the same day they were taken from separate slides.
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Appendix E
Appendix to GAL10 -lncRNA
Investigation
E.1 Protocol for Induction Experiments with 3
Chamber ALCATRAS Device
The protocol is a slight modification of the standard 3 chamber protocol used in
the lab. The 3 chamber device has only one inlet, making switching difficult. To
observe induction, we loaded in the usual way, inserting cell syringes and pressur-
ing them to hold cells agains the filters. When a sufficient number of cells were
present, the medial inlet tub was removed and replaced with the one connected to
the induction media. Cell syringes were depressurised and the syringe pumped.
The acquisition was started as quickly as possible after this point, but we were
not able to observe the arrival of inducing media.
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Figure E.1: In order to determine a regime in which cells both express robustly
and show significant differences a range of sugar concentrations was investigated
by flow cytometry. Cells were grown overnight in synthetic complete (SC) 2%
raffinose, rediluted to an OD of 0.05, grown for a further 4 hours in SC 2%
raffinose to an OD of approximately 0.2 and then centrifuged and resuspended
in inducing media. In each case 2% raffinose and 0.02% glucose were used (as
in Houseley et al. [84]) but the level of galactose was varied between the original
concentration of 0.01% and 0.1%. Histograms of GFP fluorescence for the two
strains in the various media is shown in the plots. 0.04% galactose concentration
was chosen for further study since it was the concentration closest to the original
which showed both robust expression and a significant difference between the two
strains.
E.2 Selection of Appropriate Sugar Regime by
Flow Cytometry
E.3 Autofluorescence Correction
To attempt to subtract autofluorescence, and as a precursor for identifying on
and off cells, the data was corrected in two ways. First, to compensate for any
differences in focus between the two chambers the data was normalised by the
mean of the first 6 time points for each population. Since we expected no expres-
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Figure E.2: Autofluorescence was estimated from cell size by a linear fit between
control cell fluorescence and size. This estimated autofluorescence was subtracted
from the measured value for each cell at each time point to give an estimated
fluorescence due to GFP.
sion in this period, ww reasoned that all cells should be purely autofluorescent,
and that any difference should be due to focus and but compensated by a mul-
tiplicative constant. The differences in these multiplicative constants was less
than 2% of the total for the two fluorescent strains. Next, autofluorescence was
estimated by fitting a straight line between size and fluorescence for all the data
from the control cells. This linear fit was used to estimate the autofluorescence
of WT and Reb1BS∆ cells using their size at each time point. This estimated
autofluorescence was subtracted from the measured value to give a fluorescence
due to GFP. Obviously this is a rather crude estimate, and sometimes produces
negative values.
E.4 Processing of wild type* and Reb1BS∆* Data
As in other experiments, cells were identified, segmented and data extracted by
automated matlab routines. The sum of cellular pixels was used as an estimate
of cellular fluorescence and only cells present for more than 200 timepoints (16
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hours) were considered in the analysis. The multiplicative correction applied to
wild type and Reb1BS∆ data was not felt to be appropriate because expression
was so fast that cells could not be certainly said to be only autofluorescent during
the first 6 time points. The same procedure (calculating three standard deviations
of the control cells) was used for calculating a threshold for activation, but due to
the pulsatile nature of the data the number of consecutive time points required
for a cell to be considered ON was reduced to 5 (25 minutes).
For DPP analysis it was necessary to subtract autofluorescence. Reasoning that
most cells would be autofluorescent at some point in the time lapse we took the
minimum for each cell across the whole period of observation and subtracted this
as an estimate of autofluorescence. To check for cells that fluorescently expressed
throughout their time course we calculated the distribution of minima for control
cells and any value falling outside two standard deviations of this was deemed
untrustworthy. In these cases the mean of the control cell minima was subtracted
from the cells trace instead. This autofluorescence corrected trace was divided by
a protein:fluorescence ratio estimated from Hog1 data and whole proteome data
sets [58]. The lognormal error model used by DPP has zero probability density
for a measurement of 0, so fluorescence equivalent to 1 protein was added to the
data to ensure positive values and prevent singularities.
E.5 details of DPP runs
Dynamic prior propagation (DPP) is an inference scheme developed by Zechner
et al. to infer the parameters of models with extrinsically varying rate constants.
In these models cellular processes are described as a standard chemical master
equation (CME) but with each reaction rate being either intrinsic or extrinsic.
Intrinsic reaction rates are common to all cells in the populations, whereas ex-
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trinsic ones vary from cell to cell, are constant in time for each cell and are drawn
for each cell from a hyper distribution with a set of hyper parameters.
DPP is a sequential monte carlo (SMC) [63] based inference algorithm. A large
number of ‘particles’ are initialised to the initial state of the system (or random
possible initial states of the system if it is unknown) - the system being all the
cells observed. These particles are then resampled, using the probability of this
initial state given the initial measurement as a weight by which to sample. Each
particle is then simulated to the next time point using the gillespie algorithm
and the process repeated. The liklihood of a particular set of parameters can
be estimated by summing the weights before resampling and multiplying these
weights over the whole timeseries.
In previous SMC schemes, this path sampling has been nested inside an MCMC
scheme to sample parameters, so that the MCMC scheme samples parameters
based on the likelihood estimate provided by the SMC scheme [63]. The strength
of DPP is that it uses analytical results for the likelihood of both intrinsic and
extrinisc parameters given the simulated system path to avoid the need for this
MCMC wrapper. In this way no parameters are specified for any given particle.
The final result is a likelihood of the intrinsic parameters and of the hyper pa-
rameters of the extrinsically varying reaction rates. Sample paths for the model
species in the individual cells can also be generated, but this requires more par-
ticles to be used and is therefore more computationally intensive.
DPP was run largely according the default parameters. To number of particles
was set to 10,000 , with 50% being discarded at each time point.
Since our condition were constant and our reporter shown to mature in under 5








188 trp1∆ :: Gal1pr(synthetic)/UBI-
M∆k-GFP*
the synthetic Gal1/cyc5 promoter driving UBI-M-∆ k-GFP* from [85]. Intended
to test fluorophore properties. Found to have very low protein expression.
189 trp1∆ :: Gal1pr(synthetic)/UBI-
Y∆k-GFP*
the synthetic Gal1/cyc5 promoter driving UBI-Y-∆ k-GFP* from [85]. Intended




Cells harbouring the high copy number prs425 yeast plasmid containing the syn-
thetic Gal1/cyc5 promoter driven UBI-M-∆ k-GFP* from [85] . Intended to test
fluorophore properties. Found to have poor growth in galactose.
203 prs425[ Gal1pr(synthetic)/UBI-
Y∆k-GFP*]
Cells harbouring the high copy number prs425 yeast plasmid containing the syn-
thetic Gal1/cyc5 promoter driven UBI-Y-∆ k-GFP* from [85] . Intended to test
fluorophore properties. Found to have poor growth in galactose.
223 (gal1 ∆ ::UBI-Y∆k-GFP*) expression of UBI-Y∆kGFP* from endogenous GAL1 pr
241 (gal1 ∆ ::UBI-M∆k-GFP*) expression of UBI-M∆kGFP* from endogenous GAL1 pr
222 (gal1 ∆ ::GFP*) expression of GFP* from endogenous GAL1 pr
91 HOG1 -GFP obtained from the GFP fusion collection and used in the bleaching project.
302 (gal1 ∆ ::UBI-M∆k-GFPγ ) expression of UBI-M∆kGFPγ from endogenous GAL1 pr
304 (gal1 ∆ ::UBI-M∆kmKate2) expression of UBI-M∆-kmKate2 from endogenous GAL1 pr
356 WT(tollervey lab) GAL1 -EGFP investigation of the effect of Gal10-lncRNA by comparison with strain 357
357 Reb1BS∆ GAL1 -EGFP investigation of the effect of Gal10-lncRNA by comparison with strain 356
384 WT(tollervey lab) gal1 ∆ ::UBI-
M∆k-GFPγ
WT* in the main text. Used for investigation of the effect of GAL10-lncRNA by
comparison with strain 385
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385 Reb1BS∆ gal1 ∆ ::UBI-M∆k-
GFPγ
Reb1BS∆* in the main text. Used for investigation of the effect of GAL10-lncRNA
by comparison with strain 384
386 WT(tollervey lab) gal1 ∆ ::UBI-
M∆k-mKate2
control* in the main text. Used for investigation of the effect of GAL10-lncRNA
by comparison with strain 384 and 385
Table F.1: table of strains constructed and obtained
throughout the thesis.
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