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Ahstract 
Ehrenfeucht, A. and G. Rozenberg, Angular 2-structures, Theoretical Computer Science 92 (1992) 
221-248. 
The theory of 2-structures forms a convenient framework for investigating graphs. In this paper we 
investigate the class of angular 2-structures which results by requiring that the primitivity is 
forbidden on the lowest possible level, i.e. it is required that no substructure on three elements is 
primitive. The paper presents the basic theory of angular 2-structures and, in particular, the theory 
of primitive angular 2-structures. We demonstrate that the notion of an angular 2-structure is 
a well-chosen generalization of the notions of a symmetric graph and a partial order. 
Introduction 
Among many sorts of graphs considered in the literature, symmetric graphs and 
partial orders (including linear orders) are certainly important from both theoretical 
and practical points of view. A graph is an ordered pair g = (D, 7’), where D is a set of 
nodes, and TGE,(D) is the set of edges. As often done, we assume that g is antire- 
flexive, i.e. TC E,(D), where E,(D) = D x D - ((x, x): XED]. Then g is symmetric iff, for 
all (x, y)~ T, (y, X)E T; g is a partial order iff T is transitive; g is a linear order iff it is 
a partial order and, moreover, for each pair (x, y)eE2(D), either (x, y)~ T or (y, X)E T. 
A natural question to investigate is: is there an “important” common feature of 
symmetric graphs and partial orders? In this paper we single out such a common 
feature and argue that it is important. 
Consider a graph g = (D, T) and let (x, y), (u, u)EE~(D). We say that (x, y), (u, u) are 
g-related iff either (x, y), (u, U)E T, or (x, y), (u, u)$ T. Then we say that g satisfies the angle 
0304-3975/92/$05.00 c 1992-Elsevier Science Publishers B.V. All rights reserved 
property iff, for each set of three nodes ix, 4; -_I, either (x, I:), (x, Z) or (y, x), (y,z) or 
(2, x), (z, 1’) are related in y. Now it is easy to see that if y is either a symmetric graph or 
a partial order, then (I satisfies the angle property. 
In this paper we investigate the angle property within the theory of 2-structures 
which forms a convenient framework to investigate graphs (see e.g. [l&3]). A 2- 
structure satisfying the angle property is called angular. In this paper we investigate 
angular 2-structures. It turns out that we have captured an essential common feature 
of symmetric graphs and partial orders: we demonstrate that each angular 2-structure 
can be constructed from symmetric graphs, partial orders and T-structures (which are 
a natural generalization of linear orders). 
The importance of angular 2-structures stems also from the fact that they are well 
motivated within the theory of 2-structures. The key notion of the theory of 2- 
structures is the notion of primitivity - it is demonstrated in Cl-31 that understanding 
primitivity is crucial for understanding 2-structures. One way to achieve this aim is to 
forbid the primitivity on the lowest possible level by requiring that no substructure (of 
a 2-structure) on three elements is primitive. This requirement is equivalent to the 
requirement of angularity! 
0. Preliminaries 
We recall now a number of notions concerning sets, relations and graphs, mainly to 
establish specific notation and terminology for them. 
In this paper, unless esplicitlp stated otherwise, we consider,finite sets only. For a set 
D, 1 DI denotes its cardinality, and for a family 2 of subsets of D we use u 8 to denote 
u XEAX. @ denotes the empty set. 
A 2-edge over D is an ordered pair (.u, 4’) such that s, LED and x # y; E2( D) denotes 
the set of all 2-edges over D. For a 2-edge (x, _Y) its reoerse, denoted by ret(x, y), is the 
2-edge (J,, x), and its support, denoted by sup(.u, y), is the set (x, 4’). Given a PS E,(D), 
sup(P)= lJPtPSUp(~). 
A graph is an ordered pair h=(D, T), where D is a (finite) nonempty set of nodes, 
and Tc D x D is the set of edcges. h is s~wmetric iff for each (x, JI)E T, (J, X)E T; h is 
antisymmetric iff for each (.u, J)E T, (y, x) $ T; h is untiwjlexive (or [oopless) iff for each 
SCT, (x. .x)4 T. h is called transitire iff for all x, y, ZED, (.u,~‘)~Tand (y,z)~Timplies 
(.u, Z)E T. h is a purtial order iff h is antireflexive and transitive. A graph h’ = (D’, T’) is 
the reverse of !I iff D’=D and T’= ((s,y): (y,.x)~T 1. 
1. 2-structures 
In this section we recall (from [l]) the rudiments of the theory of 2-structures. 
Definition 1.1. A 2-strwturr is an ordered pair (D, R) such that D is a nonempty finite 
set and R is an equivalence relation on E,(D). 
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We use 2s to abbreviate the term “2-structure”, and 2s to denote the class of 
2-structures. For a 2s g=(D, R), D is referred to as the domain of g, and R as the 
equivalence relution C$ g; we use dam(g), re/(g), and 2ed(g) to denote D, R, E,(D) 
respectively. We say that e,, e2EE2(D) are g-equivalent (or, simply, equivalent when- 
ever g is evident from the context) iff e, R e,. 
Since for a 2s g=(D, R), R is an equivalence relation on E2(D), we can specify g in 
the form g = (D, g), where B is the partition of E,(D) induced by R. Depending on the 
type of consideration, one or the other form of specification may be more convenient; 
in this paper we use both of them. 
From the viewpoint of notation it is convenient to use the following convention. 
Whenever for a 2s g we write g = (D, x), where r is either 9 or 9 with a subscript, we 
mean c( to be a partition of E2(D); on the other hand, if a is either R or R with 
a subscript, then we mean r to be an equivalence relation on E2(D). 
For a 2s g we use port(g) to denote the partition of E2(dom(g)) induced by rel(g). 
Definition 1.2. Let g =(D, R) be a 2s, and let X be a nonempty subset of D. The 
substructure “f g induced by X, denoted by sub,(X), is the 2s (X, R n (E2(X) x E,(X))). 
A 2s h is a substructure sfg iff there exists X SD such that h =sub,(X). 
Let y = (D, 9) be a 2s. Clearly, for each PE 8, (D, P) is a graph and so we can specify 
g by giving the set of graphs 6Qgy= ((D, P): PEEP). Since graphs have a convenient 
pictorial representation, in this way one gets a convenient pictorial representation for 
g by giving Yg as one edge-Labeled graph, where each of the graphs from Yg gets one 
edge label, with different graphs getting different edge labels. 
Example 1.3. Let $1 = (D, 9), where D = { I, 2,3,4), and .ip= {Pi, Pz, P3, P4 1 with 
PI =((I,& (3,2)x (3,4), (4,3):, 
pz = {(I, 3), (2, I), (2,4);, 
PA = { ( 1,4), (2,3), (4,2) ), and 
P4={(3, I), (4,l)i. 
For X= (1,3,4), .suh,(X)=(X, 9’), where Y”=(P’,,P>,P;,Pk} with 
P;=P,n(XxX)=((3,4),(4,3)), 
P;=P,n(XxX)=j(1,3)), 
P;=P,n(XxX)=[(1,4)], 
P&=P,n(XxX)=P,. 
The pictorial representation of g (through the pictorial representation of gg) is as 
shown in Fig. 1, where 2-edges from different classes of 9 get different labels, and all 
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Fig. 1. 
Fig. 2 
2-edges from the same class get the same label (and we use the common pictorial 
convention of representing an edge from ci to v2 and an edge from v2 to ~‘i, both 
labelled by IV, by one “symmetric” (double-arrowed) edge between vi and v2 labelled 
by W. 
In the same way sub,(X) can be represented by the edge-labeled graph shown in 
Fig. 2. 
Remark 1.4. It must be stressed here that in representing Yg and, hence, g by an 
edge-labelled graph the choice of labels is totally arbitrary. Their only role is to 
distinguish between different classes of Parr(g): all 2-edges in one class get the same 
label, while 2-edges from different classes must get different labels. 
This point is well illustrated in the preceding example, where the labeling of our 
representation of 9~Ub,CXj is not related to the labeling of our representation of Yq. 
There is a subclass of 2s that is natural and plays an important role in proving 
properties of 2-structures. It is defined as follows. 
Definition 1.5. A 2s y=(D, R) is recersihle iff for all e, e’EE,(D), eR e’ implies 
rev(e) R rev(e’). 
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The condition from the above definition is referred to as the reuevsibility condition. 
We use r2s to abbreviate the term “reversible 2-structure”, and we use R2S to denote 
the class of reversible 2-structures. 
Example 1.6. Let g = (D, B), where D = ( 1,2,3,4), and 9 = (Pi, P2, P3, P4 } with 
p,={u,2), (2,3)1, 
p2=((2, 11, (3,211, 
p, = { (2,4), (4,2) 1, and 
p,= j(1,3), (3, I), (1,4)> (4, I), (3>4), (433)). 
The pictorial representation of g in this case is as shown in Fig. 3. Clearly, g is 
reversible. On the other hand, the 2s from Example 1.3 is not reversible, e.g. 2-edges 
(2, I), (2,4) are equivalent, while (1,2), (4,2) are not equivalent. 
There is a natural notion of symmetry for 2-edges (and partition classes) of a 2s. It 
plays an important role in the theory of 2-structures, especially, in the theory of 
reversible 2-structures. 
Definition 1.7. Let g =(D, R) be a 2s. 
(1) A 2-edge ~-FE,(D) is symmetric (in g) iff eRreu(e); otherwise, e is asymmetric 
(in g). 
(2) g is called symmetric iff all 2-edges of E,(D) are symmetric; g is antisymmetric iff 
all 2-edges of E,(D) are asymmetric. 
It is easily seen (see [l]) that, for a r2s, g, ee2rd(g) is symmetric (asymmetric) iff each 
e’ g-equivalent with e is symmetric (asymmetric). Consequently, each PEpart either 
consists of symmetric 2-edges only (and then we call P symmetric) or it consists of 
asymmetric 2-edges only (and then we call P antisymmetric). Thus, g is symmetric 
(antisymmetric) iff all PEpart are symmetric (antisymmetric). Clearly, the graph 
Fig. 3. 
(D, P) is symmetric iff P is symmetric, and (D. P) is antisymmetric iff P is antisymmet- 
ric; hence, each graph in 9Jg is either symmetric or antisymmetric. For P~part(y) its 
reverse, denoted by rev(P), is the set [rev(e): ecP). It is easily seen (see [l]) that 
rev(P)Epurt(P) and, moreover, P is symmetric iff rec(P)=P and antisymmetric iff 
P n rev(P) = 8. Clearly, (D, rev(P)) is the reverse graph of (D, P). The symmetric closure 
of P is the set P u ret:(P); it is denoted by Sam. 
For a r2s g and PEpurt(g), the P+uture of q is the set {P, ret!(P)); thus, if P is 
symmetric, then the P-feature of .L/ is a singleton (and is called symmetric); otherwise, it 
consists of two elements (and is called rrntisymmetric). A feuture qf:fy is the P-feature 
of y for a PEpurt(y). It is often convenient to specify a r2s y through the set of its 
features ~ we write then y = (D. .9 ), where D = &m(g) and .9 is the set of all features 
of y. We also adopt the notational convention that if we write g =(D, ,F), then 
we mean 9 to be the set of features of $1, and F or F with a subscript denotes a feature 
of 9. 
Example 1.8. For the r2s y from Example 1.6, PI, P2 are antisymmetric, and P,, P4 
are symmetric; hence, g is neither symmetric nor antisymmetric. Then P2 = rec(P, ), 
while P3 = rec(P,) and P4 = rer(P,). g can be specified through its features: q = (D, 9 ), 
where .F= {F,,F,,F,], with F, = (P,,P2j., F?=jP,) and F3= (P4); F1 is antisym- 
metric. while F2, F3 are symmetric. 
The following notion is the central notion of the theory of 2-structures - it is defined 
as follows. 
Definition 1.9. Let q = (D, R) be a 2s, and let X G D. X is a clan (of‘ g) iff, for all x, VEX 
and all ZED - X, (z, x) R (2, J) and (.u, c) R (J!, 2). 
Hence, a subset X of the domain of a 2s q is a clan iff all elements of X are “seen in 
the same way” by each element from outside of X (where different elements outside 
X may see X in different ways), and each element from outside of X is “seen in the 
same way” by all elements of X (where different elements outside X may be seen in 
different ways by elements of X). 
We use % (q) to denote the set of all clans of q. Obviously, @I%, DC%(~), and 
(x~E%(Y) for each .u~dorn(~~); these clans are called trivial. We use 9% (q) to denote 
the set of trivial clans of g and _ I ‘TX (9) to denote the set of nontricial clans of q (i.e. 
the set ‘t(q)--y%(y)). 
Clearly, each 2s g has trivial clans. If g has only trivial clans, then it is primitice. 
Primitive 2-structures are very important in the theory of 2-structures. It is proved in 
[Z] that primitive 2-structures are one of the three kinds of basic blocks from which 
each 2s can be constructed. 
Example 1.10. For the 2s q from Example 1.3, ‘~(y)=.~‘G(q)=I~,jl),(2), (3j,{4), 
{ 1,2, 3,4), ); hence, g is primitive. 
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Fig. 4 
Also the 2s from Example 1.6 is primitive. 
The r2s shown in Fig. 4 is not primitive, because j2,3) is a clan. 
The definition of a clan becomes simpler for reversible 2-structures, as stated by 
Proposition 1.11 (from Cl]), following directly from the definition of a clan and from 
the definition of a r2s. 
Proposition 1.11. Let g=(D, R) be a r2s and let XC D. The following statements are 
equivalent: 
(1) XE%(Y), 
(2) for all x,y~X and all ZED-X, (z,.x)R(z,y), 
(3) for all x,y~X and all ZED-X, (.x,z)R(y,z). 
The following construction allows one often to consider reversible 2-structures 
rather than arbitrary 2-structures. 
Definition 1.12. (1) Let D be a set, and let R c E,(D) x E2(D). The reversible rejnement 
of R, denoted by ref (R), is a subset of E,(D) x E,(D) defined by 
for all e,e’sEZ(D), eref(R)e’ iff eRe’ and reu(e)Rrev(e’). 
(2) Let g =(D, R) be a 2s. The reaersible version c~f g, denoted by ruer(g), is the 2s 
(D, ref (R)). 
Example 1.13. (1) For g from Example 1.3, ruer(g)=(D,Y’), where D={1,2,3,4) 
and, for each PE.~‘, IPI = 1. 
(2) For g from Example 1.6, rz;er(g)=g. 
(3) Let g be the 2s shown in Fig. 5. Then rver(g) is the 2s shown in Fig. 6. 
The importance of reversible 2-structures in the investigation of 2-structures stems 
from the following result from [l] (especially, from its last statement). 
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Fig. 5 
Fig. 6. 
Proposition 1.14. Let g he u 2s. 
(1) part(rver(g)) is a wfinement ofpart( 
(2) rver(g) is reversible. 
(3) g is reversible iflg = rver (g). 
(4) K(g)=% (rver(g)). 
Hence, rver(g) is indeed reversible and, moreover, the sets of clans of g and rver(g) 
are equal. On the other hand, the conditions to be satisfied by a set to be a clan of a 2s 
are simpler for reversible 2-structures (see Proposition 1.1 I). For this reason, in 
proving results concerning clans of a 2s g, it is convenient to consider rver(g) rather 
than g itself - in this sense rver(g) serves as a “normal form” of g. 
Remark 1.15. It is easily seen that the following property holds for each 2s g: a 2s h is 
a’substructure of g iff rver(h) is a substructure of rver(g). 
It has been proved in [S] that primitivity is “hereditary” for 2-structures in the 
following sense. 
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Proposition 1.16. Let g be a primitive 2s such that Idom(g)la3. Either there exists 
a primitive substructure g’ ofg with 1 dom( g’) / = 1 dom( g)l - 1, or there exists a primitive 
substructure g” ofg with Idom(g”)l =Idom(g)l-2. 
Graphs can be translated into 2-structures as follows. 
Consider an antireflexive graph h =(D, T). We classify elements of E,(D) into four 
classes, Cb, C,, C,, and C, as follows. 
Cb={(x,y): (x,y)ETand (y,x)~T), 
C,={(x,y): (x,y)ETand (~,x)$Tj, 
C,={(x,y): ky)BTand (~,xkT}, 
C,={(x,y): (x,y)#Tand (y,x)$T}. 
Now let g = (D, R), where R c E,(D) x E,(D) is defined by 
for all e,,e2EE2(D),elRez iff there exists x~{b,e,r,n} such that el,ezEC,. 
It is easily seen that R is an equivalence relation on E,(D) satisfying the reversibility 
condition, and so g is a r2s; we refer to g as the (reversible) 2-structure induced by h. 
It is easily seen that if h = (D, T) is an antireflexive graph and g is the 2s induced by 
h, then also for the following antireflexive graphs (h,, h2, h,) g is the r2s they induce: 
hl =(D, (T- C,) u C,), 
hz equal to the reverse of h, 
h3 equal to the reverse of hl. 
Moreover, it is easily seen that h, h 1, h,, h, are the only graphs that induce g. 
Example 1.17. (1) Let hl be the antireflexive graph shown in Fig. 7. Then the r2s 
g1 shown in Fig. 8 is the r2s induced by hl. 
Fig. 1 
Fig. 8. 
Fig. 9. 
Fig. 10 
(2) Let hz be the antireflexive graph shown in Fig. 9. Then the r2s y2 shown in 
Fig. 10 is the 2s induced by hz. 
(3) Let h3 be the antireflexive graph shown in Fig. 11. Then the r2s y3 shown in 
Fig. 12 is the 2s induced by h,, where the labels B, E, R, N are used to label 2-edges 
from classes C,,, C,, C,, and C,, respectively. 
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Note that in Example 1.17 h, is a symmetric graph, and g2 has two features - both 
of them symmetric. Also, h3 is a partial order, and y3 has two features, one of them 
symmetric and the other one asymmetric, where both classes P, Q of the asymmetric 
feature are such that (D3, P) and (D3, Q) are partial orders. As a matter of fact this 
example illustrates the general situation and for this reason we use the following 
terminology. 
A r2s g =(D, 3) is a symmetric graph iff either 19 I= 1 or 18 I= 2 and g is 
symmetric. g is a purtial order iff either 19 I = 1 and y is antisymmetric, or 1 .F I = 2, one 
feature of y being symmetric and the other antisymmetric; moreover, if F = {P, Q} is 
the antisymmetric feature of y, then both (D, P) and (D, Q) are partial orders. 
Also, given a r2s y=(I), 9) and a Pc.9 such that (D, P) is a partial order, we will 
refer to P as a partial order. Hence, we may refer to a graph, or to a r2s, or to a class of 
a r2s as a partial order; however, it will always be clear from the context what is meant 
and, consequently, it should not lead to confusion. Similarly, we will use the term 
“symmetric graph” referring to a specific type of a reversible 2-structure (as discussed 
above). 
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2. Angular 2-structures 
In this section angular 2-structures, the topic of this paper, are introduced, and 
some basic technical properties of angular 2-structures are given. 
Definition 2.1. Let y = (D, R) be a 2s. 
(1) A triangle Z of y satisfies the arzgle property iff there exists XEZ such that 
(x, y) R (x, u) and (4: X) R (u, x), where Z-(.X) = { y, u}. 
(2) g is angular iff each triangle of g satisfies the angle property. 
We use “A-structure” or simply As to abbreviate the term “angular 2-structure”. 
Remark 2.2. Angular 2-structures is the subclass of the class of 2-structures where one 
forbids primitivity on the “lowest possible level”. More precisely, let g be a 2s. A subset 
Z of liom( g) is a triangle (ofg) iff 1 Z I= 3. Clearly, g is angular iff, for each triangle Z of 
g, sub,(Z) is not primitive. 
Angularity is a natural property also from the point of view that (as is easily seen) it 
is a common feature of symmetric graphs and partial orders. We will prove later that 
(in a well-defined sense) the notion of an angular 2-structure is a well-chosen general- 
ization of the notions of a symmetric graph and a partial order. 
Example 2.3. (1) The 2s from Example 1.3 is not angular ~ e.g. the triangle { 1, 2, 3) 
does not satisfy the angle property. Also the 2s from Example 1.6 is not angular. 
(2) The 2s g shown in Fig. 13 is angular. 
Since g(g)= ,Y%(g), y is primitive. 
Clearly (see Proposition 1.11). a triangle Z of a reversible 2s g satisfies the angle 
property iff there exists x~Z such that (x, y) R (x, u), where Z - {x} = { y, u}. Hence, it is 
technically more convenient to 
arbitrary angular 2-structures). 
consider reversible angular 2-structures (rather than 
Fig. 13. 
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For this reason in what follows, up to the end of Section 5, we consider only reversible 
2-structures; whenever we write ‘&a 2-structure” we mean “a reversible 2-structure” -*in 
this way our notation becomes simpler. In Section 6 we will discuss how to translate the 
results of Sections 2 through 5 into the framework qf arbitrary (i.e. not necessarily 
reversible) 2-structures. 
The notion of a component “induced” by a 2-edge of a 2s will technically play an 
important role throughout this paper. It is defined as follows. 
Definition 2.4. Let g=(D,R) be a 2s and let eeE,(D). The e-component ofg is the 
smallest subset 2 of D such that sup(e)sZ, and whenever UGZ and ED are such that 
either (u, v) R e or (v, u) R e, then VEZ. 
For a 2s g and eE2ed(g), the e-component of g is denoted by corn,(e). Also, we refer 
to corn,(e) as “a component of g”. 
The following lemma underlines the investigation of components of an As. To state 
it we need the following notion. Let g = (D, 9) be a 2s, let x, YED, and let PEY. We say 
that X, y are weakly 9-connected in y iff there exist x0, x1, . . . . x&D such that n3 1, 
xO=x,x,=y, and, for each iE{l, . . . . n}, (Xi_1,_Yi)Esym(P). 
Lemma 2.5. Let g = (D, R) be an As, and let eE2ed(g). 
(1) Let PEpart be such that eEP. If x, y are difSerent elements of corn,(e), then x, y 
are weakly P-connected. 
(2) Ifx, yEcorn, are such that (x, y) R e, then, for each ZE D - corn,(e), (z, x) R (z, y). 
Proof. (1) Follows directly from the definition of the e-component of g. 
(2) Since z&corn,(e), neither (x,y)R(x,z) nor (~~,x)R(y,z). However, g is angular, 
and so the triangle {x, y,z} satisfies the angle property. Consequently, 
(z, .x) R (z, Y). 0 
In particular, the above lemma implies that each component of an A-structure is 
a clan. 
Theorem 2.6. Let g be an As. For each eEZed(g), corn,(e)&(g). 
Proof. Directly from Lemma 2.5. 0 
3. Primitive angular 2-structures 
In this section we investigate primitive A-structures. In particular we prove that 
each primitive As has at most two features; this is the main result of this paper and it 
will allow us to establish a taxonomy of primitive A-structures. (Recall that in this 
section, whenever we write “a 2-structure” we mean “a reversible 2-structure”). 
We begin by the following corollary of Theorem 2.6. 
Corollary 3.1. Let g be a primitive As. 
(1) For each eE2ed( g), corn,(e) = dam(g). 
(2) For each .x~dorn(y) ard ecrch PEpart there exists y~dom(y) such that 
(X,2’)ESJw(P). 
Proof. (1) Follows directly from Theorem 2.6 and the fact that lconty(e)I 32. 
(2) Assume to the contrary that (2) does not hold; hence, there exist .u,Edonl(g) and 
P,,Epart(g) such that, for each yEdom(g). (.x,,.y)$sym(P,). 
Let eEP, and consider corn,(e). Then .x,#corn,(e), which contradicts (1). Hence, (2) 
holds. 0 
Thus, by Corollary 3.1, each e-component of a primitive 2s g [where eEZecl(g)] 
equals the domain of .L/. Moreover, for each feature F of y, each element .xEdom(g) 
either has a 2-edge from u F “incoming to s” or it has a 2-edge from u F “outgoing 
from x”. In this sense each feature F is “dense” in 9. 
We prove now that requiring that an As is primitive has an important consequence: 
the number of features can be at most two! This is an essential difference between 
A-structures and arbitrary 2-structures: one can have primitive ‘-structures with an 
arbitrary number of features. 
Theorem 3.2. Euch primitive As hers ut most 2 ,f~ature.s. 
Proof. Let g =(D. R) be a primitive As. We prove the theorem by induction on IDI. If 
1 D I d 2, then g has at most one feature. For ID I= 3, the theorem trivially holds, because 
no angular 2s on 3 elements is primitive. If IDJ =4, then / E,(D)1 = 12; so, it is easily 
seen that if y has more than 2 features, then [because of Corollary 3.1(2)] g cannot be 
angular; a contradiction. 
Assume now that the theorem holds whenever ID I d II, where n 3 4, and consider the 
case of IDI=n+ 1. 
By Proposition 1.16, either there exists a primitive substructure y’ of g such that 
Idorn(g’)l=n, or there exists a primitive substructure y” of 6~ such that idom(g”)l= 
n- 1. We consider these two cases separately. 
C’rrse 1: There exists a primitive substructure g’ of y such that Idorn(g’)l =n. 
Assume to the contrary, that y has at least 3 features; hence, g =(D, ( F1, .., F,)) 
with k33. 
Let g’=(D’,R’) be such a primitive substructure and let D-D’={sj. By the 
inductive assumption y’ has at most 2 features and, since I D'l > 4 and g’ is primitive, g’ 
has precisely 2 features. We may assume that 6) = (D’, (F; , F; )), where F \, F; are the 
restrictions of F, and Fz, respectively, to D’. 
Since (u F3) n 2ed( g’) = 8, by Corollary 3.1(2), for each LED’, (y, .Y)E u F3. Conse- 
quently, if ec2etl(g’), then .u$~om,(e), which contradicts Corollary 3.1 (I). 
Hence, in Case I the assumption that 6~ has at least 3 features leads to a 
contradiction. 
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Cuse 2: There exists a primitive substructure g” of g such that Idom(g”)l= n - 1. 
Let g”=(D”, R”) be such a primitive substructure and let D-D” = {x1, x2}. By the 
inductive assumption, g” has at most 2 features and, since ID”\ 3 3 and g” is primitive, 
g” has precisely 2 features. 
(i) Assume to the contrary that g has at least 4 features; hence, g = (D, { Fr , . . . , Fk)) 
with k>4. We may assume that g”=(D”, {F;, F;J), where F’;, F; are the restrictions 
of F, and F2, respectively, to D”. 
Since (u( F3 u F4)) n Zed(g”)=& by Corollary 3.1(2), for each YED”, {x: (y, X)E 
U(F,uF,)}=(w,). C onsequently, if eE2ed(g”), then {x1, x2} n corn,(e)=0 
which contradicts Corollary 3.1(l). 
Hence, the assumption that g has at least 4 features leads to a contradiction. 
(ii) Assume to the contrary that g has precisely 3 features; hence, g=(D, { F1, Fa, 
F3 )- ). We may assume that g” = (D”, { F ‘; , F ‘; 1 ), where F ;, F; are restrictions of F1 and 
F2, respectively, to D”. First of all we note that (.x1, x2) $ u F1. This is seen as follows. 
Assume to the contrary that (.x1, .x2)c u F1. Then by Corollary 3.1(2), (x1, y)~ U F2 
for a LED”. Since (lJF3) n Zrd(g”)=& by Corollary 3.1(2), (y, .xZ)~UF3. Then how- 
ever, the triangle { y, x I, x2 } does not satisfy the angle property, which contradicts the 
fact that g is angular. Consequently, (x1, x2)$ U F,. Analogously, we prove 
that (xl,xZ)$UFz. Thus, (s 1,s2)$ U(F, u F2). Consequently, it must be that 
(xI,.x2)~UF3. Th en, by Corollary 3.1(2), (x,,yl)~UF, and (x2,y2)~UF2 for some 
yl,yzcD”. Sincegisangular,y,#y2. Since(UF,)n2ed(g”)=0, by Corollary 3.1(2), 
(YI, -~2), (~23 ~dd_jF~. 
Hence, we have the situation as shown in Fig. 14, where the label in{ 1, 2, 3} of an 
edge e indicates that Ed U Fi. 
Now, either (yl,y,klJF,, or (y1,y2)~iJF2. If (yl,y2)eUFI, then the triangle 
iY Y 1, 2,x2) does not satisfy the triangle property, and if (yl,y2)~U F,, then the 
triangle {yr ,y2, _yl ) does not satisfy the angle property. This contradicts the fact that 
g is angular. Consequently, the assumption that g has precisely 3 features leads to 
a contradiction. 
From (i) and (ii) it follows that in Case 2 the assumption that g has more than 
2 features leads to a contradiction. By Proposition 1.16, Cases 1 and 2 imply that g has 
at most 2 features and, consequently, the theorem holds. 0 
Fig. 14. 
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The above theorem allows us to classify primitive A-structures into three classes. 
First we need the following notion. 
Definition 3.3. An As g is a T-structure iff g is antisymmetric. 
Corollary 3.4. Each primitive As g with Idom(g)l 3 2 is either a symmetric graph, or 
a partial order, or a T-structure. 
Proof. Let g be a primitive As with Idom(g)l>2. If Idom(g)l=2, then g is either 
a symmetric graph or a T-structure. Assume now that Idom(g)l> 3. By Theorem 3.2, 
g has at most 2 features. Since g is primitive and Idom(g)l33, g has exactly 2 features. 
Let g = (D, { Fi, F2 1). We have then 3 cases to consider. 
Casr I: / F, I = / Fz I = 1. Then g has 2 symmetric features and, hence, g is a symmetric 
graph. 
Case 2: One of the features has 2 classes and the other has 1 class; say I F1 I = 2 and 
I F2 I = 1. Since g is angular, g is a partial order. 
Case 3: ( F1 I = I Fzl = 2. Then g is antisymmetric, and since g is angular, g is 
a T-structure. 
Remark 3.5. It is proved in [2] that each 2s can be constructed from three sorts of 
2-structures: primitive, complete and linear. A 2s g = (D, 9 ) is complete iff I 9 I= 1 
and the element of 9 is symmetric; g is linear iff g is angular, I 9 I = 1, and the element 
of 9 is antisymmetric. By Corollary 3.4, each primitive As y is either a symmetric 
graph or a partial order or a T-structure. Clearly, each complete 2s is a symmetric 
graph, and each linear 2s is a T-structure. Hence, it is easy to see (observing that 
a substructure of an angular 2s is an angular 2s) that each angular 2s can be 
constructed from symmetric graphs, partial orders and T-structures. 
4. Symmetric versions 
According to Corollary 3.4, a primitive As is of one of the three possible kinds: 
a T-structure, a partial order, a symmetric graph. If g=(D, 9) is a T-structure with 
two features (say S = { FI, F,}) and if one changes one feature of g, say F1, into 
a symmetric one by replacing it by { UF 1 ), then one gets a partial order g’= 
(D, {u F, >, F,). If one does the same transformation again with F,, then one obtains 
a symmetric graph g”=(D, (UF,}, {UF,}). H ence, by taking a “symmetric version” 
of a T-structure with two features one gets a partial order, and by taking the 
“symmetric version” of a partial order one gets a symmetric graph. The question is 
whether this “symmetric version” operation preserves primitivity, i.e. whether starting 
with a primitive As g we will get primitive A-structures g’ and g”. This question is 
investigated in this section. (Recall that in this section whenever we write “a 2- 
structure” we mean “a reversible 2-structure”). 
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Definition 4.1. Let g=(D, P) be a 2s, and let FE F be antisymmetric. The F- 
symmetric version of g is the 2s (D, .F’), where 
9’=(9-{Fj)u (UF). 
Since u F is obviously symmetric, (D, 9’) is easily seen to be a 2s and so the 
F-symmetric version of g is well-defined. 
The following lemma is obvious. 
Lemma 4.2. Let g =(D, B ) be an As, and let FE 9 be antisymmetric. The F-symmetric 
version of g is also an As. 
We prove now that taking the symmetric version (for an antisymmetric feature of) 
of a primitive 2s preserves primitivity. 
Theorem 4.3. Let g =(D, 9) be a primitive As, and let FE 9 be antisymmetric. The 
F-symmetric version of g is also a primitive As. 
Proof. Let g’=(D, 9’) be the F-symmetric version of g. By Lemma 4.2, g’ is an As. 
Assume to the contrary that g’ is not primitive. Hence, there exists z~,Vr%(g’). We 
define two subsets of D-Z: 
G(Z)={XED-Z: for all zl, z~EZ, (x, zI)R(x,zz)} and 
B(Z)={XED-Z: there exist zl, Z*EZ such that 
(x, zl) R (x, z2) does not hold}, 
where R = rel( g). 
We prove the theorem by the following sequence of observations. 
(1) B(Z)#@ This follows from the fact that g is primitive and ZE. C.SV(g’). 
(2) For each ygB(Z) there exist zl, zzeZ such that (zl, y) R (y, z2). This follows from 
the fact that ZE.l’Y%(g’) while Z$.,l”~%‘(g). For each DEB we fix a pair of 
elements .zl ,z~EZ satisfying (2) and denote them by zl(y) and zz(y), respectively. 
(3) G(Z)# 8. This follows from (1) and Corollary 3.1(2), because, for each yeB(Z) 
and each ZEZ, (y,z)~uF. 
(4) Let UEG(Z) and let PEpart be such that (u, Z)EP for each ZEZ. Then, for each 
JJEB(Z), (u, y)gP. To prove this we proceed as follows. Let yeB(Z). We consider 
separately two cases. 
Case (i): PEF. If (zl(y),y)~P, then consider the triangle {u,zl(y),y}; since g is 
angular, (u, ~)EP. If (zl(y), y)$P, then consider the triangle {u, z2(y),y}; since g is 
angular, (u, y)~ P. 
Case (ii): P$F. Consider the triangle {u,z,(y), y) and {u, z,(y), y}; since g is 
angular and (zl(y),y), (z2(y),y) are not g-equivalent, (u,y)~P. 
Now from (3) and (4) it follows that Z u B(Z) is a nontrivial clan of y, contradicting 
the fact that CJ is primitive. Hence, the assumption that y’ is not primitive leads to 
a contradiction and. consequently, the theorem holds. 0 
5. Refinements 
In this section we consider the “dual” question to the one considered in the previous 
section. In other words we are interested now in the operation of “splitting” a symmet- 
ric class P of an As into antisymmetric and (because of the angularity) transitive 
classes P, . P2. Hence. the operation of getting a partial order from a symmetric graph, 
and a T-structure from a partial order is considered in this section. 
The technical notion underlying the considerations of this section is that of 
rehnement. It is defined as follows. (Recall that in this section whenever we write “a 
2-structure”. we mean “a reversible 2-structure”). 
Definition 5.1. Let y = (D, Y) be a 2s. and let PE 9 be symmetric. 
(1) Let splP c P x P be the relation defined by 
for ~J,.~~EP, e,.sp/,,e2 iff ~s~p(e,)nsup(e~)l=l and (~,,.y~)gP, 
where 
(J’i,?‘z; =(sup(r,) uslrp(rz))-(sup(e,)n sup). 
(2) Let (.splP)* be the transitive and reflexive closure of spl,. The partition of 
P induced by (splP)* is tlir I.+M~xv~~ c?f’ P. 
(3) P is rutfimrnftrr.~ iff the index of (.splp)* equals 1. 
Since s/11, is symmetric, (s~jl,)* is an equivalence relation, and so the refinement of 
P is well defined: we denote it by r</‘(P). 
We prove now that if a class Q of the refinement of a symmetric class has a 2-edge 
with the support included in a clan Z. then the whole support of Q is included in Z. 
Lemma 5.2. Let y=(D, .‘P) hr N 2s. ler PE./P hr .symmetric, md let ZE% (9). !fQercf(P) 
is such tht thsrc esi.st.s ut1 ~EQ \cith sup(e) E Z, then sup(Q) E Z. 
Proof. (I) If x, _~‘EZ and UED is such that (z,~)spIp(.~.u). then UEZ. 
This follows. because if UED -Z. then (u. x), (u. J,) are not y-equivalent, which contra- 
dicts the fact that ZE% (y). 
(2) Since (splr)* is the transitive and reflexive closure of spl,, the lemma follows 
from (1). 1 
Next we show that symmetric classes of primitive A-structures do not admit 
rehnements. in the sense that they are rudimentary. 
Lemma 5.3. [f y =(D, 3) is II prirniti13e As, and PE 9’ is symmetric, then P is 
rudimentary. 
Proof. Obviously, the theorem holds if IDI ~2. Since there are no primitive A- 
structures on three elements, we may assume that 1 D 13 4. Then, clearly, g has two 
features, y = (D, ( F1. Fz ) ), where Fz = {P). 
Assume to the contrary that P is not rudimentary; hence, I@‘(P)1 22. Let QEref‘(P) 
and let g’=(D, {Ffl,F;,F;]), where F; =F,, F;= (Qi and F;= (P-Q).. 
(I) g’ is an As. This is seen as follows. Clearly, g’ is a 2s. Consider an arbitrary 
triangle (.x, I’, z) of g’ and assume that it does not satisfy the angle property. 
Since (.x, y, zi satisfies the angle property in y, one of the edges of (x, ): z) must be in 
Q and one in P-Q, say, (.u, ~)EQ and (x, z)EP-Q. Since (x, y), (x, z) are in different 
classes of wf(P), and definition of spl, implies that (:, Z)EQ u (P-Q) and, so, either 
(J~,.x).(!.,z)EQ or (-?,.u),(:,~)EP-Q. Hence. (.x, J’, -_) satisfies the angle property in y’; 
a contradiction. Thus. each triangle of <J’ must satisfy the angle property and, so, y’ is 
an As. 
(2) y’ is not primitive. By (1) (J’ is an As with three features and, so, by Theorem 3.2, 
y’ is not primitive. 
However, if y’ is not primitive, then, obviously, g is not primitive; a contradiction. 
Thus, the assumption that P is not rudimentary leads to a contradiction, Conse- 
quently, P must be rudimentary and the lemma holds. 0 
We prove now that a rudimentary class of a 2s can be “split” into two partial orders 
in at most one way. 
Lemma 5.4. Let g = (D, 9) be a 2s, and let PE d he symmetric. Jf’P is rudimentar~~, then 
there exists at most one partition (PI, Pz i Qf P such that PI, Pz are partial orders. 
Proof. Assume that there exists a partition [P, , Pz) of P. where P,, Pz are partial 
orders. If I P( = 1, then obviously (P, , Pz ] is unique. Hence, assume that IPl> 1. 
(1) Let (x, ~),(.u, T)EP be such that (s, y)spl,(s, L’), and (x, ~)EP,. Then (.K, L.)EP,. 
This is seen as follows. Assume that (x, rl) $ PI. Then (c, x)EP~ and. since PI is a partial 
order, the transitivity implies that (F, J~)EP~. But then (r, J)EP, contradicting the fact 
that (r, J!) splp (x, v). Hence, (.u. u)EP~ 
Now take an arbitrary (.x,y)~P,, Since P is rudimentary, (1) implies that (with 
(.x,y)~P,) each (u, C)EP is uniquel~~ assigned either to P, or to Pz. Hence, (P,, PI) is 
unique, and the lemma holds. 0 
We are ready to prove now that there is at most one way of getting from 
a symmetric graph Q to a partial order y’ by partitioning a given symmetric class of 
g into two antisymmetric and transitive classes of g’. and there is at most one way of 
getting from a partial order y’ into a T-structure 8” by partitioning the transitive and 
symmetric class of g’ into two antisymmetric and transitive classes of y”. 
Theorem 5.5. Let g = (D, .3 ) hr u 2s, end lrt y1 = (D, RI ), yz = (D, CFl) be primitive 
A-structures such that there exist untis~wmetric F, E t3,, Fzc .Fz jtir which 
9, - (F, ) = .F2 - ( F2 :, g is the F,-symmetric, version of y, , und g is the F,-symmetric 
version qf ~1~. Then F, = F2. 
Proof. Since g1 is a primitive As, and y is the F,-symmetric version of gl, by Theorem 
4.3, y is a primitive As. Let FE 9 be such that F = {Pi, where P= UF, . Since P is 
symmetric, by Lemma 5.3, P is rudimentary. Hence, by Lemma 5.4, F, = Fz. q 
Our next result gives a characterization of primitive symmetric graphs. For a 2s 
y and a Pcpurt(y), a P-component qf q is an e-component of g for an eEP. 
Theorem 5.6. A symmetric 2s g = (D, {PI, P, ) ) is primitive # 
(1) eaclz PI-component qf y and euch Pz-component qf‘g equuls D, und 
(2) PI, P, ure rudimentury. 
Proof. (i) Assume that g is primitive. Since g is symmetric and 1 part(g)1 = 2, g is an As 
and, so, a primitive As. Hence, by Corollary 3.1 (I), each P,-component of g and each 
P,-component of g equals D; thus, (1) holds. and by Lemma 5.3, both P, and Pz are 
rudimentary. Hence, (2) holds. 
(ii) Assume that conditions (1) and (2) hold. Let ZE%‘(g) be such that /Zl32. 
Consider (s, J‘)EZrr/(g) such that z,y~Z. Let PEpurt(g) be such that (.u, J)EP. By (2), 
P is rudimentary and, so, by Lemma 5.2, sup(P)~Z. Hence, by (I), DcZ and, so, 
Z=D. 
Thus. for each ZE’t (g), if 1 Z/ 3 2, then Z = D. Consequently, g is primitive. 0 
6. Back to arbitrary (primitive) angular 2-structures 
In Sections 2 through 5 we have developed a theory of reversible angular 2- 
structures and. in particular, a theory of reversible primitive angular 2-structures. 
What about urbitrury (i.e. not necessarily reversible) angular 2-structures? We can 
easily transfer our results for reversible (primitive) angular 2-structures as follows. 
First of all we notice that (by Proposition I. 14 and Remark 1.15): 
(1) a 2s g is angular iff rver(g) is angular, and 
(2) a 2s g is primitive iff rzler(y) is primitive. 
In this sense we really use reversibility as a “normal form” for (primitive) angular 
2-structures: it is just technically easier to deal with reversible 2-structures. 
The main technical result of this paper is Theorem 3.2, which says that a primitive 
reversible As has at most two features. It yields a taxonomy of primitive reversible 
angular 2-structures (Corollary 3.1): each primitive reversible As with the domain 
consisting of at least two elements is either a symmetric graph or a partial order or 
a T-structure. 
We will demonstrate now how to translate Theorem 3.2 (and Corollary 3.1) into 
arbitrary angular 2-structures. We begin by taking a closer look into the construction 
of the reversible version of a 2s (see Definition 1.12). 
The following lemma follows directly from Definition 1.12. 
Lemma 6.1. Let g=(D, 9) be a 2s and let h=rcer(g), h=(D, 9). Let PAIRS(g)= 
{(P, P’)E b x 8: P n rev(P’)#@). Let $ he the mapping from d into PAIRS(g) dejned 
by:.f& each RE.%‘, $(R)=(P, P’), where RGP and rev(R)EP’. 
(1) Ifg is not reversible, then 1 .JA / > 19 /. 
(2) $ is a bijection. 
(3) RE.$? is symmetric $ffSlj/(R)=(P, P)for some PE 9. 
We will use pair, to denote the function $ defined above. To state “the translation” 
of Theorem 3.2 into arbitrary primitive angular 2-structures we need the following 
definition. 
Definition 6.2. Let y = (D, 3) be a 2s. 
(1) PE 6 is antireversible iff P n rev(P) = 0. 
(2) The value ofP (in g), denoted by va/,(P), is defined by 
&a/,(P)= 
i 
1 if P is antireversible, 
2 otherwise. 
(3) The value of‘s, denoted by t>al(y), is defined by 
val(g)= C cal,(P). 
PE.9 
Theorem 6.3. For every primitive As y, val( y) < 4. 
Proof. Let y = (II, 9) be a primitive As. Obviously, the result holds if (D 16 2. Hence, 
assume that 1 D I 3 3. If y is reversible, then the theorem follows directly from Corollary 
3.1. Hence, assume that g is not reversible. Let rver( g) = h = (D, 9). By Corollary 3.1 we 
have three cases to consider. 
Case (I): h is a symmetric graph. Then &=(Rl,R2}, where both R, and Rz 
are symmetric. Hence, by Lemma 6.1, pair,(R,)=(P,,P,) and pair,(R2)=(PZ,P2), 
where PI, P2 are symmetric and i/P= {PI, P2}. But then g = h and g is reversible; a 
contradiction. 
Hence, h cannot be a symmetric graph. 
Case (2): h is a partial order. Then .A={R,,,R,2,Rz}, where {R,,,R,,} is the 
antisymmetric feature of 11 and {R z) is the symmetric feature of h. If 19 I> 3, then, by 
Lemma 6.1, 1.4’ I> 3; a contradiction. If ) .P I = 1, then g is reversible; a contradiction. 
Hence, /.Yl=2, say P=jP,,Pz). Clearly, d={Pl,Pz), where P,E{R,,,R,,J and 
P,=R,u({R,,,R 1 z ) -PI ). Consequently, val(g) = 3. 
Crrsr (3): h is a T-structure. Then ,X=(R,,,R,z.R2,,Rzz~, where {R,,.R12), 
(R21, Rzz ) are antisymmetric features of h. Since y is not reversible, by Lemma 6. I, 
) .4 / ,< 3. Also by Lemma 6.1, all classes of y must be antireversible and, so, if 19 I= 2. 
then 1 .H I= 2 and, actually, y is reversible: a contradiction. Hence, 1 .Y / = 3, where all 
classes of .4 are antireversible. Consequently, VU/(~)= 3. 
The theorem follows now from Cases l-3. 0 
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