rocals of polynomials of degree n with an error (2 .298) -n . In 1973, Schönhage has shown [33] that e -x can be approximated uniformly by reciprocals of polynomials of degree n on [0, oo) with an error 3 -11 but not much better . In 1974, D . J. Newman has proved [18] that e_x cannot be approximated on [0, oo) under the uniform norm by general rational functions of degree n with an error better than (1280)-1z-1 . Recently Freud, Newman, and Reddy [12] have shown that e -1 x' can be approximated by reciprocals of polynomials of degree n on ( oo, -+-cc) with an error C,(log n)ln but not like a C21n. Further, Freud, Newman, and Reddy have shown that e x 1 can be approximated on (-oo, + oo) by general rational functions of degree n with an error like a C,e°q-"1 but not like a C5e -c-'' . In 1970, Meinardus and Varga [16] have extended the results of [4] to reciprocals of certain entire functions of perfectly regular growth . In 1974, Reddy [20] has extended the results of [16] . In 1972, Meinardus, Reddy, Taylor and Varga [17] have obtained some direct and converse results . Subsequently in a series of papers by developing certain new techniques, Erdös, Newman, and Reddy [5] , Erdös and Reddy [6] [7] [8] [9] [10] [11] , Newman and Reddy [37] [38] [39] , and Reddy [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] have obtained many results .
We present results in this article not according to the chronological order but according to certain pattern, perhaps convenient to the readers to follow . At the end we mention a few results for certain unbounded domains of the complex plane .
. DEFINITIONS AND NOTATIONS
Let f (Z) be a nonconstant entire function. As usual write 311f(r) _ M(r) = max 1 ,i=, I f (z) 1 ; then the order p and the lower order g of f (Z) are defined thus where ar,, denotes the class of all ordinary polynomials of degree at most n . For given s > 1 and r > 0, let 8(r, s) denote the unique open ellipse in the complex plane with foci at x = 0 and x -r and semima_jor and semiminor axes a and b such that b/a -(s2 -1)(s2 + 1)-r.
Denote MF (r, s) -sup{j F(z), : L E 6(r, s)} . Let h(x) be a real nonnegative continuous function on [0, +oo) such that, for all x large, h(x) > 0, and h'(x) exists, is nonnegative, and satisfies lim h'(x) = 0 . (2 .6) Defining generically the set H,,, 0 < S < 1, in the complex plane by There exist functions which can be approximated by general rational functions on (-oo, -; oo) but not by reciprocal of polynomials on [0, oo) . One such example is f (x) = 1 + e -x' 1 .
Proof. It is known [3, p . 391] that f (x) satisfying the assumptions of Theorem 3 can be approximated uniformly on any finite interval [0, 2b] as close as we like by reciprocals of polynomials {P,j of the form, for every finite interval [0, 2b] . Now we choose e > 0, b > 0 and sufficiently large and a n,(q > k)
This is certainly possible since e(x/b)"7 tends to zero very fast for b > x > 0, if b x, e being very small (3 .4) is certainly valid . Now we divide for convenience [0, co) into [0, b] and [b, oo) , where is sufficiently big finite interval . For all x > b, f (x) will be very small and
We get the result (3 .2) from (3 .4) and (3 .5) .
Remarks . If 1 /f (x) is not entire, then the following theorems indicate that, it is not possible to approximate f (x) very closely by reciprocals of polynomials .
THEOREM 3A (Erdös-Newman-Reddy [5] ) . Let f (Z) _ Y_k=o a k Z1L, a o > 0, a k > 0 (k ->-1) be an entire function of order p (0 < p < ~) type T and lower type w (0 < w < T < oo) . Then for all large n,
be an entire function of order p(0 < p < oo)
type -r and lower type w(0 < w < T < oo) . Then
THEOREM 3C (Erdös-Newman-Reddy [5] ) . Let f (Z) _ Yk-o a k 7k, a o > 0, a k > 0 (k > 1) be an entire function of order p(1 < p < oo ) type 7 and lower type uá(0 < w < T < oo) . Then there is a polynomial P,,,(x) of degree n for which
be an entire function of order p(0 < p < 1)
type T and lower type co(0 < co < T < oo) . Then there is a polynomial P(x) of degree n for which
be an entire function of infinite order . Then there is a polynomial P,,,(x) of degree n for which for infinitely many n THEOREM 7 (Erdős and Reddy [7, Theorem 1]) . Let f (Z) _~k 0 ak,Zk a 0 > 0, and ai > 0 (k > 1) be any entire function . Then for every E > 0, there exist infinitely many n for which A0,n < exp ( (log n)1 +E ) .
Remarks .
For functions which grow regularly, the above conclusion, is valid for all large n . For a slightly general result see (Erdős and Reddy [9, Theorem 1]) . Proof. By definitions for 0 < x < r = ( n/2)1/P-E e-1 , E > 0 .
< C ue nM(re) < Cl exp((re)-'E -n) < Cl e 11 1 2 .
On the other hand for x > r.
(3 .6) follows from (3 .7) and (3 .8) by properly choosing Cl , C2i and C3 . 
THEOREM 13 (Reddy [23] ) . Let f (Z) _ J: ko akZk, a o > 0, ak > 0 (k > 1) be an entire function of order p(0 < p < oo) type T and lower type w(0 < w < T < co) . Then
Remark . There exist functions which fail to satisfy the assumptions of the above theorem but for which the conclusion is valid in a slightly different form . One such example is for which
Remarks . (a) If P(x) is a constant then (3 .10) is known in a better form (cf. [22, Theorem] ) . (b) The proof adopted here is different from the one used by D . J . Newman .
We need the following lemma for our purpose . Let us assume on the contrary the theorem is false . Then for all large n,
.f (x) Q( ) < C-2 n .
Since limx,, I P(x)l -oc, there exist arbitrary large r for which P(r) I P(t)l, for all t > r .
For each of these values of r for which (3 .13) is valid, we can find sufficiently large n and a constant C > 4 1 + 1 /P such that
Then at this point x = r, we get
From (3 .14) and (3.16), we obtain < Cn .
Cn .
Q(x) (3 .17) clearly contradicts (3 .12) . Hence (3 .15) is valid . At x = r8 -r(C/4), we have from (3 .11) and (3 .14)
Since P(x) 0, we get from (3 .15) .
1 Q(r) I < I P(r) I Cn .
Now by applying lemma to I, Q(r)l over the interval [0, r8], we get I Q(r8)l < I P(r)j {2(28 -1)C}n . Clearly (3 .18) and (3 .20) contradicts (3 .12) for all those values of n for which (3 .14) is valid . Since e being arbitrary
Hence the theorem is proved .
THEOREM 24 (Reddy [21 ] ) . Let f (Z) -~k -o a,;Zk, a o > 0, a,, > 0 (k > 1) be an entire function of order p(0 < p < oo), type T and lower type w(0 < cu < -r < oo) . Then one cannot find for n = 0, 1, 2, . . ., polynomials Pn(x) and Ojx) with nonnegative coe dents and of degree at most n for which lim inf n~cc`'
THEOREM 25 . Let f (Z) -Jk, a,;Z4, ao > 0, a,,. > 0(k > 1) be an entire function of order p and maximal type or of (finite) order p + e . If P" (x) and Ojx) are, for n --0, 1, 2, . . . polynomials with nonnegative real coefficients of degree at most n, then By our assumption f (Z) is either an entire function of order p(0 < p < cc) and maximal type or of order p + E(E > 0), then it is known ([3 P(x) < í2 .75) (n/P)c2
where 0 < Ci < C < 1 . The proof of this is similar to Theorem 2 of [7] , hence the details are omitted . By assumption for each E > 0, there is an r o = ro (E) such that for all r > r o (E) .
In ( exp(ra(i-E))~f (r) < exp(rP ( i+E)) . But by using lemma of Theorem 23 we get nP(1.+E)/R(1-E) P,z (r8) < (48)n P,,,(r) < (48)x'-exp ( 3 ) < exp(n°(1+E)/a(1-E)), (3 .38) (3 .37) and (3 .38) clearly contradicts (3 .32), hence the result is proved . THEOREM 35 (Reddy [19] and [22] We omit all the details to the reader . Remarks . We stated this result in [9] without proof. a proof . Now we present (3 .40) Now as usual by definitions for 0 < w < r = B1/2(p+Fran1ln,~a long with (3.41) we get
an r
On the other hand for x > r = kk . This is an entire function of order p = 2 and type T = 0. This function fails to satisfy the assumption of Theorem 45 . But for this function it is easy to show that lim sup
Ln a k (2) The following example suggests the assumption p = 2, T > 0 is not sufficient for the conclusion of (1 < p < oo) type r and lower type co(0 < w < 7 < co) . Let ~(Z) be any transcendental entire function with non-negative coefficients satisfying the assumption that 0 < lim log l g(2 ) = 0 < 1 . Assume further that no zeros of P,, lie in the interior of H l (defined in (2 .7)) for all n sufficiently large . If D satisfies (2 .9) and if G is nonzero on the vertical segment {Z = iy : I y I < Dh(0)}, then 
, . , + tn+k t n tn Hence, we get from (3.44)-(3 .47) .
SI(Z) -tn + t n C12 n + Ctn -k(n -k)C + t,,C 13
Cll n . From the above lemma it follows that SJZ) is zero free in H D . Now by adopting the reasoning of Theorem 47 the result follows .
Remark .
For functions of order p >, 2, clearly y becomes zero, hence the theorem is proved for p < 2 . We need the following lemma to prove the above theorem . On the other hand we get easily from Theorem 40, that
The result follows from (3 .48) and (3.49) . PROBLEM 4. Let f (z) _ J: k. a, zk, ao > 0, a,, > 0 k > 1) be an entire function of order p(0 < p < oo) type T and lower type co (0 < co < T < oo) . Then for any polynomials P(x) and Q(x) of degree less than n, there is a cl > 1 for which
Remark . For f (x) = ex, c l = 1280 (cf. [18] ) . PROBLEM 5 . Let f (x) be any nonvanishing infinitely differentiable and monotonic function tending to + oo . Then for infinitely many n PROBLEM 6. Let f (x) be any non-vanishing infinitely differentiable and monotonic function tending to + co . Then, there exist polynomials of the form with no = 0, no < n, <n 2 < n 3 < /n 2 = oo, for which for infinitely many k It is clear from Theorem 3A continuous functions which maintain sign and satisfy lim, f (x) = 0 = lim x,pf (x) cannot be approximated well . The method used to obtain a lower bound in Example 1 can be applied to any function which vanishes at the origin and tends to zero at infinity . As far as we know no other method is known to attack this kind of problem . This method was first used in [5] which is slight variation of the technique we used in [9] .
The method used in Theorem 32 can be applied very successfully to find lower bounds to k jl /f ), where f is an arbitrary entire function . Unfortunately for entire functions of perfectly regular growth this 1 ni 00 , method does not yield sharper bounds . For functions of this category the method used in [16] and [20] is very successful . Unfortunately the method used in [16] and [20] is useless for entire functions where lower order is less than order .
The method used to prove Theorem 13 is very elementary and can be applied to all those entire functions for which we know the upper bound of M(r) for all large r .
It is interesting to know, what connection exists between the structural properties of f and the rate of convergence of lim sup 1 Pn l/n G 1 . It is interesting to observe certain class of continuous function which vanish at the origin and tends to zero at infinity can be approximated much better by rational functions than by reciprocals of polynomials . One such example is f (x) = xe -x, this can be approximated by P,,IQ,, roughly with an error of 2-12, this cannot be approximated by reciprocals of polynomials even like c log n1n 2 . Just recently the Problem 4 has been solved completely in [28] .
