This paper focuses on the impact of adaptive metric utility balance. We show that this criterion often leads to biases, inefficiencies, and, potentially, higher response errors. We provide examples where these biases and inefficiencies can adversely affect managerial decisions, but, fortunately, in most cases, the magnitude of the effects is modest. Nonetheless, the phenomena are real and can be easily avoided. In particular, the biases and inefficiencies can be mitigated with the use of choice questions and/or polyhedral methods.
An Illustrative Example
We draw on an application in which ACA was used as an aid to the design of a laptop computer bag with nine binary features plus price, specified at two levels -$100 and $70 (Toubia, et. al. 2003) . We examine that data below, but first consider an hypothetical example in which all respondents are homogeneous and the true partworth differences are 10, 20, 30, …, 100 as shown in the second column of Table 1 . For example, the partworth of "no handle" is -5 and the partworth of having a handle on the bag is +5. We simulate 1,000 respondents as follows:
• the a priori self-explicated questions (SEs) are chosen to be unbiased with normally distributed noise (ACA needs the SEs to select questions), • twenty metric paired-comparison questions are chosen by the utility-balance criterion using ACA's question-selection algorithm, • respondent answers are unbiased with normally distributed noise, and
• estimation uses standard OLS estimation (later in this paper we examine the impact of hierarchical Bayes estimation).
The results, shown in the third column of Table 1, suggest that the ACA estimates are upwardly biased and that the bias increases with the magnitude of the true partworth differences.
The fourth column suggests that the bias increases less than proportionally -there is relative bias. Features with low partworths are biased proportionally more than features with high partworths. This relative bias survives normalization (column 5 of Table 1 ). Table 1 is illustrativewe can make the bias larger (or smaller) with other examples. The exact parameters for this simulation, and all simulations in the paper are available in an appendix. Green, Krieger and Agarwal's (GKA, 1991) data anticipate the upward bias in partworths, but not the relative bias. They hypothesize that the bias "results as subjects attempt to utilize the full range of the (metric) scale (GKA, p. 219) . Such "stretching" bias is not in our simulations, thus the bias in Table 1 must be due to another effect. However, the GKA effect would reinforce the bias identified in Table 1 . We return to the GKA effect later in this paper. The relative bias is modest, but it can affect managerial decisions. We compute "true"
and estimated willingness-to-pay (WTP) in the last two columns of Table 1 . For features with small partworths the differences are barely noticeable, but for the partworths of important and costly features, the differences are larger. If the "boot" cost $145 to manufacture, the true partworths would imply it should be included but the estimated partworths would not. Aggregated over the nine hypothetical features the estimated partworths under-predict willingness-to-pay by approximately 5.6%. In some product categories, this could be a managerially significant percentage. For example, Colgate introduced body washes with a unique no-leak "Zeller valve" cap that enabled bottles to be stored cap-side down. The increase in cost was only a few percentage points. However, subsequent market research suggested that consumers' willingness-to-pay for body washes did not justify this improvement (private communication). Had adaptive metric utility balance been used, even a small bias in estimated willingness-to-pay would have caused
Colgate to miss the substantial savings from dropping the Zeller valve.
Empirical data differ from the illustrative example in many ways. The SEs may not be unbiased, there may be heterogeneity in respondents' partworths, and the errors, both in the SEs and in the metric paired-comparison questions may be larger or smaller than in our simulation.
Furthermore, most comparative empirical experiments are between groups of respondents rather than within respondents.
As an example, consider the empirical data from Toubia, et. al (2003) in which 88 randomly-assigned respondents answered fixed orthogonal questions and 80 randomly-assigned respondents answered ACA-generated questions. The average OLS partworth estimates based on 16 questions are shown in Table 2 . The estimated mean partworths in Table 2 are dramatically different. As in our illustrative example, the ACA estimates suggest different managerial decisions. The ACA estimates suggest that, on average, a handle will be bought at $20, but the orthogonal questions suggest otherwise.
Notice that the percent differences in Table 2 are much larger than those in Table 1 . On average, partworths are 42% larger when ACA questions are used than when orthogonal questions are used. In Table 1 the percent difference is negatively correlated with the true partworths (r = -0.78, t = -3.5). In Table 2 the correlation with the orthogonal partworths is negative, but not significant (r = -0.23, t = -0.66) and slightly smaller for willingness-to-pay (r = -0.14, t = -0.39).
(The correlations do not change if we use normalized partworths.) Not obtaining significance is not surprising because empirical data are less precise than "known" homogeneous partworths. In addition, the Table 2 comparison is between groups of respondents who might vary slightly in their true partworths due to finite sampling, there is heterogeneity within groups, and, even if the orthogonal-question estimates are unbiased, they are subject to response errors. Furthermore, as discussed later, there might be other sources of empirical noise and/or bias in metric utilitybalanced adaptive questions than the systematic bias highlighted in Table 1 . 
Endogeneity and Adaptive Metric Utility Balance
When questions are selected adaptively based on previous answers by a respondent, there is the potential for endogeneity bias because new questions might depend upon the errors made by respondents in their previous answers (Judge, et. al. 1985, p. 571) . If such endogeneity bias is to produce the results in Table 1 , it must be systematic (all partworths are biased upward) and relative (smaller partworths are biased relatively more than larger partworths). In this section we explore whether adaptive utility-balanced metric questions cause systematic and relative endoge-neity bias. We use a stylized model to understand and illustrate the cause of the biases, then provide a more-general explanation based on the winner's curse. Finally, we provide simulations that isolate the bias as systematic winner's curse endogeneity.
Formal Analysis of a Simple Problem
Consider products with two binary features (with levels denoted by 0 and 1) and assume no interactions among the features. Scale the low level of each feature to zero and let be the partworth of the high level of feature i. Denote the utility of a product with feature 1 and feature 2 by u(feature 1, feature 2). There are four possible profiles with true utilities given by:
Assume response error is an additive, zero-mean random variable,ε , with probability dis- ε . In this simple problem, adaptive metric utility balance implies the following sequence. .) This mathematical result applies formally to the 2x2 stylized model, but we feel it illustrates the basic phenomenon that applies more generally.
. For a simple problem involving two binary features, adaptation based on metric utility balance (1) biases partworth estimates upward and (2) biases smaller partworths proportionally more than larger partworths.

More General Analysis -the Winner's Curse
In the stylized model the second conjoint question focuses on the partworth which is believed to be smaller based on the answer to the first question. However, this belief is influenced by noise and may be inaccurate. This is the basic, generalizable source of the bias: when we select the question we predict to be most utility balanced, we over-estimate (in expectation) its level of utility balance. More formally, we choose the next question from a pool of questions ( , and, based on the previous answers, we estimate the absolute value of the answer,
. But if the estimate is a random variable with mean
w , the very act of choosing the question q i* with the smallest implies that
Indeed, the expectation of a random variable conditional on it being the smallest from a set of random variables is lower than its unconditional expectation. This is the same probabilistic phenomenon as the winner's curse, a well-known result in auction theory: the winner of a first-price auction for a common value good is "cursed" by the act of winning and pays too high a price (Capen, Clapp, and Campbell 1971; Kagel and Levin 1986; Thaler 1992 ).
The winner's curse is consistent with GKA's observation that respondents' answers use a larger range of the response scale (than predicted), however, the underlying mechanism is different. The winner's curse is due to endogenous question selection rather than a change in the respondents' reactions to the questions. The winner's curse predicts more "cursed" questions for adaptive utility balance than for an algorithm in which utility balance is not a criterion. 4 This will lead to an increase in the average estimated partworths for "up" questions, a decrease for "down" questions, and no change for "same" questions. Because utility balance makes as small as possible, we also expect more "same" questions and more "down" questions.
Smaller partworths are more likely than larger partworths to be updated in the same direction as the sum of the partworths. For example, consider a situation in which exactly three bi-2 ACA includes the self-explicated questions when selecting the next question. For p parameters this prefaces a pdimensional identity matrix, I, to the top of X q . 3 Recall that the j th coefficients of x q+1 is coded 0, +1, or -1 if the feature is not involved, is present in the right profile only, or is present in the left profile only, respectively.. 4 ACA uses utility balance to select from a set of equally balanced and orthogonal questions. We remove utility balance by selecting randomly from this set. 5 "Same" questions naturally tend to be more balanced. "Down" questions have more -1's than +1's and have predicted positive answers. Such predicted answers are likely to be small in absolute values. . That is, the smaller partworths are more likely to be on the same side as either the two +1's or the two -1's.
Simulation Evidence for the Winner's Curse
We completed four simulation experiments to isolate the winner's curse explanation:
1. Comparing ACA question selection to a modified version of ACA that does not involve utility balance confirms that the evolution of estimates (q to q+1) has a positive trend for ACA but not for non-utility-balanced ACA. Detailed predictions (described above) are also confirmed.
2. Restricting ACA question selection to remove the winner's curse ("same" questions) removes the bias.
3. The overall bias increases as more questions are asked.
4. Redrawing noise to retain utility balance but remove endogeneity removes the bias.
Test 1. The predictions are tested in Table 3 where four features are allowed to vary in each question. (We obtain similar results when we allow two, three, five, six, or seven features to vary. Details are in the appendix.) As predicted, adaptive utility balance leads to more "same" questions and more "down" questions. For each category ("up," "down," or "same"), more questions are "cursed" when we use adaptive utility balance. "Up" evolution leads to an upward bias (on average partworth estimates increase by 1.25 when utility balance is used but decrease by 0.10 when it is not) and "down" mitigates the upward bias (increase of 1.06 vs. increase of 1.25), but the effects do not cancel out. The net effect, for both "up" and "down" questions, is systematically toward upward over-corrections in the evolution of the estimates from question q to q+1.
Test 2. If the winner's curse is the correct explanation, we can eliminate bias if we restrict ourselves to "same" questions such that
. This algorithm eliminates bias (last column of Table 3 ). This algorithm is of theoretical interest only; it is not designed to be practical.
We examine feasible alternatives later in the paper. Percent of "up" questions that are "cursed" 61% 49%
Percent of "down" questions that are "cursed" 17% 14%
Percent of "same" questions that are "cursed" 35% 34% 35%
Evolution for "up" questions 1.25 -0.10 - Removing endogeneity by redrawing response errors for ACA questions should remove the winner's curse. When we redraw noise for the simulations in Table 1 and Table 3 , the bias becomes insignificant (-0.48 for the Table 1 questions and 0.20 for the Table 3 questions) .
In summary, all four tests are consistent with the winner's curse explanation. Finally, we note that published evidence suggests a statistically significant 6.6% bias for ACA when averaged across domains that include both high and low response error and high and low heterogeneity (Toubia, et. al. 2003, p. 285) .
Metric Utility Balance and the Reduction in Efficiency
Perhaps we should accept a modest amount of bias if there are reciprocal benefits. For example, hierarchical Bayesian methods shrink individual estimates toward the population mean in order to enhance accuracy. In another example, Huber and Zwerina (1996, p. 309, 312) attempt to "improve efficiencies of (choice) designs by balancing the utilities of the alternatives in each choice set," and demonstrate that swapping and relabeling to increase utility balance improves efficiency (defined below) by 33%. Their improved design is significantly more utility . This constraint induces X'X to be singular. When X'X is singular, the determinant will be zero and D-errors increase without bound. Imperfect metric utility balance leads to smaller det(X'X) and larger D-errors.
A-errors behave similarly. Thus, utility balance is likely to make metric questions inefficient.
As an illustration we computed the average efficiency loss with ACA relative to a fixed orthogonal design for simulations replicating Table 1 . The net loss in efficiency was 26.5%.
Unlike choice-based utility balance, greater metric utility balance does not seem to lead to increased efficiency. Orme (1999, p. 2) hypothesizes that "a difficult choice provides better information for further refining utility estimates." Huber and Hansen (1986) ascribe "greater respondent interest in these difficult-to-judge pairs." For choice data, Haaijer, Kamakura, and Wedel (2000, p. 380) suggest that respondents take more time on choice sets that are balanced in utility and, therefore, make less error-prone choices. These hypotheses are consistent with Shugan's (1980) theory that the cost of thinking is inversely proportional to the square of the utility difference. On the other hand, as noted previously, Green, Krieger and Agarwal (1991, p. 221) hypothesize that respondents tend to use more of the response scale than would be predicted by utility balance.
Empirical Issues with Metric Utility-Balanced Questions
To investigate whether metric utility balance leads to lower response errors which might compensate for endogeneity bias and inefficiency we used hierarchical Bayes (HB) methods to estimate partworths based on only the paired-comparison questions in the laptop computer bag data (Table 2) . HB estimation provides an estimate of the response error in these questions -it was 16% larger for ACA-chosen questions than for fixed, orthogonal paired-comparison questions (significant at the 0.01 level). Thus, in this empirical example, we could find no evidence that metric utility balance led to lower response error than orthogonal questions.
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The empirical estimate of response error also gives us the ability to examine the magnitude of endogeneity bias. Simulations suggest that endogeneity bias is approximately 12-18%
and that efficiency losses are approximately 26.5%. As a comparison, empirical data suggest that response error is approximately 21% of total utility. Thus, systematic endogeneity bias and efficiency loss are of the order or magnitude of response error. This is good news. The practical impact of adaptive metric utility balance will only affect those managerial decisions that are highly sensitive to partworth estimates. However, as we argue below, there are good alternatives to metric utility balance. Researchers can obtain the benefits of adaptation and challenging questions without the problems introduced by adaptive metric utility balance.
Heterogeneity and Selection Bias in Metric Utility Balanced Questions
Another hypothesis might be that we can mitigate endogeneity bias with procedures that "borrow information from other respondents" by shrinking individual-respondent estimates toward the population mean (Sawtooth Software 2001, p. 1). 7 Hierarchical Bayes (HB) estimation provides a viable alternative that has proven effective in metric conjoint analysis (Lenk, et. al. 1996) . It is easy to verify with a simulation problem similar to that in Table 1 that HB estimates with orthogonal questions produce average partworth estimates that are unbiased.
However, were we to attempt a "shrinkage" estimation for utility-balanced questions, our estimate of the population means would suffer from another form of endogeneity bias in question selection (selection bias among respondents). In particular, when questions are adapted to each respondent the questions are based on the respondent's true partworths as well as the noise in the respondent's answers. As an illustration, reconsider the stylized 2x2 model and suppose that the two partworths are distributed across respondents with probability density function, f(w 1 , w 2 ).
For simplicity, suppose there is no measurement noise. We still ask the first utility-balanced question and it is unbiased. In the second question we encounter Case 1 and observe Furthermore, because selection bias depends on the lower tails of the density function, the bias will be greater for higher levels of heterogeneity. We demonstrate this formally in the appendix for the stylized model -the average observation for the second question is 3 / δ − w where δ is an index of heterogeneity.
To illustrate the phenomenon with a realistic problem, we repeated the simulations in Table 1, but chose true partworths from a normal distribution and used OLS to obtain aggregate partworths (one regression using data from all respondents). In this case the aggregate partworths were downwardly biased by 41% relative to orthogonal questions. Relative selection bias was also significant (r = 0.93, t = 7.3) and led to smaller normalized mean partworths being biased downward by 30-50% and larger normalized mean partworths being biased upward by 6-7%. See the appendix. Because HB shrinks partworth estimates toward the population mean, it, too, will be affected by the selection biases in the data. For example, the estimates of the population means, produced by applying HB with ACA questions in a simulation problem similar to that in Table 1 , were significantly biased downwards. (Please note that this is a data problem due to adaptive metric utility-balanced question selection, not a problem with HB estimation.)
To illustrate the differential impacts of endogeneity and selection biases we use four interrelated simulations. We keep ACA questions constant and redraw either heterogeneity and/or response error. All simulations use OLS to estimate the population means as well as the individual utilities. It is fortuitous that endogeneity bias raises partworth estimates and selection bias lowers partworth estimates and both act disproportionally on small partworths. However, it is dangerous to assume that the relative biases will cancel. More importantly, if partworths are differentially heterogeneous (e.g., respondents vary in their preferences for color but not for handles), then aggregate ACA estimates will be biased in unpredictable ways. For example, the average individual-respondent-based orthogonal-question and ACA-question respondent partworths in Table 2 are significantly correlated (r = 0.75, t = 3.2), but the aggregate estimates are not significantly correlated (r = 0.39, t = 1.2). (Details in the appendix.) Indeed, the aggregate ACA estimates are 53% lower than the orthogonal-question-based estimates. Thus, alas, shrinkage estimates do not overcome the biases in question selection introduced by adaptive metric utility balance.
Alternatives to Utility Balance for Adapting Metric Questions
If a researcher wishes to retain metric questions, then an alternative criterion exists to metric utility balance. Polyhedral methods select questions to reduce the feasible set of partworths rapidly by focusing questions relative to the "axis" about which there is the most uncertainty. This criterion does not appear to be subject to a winner's curse. Furthermore, this criterion imposes a constraint that the rows of X be orthogonal (Toubia, et. al. 2003, Equation A9 ).
After p questions, X will be square, non-singular, and orthogonal (
).
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Subject to scaling, this orthogonality relationship minimizes D-error (and A-error). Thus, while the adaptation inherent in metric polyhedral methods leads to endogenous question design, the lack of an explicit winner's curse and the orthogonality constraint appear to avoid the biases in Tables 1, 2 , and 3. Toubia, et. al. (2003) report at most a 1% bias for metric polyhedral question selection, significantly less than observed for ACA question selection. Polyhedral questionselection performs better than ACA in simulation (mean absolute error of true vs. predicted partworths) and as well or better than ACA in the two empirical tests to date. Toubia, et. al. (2003, Arora and Huber (2001) , Huber and Zwerina (1996) , and Kanninen (2002) use utility balance as one criterion for choice-based questions. They improve D p -efficiency relative to orthogonal designs by using designs that are significantly more utility balanced -e.g., 73% utility balanced for customized vs. 0% utility balanced for orthogonal in Huber and Zwerina (Table 3 ).
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Choice-based utility balance can improve efficiency because the covariance matrix of the choicebased estimates is a function of the choice probabilities. Thus, if providing challenging questions to respondents is our goal, we can use choice questions rather than metric questions. In the appendix, we show formally that, as response errors decrease, optimal questions become more utility balanced. Proposition 2 is consistent with prior simulations. For example, in Huber and Zwerina ( 9 Endogeneity bias is not a problem in these algorithms; they do not adapt questions for individual respondents.
Utility balance could also be helpful when designing questionnaires to elicit respondents' reservation prices for product bundles (see Jedidi, et. al. 2003) and when designing choice experiments to augment panel data (see Swait and Andres 2003) .
Adaptive Questions for Choice-Based Data
Finally, we examine whether we introduce bias by using utility balance to adapt choicebased questions based on individual-respondent data. We examined relative bias and efficiency for one such algorithm based on polyhedral methods (Toubia, Hauser, and Simester 2004) .
(Published simulations have already shown that, in most domains, adaptive polyhedral choicebased questions lead to more accurate partworths than either orthogonal or aggregately customized questions.) To test relative bias we sort the true partworths, divide them into M ordered subsets, and compute the average error (predicted minus true) within each subset. This allows examining bias as a function of the relative size of the partworths. We did this for (1) adaptive polyhedral questions and (2) orthogonal questions. If there were relative bias, then (1) would be significantly different from (2). They were not significantly different. (Graphs are provided in the appendix.) We also computed the average efficiency for (1) and (2). The D p -efficiency for polyhedral choice questions was 3% higher than for fixed questions, reflecting the fact that efficiency is a function of the true parameters and suggesting that adaptive polyhedral questions do not lead to any loss in efficiency relative to orthogonal questions.
Summary
We examine the endogeneity bias, lowered efficiency, response errors, and selection biases that result from adaptive metric utility balance -the question selection algorithm at the heart of ACA. We have shown that the biases and inefficiencies are real and in the direction predicted. We provide stylized models and more-general explanations with which to understand and isolate the cause of these phenomena. Furthermore, empirically we find no evidence that metric utility-balanced questions reduce response error. Contrary to common wisdom, orthogonality (efficiency) in metric questions appears to be a more-important goal than utility balance.
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Fortunately, the adverse effects of adaptive metric utility balance can be avoided easily.
For those researchers seeking to retain metric questions, polyhedral methods provide an alternay 10 In a related paper (available from the authors) we examine another form of efficienc designed to enhance managerial decisions by focusing on managerially relevant combinations of partworths, M w r . We examine the properties of M-efficiency, which minimizes a norm of Μ(X'X)
tive that avoids both endogeneity bias and lowered efficiency. For those researchers seeking to ask difficult, challenging questions in order to encourage respondents to think harder, utility balance appears to help choice-based questions. Finally, adaptive utility-balanced choice questions do not appear to be biased.
