Vector quantization based on ε-insensitive mixture models  by Watanabe, Kazuho
Vector quantization based on ε-insensitive mixture models
Kazuho Watanabe
Department of Computer Science and Engineering, Toyohashi University of Technology, 1-1, Hibarigaoka, Tempaku-cho, Toyohashi, Aichi 441-8580, Japan
a r t i c l e i n f o
Article history:
Received 28 February 2014
Received in revised form
21 December 2014
Accepted 19 January 2015
Available online 4 April 2015
Keywords:
Laplacian mixture model
Epsilon-insensitive loss function
EM algorithm
Rate-distortion curve
Robustness
a b s t r a c t
Laplacian mixture models have been used to deal with heavy-tailed distributions in data modeling
problems. We consider an extension of Laplacian mixture models, which consists of ε-insensitive
component distributions. An EM-type learning algorithm is derived for the maximum likelihood
estimation of the proposed mixture model. The E-step is formulated in the usual way, while the
M-step is formulated as the dual optimization problem instead of the primal optimization problem.
Additionally, the convergence proof for ε¼0 is accomplished. As an analogy to the k-means algorithm,
we obtain what we call the ei-means algorithm in a certain limit of the learning algorithm. The derived
algorithm is applied to approximate computation of rate-distortion functions associated with the
ε-insensitive loss function. Then, it is demonstrated by synthetic data and real-world Spambase data that
with appropriate selection of the ε value, the model is able to tolerate small percentage of noisy data.
& 2015 The Author. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Mixture models are widely used for clustering, quantization, and
density estimation. In particular, Laplacian mixture models (LMMs)
have been proposed and applied for the purposes of robust clustering
and overcomplete source separation [6,14]. Among robust clustering
methods [11,10], those based on LMMs provide simple learning alg-
orithms similar to the learning of Gaussian mixture models (GMMs).
However, there are two drawbacks in LMMs: (1) the degree of
the robustness is uncontrollable, and (2) a cluster mean vector can
inappropriately converge to a data sample, which is caused by the
nature of the absolute-loss function. Mitianoudis and Stathaki [14]
introduced a threshold to the distance to the sample points as a
common solution to the second drawback.
In this paper, we consider an extension of LMMs to the mixture
of ε-insensitive component distributions. The ε-insensitive dis-
tribution is deﬁned by an ε-insensitive loss function which, when
ε¼0, corresponds to the absolute loss function appearing in the
Laplace distribution. The ε-insensitive loss function has been used
in the support vector regression and other related methods to
provide a sparsity inducing mechanism [4,7,16,17,19]. In a pre-
vious work, upper and lower bounds were obtained for the rate-
distortion function associated with the ε-insensitive loss function
[20]. Although the rate-distortion function shows the theoretically
optimal performance of quantization schemes using the ε-insen-
sitive loss function as a distortion measure, its explicit evaluation
has yet to be obtained, and the optimal reconstruction distribution
achieving the rate-distortion function is still unknown.
In this paper, we derive an Expectation–Maximization (EM)-type
learning algorithm for the maximum likelihood estimation of mix-
tures of ε-insensitive component distributions, which provides an
extension of the learning algorithm for LMMs [14]. The introduced ε,
controlling the robustness of the method, partly solves the ﬁrst
drawback of LMMs. The maximization step (M-step) of the EM algo-
rithm requires to minimize a function involving the ε-insensitive loss
function. Examining the dual problem of this minimization problem,
we derive a simple learning algorithm, and demonstrate that it
naturally solves the second drawback of LMMs.
The ε-insensitive loss function has been used for a fuzzy
clustering algorithm [13]. However, it has not been related to a
probabilistic model. The proposed ε-insensitive mixture model is a
generalization of LMMs as a probabilistic model, and is directly
connected to the rate-distortion problem associated with the
ε-insensitive loss function.
As the k-means algorithm is derived from the maximum likelihood
estimation of GMMs in the small variance limit, we derive what we
call the ei-means algorithm by taking the similar limit of the EM-type
learning algorithm. We apply the EM-type algorithm to 1-dimensional
problems where the rate-distortion functions associated with the
ε-insensitive distortion measure are approximately computed. Then
we apply it to a multi-dimensional synthetic data set to demonstrate
the robustness-enhancing feature of the ε-insensitive component
distribution. Finally, we compare the ei-means algorithm having
different ε and the k-means algorithm using a high-dimensional real
data set. It is demonstrated that clustering performance is improved
by adjusting ε in the ei-means algorithm.
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The paper is organized as follows. Section 2 deﬁnes the
ε-insensitive component distribution and its mixture model.
Section 3 describes the framework of the EM-type learning
algorithm, introduces the dual problem of the M-step required
for it, and derives update rules of parameters. As a limit of the EM-
type algorithm the ei-means algorithm is also derived. Section 4
applies the EM-type algorithm to the approximate computation of
the rate-distortion function under the ε-insensitive loss function.
Section 5 examines the robustness property of the mixture of
ε-insensitive component distributions and the clustering perfor-
mance of the ei-means algorithm by numerical experiments using
synthetic and real data. Section 6 concludes the paper and
discusses future research directions.
2. Mixture of ε-insensitive component distributions
In this section, we deﬁne the mixture model consisting of the
noise model corresponding to the ε-insensitive loss function.
The K-component mixture model of the distribution cεðxjθÞ for
x¼ ðxð1Þ;…; xðdÞÞARd is deﬁned by
pðxjwÞ ¼
XK
k ¼ 1
akcεðxjθkÞ; ð1Þ
where w¼ ffakg; fθkgg denotes the parameter vector consisting of
the parameter θkAR
d for each component and the mixing propor-
tions fakg satisfying akZ0 for k¼ 1;2;…;K and
PK
k ¼ 1 ak ¼ 1.
In this paper, we focus on the following component distribution:
cεðxjθÞ ¼
1
Cs
exp sρεðJxθJ Þ
 
; ð2Þ
where ρεðzÞ ¼maxfj zj ε;0g is the ε-insensitive loss function, and
JxθJ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPd
j ¼ 1 ðxðjÞ θ
ðjÞÞ2
q
denotes the Euclidean distance
between x and θ. The constant s40 in Eq. (2) is called the slope
parameter, which shows the (negated) slope of the tangent of the
rate-distortion function in Section 4. The slope parameter can also
be included in the model parameter and estimated from data. A
straightforward extension of the model (1) is obtained by separately
introducing the parameter sk40 in the kth component.
The normalization constant Cs in Eq. (2) is explicitly obtained as
Cs ¼
Z
xARd
exp sρεðJxJ Þ
 
dx¼ IðdÞ
Z 1
0
e sρεðrÞrd1 dr
¼ IðdÞ ε
d
d
þe
sε
sd
Γðd; sεÞ
 
;
where IðdÞ ¼ d ﬃﬃﬃπp d=Γðd=2þ1Þ is the area of the d-dimensional
unit hypersphere. Here, ΓðuÞ ¼ R10 tu1e t dt and Γðu;αÞ ¼R1
α t
u1e t dt denote the gamma and the upper incomplete
gamma functions respectively.
The component (2) for ε¼0 is the (isotropic) Laplace distribu-
tion, c0ðxjθÞpexpðsJxθJ Þ, and the mixture (1) reduces to the
LMM [6,14]. Although we restrict ourselves to the isotropic
(spherical) component distribution in Eq. (2), it may be general-
ized to a distribution with arbitrary covariance structure in the
same manner as for the Laplace distribution (ε¼0) given in [9].
Hereafter, the mixture model in Eq. (1) is referred to as the ε-
insensitive mixture model (EIMM).
3. EM algorithm for EIMMs
We derive a learning algorithm for the maximum likelihood
estimation of the EIMM based on the EM algorithm [8,2]. The
overall framework and the E-step are formulated as in usual
mixture models (Section 3.1) while the M-step is formulated
through the dual optimization problem (Section 3.2).
3.1. E and M steps
The log-likelihood of the EIMM for the training samples
xn ¼ fx1;…; xng is lower bounded as follows:
Xn
i ¼ 1
logpðxijwÞ ¼
Xn
i ¼ 1
log
XK
k ¼ 1
akcεðxijθkÞ
Z
Xn
i ¼ 1
XK
k ¼ 1
ηik log ak log CssρεðJxiθk J Þ logηik
  Q ðwj ~wÞ:
Here,
ηik ¼
~akcεðxij ~θkÞPK
l ¼ 1 ~alcεðxij ~θ lÞ
; ð3Þ
satisfying
PK
k ¼ 1 ηik ¼ 1 for i¼ 1;…;n is the posterior probability
that xi is assigned to the kth component under the current est-
imate of the model parameter ~w ¼ ff ~akg; f ~θkgg.
The EM algorithm maximizes Q ðwj ~wÞ with respect to w at each
iteration, which is guaranteed to increase the log-likelihood. More
speciﬁcally, setting an initial value for ~w , we iterate the following
E- and M-steps until convergence:
E-step: Compute ηik for i¼ 1;…;n and k¼ 1;…;K by Eq. (3).
M-step: For k¼ 1;…;K ,
~ak’
1
n
Xn
i ¼ 1
ηik;
~θk’argmin
θk
Xn
i ¼ 1
ηikρεðJxiθk J Þ: ð4Þ
The updating rule of θk in the M-step is not explicitly solved
unlike for usual GMMs. We focus on the minimization problem in
Eq. (4) in the next subsection.
In order to estimate the parameter s, we can use the ﬁrst order
approximation, log CsC log IðdÞΓðdÞ=sdþsε, and include the update
rule,
1
~s
’
1
dn
Xn
i ¼ 1
XK
k ¼ 1
ηikρεðJxiθk J Þþ
ε
d
:
If we further introduce the parameter sk40 to each component,
its update rule is given by
1
~sk
’
1
dnk
Xn
i ¼ 1
ηikρεðJxiθk J Þþ
ε
d
;
where nk ¼
Pn
i ¼ 1 ηik.
3.2. Dual problem for M-step and partial M-step
In the M-step of the EM algorithm, it is required to minimize a
convex function of the form,
LðθÞ ¼
Xn
i ¼ 1
νiρεðJxiθJ Þ; ð5Þ
where 0rνir1 for i¼ 1;…;n. By introducing slack variables
ξ¼ ξi
 n
i ¼ 1, we reformulate the minimization of the function (5)
as the following minimization problem with inequality con-
straints:
min
θ;ξ
Xn
i ¼ 1
νiξi subject to JxiθJεrξi and ξiZ0 ði¼ 1;…;nÞ:
Let α¼ ðα1;…;αnÞ, ~Lðα;θÞ ¼
Pn
i ¼ 1 αiðJxiθJεÞ, and B¼ fα : 0r
αirνi; i¼ 1;…;ng. Examining the Lagrange dual problem of the
above minimization problem, we have
LðθÞ ¼max
αAB
~Lðα;θÞ: ð6Þ
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In fact, the maximum with respect to αi is achieved when
αi ¼
νi ðJxiθJ4εÞ
0 ðJxiθJrεÞ
(
ð7Þ
for i¼ 1;…;n. Putting this back into ~Lðα;θÞ in Eq. (6) yields the
original form of LðθÞ in Eq. (5).
To derive a simple update rule, instead of maximizing with
respect to α in Eq. (6), we ﬁrst minimize ~Lðα;θÞ with respect to θ
for ﬁxed α. We set the derivative of ~Lðα;θÞ to zero,
∂ ~L
∂θ
¼
Xn
i ¼ 1
αi
ðθxiÞ
JxiθJ
¼ 0 ) θ¼
Pn
i ¼ 1
αi
JxiθJ
xiPn
i ¼ 1
αi
JxiθJ
;
which implies the update rule of θ,
θ’
Pn
i ¼ 1
αi
JxiθJ
xiPn
i ¼ 1
αi
JxiθJ
: ð8Þ
Hence, we can think of the ﬁxed-point optimization approach that
iterates the updating rules (7) and (8) to minimize LðθÞ. However, this
approach does not always minimize LðθÞ although it does fully min-
imize LðθÞ in some cases [21]. Instead, we propose to iterate the
updating rules (7) and (8) once at each M-step, which is an example
of the so-called “partial M-step” [2], if the updating rule (8) decreases
LðθÞ even a little. When ε¼0, the overall learning procedure reduces
to the learning algorithm for LMMs proposed in [14].
For ε¼0, we can prove the monotonic decrease of LðθÞ by the
above update rule. The proof is given in the Appendix. Note,
however, for ε¼0, once the updated θ comes very close to a data
point xi, θ converges to xi because the weight for xi approaches 1 in
Eq. (8). Mitianoudis and Stathaki [14] solved this problem by
introducing a threshold δ. That is, xi is ignored when JxiθJoδ.
Eq. (7) shows that this solution is naturally implemented by the
ε-insensitive loss function with ε40.
We can optionally switch to the (sub)gradient method with a
learning rate μ,
θ’θμ θ
Pn
i ¼ 1
αi
JxiθJ
xiPn
i ¼ 1
αi
JxiθJ
0
B@
1
CA;
to guarantee the convergence. Effective optimization methods of LðθÞ
for ε40 with convergence guarantee are to be explored further.
3.3. ε-Insensitive-means algorithm
The famous k-means algorithm is derived from the small
variance limit of the EM algorithm for GMMs. The similar limit,
s-1, of the derived EM-type algorithm leads to a clustering
algorithm (Algorithm 1), which we name as the ε-insensitive-
means (ei-means) algorithm. Note that the ei-means algorithm
with ε40 is not guaranteed to converge as discussed in Section 3.2.
The ei-means algorithm has the objective function,
Xn
i ¼ 1
ρεðJxiθcðiÞ J Þ;
where c(i) denotes the cluster label of the ith data point xi although
we cannot compare the objective values to choose ε.
Algorithm 1. ei-means.
Input: Data points fxigni ¼ 1 on Rd
Output: Cluster labels fcðiÞAf1;2;…;Kggni ¼ 1
Initialize θk, for k¼ 1;2;…;K
repeat
cðiÞ’argmin
k
Jxiθk J for i¼ 1;…;n
αi’
1 ðif JxiθcðiÞ J4εÞ
0 ðotherwiseÞ
(
for i¼ 1;…;n
θk’
P
i:cðiÞ ¼ k
αi
Jxiθk J
xiP
i:cðiÞ ¼ k
αi
Jxiθk J
for k¼ 1;…;K
until convergence or maximum number of iterations
reached.
4. Application to rate-distortion computation
In this section, applying the learning algorithm developed in the
previous sections, we approximately compute the rate-distortion
function for the ε-insensitive loss function [20]. The rate-distortion
function, R(D), shows the minimum possible rate (logarithm of the
codebook size) required for reconstructing the original information
with average distortion not exceeding D [3]. It also shows how close
the optimal mixture model is to the distribution of an information
source in the sense of the Kullback–Leibler (KL) divergence as
described below.
The rate-distortion function is deﬁned by the mutual informa-
tion minimized under the constraint that the average distortion is
at most D. This problem is equivalent to minimizing the following
functional over the reconstruction density qðθÞ [3,20]:
FðqÞ ¼ 
Z
pðxÞ log
Z
e sdðx;θÞqðθÞ dθ
 
dx; ð9Þ
where p(x) is the source density, and dðx;θÞ is the distortion measure
between x and θ. If we ﬁnd the optimal reconstruction density qsðθÞ,
we have the optimal conditional density of reconstruction, which is
given by qsðθjxÞpqsðθÞexpðsdðx;θÞÞ. Then, the parametric form of
the rate-distortion function is obtained as follows:
RðDsÞ ¼
Z
pðxÞqsðθjxÞ log
qsðθjxÞR
pð ~xÞqsðθj ~xÞ d ~x
dθ dx; ð10Þ
Ds ¼
Z
pðxÞqsðθjxÞdðx;θÞ dx dθ; ð11Þ
where the negated slope parameter s is the slope of the tangent of
the rate-distortion function R(D) at ðDs;RðDsÞÞ. The rate R is measured
by the unit “nat” instead of “bit” since we use the natural logarithms
in this paper.
The above problem is also equivalent to minimizing the KL-
divergence from p(x) to the mixture of ε-insensitive distributions
(2) mixed by qðθÞ if we take dðx;θÞ ¼ ρεðJxθJ Þ. Hence, the
maximum likelihood estimation of the model
R
qðθÞcεðxjθÞ dθ
approximately solves the rate-distortion problem if we app-
roximate the source p(x) by the empirical distribution, p^ðxÞ ¼Pn
i ¼ 1 δðxxiÞ of the samples fx1;…; xng drawn i.i.d. from p(x),
where δ is Dirac's delta function. Then, the rate-distortion function
is approximately computed by obtaining the maximum likelihood
estimate w^ for the parameter of the mixture of ε-insensitive
distributions (1) for each slope parameter s if the reconstruction
distribution is restricted to be a K-component discrete distribu-
tion, qðθÞ ¼ PKk ¼ 1 akδðθθkÞ.
To examine the accuracy of the bounds for the rate-distortion
function obtained in the 1-dimensional case [20], we focused on
the case of d¼1. We ﬁxed ε¼0.1 throughout the experiment since
the relative behavior of the bounds does not change with the value
of ε, and the bounds simply get looser as ε grows. We generated
two data sets of size n¼ 106 according to the standard normal
K. Watanabe / Neurocomputing 165 (2015) 32–3734
distribution and the Laplace distribution with the density
lβðxÞ ¼ ðβ=2Þeβjxj (β¼ 1=
ﬃﬃﬃ
2
p
) respectively. The golden section
search [15, Section 10.2] was applied for solving the minimization
of LðθÞ in Eq. (5) exactly. By using the approximation of the source
by the empirical distribution and the discrete approximation to
the reconstruction distribution, we approximately calculated the
6 points on the rate-distortion curve corresponding to s¼
1:25;2:5;5;10;20;40. For each s, we applied the EIMMs with
K ¼ 2;4;…;48;50 and adopted the number of components K when
the increase in the likelihood was saturated. The resulting rate (10)
and average distortion (11) were calculated for the two data sets,
the Laplacian data set (Fig. 1(a)) and the Gaussian data set (Fig. 1
(b)). Also plotted in these ﬁgures are the upper and lower bounds
for the rate-distortion curve which were obtained in [20]. For ε¼0,
the rate-distortion function of the Laplacian source is analytically
given in [3, Ex. 4.3.2.1], and the rate-distortion function of the
Gaussian source is parametrically given in [18].
For both data sets, the rate-distortion pairs of s¼1.25, 2.5, 5, 10
are located between the upper and lower bounds and are very
close to the Shannon lower bound, which was proved to be strictly
smaller than the exact rate-distortion curve for all D [20]. This
implies that the Shannon lower bound provides a very accurate
approximation to the exact rate-distortion curve and that the
optimal reconstruction distribution can be well approximated by a
discrete distribution. We ﬁnd that the rate-distortion pairs of
s¼40 for the Laplacian data set and of s¼20, 40 for the Gaussian
data set are above the upper bounds. This may be due to the
limited number of mixture components (up to 50) and the limited
number of EM iterations (up to 500 iterations).
5. Application to multi-dimensional problems
In this section, we apply EIMMs to multi-dimensional pro-
blems. In the ﬁrst experiment, we examine the robustness prop-
erty of EIMMs using synthetic data containing outliers. In the
second experiment, we apply the ei-means algorithm (Section 3.3)
to real e-mail ﬁltering data set to compare it with the k-means
algorithm.
5.1. Synthetic data
It was demonstrated for the support vector regression that the
ε-insensitive loss function promotes robustness to outlying obser-
vations [4,7,13,16,17,19]. We investigate the robustness property of
EIMMs by using 10-dimensional synthetic data set contaminated
with outliers.
As a true data-generating distribution, we ﬁxed a 5-component
isotropic LMM with equal weights in 10-dimensional space and
generated 500 samples xif g500i ¼ 1. The mean parameters of the true
LMM were randomly generated from the uniform distribution on
½5;510 and we set s¼5. As a contamination, we replaced C¼0,
2.5, and 5% of data by random points uniformly distributed on
½5;510 to make 3 data sets with different contamination levels.
We applied the EM algorithm using the partial M-step for the
EIMMs with ε¼0 (LMM), 0.25, 0.5,…, 2.75, and 3 and obtained the
estimate w^ ¼ fa^k ; θ^kg for each EIMM. We generated the test data
f ~xigTi ¼ 1 (T¼25 000) from the true LMM (without contamination)
and calculated the test negative log-likelihood, also known as the
log-perplexity,
EðxnÞ ¼ 1
T
XT
i ¼ 1
log
XK
k ¼ 1
a^kc0ð ~xijθ^kÞ; ð12Þ
where we set ε¼0 to ignore the inﬂuence of model mismatch and
compare the accuracy of estimates for different ε. We repeated the
experiment 1000 times using different training data sets obtained
from the same generation process and calculated the average of
the log-perplexities (Fig. 2). Note here that although the value of
 0
 0.5
 1
 1.5
 2
 2.5
 3
 0.001  0.01  0.1  1
R
 (n
at
s)
D
Shannon lower bound
Analytic upper bound
Gaussian entropy bound
Rate-distortion function for ε=0
Discrete approximation
 0
 0.5
 1
 1.5
 2
 2.5
 3
 0.001  0.01  0.1  1
R
 (n
at
s)
D
Shannon lower bound
Gaussian entropy bound
Rate-distortion function for ε=0
Discrete approximation
Fig. 1. Rate-distortion bounds (curves) and approximated values of rate-distortion
pairs (crosses) for (a) the Laplacian data set and (b) the Gaussian data set. Only the
lowest curve in each panel is a lower bound, while the remaining curves (or
straight line) are upper bounds.
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Fig. 2. Average test log-perplexities for different ε. The minimum for each
contamination level is marked by a circle. The minimums of the average test log-
perplexities for the contamination levels, 2.5% and 5% are signiﬁcantly smaller than
those of ε¼0 (paired t-test, po0:05).
K. Watanabe / Neurocomputing 165 (2015) 32–37 35
the log-perplexity in Eq. (12) itself is meaningless, the smaller
value of the log-perplexity means that the test data are better
predicted by the learned model. It can be seen that introducing a
positive ε reduces the average log-perplexity when there is a
contamination if the value of ε is appropriately chosen. In fact, the
minimum average log-perplexities for C¼2.5 (ε¼0.5) and C¼5
(ε¼0.75) are signiﬁcantly smaller than the average log-
perplexities for ε¼0 according to the paired t-test ðpo0:05Þ. For
a given percentage of noisy data, selection of the ε value can be
accomplished by applying the EM algorithm repeatedly with
different ε values and comparing the likelihoods.
5.2. Spam data
To compare the clustering performance of the ei-means algo-
rithm with that of the k-means algorithm, we applied them to
Spambase data set [1], where each datum consists of 57 attributes
representing an e-mail and a binary class label representing
whether the e-mail was considered as spam or not. This data set
was originally used for the classiﬁcation problem, the details of
which can be found in [12, Chapter 1]. Assuming that there are
two clusters in the data set corresponding to the two classes
(spam or non-spam), we modify the problem as a clustering task
by removing class labels of training data.
We used 3600 data with equal numbers of spam or non-spam
e-mail data (1800 data for each class). Dividing the data set into
5 blocks, we conducted 5-fold stratiﬁed cross validation. That is, in
each fold, 2880 training data (1440 for each class) were clustered
without their labels by clustering algorithms having the number of
clusters K¼2, and each of 720 test data (360 for each class) was
classiﬁed into the cluster with the nearest mean vector. We
calculated the classiﬁcation accuracy and if it was below 0.5, we
subtracted it from 1 because of the arbitrariness of cluster
assignment.
As clustering algorithms, we used the k-means algorithm and
the ei-means algorithms with ε¼0, 0.05, 0.1, 0.15, 0.2, and 0.25.
Same routine and initialization were used for all algorithms while
only the updating rule of θk in Algorithm 1 differs in each
algorithm. The k-means algorithm has
θk’
1
nk
X
i:cðiÞ ¼ k
xi
for this step where nk is the number of data assigned to the kth
cluster. The maximum number of iterations was set to 3000.
Fig. 3 shows the classiﬁcation accuracy for each of the 5-fold
cross validation. The ei-means algorithm with appropriate ε out-
performed the k-means algorithm, which failed to obtain a
clustering result predictive of the class label for 3 data sets.1 The
ei-means algorithm with ε¼0.1 performed best on average. The
accuracy of the ei-means with ε¼0.05 is higher than that with
ε¼0 for all data sets. Hence, the nonparametric sign test
(p¼0.031) implies that the clustering method based on the LMM
(ε¼0) is improved by the ei-means with ε¼0.05.
Fig. 3 also implies that we need to select a suitable value of ε to
use the ei-means algorithm effectively. Although we ﬁxed the
number of clusters, K¼2, to simplify the clustering task, selecting
K is also an important problem in a practical scenario. Possible
approaches to selection of ε and K include cross validation and
Bayesian methods, which are to be explored in the future.
6. Conclusion
In this study, we derived an EM-type algorithm for EIMMs. As a
limit of the EM-type algorithm, we also derived the ei-means
algorithm. We applied these algorithms to approximate rate-
distortion computation, density estimation, and clustering pro-
blems. It has been demonstrated that the EIMMwith appropriate ε
is robust against noisy data.
It is an important undertaking to investigate the convergence
property of the EM-type algorithm and the ei-means algorithm in
high-dimensional problems. High-dimensional extensions of the
rate-distortion analysis are also to be addressed.
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Appendix A. Convergence property of the updating rule (8)
for ε¼0
We prove that the updating rule in Eq. (8) monotonically
decreases LðθÞ in Eq. (5) for ε¼0. This is proved based on the fact
that Eq. (8) for ε¼0,
~θ ¼
Pn
i ¼ 1
νi
JxiθJ
xiPn
i ¼ 1
νi
JxiθJ
ðA:1Þ
can be considered as the mean shift algorithm having the kernel
function, kðJxθJ Þ ¼ C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
JxθJ2
p
, where C is a large constant
[5]. While the convergence proof of the mean shift algorithm is
given in [5] for general kernel functions, we present the proof for
this particular case for the sake of completeness.
From the concavity of the square root, we have
ﬃﬃﬃ
b
p
 ﬃﬃﬃap r 1
2
ﬃﬃﬃ
a
p ðbaÞ;
for a40 and b40. It follows that
LðθÞLð ~θÞ ¼
Xn
i ¼ 1
νi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
JxiθJ2
q

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Jxi ~θ J2
q	 
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Fig. 3. Classiﬁcation accuracy against different values of ε for the ﬁve cross
validation folds (CV1–CV5). The horizontal lines with corresponding line types
show the results of k-means. The average performance is plotted by the solid line
(with circles).
1 Although we also tried the multi-start method with 10 different initializa-
tions (common to all the clustering methods), the result changed little.
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Z
Xn
i ¼ 1
νi
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
JxiθJ2
q JxiθJ2 Jxi ~θ J2 
¼
Xn
i ¼ 1
νi
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
JxiθJ2
q JθJ22xi  ðθ ~θÞ J ~θ J2 
¼ JθJ2 J ~θ J2
 Xn
i ¼ 1
νi
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
JxiθJ2
q
2θ  ~θ
Xn
i ¼ 1
νi
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
JxiθJ2
q þ2 ~θ  ~θXn
i ¼ 1
νi
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
JxiθJ2
q
¼
Xn
i ¼ 1
νi
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
JxiθJ2
q Jθ ~θ J2Z0;
where the second to last equality follows from the updating rule
(A.1). This means that LðθÞ is monotonically decreased by this
updating rule.
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