The autonomic computing layer of the smart e-Health home based on a cognitive dynamic system (CDS) can be a solution for improving health situation understanding, reducing the healthcare system costs, and improving people's quality of life. It can also be a solution for reducing the large number of sudden deaths outside of a hospital due to fatal diseases such as Arrhythmia. Towards this objective, we start from understanding the health situation, by diagnosing healthy and unhealthy persons. For this, we developed a decision-making system that is inspired by the medical doctors (MDs) decision-making processes. Our system is based on a CDS for cognitive decision-making and it can create a decision-making tree automatically. The simple, low complexity algorithmic design of the proposed system makes it suitable for real-time applications. A proof-of-concept case study of the implementation of the CDS was done on Arrhythmia disease. An accuracy of 95.4% was achieved using the proposed algorithms. Also, these algorithms can make a decision in less than 80 ms, and for one User, this includes the time for training. The proposed platform can be extended for more healthcare applications such as screening, disease class diagnosis, prevention, treatment, or monitoring healing. As a result, the proposed CDS algorithms can be an example of the first step for designing the autonomic computing layer of a smart e-Health home platform.
I. INTRODUCTION
Currently, the autonomic decision-making systems (ADMS) [1] for smart interactive cyber-physical systems (CPS) are attracting much attention from researchers and technology providers [1] - [6] , [27] . In this paper, a cognitive dynamic system (CDS) based on the ADMS concept is presented for diagnostic tests in a smart e-Health home. The CDS is inspired by the neuroscience model of the human brain and it is built on the principles of cognition, i.e., perception-action cycle (PAC), memory, attention, intelligence and language [2] - [4] . CDS has found applications in the smart home [2] and long-haul fiber-optic links [4] - [6] . CDS is proposed as an The associate editor coordinating the review of this manuscript and approving it for publication was Gustavo Olague . alternative to artificial intelligence (AI) for many AI applications [2] - [6] . Also, CDS creates internal rewards and then uses the rewards to take some actions. However, AI takes actions based on the rewards from the environment (see Section VI.A.2). Therefore, in designing the autonomic decision layer in a smart e-Health home, we choose CDS instead of AI.
The algorithmic presentation of a CDS for linear and Gaussian environments (LGE) were presented in [3] . In [4] - [6] , a CDS was proposed for smart fiber optic communication systems as an example of using CDS for decision making in complex smart systems. It should be mentioned that we use the term cognitive decision making (CDM) for decision making using CDS. Also, complex smart e-Health systems such as smart e-Health home are non-Gaussian and nonlinear health environments (NGNLHE). Here, NGNLHE means that the outputs of the healthcare system are not linearly dependent on the input. Also, the outputs of healthcare systems do not have Gaussian distributions.
The CDS was presented for a smart home in [2] as an enhanced-AI. While a CDS block diagram was presented, no detailed algorithms neither discussed nor provided. It should be noted that, the smart home is different from a smart e-Health home in terms of applications. Therefore, in this paper, we propose the detailed algorithms of a CDS for diagnostic tests in a smart e-Health home.
The basic model of a CDS is provided in Fig. 1 . Besides, Fig. 1 shows the three main subsystems in a CDS: (i) Perception by the perceptor; (ii) a Feedback channel for sending the internal rewards; and (iii) the Executive for performing actions on the environment, which together create the PAC. More details about CDS and PAC can be found in [3] . In this paper, CDS is used as the subsystem of ADMS for semimedical diagnostic applications with a policy for low false alarm rates. The main contributions of this work can be summarized as follows:
1. The concept of CDS is used as an alternative to AI in ADMS and for the non-Gaussian and non-linear health environment (NGNLHE). The inspiration of CDS from natural human intelligence brings the advantage to simulate a medical doctor (MD) decision-making approach with less complexity. 2. The architectural structure of an ADMS is designed as the first step of the health situation understanding and diagnosis. In this paper, we focus on the diagnostic tests between a healthy and unhealthy situation using ADMS towards the goal of low false alarm policy. 3 . Algorithms for decision making between healthy and unhealthy situations are presented. These algorithms are designed based on creating a decision-making tree in the perceptor. Also, the algorithms use a semi-medical doctors' one-dimensional decisionmaking approach. Therefore, the CDS decision making is based on only one feature. Also, in the proposed algorithms, measurements using actuators and sensors are regarded as cognitive actions. The decision based on one feature results in less complexity and simple algorithms for real-time decision-making in a NGNLHE. Further, low complexity and simple algorithms will help in designing a platform for other healthcare policies such as screening or disease class diagnosis. Because we are using low complexity and straightforward algorithms, the system can be trained dynamically and makes a decision quickly. As a result, the CDS is applicable for many real-time applications in a smart e-Health home. 4. We have designed a flexible ADMS to provide acceptable accuracy in different medical situations. For example, if the database for training the system is insufficient, then the system acts like MDs. Therefore, for known User-health conditions, the ADMS can determine if someone is healthy or unhealthy by extracting the normal range of medical features. As another example, in the case of some sensors failing, the ADMS can find alternative features from the other available sensors. These alternative features will lead to new actions to give the best possible diagnosis. For example, if the system faces a blood pressure sensor failure, then it may check the lung sound and heart rate instead of blood pressure. 5. A proof-of-concept case study in which a virtual CDS-based ADMS is applied to Arrhythmia diagnosis is performed. It is shown that this new design performs with 95.4% accuracy. This accuracy is achieved even with missing measured information for some features such as the heart rate of some Users. These missing features can be considered as sensors' failures.
In Table 1 , a comparison between the proposed method and some related works on this Arrhythmia database decision-making accuracy is shown. This paper is organized as follows. In Section II, related works are briefly discussed. In Section III, a brief description VOLUME 7, 2019 of why we use the CDS for the diagnostic tests is given. In Section IV, the autonomic computing layer of a smart e-Health home is presented. In Section V, non-Gaussian and nonlinear health environments are discussed. In Section VI, the architectural structure of CDS for the application of ADMS for NGNLHE and the proposed algorithms for zero false alarm health condition diagnosis are discussed. In Section VII, we discuss the simulation results for the proof-of-concept case study for Arrhythmia diagnosis. In Section VIII, we present the research challenges and future work. Finally, the conclusions are presented in Section IX.
II. RELATED WORKS
Here, we provide a very brief review of related published methods using machine learning or AI techniques. These techniques are applied for diagnostic testing or decision making in healthcare applications. Recently, because of the increasing popularity of wearable and portable health sensors, health records and data have rapidly grown. As a result, a large number of healthcare datasets have been generated [10] . To predict clinical outcomes or clinical problems, clinicians and researchers apply machine learning and AI algorithms using available datasets [11] . Also, machine learning is being applied to the diagnosis of various diseases [12] - [15] . Besides, these techniques can also be used for disease treatment and optimal decision making [16] - [18] .
In [19] , machine learning was used to reduces false Arrhythmia alarm from electrocardiogram (ECG) signals. In [20] , [21] , it was shown that machine learning can even be used to generate reports from medical images [20] , [21] . Here, the generalizable prediction models can be extracted by machine learning-based approaches. Then, the patterns of the measured data can be extracted. Thus, extracted patterns help MDs to perform more personalized clinical prediction in patients [22] .
III. WHY A COGNITIVE DYNAMIC SYSTEM?
In this section, we briefly discuss machine learning scenarios. Then, we discuss how CDS is selected among popular machine learning scenarios. In this paper, AI uses machine learning approaches to creates intelligent machines. AI created by machine learning is different from symbolic rule-based AI. Therefore, instead of programming predefined rules, AI using machine learning can learn from datasets, examples and experiences. In machine learning-based AI, a machine learning algorithm extracts the model from the dataset. Then, the model can be used for prediction. Also, the algorithm can learn to optimize models based on dataset and policy (special task such as low false alarm policy diagnostic test).
A. MACHINE LEARNING APPROACHES
Machine learning is an interdisciplinarity field in computer science, mathematics and statistics. Generally, there are many machine learning approaches such as supervised learning, reinforcement learning, semi-supervised learning, unsupervised learning and transfer learning. We will only focus on the first two main types supervised learning and reinforcement learning.
1) SUPERVISED LEARNING
The most popular approach in machine learning for practical applications such as predicting the length of stay in hospital, medication response and health condition is supervised learning (SL). SL can find patterns inside data. In general, the SL algorithm can learn how to create a classifier for predicting the output variable y for a given input variable x. The SL algorithm extracts a mapping function f where y = f (x). An algorithm with a set of data {x 1 , x 2 , . . . , x n } with the corresponding output label {y 1 , y 2 , ..., y n } builds the classifier.
SL can be divided into two main branches: (1) learning by type of prediction and (2) learning by type of modeling. The type of prediction problems can be divided into regression or classification. For predicting continuous output data, regression learning methods can be more suitable. For the prediction of output class, classification algorithms such as logistic regression, naive Bayes, decision trees, or support vector machines (SVM) are better choices [23] . For example, a child's height prediction can be made better by linear regression. However, the decision tree or naive Bayes are better for binary diagnostic test prediction. The type of modeling can be the extraction of a discriminative model such as decision trees and SVM algorithms. These algorithms can extract the decision boundary within the data based on the learning goal. However, machine learning methods such as naive Bayes or Bayesian approaches, can learn the probability distributions of the data.
In summary, SL trains an algorithm on a labeled database to predict the correct outputs for the unseen inputs. SL can be applied to problems with input/output. Also, the labeled dataset should be available for SL. In addition, SL can be used for prediction and classification, such as image recognition and filtering spam emails.
2) REINFORCEMENT LEARNING Figure 2 shows a schematic diagram of reinforcement learning (RL). RL maps a decision-making problem into an interaction of a computer agent with a dynamic environment by trial and error [24] . The computer agent attempts to reach the best reward based on feedback received from the dynamic environment when it searches the state and action spaces. For example, in healthcare applications, the RL algorithm will try to improve the model parameters based on iteratively simulating the state (User health condition). Then, after applying the action (e.g., activating or deactivating sensors, amount of medication delivery and modeling accuracy), the agent obtains the feedback reward from the environment (healthy or unhealthy approval by MDs in the clinic). The RL algorithm can then converge to a model that may generate optimal decisions [16] .
In summary, RL learns through trial and error from interaction with a dynamic environment such as learning to play a game or a movie/video recommendation system. There are states and actions in RL. Typically, no database is required for RL and it can find the action for optimizing the reward. RL receives the reward/punishment from the dynamic environment. Figure 3 shows the conceptual implementation of our proposed CDS for the healthcare environment (See Fig. 10 later) . By combining SL and RL as two main scenarios of machine learning, CDS can be considered as an enhanced AI. The perceptor of the CDS can extract the model using a SL algorithm. Using the extracted model, the perceptor can generate the internal reward and predict the dynamic environment outcome [3] . In this paper, dynamic environment is the health environment. Perceptor sends the internal reward to the executive through the feedback channel. RL in the executive uses the internal reward in the current PAC to find an action that can optimize the internal reward for the next PAC. In summary, unlike typical RL, the executive of the CDS can use the extracted model by the perceptor to apply a cognitive action on the dynamic environment. The internal reward gives the CDS self-awareness, self-consciousness and independence from the dynamic environment. Briefly, the CDS has the ''conscience'' about the action. For extracting the internal reward, the SL algorithm should be applied in the perceptor. However, in typical RL, the agent applies the actions blindly to receive feedback from the environment. Therefore, the CDS is a more appropriate choice rather than a typical RL in intelligent machine applications.
3) PROPOSED COGNITIVE DYNAMIC SYSTEM

IV. SMART E-HEALTH HOME BASED ON CYBER-PHYSICAL SYSTEM ARCHITECTURE
Globally, Internet-of-Things (IoT) is attracting much attention from researchers and technology developers and providers [25] , [26] . IoT technology is based on connecting a variety of conventional devices and systems such as sensors, actuators, appliances, TV and cars with computing devices to have the capability to automatically transfer data over a network. Therefore, IoT creates a network of intelligent systems that can communicate with each other or with human Users [25] , [26] . In recent years, the considerable advances in computing, wireless and network communications among and from low cost and low power sensors, actuators, and electronic components have made many previous fictional applications of IoT now practical, an example being the smart e-Health home presented in [27] . This application can potentially make our lives more comfortable and safer, as well as dramatically reduce the healthcare system cost for elderly healthcare. For simplicity, we focused on the cyberphysical system (CPS) sub-area of IoT for the architecture of a smart e-Health home. Fig. 4 shows the smart e-Health home architecture as a cyber-physical system. A smart e-Health home can be considered to have four main layers [27] :
• Sensors and Actuators: These are environmental and medical sensors, appliance and home control units, or any device or methods providing information between Users (humans) and computers/robots in human-computer interaction (HCI) or human-robot interaction (HRI).
• Home communication network: This layer is responsible for information gathering and management, feature extracted from signals and discovery of appliances or sensors.
• Autonomic computing: This layer is responsible for knowledge management, situation understanding of the inhabitants such as whether the User has a disease or not, intelligent reasoning and decision making. This cyber part of the smart e-Health home is termed as the ADMS for information processing of the measured signals from the sensors.
• Safety and healthcare services: This can include health-care services (hospital/doctors), safety services (police, fireguards), remote support, telemedicine, e-Health networks and other smart e-Health services. In this paper, we focus on the autonomic computing layer of a smart e-Health home. The implementation bottlenecks of the autonomic computing layer of smart e-Health homes were discussed in [28] - [30] . As we mentioned before, the autonomic computing layer can be termed as the ADMS [31] , [32] . ADMS is responsible for information processing that captures sensory data of the smart home environment as well as those related to the health of the inhabitants (Users). Typically, the ADMS can be implemented using an artificial intelligence (AI) technique. However, in this paper, we implemented the ADMS using the cognitive dynamic system (CDS) concept.
ADMS can be used for different situations or recommendations with minimal human intervention. Note that ADMS is not intended to replace medical doctors, but the ADMS can be inspired from MDs decision-making approaches. Also, it can perform time-consuming tasks, and handle emergency issues in which time is a critical element in saving the life of the User using real-time monitoring at home. Therefore, Users can have health monitoring as needed in a comfortable environment (their home) without interrupting their daily activities.
In this paper, we implemented the proof-of-concept of ADMS using the proposed CDS for diagnostic tests or low false alarm policy. We focus on a low false alarm policy (someone has a disease or no disease) as the first stage of our work. For the implementation of a low false alarm policy, the CDS is inspired by the decision-making approaches of medical doctors (MDs). On the other hand, if a person with an unknown or a new disease visits an MD, then the MD can still make the diagnosis that the person is not healthy. The MD can diagnose the condition based on measured abnormal symptoms or features. Therefore, we choose the binary decision making of a User's health state as the first step in designing an ADMS using CDS.
The binary decision making between healthy and unhealthy persons has a key role in designing the ADMS of a smart e-Health home. This is because binary decision-making results can be used as the base for developing a future comprehensive ADMS of a smart e-Health home such as disease class diagnosis or screening (See Section VIII.B also). Therefore, the proposed CDS can be considered as the first step in designing a simple ''cyber semi-medical doctor's decision-making system (CSMDDMS)'' for situation understanding between a healthy and unhealthy User in the autonomic computing layer of a smart e-Health home.
V. NON-GAUSSIAN AND NONLINEAR HEALTH ENVIROMENT
Often, the data obtained or measured from health conditions are not normally distributed (non-Gaussian) [33] , [34] . Also, most of the extracted features of the measured sensors' signals are non-linear functions of the human health condition. Therefore, human health can be considered as a non-Gaussian and non-linear environment, such as breast cancer modeling [34] .
The conventional CDS described in [3] is designed and implemented for a linear and Gaussian environment. Therefore, standard CDS cannot apply to a non-Gaussian and nonlinear health environment (NGNLHE) for decision making. For decision making on the health condition of the User number u, the relation between extracted features from measured signals by the sensors and the User number u health conditions can be defined as follows:
where the vector O refers to features that are extracted from measured signals from sensors such as the electrocardiogram (ECG), photoplethysmogram (PPG), or electroencephalogram (EEG), or the typical information such as sex, height and heart rate. HD = [hd 1 , hd 2 , . . . , hd H ] refers to the health conditions we would like to diagnose. For example, the hd 1 , hd h =1, H and hd H are User health state without diseases, with disease class of hd h =1, H and with unknown disease class, respectively. W = [w 1 , w 2 , . . . , w N ] represents the non-Gaussian noise. The feature o n is a nonlinear function of g n (·) . Also, a feature o n has a non-Gaussian distribution for any health condition of hd h . In (1), for a specific User, the vector O is known from measurements and the User's health condition is unknown. For simplicity, we just consider the binary case to find someone without the diseases h 1 and hd h>1 = {hd 2 , . . . , hd H }. As we know, medical doctors (MDs) can diagnose between these two conditions (i.e., someone with or without disease) using the measured feature o n . Therefore, our CDS architecture is inspired by MDs decision-making method in a NGNLHE. In the first step, the CDS is designed to make a decision between a healthy or unhealthy condition. 
VI. PROPOSED ADMS USING CDS ARCHITECTURE AND ALGORITHMS
In this section, we describe proposed the CDS architecture and algorithms that can be applied for decision-making purposes in NGNHLE. The detailed proposed CDS architecture for health situation decision making is shown in Fig. 5 . A CDS has two main subsystems: (i) the perceptor, and (ii) the executive with a feedback channel linking them. Through interactions with the Users (environment) and e-Health network, a PAC is created in the form of the training and prediction modes, using local feedback loops and a global feedback loop, respectively. First, we describe the perceptor and executive training modes using related algorithms. Next, we discuss the decision-making tree, the feedback channel and internal rewards in training mode or prediction mode for both the perceptor and the executive. The CDS operates in three modes: (i) training (ii) prediction and (iii) steady state. The CDS functions will be different depending on its mode. The steady-state mode means that nothing seems abnormal, or there is no User request.
In Fig. 5 , the training database can be updated dynamically in three ways:
1. The data and information collected by the sensors for Users with a known health state (Users with a known health state, or after 100% assurance decision making depending on the policy and focus level). 2. The database can be updated through e-Health and healthcare networks.
3.
The smart e-Health home can be a node in a network of smart e-Health homes. The data and information collected in the database will be converted to the model library in the perceptor and actions library in the executive after running the CDS in its training mode. The perceptor and executive will gain more knowledge dynamically after the training database is updated (see Fig. 5 ). The CDS will use the knowledge in the perceptor model library for prediction of the health conditions of Users with unknown health states.
For specific situations or on request by the Users such as something abnormal in the home or crying out with pain, needing help or the User saying directly, ''I am not feeling well,'' then the CDS can initiate the prediction mode. The knowledge is used to reason and predict the health situation of the User, and then to determine whether any action is needed based on the policy and objectives. Here, the policy is with low false alarm in diagnosing between healthy and unhealthy conditions. Knowledge in the perceptor is represented as a set of concepts and the relationships among them, together with the User's health situations.
Therefore, in a specific situation or on a User's request, the CDS will switch from steady-state to the prediction mode state, and the fuzzy nature of this process is presented in Section VI.A below. Also, the CDS in the training mode dynamically updates the knowledge in the perceptor and actions library in the executive after the database is updated in the three ways discussed above. This update can be done in real-time and even in parallel to the prediction mode or during the steady-state mode. In Sections VI.B to VI.D, the algorithmic description for the training and prediction modes are described. Finally, in section VI.E, the complexity of the presented algorithms are discussed.
A. FUZZY NATURE OF THE PROPOSED COGNITIVE DYNAMIC SYSTEM FOR SMART E-HEALTH HOME APPLICATIONS
Typically, for the internal reward calculation, the CDS uses Shannon's theory [3] to calculate the entropic state at time n. The technique based on the Shannon theory is applied to a linear and Gaussian environment (LGE). However, in a non-Gaussian and nonlinear health environment (NGNLHE), the complexity of using standard CDS internal reward calculation is higher than in the typical LGE.
For real-time applications in this paper, the algorithms should be simple, straightforward and fast. Thus, we would like to avoid using extra logarithms, complicated functions and integrals required in the entropic state calculation provided by standard CDS. Here, the internal reward is inspired by the fuzzy human decision-making approach with lower computational cost (especially for making a decision in a complex health environment).
Fuzzy logic here means that the logic values of variables can be a real number between 0 and 1 [35] - [37] . Also, fuzzy logic is widely used for medical decision making in health environments such as Value-Laden choices [38] , medical decision making in the intensive care unit (ICU) [39] , and artrial fibrillation detection [40] , [41] .
Fuzzy logic can be presented as the assurance about the decision. For example, we can make the wrong decision when the assurance is less than 1. Similarly, the proposed CDS can measure the assurance about the decision after taking actions (See eq. (7) and Section VI.D).
In this paper, the proposed CDS runs a diagnostic test for a User, then diagnoses between the healthy or unhealthy situation with a low false alarm policy. Based on this policy, the CDS assumes that the User is healthy at first, but without taking any actions, the confidence and assurance factor is zero.
As mentioned above, the first assumption/decision of the CDS is that the User is healthy. However, without doing any actions, the system has zero confidence and zero assurance about the decision of the User being healthy. If the system finds that the person is not healthy, this is 100% assurance, because the key feature has a value outside of the normal range, then all processes will be stopped. In this case, the User should be referred for disease diagnosis to the medical doctors or other algorithms. However, by doing more actions, the CDS can be more confident about the first assumption and decision (that is, the User is healthy). In any focus level, if the CDS meets the predefined threshold of assurance (e.g., 97.5% of assurance) or acceptable probability of error (e.g., 2.5% chance of error) about the initial decision that the User is healthy, then the CDS can send the User to the prevention part of the healthcare system.
If the focus level of the CDS cannot be increased, but the CDS finds all key features are within the normal range and the CDS does not assure enough about the health condition of User (e.g., 94% assurance < 97.5% accuracy threshold), then it will claim the User as healthy. However, the CDS knows that the threshold was not met for the User and refers the User to medical doctors for screening or to other screening algorithms. In screening, unlike our proposed algorithms in this paper, the assumption and policy are that the User is unhealthy unless the healthcare system can find evidence that shows that the User is healthy. Furthermore, in screening, a high false alarm is acceptable.
B. HIGH-LEVEL ALGORITHM PRESENTATION FOR THE PROPOSED CDS
In this section, we describe the high-level presentation algorithm for the proposed CDS that can be applied for the ADMS of a smart e-Health home. The high-level algorithm shows the outline of the complete procedure of a proposed CDS in one focus level. Table 2 lists the notations used in this paper for easy referencing.
The algorithm is described briefly as follows (Please see Fig. 5 ):
• CDS training mode: a) Perceptor training mode. b) Executive training mode.
• CDS prediction mode: a) Executive (planner). b) Executive (reinforcement learning). c) Perceptor (run diagnostic test). d) Perceptor (assurance factor calculation). e) Executive (policy).
High-Level Algorithm for Proposed CDS Using Algorithms 1-4
CDS training part: Re-run after updating the database or focus level increasing by internal commands
Perceptor training part (see algorithms 1-3 and Fig. 5 In a conventional CDS, the perceptor should have Bayesian filtering based on the Kalman filter. However, the Kalman filter cannot be used for non-Gaussian environments. Because, the filter equations are extracted for a linear and Gaussian environment [3] . Therefore, the Bayesian filter is omitted, and instead, the Bayesian equation is directly used for extracting the posterior in decision making. The multilayer Bayesian generative model using decision trees is a typical method in machine learning. The CDS training mode can be summarized in the following three parts which can be described as follows:
1. Creating a decision-making tree (see Algorithm 1), 2. Knowledge and actions extraction from the database (see Algorithm 2) 3. Actions refinement in the executive library (see Algorithm 3).
1) CREATING A DECISION TREE
Medical doctors typically use the decision-making tree approach for screening or diagnostics. For example, the pediatric tachycardia algorithm with a pulse and poor perfusion are discussed in [42] , [43] . Therefore, the CDS should automatically create this decision-making tree. A general schematic of the proposed decision-making tree is shown in Fig. 6a . In Fig. 6b we provide a simple example of the decisionmaking tree with three focus levels. In Fig. 6b , three ''Focus levels'' are shown. In ''Focus level 1,'' the measured signals, User information, features, actions, and desired false alarm rate are the inputs. Then, the CDS check all five features (Sex, Age, BP, HR, and BR), and computes the internal rewards. If the internal reward is below a predefined threshold, the CDS increases the focus level.
In ''Focus level 2'', for both branches of ''sex'' and ''age,'' the system arbitrarily selects one of them, for example, ''sex.'' Then, it computes the internal rewards (either male or female) based on the other four features (Age, BP, HR, and BR) and compares it to a predefined threshold. If the threshold for ''sex'' is not met, then the system switches to ''age'' and similarly computes the internal rewards and compares it to a predefined threshold. If the predefined threshold is again not met, then the system switches back to the ''sex'' branch and increases the focus level to ''Focus level 3''. In this example, the CDS continues in this way subject to eqs. (2) and (3) given below. The proposed idea of the decision-making tree is inspired by the focus level concept in a human brain [1] , the focus level concept in CDS [3] , and the MDs decisionmaking approach.
To create the decision-making tree and implement the focus levels in CDS, we use Algorithm 1. This proposed algorithm updates the Users and features for each tree branch f (e.g., male or female), tree node k (e.g., sex), and focus level m (e.g., second focus level). Fig. 6b shows an example of the decision-making. These updates can be done by calculating the probability of the branch in the database, which can be extracted as P
is easily found using the probabilities extracted for the discretized node feature k (see Algorithm 1) in focus level (m−1) with m>1.
The tree branches can be binary, because traditionally, some features have two values. For example, someone can be either a smoker or non-smoker, drinks alcohol or does not drink alcohol. However, for some features such as the age, more than two branches can be created if there are enough number of instances in the training database. Therefore, eq. (2) shows the condition that can be used for branching using the feature statistically discretized (FSD) approach.
In eq. (2), umin is the minimum required number of Users for branch tree f and focus level m for reliable model extraction.
In eq. (3), the Threshold is a predefined acceptable diagnostic error by the system. This minimum value for the number of Users can be found using a Monte-Carlo approach for extracting reliable conditional probabilities or a Bayesian generative model. Then, the information related to this decision tree can be saved in the perceptor and executive memory. Besides, if the Threshold (see eqs. (2) and (3)) for the internal reward is not meet for all branches of the global feature of k m in focus level m (see Fig. 6a ), then the perceptor will use the global feature of (k+1) m for branching. However, if at least one branch of k m achieves the Threshold, then the executive increases the focus level m to focus level (m+1).
In each focus level, the CDS learns which features can provide new information about the unhealthy conditions of Users. The main advantage of this method is that even without a database, when the health condition of the User is known as no disease, the system can extract the normal ranges from sensor(s) measurements. However, the information about important features (i.e., the features that provide information about a User's health) helps the CDS to find important features for doing purposeful and cognitive actions.
For example, a smart e-Health home may actuate the blood pressure, weight, and heart rate sensors to diagnose tachycardia. However, cognitive actions like those taken by MDs can only actuate the heart-rate sensor for the diagnosis. Also, more focus levels can reduce the natural diagnosis error by default. Here, the natural diagnosis error means that there is a wrong decision due to incorrect reasoning. A wrong decision does not include errors due to measurement noise or failures of the sensors.
As an example, it is known that the normal fractional carbon monoxide in human blood is less than one percent [44] . As a result, more than one percent of carbon monoxide in the blood may need an alarm and treatment actions related to carbon monoxide in the immediate environment. However, with more evidence, the CDS may find that the Users are smokers. Therefore, more focus levels or branches such as how many cigarettes are smoked per day, the interval between smoking cigarettes and cigarettes brand will be implemented.
The normal amount carbon monoxide in the blood of a healthy smoker may be higher than one percent. As an example, for a smoker who smokes one pack of cigarettes per day, their normal carbon monoxide level in the blood can reach 3% to 6%. This is increased to 6% to 10%, when smoking two packs per day, and increases to 20% for three packs a day [44] . Therefore, the adaptive training system in the CDS perceptor makes it flexible in diagnosing severe health issues. However, if we consider smoking or tobacco addiction as the disease, then the scenario can be different.
Algorithm 1 shows how this training part is working in our CDS. Algorithm 1 shows how the CDS can find the important features in any arbitrary focus level. It uses a vector line for the calculation to reduce the algorithm complexity as much as possible. Therefore, it can be trained and can make a decision dynamically for real-time situations in a smart e-Health home. In this way, CDS is a suitable platform for ADMS.
In Algorithm 1, in line 8, we assumed from focus level 3 that the redundant tree branches should be removed. For example, branching from sex in focus level 2 (m = 2) to age in focus level 3 (m = 3) (see Fig. 6b ) is similar to branching from age in focus level 2 (m = 2) to sex focus level 3 (m = 3).
MODEL LIBRARY IN THE PERCEPTOR AND ACTIONS LIBRARY IN THE EXECUTIVE
Normally, a MD can diagnose someone with diseases even if they did not diagnose such diseases before. Therefore, a semi-MD's approach is used for smart e-Health home applications.
Here, the ADMS layer should be flexible enough to work with different features, conditions and policies. In addition, the ADMS may face two challenges in a smart e-Health home.
1. There is no database, but we can extract and measure the features of current Users. The designed CDS need to be trained using a database, which is a collection of data corresponding to a data matrix Updating Users in the database for the branch of each tree depend on the probability 5:
for set of f k m m ∈ 1, 2, . . . , F k m m do 6:
Calculate the P (k m m) f : use previous probabilities extracted in previous focus level 7:
U
− {1, . . . , k} 10:
End if 11:
End for 12: End for 13: End for the CDS can find if a User has some diseases by extracting some features that seem abnormal. 2. We have enough number of instances in the database that includes healthy and unhealthy Users. However, we may have a failure of one or more sensors. In this case, the CDS should be able to find alternative features (i.e., features of available sensor signals that can help to diagnose a User's health state) in related available actions to keep the performance reliable enough. Therefore, in a real-time situation, the CDS algorithms should take proper alternative actions quickly.
The proposed CDS for ADMS in this paper can tackle conditions 1 and 2 (see Section VII.A later), which are important for improving the system's reliability in a health-care scenario. To meet challenges 1 and 2, we should use an algorithm with low complexity. The first training level is to find the model and the normal ranges. For extracting the posterior, the following probabilities should be calculated, P(B 
where the HD = [hd 1 , hd 2 , . . . , hd H ] can correspond to
is the discretized range for the feature number o, focus level m, main feature k and branch number f . In the database, the normal range means that 100% of the values of the features of Users without diseases fall in this range that can be calculated (see Fig. 7 ) using:
Algorithm 2 shows the model extraction by the perceptor for creating the model library. Also, Algorithm 2 creates the actions library by the executive. As a result, the actions can be assumed to be the same as MDs decision-making [23] . In addition, in common with MDs, these normal ranges can be dynamically changed by receiving new information or knowledge after dynamically updating the database. In addition, the normal ranges can be varied with more focus for better accuracy.
In the executive training mode, the executive extracts actions and their weights for low false alarm policy (diagnostic test). Algorithm 2 shows how these extractions are performed (See Fig. 7 also) . If we have the features that provide information about Users with diseases (that the feature value is in the red region, see eq. (5) also), then this can be considered as an important feature. Data training is conducted using Algorithm 2. Then, Algorithm 3 can refine actions in the executive training mode. This means that the executive keeps important actions for diagnosing between healthy and unhealthy situations. Important actions mean that the features that can provide new information about an unhealthy situation. Algorithm 3 helps the system to use less memory, and because it has low Sort the r_buf in descending order and remove 0 value elements 4: for The CDS stores the features of important actions in the executive actions library. The action space can be defined as follows:
Here, c k is the action in PAC number k and m is the focus level (see Table 2 ). The action space means that all possible actions can be done during a User's health prediction mode by the executive.
D. PREDICTION MODE: PERCEPTOR AND EXECUTIVE
Algorithm 4 shows the implementation of the CDS prediction mode. Also, this algorithm shows how the CDS performs when we have a User in a smart e-Health home with an unknown health situation. In this condition, the system randomly chooses an action from the actions library. Then after applying new actions, the assurance factor (AF) is calculated using eq. (7):
The assurance factor measures the expected assurance about the decision (see section VI.A also) after doing current action c k (mh|o k m ) (f k m , FA = 0). Therefore, the internal reward can be calculated as follows:
Then, the system, depending on the health conditions related to hd 2 , . . . , hd H (see eq. (1)), will apply related actions. Related actions mean asking for related information to the User or activating sensors. For each disease, the executive activates the sensors to obtain maximum information about the health conditions hd h and h > 1 (see eq. (1)) using the planning and learning sections (see Algorithm 4) . Reinforcement learning will be done once, when the database is updated with new information.
E. COMPLEXITY OF THE PROPOSED ALGORITHMS
Typical machine learning (ML) techniques select the key features based on different methods such as principal component analysis. Then, the typical ML techniques use all key features simultaneously to extract the model. After this, the extracted model by ML can be used for decision making in a multi-dimensional space. In this approach with typical ML techniques, modeling, and decision making for Users with unknown health conditions will take much time. However, in our proposed algorithms, the key features can be found in the executive training mode (See Algorithms 2 and 3). In addition, for decision making, the CDS will check all features one by one in each PAC. Therefore, instead of creating a multi-dimensional feature space, the CDS checks the features sequentially. Because of checking the features one by one, CDS can decide in a one-dimensional space. Then, the decision-making accuracy is improved using the PAC concept. As a result, the proposed algorithms are fast enough for real-time healthcare applications such as in a smart e-Health home.
Having fast enough algorithms for real-time healthcare applications are an important advantage of our proposed approach using CDS. However, it should be noted that the required memory for saving models and action space will increase as the number of focus levels are increased in the CDS. In addition, to address increasing algorithms complexity by increasing the number of focus levels, we can define a bound for the maximum possible focus level as the Complexity threshold. Then, we can calculate the total acceptable branches of the decision tree as: Internal rewards calculation 23:
kmfj max then 26:
Alarm and disease diagnosis process 27: Decision = Unhealthy 28:
Return Decision 29:
End if 30:
End for 31:
if C_buf = ∅ then 32:
Go to line 18 33:
End if 34: End for 35: if rw t mkf <= threshold then 36: Healthy life recommendations 37: Decision = Healthy 38:
Return Decision 39: elseif Users in focus level m+1>=u min then 40: increase focus level 41: else 42:
Run Screening process 43: End if 44: End for 45: End for Furthermore, F k m corresponds to the maximum number of decision-making tree branches in focus level m and global feature k. For the desired predefined Complexity threshold, the CDS cannot increase the focus level more than M. However, in practice, the bound is determined by the lower value from either eq. (9) or eqs. (2) and (3), and that will be the maximum focus level.
VII. CASE STUDY: DIAGNOSING BETWEEN A USER WITH OR WITHOUT ARRHYTHMIA
Every year, about 326,000 out-of-hospital sudden cardiac arrest (OHSCA) can happen in the USA [45] . The median age of these persons is about 65 years. Unfortunately, the survival rate is 10-11%. It is important to know that the survival rate can improve to 33.3% if OHSCA happens in front of another person(s) [46] . More than 80% of sudden cardiac death is due to ventricular Arrhythmia [46] , [47] . Globally, the prevalence of Arrhythmia is unknown. However, it is assumed that millions of people in the world have Arrhythmia [48] . Also, Arrhythmia is most common in persons older than 35 years [45] , [48] .
In the USA, 850,000 persons are hospitalized each year due to Arrhythmia [45] . Some researches show that at least 16-17% of Canadians are not aware that they have Arrhythmia disease [49] . Diagnosis of Arrhythmia is made by the 12-leads ECG [50] (see Fig. 8 ) or by using the Holter monitor for two or three weeks monitoring [51] . However, these methods can only diagnose about 50% of Arrhythmia [52] . Figures 8a and 8b show an example of 12-leads ECG output signal and ECG electrodes locations for leads on the human body, respectively. In the standard 12-leads ECG, six of the leads are known as ''limb leads'' because they are placed on the wrists and feet of the User. These six limb leads are known as leads I, II, III, aVF, aVR, and aVL (See. Fig. 8b ). The letter ''a'' represents for ''augmented,'' as aVF, aVR and aVL leads are calculated as a combination of leads I, II, and III. Therefore, as shown in Fig. 8b , aVF, aVR and aVL are the names for ECG leads for foot and right and left wrists, respectively. The leads V1-V6 are known as ''precordial leads'' because leads V1-V6 are placed on the chest (precordium). Also, in this paper, leads V1-V6 corresponds to the ECG leads 1-6.
In this section, simulation results are presented for the Arrhythmia case study as a proof-of-concept study, using the proposed algorithms in the previous sections. We used the MATLAB Arrhythmia database [53] for the case study simulations. Also, the MATLAB database is known as the UCI Machine Learning Repository [54] . The MATLAB Arrhythmia database includes 279 extracted features including age, sex, height, weight, heart rate and 12-leads ECG features (see Fig. 8 ) such as T wave angle, T wave duration and QRS angle for each lead for 452 persons (for ECG signal feature definition see [55] ).
The MATLAB Arrhythmia database is mentioned as one of the hardest databases for classification [56] . This is because the MATLAB Arrhythmia database has a few numbers of instances (i.e., 452 instances) and there are some missing features such as J angle or heart rate (key feature) for some Users. Therefore, these missing features can simulate sensor failure in practical applications that were mentioned in Section VI.C.2. The persons in the MATLAB database were classified into 16 classes. Class 1 is for no Arrhythmia, classes 2-15 correspond to different classes of Arrhythmia and class 16 corresponds to an unknown Arrhythmia class. Also, the prevalence and demographics of Users in the MATLAB Arrhythmia database are presented in Table 3 . Arrhythmia is defined as irregular, too fast (tachycardia) or too slow (bradycardia) heartbeats.
A. SIMULATION PARAMETERS AND RESULTS
Here, we use the leave-one-out cross-validation (LOOCV) for training and verifying the performance of the CDS. In this method, all Users except one are used for training, and the excluded User is used for testing and health-state diagnosis accuracy. This process is repeated for N = 452 times for N Users based on the MATLAB Arrhythmia database. The advantage of LOOCV is that the entire database can be used for training and testing. The error rate can be calculated as the average of the error rate of each iteration. More detailed information related to the LOOCV validation technique can be found in [57] .
The health space is hd h ∈ {hd 1 = healthy, hd 2 = AC2, hd 3 = Arrythmia class (AC) 3, hd 4 = AC4, hd 5 = AC5, hd 6 = AC6, hd 7 = AC7, hd 8 = AC8, hd 9 = AC9, hd 10 = AC10, hd 11 = AC14, hd 12 = AC15, hd H =13 = Others(class 16 of database)} where h ∈ {1, 2, . . . , H = 13}. Based on the proposed algorithms, examples of some actions for Focus level 1, which can provide information about the Users' health status, are shown in Figs. 9(a)-(h) for the most prevalent Arrhythmia classes (see Table 3 ) in the MATLAB database. Also, Table 4 shows the list of examples of actions in Fig. 9 for the Focus level 1. Here, the CDS can diagnose Arrhythmia (see Fig. 9 ) by activating the specific electrodes in the 12-leads ECG (see Algorithm 4 and section VI.B). Actuating only required electrodes results in lower sensors usage, lower energy usage and longer sensor lifetime. We set the Threshold for the estimated error at 2.5% (i.e., (1-AF)≤0.025 and 97.5% assurance factor (AF), see eq. (3), and section VI.C.1). Therefore, using eq. (3), the umin is equal to 200. Due to the lack of enough Users in the MATLAB database, the CDS maximum focus level is 2 with two tree branches (see eq. (2), and umin=200).
In Focus level 2, CDS uses the sex feature in the MATLAB database only to extract the important features that depend on smart e-Health home User. Most features in the Arrhythmia database have a non-Gaussian distribution. For example, Fig. 10 shows the conditional probability for the heart rate (HR) without and with Arrhythmia, which has a non-Gaussian distribution.
As mentioned before, we used the LOOCV method to verify the proposed CDS algorithms performance for diagnosing the Arrhythmia as a proof-of-concept example. Therefore, the User-under-test is removed from the Arrhythmia database. Then, at Focus level 1, using Algorithm 2 in the CDS training mode, the perceptor creates the model library, and the executive extracts the important features. Next, in Algorithm 3, these important features are refined and the features that did not provide new information are removed. Also, in Algorithm 3, an action space for the executive is created.
Using Algorithm 4 (also, see Section VI.B) at Focus level 1, the executive (see Algorithm 4 and Section VI.B, planner part) apply the actions from the actions library for diagnosing the disease class of hd h>1 . If the User is healthy and (1-AF)>Threshold = 0.025, then the CDS checks the User's health for hd h+1≤H =13 . Here, in Fig. 11 , the average results are shown for the estimated diagnosis error as filled circles (i.e., 1-AF) and the average real error as the open circles for the LOOCV method. Also, in Fig. 11 , the aver- age diagnosis of the real error is 18% at PAC number 52 (the CDS does not know the real error shown as the open circles). However, at PAC number 52, the assurance factor is ∼95%, and the estimated error of 0.05 is larger than the Threshold = 0.025.
As the focus level can be increased (see Algorithm 1) for branches male and female (see eq.2, Table 3 : male data: VOLUME 7, 2019 203 and female data: 249 > umin=200), the executive sends internal commands to the perceptor to increase the focus level. The same training procedure is done for creating models and actions library in Focus level 2 for the perceptor and the executive, respectively (see Algorithms 2 and 3, and section VI.B).
The CDS rechecks the User, depending on whether the User is male or female (see Algorithm 4 and Section VI.B: Prediction part). Fig. 12a shows that the real final diagnosis error for the male Users is 5% at PAC number 34, and the estimated error is 0.02, which is less than 0.025, the predefined threshold. So, if all the measured features of a male User are normal, then the system can claim him as a healthy User and can send him to receive healthy living and disease prevention recommendations. Fig. 12b shows that the real diagnosis error (open circles) for female Users is 14%. Also, the estimated error for female Users using the assurance factor is ∼0.18 (filled circles), which is higher than 0.025 as the predefined threshold. Also, due to the lack of the number of available instances in the Arrhythmia database, the focus level cannot increase to 3. Therefore, for the female Users, if the CDS do not find any disease class in the female User signals, then the female Users are sent for the screening process.
In Table 5 , the total real diagnosis accuracy improved from 82% to 90% by increasing Focus level 1 to Focus level 2 for the low false alarm policy (FA=0). In addition, the total accuracy improved from 91.7% in Focus level 1 to 95.4% in Focus level 2. Another important improvement is the reduction in required number of PAC. The reduction of the maximum required PAC numbers can be seen by comparing Fig. 11 and Figs 12a and 12b . In Focus level 1 (if the system does not know about the User's sex), we needed 53 PACs. However, in Focus level 2 for males, number of PACs is reduced from 53 to 34. Similarly, the required PACs for female Users are reduced to 29. Thus, the usage of the sensors can be reduced in Focus level 2.
In Figs. 11 and 12 , there are some breaks in the real error graphs (open circles). The actual error is unknown in the proposed CDS. In addition, the estimated error (filled circles) using the internal reward (1-AF) is an approximation of real diagnosis error that cannot follow these breaks in the real diagnosis error (open circles). By seeing the description of Algorithm 4 and the high-level algorithm presentation in Section VI.B, the executive does the actions to check if the User has a certain disease class, for example, the second disease class of Arrhythmia (hd 2 ). If the User does not have the disease class hd 2 , then the CDS will check if the User has the disease hd 3 with other actions in action space for hd 3 . This process continues until the disease class hd H (here, for this Arrhythmia database, it is hd H =13 ). For example, the first best action that is selected for diagnosing the disease class of hd 3 may perform better than the last action for diagnosing the disease class hd 2 . Therefore, the breaks in the real diagnosis error are due to switching for diagnosing different Arrhythmia classes.
B. PROPOSED ALGORITHMS COMPLEXITY AND RUN TIME
It is useful to compare the complexity of the proposed method in this paper with the techniques presented in Table 1 .
We run all algorithms on a Microsoft Surface-Pro with Intel R Core TM i706650U CPU @ 2.20GHz 2.21 GHz, 16 GB RAM, system type 64-bit Operating System x64-Based processor using MATLAB. For the proposed algorithms in Table 1 , the runtimes are between 2 to 10 minutes. However, this runtime for the proposed CDS is about 35.8 seconds (including LOOCV for 452 times modeling and decision making for two focus levels). Therefore, the proposed algorithms using the CDS concept are much faster than the typical methods such as support vector machine [9] . As a result, the proposed algorithms need less than 80 ms to do real-time modeling in two focus levels and to make a decision about a User in a smart e-Health home. Besides, the proposed algorithms are fast enough for real-time applications in a smart e-Health home.
VIII. RESEARCH CHALLENGES AND FUTURE WORK
In this paper, we implemented the first step of the ADMS for ''Diagnostic test (low false alarm policy) for someone who has a disease or no disease.'' However, in future, the algorithms should be extended for other ADMS policies, step by step to include: ''Screening applications'', ''Diagnosing disease class, i.e., someone has known diseases, but ADMS should diagnose the disease class'', ''Search for and treat the cause of disease'', ''Healthy life recommendations for illness prevention'', and ''Tracking, recovery, and healing after surgery or medical treatment''.
A. ADMS EXTENSION FOR HEALTHCARE APPLICATIONS
For extending ADMS to other healthcare policies using the CDS, proper datasets are necessary for training the CDS and preventing blind trial and error by the executive reinforcement learning (RL). In addition, for prevention policy and tracking recovery and healing after surgery or medical treatment, the fundamental definition of prevention or tracking algorithm should be converted to an engineering description for implementation.
In addition, in prevention, the CDS should be able to predict the User's future health condition as the current CDS is designed to find health conditions at the present time. With predictive capabilities, the CDS can recommend to the User the required actions for the present time and help the User to maintain their good health condition. In addition, for the disease class diagnosis policy, the important question of: ''How many disease classes can be diagnosed by the CDS in the presence of unforeseen noise, disturbance, and false information?'' should be answered.
Therefore, for reliable diagnoses and reduced risks, the CDS should able to calculate the maximum number of possible disease classes that can be diagnosed at the present time. In addition, another open question to be studied is ''How the CDS can use a reduced dataset (e.g., some important sensors failed or are not functioning properly) with the ADMS and its policies to still make an accurate diagnosis?'' A preliminary form of this question is addressed in this manuscript, but more study is needed. Also, in future, we plan to extend the ADMS based on the CDS for other healthcare policies such as the screening process by extending the algorithms proposed in this paper. Finally, when these questions are answered, it will be possible to apply the CDS to health screening and disease prevention.
B. SECOND CASE STUDY ON ARRHYTHMIA RESULTS
Our next step is the extension of proposed algorithms in this paper for screening and disease class diagnosis applications. Therefore, we select the database of the PhysioNet Computing in Cardiology Challenge (CINC) 2017 [58] for the extension of our proposed algorithms. The provided ECG recordings in the CinC 2017 database are collected using the FDA approved AliveCor KardiaMobile device. The KardiaMobile device is a commercial smart ECG sensor. KardiaMobile is a single-lead ECG system for personal use [58] . The database contains 8,528 single-lead ECG recordings from 9 s to just over 60 s. The sampling frequency of the AliveCore device for ECG recordings are 300 Hz. The database has ECG waveforms of normal rhythms (Healthy), atrial fibrillation (AF) rhythms, other rhythms (Other class of Arrhythmias) and noisy recordings.
In this paper, we have proposed diagnostic test Algorithms for training, refining and updating the CDS and how to use it for a User health diagnosis. In Fig. 13 , we show a schematic representation of our future work on the CINC challenge dataset to extend the proposed CDS for screening and disease class diagnosis applications. For feature extraction, we used available MATLAB codes on the Physionet website [59] . The codes can extract up to 188 features from the ECG signals [59] . Then, we run the proposed CDS similarly to the first case study using the LOOCV validation. As a result, we provide the accuracy results in comparison to reported accuracy [58] , [60] - [64] for this database in the published papers in Table 6 .
Then we applied our proposed CDS for the diagnostic test on this database. The CDS meets the threshold 0.025 at Focus level 2 (m = 2) and global feature of 116 (K 2 = 116). Also, the tree branches for each global feature at Focus level 2 are three (F 2 = 3). 
IX. CONCLUSION
In recent years, efforts were made to develop an autonomic computing layer in a smart e-Health home. However, currently, there are no comprehensive autonomic decision-making system (ADMS) or standards for the smart e-Health home autonomic computing layer. Practically, the ADMS functions needed are for real-time dynamic training or decision-making, screening, treatment, healing tracking as well as healthy living recommendations. In this paper, we proposed the first step for an ADMS based on a cognitive dynamic system (CDS) for running the diagnostic test and health situation understanding with a low false alarm policy.
The system architecture and algorithms are presented for health situations (i.e., healthy or unhealthy) diagnosis with low false alarm policy. To illustrate the application of our proposed system, a proof-of-concept case study is done on the Arrhythmia database. Our system provided an acceptable total accuracy of 95.4% that was achieved by increasing the focus level of the CDS. Also, for the proposed Arrhythmia case study, the run time of our algorithms is less than 80 ms for a User of the smart e-Health home. This time included time for the real-time modeling in two focus levels and for decision making.
The smart e-Health home can be implemented using IoT technology as a more generalized form of a cyber-physical system. In this scenario, the smart e-Health home using IoT technology must consider issues related to fog and edge computing and latency. Furthermore, the proposed, low complexity fast algorithms for the autonomic computer layer do not intensify these IoT technology issues because in the example provided, less than 80 ms was required time for training and prediction.
For the Arrhythmia case study as a proof-of-concept example, we used the database in which some key features such as heart rate were missing. It should be noted that missing key features can also be regarded as sensor(s) failure. Therefore, we could simulate the proposed CDS flexibility and reliability in the presence of the sensor(s) failure. Further, the 95.4% accuracy shows that the proposed CDS can find alternative actions for the relevant diagnostic tests.
In summary, for implementing the CDS, the following concepts are implemented in this paper: decision-making tree, inspiration from medical doctors (MDs) decision-making approach, converting data in the database to knowledge, prediction using the Bayesian model, and the characteristics of non-Gaussian and non-linear health features. These concepts are used in the presented CDS algorithms. The CDS can check one feature in each perception-action cycle (PAC). Checking one feature in each cycle makes the proposed algorithms simple and fast. Therefore, the presented algorithms are well suited for a real-time smart e-Health home or a future robotic nurse. Finally, this paper is the first step for designing the ADMS for a smart e-Health home as the platform that can be extended for different healthcare policies such as screening process or diagnosing the disease class.
