Abstract. We have studied a two dimensional lattice model of Coulomb glass for a wide range of disorders at T ∼ 0. The system was first annealed using Monte Carlo simulation. Further minimization of the total energy of the system was done using Baranovskii et al algorithm followed by cluster flipping to obtain the pseudo ground states. We have shown that the energy required to create a domain of linear size L in d dimensions is proportional to L d−1 . Using Imry-Ma arguments given for random field Ising model, one gets critical dimension d c ≥ 2 for Coulomb glass. The investigations of domains in the transition region shows a discontinuity in staggered magnetization which is an indication of a first-order type transition from charge-ordered phase to disordered phase. The structure and nature of Random field fluctuations of the second largest domain in Coulomb glass are inconsistent with the assumptions of Imry and Ma as was also reported for random field Ising model. The study of domains showed that in the transition region there were mostly two large domains and as disorder was increased, the two large domains remained but there were a large number of small domains. We have also studied the properties of the second largest domain as a function of disorder. We furthermore analysed the effect of disorder on the density of states and showed a transition from hard gap at low disorders to a soft gap at higher disorders. At W = 2, we have analysed the soft gap in detail and found that the density of states deviates slightly (δ ≈ 1.293 ± 0.027) from the linear behaviour in two dimensions. Analysis of local minima show that the pseudo ground states have similar structure.
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Introduction
The Coulomb glass (CG) is a system in which all electron states are localised and they interact via long-range Coulomb potential. At low temperature, these localised electrons are unable to screen the Coulomb interactions effectively. The long range nature of the Coulomb interactions leads to a soft gap [1, 2, 3] in the single-particle density of states (DOS). Efros and Shklovskii [3] predicted a power law, ρ(ε) ∝ |ε − µ| δ near the chemical potential µ, with δ ≥ d − 1 in d-dimensions. This effect changes the conductivity from lnσ ∼ T 1/4 to T 1/2 as temperature (T ) is decreased [4, 5] . The formation of gap and the crossover of T 1/4 to T 1/2 at low T have been confirmed experimentally and numerically [6] . Another important effect of Coulomb interaction is correlation effects, i.e. existence of collective hops instead of single electron hops [7] . In the recent years, focus has shifted from higher disorder to low disorder region [8, 9] . Finite temperature simulations in three-dimensional (3d) CG [10] have shown that a transition from fluid to the charge-ordered phase was consistent with the random field Ising model (RFIM) universality class.
One of the motivation of this paper is to understand the importance of Coulomb interactions in domain formation in the ground state and how the structure of the domain differs from the short range model i.e. RFIM. The Imry-Ma arguments [11] on which the initial theoretical papers on RFIM [12, 13, 14, 15] were based, suggested that the energy required for the formation of a large compact domain of linear size L in d-dimensions is O(L d−1 ). The amount of energy gained from the fluctuations of random field in the domain is O(L d/2 ), so the long range order will get destroyed for d < 2. The ground state of 3d RFIM shows a transition from ferromagnetic to disordered state as disorder is increased [16] . Binder [17] argued that roughening of domain walls would stabilize the domain in two-dimensions and lead to destruction of ferromagnetic ordering. A rigorous proof was then given by Aizenman and Wehr [18] stating that there is no long-range order in 2d RFIM. These arguments led to a critical dimension d c = 2. Numerical evidence [19, 20] shows roughening of domain walls and the ground state breaking into domains above a length scale that depends exponentially on the random field strength squared, further strengthened the argument that d c = 2. Experiments on 2d dilute antiferromagnets, showed that no long-range ordering is present [21, 22] , but a possibility of first order transition in 3d has been observed [23] .
Contradicting all the above work, evidence of numerical signs of transition in 2d RFIM at T = 0 below a critical disorder was shown by Frontera and Vives [24] . In 2013 Sinha and Mandal [25] used Monte Carlo simulations to show that for weak fields 2d RFIM possesses long-range ordering. The validity of the Imry-Ma arguments in RFIM was tested by doing numerical calculations. The properties of domains were significantly different from the assumptions made by Imry and Ma [26, 27] . In a completely compact domain, surface area ( [26] found the value of τ = 0.59 for 2d and τ = 0.84 for 3d for disorder just above the critical disorder. For 2d since the value of τ > 0.5, they claimed that the domains were not compact (referred to as non compact in this paper). For 3d since τ is closer to 1, they claimed that the domains are fractal. For 2d, at higher disorders Esser et al [27] obtained value of τ = 0.98 and they also classified their domains as fractal. In our previous work [28] , we studied a 2d CG lattice model where we have shown a first order transition from charge-ordered phase to disordered phase at zero temperature using finite size scaling. According to our finite size analysis the critical disorder for 64 × 64 system was 0.265. At critical disorder in contradiction with the Imry-Ma arguments, we found non compact domains where most of the random field energy was contained in the domain wall. Our results were inconsistent with the Binder's roughening arguments as well. A first order transition from liquid to stripe ordered phase has also been observed in 2d triangular lattice with Coulomb interactions [29, 30] .
In this paper we study the effect of increasing disorder on the domain of the 2d CG at T ∼ 0. We have first given a theoretical argument which shows that even for a system with long range Coulomb interactions the energy required to form a large completely compact domain is proportional to surface area of the domain in accordance with the Imry-Ma argument. It was verified numerically that this argument holds for large non compact domains also. We then studied the evolution of charge-ordered phase to a disordered phase as disorder was increased at zero temperature. We found that as disorder increased the state of the system changes from charge-ordered phase to disordered phase at a critical disorder (W c ). The effect of disorder on the domain structure was investigated and we found that at W + c (i.e. disorder just above the critical disorder (W c )), the second largest domain was non-compact and became fractal at large disorders. As disorder was increased, number of domains increases from 1 (at chargeordered phase) to ≈2 at W + c and a large number at high disorders. The structure and the number of domains also has an effect on DOS. We have then studied the effect of disorder on the DOS.
The rest of the paper is arranged as follows. In Sec. 2 we have discussed our model. In Sec. 3 our minimization algorithm is discussed in detail. In Sec. 4 we have given a theoretical argument that for a system with long range Coulomb interactions the energy required to form a regular domain scales as L d−1 as suggested by Imry and Ma for short range interactions. Using our numerical data we have then shown that this argument holds for non compact domains also . In Sec. 5 we are looking at the variation of order parameter around the critical disorder. In Sec. 6 we have studied the properties of the domains as a function of disorder. In Sec. 7 we have investigated the DOS as a function of disorder. Also the gap exponent δ was calculated at higher disorders and compared with the earlier results. In Sec. 8 we have studied local minima statistics, where we found that the domains were pinned at a certain location independent of its initial state. The local minima (pseudo ground states) have similar structure. Conclusions are presented in Sec. 9.
Model
We consider the classical 2d CG lattice model [3] , in which the electron states are assumed to be localized around the sites of a square lattice with lattice spacing a ≡ 1. We work with a case of half filling which implies that the number of electrons are half the total number of sites (N). We use the pseudospin variables S i = n i − 1/2 where n i ∈ 0, 1 is the occupation number at site i. The Hamiltonian of the system can now be written in spin language as
where the unscreened Coulomb interactions are described as J ij = e 2 /κR ij , κ is the dielectric constant and R ij is the distance between site i and j. We are using periodic boundary condition which eliminates the boundary effects and makes each site equivalent [31, 32, 33] . Hence the distance between sites i and j were considered as the length of shortest path. This limitation imposes a cut off in the Coulomb interactions at a distance equal to L/2 where L is the linear dimension of the system. φ i 's denote the random on-site energies, chosen randomly from a box distribution with interval [-1,1] and W is the disorder strength. The particle-hole symmetry with symmetric disorder distribution lead to µ = 0. All the energies were measured in the unit of e 2 /κa and all distances in the unit of a.
Numerical simulation
We have done simulated annealing using Monte Carlo technique for 64 × 64 square lattice. The initial system was completely random spin configuration {S i } with half sites assigned with S i = . The {φ i }'s were chosen in the following manner: for each run, the configuration of signs of the random energies is kept fixed ({φ i } was chosen from a box distribution {−1, 1}) and then multiplied by W/2 where W is the disorder strength, which was increased from 0 to 2. [28] , we have chosen more points in the transition region. This approach has an advantage that one is able to see the evolution of domains as W is increased. Annealing using Metropolis algorithm [34] was done from T = 1 to T = 0.01 (where we have taken T = 1, 0.5, 0.33, 0.2, 0.143, 0.125, 0.11, 0.105, 0.1, 0.095, 0.091, 0.087, 0.083, 0.08, 0.077, 0.066, 0.05, 0.04, 0.033, 0.02, 0.01). At W = 0, as temperature is decreased there is a transition from paramagnetic to charge ordered phase at T c = 0.103 [35] . The critical temperature decreases as disorder is increased. Hence we have chosen a lot of temperatures between T = 0.143 and T = 0.05. At high disorders the Coulomb gap formation starts at T = 0.2 and goes till T = 0.05 [36] . So the temperatures used for annealing are adequate for both low and high disorders used. Kawasaki dynamics was used as the number of electrons are conserved. A single electron hop attempt involves randomly choosing two sites of opposite spins for spin exchange. We used 3 × 10 5 number of Monte Carlo steps at high temperatures and increased the number to a maximum of 5 × 10 5 at low temperatures. A single Monte Carlo step refers to N/2 spin exchange attempts.
The minimum energy state obtained from Monte Carlo simulation were then used for further minimization by an algorithm given by Baranovskii, Efros, Gelmont, and Shklovskii (we refer here by BEGS) [37] . The first criteria for minimization was that the Hartree energy of all electrons should be less then the Hartree energy of all holes. To do this subroutine called "µ − sub" given by BEGS was used in which Hartree energies (ε i ) [3] 
of the minimum energy state was checked to see whether all occupied sites (i.e. S i = 1/2) had lower energies than the empty ones (i.e. S i = −1/2). If this condition was not satisfied then, site with S i = 1/2 having the highest energy was exchanged with site having lowest energy and S i = −1/2. The Hartree energies were then recalculated and the process was repeated until the ordering was correct. This was the end of "µ − sub". The second criteria for minimization was that the minimum energy state should be stable against all single electron hole transitions. So in the next step as mentioned by BEGS, we checked that the transition energy
is positive for all pair of sites (consisting of opposite spins). If this condition was not satisfied by a pair, then their spins were exchanged and all the Hartree energies were recomputed and µ − sub was called again, followed by checking the condition in Eq. 3. This was repeated till both the conditions mentioned by BEGS were satisfied. The final local minimum energy state thus obtained is stable against all single electron hops and was termed as "min state". The states obtained after Monte Carlo annealing were found to be very stable and hardly any minimization was achieved by using BEGS algorithm. The number of exchange done by BEGS algorithm were of the order of 2 at higher disorders (W > 0.65) and ≈ 0 at lower disorders. The min state was then used to perform cluster analysis by Hoshen-Kopelman algorithm [38] . Using this algorithm we identified the domains in each configuration, where cluster of nearest -neighbour sites which have same σ i = (−1)
ix+iy S i was defined as a domain where i x and i y are the x and y coordinates of site i and S i is the spin at site i. The number of domains in each configuration was denoted by n c . The domaindomain interaction was found to be negligible (excluding the interaction between the domain in question and the domain enclosing it ) for all domains. This allows one to flip domains independently of each other. Next a subroutine (delH) was called up. In this subroutine, a domain was flipped and the new energy of the system was calculated. The relative change in energy was calculated as
where E new is the energy of the system after domain flipping and E init is the energy of the initial state. Then the system was flipped back to its initial state. This procedure was repeated (n c −1) times to calculate the energy required to flip each domain. The domain with minimum ∆E (where ∆E < 0 only was considered) was selected among all the domains. This was the end of delH. The sites of the selected domain were then flipped.
It is important to note that only those clusters were flipped which lowered the energy of the system. The flipped state was now considered as the initial state and the cluster identification was done again. Subroutine "delH" was called up and the procedure was repeated till one got a single domain or the system reached the lowest energy state. The final state thus obtained was called the pseudoground state or metastable state.
In Fig. 1 annealing (without cluster flipping the final state got after annealing). One way is that for each disorder configuration {φ i }, anneal the system starting from different initial configurations {S i }. Each initial configuration leads to a minimum energy state. The lowest energy state is then the pseudo ground state [37] . Another way is to anneal the system very slowly. Both these processes will be time consuming and therefore we have used cluster flipping. At higher disorders the domains are very stable and there is hardly any cluster flipping, so there is little difference between min state and our pseudoground states. The minimum energy state (pseudoground state) is not the true ground state. In Sec. 8 we will show that the pseudoground states are similar to each other. In this paper, we have assumed our pseudoground state as the ground state and this is used throughout the paper unless mentioned otherwise.
Theoretical argument
We are here proposing an argument to calculate the energy of a large regular domain which is square for d = 2 ( see FIG. 2 ) and cube for d=3, created in the ground state of a d-dimensional CG lattice model at half filling. The Hamiltonian of the system can also be written as
where ε ′ i = ′ j J ij S j is the interaction energy. The prime on summation sign here denotes that the term with i = j is not considered. In the zero disorder limit, the ground state of a CG system has Antiferromagnetic ordering. So interaction energy at each site is equal to d-dimension Madelung energy (ε ′ d ). Staggered magnetisation defined as σ = 1/N N i=1 σ i , is the order parameter. As the system has anti-ferromagnetic ordering, each row (in 2d and plane in 3d) on the lattice is charge neutral. For any charge, the contribution to its interaction energy can be divided into two parts (a) from charges on the line (plane) on which the site is located (b) charges on few rows (planes) just above and below the charge under consideration and negligible contribution coming from rest of the lines(planes) [39] . There is no surface effect as we are using periodic boundary conditions. Now if we consider a large regular domain, which is square for d = 2 ( see FIG. 2 ) and cube for d = 3, then the interaction energy of the sites inside the domain will be equal to ε ′ d using the reasoning given above. For this argument, the planes we are considering are parallel to the surface of the domain. Extending the same argument, the interaction energy of the site on the surface of the domain (we call it domain wall) becomes approximately equal to d − 1 Madelung energy (ε
. This is because, for a site i on the domain wall, ε
where J ), Imry-Ma argument can be applied to a large regular domain. This might explain why 3d CG is in the same universality class of RFIM as claimed earlier [10] .
At W + c , we found that the second largest domain was non-compact (shown in Sec. 6). So one needs to numerically test the relationship DE ∝ S (where DE is the domain energy and S is the surface area of the second largest domain) for non-compact domain. The plot of DE vs S (FIG. 3) inset shows that the relation DE = η × S (where η = 0.033) is valid here. The value of η calculated numerically is slightly higher then the predicted theoretical value for 2d which is η = (ε respectively. This is the reason why our numerical results are close to our argument given for DE calculation.
Order Parameter
The investigations in this section were done at the transition region only (W < 0.30) at zero temperature. At zero disorder and zero temperature, the system is in charge- This discontinuity in staggered magnetization is an indication of first order transition which was confirmed using finite size scaling approach in our previous paper [28] . In that paper, we have used {φ i }'s chosen randomly from a box distribution [−W/2, W/2]. There the critical disorder corresponds to that W at which maximum number of configurations make a transition from charge-ordered phase to disordered phase. In our present simulation, W c for each set of {φ i } is different. From FIG. 4 , one can see that in few configurations, size of the second largest domain is very small. In these configurations, the single domain state (where σ = 0.50) first breaks into a small domain (where σ ≈ 0.4) followed by a large jump in σ (where σ = small). This was confirmed by the probability distribution for the largest jump in σ at each disorder configuration as shown in FIG.5. Such small jumps in magnetisation and energy was also observed in 3d RFIM [40, 41] . These small jumps do not lead to a singular behaviour.
Hence to look at thermodynamically favourable transitions one should analyse large jumps.
Properties of the domain
In this section, we first looked at the variation in the size of the first and the second largest domain with disorder (as shown in FIG. 6 ). We found that for W < 0.20 one has charge-ordered state and then with increase in disorder the state breaks into two large domains. As disorder increases, the size of the first and second largest domain decreases. This is because of large number of small domains becoming stable at large disorder. The evolution of domains with disorder can be seen in FIG. 7 . The distribution of number of domains with disorder is shown in FIG. 8 . In the inset of FIG. 8 we have shown the size distribution of domains (excluding the largest and second largest domains) that exist at W = 2.0. One can see that the average size of the largest and second largest domains is less than the percolation threshold (p c = 0.59) for 2d [42] .
To test the validity of the Imry-Ma arguments on CG model, we focussed on the structure and the nature of random field fluctuations of the second largest domain at different W. The compactness of the second largest domain was checked by using a power law relation [26] S ≈ V τ , where the volume (V) of the domain is the total number of sites in the domain. When calculating the surface area and the volume of the second largest domain, we have not included contribution from holes (smaller domains inside the domain). The value of the surface exponent τ for a large compact domain is 1 − 1/d. In our case a large square domain with no internal holes corresponds to a compact domain. The value of τ at different disorders is shown in Table 1 . The high value of τ at the transition region (W = 0.265) indicates that the domains are noncompact. At W = 0.265, we got mostly two large domains. The non-compactness of the second largest domain is due to roughening of the domain walls (effect due to any hole inside the domain has been neglected). The roughening corresponds to adjustment of the domain wall to minimize the total energy of the system. With increase in disorder τ increases as the non-compact second largest domain become fractal (τ ≈ 1). The second largest domain at W = 2.0 is shown in FIG.9 for the same configuration whose complete domain picture (including all the domains) is shown in FIG. 7 . One can see that a non compact second largest domain at W = 0.265 (FIG. 7) becomes fractal at W = 2.0 (FIG.9) . Next we tested the hypothesis that the total random-field fluctuations (F) in a domain is typically a rms deviation and is proportional to the square root of V . A general power law expression [26] can be written as F ≈ V λ where λ was considered as an undetermined exponent. The value of λ at different disorders is summarized in Table  1 . One can see that even at low disorders λ is significantly higher than the theoretical value (λ = 1/2) given by Imry and Ma argument.
We have also calculated the ratio F wall /F at W = 0.265 and at W = 2.0 (high disorder region) at each configuration. In FIG. 10 one can see that the range of the ratio is 40% to 60% for most of the configurations at W = 0.265 which increases to 60%-80% at W = 2.0. This indicates that at W = 0.265 the random field energy of the second largest domain is contained more in the domain boundary and this effect increases as the disorder increases. As shown in FIG. 4 on that site or not. We found that the percentage of sites where the spin orientation is determined by the random field on that site increases as the disorder increases. At W = 0.265, 60%-70% of the sites on the domain wall follow the random field which increases to 85%-90% for W = 2.0.
So our results suggests that the second largest domain is non-compact in the transition region and becomes fractal as the disorder increases. Also the random field fluctuations are contained more at the domain boundary. These results are consistent with the numerical work [26, 27] 
Density of states
In 1975, Efros [43] used a self-consistent method to calculate DOS. He argued that in 2d, DOS near the Fermi level calculated using single-particle excitation or polarons (multiparticle excitations) are of same order i.e. ρ(ε) ∼ | ε |. The first numerical simulation of the single particle DOS for 2d was performed by BEGS [37] . They considered a 16 2 system with free boundary conditions at disorder strength A = 1 ( which is W = 2 in our notation). They calculated the DOS using pseudoground states which were stable against single electron hops. Their results show a linear behaviour in DOS (δ = 1.0) for the energy range 0.1 < |ε| ≤ 0.7 which was in agreement with the theoretical predictions [3] . For ε < 0.1, their results were less accurate. Later Davies, Lee and Rice [31] used a procedure very similar to BEGS but they carried out limited check for two electron hops also. They considered a 16 2 lattice but with periodic boundary conditions. They have exploited the electron-hole symmetry and considered µ as the mean of the random energies φ i . We have used the same method to calculate µ. They compared their work at B = 2 with BEGS work at A = 1 and showed that their results for ρ(ε) were best fitted by a power law with an index of about 3/2 near µ. They attributed the change in δ mainly to the change in boundary conditions. A more sophisticated minimization techniques were adopted later [32, 33] , which allows one to tackle very large system sizes. Möbius et al [32] found δ ≃ 1.2 and Glatz et al [33] found δ ≃ 1.23 for 2d system. They also stressed that in 2d, there is a very small effect of stabilizing the ground state against two particle hops. We have also investigated the single-particle DOS at different disorders (W ) as shown in FIG. 12 . The gap exponent (δ) at higher disorders was calculated and summarized in Table 2 . Comparing our results at W = 2 (scaling shown in the inset of FIG. 13 ) with the previous work [37, 31, 32, 33] we also found DOS deviating from the linear behaviour (δ ≃ 1.293 ± 0.027).
Glatz et al have studied the effect of disorder on DOS for 256 × 256 square lattice. They used Uα i with α i ǫ [−1, 1] defined as the quenched uniformly distributed random site energies, where U is their disorder strength. They defined a hard Coulomb gap as
where ε
min was the minimum Hartree energy of the unoccupied site and ε (1) max was the maximum Hartree energy of the occupied site. Below U c ≈ 1/4 (which is W = 0.50 in our notation) they found a charge-ordered phase, where ∆ h decreases linearly with U. At U c they found a sharp discontinuity in ∆ h as they claim that the global crystalline structure breaks down and the hard gap disappears ( ∆ h ≈ 0). This is attributed as a sharp transition from charge-ordered phase to probably a glassy phase. We have also calculated the hard Coulomb gap (∆ h ) as defined by Glatz et al (in Eq. 6 ) and its behaviour as function of W is shown in FIG. 13 . One can see, that ∆ h shows a sharp change at W = 0.265. This corresponds to a transition from charge-ordered phase to disordered phase at W ≈ 0.265. From our previous work [28] we know that as L increases, W c decreases towards W = 0.2253 and the transition becomes sharper. Therefore one expects for larger system sizes, ∆ h ≈ 0 will occur at lower disorder obtained 240 different pseudo ground states. The fact that each initial distribution leads to a different pseudo ground implies that the pseudo ground states obtained are a small fraction of the total number of pseudo ground states present in the system. We found that all the pseudo ground states obtained at each W have similar domains structure and are pinned at a certain location. At each disorder, we have then calculated the number of active sites between all the obtained pseudo ground states .i.e. the number of spins exhibiting S 
The distribution of ∆ αβ (for all pairs of α, β) at each disorder is shown in FIG. 14. One can see that around the transition region, ∆ αβ are high which decreases as one increases the disorder strength. This is because around the transition region many domain wall rearrangements are possible (with very small energy difference) leading to high number of excitations. Such a situation was also observed in 3d RFIM [45] . At higher disorders spin orientation are dominated by the {φ i }, which is fixed for all configurations at each W here. Hence the number of active sites reduces drastically. From FIG. 14 one can see that even at low disorders the percentage difference in occupancy between different pseudo ground states in less than 20%. The energy difference between these states is O(1). Hence one can assume that the properties of these pseudo ground states are not very different from each other.
Conclusions
We have shown that the Imry-Ma argument for short range RFIM can be extended to CG system at half filling. We have numerically investigated two dimensional CG lattice model using Monte Carlo annealing to very low temperature from zero to large disorder. The energy of the annealed state was further minimized using BEGS algorithm and cluster flipping to obtain the pseudo ground states. We then investigated the domains around the critical disorder and found a transition from charge-ordered phase to disordered phase, leading to discontinuity in the staggered magnetisation as reported in our earlier work. The evolution of disordered phase with increasing disorder was studied next. We found that the second largest domain formed in the disordered phase is non-compact in the transition region and fractal at higher disorders. The random field fluctuations are contained more at the domain wall of second largest domain in contradiction with Imry-Ma assumptions. We have also investigated the effect of disorder on DOS. Our analysis of DOS at W = 2 shows that the gap exponent δ ≈ 1.293 ± 0.027, which is greater than the theoretical predictions [3] but close to the previous numerical results [31, 32, 33] . An important question is what is the effect of multi-particle transitions on the nature of the ground state at high disorders. Our pseudoground state is stable against single particle transitions and cluster flipping. At high disorders the cluster flipping was found to be unimportant. It is possible that a very different minimum energy state could be obtained if multi-particle transitions were allowed during the annealing. This could lead to DOS with gap exponent closer to one as theoretically argued by Efros. It will be interesting to study the domain structure of this minimum energy state. The absence of hard gap coincides with our critical disorder which is much smaller than the value reported by Glatz et al. Filling of the gap at intermediate disorders is due to increase in non-compactness of the domains with increase in disorder.
