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Abstract
In this paper we give a suitable notion of entropy solution of parabolic p-laplacian type equations with
1 p < 2 which blows up at the boundary of the domain. We prove existence and uniqueness of this type
of solutions when the initial datum is locally integrable (for 1 < p < 2) or integrable (for p = 1; i.e. the
total variation flow case).
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1. Introduction
The study of large solutions for elliptic partial differential equations on bounded domains
has been largely studied since the pioneering papers by Keller [23] and Osserman [30]; roughly
speaking, large solutions are solutions to some PDEs that go to infinity as one approaches the
boundary. Large solutions are recently come to light because of their intimate connections with
some concrete applications in Control Theory and Stochastic Processes with constraints (see for
instance [25,29], and references therein).
To fix the ideas let us consider
{−u+ uq = 0 in Ω,
u = +∞ on ∂Ω, (1.1)
where Ω is an open bounded subset of RN , N  2. In [23] and [30] it was pointed out that, if
q > 1, then the absorption role of the term uq is sufficient in order to get local a priori estimates
on solutions of (1.1). These local estimates are known to be the key point in the proof of existence
of solutions that blow up at the boundary. This basic idea has been generalized in various direc-
tions and the existence of large solutions has been proved for a vast amount of problems with
absorption terms. As an example, concerning the p-laplace operator, with p > 1, the existence
of a large solution for problem
{−pu+ uq = 0 in Ω,
u = +∞ on ∂Ω,
can be proved provided that q > p − 1 (see [18]), while a large solution for problem
{−pu+ u+ u|∇u|q = 0 in Ω,
u = +∞ on ∂Ω,
does exist provided that p − 1 < q  p (see [27]). Observe that, the presence of the lower order
absorption term is essential in order to prove these result; the naive idea is that constant functions
(e.g. un = n) are always subsolutions of the problem −pu = 0 with +∞ as Dirichlet bound-
ary datum, that is no local a priori estimates are expected to hold without the presence of an
absorption term that keeps the solutions uniformly bounded on compact subsets of the domain.
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equation plays itself an absorption role. For instance, in [28], the existence of large solutions is
proved for problems whose model is
⎧⎨
⎩
ut −pu+ u|∇u|q = 0 in QT := (0, T )×Ω,
u = u0 on {0} ×Ω,
u = +∞ on (0, T )× ∂Ω,
where u0 is a locally integrable function on Ω . Observe that, in this case, in contrast with the
elliptic case, no zero lower order terms are needed. We also mention the paper [16] in which a
theory for the so-called extended solutions is developed for Fast–Diffusion equations.
Although existence for this type of problems has been largely investigated, uniqueness is a
harder task even in the elliptic case (see for instance [1] and references therein).
The present paper addresses to the study of both existence and uniqueness of suitable large
solutions for parabolic problems without lower order absorption terms whose model is
⎧⎨
⎩
ut −pu = 0 in QT ,
u = u0 on {0} ×Ω,
u = +∞ on (0, T )× ∂Ω,
(1.2)
where 1  p < 2, u0 ∈ L1loc(Ω) (u0 ∈ L1(Ω) if p = 1) is a nonnegative function and Ω is a
bounded open subset of RN with Lipschitz boundary. In the case p = 1 we will require a little
more regularity in the space domain; namely it has to satisfy a uniform interior ball condition;
i.e. there exists s0 > 0 such that for every x ∈ Ω with dist(x, ∂Ω) < s0, there is zx ∈ ∂Ω such
that |x − zx | = dist(x, ∂Ω) and B(x0, s0) ⊂ Ω with x0 := zx + s0 x−zx|x−zx | . From now on, s0 will
denote the radius of the uniform ball condition corresponding to Ω .
As we will discuss later, if p  2 then the absorption role (of order 1) of ut is too weak to
ensure the existence of large solutions. On the contrary, if 1 < p < 2, the possibility of proving
local estimates for problems as (1.2) was already contained in literature as, for instance, in [26].
Similar arguments were used in [13] to prove the existence of a so-called continuous large so-
lution for problem (1.2) provided the initial data are integrable enough. Our aim is to give a
suitable notion of large solution (namely we will call it entropy large solution) and to prove ex-
istence and uniqueness of such a solution for problem (1.2) with merely locally integrable data,
also including the case p = 1, the total variation flow case.
There is, however, a striking difference between cases 1 < p < 2 and p = 1. Namely, if the
nonnegative initial datum u0 is bounded, then solutions of problem (1.2) are uniformly bounded
for a fixed T (see Theorem 5.5). This feature is exclusive for the case p = 1 and thus, we have to
understand the Dirichlet condition in a relaxed way (see condition (5.11) in Definition 5.6 below).
In order to be consistent, any notion of solution of problem (1.2) must satisfy u(t) ∈ L1loc(Ω) a.e.
t ∈ (0, T ) and must be an upper barrier to the solutions of the following approximating problems
⎧⎨
⎩
(un)t −pun = 0 in QT ,
un = u0 on {0} ×Ω,
un = n on (0, T )× ∂Ω.
(1.3)
In this sense, we show in Proposition 4.2 that, for the case p  2, we have nonexistence of
large solutions with these features.
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In this section we collect the main notations and some useful results we will use in our anal-
ysis. We point out that most of them are only needed in the special case p = 1. Since T > 0 is
fixed, for the sake of simplicity, in what follows we will use the notation Q = QT .
2.1. Functions of bounded variations and some generalizations
Let us recall that the natural energy space to study parabolic problems related to linear growth
functionals is the space of functions of bounded variation. If Ω is an open subset of RN , a func-
tion u ∈ L1(Ω) whose gradient Du in the sense of distributions is a vector valued Radon measure
with finite total mass in Ω is called a function of bounded variation. The class of such functions
will be denoted by BV(Ω) and |Du| will denote the total variation of the measure Du.
Moreover, an LN -measurable subset E of RN has finite perimeter if χE ∈ BV(RN). The
perimeter of E is defined by Per(E) = |DχE |
For further informations and properties concerning functions of bounded variation we refer to
[4,22] or [35].
We need to consider the following truncation functions. For a < b, let Ta,b(r) :=
max(min(b, r), a). As usual, we denote Tk = T−k,k . Given any function u and a, b ∈ R we
shall use the notation [u  a] = {x ∈ RN : u(x)  a}, [a  u  b] = {x ∈ RN : a  u(x)  b},
and similarly for the sets [u > a], [u a], [u < a], etc.
Given a real function f (s), we define its positive and negative part as, respectively, f+(s) =
max(0, f (s)) and f−(s) = min(0, f (s)). We consider the set of truncations P of all nondecreas-
ing continuous functions S : R → R, such that there exists S′ except a finite set and supp(S′) is
compact. For our purposes, we need to consider the function spaces
T BV(Ω) := {u ∈ L1(Ω)+: Tk(u) ∈ BV(Ω), ∀k > 0},
T BV loc(Ω) :=
{
u ∈ L1loc(Ω)+: Tk(u) ∈ BV(Ω), ∀k > 0
}
,
and to give a sense to the Radon–Nikodym derivative (with respect to the Lebesgue measure) ∇u
of Du for a function u ∈ T BV loc(Ω). Using chain rule for BV-functions (see for instance [4]),
with a similar proof to the one given in Lemma 2.1 of [9], we obtain the following result.
Lemma 2.1. For every u ∈ T BV loc(Ω) there exists a unique measurable function v : Ω → RN
such that
∇Tk(u) = vχ[|u|<k] LN - a.e., ∀k > 0. (2.1)
Thanks to this result we define ∇u for a function u ∈ T BV loc(Ω) as the unique function v
which satisfies (2.1). Obviously, if w ∈ W 1,1loc (Ω), then the generalized gradient turns out to co-
incide with the classical distributional one. This notation will be used throughout in the sequel.
We recall the following result [6, Lemma 2].
Lemma 2.2. If u ∈ T BV(Ω), then S(u) ∈ BV(Ω) for every S ∈ P . Moreover, ∇S(u) = S′(u)∇u
LN - a.e.
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We shall need several results from [8] (see also [7]). Let
X(Ω) = {z ∈ L∞(Ω;RN ): div(z) ∈ L1(Ω)}.
If z ∈ X(Ω) and w ∈ BV(Ω) ∩ L∞(Ω) we define the functional (z,Dw) : C∞0 (Ω) → R by
the formula
〈
(z,Dw),ϕ
〉 := −∫
Ω
wϕ div(z) dx −
∫
Ω
w, z · ∇ϕ dx. (2.2)
In [8] it is proved that (z,Dw) is a Radon measure in Ω verifying
∫
Ω
(z,Dw) =
∫
Ω
z · ∇wdx ∀w ∈ W 1,1(Ω)∩L∞(Ω).
Moreover, for all w ∈ BV(Ω)∩L∞(Ω), (z,Dw) is absolutely continuous with respect to the
total variation of w and it holds
∫
Ω
(z,Dw) ‖z‖L∞(Ω)
∫
Ω
|Dw|. (2.3)
In [8], a weak trace on ∂Ω of the normal component of z ∈ X(Ω) is defined. Concretely, it is
proved that there exists a linear operator γ : X(Ω) → L∞(∂Ω) such that
∥∥γ (z)∥∥
L∞(∂Ω)  ‖z‖L∞(Ω;RN),
where
γ (z)(x) = z(x) · ν(x) for all x ∈ ∂Ω if z ∈ C1(Ω;RN ).
We shall denote γ (z)(x) by [z, ν](x). Moreover, the following Green’s formula, relating the
function [z, ν] and the measure (z,Dw), for z ∈ X(Ω) and w ∈ BV(Ω)∩L∞(Ω) is established
∫
Ω
w div(z) dx +
∫
Ω
(z,Dw) =
∫
∂Ω
[z, ν]wdHN−1. (2.4)
To make precise our notion of solution we also need to recall the following definitions given
in [6].
We define the space
Z(Ω) := {(z, ξ) ∈ L∞(Ω;RN )× BV(Ω)∗: div(z) = ξ in D′(Ω)}.
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〈
(z, ξ),w
〉
∂Ω
:= 〈ξ,w〉BV(Ω)∗,BV(Ω) +
∫
Ω
z · ∇wdx.
Then, working as in the proof of Theorem 1.1. in [8], we obtain that if w,v ∈ R(Ω) and w = v
on ∂Ω one has
〈
(z, ξ),w
〉
∂Ω
= 〈(z, ξ), v〉
∂Ω
∀(z, ξ) ∈ Z(Ω). (2.5)
As a consequence of (2.5), we can give the following definition. Given u ∈ BV(Ω) ∩ L∞(Ω)
and (z, ξ) ∈ Z(Ω), we define 〈(z, ξ), u〉∂Ω by setting〈
(z, ξ), u
〉
∂Ω
:= 〈(z, ξ),w〉
∂Ω
,
where w is any function in R(Ω) such that w = u on ∂Ω . In [6] it is defined a weak trace on ∂Ω
of the normal component of (z, ξ) which we will denote as [z, ν](x).
2.3. The space (L1(0, T ;BV(Ω)2))∗
We need to consider the space BV(Ω)2, defined as BV(Ω)∩L2(Ω) endowed with the norm
‖v‖BV(Ω)2 := ‖v‖L2(Ω) + |Dv|(Ω).
It is easy to see that L2(Ω) ⊂ BV(Ω)∗2 and
‖v‖BV(Ω)∗2  ‖v‖L2(Ω) ∀v ∈ L2(Ω). (2.6)
It is well known (see [33]) that the dual space (L1(0, T ;BV(Ω)2))∗ is isometric to the space
L∞(0, T ;BV(Ω)∗2,BV(Ω)2) of all weakly∗ measurable functions f : [0, T ] → BV(Ω)∗2, such
that v(f ) ∈ L∞(]0, T [), where v(f ) denotes the supremum of the set {|〈v,f 〉BV(Ω)2,BV(Ω)∗2 |:‖v‖BV(Ω)2  1} in the vector lattice of measurable real functions. Moreover, the dual pairing of
the isometry is defined by
〈v,f 〉 =
T∫
0
〈
v(t), f (t)
〉
BV(Ω)2,BV(Ω)∗2
dt,
for v ∈ L1(0, T ;BV(Ω)2) and f ∈ L∞(0, T ;BV(Ω)∗2,BV(Ω)2).
By L1w(0, T ;BV(Ω)) we denote the space of weakly measurable functions v : [0, T ] →
BV(Ω) (i.e., t ∈ [0, T ] → 〈v(t), φ〉 is measurable for every φ ∈ BV(Ω)∗) such that∫ T
0 ‖v(t)‖BV(Ω) dt < ∞. Observe that, since BV(Ω) has a separable predual (see [4]), it fol-
lows easily that the map t ∈ [0, T ] → ‖v(t)‖BV(Ω) is measurable. By L1loc,w(0, T ;BV(Ω))
we denote the space of weakly measurable functions v : [0, T ] → BV(Ω) such that the map
t ∈ [0, T ] → |v(t)| is in L1loc(]0, T [)
Let us recall the following definitions given in [6].
1572 S. Moll, F. Petitta / Journal of Functional Analysis 262 (2012) 1566–1602Definition 2.1. Let ξ ∈ (L1(0, T ;BV(Ω)2))∗. We say that ξ is the time derivative in the space
(L1(0, T ;BV(Ω)2))∗ of a function u ∈ L1((0, T )×Ω) if
T∫
0
〈
Ψ (t), ξ(t)
〉
BV(Ω)2,BV(Ω)∗2
dt = −
T∫
0
∫
Ω
u(t, x)Θ(t, x) dx dt
for all test functions Ψ ∈ L1(0, T ;BV(Ω)2) with compact support in time, such that there exists
Θ ∈ L1w(0, T ;BV(Ω)) ∩ L∞(Q) with Ψ (t) =
∫ t
0 Θ(s)ds, the integral being taken as a Pettis
integral [20].
Note that if w ∈ L1(0, T ;BV(Ω)) ∩ L∞(Q) and z ∈ L∞(Q;RN) is such that there exists
ξ ∈ (L1(0, T ;BV(Ω)))∗ with div(z) = ξ in D′(Q), we can define, associated to the pair (z, ξ),
the distribution (z,Dw) in Q by
〈
(z,Dw),φ
〉 := −
T∫
0
〈
w(t)φ(t), ξ(t)
〉
BV(Ω)2,BV(Ω)∗2
dt
−
T∫
0
∫
Ω
z(t, x)w(t, x)∇xφ(t, x) dx dt, (2.7)
for all φ ∈ D(Q).
Definition 2.2. Let ξ ∈ (L1(0, T ;BV(Ω)2))∗ and z ∈ L∞(Q;RN). We say that ξ = div(z) in
(L1(0, T ;BV(Ω)2))∗ if (z,Dw) is a Radon measure in Q with normal boundary values [z, ν] ∈
L∞((0, T )× ∂Ω), such that
∫
Q
(z,Dw)+
T∫
0
〈
w(t), ξ(t)
〉
BV(Ω)2,BV(Ω)∗2
dt =
T∫
0
∫
∂Ω
[
z(t, x), ν
]
w(t, x) dHN−1 dt,
for all w ∈ L1(0, T ;BV(Ω))∩L∞(Q).
Finally, throughout the paper ω(ν, ε,n, k) will indicate any quantity that vanishes as the pa-
rameters go to their (obvious, if not explicitly stressed) limit point with the same order in which
they appear, that is, for example
lim
ν→0 lim supn→+∞
lim sup
ε→0
∣∣ω(ε,n, ν)∣∣= 0.
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As we said, to deal with proving both existence and uniqueness of solutions to problem
⎧⎨
⎩
ut −pu = 0 in Q,
u = u0 on {0} ×Ω,
u = +∞ on (0, T )× ∂Ω,
(3.1)
where u0 ∈ L1loc(Ω) is a nonnegative function and 1  p < 2, we need to introduce a suitable
notion of solution. We choose an Entropy/Renormalized type notion that allows us to treat in a
unifying way both the case 1 <p < 2 and p = 1. The entropy formulation is nowadays the usual
one in order to deal with both existence and uniqueness of infinite energy solutions for nonlinear
PDEs (see for instance [11,21,31]). We also have to specify in which sense the boundary datum
+∞ is attained. We do that in a very weak sense that is, roughly speaking, we ask the truncations
Tk(u) of the solution to belong to the energy space with trace k, for any k > 0. In what follows
W
1,p
k (Ω) will denote the subspace of W 1,p(Ω) of those functions whose trace at the boundary
is k.
Let us fix 1 <p < 2. Here is our definition of entropy large solution for problem (3.1):
Definition 3.1. A measurable function u : Q → R is an entropy solution of problem (3.1) (also
an entropy large solution) if u ∈ C(0, T ;L1loc(Ω)), Tk(u) ∈ Lp(0, T ;W 1,pk (Ω)), for all k > 0,
|∇u|p−1 ∈ L1loc(Q), and∫
Q
η|∇u|p−2∇u · ∇S(Th(u)− Th(l))+
∫
Q
S
(
Th(u)− Th(l)
)|∇u|p−2∇u · ∇η = ∫
Q
jS,h,l(u)ηt
for all S ∈ P , h > 0, l ∈ R, η ∈ D(Q) and jS,h,l(r) :=
∫ r
l
S(Th(s) − Th(l)) ds. Moreover, it
verifies
u(t, x) C0t
1
2−p
dist(x, ∂Ω)
p
2−p
∀(t, x) ∈ Q, (3.2)
for some positive constant C0 and u(0) = u0 in L1loc(Ω).
This formulation reassembles the one given in [5] for solutions of the Dirichlet problem cor-
responding to the total variation flow. However, we have to take into account another truncation
Th in the definition since solutions may blow up at the boundary. Let us notice that condition
(3.2) is used to get a general uniqueness result (Theorem 3.1 below) including the case of a sub-
critical exponent p with merely locally integrable data (see assumptions on the initial data in
Theorem 3.2 below).
Finally observe that, thanks to the regularity assumptions on u all the terms in the previous
definition make sense; moreover, an entropy large solution turns out to be a distributional solution
as next result shows.
Proposition 3.2. An entropy large solution is a distributional solution for problem (3.1).
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Sj (τ ) =
τ∫
0
[
1 − T1
(
Gj(s)
)]
ds, (3.3)
where Gk(s) = s − Tk(s). Now consider S = Sj and l = 0 in Definition 3.1, to get∫
Q
η|∇u|p−2∇u · ∇S′j
(
Th(u)
)+ ∫
Q
S′j
(
Th(u)
)|∇u|p−∇u · ∇η = ∫
Q
Sj
(
Th(u)
)
ηt .
Now observe that, since |∇u|p−1 ∈ L1loc(Q), the first term in the above equality tends to zero as
j goes to infinity. Finally, for j > h we have Sj (Th(u)) = u, so we can let j tend to infinity to
get ∫
Q
|∇u|p−2∇u · ∇η =
∫
Q
uηt ,
for any η ∈ D(Q). 
Our main result is the following
Theorem 3.1. Let u0 ∈ L1loc(Ω) and 1 <p < 2. Then, there exists a unique entropy large solutionfor problem (3.1).
Let us collect some useful tools we are going to use later on. We start with the following
definition
Definition 3.3. (See [13].) A continuous large solution of (3.1) is a continuous function u ∈
C0loc(0, T ;L2loc(Ω)) ∩ Lploc(0, T ;W 1,ploc (Ω)) such that it takes the boundary datum in the contin-
uous sense (i.e. u(x, t) → +∞ as x → ∂Ω , for any fixed t ∈ (0, T )) and verifies
∫
K
u(t2)ϕ(t2) dx −
∫
K
u(t1)ϕ(t1) dx +
t2∫
t1
∫
K
(−uϕt + |∇u|p−2∇u · ∇ϕ)dx dt = 0
for every open bounded set K ⊂⊂ Ω , for every [t1, t2] ⊂ [0, T ] and for any test function ϕ ∈
W
1,2
loc (0, T ;L2(K))∩Lploc(0, T ;W 1,p0 (K)).
Theorem 3.2. (See [13, Theorems 4.1 and 4.2].) Let 1 < p  pc := 2NN+1 and r > n(2−p)p or
pc < p < 2 and r  1. Given u0 ∈ Lrloc(Ω), there exists a continuous large solution u of (3.1).
Such solution is moreover Hölder continuous in the interior and they verify
C0t
1
2−p
dist(x, ∂Ω)
p
2−p
 u(t, x) C1t
1
2−p
dist(x, ∂Ω)
p
2−p
+C2 ∀(t, x) ∈ Q,
for some positive constants C0, C1, C2.
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Our argument will be by approximation. Consider problem
⎧⎨
⎩
(un)t −pun = 0 in Q,
un = u0n on {0} ×Ω,
un = n on (0, T )× ∂Ω,
(3.4)
where u0n = Tn(u0). The existence of such a solution is classical (see for instance [19,13]). In
order to pass to the limit, we need first to check that such a solution coincides with an entropy
one, that is it satisfies the following
Definition 3.4. A measurable function un : Q → R is an entropy solution of (3.4) if un ∈
C(0, T ;L1(Ω)), Tk(un) ∈ Lp(0, T ;W 1,pmin(k,n)(Ω)), for all k > 0 and
∫
Q
η|∇un|p−2∇un · ∇S
(
Th(un)− Th(l)
)+ ∫
Q
S
(
Th(un)− Th(l)
)|∇un|p−2∇un · ∇η
=
∫
Q
jS,h,l(un)ηt ,
for all S ∈ P , h > 0, l ∈ R, η ∈ D(Q) and jS,h,l(r) :=
∫ r
l
S(Th(s) − Th(l)) ds. Moreover,
un(0) = u0n.
The next technical result will be proved by mean of a suitable localized Steklov-type regular-
ization argument.
Proposition 3.5. Let w be a weak solution for problem (3.4), then w is an entropy solution of the
same problem in the sense of Definition 3.4.
Proof. Let us fix h > 0 and S ∈ P . For a given nonnegative function η ∈ D(Q) let us define
wτ (t) = 1
τ
t∫
t−τ
η(s)S
(
Th
(
w(s)
)− Th(l))ds
for τ > 0 small enough such that the previous expression makes sense. The argument can be
easily made rigorous by extending the function as 0 in (−δ,0) ∪ (T ,T + δ) for δ > 0. It is not
difficult to check that
wτ (t) −→ η(t)S(Th(w(t))− Th(l)) as τ → 0,
in Lp(0, T ;W 1,p(Ω)) (see [14] for further details).0
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T∫
0
〈
wt,w
τ
〉
dt +
∫
Q
|∇w|p−2∇w · ∇wτ dx dt = 0.
First of all, thanks to the properties of wτ we readily have
lim
τ→0
∫
Q
|∇w|p−2∇w · ∇wτ dx dt = − lim
τ→0
T∫
0
〈
wt,w
τ
〉
dt
=
∫
Q
η|∇w|p−2∇w · ∇S(Th(w)− Th(l))dx dt
+
∫
Q
S
(
Th(w)− Th(l)
)|∇w|p−2∇w · ∇η dx dt.
On the other hand,
T∫
0
〈
wt,w
τ
〉
dt
= −
∫
Q
wτt w
= −1
τ
∫
Q
(
η(t)S
(
Th
(
w(t)
)− Th(l))− η(t − τ)S(Th(w(t − τ))− Th(l)))w(t) dx dt
= 1
τ
∫
Q
η(t)S
(
Th
(
w(t)
)− Th(l))(w(t)−w(t + τ))dx dt
 1
τ
∫
Q
η(t)
( w(t+τ)∫
w(t)
S
(
Th(s)− Th(l)
)
ds
)
dx dt
= 1
τ
∫
Q
η(t)
(
jS,h,l
(
w(t + τ))− jS,h,l(w(t)))=
∫
Q
(η(t + τ)− η(t))
τ
jS,h,l
(
w(t)
)
where, to get the inequality, we have used the fact that S is nondecreasing. Passing to the limit
with respect to τ we get
lim sup
τ→0
T∫ 〈
wt,w
τ
〉
dt 
∫
jS,h,l(w)ηt .0 Q
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w˜τ (t) = 1
τ
t+τ∫
t
η(s)S
(
Th
(
w(s)
)− Th(l))ds,
to obtain, reasoning in a similar way, that
lim inf
τ→0
T∫
0
〈
wt, w˜
τ
〉
dt 
∫
Q
jS,h,l(w)ηt .
Gathering together all the previous results we finally get,
∫
Q
η|∇w|p−2∇w · ∇S(Th(w)− Th(l))+
∫
Q
S
(
Th(w)− Th(l)
)|∇w|p−2∇w · ∇η
=
∫
Q
jS,h,l(w)ηt . 
We will also need the following proposition that contains the key local estimates we shall use
as well as a global estimate on Tk(un) that is essential in order to prove that the boundary datum
is attained. Let us stress that here is where assumption p < 2 is essentially used.
Proposition 3.6. Let un be a sequence of solutions of problem (3.4) and u0,n  0 verifying
u0,n+1  u0,n and strongly converging to u0 in L1(Ω). Then,
‖un‖L∞(0,T ;L1loc(Ω))  C, (3.5)
and ∫
Q
∣∣∇Tk(un)∣∣p dx dt  Ck ∀k > 0. (3.6)
Moreover, there exists a measurable function u such that Tk(u) ∈ Lp(0, T ;W 1,pk (Ω)) for any
k > 0, u ∈ L∞(0, T ;L1loc(Ω)) verifying
C0t
1
2−p
dist(x, ∂Ω)
p
2−p
 u(x, t) (3.7)
for some positive constant C0 and, up to a subsequence, we have
un → u a.e. in Q and strongly in L1loc(Q),
Tk(un)⇀ Tk(u) weakly in Lp
(
0, T ;W 1,p(Ω)) and a.e. in Q,k
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|∇un|p−2∇un → |∇u|p−2∇u in L1loc(Q). (3.8)
Finally, u ∈ C([0, T ];L1loc(Ω)) and u(0) = u0.
Proof. The global estimate (3.6) can be proved as in [28, Theorem 2] by taking Tk(un)−k as test
function in (3.4). Moreover, local estimate (3.5) is proved in [26, Lemma 3.6] as well as the con-
vergence results in (3.8) (see [26, Theorem 2.2]) that are a consequence of a result by Simon [34].
In particular, there exists a function u such that Tk(un) → Tk(u) weakly in Lp(0, T ;W 1,pk (Ω)).
For the lower bound (3.7), we compare un with the solution (call it vn) of (3.4) with 0 as
initial datum. By comparison principle, we have that
un  vn, a.e. in Q. (3.9)
Note also that un and vn are subsolutions of the problems (3.4) with boundary datum n + 1
and, respectively, u0,n and 0 as initial datum. Therefore, by monotonicity and (3.9) we have that
u v with v being the continuous large solution of the p-laplacian with 0 as initial datum. By
Theorem 3.2 we finally have that
u v  C0t
1
2−p
dist(∂Ω)
p
2−p
for some positive constant C0. The last assertion is also proved in [26]. 
Proposition 3.6 contains almost all the tools in order to pass to the limit in the formulation of
Definition 3.4. The last tool is given by the following
Lemma 3.3. Let un and u be as in Proposition 3.6. Then
Tk(un) −→ Tk(u) strongly in Lp
(
0, T ;W 1,pk (Ω)
)
for all k > 0.
Proof. A deeper look at the proof of (3.7) shows that it is sufficient to prove that the convergence
holds in the space Lp(0, T ;W 1,ploc (Ω)). The proof of this result runs exactly as the one in the proof
of Theorem 2.3 in [28] with some simplifications. For the convenience of the reader we sketch
here the main steps of the proof by highlighting the differences with the proof in [28]. Without
loss of generality we can prove that Tk(un) → Tk(u) strongly in Lp(0, T ;W 1,p(BR)) for any
ball BR ⊂⊂ Ω . So, let us fix two positive numbers R and ρ such that the ball BR+ρ is contained
in Ω and let us consider a cut-off function ξ = ξρR(|x|) in C10(Ω) such that
⎧⎨
⎩
ξ ≡ 1 in BR,
0 < ξ < 1 in BR+ρ/BR, (3.10)
ξ ≡ 0 in Ω/BR+ρ.
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lim inf
j→∞ supn∈N
∫
[junj+1]
|∇un|pξ = 0. (3.11)
The proof of this fact is obtained by taking T1(Gj (un))ξ (recall Gk(s) = s − Tk(s)) as test
function in (3.4) and using the estimates in Proposition 3.6.
Step 2: Landes regularization. We would like to take Tk(u) as test function in (3.4). This is not
possible in general and we use a regularization argument introduced in [24]. We consider the
Landes regularization of Tk(u) dependent on the parameter ν > 0 and we denote it by Tk(u)ν ,
the main features of this functions being
dTk(u)
dt
= ν(Tk(u)− Tk(u)ν)
in the sense of distributions, and
Tk(u)ν −→ Tk(u) strongly in Lp(0, T ;W 1,ploc (Ω)) and a.e. in Q,∥∥Tk(u)ν∥∥L∞(Q)  k ∀ν > 0
(see for instance [32,31] for more details).
Now we take ψ = (Tk(un) − Tk(u)ν)S′j (un)ξ as test function in (3.4), where Sj (s) is as in
(3.3) to obtain
T∫
0
〈
Sj (un)t ,
(
Tk(un)− Tk(u)ν
)
ξ
〉+ ∫
Q
|∇un|p−2∇un · ∇ξ
(
Tk(un)− Tk(u)ν
)
S′j (un)
+
∫
Q
|∇un|p−2∇un · ∇
(
Tk(un)− Tk(u)ν
)
S′j (un)ξ
−
∫
[jun<j+1]
|∇un|p
(
Tk(un)− Tk(u)ν
)
ξ = 0. (3.12)
Now we look at the four above integrals one by one:
Step 3: Time derivative part. We have that, for j large enough
t∫
0
〈
Sj (un)t ,
(
Tk(un)− Tk(u)ν
)
ξ
〉
 ω(n, ν), (3.13)
being the proof of this fact identical to the one in [28].
1580 S. Moll, F. Petitta / Journal of Functional Analysis 262 (2012) 1566–1602Step 4: The second integral in (3.12). Using Proposition 3.6 and the definition of Tk(u)ν , we get∫
Q
|∇un|p−2∇un · ∇ξ
(
Tk(un)− Tk(u)ν
)
S′j (un) = ω(n, ν).
Step 5: The energy on the strips. Using the boundedness of (Tk(un)− Tk(u)ν) and (3.11) we get∫
[jun<j+1]
|∇un|p
(
Tk(un)− Tk(u)ν
)
ξ = ω(j),
uniformly with respect to n and ν.
Step 6: Last step. We notice that
∫
Q
∣∣∇Tk(u)ν∣∣p−2∇Tk(u)ν · ∇(Tk(un)− Tk(u)ν)S′j (un)ξ = ω(n, ν),
so that we can add this term in (3.12) to obtain, gathering together all the previous steps
∫
Q
(∣∣∇Tk(un)∣∣p−2∇Tk(un)− ∣∣∇Tk(u)ν∣∣p−2∇Tk(u)ν) · ∇(Tk(un)− Tk(u)ν)S′j (un)ξ
 ω(n, ν)+ω(j),
that yields, thanks to a classical monotonicity argument (see Lemma 5 in [12]),
Tk(un) → Tk(u) strongly in Lp
(
0, T ;W 1,p(BR)
)
.  (3.14)
Theorem 3.4. There exists an entropy large solution for problem (3.1).
Proof. We want to pass to the limit in the equation in Definition 3.4. Thanks to Proposition 3.6
this is an easy task for each term but the first one. Observe that,
∣∣η|∇un|p−2∇un · ∇S(Th(un)− Th(l))∣∣ η∣∣∇Th(un)∣∣pS′(Th(un)− Th(l)).
So, we can use Lemma 3.3 and Vitali’s theorem to see that
∫
Q
η|∇un|p−2∇un · ∇S
(
Th(un)− Th(l)
)= ∫
Q
η|∇u|p−2∇u · ∇S(Th(u)− Th(l))+ω(n),
and conclude that u satisfies the integral formulation in Definition 3.1.
Observe that, since by Proposition 3.6 we have Tk(u) ∈ Lp(0, T ;W 1,pk (Ω)) and u ∈
C([0, T ];L1loc(Ω)). Therefore, both the boundary and initial data are attained. 
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Here we want to prove the following
Theorem 3.5. The entropy large solution for problem (3.1) is unique.
The proof of this result is an easy consequence of the following contraction principle
Theorem 3.6. If u,v are two entropy solutions corresponding to u0, v0 as initial data, if
(u0 − v0)+ ∈ L1(Ω), then∥∥(u(t)− v(t))+∥∥
L1(Ω) 
∥∥(u0 − v0)+∥∥L1(Ω), a.e. t ∈ [0, T ). (3.15)
Proof. Suppose that u = u(t, x) and v = v(s, y) and take, respectively, l = v(s, y), S = T +k as
the constant and the truncation in Definition 3.1 for u, and l = u(t, x), S = T −k for v. Then,∫
Q
η
∣∣∇xu(t, x)∣∣p−2∇xu(x, t) · ∇xTk(Th(u(t, x))− Th(v(s, y)))+ dx dt
+
∫
Q
Tk
(
Th
(
u(t, x)
)− Th(v(s, y)))+∣∣∇xu(t, x)∣∣p−2∇xu(x, t) · ∇xη dx dt
=
∫
Q
jT +k ,h,v(s,y)
(
u(t, x)
)
ηt dx dt
for all k,h > 0, η ∈ D(Q) and
∫
Q
η
∣∣∇yv(s, y)∣∣p−2∇yv(s, y) · ∇yTk(Th(v(s, y))− Th(u(t, x)))− dy ds
+
∫
Q
Tk
(
Th
(
v(s, y)
)− Th(u(t, x)))−∣∣∇yv(s, y)∣∣p−2∇yv(s, y) · ∇yη dy ds
=
∫
Q
jT −k ,h,u(t,x)
(
v(s, y)
)
ηs dy ds
for all k,h > 0, η ∈ D(Q).
Let 0 φ ∈ D(0,T), ψ ∈ D(Ω), ρm a classical sequence of mollifiers in Ω and ρ˜n a sequence
of mollifiers in R. Define
ηm,n(t, x, s, y) := ρm(x − y)ρ˜n(t − s)φ
(
t + s
2
)
ψ
(
x + y
2
)
, (3.16)
which is well defined in Q if n,m are large enough. So we choose ηm,n in the above expressions.
Now, integrating with respect to the other two variables and adding up both equalities we get:
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∫
Q×Q
ηm,n
(∣∣∇xu(t, x)∣∣p−2∇xu(x, t) · ∇xTk(Th(u)− Th(v))+
− ∣∣∇yv(s, y)∣∣p−2∇yv(s, y) · ∇yTk(Th(u)− Th(v))+)
+
∫
Q×Q
(∣∣∇xu(t, x)∣∣p−2∇xu(x, t)− ∣∣∇yv(s, y)∣∣p−2∇yv(s, y))
× (∇x + ∇y)ηm,nT +k
(
Th(u)− Th(v)
)
+
∫
Q×Q
∣∣∇yv(s, y)∣∣p−2∇yv(s, y) · ∇xηm,nTk(Th(u)− Th(v))+
−
∫
Q×Q
∣∣∇xu(t, x)∣∣p−2∇xu(x, t) · ∇yηm,nTk(Th(u)− Th(v))+
=
∫
Q×Q
jT +k ,h,v(s,y)
(u)(ηm,n)t + jT −k ,h,u(x,t)(v)(ηm,n)s .
Now, using Green’s formula, we obtain
∫
Q×Q
ηm,n
(|∇xu|p−2∇xu · ∇xTk(Th(u)− Th(v))+ − |∇yv|p−2∇yv · ∇yTk(Th(u)− Th(v))+)
+
∫
Q×Q
|∇yv|p−2∇yv · ∇xηn,mTk
(
Th(u)− Th(v)
)+
−
∫
Q×Q
|∇xu|p−2∇xu · ∇yηn,mTk
(
Th(u)− Th(v)
)+
=
∫
Q×Q
ηm,n
(|∇xu|p−2∇xu− |∇yv|p−2∇yv)
× (∇xTk(Th(u)− Th(v))+ + ∇yTk(Th(u)− Th(v))+) 0,
where the last inequality is due to the monotonicity of the p-laplace operator.
Therefore,
∫
Q×Q
(|∇xv|p−2∇xv − |∇yu|p−2∇yu) · (∇x + ∇y)ηm,nT +k (Th(u)− Th(v))

∫
Q×Q
jT +k ,h,v
(u)(ηm,n)t + jT −k ,h,u(v)(ηm,n)s .
By dividing the above expression by k and letting k → 0, we get
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∫
Q×Q
(u− v)sign+0
(
Th(u)− Th(v)
)(
(ηm,n)t + (ηm,n)s
)
+
∫
Q×Q
(|∇xv|p−2∇xv − |∇yu|p−2∇yu) · (∇x + ∇y)ηm,nsign+0 (Th(u)− Th(v)) 0.
Passing to the limit as n,m → ∞ yields:
−
∫
Q
(u− v)sign+0
(
Th(u)− Th(v)
)
φ′(t)ψ(x)
+
∫
Q
φ(t)
(|∇v|p−2∇v − |∇u|p−2∇u) · ∇ψ(x)sign+0 (Th(u)− Th(v)) 0.
Having in mind the lower bound (3.2), we can find ε(h) > 0 such that Th(u) = Th(v) in
Ω \Ωε(h) × [0, T ), where
Ωε(h) :=
{
x ∈ Ω: dist(x, ∂Ω) ε(h)}.
Then, ∫
Q
φ(t)
(|∇v|p−2∇v − |∇u|p−2∇u) · ∇ψ(x)sign+0 (Th(u)− Th(v))= 0
for all ψ ∈ D(Ω) such that supp(∇ψ) ⊆ Ω \Ωε(h). Therefore
−
∫
Q
(u− v)sign+0
(
Th(u)− Th(v)
)
ψ(x)φ′(t) 0
for all ψ ∈ D(Ω) such that supp(∇ψ) ⊆ Ω \Ωε(h). Therefore,
d
dt
∫
Ω
(
u(t)− v(t))sign+0 (Th(u(t))− Th(v(t)))ψ(x)dx  0, a.e. t ∈ [0, T ],
for all ψ ∈ D(Ω) such that supp(∇ψ) ⊆ Ω \Ωε(h). Thus, for a.e. t ∈ [0, T ]
∫
Ω
(
u(t)− v(t))sign+0 (Th(u(t))− Th(v(t)))ψ(x)dx

∫
Ω
(
u(0)− v(0))sign+0 (Th(u(0))− Th(v(0)))ψ(x)dx
for all ψ ∈ D(Ω) such that supp(∇ψ) ⊆ Ω \ Ωε(h) in particular for ψh being a cut-off function
such that ψh = 1 in Ωε(h) . Letting h → +∞, and applying Fatou’s Lemma we finally obtain2
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∫
Ω
(
u(t)− v(t))+ dx  lim inf
h→∞
∫
Ω
(
u(0)− v(0))sign+0 (Th(u(0))− Th(v(0)))ψh(x)dx
=
∫
Ω
(
u(0)− v(0))+ dx,
a.e. t ∈ [0, T ). 
Proof of Theorem 3.1. The proof follows by gathering together Theorem 3.4 and Theo-
rem 3.5. 
4. Further remarks and generalizations
4.1. Why p < 2 ?
In this section we want to justify the assumption p < 2. In the case p  2 not only the possi-
bility to find local estimates is forbidden but furthermore a nonexistence result for large solutions
can be proved in the sense we will specify in a while. Roughly speaking, we show that, in this
case, the approximating solutions turn to explode on a set of positive measure yielding, as a
by-product, the impossibility to construct blow-up solutions. Let us consider the approximating
problems ⎧⎨
⎩
(un)t −pun = 0 in Q,
un = 0 on {0} ×Ω,
un = n on (0, T )× ∂Ω,
(4.1)
whose weak solutions are weak subsolutions of problems (3.4).
In the particular case p = 2 we can prove something more precise, namely we have the fol-
lowing
Proposition 4.1. Let p = 2 and let un be the weak solution for problem (3.4). Then un → ∞ as
n diverges at any point (t, x) ∈ Q.
Proof. Consider the solution to the auxiliary problem⎧⎨
⎩
vt −v = 0 in Q,
v = 1 on {0} ×Ω,
v = 0 on (0, T )× ∂Ω.
It is easy to see that the function vn = n(1 − v) is the unique weak solution to problem (4.1).
Moreover, observe that, by strong maximum principle, v(t, x) < 1 for any (t, x) ∈ Q. So that,
letting n to infinity, we get that vn → ∞, and consequently un → ∞ as n diverges at any point
(t, x) ∈ Q. 
If p > 2, due to the finite speed of propagation feature, the previous argument is no longer
available and something different may happen. Anyway, nonexistence of large solutions in the
sense specified above can still be proved as a consequence of the following
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set E ⊆ Q of positive measure such that un → ∞ as n diverges at any point (t, x) ∈ E.
Proof. Consider the solution to the auxiliary problem
⎧⎨
⎩
vt −pv = 0 in Q,
v = 1 on {0} ×Ω,
v = 0 on (0, T )× ∂Ω.
Again, consider vn = n(1 − v). First of all, due to the boundary condition and the regularity of
the solution, there exists a set E of positive measure on Q such that v(x, t) < 1 on E. Our aim
is to show that vn is a subsolution to problem (3.4), this fact will easily imply the result.
Our first claim is to check that, with these data, pv  0 in D′(Q), or, equivalently, that
−
∫
Q
vηt  0
for any 0  η ∈ D(Q). This is a consequence of comparison principle that easily implies
v(t + s, x) v(t, x) a.e. on Q. Therefore, for fixed η and τ > 0 small enough we have
T∫
0
∫
Ω
η(t + τ)− η(t)
τ
v =
T∫
τ
∫
Ω
η(t)
τ
(
v(t)− v(t − τ)) 0
that implies the result by passing to the limit on τ .
Now, since pvn  0, we can check that vn is a subsolution for problem (3.4), in fact, recall-
ing that p > 2, we have
(vn)t = − npv = 1
np−2
pvn pvn
in D′(Q), and this concludes the proof. 
4.2. General monotone operators
The existence result in Theorem 3.4 can be straightforwardly extended to more general mono-
tone operators of Leray–Lions type. Consider the problem
⎧⎨
⎩
ut − div(a(t, x,∇u)) = 0 in Q,
u = u0 on {0} ×Ω,
u = +∞ on (0, T )× ∂Ω,
(4.2)
where a : Q×RN → RN is a Carathéodory function (i.e., a(·,·, ξ) is measurable on Q for every
ξ in RN , and a(t, x, ·) is continuous on RN for almost every (t, x) in Q), such that the following
holds:
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a(t, x, ξ)− a(t, x, η)] · (ξ − η) > 0, (4.5)
for almost every (t, x) in Q, for every ξ, η ∈ RN , with ξ = η, where 1 < p < 2, α and β are
two positive constants, and b is a nonnegative function in Lp′(Q). Here again u0 ∈ L1loc(Ω) is a
nonnegative function.
Definition 4.3. A measurable function u : Q → R is an entropy large solution of (4.2) if u ∈
C(0, T ;L1loc(Ω)), Tk(u) ∈ Lp(0, T ;W 1,pk (Ω)), for all k > 0, |∇u|p−1 ∈ L1loc(Q), and
∫
Q
ηa(t, x,∇u) · ∇S(Th(u)− Th(l))+
∫
Q
S
(
Th(u)− Th(l)
)
a(t, x,∇u) · ∇η
=
∫
Q
jS,h,l(u)ηt
for all S ∈ P , h > 0 l ∈ R, η ∈ D(Q) and jS,h,l(r) :=
∫ r
l
S(Th(s) − Th(l)) ds. Moreover,
u(0) = u0 in L1loc(Ω).
We have
Theorem 4.1. There exists an entropy large solution for problem (4.2).
The proof runs exactly as in Theorem 3.4 keeping in mind that both the estimates in [26] and
the local strong convergence of truncations (as in [28]) hold true for such a general framework.
In contrast, we saw that uniqueness is based on the estimate
C0t
1
2−p
dist(x, ∂Ω)
p
2−p
 u(x, t) (4.6)
which is no longer available here, not even for regular initial data. On the other hand, note that,
in the proof of uniqueness, we only need a lower bound providing that u(x, t) → ∞ uniformly
as dist(x, ∂Ω) → 0. Therefore we can state the following partial uniqueness result.
Theorem 4.2. There is at most one entropy large solution for problem (4.2) satisfying
u(x, t) → ∞ uniformly as dist(x, ∂Ω) → 0.
The proof of this fact follows plainly by that of Theorem 3.5.
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In this section we study the large entropy solutions for the total variation flow; i.e.
⎧⎨
⎩
∂u
∂t
= div( Du|Du| ) in (0, T )×Ω,
u(t, x) = +∞ on (0, T )× ∂Ω,
u(0, x) = u0 in Ω,
(5.1)
with u0 ∈ L1(Ω).
To prove existence of solutions of problem (5.1) we use the techniques of completely accretive
operators and the Crandall–Liggett semigroup generation theorem in [17]. We point out that,
contrary to the case 1 < p < 2 our framework will be L1(Ω) and not L1loc(Ω). This is due to
the use of the nonlinear semigroup theory but, as we show in this case, if the initial datum is in
L1(Ω), then the solution is still in L1(Ω). This fact is not true anymore if p > 1 by the estimate
(3.7).
We recall now the notion of m-completely accretive operators introduced in [10]. Let M(Ω)
be the space of measurable functions in Ω . Given u,v ∈ M(Ω), we shall write
u  v if and only if
∫
Ω
j (u)dx 
∫
Ω
j (v) dx
for all j ∈ J0 where J0 := {j : R → [0,+∞], convex, l.s.c., j (0) = 0}. Let Γ ⊆ M(Ω) ×
M(Ω) be an operator. Γ is said to be completely accretive if
u− u  u− u+ λ(v − v) for all λ > 0 and all (u, v), (u, v) ∈ Γ.
Let P0 := {p ∈ C∞(R): 0  p′  1, supp(p′) is compact and 0 /∈ supp(p)}. If Γ ⊆ L1(Ω) ×
L1(Ω), then Γ is completely accretive if and only if∫
Ω
p(u− u)(v − v) 0 for any p ∈ P0, (u, v), (u, v) ∈ Γ.
A completely accretive operator Γ in L1(Ω) is said to be m-completely accretive if R(I +λΓ ) =
L1(Ω) for any λ > 0.
We consider now the elliptic problem associated to (5.1):{
u− v = div( Du|Du| ) in Ω,
u(t, x) = +∞ on ∂Ω, (5.2)
with v ∈ L1(Ω). We proceed as in the case that 1 < p < 2; i.e. approximating the problem (5.2)
by problems {
u− v = div( Du|Du| ) in Ω,
u(t, x) = n on ∂Ω, (5.3)
and letting n → ∞.
In [5] it is defined the following operator associated to problem (5.3).
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‖z‖L∞(Ω)  1, v = −div z in D′(Ω) such that
[z, ν] ∈ sign(n− u), HN−1- a.e in ∂Ω
and for all S ∈ P,
∫
Ω
(
z,DS(u)
)= ∫
Ω
∣∣DS(u)∣∣.
Moreover, in [5], the following result is proved:
Theorem 5.1. The operator An is m-completely accretive in L1(Ω) with dense domain.
Letting now formally n → ∞ in Definition 5.1 we define the following operator in L1(Ω) as
the one corresponding to problem (5.2):
Definition 5.2. We say that (u, v) ∈ A iff u,v ∈ L1(Ω), u ∈ T BV(Ω) and there exists z ∈ X(Ω)
with ‖z‖L∞(Ω)  1, v = −div z in D′(Ω) such that
[z, ν] = 1, HN−1- a.e in ∂Ω
and ∫
Ω
(
z,DS(u)
)= ∫
Ω
∣∣DS(u)∣∣, for all S ∈ P .
We also have in this case,
Theorem 5.2. The operator A is m-completely accretive in L1(Ω) with dense domain.
To prove this result we need some auxiliary results: a uniform bound on solutions given by
Remark 5.1 and a characterization of the operator given in Proposition 5.4 below.
Definition 5.3. Given v ∈ L∞(Ω), we say that u ∈ T BV(Ω) is a distributional solution of
v − u = −div( Du|Du| ) if there is z ∈ X(Ω) with ‖z‖L∞(Ω)  1 such that
v − u = −div z in D′(Ω)
and ∫
Ω
(
z,DS(u)
)= ∫
Ω
∣∣DS(u)∣∣, for all S ∈ P .
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−div( Du|Du| ) verifies the following L∞ bound for any ball Bs(x0) ⊆ Ω
‖u‖L∞(Bs(x0))  ‖v‖L∞(Ω) +
Per(Bs(x0))
|Bs(x0)| .
Proof. First of all we note that considering u(x) := ‖v‖L∞(Ω) + Per(Bs(x0))|Bs(x0)| , z(x) :=
x−x0
s
, we
have:
‖v‖L∞(Ω) − u = −div z (5.4)
in D′(Bs(x0)), and [z, νBs ] = 1. We multiply (5.4) by (Tk(u)− Tk(u))+ and integrate in Bs(x0),
to obtain ∫
Bs(x0)
(
Tk(u)− Tk(u)
)+(‖v‖L∞(Ω) − u)
=
∫
Bs(x0)
(
z,D
(
Tk(u)− Tk(u)
)+)− ∫
∂(Bs(x0))
(
Tk(u)− Tk(u)
)+
dHN−1.
On the other hand, since v − u = −div(z) in D′(Ω), we multiply this equation by
−(Tk(u)− Tk(u))+, and integrating in Bs(x0) we get
−
∫
Bs(x0)
(
Tk(u)− Tk(u)
)+
(v − u)
= −
∫
Bs(x0)
(
z,D
(
Tk(u)− Tk(u)
)+)+ ∫
∂(Bs(x0))
[
z, νBs
](
Tk(u)− Tk(u)
)+
dHN−1.
Adding both equalities we get,
∫
Bs(x0)
(
Tk(u)− Tk(u)
)+(‖v‖L∞(Ω) − v + (u− u))
= −
∫
Bs(x0)
(
z − z,D(Tk(u)− Tk(u))+)
−
∫
∂(Bs(x0))
(
1 − [z, νBs ])(Tk(u)− Tk(u))+ dHN−1  0,
where in the last inequality we used∫ (
z− z,D(Tk(u)− Tk(u))+) 0,E
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obtain the desired result. 
Remark 5.1. Recall that, as mentioned in page 1568, Ω satisfies a uniform interior ball condition.
By Lemma 5.3 we have that given v ∈ L∞(Ω) any distributional solution u ∈ T BV(Ω) of v −
u = div( Du|Du| ) is uniformly bounded; i.e. it satisfies
‖u‖L∞(Ω)  ‖v‖L∞(Ω) + N
s0
,
where s0 is given by the uniform interior ball condition.
The following characterization of A is essential to prove Theorem 5.2 and its proof reduces
to the one of Proposition 2 in [5].
Proposition 5.4. (u, v) ∈ A iff u,v ∈ L1(Ω), u ∈ T BV+(Ω) and there exists z ∈ X(Ω) with
‖z‖L∞(Ω)  1, v = −div z in D′(Ω) such that∫
Ω
(
w − S(u))v  ∫
Ω
(z,Dw)−
∫
Ω
∣∣DS(u)∣∣− ∫
∂Ω
(
w − S(u))dHN−1 (5.5)
for all w ∈ BV(Ω)∩L∞(Ω) and S ∈ P .
Proposition 5.5. L∞(Ω) ⊂ R(I + A) and the domain of A, D(A), is dense in L1(Ω).
Proof. Let v ∈ L∞(Ω) and take n >> M with M := ‖v‖L∞(Ω) + Ns0 with s0 given by the uni-
form interior ball condition. Then, by Theorem 5.1, there are un ∈ T BV(Ω) and zn ∈ X(Ω) such
that v − un = −div(zn), in D′(Ω). Moreover,
[zn, ν] ∈ sign(n− un), HN−1- a.e in ∂Ω
and for all S ∈ P , ∫
Ω
(
zn,DS(un)
)= ∫
Ω
∣∣DS(un)∣∣.
By Remark 5.1, we have that ‖un‖L∞(Ω) M . Thus,
[zn, ν] = 1, HN−1- a.e in ∂Ω
which implies that (un, v − un) ∈ A.
In order to prove the density of the domain, we show that C∞0 (Ω) ⊆ D(A)L
1(Ω)
. Let v ∈
C∞0 (Ω). Then, v ∈ R(I + 1nA) for all n ∈ N. So, there exist un ∈ D(A), zn ∈ X(Ω) with ‖zn‖ 1
such that n(v − un) = −div(zn) in D′(Ω) satisfying
n
∫
(w − un)(v − un)
∫
(zn,Dw)−
∫
|Dun| −
∫
(w − un)dHN−1,Ω Ω Ω ∂Ω
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Ω
(v − un)2  1
n
∫
Ω
|∇v|.
Then, un → v in L2(Ω) and thus v ∈ D(A)L1(Ω). 
Proof of Theorem 5.2. Let (u, v), (u, v) ∈ A and p ∈ P0 and consider p∞ := limr→+∞ p(r).
Let z, z ∈ X(Ω) such that ‖z‖L∞(Ω),‖z‖L∞(Ω)  1, v = −div z, v = −div(z) in D′(Ω) and
such that for any w ∈ BV(Ω)∩L∞(Ω) and any S ∈ P ,∫
Ω
(
w − S(u))v  ∫
Ω
(z,Dw)−
∫
Ω
∣∣DS(u)∣∣− ∫
∂Ω
(
w − S(u))dHN−1, (5.6)
∫
Ω
(
w − S(u))v  ∫
Ω
(z,Dw)−
∫
Ω
∣∣DS(u)∣∣− ∫
∂Ω
(
w − S(u))dHN−1. (5.7)
Taking w = S(u)− p(Tk(u)− Tk(u)) as test function in (5.6), w = S(u)+ p(Tk(u)− Tk(u)) in
(5.7) and adding both inequalities we get,∫
Ω
p
(
Tk(u)− Tk(u)
)
(v − v)
∫
Ω
(
z − z,Dp(Tk(u)− Tk(u))) 0.
Letting k → ∞, we get that A is completely accretive.
Thanks to Proposition 5.5, we only have to prove that A is closed. Let (un, vn) ∈ A such that
(un, vn) → (u, v) in L1(Ω) × L1(Ω). Then, there exists zn ∈ X(Ω) such that ‖zn‖L∞(Ω)  1,
vn = −div(zn) in D′(Ω) and∫
Ω
(
w − S(un)
)
vn 
∫
Ω
(zn,Dw)−
∫
Ω
∣∣DS(un)∣∣−
∫
∂Ω
(
w − S(un)
)
dHN−1
for every w ∈ BV(Ω) ∩ L∞(Ω) and S ∈ P . Since ‖zn‖L∞(Ω)  1, we find z ∈ X(Ω) with
‖z‖L∞(Ω)  1 such that zn → z weakly∗ in L∞(Ω;RN). Moreover, since vn → v in L1(Ω),
we have v = −div(z). Finally, having in mind the lower semicontinuity of the functional given
by
u →
∫
Ω
∣∣DS(u)∣∣+ ∫
∂Ω
∣∣S∞ − S(u)∣∣dHN−1
where S∞ := limr→+∞ S(r) and taking limits we get∫
Ω
(
w − S(u))v  ∫
Ω
(z,Dw)−
∫
Ω
∣∣DS(u)∣∣− ∫
∂Ω
(
w − S(u))dHN−1,
that concludes the proof. 
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By Theorem 5.2, according to Crandall–Ligget’s Generation Theorem, for every initial datum
u0 ∈ L1(Ω), there is a unique mild solution u ∈ C(0, T ;L1(Ω)) of the evolution problem
du
dt
+ A  0, u(0) = u0 (5.8)
given by u(t) = S(t)u0, where (S(t))t0 is the contraction semigroup in L1(Ω) generated by A
which is given by the exponential formula
S(t)u0 = lim
n→∞
(
I + t
n
A
)−n
u0.
Moreover, since A is completely accretive, if the initial datum u0 ∈ D(A)∩L∞(Ω), then the
mild solution is a strong solution; i.e.
Lemma 5.4. Let u0 ∈ D(A) ∩ L∞(Ω), and let u(t) = S(t)u0 be the mild solution of (5.8).
Then, u ∈ L1(0, T ;BV(Ω) ∩ L∞(Ω)) ∩ W 1,1(0, T ;L1(Ω)) for every T > 0 and there exists
z(t) ∈ X(Ω) a.e. t ∈ [0, T ] verifying∫
Ω
u′(t)
(
S
(
u(t)
)−w) ∫
Ω
(
z(t),Dw
)− ∫
Ω
∣∣DS(u(t))∣∣− ∫
∂Ω
(
w − S(u))dHN−1 (5.9)
for every w ∈ BV(Ω) ∩ L∞(Ω), S ∈ P and a.e. t ∈ [0, T ]. Moreover, u(t) is characterized as
follows: there exists z(t) ∈ X(Ω), ‖z‖L∞(Ω)  1, u′(t) = div z(t) in D′(Ω) a.e t ∈ [0, T ], and∫
Ω
(
z(t),DS
(
u(t)
))= ∫
Ω
∣∣DS(u(t))∣∣, ∀S ∈ P,
[
z(t), ν
]= 1, HN−1- a.e. on ∂Ω and a.e. t ∈ [0, T ].
Proof. The result is a consequence of the nonlinear semigroup theory and it remains only to
prove that u(t) ∈ L∞(Ω) for a.e. t ∈ [0, T ]. Let us give the construction of u in terms of
Crandall–Ligget’s Theorem.
Let u(t) = S(t)u0, then the set K consisting of the values of t ∈ [0, T ] for which either u is
not differentiable at t or t is not a Lebesgue point for u′ or u′(t) + A  0 is null. Then, since
u′ ∈ L1(0, T ;L1(Ω)), for any ε > 0, there exists a partition 0 = t0 < t1 < · · · < tn−1  T < tn
such that tk /∈ K , tk − tk−1 < ε for k = 1, . . . , n and
n∑
k=1
tk∫
tk−1
∥∥u′(s)− u′(tk)∥∥L1(Ω) ds < ε.
We define
uε(t) := u0χ[t0,t1](t)+
n∑
u(tk)χ]tk−1,tk](t).
k=1
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‖uε‖L∞(Ω)  ‖u0‖L∞(Ω) + TN
s0
which implies
‖u‖L∞(Ω) MT := ‖u0‖L∞(Ω) + TN
s0
.  (5.10)
5.2. Existence and uniqueness for L1-initial data
We are now in the position to prove the existence and uniqueness of an entropy large solution.
Here is the definition of solution that is the natural adaptation of Definition 3.1 to the case
p = 1.
Definition 5.6. A measurable function u is an entropy large solution of (5.1) in Q = (0, T ) ×
Ω if u ∈ C(0, T ;L1(Ω)), S(u(·)) ∈ L1w(0, T ;BV(Ω)), ∀S ∈ P and there exist (z(t), ξ(t)) ∈
Z(Ω) with ‖z‖L∞(Ω)  1 and ξ ∈ (L1(0, T ;BV(Ω)2))∗ such that ξ is the time derivative of u in
(L1(0, T ;BV(Ω)2))∗, ξ = div z in (L1(0, T ;BV(Ω)))∗,
[
z(t), ν
]= 1 HN−1 a.e. on ∂Ω and a.e t ∈ (0, T ) (5.11)
satisfying
−
∫
Q
jS,h,l(u)ηt +
∫
Q
η
∣∣DS(Th(u)− Th(l))∣∣+
∫
Q
S
(
Th(u)− Th(l)
)
z · ∇η 0, (5.12)
for all l ∈ R, h > 0, 0 η ∈ D(Q), S ∈ P and jS,h,l(r) :=
∫ r
l
S(Th(s)− Th(l)) ds.
The main result of this section is the following
Theorem 5.5. Given u0 ∈ L1(Ω), there exists a unique entropy large solution of (5.1) in Q for
all T > 0. Moreover, if u,v are the entropy large solutions corresponding to the initial data
u0, v0 respectively, then
∥∥u(t)− v(t)∥∥
L1(Ω)  ‖u0 − v0‖L1(Ω)
for all t  0. Furthermore, if u0 ∈ L∞(Ω) then
u(t) ‖u0‖L∞(Ω) + TN
s0
a.e t ∈ (0, T ), (5.13)
where s0 is given by the uniform interior ball condition.
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Let u0 ∈ L1(Ω) and {S(t)}t0 be the contraction semigroup in L1(Ω) generated by A. We
prove now that the mild solution u(t) = S(t)u0 is also an entropy solution of (5.1). The proof is
divided into several steps.
Step 1. Approximating sequences. Since D(A)∩L∞(Ω) is dense in L1(Ω), given u0 ∈ L1(Ω),
there is a sequence u0,n ∈ D(A) ∩ L∞(Ω) such that u0,n → u0 ∈ L1(Ω). Denoting un(t) :=
S(t)u0,n, we have that un → u ∈ C([0, T ];L1(Ω)) for all T > 0. By Lemma 5.4, un ∈
L1(0, T ;BV(Ω) ∩ L∞(Ω)) ∩ W 1,1(0, T ;L1(Ω)) for all T > 0 and there exists zn(t) ∈ X(Ω),
‖zn(t)‖L∞(Ω)  1, u′n(t) = div(zn(t)) in D′(Ω) a.e. t ∈ [0,+∞[ such that∫
Ω
(
zn(t),DS
(
un(t)
))= ∫
Ω
∣∣DS(un(t))∣∣, ∀S ∈ P, (5.14)
[
zn(t), ν
]= 1 HN−1- a.e. on ∂Ω. (5.15)
From here, (5.13) is a direct consequence of (5.10).
Step 2. Convergence of the sequences and identification of the limit. Working exactly as in
Steps 2, 4 and 5 of Theorem 1 and Lemma 2 in [5], we prove that
• {u′n}n∈N is a bounded sequence in L∞(0, T ;BV(Ω)∗2) and therefore there is a net {u′α} such
that
u′α → ξ ∈
(
L1
(
0, T ;BV(Ω)2
))∗
weakly∗.
• There is z(t) ∈ X(Ω) with ‖z(t)‖L∞(Ω)  1 such that zn → z ∈ L∞(Q;RN) weakly∗.
• ξ(t) = div(z(t)) in D′(Ω) a.e. t ∈ [0, T ].
• ξ is the time derivative of u in the sense of Definition 2.1.
• [z(t), ν] = limα[zα(t), ν] = 1, HN−1-a.e. on ∂Ω , a.e. t ∈ [0, T ].
• ξ = div(z) in (L1(0, T ;BV(Ω)2))∗ in the sense of Definition 2.2.
Step 3. Entropy inequality. Let 0 η ∈ D(Q), S ∈ P and h, l > 0. Since u′n(t) = div(zn(t)), we
multiply this equation by η(t)S(Th(un(t)− Th(l))). Integrating in Q we get:
T∫
0
∫
Ω
d
dt
jS,h,l
(
un(t)
)
η(t) =
T∫
0
∫
Ω
div
(
zn(t)
)
S
(
Th
(
un(t)− Th(l)
))
η(t)
= −
T∫
0
∫
Ω
(
zn(t),D
(
S
(
Th
(
un(t)− Th(l)
))
η(t)
))
= −
T∫
0
∫
Ω
η(t)
∣∣D(S(Th(un(t)− Th(l)))∣∣
−
T∫ ∫
S
(
Th
(
un(t)
)− Th(l))zn(t) · ∇η(t).
0 Ω
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T∫
0
∫
Ω
η(t)
∣∣D(S(Th(un(t)− Th(l))))∣∣
= −
T∫
0
∫
Ω
S
(
Th
(
un(t)
)− Th(l))zn(t) · ∇η(t)+
T∫
0
∫
Ω
jS,h,l
(
un(t)
)
ηt (t).
By the lower semicontinuity of the total variation, letting n → ∞ we finally conclude that
T∫
0
∫
Ω
η(t)
∣∣D(S(Th(u(t)− Th(l))))∣∣
−
T∫
0
∫
Ω
S
(
Th
(
u(t)
)− Th(l))z(t) · ∇η(t)+
T∫
0
∫
Ω
jS,h,l
(
u(t)
)
ηt (t).
We give now a sketch of the proof of uniqueness which follows closely the proof of Theo-
rem 3.6.
Suppose that u = u(t, x), z = z(t, x) and v = v(s, y), z = z(s, y) and take, respectively, l =
v(s, y), S = T +k as the constant and the truncation in (5.12) for u, and l = u(t, x), S = T −k for v.
Then, ∫
Q
η
∣∣DxT +k (Th(u(t, x))− Th(v(s, y)))∣∣dt
+
∫
Q
T +k
(
Th
(
u(t, x)
)− Th(v(s, y)))z(t, x) · ∇xη dx dt

∫
Q
jT +k ,h,v(s,y)
(
u(t, x)
)
ηt dx dt
for all k,h > 0, 0 η ∈ D(Q) and∫
Q
η
∣∣DyT −k (Th(v(s, y))− Th(u(t, x)))∣∣ds
+
∫
Q
T −k
(
Th
(
v(s, y)
)− Th(u(t, x)))z(s, y) · ∇yη dy ds

∫
Q
jT −k ,h,u(t,x)
(
v(s, y)
)
ηs dy ds
for all k,h > 0, 0 η ∈ D(Q).
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sequence of mollifiers in R. As in (3.16) we define
ηm,n(t, x, s, y) := ρm(x − y)ρ˜n(t − s)φ
(
t + s
2
)
ψ
(
x + y
2
)
,
and let us choose ηm,n in the above expressions.
Now, integrating with respect to the other two variables and adding up both inequalities we
get:
∫
Q×Q
ηm,n
∣∣DxT +k (Th(u)− Th(v))∣∣+
∫
Q×Q
ηm,n
∣∣DyT +k (Th(u)− Th(v))∣∣
+
∫
Q×Q
(
z(t, x)− z(s, y)) · (∇x + ∇y)ηm,nT +k (Th(u)− Th(v))
+
∫
Q×Q
z(s, y) · ∇xηm,nT +k
(
Th(u)− Th(v)
)− ∫
Q×Q
z(t, x) · ∇yηm,nT +k
(
Th(u)− Th(v)
)

∫
Q×Q
jT +k ,h,v(s,y)
(u)(ηm,n)t + jT −k ,h,u(x,t)(v)(ηm,n)s .
Now, by Green’s formula,
∫
Q×Q
ηm,n
∣∣DxT +k (Th(u)− Th(v))∣∣+
∫
Q×Q
∣∣DyT +k (Th(u)− Th(v))∣∣
+
∫
Q×Q
z(s, y) · ∇xηn,mT +k
(
Th(u)− Th(v)
)− ∫
Q×Q
z(t, x) · ∇yηn,mT +k
(
Th(v)− Th(u)
)
=
∫
Q×Q
ηm,n
∣∣DxT +k (Th(u)− Th(v))∣∣+
∫
Q×Q
ηm,n
(
z(s, y),DxT
+
k
(
Th(u)− Th(v)
))
+
∫
Q×Q
ηm,n
∣∣DyT +k (Th(u)− Th(v))∣∣−
∫
Q×Q
ηm,n
(
z(t, x),DyT
+
k
(
Th(u)− Th(v)
))
 0.
Therefore, ∫
Q×Q
(
z(t, x)− z(s, y)) · (∇x + ∇y)ηm,nT +k (Th(u)− Th(v))

∫
Q×Q
jT +k ,h,v
(u)(ηm,n)t + jT −k ,h,u(v)(ηm,n)s .
Passing to the limit when h → +∞ we get,
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∫
Q×Q
jT +k
(
u(t, x)− v(s, y))((ηm,n)t + (ηm,n)s)
+
∫
Q×Q
(
z(s, y)− z(t, x)) · (∇x + ∇y)ηm,nT +k (u− v) 0,
where JT (r) :=
∫ r
0 T (s) ds.
Passing to the limit when n,m → ∞ yields:
−
∫
Q
jT +k
(u− v)φ′(t)ψ(x)+
∫
Q
φ(t)(z − z) · ∇ψ(x)T +k (u− v) 0. (5.16)
Now, working as in the proof of uniqueness of [5, Theorem 1], and having in mind that [z(t), ν] =
[z(t), ν] = 1 a.e. t ∈ (0, T ) and HN−1-a.e. on ∂Ω we can show that
lim
ψ↑χΩ
∫
Q
φ(t)(z − z) · ∇ψ(x)T +k (u− v) 0.
Then, letting ψ ↑ χΩ in (5.16) we get
−
∫
Q
jT +k
(u− v)φ′(t) 0,
for any 0 φ ∈ D(0, T ). Therefore,
∂
∂t
∫
Q
jT +k
(u− v) 0,
which implies ∫
Ω
jT +k
(u− v)
∫
Ω
jT +k
(u0 − v0).
Diving last expression by k and letting k → 0 we finally get∫
Ω
(u− v)+ 
∫
Ω
(u0 − v0)+. 
5.3. Some explicit examples of evolution
In this section we give two explicit examples of evolution of large solutions for the total
variation flow. In the first example, the initial datum satisfies the boundary condition in a strong
sense (i.e. ∃ limx→∂Ω u0(x) = +∞ for all x ∈ ∂Ω .) In this case, the large solution still verifies
this condition.
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u0(x) :=
{
0 if ‖x‖ 12 ,
log( ‖x‖1−‖x‖ ) if
1
2  ‖x‖ < 1.
We look for a solution of (5.1) of the form:
u(t, x) = a(t)χBr(t)(0) + b
(
t,‖x‖)χΩr(t) (5.17)
with Ωr(t) := Ω \ Br(t), 0 < r(t) to be found and such that b is increasing with respect to its
second variable and a(t) = b(t, r(t)) a.e t ∈]0, T ]. Note that in this case,
Du
|Du|χΩr(t) = sign
(
∂b
∂‖ · ‖
(
t,‖x‖)) x‖x‖χΩr(t) = x‖x‖χΩr(t) .
Then, we may define
z(t, x) :=
{
x
r(t)
if ‖x‖ r(t),
x
‖x‖ if r(t) ‖x‖ < 1
in order to have that [z(t), νr(t)]− = 1 = [z(t), νr(t)]+, denoting respectively the interior and the
exterior trace of the normal component of z with respect to the ball Br(t).
Then,
div z(x, t) =
{ 2
r(t)
if ‖x‖ r(t),
1
‖x‖ if r(t) ‖x‖ < 1.
Therefore,
1
‖x‖ = bt
(
t,‖x‖),
which implies that
b
(
t,‖x‖)χΩr(t) =
(
log
( ‖x‖
1 − ‖x‖
)
+ t‖x‖
)
χΩr(t) .
Then,
2
r(t)
= a′(t) = bt
(
t, r(t)
)+ ∂b
∂r
(
t, r(t)
)
r ′(t) = 1
r(t)
+
(
1
r(t)(1 − r(t)) −
t
r2(t)
)
r ′(t).
Thus, r(t) must solve the following ODE:
(
1 − t
)
r ′(t) = 1;1 − r(t) r(t)
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Fig. 2. Large solution in radial coordinates.
with initial condition r(0) = 12 . Therefore,
r(t) =
W(− t+1
2et+
1
2
)
t + 1 + 1,
where W is the Lambert W -function (see Fig. 1).
In this case (see Fig. 2),
u(t, x) = b(t, r(t))χBr(t)(0) + b(t,‖x‖)χΩr(t)
Then, ∂b
∂‖·‖ (t,‖x‖) > 0 and therefore it is immediate to prove that u ∈ L1(0, T ;W 1,∞(Ω)) ∩
W 1,1(0, T ;L1(Ω)), z(t) ∈ X(Ω) a.e t ∈ [0, T ], u′(t) = div z(t) a.e. t ∈ (0, T ) and
∫
Ω
(
z(t),DS
(
u(t)
))= ∫
Ω
∣∣DS(u(t))∣∣, ∀S ∈ P,
[
z(t), ν
]= 1, for all (t, x) ∈ [0, T ] × ∂Ω.
From here, it follows that u is the entropy solution of (5.1) with u0 as initial datum.
Second example is totally different in nature. In this case, the initial datum is u0 = 0 and the
influence of the domain on the solution appears. We point out that, as proved in Theorem 5.5, the
entropy large solution is uniformly bounded for all t ∈ [0, T ] and then, the boundary condition is
fulfilled in the weak sense (5.11). Note also that, in general, the solution is a genuine BV-function
since it may have jump discontinuities.
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uniform interior ball condition). We focus on the following problem:
⎧⎨
⎩
∂u
∂t
= div( Du|Du| ) in (0, T )×C,
u(t, x) = +∞ on (0, T )× ∂C,
u(0, x) = 0 in C.
(5.18)
We need to recall the approach and several results given in [3] which we gather together in
the next result:
Theorem 5.6. (See [3].) Consider the problem
(P )λ := min
F⊆C Per(F )− λ|F |.
Then, there is a convex set K ⊆ C (the Cheeger set, see [2,15] for details) which is a solution
of (P )λK with λD := Per(D)|D| for any D ⊆ C. For any λ > λK there is a unique minimizer Cλ
of (P )λ and the function λ → Cλ is increasing and continuous. Moreover, Cμ = C iff μ 
max{λC, (N − 1)‖HC‖∞} with HC(x) being the mean curvature of ∂C at the point x.
Let K be the Cheeger set contained in C defined in the previous result. For each λ ∈ (0,+∞)
let Cλ be the minimizer of problem (P )λ. We take Cλ = ∅ for any λ < λK . Using the monotonic-
ity of Cλ and the fact that |C \ ∩{Cλ: λ > 0}| = 0 we may define
HC(x) := inf{λ: x ∈ Cλ}.
In Theorem 17 in [3] it is shown that
v(t, x) = (1 −HC(x)t)+χC
is the entropy solution for the Cauchy problem for the total variation with v0 = χC as initial
datum. In particular, it is obtained a vector field ξC ∈ X(RN) with ‖ξC‖L∞(RN)  1 such that
div ξC = −HCχC in D′(RN), ∫
RN
(ξC,Dv) =
∫
RN
|Dv|
and [
ξC, ν
C
]= −1 HN−1- a.e. on ∂Ω.
Taking z := −ξCχC and with the same proof as in [3], we can show that
u(t, x) = HC(x)t
is the entropy large solution of (5.18). Therefore, the speed of the growth of the large entropy
solution is the speed of decrease of the solution of the corresponding Cauchy problem with χC
as initial datum.
S. Moll, F. Petitta / Journal of Functional Analysis 262 (2012) 1566–1602 1601Remark 5.2. Let us finally observe that, in the special case that C is calibrable (i.e. the Cheeger
set K coincides with C), then the large solution of (5.18) is exactly:
u(t, x) = Per(C)|C| t.
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