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Abstract
A new algorithm, which is based on the splitting-step idea and the penalization method, for reflected stochastic differential
equation (RSDE) in the upper half-space R1+ is presented in this paper. After some important estimates about RSDEs and
penalization ODEs are obtained, the local pathwise error of the suggested algorithm are considered, and an estimate of local
error in the 2pth moment is proved under the assumptions of Lipschitz continuity and linear growth. Some numerical experiments
based on MATLAB programs are given to support the suggested algorithm.
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1. Introduction
Let (Ω ,F, {Ft },P) be a filtered probability space, which satisfies the usual conditions, and let W· be a standard
{Ft }-Brownian motion on this space. Consider a stochastic differential equation (SDE):
dX t = µ(X t )dt + σ(X t )dWt + dKt , (1)
with initial values X0 and K0, where µ and σ are the two measurable functions on R1, X0 and K0 are F0/B(R1)-
measurable random variables such that X0 ≥ 0 and K0 = 0, P-a.s. Here B(R1) denotes the set of all Borel sets of R1.
A pair of continuous and {Ft }-adapted processes (X ·, K·) in the time interval [0, T ] is called a reflecting solution of
SDE (1) in the upper half-space R1+ = [0,+∞) if X · is non-negative, K· is non-decreasing, and they satisfy:
X t = X0 +
∫ t
0
µ(Xs)ds +
∫ t
0
σ(Xs)dWs + Kt , (2)
Kt = K0 +
∫ t
0
1{0}(Xs)dKs, (3)
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for each t ∈ [0, T ], where 1A is the indicator of set A. The Eq. (3) implies that K· increase only in {t ≥ 0 : X t = 0},
and hence, its purpose is to reflect X · back to the interior of R1+.
The SDE (1) is called the reflected stochastic differential equation (RSDE), which arises from the modeling of
some phenomenon with constraints. In fact, elliptic and parabolic partial differential equations with Neumann type
and mixed boundary conditions lead to probabilistic interpretations in terms of reflected diffusions, which are given
by RSDEs (see the book [1] and papers [2–4]). The RSDE is also called the Skorokhod SDE which first discussed by
Skorokhod in [5]. Several authors further considered the RSDE in more general domains (see [6–9] etc.).
In most of the cases, solutions of RSDEs are not given explicitly, therefore, the numerical approximation is a
vital way in obtaining the solutions and studying their properties. Several authors have given some different Euler-
type numerical schemes for RSDEs. For example, Euler approximation was considered by Chitashvili and Lazrieva
in [10], and Euler–Peano approximation was used by Saisho in [11]. Lepingle in [12] and Slominski in [8,13] discussed
convergence rates of these numerical schemes. Liu in [14] raised the projection scheme and the projection–rotation
scheme. Pettersson also considered the projection scheme in [15].
Except for the above numerical schemes, the penalization method was also applied to approximate the solution of
RSDE by Menaldi in [6]. Let ε > 0 be a given number, and let β(x) = min{0, x}, x ∈ R1. Consider the penalization
SDE:
dXεt = µ(Xεt )dt + σ(Xεt )dWt −
1
ε
β(Xεt )dt,
with the initial value X0. Menaldi showed that, under some suitable conditions, as ε tends to zero, Xε· converges to
the solution of a stochastic variational inequality (SVI) which is equivalent to the RSDE (1). Later, this method was
applied to RSDE with Poisson jumps (see [16]). Recently, this method was developed to solve RSDEs with general
jumps (see [9]), and the reflecting Brownian motion which was applied to solve some complex problems in mechanics
(see [17]).
Let X0 be a non-negative and F0/B(R1)-measurable random variable. The penalization scheme, which was
introduced in [14], is given in the following: setting X∆,ε0 = X0, and for any t ∈ (tk−1, tk] with k = 1, 2, . . . , n,
define
X∆,εt = X∆,εtk−1 +
(
µ(X∆,εtk−1 )−
1
ε
β(X∆,εtk−1 )
)
(t − tk−1)+ σ(X∆,εtk−1 )(Wt −Wtk−1),
where 0 = t0 < t1 < · · · < tn = T is a partition of [0, T ] with the mesh ∆. Liu also showed that if µ and σ are
bounded and Lipschitz continuous, and ε = √∆, then E[|XT − X∆,εT |2] ≤ Cα∆1−α for any 0 < α < 1, where Cα is
a constant (Theorem 2 in [14]).
In this paper, we consider an RSDE of the form:
dX t = (µ(X t )+ ν(X t )) dt + σ(X t )dWt + dKt . (4)
We will decompose the RSDE (4) into two equations, an SDE:
dYt = µ(Yt )dt + σ(Yt )dWt (5)
and a penalization ordinary differential equation (ODE):
dZ εt = ν(Z εt )dt −
1
ε
β(Z εt )dt, (6)
where ε > 0 is a parameter, and β(x) = min{0, x}, x ∈ R1, is the penalization function. The idea of this
decomposition is that SDE (5) is simple enough because it does not have the reflecting term, and so that we are
more easy to handle the stochastic part as well as we can use the deterministic algorithm to approach ODE (6). Based
on this decomposition we will present a splitting-step algorithm for RSDE (4). The splitting-step algorithms based
on such a decomposition for SDEs have been considered by several authors recently, for example, Schurz in [18],
and Moro and Schurz in [19]. Some different splitting-step algorithms for SDEs were presented by Higham, Mao and
Stuart in [20]. But, the splitting-step algorithm for RSDE is not known from the literature to the best of our current
knowledge.
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This paper is structured as follows. After this introduction we give some important estimates for the solutions of
RSDE (1) and ODE (6), respectively, in Section 2. Then, in Section 3, we present an algorithm for RSDE, which is
based on the splitting-step idea and the penalization method, and report a result on the convergence of this algorithm
and its proof. We also give a numerical scheme based on the suggested algorithm. Finally, some numerical experiments
are given to support the suggested algorithm in Section 4.
2. Some estimates
We consider RSDE (1). Using the classical methods, one can prove the following result on the existence and
uniqueness, and the 2pth moment bounds for the solution of RSDE (1) (for example, see [1,7]).
Theorem 1. Let X0 be an F0/B(R1)-measurable and non-negative random variable such that E[|X0|2p] < ∞ for
some p ≥ 1, and let K0 ≡ 0. Suppose that µ and σ satisfy the linear growth condition:
|µ(x)| + |σ(x)| ≤ Cl(1+ |x |), ∀x ∈ R1; (7)
and the Lipschitz condition:
|µ(x)− µ(y)| + |σ(x)− σ(y)| ≤ CL |x − y|, ∀x, y ∈ R1, (8)
where Cl and CL are two positive constants. Then RSDE (1) has a unique strong solution (X ·, K·) with initial values
X0 and K0. Moreover, there exists a constant Ap > 0, which only depends on X0, T , Cl and p, such that
sup
t∈[0,T ]
E
[
|X t |2p
]
+ sup
t∈[0,T ]
E
[
|Kt |2p
]
≤ Ap.
We establish a 2pth moment estimate for the continuity of the solution of RSDE (1).
Theorem 2. Under the assumptions of Theorem 1, there exists a constant C p, which only depends on X0, T , Cl and
p, such that
E
[
|X t − Xs |2p
]
+ E
[
|Kt − Ks |2p
]
≤ C p|t − s|p∧( 12 p+1),
holds for all 0 ≤ s ≤ t ≤ T .
Proof. For any 0 ≤ s ≤ t ≤ T , applying Itoˆ formula to (2) we have that
|X t − Xs |2 =
∫ t
s
2(Xu − Xs) (µ(Xu)du + σ(Xu)dWu + dKu)+
∫ t
s
σ 2(Xu)du.
Since
∫ t
s XudKu = 0, Xs(Kt − Ks) ≥ 0 and 2(Xu − Xs)µ(Xu) ≤ (Xu − Xs)2 + µ2(Xu), we get
|X t − Xs |2 ≤
∫ t
s
(
|Xu − Xs |2 + µ2(Xu)+ σ 2(Xu)
)
du +
∫ t
s
2(Xu − Xs)σ (Xu)dWu . (9)
Hence, we obtain
E
[
|X t − Xs |2
]
≤ E
[∫ t
s
|Xu − Xs |2du
]
+ E
[∫ t
s
(
µ2(Xu)+ σ 2(Xu)
)
du
]
≤
∫ t
s
E
[
|Xu − Xs |2
]
du + 4C2l (1+ A1)|t − s|.
Thus, by Gronwall’s inequality, we have that E[|X t − Xs |2] ≤ c0|t − s|, where c0 is a constant depended on Cl and
A1. Now, from (2) we have that
E
[
|Kt − Ks |2
]
≤ 32E
[
|X t − Xs |2
]
+ 32E
[(∫ t
s
µ(Xu)du
)2]
+ 32E
[(∫ t
s
σ(Xu)dWu
)2]
≤ c1|t − s| + c2|t − s|2 + c3|t − s| ≤ c4|t − s|,
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where ci , i = 1, . . . , 4, are depended on c0, Cl and A1, i.e. the result is proved for p = 1. For any p > 1, from (9)
|X t − Xs |2p ≤ 3p
(∫ t
s
|Xu − Xs |2du
)p
+ 3p
(∫ t
s
(
µ2(Xu)+ σ 2(Xu)
)
du
)p
+ 3p
(∫ t
s
2(Xu − Xs)σ (Xu)dWu
)p
.
By Burkholder–Davis–Gundy inequality we obtain
E
[
|X t − Xs |2p
]
≤ c˜1|t − s|p
∫ t
s
E
[
|Xu − Xs |2p
]
du + c˜2|t − s|p+1 + c˜3E
[(∫ t
s
|Xu − Xs |2σ 2(Xu)du
)p/2]
≤ c˜1|t − s|p
∫ t
s
E
[
|Xu − Xs |2p
]
du + c˜2|t − s|p+1 + c˜4|t − s|p/2E
[∫ t
s
|Xu − Xs |pσ p(Xu)du
]
≤ c˜1|t − s|p
∫ t
s
E
[
|Xu − Xs |2p
]
du + c˜2|t − s|p+1 + c˜5|t − s|p/2E
[∫ t
s
σ 2p(Xu)du
]
≤ c˜6|t − s|p/2
∫ t
s
E
[
|Xu − Xs |2p
]
du + c˜7|t − s| 12 p+1,
where c˜ j , j = 1, . . . , 7, are constants depended on Cl and A1, p and T . Thus, by Gronwall’s inequality, we have that
E[|X t − Xs |2p] ≤ C ′p|t − s|
1
2 p+1, where C ′p is a constant depended on c6 and c7, T and p. Again from the Eq. (2) we
have that
|Kt − Ks |2p ≤ 32p|X t − Xs |2p + 32p
(∫ t
s
µ(Xu)du
)2p
+ 32p
(∫ t
s
σ(Xu)dWu
)2p
,
and hence, we get that E[|Kt − Ks |2p] ≤ C ′′p|t − s|p∧(
1
2 p+1), where C ′′p is a constant depended on C ′p, T and p. Note
that A1 only depends on X0, T and Cl . The theorem is proved. 
Let ε > 0 and T > s be fixed. We now consider ODE (6) with the initial value Z εs = ξ in the time interval
[s, T ], where ξ is an Fs/B(R1)-measurable random variable such that E[|ξ |2] < ∞. Suppose that ν has the bounded
derivatives up to 2nd order. Then, it is clear that ν(z)− 1
ε
β(z) also satisfies the linear growth condition and Lipschitz
condition with positive constants Cl,ε and CL ,ε, where Cl,ε and CL ,ε depend on the parameter ε. Thus, ODE (6) has
a unique solution Z εt given by
Z εt = ξ +
∫ t
s
ν(Z εu)du −
1
ε
∫ t
s
β(Z εu)du, ∀t ∈ [s, T ]. (10)
Theorem 3. Let p ≥ 1. If E[|ξ |4p] < ∞ and ν has the bounded derivatives up to 2nd order, then
sup
s≤t≤T
E
[
|Z εt |2p
]
+ E
[(
1
ε
∫ T
s
|β(Z εu)|du
)2p]
≤ αp,
where αp > 0 is a constant, which only depends on ξ , T , p and the bound of ν′(x).
Proof. For any t ∈ [s, T ], using Chain rule, we get
(Z εt )
2p = ξ2p +
∫ t
s
2p(Z εu)
2p−1ν(Xεu)du −
1
ε
∫ t
s
2p(Z εu)
2p−1β(Z εu)du
≤ ξ2p +
∫ t
s
2p(Z εu)
2p−1ν(Z εu)du,
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since z2p−1β(z) = |β(z)|2p ≥ 0. Noting the simple inequality: |z|n (1+ |z|m) ≤ 1 + 2|z|n+m for any n,m and any
z ∈ R1, we get
E
[
(Z εt )
2p
]
≤ E
[
|ξ |2p
]
+ 2pc1E
[∫ t
s
|Z εu |2p−1(1+ |Z εu |)du
]
≤ E
[
|ξ |2p
]
+ 2pc1E
[∫ t
s
(
1+ 2|Z εu |2p
)
du
]
≤ c2 + c3
∫ t
s
E
[
|Z εu |2p
]
du,
where ci , i = 1, 2, 3, are constants which only depend on p, ξ , T and the bound of ν′(x). Thus, by Gronwall’s
inequality, we have that E[|Z εt |2p] ≤ α′p for all t ∈ [s, T ], where α′p > 0 is a constant which only depends on c2, c3
and T .
Let f (z) = (z − 1)2, and note that β(z) has the property: (z − 1)β(z) ≥ |β(z)| for all z ∈ R1. Using Chain rule
we get
(Z εt − 1)2 = (ξ − 1)2 +
∫ t
s
2(Z εu − 1)ν(Z εu)du −
1
ε
∫ t
s
2(Z εu − 1)β(Z εu)ds
≤ (ξ − 1)2 +
∫ t
s
2(Z εu − 1)ν(Z εu)du −
1
ε
∫ t
s
2|β(Z εu)|du
or, we have
1
ε
∫ t
s
|β(Z εu)|du ≤
1
2
(ξ − 1)2 +
∫ t
s
(Z εu − 1)ν(Z εu)du.
Thus, by using the proved result that E[|Z εt |2p] ≤ α′p for all t ∈ [s, T ], we obtain
E
[(
1
ε
∫ T
s
|β(Z εu)|du
)2p]
≤ 22p−2E
[
(ξ − 1)4p
]
+ 22p−1E
[(∫ T
s
(Z εu − 1)ν(Z εu)du
)2p]
< α′′p,
where α′′p > 0 is a constant which only depends on α′p, ξ , p, T and the bound of ν′(x). Therefore, letting αp = α′p+α′′p,
we proved the theorem. 
Furthermore, we have the following estimates:
Theorem 4. Under the assumptions of Theorem 3, if ξ ≥ 0, P-a.s., then,
E
[∫ t
s
|β(Z εu)|2pdu
]
≤ γpε2p|t − s|, (11)
holds for all 0 ≤ s ≤ t ≤ T , where γp > 0 is a constant, which only depends on ξ , T , p and the bound of ν′(x).
Proof. Consider the function ϕ(z) = |β(z)|2p for all z ∈ R1. We have that
ϕ(z) =
{
0, if z ≥ 0,
|z|2p, if z < 0, ϕ
′(z) =
{
0, if z ≥ 0,
−2p|z|2p−1, if z < 0.
Since ϕ(ξ) = 0 and ϕ′(z)β(z) = 2pϕ(z) ≥ 0, we get that, for any s < v ≤ t ,
ϕ(Z εv) = ϕ(ξ)+
∫ v
s
ϕ′(Z εu)ν(Z εu)du −
1
ε
∫ v
s
ϕ′(Z εu)β(Z εu)du
≤ 2pc1
∫ v
s
|β(Z εu)|2p−1(1+ |Z εu |)du −
2p
ε
∫ v
s
ϕ(Z εu)du,
where c1 is a constant depending on the bound of ν′(z). Note Young inequality:
ab ≤ δ
r
ar + 1
qδq/r
bq , ∀a, b, δ > 0 and 1
r
+ 1
q
= 1. (12)
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Substituting r = 2p/(2p − 1), q = 2p, a = |β(Z εu)|2p−1, δ = r/(2Clε) and b = (1+ |Z εu |) into (12) we have that
2pc1|β(Z εu)|2p−1(1+ |Z εu |) ≤
p
ε
ϕ(Z εu)+ c2(1+ |Z εu |)2pε2p−1,
where c2 is a constant which depends only on p and c1. Thus, we have
ϕ(Z εv)+
p
ε
∫ v
s
ϕ(Z εu)du ≤ c2ε2p−1
∫ v
s
(1+ |Z εu |)2pdu,
and so that∫ v
s
ϕ(Z εu)du ≤ c0ε2p
∫ v
s
(1+ |Z εu |)2pdu, (13)
where c0 is a constant which depends only on p and c2. Taking the mathematical expectation in (13) and applying
Theorem 3 we get the result. 
Theorem 5. Under the assumptions of Theorem 4,
E
[
|Z εt − ξ |2p
]
+ E
[(
1
ε
∫ t
s
β(Z εu)du
)2p]
≤ ρp|t − s|2p,
holds for 0 ≤ s ≤ t ≤ T , where ρp > 0 is a constant which only depends on ξ , T , p and the bound of ν′(x).
Proof. Since Z ε· is the solution of ODE (10), we have that for any t ∈ [s, T ],
Z εt − ξ =
∫ t
s
ν(Z εu)du −
1
ε
∫ t
s
β(Z εu)du.
By the simple inequality: (a + b)2p ≤ 22p(a2p + b2p) for all a > 0 and b > 0, we have
|Z εt − ξ |2p ≤ 22p
∣∣∣∣∫ t
s
ν(Z εu)du
∣∣∣∣2p + 22p ∣∣∣∣1ε
∫ t
s
β(Z εu)du
∣∣∣∣2p .
Thus, from Theorem 4 it follows that
E
[∣∣Z εt − ξ ∣∣2p] ≤ 22pE
[∣∣∣∣∫ t
s
ν(Z εu)du
∣∣∣∣2p
]
+ 22pE
[∣∣∣∣1ε
∫ t
s
β(Z εu)du
∣∣∣∣2p
]
≤ c1|t − s|2p + c2 1
ε2p
ε2p|t − s|2p ≤ ρ′p|t − s|2p,
where c1 and c2 are constants which depend on p, αp, γp, and the bound of ν′(x), and ρ′ = c1 + c2. Therefore,
according to Theorems 3 and 4, the theorem is proved. 
3. The splitting-step algorithm
Let n be a positive integer. Denote ∆ = T/n, and set t0 = 0 and tk = k∆ for each k = 1, 2, . . . , n, i.e.
t0 < t1 < · · · < tn is a partition of [0, T ]. Denote ∆tk = tk − tk−1 and ∆Wtk = Wtk − Wtk−1 for k = 1, . . . , n.
Then∆tk = ∆ for each k, and∆Wt1 ,∆Wt2 , . . . ,∆Wtn are n independent random variables having a common normal
distribution with mean 0 and variance ∆.
We present a splitting-step algorithm for the solution (X t , Kt ) of RSDE (4). Assume that, for each s ∈ [0, T ),
SDE (5) has a unique strong non-negative solution Yt in [s, T ] when the initial value Ys is Fs/B(R1)-measurable
and non-negative. For each k = 1, 2, . . . , n, we consider the following two-step algorithm along the time intervals
[tk−1, tk], which is called the splitting-step algorithm.
1. Knowing the value of (X tk−1 , Ktk−1) of RSDE (4), we obtain an intermediate value Ytk ≥ 0 by the solution of SDE
(5) along [tk−1, tk] with initial value Ytk−1 = X tk−1 , i.e.
Ytk = X tk−1 +
∫ tk
tk−1
µ(Ys)ds +
∫ tk
tk−1
σ(Ys)dWs . (14)
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2. Then, Ytk is used as the initial condition for ODE (6), which is now integrated using any converging deterministic
algorithm to get Z εtk , i.e.
Z εtk = Ytk +
∫ tk
tk−1
ν(Z εs )ds −
1
ε
∫ tk
tk−1
β(Z εs )ds. (15)
Then, define
K εtk = Ktk−1 −
1
ε
∫ tk
tk−1
β(Z εs )ds,
and (Z εtk , K
ε
tk ) is an approximation of the value of (X tk , Ktk ).
The advantage of this splitting-step technique for RSDE (4) is that SDE (14) is simple enough because it does not
have the reflecting term or the penalization term, and so that we are easier to handle the stochastic integral term of
problem correctly as well as we can use the deterministic algorithm to approach ODE (15). In order to get a 2pth
moment estimate for the local error of this two-step algorithm, we introduce some assumptions.
Hypothesis A. Let p ≥ 1. Assume that X0 is an F0/B(R1)-measurable and non-negative random variable such that
E[|X0|4p] < ∞, and K0 ≡ 0. Suppose that µ and σ satisfy Linear growth condition (7) and Lipschitz condition (8),
and ν has the bounded derivatives up to 2nd order.
According to Theorems 1 and 2, we know that, under Hypothesis A, RSDE (4) has a unique strong solution (X ·, K·)
with initial values X0 and K0. Moreover, there exists two positive constants A˜2p and C˜ p, which only depend on X0,
p, T , Cl and the bounds of ν′(x) and ν′′(x), such that E[|X t |4p] ≤ A˜2p for all t ∈ [0, T ], and the moment estimate in
Theorem 2 holds for C˜ p, i.e.
E
[
|X t − Xs |2p
]
+ E
[
|Kt − Ks |2p
]
≤ C˜ p|t − s|p∧( 12 p+1), (16)
holds for all 0 ≤ s ≤ t ≤ T . Then, since SDE (14) is an SDE without the reflecting boundary condition, it is clear
that, in each [tk−1, tk], SDE (14) has a solution Yt such that E[Y 4ptk ] < ∞. Now, we have the following result.
Theorem 6. Suppose that Hypothesis A is satisfied and SDE (14) has a non-negative solution Ytk for each k =
1, 2, . . . , n. Then the local error of the above two-step algorithm has the following estimate:
E
[
|X tk − Z εtk |2p | X tk−1
]
≤ C0∆p∧( 12 p+1), k = 1, 2, . . . , n, (17)
where C0 is a positive constant which only depends on X0, p, T , CL , Cl and the bounds of ν′(x) and ν′′(x).
Proof. For the given X tk−1 , we have,
X tk = X tk−1 +
∫ tk
tk−1
(µ(Xs)+ ν(Xs)) ds +
∫ tk
tk−1
σ(Xs)dWs +
∫ tk
tk−1
dKs
= X tk−1 + (µ(X tk−1)+ ν(X tk−1))∆tk + σ(X tk−1)∆Wtk +∆Ktk +∆Rtk ,
where
∆Rtk =
∫ tk
tk−1
[(µ(Xs)− µ(X tk−1))+ (ν(Xs)− ν(X tk−1))]ds +
∫ tk
tk−1
(σ (Xs)− σ(X tk−1))dWs .
For SDE (14), noting that Ytk−1 = X tk−1 , we have
Ytk = X tk−1 + µ(X tk−1)∆tk + σ(X tk−1)∆Wtk +∆1Rtk ,
where
∆1Rtk =
∫ tk
tk−1
(µ(Ys)− µ(Ytk−1))ds +
∫ tk
tk−1
(σ (Ys)− σ(Ytk−1))dWs .
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For ODE (15) with Z εtk−1 = Ytk , by Chain rule and Itoˆ’s formula we get
Z εtk = Ytk + ν(X tk−1)∆tk −
1
ε
∫ tk
tk−1
β(Z εs )ds +∆2Rtk
= X tk−1 + (µ(X tk−1)+ ν(X tk−1))∆tk + σ(X tk−1)∆Wtk −
1
ε
∫ tk
tk−1
β(Z εs )ds +∆R˜tk ,
where
∆2Rtk =
∫ tk
tk−1
∫ s
tk−1
ν′(Z εu)ν(Z εu)duds −
1
ε
∫ tk
tk−1
∫ s
tk−1
ν′(Z εu)β(Z εu)duds
+
(∫ tk
tk−1
(
ν′(Ys)µ(Ys)+ 12ν
′′(Ys)σ 2(Ys)
)
ds +
∫ tk
tk−1
ν′(Ys)σ (Ys)dWs
)
∆tk,
and ∆R˜tk = ∆1Rtk +∆2Rtk . Thus, the local error lock = X tk − Z εtk can be represented by
lock =
(
Ktk − Ktk−1
)+ 1
ε
∫ tk
tk−1
β(Z εs )ds +∆Rtk −∆R˜tk ,
and hence, we have
|lock |2p ≤ 92p
{
|Ktk − Ktk−1 |2p +
∣∣∣∣1ε
∫ tk
tk−1
β(Z εs )ds
∣∣∣∣2p
+
∣∣∣∣∫ tk
tk−1
[(µ(Xs)− µ(X tk−1))+ (ν(Xs)− ν(X tk−1))]ds
∣∣∣∣2p
+
∣∣∣∣∫ tk
tk−1
(σ (Xs)− σ(X tk−1))dWs
∣∣∣∣2p
+
∣∣∣∣∫ tk
tk−1
(µ(Ys)− µ(Ytk−1))ds
∣∣∣∣2p + ∣∣∣∣∫ tk
tk−1
(σ (Ys)− σ(Ytk−1))dWs
∣∣∣∣2p
+
∣∣∣∣∫ tk
tk−1
∫ s
tk−1
ν′(Z εu)ν(Z εu)duds
∣∣∣∣2p + ∣∣∣∣1ε
∫ tk
tk−1
∫ s
tk−1
ν′(Z εu)β(Z εu)duds
∣∣∣∣2p
+
∣∣∣∣∫ tk
tk−1
(
ν′(Ys)µ(Ys)+ 12ν
′′(Ys)σ 2(Ys)
)
ds +
∫ tk
tk−1
ν′(Ys)σ (Ys)dWs
∣∣∣∣2p (∆tk)2p
}
.
Now, under the given initial value X tk−1 , we estimate the 2nd moments term-by-term in the above inequality. First,
according to the estimate (16) and Theorem 5, we have
E
[
|Ktk − Ktk−1 |2p
]
+ E
[∣∣∣∣1ε
∫ tk
tk−1
β(Z εs )ds
∣∣∣∣2p
]
≤ c1∆p∧( 12 p+1),
where c1 is a constant depending on C˜ p and ρp. Second, using Cauchy–Schwartz inequality and the estimate (16), we
have
E
[∣∣∣∣∫ tk
tk−1
[(µ(Xs)− µ(X tk−1))+ (ν(Xs)− ν(X tk−1))]ds
∣∣∣∣2p
]
≤
(
∆2p−1
)
E
[∫ tk
tk−1
∣∣(µ(Xs)− µ(X tk−1))+ (ν(Xs)− ν(X tk−1))∣∣2p ds]
≤ c2∆2p+p∧( 12 p+1),
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where c2 is a constant depending on CL , C˜ p, and the bounds of ν′(x) and ν′′(x). Third, using Burkholder–
Davis–Gundy inequality and by Theorem 2, we have
E
[∣∣∣∣∫ tk
tk−1
(σ (Xs)− σ(X tk−1))dWs
∣∣∣∣2p
]
≤ c′3E
[∣∣∣∣∫ tk
tk−1
(σ (Xs)− σ(X tk−1))2ds
∣∣∣∣p]
≤ c′′3
(
∆p−1
)
E
[∫ tk
tk−1
∣∣σ(Xs)− σ(X tk−1)∣∣2p ds] ≤ c3∆p+p∧( 12 p+1),
where c′3 and c′′3 are two constants which only depend on p, and c3 is a constant depending on CL , p and C˜ p. Fourth,
since (5) is an SDE without reflecting boundary condition, we get
E
[∣∣∣∣∫ tk
tk−1
(µ(Ys)− µ(Ytk−1))ds
∣∣∣∣2p + ∣∣∣∣∫ tk
tk−1
(σ (Ys)− σ(Ytk−1))dWs
∣∣∣∣2p
]
≤ c4∆2p−1,
where c4 is a constant depending on Cl and CL . Finally, by Theorems 3–5, we have that
E
[∣∣∣∣∫ tk
tk−1
∫ s
tk−1
ν′(Z εu)ν(Z εu)duds
∣∣∣∣2p
]
≤ c5∆4p,
E
[∣∣∣∣1ε
∫ tk
tk−1
∫ s
tk−1
ν′(Z εu)β(Z εu)duds
∣∣∣∣2p
]
≤ c6∆4p,
and
E
[∣∣∣∣∫ tk
tk−1
(
ν′(Ys)µ(Ys)+ 12ν
′′(Ys)σ 2(Ys)
)
ds +
∫ tk
tk−1
ν′(Ys)σ (Ys)dWs
∣∣∣∣2p (∆tk)2p
]
≤ c7∆4p,
where c5, c6 and c7 are constants, which depend on the bounds of ν′(x) and ν′′(x), constants αp, C˜ p and Cl . Now,
according to Theorems 2–5 and the definitions of constants A˜2p and C˜ p, by combining the above estimates, we obtain
the result. 
According to the two-step algorithm (14) and (15), we present a Splitting-step scheme for RSDE (4) in the
following. Let X0 be F0/B(R1)-measurable and non-negative. Denote X∆t0 = X0, and set
Y∆tk = X∆tk−1 + µ(X∆tk−1)∆tk + σ(X∆tk−1)∆Wtk ,
Z∆tk = Y∆tk + ν(Y∆tk )∆tk,
X∆tk = Z∆tk − β(Z∆tk )∆tk/ε,
(18)
for any k = 1, 2, . . . , n. From Theorems 2 and 6, it follows that, under the Hypothesis A, the numerical solution X∆tk
converges to the exact solution X t of RSDE (4) in the 2pth moment sense. Of course, we are more interested in the
estimates for the global error (or, convergence rates) and stabilities of this new numerical scheme (18). We will study
these aspects in detail in our future research work. As a comparison, we also give the Euler scheme for RSDE (4). Let
X∆t0 = Y∆t0 = X0 and K∆t0 = 0, and set
Y∆tk = Y∆tk−1 + (µ(X∆tk−1)+ ν(X∆tk−1))∆tk + σ(X∆tk−1)∆Wtk ,
K∆tk = max{K∆tk−1 ,−Y∆tk },
X∆tk = Y∆tk + K∆tk ,
(19)
for each k = 1, 2, . . . , n. The detail of Euler scheme can be found in [12–15]. In the next section, we will compare
Splitting-step scheme (18) with Euler scheme (19) via numerical experiments. Here we would like to mention that,
though it is a well-known fact that Milstein scheme has a higher convergence rate than Euler scheme for general SDEs
(see Kloeden and Platen’s classical book [21], or a modern overview by Schurz in [18]), Milstein-type schemes for
RSDEs are not known from the literature to the best of our current knowledge.
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Fig. 1. Single path simulation of (20) (left) and (21) (right).
4. Numerical experiments
In this section, we will use the following two RSDEs:
dX t =
(
µ1X t + c sin(aX2t + b)
)
dt + σ1X tdWt + dKt , (20)
dX t =
(
µ2 + c sin(aX2t + b)
)
dt + σ2
√
(X t + d) dWt + dKt , (21)
in the time interval [0, 1] with X0 = x0 and K0 = 0 to exemplify Splitting-step scheme (18) and Euler scheme (19),
where µ, σ , a, b, c, d and x0 > 0 are all real numbers. All numerical experiments are performed in MATLAB with the
normal random number generator, randn. For a detailed introduction to MATLAB programs for numerical solution
and simulation of SDEs, one can refer to Higham’s paper [22].
We first simulate the solutions of RSDEs (20) and (21) in Splitting-step scheme (18) and Euler scheme (19),
respectively. Here, we set coefficients: σ1 = 0.5, σ2 = 2, µi = 12σ 2i , i = 1, 2, a = 10, b = 1, c = 1000 and
d = 2−10; the initial value: x0 = 0.5, and the parameter: ε =
√
∆. Fig. 1 gives the single path simulation of these
RSDEs by using Splitting-step scheme and Euler scheme with∆ = 2−10, respectively. Fig. 2 plots numerical solutions
of RSDE (20) and (21) by using Splitting-step scheme (18) with the average over M = 50,000 discretized paths and
along 5 individual paths, respectively. From these figures we can see that all simulations for solution of RSDEs (20)
and (21) are almost all in the upper half-space R1+.
Next, we compare the convergence rates of Splitting-step scheme (18) and Euler scheme (19) via estimating the
order γ and the constant C of mean square errors:
∆ := E
[
|X∆1 − X1|2
]
≈ C ·∆γ , (22)
where X∆1 is the endpoint approximate with different step sizes:∆ = 2−5, . . . , 2−9. Thus, 12γ is just the convergence
rate of considered schemes. Here we still use RSDEs (20) and (21) with the same coefficients, initial value and
parameter except for σ1 = σ2 = 0.2 and µ1 = µ2 = 0.02. We use the average over M = 50,000 discretized paths
and endpoints of each scheme at ∆ = 2−10 are regarded as the exact solution, respectively. Taking logs in (22), we
can plot ∆ against ∆ on a log–log scale, and then we plot a linear least squares line:
log ∆ = αˆ + γˆ log∆, (23)
to fit the points (log∆, log ∆) at ∆ = 2−5, . . . , 2−9, where αˆ and γˆ are the least squares estimates of the constant
α = logC and the slope γ , respectively. The left of Figs. 3 and 4 gives log–log plots for mean square error ∆, as
well as their linear least squares lines, for two schemes (18) and (19), and for two RSDEs (20) and (21), respectively.
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Fig. 2. X (t) average over 50,000 paths & 5 individual paths of (20) (left) and (21) (right).
Fig. 3. Mean square errors of Splitting & Euler to (20). Left: the least squares line fit. Right: the 95% confidence interval plot.
Here we take γˆ = 1 in (23) as reference line, which has slope 1. The right of Figs. 3 and 4 indicates the 95%
confidence intervals of the corresponding mean square errors ∆ against ∆, respectively. For a detail introduction to
the confidence interval of mean square error, one can refer to Glasserman’s book [23].
In Fig. 3 we can see that, for RSDE (20), Splitting-step scheme has a higher γˆ , as well shorter confidence intervals,
than Euler scheme’s; Fig. 4 indicates that, for RSDE (21), both schemes are almost the same. Note that, for both
schemes (18) and (19), the least squares slope γˆ and confidence interval estimation for RSDE (21) are better than
ones for RSDE (20). It seems that Splitting-step scheme is better than Euler scheme for RSDE (20), and it is the same
as Euler scheme for RSDE (21). Here, we must explain that the left of Figs. 3 and 4 are plotted on a log–log scale, and
hence, these figures mainly indicate the considered convergence rates. In fact, the factual mean square errors and their
confidence intervals are given in the right of Figs. 3 and 4, respectively. We also mention that, due to the complexity
of RSDEs, these errors, both Splitting scheme and Euler scheme, have a quite more large magnitude than ones for
SDEs given in [19] or [22].
Finally, we discuss some stabilities for Splitting-step scheme (18) and Euler scheme (19) via numerical experiments
with RSDEs (20) and (21). Let qˆ be the least squares residual of (23). Table 1 gives values of γˆ and qˆ against different
initial values x0 for two schemes (18) and (19), and for two RSDEs (20) and (21). Table 2 and Table 3 give values of
γˆ and qˆ against different coefficients σ for two schemes (18) and (19), and for two RSDEs (20) and (21), respectively.
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Fig. 4. Mean square errors of Splitting & Euler to (21). Left: the least squares line fit. Right: the 95% confidence interval plot.
Table 1
Values of γˆ and qˆ against x0 for RSDE (20) (left) and (21) (right)
x0 0.05 0.5 1 1.5 x0 0.05 0.5 1 1.5
Split γˆ 1.0522 0.9497 0.9710 0.9944 Split γˆ 1.0304 0.9780 0.9682 0.9726
qˆ 0.0814 0.0551 0.0585 0.0650 qˆ 0.0969 0.0781 0.0614 0.0565
Euler γˆ 0.9933 0.7730 0.7822 0.7724 Euler γˆ 1.0994 1.0828 1.0834 1.0859
qˆ 0.4013 0.8453 0.8394 0.8404 qˆ 0.0494 0.0531 0.0600 0.0655
Table 2
Values of γˆ and qˆ against σ for RSDE (20)
σ 0.2 0.5 1 1.5 2 2.5 3 5
Split γˆ 0.9594 0.9497 0.9145 0.8726 0.8776 0.8909 0.3814 0.1102
qˆ 0.0314 0.0551 0.0540 0.1226 0.3684 0.5714 1.0766 1.1888
Euler γˆ 0.3468 0.7730 0.7827 0.6809 0.2832 0.2687 −0.2439 0.2769
qˆ 1.7787 0.8453 0.8158 1.1616 1.1569 1.6024 0.6877 0.3618
Table 3
Values of γˆ and qˆ against σ for RSDE (21)
σ 0.2 0.5 1 1.5 2 2.5 3 5
Split γˆ 0.9880 0.9942 0.9850 0.9846 0.9659 0.9564 0.9461 0.8908
qˆ 0.0531 0.0653 0.0512 0.0475 0.0526 0.0717 0.0722 0.0932
Euler γˆ 0.8953 1.1225 1.0811 1.0950 1.0816 1.0730 1.0623 0.9990
qˆ 0.5802 0.1295 0.1174 0.0383 0.0538 0.0557 0.1368 0.1257
From Table 1 to Table 3, we can see that, for RSDEs (20) and (21), Splitting-step scheme is quite stable in γˆ and qˆ
to different x0 and σ . Moreover, for RSDE (20), Splitting-step scheme has a higher γˆ and a lower qˆ than Euler scheme
in most cases. In fact, both γˆ and qˆ of Euler are very sensitive to x0 and σ for RSDE (20).
From these results of numerical experiments for RSDEs (20) and (21), we conclude that Splitting-step scheme is a
more efficient numerical scheme than Euler scheme for some classes of RSDEs.
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