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Abstract
In this paper we consider the Cauchy problem for a class of semilinear anisotropic evolution
equations with parabolic linear part. Using the fixed point technique, we find a solution defined
in a finite time interval.
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Introduction
In this paper we consider the anisotropic Cauchy problem{
∂tu+ P(D)u−G
(
∂αu
)∣∣∑n
j=1 αj 1ρj m−ε
= 0 for t > 0,
u(x, t = 0)= u0(x)
(0.1)
where P(D) is a general quasi elliptic operator with anisotropic order m, G is a homoge-
neous polynomial with constant coefficients of degree s and 0 < ρj  1. See Section 1 for
precise definitions.
In order to find a solution of the problem (0.1), we rewrite it in an integral form using
standard techniques:
Λx [u,u0] = u(x, t). (0.2)
We want to analyze the local solvability of (0.2).
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‖f ‖
W
l,ρ
p
:=
∥∥∥∥∥
(
1+
n∑
j=1
|ξj |2ρj
)l/2
fˆ (ξ)
∥∥∥∥∥
p′
<+∞, (0.3)
where fˆ (ξ) is the Fourier transform of f (x) and 1
p′ + 1p = 1, 1 p,p′ +∞. We observe
that similar spaces have been used by several authors, in particular Hörmander introduced
a class, that contains Wl,ρp , to give a general theory concerning the solvability of the partial
differential equations with constant coefficients and the regularity of the solutions obtained
(see [5], Section 10.1).
Under suitable assumptions on the linear part P and the nonlinearity G, in this paper
we prove that:
(i) taking an initial datum in Ws :=W 0,ρs the corresponding sequence of iterates
Λ[n]x [u0] :=Λx
[
Λ[n−1]x [u0], u0
]
is Cauchy in Ws ;
(ii) the sequence Λ[n]x [f ] converges to a fixed point of Λx that is a Ws -solution of the
Cauchy problem (0.1).
We stress that the regularity of the solution strongly depends on the space of the initial
datum u0. More precisely the following theorem holds:
Theorem 0.1. Let u0 ∈ Wb,ρs , with b sufficiently large. Then the solution u of (0.1) is
classical, i.e., all the partial derivatives of u appearing in (0.1) exist in the classical sense
and are continuous functions.
Basic example, and source of our work, is the one-dimensional model studied by
Tadmor [9]. Tadmor proves the solvability of the Cauchy problem connected with the
equation
∂u
∂t
+ ∂
2u
∂x2
+ ∂
4u
∂x4
+
(
∂u
∂x
)2
= 0. (0.4)
In this special case (n = 1) the nonlinearity involves only first order derivatives to the
power two, while our results can be applied also to a more general class of linearity and
nonlinearity.
We stress the fact that, in the isotropic case ρ1 = · · · = ρn = 1, our hypothesis for the
nonlinearity G will read
sε > s2 + n. (0.5)
For example, considering n= 1, (0.5) means that if s 0 then the order of the derivatives
of the nonlinear terms must be sufficiently small, or, otherwise, if the nonlinearity deals
with derivatives of order close to the order of the linear part then s cannot be too large.
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mathematics as well. See [2,3,7] and the references there, in particular [1,4,8] concerning
the so-called Kuramoto–Sivashinsky equations.
In the higher dimensional case, however, our hypothesis seems too strong. Indeed,
for example, if n = 9, considering a cubic nonlinearity, (0.5) implies that the difference
between the maximum order of the derivatives of the linear terms and the maximum order
of the derivatives of the nonlinear terms must be greater than or equal to 6. At present, we
are not able to remove or relax (0.5) in the proof. Note also that our result is local in the
time variable. A global existence result is given in [6], under more restrictive assumptions.
The genuinely anisotropic case is new, with respect to the existent literature; in the end
we close by giving the following example in this connection, with two space-variables
x1, x2 and ρ1 = 1, ρ2 = 12 :
∂u
∂t
+ ∂
4hu
∂x4h1
+ (−1)h ∂
2hu
∂x2h2
+
(
∂v+wu
∂xv1∂x
w
2
)2
= 0.
For this equation we obtain solvability of the Cauchy problem provided ε = 4h− v − 2w
 4.
1. The equation
Let us consider the Cauchy problem (0.1), where:
• P(D) =∑∑n
j=1 αj 1ρj m
cαD
α
x , with cα ∈C, 0 < ρj  1, m ∈R, is quasi-elliptic, i.e.,
its quasi-principal symbol
pm(ξ)=
∑
∑n
j=1 αj 1ρj =m
cαξ
α
doesn’t vanish if ξ = 0. We observe that setting |ξ |ρ = (∑nj=1 |ξj |2ρj )1/2, the quasi-
ellipticity of P(D) implies that, for |ξ |ρ sufficiently large, the symbol p(ξ) =∑∑n
j=1 αj 1ρj m
satisfies |p(ξ)| c|ξ |mρ ;
• G(z) is a polynomial with constant coefficients, homogeneous of degree s, i.e.,
G(z)=∑|γ |=s gγ zγ , gγ ∈C, z ∈Rk , k =∑∑n
j=1 αj 1ρj m−ε
1.
We start by finding a fundamental solution for the linear part ∂t + P(D).
We have to solve{
∂tE(x, t)+ P(D)E(x, t)= 0 for t > 0,
E(x, t = 0)= δ(x). (1.1)
Applying the Fourier transform with respect to x at Eq. (1.1) we obtain{
∂t Ê(ξ, t)=−p(ξ)Ê(ξ, t) for t > 0,̂E(ξ,0)= 1
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E(x, t)=F−1ξ→x
(
e−p(ξ)t
)
. (1.2)
The solution of (0.1) is given by u(x, t)= u1(x, t)+u2(x, t), where u1(x, t) is the solution
of the problem{
∂tu1 + P(D)u1 =G
(
∂αu
)∣∣∑n
j=1 αj 1ρj m−ε
,
u1(x,0)= 0
(1.3)
and u2(x, t) is the solution of the problem{
∂tu2 + P(D)u2 = 0,
u2(x,0)= u0(x). (1.4)
We claim that
u1(x, t)=
t∫
0
G
(
∂αu
)∣∣∑n
j=1 αj 1ρj m−ε
(x, τ ) ∗(x) E(x, t − τ ) dτ,
u2(x, t)=E(x, t) ∗(x) u0(x), (1.5)
where E(x, t) is given by (1.2).
Indeed:
(1) replacing u1(x, t) in (1.3), writing G(∂αu) for short instead of G(∂αu) with the
restriction
∑n
j=1 αj 1ρj m− ε we obtain
(
∂t + P(D)
)
u1(x, t)=
t∫
0
G
(
∂αu
)
(x, τ ) ∗(x)
(
∂t + P(D)
)
E(x, t − τ ) dτ
+G(∂αu) ∗(x) E(x,0)=G(∂αu),
being (∂t + P(D))E(x, t − τ ) = 0 for τ = t and E(x,0) = δ(x). Moreover,
u1(x,0)= 0;
(2) considering u2(x, t), for t > 0 we get(
∂t + P(D)
)
u2(x, t)=
(
∂t + P(D)
)
E(x, t) ∗(x) u0(x)= 0;
for t = 0, we obtain u2(x,0)=E(x,0) ∗(x) u0(x)= δ(x) ∗(x) u0(x)= u0(x).
Thus we can rewrite the problem (0.1) in the following integral form:
u(x, t)=E(x, t) ∗(x) u0(x)+
t∫
0
G
(
∂αu
)
(x, τ ) ∗(x) E(x, t − τ ) dτ. (1.6)
Setting
Λx [u;u0] :=E(x, t) ∗(x) u0(x)+
t∫
G
(
∂αu
)
(x, τ ) ∗(x) E(x, t − τ ) dτ,0
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u(x, t)=Λx [u;u0], (1.7)
i.e., we have to determinate a fixed point for the operator Λx .
2. An important estimate
Definition 2.1. We say that a function f belongs to Wl,ρp (Rn), with l ∈ R, 1 p +∞,
if f ∈ S ′(Rn) and ‖f ‖
W
l,ρ
p
<∞, where
‖f ‖
W
l,ρ
p
:=
∥∥∥∥∥
(
1+
n∑
j=1
|ξj |2ρj
)l/2
fˆ (ξ)
∥∥∥∥∥
p′
, (2.1)
‖ · ‖q := ‖ · ‖Lq(Rn) and 1p + 1p′ = 1.
In the following we indicate Hlρ(Rn)=Wl,ρ2 (Rn).
Lemma 2.1. Let w ∈Wl,ρp (Rn). Let us fix 1  p  s, r  kσ (p−s)ps(s−1) , where kσ =
∑n
j=1 σj ,
σj = 1ρj . Let us suppose that epm(ξ) > 0 for ξ = 0. Then there exists a constant
C = Cp,r and a constant M such that∥∥E(x, t) ∗(x) w∥∥Wl+r,ρs  CeMt t−( sµr+kσsµm )‖w‖Wl,ρp , (2.2)
for 0  t  T , T sufficiently small, m being the anisotropic order of the operator P(D)
and µ= p(s−1)
s−p .
Proof. Applying the Hölder inequality, we get
∥∥E(x, t) ∗(x) w∥∥Wl+r,ρs =
(∫ (
1+
n∑
j=1
|ξj |2ρj
) (l+r)s
2(s−1) ∣∣Ê(ξ, t) ŵ(ξ)∣∣ ss−1 dξ) s−1s

(∫ (
1+
n∑
j=1
|ξj |2ρj
)µ rs2(s−1) ∣∣Ê(ξ, t)∣∣µ ss−1 dξ) s−1s 1µ
×
(∫ (
1+
n∑
j=1
|ξj |2ρj
)µ′ rs2(s−1) ∣∣ŵ(ξ)∣∣ ss−1µ′ dξ) s−1s 1µ′
= I1 · I2,
where µ′ is the conjugate exponent of µ= p(s−1)
s−p .
Since ( s
(s−1)µ′ )
′ = p, by definition I2 = ‖w‖Wl,ρp .
Now let us consider I1. We can split the integral in two disjoint domains: the anisotropic
ball B = {ξ : |ξ |ρ  b} and its complement in Rn; we can choose b such that ep(ξ) 
C|ξ |mρ with C > 0, for |ξ |ρ  b. Therefore
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(∫
B
(
1+
n∑
j=1
|ξj |2ρj
)µ rs2(s−1)
e−
s
s−1µep(ξ)t dξ
+
∫
Rn\B
(
1+
n∑
j=1
|ξj |2ρj
)µ rs2(s−1)
e−
s
s−1µep(ξ)t dξ
) s−1
s
1
µ
= (I1,1 + I1,2)
s−1
s
1
µ .
Since B is compact,∫
B
(
1+
n∑
j=1
|ξj |2ρj
)µ rs2(s−1)
dξ  Cb,n
and so we have that I1,1  Cb,ne
s
s−1µMt , for a constant M such that ep(ξ)−M .
To estimate I1,2, we can use anisotropic polar coordinates
ξ1 = yσ1(cosϕ1)σ1,
ξ2 = yσ2(sinϕ1 cosϕ2)σ2,
...
ξn−1 = yσn−1(sinϕ1 sinϕ2 · · · sinϕn−2 cosϕn−1)σn−1,
ξn = yσn(sinϕ1 sinϕ2 · · · sinϕn−2 sinϕn−1)σn.
We observe that the respective Jacobian is given by ykσ−1 G(ϕ1, . . . , ϕn−1), where y = |ξ |ρ
and G is a function of sinϕi and cosϕi , i = 1, . . . , n− 1.
We have
I1,2  C1
∫
Rn\B
|ξ |
s
s−1µr
ρ e
−c ss−1µt |ξ |mρ dξ
 C1
+∞∫
|ξ |ρ=0
|ξ |
s
s−1µr
ρ e
−c s
s−1µt |ξ |mρ dξ
 C2
+∞∫
y=0
y
s
s−1µre−c
s
s−1µtymykσ−1 dy
= C2 1
m
(
csµt
s − 1
)−sµr−kσ
m(s−1)
+∞∫
0
x
sµr+kσ
m(s−1) −1e−x dx
= C2 1
m
(
csµt
s − 1
)−sµr−kσ
m(s−1)
8
(
sµr + kσ
m(s − 1)
)
.
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I1  (I1,1 + I1,2)
s−1
s
1
µ

(
Cb,ne
s
s−1µMt +C3
(
csµt
s − 1
)−sµr−kσ
m(s−1)
8
(
sµr + kσ
m(s − 1)
)) s−1
s
1
µ
CeMt t−(
sµr+kσ
sµm
)
. ✷
Now we prove an estimate that will be decisive for the results in the next section.
Theorem 2.1. Let us fix l and let us suppose that ρj (l − m+ ε) is an integer for every
j = 1, . . . , n. Then the following inequality holds:∥∥Λx [u,u0] −Λx[v, v0]∥∥Wl+s,ρs  C(eMt‖u0 − v0‖Wl+s,ρs
+ eMt t sε−s
2−kσ
sm sup
0τt
‖u− v‖
W
l,ρ
s
sup
0τt
F
(‖u‖
W
l,ρ
s
,‖v‖
W
l,ρ
s
))
, (2.3)
where F(‖u‖
W
l,ρ
s
,‖v‖
W
l,ρ
s
)= F(‖u‖,‖v‖) is a homogeneous polynomial of degree s − 1
in ‖u‖, ‖v‖, i.e.,
F
(‖u‖,‖v‖) = ∑
j+h=s−1
cjh‖u‖j‖v‖h. (2.4)
Proof. Applying Lemma 2.1 with p = s, r = 0 and l + s instead of l, we obtain∥∥Λx [u,u0] −Λx[v, v0]∥∥Wl+s,ρs  ∥∥E(x, t) ∗(x) (u0(x)− v0(x))∥∥Wl+s,ρs
+
t∫
0
∥∥E(x, t − τ ) ∗(x) (G(∂αu)−G(∂αv))(x, τ )∥∥Wl+s,ρs dτ
 CeMt‖u0 − v0‖Wl+s,ρs
+
t∫
0
∥∥E(x, t − τ ) ∗(x) (G(∂αu)−G(∂αv))(x, τ )∥∥Wl+s,ρs dτ.
Let us consider the second term: applying Lemma 2.1 with p = 1, r = m − ε + s and
l − (m− ε) instead of l we get∥∥E(x, t − τ ) ∗(x) (G(∂αu)−G(∂αv))(x, τ )∥∥Wl+s,ρs
 CeM(t−τ )(t − τ )−( sm−sε+s
2+kσ
sm )
∥∥G(∂αu)−G(∂αv)∥∥
W
l−(m−ε),ρ
1
.
Let us observe that, if ρj l is an integer
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W
l,ρ
1
=
∥∥∥∥∥
(
1+
n∑
j=1
|ξj |2ρj
) l
2
fˆ (ξ)
∥∥∥∥∥
L∞
C
∥∥∥∥∥
(
1+
n∑
j=1
|ξj |ρj l
)
fˆ (ξ)
∥∥∥∥∥
L∞
C‖f ‖W1 +C
∥∥∥∥∥
n∑
j=1
Dρj lf
∥∥∥∥∥
W1
C
∑
∑n
j=1 αj 1ρj l
∥∥Dαf ∥∥
W1
,
where we write for short W1 =W 0,ρ1 . Now∥∥G(∂αu)−G(∂αv)∥∥
W
l−(m−ε),ρ
1
 C
∑
∑n
j=1 βj 1ρj l−(m−ε)
∥∥Dβ(G(∂αu)−G(∂αv))∥∥
W1
 C
∑
∑n
j=1 βj 1ρj l−(m−ε)
∑
|γ |=s
∥∥Dβ((∂α1u)γ1 · · ·(∂αku)γk
− (∂α1v)γ1 · · · (∂αkv)γk)∥∥
W1
.
Using Leibnitz rule, Faà di Bruno formula, the generalized Young inequality ‖f1 · · ·fs‖W1
 ‖f1‖W 0,ρs · · · ‖fs‖W 0,ρs and the fact that
x
s1
1 · · ·xsrr − ys11 · · ·ysrr
= (x1 − y1)
((
x
s1−1
1 + xs1−21 y1 + · · · + ys1−11
)(
x
s2
2 · · ·xsrr
))
+ (x2 − y2)
((
x
s2−1
2 + xs2−22 y2 + · · · + ys2−12
)(
x
s3
3 · · ·xsrr ys11
))
+ · · · + (xr − yr)
((
xsr−1r + · · · + ysr−1r
)(
y
s1
1 · · ·ysr−1r−1
))
,
we obtain∥∥G(∂αu)−G(∂αv)∥∥
W
l−(m−ε),ρ
1
 C‖u− v‖
W
l,ρ
s
F
(‖u‖, ‖v‖).
Thus we can estimate
t∫
0
∥∥E(x, t − τ ) ∗(x) (G(∂αu)−G(∂αv))(x, τ )∥∥Wl+s,ρs dτ
 C
t∫
eM (t−τ )(t − τ )−( sm−sε+s
2+kσ
sm )‖u− v‖
W
l,ρ
s
F
(‖u‖,‖v‖) dτ0
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0τt
‖u− v‖
W
l,ρ
s
sup
0τt
F
(‖u‖,‖v‖) t∫
0
(t − τ )−( sm−sε+s
2+kσ
sm ) dτ
= C′eMt t sε−s
2−kσ
sm sup
0τt
‖u− v‖
W
l,ρ
s
sup
0τt
F
(‖u‖,‖v‖).
The conclusion follows immediately. ✷
3. Local existence and regularity of the solution
In this section, we deal with the solvability of the equation.
The following propositions, consequence of the estimate (2.3), will allow us to find a
fixed point of the operator Λx [u,u0].
Proposition 3.1. Let us fix l  0 as in Theorem 2.1.
Let u,v ∈ L∞([0, T ],Wl,ρs ), and set f = v(t = 0), g = w(t = 0); let us suppose that
f − g ∈Wl+s,ρs ; if sε  s2 + kσ , we have
sup
0τT
∥∥Λx[v,f ] −Λx[w,g]∥∥Wl+s,ρs  CeMT ‖f − g‖Wl+s,ρs
+K(T ) sup
0τT
‖v −w‖
W
l,ρ
s
sup
0τT
F
(‖v‖,‖w‖), (3.1)
where K(T )= CeMT T sε−s
2−kσ
sm , being C the constant of the estimate (2.3).
Proof. Taking the supremum for 0  τ  T in the estimate (2.3) and observing that
t
sε−s2−kσ
sm  T
sε−s2−kσ
sm we obtain the conclusion. ✷
Let us observe that to satisfy the condition sε  s2 + kσ we have to assume ε2  4kσ .
Since ε m and kσ  n, this implies 4nm2.
Proposition 3.2. Let us fix l  0 as in Theorem 2.1.
Let u,v ∈ L∞([0, T ],Wl,ρs ), and f ∈Wl,ρs ; if sε  s2 + kσ , we have
sup
0τT
∥∥Λx[v,f ] −Λx[w,f ]∥∥Wl+s,ρs
K(T ) sup
0τT
‖v −w‖
W
l,ρ
s
sup
0τT
F
(‖v‖,‖w‖). (3.2)
Proof. The proof is a trivial consequence of the previous proposition, taking f = g. ✷
Taking l = 0 in (3.2) the following statement immediately holds:
Proposition 3.3. Let u,v ∈ L∞([0, T ],Ws), and f ∈Ws , where Ws =W 0,ρs is the Fourier
transformed of Ls(Rn); if sε  s2 + kσ , we have
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∥∥Λx[v,f ] −Λx[w,f ]∥∥Ws,ρs
K(T ) sup
0τT
‖v −w‖Ls sup
0τT
F
(‖v‖Ls ,‖w‖Ls ). (3.3)
Corollary 3.1. Let us fix f (x) ∈Ws . Assume sε > s2 + kσ and let us take T = T1 > 0,
such that
s
(
2C˜
)s
K(T1)‖f ‖s−1Ls  C˜, (3.4)
where C˜ = C max{maxj+h=s−1 |cjh|,1} (see (2.4)) and C is the constant of the estimate
(2.2).
Considering Λ[n]x [f ] :=Λx [Λ[n−1]x [f ], f ] we have
sup
0τT1
∥∥Λ[n]x [f ]∥∥Ws  2C˜‖f ‖Ws . (3.5)
Moreover, Λ[n]x [f ] is a Cauchy sequence in Ws .
Proof. We will reason by induction on n.
Being Λ[0]x [f ] := f , (3.5) is trivial for n= 0.
Considering the previous proposition and using Lemma 2.1 with r = 0, l = 0, p = s,
we get
sup
0τT1
∥∥Λ[n]x [f ]∥∥Ws  sup0τT1
∥∥Λx[Λ[n−1]x [f ], f ]−Λx[w = 0, f ]∥∥Ws
+ sup
0τT1
∥∥Λx[w = 0, f ]∥∥Ws
K(T1) sup
0τT1
∥∥Λ[n−1]x [f ]∥∥sWs
+ sup
0τT1
∥∥E(x, t) ∗(x) f (x)∥∥Ws
 ‖f ‖Ws
(
s2sC˜sK(T1)‖f ‖s−1Ws +C
)
 2C˜‖f ‖Ws .
To prove the second part of the corollary it is sufficient to give an estimate of type
sup
0τT1
∥∥Λ[n]x [f ] −Λ[n−1]x [f ]∥∥Ws  L sup0τT1
∥∥Λ[n−1]x [f ] −Λ[n−2]x [f ]∥∥Ws ,
with L< 1; the standard techniques will assure us that Λ[n]x [f ] is a Cauchy sequence.
On the other hand, by (3.2) and (3.4) we obtain
sup
0τT1
∥∥Λ[n]x [f ] −Λ[n−1]x [f ]∥∥Ws  sup0τT1
∥∥Λ[n]x [f ] −Λ[n−1]x [f ]∥∥Ws,ρs
K(T1) sup
∥∥Λ[n−1]x [f ] −Λ[n−2]x [f ]∥∥WsF (∥∥Λ[n−1]x [f ]∥∥Ws ,∥∥Λ[n−2]x [f ]∥∥Ws )0τT1
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0τT1
∥∥Λ[n−1]x [f ] −Λ[n−2]x [f ]∥∥Ws (s(2C˜)s−1‖f ‖s−1Ws )
 1
2
sup
0τT1
∥∥Λ[n−1]x [f ] −Λ[n−2]x [f ]∥∥Ws .
From the previous Corollary it follows immediately that the sequenceΛ[n]x [f ] converges
to a fixed point of Λx ; therefore we find a local solution for the linear part of the equation,
defined for t ∈ [0, T1].
Remark 1. With this machinery we find a Ws -solution. In order to obtain a smooth
solution we must consider a datum f ∈Wb,ρs with b sufficiently large. Indeed, considering
u=Λx [u,f ], u ∈Ws , and using Proposition 3.2, we have
‖u‖Ws,ρs K(T )‖u‖sWs +‖E ∗ f ‖Ws,ρs .
Then, passing to consider u=Λ[2]x [u,f ],
‖u‖
W
2s,ρ
s
K(T )
(
K(T )‖u‖sWs + ‖E ∗ f ‖Ws,ρs
)s +‖E ∗ f ‖
W
2s,ρ
s
.
Since ‖E ∗ f ‖Ws,ρs and ‖E ∗ f ‖W 2s,ρs are finite, by Lemma 2.1, the preceding estimate
implies that u ∈W 2s,ρs .
Choosing f ∈ Wb,ρs with b large, iterating this process and considering the Sobolev
imbeddings, we get a classical solution.
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