The world is richly structured on multiple spatiotemporal scales. In order to represent spatial structure, machine learning models repeat a set of basic operations at each layer of a hierarchical architecture. These iterated spatial operations -including pooling, normalization and pattern completion -enable these systems to recognize and predict spatial structure, while robust to changes in the spatial scale, contrast and noisiness of the input signal. Because our brains also process temporal information that is rich and occurs across multiple time scales, might the brain employ an analogous set of operations for temporal information processing? Here we define a candidate set of temporal operations, and we review evidence that they are implemented in the mammalian cerebral cortex in a hierarchical manner. We conclude that multiple consecutive stages of cortical processing can be understood to perform temporal pooling, temporal normalization and temporal pattern completion.
Section 1) Overview
The mammalian cerebral cortex is organized as a functional hierarchy. The lowest levels of this hierarchy are located in primary sensory and motor cortices and higher levels are reached at increasing synaptic distance from the periphery (Huntenburg et al., 2017; Fuster, 1997; Mesulam, 1998) . When measuring neural responses to spatially structured stimuli, recordings further up the cortical hierarchy reveal larger spatial receptive fields and increasing selectivity for feature configurations (Hubel & Wiesel, 1962; GrillSpector & Malach, 2004 ; also Rauschecker & Tian, 2000) . In response to time-varying stimuli, recordings further up the hierarchy reveal longer temporal receptive windows and increasing selectivity for coherent temporal structures (Hasson et al., 2008; Lerner et al., 2011; Honey et al., 2012; Xu et al., 2005; de Heer et al., 2017) . Overall, circuits at low levels are affected by local spatiotemporal properties such as the pitch of sounds and the orientation of image patches, while higher order circuits are most affected by more complex and spatiotemporally distributed properties, such as those that determine semantics, animacy, and object-scene relationships.
The hierarchical organization of the cerebral cortex has prompted the hypothesis that a common set of input-output operations is applied at each stage of processing (Creutzfeld, 1977; Bastos et al., 2012) .
This hypothesis motivates many computational models of hierarchical image processing, inspired by the structure of the primate ventral visual stream (Fukushima, 1982; Serre, Oliva & Poggio, 2007; Yamins and DiCarlo, 2016) . Three canonical operations used in hierarchical image recognition models include: spatial pooling, spatial normalization, and spatial pattern completion. Pooling between stages is thought to make higher-order representations robust to scaling and translation of the input (Serre, Oliva & Poggio, 2007; Fukushima, 1982) . Normalization at each stage is thought to enhance feature selectivity and robustness to input gain (i.e. amplitude) (Carandini & Heeger, 2012; LeCun et al., 2010) . Pattern completion is thought to reduce the effects of noise and missing information, and to produce lowdimensional representations that can accurately re-generate high-dimensional input (Hopfield, 1982; Dayan et al., 1995; Yuille & Kersten, 2006) .
If these spatial operations are effective for analyzing and representing static images in a multi-stage processing stream, might similar operations work well for processing temporal structure? This manuscript considers the evidence for an analogous set of basic temporal operations: temporal pooling, temporal normalization, and temporal pattern completion. In Section 2 we motivate this hierarchical perspective and set the scope of our proposal. In Section 3 we define each of our proposed temporal operations and we consider the evidence that these operations are implemented in the brain. Finally, in Section 4, we discuss the functional implications of this temporal processing perspective, as well as limitations, open questions and predictions.
Section 2) Motivation and Scope
Many theoretical frameworks assume that a common set of input-output mappings is applied across multiple stages of cortical processing (Bastos et al., 2012; Kiebel et al., 2008; Hasson et al., 2015; Heeger, 2017; Hawkins & Blakeslee, 2007) . One motivation for this approach is from anatomy: if similar circuitry is observed across diverse cortical areas (Douglas & Martin, 2018) , then perhaps similar functional operations are being implemented as well (Creutzfeld, 1977) . A second and more recent motivation is the success of neural networks for image recognition and analysis. These models from machine learning have bolstered the argument that hierarchically repeated computations are an effective way to recognize the properties of spatial images (e.g. Jarrett et al., 2009 ) and to form multi-level spatial representations (Hinton et al., 2006) . More recently, time-varying linguistic stimuli have also been successfully analyzed and represented using multi-scale architectures (Chung et al., 2016; Bradbury et al., 2016; Gehring et al., 2017) .
Hierarchical processing architectures may be especially effective for processing stimuli that possess a hierarchical structure. In the spatial domain, this can be seen in the way that edge-like features compose contours, which compose objects (Hubel & Wiesel, 1959 , 1962 Kourtzi & Connor, 2011) , with roughly corresponding representations in consecutive levels of the models (Zeiler & Fergus, 2014) . Since information is also organized hierarchically in time (e.g. phonemes inside of words inside of prosodic curves; motions inside of actions inside of events; Gibson, 1982; Poeppel et al., 2003) then perhaps a hierarchical architecture is also effective in the time domain, and may be used in the brain.
In addition to the theoretical motivations, there are strong empirical reasons to seek a set of canonical temporal operations. Empirically, we observe that temporal properties affect information processing ubiquitously across the cortical hierarchy. In the auditory pathway, neuronal responses depend on stimulus history up to many seconds earlier, and this effect is already present in primary auditory cortex (Ulanovsky et al., 2004; Rosburg et al., 2008) and its inputs (Parras et al., 2017) . In the visual cortex, even the earliest stages of processing depend on prior stimulus properties from hundreds of milliseconds (Gavornik & Bear, 2014) or seconds earlier (Homann et al., 2017) . More generally, history-dependent responses -manifesting as sequential "mismatch effects" -have been demonstrated in diverse cortical systems in electroencephalographic (EEG) and electrocorticographic (ECoG) recordings in visual and auditory paradigms (Näätänen et al., 2007; Pazo-Alvarez et al., 2003; Bekinschtein et al., 2009; Kremláček et al., 2016) .
There is further empirical evidence that temporal processing has a hierarchical character. Early sensory regions tend to be affected by more recent properties of the input stream, while higher order regions are affected by more complex features and by longer windows of prior stimulus context (Lerner et al., 2011; Hasson et al., 2008; Xu et al., 2005; Gauthier et al., 2012; Honey et al. 2012; Bekinschtein et al. 2009; Wacongne et al, 2011) . Thus, the classic computational notion of sensory pathways as a hierarchy of growing receptive fields might be more accurately conceived as a hierarchy of spatiotemporal fields. A critical remaining question is then, what kinds of temporal operations are performed at each level of the hierarchy?
We define "temporal operations" broadly as any input-output relationship where temporal properties of the input can affect the output. Thus, we do not restrict our focus to aspects of behavior and perception related to "timing" per se (e.g. duration estimation (Grondin, 2010) or temporal sensitivity (Watson, 1986 )) or to stimulus parameters that constrain motion processing (Exner, 1875; Wertheimer, 1912; Sekuler, 1996) . Our goal is not to describe minimal delays or fusion thresholds, but instead to specify which classes of input-output operations might be ubiquitously and generically applied in the cerebral cortex. Because almost all information in the world has a temporal structure, we focus on temporal operations that are observable across many different sensory pathways, and across many stages of processing.
Because we seek operations that may be applied to temporal structure in many areas, we contrast and combine data across modalities (vision and audition) and across aspects of cognition (language, perception, and semantics). For example, the concept of temporal pooling can be understood to apply both in visual psychophysics experiments (Barlow, 1958) and in studies of temporally reversed acoustics (Saberi & Perrott, 1999) . Thus, although many parameters of auditory and visual processing may differ (Kubovy & Van Valkenburg, 2001 ), we believe that there are fundamental anatomical and functional similarities that motivate a search for common operations (Von Melchner et al., 2000) . Therefore, we focus on experiments for which (i) basic temporal properties are manipulated, and (ii) neural responses to these manipulations have been measured for more than one area or type of input. Such studies have the best chance to reveal information processing motifs that are repeated across levels and neural pathways. Often, electrophysiological and behavioral data provide some of the best information about precise timing and about mechanism, while methods with a broad spatial view, such as functional magnetic resonance imaging (fMRI) enable us to explore variations in response across regions (e.g. Gauthier et al., 2012; Lerner et al., 2011; Zhou et al., 2017) The empirical and theoretical considerations sketched above indicate that history-dependent processes unfold ubiquitously in the neocortex. In the text that follows, we marshal evidence for three candidate operations -temporal pooling, temporal normalization, and temporal pattern completion -that may be applied at each stage of cortical processing. For each operation, we consider three questions: (i) how should this temporal operation be functionally defined? (ii) what is the evidence that this operation is implemented in cortical circuits? and (iii) is this temporal operation applied iteratively across multiple cortical levels? After discussing these temporal operations, we conclude by considering the functional implications of our perspective, as well as some limitations, open questions and predictions.
Section 3) Principles of Temporal Information Processing

3.1) Pooling in Space and Time
What is spatial pooling?
Because neurons sum the input to their dendrites (Araya et al., 2006) , input pooling is a component of almost every neuronal circuit model. Pooling can be thought of as a "sum" (or "max") operation applied to multiple inputs: the output neuron will produce a response if any sufficient subset of its inputs is sufficiently excited ( Figure 1A) . In hierarchical models of visual object recognition, applying input pooling at multiple stages produces high-level representations that are robust to changes in location and scale of input (Boureau et al., 2010) .
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Pooling in time
Is there a temporal analogue of spatial pooling? We suggest that a neuron is pooling input over a time window, , if that unit will be active at time t whenever it receives sufficient summed input over the time window from t-to t. Thus, when dendrites integrate synaptic inputs over time, this implements a form of temporal pooling. Temporal pooling makes neural response robust to changes in the precise timing of inputs. This allows a neuron to respond in similar ways at time t to different temporal arrangements of the inputs that arrived in the window leading from t-up to t ( Figure 1B) . Moreover, increasing the window of temporal pooling allows neurons to respond to inputs from further in the past.
Temporal pooling is ubiquitous in the brain and operates over multiple timescales. Behavioral evidence indicates that different visual channels (color sensitive and colorblind) pool information over different timescales, perhaps as early as the retina (Stockman et al., 1991) . More generally throughout the brain, dendritic integration of excitatory post-synaptic potentials (EPSPs), underlies temporal pooling on the order of tens of milliseconds. But pooling is not limited to short timescales: time-constants of receptor activation and inactivation, as well as other regulators of membrane excitability, produce temporal autocorrelation in single-neuron excitability that extends to seconds and hours (Gal et al., 2010; Gjorgjieva et al., 2016; Kukushkin & Carew, 2017) . The excitability of neurons is also regulated by synaptic facilitation and depression (e.g. via residual presynaptic Ca2+; Mongillo et al., 2008) which can selectively bias subsequent neural responses. These changes in excitability can accumulate and linger over minutes of time, a process that may support working memory (Stokes, 2015; Barak & Tsodyks, 2014; Duarte et al., 2017) .
Temporal pooling is apparent in the neural circuits supporting language processing. Fine-grained acoustics appears to be pooled temporally, because local speech segments (<100 ms) can be perturbed or even reversed with only minor effects on speech perception (Saberi & Perrot, 1999) . More generally, speech perception is robust to changes in rate from about half speed to double speed, and neural responses within this range simply stretch or compress according to the input rate (Lerner et al., 2014) .
These speech phenomena are suggestive of processes that (i) are able to combine information over seconds of time and (ii) are robust to the precise arrival time of input on the scale of milliseconds and even seconds.
Recurrent circuit activity can lengthen the timescales of pooling. The presence of NMDA-receptors, in addition to temporally smoothing the dynamics of individual neurons, can also stabilize reverberating excitation in neuronal populations, producing seconds of ramping activity in response to short transient input (Wang, 1999) . In this way, circuits containing excitatory units equipped with NMDA receptors can act as a low-pass filter of their inputs. This low-pass filtering also implements some robustness to changes in timing and ordering: because the neurons that were active in the past continue to be active, this increases the likelihood that two neurons activated nearby in time will fire again coincidentally to excite a third neuron. Importantly, recurrent activity is not background noise, but propagates taskrelevant activity from the past into the future: circuits with greater population level recurrence, usually found in higher order cortices (e.g. Chaudhuri et al., 2015) , appear to integrate prior information to support behavior (Runyan et al., 2017) .
Is temporal pooling applied consecutively in the cortical hierarchy?
There are at least two reasons to believe that temporal pooling is applied iteratively across multiple stages of cortical processing. Firstly, neurons exhibit many intrinsic processes for summing information over time, and these processes are not restricted to specialized cortical areas (Kukushkin & Carew, 2017; Gjorgjieva et al., 2016) . Temporal pooling that arises from neuron-intrinsic factors likely applies iteratively at each stage along of hierarchical information processing. Secondly, the temporal autocorrelation (i.e. slowness) of neural activity increases as one moves from the sensory periphery toward higher-order cortical areas. Hierarchical slowing of dynamics has been observed using fMRI (Stephens et al., 2013) and ECoG (Honey et al., 2012) as well as in single unit recordings (Ogawa & Komatsu, 2010; Murray et al., 2014) .
The gradual lengthening of temporal autocorrelation may arise because each stage of cortical processing introduces some constant amount of smoothing (via neuron-level or circuit-level time constants) and/or because the amount of local smoothing actually increases in higher order areas (e.g. via greater recurrent excitation in higher order areas) (Baria et al., 2013; Chaudhuri et al., 2015) . Regardless of the mechanism, the functional outcome is that population neural dynamics become slower at consecutive stages of the cortical hierarchy, consistent with a temporal pooling operation being applied at each stage.
3.2) Normalization in Space and Time
If pooling was the only operation applied at each level of processing, each consecutive stage of processing would exhibit more activity and less spatial/featural selectivity. Therefore, computational models interleave the pooling operation with nonlinear operations that prevent overactivity and encourage more stimulus-selective responses (Jarrett et al., 2009; Serre, Oliva & Poggio, 2007) .
What is spatial normalization?
Activity in a neural unit is normalized when its response is re-scaled according to the input received by other neurons with similar selectivity. A divisive form of normalization appears to be implemented across diverse brain regions and species (Carandini & Heeger, 2012) . In the cortex, divisive normalization of a neuronal (or neural) response, R j , takes the form:
where D j is the input drive to the j-th neuron, R j is the response of the j-th neuron, is a multiplicative scaling constant, σ is a shape constant, and the exponent n determines the sharpness of the nonlinearity.
Consider how the normalization in Equation 1 operates in a set of neural units with varying levels of selectivity for a presented stimulus. Suppose that a "preferred" neural unit, p, receives the largest input drive, D p . In that case, the numerator of Equation 1 will be larger for p than for any other neural unit. If n > 1, then the relative difference between p and all other neural units will be magnified in favor of unit p.
Therefore, even though unit p already had the advantage of the largest input drive, D p , its output, R p , after normalization will have an even greater advantage over the other units. Indeed, as n approaches infinity, the normalization operation instantiates a "winner-take-all" mechanism: all neural units will be normalized to zero, except the unit that receives the largest input drive.
To make this concrete, consider a square array of identical Gabor patches (Figure 2A , top). The neuron that prefers the orientation and location of the central patch will have its response normalized, because of the similar surrounding patches. However, when the central patch is surrounded by patches of a differing orientation (Figure 2A , bottom), the surrounding features would no longer add to the denominator of Equation 1. In this case, the central patch experiences less divisive rescaling than the surrounding patches. This means that the neuron responding to the central patch will exhibit sharper selectivity for its preferred feature in this context. In addition, when the drive from each of the 9 locations is pooled at a subsequent stage of processing, the central item will have the largest signal, which can result in a visual "pop-out" effect (e.g. Itti et al., 1998) .
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In addition to enhancing the selectivity of responses, divisive normalization also provides robustness to changes in input gain (i.e. input amplitude). Consider what happens if the "gain" is turned up, so that the drive, D i , to all neurons in the pool is doubled. As long as σ is not large, then the numerator and denominator of Equation 1 will be increased by similar amounts, and so the normalized response, R i , will remain similar. Thus, normalization has been suggested to promote both (i) sharpening of response selectivity; (ii) spatial pop-out; and (iii) robustness to changes in gain. Finally, because the divisive normalization equation tends to produce a sub-linear increase in the output responses as a function of the input, it can prevent saturating the neural population and facilitates efficient neural coding.
Normalization in Time
Normalization in space occurs when the response of a neuron to feedforward drive is affected by the summed drive to other similar neurons. How should we think of normalization in time? Following Zhou et al. (2017) , we suggest that normalization in time occurs when the response of a neuron at time t is divisively reduced by the total drive that it received in a recent time window. Under this definition, normalization in time has a close relationship with neuronal adaptation: the tendency of a neuron to decrease its response to a stimulus, when that stimulus was previously presented within some time window ( Figure 2B , top). Just as spatial normalization enables a neuron to re-scale its response according to spatial context, adaptation re-scales the responsiveness of a neuron according to its temporal context. In this way, temporal normalization can improve neuronal sensitivity to sequential patterns, and make them robust to changes in input gain (Abbott et al., 1997; Díaz-Quesada & Maravall, 2008) .
Adaptation has been reported in diverse species, regions, and task settings (Krekelberg et al., 2006) . The inferior colliculus and primary auditory cortex adapt to repeated tone stimuli (Ulanovsky et al., 2003; Todorovic et al., 2011; Malmierca et al., 2009 Malmierca et al., , 2014 , while higher order cortices such as the superior temporal gyrus and superior temporal sulcus adapt to repetition of more complex acoustic stimuli, such as speech or even multimodal stimuli (Altmann et al., 2008; van Atteveldt et al., 2010) . Adaptation has also been observed throughout the visual system: the retina normalizes its response to local light using both spatial contrast and temporal contrast (Carandini & Heeger 2012) , and multiple stages of visual cortex adapt their responses to repeated stimuli, as measured using fMRI (Kourtzi & Huberle, 2005; Henson, 2016) , EEG (Stefanics et al., 2011) , and single unit recordings (Krekelberg et al., 2006) .
Adaptation can also produce a sequential pop-out effect: infrequently presented stimuli are less adapted and therefore produce larger responses than frequent stimuli. In such a case, the relative enhancement of the infrequent stimulus is called a "fresh afferent" effect (May & Tiitinen, 2010 ) ( Figure   2B , bottom). The fresh afferent effect is thought to account for changes in the amplitude of early eventrelated potentials (ERPs) components such as the negative-going N1 (Rosburg et al., 2008) .
There has been debate over whether later ERP components, such as the "mismatch negativity" (MMN) are also a result of adaptation and fresh afferent effects (Astikainen et al., 2006; May & Tiitinen, 2010; Kremlacek et al., 2016) . The MMN component is elicited by a deviant stimulus amidst a stream of mostly repeated stimuli (Näätänen et al., 1978) . It can be obtained using both auditory and visual stimulus streams (Pazo-Alvarez et al., 2003; Czigler et al., 2007) . Because the magnitude of the MMN is greater when the deviant is less frequent and when inter-stimulus interval is shorter, it has been suggested that the MMN reflects an active comparison between the observed stimulus and a predicted stimulus (Näätänen et al., 2007) . However, these phenomena may also be explained by increased adaptation to the repeated stimulus, exacerbated by increasing stimulus frequency or decreasing ISI (May & Tittinen, 2010) . Thus, just as spatial normalization contributes to "pop-out" of mismatching stimuli in spatial configurations (Itti et al., 1998) , temporal normalization (adaptation) may also underlie many pop-out effects elicited for unusual elements within a sequence (May & Tittinen, 2010) .
Is normalization in time applied consecutively in the cortical hierarchy?
To determine if the neurons at a given level of cortical processing are adapting their responses to input, it is critical to know that the input is not itself becoming weaker. If neurons at stage N-1 are adapting their responses, then this could produce a weaker input to stage N; thus, the neurons at stage N could produce a weaker response to input, even if no adaptation is occurring at level N (Krekelberg et al., 2006) . Therefore, in order to demonstrate that normalization in time (adaptation) is implemented in a hierarchical manner at multiple consecutive stages, it is most useful to focus on cases where a higher region adapts its response under conditions where the input to that region is not decreasing.
In the auditory domain, adaptation appears to operate over longer time windows in higher order regions. Early evidence for this claim was reported by Lü et al. (1992) , who measured a slower recovery from adaptation for magnetoencephalography responses in higher stages of the auditory pathway.
More recent work has confirmed this general pattern. Malinowska et al (2017) found that early auditory regions adapted to pure tones, but not to complex speech stimuli, while association cortex adapted more strongly to both kinds of stimuli. The adaptation to speech in association cortex is unlikely to have been inherited from the earlier cortical stage, which exhibited little response reduction for this stimulus.
Similarly, using electrophysiological recordings, Nieto-Diego and Malmierca (2016) reported greater adaptation in nonprimary auditory cortex than in primary auditory cortex. Together, these data suggest that adaptation in the auditory pathway occurs in many cortical & non-cortical regions and that its effects are larger, and operate over a longer window, in higher order regions.
Higher order visual cortices also appear to exhibit larger adaptation effects over longer timescales, compared with early visual cortices. Uusitalo et al. (1996) observed slower recovery from adaptation in higher order visual regions, compared to early visual regions. Using fMRI, Kourtzi and Huberle (2005) investigated how different levels of the visual hierarchy processed stimuli at different spatial scales (global versus local structure) and temporal scales (100ms versus 400ms ISIs). Early visual areas adapted only to local features in space, whereas higher order areas demonstrated adaptation for global structure. On the temporal side, early visual areas (V1 & V2) adapted to the stimuli when the ISI was short (100ms), but not when it was long (400ms). In contrast, higher order regions, like V4, adapted equivalently to both ISIs. Finally, when studying category selective areas of the ventral stream, Weiner et al. (2010) observed stronger fMRI adaptation effects in higher regions of the cortical hierarchy.
A quantitative test of hierarchical temporal normalization across multiple visual regions was recently conducted by Zhou et al. (2017) . The authors measured ECoG and BOLD response to sequentially presented large-field contrast patterns, while varying the ISI and stimulus duration between 0 and 533 ms. In early visual cortical areas (V1, V2, V3), the least adaptation was observed and the recovery from adaptation was most rapid; in higher visual areas (IPS, LO and TO), adaptation was greater and occurred for longer ISIs. By fitting a temporal analogue of Equation 1 to their data, Zhou et al (2017) separately quantified the effective temporal window over which normalization performed, as well as the "sublinearity" of summation of consecutive stimuli ( Figure 2C ). The sublinearity was quantified as the ratio between twice the response to an individual stimulus (i.e. perfect linear summation) and the actual response to consecutive stimuli. They found that higher regions had longer integration windows (i.e. a longer window across which normalization was computed) as well as greater sublinearity (i.e. the most temporal compression) ( Figure 2D ). Thus, it appears that processes at multiple consecutive stages of cortical processing exhibit adaptation, and later stages can adapt across longer durations than earlier ones (Tervaniemi et al., 1994; Astikainen et al., 2006; Wacongne et al., 2011) .
3.3) Pattern Completion in Space and Time
What is pattern completion?
Pattern completion can be variably construed. Here, we define pattern completion as the process by which a noisy, incomplete, or unusual input pattern is transformed into a more noiseless, more complete and more stereotyped output pattern. The output pattern is "stereotyped" because it is constrained to follow a set of "pre-learned" or "pre-defined" regularities. For example, when you see a partially obscured face, you are able to generatively infer some of the features of that face because of your existing knowledge about the regularities of faces (Yuille & Kersten, 2006) . For concreteness, we will focus on the type of pattern completion that is performed by auto-associative networks (Hopfield, 1982) ; this is only one kind of pattern completion or generative inference but it is illustrative of many relevant computational properties.
Auto-associative networks receive an input vector (i.e. pattern) and generate an output vector that is an approximate "reconstruction" of that input. Auto-associative networks do not simply copy the input to the output: instead, the output is reconstructed in a multi-stage process. Consider a simple 3-layer network in which information flows from the input layer to a hidden layer, and the input is subsequently reconstructed at the output layer. For our toy example, the inputs to (and outputs from) the network are values corresponding to a 6 x 5 spatial image ( Figure 3A) , and the auto-associative process is mediated by a hidden layer with only 6 elements. In this case, the input pattern is converted into a compressed (lower dimensional) form via the connection weights from the input layer to the hidden layer. The units in the hidden layer can be thought of as representing regularities: combinations of stereotyped features that were learned from the input. The output of the network is then generated by "un-compressing" the stereotyped features from the hidden layer.
Suppose that a "face" pattern is stored in the network shown in Figure 3A . If a partial face image is presented to the network, the partial image will excite face-related features in the hidden layer. These face-related features in the hidden layer will then be un-compressed as a "stereotyped" set of face elements, generated via connections from the hidden to the output layer. Thus, a partial face pattern (input) will be reconstructed as a more complete face pattern (output).
The hidden layer can accurately reconstruct input patterns that qualitatively match the previously learned patterns stored in its connections (e.g. the connections that generate a face). However, the hidden layer cannot reconstruct meaningful output from random noise or unfamiliar configurations. In this way, auto-encoders implement a kind of "fuzzy matching" which transforms incomplete or noisy inputs into more stereotyped representations that are more consistent with memories or priors.
Because missing or distorted pieces of the input are corrected by this form of pattern completion, the notion of low-dimensional reconstruction has been proposed as a model of both memory (where a cue recovers related items, Hopfield, 1982) and perception (where an incomplete sensory input is converted to a complete representation, Buffart et al., 1981) .
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Spatial pattern completion can be perceptually experienced via the perceptual "fill-in" of visual textures.
If a viewer closes one eye and fixates on the circled area in Figure 4 , then a homogeneous visual rectangular texture will be perceived after a few seconds. This perceptual phenomenon is paralleled by a "fill in" at the neuronal level: neurons in macaque V2 and V3 whose receptive fields covered the "empty" area, gradually increased firing in parallel with the perceptual change (de Weerd et al., 1995) .
In this case, the pattern that is completed is simply a continuation of the surrounding features.
Pattern Completion in Time
Pattern completion is a mapping from an input pattern [x 1 , x 2 , … x M ] to a "reconstructed" output version So, if the temporal input sequence is "ABC" and the network has stored an "ABCD" sequence, then information related to "D" may be activated in the network even before it appears. In this way, temporal pattern completion provides the functional benefit of prediction.
Consider a toy example in which a temporal auto-associator is presented with a series of images depicting facial dynamics ( Figure 3B ). The memories stored in such an auto-associator may not only complete patterns in space, but also in time. Because of the connections between consecutive timepoints in the model, the transition from a neutral expression to a halfway smile can be patterncompleted into the final stage of a complete smile.
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Pattern completion may operate even in very early sensory cortical systems. Recording field potentials in primary visual cortex of mice, Gavornik & Bear (2014) tested whether sensory circuits would alter their responses to sequences of full-field gratings that were presented in regular patterns. They found that the responses to a repeated sequence of orientation stimuli (ABCD, ABCD, ABCD...) became greater over the course of hundreds of exposures, relative to mice that were exposed to a randomized sequence (DBAC, BCAD, ACDB,...) ( Figure 5A ). Critically, mice trained on the ABCD sequence exhibited a large response to an omission of element B in the sequence A_CD, but negligible response to a gap in the untrained sequence E_CD ( Figure 5B) . A laminar analysis suggested that the response in the place of the missing "B" element was unlikely to arise from feedback from a higher visual area. This response suggests even early stages of sensory cortex can encode spatiotemporal structure (<200ms) and can "fill in" missing elements from a sequence, much like an auto-associator. This study does not definitively demonstrate temporal pattern completion, because the "fill in" response was not shown to encode information about the omitted "B" item. However, these results from early visual cortex are consistent with temporal pattern completion, and conclusively demonstrate sequence-specific context-sensitive processing at the earliest stages of cortical processing.
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If pattern completion is occurring throughout the brain, then what happens when the observed pattern differs from what was expected? Findings from the ERP literature exhibit a typical pattern: continuations of expected patterns produce a reduced neural response, while violations produce an increased neural response. For example, a sequence of descending tones followed by one repeated tone will produce an MMN (Tervaniemi et al., 1994) . This result cannot be explained by adaptation: if adaptation was operating then the repeated stimulus should produce a smaller response. Instead, it seems that the cortex "expects" the continuation of the descending pattern, and the violation of this expectation leads to the mismatch signal. As noted earlier, it can be difficult to determine whether a "mismatch effect", such as an MMN, reflects "fresh afferent" activity (due to adaptation; May & Tiitinen, 2010) or an active pattern completion process (Parras et al. 2017) . But there are many cases -for example when an MMN is elicited by the omission of a stimulus (Nordby et al., 1994) -where the mismatch ERP seems unlikely to be explained by fresh afferents, and requires some endogenous process such as a generative pattern completion mechanism (Garrido et al., 2009; Bendixen et al., 2012; Kremlacek et al., 2016; Barascud et al., 2016; Parras et al., 2017) .
Further evidence that some ERPs reflect an active pattern completion process comes from studies in which prior experience and knowledge alter the mismatch or surprise effect. For example, the MMN to language-deviant syllables is larger to native speakers of a language, compared to non-native speakers (Näätänen et al., 1997) , and the MMN to silence is larger in musicians than non-musicians (Rüsseler et al., 2001) . Similarly, a P600 response elicited by violation of a grammatical rule can be eliminated when a participant has not learned the rule (Friederici et al., 2002) . The evidence is still indirect in these cases, but the involvement of experience-dependent "expectations" seems a more natural mechanism for these effects rather than a simple recovery from adaptation.
Sequence-dependent responses have also been reported using invasive electrophysiology and imaging.
In these cases, pattern violations often produce an elevated neural response and are again interpreted as "prediction errors" or "surprise". For example, when Kaposvari et al. (2016) recorded from neurons in IT cortex of rhesus monkeys viewing sequences of images (e.g. A, B, C), they observed increased firing in response to images that violated the learned sequence (e.g. an elevated response to E in the unlearned sequence A, B, E). Similarly, Homann et al. (2017) used calcium imaging of mouse V1 layer 2/3 neurons to measure the responses to repeating full-field visual sequences of various lengths. As short sequences of images (e.g. ABCD) were repeated, most neurons gradually adapted their responses to the entire sequence to zero. Then, at the transition to a novel sequence (e.g. when switching from repetitions of ABCD to repetitions of EFGH), there was a large population-level "novelty" response. Critically, the decay and novelty processes could not be predicted by simple adaptation processes operating with a fixed time constant. Still, the results of Kaposvari et al. (2016) and Homann et al. (2017) might be explained by a more complex form of adaptation applied to neurons that respond to entire sequences of input, rather than to single inputs. Thus, to establish that prediction is operating in the sense described in Figure 5 (with "fill in"), one would still need to test the neural response to an omitted sequence element.
Finally, temporal pattern completion has also been studied extensively in the domain of language.
Although many of these studies do not directly demonstrate the completion of a missing element, they demonstrate that the processing of linguistic input at multiple levels is shaped by whether it is consistent with the preceding temporal pattern or structure. For example, deviant words in sentences are associated with an ERP known as the N400 (latency ~400 ± 200ms) (Kutas & Federmeier, 2011) , which is thought to continuously index how much the prior context eases the processing of new information (van Berkum 2009). A later P600 component (latency ~600 ± 250ms; Sassenhagen et al., 2014) can be elicited by grammatical errors in a sentence. Moreover, it seems that linguistic pattern completion can operate at multiple levels in parallel. For example, the expectation of upcoming words can be determined by lexical frequency, but the context generated by a sentence can "supersede lexical frequency effects on the N400" (Kutas & Federmeier, 2011) .
Is pattern completion in time applied consecutively in the cortical hierarchy?
Temporal pattern completions ("predictions") concerning low level stimulus features appear to be generated in lower cortical regions, while predictions regarding higher-level features are observed in higher cortical regions. Much of the evidence for this claim comes from mismatch paradigms which contrast violations of "local" and "global" patterns ( Figure 6 ). Electrophysiological and neuroimaging studies indicate that the local violations elicit mismatch signals in earlier regions, while violations of global patterns were more likely to elicit mismatch responses on associative and frontal cortices (Bekinschtein et al 2009; Wacongne et al., 2011) . A similar local-global violation distinction was observed in fMRI studies with rhesus macaques in fMRI (Uhrig et al., 2014) . Similarly, all stimulus changes in a sequence induced ECoG high frequency activity in sensory regions (a known proxy for neural activity), but only globally unpredictable stimuli elicited high frequency activity in frontal regions (Dürschmid et al., 2016) . The evidence here should not be overstated to indicate a strict hierarchy, as "higher" order regions such as the inferior frontal gyrus are also likely involved in low-level mismatch.
Moreover, some of these local-global phenomena may be attributed to adaptation operating in both sensory and higher order cortex (e.g. Symonds et al 2017) . Thus, there remains uncertainty about the content of the context-sensitive processing that is occurring. Nonetheless, the current evidence is consistent with higher order cortices implementing predictive function over longer timescales.
<< FIGURE 6 HERE >>
The pattern of results from these local-global paradigms has also been interpreted as evidence for a hierarchy of ERP components. In this hierarchy of ERPs, the MMN occurs at the lowest level and earliest latency; the P3 component is intermediate; and the "Contingent Negative Variation" (CNV), generated in the anterior frontal cortex, occupies the highest level (Chennu et al., 2013) . These local-global studies have also been interpreted in terms of formal predictive coding models (e.g. Mumford, 1992) . Model comparison applied to fMRI data indicated that "prediction errors" were passed forward along the sensory processing hierarchy and expectations were transmitted back from higher order regions (Summerfield & Koechlin, 2008) . Altogether, the evidence marshalled in support of predictive coding models can also be read as evidence for temporal pattern completion at many levels of the cortical hierarchy. In Section 4.1 we consider the similarities and differences between predictive coding models and our own hierarchical perspective.
Section 4) Challenges, Open Questions, and Predictions
The previous sections provided evidence for two claims: (i) the cerebral cortex applies pooling, normalization, and pattern completion to sequences of information from the world; and (ii) each of these basic operations is applied consecutively at multiple stages of the cortical hierarchy. This is far from a complete description of how time-varying information is processed, but this set of three principles can usefully organize our understanding. Hierarchical temporal pooling makes prior information available to later processing, and it contributes robustness to temporal jitter and rate.
Hierarchical temporal normalization contributes gain control, selectivity for particular temporal sequences, and better use of the dynamic range available for neuronal coding (Abbott et al., 1997) .
Hierarchical temporal pattern completion provides robustness to noise and missing information; more generally, the combination of bottom-up and top-down information flow enhances adaptive behavior in a changing environment (Friston & Kiebel, 2009; Heeger, 2017 ).
Below we consider some challenges to this hierarchical approach to temporal information processing, and we sketch some open questions and predictions.
Challenges and Clarifications Regarding Hierarchical Temporal Operations
Are pooling, normalization and pattern completion actually implemented in the cerebral cortex? And does this actually occur locally within each cortical region? The hippocampus (Schapiro et al., 2016) , basal ganglia (Graybiel, 1998) and inferior frontal cortex (Fadiga et al., 2009 ) exhibit some specializations for processing sequential structure. These "sequencespecialized circuits" also interact more directly with higher-order cortical areas than with sensory cortical areas. So one could reasonably questions whether history-dependent responses in cortical regions are inherited from interactions with other circuits specialized for sequence processing. However, there are two reasons why sequential effects in neocortical processing cannot all be inherited. First, invasive recordings from early sensory regions reveal short-latency history-dependent effects (Gavornik & Bear, 2014; Homann et al., 2017; Ulanovsky et al., 2004 ; see also Leonard et al., 2015) some of which certainly depend on local circuitry (Natan et al., 2015) . Non-invasive recordings also reveal historydependent effects at short latencies (Boutros et al., 1995; Rosburg et al., 2008) . Secondly, lesions to specialized area do not abolish many aspects of sequence processing:
hippocampal amnesics and Parkinson's patients are only moderately impaired on complex language tasks and they continue to enjoy music (e.g. Mackay et al., 1998) . Moreover, the cortical lesions that elicit classical aphasias do not appear to be tightly localized (Blank et al., 2016) . Thus, specialized sequence-processing circuits likely coexist with a ubiquitous and local neocortical capability for sequence processing.
(ii) Why do we suggest that higher order regions pool and normalize their responses over longer timescales than early sensory regions? After all, even the earliest stages of cortical processing already exhibit adaptation on timescales, from hundreds of milliseconds to tens of seconds (Ulanovsky et al., 2004) . In response to this point, we must clarify that our claims about the lengthening of timescales are at the population level. Every cortical region is proposed to contain a mixture of timescales (see also Bernaccia et al., 2011) . Thus, the existence of individual neurons with long timescales in early areas is possible, but we propose that the overall mixture shifts toward longer timescales in higher order regions. As a result, a larger proportion of neurons in higher order regions will be instantiate pooling, normalization and pattern completion over longer time windows.
(iii) How does our framework differ from hierarchical predictive coding (HPC) models , Lee & Mumford, 2003 ? We share a basic assumption of HPC models that anatomical and functional hierarchy in the cerebral cortex arise from repeated computational motifs.
However, there are at least two basic differences between the present framework and HPC.
First, HPC models propose that prediction is the fundamental principle underlying coding and learning of information at all levels. While we agree that prediction is a fundamental cortical computation, especially important for driving unsupervised learning (Honey et al., 2017; Singer et al., 2017) , we think it is only part of the story. Other computational motifs such as pooling and normalization are also needed to enhance signal-to-noise and robustness of online representation and analysis. A second difference with HPC models is that we do not specify how prediction violations are signaled. HPC models differ widely (see reviews in Heilbron & Chait, 2017 , Stephan et al., 2017 but they share the defining characteristic that error signals are fed forwards and predictions are fed back. Our framework is neutral on this point, and can therefore accommodate other configurations, such as the control-theoretic model of Heeger (2017) , in which predictions are fed forward and errors are fed back.
Open Questions
(i) Chunking is an important operation which we have not considered in space or in time. In the spatial domain, the conjunction of color, shape, boundary and other properties into objects is a fundamental component of visual cognition (Scholl, 2001) . Similarly, in the temporal domain, one might propose a temporal grouping operation for "events" that are separated by "event boundaries" (Zacks et al., 2001 ).
Future work might consider whether object construction and event assignment are also basic operations that could be implemented in a hierarchical fashion (Baldassano et al., 2017) .
(ii) If both spatial and temporal operations are applied across multiple stages of the cortical hierarchy, might the parameters of spatial and temporal operation co-vary across regions? For example, suppose that divisive normalization of spatial features is implemented in a winner-take-all fashion in Region X, with the exponent n in Equation 1 very large. In that case, perhaps temporal normalization in Region X would also be winner-take-all: this would predict large adaptation effects from even a single prior presentation of a stimulus. Zhou et al. (2017) have already demonstrated that spatial and temporal operations can be fit using similar quantitative models, and so this question appears tractable.
Predictions Arising from the Framework
We have sketched a hierarchical framework of temporal operations and their functional benefits. Clear predictions cannot be made until this framework is instantiated to a quantitative model. Still, our framework broadly predicts that when temporal normalization or pattern completion are disrupted, this should have functional consequences that are detectable in behavior. For example, disruption of normalization may disrupt the ability to recognize the same melody being presented under different patterns of loudness. Similarly, disruption of pattern completion should affect sequential inference in noise. Indeed, if pattern completion depends on recurrent processing that occurs after an initial feedforward sweep of activity, then experiments using masking or very rapid presentation may be able to manipulate the strength of temporal pattern completion (Bruner & Potter, 1964; Potter, 2014) .
Our framework also predicts that timescales of pooling, adaptation and pattern completion should covary. So if region A pools information over a longer timescale than region B, then region A should also exhibit temporal normalization (i.e. adaptation) and pattern completion over longer time windows than region B.
A final prediction of our framework is that different cortical areas use common circuit mechanisms to implement pooling, normalization and pattern completion. The similarities of circuitry across cortical stages suggest that, if these temporal operations are indeed performed hierarchically, then it would be parsimonious for them to be implemented in similar circuit-level mechanism. O'Reilly et al. (2017) have recently proposed a multi-level scheme that combines spatial and temporal operations, including pooling, normalization and pattern completions.
Section 5. Conclusion
Our brains employ a hierarchical architecture for extracting useful information from spatiotemporal input. Computational neuroscience and machine learning research have yielded a set of spatial operations -including pooling, normalization and pattern completion -that provide functional advantages when implemented hierarchically in models of image analysis. We have proposed that analogous operations are implemented hierarchically for temporal information processing in the cerebral cortex.
More targeted modeling work will be required to test whether these operations truly yield functional advantages when implemented hierarchically (Chung et al., 2016; Jung et al., 2015) and to test whether quantitatively parameterized models of temporal pooling, normalization and pattern completion are plausible matches to neural data (Zhou et al., 2017) . This is only an initial step, but we are optimistic that principles developed to understand multi-stage spatial computation will generalize to our understanding of spatiotemporal information processing in the cerebral cortex. with scrambled combinations of those visual elements (control group). In field potential recordings on the fifth day, increased response amplitudes were recorded in V1 in response to the trained sequence (ABCD), for the experimental group only and not the control group. This enhanced response is an expression of sequence learning, detectable in primary visual cortex. (B) Mice were exposed over four days to many repetitions of the visual sequence ABCD and were then tested on the fifth day with one of 3 sequences: ABCD, A_CD, or E_CD (where "_" indicates the omission of any stimulus). The response to the omitted stimulus following "A" was larger than the response to an omitted stimulus following "E". A sequence-dependent response is thus generated even in the absence of bottom-up drive, consistent with a predictive "fill in" process. Panels D and E modified from Gavornik & Bear (2014) . 
