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Função que indica a soma ponderada de todas as entradas de um 
neurônio i da camada k 
S0 Concentração de substrato na corrente de alimentação (kg/m3) 
T Temperatura (0 C) 
u (t) Ação de controle no tempo t 
de controle malha i no tempo j 
U(k) Vetor ações de controle 
v 
X 
Volume do fermentador (m3) 
Peso da conexão entre o neurônio j da camada 
camadak 
Concentração de microrganismos (kg/m3) 
Concentração de cél.ul:ts viáveis (kg!m3) 
Xct Concentração de células mortas (kg/m3) 
Concentração de células totais (kg/m3) 
i' I Saída (ou ativação) um neurônio i da camada k 
Vetor de trajetória de referência 
y(t) de um sistema no instante t 
Setpoint de um sistema no instante t 
Y(k) Vetor de respostas da malha fechada 
Vetor de predições da malha fechada 
e o neurônio i da 
a malha 
Vetor de referênci:as da 
J) 
de 
e Funcãco objetivo 
l:'aram1:tro de ajuste da tra_leté>ria 
j) Incremento na controle i no terrJPO 
estimado na 
na 
(k} Vetor de erros na~ 
ôY erros nas da 
na de da l 
Tempo do 
do meio (l 
Subscritos 
E Corrente que segue para tanque flash 
C Corrente que segue para cuba 
R Corrente de reei elo 
F Corrente de alimentação 
OBS: as demais variáveis, parâmetros e símbolos empregados no texto são definidos 
uo longo mesmo, à medida que são utilizados, a fim de facilitar a leitura. 
INTRODUÇÃO 
can.a-de-a•çúcar é, 
apr!~senta a mel.hor re!a,ção custo/tJen•etlc:io a1:u8lmente no mercaclo 
o prodU2:1CIO a 
no mundo, fruto 
tem 
tec:nnl•)gÍ<IS para 





RNA 's têm se tomado foco de muita atenção principalmente devido à 
capacidade de aprendizado, ampla gama de aplicabilidade e facilidade com que armazenam 
conhecimento experimental e o torna disponível para o uso em aplicações de engenharia de 
processos. 
O objetivo principal que norteia o desenvolvimento do presente trabalho foi 
desenvolver e avaliar diferentes algorimos de controle para o processo ex1:rat1vo 
tenneJJta<eão alcoólica. Os algoritmos de controle estudados foram: 
• Controle por matriz dinâmica (DMC) clâssico; 
., Controle preditívo usando RNA 's como modelo interno (MPC Neural); 
• Algoritmo de controle Condeg Modificado com ajuste automático 
parâmetros do controlador usando filtro Kalman. 
Para o procedimento de investigação foi utilizada a simulação computacional do 
processo extrativo de fermentação alcoólica. A análise computacional foi com 
simulações, utilizando um modelo para o processo de fermentação alcoólica acoplado a um 
tanque flash à vácuo, desenvolvido por Silva (1999). O modelo matemático usado foi 
baseado naquele desenvolvido por Costa et al. (2001) e os parâmetros cinéticos do processo 
fermentativo foram determinados experimentalmente por Atala et al. (2001) através de 
experimentos em batelada alimentada estendida. Todos os algoritmos de controle 
ruu"""'"'J' foram implementadas em linguagem Fortran 90. 
ORGANIZAÇÃO DO TRABALHO 
O Capítulo 2 trata da produção de etano!, com ênfase no processo extrativo 
fermentação alcóo!ica, que será o caso de estudo deste trabalho. 
O Capítulo 3 apresenta como tema as redes neurais artificiais (RNA tendo 
como a aplicação das RNA's em controle de processos. Também serão enfatizadas as 




aplicadas no desenvolvimento 
aprendizagem. 
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Capitulo 2- Processo Fermentativo para Produção de Etano! 
PROCESSO FERMENTATIVO PARA 
PRODUÇÃO DE ETANOL 
4 
Neste capítulo são apresentadas as vantagens da utilização de etano! como 
biocombustível, destacando as pesquisas na área de produção por via fermentativa e 
apresentado o processo extrativo de fermentação alcóolica, como caso de estudo. 
2.1 ASPECTOS RELEVANTES SOBRE O ETANOL COMO 
COMBUSTÍVEL 
As principais causas do aquecimento global são as emissões e o aumento da 
concentração de dióxido de carbono na atmosfera, principalmente por causa do uso de 
om;m•eJs fósseis, como o petróleo. O dióxido de carbono se concentra na atmosfera 
impedindo a saída do calor, causando o efeito estufa. 
O uso de etano! como combustível apresenta uma alternativa vantajosa para 
diminuição do efeito Macedo ( 1997) realizou um estudo sobre as emissões dos gases 
eSLtna, evitadas pelo uso do etano! e bagaço da cana-de-açúcar no Brasil durante o 
período !996. De acordo com o autor, o carbono emitido ã atmosfera quando o etano! e 
o bagaço são consumidos como combustíveis são compensados por uma quantidade 
equivalente de carbono seqüestrado pela cana-de-açúcar durante seu crescimento pela 
fot.os:>íntes,e, fazendo com que a aplicação do etano! tenha menor impacto no estufa. 
a colheita com queimadas em alguns lugares, o ciclo é vantajoso. 
Além disso, a tecnologia para destilar o etano! de cana e misturá-lo à gasolina é 
comparativamente barata e de obter (Constance, 2007). Praticamente todos os novos 
automóveis e a maioria dos mais antigos podem funcionar com gasolina misturada a 
10% de etal!UI. 
Laboratório de Otimização, Projeto e Controle Avançado FEQIUNICAMP 
acordo com (2004 ), o aumento 
com o lançamento em 2003 
ou ga!;olína. A participação desses 
(Globo No1:ícia.s, 
a orc•dw~ão do 
cor!s!clerz;do um 




e em 2006 
valor 
de foi na O na F ra1nca. 
de em alimentada 
a ser somente em 
no teve seu grande a 
em sendo em criado o Proálcool, um 
e 
substituir o 
e seus 2000). o 
tecnologias para 
cornbllStível f'r.rmn criados nos ESI:ad<)S '~"mxvo e CruJadá et 1999), 
na 
nri!TIP!r~ do§cacla do prc>grolma Prc•álcool, o governo '""""" o baiBiflÇO nos.thvo· 
produzidos li litros álcool, geranc!o m:uJt<lS eJnpJ~eg<)S 
indiiretos. Os carros movidos a álcool e a mí:>tuJ·a 
""'""I'"" arr1bi•ental (Neiva, 
batelada 
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implementação de contínuos em escala industrial (Andrieta e Stupiello, l 990a, 
Anclríeta e Stupiello, !990b; Wheals et al., 1999). 
acordo com Meleiro (2002), no Brasil, o etano! chegou a ser pensado como 
fonte alternativa para frota aut.omotiva nacional e a solução para dependência da 
importação de petróleo da indústria brasileira. A análise das características fisico-químicas 
do etano! o classificou como excelente combustível automotivo, pois apresenta diversas 
características superiores quando comparado com a gasolina, entre elas: maior octanagem, 
menores ernlissões evaporativas devido à pressão de vapor inferior, menor combustão no ar, 
a severidade e número de nos veículos. 
Segundo A tala (2004 ), a partir de 1986, os preços do petróleo se estabilizaram, 
com queda. A Petrobrás, em alguns casos, chegou a pagar mais caro pelo litro 
de álcool do que o cobrado nos postos de abastecimento. Os preços do diesel e da 
gasolina artificialmente elevados para cobrir parte do déficit, levando o Proálcool a 
um processo de estagnação. A produção de álcool se estabilizou em 12 bilhões de litros por 
safra. Surgindo nesse período uma escassez de álcool carburante, pois a fabricação de 
carros a álcool atingiu ao fim da década de 80, cerca de 95% dos veículos comercializados. 
1994, quando entrou em vigor a lei de proteção ambiental que obrigou a 
mistura de 22% de álcool à gasolina, o déficit chegou a um bilhão de litros. A introdução da 
1m:"w" gasolínalálcool teve um impacto imediato na qualidade do ar das grandes cidades, 
pois eliminava a necessidade de aditivos como o chumbo. Além disso, os hidrocarbonetos 
aromáticos também foram eliminados e o conteúdo de enxofre da gasolina foi diminuído. 
Nos automóveis movidos a álcool puro, a emissão de enxofre foi eliminada. Outra 
comparação importante leva em consideração as emissões de monóxido de carbono (CO) 
1980, quando era utilizada gasolina pura, eram superiores a 50 
1995 reduzi11aspara menos de 5,8 glkm (Moreira e Goldemberg, 2002). 
grande erro do programa Proálcool segundo Encarnação 
e em 
mesmo ser auto-suficiente, ou seja, não se atingiu viabilidade econômica, pois o custo 
produ<;:ão do álcool era superior ao seu preço de venda. 
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Atualmente o produz l bilhões de e diversos esto)tÇ<)S 
aumentar ainda esse desde 2004 o <mvc,.,o tem mostrado 
ínte:res:se em ínCientivar o aumento de sua sua e mromwc" fiscais 
etano! por (2004) a pro•duçiio 
indústrias oruüul,unts 
pela e custo, como 
se trata uma carlborto com elevacla ç,om:entrac;ão 
na 
açucan:s de pela glic:ose e trutose. 
uma 
pla11tas des:corJtinuas e serní-<:ontinuas, algumas pesquisas nessa 
no 
e outra 
et a!. ( 1992), A n<iríeta e Mau geri ( l 
são caracterí;Eados por po:;suir uma 





ser com ou 
nrc,rlnre~' e ad<tpta.bíliidacle ao controle aut,orn:átic:o, atJsêrrcia carga, e1e1;cm:ga e 
ada:ptadas ao 
a dificuldade 
tanqm:s de fermentação e tan1bém pelas céllnl!!S estarem 
um 
pon:tos nf'><rotivn< de acordo com Siquei1ra (1997) 
tempo e a oc•Jrrênr;la de mutantes 
fenmenta•ção esr,•eci.aln1entc quando estes 
e - FEQ/UNICA.MP 
2.2 PROCESSO EXTRATIVO DE FERMENTAÇÃO ALCOÓLICA 
CONTÍNUA 
8 
O etano! se acumula no meio fermentativo inibe a atividade metabólica do 
microorganismo, e de acordo com Alves (1996) é o primeiro fator a ser reconhecido como 
inibidor da fermentação alcoólica e que as leveduras dos gêneros Saccharomyces e 
as consideradas de melhor resistência ao efeito tóxico do álcooL 
Devido a esta inibição da atividade metabólica do microorganismo a utilização de 
tv~mc;a:s de extração do etano! do meio fermentativo assim que 
processo. 
é produzido, melhora o 
(1997) propôs um sistema que acopla o fermentador a um evaporador Flash 
operando a uma temperatura que elimine a necessidade de trocadores de calor no estágio 
o que reduz drasticamente os custos fixos e de maoutenção. A remoção 
do etano! produzido até níveis de 40 g/L no meio fennentativo, reduz 
signifkartivam1ente o poder inibitório exercido na atividade metabólica do microrganismo, 
outro garante a ação antí-séptica do meio. 
0 CV2LPOl'a01)f equivale a um estágio de uma coluna de destilação. O sistema 
opera em prE:SS<)es reduzidas (vácuo), facilitando a separação da mistura etano l/água, em 
tennpE:ra1:un1s baixas. 
et (1999) propuseram um processo extrativo de fermentação alcoólica 
com este princípio e que apresentou alta produtividade comparada aos processos 
o desenvolvimento dos algoritmos de controle através da análise 
coJnputEtei<maJ, o processo extrativo de fermentação alcoólica utilizado é o proposto por 
Silva et ( 1999), representado na Figura !. 
A planta é formada por quatro unidades interligadas: 
• Fermentador- unidade onde o etano! é produzido; 
La,IJm·ato>rio de Otimização, Projeto e Controle Avançado · FEQIUNICAMP 
• 
(mi<Cro<>rgacnisrno) e 
• -unidade de tratamento 
TaJ~a~re Flash - unidade 
-mosto 
O é uti!tzaclo 




com Meleiro (2(102), o proces:;o 
substrato no tenme11ta<ior, que a contcerrtração 
tmc:ra-r>e com a ali•me11ta<~1lo 
mí<:roJrgaJ~isrnos adequada 
9 
ao A corrente de do ferme:ntztdor, c<>nt<endlo strbsítrat<O, 
céhJias e é enviada para e separada em 
FEQ!UNICAMP 
células e etano!, é enviada para centrífuga e separada em duas fases: fase pesada, contendo 
parte células (microrganismos); e a fase leve, praticamente isenta de células. A 
pesada, após uma purga para eliminar parte das células é enviada para a cuba. 
o creme de leveduras é diluído com água e acidulado com ácido sulfúrico, sob 
agitação, para diminuir a contaminação do processo por bactérias e desfloculação da 
levedura. A suspensão de células tratadas é enviada para o tennentador para um novo ciclo 
do processo. 
Após o estado estacionário ser atingido o sistema de separação a vácuo é ativado e 
a fase que centrífuga é enviada para o tanque flash, onde parte do etano! é 
mistura aquosa. 
A corrente vaporizada e parte da corrente líquida que deixam o flash são enviadas 
para uma cornn" de retificação. A outra parte da corrente líquida oriunda do flash retoma ao 
fennentador com o objetivo de manter a concentração de etano! em um nível mínimo no 
qual apresente propriedades anti-sépticas. 
2.2.1 Modelagem Matemática 
A modelagem matemática do processo considerado consiste em balanços de 
massa e energia. Todos os equipamentos, com exceção do fermentador, são modelados 
assumindo a condição de estado pseudo-estacionário. Segundo Costa et ai. (2002) esta 
é adequada porque a dinâmica do fennentador é muito lenta quando 
comparada com as dinâmicas das demais unidades, sendo, portanto, a dominante do 
O matemático para o fermentador utilizado foi desenvolvido por Costa et 
(200 I), que consideraram a queda de viabilidade celular ao longo da fermentação, 
modo que a concentração de microrganismos foi dividida em duas partes: uma ativa 
'""-'o' e outra inativa (células mortas). Os parâmetros cinéticos utilizados na 
modelagem do mesmo equipamento foram determinados experimentalmente por Atala et 
(2001). 
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ll 
et (2001), se as e as 
o um balanço massa no 
as 
• substrato e na nas 
e na 
• A de na corrente reciclo é isto, 
se a de o creme 
• A é 
reciclo 
vazão A serve produtos 
no e uma constante 
com estas o modelo do é 
a 
• de 
= + + 
• Reei elo 
= X 
o na I, tem-se: 





onde V é o volume do reator. 
• Balanço de Biomassa (Microrganismos) para Centrífuga: 
(2.5) 
X representa a concentração de microrganismos e os índices E e c estão associados às 
correntes que seguem para o flash e para a cuba, respectivamente. 
• Balanço Global Centrífuga: 
(2.6) 
• Vazão de Alimentação do Tanque Flash: 
(2.7) 
• Vazão de Alimentação da Cuba: 
-· (2.8) 
• Vazão de Água de Diluição que Alimenta a Cuba: 
= FR +FCI (2.9) 








• da Mistura Etano! e ""~"'" 
= = (2. 
x, p 
o é pela e o de é com o 
1997). 
As e na corrente 
retoma () do flash seguem as 16 e 17, 
• 
é a 
de Otimização, e 
concentrações de substrato, etano! e microrganismos na corrente 





Os balanços de energia em tomo da Cuba e do Fermentador fornecem as 
temperaturas nas correntes de reciclo da Cuba e de alimentação do Fermentador, 
respectivamente: 
(2.22) 
Assumindo que o volume do reator é constante e considerando o volume ocupado 
pela célula (2.26) e a concentração intracelular (2.27), as equações de balanço de massa e 












é a contcerttra,;:ão 
S é a concen'traç:iio de sut,stnlto; 
P é a concentração 
aterrlpel~uradofurnnenltadc•r; 
é o de reação de ART); 
P, é a der1sídade do 
é o calor específico 
de alimentação, V é o voi'Urrle do tenne!Jtac!or, pé a massa 
massa úmida e r é a rel:açilío entre as cor!cetrrtr<lçõ,es etano! e 
r = X 
Otimização, e 
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• Formação de .Produto 
(2.32) 
Os parâmetros cinéticos utilizados foram determinados experimentalmente, 
de 28 a por A tala et al. (200 1) e são descritos na Tabela 2.1. 
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Tabela 2.2 Parâmetros Estacionários Adotados 





observar o comportamento dinâmico do fermentador foram 
perturbações positivas e negativas nas variáveis de entrada: vazão alimentação (fo), 
razão reciclo de microorganismo (Rmicro•g), razão de recíclo do tanque flash (Rnash). 
ten1peranurade alimentação (To) e Concentração de substrato na alimentação (So). 
A Tabela mostra o valor de cada variável após as perturbações positivas ( +) e 
dos valores estacionários. 
Valores das Variáveis de Entrado após Perturbações Especificadas 
-
Variável Perturbação (+) Estacionário Perturbação (-) 
To 35° c 30° c 25°C 
So 200 kg/m3 I !80 kaím3 !60 ko/m3 
F o 120m3/h !00m3/b 80m3/h 
p I 0,5 0,35 0,2 
Rnash 0,5 0,4 0,2 
Nas Figuras 2.2, e 2.4, pode se observar os perfis de concentração do substrato 
(S), produto e microorganismo (X), respectivamente, para as perturbações positivas dos 
valores estacionários, conforme descrito na Tabela 2.3. 
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Fi!•ura2.4 Perfil da Concentração de Microrganismos (X) para Perturbações 
Positivas 
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Fi<nJF·n 2. 7 Perfil da Concentração de Microrganismos 
Negativas 
para Perturbações 
Para determinação das variáveis de entrada, saída e perturbação para este processo 
fermentativo, et al. ( 1999) utilizaram os métodos de planejamento fatorial e análise 
resposta gerada a partir de dados de simulação para determinar as de 
proces:;o mais relevantes. 
et (2001) também fizeram um estudo completo utilizando a mesma 
técnic:a combinada com a simulação dinâmica do processo determinar como as 
vm·'"''e" de (controladas) variam no tempo de acordo com mudanças impostas nas 
var·i:h•eis de entrada, sendo estas variáveis manipuladas e perturbadas. 
acordo com estes estudos foram escolhidas as principais variáveis de interesse 
para este caso estudo, conforme descrito a seguir e esquematizado na Figura 2.8. 
V arfáveis de Entrada: 
• da Corrente de Alimentação: F o (m3/h); 
Laboratório de Otimização, Projeto e Controle Avançado FEQIUNICAMP 
• 
• 
• Cc>ncen1:ra<(ão de Microrganismos no Fermen1:ador: X 
• 
• 
O nl'rínrln de am<Jstragem 
um crc>m<ltÓ!~rafo (equipamento 
o que mede a 
ço-.,vw•uv em 1unyav do terr!po 
medir as corJceJntnlções 
em 
e 
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Andrieta (1994) doze minutos é o tempo de amostragem adequado para o 
processo. 
2.2.3 Perturbações para Problema do Tipo Regulador e Servo 
Para verificar o desempenho dos algoritmos analisados, foram estudados 
problemas dos tipos, servo e regulador. 
No problema do tipo servo é realizada uma mudança no valor do estado 
estacionário desejado (setpoint) e o objetivo do controle é levar a saída ao novo estado 
estacionário. 
o problema do tipo regulador a perturbação, ou carga, varia de maneira 
imprevisível e o objetivo do controle é manter a saída num valor desejado. 
Problema do Tipo Regulador 
~umu problemas reguladores foram usadas as variáveis perturbações So e 
foram submetidas a oscilações dentro de suas faixas de operação assumindo valores 
dilere:ntt:s ao longo do tempo em todas as simulações, gerando uma oscilação no processo e 
a necessidade de um controlador que seja robusto e efetivo. As Figuras e 2.10 
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Analisando os resultados apresentados na 
a variação da quantidade de substrato inicial (So) interfere diretamente na 
quantidade substrato final (S) e a variável temperatura (To) também influencia o 
consumo de substrato no processo (S). Por isso, a variação conjunta dessas duas variáveis 
(Soe uma resposta em malha aberta diferenciada de acordo com as perturbações 
impostas ao processo fermentatívo. 
Na Figura são apresentados resultados da variável P para as perturbações de 
e de forma individual e conjunta para o processo fermentatívo em malha aberta. 
Como se a temperatura inicial não tem muita influência quando comparada com a 
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CONCLUSÕES 
Neste capítulo foram apresentadas as vantagens e aspectos importantes sobre o uso 
etano! como combustível, especialmente foi apresentado o processo extrativo de 
fermentação alcoólica contínua, que será aplicado no desenvolvimento deste trabalho. 
Pode-se observar através da dinâmica do processo, a complexidade inerente ao 
dos microrganismos, o que dificulta o controle e principalmente justifica o 
uso de modelos não-lineares para representação do processo. 
São apresentados também os tipos de problemas que serão aplicados no processo 
avaliar os algoritmos de controle. Sendo estes problemas do tipo servo (para as 
P e X), regulador (para as variáveis do tipo carga To e 
tipos, servo e regulador de forma simultânea. 
e problemas dos 
REDES NEURAIS ARTIFICIAIS 
O ""l-'''"'u 3 apn~sentta uma mtrodução '""""~ '" w1''''u0 (RNA' s) e 
sua aplíca,ção na 
apJ"eS1:nt<1r uma 
tOp<Jlog;ia e o ~lo,nrilmo 
's 








car:!lcterísticas rel<~vaJ1tes em aml>íerttes 
com em 
as 's podem ser evltoenctaaas, ao mesmo 
em são Souza 
A uma rede é 
• de dos 
• de para 
• Generalização - novos 
na de 
o sobre redes foi no ano 
e um estudo o do 
com o objetivo um matemático para este. suas 
um modelo de de e seu de cálculo 
uma inspiração diversos e 
Em 1949, Donald Hebb, no livro The Organization ofBehavior (A Organização 
apresentou pela primeira vez uma explicação filosófica para o 
aprendizado através modificação da junção sináptica dos neurônios. 
O primeiro modelo de rede neural implementado foi o Perceptron, por Frank 
Rosenblatt em J 958. Em seu livro Principies of Neurodynamies mostra o modelo dos 
Perceptrons, onde os neurônios eram organizados em camada de entrada e saída, onde os 
das conexões adaptados a fim de se atingir a eficiência sináptica. Este trabalho 
estab<llc<~eu a base para os algoritmos de treinamento de modelos não supervisionados, 
como o de Kohonen, e para modelos supervisionados como o backpropagation. 
Neste período também surgiu o primeiro neurocomputador a obter sucesso (Mark I 
criado por Rosenblatt, Charles Wightman e outros (Eberhart e Dobbins, 
1990). 
Vários trabalhos foram desenvolvidos durante este período; parecia que as RNA 's 
,,~,~u<:s Neurais Artificiais) poderiam tàzer qualquer coisa, e este entusiasmo exagerado de 
muitos pesquisadores, que imaginavam máquinas tão poderosas quanto ao cérebro humano 
tirou quase toda credibilidade dos estudos desta área e causou grande aborrecimento a 
outras áreas. 1969, Mínsky e Papert escreveram o livro Perceptrons fàzendo 
uma crítica ao modelo e demonstrando matematicamente as suas limitações. Após a 
publicação obra iniciaram-se os anos negros das RNA 's. 
O renascimento da área ocorreu na década de 80, com o trabalho de John Hopfield, 
que o modelo de Hopfield em 1982, caracterizado pelo tipo é, existe 
urna conexão das entradas com as saídas. A rede Hopfield pode ser comparada a um 
modelo a cada troca de estado da rede a energia da mesma diminui. Portanto, a 
de aprendizagem chegará ao fim no momento em que a rede tiver sua energia 
minimizada (Hopfield, !982). 
1986 publicado o livro Parallel Distributed Processing de Rume.!hart 
e James McCleHand, trouxe grandes contribuições para área. Também nesta época foi 
de!;eJrvolvldO o de para redes de múltiplas can1ad:as d'enc•mína<lo 
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como no caso em 
entre outras. É im'"'rtnnl<> re:co1nhe:ce~ as 
criar como no 
's aos casos: 
como (por 
letras ou e 
de brutos; 
à natureza 
e vezes essas 
sensores para uso 
pro<:ess•os afll!catm:!o RNA 's poo.e-se Hoskí11s e Himmelblau 
Psi<:ho1;sios e ( et 
nu"um ( 1999), Rarninez-13el!:ran e Jackson ( 1999), Brc!deJ•íck et et 
Narendra e (200 l ), (2002), Meleiro ,~"···~, 
2007), Gacikar et (2005), 
,~,,vv" "''rfe:ri et Hung e Chtmg et 
r\l· .. ~mwl et (2007) e Jillson e Ydstie (2007). 
3.1.1 Neurônio Artificial 
mesma maneira que as redes neurais biológicas, as redes neurais artificiais são 
or~;anítza<ias na forma de elementos individuais simples, que são os neurônios artificiais. 
Fazendo uma analogia com o neurônio biológico, o conjunto de dados de entrada (X~, X2, 
... , Xp) correspondem aos dentritos e o conjunto de dados de saída (y) correspondem ao 
axônio (Figura 3.1 ). 
Nemônio 
Artificial 
Figura 3 . .1 Neurônio Artificial 
y 
Os neurônios se interconectam uns aos outros através das sinapses formando as 
neurais artificiais (Figura 3.2). São os pesos das sinapses que determinam a 
magnitude do do sinal recebido. Este sinal pode ser excitatório ou inibitório. 
As redes neurais artificiais têm a capacidade de auto-organização, ou plasticidade, 
ou um processo de aprendizado, é possível alterar os pesos das sinapses 
entre os neurônios artificiais como ocorre nos neurônios biológicos. Os pesos são os 
detentores da maior parte das informações que uma rede neural pode acumular. Isto implica 
que a fase de (aprendi7~gem) destes pesos tem uma int1uência direta na performance 
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Anatomia do i-ésimo neurônio artificial da k-ésima camada 
acordo com Bakshi e Stephanopoulos (1993), para a ativação dos neurônios 
omle-:;e uul!Lal dois de funções, a local e a global. A função ativação local é 
aquela que apresenta uma resposta ativa para valores de entrada na vizinhança imediata 
seu centro ativação. Um exemplo é a função gaussiana. A função de ativação global 
produz uma ativa para um largo intervalo de entradas. Por exemplo, as funções: 
linear, sigmoidal e tangente hiperbólica. 
ativação lineares praticamente não são utilizadas, pois as redes 
ba:;ic:1men1:e são usadas para modelagem de comportamentos não-lineares e o uso de 
carna<Jas int1em:as com neurônios com ativação linear não aumenta o poder computacional 
multicamada comparando-a com uma rede sem camadas internas (Rumelhart e 
Mcclelland, I 986). 
men1L11ra observou-se o uso das funções sigmoidal e tangente hiperbólica com 
resultados satisfatórios utilizando o método de aprendizagem backpropagation entre eles, 
Du:1rteet (2004), Ender e Maciel Filho (200la), Kaufmarm e Andersson (2000), Moreno 
(200 Nesta tese serão utilizadas como funções de ativação as sigmoidal e tangente 
mostra o comportamento das funções respectivas. 
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a Nas camadas 
Segundo Henrique et al. (2000) dois aspectos importantes a serem determinados 
são os números de camadas intermediárias e os números de neurônios das camadas 
intennediárias a serem utilizados. Por não existirem padrões, estes valores variam de 
acordo com a função que se deseja determinar. O que se observa é que aumentando a 
estrutura da rede (número de camadas e neurônios) ocorre uma maior precisão dos 
resultados; neste caso ocorre um aumento do tempo computacional requerido. 
SeísUntdo Hecht-Nielsen (!989), uma função contínua pode ser aproximada para 
qualquer grau de precisão usando uma rede neural backpropagatíon com 
que haja um número suficiente de neurônios ativos na camada oculta. 
camadas, 
Cybenko (1989) mostrou que qualquer representação de um conjunto de dados 
para 9F pode ser obtido com duas camadas intemas. Hornik et (1990) também 
mostraram que qualquer mapeamento pode ser obtido, para um grau de precisão, usando 
uma rede neural com uma camada interna com um número suficiente de neurônios. 
Segundo Hecht-Nielsen (1989), o matemático russo Kolmogorov (1957), publicou 
um teorema relativo a representação de funções contínuas que pode ser diretamente 
adaptado redes neurais multicamadas, refonnulando este teorema da seguinte maneira 
Kolmogorov-Nielsen: Dada uma função contínua arbitrária 
f: = y ' sempre para f, uma implementação exata com uma 
rede neural camadas, sendo a camada de entrada um vetor de dimensão n , a camada 
oculta composta por (2n+ l) neurônios, e a camada de saída com m neurônios 
representando as m componentes do vetor y. 
De acordo com Loesch et. al ( 1996), vários autores sugerem que em de 3 
camadas com mais entradas que saídas o número ideal de elementos na camada oculta seja 
algo em torno da média geométrica entre as camadas de entrada e de 
o desenvolvimento deste trabalho, de acordo com estudos 
de:sen:volv!,dos por (2004), foram utilizadas redes com três camadas (uma camada de 
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Fluxo de Informações 
Quanto ao fluxo das infonnações as RNA 's podem ser da forma acíclica 
(Feedforward) ou da fonna cíclica (Feedback) (Baughman e Liu, 1995). As conexões do 
tipo feedback são usualmente utilizadas em rede neurais recorrentes, como exemplo a rede 
de Hopfield (Narendra e Parthasarathy, 1990). A Figura 3.5 traz exemplos de estruturas 
feedforward (a, b, c) efeedback (d) (Fonte !anet, 2003). 
X1 )( 1 
X2 











Figura 3.5 Estruturas de Rede Feedforward (a,b,c) e Feedback (d,e) 
Segundo Bulsari ( 1995) nas redes com conexões do tipo feedforward, todos os 
sinais se propagam através das camadas para "frente". Não há conexões laterais ou como o 
sina! retroceder. Este tipo de rede possui a capacidade de generalização, habilidade 
aproximar tuntÇtH~s complexas, dados com ruídos e são apropriadas para a modelagem 
se deseja mapear uma resposta de saída baseada em um sinal de entrada. 
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métodos treinamento mais empregados em aplicações como: regressores, 
ínfi>rilne·i~ e modelo, são os supervisionados, pois um modelo interno do processo que rege 
os dados fornecidos à rede é criado pela mesma, de modo que ela pode fazer predições para 
novas entradas e reconhecer padrões, mesmo com ruídos (Rumelhart e McC!elland O 986), 
Giarratano et (1990), De SouzaJr ( 1993)). 
3.5 ALGORITMO DE APRENDIZAGEM BACKPROPAGATION 
As redes treinadas pelo método backpropagation (retro propagação) são 
mtdticarna•:las e não apresentam conexões laterais entre neurônios da mesma camada, sendo 
que seus sinais são do tipo feedforward (Rumelhart e McC!elland, 1986). 
Durante o treinamento com o algoritmo backpropagatíon, a rede opera em uma 
dois passos. No primeiro passo (Figura 3 .6), um padrão é apresentado à 
camada de entrada da A atividade resultante flui através da rede, camada por camada, 
que a resposta seja produzida pela camada de saída, No segundo passo, a saída é 
comparada à saída desejada para esse padrão particular. Se o valor da saída calculada 
cm;etn. o erro é calculado. Este erro é então propagado a partir camada de saída 
a camada de ent.radla (daí o nome backpropagation), e os pesos das conexões dos 
"'''"Y\,nic>c da camada vão sendo modificados confonne o erro é retropropagado. 
tipo de algoritmo utiliza a regra delta generalizada; esta usa em essência a 
cadeia cálculo diferencial. Seu objetivo é reduzir o erro quadrático da rede, 
ern1pr•eg2mdo o método do passo na direção oposta do gradiente, sobre a de erros, 
onde se deseja minimizar um erro que é função de todos os 
e Ender, 1998). 
da rede (Gozdziejewski 
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SAÍDA OBTIDA 
ENTRADA PADRÃO 
O erro calculado na é por: 
6'= -X?lJ 
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sendo que para j =O, x;k-J) = + l que representa a conexão extra (bias) e nk-l é 
neurônios da camada k -l . Então: 
(dt - J(s;k) )f 
1"1 
Sat)e-Jse que quando i* l as derivadas serão nulas, portanto: 
ar(s1k 1) -/s<kJ)~ · · · ~ • ~ awtkl 
1,] 
Aplicando a regra da cadeia, chega-se a: 
ôf(s1k1) lkl 
=-id- J(s(k))~--·-· _as, ~ , , ~ as·(k) ,. .. (k) 
,_I uwi,J 
Pela equação pode-se determinar: 
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A equaç:ão 
)r(sí(k) 
(! e ( 
ser interpretado como erro eauiv·alfmt.e. o ao erro 
17) 
Considerando um neurônio "i" de urna camada oculta , em uma rede neural de 
3 camadas, ou seja, uma camada de entrada (k-l ), uma camada oculta (k) e uma camada de 
(k+ 1). Pela regra cadeia, pode-se escrever: 






Sabe-se que as derivadas serão nulas para j * i, portanto: 
(3.24) 
"' 
I(d~- x(k+l) )p(s?+l) )wi~+IJ p(s,k) (3.25) fJe 
1-"1 





rel:açã,o aos ser 
Onde se tem a camada intermediária: 
= p(s?l) I; (ay+n wftll) 
1"1 
forma para o cálculo o?l é usada para retropropagar o erro para as demais 
carna(las v~CJma,,, caso a rede neural apresentar n ) l camadas ocultas. A equação para o 
dos fica da mesma forma que apresentada na equação !9), ou seja: 
A inicialização pesos das interconexões e os biases são realizados com 
procura-se evitar os problemas de simetria 
(que caso se começasse com pesos iguais) e saturação (produzidos por pesos 
grand1:s). No desenvolvimento desta tese, adotaram-se pesos iniciais aleatórios no intervalo 
entre -1 e I, conforme ENDER (2002), Rumelhart e McClelland (1986). 
Segundo Ender (2002), para cada padrão p 
padrões), tem-se um conjunto de entradas e um conjunto de saídas desejadas, , que são 
usadas no critério de erro. Na implementação aprendizagem backpropagation, pode-se 
atuali:lar os após a apresentação de cada padrão (aprendizagem por padrão) ou após a 
de todos os padrões (aprendizagem batelada) (Rumelhart e McCielland 
A de implementação adotada foi a aprendizagem por padrão. 
Depois do treinatml~nto, pode-se usar a rede, onde se tem apenas a em as 
entradas passam através da rede para frente (jeedforward), correspondendo às equações 
(3.1) e 
Para o desenvolvimento desta tese, adotou-se o controle direto, quando a rede 
neural atua como controlador e controle indireto, quando as 
modelos de predição de estados ou dinâmicas futuras. A seguir 
atuando como controlar neural e como modelo direto do processo. 
neurais usadas em 
apresentadas redes 
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e 
Porth"·"""tlw ( !990), 
(2002) e Dum1e 
+I)= -n+ -m+ 
com: 
Y(k)= ... y(í, 
k ), ... í = nún1ero 
e =O, os vetores pe!1turbaçõ·es e resflOStas no 
tempo k , respectivamente, e J(•) é uma tunção desconhecida. Considerando o 
uso 
+ !) e -m+l) 
reSJ)Ocltívame:nte, e são os pesos 
um modelo do proces!:o, pelo 
+I)= Y(k-n+ m+ 
Res.olvendo a eqmlção (3.34) em re!a:ção a 
U(k) = íÓ(Y(k+ Y(k ), ... , - n + !), - m + 1)) 
é uma função desconhecida, 
não é pol;sível 
a Neste uma gerar uma 
função íÓ , seguinte mmaeir·a: 
A A 
U(k) = ~(Y(k + l),Y(k), ... ,Y(k- n + 1), U(k -!), ... ,U(k- m + l); W) (3.38) 
Considerando-se um problema de controle em que a resposta Y(k) procura 
acompanhar as da malha fechada, Y,(k). Então para o próximo tempo de 
Y(k+l)= (k+l) (3.39) 
Substituindo a Equação (3.39) na Equação (3.38), a ação de controle desejada 
o processo é dada por: 
A 
U(k)= ~(Y,(k + !),Y(k 1 ... , Y(k- n+ l), U(k -l), ... ,U(k- m +!); W) (3.40) 
modelo representa o mapeamento de perturbações/respostas não-lineares 
suficiente 
ex<mtmu se um grande número de dados estiver disponível (Psichogios e Ungar (l99l), 
Bulsari, (!995)). 
Conforme a Figura 3. 7, as entradas rede são formadas pelas referências das 
variáveis manipuladas para o próximo tempo amostragem das variáveis manipuladas e 
COJltr<Jla<jas passadas. Como resposta da rede obtém-se as ações de controle para o próximo 
terr1po de amostragem, onde !3 representa o número de informações passadas 
usadas como entrada na rede. 
processo 
O controle neural baseado em modelo inverso tem como objetivo conduzir a 
variável controlada para a referência desejada do processo. Segundo Ender (2002), este tipo 
modelo não apresenta resultados eficientes para comportamentos dinâmicos, podendo 
offset. 
As neurais artificiais na 
proces:sos, gerandlo m:od1:!os a serem usados no proieto conltrol<:dor•es nílo-Jmea:res. No 
con:trole propost<o, d'eno•minml-se esta como Mcldeilo '""urm 
1zou-s•e o mé•toclo de identificação -paralelo, corltorme rl"'"'rit" aJ~telriorme•nte. 
com os neste a 
redes uwua~ no alg•oritmo controle proposto com ap!·en•:liz;agem on-
compostas por 3 carnaclas, estruturafe•?djonvm·d e como fimcõt:~ 
do 
controle de pro<:ess·os devido à cap;acidlade 
mesmo com ruidos. 
3.8 APRENDIZAGEM ON-LlNE E OJi'F-LlNE DAS RNA 'S 
Aprendizagem offline é aquela realizada com um conjunto de infom1ações 
passadas do processo (dados padrões), ou seja, pares de entrada e saída 
(Perturbações/Repostas) obtidos através de perturbações realizadas no processo. Estes 
dados são apresentados várias vezes à rede neural, até a representação apropriada destes 
Aprendizagem on-line é aquela realizada com dados obtidos do processo em 
e estes são alimentados ao conjunto de dados de aprendizagem. Esta 
permite a rede neural "aprender" o comportamento do processo num 
momento de não-linearidades fortes ou mapear uma região ainda não apresentada à 
neural, durante a sua utilização, 
aprendizagens on-líne e são essencialmente idênticas do ponto de 
maten1ático, diferindo apenas na forma de obtenção dos padrões de aprendizagem. Na 
aprendizagem offline, o conjunto de padrões é fixo e na on-line é flutuante. 
A aprendizagem on-line apresenta limitações devido ao número de iterações 
atender o critério de tolerância adotado e à necessidade de aprendizagem 
em contornar estas dificuldades, limitou-se o número máximo iterações, 
usando um vetor de padrões formado por um número pré-estabelecido das últimas 
informações nai;sa<:las de perturbações/respostas do sistema em questão. Além disto, para 
"º''º"';, a boa representação dinãmiea do processo através de redes neurais, adotou-se uma 
est1:atégía formada por três redes neurais que atuam paralelamente (Ender e Maciel Filho, 
200la,b). estratégia foi utilizada para o controlador e modelo do processo, pois todas 
as redes foram submetidas à aprendizagem on-líne. Esta estratégia possui uma etapa offline 
e outra on-li11e conforme descrito a seguir. 
Numa primeira etapa, as redes devem ser treinadas com os dados padrões da 
ap!·ení:liz:lgem (offline), conforme a Figura 3.8. 
apr,endiza~:em, a é den•:>mi11ada 
seus pesos ou 
apr,endiza!sem olt~,rme (pesos m"lrê\es) A é dentomina,ja 
outras a 
a apr'emiiz:>gem com os 
e tem os mesmos 
a RNA 1 
2 terá seus 
apr'eS<:nt:lr o menor erro quad1:ático em 
pad1rões e 
novamente o processo de de (RNA é 
seus 
com 
o prc1cesso de apr,encliz:igem com os paclrõ,es e tem 
atualizados ao longo (Figura 
A diter,ença na representação redes é 
por ter em seu vetor 
Jrb:!ÇÕ<es e maior núJrne1ro 
que tem uma 
on~iíne (RNA 's 2 e po:ssuem uma 
a 
treinamento um COJ1JU:nto de 
o 
as redes tre,im1d2ts 
"memorHl''' ou 
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Figura Etapa 2- Aprendizagem On-line (Ajuste de Peso em Tempo Real) 
A de aprendizagem on-line usando redes neurais permite o 
acr)rn.panham,ento das variações do processo, mesmo quando o número de iterações não for 
convergência da aprendizagem on-Hne, pois utiliza-se a RNA padrão ou 
RNA base padrão. redes apresentam as seguintes características (Duarte, 2004): 
• Rede Padrão (RNA l) - Apresenta uma "memória" geral processo, ou 
consegue representar bem o processo como um todo, mas muitas vezes 
não representa com exatidão uma rPa;;;,., específica do processo; 
• Rede Base-Padrão (RNA 2) - É uma rede intermediária entre as outras 
Permite a retomada da aprendizagem on-line a partir dos pesos 
oa<:lrêies sempre que estes apresentarem melhores resultados; 
• Rede Nova (RNA 3)- Apresenta urna '"memória" local, ou é a rede que 
melhor representa o processo nos últimos tempos de amostragem quando o 
número de iterações é suficiente. Como tem seus pesos modificados ao 
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o desenvolvimento deste trabalho, foram utilizadas redes neurais nos 
algoritmos Condeg Modificado e NPC Neural, para os quais elas foram utilizadas como 
controle direto, quando a rede neural atua como controlador, e controle indireto, quando as 
redes são usadas em dinâmicas futuras e modelos de predição, respectivamente. 
Conforme apresentado neste capitulo, todas as redes que serão estudadas 
apresentam arquitetura do tipo feedforward, com camadas, funções de ativação 
sigmoidal e tangente hiperbólica. O algoritmo de aprendizagem foi do tipo supervisionado, 
apropriado para o controle de processos devido à capacidade de 
rerlre:;entar processos dinâmicos. 
Foi apresentada a estratégia de aprendizagem on-line, que utiliza redes em 
paralelo e que foi aplicada em todas as redes utilizadas nos algoritmos de controle, por 
permitirem que as redes neurais tenham uma aprendizagem ao longo do tempo. 
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ALGORITMOS DE CONTROLE 
car~ítulo aborda o ""'''tml" 
"·"'''"'!"' usados 
proces:sos, e o prir1cipal olhit>t ivo é apr:ese;ntar os 
rra;oa1.no, entre o 
em 
Co:ntrc1lar um processo sig;nif1ca atuar ou o 
modo a atir1gir <ugum obietívo. como manter o 
um dctenmir1ad:o e:staclo e:stac:iontáfi,o, mesmo que os efeitos externos 
seg;urança e ambie:nts:is não 
mlt:mc opera em estado estaci1Jnário, ~'"""' 
des:eiávei, nem ""'""'"" é atí11gi<lo ou manticlo 
monitoramento 
objetivos op<:racionais. 
<!lt!CU!trum o co1ntnJle. de11tre as quais se podem 
~•··~.c5A entre as e 
a presen:ça não-
estude e 
perturbações não mensuráveis, parãmetros incertos e variando no tempo, tempo morto e 
atraso nas medidas (Beq uette, !991 ). 
Segundo Assis (2004), tradicionalmente o controle dos processos não-lineares tem 
feito aplicando a teoria de controle linear a um modelu linearizado do processo na 
etapa de projeto do conttolador. Se o processo for operado continuamente no estado 
estacionário em tomo do qual houve a linearização, o modelo linear obtido não difere muito 
do processo reaL Porém, é comum que as condições operacionais do processo mudem com 
o tempo, dependendo de vários fatores, desde econômicos, qualidade e fonte matéria-
desativação de calisadores, mudanças genéticas em microrganismos. Nas novas 
condições operação, o controle existente pode já não ser mais adequado, levando 
no perda de rendimento, presença de off sets, dentre outras 
características indesejáveis. Tendo em vista tal desempenho, é natural que se tenha pensado 
em desenvolver uma teoria de controle que levasse em consideração as não-linearidades 
processo na etapa de projeto do controlador, surgindo assim a teoria de controle não-linear. 
Uma importante no desenvolvimento, implementação e 
controladores se refere à representação adequada do comportamento do sistema. Dentro 
contexto, os modelos dinárnicos processos são ferramentas básicas para diversos 
propósitos, como, simulação, controle, predição de estados, identificação de sistemas, 
entre outros. Os modelos dinâmicos lineares, devido à sua versatilidade e simplicidade, 
muito utilizados, porém não são adequados para descrever processos com 
de estados estacionários e as não-linearidades inerentes à maioria dos 
pro:ces:sos da Elli,?enharia Química. 
Como da globalização surge a necessidade de produtos com menor custo e 
rendimento, promovendo um avanço tecnológico significativo em diversas áreas. O 
controle e otimização de processos são ferramentas que auxiliam nessa nova concepção, 
trazertdo muitas melhorias, como produtos com maior qualidade, menor custo e um melhc)r 
aproveitamento dos recursos. 
A literatura tem mostrado que é necessário o desenvolvimento algorittnos 
co:ntr:ole baseados nos conceitos de controle avançado para se obter a operação do a 
desempenho, conciliado as condições esta crescente 
se desenvolver COJ~tr•oladores vez 




efetiva nos OO)CC,SSC)S não-lineat·es. os 
adaptação em função das perturbações externas podern ocorrer. 
OS ~I nr.riit~r'c 
flivPNi'< fi~IT2iffi(:rJtélS SãO empre;gadaS ~IC,.io+luo.rtrlA nP<:i>Yl'I!OJvpr t"iJJ[!II.ji" 
pro<~ess·os C(JnSi•deraldos com r!in·Smi,ro cc•mnlexa. 
CONTROLE 
em modelo, como Mcu1eJ 
furida!nerJta-se no uso de um mo,delio dinâmi(:o 
acordo com Meleíro (2002), o conceito básico deste algoritmo de controle é 
um modelo dinâmico do processo e as medidas de interesse são utilizados para predizer 
o comportamento futuro do processo. As ações de controle são obtidas minimizando uma 
função do erro entre a resposta predita do processo e a trajetória desejada (setpoint). 
Segundo os autores Ogunnaike e Ray (1994), o algoritmo MPC teve um grande 
crescimento em suas aplicações na década de 1990 e pode ser considerado o algoritmo de 
controle multi-variável mais empregado nos processos industriais. 
Comparado com o controle clássico, o controle predítivo apresenta vantagens 
como o controle processos multivariáveis, possibilidade de se utilizar restrições e 
principalmente em processos com resposta inversa e tempo morto (Marchetti et al. 
O principio do controle preditivo (MPC) é apresentado na 4.1 
(Meleiro, 2002). No instante de amostragem o controlador recebe informação sobre o 
estado atual do sistema quando, baseado no modelo do processo, calcula as ações de 
controle futuras. A trajetória de entradas futuras é, então, determinada segundo um critério 
otimização, e a primeira ação de controle é implementada até a próxima amostragem. 
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o pode ser divido em vários 
pelo controlador, objetivo e tratamento 
ao processo. entre os 
" 
por e 
.. MAC- Controle por Modelo et 
et 
De11tre os de control::~do!·es 
um dos algoritmos 
ac<xdo com Moleiro \kVVkJ o desempenho maLde•:JUlitdo apr·es<mt:tdo pelos 
US!!d(IS em 
mc>deradam,en:te não-limlan:s que operam em uma 
prmc!pct!S fz:tones pelo inte:r.es•;e em proieto 
ou mesmo a 
de COIJdi•ÇÕ!:s é um dos 
aborda:gem é 
genericam>ente cnama''" de Controle Prediti1vo Base.ado em M0<1elo Hu•u-,e,m~·"' (NMPC). 
tonmullaçiio do prc•ble:ma de controle é am!lo~~a à ab<Jrdlige:m w"""'• exceto a 
coJnp<)rtatm<mto futuro do pro•ces!:o é feita um motlelo dinilmi<co mto·llinear 
A teciuca predominante modelos dinâmicos não-lin.ear<es a 
as neurais artiiiciiais (Morari e 
"""'"" do processo fermenta.tivo, uma com mc>dello 





cecm1;as de controle 
conLS!d!~rou o 
I e 
4.2.1 Controle por Matriz Dinâmica (DMC) 
O controle por matriz dinâmica (DMC) foi originalmente desenvolvido na Shell 
cuja aplicação inicial data de 1973. Os autores Cutler e Ramaker (!979) 
apresentaram o DMC multi-variável sem restrições aplicado a um sistema de forno -
aquecedor industrial. Em 1980, os autores Prett e Gil!ete descreveram uma versão multi-
com restrições para uma unidade de craqueamento catalítico. Cutler (1982) 
apresentou modificações do DMC para aplicações em processos auto reguladores. 
nrincina,is características do algoritmo de controle DMC de acordo com Qin e 
Badgwell ( 1997) o modelo linear da planta, a minimização de uma função objetivo de 
desempenho quadrático sobre um horizonte de predição finito e o comportamento futuro 
da planta especificado de modo a segmr a saída de referência o mais pn)ximo 
De acordo com Meleiro (2002) o modelo utilizado pelo DMC geralmente é obtido 
a da aplicação de um degrau em cada variável de entrada do processo, seguido da 
correspondente medição das respostas das variáveis de saída. Estas respostas ao degrau são 
utilizadas para identificar o modelo de convolução do processo. Através do modelo de 
re1;po,sta ao degrau, podem-se predizer as mudanças futuras das saídas do processo como 
uma combinação linear das variações nas entradas. 
cada de amostragem, o valor da resposta ao degrau da variável de 
é e chamado de coeficiente de resposta ao degrau . A diferença entre dois 
coeficientes de resposta ao degrau sucessivo é chamado de coeficiente resposta ao 
im1puliso e é dado equação (4. l) (Newell e Lee, !989): 
h= a -I I I) 
o predito da variável de saída y, no instante de amostragem k, ser 











res:pos1ta em malhar 
represen:ta o nún1ero é 
aumento 
a tem um mas aumenta o 
o de como dito é o 
são calculadas na os erros 
aumenta o esforço é 
uma é escolher ao em 
estacionário. é 
somente a é um grande de 
em de a um 
a erros 
o (/) também é um 
muito a magnitude liu um controle menos 
o ganho do é 
ao mau e deve ser como um A 
aproximação de Maurath et al. (1988) utiliza o método da decomposição do valor singular 
para eliminar o mau condicionamento de ATA comf=O, mas este não é um problema sério 
com 
4.2.2 Controle Baseado em Modelo Usando Redes (MPC Neural) 
Segundo Henson e Seborg (1997), a motivação para o desenvolvimento de 
am·itn1n< de identificação e controle voltados para sistemas não-lineares 
" Avanços na teoria de sistemas não-lineares que possibilitaram o projeto de 
controladores não-lineares; 
" Desenvolvimento de métodos de identificação etkientes para modelos não-
lint~an3s empíricos; 
.. Melhoria na capacidade dos softwares e hardwares voltados controle 
através computador, nos quais é possível incorporar modelos não-
lineares complexos nos sistemas controle de processos. 
De acordo com Meleiro (2002), um aspecto muito importante do NMPC é o tipo 
modelo de processo a ser usado. Os modelos determinísticos têm a capacidade 
interpretação física e uma grande faixa de aplicabilidade. Contudo nem sempre estão 
e frequentemente apresentam parâmetros e/ou variáveis de processos que não 
ser medidos. Devido a isto o uso dos modelos empíricos ou semi-empirícos, 
a partir de dados experimentais, vem crescendo. Modelos dinâmicos não 
lineares a partir de dados entrada-saída tem sido foco de diversos estudos, 
predominante são as redes neurais artificiais (Morari e Lee, 1999). 
a técnica 
A literatura apresenta uma série de trabalhos aplicando modelo dinâmico neural 
em algorirmos de controle preditivos, dentre os quais se podem citar: Psichogios e 
(1991), e (1992), De Souza (1993), Morris et al. (1994). Najim et (1997), 
et al. (2000), Santos et al. (2000a), Ender e Maciel Filho (200la), Nikravesh et al. 
Benne et al. (2000). 
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de controle MPC é urna 
ao um modelo de controle urna 
no capítulo 3. o 
dinâmico processo as 
amostragem, acionada tantas vezes o valor 
acordo com (200 é a 
uaclarr;en:te o Para 
conter mt·orn1acões slgmtlcat!v:as e cor!Sis:tentes em toda a 
uso 
o 
os seres natureza possu.em 
a na 
como saz:onaJouau'" no 
devido à dh•en;idl>de 
mudanças no habitat. 
sem as 
Concflitualn1ente as redes neurats também se adaptam a certo .coninn1rn de uac!U>, 
seus por 
(Ballini e 
certa conexão eotre o controle adl!plllth•o e as 
Controle Direto Baseado no Erro Global (Condeg Modificado) 
o denominado 
proposto 
é baseado em 
al<>orilmo é a atu:ali2:açâlo dos pariimetros 
de 
no 
A prin·~ipal vant<tgem 
terr1po ( on-
atrav;~s de uma estratégia de aprendizagem usando redes conforme descrito no 
'"'lJ"'"'" 3, que permite um controle mais efetivo, pois acompanha as variações dinâmicas 
do processo. 
A Figura 4.2 mostra o esquema do algoritmo de controle, onde são utilizadas redes 
neurais artlííc:JaltS atuando como controlador neural (modelo direto), e modelo neural do 
prc1cesso (modelo indireto). O qual é utilizado na rotina de otimização do controlador. A 
neural do controlador é otirnizada on-line, a cada tempo de amostragem, usando o erro 
Ypmd 
-.nN"""" 
Rêd/t Ccrtl. f'e50> Ideal$ (V\'i) 
Up 
Fif!ura 4.2 Algoritmo de Controle CoNDEG Modificado 
rotina de otimização, o projeto do controlador utiliza as mesmas entrada> que 
serão utilizadas no controlador neural para cada instante amostragem. Esta rotina ajusta 
os da rede neural do controlador de tal forma a minimizar o erro global estimado, 
onde a resposta da malha fechada é proveniente do modelo neural do processo. 
O erro pode ser na 
estes estão e 
as as a ser 
do 
o do controlador, e 
de e preditos a 
os erros. na 
e e podem-se as 
e das a 
a A mnn·17 Jaeobiana pode ser de:ter:m 
var·•avel manipulada, em tomo operaç1io e me<jínclo a varíaç@io nas 
pro•ce!;so. Considerando a matri2: jaí;obiana: 
fech.ada e a controle que 
respec:tivament.e, D<)de•-se escrever: 
y 1 e ui são as 
esta 





Assim, o erro global (ê(k)) é calculado de acordo com a expressão: 
ê(k) = U,(k)-U(k) (4.6) 
com: 
u,(k)=[ldl\ ... (i)Y (4.7) 
= [ú(l,k), ... ,ú(i,k}Y 
• é o vetor de ações de controle desejado para malha fechada; 
• O ( k) é o vetor de ações de controle estimado para malha fechada. 
• i : refere-se as malhas de controle; 
• ur(i,k): vetor que contém as ações de controle referências do 
• ú(i,k): vetor que contém as ações de controle preditas a partir do 
modelo neural do processo. 
o erro quadrático rede neural ou alcançar-se o número máximo de iterações 
preestabelecidas, para atender as limitações de tempo disponível para processamento das 
int:orrna~:õe:s, devido à aprendizagem on-line. Para garantir a boa representação dinâmica do 
prc•ce:sso através redes neurais, adotou-se uma estratégia fonnada por três redes neurais 
atuam paralelamente, conforme descrito no capítulo 3, item 3.8. Considerando que o 
da rede 
se um modelo 
do controlador baseado em predições, torna-se fundamental usar-
rep•res:enlte com fidelidade o comportamento dinâmlco do prc>ce~;so. Por 
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esta o erro quadrático, pelo menos uma neurais do mo(!elo 
executltdo. Ne:stas cin:unstâ11ci~ts, o modelo do a 
"4"""'" que apresentar menor erro quad:rátíico na re}lre:senttaç:ão do vetor 
controlador a ser na ger·açiio 
apJ·es:ent:ar menor erro mHulr:4tic:n 
a erro qu:!ldr:átic:o 
em 
gerar 
na do controlador amenizartdo os lnc.ren1entos nas 
penalizar as 
= k-l)+(l-
apresenrn uma no 
est11m2tr o parâmetro ( ) 
a 
esta um 
um um valor auto-:ajtJ!:táve! c:a!cU!3too lltr:"v''' 
rmd<JS branc<>S e 
inic:íaltme:nte como uma 
Hiten<;ourt et. (2007), o filtro 
capaz de estim11r as variáveis 
é um 
o sist::ma 
os estados pm:sarn ser tral:ad()S como 
que um 
buscando corrigir iterativamente a resposta de um determinado sistema através de múltiplas 
variáveis relacionadas a ele (Kalman, 1960). 
Sua origem foi dentro da área de engenharia elétrica relacionada á teoria do 
controle de sistemas, mas hoje suas áreas de aplicação são muito diversificadas, tais como: 
processamento de imagem, supervisores de eventos discretos, processamento de ~ma•~, 
sisternas de inferência, além das áreas econômica, financeira e biomédica (Pinho et. 
2005; Bitencourt et. al, 2007). 
Na de controle de processos, o uso do filtro de Kalman foi utilizado para 
estimar fator de supressão para um controlador DMC {Ender et. al. 2002), fator de 
penalização controladores (Ender et. al, 2003) e também para ajustar os de redes 
ne11rais que atuam corno controlador (Scheffer, 2006). 
A estrutura original do filtro de Kalman baseada no modelo de espaço de 
estados (MEE), desenvolvido, inicialmente, para sistemas lineares. modelo busca 
definir a relação entrada-saída de um sistema linear indiretamente, por meio de um 
culi!Ju.mu de variáveis internas x, denominadas estados. estados são influenciados por 
seus valores passados x,_J e pelas entradas do sistema, u, e por sua vez influenciam 
as saídas do sistema z,. 
Segundo Harvey (1989), o modelo propriamente dito é definido por duas 
equações: equação de processo (equação 4.9) e equação de medida (equação 4.10), também 
conheeida equação observação. 
(4.9) 
(4.10) 
A equação do processo estima o estado atual x, também chamado de estado 
posterior posteriori- no tempo t dado que se conhece a medição ou observação), através 
soma de três parcelas matemáticas. A primeira é composta por uma matriz que 
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de acordo com a 
+ 
A!t<alu:aa e-stimativa com a medida dez t 
P, = (1 
O algoritmo está basicamente dividido em duas etapas, uma de atualização do 
tempo e outra de atualização de medida. equações de atualização do tempo são 
responsáveis pelo avanço das variáveis de estado e das covariâncias no tempo para se obter, 
desta as estimativas anteriores (a priori) para o próximo instante. As equações de 
atualização das medições são responsáveis pela retroalimentação, ou seja, incorporam uma 
nova infonnação da variável observável nas estimativas anteriores para obter um ganho (ou 
melhoria) na estimação posterior. equações de atualização do tempo são denominadas 
eqtlaç·ões de previsão. As equações de atualização das medições são denominadas equações 
Onde: q e r representam as matrizes de covariância dos ruídos w e v, 
respectivamente e p·, (a priori) e P, (a posterior!) são as matrizes covariância do erro, 





Aiube (2005) descreve que o primeiro passo do algoritmo é estimar um valor de 
medida inicial que representará o estado anterior x , e sua respectiva estim:itív'a .Com 
estes determinados, se torna possível executar a etapa de atualização de tempo, 
respo1nsável por calcular a projeção do estado a priori, aplicando a conhecida equação 
processo do modelo de espaço de estados e a projeção do erro de covariância. A etapa de 
atualização de medida, que é responsável por calcular o ganho de Kalman, estimar o estado 
no:l'teJein;"i e atualizar a covariãncia do erro (Harvey, 1989). 
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eQuações ( 4.15 e 16) apn~sentam 
+ 16) 
discutido, a equação 
é estima<:!o de as ecnJações o caso 
fennentati·vo c<msi·der<lm o ganho relativo conforrne a equ:ação 
) 
Co•nsider·an•:k o caso 
as (4.1 e 19) 
[
ab/ "'"''" -y .)~o rK Vu: u n 
absl... ><vm '." - y ) K \Yu V: 11 
ab/·,Mpomt- y ) L K3J \.h,k 3,1: 
J~.k+l =íl,,,(+wk) 
=Â,k(+wk) 
~,k+l =~A+ wk) 
K13 ] [abs(u,,, -u1,,_1) O 
K, O abs(u,,, 
Kn O O 
18) 
9) 
são possíveis diferentes fonnas para detenninar o sistema de identificação, 
propostos quatro algoritmos, confonne a Tabela 4.1. A diferença entre os algoritmos 
na forma se calcular o ganho: 
Tabela 4.1 Algoritmos Propostos para o Filtro de Kalman 
• Condeg .Kalman. 1 - Este algoritmo segue a equação ( 4.20), e corJsJc!era o 
ganho construüe. 
(4.20) 
" Condeg Kalman 2 - O algoritmo Kalman 2 considera o ganho 
constante, similar ao Kalman I, mas associado a um 
(B), confonne a equação (4.21). 
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-Laboratório de Otimização, Projeto e Controle Avançado- FEQIUNICAMP 






fJn J., J [abs(u,,-
= lJ" J, o 
JJ! J, o 







(S, P e 







de velocidade ( 
(4.24) 
determinação do ganho variável (Jii) o cálculo foi realizado conforme o 
Jacobiano, que relaciona os valores das entradas e das saídas, descrito na equação 
(4.25) 
Quando se utiliza o J:àtor velocidade (e), mesmo sendo necessário estimar um 




Neste capítulo foi discutida a importância do controle de processos, foram 
apresentados dois tipos de controle adaptativo e preditivo, que estudados no 
desenvolvimento desta tese. No controle preditivo foram discutidos os algoritmos Contr,ole 
matriz dinâmica (DMC) e Controle Preditivo Baseado em Modelo MPC Neural, que 
utiliza uma rede neural com aprendizagem on-·nr.:e para predição do modelo. o controle 
adaptativo proposto um controle neural direto baseado no erro global, denominado 
Condeg Modificado, que utiliza redes neurais para atuarem como controlador e na rotina 
controlador representam a dinâmica do processo. Todas as 
po:ssuem aprendizagem on-line . 
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sobre o filtro foi o 
Modificado com Kalman. o filtro de 
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RESULTADOS E DISCUSSÕES 
Neste capítulo serão apresentados os resultados para todos os algoritmos de 
controle propostos, para o processo extrativo de fermentação alcóolica, conforme descrito 
no 4. 
5.1 RESULTADO PARA O CONTROLE PREDITIVO 
No controle preditivo a resposta gerada pelo modelo é mais rápida que a gerada 
pelo real, desta forma, o controlador tem seus parâmetros ajustados antes saída 
processo real, através predição do modelo. 
Como discutido no capítulo 4, os controladores DMC e MPC Neural são tipos 
controladores preditivos. A diferença entre os é o modelo utilizado: o DMC possui 
um modelo de convolução (linear) e o MPC Neural utiliza redes neurais amTlCiaJs 
a predita (modelo não-linear). Além da utilização de modelos oãrJ-Ji:nea.res é 
interessante que esses modelos tenham uma atualização ao longo do tempo. Isto pode ser 
alcançado através do uso de redes neurais com aprendizagem on-line para representar o 
determinar os valores dos parâmetros usados no projeto dos controladores 
DMC e MPC Neural discutido no Capítulo 4 foram realizadas diversas simulações, 
variando-se os parâmetros e observando-se a resposta do processo em malha fechada. 
res:ultad<)S obtidos foram: 
" Para valores do horizonte de modelo (Nm): DMC Nm = 7 e MPC Neural 
Nm o~ 8. 
.. Para valores do horizonte de predição (Ny): DMC Ny = 5 e MPC Neural 
Ny= 
e 





No Apéindi,~e B apresentados todos os res1ultados os a!g1)ritrnos e 
os prc,bl<lm!ts do tipo regulador e servo-:reg,ula<:lor indívi<lualme:nte 
Tarnbém pode ser vis:Jalizacla a cornp<lra<(ãO entre 
ao 
os resr!ltaclos, o Neural com 
apr·ese:ntc1u uma performauce igual ou "m,erí,nr ao v1v'""· 
para a variá·vel controlada P para pn)blema servo em con1pm·andlo a resposta 
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Como se om;en;a na Figura I os resultados com aprendizagem on··lln•e foram 
me:lh<Jres, pois não apresentaram a presença de off-set. Devido a esta melhor performance 
como esperado para o MPC Neural com aprendizagem on-line, os resultados apresentados 
para comparação entre os algoritmos MPC Neural e DMC serão sempre utilizando MPC 
Neural com aprendizagem on-line. 
problemas do tipo servo em S, P e X os resultados entre os dois algoritmos 
similares, por isso será apresentado apenas o resultado para o problema do servo 
em S, conforme apresentado no item 5.1.1. Figuras e apresentam os resultados 
obtidos os dois algoritmos das variáveis controladas e das variáveis manipuladas, 
res•pe•ctPtarnerJte. Os resultados para cada um dos algoritmos para os problemas do tipo 
servo em P e X são apresentados no apêndice B. 
Nos subitens 5.1.2 e 5.1.3 serão apresentados os resultados para os 
problemas do tipo regulador e servo-regulador, respectivamente. Com os resultados 
obtidos para as variáveis controladas a manipuladas. Neste tipo de problemas o algoritmo 
usando Neural com aprendizagem on-line eomo esperado também apresentou 
melhores resultados, por isso será utilizado sempre o algoritmo com aprendizagem on·-lm'e. 
resultados foram similares para os problemas do tipo servo e regulador para 
ambos os algoritmos isso serão apresentados os resultados para as variáveis controladas 
e manipuladas o problema do tipo regulador e servo em S. No apêndice como 
discutido anteriormente, são apresentados os outros problemas do tipo servo e regulador, 
para ambos os algoritmos. 
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FiJ?UI'a 5.3 Variáveis Manipuladas para Problema Servo em S 
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Figura 5..5 Variáveis Manipuladas para Problema Regulador 
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Figura 5.7 Variáveis Manipuladas para Problema ServoS e Regulador 
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o modelo, conseguiam sua nova dinâmica e 
conseq!Jentem~mte o que é no modelo, uma 
pode ser 
que 
o pro:blema é 
P e conseguiu representar o pn1ce:sso mesmo com 
tipo 
e K!V!icrcorgJ e 
novas va1·iáv•eis 
ww:ulll sido a rede a apt·en<:lizage:m o:IN1rne. 
prolblen1a do 
os res1~ltados para esta cmup;ara•ção 
obtidos com o MPC 
problemas 
o Neural 
cmup:ara<;ão com o u1v1'-', que possui um modelo 
os problemas do tipo servo, os resultad<ls obtidos os 
o 
com a 
sat:isfl'ttór·ios para as variáveis eom ambos os al§loritrr!os atil1gít1do o 
setp•oint O se observar é que o MPC Neural uma re!;po•sta 
a var·iáv·el C<Jnt;rol<tda S e menor qmmtida<ie picos em P cmnpar11da ao 
como se nh,;enra na r:~""" as var·H'lv'eJs mam!lUiadllS a:ore:se11tararn 
o Ne111ral o é uma sitttaciio a,:Jequacla para imJplementação controlado. 
o tipo regulador, o Neural apresentou melhc,res res1~ltados 
var·iáveis controladas ao DMC. era esr1enido nnrr"'"' 
aplicado este processo a aprertdi:t:a!;;em on·-tírre 
rep:resentam n processo corlSe!;uiram se adaptar as novas peli:m·ba,çõe:s 
ocorreram no Por o apresentou uma 
especialmente para a variável controlada P, que representa a quantidade de produto no 
fennentador. 
problemas do tipo servo-regulador os resultados dos algoritmos foram 
semelhantes e isso optou-se por se apresentar apenas o problema do tipo regulador e 
servo em Para todos os resultados deste tipo de problema, o MPC Neural apresentou 
melhores resultados para as variáveis controladas comparado ao DMC, com a presença de 
picos menores, com exceção dos tempos iniciais entre e horas em que o MPC Neural 
não atingiu o setpoint para as variáveis P e situação que também ocorre para o 
controlador DMC. pode ser observado em todos os problemas tipo servo e 
regulador atuando de tbnna simultânea. A razão para este comportamento deve-se ao fato 
de que neste período foram consideradas situações extremas onde se tem a temperatura no 
e a quantidade de substrato mínima na alimentação, gerando assim a condições 
extremas de operação, levando a uma grande perturbação no processo. Isto uma 
diminuição na quantidade de microrganismos e consequentemente a quantidade de produto 
no fermentador. Para as variáveis manipuladas do problema servo-regulador em S (Figura 
foram apresentados resultados com instabilidade e picos, o que representaria 
movimentos bruscos e repetitivos da válvula, dificultando a implementação controlador. 
O controle adaptativo apresenta uma vantagem para estes casos, pois tem um fator de 
velocidade associado, evitando assim estas mudanças bruscas nas variáveis manipuladas. 
5.2 RESULTADO PARA O CONTROLE ADAPTATIVO 
A seguir, serão apresentados os resultados para o algoritmo de controle Condeg 
Modificado, que é um controlador adaptativo baseado em redes neurais art1tí1;ía:ís com 
aprendizagem on-line que para o auto-ajuste da penalização da ação de controle, foram 
utilizadus quatro algoritmos do Filtro de Kalman, que possuem diferentes fonnas para o 
cálculo do ganho, confonne descrito no capítulo 4. 
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Figura 5.9 Lomparação de teta para Algoritmo do Filtro de Kalman 4 
LOPCA -Laboratório Otimização, Projeto e Controle Avançado- FEQ/UNICAMP 







- •· - - · Condeg Ka!man 1 
Condeg KaJman 2 
- Condeg Kalman 3 
- Condeg Kalman 4 
ü+--------r~-r-------.-----------4 

















o 25 50 
Tempo (h) 
Setpoint 
----- Condeg Kalman 1 
· ·· ··· Condeg Ka!man 2 
--Condeg Ka!man 3 
--- Condeg Kalman 4 
75 100 125 150 175 
Tempo (h) 
·- · · · · · · Setpoint 
----- Condeg Ka!man 1 
- - - - Condeg Kalman 2 
--Condeg Kalman 3 
--· Condeg Kalman 4 
































........... Kalman 1 
~-Kalman2 
.......... Kalman 3 
·-- Kalman 4 
25 50 75 100 125 150 175 200 
(h) 
........... Kalman 1 
-·-- Kalman 2 
Kalman 3 
4 







25 50 75 100 125 150 175 200 
Tempo {h) 






......... Kalman 1 
--Kalman2 
· Kalman 3 
7-
------ Kalman 4 
i 6-Pç---=--+-l _____ r---~~----l 
00 5-
4-




--1 --------·-- Kalman 1 
--Kalman2 
















----- Kalman 3 






o 25 50 75 100 125 150 175 200 
Tempo (h) 
Variáveis Controladas para Problema Servo P 








---- Kalman 2 
~~~ "~"~" Kalman 3 
Kalman 4 
















75 100 125 150 175 200 
(h) 
0,25 +-~.,---,.---.--.--.---·...-----~ 
o 25 50 75 100 125 150 175 200 
LaJfJorató·riode Otimização, e Co,ntr.ole 4v<211í~ad'o 
5.2.2 Problema do Tipo Regulador 
14.-------~~~----------------~ Selpoínt 
12 ........... Kalman 1 
--Kalman2 




o 25 50 75 100 125 150 175 200 
Tempo (h) 
50~------~~~----------------~ 




- ··· ··· Kalman 1 
·--Kalman2 
········ Kalman 3 
Kalman4 
38+---------------.--.---,--~--~ 
o 25 50 75 100 125 150 175 200 
Tempo (h) 
40~------~~~-----------------, 
· -· - Setpoint 
·· Kalman 1 







o 25 50 75 100 125 150 175 200 
Tempo (h) 
Figura 5.14 Variáveis Controladas para Problema Regulador 
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Figura 5.16 Variáveis Controladas para Problema ServoS e Regulador 
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Figura 5.20 Variáveis Controladas para Problema Servo Regulador 
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Com a análise da Figura 5.10, que apresenta os resultados para as variáveis 
controladas para o problema do tipo servo em S, se observa que o algoritmo Kalman 2 e 
Kalman 4 se sobrepõem para todas as variáveis controladas e que apresentam os melhores 
resultados quando comparados com os algoritmos Ka!man I e 3, que não possuem o fator 
velocidade associado. 
o problema do tipo servo em P, todos os algoritmos apresentaram uma boa 
performance dos controladores com respostas muito próximas, confom1e ilustrado nas 
Figuras 5.12 e 5.13 que apresentam as respostas para as variáveis controladas e 
manipuladas, respectivamente. Como já discutido anteriormente de forma similar para o 
problema tipo servo em X, os algoritmos apresentaram praticamente os mesmos 
resultados. 
Nas Figuras 5.14 e 5.15 pode se observar que os algoritmos Kalman 2, 3 e 4 
apresentaram os resultados muito próximos tanto para as variáveis controladas como 
manipuladas para problema do tipo regulador. Os resultados para os algoritmos Kalman 
3 e 4 bons e muito próximos para todas as variáveis controlada~ (S, P e 
Kalman l. Neste caso os resultados apresentaram muitos picos, cornpmtamento similar ao 
controlador preditivo DMC. 
Para problema do tipo regulador e servo em S os algoritmos Kalman 2 e 4 que 
possuem o fator de velocidade associado apresentaram os melhores resultados para todas as 
Os algoritmos que não possuem esse fator de velocidade apresentaram resultados 
com picos e não atingiram o setpoint para algumas perturbações como visua!izado 
na 5.16. Nota-se que o algoritmo Kalman 3, apesar da presença de picos, apresentou 
uma performance superior ao algoritmo Kalman l que possui o ganho constante ao longo 
do tempo. 
Para problema do tipo regulador e servo em P os algoritmos Kalman 2 e 3 
os melhores resultados e bem semelhantes. O algoritmo Kalman 4 foi 
superior ao I que apresentou muitos picos para a variável controlada S. Para as 
var·1ave!s co1ntr•Jladas P e X os algoritmos Kalman 2, 3 e 4 apresentaram bons resultados 
com para o intervalo de tempo 25-50 (h) devido perturbações impostas ser 
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Figura 5.25 Resultado Comparativo para Problema Regulador e Servo em 
Comparando os algoritmos se pode visualizar que para todos os problemas o 
controlador que apresentou uma resposta mais lenta e com maior quantidade de picos o 
DMC. O controlador MPC Neural apresentou uma resposta intermediária entre os outros 
"l<mritrr"'' e que o algoritmo proposto Condeg com 
me:lhc>r p:erfiorn1antce, especialmente problemas 
simultânea. 
5 
o 5 apresentou os 
um entre 
com on-líne 
com sem a 
o entre os 
com Filtro de uma 
de r-.arm<m a]ore:sentou uma 
regulador e servo e rej:~h!do·res 
e sem a de 
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Capitulo 6- Conclusões e Sugestões 
CONCLUSÕES E SUGESTÕES 
capítulo apresenta as conclusões obtidas e sugestões para trabalhos futuros 
diante do que exposto ao longo dos outros capítulos, evidenciando a eficiência do uso de 
um algoritmo que permita ao controlador se adaptar ao longo do tempo Httc•v<'< de uma 
rotina adaptação on-line de seus parâmetros. 
6.1 CONCLUSÕES 
trabalho apresentou o desenvolvimento e avaliação de algoritmos de controle 
aplicados a um orc)ce:sso extrativo de fermentação alcóolica contínua. Este é um processo 
com uma dinâmica complexa inerente ao metabolismo dos microrganismos. Foram 
es!:udad<)S problemas do tipo servo, regulador e servo e regulador aplicados de forma 
sín1ultãnea. considerando sempre problemas do tipo MIMO Todos os algoritmos 
foram implementados em Linguagem Fortran 90. 
Para o estudo sobre algoritmos de controle do tipo preditivo, onde foram 
considerados dois algoritmos: controle por matriz dinâmica (DMC) e o controle baseado 
em modelo não-linear, onde o modelo não-linear é representado por urna rede neural 
artificial (MPC Neural). Para o MPC Neural foram comparados dois algoritmos, 
considerando a aprendizagem das redes ao longo do tempo ( on-line) atravoés 
estratégia aprendizagem que utiliza três paralelas e considerando 
apenas maneira off-line. 
de uma 
treinadas 
Com os resultados obtidos pode-se verificar que os algoritmos que utilizaram as 
com aprendizagem on-line apresentaram uma melhor performance e ausência de off-
set. gerado em alguns problemas, comprados aos algoritmos de controle que utilizaram 
com aprendizagem off-line. Isto é especialmente observado para os casos de 
problemas do tipo reguladores, pois as redes com treinamento o.ffline, foram treinadas 
apenas com dados das variáveis manipuladas e controladas. Assim as variáveis do tipo 
não eram conhecidas pelas redes. 
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se oh:,er•v~r a grande caJlaciidacle e seu 
pol:en<;ml na representaç&lo e gerrer:ili2:açiio de processos. mostraram 
etJ,ciêncr.a tanto no uso como modelos diretos ( ccmtlrotadcJr e indír·etos ( din.ãmica 
a grande aplicação na 
proposto um B l<>oriím de controle adaJptlativo, derlonlimldo Condeg 
Mo:dificaclo com filtro de em 
redes 
represem.are:m à dinâmica do proces:>o na 
de pnmteira orde:m 
aju:star este par:âmc:tro 
detern1in:~va as 
permliza1;ão ao longo 






se utíl:iza o fator veloddadle (€1) mesmo necess!\rio esti1mar um 
pa1rân1etJros a serem parârnetro a utili2:ação filtro de o nÍltYif>t•o 
deterrninad<Js e permite uma ad21ptação do parâmetro 
os res11ltados obtidos se observar 
o uso 
ve.locrdetde se toma indispensável em problemas do tipo servo e re~~ul:ad<Jr 
a de controle e tornam os resultados 
o fator de com O, l 
melhores resr!lta•:los comparados a 0,5 e este 
ComrJarilmlo os resulmdos problemas servo os 
est<rda<:!os, untv, MPC Neural e Cortdeg apneser1taram uma 
não pm:suiam o fator 
gm·itn1os C0111de:g h.ammn 2 e 4 com do fator 
os 
vel<Jcrdade O.l, apresent1a1ram uma 
Também foi observado para problemas do tipo preditivo oscilações e picos nas 
variáveis manipuladas, o que dificulta a implementação do controle devido a variações 
bruscas nas válvulas, o que dificilmente ocorre no controle adaptativo, que nestes casos 
apresenta um melhor desempenho. 
Para problemas do tipo regulador o algoritmo que apresentou melhores resultados 
o Condeg com todas as variações de Kalman (1, 2, 3 e 4). O algoritmo MPC Neural com 
aprendizagem on-line apresentou resultados intermediários entre o Condeg e o DMC que 
apresentou os piores resultados, com a presença de muitos picos e instabilidade nas 
var'iáveís manipuladas. 
Para problemas do servo e regulador novamente o controlador DMC 
apr·ese:ntcm resultados inferiores aos outros dois algoritmos, sendo que para o Condeg e 
Neural para problemas do tipo regulador e servo em S os resultados foram similares, 
e para problemas dos tipos reguladores e servos em P e X, o algoritmo Condeg apresentou 
melhores resultados. 
Para todos os algoritmos avaliados os resultados para o intervalo de tempo entre 
25 e horas foram feitas perturbações nas variáveis de carga (So e To) próximas do 
de operação, mínimo de substrato e máxima temperatura, o que tornou inviável o controle 
do processo para todos os algoritmos de controle, quando o problema era do tipo servo e 
regulador em P. Isto mostra que é necessário manter o controle de uma dessas variáveis 
quando se pretende manter uma alta produção de etano!. 
O algoritmo Condeg com filtro de Kalman com fator de velocidade associado 
tanto com ganho constante como variável apresentaram resultados semelhantes e tiveram os 
resultados iguais ou superiores aos outros algoritmos. 
Isto demonstra que o algoritmo proposto apresentou-se robusto para o processo 
estudado e permitiu que o controlador tivesse seus parâmetros atualizados ao longo do 
tempo, ou seja, permite um controle efetivo, pois consegue acompanhar a dinâmica do 
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acoroo com Meleiro (2002) o mo<lelo ""''"'"'v 
um degrau em 
respostas de 
identificar o modelo de cor1volluçí!o do proces~;o. 
as mu•aanças ful!Jras 
das variações nas entraclas. 
ger-aln1ente é obtido 
respm;tas ao deg:rau são 
mm:!elo de 
prCICOilSO COmO 
ins·tan:te de amostragem, o valor ao deg:rau 
é mearo.o e ch!lm!rdo de coeficiente de resposta ao de~;rau a,. A dit;~rnnea entre 
res]posta ao degrau suc:ess:ivo é ch<tm<tdo res:posta ao 
!m;Ju~>u e é dado pela "Y""''t''v ( 1.!) (Newell e ! 989): 
(LI) 
o predito variável y , no ins•tarrte ser 
O DMC para sistemas mono-·vari.àve:ís 
o mo<! elo d""''"itn pela equ.~ção (! o instante 
tem-se a ( 1.3): 
(1.3) 
Sub•traindo a equação (L2) 
= ) (LI) 
DeJ'ini11do t.uk = - uk-P a equação (Ll) pode ser reescrita: 
A Nm 
= + LhiAuk+J-i 
i=l 
(!.5) 
O modelo de convolução representado na equação ( 1.5) pode ser estendido para 
considerar um horizonte de predição de Ny instantes futuros: 
Nm 
= +L hill.uk+l-i para j=J, .. ,Nv (1.6) 
i,J 
uma es1:ratégía de realimentação, onde o valor predito da saída do processo no 
instante de amostragem k é comparado como valor medido mesma variável. O desvio 
calculado entre os dois valores é utilizado para corrigir as futuras predições. 
Por exemplo, no instante de amostragem k tem-se: 
k+l = 
Onde Yk é o valor medido da variável de saída no instante de amostragem k e 
predito da mesma variável para o instante de amostragem k 
Generalizando para os Ny instantes futuros, tem se a equação (I 
c y k+j = ( c + y k+.j-1- ) para 
(l 
é o valor 
(1.8) 
Para o instante k+j com j= 1, verifica-se que o termo da equação ( !.8) 
corresponde ao termo Yk da equação (L 7), ou seja, o valor medido da saída. a 
eqm1ção (1.8) 
= Y k+2 + (yc k+l- Yk+l) 












- + -Uk) 
que as os 
corrigidas como mesmo 
da saída 110 
.6) e (!.8), a 
a equ:1ção (LI I) 
= Yk + h;~''k+;H 
i:::.ol 
+ 
vez que os valores de 

















Repetindo-se o processo para o instante k+j comj~2, obtém-se a equação (l.l5): 
(1.15) 
Agrupando novamente os valores conhecidos em um único termo: 
c y k+2 =- (l.l6) 
Nm 






sm == 'l:h,Lluk+m-i para (!.I 9) 
i=m+l 
para (I 
t'O(le-:se escrever para o instante k+j: 
+ (1.21) 
A equação (1.21) pode ser reescrita na forma matricial, conforme a equação (1.22): 
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I o o o + a, o o + 
= + (l 
+ 
+ 
temos a (I 
(yc = + (l 
é a triangular e 
(l são sem de de 
ka ou este vetor corresponde o 
levando-se em conta somente as ações no 
a trajetória deseja<:!a} ao tem-se: 
(I 
Subtrai1ndo a eqm1ção (L22) 
(I 
c 
- y k+! ek -R. 
E= e (1.26) 
c 
- Y k+Ny-1 
d c 
-P Y k+N1• - Y k+N~ l\/1, 
Para que a saída predita seja igual a desejada E=O, e, consequentemente: 
(L27) 
A solução fornecida pela equação ( 1.27) é única, sendo obtida a partir de um 
sísten1a detemninado. Entretanto, esta solução é baseada na imposição de que a variável 
controlada igual à trajetória, desejada ao longo do horizonte de controle (N ,J, o que 
muitas vezes é fisicamente impossíveL O algoritmo DMC consiste em obter um sislteuta 
indetemninado, reduzindo arbitrariamente a dimensão do vetor !lu de acordo com o 
tamanho do horizonte de controle. Para isso, considera-se que !luk+J =O para j <: N,, 
Com base nessas considerações, pode-se reescrever a equação (L27): 
c y k+1 r o o !'J.uk Yk +f>.. 





l'luk+N -I + 
' 
Ou na compacta; 
(!.29) 
equação ( !.29) a matriz , chamada de matriz dinâmica, relaciona as 
entradas com as saídas do processo e através dela se pode calcular analiticamente (através 
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I 
soruça.o de um problema de quadrados) o vetor de 
1997). Observa-se que a A é fonrnalia 
O sistenm que não apr·ese:nta uma ,Ulu"""' 
oti1nização. O algoritmo 
A equação ( 1.3 gera as ações de controle para todo o horizonte de controle (de k 
a porém, apenas a primeira ação de controle, t:.u k , é implementada. Dessa forma, o 
valor da variável manipulada no instante k é calculado de acordo com a equação (1.35): 
(I 
A cada instante de amostragem, a solução fornecida pela equação (1.31) é 
callculad:a novamente e um novo valor para a variável manipulada é dado pela equação 
(1 
o algoritmo DMC de sistemas multivariáveis (Multi lnput Multi Output -
lvflMO) todas as entradas influenciam todas as saídas do processo resultando em um 
Mot.cm.ct com muitas iterações, conforme apresentado a seguir. 
Para um processo com Vm variáveis manipuladas e Vc variáveis controladas a 
r"'""'<"r't"''~" do modelo de convolução é dada por: 
Nm Nm 
= hl,LiULk··i + LhL2,iU2.k-i + ... + Lhl,vm}4vm,k·i 
i=-l i=l 
A N, Nm N, 
Y2 , = "'h2J u,k + '\'h2o u2k + ... + '\'h2 .u k. ,fi. L.-- , ,! , -l L ,-,1 . -t L....J _,Ym,f Vw, -I 





v. !1-'lk--i+ L"V . .L!-·Lk·i+ ... + I:--vc.v .. i 
i= I i:::.ol i=l 




forma análoga à equação (1.39): 
1\ A Nm 
= Yk + I··!"k+H 
j;n-J 
contvoluç~io dado 








Reescrevendo a equação (1.12) na forma compactar: 
E=-MAu+ 
contudo, M e !lu são definidos na equação ( l. J 6) e E e 
k+l 
c 
- y k+2 
E= e 
d Y k+Ny-







acordo com Meleiro (2002) como no caso SISO, o algoritmo DMC calcula o 
vetor minimizar o seguinte critério de desempenho: 
J = (E7 E)+(AAuf (AAu) (LI9) 
cuja controle resultante da minimização da função objetivo descrita pela equação 
(1 é: 
valores das variáveis manipuladas no instante k são calculados da seguinte 
forma: 
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= + .51) 
A seguir serão apresentados os resultados individuais dos algoritmos avaliados para todos 
os problemas estudados: Servo, Regulador e Servo Regulador. 
Problema do Tipo Servo (DMC) variável S 
Resultado Variável P 
42 Setpotnt 
(• I. 
41- v· "Ê 
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-Setpoint 
125 100 H-5 
Tempo{h} 
37+-~~~.,--,~~~~~~.,--,--1 
D B ~ • 100 IB I~ ,. B 
Tempo (h) 
35,5-,----------------, 





o 25 50 75 100 125 150 115 200 
Tempo (h) 
Resultado para Variáveis Controladas 
70 
60 

















o 25 50 75 100 125 175 200 
Tempo (h) 
Resultado para Variáveis Manipuladas 
LOPCA -Laboratório de Otimização, Projeto e Controle Avançado- FEQ/UNICAMP 
I 
e Re.!laí:ad<1r (DMC) variável P 
11 






o 25 50 75 100 125 150 175 300 Tempo (h) 
Têmpo (h) 
0,39 

















25 50 75 100 125 150 17-5 200 
o 
Tempo (h) Tempo (h) 
Variáveis para Variáveis 
Problema do Tipo Servo e Regulador (DMC) variável X 
10,0 
'"·<··"··· Resultado Variável S 
--Setpoint 
7,5 
\. \ \ (·., 
5,0 v/ v 
2,5 












o 25 50 75 100 125 1-50 175 200 
Tempo(h) 



















o 25 50 75 
Tempo (h) 
Resultado para Variáveis Manipuladas 
tz,----------------
11 --MPC Neural (on-fine) Servo em S 
MPC Neural {off-líne) Servo em S 















,,__ MPC Neuralt<m'-""'ei 
Tempo(h) 
emS 




50 125 150 175 200 
Tempo(h) 
Resu;'tatlo para Variáveis Controladas 
0,34 
12:5 150 175 200 
Tompo {h) 
- - -- MPC Neural (off-líne) Servo em S 






Problema do Tipo Servo (MPC Neural) variável P 
47 -~ 
--MPC Neural (()!}<fíne} Servo em P 














o 25 50 75 100 125 150 175 200 
Tempo {h) 














- MPC Neural (off-line) Servo em P 
--MPC Neural (on-line) Servo em P 
f 
o 25 50 75 100 125 150 175 200 
Tempo{h) 
Neural (off-line} Servo em P 
-- Neural (on-line} Servo em P 
I 
o a 50 a 100 •a •• rn a 
Tempo(h) 
· · · · · · · · MPC Neural (off-line) Servo em r 
--MPC Neural (on·líne} Se!Vo em P 
I 
! 
o 25 50 75 iOO Ü5 ISO m 700 
Tempo{h) 
Resultado para Variáveis Manipuladas 











MF'C Neum! (on-Jine) Se!"\'0 em X 
~~~ MPC Neural (off.JIM} SstVO em X 
Tempo {h} 
-- MPC Neural 















Servo em X 
Servo em X 






--Resultado Com Aprendizagem On-fine 
·-·~- Resultado Sem Aprendizagem Qn.fíne 
--Resultado Com Aprendizagem On-!ine 
Resultado Sem Aprendi?....agem On-line 
25 ;.;o 75 ~oo 12s 1so '175 :aoo 
Tempo(h) 
Setpoint 
-······Resultado Com Aprendizagem 
--Resultado Sem Aprendizagem 
Tempo(h) 




----- MPC Neural (ofMine) 





a B w H m m m m • 
Tempo (h) 
0,55,---·---::-==--==-c--c---------, 
MPC Neural (off..!fne) 
0.50 
--MPC Neural (on-Jine) 
Tempo (h) 
Resultado para Variáveis Manipuladas 









o 150 175 200 
···· Setpoínt 
46. --Resultado Com Aprendizagem v .. ~m.c I 





25 50 75 iOO 125 150 175 200 
Temrm (h) 
-Resultado Com Aprendizagem on~line 










MPC Neural (off-!irw) 




o 100 125 150 175 200 
Tempo (h) 
Resultado 
______ _:A:::;p::_:ê:;:;n:::d::;iC::;:e:..;B:::....-:..:R:.::e::::S:::U:::lt:::ll:::d:::.os'::.Lp::;al'::;:'fl:;.:O::...::C:::o::;n::;II':_::O::;le::.;P:...r:::e:::d:::it::;iV::,::0:_ ____ _:148 
Problema Tipo Servo e Regulador (MPC Neural) variável P 
14~-----~----------<--------, 
····-··· Setpoint 
--Rem.dtado Com Aprendizagem On-Jinre 





· · ······· MPC Neural (off-li'ne} 
140 
--MPC Neural (on~fine) 
120 




o a ~ ~ 100 1m 1w •~ • 
Tempo(h) 
0,55,----~=~----::-~----, 
««««« MPC Neural {off-llne) 
0,50 --MPC Neural (on-fine) 
0,45 
<HH< Se!poínt 
os RICA 0,25 
-- esu tado om prendizagem On-line 
36 
o 
·H ·H·« Resultado Sem Aprendizagem On-iine 0,20 
2:5 50 75 100 125 1.50 175 200 
Tempo(h) 
Setpoint 
--- Resultado Com Aprendizagem 




MPC Neural (off-fine) 






o a w ~ 100 rn 100 1n a 
Tempo {h) 
Resultado para Variáveis Controladas Resultado para Variáveis Manipuladas 
-Laboratório de Otimização, Projeto e Controle Avançado- FEQIUNICAMP 
o 
e Regulador 
--- Resultado Com Aprendizagem On-!ine 
Resultado Sem Aprendizagem On-iine 




O 2:S 50 7$ 100 i25 
Tempo(hl 
100 125 150 175 ZOD 
Tempo{h} 










75 100 125 
Tempo (11) 
Oti1nização, Proietn e Com'rnlP A va,nçatlo 
Apêndice C- Resultados para Kalman 2 e Kalman 4 para Variações de S 
A seguir serão apresentados os resultados para o algoritmo Kalman 2 (ganho 
constante) e Kalman 4 (ganho variável) com diferentes valores de S (0,1-0,5-0,9) para todos 
os problemas estudados: Servo, Regulador e Servo Regulador. 
Problema do Tipo Servo (Kalman 2) variável S 
14~--------------------------------, j --Resultado (on"iíoo) teta O. 1 12 Resultado (on-Jine) tel.a 0.5 ---Resultado (on-Jine) teta O.S 









--Resultado (on-tine} teta O, 1 
Resultado (em--fine) teta 0.5 
·--- Resuttado (on-linej teta 0.9 






--R e-sediado {an-line) teta (L i 
Res.1!tado (on-fme) teta i:LS 
, _____ Resultado (on-!ine) teta 0.9 
75 ~00 125 150 175 zoo 
Tempo (h) 
Resultado para Variáveis Controlados 
140.---------------·----------, 
130 
--Resultado {cm-litw} teta O. i 
Resu!truro {on-lifle} ieta 0.5 






--ReSJ..Irtado (<m·llne) wta O.t 
· Resultado (on.Jine) tetA 0.5 





--Resultado (on-tíne) teta O. 'l 
Resultado (on·line) teta 0.5 





0,25+---,,--,-, -~· --·---------,----1 
o 25 50 75 100 125 150 175 20( 
Tempo (h) 









--Resultado (on-1ine) teta 0.1 
---~ Resu!lado (on1irle) teta 0.5 
--- Resuttado (an.Jine) teta 0.9 
Tempo(h) 
--Resultado (on..Jine) teta O. 1 
Resultado (on-1ine) teta 0.5 








---ResultadO (o!l-line) teta 0.1 
Resultado (oMine) teta 0.5 
--- Resunaao (on-1ine) teta 0.9 
'"'+--~~----r--~~~~--~~ 















--Resultado (on,fine) teta 0.1 
~-"-- Resultado (on..Jine) teta 0.5 
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--Resultado {o&Jíoo) teta 0.1 
~-Resultado (on-.fine) teta 0.5 
-- Resultado (on-fitw) teta O}a 
o+-~--~~--·-r-~-~~ 
o • oo n a = •• m a 
Tempo {h) 
32 
--Resuttacto (on~line) teta o_ i 
Resuttado (on--Jine) teta 0.5 
--Resultado (on-fine-) teta O,li.l 
25 50 75 100 125 150 t75 200 
Tempo(h) 
r 
30+--,.-.-----~--~--~ a n • n • 1n ,. •• m 
Tempo (h) 




-----·Resultado (on.fine) reta O. 1 
Resultado (on-l!fle) teta 0.5 
--Resultado {oo.finc) teta OJJ 
toot----"---~------1 
80 
'"+-r----:r----------~ a n m n a m tm 1n • 
Tempo(h) 
0.42 --Rew!ta® (orHine) teta O. 1 
Resultado (on-!ine) teta 0.5 
0,40 
---Resultado {f).rf..fine) teta 0.9 
I 
0.38 









25 50 75 100 125 150 '175 200 
Tempo(h) 








--Resultado (on·fine) teia 0.1 
Resu1tado (on...Jine) teta O.S 
--Resu!tado (on...Jinej teta 0.9 
Tempo{h) 
--Resultado (on·fine) teta O. 1 
···--·-Resultado (on-Une} tela 0.5 
,,_Resultado (on"!ine) teta 0.9 
Tempo (h) 
A li I\ 
\ 
v v 
-Resultado (O*''"'),.,,. 1l.1 
--Resultado 
--Resultado 






a m m m 100 m •m 1m a 
iempo(h} 
Apêndice C- Resultados para Kalman 2 e Kalman 4 para Variações de a l 
Pn•blema do Tipo Servo e Regulador (Kalman 2) variável S 
16T-------~~~~~----------; 
--Raru!tado (an-line) teta O, i 
,~-Resultado {on-1ine) teta JJ,5 14 
--, Resultaoo (On.fffle} teta 0.9 
oy-~~~-c~~~~~--~~ O B M R 100 lli 1W IM B 
Tempo(h) 
Tempo (h} 
40~------~~~~~~~~----, Resultado (on-line) -rota O. 1 
--- Resu!fudo (orr-iine) tela 05 
~---- Resultado (on..ffn&} teta 0.9 
30+---~~------~--~---------1 
o a oo n 100 •• 100 •n -
Tempo(h) 
Resultado para Variáveis Controladas 
100 
--ReSUltado (OJ'l.-hne) teta o. 1 
--- ResultaOO (oo-iine) teta 0.5 






25 50 75 100 125 150 175 200 
Tempo(h) 
OAO,.---_-_-_-R:Cec:,.::,<ad::::o-;(o:-M-;i"'-c;:)l-;"'-0;;-.l;------., 
0,39 --~ Resu!tado (tm·fine) teta 0.5 




0,30 i ' 1 1 1 ' i 
o a w n 100 m • m a 
Tempo{h} 
0,15+----~-~-------~----4 
o • w n a m • m a 
Tempo{h} 
Resultado para Variáveis Manipuladas 







--Rssu!i.ado (oMine) teia O. 1 
R:OOJitado {on-fioo) teta 05 






·--Rewlt:ado lnrn-lim" hMaO.O 









o • w R m m • 1b • 
Tempo (11) 
0,15.J---:r:-~~----------.-i 
a m 36 m a 136 136 1m = 
Tempo(h) 
Res·ulttzdopara Var.iáveis .iló!anJipuJ'adtrs 
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--Resultado (on-line) tma O, i 
Resu!tado (on-line} teta 0.5 
·--~~ Resultado {on-íme) teta t:Ul 








--ResuHado (on-Jíne) teta 0_1 
·-~~ Resultado {orHirw) teta 0.5 
--Resultado {on-lmc) teta 0.9 
50 75 100 125 150 175 2:00 
Tempo (h) 
30+------r--~---~---r----~ 
o 25 50 75 100 125 150 175 200 
Tempo(h) 
Resultado para Variáveis Controladas 
4 
--Resulfm!o (on..fine} te1a 0.1 
Result3do (Otl·lioo) teta 0.5 
·· -·-- Resultm'Jo (on-lirm) teta 0.9 
o+---------------~---------~ o 25 50 75 100 "' 150 175 200 
Tempo(h} 
o 42.,--------:-cc-:-c-c-:--:-:-:-----, 
--Resultado (on.Jme} ~eta o_ ·1 
0,41 --~-Resultado (WMrfW) tela 0.5 












75 100 125 HiO 175 200 
Tempo (h) 























--Resultado (on-Ji~e) teta O. 1 0.55 
Resultado (t:m»>ine) teta (L5 
--Resurtaoo 









D 25 50 75 100 125 150 175 200 175 200 
Tempo(h) Tempo {h} 





























--Resuil:atlo (on.Jine) teta 0.1 
~-·--·-- Resultado (Otl·lifle) !eta 0.5 
-- Resultado (orHinc) te!J:! 0.9 
50 75 100 125 150 175 200 
Tempo (h) 
--Resultado (on-!iooj teta O .1 
Resultado ((m.Jine} teta OE 
----Resultado (on-fine} teta 0.9 
\ 
50 75 100 125 150 175 200 
Tempo(h) 
--Resultado (on-JiooJ teta 0.1 
-~-· Resultado (on-iine} teta 0.5 
--Resultado (on-iine} teta 0.9 
50 75 100 125 150 175 200 
Tempo(h) 
Resultado para Variáveis Controladas 
110 
--Resultado (on.Ji!W) teta 111 
~-----Resultado (on.fine) teta (),5 
105 --Resu!!ado (OtHirre) teta 0.9 
\ r 100 
!!O 






--Resultl!cip (on-line}teta 0.1 
Resultado (on-!íne) teta 0.5 

















1 a • m 100 1a • m • 
Tempo(h) 
Resultado para Variáveis Ma11ipuladas 












o 25 Tempo(h} 
Tempo(h} 
45 
--Resultado (on.Jine} teta o. i 
46 ~~~ Resultado (on-IHUJ} teta 05 ~- Resu~tado (on.Jioo) teta OJ} 
44· 
42 r\ • 
.G. & 




o 25 50 75 100 125 100 175 200 












o 25 50 75 100 125 100 175 
Tempo {h) o 175 200 
Tempo {h) 
V Miáveis Controladas Resultado para Vmriál'eisM~rniJllll<zdn!S 
Apêndice C- Resultados para .Kalman 2 e Kalman 4 para Variações de O 
Problema do Tipo Regulador (Kalman 4) 
• 
•+-~--,-~----~~-r--.-~ 













--Resultmdo {on-line) !ela O. i 
Resultado (1;!1l-hoo) teta 0.5 
Resultado (oo-line) teta 0.9 
Tempo(h) 
--Resulta® (on.fioo) teta 0.1 
Resultado (on.Jine) teta 0.5 
-~--~Resultado (0!}-/ine) teta 0,9 
50 75 100 125 150 
Tempo {h) 
125 200 






--Rerultaão (oo-line) teta 0.1 
Resu!ía4o ton·line) teta 0.$ 
Resultado ton-line} teta 1l9 
•+-~~~-r--~~--~--~ 















--Rewltado (004M) teta tt 1 
--Resultado too-li!Je} teta r.t5 
'·" 













100 122 150 175 
'" Tempo{h} 









































, _ _, .. Rewaaeo {oc,"'n,;H,,.O.i 





Apêndice C- Resultados para Kalman 2 e Kalman 4 para Variações de G 162 
Problema do Tipo Servo e Regulador (Kalman 4) variável P 
14;---------~~~~~~~~------, 
Resultado (On.iine) teta 0.1 
,, 
2 
•····• Resultado (on..fine) teta OJ5 
--Resultado (on-line) teta 0.9 
Tempo (h} 
~+---~------r---------~+---~ o a w n 100 m ,. 1n -
Tempo(h) 
40,-------~------~-------------, 
--Resultado {OO·iine) teta O\ 1 
36 
· - Resultado {on·line} teta 0,5 
---Resultado (on..Jine) teta 0.9 
: ~fo-~-------b--~-----4 
31 
oo+-------~---------·---r---r-~ o 2:5 so 75 tÔo 12s 1so 175 z)o 
Tempo (h} 
Resultado para Variáveis Controladas 
160,----------·-------, 
--Resultado (cm-liM) 1\l!a 0.1 
1SO Resultado {on.Jinf;} fala 0.5 





--Resultado too-fln&) teta OJ 
~-~--- Resu!iactc (O!Hine) teta 0.5 
'·"' 
--Resultado tmHit!&} teta (U1 











Resultado para Variáveis Manipuladas 












125 150 175 200 
Tempo(hl 
o,soT~-==~;;;:;;;;;;;;;;;,~;;;Q,----~ 
(L55 
0,50 
0,45 
Tempo (h) 
