Examination of the trade-off between mean performance and adverse impact has received empirical attention for single-stage selection strategies; however, research for multistage selection strategies is almost nonexistent. The authors used Monte Carlo simulation to explore the trade-off between expected mean performance and minority hiring in multistage selection strategies and to identify those strategies most effective in balancing the trade-off. In total, 43 different multistage selection strategies were modeled; they reflected combinations of predictors with a wide range of validity, subgroup differences, and predictor intercorrelations. These selection models were examined across a variety of net and stage-specific selection ratios. Though it was still the case that an increase in minority hiring was associated with a decrease in predicted performance for many scenarios, the current results revealed that certain multistage strategies are much more effective than others for managing the performance and adverse impact trade-offs. The current study identified several multistage strategies that are clearly more desirable than those strategies previously suggested in the literature for practitioners who seek a practical selection system that will yield a high-performing and highly representative workforce.
The development of employment selection systems that simultaneously identify high-performing and diverse individuals remains one of the most frustrating challenges faced by selection researchers and practitioners. For example, cognitively loaded tests of knowledge and ability are arguably the strongest predictors of job and training performance (e.g., Schmidt & Hunter, 1998) . However, cognitive ability measures are notorious for yielding very large race-based group mean differences, such as a widely cited one standard deviation difference in Black-White test performance Roth, Bevier, Bobko, Switzer, & Tyler, 2001; Sackett, Schmitt, Ellingson, & Kabin, 2001; Schmitt, Clause, & Pulakos, 1996) .
As a result, organizations face a difficult dilemma, often referred to as the trade-off problem (or trade-off), as the organizational goals of maximizing performance and minimizing adverse impact (AI) appear to be in direct conflict in many selection systems. This dilemma has driven much of the empirical selection research over the last decade, from the search for alternative predictors with smaller subgroup differences than cognitive ability (e.g., Clevenger, Pereira, Wiechmann, Schmitt, & Harvey, 2001; Cortina, Goldstein, Payne, Davison, & Gilliland, 2000; Mount, Witt, & Barrick, 2000) ; to investigation of alternative measurement methods (e.g., constructed response; Arthur, Edwards, & Barrett, 2002; Edwards & Arthur, 2007) ; to simulation studies of the trade-off associated with compensatory (e.g., Bobko, Roth, & Potosky, 1999; De Corte, Lievens, & Sackett, 2007; Potosky, Bobko, & Roth, 2005; Schmitt, Rogers, Chan, Sheppard, & Jennings, 1997 ) and multistage selection strategies (i.e., De Corte, Lievens, & Sackett, 2006; Sackett & Roth, 1996) . The trade-off problem was recently the focus of a forum in Personnel Psychology (cf. Pyburn, Ployhart, & Kravitz, 2008) .
Our primary objective in the current study was to provide researchers and practitioners with valuable insight into what can be expected (with respect to the levels of AI and expected performance) when various multistage selection strategies are employed and discuss the relative merits of different multistage selection strategies in managing (or balancing) the trade-off. The development of a selection system (single-or multistage) that effectively meets both the diversity and performance goals of the organization is very complicated, as has been demonstrated by previous simulation studies. Single-stage simulation studies have demonstrated the potential of the use of composites for reducing AI and the integral role of predictor intercorrelations and predictor subgroup differences in determining AI. Additionally, Sackett and Roth (1996) demonstrated the potential of multistage strategies over single-stage approaches for reducing AI. However, few efforts have been successful at reducing AI without leading to large reductions in predictive validity.
Although previous analytical and simulation work provides some guidance regarding the trade-off, further simulation work is needed so the potential of multistage selection strategies can be assessed. Multistage selection strategies are commonly utilized in practice; however, the trade-off for multistage selection has not been fully researched. The present study was intended to fill this gap. This article examines the trade-off for several important yet previously unexplored multistage selection strategies (e.g., the use of correlated predictors in composites). In addition, our simulation models a wide range of predictor properties demonstrated to be integral to the trade-offs observed as well as multiple indicators of AI.
Extensive research has been conducted to identify alternative measures to cognitive ability that have comparable predictive validity but smaller subgroup differences. If the goal is to identify suitable replacements to cognitive ability, it is logical to question how well these alternative predictors would be expected to perform relative to cognitive ability within typical selection systems. A commonly held assumption is that supplementing a predictor that has large subgroup differences with one that has small subgroup differences (referred to as the "supplemental strategy") will yield lower levels of standardized mean differences (which we refer to throughout as d) for the composite and, subsequently, less adverse impact potential (e.g., Ones, Viswesvaran, & Schmidt, 1993; Stokes, Mumford, & Owens, 1994) .
Most research shows that a carefully selected composite of alternative predictors that have small subgroup differences with cognitive ability will reduce AI (to varying degrees); however, the selection battery will still violate the four-fifths rule (often used in defining AI) unless the highest selection ratios (SRs) are used (e.g., Potosky et al., 2005; Roth, Bobko, & Switzer, 2006; Sackett & Ellingson, 1997; Sackett & Wilk, 1994; Schmitt et al., 1997) . In fact, prior single-stage simulations demonstrated that even the best balance of the performance and minority hiring goals resulted in unacceptable levels of AI and required a rather substantive sacrifice in validity to achieve these mediocre minority hiring levels. One explanation for these results is that within compensatory models, there is only one opportunity to maximize both performance and minority hiring, and regression-weighted composites are designed to maximize predicted performance. Given that the higher validity predictor (or predictors) also tends to have larger subgroup differences than do the other predictors, this optimal prediction comes at the expense of low minority hiring. These trade-offs are a function of the complex interplay between several factors (e.g., predictor intercorrelations, SR, validity, and subgroup differences; Schmitt et al., 1997) . We posited that multistage systems would afford greater flexibility than would single-stage strategies for the use of a given set of predictors and predictor composites that could help companies achieve more acceptable performance and minority hiring levels.
The decision to use multistage systems is typically driven by minimum ability requirements or practical considerations (e.g., time and expense to administer and scoring assessments). However, we believe there are compelling reasons for the use of multistage strategies over single-stage strategies for managing the AI and performance trade-offs. With a multistage strategy, one could ostensibly introduce the predictors in a stepwise fashion, so as to maximize the advantages of each predictor at the different stages. Indeed, we posited that with a known set of predictor psychometric properties, it would possible to build multistage systems that more effectively took advantage of the most desirable properties of all predictors being considered in a particular selection situation.
Although previous studies have offered some valuable insight into the trade-off problem for single-stage selection strategies, we know of only two studies (De Corte et al., 2006; Sackett & Roth, 1996) that have examined the degree to which various multistage selection strategies sacrifice one organizational goal (e.g., optimal performance) for the sake of the other (e.g., maximized minority hiring). The results of the studies by Sackett and Roth (1996) and De Corte et al. (2006) provide a solid foundation, and we use their studies as a basis for better understanding of the trade-off in multistage systems.
Sequential Ordering of Predictors and Number of Stages
The number of stages in a multistage selection system, the predictors, and the stages in which they are administered may play an important role in the trade-off between AI and expected performance. There are theoretical and practical considerations that drive decisions regarding the predictors appropriate in a given selection situation, when to administer them, and the number of stages in the process. Job analytic data dictate which specific knowledge, skills, abilities, and other characteristics (KSAOs) are appropriate for assessment (e.g., are important and required upon entry). The chosen method of assessment in turn depends upon which KSAOs are to be assessed (e.g., mathematical skills are not typically assessed in an interview). Cost, time, logistical constraints, and other practical considerations influence the method of assessment as well as when the assessment is administered within the selection process. For example, paper-and-pencil tests of cognitive ability and personality are relatively inexpensive to administer and score. In contrast, assessment centers and interviews require substantially more resources to administer and score and are more likely to be administered in later stages than are the paper-and-pencil tests.
In many cases, the order in which predictors will be administered in a multistage process is determined by minimum ability or skill requirements. That is, if it has been determined through a job analysis that individuals need minimum skills or ability to perform the job, it would be impractical for an organization to administer expensive and time-consuming tests before screening on minimum ability requirements unless it were absolutely necessary (e.g., if there was a small window in which to fill vacancies). The practitioner is left to decide how best to utilize predictors in multistage systems. In choosing what selection strategies to model in this article, we took the practicality of the strategy into consideration. For example, assessments that are more expensive and time consuming to administer (e.g., interviews) were modeled only in the final stage of the selection process, as is common in practice.
One key consideration in multistage designs is the stage in which predictors with a specific set of psychometric properties are positioned. For example, a common belief is that the large-d predictor should be administered in the first stage of a selection process and should be used with a low cut score (e.g., high first-stage SR). In this way, more minorities might be expected to progress to later stages, when the hiring decision would be based on predictors with smaller subgroup differences. However, Roth (1996) and De Corte et al. (2006) demonstrated that placement of the large-d predictor alone in the first stage does not always lead to increased minority hiring. Specifically, when the first-stage SR was lower (more selective) than the second-stage SR, positioning the large-d predictor in the second stage yielded less AI. Given that cognitive ability represents an extreme outlier in terms of magnitude of subgroup differences, it is important to understand the extent to which predictor ordering and first-stage selectivity impact predictors with less extreme subgroup differences. Thus, one of our primary objectives in the present study was to examine the impact the sequential ordering of predictors has within multistage systems in determining the trade-off. We varied the predictors used at each stage and examined the impact of predictor composites at various stages. Additionally, we expanded the number of stages used by Sackett and Roth (1996) by examining selection systems with two and three stages.
SR
SRs play a prominent role in the trade-off in multistage selection systems. One of the key advantages of multistage selection systems is that they allow one to reduce the pool of applicants to a more manageable size for further screening on some predictor or predictors. The net selection ratio (SR net ) represents the proportion of applicants who will ultimately be selected to fill vacancies. In practice, organizations commonly implement a selection process with the intention of filling a preestablished and fixed number of vacancies from the applicant pool. Often, then, organizations know (or at the very least have a good idea) what the SR net will be from the outset. Another key consideration for the practitioner is the SR associated with the first stage of the process (SR 1 ), because this SR determines how many (or how few) applicants proceed to the second stage. For example, with 500 applicants and SR 1 ϭ .15, only 75 (500 ϫ .15) candidates will proceed to the second stage of the selection process for subsequent screening. The decision of how low (e.g., SR 1 ϭ .15) or high (e.g., SR 1 ϭ .75) to set SR 1 is situation specific and is informed by many factors, such as the number of vacancies and the costs associated with screening applicants in subsequent stages of the process.
The SR net is a mathematical function of the SRs associated with each stage in the process (SR net ϭ SR 1 ϫ SR 2 ; see Table 1 for an example of the relationship between the stage-specific SRs and the SR net ). As such, the lower (or more selective) the first-stage SR, the less influence the second-stage predictor will have on the final selection decision. Thus, when a low first-stage SR is desired to greatly reduce the magnitude of the candidate pool, positioning the small-d predictor as the first-stage predictor will allow a greater number of minority candidates the opportunity to move forward in the process to the second stage than would positioning the large-d predictor as the first-stage predictor. Such a strategy can be expected to increase minority hiring. This also means that the second-stage predictor will contribute less to the overall prediction of performance. To the extent that the second-stage predictor has higher validity than the first-stage predictor, lower expected performance may result. As such, SRs have a clear impact on the trade-offs observed for multistage strategies.
Predictor Intercorrelations
Predictor intercorrelations also play a critical role for expected performance and minority hiring levels. In their single-stage simulation, Schmitt et al. (1997) found that manipulating the intercorrelations among the predictors within a composite had the greatest impact on the trade-off between minority hiring and performance objectives. Specifically, as the intercorrelations between non-zero d alternative predictors and cognitive ability decreased, levels of composite d increased. Similarly, Sackett and Ellingson (1997) demonstrated that as the correlation between two predictors in a composite increased, the level of composite d decreased because the predictors shared an increasing amount of common variance. Furthermore, as the number of alternative predictors in the composite increased, low intercorrelations yielded even larger levels of composite d. Expected performance based on composites will also be influenced by predictor intercorrelations in a predictable manner. Specifically, as the correlation between two predictors increases, the incremental variance in performance explained by either predictor will decrease.
Predictor intercorrelations play a unique role in multistage selection in terms of indirect range restriction (given prior selection on a correlated predictor; Sackett, Lievens, & Berry, 2007) . Prior selection has well-known implications for validity, and Roth, Bobko, Switzer, and Dean (2001) recently demonstrated that substantial indirect range restriction can be for observed subgroup differences as well. Specifically, observed subgroup differences for second-stage predictors tend to become much smaller as the intercorrelations between the first-and second-stage predictors increase. Additionally, the more selective the first-stage SR, the greater the restriction is for the correlated second-stage predictor.
Taken together, predictor intercorrelations appear to play a more influential, and certainly more complicated, role in determining the AI and performance outcomes for multistage strategies that utilize composites than they do for single-stage composites or multistage strategies that lack composites. Although past research has revealed the impact predictor intercorrelations have on expected performance and minority hiring levels within single-stage composites as well as their impact for two-predictor, two-stage strategies (i.e., indirect range restriction), we are unaware of any research that has examined the performance and AI outcomes when correlated predictors and composites are used in a multistage system. However, such multistage selection strategies are common in practice. Meta-analytic estimates indicate that commonly used predictors tend to be correlated to some degree, and practitioners frequently administer three or more assessments in a multistage approach. The present simulation fills a gap in the literature by examining the trade-off when correlated predictors are included in more complex multistage systems.
Adverse Impact Statistics
Numerous methods for assessing AI have been recommended in the literature and by governmental agencies. Although the fourfifths rule is the most commonly used method and is the one described in the Uniform Guidelines (Equal Employment Opportunity Commission et al., 1978) , significance testing is generally conducted as well (particularly, in litigation-related matters). Reliance upon the four-fifths rule as the sole basis for a conclusion of AI can be problematic. These conclusions are particularly susceptible to sampling error and are subsequently prone to false positives (concluding that AI exists when it does not), especially when sample sizes are small (Morris & Lobsenz, 2000) . Roth et al. (2006) recently demonstrated that the four-fifths rule produced an alarming percentage of false positives in applicant pools as large as 400 under realistic selection conditions, and they suggested that the four-fifths rule be supplemented with a statistical test to minimize Type I errors.
The Z test on the difference in selection rates (Z D test; also known as the 2-SD test) and the Fisher exact test are two statistical significance tests commonly used in practice. The Fisher exact test is recommended and is generally regarded as the appropriate significance test for examining small applicant pools (Office of Federal Contract Compliance Programs, 1993; Siskin & Trippi, 2005) . Although significance testing can be effective for detecting false positives resulting from the four-fifths rule, significance tests may lack the power necessary to avoid Type II errors (false negatives) when the sample sizes are small (Collins & Morris, 2008; Morris, 2001; Morris & Lobsenz, 2000) . In fact, the recent studies by Morris and colleagues revealed that both the Fisher exact test and Z D test tend to be underpowered when applicant pools are small, have low overall selection rates, and have a small proportion of minority applicants. However, an alternate significance test known as Z IR has been demonstrated in recent studies to be a more powerful indicator of AI and thus is a better significance test under these conditions (Morris, 2001; Morris & Lobsenz, 2000) . Z IR is a significance test of the AI ratio (AIR) and has the same effect size as the four-fifths rule; in contrast, the Z D test is a test of the difference between selection rates (Morris & Lobsenz, 2000) . Morris (2001) recommended that a more liberal significance criterion be adapted to increase power. Although common, the use of two-tailed significance tests to identify AI may be overly conservative in many situations, given that tests of AI are usually directional (to detect AI against a particular group). A one-tailed test (Z crit ϭ 1.645) is consistent with theory; it provides greater power than does a two-tailed test and still controls for a Type I error (Morris, 2001) . Therefore, we operationalized AI in the present study using the four-fifths rule, Fisher exact test (twotailed), and the Z IR test (one-tailed).
Applicant Sample Size and Percentage of Minorities
Another potential factor that could influence our results is the size of the applicant pool, particularly with respect to AI conclusions (e.g., Morris & Lobsenz, 2000; Roth et al., 2006) . Given the problems associated with the four-fifths rule and significance testing in small sample sizes, we decided to model the same selection strategies for different size applicant pools (i.e., N ϭ 500 and N ϭ 160). In particular, power to detect AI is a function of the proportion of minorities in the applicant pool (Morris & Lobsenz, 2000) . Minority representation in applicant pools varies in practice, and we believe it is instructive to model different proportions when examining the trade-off in multistage selection.
Theoretical and Practical Contributions to the Literature
The present study adds to the existing literature in several ways. First, despite the popularity of multistage selection strategies in practice, very little is known about the trade-offs within multistage selection systems. In fact, several researchers have called for more research in this area (e.g., Bobko et al., 1999; Hoffman & Thornton, 1997; Kehoe, 2002; Potosky et al., 2005; Sackett & Roth, 1996) . We know of only two studies that have simultaneously modeled AI and performance outcomes for multistage systems (De Corte et al., 2006; Sackett & Roth, 1996) . Each of these studies has a few key limitations. Though Sackett and Roth's results are informative, the generalizability of these results is limited to twopredictor strategies in which the predictors are uncorrelated and have extremely different subgroup differences (d ϭ 0 and d ϭ 1.0). Second, although Sackett and Roth did model second-stage composites, the composites contained predictors that were uncorrelated, and one of the predictors in the composite had already been administered in the first stage. The primary focus of De Corte et al. was to provide evidence for a computer program that compares the cost, mean performance, and AIRs for multistage selection, rather than to explore the various strategies for managing the trade-off in a more comprehensive study. Only a few multistage scenarios were modeled, and none of them included composites.
Practitioners commonly utilize more than two predictors within multistage designs, and some of the predictors will likely be correlated. Administration of more than two predictors in a twostage process requires the use of composites in either the first or second stage. When each stage in the process contains only one predictor, the stage-specific SRs dictate how much weight is given to each predictor in the process. However, when two predictors are combined in a regression-weighted composite in the second stage, the weighting of the second-stage predictors is determined not only by the stage-specific SR but by the relative validity of the composite predictors and the intercorrelations between the composite predictors and between the first-and second-stage predictors. The outcomes associated with these strategies have yet to be explored, although such strategies are of practical and theoretical interest. The present simulation modeled several unique, correlated predictors with varying levels of subgroup differences, both as first-stage predictors and in second-stage composites. This model represents a major advancement, given the potential reduction in composite d when correlated predictors are used and the potential influence of indirect range restriction.
Another major contribution of the current simulation is the modeling of multiple indicators of AI (i.e., statistical significance testing and the four-fifths rule). AI results reported in previous simulations (both single-and multistage selection) have been fairly discouraging. However, these studies defined AI on the basis of the four-fifths rule. Given the high incidence of false positives associated with the four-fifths rule (e.g., Roth et al., 2006) , it would be informative to investigate alternative operationalizations of AI. Significance testing is commonly done in practice, and it is critical that significance tests be considered when interpreting and reporting AI in studies of this nature.
To increase the generalizability of our findings, we modeled an extensive number of multistage selection strategies that reflected combinations of predictors with various psychometric properties under a range of SRs. The choices involved in building these selection systems (e.g., battery composition, sequential ordering, SRs) were driven by two considerations: theoretical and practical relevance. For example, the specific predictors that we modeled (i.e., cognitive ability, biodata, structured interview, conscientiousness, integrity) are commonly used in practice and have received significant attention in the literature. In addition, the meta-analytic estimates for the predictors examined in previous single-and multistage selection research represent a great deal of diversity with respect to the key psychometric properties that interact in determining the mean performance and minority hiring levels associated with a given selection strategy. This last point is especially important, because studies such as ours are heuristic in nature and the choice of parameters to model determines the generalizability of the results. Therefore, predictors with a range of subgroup differences were simulated under a variety of scenarios (i.e., as the first-stage predictor as well as a predictor within the second and third stage, either in a composite or as a single predictor, of a selection process).
Given the important role that intercorrelations play both within composites and between predictors in the first and subsequent stages, varying degrees of intercorrelations were simulated. Specifically, we simulated predictors that have comparable levels of validity to cognitive ability (e.g., structured interview, biodata, integrity) but that vary in their intercorrelations with the other predictors as well as in their levels of subgroup differences. We also modeled the AI and performance outcomes when conscientiousness-a low-validity but non-zero d predictor that is correlated with some of the other predictors-was incorporated into various selection strategies. Modeling the same meta-analytic estimates as have been simulated in previous studies facilitates comparisons.
Finally, to our knowledge, this study is the first in which features of predictor composites and multistage strategies in selection systems that reflect the complexity of the performance and the AI trade-off issue were combined and directly examined. Overall, this study greatly extends our knowledge of multistage selection by modeling a wider range of predictor properties, more complicated selection batteries (e.g., predictor composites, three-, four-, and five-predictor selection systems) across a range of SRs within a variety of applicant pools (e.g., different proportions of minority representation, pool size).
Method
The simulation technique we used to examine the trade-off between AI and expected performance relied upon best estimates (in most cases, meta-analytic estimates) of intercorrelations among the predictors, predictor subgroup differences, and predictive validity estimates. Using these estimates, we generated observed predictor and criterion scores and used them to simulate the effects on AI and expected performance under a variety of conditions meaningful for practitioners and researchers. It must be noted that the predictor properties (e.g., validity, subgroup differences, intercorrelations) were used exclusively to illustrate the importance of decisions made and the outcomes of those decisions regarding expected performance and AI when predictors were combined in multistage selection systems.
Although we modeled meta-analytic values for various predictors and refer to these predictors as cognitive ability, biodata, and so on, throughout the Method and Results and Discussion sections, these labels are merely used to facilitate the communication of results. We in no way intend to suggest that all biodata measures, for example, are alike psychometrically (e.g., validity, level of d, predictor intercorrelations) and therefore will yield the same outcomes as those reported herein. Rather, our primary focus in this simulation (and simulations of this nature) was on the actual parameters being modeled with the goal of illuminating expected performance and minority hiring under a wide variety of conditions. For example, any conclusions about the biodata predictor should generalize to any other selection instrument (e.g., situational judgment tests) with similar psychometric properties.
Predictor Scenarios
First, a note on terminology: We use the term selection model to represent a specific set and order of predictors within a multistage strategy and the term scenario to represent a particular selection model at a specific first-stage SR. Additionally, for ease of presentation of the various selection models, text references use the following notation: "first stage, second stage, third stage." For example, "CA, Bio ϩ SI" refers to a selection model in which cognitive ability is administered in the first stage and a composite of biodata and structured interview is administered in the second stage.
As previously discussed, the decision of which scenarios to model was based on several practical and theoretical reasons. There was an extensive number of combinations worthy of examination. Ultimately, we decided upon 43 two-and three-stage selection models that were simulated for a range of SRs, minority representation, and size of applicant pool. In addition, three compensatory models (i.e., single-stage composites) were simulated to illustrate the difference between single-and multistage strategies for managing the trade-offs. A complete listing of the 46 selection models that were simulated can be found in the Appendix.
AI Statistics
We believe that multiple indicators of AI should generally be considered in reaching a conclusion regarding AI. Thus, we present the results for the four-fifths rule (AI ratio, or AIR) and follow this with results for two statistical significance tests when violations of the four-fifths rule occurred: Fisher exact test and the more powerful Z IR test.
Minority Representation
Previous simulations have modeled minority percentages in the range of 5%-50%, but most percentages are typically less than 40%, as would be consistent with most applicant pools. In selecting the percentage of minority applicants in the applicant pool, we relied on the rationale provided by Roth et al. (2006) in their selection of values/proportions. We selected 12% because it corresponds to estimates of employed minorities from the Bureau of Labor Statistics (2000). We selected 20% and 30% to correspond with results of previous simulation studies (e.g., De Corte et al., 2006; Sackett & Roth, 1996) and to reflect the fact that in several regions and in several occupational types, the proportion of minority applicants is much higher than the national norms.
Size of Applicant Pool
The choice of applicant pool size was based on two considerations: practical relevance and power. It was important that the applicant pool contained a sufficient number of minorities for modeling the trade-off over the full range of SRs, given our boundary conditions of 12% minority representation and 10% SR net . However, it was important that the size of the applicant pool not be too large, so as to limit the practical relevance of the observed outcomes. An applicant pool of 500 gave us adequate power to model the trade-offs and was consistent with previous simulations of this nature (e.g., Roth et al., 2006; Sackett & Roth, 1996) .
However, selection frequently takes place on a smaller scale, and low power for tests of AI is an unavoidable reality. Salgado (1998) reported that the average sample size for validation studies is N ϭ 153. Therefore, we modeled the trade-off effects for pools of 160 applicants (we rounded up for convenience). Additionally, modeling the trade-offs in pools of different sizes provides an understanding of the influence applicant pool size has on the trade-offs for complex two-and three-stage selection systems and of the behavior of the different AI statistics for a wide variety of real-world selection strategies.
Simulation Process
Step 1: Statistical Properties Validity. The validity estimates were obtained from Bobko et al.'s (1999) meta-analysis (cognitive ability, r ϭ .30; structured interview, r ϭ .30; biodata, r ϭ .28; conscientiousness, r ϭ .18) and from Ones et al.'s (1993) meta-analysis (integrity, r ϭ .25). We used uncorrected estimates, because we were focused on the operational validity of the predictors.
Intercorrelations. Simulated predictor intercorrelations were obtained from Bobko et al. (1999) . Predictor intercorrelations ranged from uncorrelated to highly correlated (e.g., rs ϭ .00 to .51). The intercorrelations regarding integrity were obtained from a combination of meta-analyses and primary studies (i.e., McFarland & Ryan, 2000; Ones et al., 1993; Sackett, Burris, & Callahan, 1989; Sackett & Wanek, 1996; Van Iddekinge, Raymark, & Eidson, 2004) .
Standardized mean group differences (d) . For purposes of the simulation, we used estimates of the standardized Black-White differences for these predictors, because these subgroup differences are widely available in the literature. As such, our use of the terms majority and minority refer to White and Black applicants, respectively. The standardized mean group difference estimate for cognitive ability was set at d ϭ 1.00; this figure indicated that White applicants score, on average, one standard deviation higher than do Black applicants ( Hunter & Hunter, 1984) . For structured interview, d was estimated at 0.23, per Huffcutt and Roth's (1998) meta-analysis. Biodata was estimated at d ϭ 0.33. This figure reflected Bobko et al.'s (1999) sample weighting of Gandy, Dye, and MacLane's (1994) meta-analytic estimate and Pulakos and Schmitt's (1996) estimated d. For conscientiousness, d was set at 0.09 (Bobko et al., 1999) . For integrity, d was set at 0.00 (Ones & Viswesvaran, 1998) . For job performance, d was set at 0.45 (Ford, Kraiger, & Schechtman, 1986) . For ease of discussion, we have categorized the magnitude of the effect sizes as follows: large d (cognitive ability), moderate d (biodata and structured interview), and small d (conscientiousness and integrity). The mean d, intercorrelations, and validity estimates are provided in Table 2 .
Net SR (SR net ). Net SRs of .10 and .30 were simulated for the single-stage, two-stage, and three-stage selection systems. These levels are consistent with the Sackett and Roth (1996) Monte Carlo simulation and are common net SRs in practice.
Stage-specific SRs. Step 2: Simulate Applicant Pool Factor correlation matrix. The intercorrelation matrix compiled in Step 1 was decomposed with the Cholesky method. This decomposition yielded a matrix of factor loadings that we used to 
Generate random data (fitting a normal distribution).
Next, to simulate the observed predictor and criterion scores, we generated normally distributed random data (error scores). To do this, we had to compute one random variable for each predictor plus one (for the criterion) for as many cases as there were applicants (Doverspike, Winter, Healy, & Barrett, 1996) . Thus, six random variables were created (five predictors plus one criterion) for each of the applicants.
Calculate predictor and criterion scores. Observed predictor and criterion scores were formed by multiplying the factor loadings for the given test or performance measure in the factor correlation matrix (obtained from the Cholesky decomposition) by the random data. Multiplication of these factor loadings by the standard normal variates produced z scores for the predictors and the criterion. We conducted a simple correlation analysis to verify the accuracy of the data generated from this procedure; the original correlation matrix from Step 1 should be reproduced within random sampling error. Estimates were examined to verify that the confidence limits around the sample values included the population values.
Add subgroup differences. Finally, it was necessary to incorporate majority-minority group differences into the data. As described above, group proportions of the population were modeled with (a) 88% majority and 12% minority; (b) 80% majority and 20% minority; and (c) 70% majority and 30% minority. Group membership was randomly assigned to reflect these majorityminority proportions, and the standardized mean difference value (d) for each predictor and criterion was subtracted from the respective scores for all minority candidates.
Step 3: First Stage
All candidates were assessed on the first-stage predictor (or predictors). Using top-down selection, we retained only the scores on the first-stage predictor (or predictor composite) that met the specified first-stage SR (SR 1 ). For example, if SR 1 ϭ .25 for n ϭ 500, the top 125 scores (candidates) were retained for subsequent screening on the second-stage predictor (or predictor composite).
Step 4: Second Stage
For the two-stage selection strategies, those candidates who remained in the pool after the initial screening (i.e., who had passed the first stage) were selected top down on the basis of the second-stage predictor (or predictor composite) score. The number of selections depended on the SR net . For example, with SR 1 ϭ .25 and a 10% SR net , the top 50 (or top 40%) of the remaining 125 candidates were selected at the second stage. 1 Scores from the first stage were not weighed in the final selection decision. That is, we used scores from the first stage only to determine whether a candidate moved on to the second stage of the process. Applicants who passed the first-stage screening were selected top down solely on the basis of their performance on the second-stage predictors.
Step 5: Third Stage
We modeled several different three-stage selection strategies in addition to the two-stage strategies. For the three-stage scenarios, those candidates who remained in the pool after the second-stage screening (i.e., who had passed both the first and second stages) were selected top down on the basis of their scores on the Stage 3 predictor. The number of selections depended upon the SR net .
Step 6: Calculate AI AI was defined in three ways: AIR, Z IR , and the Fisher exact test. AIR was calculated as the proportion of minority group hires out of all minority group applicants divided by the proportion of majority group hires out of all majority group applicants. According to the four-fifths rule, AIRs of less than .80 provide support for a prima facie case of discrimination. In addition, we examined differences in minority-majority selection rates using two statistical significance tests: the Fisher exact test and Z IR test (the Z test on the ratio of selection rates). A two-tailed Fisher exact test is commonly used in practice to detect significance. Fisher exact probability values of less than .05 were interpreted as evidence of AI. In addition, we conducted a one-tailed Z IR test to detect AI. For the Z IR test, |Z| values greater than 1.645 (corresponding to a one-tailed ␣ ϭ .05) were interpreted as evidence of AI.
Step 7: Repeat Steps 2 Through 6
The process from generation of expected performance scores (Step 2) through calculation of AI (Step 6) was repeated 2,000 times for each scenario (e.g., CA, SI ϩ Consc ϩ Bio, where SR 1 ϭ .25). Thus, 2,000 data sets containing the applicant predictor and criterion scores were generated for each scenario for a given applicant pool condition (e.g., N ϭ 500 with 20% minority representation). Results for a given scenario in a given applicant pool condition were then averaged across the 2,000 repetitions to yield the final reported performance and AI outcomes for that scenario.
Models 1-43 were examined under all five first-stage SRs and resulted in a total of 215 different selection scenarios (i.e., Model ϫ SR 1 ). These 215 scenarios were modeled across all three minority representation conditions for the large applicant pool (N ϭ 500). Models 1-43 were also modeled for the N ϭ 160 pool with 20% minority representation, although only for the 30% net SR (i.e., 45%, 60%, 75% first-stage SRs), given power concerns. The single-stage strategies (Models 44 -46) were examined only for the N ϭ 500, 20% minority representation conditions.
Results and Discussion
Given the complex interplay of numerous factors in determining the mean performance and degree of minority representation obtained for the pool of applicants ultimately selected, the challenge is to present results in a manner that would enhance the clarity and brevity of our presentation. We first summarize some general trends for the minority representation and applicant pool size manipulations. Next, we focus our analysis on particular selection strategies for achieving each organizational objective. We then discuss trends associated with the positioning of predictors when composites are used within multistage strategies and the influence that characteristics such as SR, predictor intercorrelations, validity, and subgroup differences had on the observed outcomes. Last, in the Conclusion section, we pull it all together to discuss the larger picture and provide specific recommendations for managing the trade-off. We emphasize that although we modeled actual selection measures (e.g., biodata, integrity), the results and conclusions of the present study are based on the psychometric properties modeled. The predictor labels are meant only to facilitate the communication of results.
Trade-Off for Minority Representation and Applicant Pool Size
Before we delve into a detailed analysis of the impact of various selection strategies on the AI and performance objectives, we discuss the influence of applicant pool characteristics on the observed results as well as convergence among the AI indicators under different conditions. We note that although the specific operationalization of AI impacted our conclusions in certain circumstances, our primary focus in this study was not to model the behavior of the four-fifths rule relative to significance testing. We present the results obtained for all three AI indicators for each scenario in our tables, given the importance of considering multiple AI indicators when one is making a determination of AI. Our side-by-side presentation of these results facilitates making comparisons between the conclusions reached under the different AI methods and is instructive; however, it was not our intention to explore this issue in great depth. We believe this is a critical topic for exploration but one worthy of dedicated Monte Carlo work (see Collins & Morris, 2008 , for a recent examination of this issue).
Minority representation. Figure 1 illustrates the trade-off averaged across Models 1-43 for each first-stage SR and for each minority representation condition. The results clearly support a general trade-off between performance and AI as well as the influence of stage-specific and net SRs. Increasing the proportion of minorities in the applicant pool did not change the trade-off trends discussed herein; however, it did result in slightly different AI and performance outcomes. Specifically, increasing minority representation in the applicant pool resulted in a slightly higher selection rate for minorities but a lower expected mean performance for those selected. Additionally, the increase in minority selection rates associated with greater minority representation in the pools did not translate into fewer scenarios that violated the four-fifths rule. In fact, across the 215 common scenarios, violations of the four-fifths rule were nearly identical for the 12%, 20%, and 30% minority representation conditions (88%, 89%, and 89%, respectively). Results for the Z IR significance test were also generally consistent across conditions (79%, 80%, and 82%, respectively). Results for the Fisher exact test varied quite a bit across conditions (56%, 65%, and 73%, respectively). These differences may be attributed to low power to detect true differences in selection rates with the Fisher exact test, particularly when the 10% SR net was used. As the proportion of minorities in the pool increased, power increased and the results of the Fisher exact test converged with those of the Z IR and four-fifths rule.
Size of applicant pool. With regard to the applicant pool size, the results revealed different conclusions of AI for the selection strategies depending upon how AI was defined. First, it is important to note here that a two-tailed Fisher exact test had fairly low power to guard against false negatives for the small applicant pool (N ϭ 160) conditions (i.e., fairly competitive SR net , relatively low minority representation). For example, the Fisher exact test suggested that 59% (63 of 107) of the four-fifths violations were false positives; however, approximately one half of these false positives were cases in which only 5 minority applicants were hired and the majority SR was more than twice the minority SR. Extreme caution should be used when interpreting the Fisher exact test results for the small sample scenarios (and any other situation when there are very small cells). Under these selection conditions, the one-tailed Z IR test was far superior to the Fisher exact test in tempering false positives based on the four-fifths rule. Follow-up significance testing based on the Z IR test flagged 13% of the violations of the four-fifths rule in the small sample as false positives (the same 14 scenarios were flagged by the Fisher exact test). For these violations, the selection of 1 additional minority applicant in lieu of a majority applicant would not have resulted in a violation of the four-fifths rule. This fact underscores the importance of conducting follow-up analyses (e.g., significance testing, sensitivity analysis) when violations of the four-fifths rule are identified.
Results for the different pool sizes were compared with each other. Overall, the same trade-off trends that we discuss in the next section were observed in both the small (N ϭ 160) and large (N ϭ 500) applicant pools. Expected mean performance for the scenarios was essentially the same in both pools, although performance estimates were more varied in the smaller pool (i.e., the smaller sample yielded more sampling variability, as would be expected). Similar conclusions of AI were generally reached for the large and small applicant pools when AI was defined by the four-fifths rule. The key difference between the pools was in AI conclusions reached with the significance tests, particularly with the Fisher exact test. The Z IR test resulted in 7% fewer conclusions of AI in the small pool than in the larger pool, whereas the Fisher exact test resulted in 30% fewer conclusions of AI in the small pool for the same scenarios. The differences between the small and large applicant pools for the significance tests are largely attributed to greater sampling variability in the smaller pool and to a lack of power of the Fisher exact test to detect true differences in selection rates in the smaller applicant pool, when they existed. 
Overall Results for N ϭ 500 With 20% Minority Representation
To help manage the presentation of results, we focused our analysis of the different selection strategies around the scenarios simulated in the large applicant pool (N ϭ 500) with 20% minority representation, given that the trends observed for the different applicant pool conditions were similar. Table 3 presents the expected mean performance and AI outcomes associated with all 215 two-and three-stage scenarios that were simulated for this applicant pool condition. Results for the same scenarios modeled for the 12% and 30% minority representation and N ϭ 160 applicant pool conditions are available from David M. Finch upon request.
Descriptive statistics. We generated a total of 221 million sets of applicant predictor and criterion scores to examine the various scenarios in the N ϭ 500, 20% minority representation condition. Sample means, standard deviations, and correlations for the simulated observed scores were analyzed to verify the quality of the estimates. Ninety-five percent of the estimates fell within a 95% confidence interval around the population values. The simulation revealed a wide range of expected values of mean performance (or expected mean z scores on the criterion) and AI across the multistage scenarios. Specifically, expected mean performance ranged from .15 to .74 (M ϭ .44, SD ϭ .13) and expected AIRs ranged from .17 to .96.
As was noted previously, the results clearly support a trade-off between performance and AI, as is illustrated in Figure 1 . However, and perhaps more important, the current simulation modeled several multistage strategies that did not produce AI based on the four-fifths rule (23 scenarios). Results from follow-up significance testing were even more encouraging. Follow-up significance testing indicated that 72 scenarios (33%) did not produce AI with the Fisher exact test and that 43 (20%) scenarios had no AI for the Z IR test. The Fisher exact test results suggested that an alarming 26% of the four-fifths violations were false positives, whereas the more conservative Z IR test suggested that a smaller, though still sizable, percentage (i.e., 10%) of the four-fifths signals were false positives. The wide variety of selection strategies that did not produce AI represents a marked improvement over previous single-and multistage simulations. The characteristics of these no-AI strategies as well as the trade-off in mean performance observed are discussed in the subsequent sections.
Next, we offer a few observations relative to meeting each organizational objective independently when using multistage selection strategies. Then we shift our focus to a detailed discussion of trends and those strategies that were more effective in balancing the AI and performance goals.
Maximizing Performance
To put mean performance levels in better perspective relative to all multistage strategies that were modeled, we note the highest mean performance for the two net SRs. For the 10% SR net , the highest mean performance was .74. It was observed for Strategy 30 (Consc ϩ Bio ϩ CA ϩ Integrity, SI) at 15% SR 1 . This strategy utilized every predictor, and all but one of these predictors was in a first-stage composite. Regression weighting (and no prior selection) ensured optimal prediction for this composite. By utilizing the most selective first-stage SR (15%), we based the majority of prediction on this optimal composite. As a point of comparison, a compensatory model of Integrity ϩ CA ϩ SI for the same 10% SR net yielded mean performance of .76. This figure was only slightly higher (difference in expected performance ϭ .02) than that for the best performance multistage strategy; however, it is important to note, this compensatory model did utilize fewer predictors.
As another instructive comparison, for all the scenarios that did not produce AI, the highest expected performance was .61. It was observed for Model 23 (Integrity, Bio ϩ SI ϩ Consc) at 25% SR 1 . For the 30% SR net , the highest mean performance (.46) was observed for Model 15 (Integrity, CA ϩ Bio ϩ Consc ϩ SI) at 75% SR 1 . The compensatory model of Integrity ϩ CA ϩ SI for the same 30% SR net yielded mean performance of .48. For this SR net , then, the mean was only slightly higher than the best performance multistage strategy.
Minimizing AI
Prior research on the trade-off has consistently demonstrated that combining predictors with various psychometric properties in selection strategies typically results in AI, in particular when regression-weighted selection strategies are employed (De Corte et al., 2007; Sackett & Ellingson, 1997; Sackett & Roth, 1996; Schmitt et al., 1997) . In contrast to previous research, the current simulation demonstrated numerous strategies that produced no AI.
No AI strategies. Table 4 contains those scenarios that either met the four-fifths rule or had no significant differences in hiring rates for the Z IR test. We modeled 43 scenarios that did not produce AI based on Z IR ; 23 of them did not violate the four-fifths rule. In the interest of facilitating comparisons with previous research, which has relied solely upon the four-fifths rule to define AI, we offer a few observations for those scenarios that met the four-fifths rule. First, nine different predictor combinations met or exceeded the .80 rule of thumb (and did so regardless of the level of minority representation in the applicant pool). Second, many of these strategies did not produce any AI when both low and high first-stage SRs were used. Third, none of these strategies contained cognitive ability, and all except for one contained the zero-d predictor (i.e., integrity) as the first-stage predictor. The one predictor combination that did not include integrity was Model 14 (Bio, Consc) . It consisted of two highly correlated predictors: biodata with a moderate d, used in the first stage with high SRs (i.e., SR 1 ϭ .60 and .75), and conscientiousness, a small-d predictor, used alone in the second stage.
Single-versus multistage AI. To illustrate the potential that multistage strategies have over single-stage approaches for reducing AI, in particular when a large-d predictor, such as cognitive ability, is used, we present a comparison of our results with those of Bobko et al. (1999) in Table 5 . Recall that we modeled the same meta-analytic estimates as did Bobko et al. in an applicant pool with the same proportional minority representation. As is illustrated in the table, modeling a battery of assessments in a multistage design produced less AI than did presenting the assessments in a compensatory model in all cases, except when a large-d predictor was administered in the first stage with a low first-stage SR. As another example, compare Strategies 45 and 21 in Although multistage strategies generally produce less AI than do similarly comprised, single-stage strategies, it is important to note that the dominance of multistage strategies for minimizing AI is conditional upon the relative weight the less adverse predictors receive in the selection process. This weighting is influenced heavily by the SRs used, in particular the level of the first-stage SR relative to the second-stage SR, and the positioning of the larger d predictor in the process (a comparison of Strategies 37 and 45 for the 10% SR net illustrates this point). 
Positioning of Large(r)-d Predictor
Previous research has shown that positioning the large-d predictor in the first stage will yield a greater proportion of minority hires when the first-stage SR is equal to or higher than the SR for the second stage (i.e., De Corte et al., 2006; Sackett & Roth, 1996) . Conversely, similar results are observed when the large-d predictor is used in the second stage with a second-stage SR that is greater than the first-stage SR. The current simulation examined the generalizability of this rule to three important, yet unexplored, conditions: (a) when the magnitude of the difference between the firstand second-stage predictor levels of d is small and the predictors are highly correlated, (b) when using a large-d first-stage predictor and a composite of smaller d alternatives in the second stage, and (c) when the large-d predictor in a second-stage composite is supplemented with smaller d alternatives ("supplemental strategy") with prior screening on a smaller d predictor.
Two-predictor case. To examine the generalizability of this rule for the case of correlated predictors with small differences in d, we modeled biodata and conscientiousness in a two-stage process. These predictors are highly correlated (r ϭ .51). Moreover, the difference between predictor subgroup differences was relatively small (difference in d ϭ 0.24) and was much smaller than has been previously examined (i.e., differences in d Ͻ 0.76 that reflected the difference between ds for cognitive ability and structured interview). We compared the AIR results for the two models (No. 14, Bio, Consc, vs. No. 43, Consc, Bio) This means a much larger proportion of applicants are being screened out on the basis of the first-stage predictor than of the second-stage predictor for the SR. Prior research and intuition suggest that the larger d predictor (i.e., biodata) should be used in the second stage under these conditions in order to minimize AI. That is, strategies that place greater weight on the smaller d predictor in a selection system are expected to reduce AI. However, use of such strategies did not translate into less AI when the predictors were highly correlated and had a smaller disparity between predictor d levels. This is an important exception to the rule put forth in previous research, because decisions regarding sequential ordering are driven by practical considerations as well as by considerations for minimizing AI. If the expected performance and AI levels for two test implementation options are similar (as is the case here), greater consideration can be given to other factors, such as administration and scoring costs and concerns (e.g., proctored testing).
Large-d predictor alone in first stage versus large-d predictor in composite.
Second, and unique to this simulation, was an examination of whether higher minority selection rates were still achieved by positioning the large-d predictor in the first stage when we used higher first-stage SRs and two or more alternative predictors (in a composite) in the second stage. Several strategies were modeled in which the large-d predictor was positioned alone in the first stage with subsequent screening on a composite of other predictors (e.g., Nos. 1, 37, 39). These strategies were compared with supplemental strategies in which the same predictors were used but the large-d predictor was administered in the second stage along with one or two other alternative predictors in a composite (i.e., Strategies 8, 21, 18, respectively) . In all cases with SR 1 ϭ 75%, minority hiring rates were higher when the large-d predictor was used in the first stage than when it was included in a second- Note. AIR ϭ adverse impact ratio; CA ϭ cognitive ability; Bio ϭ biodata; Consc ϭ conscientiousness; SI ϭ structured interview; SR ϭ selection ratio. An examination of the mean performance results for these two strategies is instructive for management of the performance and minority hiring trade-offs. As Figure 2 illustrates for this low first-stage SR, though a modest level of performance was sacrificed when the large-d predictor was positioned in the second-stage composite, the minority hiring gains were substantial (i.e., 7% minority selection rates for the composite strategy vs. 2% for the first-stage strategy). Similarly, when a slightly higher first-stage SR was used (i.e., 25% SR 1 ), the sacrifice in performance was relatively trivial compared with the sizable increase in minority selection rates. For many practitioners, these minority hiring gains and potential elimination of AI (at least for the 15% SR 1 ) would likely outweigh the relatively small loss in performance. Thus, the supplemental strategies dominated the large-d first-stage strategies in management of the performance and minority hiring trade-offs for most firststage SRs.
The increases in minority selection rates should not be taken to mean that this large-d rule eliminated AI. This is an important point that previous research has not made explicitly clear. In fact, all of the large-d first-stage strategies simulated in the current study produced AI (regardless of the AI operationalization), even though a wide variety of smaller d predictors and predictor composites was used in the second stage (and fairly high SRs were used in the first stage) to minimize AI. Some AI occurred even when we used predictors with no subgroup differences, either alone in the second stage or in a second-stage composite with another small-d predictor (e.g., Nos. 38 and 40).
Although no large-d first-stage strategy was identified that yielded sufficient minority hiring rates to avoid a conclusion of AI based on either the four-fifths rule or significance testing, minority hiring rates were improved by inclusion of the large-d predictor in a second-stage composite under certain conditions. As shown in Table 4 , there were three selection models (Nos. 15, 17, 18 ) that included cognitive ability in a second-stage composite and did not result in AI, based on follow-up significance testing. These selection models had a few characteristics in common. Specifically, each model used a zero-d predictor alone in the first stage, at least one smaller d predictor in the second-stage composite, and a highly selective first-stage SR that was substantially more selective than was the second-stage SR. Figure 2 compares one of these no-AI, large-d supplemental strategies (No. 18) with a selection model that contains the same predictors but that presents the large-d predictor in the first stage (No. 39). The supplemental strategy did not produce AI, on the basis of significance testing for the lowest first-stage SR; however, the large-d first-stage strategy produced substantial AI (i.e., 2% minority SR vs. 12% majority SR). Moreover, minority hiring rates were nearly 4 times worse when the first stage was a large-d predictor.
Three-stage processes. A comparison of Models 19, 36, and 44 for the 10% SR net is instructive. These three models contain the same predictors (integrity, cognitive ability, and biodata) and differ only in regard to whether all predictors were administered simultaneously in a single-stage composite, in two stages, or in three stages. The single-stage composite strategy resulted in mean performance that was much higher (job performance ϭ .71) than that for the multistage strategies (as expected), but it yielded very poor minority hiring rates (AIR ϭ .26). The three-stage process resulted in respectable prediction (job performance ϭ .59); however, minority hiring rates were similar (AIR ϭ .17) to those for the single-stage model, which yielded much higher mean performance. The two-stage process here struck the best balance between performance and minority hiring (job performance ϭ .52, AIR ϭ .55). Several things are occurring here. First, use of a low firststage SR on integrity (a high-validity predictor with no subgroup differences) placed the greatest weight on the small-d predictor.
Second, integrity has a moderately strong correlation with biodata, and prior selection on integrity restricted the variance of biodata (a moderate-d predictor) in the second stage. A moderate intercorrelation between the composite predictors (biodata and cognitive ability) also served to reduce the composite d, for reasons discussed previously (e.g., Sackett & Ellingson, 1997; Schmitt et al., 1997) . Finally, the fact that biodata had comparable validity to cognitive ability further limited the weight applied to the largest d predictor in the process (i.e., given regression weighting).
Supplemental Predictors Within Multistage Selection
It is instructive to examine the consequences associated with the use of different supplemental predictors. Figure 3 compares the relative effectiveness of two different two-predictor supplemental strategies for achieving the AI and performance objectives. In both strategies, a high-validity predictor with no subgroup differences was used as the first-stage predictor (reflective of integrity). The two strategies differ only in the predictor used to supplement cognitive ability in the second-stage composite. One strategy (No. 21) supplemented cognitive ability with a moderate-d predictor that was equally valid and moderately correlated (r ϭ .24) with cognitive ability but was uncorrelated with integrity (reflective of the structured interview). The other strategy (No. 20) supplemented cognitive ability with a small-d predictor that had lower validity and that was uncorrelated with cognitive ability but was highly correlated with integrity (r ϭ .39, reflective of conscientiousness).
As shown by Figure 3 and Table 6 , Strategy 21 dominated Strategy 20 for both the performance goals and the minority hiring goals. In this example, the strategy with the larger d supplemental predictor actually outperformed the smaller d supplemental approach for both the AI and the performance objectives across all SRs. More compelling is the fact that one can add a second larger d predictor to this composite mix (e.g., No. 17, Integrity, CA ϩ Bio ϩ SI) and still get more minority hiring than if one combines a single small-d predictor with a large-d predictor in a composite. The observed results are a function of several factors.
First, conscientiousness, despite being uncorrelated with cognitive ability and having moderate validity, contributed very little to the composite. The substantially lower validity of conscientiousness than of cognitive ability resulted in heavier weighting of cognitive ability in the composite, given the manner in which regression weights are determined. Second, given the high intercorrelation between integrity (the first-stage predictor) and conscientiousness, prior screening on integrity in the first stage limited the potential (incremental) variance that conscientiousness might otherwise have had in the second stage. Conscientiousness received an even smaller weight (or contribution) for both minority hiring and performance in the second-stage composite than it would have had, had there been no prior screening on integrity. Less weight on the predictor means that the small-d predictor had less influence in the reduction of AI. Although the interview had a larger d than did conscientiousness, it was uncorrelated with the first-stage predictor (integrity). The interview and cognitive ability were equally valid and were uncorrelated with the first-stage predictor; this means that both would receive similar weight in the composite. Thus, the equally valid, smaller d predictor (interview) helped to mitigate the resulting AI that a large-d predictor (cognitive ability) used alone in the second stage would have produced.
Last, the intercorrelations between the composite predictors played an instrumental role in determining the outcomes. As previous researchers have noted, composite d decreases as the correlation between the composite predictors increases (e.g., Sackett & Ellingson, 1997) . Integrity had a moderately high correlation with conscientiousness but was uncorrelated with cognitive ability. As such, the weight conscientiousness received in the second-stage composite was further attenuated, given prior selection on integrity. Indirect range restriction is always a concern in multistage selection when predictors are correlated; however, with the addition of a third unique predictor to a two-stage process, the dynamics of optimally weighted composites becomes an important consideration for those choosing how best to leverage a given set of predictors to meet the selection goals.
Similar results were observed for the larger composites. In fact, all two-and three-predictor composites that supplemented cognitive ability with a moderate-d predictor (or predictors; i.e., Nos. 17, 19, 21) dominated (both in minority hiring and performance) all strategies that supplemented cognitive ability with this small-d predictor (conscientiousness; i.e., Nos. 16, 18, 20) . In other words, supplementing cognitive ability with a small-d (instead of a moderate-d) predictor did not result in greater minority hiring; in the majority of situations, it resulted in fewer minority hires as well as lower performance than when one or two moderate-d predictors were used. As the first-stage SR increased, and thereby shifted greater weight onto the second-stage composite, the difference between the small-d and moderate-d strategies became more pronounced.
Finally, although supplementing cognitive ability with any one of the smaller d alternatives did not increase minority hiring at the lowest first-stage SR, the addition of two smaller d alternatives was effective in eliminating AI at the lowest SR (see, e.g., Nos. 17 and 18). 2 As mentioned, though, only 3 of the 31 strategies that included cognitive ability yielded sufficient minority hiring to avoid a conclusion of AI. Thus, we next consider the effectiveness of strategies that did not include cognitive ability but still utilized predictors with moderately large levels of subgroup differences (e.g., biodata).
Strategies that did not include cognitive ability. In contrast to results concerning selection strategies that included a large-d predictor in the first stage, results revealed that the use of a moderate-d predictor in the first stage did not necessitate the use of high first-stage SRs in order to avoid AI. For example, screening on biodata in the first stage (d ϭ 0.33) and a small-d predictor (i.e., conscientiousness; d ϭ 0.09) in the second stage did not result in AI for high or low first-stage SRs. This is an important finding, as it makes clear that the practitioner does not need to rely on predictors that have zero or small subgroup differences (which, on the basis of meta-analytic research, are rare) in order to avoid AI; nor is it necessary to set the initial screening bar lower than might be preferred when moderate-d predictors are used. However, the second-stage predictor must have small subgroup differences to avoid AI in this case, as slightly larger subgroup differences (d ϭ 0.09 vs. d ϭ 0.23) resulted in AI (e.g., No. 12, Bio, SI). It is important to note, though, that the expected performance for the former predictor combination is very low for those conditions in which there was no AI. This low expected performance is largely a result of the predictors being so highly correlated (r ϭ .51) and thereby limiting the incremental validity of the second-stage predictor.
Balancing Performance and AI
Ultimately, the primary goal of selection researchers and practitioners is to develop selection systems that help organizations achieve a high-performing and diverse workforce and do so efficiently (e.g., low cost, low administrative burden). Given the trade-off problem, the challenge is to identify the circumstances under which the loss in performance associated with a reduction in AI can be better managed. The current simulation highlights certain strategies that are better than others for accomplishing this. Table 7 presents the 10 strategies that were deemed to result in the best balance of expected performance and minority hire rates. We note that the classification of best cases is necessarily subjective, because a preferable balance in one selection context may be an undesirable one in another. For example, given the modest increase in performance (difference in expected performance ϭ .01) that Strategy 23 provides above Strategy 25 by the inclusion of an additional predictor (i.e., conscientiousness), one might reasonably question the practical value of implementing the former strategy (because it adds to the cost). Our classification of best cases was based on predicted performance and AI levels relative to all other scenarios and specifically relative to the highest levels obtained for each goal (maximized performance and minimized AI). The tradeoffs for these strategies, which have not been explored in previous research, represent a more acceptable balance of the AI and performance goals than has been modeled and recommended in previous research. We offer several observations regarding these best balance scenarios.
First, none of these best balance scenarios met the four-fifths rule, although significance testing did suggest that some of these four-fifths violations were false positives (i.e., Nos. 15, 23, and 25) . Second, of the three scenarios that had no AI, Strategy 23 resulted in the highest mean performance (.61). To illustrate just how much was sacrificed in terms of mean performance when AI was eliminated, we plotted this scenario along with the multistage strategy with the highest mean performance (Strategy 30) in Figure 4 . There was some loss in prediction (difference in performance ϭ Ϫ.11) at SR 1 ϭ 25%, but the loss was relatively modest, given the substantial increase in minority hiring. Although such a loss in performance is not ideal, the reality revealed by our study and by previous simulation studies is that concessions need to be made when one is balancing organizational goals. This balance represents a dramatic improvement over strategies presented in previous single-and multistage simulation studies.
Third, all of these were multistage strategies, although singlestage strategies were also considered. In fact, the single-stage composites performed poorly in striking any kind of balance between the two goals. As expected, these strategies (Nos. 44 -46) Note. SR ϭ selection ratio; JP ϭ job performance; AIR ϭ adverse impact ratio; Z IR ϭ z difference on adverse impact ratio; Bio ϭ biodata; SI ϭ structured interview; Consc ϭ conscientiousness; CA ϭ cognitive ability. Bold values for Z IR indicate there were no significant difference on the ratio of selection rates. No significant differences were found for the Fisher exact test for these scenarios. maximized performance (expected performance as high as 0.76) but resulted in very poor minority selection rates (e.g., 3%) and substantial AI (e.g., AIR ϭ .26). Multistage selection strategies were clearly superior to the single-stage composite strategies for balancing the AI and performance goals. Fourth, none of these best balance scenarios administered cognitive ability as the first-stage predictor. Comparison of the best overall balance scenario (No. 23 at 25% SR 1 ) and the best balance scenario when cognitive ability was used as the first-stage predictor (No. 38; CA, Integrity) for this same SR shows that mean performance was slightly lower when cognitive ability was used as the first-stage predictor (i.e., .58 vs. .61) and resulted in drastically worse minority selection rates (i.e., .26 vs. .65). In fact, the simulation revealed that the commonly suggested strategy of using cognitive ability in the first stage and one or more smaller d predictors in the second stage actually appears to be one of the worst strategies for achieving an acceptable balance of the organizational objectives. These results indicated that the subgroup differences associated with cognitive ability were so large relative to those for the other predictors that even a major redistribution of weight via SRs still resulted in very high levels of AI and resulted in mean performance levels that were drastically lower than those for strategies that produced substantially better minority hiring and for several strategies that produced no AI at all. Furthermore, if one was to include cognitive ability in the process at all and still have an acceptable balance, one had to use integrity (i.e., Nos. 15, 17, 18, 21, 33) . This was the case for both two-and three-stage selection processes. Unfortunately, high-validity, zero-d predictors, such as integrity, are not always available.
Results without integrity. This last point warrants further investigation. That is, a predictor such as integrity provides a distinct advantage in managing the trade-offs, in that it has comparable validity to cognitive ability and other larger d predictors (i.e., biodata, structured interview) but has no subgroup differences. It is instructive to examine what kind of balance is achieved when integrity is not included in these selection processes.
In terms of managing the trade-offs without a high-validity, zero-d predictor, such as integrity, the best balance of AI and mean performance was achieved by strategies that excluded cognitive ability altogether. Several of the non-zero d strategies not only outperformed these cognitive ability strategies in terms of AI (as might be expected) but outperformed these strategies in terms of expected mean performance. As a case in point, Figure 5 compares CA, Consc ϩ SI (No. 2) with a biodata first-stage strategy, namely, Bio, SI (No. 12) . Notice that the biodata strategy has levels of AI at the 25% SR 1 comparable with those the best case cognitive ability strategy had at the 75% SR 1 . We note that the biodata strategy is expected to yield a similarly diverse but much stronger performing group of hires (job performance ϭ .56 vs. .37) than is the strategy that uses cognitive ability. The composition of this particular biodata example is significant as well, because it uses predictors that have moderate levels of subgroup differences and are moderately correlated, and it requires only two predictors to strike this balance. Moreover, it strikes a reasonable balance of the goals under highly selective conditions. This is an important finding. As it makes clear, the practitioner does not need to use numerous predictors, high SRs, or predictors that have zero or small subgroup differences and are uncorrelated (which, according to meta-analytic research, are rare) to simultaneously achieve reasonable levels of performance and minority hiring.
Conclusion
This study reinforced the trade-off observed in previous research, in that selection strategies that increase the proportion of minority hires generally do so at the expense of mean predicted performance. Thus, researchers who seek to maximize performance and minimize AI must give careful consideration to strategies for balancing these two goals. There are no simple, general rules for placing predictors with specific psychometric properties and validity in multistage systems in order to manage the trade-off. Sackett and Roth (1996) originally noted this in their simulation of uncorrelated predictors. The issue is even more complex when multiple correlated predictors are used in multistage strategies, yet such selection strategies are commonly used. Thus, simulations of this nature can be very informative for demonstrating the expected outcomes associated with various selection strategies.
This study fills a critical gap in the literature because of its more comprehensive approach to examining the complexity and interactive effects of the large number of characteristics that can affect performance and AI in multistage selection systems. Our approach included modeling of correlated predictors; composites in various stages; supplemental strategies; strategies that exclude cognitive ability altogether; strategies that optimize the use of a high-validity, zero-d predictor (integrity); and variation of the sequential ordering of the various predictors. We have provided considerable discussion around the relative merits of these various multistage strategies in a variety of selection environments (e.g., different levels of selectivity). We remind the reader that the results and conclusions of the present study are based on the psychometric properties modeled and that the use of predictor labels (e.g., biodata, cognitive ability) is merely illustrative. As such, the outcomes associated with Bio, SI, for example, will depend upon the psychometric properties associated with these two predictors in the specific selection context. Moreover, the results for Bio, SI generalize to the use of other predictors with similar psychometric properties.
The multistage strategies examined in the present study provided a much broader range of possibilities for use of a given set of predictors AIϭ adverse impact; JP ϭ job performance; CA ϭ cognitive ability; CONSC ϭ conscientiousness; SI ϭ structured interview; BIO ϭ biodata.
to address the trade-off. Simulation of two predictors (biodata and the structured interview) that are of comparable validity to cognitive ability but are correlated and have moderate levels of subgroup differences; another predictor (integrity) with comparable validity to cognitive ability but with no subgroup differences; and a small-d, less valid, and uncorrelated measure (conscientiousness) allowed us to increase the boundary conditions substantially beyond those modeled in previous studies (e.g., De Corte et al., 2006; Sackett & Roth, 1996) . As a result, the current study paints a much more complete picture than does previous research of the trade-offs associated with selection strategies that are likely to be used in practice (e.g., CA, SI ϩ Bio ϩ Consc) and those that may be particularly attractive to researchers and practitioners who seek a more effective way to balance the trade-offs (e.g., Integrity, CA ϩ SI). Ultimately, definition of a best balance strategy depends upon the selection context (e.g., possible predictors, SRs, feasibility of multistage process) and the goals of the organization (e.g., relative importance of diversity vs. performance). Our discussion of several significant trends in the Results section can help guide researchers and practitioners in developing a selection system that will achieve their specific organizational objective, particularly if that objective is a high performing and highly representative workforce. Although these results are too extensive to recap here, we offer some general insights for minimizing AI and balancing the performance and minority hiring objectives. When minimizing AI is the primary organizational objective, there are several important considerations to keep in mind. First and foremost, the trade-off literature indicates that the four-fifths standard for AI will rarely be met for single-stage strategies and only for very high (and generally uncommon) SRs (i.e., SRs Ͼ.70; Bobko et al., 1999; Roth et al., 2006; Schmitt et al., 1997) . Though the current simulation demonstrated that violations of the fourfifths rule were frequent for multistage strategies, these strategies were far more effective than were single-stage strategies in increasing minority hiring and eliminating AI. Moreover, singlestage strategies required the use of higher (less selective) net SRs in order to eliminate AI.
In addition, every strategy that modeled cognitive ability as the first-stage predictor resulted in a conclusion of AI, regardless of the method of operationalizing AI; however, AI can be eliminated by including cognitive ability in a second-stage composite, assuming certain conditions are met. To the extent that low first-stage SRs are appropriate for a given selection context (which they often are), the strategy of positioning the large-d predictor in the second-stage composite clearly dominates the strategies that placed the large-d predictor in the first-stage in meeting the AI goal. In fact, the results for most first-stage SRs revealed that considerably higher minority selection rates can be obtained by including the large-d predictor in a secondstage composite rather than as the first-stage predictor, and the associated loss in performance was relatively small.
Compared with multistage strategies, single-stage strategies were clearly less effective for balancing the goals. Although the addition of alternative predictors to a regression-weighted composite may do very little in terms of reducing AI (e.g., Potosky et al., 2005) , the current simulation demonstrated that positioning such a composite within the second stage of a multistage selection process can be much more effective for balancing the performance and diversity goals. Although the trade-off was apparent in our simulation, many of the multistage selection strategies yielded an acceptable balance between minority hiring and expected performance. Realizing that "an acceptable balance" in the face of the trade-off is necessarily subjective, we identified nine multistage selection strategies that did not result in AI and yielded performance estimates at least 1 standard deviation above the mean expected performance obtained in the present study. If one relies on the significance tests as a basis of AI conclusions, there were dozens more scenarios that struck an acceptable balance between minority hiring and performance. In fact, the current simulation demonstrated many different strategies in which a signal of AI can be avoided and performance can still be quite high. We believe these strategies are realistic in a general sense and are fairly generalizable.
There were several other noteworthy findings regarding the use of multistage strategies for balancing the trade-off. First, using a small-d predictor instead of a larger d predictor to mitigate the AI associated with screening on cognitive ability was not always the best strategy for minimizing AI. In fact, we modeled several situations in which strategies that supplemented cognitive ability with one and even two larger d predictors (e.g., biodata, structured interview) actually outperformed strategies that instead supplemented cognitive ability with a small-d predictor (i.e., conscientiousness). These strategies also dominated the smaller d, supplemental approach in the prediction of performance across all SRs.
Second, the present simulation represented a strong test of the widely held belief that presenting the large-d predictor in the first stage with an equal or lower level of selectivity than in the second stage will minimize AI. Although the large-d first-stage rule appears to be fairly generalizable, our simulation illustrates a few important points. First, there were two key exceptions to the rule: when the predictors were highly correlated and had a smaller disparity between predictor d levels and when composites were used in the second stage. In many cases under these conditions, the decision to position the large or larger d predictor in the first stage required the use of SRs that were much higher than the secondstage SR as opposed to merely equal to or higher than the secondstage SR in order to achieve better minority hiring rates.
From a practical perspective, this may not be feasible or desirable. In fact, the framing of this general rule in previous research implies that a first-stage administration of the large-d predictor is more desirable for the practitioner than is a second-stage administration, though this is not always the case. For example, the meta-analytic estimate of d for the structured interview is much larger than that observed for certain paper-and-pencil assessments, such as conscientiousness and integrity testing. Rarely, if ever, would it make sense to screen all applicants on an assessment that is labor intensive to conduct and score (e.g., structured interview) and then to administer paper-and-pencil assessments to the remaining pool of applicants in the second stage. In addition, the large-d first-stage strategy is conditional on use of high or higher first-stage SRs, and their use may be impractical in many selection contexts. Having to set a high first-stage SR means that one loses a key advantage of multistage selection, namely, the ability to save testing costs and administrative time. One also loses the ability to limit the unnecessary exposure of assessments in the second (or later) stages to unqualified candidates.
Moreover, the current results revealed that when composites are used in the second stage, the first-stage SR may need to be much higher than the second-stage SR (e.g., nearly twice as high) if one is to achieve better minority hiring rates with a large-d predictor in the first stage. With SR 1 ϭ 75% and a moderately large applicant pool (e.g., N ϭ 500), this means that a substantial number of applicants (e.g., 375) would proceed to the second stage of the process for further screening on multiple assessments. The financial costs and burden of screening this many applicants through assessments can be prohibitive and will be much higher than those of a lower first-stage SR.
Third, there is reluctance to exclude cognitive ability altogether from selection systems, primarily given the strong predictive validity of cognitive ability for a wide variety of jobs and practical advantages (i.e., the low cost and time for development, administration, and scoring). It was important to consider how cognitive ability scenarios performed in multistage selection systems. Although those strategies that included cognitive ability either in the first stage or in a composite (in either stage) did outperform most other strategies in predicting mean performance, these strategies resulted in fewer minority hires than when cognitive ability was excluded altogether. However, this simulation demonstrated the potential of multistage strategies to increase minority hiring with relatively little sacrifice in performance when predictors such as cognitive ability are used.
Finally, previous studies have typically focused on strategies that include cognitive ability and that supplement the selection system with less adverse predictors when they model the trade-off. Our simulation examined numerous strategies that did not include cognitive ability and illustrated the potential of such noncognitive strategies for simultaneously achieving the performance and diversity goals. In fact, under many practical conditions, noncognitive strategies outperformed cognitive ability strategies not only in minimizing AI but in maximizing performance (e.g., Integrity, Bio ϩ SI). This is a new and important finding.
Current results clearly illustrated that the four-fifths rule and the Fisher exact test were frequently in disagreement for moderately large applicant pools (N ϭ 500) under realistic selection conditions (i.e., moderate-to-low SR net , moderate-to-low levels of minority representation in the pool); however, there was better convergence between the four-fifths rule and the more powerful Z IR test. There appears to have been a sizable percentage of false positives for the four-fifths rule, but it was not as high as the Fisher exact test would suggest. The majority of the four-fifths violations that were flagged as false positives by the Z IR test would not have violated the four-fifths rule had 1 additional minority applicant (and 1 less majority applicant) been selected. Significance tests are intended to control for Type I errors resulting from the four-fifths rule; however, a lack of power can trigger a false negative for significance testing. Although power could have been increased in the present simulation by changing certain parameters (i.e., model much larger applicant pools, use higher overall SRs, increase minority representation in the pool), we felt this would diminish the practical contribution of the simulation. That is, the conditions modeled were intended to reflect conditions that researchers and practitioners are more likely to face, where low power is frequently an unavoidable reality. To increase the generalizability of the simulation results, we wanted to model selection contexts that researchers and practitioners frequently encounter and to provide a better idea of what we can expect to see when various selection strategies are modeled under these conditions. We encourage researchers and practitioners to consider higher power significance tests (e.g., Z IR ) when they examine AI for smaller or more selective pools.
Limitations and Future Research
The findings of the present study (and simulations of this nature) are limited to the specific parameters modeled: in this case, predictor subgroup differences, validity, predictor intercorrelations, and SRs (both net and stage-specific SRs). Meta-analytic estimates were used for practical reasons. Our choice of meta-analytic estimates of subgroup differences, validity, and intercorrelations for particular predictors might be criticized because other values could have been used (e.g., Potosky et al., 2005) ; however, it is the range of these key predictor properties that is important for studies of this nature. That is, it is the trends observed when key properties are manipulated across various scenarios-in this case, the impact of selection strategy on minority hiring and expected performance-that are instructive, and modeling a wide range of validities, subgroup differences, and intercorrelations that were practically relevant increases our understanding of the trade-off and the overall generalizability of the results. Moreover, our conclusions will hold for any set of predictors with similar properties (e.g., situational judgment test, physical ability test) in multistage selection systems.
Although we chose to model meta-analytic estimates of commonly utilized and researched predictors and occasionally referred to these predictors using terms such as biodata and structured interview in our discussion, these are merely labels intended to facilitate the communication of the results. The reader might be tempted to conclude, for example, that screening on integrity in the first stage and selecting on a structured interview in the second stage (one of the best balance scenarios presented in Table 7) would not produce AI. We caution the reader not to do so. Indeed, the actual validities, subgroup differences, intercorrelations, and effects of range restriction in operational selection settings will likely not be the same as those reported in any meta-analytic studies, due to factors such as sample specificity and test construction.
We recognize concerns that the specific predictors we modeled confound the method/construct distinction (Arthur & Villado, 2008; Edwards & Arthur, 2007) . That is, we compared cognitive ability, conscientiousness, and integrity, which are psychological constructs that can be measured using a variety of methods (e.g., paper-andpencil, simulation, interview), with structured interview, which is a method that can be used to measure a variety of constructs (e.g., conscientiousness, cognitive ability, social skills). As such, to the extent that interviews are designed to measure cognitively loaded constructs, an interview may produce large subgroup differences and may not be an effective alternative predictor.
We also note that the trade-off might well differ on the basis of how performance is operationalized. Our meta-analytic estimates of validity are task based. Validity estimates may be different with other criterion dimensions (e.g., Borman, Penner, Allen, & Motowidlo, 2001) . Although task performance is the most widely used operationalization of job performance, organizational citizenship behaviors (OCBs), counterproductive work behaviors, innovation, adaptive performance, and many other work behaviors have been used to defined job performance. These performance dimensions share differential relationships with the predictors simulated in the present study. We decided not to manipulate performance dimensions in the present study for several reasons. Most alternative performance dimensions (i.e., OCBs, adaptive performance, or innovation) are infrequently used to validate selection tests because they are not likely to emerge from a job analysis (e.g., most OCBs are not job related). In addition, these dimensions are not widely researched in relation to selection, such that the validity estimates and/or subgroup differences are unknown for some of our predictors (e.g., counterproductive work behaviors, innova-tion). In addition, given all of the variables that were manipulated in the current simulation, the addition of even one more dimension of job performance would have obfuscated an already complex study. Researchers could use the results of the present study as a basis for dropping some of our manipulations and instead manipulate those features that had the greatest impact on the trade-off (e.g., predictor intercorrelations, SR). Such studies could allow researchers to manipulate job performance and provide information on the trade-off for different criterion dimensions in a complex set of simulations.
In sum, the current simulation provides a wealth of information with which to better understand the performance and AI outcomes associated with a wide variety of selection strategies. This information is instructive for practitioners who seek to strike a better balance between these key outcomes. We modeled several strategies that represent a more acceptable balance of the AI and performance goals than has been previously modeled and recommended in previous research. The best balance strategies (presented in Table 7 ) reflect a variety of selection situations that a practitioner may face. Specifically, the current simulation revealed best balance strategies when the desired assessments all have moderate levels of subgroup differences (No. 12), when cognitive ability is included (Nos. 15, 17, 18, 21, 33) and when a three-stage process is used (No. 33). These best balance strategies are generalizable to a number of realistic selection situations.
The balance for selection systems that do not contain zero-d or small-d predictors but instead consist of moderate-d predictors, such as biodata and the structured interview, is particularly instructive for practitioners, given that many selection tools are likely to have some degree of subgroup differences. Practically speaking, implementing one of these best balance predictor combinations (e.g., Bio, SI) with a low first-stage SR is very appealing. For one thing, most organizations prefer the use of structured interviews and already utilize them; many also use some form of biodata measure. From a utility perspective, a low first-stage SR maximizes the practical benefits of using biodata measures, such as the relatively low cost of administration and the ability to conduct large-scale testing, and at the same time minimizes the increased financial and time expense associated with conducting interviews. As such, the current study identified several multistage strategies that are clearly more desirable to practitioners who seek a practical selection system that will yield a high-performing and highly representative workforce.
