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Abstract
While recent continual learning methods largely alleviate the catastrophic problem
on toy-size datasets, there are issues that remain to be tackled in order to apply them
to real-world problem domains. First, a continual learning model should effectively
handle catastrophic forgetting and be efficient to train even with large number
of tasks. Secondly, it needs to tackle the problem of order-sensitivity, where the
performance of the tasks largely vary based on the order of the task arrival sequence,
as it may cause serious problems where fairness plays a critical role (e.g. medical
diagnosis). To tackle these practical challenges, we propose a novel continual
learning method that is scalable as well as order-robust, which instead of learning
a completely shared set of weights, represents the parameter for each task as a
sum of task-shared and sparse task-adaptive parameters. With our hierarchically
decomposed networks (HDN), the task-adaptive parameters for earlier tasks remain
mostly unaffected, where we update them only to reflect the changes made to the
task-shared parameters. This decomposition of parameters effectively prevents
catastrophic forgetting and order-sensitivity, while being computation- and memory-
efficient. Further, with hierarchical knowledge consolidation which clusters the
task-adaptive parameters to obtain hierarchically shared parameters, HDN becomes
highly scalable. We validate HDN on multiple benchmark datasets against state-
of-the-art continual learning methods, which it largely outperforms in accuracy,
efficiency, scalability, and order-robustness.
1 Introduction
Continual learning [14], or lifelong learning, is a learning scenario where a model is incrementally
updated over a sequence of tasks, potentially performing knowledge transfer from earlier tasks to
later ones. Building a successful continual learning model may lead us one step further to building a
general artificial intelligence, since the learning over numerous tasks in a long-term time period is an
important aspect of human intelligence. Continual learning is often formulated as an incremental
/ online multi-task learning that models complex task-to-task relationships, either by sharing basis
vectors in linear models [4, 11] or weights in neural networks [8]. One problem that arises here
is that as the model learns on the new tasks, it could forget what it learned for the earlier tasks,
which is known as the problem of catastrophic forgetting. Many recent work in continual learning of
deep networks [2, 7, 8, 13] tackle this problem by introducing advanced regularizations to prevent
drastic change of network weights. Yet, when the model should adapt to large number of tasks, the
interference between task-specific knowledge is inevitable with fixed network capacity. Recently
introduced expansion-based approaches handle this problem by expanding the network capacity as
they adapt to new tasks [1, 10, 16]. These recent advances have largely alleviated the catastrophic
forgetting problem, at least with small number of tasks.
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Figure 1: Description of crucial challenges for continual learning with Omniglot dataset experiment. Catas-
trophic forgetting: Model should not forget what it has learned about previous tasks. Scalability: The increase
in network capacity with respect to the number of tasks should be minimized. Order sensitivity: The model
should have similar final performance regardless of the task order. Our model, Hierarchically Decomposed
Networks, effectively solves these three problems.
However, to deploy continual learning to real-world systems, there are a number of issues that should
be resolved. First, in practical scenarios, the number of tasks that the model should train on may be
large. In the lifelong learning setting, the model may even have to continuously train on unlimited
number of tasks. Yet, conventional continual learning methods have not been verified for its scalability
to large number of tasks, both in terms of effectiveness in prevention of catastrophic forgetting, and
efficiency as to memory usage and computations (See Figure 1 (a), and (b)).
Another important but relatively less explored problem, is the problem of task order sensitivity, which
describes the performance discrepancy with respect to the task arrival sequence (See Figure 1 (c)).
The task order that the model trains on has large impact on the individual task performance as well as
the final performance, not only because of the model drift coming from the catastrophic forgetting,
but due to the unidirectional knowledge transfer from earlier tasks to later ones. This order-sensitivity
could be highly problematic if fairness across tasks is important (e.g. disease diagnosis).
To handle these practical challenges, we propose a novel continual learning model, Hierarchically
Decomposed Networks (HDN). One of the most important feature of HDN is that the model has its
parameters decomposed into task-shared and task-specific parameters. At each arrival of the task to
a HDN, it will try to maximally utilize the task-shared parameters, and will learn the incremental
difference that cannot be explained by the shared parameters using sparse task-adaptive parameters.
Even further, since having a single set of shared parameters will not effectively utilize the varying
degree of knowledge sharing structure among the tasks, we periodically regroup task-adaptive
parameters to obtain hierarchically shared parameters (See Figure 2).
This decomposition of generic and task-specific knowledge has clear advantage in tackling the
previously mentioned problems. First, HDN will largely alleviate catastrophic forgetting, since
learning on later tasks will have no effect on the task-adaptive parameters for the previous tasks,
and will update the task-shared parameters only with generic knowledge. Secondly, since HDN
does not increase the intrinsic network complexity unlike existing expansion-based approaches, it is
memory-efficient, and even more so with hierarchically shared parameters. It also trains fast since
it does not require multiple rounds of retraining. Moreover, it is order-robust since the task-shared
parameters could stay relatively static and will converge to a solution rather than drift away upon the
arrival of each task. With additional mechanism to retroactively update task-adaptive parameters, it
can further alleviate the order-sensitivity from unidirectional knowledge transfer as well.
We validate our methods on several benchmark datasets for continual learning while comparing
against state-of-the-art continual learning methods and obtain significantly superior performance to
them with minimal increase in network capacity, while being scalable and order-robust.
The contribution of this paper is threefold:
• We tackle practically important and novel problems in continual learning that have been
overlooked thus far, such as scalability and order robustness.
• We introduce a novel framework for continual deep learning that effectively prevents
catastrophic forgetting, and is highly scalable and order-robust, which is based on the
decomposition of the network parameters into shared and task-adaptive parameters.
• We perform extensive experimental validation of our model on multiple datasets against
recent continual learning methods, whose results show that our method is significantly
superior to them in terms of the accuracy, efficiency, scalability, as well as order-robustness.
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Figure 2: An illustration of Hierarchically Decomposed Networks (HDN) for continual learning. HDN effec-
tively prevents catastrophic forgetting and suppresses order-sensitivity by decomposing the model parameters
into shared σ and task-adaptive τ t, which will let later tasks to only update shared knowledge. Mt is the
task-adaptive mask on σ to access only the relevant knowledge. Sparsity on τ t and hierarchical knowledge
consolidation which hierarchically rearranges the shared parameters greatly enhances scalability.
2 Related work
Continual Learning The literature on continual (lifelong) learning [14] is vast [11] as it is a
long-studied topic, but we only mention the most recent and relevant works. Most continual deep
learning approaches are focused on preventing catastrophic forgetting, in which case the retraining
of the network for new tasks shifts the distribution of the learned representations. A simple yet
effective regularization is to enforce the representations learned at the current task to be closer to
ones from the network trained on previous tasks [8]. A more advanced approach is to employ deep
generative models to compactly encode task knowledge [13] and generate samples from the model
later when learning for a novel task. Kirkpatrick et al. [2], and Schwarz et al. [12] proposed to
regularize the model parameter for the current tasks with parameter for the previous task via Fisher
information matrix, to find a solution that works well for both tasks, and Lee et al. [7] introduces a
moment-matching technique with a similar objective. Cuong et al. [9] formulates continual learning
as a sequential Bayesian update and use coresets, which contain important samples for each observed
task to mitigate forgetting when estimating the posterior distribution over weights for the new task.
Dynamic Network Expansion Even with well-defined regularizers, it is nearly impossible to
completely avoid catastrophic forgetting, since in practice, the model may encounter unlimited
number of tasks. An effective way to tackle this challenge is by dynamically expanding the network
capacity to handle new tasks. Dynamic network expansion approaches have been introduced in earlier
work such as Zhou et al. [17], which proposed an iterative algorithm to train a denoising autoencoder
while adding in new neurons one by one and merging similar units. Rusu et al. [10] proposed to
expand the network by augmenting each layer of a network by a fixed number of neurons for each task,
while keeping the old weights fixed to avoid catastrophic forgetting. Yet, this approach often results
in a network with excessive size. Yoon et al. [16] proposed to overcome these limitations via selective
retraining of the old network while expanding each of its layer with only the necessary number of
neurons, and further alleviate catastropihc forgetting by splitting and duplicating the neurons. Xu
et al. [15] proposed to use reinforcemetn learning to decide how many neurons to add. Our model
also perform dynamic network expansion as the previous expansion-based methods, but instead of
adding in new units, it adds task-specific parameter to each unit. Further, the capacity increase is kept
minimal with sparsity on the task-specific parameters and hierarchically shared parameters.
3 Continual Learning with Hierarchically Decomposed Networks
In a continual learning setting, we assume that we have sequence of tasks {T1, . . . , TT } arriving
to a deep network in a random order. We denote the dataset of the tth task as Dt = {xit,yit}Nti=1,
where xit and y
i
t are i
th instance and label among Nt examples. We further assume that they
become inaccesible after step t. The set of parameters for the network at step t is then given as
Θt = {θlt}, where {θlt} represents the set of weights for each layer l; we omit the layer index
l when the context is clear. Then the training objective at the arrival of task t can be defined as
follows: minimizeΘt L (Θt;Θt−1, Dt)+λR(Θt), whereR(·) is a regularization term on the model
parameters. In the next paragraph, we introduce our continual learning framework with task-adaptive
parameter decomposition and hierarchical knowledge consolidation.
3
Hierarchically Decomposed Networks To minimize the effect of catastrophic forgetting and the
amount of newly introduced parameters with network expansion, we propose to decompose θ into a
task-shared parameter matrix σ and a task-adaptive parameter matrix τ , that is, θt = σ ⊗Mt + τ t
for task t, where the masking variableMt acts as an attention on the task-shared parameter to guide
the learner to focus only on the parts relevant for each task. This decomposition allows to easily
control the trade-off between semantic drift and predictive performance of a new task by imposing
separate regularizations on decomposed parameters. When a new task arrives, we encourage the
shared parameters σ to be properly updated, but does not deviate much from the previous shared
parameters σ(t−1). At the same time, we enforce the capacity of τ t to be as small as possible, by
making it sparse. The objective function for this decomposed parameter model is given as follows:
minimize
σ,τ t,vt
L ({σ ⊗Mt + τ t};Dt) + λ1‖τ t‖1 + λ2‖σ − σ(t−1)‖22, (1)
where L denotes a loss function, σ(t−1) denotes the shared parameter before the arrival of the current
task t, ‖ · ‖1 indicates an element-wise `1 norm defined on the matrix, and λ1, λ2 are hyperparameters
balancing between efficiency vs. catastrophic forgetting. We use `2 transfer regularization to prevent
catastrophic forgetting, but we could use other types of regularizations as well, such as Elastic
Weight Consolidation [2]. The masking variableMt is a sigmoid function with a learnable parameter
vt, which is applied to output channels or neurons of σ in each layer. We name our model with
decomposed network parameters as Hierarchically Decomposed Networks (HDN).
The proposed decomposition in (1) makes continual learning efficient, since at each task we only
need to learn a very sparse τ t that accounts for task-specific knowledge that cannot be explained
with the transformed shared knowledge σ ⊗Mt. Thus, in a way, we are doing residual learning
with τ t. Further, it helps the model achieve robustness to the task arrival order, because semantic
drift occurs only through the task-shared parameter that corresponds to generic knowledge, while the
task-specific knowledge learned from previous tasks are kept intact. In the next section, we introduce
additional techniques to achieve even more task-order robustness and efficiency.
Order Robust Continual Learning with Retroactive Parameter Updates We observe that a
naive update of the shared parameters may induce semantic drift in parameters for the previously
trained tasks which will yield an order-sensitive model, since we do not have access to previous task
data. In order to provide high degree of order-robustness, we impose an additional regularization to
further prevent parameter-level drift without explicitly training on the previous tasks.
To achieve order-robustness in (1), we need to retroactively update task adaptive parameters of the
past tasks to reflect the updates in the shared parameters at each training step, so that all previous
tasks are able to maintain their original solutions. Toward this objective, when a new task t arrives,
we first recover all previous parameters (θi for task i < t): θ∗i = σ
(t−1) ⊗M(t−1)i + τ (t−1)i and
then update τ 1:t−1 by constraining the combined parameter σ ⊗Mi + τ i to be close to θ∗i . The
learning objective for the current task t is then described as follows:
minimize
σ,τ1:t,v1:t
L ({σ ⊗Mt + τ t};Dt) + λ1
t∑
i=1
‖τ i‖1 + λ2
t−1∑
i=1
‖θ∗i − (σ ⊗Mi + τ i)‖22. (2)
Compared to (1), the task-adaptive parameters of previous tasks now can be retroactively updated to
minimize the parameter-level drift. This formulation also constrains the update of the task-shared
parameters to consider order-robustness.
Hierarchical Knowledge Consolidation The objective function in (2) does not directly consider
local sharing among the tasks, and thus it will inevitably result in the redundancy of information in
the task-adaptive parameters. To further minimize the capacity increase, we perform a process called
hierarchical knowledge consolidation to group relevant task-adaptive parameters into a task-shared
parameter (See Figure 2). We first group all tasks into K disjoint sets {Gg}Kg=1 using K-means
clustering on {τ i}ti=1, then decompose the task-adaptive parameters in the same group into locally-
shared parameters σ˜g and sparsified task-adaptive parameters {τ i}i∈Gg by simply computing the
amount of value discrepancy in each parameter as follows:
• If max {τ i,j}i∈Gg −min {τ i,j}i∈Gg ≤ β, then {τ i,j}i∈Gg = 0 and σ˜g,j = µg,j
• Else, σ˜g,j = 0,
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Algorithm 1 Continual learning with Hierarchically Decomposed Networks
input Dataset D1:T and hyperparameter λ,m, s,K = k
output σ(T ), v1:T , σ˜1:K , and τ 1:T
1: Let σ(1) = θ1, and optimize for the task 1
2: for t = 2, ..., T do
3: for i = 1, ..., t− 1 do
4: Restore θ∗i = σ
(t−1) ⊗M(t−1)i + τ˜ (t−1)i
5: end for
6: Minimize (3) to update σ and {τ i,vi}ti=1
7: if t mod s = 0 then
8: Group all tasks into K disjoint sets, {Gg}Kg=1
9: for g = 1, ...,K do
10: Decompose {τ˜ i}i∈Gg into σ˜g and {τ i}i∈Gg
11: end for
12: Delete old σ˜ and K = K + k
13: end if
14: end for
where τ i,j denotes the jth element of the ith task-adaptive parameter matrix, and µg is the cluster
center of group Gg . We increase K at fixed s intervals during training, as we may need more number
of locally shared parameters σ˜g as we train on. Then, our final objective function is given as follows:
minimize
σ,τ1:t,v1:t
L ({σ ⊗Mt + τ t};Dt) + λ1
t∑
i=1
‖τ i‖1 + λ2
t−1∑
i=1
‖θ∗i − (σ ⊗Mi + τ˜ i)‖22,
where τ˜ i = τ i + σ˜g for i ∈ Gg,
(3)
Algorithm 1 describes the training of our HDN model.
Selective task forgetting In practical scenarios, some of earlier learned tasks may become irrelevant
as we continually train the model. For example, when we are training a product identification model,
recognition of discontinued products will be unnecessary. In such situations, we may want to forget
the earlier tasks in order to secure network capacity for later task learning. Unfortunately, existing
continual learning methods cannot effectively handle this problem, since the removal of some features
or parameters will also negatively affect the remaining tasks as their parameters are entangled. Yet,
with HDNs, forgetting of a task t can be done by dropping out the task adaptive parameters τ t.
Trivially, this will have absolutely no effect on the task-adaptive parameters of the remaining tasks.
4 Experiment
We now validate HDN on multiple datasets against state-of-the-art continual learning methods.
4.1 Datasets
1) CIFAR-100 Split. This dataset [3] consists images from 100 generic object classes. We split the
classes into 10 groups, and consider 10-way multi-class classification in each group as a single task
to obtain 10 tasks. We use 3 random training/validation/test splits of 4, 000/1, 000/1, 000 samples.
2) CIFAR-100 Superclass. This dataset consists of images from 20 superclasses of the CIFAR-100
dataset, where each superclass consists of 5 different but semantically related classes. For each task,
we use 3 random training/validation/test splits of 2, 000/500/500 samples.
3) Omniglot-rotation. This dataset [5] contains OCR images of 1, 200 characters (we only use the
training set) from various writing systems for training, where each class has 80 images, including 0,
90, 180, and 270 degree rotations of the original images. We use this dataset for large-scale continual
learning experiments, by considering the classification of 12 classes as a single task, obtaining 100
tasks in total. For each class, we use 3 random training/test splits of 60/20 samples.
We use a modified version of LeNet-5 [6] as base networks. For experiments on more datasets, and
detailed descriptions of the architecture and task order sequences, please see the supplementary file.
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Table 1: Experiment results on CIFAR-100 Split and CIFAR-100 Superclass datasets. The results are the mean
accuracies over 3 run of experiments with random splits, performed with 5 different task order sequences. STL
is the single-task learning model that trains a separate network for each task independently.
CIFAR-100 Split CIFAR-100 Superclass
Methods Capacity Accuracy AOPD MOPD Capacity Accuracy AOPD MOPD
STL 1,000% 63.75% 0.98% 2.23% 2,000% 61.00% 2.31% 3.33%
L2T 100% 48.73% 8.62% 17.77% 100% 41.40% 8.59% 20.08%
EWC [2] 100% 53.72% 7.06% 15.37% 100% 47.78% 9.83% 16.87%
P&C [12] 100% 53.54% 6.59% 11.80% 100% 48.42% 9.05% 20.93%
PGN [10] 174% 55.71% 6.48% 11.10% 300% 48.15% 12.95% 19.27%
DEN [16] 181% 57.38% 8.33% 13.67% 191% 51.10% 5.35% 10.33%
RCL [15] 181% 55.26% 5.90% 11.50% 184% 51.99% 4.98% 14.13%
HDN-Fixed 132% 59.32% 2.43% 4.03% 128% 55.75% 3.16% 6.80%
HDN(1) 134% 59.93% 2.12% 3.43% 133% 56.76% 3.02% 6.20%
HDN(2) 135% 60.74% 1.79% 3.43% 130% 56.81% 2.85% 5.73%
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Figure 3: Accuracy over efficiency of expansion-based continual learning methods and our methods. We report
performance over capacity and performance over training time on both datasets.
4.2 Baselines and Our Models
1) L2-Transfer. Deep neural networks trained with the L2-transfer regularizer λ‖θt − θt−1‖2F when
training for task t. 2) EWC. Deep neural networks regularized with Elastic Weight Consolidation [2].
3) P&C. Deep neural networks with two-step training: Progress, and Compresss [12]. 4) PGN.
Progressive Neural Networks [10] which constantly increases the network size by k neurons with
each task. 5) DEN. Dynamically Expandable Networks [16] that selectively retrain and dynamically
expand the network size by introducing new units and duplicating neurons with semantic drift. 6)
RCL. Reinforced Continual Learning proposed in [15] which adaptively expands units at each layer
using reinforcement learning. 7) HDN-Fixed. HDN without the retroactive update of the previous
task-adaptive parameters (Eq. (1)). 8) HDN(1). Hierarchically Decomposed Network with depth 1,
whose parameter is decomposed into task-shared and task-adaptive parameters. 9) HDN(2). HDN
with depth 2, that also has locally shared parameters from hierarchical knowledge consolidation.
4.3 Quantitative Evaluation
Task-average performance We first validate the final task-average performance after the comple-
tion of continual learning. To perform fair evaluation of performance that is not order-dependent, we
report the performance of each model on three random trials over 5 different task sequences over all
experiments. Table 1 shows that HDN variants outperform all baselines by impressive margins in
accuracy. We attribute this performance gain to two features. First, HDN uses neuron(filter)-wise
masking on the shared parameters, which allows it to focus only on parts that are relevant to the
task at the current training stage. Secondly, HDN updates the previous task-adaptive parameters
to reflect the changes made to the shared parameters, to perform retroactive knowledge transfer.
HDN-Fixed, without this retroactive updates, slightly performs worse. HDN(2) outperforms HDN(1)
since it further allows local knowledge transfer with hierarchically shared parameters. Moreover,
when compared with expansion based baselines, our methods yield considerably higher accuracy with
lower capacity (Figure 3). This efficiency comes from the task-adaptive performing only residual
learning for each task with minimal capacity increase, while maximally utilizing the task-shared
parameters.
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Figure 4: Performance disparity of baseline continual learning baselines and our models on CIFAR-100 Split.
Top row: Accumulated accuracy for each task sequence. Bottom row: Per-task accuracy for each task sequence.
We further validate the efficiency of our methods in terms of training time. Existing continual learning
approaches with network expansion are slow to train. DEN should be trained with multiple steps,
namely selective retraining, dynamic network expansion and split/duplication, each of which requires
retraining of the network. RCL is trained with reinforcement learning, which is inherently slow since
the agent should determine exactly how much neurons to add at each layer in a discrete space. PGN
trains much faster, but the model increases the fixed number of neurons at each layer when new task
arrives, resulting in overly large networks. On the contrary, HDN, although it requires to update the
previous task-adaptive parameters, is still in a single training step. Figure 3 shows that both HDN(1)
and HDN(2) have training time comparable to the base model, with marginal increase.
Order fairness in continual learning We now evaluate the order-robustness of our model in
comparison to the existing approaches. We first define an evaluation metric for order-sensitivity for
each task t, which we name as Order-normalized Performance Disparity (OPD), as the disparity
between its performance on R random task sequences:
OPDt = max(P
1
t , ..., P
R
t )−min(P
1
t , ..., P
R
t ) (4)
where P
r
t denotes the performance of task t to the task sequence r. Then we define the Maximum
OPD as MOPD = max(OPD1, ..., OPDt), and the Average OPD as AOPD = 1T
∑T
t=1OPDt,
to evaluate order-robustness on the entire task set. A model that is sensitive to the task sequence order
will have high MOPD and AOPD, and an order-robust model will have low values for both metrics.
In table 1, we show the experimental results on order-robustness for all models, obtained on 5 random
sequences. We observe that expansion-based continual learning methods are more order-robust than
fixed-capacity methods, owing to their ability to introduce task-specific units, but they still suffer from
large degree of performance disparity due to asymmetric direction of knowledge transfer from earlier
tasks to later ones. On the other hand, HDN variants obtain significantly low MOPD and AOPD
compared to baseline models that have high performance disparity between task sequences given in
different orders. HDN(1) and HDN(2) are more order-robust than HDN-Fixed, which suggests the
effectiveness of the retroactive updates of τ 1:t−1. Figure 4 further shows how the accumulated and
per-task performance of each model changes to task sequences of three different order. We observe
that our models show the least disparity in performance to the order of the task sequence.
Preventing catastrophic forgetting We show the effectiveness of HDN on its prevention of catas-
trophic forgetting by examining how the model performance on earlier tasks change as new task
arrives. Figure 5, a) - c) show the results on task 1, 6, 11 from CIFAR-100 Superclass, which has
20 tasks in total. HDN variants do not show any sign of catastrophic forgetting, although their
performances marginally change with the arrival of each task. In fact, HDN(2) even improves on task
6 (by 0.40%p) as it learns on later tasks, which is possible both due to update of shared parameters
and retroactive update of the task-adaptive parameters for earlier tasks, that lead to better solutions.
Selective task forgetting To show that HDN can perform selective task forgetting without any harm
on the performance of non-target tasks, in Figure 5, d, e), we report the performance change in Task
1-5 when removing parameters for Task 3 and 5. As shown, there is no performance degeneration on
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Figure 5: a)-c) Catastrophic Forgetting on CIFAR-100 Superclass: Performance of our models on the 1st,
6th,and 11th task during continual learning. d)-e) Task Forgetting on CIFAR-100 Split: Per-task Performance
of HDN(1) (T1:5) when 1st task is dropped during continual learning.
Models Capacity Accuracy AOPD MOPD
STL 10,000% 82.13% 2.79% 5.70%
L2T 100% 63.46% 13.35% 24.43%
1,599% 64.65% 11.35% 27.23%
EWC 100% 67.48% 14.92% 32.93%
1,599% 68.66% 15.19% 40.43%
PGN 1,045% 73.65% 6.79% 19.27%
1,543% 79.35% 4.52% 10.37%
HDN(2) 649% 81.20% 4.09% 9.44%
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Figure 6: Left: Performance comparison with several benchmarks on Omniglot-rotation, where the performance
of DEN and RCL are not reported due to their inefficiencies to large-scale continual learning. Right: The
number of the parameters which is obtained during course of training on Omniglot-rotation.
non-target tasks, which is expected since dropping out a task-adaptive parameter for a specific task
will not affect the task-adaptive parameters for the remaining tasks. This ability to selectively forget
is another important advantage of our model that makes it practical in lifelong learning scenarios.
Large-scale continual learning We further validate the scalability of our model with large-scale
continual learning experiments on Omniglot dataset, which has 100 tasks. We do not compare against
DEN or RCL for this experiment since they were are impractically slow to train. Figure 6 (Left)
shows the results of this experiment. For PGN, we restrict the maximum number of links to the
adapter to 3 in order to avoid it from establishing exponentially many connections. We observe that
continual learning models achieve significantly low performance and high OPDs compared to single
task learning. On the contrary, our model outperforms them by large amount, obtaining performance
that is almost equal to STL which uses 10 times more network parameters. To show that our model
scales well, we plot the number of parameters for our models as a function of number of task in
Figure 6 (Right). The plot shows that our HDN scales well, showing logarithmic growth in network
capacity (the number of parameters), while PGN shows linear growth. This result suggests that our
model is largely effective and highly efficient especially in large-scale continual learning scenarios.
5 Conclusion
We proposed a novel continual learning model with hierarchically decomposed network parameters,
where the task-shared parameters capture knowledge generic across tasks and the task-adaptive
parameters capture incremental differences over them to capture task-specific idiosyncrasies. This
knowledge decomposition naturally solves the catastrophic forgetting problem since the task-adaptive
parameters for earlier tasks will remain intact, and is significantly more efficient compared to
expansion-based approaches, since the task-adaptive parameters are additive and do not increase the
number of neurons or filters. Moreover, we also introduce and tackle a novel problem we refer to
as task order sensitivity, where the performance for each task varies sensitively to the order of task
arrival sequence; with our model, the shared parameters will stay relatively static regardless of the
task order, and retroactive updates of the task-adaptive parameters prevent them from semantic drift.
With extensive experimental validation, we showed that our model obtains impressive accuracy gains
over the existing continual learning approaches, while being memory- and computation-efficient,
scalable to large number of tasks, and order-robust. We hope that our paper initiates new research
directions for continual learning on the relatively unexplored problems of scalability, task-order
sensitivity, and selective task forgetting.
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A Appendix
We introduce detailed experiment settings for our Hierarchically Decomposed Networks (HDN).
Also, we provide experimental results including additional quantitative analysis and ablation study
for our model.
A.1 Experiment Settings
In this section, we describe experimental details for our models. We used exponential learning
rate decay at each epoch and all models are applied on weight decay with λ = 1e−4 all parameters.
All described conditions are obtained from validation set. For MNIST-Variation, we used two-
layered feedforward networks with 312, 128 neurons. Training epochs are 50 for all models. λ1 =
[2e−4, 1e−4] on HDN.
For CIFAR-100 Split and CIFAR-100 Superclass, we used LeNet with 20-50-800-500 neurons.
Training epochs are 20 for all models. λ1 = [6e−4, 4e−4]. We equally set λ2 = 100, also K=2 per 5
tasks, and β=1e−2 for hierarchical knowledge consolidation on MNIST-Variation, CIFAR-100 Split,
and CIFAR-100 Superclass.
For Omniglot, we used LeNet with 10-20-500-300 neurons as default. And to show the performance
EWC with larger network capacity, we used LeNet with 64-128-2500-1500 neurons. Training epochs
are 100 for all models, and λ1 = [4e−4, 2e−4], and λ2 = 100, and 1K for HDN. We set K=3 per
10 tasks, and β=1e−4 for hierarchical knowledge consolidation. Note that we use an additional
technique that update only largely changed θi where i < t to enhance faster training and simplify the
loss function for large-scale continual learning. If some of learnt tasks are considerably relevant to
current task, it might do not required to re-update θi. This selective update rule helps the model skip
these meaningless update procedure.
To estimate order robustness, we used 5 different orders on all experiments. For the case of MNIST-
Variation and CIFAR-100 Split, we select random generated orders as follows:
• orderA: [0, 1, 2, 3, 4, 5, 6, 7, 8, 9]
• orderB: [1, 7, 4, 5, 2, 0, 8, 6, 9, 3]
• orderC: [7, 0, 5, 1, 8, 4, 3, 6, 2, 9]
• orderD: [5, 8, 2, 9, 0, 4, 3, 7, 6, 1]
• orderE: [2, 9, 5, 4, 8, 0, 6, 1, 3, 7]
For CIFAR-100 Superclass, we select random generated orders as follows:
• orderA: [0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]
• orderB: [15, 12, 5, 9, 7, 16, 18, 17, 1, 0, 3, 8, 11, 14, 10, 6, 2, 4, 13, 19]
• orderC: [17, 1, 19, 18, 12, 7, 6, 0, 11, 15, 10, 5, 13, 3, 9, 16, 4, 14, 2, 8]
• orderD: [11, 9, 6, 5, 12, 4, 0, 10, 13, 7, 14, 3, 15, 16, 8, 1, 2, 19, 18, 17]
• orderE: [6, 14, 0, 11, 12, 17, 13, 4, 9, 1, 7, 19, 8, 10, 3, 15, 18, 5, 2, 16]
For Omniglot dataset, we omit the sequence of random generated orders for readability.
A.2 Experimental Results on MNIST-Variation
We validate our model on additional dataset, MNIST-Variation. This dataset consists of images of
handwritten digits from 0 to 9 from MNIST dataset. However, this dataset is more challenging than
the original MNIST dataset, as the images are rotated and include noise in the background. We use
10,000/2,000/3,000 images for train/val/test split for each class. We let each task to be one-versus-rest
binary classification, using each class as positive examples and the rest as negatives. We measure
the performance as AUROC on the MNIST-Variation since each task is an one-versus-rest binary
classification. Table A.3 shows that HDN variants outperform other strong baselines in both terms
of AUROC and OPDs. It shows that HDN with a feedforward neural network performs well as in a
convolutional network.
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Table A.2: Training time (in seconds)comparison for expandable continual learning methods on
MNIST-Variation, CIFAR-100 Split, and CIFAR-100 Superclass, where the running time is measured
on Titan X (Pascal).
Methods MNIST-Variation. CIFAR-100 Split CIFAR-100 Superclass
L2T 129 113 106
PGN 135 132 293
DEN 2590 1624 2592
RCL 5687 2723 3381
HDN(1) 242 227 382
HDN(2) 250 235 382
Table A.3: Experiment results of all methods on MNIST-Variation dataset. The results are the mean AUROC
over experiments performed on 5 different task order sequences with 3 random trials.
Methods Capacity AUROC AOPD MOPD
STL 1,000% 80.33% 0.85% 2.05%
L2T 100% 73.87% 10.06% 23.30%
EWC 100% 76.69% 6.40% 12.43%
P&C 100% 76.52% 5.89% 11.57%
PGN 162% 79.47% 2.70% 10.47%
DEN 144% 80.42% 3.39% 7.42%
RCL 145% 78.66% 3.56% 8.62%
HDN(1) 143% 80.81% 1.61% 4.03%
HDN(2) 131% 80.57% 2.24% 6.01%
A.3 Architectural Choices for Hierarchically Decomposed Networks
We also evaluate various ablation experiments on Hierarchical Decomposed Networks. First of all,
we build the dense HDN without sparsity inducing constraints for task-adaptive parameters while
maintaining the essential architecture, depicted as w/o Sparsity. It significantly outperforms HDN
in terms of accuracy but impractical since it requires huge capacity. w/o Adaptive Masking on
task shared parameters are similar type of variants that intentionally limit the flexibility of HDN for
newly arriving tasks. Naturally, they bring degenerated performance with respect to both accuracy
and OPDs. Fixed σ after training first task is to observe the effect of properly training task-shared
parameters. In here, task-shared parameters indeed couldn’t have a role of training task-shared
knowledge. Interestingly, it shows much lower performance even than other variants, suggests that
training proper task-shared knowledge is crucial during continual learning.
Table A.4: Ablation study results on HDN(1) with average of five different orders depicted in A.1. We show a
validity of HDN as comparing with several architectural variants. All experiments performed on CIFAR-100
split dataset.
Models Capacity Accuracy AOPD MOPD
STL 1,000% 63.75% 0.98% 2.23%
HDN(1) 170% 61.30% 1.57% 2.77%
w/o Sparsity 1,084% 63.47% 3.20% 5.40%
w/o Adaptive Mask 168% 59.09% 1.83% 3.47%
Fixed σ 167% 58.55% 2.31% 3.53%
A.4 Analysis of Parameter Change During Training
We further validate how task-shared and task-adaptive parameters change during the course of training.
In Figure A.7, we report the amount of update for the task-shared parameters at each layer of the
network when training HDN and HDN with fixed previous τ , by measuring ‖σt − σt−1‖2, for
CIFAR-100 Split. For fixed τ , the amount of update is kept small and nearly constant in order not to
negatively affect the performances for earlier tasks. On the other hand, for HDN, the amount of change
to the shared-parameters is large at earlier tasks but exponentially decreases with the increasing
number of tasks as it converges to an optimal solution. Moreover, most of the updates to the task-
shared parameters for HDN happen at lower layers (1 and 2) which makes sense since those layers
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Figure A.7: Amount of update in task-shared parameters as HDN(1) with fixed previous τ depicted in A.3 and
HDN(1) train on a sequence of tasks.
capture task-generic representations that do not negatively affect the task-specific representations for
the past tasks.
A.5 Intuition of Hierarchical Knowledge Consolidation
We give much intuitive illustration for Hierarchical Knowledge Consolidation which is a simple yet
efficient technique to minimize redundancy among task-adaptive parameters for our HDN. As shown
in Figure A.8, At each task group Gg , we decompose redundant components (colored) among relevant
sparsified (white) task-adaptive parameters {τ˜ i}i∈Gg into locally-shared parameter (σ˜g) and much
sparse {τ i}i∈Gg .
Figure A.8: An illustration of hierarchical knowledge consolidation. In the decomposed network framework,
introducing locally shared parameter (σ˜g) intuitively removes the redundancy among task adaptive parameters
in the same group, that is greatly beneficial to large-scale continual learning problem.
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Table A.5: Hierarchically Decomposed Networks experiment results on CIFAR-100 Split and CIFAR-100
Superclass datasets. We show additional results when HDN variants use much large network capacity.
CIFAR-100 Split CIFAR-100 Superclass
Methods Capacity Accuracy AOPD MOPD Capacity Accuracy AOPD MOPD
STL 1,000% 63.75% 0.98% 2.23% 2,000% 61.00% 2.31% 3.33%
L2T 100% 48.73% 8.62% 17.77% 100% 41.40% 8.59% 20.08%
EWC 100% 53.72% 7.06% 15.37% 100% 47.78% 9.83% 16.87%
P&C 100% 53.54% 6.59% 11.80% 100% 48.42% 9.05% 20.93%
PGN 174% 55.71% 6.48% 11.10% 300% 48.15% 12.95% 19.27%
DEN 181% 57.38% 8.33% 13.67% 191% 51.10% 5.35% 10.33%
RCL 181% 55.26% 5.90% 11.50% 184% 51.99% 4.98% 14.13%
HDN-Fixed 132% 59.32% 2.43% 4.03% 128% 55.75% 3.16% 6.80%
175% 61.02% 2.26% 2.87% 191% 57.98% 2.58% 4.53%
HDN(1) 134% 59.93% 2.12% 3.43% 133% 56.76% 3.02% 6.20%
170% 61.30% 1.57% 2.77% 191% 58.37% 2.64% 5.47%
HDN(2) 135% 60.74% 1.79% 3.43% 130% 56.81% 2.85% 5.73%
153% 61.18% 1.86% 3.13% 182% 58.53% 2.75% 5.67%
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Figure A.9: Per-task accuracy for each task sequence of continual learning baselines and our models on
CIFAR-100 Split, on 5 task sequences of different order. Large amount of disparity among task performance
of different orders implies that the model is task-order sensitive, that is less confident in terms of fairness in
continual learning.
13
