Abstract Present study deals with the statistical analysis of long-term ground level ozone (O 3 ) trend and the influence of meteorological variables on its variation over Delhi, India. Daily mean and maximum of O 3 and meteorological data, obtained from India Meteorological Department, were arranged for the period of 9 years (1998)(1999)(2000)(2001)(2002)(2003)(2004)(2005)(2006). Based on the preliminary correlation study of all the data with O 3 , six variables viz. daily maximum temperature, daily average relative humidity, dew point, wind speed, visibility, and total sunshine were selected. Classical additive time series decomposition technique was used to obtain seasonally adjusted long-term trend. To analyze the masking effect of meteorology, adjustment was made using Kolmogorov-Zurbenko filters followed by stepwise regression analysis to the smoothed series of O 3 maximum and meteorological variables, which showed that long-term trend was independent of sunshine duration. Results indicate a significant increasing trend with annual increase of 1.13 % for O 3 mean and 3 % for O 3 maximum. Annual deseasonalized trend for seasonal cycle shows bimodal oscillations. About 43 % of O 3 variation was explained by the selected meteorological factors and rest of variation attributed to factors like emission of precursor gases, pollutant transport, policy changes, etc. Among the three tested regression models, performance of Model 2 with variable temperature, wind speed, and visibility was found to be best that resulted in lowering of O 3 trend. Large variability (23 %) was explained by the variable visibility depicted that the emission of primary pollutants not only provides the precursor gases but also control the local photochemical reactions.
Introduction
Variation of ground level ozone (O 3 ) is governed by several factors such as atmospheric phenomenon, area topography, vegetation cover, and the concentration of precursor gasses (CO, NO x , VOCs). All these factors alone or in combination decide the level of ozone in any area. Atmospheric phenomena including incoming solar radiation, turbulence, moisture content, etc. change every second and so are the reactions in atmosphere. These changing atmospheric conditions over time cause temporal variations in O 3 concentration. On the global scale, these atmospheric reactions further depend on the physical characteristics of an area like distribution of vegetation, topography, vehicular density, and emission of pollutants, etc. and they cause day-to-day variability in spatial distribution of O 3 . It is important to understand the variability of O 3 , both temporal and spatial, as these variations determine their possible impact on the living system (Lin et al. 2001) as O 3 is demonstrated to be the most important phytotoxic pollutant, showing growth reductions and visible injuries in plant (Benton et al. 1995) . In particular, the variation of O 3 can highly affect the radiative forcing (Brasseur et al.(Crutzen 1974; Ashmore and Bell 1991; Shine 2001) . Not only the O 3 variation, its precursors like NO x variability can also affect the street canyons and the formation of secondary pollutants in urban areas and thus, important in risk assessment for pedestrians and also for heritage buildings (Sheng and Tang 2012) . The regulatory agencies also use the information on O 3 variation to identify the locations where vulnerability to natural resources due to ozone may occur (Cooper and Peterson 2000) .
Variability in any time series data over a long period follows a pattern or trend and breaking the pattern into different components helps in the better understanding of the data. There are several methods available to identify these components or trend from the original time series. The key step in decomposition involves smoothing of data. The process of decomposition was initially given by Macauley (1931) who introduced ratio-to-moving averages method of decomposition. Later, this method provided the base for the development of several other widely used methods like Census Bureau method developed by US Bureau of Census, X-11, X-11 ARIMA, X-12 ARIMA, etc. The most recent method of decomposition STL (SeasonalTrend decomposition procedure based on Loess) (Cleveland et al. 1990 ) is widely used method for the data having extreme observations. One of the important application of the decomposition method is to smoothen the exploratory variables that are responsible for the trend cycle by applying filters such as Kalman filters (Kalman 1960) , wavelet decomposition (Nason and Silverman 1994) and Kolmogorov-Zurbenko filters (Rao et al. 1992) .
Decomposition of time series data of O 3 to different components has been extensively used to depict periodicity in data in different geographical locations (Wu and Chan 2001; Carslaw 2005; Tripathi et al. 2010) . As the formation process of ozone in boundary layer is closely related to temperature, relative humidity, recirculation of air masses, solar radiation duration, and mixing height of tropospheric boundary layer (Sillman 1995; Castell et al. 2008; Tang et al. 2009 ), use of Kolmogorov-Zurbenko filters (K-Z filters) for meteorological adjustment of ozone has been widely applied in different studies to predict and extract the trend of ozone caused by the meteorological phenomenon (Steinberger 1982; Sebald et al. 2000; Gardner and Dorling 2000; Kuebler et al. 2001; Wise and Comrie 2005; Tu et al. 2007; Azzi and Duc 2008) .
The objective of the present study is to observe the temporal changes in ground level ozone concentration and to analyze how these changes are controlled by the meteorological variables in Delhi, India. To begin with, a classical additive time series decomposition technique was used to extract the long-term temporal and short-term seasonal trend for the observed period (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) . Later, meteorological adjustment of time series was made to detect the masking effect of meteorology and the contribution of meteorological factors on long-term ozone variability. Findings depicted a significant increasing trend implying a possible interplay of several factors like emission, transport and meteorology.
Materials and methods

Description of study area and dataset
The Indian capital Delhi (28838 0 N, 77812 0 E) located in the center of great North Indian Gangetic plains (Fig. 1) is an instructive location for the impact of air pollution in an urban area since it is a rapidly expanding center of government, trade commerce, and industry. In recent years, there has been an overall increase in emission of precursor gases mainly contributed from the automobile emission in Delhi (Srivastava et al. 2005; Khillare et al. 2008) . During the period of 10 years from 1997 to 2007, reported total number of vehicles circulating has almost doubled and maximum contribution was due to the increase in private vehicles, i.e. cars, jeeps, and motor cycles, which showed almost 50 % increase. In 1998, petrol consumption was (Table 1) . Demand in diesel consumption increased from 1,242 MMT to 1,326 MMT attributed to the increasing demand of personal vehicles, which account for more than 90 % of the vehicles in Delhi. The increase in vehicles not only affects the total consumption of fuel but also increases the traffic congestion, vehicles idling time and delay events which ultimately results in more emission of NO x , hydrocarbons, and CO (Shukla and Alam 2010) .
Climate of the Delhi is under humid subtropical and semi arid classification influenced by its inland position and can be divided into four seasons as per the classification given by India Meteorological Department (NAAQMS 2001) . The four seasons are (i) pre-monsoon or summer (AprilJune), (ii) monsoon (July-September), (iii) post-monsoon (October-November), and (iv) winter (December-March). It is characterized by hot summer with maximum temperature 46°C and chilled winter with minimum temperature 3°C. As many as 8-9 dry months occur during the annual cycle. Average annual rainfall is about 617 mm. During major part of the year, continental type of air prevailed in the region. Winds are predominantly from a westerly or northwesterly direction during all months except monsoon. Easterly and southeasterly winds are common during monsoon (IMD 1991) . The subtropical atmosphere of Delhi and large scale emission of precursor gases cause significant increase in the ozone concentration. Sufficient build up of tropospheric ozone has been reported with wide temporal and seasonal variation (Tiwari 1973; Aggrawal 1992, 1993; Jain et al. 2005; Ghude et al. 2008) .
Ozone and meteorological data for the present analysis were obtained from India Meteorological Department, Pune-the organization working under Ministry of Earth Sciences, Government of India. Monitoring station is located at Lodhi Road, New Delhi and it is designated as Secondary Regional Ozone Centre for Regional Association (Asia) of the World Meteorological Organization (WMO). The station is representative of the urban environment with massive emission of ozone precursors. Since there is no major industry in the nearby area, vehicular emission is the main source of air pollution. Monitoring of ozone is done by an electrochemical continuous ozone sensor (Sreedharan and Tiwari 1971) . The sensor part of the equipment has been exposed on the roof of Ozone building at IMD, Lodhi Road at a height of 10 m above ground. Examination of continuous record of O 3 shows that the minimum value occurs in the morning around sunrise (coinciding with minimum temperature) and maximum in the afternoon. This could be explained on the basis of vertical mixing depth, which is minimum in the morning due to formation of stable cool layer near the ground. The depth of vertical mixing is highest in the afternoon due to maximum temperature of the day and the maximum O 3 values are nearly representative of the free tropospheric ozone amount. Figure 2 shows the rank-based normal quantile plot of O 3 mean and O 3 maximum time series. The curves are far from being normal rising upward implying the data to be right-skewed with large variance. Some of the daily missing data (3 % of O 3 and 8.2 % of meteorological data) were interpolated using linear interpolation.
Based on the preliminary correlation study of all the meteorological variables with ozone, daily maximum of air temperature (T max ,°C), daily average of relative humidity (RH avg , %), daily average of dew point temperature (DP avg ,°C ), daily average of wind speed (WS avg , km h -1 ), daily average of visibility (V avg , km), and total sunshine hour (TS, h) were selected. Correlation between O 3 maximum and meteorological variables has been discussed analyzed in ''Sect. 3.3''. The daily mean of ozone (O 3 mean) and daily maximum of O 3 (O 3 maximum) data and meteorological variables were arranged for the period of 9 years (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) .
Descriptive statistics of meteorological data is given in Table 2 . To apply the O 3 data for the estimation of linear trend, monthly average of O 3 were calculated which resulted in the total number of observations (n) = 108. For the meteorological adjustment, daily data were transformed to natural log form to imply the assumption of linearity and to stabilize the variance in series. Statistical analysis was done using SPSS 16.0. Trend analysis procedure
Parametric and non-parametric methods of significance test were done to find whether data exhibit a trend (EPA 2006) . In order to assess the underlying trend in O 3 time series data, two approaches of trend analysis were applied. (i) Estimation of long-term seasonally adjusted O 3 trend with monthly seasonal indices and the annual growth rate of O 3 (''Testing trend in the time series'').
(ii) Estimation of meteorologically adjusted O 3 trend using KolmogorovZurbenko filter to filter the O 3 maximum and meteorological data series followed by stepwise regression analysis (''Monthly variation of ozone mean-maximum and annual trends'').
Estimation of long-term O 3 trend-cycle and its seasonal components
For the estimation of trend components at time t, method of classical additive time series decomposition technique was applied to original O 3 time series (O t ).
where T t is long-term trend-cycle component which represents overall increase or decrease, S t is the seasonal component due to seasonal variations, and E t is the shortterm variation component called as irregular (or remainder i:e:;
where b 0 is the y-intercept and b 1 is the slope of the regression line. b 1 gives the estimate of trend. The composite annual mean of the trend estimate gives the percentage of change per year. The long-term trend-cycle (T t ) of O 3 mean and O 3 maximum was computed using 12 moving averages with single iteration. Using the obtained trend-cycle values, the actual ozone data was de-trended (O t -T t ). By taking the monthly averages of de-trended values for each month, seasonal indices (S t ) were estimated. The monthly seasonal index was the average deviation of each month's ozone value from the ozone level that was due to the other components in that month. Annual average of the difference between actual ozone and its seasonal index (O t -S t ) gives the seasonally adjusted ozone trend in which the influence of seasonal fluctuations was smoothened.
Meteorologically adjusted long-term O 3 trend
Application of KZ filter It is well known that ozone concentration is influenced by meteorological variables like temperature, humidity, visibility, solar insolation, synoptic movements, and emission variables such as ozone precursor and scavenger gases. The meteorological fluctuations in a long-term trend may suppress the underlying trend. In order to obtain meteorologically adjusted O 3 trend, Kolmogorov-Zurbenko filters (KZ filter) (introduced by Rao et al. 1992 ) for time series decomposition was applied to separate both ozone and meteorological data into short-term, seasonal and long-term components. Separation helps in smoothening of data, which is amenable to further application of regression analysis. A time series of filtered O 3 data [O(t)] can be represented as
where T(t) is the long-term trend component, S(t) is seasonal variation, and E(t) is the short-term component. In this section, according to Rao and Zurbenko (1994) , the shortterm component is attributed to weather and short-term fluctuations in precursor emissions. Seasonal component is a result of changes in solar angle, and the long-term trend results from changes in overall emissions and pollutant transport, climate and policies. The KZ filter is low pass filter produced through repeated iterations of a moving average which is defined by the formula given below 
where k is the number of values included on each side of the targeted value and the window length m = 2k ? 1. The output of the first pass then becomes the input for the next pass. KZ (15, 5) filter (15-day length [m] with five iterations [p]) was applied to the natural log of O 3 maximum that produced a time series which was devoid of short time variations denoted by O BL . Meteorological variables were also filtered in a similar manner and denoted by M BL . These serve as baseline components of air quality which can be defined as the sum of the long-term and seasonal components:
The short-term time series was produced by subtracting the baseline from the original times series data
For 
During the filtering process, data was truncated both in the beginning and in the end of series because of repeated iterations of moving average. Longer window lengths result in additional data lost and truncated trend component. In the foregoing manner each of the meteorological variables was also separated as a different component. Figure 3 summarizes O(t) Fig. 3a) and its different components obtained by applying KZ filters. Seasonal component [S(t)] (Fig. 3b) was due to the changes in solar cycle, short-term component [E(t)] (Fig. 3c) was the day-to-day variability that occurred because of meteorology and precursors emission and long-term component [T(t)] (Fig. 3d) ]. The residual value was then converted to its exponent to improve the visual representation and meaningful interpretation with unadjusted ozone trend. The meteorological adjustment of the long-term trend explains the variation in ozone concentration due to the factors other than the selected meteorological variables by each model.
Results and discussion
Testing trend in the time series
For the parametric approach of trend test, one sample student t test was examined. Test was based on testing the null hypothesis H 0 (there was no trend) against the alternative hypothesis H 1 (there was trend) in time series. Table 3 shows the obtained value of student's t test with (n -2) degrees of freedom (n chosen as 108) as 3.04 for O 3 mean and 1.88 for O 3 maximum. Table value for t 0.05 = 1.64 as table value for 106 degrees of freedom tends to infinity. The trend values for both the series were found to be significant at 5 % level of significance and thus, the null hypothesis of no trend was rejected and it was concluded that there exists a trend in O 3 time series. Table 4 display the results of rank-based non-parametric Mann-Kendall test. It was observed that the values of test statistics (Z 0 ) were greater than Z 0.95 , therefore the null hypothesis of no trend was rejected at 5 % significance level (a = 0.05). Large positive value of S' statistics indicates the presence of increasing trend in the data.
Monthly variation of ozone mean-maximum and annual trends
Monthly values of the detrended O 3 series averaged over the period 1998-2006 as given in Table 5 shows a welldefined annual cycle for the period. The highest index value for O 3 mean was in April and for O 3 maximum, it was in June. Lowest index value was in DecemberJanuary. Deseasonalized trend in a year for seasonal cycle shows bimodal oscillations with a major peak in summer (April-June) and a minor peak during post-monsoon (October) period. Summer peak of ozone corresponds to maximum photochemical reactions and decreased rate of O 3 dissociation process. As discussed by Jain et al. (2005) , during summer and autumn (post-monsoon) period, incidences of the occurrence of anticyclonic conditions associated with sunny warm period, stagnant wind patterns and low humidity are increased, which provide favorable atmospheric conditions for photochemical reactions. Availability of favorable atmospheric conditions and presence of high concentration of precursor gases (CO, VOCs, NO x ) emitted from local vehicles and transported from nearby regions, results in the increased rate of O 3 formation. Build up process was further enhanced by lowering the dissociation process of O 3 as low humidity level of atmosphere during summer controls the O 3 photolysis process.
Annual trend of O 3 is the overall movements of time series values which show the overall tendency of data whether values are increasing or decreasing over time. The slope of regression trend line measures the rate of change of a linear trend over given time period. Figure 4 depicts the results of linear trend and cyclic-trend of time series decomposition of the monthly O 3 mean and maximum. There was gradual increase in trend component in the period 1998-2006. The upward/increased trend of ozone time series indicates the deterioration of air quality most possibly due to the increased emission of precursors in Delhi. The general growth trend line fitted to the data indicates the overall increase in the temporal variation at the rate of 1.13 % for O 3 mean and 3 % for O 3 maximum per year which results from overall emissions, climate, pollutant transport, economical development and urbanization process. This was the estimated increase of ozone over long time period (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) in which trend direction for shorter period was not considered. As the duration of test period was critical to the trend analysis, trend direction for the short period may be different and overlooked in longer period. Plots of annual averages of the deseasonalized concentration values (O t -S t ) are plotted in Fig. 5 . Short-term variation in the O 3 mean and maximum is visualized from the plot. During the initial period (1998) (1999) (2000) , O 3 levels were relatively steady and then, there was sudden increase in Effect of meteorological factors and its adjustment to ozone time series Effects of meteorological factors were examined with correlation analysis for the unadjusted (original) ozone and meteorological variables. As the O 3 concentration showed large seasonal variability, it was expected that the dependence on meteorological variables might be seasonal. Hence, the data sets for Pearson bivariate correlation were classified into four groups: summer, monsoon, post monsoon, and winter. The results are given in Table 6 .
The established correlation coefficient values between ozone and meteorology were not very high but the association was significant at p value \ 0.01 and 0.05 level of significance. Analysis based on the annual data showed that T max , DP avg , V avg , WS avg , TS, were all positively correlated and RH avg was negatively correlated to maximum ozone. Further analysis based on seasonal data revealed that the effect of each variable was different in different seasons. T max , which had positive and significant association during summer and winter, did not show any significant contribution during monsoon. During monsoon, significant and positive correlation with humidity was obtained. This needs further justification for this type of association. During post monsoon period, the maximum ozone variation was found to be independent of temperature and sunshine duration (as negative association established), it was largely governed by wind speed. Thus, the correlation coefficient result indicates that, in total, all the meteorological variables had significant role in maximum ozone variation which varies with different seasons.
With the meteorologically adjusted KZ filtered trend as shown in Fig. 6 , performance of models changed with the addition of a new variable to the model. Adjustment for temperature (Model 1-1 predictor model) results in the further elevation of O 3 peak in 2000-2001 and 2005-2006 . Temperature, visibility, and wind speed were positively correlated, and the adjusted trend after the combination of these factors in model 2, ozone was pushed lower to the unadjusted trend. Relative humidity (RH avg ) and total sunshine (TS) were negatively correlated to O 3 and inclusion of these two variables in Model 3 (5-predictor model) enhanced the adjusted trend result of Model 2 with the peak observations higher than unadjusted trend. Among the three tested models, the performance of Model 2 was found to be best and variables T max , V avg , and WS avg had the strong effect on the O 3 variability. However, the result of the proposed model needs to be tested and improved with more data in the subsequent years. Contribution of each variable in the model buildup explains the dependency of O 3 on that variable. The most influencing factor among the five variables was the visibility which explains 16-23 % of total variation. Wind speed explains 4-6 % of total variation and temperature accounts only for 2-4 %. It can be said that the increased trend of O 3 in Delhi is also contributed from the pollutant transport from nearby regions (as wind speed is positively related). The surprising fact was the negative association of total sunshine hour, which depicts that the long-term variability of O 3 at the study site was independent of sunshine duration. Titration effect of rel. humidity was also negligible, which accounts only for 0.9 % of contribution to model 3. Visibility has greater significance in the radiation flux reaching the surface. As atmospheric visibility is controlled by smoke, dust, gaseous plume and haze that originate from a multitude of sources, the dynamics of pollutant concentration controls the level of visibility. Any change in the pollutant dynamics especially the particulate matter which is reported to be very high in Delhi (Duggal et al. 2002; Mönkkönen et al. 2004 ) results in the visibility impairment and the radiation flux reaching the surface (Singh et al. 2005 ) that effects the local photochemical formation of O 3 . It can be said that the air pollution load of Delhi is not only responsible for the precursor gases but also controls the local atmospheric chemistry. Similar pattern of observation was also observed by Lal et al. (2000) at Ahmedabad city (233 N, 72.63E, 49 m) located in the western part of Delhi. Their findings indicate that the earlier seasonal variation of ozone during 1954-1955 was Table 6 Correlation coefficient values between O 3 maximum and the meteorological variables dominated by solar radiation but during 1991-1995, the variation was dominated by pollutants.
Conclusion
The study deals with the statistical analysis of long-term ozone trend in an urban environment Delhi with high emission of ozone precursor gases. The study site has been designated as one of the regional ozone monitoring station for Asia by WMO. This is the first time such a statistical analysis for trend estimation and its meteorological adjustment using K-Z filters for ground level O 3 is made for Delhi. The preliminary findings of this study revealed a significant increasing trend of O 3 over the period 1998-2006 with overall increase of 1.13 % per year for O 3 mean and 3 % per year for O 3 maximum. A well-defined seasonal cycle exists with two annual peaks, major in summer (April-June) and minor during post-monsoon (October) period. The study is able to propose a statistical model relating O 3 with meteorological variables that expressed the observed phenomenon adequately. About 43 % variation of ozone is explained by the meteorological factors. Rest of the contribution is attributed to other factors which can be due to the emission of precursor gases, vehicle density, pollutant transport, policy changes, economic development, or urbanization process. Adjustment of the ozone trend to meteorology reveals the fact that temperature, visibility and wind speed were the important meteorological predictors for the long-term O 3 trend in Delhi and among these three variables, visibility plays the most important role. The long-term variation of O 3 was independent of the sunshine duration. The findings need to be confirmed with more data for the subsequent years. Emission of primary pollutants was not only responsible for the precursor gases (CO, NO 2 , VOCs) for the O 3 production but also for the local atmospheric chemistry. Significant increasing trend indicates that the air quality in the area continues to deteriorate in spite of the several mitigation processes undertaken to improve the air quality. The measures taken during the period 1996-2005 to reduce the precursor loads were not effective enough and further reduction in emissions especially from transportation sources are strongly recommended. 
